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Abstract
Vibrations of elastic frames or trusses are investigated by use of Fourier/frequency
domain methods, using classical solutions of linear hyperbolic PDEs with constant
coefficients and angle-preserving connections of beams (by clamping). Separation of
variables is used, e.g., A(x,µ)eµt . For free vibrations, eigensolutions (in particular their
values µ= α+ iβ) are determined homotopically and individually, employing systems of
quasilinear ODEs, usually explicit. Additionally to the methods in Part (I), properties and
supplements are presented in Part (II).
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
Vibrating planar frames or trusses are considered as a class of multi-link flex-
ible structures with a spatially one-dimensional linear (“distributed parameter”)
model (see general objects of this kind in [2, Appendix B]). The linear PDEs (par-
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tial differential equations) of Dynamics with constant coefficients for the elastic
piecewise straight beams are supplemented by the linear boundary or coupling
conditions concerning the angle-preserving joints. These side conditions cause
the modelling problem to be interesting from a mathematical point of view.
Regarding free or suitably forced solutions, a Fourier-type separation of the
variables x and t yields a frequency domain simulation with classical solutions in
the Fourier space of complex-valued exponential functions of x and t . The frames
or trusses are treated as entities, i.e., without any spatial (mass) discretization. This
may be denoted as SVM (Spectral Vibration Method). This paper is devoted to a
presentation of the theory of SVM as a constructive method; some mathematical
properties are not fully explored and theorems are not presented.
Remarks. (1) As compared to [4], the present paper contains only an overview of
applications of SVM in Mechanics.
(2) The present Part (I) contains the Sections 1–3 of this paper, to be followed
by Part (II) with Sections 4–7 and the Appendices A and B [2]. In subsequent
quotations of sections, there is no additional indication of Parts (I) or (II).
The simulation of free vibrations of the said systems yields nonlinear matrix
eigenvalue problems to be treated by use of Homotopies with ODEs (ordinary
differential equations). Whereas SVM provides an exact treatment of one-
dimensional transient problems in Dynamics, the Homotopies yield rigorously
valid initial value problems for the nonlinear matrix-eigensolutions. Locally
supplemented by a Newton iteration (see Section 2, [5,13,15]), applications
of ODE-solvers are straightforward as compared with the usual computational
methods for linear matrix eigenvalue problems, see Section 6.
Whereas frequency domain methods are standard in Electrical Engineering,
they are rarely used in Civil Engineering or Mechanical Engineering. In these
fields time domain methods have been and are being used as follows for vibrating
systems:
(i) traditionally lumped mass methods employing rigid bodies with connecting
springs and dashpots, e.g., [3,8];
(ii) more recently FEM (Finite Element Methods, [6]) employing a continuous
piecewise elastostatic treatment of beams, plates, etc. augmented by a lumped
mass treatment employing spatially discretized masses and ODEs as their
equations of motion, see Sections 3 and 6.
Remark. The “large generality” of FEM [6, p. 697] is generally true concerning
quantitative approximations for spatially multidimensional problems.
Concerning applications of FEM or FDM (finite difference methods), the fol-
lowing observations are stated in [18]:
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• Numerical schemes are needed which conserve the total energy and yield
eigenfrequencies close to those of the original problem. “These requirements
. . . are very restrictive if large structures are involved” [18, p. 167].
• “It is well known that many phenomena and distinctions which are present
in (linear) infinite-dimensional systems are lost in its finite-dimensional
approximations” [18, pp. 2–3].
For the dynamic systems under consideration, the subsequent analysis suggests
qualitatively that the presented execution of SVM is more reliable and frequently
less costly than the usual execution of FEM. For SVM, available software and
its applications are confined to gear drives [7]. The present paper is mainly
devoted to a presentation of the details of the combined SVM and Homotopy
analysis. In Section 3, there is an application to one of the two trusses of a large
railroad bridge. By additionally accounting for the passage of a train, this example
is continued in [4], which is mainly devoted to applications and properties of
interest in Mechanics. According to [30], the wheels of a moving train may derail
in the case of excessive vibrations; this shows the practical significance of the
investigations presented here and in [4]. Some other possible applications of SVM
are listed in Section 7.
The SVM to be presented rest on the usual PDEs of linear elastodynamics,
supplemented by terms expressing a dissipative resistance to strain velocities,
[10, pp. 301–302]. For the longitudinal deformation η = η(x, t) of a beam, the
PDE is [16, p. 118]
EF̂ (η′′ + kwη˙′′)− qLη¨= 0, η˙ := ∂η/∂t, η′ := ∂η/∂x, (1.1)
with
(i) the colon denoting a definition,
(ii) kw the coefficient of the internal (strain velocity) damping according to the
model of Voigt [17], [16, p. 108], [10, pp. 293–307], and
(iii) the constant parameters E, F̂ , qL defined in Appendix A.
Concerning the flexural deformations y = y(x, t), the Euler–Bernoulli theory
yields [10, p. 302]
EI(y ′′′′ + kwy˙ ′′′′)+ qBy¨ = 0 (1.2)
with I and qB defined in Appendix A. These PDEs and their subsequently em-
ployed side conditions constitute a singularly perturbed problem as kw → 0, [28].
In fact, the limits of certain solutions then are different from the corresponding
solutions for kw = 0, as is shown explicitly in an example in Appendix A.
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Remarks. (1) This corresponds to the relationship between the boundary layer
theory and the Euler equations of Hydrodynamics.
(2) The more general Timoshenko theory of bending ([10, p. 301], [14, p. 156])
yields the linear PDE (A.2) with constant coefficients, still allowing applications
of SVM.
(3) It is ignored that spatially multidimensional versions of (1.1) and (1.2)
should be used in neighborhoods of the joints.
(4) In (1.2), the dynamic buckling problem ([9, p. 131] and [10, p. 297]) of the
vertical beams is ignored because of their statically prestrained state.
Matching of the beams at the joints requires suitable boundary conditions at
their endfaces and coupling conditions at intermediate interfaces, see (B.1), (B.2)
in Appendix B. These linear side conditions hold with respect to the kinematic
quantities
η, y, y ′ (1.3)
and the dynamic quantities (e.g., [16, p. 108] and [10, pp. 293–307])
S :=EF̂T η′, Qsh :=EITy ′′′, M :=EITy ′′,
with T := 1 + kw∂/∂t, (1.4)
where S denotes a longitudinal force, M a bending moment, and Qsh a transverse
(shearing) force.
Remarks. (1) In the subsequent presentation of SVM, beams are continuously
connected at the joints with respect to both (1.3) and (1.4). Because of the
theoretical equivalence of FEM and the classical Ritz method [6, p. 171], in FEM
the connecting conditions of elements are confined to (1.3); i.e., the spatially
continuous solutions need not satisfy the dynamic coupling conditions of the
elements.
(2) Subsequently, these dynamic conditions are confined to the undeformed
truss. This is the usual assumption in linear elasticity.
The search for dynamic eigensolutions or forced solutions of the individual
beams is now confined to the following candidates with free Fourier coefficients
αˇ, βˇ , or γˇ and functions b, A, B to be discussed in detail in the Appendices A
and B:
η(x, t,µ)= γˇ eµt b(x,µ), µ= α+ iβ = 0,
yA(x, t,µ)= αˇeµtA(x,µ), yB(x, t,µ)= βˇeµtB(x,µ). (1.5)
The functions yA and yB are subject to boundary or coupling conditions
concerning shearing forces or bending moments, respectively. For a periodically
forced solution, µ = ikΩ with kΩ an external forcing frequency. Properties
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of the function b, A, and B are derived in Appendix A. In (A.10)–(A.13),
there are stepwisely generalized candidates for eigensolutions with time factor
tνeµt , ν  1. Just as in the theory of classical linear ODEs with constant or
periodic coefficients, these candidates arise in the case of multiple µ, making
use of a tentatively suggested definition of this property in Appendix A. Detailed
discussions are subsequently confined to the case ν = 0.
Remarks. (1) The separation of the variables in (1.5) is consistent with (1.1) and
(1.2) since, e.g., η′′ + kwη˙′′ yields (1 +µkw)eµtb′′(x,µ).
(2) Concerning (1.1) and (1.2), and the side conditions referred to, the authors
do not know whether there are eigensolutions or forced solutions which cannot be
represented by a separation of the variables or do not possess the same value of
µ for all beams of a truss. Generally in Physics, separation of the variables is the
only approach for the construction of eigensolutions, see Section 7. Since PDEs
are involved, it would be next to impossible to discover any explicitly represented
non-separable eigensolutions.
(3) The existence of solutions not representable by use of (1.5) would be
important concerning externally excited resonances of forced solutions.
(4) Since generally they require a knowledge of all eigenfunctions and their
completeness, solutions of initial boundary value problems are not considered in
this paper.
Because of (1.1), (1.2), and (1.5), the functions b, A, and B satisfy obvious
linear homogeneous ODEs of order 2 or 4, respectively. According to (A.3),
their fundamental systems consist of exponential functions which are complex-
valued for kw = 0 and real-valued for kw = 0. By use of (1.4), precisely one
nonhomogeneous boundary or coupling value is assigned to each function b,
A, or B . This condition prescribes either a dynamical unit value concerning S,
Qsh, or M at an endface or a dynamic unit jump of one of these quantities
at an interface, see (B.1). The required additional numbers of (i) vanishing
dynamic values are prescribed at the endfaces or as (ii) non-jump kinematic or
dynamic coupling conditions at interfaces. For any beam, the true (non-unit) value
of S, Qsh, or M , concerning b, A, or B is obtained by multiplication with the
corresponding Fourier-coefficient and the factor (1 + µkw). For pairs of beams
connected at a joint, one subset of these coefficients can be expressed by the
complementary subset, making use of the dynamic equilibrium conditions, e.g.,
in (B.1).
Remark. To be valid in the elastostatic case µ = 0, the elastostatic equilibrium
requires the presence of at least two external forces or moments.
The ODEs and the dynamic side conditions define nonhomogeneous linear
boundary value problems for b, A, or B . Irrespective of the value of kw , clearly
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a solution of a real nonhomogeneous problem is real-valued if it exists uniquely.
Generally, a nontrivial solution of a corresponding homogeneous boundary value
problem is complex-valued; its real and imaginary parts yield separate real-valued
eigensolutions.
Provided the solutions b, A, and B of the nonhomogeneous boundary value
problems exist uniquely for all beams and a chosen µ, the beams connected at
a certain joint can then be matched kinematically by requiring locally coincident
horizontal, vertical, and angular positions. The number of the resulting kinematic
equations coincides with the number of the still free Fourier coefficients of the
functions b, A, and B with dynamic unit values at this point.
Since the deformations of the beams at this joint also depend on other functions
b, A, and B , the consideration of all joints yields a system of linear algebraic
equations
F(µ)x = f (µ), (1.6)
where a common factor eµt has been cancelled and
• x denotes the vector of the still free Fourier coefficients,
• the elements of the matrix F depend on values of the functions b, A, or B
and their first derivatives at joints,
• f denotes a vector as determined by a periodic external excitation (if there is
any) and corresponding functions A, B , or b of the externally loaded beams,
• if f = 0, eigensolutions (µ= α + iβ , x) of a nonlinear eigenvalue problem
are to be determined.
For F given, there is a finite or perhaps a denumerably infinite set of values µ
causing F to be singular, which is denoted by sing.F . Any µ of this kind realizes
the eigenvalue λ= 0 of F . Whereas this induces the equation detF(µ)= 0, there
is no direct and simple relationship between the multiplicities of
(i) the root λ= 0 of det(F − λI)= 0 and
(ii) the values µ satisfying (1.6) with x = 0 for f = 0 and any given data set.
Irrespective of the nonlinearity of (1.6) with respect to µ, essential structures of
Linear Algebra can be used due to the linearity concerning x, as will be shown
subsequently.
Remarks. (1) The expression “singular value” has unrelated meanings in matrix
theory [26, p. 86] and in operator theory, respectively. The notation “singular
parameter” is used in [4].
(2) For any µ, the imaginary part β represents the eigenfrequency and |α|−1
its weight concerning a forced solution, see (3.2) and (3.3).
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(3) Subsequently, sets sing.Q  µ will be employed with Q denoting any one
of the matrices arising in the analysis.
(4) For any µ ∈ sing.F and induced by an eigensolution for F , there is an
eigensolution of the frame- or truss-boundary value problem consisting of sets
of PDEs (1.1) and (1.2), the candidates in (1.5), and sets of side conditions. If
there are external loads, with µ= ikΩ /∈ sing.F , there exists a unique real-valued
solution of this nonhomogeneous boundary value problem, whose resonance
excitations depend on the distance of ikΩ and the set sing.F , see (3.2) and (3.3).
(5) In [10, pp. 345–363], a “dynamic stiffness matrix” M = M(kΩ) is
determined concerning forced planar periodic solutions of damping-free frames
or trusses, making use of solutions by separation of variables of (1.1) or (1.2),
referring to the individual beams. The assessment of the elements of M is
relatively difficult as compared with the employment of the functions b, A, B
in (1.6). According to [10, p. 362]; “The . . . finite-element methods are simpler to
apply,” which is generally not true concerning SVM.
Particularly for applications to trusses, the dimension of (1.6) and the
occurrence of µ in exponents dissuade from a practical direct employment of the
“secular equation” detF(µ) = 0 and of corresponding search methods for roots
µ ∈ sing.F , see Section 6.
Because of this situation, Homotopy Methods are introduced in Section 2
consisting of
• a replacement of F by F0 + εF1 where ε ∈ [0,1] denotes the continuation
parameter and F0 is “sufficiently simple,” particularly a block diagonal matrix
with decoupled blocks F0λ of relatively small dimension,
• thus allowing the practical employment of detF0λ(µ)= 0 for kw = 0 and of
corresponding search methods for the determination of the values µ = iβ ∈
sing.F0λ (see Section 5 for α = 0 for kw = 0); this is followed by a Homotopy
concerning δkω with δ ∈ [0,1] the continuation parameter; this is explained
in the following;
• a differentiation of (F0(µ(ε))+εF1(µ(ε))x(ε)= 0 with respect to ε, which is
legitimate in view of the analytic representation of the functions b, A, and B ,
and therefore the elements of F (this yields a quasilinear and usually explicit
ODE-system);
• an employment of any µ ∈ sing.F0λ and the corresponding vector x as the
initial values for a solution of the ODE-system for kw > 0;
• i.e., any fixed number of values µ ∈ sing.F can be determined individually
by use of the homotopic ODE-systems, see Section 2 and the Appendices A
and B concerning the attainable precision.
Remarks. (1) The semiexplicit analysis to be presented allows the qualitative
assessment of information on the dynamics of the problem by just looking at the
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equations, without having to resort to a computer simulation, see examples at the
end of Appendix B.
(2) A Homotopy may be used for the determination of the dependency of the
solution on any (natural or artificial) parameter.
Concerning the roots ξ of finite-dimensional systems h(ξ) = 0, Homotopies
with ODE-systems are employed in [21, p. 231] and referred to in a list in pp. 234–
235. Homotopy methods with Newton-methods or ODEs have been executed in
the mathematical literature on bifurcation problems, e.g., [5,13,15]; see also the
paper [25] by Stöckmann on Quantum Physics. In view of the global discretization
error of an ODE-solver, its stepwise combination with a Newton-method is
advantageous, see Section 2. Homotopy Methods with a stepwise execution have
been used in the following three papers by the second author: [22–24].
Remarks. (1) See Section 2 for the possibility of bifurcations.
(2) The Homotopy Method is also applicable in the special case of the linear
eigenvalue problems arising, e.g., in the employment of FEM.
(3) Concerning differential or integral equations in Physics, traditionally
problems allowing applications of Homotopies were treated by use of series in
powers of a perturbation parameter ε [20, p. 313].
2. Homotopies for the determination of eigensolutions
For f = 0 in (1.6), an arbitrary eigensolution will be determined which
consists of a value µ ∈ sing.F and an eigenvector x containing the corresponding
Fourier coefficients. Generally, F in (1.6) is not Hermitian (or symmetric), which
is irrelevant subsequently. According to Section 1, F is replaced by
F = F0 + εF1 with F0 = diag(F01, . . . ,F0N), ε ∈ [0,1] (2.1)
the Homotopy parameter and disjoint (q× q)-blocks F0λ where q = 3 in the case
of the demonstration example in Section 3. The matrix F1 consists of (q × q)-
block rows occupying the same row of F as a corresponding block F0λ. In
Section 3, the elements of F0 and F1 are linear combinations of values of at most
two of the functions b, A, or B (and their first derivatives) as introduced in (1.5),
see (B.3). According to Appendix A, these functions are represented by linear
combinations of functions exp((ρ(µ)+ iσ (µ))x) with x the axial coordinate of
a beam.
The Homotopies will now be presented in detail for the case of the nonlinear
eigenvalue problem
Q
(
µ(δ), δ
)x(δ)= 0 with δ ∈ [0,1] (2.2)
the Homotopy parameter concerning a replacement of kw by δkw .
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For this introduction of the employed Homotopies,
• Q represents the matrix arising from one of the boundary value problems for
the functions b, A, or B , e.g., (A.5)–(A.9); the matrix Q is 2 × 2 in the case
of b and 4 × 4 in the cases of A or B; therefore,
• the vector x contains the free coefficients in the fundamental systems of the
ODEs for b, A, or B .
This execution of the Homotopies will be denoted as Stage (0) which may precede
the subsequently discussed execution of the Stages (I) and (II) concerning (2.1).
At δ = 0, Stage (0) is initiated by the search for the (perhaps denumerable infinity
of) roots µ(0)= iβ(0) of detQ(iβ(0),0)= 0. For this purpose, a combination of
a bisection and a Newton method may be used, i.e., any fixed number of these
roots can be known.
Since the elements of the q × q matrices Q are represented by functions
exp((ρ(µ(δ)) + iσ (µ(δ))x) (see Appendix A), (2.2) can be differentiated with
respect to δ to obtain for δ  0
Q
(
µ(δ), δ
)d x(δ)
dδ
+
(
∂Q(µ(δ), δ)
∂µ
dµ(δ)
dδ
+ ∂Q(µ(δ), δ)
∂δ
)
x(δ)= 0. (2.3)
This system with q = 2 or q = 4 quasilinear ODEs is augmented by the initial
values
µ(0)= iβ(0) and x(0) (2.4)
satisfying Q(iβ(0),0)x(0) = 0 and detQ(iβ(0),0) = 0, see Section 4 for
α(0)= 0. Subsequently, a fixed initial value problem with fixed choices of q = 4,
β(0), and x(0) will be considered.
Since (2.2) is an eigenvalue problem, x = x(δ) may be suitably scaled; for this
purpose, the bordering condition xp(δ)= 1 is tentatively introduced for δ ∈ [0,1]
with p chosen such that xp(0) = 0 in (2.4). This bordering equation implies the
corresponding equation dxp/dδ = 0 which is added to the system (2.3). This
condition, which is subsequently tested, allows to replace the pth column of the
singular matrix Q in Q(dx/dδ) by any other vector, particularly by (∂Q/∂µ)x in
(2.3) which generates
• a vector y with yr = xr for r = p and yp = µ and
• a matrix G=G(y(δ), δ) whose columns coincide with the ones of F except
the replaced pth column.
Because of this exchange of columns, (2.3) and (2.4) may be replaced equiv-
alently by
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G
(y(δ), δ)d y(δ)
dδ
+ ∂Q(µ(δ), δ)
∂δ
x(δ)= 0 for δ  0,
yr(0)= xr(0) for r = p, yp(0)= µ(0). (2.5)
For any fixed solution y of (2.5), [0, δ¯) is assumed to be its maximal interval
of unique existence to the right. If δ¯ < ∞ and (∂Q/∂δ)x is bounded in a
neighborhood of δ¯, then G must possess a singularity at δ¯. For the purpose of
this paper, only δ ∈ [0,1] is of interest and the corresponding Homotopy can be
executed successfully if δ¯ > 1. A singularity of G at δ = δ¯ implies:
(i) Q(µ(δ¯), δ¯) must have a rank deficiency of at least two, or
(ii) the replacing column (∂Q(µ(δ¯), δ¯)/∂µ)x(δ¯) is in the linear span of the other
columns of Q(µ(δ¯), δ¯).
G is always singular if Q has a rank deficiency of at least two. The employed
bordering equation xp(δ)= 1 may be replaced by a more general one such as in
the following example or even by a nonlinear condition such as ‖x(δ)‖ = 1.
First Example. Concerning (2.3) and the assumption of x ∈ Rn (or, more
generally, x ∈ Cn) the additional bordering equation a · x(δ) ≡ aT x(δ) = 1 is
chosen where a ∈ Rn is arbitrary with ‖a‖ = 1. To obtain an equation analogous
to (2.5), it is then required that
Q
∂ x
∂δ
+
(
∂Q
∂µ
dµ
dδ
+ ∂Q
∂δ
)
x !=Gd y
dδ
+ ∂Q
∂δ
x. (E1)
This condition is satisfied if
y := x + (µ− 1)a (E2)
and
G :=Q+ baT where b := (∂Q/∂µ)x −Qa. (E3)
Equation (E1) is then satisfied because of aT · a = 1 and aT d x/dδ = 0. ✷
Remark. In this example, a is to be chosen such that G is nonsingular if possible.
The presented Homotopy can be executed at least in special cases as is shown
by the following example.
Second Example. An eigensolution is to be determined for the following problem
with ε ∈ [0,1):
F
(
λ(ε), ε
)x(ε) := (a11 − λ(ε) εa12
εa21 a22 − λ(ε)
)(
x1(ε)
x2(ε)
)
=
(
0
0
)
. (E4)
Due to detF(λ(ε), ε)= 0,
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λ(ε)= a11 + a22
2
±√Γ , Γ :=
(
a11 − a22
2
)2
+ ε2a12a21. (E5)
Without a loss of generality, for the execution of the Homotopy the case a11  a22
and λ(0)= a22 is considered. The corresponding bordering condition
x2(ε)= 1, ε ∈ [0,1] (E6)
is chosen. Because of (E4) and (E5), a11 − λ(ε)= (a11 − a22)/2 +
√
Γ = 0 (for
ε > 0) unless a11 = a22, a12a21 = 0, and
x1(ε)=− εa12
a11 − λ(ε)
if a11 > a22 or a12a21 = 0,
if a11 = a22 and a12 = 0. (E7)
The remaining case a11 = a22 and a21 = 0, a12 = 0, where (1,0)T is the only
eigenvector, corresponding to the eigenvalue λ= a11 (with algebraic multiplicity
two), cannot be treated by the chosen bordering equation (E6). In all other cases,
(2.5) reads
G
(y(ε), ε)y′(ε)+( a12 · 1
a21x1(ε)
)
=
(
0
0
)
with G=
(
a11 − λ −x1
εa21 −1
)
(E8)
and
detG=−2√Γ . (E9)
Therefore, detG(y(ε), ε)= 0 if and only if Γ = 0. According to (E5), dλ/dε is
then unbounded unless a12a21 = 0. Prior to reaching this case of a double root,
G−1(y(ε), ε) exists and (E8) is equivalent with an explicit ODE-system. ✷
Remarks. (1) In the case of linear eigenvalue problems, the multiplicity of
a root of the characteristic polynomial coincides with this property of that
eigenvalue. There is no corresponding simple approach for a suitable concept of
the multiplicity of a value µ ∈ sing.F in the case of the nonlinear eigenvalue
problem (1.6) with f = 0. This property is essential concerning the singularity of
the matrix G, and its definition is tentatively suggested in (A.10)–(A.13).
(2) There is an interesting example in [29, p. 177], the matrix with elements
aii = i, ai,i+1 = 20, aij = 0 otherwise, i, j = 1, . . . ,20, is considered. The
additional admission of a20,1 = ε causes values |dλ(ε = 0)/dε| of up to 0.4 ×
1012. The results at ε = 0 of this example are recovered by use of a homotopy,
with detG= 10! at ε = 0.
As long as G stays nonsingular, (2.5) generates the equivalent explicit ODE-
system
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d y(δ)
dδ
+H (y(δ), δ)x(δ)= 0, δ  0, H :=G−1 ∂Q
∂δ
,
yr(0)= xr(0) for r = p, yr(0)= µ(0), (2.6)
serving to determine in particular µ(δ = 1) ∈ sing.Q.
Any ODE-solver may be used for (2.6) with δ ∈ [0, δ¯), e.g., a Runge–Kutta
method. In order to avoid as much as possible the usual accumulation of the
global discretization error, the step δj → δj+1 of the method may be chosen
to consist of at first an evaluation of the Runge–Kutta scheme, followed by an
application of the Newton iteration [21, p. 183] to the system (2.2) augmented by
the chosen bordering equation. This hybrid procedure aims at a return toward the
true homotopic path.
Remarks. (1) This is suggested by the success of Homotopies using Newton
methods, [5,13,15].
(2) This “ODE-Newton-strategy” is able to treat problems with turning points.
(3) Enclosure methods [19] may be used.
Concerning δ¯ < 1, initial data x(0),µ(0) yielding the nonexistence of y(δ¯)
are not of interest for the goal δ = 1 of Stage (0). Since this case cannot be
distinguished immediately from the alternative possibility of the nonexistence
of y(δ¯) due to xp(δ¯) = 0 concerning the unscaled problem (2.2), the condition
xp(δ)= 1 for δ ∈ [0,1] is then tentatively replaced by xq(δ)= 1 for a q = p and
δ  δ¯ − ∆ with ∆ > 0 suitably chosen and continuity of y at δ = δ¯ −∆ or by
another bordering equation.
Remark. If G(y(δ¯), δ¯) is singular, there are the possibilities, e.g.,
(i) of a local merger of two or three solutions with initial data being different
for δ < δ¯ and causing a loss of solutions, or
(ii) a bifurcation generating a solution y(2) for δ  δ¯ which exists in addition to
the solution y(1) := y of (2.6),
(iii) the termination of solutions at a pole, or
(iv) a “spontaneous birth” of a new solution (or a pair of two new solutions) not
starting homotopically at δ = 0, provided (2.2) is satisfied at this point of
birth;
(v) another (irregular) possibility of this kind is a solution starting for |µ| =∞
and “descending” to finite values of µ.
Concerning (2.1) and the replacement of kw by δkw , the Homotopy Stage (I)
refers to the eigenvalue problem F0λ(µ)xλ = 0 of any q × q block of F0
with q = 3 in the demonstration example of Section 3. Replacing Q by F0λ
and xλ by the vector of the corresponding Fourier coefficients, (2.2)–(2.6),
and the corresponding discussion are literally valid. At δ = 0 of this Stage,
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the starting values xλ(0) and µ(0) are provided by any one of the (perhaps
denumerable infinity of) roots µ(0)= iβ(0) of det F0λ(iβ)= 0 for δkw = 0 and a
corresponding vector xλ(0) solving F0λ(iβ(0))xλ(0)= 0, see (IV) in Section 5.
Concerning (2.1), the Homotopy Stage (II) refers to the eigenvalue problem
(2.2) with F replacing Q and the continuation parameter ε. For ε = 0, any
solution y(δ = 1) of Stage (I) is chosen. The corresponding eigenvector xλ(δ = 1)
is supplemented by vanishing components in order to obtain a vector x(ε = 0)
with the dimension of F in (2.1). Replacing δ by ε and Q by F , Eqs. (2.2)–(2.6),
and the corresponding discussions are literally valid.
Remarks. (1) Stage (I) can be executed without a need for the results of Stage (0).
However, one or several of the elements of F0λ(µ) do not exist if µ(δ) coincides
with a value µ(0) ∈ sing.Q of Stage (0). This obviously irregular case for the
determination of µ(ε) may also occur in the execution of Stage (II).
(2) In [26, p. 74], the theorem of Gerschgorin is proved by use of a Homotopy,
which starts for ε = 0 with the diagonal elements of the matrix and premultiplies
the offdiagonal elements by ε.
The occurrence of a bifurcation is not only an unfounded possibility as will be
shown by use of the following four examples with solutions y = y(ε):
yy ′ = y with solutions y(ε)= ε+ const and y(ε)= 0 (2.7)
and a bifurcation at every point on the line y = 0;
yy ′ = −1/2 with y(ε)=±√ε0 − ε for ε  ε0, ε0 > 0, (2.8)
and a merger of two solutions at ε = ε0, which are different for ε < ε0;
yy ′ = 1/2 with y(ε)=±√ε− ε0 for ε  ε0 (2.9)
with a “birth” of a pair of solutions at ε = ε0. A replacement of yy ′ = −1/2 by
y2y ′ = −y/2 recovers the solution in (2.8) and possesses the additional solution
y = 0. Consequently, there is a continuation of the solution y = 0 beyond ε = ε0
where d
√
ε0 − ε/dε is unbounded.
If it occurs, a singular matrix G(y(ε¯), ε¯) invalidates locally the applicability
of a solution method at ε = ε¯. Consequently, there follows a list of corresponding
properties of the solution y , without a claim of completeness.
(I) Only in the case of a unit rank deficiency of F(µ(ε¯)), there is a chance
to obtain a regular matrix G(y(ε¯), ε¯) provided a suitable bordering equation is
chosen; G is always singular if this deficiency exceeds one.
(II) On the basis of SVM, there are the following types of multiplicities:
(i) the (algebraic or geometric) multiplicities of the eigenvalue λ = 0 referring
to one or several eigensolutions of F(µ(ε));
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(ii) the corresponding multiplicities concerning the extended matrices arising in
(A.12) and (A.13); these multiplicities are related to those of µ ∈ sing.F
which are tentatively defined subsequent to (A.12) and (A.13);
(iii) the corresponding multiplicities of the number of roots µ ∈ sing.F of
the holomorphic function detF(µ), see the preceding one-dimensional
examples.
There may be a relation between some of these multiplicities and the number of
solutions y(j) addressed before.
(III) It is assumed that G(y(δ¯), δ¯) is singular, however, that the linear algebraic
system G(y(δ¯), δ¯)ξ + (∂Q(µ(δ¯), δ¯)/∂δ)x(δ¯) = 0 for the vector ξ is solvable.
Possibly then, the continuum of solution ξ contains only a few or none realized by
a solution y of (2.5) with extension for δ > δ¯; this is suggested by the preceding
one-dimensional examples.
(IV) In an application of a marching method, the approach of a singular matrix
G(y(ε¯), ε¯) may be signified by the rate of increase of ‖d y(ε)/dε‖∞. It may then
be possible to avoid this singularity by use of a suitably modified execution of the
homotopy for ε ∈ (0,1), see Section 3.
3. Demonstration example: A railroad bridge
As an example, one of the two identical planar trusses of a bowstring bridge of
Deutsche Bahn will be treated [11]. The truss consists
• of an arc-like upper girder (subscript u) composed of 22 straight beams
between the two supports and the (equally spaced) 21 intermediate joints,
respectively, where these beams are rigidly connected by clamping (with a
relative angle not depending on the joint),
• of a straight horizontal lower girder (subscript l) of 110 meter length such
that the endfaces of this beam are built-in,
• and of 21 straight parallel vertical beams connecting corresponding joints of
the girders by clamping.
The vibrations are assumed to be linear, correspondingly small, and confined
to the plane of the truss, i.e., there are three continuously distributed degrees of
freedom. Both eigensolutions and forced solutions will be considered. Forced
excitations are assumed to be exerted at the joints of the lower girder and to be
confined to the moving static load pulses of the train’s axles, i.e., the vibrations of
the vehicles are ignored, see [4] for the treatment. In order to allow an application
of SVM, a T -periodic (virtual) repetition of the train’s passage of the bridge is
assumed, where T is sufficiently large with respect to the decay of the induced
vibrations with representation by T -periodic Fourier series, [4].
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Remark. Because of this repetition, it is accordingly possible in other problems
to treat transitions of external forcing functions from one dynamic state to another
one, see [4].
According to Appendix B (with Pn = 1 for the truss under consideration), there
are the following triples of functions b, A, and B:
• 3× 21 for the lower girder, with nonhomogeneous dynamic unit jumps of the
functions of each triple at precisely one of the 21 joints;
• correspondingly, 3 × 21 for the arc-like upper girder, with an employment
of transfer matrices at the 21 joints concerning the dynamic relationships
between the locally one-sided definitions of the functions b, A, and B of
any particular triple;
• 6 × 21 for the 21 vertical beams, each triple with nonhomogeneous dynamic
boundary values either at the joints of the lower girder or of the upper girder,
respectively.
Concerning the vertical beams and according to Appendix B, the Fourier-
coefficients of their 6 × 21 triples of functions can be expressed by means of
the 3 × 21 coefficients of the lower or the 3 × 21 coefficients of the upper girder,
respectively, making use of the dynamic boundary or coupling conditions in the
first line of (B.1). The 3 × 21 triples of functions of each girder are defined for
its entire extension between the supports, where homogeneous dynamic boundary
conditions are prescribed.
Consequently, 6×21 free Fourier coefficients have to be determined by means
of the (still unused) kinematic compositions of the beams at the joints. For this
purpose (1.5) is employed with sums concerning the contributing functions b, A,
or B as multiplied by their (still free) Fourier coefficients. Corresponding to (1.6),
this yields the 126× 126 truss matrix F
F =
(
Du Nul
Nlu Dl
)
. (3.1)
The four 63× 63 block matrices are characterized as follows:
(a) Dq with q = l or u consists of m = 1, . . . ,21 block 3 × 3 matrices
Dqmm and (for each m) 20 additional 3 × 3 block matrices Dqmn with n = m,
see (B.3) for the elements of the matrices Dqmm. Representing the F0λ of the
Homotopy Stage (I) in Section 2, each Dqmm with m = 1, . . . ,21 characterizes
the kinematic composition of one girder with one vertical beam such that there
are vanishing dynamic boundary values at the vertical beam’s free endface, which
is still unattached at this level of the execution of the Homotopies. The Dqmn
with m,q fixed and n = m represent the additional kinematic coupling of that
T -shaped object with the girder’s other 20 objects of this kind.
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(b) The 63 × 63 matrices Nul and Nlu are composed of diagonal 3 × 3
blocks Nul,m or Nlu,m, m= 1, . . . ,21, respectively. They represent the kinematic
coupling of pairs of joints located at the two opposite endfaces of any particular
vertical beam.
The occurrences of the functions b(x,µ, kw) in the elements of F are
considered. According to (A.3), (A.7), and (B.3), only their contributions to
Dumm or Dlmm possess arguments x coinciding with the entry points of the
external loads in the corresponding boundary value problems, e.g.,EF̂b′ = 1. The
arguments x of all other b(x,µ, kw) contributing to F are different from points
of this kind. According to the solution (A.7) of an example, the contributions of
b(x,µ, kw) to F cause F → diag(Dqmm) as |β|→∞ with α and kw > 0 fixed.
Remarks. (1) Because of (A.4), it is plausible that the contributions of the
solutions A and B to F also possess the properties as stated for b. Consequently,
the eigensolutions (µ, x) of F then coincide asymptotically with the ones of
Dqmm, q = l or u. Increases of the parameters F̂ or I accelerate these asymptotic
approaches of the eigensolutions of Du or Dl .
(2) Concerning (a) or (b), the compositions of beams depend on the local values
of the variables (1.3) and (1.4) at that joint; e.g., a node of the vertical beam’s
longitudinal vibrations η at the joint causes a local fixed point for the girder’s
transverse vibrations y .
(3) The admission of six degrees of freedom yields a 252× 252 matrix F ; the
coupled treatment of both trusses yields a 504× 504 matrix F , disregarding their
horizontal connections.
In order to determine eigensolutions of (1.6) with F in (3.1)
• at first the Homotopy Stage (I) of Section 2 is executed for the 2 × 21
individual matrices Dqmm, preceded by the computation of the roots µ= iβ
of their determinants for the case of kw = 0; see Conclusion (IV) in Section 4;
according to (A.5)–(A.8), perhaps there is a denumerable infinity of these
roots;
• this is followed by the Homotopy Stage (II) concerning the additional
consideration of the off-diagonal block matricesDqmn (with m,n= 1, . . . ,21
and n =m) of Dq with q = l or u;
• finally, the Homotopy Stage (III) additionally accounting for the matrices Nul
and Nlu; this Stage may be combined with Stage (II); otherwise Stage (II) of
Section 2 is partitioned into Stages (II) and (III).
Remarks. (1) Stage (I) may be preceded by Stage (0) of Section 2.
(2) If any one of the computed µ ∈ sing.F is dynamically unacceptable,
a change of the truss geometry may be needed. This can be executed by use of
an additional Homotopy Stage (IV) concerning a homotopic transition from the
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previous to the new functions b, A, or B of the altered beams: only values of these
functions are then multiplied by ε.
(3) According to Appendix B, this simulation and the Homotopies can be
executed in the case of more general trusses.
(4) The elements of Nul and Nlu are proportional to (EF̂ )−1 or (EI)−1. In the
execution of Stage (III), therefore, only small changes of β(εIII)− β(εII = 1) are
expected if the area F̂c of the vertical beam is relatively large. Conversely, strong
changes then are expected for sufficiently small F̂c .
Concerning this SVM-analysis, approximations can be determined by use of
FEM. According to [11], the following choices may then be made:
• the girders are replaced by 3×2×22 finite elastostatic elements with respect
to the three degrees of freedom, i.e., by 132 elements;
• in view of their different lengths, the 21 vertical beams are replaced by
3 × 4 × 21 = 252 elements of this kind;
• regarding the (kinematic) coupling of adjacent elements of the girders, there
are 2× 3× 21= 126 equations of motion referring to the kinematic variables
at the joints (each concerning adjacent elements) and
• 3 × 3 × 21 = 189 additional equation of this kind for the elements replacing
the vertical beams.
Consequently, there are 315 equations of motion for the coupling points of the
elements, i.e., eigensolutions of a 315 × 315 matrix have to be determined, see
Section 6; in the case without damping, the corresponding eigenvalues are real.
Remarks. (1) According to [11], the corresponding 315 real-valued eigensolu-
tions (or a chosen smaller number) may serve as the basis for a modal transfor-
mation (i.e., a diagonalization) which yields a totally decoupled system of 315
individual equations of motion. These equations then are supplemented by suit-
able individual damping terms, usually by means of empirical information [11].
This is not necessary in an application of SVM.
(2) According to [11], a relatively coarse FEM vibrational analysis was
executed for the two trusses of the bridge under consideration, including
horizontal crossbeams, stringers, and a shell simulating the deckplate. Admitting
six degrees of freedom, there were 1607 kinematic variables. The following
(leading) eigenfrequencies were obtained: 0.56 , 1.21 , 2.54, and 2.59 [Hz].
In this dynamic vibration analysis by use of FEM, see Section 1,
(i) the truss is partitioned into elements with an employment of (only) their
elastostatic solutions, depending on the two or four kinematic variables at
the element’s endfaces,
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(ii) a variational principle may be used,
(iii) the mass of an element is assigned to one point, and equations of motion are
correspondingly introduced for the variables (i), see (6.1).
Concerning (i): Meaningful physical approximations are then confined to low
frequency eigensolutions with at most one or two vibrational spatial nodes per
element.
Concerning (ii): The underlying principle of virtual displacements [6] accounts
automatically for constraints, e.g., dynamic boundary or coupling conditions
provided they do no work, [27, pp. 594–595] and [6, p. 101].
Concerning (iii): The influence of a mass is underestimated if a chosen point
is almost at rest due to the unknown solution, see an example at the end of
Appendix A.
For kw > 0, the j = 1, . . . ,2 × 21 Dqmm-based SVM-sequences {µjν(ε) =
αjν(ε) + iβjν(ε)}, ν ∈ N, are considered with an ordering according to
|βjν(ε = 1)| |βj,ν+1(ε = 1)| where ε pertains to Stage (III). The minimal |βjν |
concerning these 42 sequences represents the lowest truss eigenfrequency. Every
one of the not necessarily different βj1(ε = 1) of Stage (III) possesses its (ho-
motopic) origin at the respective βj1(δ = 1) of Stage (I). This corresponds to the
theorem of Gerschgorin [21, p. 49]: if disjoint, each disc contains precisely one
eigenvalue which originates (homotopically) at precisely one diagonal element of
the matrix. Whereas this theorem applies with respect to the individual eigenval-
ues λ of an FEM-analysis, the matrix F = F(µ) in (1.6) is a nonlinear function
of µ. Consequently, for kw = 0, each 3× 3 block Dqmm yields the corresponding
sequence {βjν} with j = j (m) and not just three eigenvalues, as would be true in
the case of a linear dependency on µ. Approximations of eigensolutions by FEM
are expected to be fairly close to a corresponding true result by SVM provided the
possibilities (i) or (iii) of shortcomings of FEM do not exert a significant influence
on the approximation by FEM.
The truss under consideration is symmetric with respect to its midplane
between the supports, i.e., the functions b, A, and B occur in identical pairs.
To avoid the corresponding pairwise occurrence of eigensolutions in a combined
execution of Stages (II) and (III), ε is replaced by two functions ε˜p(ε) with
ε˜p(0) = 0, ε˜p(1) = 1, p = 1 or 2. ε˜1(ε) has constant positive curvature and
applies to j = 1, . . . ,10. ε˜2(ε) has constant negative curvature and applies to
j = 12, . . . ,21.
Due to (1.6) and (3.1), there follows (irrespective of the existence of D−1l )
xl =
(
Dl −NluD−1u Nul
)−1 fl, xu =−D−1u Nul xl (3.2)
provided fl exists, fu = 0, and the inverse matrices exist, where l refers to
the lower girder. There is an analogous representation of xl and xu by use of
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D−1l , Nul , and Nlu and, additionally, another inverse matrix such as the one in
(3.2), then, F−1(µ) exists provided D−1u (µ) or D−1l (µ) exist. A simultaneous
singularity of Dl and Du is an exception. Acting on this girder, an external
periodic excitation is assumed to be represented by a (vector-valued) Fourier
series with base functions exp(ikΩt) yielding the Fourier coefficients in the
expressions for the components of fl = fl(kΩ), which depend on functions
Aload,j (x,µ) with EIA′′′load,j (xlj ,µ) = 1 at the joint xlj of the lower girder.
The existence of fl follows from the one of the 21 functions Aload,j . Provided
the inverse matrices in (3.2) exist for all kΩ , this external periodic excitation
induces a periodic forced solution xl = xl(kΩ) whose resonance excitations are
of interest.
It is assumed that the Homotopy Stages (I)–(III) have been executed such that
all µjν =: µn = αn + iβn ∈ sing.F are known for βn ∈ (0, β¯] where β¯ is chosen
according to practical reasons. The kΩ and βn are now confined to kˆΩ with
Ω > 0 given and µˆn = αˆn + iβˆn such that F(ikΩ) is nonsingular and
both |βˆn − kˆΩ | and |αˆn| are sufficiently small. (3.3)
Nonnegligible resonance excitations are confined to the vectors xl(kˆΩ), such that
(3.3) is satisfied. As an additional restriction of the set (3.3), multiple eigenvalues
λ = 0 of F − λI are considered. Provided Ω > 0 is sufficiently small, then
there are several frequencies kˆΩ within an interval of almost vanishing values
of detF(kˆΩ) as arising in a formal application of the Cramer rule concerning
the periodic forced solution; this then implies the superposition of several large-
amplitude forced modes. The significance of multiple λ= 0 allows a selection in
the set of computed eigenfrequencies, e.g., those reported values due to [11].
Remarks. (1) The theoretically possible representation of the solution xl(kΩ)
by use of determinants indicates that (3.3) represents all nonnegligible resonance
excitation with βn ∈ (0, β¯].
(2) Therefore, a (relatively large) solution xl(kˆΩ) is an indication for the
proximity of an eigensolution with a µ = α + iβ , which may belong to those
not obtainable by a separation of the variables (if there are any solutions of this
kind).
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