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Lista de Notac¸o˜es
(a, b) : Intervalo aberto
[a, b] : Intervalo fechado
C [a, b] : Conjunto das func¸o˜es cont´ınuas no intervalo [a, b]
Ck [a, b] : Conjunto das func¸o˜es k vezes continuamente diferencia´veis
no intervalo [a, b]
⊂ : Inclusa˜o de conjuntos, a igualdade pode ser considerada
$ : Inclusa˜o de conjuntos, na˜o ha´ igualdade
N : Conjunto dos nu´meros naturais, N = {0, 1, 2, ...}
Z : Conjunto dos nu´meros inteiros
Q : Conjunto dos nu´meros racionais
R : Conjunto dos nu´meros reais
C : Conjunto dos nu´meros complexos
N∗ : O elemento 0 e´ exclu´ıdo do conjunto. Vale para os demais acima.
, : por definic¸a˜o
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Introduc¸a˜o
Me´todos espectrais sa˜o me´todos nume´ricos para resoluc¸a˜o de equac¸o˜es diferenciais.
A ide´ia essencial por tra´s dos me´todos espectrais e´ aproximar a soluc¸a˜o de uma equac¸a˜o
diferencial por uma expansa˜o finita do tipo
u (x, t) ∼=
n∑
k=0
ak (t)φk (x)
A propriedade fundamental destas expanso˜es em se´ries e´ a seguinte: o erro de
truncamento entre a se´rie com um nu´mero finito de termos, digamos n, e a func¸a˜o
a ser aproximada decai a zero mais rapidamente que qualquer poteˆncia de 1/n, se
a func¸a˜o e´ infinitamente diferencia´vel ou anal´ıtica. Isso e´ denominado convergeˆncia
espectral devido a` forte influeˆncia da taxa de decaimento dos coeficientes de Fourier
(espectro) neste comportamento do erro.
Para compreendermos bem os me´todos espectrais precisamos entender um dos as-
suntos fundamentais dos me´todos espectrais, ou seja, precisamos entender a teoria dos
polinoˆmios ortogonais.
Esse e´ o contexto deste trabalho onde estudou-se a teoria polinomial que funda-
menta os me´todos espectrais polinomiais. Este assunto sera´ tratado com detalhes no
cap´ıtulo um juntamente com os problemas de Sturm-Liouville. O final do cap´ıtulo
particulariza o estudo para os polinoˆmios de Jacobi. Estes polinoˆmios formam uma
das classes mais importantes de polinoˆmios ortogonais e veremos como sa˜o valiosos.
Os polinoˆmios de Chebyhsev e de Legendre, que sa˜o frequ¨eˆntemente empregados
em me´todos espectrais, pertencem a` famı´lia dos polinoˆmios de Jacobi. No cap´ıtulo dois
detalhamos os polinoˆmios de Chebyshev de primeira espe´cie. Para os polinoˆmios de
Chebyshev de segunda espe´cie temos resultados similares, mas estes na˜o sera˜o aborda-
dos neste trabalho.
Veremos no cap´ıtulo seguinte como utilizar os polinoˆmios de Chebyshev para inter-
polar e projetar uma func¸a˜o f num subespac¸o gerado por polinoˆmios e terminaremos
este trabalho com a integrac¸a˜o Gaussiana e diferenciac¸a˜o atrave´s dos polinoˆmios de
Chebyshev.
Uma das preocupac¸o˜es que tivemos foi a de demonstrar com detalhes a maioria dos
teoremas, especialmente os relacionados aos polinoˆmios ortogonais e aos polinoˆmios de
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Chebyshev, tendo em vista que em muitos autores na˜o encontramos algumas delas por
completo.
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Cap´ıtulo 1
Polinoˆmios Ortogonais e o
Problema de Sturm-Liouville
Singular
Neste primeiro cap´ıtulo apresentamos uma introduc¸a˜o aos polinoˆmios ortogonais,
enunciando e demonstrando alguns resultados interessantes.
Em seguida mudamos um pouco o tema para os problemas de Sturm-Liouville, que
nada mais e´ do que uma certa classe de equac¸o˜es diferenciais de segunda ordem satis-
fazendo algumas condic¸o˜es de contorno. Separamos os problemas de Sturm-Liouville
em dois casos, o caso regular e o caso singular.
No final do cap´ıtulo voltamos com os polinoˆmios ortogonais mas dessa vez desta-
camos os polinoˆmios de Jacobi. Por fim fazemos uma conexa˜o entre os polinoˆmios de
Jacobi e os problemas de Sturm-Liouville.
1.1 Polinoˆmios Ortogonais
No espac¸o vetorial Rn sabemos que dois vetores x e y, ambos na˜o nulos, sa˜o ortogo-
nais se o produto escalar entre eles e´ nulo, isto e´, se
x· y = 0
Com essa ide´ia, podemos generalizar o conceito de ortogonalidade para qualquer
espac¸o vetorial definindo uma func¸a˜o (denominada produto interno) que possui as
propriedades essenciais do produto escalar que a tornam uma forma bilinear, sime´trica
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e positiva-definida.
O conjunto dos polinoˆmios de grau menor ou igual a n forma um espac¸o vetorial
sobre o corpo dos reais ou dos complexos, logo, podemos definir um produto interno
nesse espac¸o.
Trabalharemos mais especificamente com polinoˆmios sobre o espac¸o L2w (a, b).
Definic¸a˜o 1.1 Dado um intervalo (a, b) ⊂ R e uma func¸a˜o integra´vel w (x) > 0 em
(a, b), definimos o espac¸o L2w (a, b) por
L2w (a, b) ,
{
f : (a, b) −→ R mensura´vel /
∫ b
a
f 2 (x)w (x) dx <∞
}
A definic¸a˜o de func¸a˜o mensura´vel encontra-se em, por exemplo, Rudin (1971).
O produto interno em L2w (a, b) e´ uma func¸a˜o
〈· , ·〉w : L2w (a, b)× L2w (a, b) −→ R
definida por
〈f, g〉w =
∫ b
a
f (x) g (x)w (x) dx (1.1)
Assim, de modo ana´logo ao Rn, temos as seguintes definic¸o˜es.
Definic¸a˜o 1.2 Duas func¸o˜es f e g sa˜o ortogonais em L2w (a, b) em relac¸a˜o ao produto
interno 〈· , ·〉w se 〈f, g〉w = 0.
Definic¸a˜o 1.3 Uma sequ¨eˆncia de polinoˆmios {pn}n∈N com grau (pn) = n e´ ortogonal
em L2w (a, b) se 〈pi, pj〉w = 0 para i 6= j.
Como a ortogonalidade na˜o e´ alterada por uma constante multiplicativa, podemos
‘normalizar’ o polinoˆmio pn (x) de modo que o coeficiente de x
n seja igual a um, nesse
caso, pn (x) e´ denominado um polinoˆmio moˆnico.
Sendo o conjunto dos polinoˆmios de grau menor ou igual a n um espac¸o vetorial,
podemos falar em base para esse espac¸o.
O espac¸o dos polinoˆmios de grau menor ou igual a n e´ gerado por {1, x, ..., xn}, isto
e´,
Pn = span {1, x, ..., xn}
Agora que temos uma base para o conjunto dos polinoˆmios, gostar´ıamos que essa
base fosse ortogonal em relac¸a˜o ao produto interno definido em (1.1), assim, o modo
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mais simples de a obtermos consiste em aplicarmos o processo de Gram-Schmidt com o
produto interno definido em (1.1) a` base canoˆnica dos polinoˆmios, ou seja, ao conjunto
{1, x, ..., xn}.
Veremos agora uma proposic¸a˜o que garante a ortogonalidade entre os polinoˆmios
de grau n e os de menor grau.
Proposic¸a˜o 1.1 Seja {pk}k∈N uma sequ¨eˆncia de polinoˆmios ortogonais de modo que
pk (x) tem grau k, enta˜o pn+1 (x) e´ ortogonal a qualquer polinoˆmio p (x) de grau menor
ou igual a n.
Demonstrac¸a˜o: Sejam p0 (x) , ..., pn (x) polinoˆmios ortogonais conforme enunciado.
Enta˜o,
Pn = span {p0, ...pn}
e como p (x) ∈ Pn, existem constantes a0, ..., an tais que
p (x) = a0p0 (x) + ...+ anpn (x)
Efetuando o produto interno de p (x) com pn+1 (x) temos
〈p, pn+1〉w = 〈a0p0 + ...+ anpn, pn+1〉w =
n∑
k=0
ak 〈pk, pn+1〉w = 0
pois os polinoˆmios {pk}k∈N sa˜o ortogonais, logo 〈pk, pn+1〉w = 0 para k = 0, ..., n.

O processo de ortogonalizac¸a˜o de Gram-Schmidt pode se tornar demorado a` me-
dida que avanc¸a devido ao nu´mero de produtos internos realizados em cada operac¸a˜o,
sendo assim, com uma relac¸a˜o de recorreˆncia poder´ıamos obter uma sequ¨eˆncia de
polinoˆmios ortogonais a partir de alguns termos iniciais e reduzir o nu´mero de operac¸o˜es
necessa´rias. O seguinte teorema nos fornece uma relac¸a˜o de recorreˆncia de treˆs termos.
Teorema 1.1 Seja {p∗n}n∈N uma sequ¨eˆncia de polinoˆmios ortonormais reais. Enta˜o
eles satisfazem a seguinte relac¸a˜o de recorreˆncia de treˆs termos
p∗n (x) = (anx+ bn) p
∗
n−1 (x)− cnp∗n−2 (x) (1.2)
para n ≥ 2, p−1 (x) = 0 e p0 (x) = 1.
Demonstrac¸a˜o: Vamos definir a sequ¨eˆncia de polinoˆmios
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p−1 (x) = 0
p0 (x) = 1
...
pn+1 (x) = xp
∗
n (x)− 〈xp∗n, p∗n〉w p∗n (x)− 〈pn, pn〉1/2w p∗n−1 (x), n ≥ 0
p∗n (x) =
pn (x)
〈pn, pn〉1/2w
Da forma que definimos, p∗n (x) e´ um polinoˆmio de grau n e e´ normal, ou seja,
〈p∗n, p∗n〉w =
〈
pn
〈pn, pn〉1/2w
,
pn
〈pn, pn〉1/2w
〉
w
= 1
Vamos provar por induc¸a˜o que sa˜o ortogonais.
Para isso iremos assumir que tenhamos provado que
〈
p∗m, p
∗
j
〉
w
= 0, j = 1, ...,m−1,
e m = 0, ..., n. Iremos mostrar que
〈
p∗n+1, p
∗
j
〉
w
= 0, j = 0, ..., n. Assim,
〈
pn+1, p
∗
j
〉
w
=
〈
xp∗n − 〈xp∗n, p∗n〉w p∗n − 〈pn, pn〉1/2w p∗n−1, p∗j
〉
w
=
〈
xp∗n, p
∗
j
〉
w
− 〈xp∗n, p∗n〉w
〈
p∗n, p
∗
j
〉
w
− 〈pn, pn〉1/2w
〈
p∗n−1, p
∗
j
〉
w
Veja que
〈
xp∗n, p
∗
j
〉
w
=
∫ b
a
w (x)xp∗n (x) p
∗
j (x) dx =
∫ b
a
w (x) p∗n (x)xp
∗
j (x) dx =
〈
p∗n, xp
∗
j
〉
w
Para j = 0, ..., n− 2 temos, pela hipo´tese de induc¸a˜o e a proposic¸a˜o 1.1,
〈
p∗n, p
∗
j
〉
w
= 0,
〈
p∗n−1, p
∗
j
〉
w
= 0,
〈
p∗n, xp
∗
j
〉
w
= 0
Consequ¨entemente
〈
pn+1, p
∗
j
〉
w
= 0 para j = 0, ..., n − 2. Agora, para j = n − 1
temos 〈
pn+1, p
∗
n−1
〉
w
=
〈
xp∗n, p
∗
n−1
〉
w
− 0− 〈pn, pn〉1/2w
Na sequ¨eˆncia definida, temos
pn+1 (x) = xp
∗
n (x)− 〈xp∗n, p∗n〉w p∗n (x)− 〈pn, pn〉1/2w pn−1 (x)
Isolando o termo xp∗n (x) da expressa˜o acima e depois denotando n = n− 1 temos
xp∗n−1 (x) = pn (x) +
〈
xp∗n−1, p
∗
n−1
〉
w
p∗n−1 (x) + 〈pn−1, pn−1〉1/2w pn−2 (x)
Agora, reescrevendo a igualdade acima temos
xp∗n−1 (x) = pn (x) + αp
∗
n−1 (x) + βp
∗
n−2 (x)
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Como
〈
xpn, p
∗
n−1
〉
w
=
〈
pn, xp
∗
n−1
〉
w
segue que
〈
pn, xp
∗
n−1
〉
w
=
〈
pn, pn + αp
∗
n−1 + βp
∗
n−2
〉
w
= 〈pn, pn〉w
pela nossa hipo´tese de induc¸a˜o.
Assim, 〈
xpn, p
∗
n−1
〉
w
= 〈pn, pn〉w = 〈pn, pn〉1/2w 〈pn, pn〉1/2w
⇒
〈
xpn, p
∗
n−1
〉
w
〈pn, pn〉1/2w
=
〈
x
pn
〈pn, pn〉1/2w
, p∗n−1
〉
w
= 〈pn, pn〉1/2w
⇒ 〈xp∗n, p∗n−1〉w = 〈pn, pn〉1/2w
Enta˜o
〈
pn+1, p
∗
n−1
〉
w
= 0. Finalmente, 〈pn+1, p∗n〉w = 〈xp∗n, p∗n〉w−〈xp∗n, p∗n〉w−0 = 0.
Desse modo a induc¸a˜o e´ levada ate´ n+ 1 e o teorema segue imediatamente.

Este teorema assegura a existeˆncia de um procedimento eficiente para a avaliac¸a˜o
de um polinoˆmio em um ponto atrave´s de uma relac¸a˜o de recorreˆncia. E´ surpreendente
que mesmo nesse contexto geral obtenha-se uma relac¸a˜o de recorreˆncia de treˆs termos.
Veremos no pro´ximo teorema como os coeficientes sa˜o dados de uma forma muito
simples.
Teorema 1.2 Seja p∗n (x) = knx
n + snx
n−1 + ... um polinoˆmio ortonormal. Enta˜o os
coeficientes na recorreˆncia
p∗n (x) = (anx+ bn) p
∗
n−1 (x)− cnp∗n−2 (x)
sa˜o dados por
an =
kn
kn−1
, bn = an
(
sn
kn
− sn−1
kn−1
)
, cn = an
kn−2
kn−1
=
knkn−2
k2n−1
Demonstrac¸a˜o: Vamos comparar a equac¸a˜o (1.2) com p∗n (x) da hipo´tese do teorema.
knx
n + snx
n−1 + ... = anxp∗n−1 (x)− cnp∗n−2 (x) + bnp∗n−1 (x)
e substituir p∗n−1 (x) e p
∗
n−2 (x) pelos seus respectivos p
∗
n (x) da hipo´tese.
Assim, segue que
knx
n+ snx
n−1+ ... = an
(
kn−1xn−1 + sn−1xn−2 + ...
)− cn (kn−2xn−2 + sn−2xn−3 + ...)+
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+bn
(
kn−1xn−1 + sn−1xn−2 + ...
)
= xn (ankn−1) + xn−1 (ansn−1 + bnkn−1) + ...
Enta˜o, comparando os polinoˆmios temos
kn = ankn−1 ⇒ an = kn
kn−1
sn = ansn−1 + bnkn−1 ⇒ bn = sn − ansn−1
kn−1
=
knsn
kn−1kn
− ansn−1
kn−1
= an
(
sn
kn
− sn−1
kn−1
)
Para encontrarmos o cn usaremos a ortogonalidade dos polinoˆmios p
∗
n (x):
0 =
〈
p∗n, p
∗
n−2
〉
w
=
〈
anxp
∗
n−1 + bnp
∗
n−1 − cnp∗n−2, p∗n−2
〉
w
=
= an
〈
xp∗n−1, p
∗
n−2
〉
w
+ bn
〈
p∗n−1, p
∗
n−2
〉
w
− cn
〈
p∗n−2, p
∗
n−2
〉
w
= an
〈
xp∗n−1, p
∗
n−2
〉
w
− cn
Agora vamos analisar o termo
〈
xp∗n−1, p
∗
n−2
〉
w
.〈
xp∗n−1, p
∗
n−2
〉
w
=
〈
p∗n−1, xp
∗
n−2
〉
w
= (∗)
substituindo p∗n−2 pela hipo´tese do teorema e multiplicando por x temos
(∗) = 〈p∗n−1, kn−2xn−1 − sn−2xn−2 + ...〉w
=
〈
p∗n−1, kn−2x
n−1〉
w
− 〈p∗n−1, sn−2xn−2〉w + ...
=
〈
p∗n−1, kn−2x
n−1〉
w
pois
〈
p∗n−1, p
〉
w
= 0 ∀p (x) ∈ Pn−2.
Assim, segue que
cn =
〈
anp
∗
n−1, kn−2x
n−1〉
w
=
= an
kn−2
kn−1
〈
p∗n−1, kn−1x
n−1〉
w
= an
kn−2
kn−1
〈
p∗n−1, kn−1x
n−1〉
w
+an
kn−2
kn−1
〈
p∗n−1, sn−1x
n−2〉
w
+... =
= an
kn−2
kn−1
〈
p∗n−1, kn−1x
n−1 + sn−1xn−2 + ...
〉
w
= an
kn−2
kn−1
〈
p∗n−1, p
∗
n−1
〉
w
= an
kn−2
kn−1
⇒ cn = ankn−2
kn−1
=
knkn−2
k2n−1

No comec¸o do cap´ıtulo foi colocada a fo´rmula para encontrarmos as ra´ızes de um
polinoˆmio do segundo grau. Sabemos tambe´m que polinoˆmios de grau igual ou superior
a cinco na˜o sa˜o solu´veis por meio de radicais. A localizac¸a˜o de alguma raiz nesse caso
envolve a utilizac¸a˜o de me´todos nume´ricos. Mas mesmo com a ajuda de algoritmos
nada nos garante que estamos pro´ximos de uma raiz ou que esta seja simples.
Uma caracter´ıstica muito u´til dos polinoˆmios ortogonais e´ que suas ra´ızes esta˜o
confinadas ao intervalo [a, b] conforme diz o teorema abaixo.
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Teorema 1.3 Os zeros de polinoˆmios ortogonais reais sa˜o reais, simples e esta˜o locali-
zados no interior de [a, b].
Demonstrac¸a˜o: Seja n ≥ 1 fixo. Se pn (x) tem sinal constante em [a, b], digamos
positivo, enta˜o ∫ b
a
w (x) pn (x) dx = 〈pn, p0〉w > 0
mas isso contradiz a ortogonalidade dos pn (x) , n ≥ 1, logo ele deve se anular em pelo
menos um ponto.
Vamos supor agora que exista um x1 ∈ (a, b) que seja um zero de pn (x) com
multiplicidade maior do que 1, enta˜o
pn (x)
(x− x1)2
e´ um polinoˆmio de grau n− 2. Sendo
assim,
0 =
〈
pn,
pn
(x− x1)2
〉
w
=
〈
1,
(pn)
2
(x− x1)2
〉
w
> 0
e isso e´ um absurdo, logo toda raiz e´ simples.
Para provarmos que as ra´ızes esta˜o localizadas no interior do intervalo, supomos
que existam somente j < n ra´ızes em (a, b), enta˜o
pn (x) (x− x1) ... (x− xj) = pˆn−j (x) (x− x1)2 ... (x− xj)2
em que pˆn−j (x) e´ um polinoˆmio de grau n − j e na˜o muda de sinal em (a, b) (pela
hipo´tese de que existem somente j < n raizes em (a, b)). Portanto,
〈pn, (x− x1) ... (x− xj)〉w =
〈
pˆn−j, (x− x1)2 ... (x− xj)2
〉
w
O lado direito na˜o se anula e o lado esquerdo anula-se caso j < n, logo j ≥ n, mas
j > n e´ imposs´ıvel, portanto j = n.

Veremos agora o polinoˆmio nu´cleo de um sistema e como esta func¸a˜o assume um
papel importante. Comecemos com sua definic¸a˜o.
Definic¸a˜o 1.4 Seja {p∗n}n∈N, uma sequ¨eˆncia de polinoˆmios ortonormais reais. A func¸a˜o
sime´trica
Kn (x, y) =
n∑
k=0
p∗k (x) p
∗
k (y)
e´ o polinoˆmio nu´cleo de ordem n do sistema ortonormal.
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O teorema a seguir nos diz que a func¸a˜o acima e´ a u´nica com a propriedade de que
〈P (x) , Kn (x, y)〉x = P (y)
para qualquer polinoˆmio de grau menor ou igual a n.
Teorema 1.4 Para qualquer polinoˆmio P ∈ Pn, vale
〈P (x) , Kn (x, y)〉x = P (y)
Reciprocamente, se K (x, y) e´ um polinoˆmio de grau menor ou igual a n em x e y e
se vale 〈P (x) , K (x, y)〉w = P (y) ∀P ∈ Pn, enta˜o K (x, y) = Kn (x, y). O sub´ındice x
indica que a integrac¸a˜o e´ feita na varia´vel x.
Demonstrac¸a˜o: Podemos escrever P (x) =
n∑
k=0
〈P, p∗k〉w p∗k (x). Tomando o produto
interno de P (x) com Kn (x, y) temos
〈P (x) , Kn (x, y)〉x =
〈
P (x) ,
n∑
k=0
p∗k (x) p
∗
k (y)
〉
x
=
n∑
k=0
p∗k (y) 〈P (x) , p∗k (x)〉x = P (y)
Portanto,
〈P (x) , Kn (x, y)〉x = P (y) (1.3)
Suponha agora que 〈P (x) , K (x, y)〉x = P (y) ∀P ∈ Pn. Vamos definir P (x) =
Kn (x,w). Enta˜o 〈Kn (x,w) , K (x, y)〉x = P (y) = Kn (y, w).
Por outro lado, temos tambe´m que
〈Kn (x,w) , K (x, y)〉x = 〈K (x, y) , Kn (x,w)〉x
(1.3)
= K (w, y)

Dados dois pontos x e y, calcular o valor de Kn (x, y) pela definic¸a˜o e´ considera-
velmente exaustivo, neste caso, uma fo´rmula conhecida como Fo´rmula de Christoffel-
Darboux nos fornece imediatamente o valor da func¸a˜o para um par (x, y).
Teorema 1.5 (Christoffel-Darboux): Sejam p∗n (x) = knx
n + ..., n ≥ 0, polinoˆmios
ortogonais reais. Enta˜o,
Kn (x, y) =
n∑
k=0
p∗k (x) p
∗
k (y) =
kn
kn+1
p∗n+1 (x) p
∗
n (y)− p∗n (x) p∗n+1 (y)
x− y
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Demonstrac¸a˜o: Vamos chamar o lado direito por K (x, y) e vamos considerar y fixo.
Enta˜o o numerador deK (x, y) e´ um polinoˆmio de grau ≤ n+1 em x e se anula se x = y,
logo e´ divis´ıvel por x − y. Portanto K (x, y) e´ um polinoˆmio de grau ≤ n em ambas
as varia´veis. Devemos mostrar que se p (x) ∈ Pn vale 〈p (x) , K (x, y)〉x = p (y) pois
enta˜o pelo teorema anterior temos K (x, y) = Kn (x, y). Para simplificar a notac¸a˜o,
denotaremos α = p∗n+1 (x) p
∗
n (y) − p∗n (x) p∗n+1 (y), e o x subscrito nessa demonstrac¸a˜o
indica que a integrac¸a˜o e´ na varia´vel x, enta˜o
〈p (x) , K (x, y)〉x =
kn
kn+1
∫ b
a
w (x) p (x)
α
x− ydx
=
kn
kn+1
∫ b
a
w (x)
x− y [αp (x)− p (y) + p (y)] dx
=
kn
kn+1
∫ b
a
w (x)
[
α
(
p (x)− p (y)
x− y
)]
dx+
kn
kn+1
∫ b
a
w (x)
[
p (y)
x− y
[−p∗n (x) p∗n+1 (y) + p∗n+1 (x) p∗n (y)]] dx
=
kn
kn+1
∫ b
a
w (x)
[
α
(
p (x)− p (y)
x− y
)]
dx+
kn
kn+1
∫ b
a
w (x)
[
p (y)
x− yβ
]
dx
em que
β =
[
p∗n (x) p
∗
n+1 (x)− p∗n (x) p∗n+1 (y) + p∗n+1 (x) p∗n (y)− p∗n (x) p∗n+1 (x)
]
=
kn
kn+1
∫ b
a
w (x)
[
α
(
p (x)− p (y)
x− y
)]
dx+
kn
kn+1
∫ b
a
w (x)
[
p (y) p∗n (x)
(
p∗n+1 (x)− p∗n+1 (y)
x− y
)]
dx+
kn
kn+1
∫ b
a
w (x)
[
p (y) p∗n+1 (x)
(
p∗n (y)− p∗n (x)
x− y
)]
dx
=
kn
kn+1
∫ b
a
w (x)
[
p∗n+1 (x) p
∗
n (y)− p∗n (x) p∗n+1 (y)
](p (x)− p (y)
x− y
)
dx+
kn
kn+1
∫ b
a
w (x) p (y)
[
p∗n (x)w (x)
(
p∗n+1 (x)− p∗n+1 (y)
x− y
)]
dx+
kn
kn+1
∫ b
a
w (x) p (y)
[
p∗n+1 (x)w (x)
(
p∗n (y)− p∗n (x)
x− y
)]
dx
=
kn
kn+1
〈[
p∗n+1 (x) p
∗
n (y)− p∗n (x) p∗n+1 (y)
]
,
p (x)− p (y)
x− y
〉
x
+
kn
kn+1
p (y)
〈
p∗n (x) ,
p∗n+1 (x)− p∗n+1 (y)
x− y
〉
x
+
kn
kn+1
p (y)
〈
p∗n+1 (x) ,
p∗n (y)− p∗n (x)
x− y
〉
x
Como p (x) ∈ Pn, temos que p (x)− p (y)
x− y e
p∗n (y)− p∗n (x)
x− y sa˜o polinoˆmios de grau
≤ n− 1 em x. Enta˜o, pela ortogonalidade, o primeiro e o terceiro membro se anulam.
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Logo,
〈p (x) , K (x, y)〉x =
kn
kn+1
p (y)
〈
p∗n (x) ,
p∗n+1 (x)− p∗n+1 (y)
x− y
〉
x
Mas,
kn
kn+1
p∗n+1 (x)− p∗n+1 (y)
x− y = kn
[
yn+1 − xn+1
x− y + ...
]
= knx
n + ...
= p∗n (x) + polinoˆmio de menor grau
Enta˜o
kn
kn+1
〈
p∗n (x) ,
p∗n+1 (x)− p∗n+1 (y)
x− y
〉
x
= 1
e o teorema segue imediatamente.

Para terminarmos essa pequena introduc¸a˜o aos polinoˆmios ortogonais, veremos
agora um teorema sobre o erro de projec¸a˜o.
Teorema 1.6 Seja {ϕ0, ϕ1, ...} um sistema ortonormal de polinoˆmios obtido aplicando
o processo de Gram-Schmidt a {1, x, x2, ...} com o produto interno dado por (1.1) e∫ d
c
w (x) dx > 0, ∀ (c, d) ⊂ (a, b) e
∫ b
a
f (x)w (x) dx existe ∀f (x) ∈ C [a, b]. Seja
h ∈ C [a, b] e Snh =
n∑
i=0
〈f, ϕi〉w ϕi. Enta˜o,
‖h− Snh‖w → 0 quando n→∞
Demonstrac¸a˜o: Seja h ∈ C [a, b]. Seja x = (b− a) t+a. Logo t ∈ [0, 1] pois x ∈ [a, b].
Seja g (t) , h (b− a (t) + a). Enta˜o, g ∈ C [0, 1].
Segue da prova do teorema de Weierstrass devida a S. Bernstein (ver [1] p. 111),
‖g −Bn (g) ‖∞ ≤ 3
2
w
(
1√
n
)
em que
Bm (g) ,
m∑
k=0
g
(
k
m
) m
k
 tk (1− t)m−k
e´ o polinoˆmio de Bernstein de grau n e w (δ) , sup
x1,x2∈[0,1]
|x1−x2|≤δ
|g (x1)− g (x2)|.
Logo, lim
n→∞
‖g −Bn (g) ‖∞ = 0.
Portanto,
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∥∥h−Bn (g; x−ab−a )∥∥w =
(∫ b
a
[
h (x)−Bn
(
g;
x− a
b− a
)]2
w (x) dx
) 1
2
t=x−a
b−a
=
√
b− a
(∫ 1
0
[g (t)−Bn (g; t)]2 w ((b− a) t+ a)
w˜ (t)
dt
) 1
2
= ‖g −Bn (g)‖∞
√∫ b
a
w (x) dx
Mas
‖h− Sn (h)‖w ≤
∥∥∥∥h−Bn(g; x− ab− a
)∥∥∥∥
w
≤
√∫ b
a
w (x) dx ‖g −Bn (g)‖∞ n→∞−→ 0
.
Logo,
lim
n→∞
‖h− Sn (h)‖w = 0

1.2 Problemas de Sturm-Liouville
Sejam p (x), p′ (x), q (x) e r (x) func¸o˜es cont´ınuas no intervalo fechado [0, 1] e
p (x),r (x) > 0 em todo o intervalo [0, 1].
Consideremos tambe´m uma equac¸a˜o diferencial do tipo
(p (x) y′)′ − q (x) y + λr (x) y = 0 (1.4)
com 0 < x < 1, junto com as condic¸o˜es de contorno
a1y (0) + a2y
′ (0) = 0
b1y (1) + b2y
′ (1) = 0
(1.5)
em que a21 + a
2
2 > 0 e b
2
1 + b
2
2 > 0.
Problemas desse tipo sa˜o denominados de problemas de Sturm-Liouville regular. O
termo ‘regular’ se refere ao fato de que as func¸o˜es p (x), q (x) e r (x) teˆm suas hipo´teses
(continuidade das func¸o˜es p (x), p′ (x), q (x) e r (x) e positividade das func¸o˜es p (x) e
r (x)) va´lidas para todo o intervalo [0, 1]. Caso alguma dessas func¸o˜es na˜o satisfac¸a
alguma condic¸a˜o em pelo menos um dos extremos, o problema de Sturm-Liouville passa
a ser singular e este sera´ abordado depois.
A equac¸a˜o (1.4) pode ser vista como um problema de autovalores para oper-
adores, pore´m precisamos definir autovalor e autofunc¸a˜o para operadores antes de
prosseguirmos.
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Definic¸a˜o 1.5 Seja L um operador linear atuando sobre um espac¸o de func¸o˜es F ,
enta˜o f ∈ F , f na˜o identicamente nula, e´ uma autofunc¸a˜o do operador L e λ, um
escalar, e´ o autovalor associado a` autofunc¸a˜o f se Lf = λf .
Definiremos enta˜o um operador L por
L : C2 [0, 1] −→ C0 [0, 1]
y 7−→ L (y) = − (p (x) y′)′ + q (x) y
Desse modo, podemos escrever (1.4) da forma
L (y) = λr (x) y
e enta˜o falar de algumas caracter´ısticas dos autovalores dos problemas de Sturm-
Liouville regular.
Nesse momento deduziremos uma identidade que sera´ utilizada mais adiante.
Sejam u, v duas func¸o˜es de classe C2 no intervalo [0, 1], enta˜o∫ 1
0
L (u) vdx =
∫ 1
0
− (pu′)′ v + quvdx
Integrando por partes duas vezes o lado direito, obtemos∫ 1
0
− (pu′)′ v + quvdx = −pu′v|10 +
∫ 1
0
pu′v′dx+
∫ 1
0
quvdx
= −pu′v|10 + upv′ −
∫ 1
0
u (pv′)′ dx+
∫ 1
0
quvdx = −p [u′v − uv′] |10 +
∫ 1
0
uL (v) dx
Portanto, ∫ 1
0
L (u) vdx = −p [u′v − uv′] |10 +
∫ 1
0
uL (v) dx
Passando a u´ltima integral acima para o outro lado, temos∫ 1
0
[L (u) v − uL (v)] dx = −p [u′v − uv′] |10
que e´ a identidade de Lagrange.
Se u e v satisfizerem as condic¸o˜es de contorno, enta˜o∫ 1
0
[L (u) v − uL (v)] dx = 0 (1.6)
Consideremos agora que a func¸a˜o peso w (x) do produto interno dado por (1.1)
e´ a func¸a˜o constante w (x) = 1, assim, 〈u, v〉w = 〈u, v〉1 =
∫ 1
0
1 u (x) v (x) dx. Para
simplificar a notac¸a˜o omitiremos o sub´ındice 1 em 〈u, v〉1, assim, 〈u, v〉1 = 〈u, v〉, enta˜o
podemos escrever (1.6) da forma
〈L (u) , v〉 = 〈u, L (v)〉 (1.7)
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Estando o problema (1.4) escrito na forma de operador, podemos deduzir um re-
sultado sobre seus autovalores.
Ate´ agora vimos produtos internos reais, precisamos definir o produto interno com-
plexo.
Sejam u e v duas func¸o˜es complexas e mensura´veis, enta˜o a func¸a˜o
〈u, v〉w =
∫ b
a
w (x)u (x) v (x)dx
e´ um produto interno complexo.
Algo interessante sobre os autovalores do problema (1.4) e´ que nenhum deles e´
um nu´mero complexo. Vejamos agora o teorema que retrata essa interessante e u´til
caracter´ıstica dos autovalores de (1.4).
Teorema 1.7 Todos os autovalores do problema de Sturm-Liouville (1.4) sa˜o reais.
Demonstrac¸a˜o: : Vamos supor que λ seja um autovalor complexo e que φ seja uma
autofunc¸a˜o correspondente, enta˜o pela equac¸a˜o (1.7) temos,
〈L (φ) , φ〉 = 〈φ, L (φ)〉
Como L (φ) = λrφ, temos
〈λrφ, φ〉 = 〈φ, λrφ〉 (1.8)
Escrevendo a equac¸a˜o (1.8) na forma complexa temos∫ 1
0
λr (x)φ (x)φ (x)dx =
∫ 1
0
φ (x)λr (x)φ (x)dx
pois o produto interno complexo e´ 〈u, v〉 =
∫ 1
0
u (x) v (x)dx.
Como por hipo´tese temos que r (x) e´ real, enta˜o r (x) = r (x) e, juntando as duas
integrais encontramos
(
λ− λ) ∫ 1
0
r (x)φ (x)φ (x)dx =
(
λ− λ) ∫ 1
0
r (x) |φ (x) |2dx = 0
Como
∫ 1
0
r (x) |φ (x) |2dx > 0 por hipo´tese (r (x) > 0 e φ (x) e´ autofunc¸a˜o - que por
definic¸a˜o e´ na˜o nula) temos
(
λ− λ) = 0, assim, λ = λ, portanto λ ∈ R.

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As autofunc¸o˜es correspondentes aos autovalores formam um conjunto ortogonal.
Ale´m disso, os autovalores sa˜o simples, ou seja, para cada autovalor temos apenas uma
autofunc¸a˜o linearmente independente. Podemos verificar essas afirmac¸o˜es atrave´s dos
dois teoremas a seguir.
Teorema 1.8 Se φ1 e φ2 sa˜o duas autofunc¸o˜es do problema (1.4) com λ1 e λ2 auto-
valores correspondentes e λ1 6= λ2 enta˜o∫ 1
0
r (x)φ1 (x)φ2 (x) dx = 0 (1.9)
Demonstrac¸a˜o: Temos L (φ1) = λ1rφ1 e L (φ2) = λ2rφ2, pela identidade de Lagrange
segue
〈λ1rφ1, φ2〉 − 〈φ1, λ2rφ2〉 = 0
λ1
∫ 1
0
rφ1φ2dx− λ2
∫ 1
0
φ1rφ2dx = 0
(λ1 − λ2)
∫ 1
0
rφ1φ2dx = 0
pois pelo teorema 1.7 os autovalores sa˜o reais.
Como (λ1 − λ2) 6= 0, segue que
∫ 1
0
rφ1φ2dx = 0.

Teorema 1.9 Todos os autovalores do problema de Sturm-Liouville sa˜o simples, isto
e´, a cada autovalor corresponde somente uma autofunc¸a˜o linearmente independente.
Demonstrac¸a˜o: Suporemos que λ seja um autovalor e φ1 (x) e φ2 (x) sejam duas
autofunc¸o˜es linearmente independentes.
Calculemos o wronskiano de φ1 (x) e φ2 (x).
W (φ1, φ2) (x) =
∣∣∣∣∣∣ φ1 (x) φ2 (x)φ′1 (x) φ′2 (x)
∣∣∣∣∣∣ = φ1 (x)φ′2 (x)− φ2 (x)φ′1 (x)
Agora vamos avaliar em x = 0, segue enta˜o que
W (φ1, φ2) (0) = φ1 (0)φ
′
2 (0)− φ2 (0)φ′1 (0)
Usando agora as condic¸o˜es (1.5), sem perder generalidade, podemos isolar os termos
com derivadas e substituir na igualdade acima. Enta˜o,
W (φ1, φ2) (0) = φ1 (0)φ
′
2 (0)− φ2 (0)φ′1 (0) = −φ1 (0)
a1
a2
φ2 (0) + φ2 (0)
a1
a2
φ1 (0) = 0
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Nesse caso, como existe um x em que o wronskiano e´ nulo, enta˜o φ1 (x) e φ2 (x)
sa˜o linearmente dependentes, mas isso contradiz a hipo´tese de que as autofunc¸o˜es sa˜o
linearmente independentes. Portanto, os autovalores do problema (1.4) sa˜o simples.

Para complementar as informac¸o˜es sobre os problemas de Sturm-Liouville regular,
faremos uma analogia com as se´ries de Fourier e enunciar um teorema que diz que uma
func¸a˜o pode ser expandida numa se´rie de autofunc¸o˜es do problema de Sturm-Liouville,
em seguida discutiremos um pouco o problema na˜o homogeˆneo e finalmente chegaremos
no caso singular.
Da teoria das se´ries de Fourier, sabemos que uma func¸a˜o f : R→ R, seccionalmente
diferencia´vel e perio´dica de per´ıodo 2L, L > 0, converge, em cada x, para
f (x+ 0) + f (x− 0)
2
=
a0
2
+
∞∑
n=1
an cos
(npix
L
)
+ bnsen
(npix
L
)
De modo ana´logo, tambe´m podemos expandir uma func¸a˜o f (x) em autofunc¸o˜es do
problema de Sturm-Liouville.
Antes de prosseguirmos, devemos definir o que e´ uma autofunc¸a˜o normalizada, pois
esta definic¸a˜o se faz necessa´ria para o teorema a seguir, cuja demonstrac¸a˜o sera´ omitida
(ver, por exemplo, [11]).
Definic¸a˜o 1.6 Uma autofunc¸a˜o φk (x) e´ uma autofunc¸a˜o normalizada quando sua
norma (norma induzida pelo produto interno) e´ igual a um.
Teorema 1.10 Seja {φk}k∈N um conjunto de autofunc¸o˜es normalizadas do problema
de Sturm-Liouville regular. Sejam f (x) e f ′ (x) cont´ınuas por partes em [0, 1]. Enta˜o
a se´rie
f (x) =
∞∑
k=0
ckφk (x)
com os coeficientes ck, k = 0, 1, ..., dados por
ck =
∫ 1
0
r (x) f (x)φk (x) dx = 〈f, φk〉r (1.10)
converge para
f (x+ 0) + f (x− 0)
2
em cada ponto no intervalo aberto (0, 1).
Passaremos agora para o caso do problema na˜o homogeˆneo, isto e´, o problema de
Sturm-Liouville tem a forma
(p (x) y′)′ − q (x) y + ηr (x) y = f (x) (1.11)
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com 0 < x < 1. As mesmas condic¸o˜es de contorno do caso homogeˆneo sa˜o assumidas
e as hipo´teses sobre p, p′, q e r sa˜o ideˆnticas.
Utilizaremos as autofunc¸o˜es do problema homogeˆneo afim de obtermos uma soluc¸a˜o
para a equac¸a˜o (1.11).
Sejam {φk (x)}k∈N as autofunc¸o˜es do problema homogeˆneo e {λk}k∈N os autovalores
correspondentes. Vamos supor que a soluc¸a˜o do problema na˜o homogeˆneo y (x) possa
ser escrita da forma
y (x) =
∞∑
k=0
bkφk (x)
com os coeficientes bk dados pela equac¸a˜o (1.10),
bk =
∫ 1
0
r (x) y (x)φk (x) dx
O problema na˜o homogeˆneo acima, quando escrito na forma de operador, assume
a forma
L (y)− ηr (x) y = f (x)
Enta˜o, tomando o produto interno com φk (x) temos
〈L (y)− ηr (x) y, φk〉 = 〈f, φk〉
Distribuindo o produto interno e usando (1.7) encontramos
〈y, L (φk)〉 − η 〈y, φk〉r =
〈
f
r
, φk
〉
r
Como φk (x) e´ uma autofunc¸a˜o enta˜o L (φk) = λkr (x)φk (x), logo
λk 〈y, φk〉r − η 〈y, φk〉r =
〈
f
r
, φk
〉
r
(1.12)
Denotando
bk = 〈y, φk〉r e ck =
〈
f
r
, φk
〉
r
a expressa˜o (1.12) assume a forma
λkbk − ηbk = ck ⇒ bk (λk − η)− ck = 0
Analisaremos o termo bk (λk − η)− ck. Este deve ser nulo para todo x e para todo
k.
Dividiremos agora em dois casos a expressa˜o bk (λk − η)− ck.
Caso 1)
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Se λk 6= η ∀k, enta˜o
bk =
ck
λk − η
e
y (x) =
∞∑
k=1
ck
λk − ηφk (x)
Se a func¸a˜o f (x) for cont´ınua temos que a se´rie acima converge em cada ponto x.
Caso 2) se λk0 = η para algum k0, enta˜o,
0bk0 − ck0 = 0
ı˙) se ck0 6= 0 enta˜o na˜o existe soluc¸a˜o para o problema homogeˆneo.
ı˙ı˙) se ck0 = 0 enta˜o temos bk0 ∈ R e, por esse fato, existem infinitas soluc¸o˜es.
Vejamos que para ck0 ser nulo devemos ter
ck0 =
∫ 1
0
f (x)φk (x) dx = 0
ou seja, a func¸a˜o f (x) deve ser ortogonal a autofunc¸a˜o φk0 (x).
Ate´ agora vimos o problema de Sturm-Liouville regular, isto e´, um problema do
tipo (1.4) em que as func¸o˜es p (x) e r (x) sa˜o positivas em [0, 1].
Problemas de Sturm-Liouville singular sa˜o aqueles que teˆm todas as hipo´teses sobre
as func¸o˜es p (x), q (x) e r (x) do caso regular va´lidas para o intervalo aberto (0, 1) e
que pelo menos uma das func¸o˜es na˜o satisfac¸a alguma das condic¸o˜es em, no mı´nimo,
uma das extremidades.
Veremos agora que condic¸o˜es de contorno podemos ter para os pontos de contorno
singular (pontos do extremo do intervalo em que na˜o temos as hipo´teses satisfeitas).
Para isso, vamos analisar a identidade∫ 1
0
[L (u) v − uL (v)] dx = 0 (1.13)
que foi vista no problema regular e tentar descobrir sobre que condic¸o˜es ela e´ va´lida
para o problema singular.
Seja x = 0 um ponto de contorno singular e que x = 1 na˜o o seja. Diferente do caso
anterior, na˜o podemos considerar
∫ 1
0
L (u) vdx pois x = 0 e´ ponto de contorno singular,
assim, consideraremos
∫ 1
ε
L (u) vdx e tomaremos o limite com epsilon tendendo a zero.
Integrando duas vezes por partes a func¸a˜o
∫ 1
ε
L (u) vdx encontramos∫ 1
ε
[L (u) v − uL (v)] dx = −p (x) [u′ (x) v (x)− u (x) v′ (x)] |1ε
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como estamos supondo que x = 1 e´ ponto de contorno regular, ou seja, u e v se anulam
na fronteira, enta˜o∫ 1
ε
[L (u) v − uL (v)] dx = p (ε) [u′ (ε) v (ε)− u (ε) v′ (ε)]
Aplicando o limite quando ε→ 0 temos∫ 1
0
[L (u) v − uL (v)] dx = lim
ε→0
p (ε) [u′ (ε) v (ε)− u (ε) v′ (ε)] (1.14)
Assim, ale´m das hipo´teses sobre p (x), q (x) e r (x), (1.14) tambe´m deve ser satisfeita
para que (1.13) seja va´lida.
Uma das diferenc¸as mais fortes entre os dois problemas e´ que o regular tem um
espectro discreto (o conjunto dos autovalores e´ enumera´vel) enquanto o singular pode
ter um espectro cont´ınuo. O espectro sendo cont´ınuo implica que na˜o podemos ter uma
expansa˜o em autofunc¸o˜es, visto que a quantidade de autofunc¸o˜es e´ na˜o enumera´vel.
1.3 Os Polinoˆmios de Jacobi
A utilidade dos polinoˆmios de Jacobi e´ extremamente elevada, sendo eles uma das
classes de polinoˆmios ortogonais mais importantes. Mostraremos ao longo desta sec¸a˜o
como os polinoˆmios de Jacobi sa˜o obtidos e algumas propriedades a seu respeito.
Os polinoˆmios de Jacobi sa˜o obtidos pela ortonormalizac¸a˜o da base canoˆnica dos
polinoˆmios usando a func¸a˜o peso w (x) = (1− x)α (1− x)β, em que α, β ≥ −1
2
. Para a
integrac¸a˜o no produto interno o intervalo utilizado e´ o [−1, 1]. Os polinoˆmios de Jacobi
sa˜o denotados por pα,βn (x) e denotaremos por P
α,β
n (x) os polinoˆmios ortogonais, ale´m
disso, ‘normalizamos’ os polinoˆmios de Jacobi de modo a termos
Pα,βn (1) =
(α+ 1) ... (α+ n)
n!
=
Γ (n+ α+ 1)
Γ (n+ 1)Γ (α+ 1)
em que Γ (x) e´ a func¸a˜o gama. Para diferentes valores de α e β temos alguns nomes
especiais.
α = 0, β = 0 : Polinoˆmios de Legendre
α = −1
2
, β = −1
2
: Polinoˆmios de Chebyshev de primeira espe´cie
α = 1
2
, β = 1
2
: Polinoˆmios de Chebyshev de segunda espe´cie
α = β : Polinoˆmios de Gegenbauer
Do mesmo modo como temos uma fo´rmula de recorreˆncia para o ca´lculo dos polinoˆ-
mios ortogonais sem a necessidade de se efetuar todo o processo de Gram-Schmidt,
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temos tambe´m uma fo´rmula que nos fornece exatamente qual e´ o polinoˆmio de Jacobi
de grau n diretamente, ou seja, na˜o havendo a necessidade de calcularmos os n − 1
primeiros polinoˆmios de Jacobi pelo processo de Gram-Schmidt.
A fo´rmula mensionada e´ a Fo´rmula de Rodrigues. Segue enta˜o o teorema.
Teorema 1.11 (Fo´rmula de Rodrigues) Seja Pα,βn (x) um polinoˆmio de Jacobi, enta˜o
Pα,βn (x) =
(−1)n
2nn!
(1− x)−α (1 + x)−β d
n
dxn
{
(1− x)n+α (1 + x)n+β
}
Demonstrac¸a˜o: Vamos considerar a expressa˜o
Qn (x) = (1− x)−α (1 + x)−β d
n
dxn
{
(1− x)n+α (1 + x)n+β
}
Mostraremos pela Fo´rmula de Leibnitz que Qn (x) e´ um polinoˆmio.
Enta˜o, pela fo´rmula de Leibnitz temos
Qn (x) = (1− x)−α (1 + x)−β
n∑
j=0
 n
j
 (−1)j (n+ α) (n+ α− 1) ...
... (n+ α− j + 1) (1− x)n+α−j (n+ β) (n+ β − 1) ...
... (n+ β − n+ j + 1) (1 + x)n+β−n+j
=
n∑
j=0
 n
j
 (−1)j (n+ α) (n+ α− 1) ... (n+ α− j + 1) ...
... (1− x)n−j (n+ β) (n+ β − 1) ... (β + j + 1) (1 + x)j
=
n∑
j=0
 n
j
 (−1)j Γ (n+ α+ 1)Γ (n+ β + 1)
Γ (n+ α− j + 1)Γ (β + j + 1) (1− x)
n−j (1 + x)j
Assim, Qn (x) e´ um polinoˆmio de grau n. Mostraremos agora que Qn (x) ⊥ Pn−1,
isto e´, que o polinoˆmio Qn (x) e´ ortogonal a qualquer polinoˆmio de grau menor ou igual
a n− 1. Neste caso temos que Qn e´ igual a Pα,βn (x) exceto por uma constante, ou seja,
Pα,βn (x) = cQn (x).
Seja s (x) ∈ Pn−1. Enta˜o,
I = 〈Qn, s〉w =
∫ 1
−1
(1− x)α (1 + x)β Qn (x) s (x) dx
=
∫ 1
−1
dn
dxn
{
(1− x)n+α (1 + x)n+β
}
s (x) dx
Integrando por partes temos
I =
dn−1
dxn−1
{
(1− x)n+α (1 + x)n+β
}
s (x) |1−1−
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−
∫ 1
−1
dn−1
dxn−1
{
(1− x)n+α (1 + x)n+β
}
s′ (x) dx
O primeiro termo se anula nos pontos x = −1 e x = 1. Integrando por partes n
vezes encontramos
I = (−1)n
∫ 1
−1
(1− x)n+α (1 + x)n+β s(n) (x) dx = 0
pois como s (x) ∈ Pn−1 enta˜o s(n) (x) = 0.
Para terminarmos a demonstrac¸a˜o, falta determinarmos a constante c tal que
Pα,βn (x) = cQn (x).
Sabemos que, pela fo´rmula de Leibnitz,
Qn (x) =
n∑
j=0
 n
j
 (−1)j Γ (n+ α+ 1)Γ (n+ β + 1)
Γ (n+ α− j + 1)Γ (β + j + 1) (1− x)
n−j (1 + x)j
enta˜o, avaliando em x = 1 temos
Qn (1) = (−1)n Γ (n+ α+ 1)
Γ (α+ 1)
2n
Como Pα,βn (1) =
Γ (n+ α+ 1)
Γ (n+ 1)Γ (α+ 1)
segue que c =
(−1)n
n!2n

Por serem polinoˆmios, podemos escreveˆ-los na forma
Pα,βn (x) = Knx
n + Snx
n−1 + ...
e o teorema a seguir da uma fo´rmula expl´ıcita para os coeficientes Kn e Sn.
Teorema 1.12 Seja Pα,βn (x) um polinoˆmio de Jacobi, enta˜o o coeficiente do termo de
grau n e grau n− 1 sa˜o dados por
Kn =
1
2n
 2n+ α+ β
n

e
Sn =
α− β
2n
 2n+ α+ β − 1
n− 1

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Demonstrac¸a˜o: Para demonstrarmos as fo´rmulas acima precisamos estabelecer duas
identidades para coeficientes binomiais.
Seja x ∈ (−1, 1), enta˜o
(1 + x)p =
∞∑
k=0
 p
k
xk
e
(1 + x)q =
∞∑
t=0
 q
t
xt
Multiplicando as duas expresso˜es acima encontramos
(1 + x)p+q =
 ∞∑
k=0
 p
k
xk
 ∞∑
t=0
 q
t
xt
 = ∞∑
k,t=0
 p
k
 q
t
xk+t
=
∞∑
k=0
xk
k∑
j=0
 p
j
 q
k − j

Veremos agora apenas o termo
k∑
j=0
 p
k
 q
k − j

k∑
j=0
 p
k
 q
k − j
 = 1
k!
dk
dxk
(1 + x)p+q |x=0 =
 p+ q
k

Temos tambe´m que
p (1 + x)p−1 =
∞∑
k=1
k
 p
k
xk−1
Segue disso que,
px (1 + x)p+q−1 =
∞∑
k=0
xk
k∑
j=1
 p
j
 q
k − j

Enta˜o, temos
k∑
j=1
j
 p
j
 q
k − j
 = 1
n!
dk
dxk
px (1 + x)p+q−1 |x=0
=
p
n!
(
x
dk
dxk
(1 + x)p+q−1 + n
dk−1
dxk−1
(1 + x)p+q−1 |x=0
)
= p
 p+ q − 1
k − 1

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Notemos que
(x− 1)k−j (x+ 1)j = [xk−j − (k − j)xk−j−1 + ...] [xj + jxj−1 + ...]
= xk + (2j − k)xk−1 + ...
Assim, segue que
Kn =
1
2n
n∑
j=0
 n+ α
j
 n+ β
n− j
 = 1
2n
 2n+ α+ β
n

Do mesmo modo temos
2nSn =
n∑
j=0
 n+ α
j
 n+ β
n− j
 (2j − n)
= 2
n∑
j=0
j
 n+ α
j
 n+ β
n− j
− n n∑
j=0
 n+ α
j
 n+ β
n− j

= 2 (n+ α)
 2n+ α+ β − 1
n− 1
− n
 2n+ α+ β
n

= (α− β)
 2n+ α+ β − 1
n− 1


Como os polinoˆmios Pα,βn (x) na˜o sa˜o normais, calcularemos agora sua norma ao
quadrado. Essa norma e´ uma norma induzida pelo produto interno (1.1).
Teorema 1.13 Sejam
{
Pα,βn
}
n∈N os polinoˆmios ortogonais de Jacobi, enta˜o ‖Pα,βn (x) ‖2 =〈
Pα,βn , P
α,β
n
〉
w
e´ dada por∫ 1
−1
(1− x)α (1 + x)β (Pα,βn (x))2 dx = 2α+β+1(2n+ α+ β + 1) Γ (n+ α+ 1)Γ (n+ β + 1)Γ (n+ 1)Γ (n+ α+ β + 1)
Demonstrac¸a˜o: Denotemos (1− x)α (1 + x)β = w (x) e Pα,βn (x) = Pn (x).
Seja
I =
∫ 1
−1
w (x) [Pn (x)]
2 dx =
∫ 1
−1
w (x)Pn (x)Pn (x) dx
Agora, como Pn (x) = Knx
n+ polinoˆmio de menor grau, segue que
I = Kn
∫ 1
−1
w (x)Pn (x)x
ndx =
(−1)nKn
2nn!
∫ 1
−1
xn
dn
dxn
{
(1− x)n+α (1 + x)n+β
}
dx
Integrando por partes n vezes encontramos,
I =
Kn
2n
∫ 1
−1
(1− x)n+α (1 + x)n+β dx
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e que
I =
Kn
2n
.22n+α+β+1
Γ (n+ α+ 1)Γ (n+ β + 1)
Γ (2n+ α+ β + 1)
e o teorema segue.

Agora que temos a norma dos polinoˆmios de Jacobi, podemos estabelecer uma
relac¸a˜o entre os polinoˆmios pα,βn (x) e P
α,β
n (x).
A relac¸a˜o entre pα,βn (x) e P
α,β
n (x) e´ dada pela seguinte proposic¸a˜o.
Proposic¸a˜o 1.2 Sejam
{
Pα,βn
}
n∈N os polinoˆmios ortogonais de Jacobi. Enta˜o, os
polinoˆmios ortonormais de Jacobi, denotados por pα,βn (x), sa˜o dados por
pα,βn (x) =
√
(2n+ α+ β + 1)
2α+β+1
Γ (n+ 1)Γ (n+ α+ β + 1)
Γ (n+ α+ 1)Γ (n+ β + 1)
Pα,βn (x)
Demonstrac¸a˜o:
pα,βn (x) =
Pα,βn (x)〈
Pα,βn , P
α,β
n
〉
w
=
√
(2n+ α+ β + 1)
2α+β+1
Γ (n+ 1)Γ (n+ α+ β + 1)
Γ (n+ α+ 1)Γ (n+ β + 1)
Pα,βn (x)

De acordo com os teoremas 1.1 e 1.2 , podemos deduzir o seguinte teorema sobre a
recorreˆncia dos polinoˆmios de Jacobi.
Teorema 1.14 Sejam
{
Pα,βn
}
n∈N os polinoˆmios ortogonais de Jacobi. A seguinte
relac¸a˜o de recorreˆncia e´ satisfeita
Pα,βn (x) = (Anx+Bn)P
α,β
n−1 (x)− CnPα,βn−2 (x)
em que
An =
(2n+ α+ β − 1) (2n+ α+ β)
2n (n+ α+ β)
Bn =
(α2 − β2) (2n+ α+ β − 1)
2n (n+ α+ β) (2n+ α+ β − 2)
Cn =
(n+ α− 1) (n+ β − 1) (2n+ α+ β)
n (n+ α+ β) (2n+ α+ β − 2)
Demonstrac¸a˜o: Seja Pα,βn (x) um polinoˆmio de Jacobi, enta˜o podemos escreveˆ-lo na
forma
Pαβn (x) = Knx
n + Snx
n−1 + ...
31
Pela proposic¸a˜o 1.2 sabemos que
pα,βn (x) = λnP
α,β
n (x) = λnKnx
n + λnSnx
n−1 + ... = knxn + snxn−1 + ...
Assim, pelo teorema 1.1 temos
pα,βn (x) = (anx+ bn) p
α,β
n−1 (x)− cnpα,βn−2 (x)
Segue enta˜o que
Pα,βn (x) = (anx+ bn)
λn−1
λn
Pα,βn−1 (x)− cn
λn−2
λn
Pα,βn−2 (x)
Denotando An = an
λn−1
λn
, Bn = bn
λn−1
λn
e Cn = cn
λn−2
λn
temos
Pα,βn (x) = (Anx+Bn)P
α,β
n−1 (x)− CnPα,βn−2 (x)
De An = an
λn−1
λn
encontramos
An = an
λn−1
λn
=
knλn−1
kn−1λn
=
Kn
Kn−1
Como Kn =
1
2n
 2n+ α+ β
n
 segue que
An =
Kn
Kn−1
=
2n−1
2n
 2n+ α+ β
n
 2 (n− 1) + α+ β
n− 1
−1
=
1
2
[
(2n+ α+ β)! (2 (n− 1) + α+ β − (n− 1))! (n− 1)!
(2n+ α+ β − n)!n! (2 (n− 1) + α+ β)!
]
=
1
2
[
(2n+ α+ β) (2n− 1 + α+ β) (2n− 2 + α+ β)! (n− 1 + α+ β)! (n− 1)!
(2n+ α+ β − n)!n! (2 (n− 1) + α+ β)!
]
=
1
2
[
(2n+ α+ β) (2n− 1 + α+ β) (n− 1 + α+ β)!
(n+ α+ β)!n
]
=
1
2
[
(2n+ α+ β) (2n− 1 + α+ β) (n− 1 + α+ β)!
(n+ α+ β) (n− 1 + α+ β)!
]
=
1
2
(2n+ α+ β) (2n− 1 + α+ β)
n (n+ α+ β)
De forma ana´loga podemos encontrar Bn e Cn.

Mostraremos agora que os polinoˆmios de Jacobi sa˜o soluc¸o˜es de um problema de
Sturm-Liouville singular.
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Teorema 1.15 Os polinoˆmios ortogonais de Jacobi satisfazem ao seguinte problema
de Sturm-Liouville singular.
(1− x)−α (1 + x)−β d
dx
{
(1− x)α+1 (1 + x)β+1 d
dx
Pα,βn (x)
}
+n (n+ 1 + α+ β)Pα,βn (x) = 0
Demonstrac¸a˜o: Seja ϕ (x) ∈ Pn−1 um polinoˆmio de grau menor ou igual a n − 1,
enta˜o integrando por partes duas vezes a expressa˜o∫ 1
−1
d
dx
{
(1− x)α+1 (1 + x)β+1 d
dx
Pα,βn (x)
}
ϕ (x) dx
obtemos∫ 1
−1
d
dx
{
(1− x)α+1 (1 + x)β+1 d
dx
Pα,βn (x)
}
ϕ (x) dx =
= −
∫ 1
−1
(1− x)α+1 (1 + x)β+1 d
dx
Pα,βn (x)
d
dx
ϕ (x) dx =
=
∫ 1
−1
Pα,βn (x)
d
dx
{
(1− x)α+1 (1 + x)α,β d
dx
ϕ (x)
}
dx
=
∫ 1
−1
Pα,βn (x)
{[
(α+ 1) (1− x)α (1 + x)β+1 + (1− x)α+1 (β + 1) (1 + x)β
]
.
d
dx
ϕ (x) + (1− x)α+1 (1 + x)β+1 d
2
dx2
ϕ (x)
}
Denotando w (x) = (1− x)α (1 + x)β, o termo acima fica∫ 1
−1
Pα,βn (x)
{
[(α+ 1) (1 + x) + (β + 1) (1− x)] d
dx
ϕ (x)
+
(
1− x2) d2
dx2
ϕ (x)
}
w (x) dx = 0
pois Pα,βn (x) e´ ortogonal a qualquer polinoˆmio de grau menor ou igual a n− 1.
Mas isso implica que
d
dx
(
(1− x)α+1 (1 + x)β+1 d
dx
Pα,βn (x)
)
⊥ Pn−1.
Como Pα,βn (x) ⊥ Pn−1 em relac¸a˜o a Pn temos que o complemento ortogonal e´
unidimensional. Logo, ∃λ ∈ R tal que
− d
dx
{
(1− x)α+1 (1 + x)β+1 d
dx
Pα,βn (x)
}
= λPα,βn (x)w (x)
Para determinar λ, comparamos os coeficientes dos termos de maior ordem nesta
igualdade apo´s substituirmos Pα,βn (x) = anx
n + ...
Assim, temos
ann (n+ 1 + α+ β) = anλ→ λ = n (n+ 1 + α+ β)

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Proposic¸a˜o 1.3 Seja {Pn}n∈N o conjunto dos polinoˆmios ortogonais de Jacobi, enta˜o∫ 1
−1
(1− x)α+1 (1 + x)β+1 d
dx
Pα,βn (x)
d
dx
Pα,βm (x) dx = 0
para n 6= m.
Demonstrac¸a˜o: Sabemos que∫ 1
−1
Pα,βn (x)P
α,β
m (x) (1− x)α (1 + x)β dx = 0
para n 6= m.
Pelo teorema temos∫ 1
−1
(1− x)−α (1 + x)−β d
dx
{
(1− x)α+1 (1 + x)β+1 d
dx
Pα,βn (x)
}
Pα,βm (x) (1− x)α (1 + x)β dx = 0
Agora, se fizermos uma integrac¸a˜o por partes, obtemos∫ 1
−1
(1− x)α+1 (1 + x)β+1 d
dx
Pα,βn (x)
d
dx
Pα,βm (x) dx = 0

Por essa proposic¸a˜o podemos concluir que
d
dx
Pα,βn (x), n = 0, 1, ... forma uma
sequ¨eˆncia de polinoˆmios ortogonais com func¸a˜o peso igual a (1− x)α+1 (1 + x)β+1. Pela
unicidade, temos que
d
dx
Pα,βn (x) e´ proporcional a P
α+1,β+1
n (x).
Terminaremos este cap´ıtulo mostrando que as u´nicas soluc¸o˜es polinomiais para um
problema de Sturm-Liouville singular sa˜o os polinoˆmios de Jacobi.
Proposic¸a˜o 1.4 As u´nicas autofunc¸o˜es polinomiais de um problema de Sturm-Liouville
singular com p (−1) = p (1) = 0 sa˜o os polinoˆmios de Jacobi.
Demonstrac¸a˜o: Seja L o operador definido como anteriormente,
L (u) = − (p (x)u′)′ + q (x)u
com a func¸a˜o p (x) anulando-se nos extremos.
O problema de autovalores associado e´
Lu = λw (x)u
em (−1, 1).
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Se ϕk =
1
λkw
Lϕk e´ um polinoˆmio de grau k, k = 0, 1, ..., enta˜o
q
w
e´ um polinoˆmio
de grau zero (q (x) = q0). Temos tambe´m que
p
w
e
p′
w
sa˜o polinoˆmios de grau 2 e 1
respectivamente.
Como p anula-se nos extremos,
w (x) = c1 (1− x)α (1 + x)β e p (x) = c2 (1− x)α+1 (1 + x)β+1
em que −1
2
≤ α, β ≤ 1
2
afim de que pu′ → 0 quando x→ ±1.

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Cap´ıtulo 2
Polinoˆmios de Chebyshev
Neste cap´ıtulo veremos os polinoˆmios de Chebyshev, que e´ um caso particular dos
polinoˆmios de Jacobi. Deduziremos diversas proposic¸o˜es a respeito dos polinoˆmios de
Chebyshev de primeira espe´cie como fo´rmula de recorreˆncia, derivada em termos de
seu sucessor e antecessor, entre outras.
Os polinoˆmios de Chebyshev de primeira espe´cie, denotados por Tn (x), sa˜o po-
linoˆmios de Jacobi com α = β = −1/2 e (a, b) = (−1, 1), isto e´, formam uma sequ¨eˆncia
de polinoˆmios ortogonais com a func¸a˜o peso w (x) = (1− x2)−1/2, mais precisamente
Tn (x) = δnP
− 1
2
,− 1
2
n (x)
em que
δn =
(n!2n)2
(2n)!
Mais detalhes sobre polinoˆmios ortogonais, que esta˜o fora do escopo deste trabalho,
podem ser encontrados em [2] (no aˆmbito dos me´todos espectrais) e em [9] (em um
contexto geral).
Estes polinoˆmios satisfazem o seguinte problema de Sturm-Liouville singular
√
1− x2
(√
1− x2T ′n (x)
)′
+ n2Tn (x) = 0 (2.1)
e a relac¸a˜o de ortogonalidade∫ 1
−1
Tk (x)Tj (x)
1√
1− x2dx =
ck
2
piδkj (2.2)
em que c0 = 2 e ck = 1, k ≥ 1. A equac¸a˜o (2.2) sera´ provada mais adiante pois
precisamos de alguns resultados para tal objetivo.
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Como primeira proposic¸a˜o, estabeleceremos que as derivadas dos polinoˆmios de
Chebyshev de primeira espe´cie formam uma sequ¨eˆncia de polinoˆmios ortogonais se a
func¸a˜o peso for w (x) =
√
1− x2.
Proposic¸a˜o 2.1 Sejam {Tk}k∈N∗ os polinoˆmios de Chebyshev de primeira espe´cie,
enta˜o ∫ 1
−1
T ′k (x)T
′
j (x)
√
1− x2dx = k
2ckpi
2
δij (2.3)
isto e´, {T ′k (x)}k∈N e´ ortogonal em relac¸a˜o a` func¸a˜o peso w (x) =
√
1− x2.
Demonstrac¸a˜o: Vamos multiplicar (2.1) por
Tj (x)√
1− x2 e integrar de -1 a 1, enta˜o∫ 1
−1
Tj (x)√
1− x2
√
1− x2
(√
1− x2T ′n (x)
)′
dx+
∫ 1
−1
Tj (x)√
1− x2n
2Tn (x) dx = 0
Como os polinoˆmios de Chebyshev de primeira espe´cie sa˜o ortogonais em relac¸a˜o a
func¸a˜o peso w (x) =
1√
1− x2 , temos que
n2
∫ 1
−1
1√
1− x2Tj (x)Tn (x) dx = 0
assim, segue que ∫ 1
−1
Tj (x)
(√
1− x2T ′n (x)
)′
dx = 0
Integrando por partes, temos
Tj (x)
√
1− x2T ′n (x) |1−1 −
∫ 1
−1
T ′j (x)
√
1− x2T ′n (x) dx = 0
ou seja, ∫ 1
−1
T ′j (x)T
′
n (x)
√
1− x2dx = 0

Sabemos que os polinoˆmios ortogonais satisfazem uma relac¸a˜o de recorreˆncia de
treˆs termos e, logicamente, os polinoˆmios de Jacobi tambe´m. Veremos na proposic¸a˜o
a seguir como os coeficientes se comportam, ou melhor, como eles se tornam simples
quando trabalhamos com os polinoˆmios de Chebyshev de primeira espe´cie.
Proposic¸a˜o 2.2 Os polinoˆmios de Chebyshev de primeira espe´cie satisfazem a seguinte
relac¸a˜o de recorreˆncia
Tn+1 (x) = 2xTn (x)− Tn−1 (x) (2.4)
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A demonstrac¸a˜o segue do teorema 1.14.
A proposic¸a˜o a seguir e´ tratada em alguns livros como sendo a definic¸a˜o dos
polinoˆmios de Chebyshev de primeira espe´cia, pore´m ela pode ser demonstrada a par-
tir da definic¸a˜o colocada neste trabalho. Tambe´m e´ poss´ıvel fazer o contra´rio, ou seja,
definir os polinoˆmios de Chebyshev de primeira espe´cie como sendo a proposic¸a˜o abaixo
e demonstrar o que definimos como uma proposic¸a˜o, mas isto na˜o sera´ feito aqui.
Proposic¸a˜o 2.3 Sejam {Tn}n∈N os polinoˆmios de Chebyshev de primeira espe´cie, enta˜o
Tn (cos θ) = cos (nθ), θ ∈ [0, pi] , n ∈ N
Demonstrac¸a˜o: Como
Tn (x) = 2xTn−1 (x)− Tn−2 (x) , (2.5)
T0 (x) = 1 e T1 (x) = x, cos (n arccos x) e´ um polinoˆmio de grau n e
cos (nθ) + cos ((n− 2) θ) = 2 cos (θ) cos ((n− 1) θ) (2.6)
fazendo x = cos θ em (2.5) obtemos
Tn (cos θ) + Tn−2 (cos θ) = 2 cos θ Tn−1 (cos θ) (2.7)
Comparando (2.6) e (2.7) podemos concluir que Tn (cos θ) = cos (nθ), θ ∈ [0, pi] , n ∈
N.

Dissemos anteriormente que a equac¸a˜o (2.2) seria demonstrada mais adiante devido
a` necessidade de precisarmos de alguns resultados para isso. Agora ja´ dispomos de tais
resultados e a demonstrac¸a˜o da equac¸a˜o (2.2) sera´ feita agora.
Por construc¸a˜o, {Tk}k∈N sa˜o ortogonais em relac¸a˜o a func¸a˜o peso w (x) = 1√
1− x2 ,
logo ∫ 1
−1
Tk (x)Tj (x)
1√
1− x2dx = 0
para k 6= j, o que verifica (2.2). Seja enta˜o k = j = 0, enta˜o∫ 1
−1
T 20 (x)
1√
1− x2dx = − arccos (x) |
1
−1 = pi =
2
2
pi1 =
c0
2
piδ00
Seja agora k ≥ 1, enta˜o∫ 1
−1
T 2k (x)
1√
1− x2dx = k
∫ 1
−1
(cos (k arccos x))2
1
k
√
1− x2dx
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fazendo a substituic¸a˜o u = k arccos x e du =
−kdx√
1− x2 temos
−1
k
∫ 0
kpi
(cosu)2 du =
1
k
∫ kpi
0
1 + cos (2u)
2
du =
1
k
[
u
2
∣∣∣kpi
0
+
sen (2u)
4
∣∣∣∣kpi
0
]
=
pi
2
=
ck
2
piδkk
Com a proposic¸a˜o 2.3 podemos facilmente derivar um polinoˆmio de Chebyshev de
primeira espe´cie, contudo, temos outros meio de obter sua derivada. A proposic¸a˜o
abaixo mostra uma maneira interessante de calcularmos a derivada do polinoˆmio de
Chebyshev de ordem n.
Proposic¸a˜o 2.4 Sejam {Tn}n∈N os polinoˆmios de Chebyshev de primeira espe´cie, enta˜o,
para |x| < 1, as derivadas de primeira ordem sa˜o dadas por
d
dx
Tn (x) =
n
2
Tn−1 (x)− Tn+1 (x)
1− x2 (2.8)
Demonstrac¸a˜o:
d
dx
Tn (x) =
d
dθ
(cosnθ) /
d
dθ
cos θ =
nsen (nθ)
sen θ
=
n
2
cos ((n− 1) θ)− cos ((n+ 1) θ)
(sen θ)2
=
n
2
Tn−1 (x)− Tn+1 (x)
1− x2 se |x| < 1

Para a segunda derivada temos uma fo´rmula semelhante.
Proposic¸a˜o 2.5 Sejam {Tn}n∈N os polinoˆmios de Chebyshev de primeira espe´cie, enta˜o,
para |x| < 1, as derivadas de segunda ordem sa˜o dadas por
d2
dx2
Tn (x) =
n
4
(n+ 1)Tn−2 (x)− 2nTn (x) + (n− 1)Tn+2 (x)
(1− x2)2 (2.9)
Demonstrac¸a˜o: segue de (2.5) e (2.8).

O objetivo de escrevermos os polinoˆmios de Chebyshev na forma
Tn (x) = cos (n arccos x) (2.10)
e´ de facilitar as demonstrac¸o˜es das proposic¸o˜es a seguir.
Listaremos agora uma se´rie de propriedades dos polinoˆmios de Chebyshev de primeira
espe´cie.
Proposic¸a˜o 2.6 Sejam {Tn}n∈N os polinoˆmio de Chebyshev de primeira espe´cie, enta˜o
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1. Tn (±1) = (±1)n e T ′n (±1) = (±1)n−1 n2;
2. 2Tn (x) =
1
n+ 1
T ′n+1 (x)−
1
n− 1T
′
n−1 (x) , para n ≥ 2;
3. |Tn (x) | ≤ 1 e |T ′n (x) | ≤ n2;
4. 2Tm (x)Tn (x) = Tm+n (x) + Tm−n (x) , m ≥ n ≥ 0;
5. T ′n (x) = 2n
n−1∑
k=0
1
ck
Tk (x) para k + n ı´mpar;
6. T ′′n (x) =
n−2∑
k=0
1
ck
n
(
n2 − k2)Tk (x) para k + n par;
7. Tm (Tn (x)) = Tmn (x).
Demonstrac¸a˜o:
1. Quando temos x = 1, os polinoˆmios de Chebyshev assumem o valor 1,
Tn (1) = cos (n arccos 1) = cos (n0) = 1 = 1
n
e quanto x = −1 temos
Tn (−1) = cos (n arccos (−1)) = cos (npi) = (−1)n
Na derivada de Tn (x) quando usamos a equac¸a˜o (2.10),
T ′n (x) =
nsen (n arccos x)√
1− x2
essa func¸a˜o na˜o esta´ definida para x = ±1, sendo assim, tomaremos o limite
quando x tende a 1− e −1+ e aplicaremos a regra de L’Hospital.
T ′n (1) = lim
x→1−
nsen (n arccos x)√
1− x2 = limx→1−
n2 cos (n arccos x)
√
1− x2 2x
2
√
1− x2
= lim
x→1−
n2 cos (n arccos x)
x
= n2 cos 0
= n2
= n2 (1)n−1
De forma ana´loga para x→ −1+ temos
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T ′n (−1) = lim
x→−1+
nsen (n arccos x)√
1− x2 = limx→−1+
n2 cos (n arccos x)
√
1− x2 2x
2
√
1− x2
= lim
x→−1+
n2 cos (n arccos x)
x
= n2 cosnpi
= −n2 (−1)n
= n2 (−1)n−1
2. Tn+1 = cos ((n+ 1) θ), Tn−1 = cos ((n− 1) θ), T ′n+1 (x) =
(n+ 1) sen ((n+ 1) θ)
sen θ
e T ′n−1 (x) =
(n− 1) sen ((n− 1) θ)
sen θ
. Enta˜o,
T ′n+1 (x)
n+ 1
=
sen ((n+ 1) θ)
sen θ
e
T ′n−1 (x)
n− 1 =
sen ((n− 1) θ)
sen θ
Assim, subtraindo uma da outra temos
T ′n+1 (x)
n+ 1
− T
′
n−1 (x)
n− 1 =
2sen θ cosnθ
sen θ
= 2Tn (x).
3. A demonstrac¸a˜o de que os Tn (x) sa˜o limitados segue direto da equac¸a˜o (2.10).
Mostremos que
∣∣∣∣sen (nθ)sen θ
∣∣∣∣ ≤ n ∀n ∈ N.
De fato, se n = 0 o resultado e´ imediato.
Nossa hipo´tese de induc¸a˜o e´
∣∣∣∣sen (kθ)sen θ
∣∣∣∣ ≤ k. Enta˜o,∣∣∣∣sen (k + 1) θsen θ
∣∣∣∣ = ∣∣∣∣sen (kθ) cos θ + sen θ cos (kθ)sen θ
∣∣∣∣ ≤ k| cos θ|+ | cos (kθ)| ≤ k + 1
Agora, dado n ∈ N∗ (o caso n = 0 e´ trivial)
|T ′n (x)| = n
∣∣∣∣sen (nθ)sen θ
∣∣∣∣ ≤ n2
4. Para demonstrarmos o item 4 basta lembrarmos que cos (A+B)+cos (A−B) =
2 cos (A) cos (B). Desse modo temos
2Tm (x)Tn (x) = 2 cos (m arccos x) cos (n arccos x)
= cos ((m+ n) arccosx) + cos ((m− n) arccosx)
= Tm+n (x) + Tm−n (x)
5.
n−1∑
k=0
1
ck
Tk (x) =
1
2
T0 (x) + T2 (x) + ...+ T0 (n− 1)
=
1
2
[
T0 (x) +
T ′3 (x)
3
− T
′
1 (x)
1
+
T ′5 (x)
5
− T
′
3 (x)
3
+ ...+
T ′n (x)
n
− T
′
n−2 (x)
n− 2
]
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=
1
2
[
1− 1 + T
′
n (x)
n
]
=
T ′n (x)
2n
Agora, para n par
n−1∑
k=0
1
ck
Tk (x) = T1 (x) + T3 (x) + ...+ T0 (n− 1)
=
1
2
[
T1 (x) +
T ′4 (x)
4
− T
′
2 (x)
2
+
T ′6 (x)
6
− T
′
4 (x)
4
+ ...+
T ′n (x)
n
− T
′
n−2 (x)
n− 2
]
=
T ′n (x)
2n
6. T ′′n (x) = 2n
n−1∑
k=1
1
ck
T ′k (x) = 2n
n−1∑
k=1
1
ck
2k
k−1∑
l=0
1
cl
Tl (x) = 4n
n−2∑
l=0
1
cl
Tl (x)
[
n−1∑
k=l
k
]
[
n−1∑
k=l
k
]
=
n−1∑
k=0
−
l−1∑
k=0
=
nn
2
− ll
2
2n
n−2∑
l=0
1
2l
Tl (x)
[
n2 − l2]
7. Tm (Tn (x)) = cos (m arccos (cos (n arccos x))) = cos (mn arccos x) = Tmn (x)

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Cap´ıtulo 3
Operadores de Projec¸a˜o e de
Interpolac¸a˜o
Nesse cap´ıtulo falaremos sobre o operador de interpolac¸a˜o. Este operador, como
o nome diz, tem por objetivo assumir o mesmo valor (valor da func¸a˜o) em alguns
pontos escolhidos. Essa caracter´ıstica pode ser muito u´til em muitas situac¸o˜es como
por exemplo na busca por uma soluc¸a˜o de uma equac¸a˜o diferencial quando dispomos
apenas de alguns pontos.
O operador de Projec¸a˜o tem a finalidade de projetar uma func¸a˜o num subespac¸o
apropriado. Veremos um pouco deste operador neste cap´ıtulo.
3.1 Operador de Interpolac¸a˜o e Transformada Dis-
creta de Chebyshev
Quando um conjunto de pontos nos e´ fornecido podemos trata´-los de diversas
maneiras. Se for um conjunto de pares ordenados no plano cartesiano, podemos
aproxima´-los por uma reta ou por uma para´bola e, para isso, utilizamos algumas te´cnias
de a´lgebra linear.
Mas fazer aproximac¸o˜es pode nem sempre ser o mais apropriado. Podemos desejar,
em algumas situac¸o˜es, encontrar uma func¸a˜o que tenha exatamente o mesmo valor que
os pontos fornecidos. Neste caso a interpolac¸a˜o se faz necessa´ria.
Veremos como podemos utilizar os polinoˆmios de Chebyshev para interpolar uma
func¸a˜o u que seja, pelo menos, cont´ınua.
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Vamos considerar os pontos {xj}Nj=0 (veremos no pro´ximo cap´ıtulo que esses pontos
sa˜o os no´s da quadratura de Chebyshev-Gauss-Lobatto) em que xj = cos
(
jpi
N
)
e os
pesos wj =
pi
c˜jN
em que c˜0 = c˜N = 2 e c˜j = 1 para 1 ≤ j ≤ N − 1. Seja u uma func¸a˜o
definida de [−1, 1] em R e cont´ınua.
Definic¸a˜o 3.1 O operador de interpolac¸a˜o IN e´ o polinoˆmio de grau menor ou igual
a N , denotado por INu, tal que INu (xj) = u (xj) para j = 0, ..., N e escrevemos
INu =
N∑
k=0
u˜kTk (x)
isto e´,
u (xj) = INu (xj) =
N∑
k=0
u˜k cos
(
kpij
N
)
(3.1)
Os coeficientes acima denotados por u˜k sa˜o denominados de coeficientes da Trans-
formada Discreta de Chebyshev.
A proposic¸a˜o abaixo diz como podemos calcular os coeficientes discretos de Cheby-
shev.
Proposic¸a˜o 3.1 Os coeficientes discretos de Chebyshev sa˜o dados por
u˜k =
2
c˜kN
N∑
j=0
1
c˜j
u (xj) cos
(
kpij
N
)
(3.2)
Demonstrac¸a˜o: Seja 〈u, v〉N,w ,
N∑
j=0
u (xj) v (xj)wj em que wj =
pi
c˜jN
, um produto
interno discreto. Enta˜o,
〈INu, Tn〉N,w =
N∑
j=0
INu (xj)Tn (xj)wj =
N∑
j=0
u (xj) cos
(
njpi
N
)
mas
〈INu, Tn〉N,w =
〈
N∑
k=0
u˜kTk, Tn
〉
N,w
=
N∑
k=0
u˜k 〈Tk, Tn〉N,w
e como
〈Tk, Tn〉N,w = δkn
pi
2
c˜n
temos que
pi
2
c˜nu˜n =
N∑
j=0
u (xj) cos
(
njpi
N
)
cos
(
njpi
N
)
pi
c˜jN
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Caso 1) k 6= n
〈Tn, Tk〉N,w = 〈Tn, Tk〉w
Caso 2) k = n
〈Tn, Tk〉N,w =
N∑
j=0
(cos (hpi))2 =
pi
2N
+
pi
N
+ ...+
pi
N
+
pi
2N
= pi

Podemos avaliar (3.2) eficientemente usando a transformada ra´pida de Fourier, ver,
por exemplo, [6] e [7].
3.2 O Operador de Projec¸a˜o
Num espac¸o vetorial muitas vezes trabalhamos com subespac¸os e e´ comum que o
vetor (elemento do espac¸o vetorial) na˜o pertenc¸a ao subespac¸o. O mesmo acontece com
func¸o˜es, ou seja, caso tenhamos uma func¸a˜o que na˜o seja um polinoˆmio, obviamente
ela na˜o pode ser escrita como uma combinac¸a˜o linear de polinoˆmios. Pore´m podemos
projeta´-la sobre o espac¸o Pn e encontrar qual o polinoˆmio que ‘melhor aproxima’ a
func¸a˜o em questa˜o.
Seja V um espac¸o vetorial e X um subespac¸o de V de dimensa˜o finita. Vamos
considerar uma base de X
X = span {a1, a2, ...an}
Seja b ∈ V e b /∈ X. Queremos encontrar um vetor x ∈ X tal que r = x − b seja
ortogonal ao subespac¸o X.
Como x ∈ X enta˜o existem constantes x1, ..., xn tal que x =
n∑
j=1
xjaj.
Do fato que r = x− b deve ser ortogonal a` X, enta˜o〈
n∑
j=1
xjaj, ai
〉
= 〈ai, b〉 , i = 1, ..., n
Encontramos enta˜o o sistema linear
〈a1, a1〉 〈a2, a1〉 · · · 〈an, a1〉
...
... · · · ...
〈a1, an〉 〈a2, an〉 · · · 〈an, an〉


x1
...
xn
 =

〈a1, b〉
...
〈an, b〉

45
Apo´s resolvido o sistema linear, encontramos coordenadas x1, ...xn que servira˜o para
fazer a combinac¸a˜o linear dos vetores da base de X e encontrar o vetor que ‘melhor
aproxima’ o vetor b.
Considerando agora que nossa base e´ formada por polinoˆmios de Chebyshev veremos
que o sistema acima torna-se diagonal.
Para i 6= j vale 〈Ti, Tj〉w = 0 em que w (x) =
1√
1− x2 , logo restam apenas os
elementos da diagonal.
Assim,
xi =
〈Ti, f〉w
〈Ti, Ti〉w
=
∫ 1
−1
Ti (x) f (x)√
1− x2 dx∫ 1
−1
T 2i (x)√
1− x2dx
Portanto, o operador de projec¸a˜o, denotado por Pn, e´
Pnf =
n∑
k=0
ckTk (x)
em que
ck =
∫ 1
−1
Tk (x) f (x)√
1− x2 dx∫ 1
−1
T 2k (x)√
1− x2dx
Vale citarmos o teorema 1.6 que trata justamente do fato que
lim
n→∞
‖Pnf − f‖L2w = 0
Ale´m disso, e´ poss´ıvel obtermos estimativas para os erros de projec¸a˜o e de inter-
polac¸a˜o em normas que envolvem derivadas da func¸a˜o (normas em espac¸os de Sobolev),
mas que isso foge ao escopo desse trabalho de conclusa˜o de curso. Mas essas estimativas
podem ser encontradas em [4].
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Cap´ıtulo 4
Diferenciac¸a˜o e Integrac¸a˜o
Nume´rica com Polinoˆmios de
Chebyshev
Neste cap´ıtulo veremos rapidamente a quadratura Gaussiana, uma importante fer-
ramenta para o ca´lculo de integrais numericamente.
A integrac¸a˜o nume´rica em muitos problemas deve ser realizada com alta precisa˜o
e em tempo via´vel, isso leva a utilizac¸a˜o de fo´rmulas mais precisas como a quadratura
Gaussiana que ale´m de ser ra´pida tambe´m e´ exata para polinoˆmios de ate´ certo grau.
Veremos tambe´m como utilizar os polinoˆmios de Chebyshev de primeira espe´cie
para derivar uma func¸a˜o no espac¸o transformado. Este assunto sera´ abordado na sec¸a˜o
2.
4.1 Quadratura Gaussiana
Para integrac¸a˜o nume´rica temos interesse em construir uma ‘fo´rmula’ do tipo∫ b
a
f (x)w (x) dx ∼=
N∑
j=0
f (xj)wj
em que wj sa˜o pesos e xj sa˜o pontos em (a, b) escolhidos a priori, ale´m disso queremos
que essa soma seja exata para polinoˆmios de grau menor ou igual a N .
Entretanto, se procurarmos a ‘melhor’ distribuic¸a˜o para os no´s {xj}Nj=0, obtemos
uma fo´rmula de quadratura que e´ exata para polinoˆmios de grau menor ou igual a
2N + 1.
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Isso nos leva ao pro´ximo teorema, o teorema da Quadratura Gaussiana, que garante
exatida˜o na integrac¸a˜o para polinoˆmios de grau 2N − 1 quando utilizados N pontos
para avaliac¸o˜es.
Teorema 4.1 (Quadratura Gaussiana) Dado N ∈ N∗, sejam x1, ..., xN as ra´ızes de
um polinoˆmio ortogonal de grau N , pN (x) . Enta˜o, existem constantes positivas wk
para k = 1, ..., N tais que∫ b
a
p (x)w (x) dx =
N∑
k=1
p (xk)wk ∀p ∈ P2N−1
Demonstrac¸a˜o: Seja p (x) um polinoˆmio em P2N−1. Seja q (x) ∈ PN−1 tal que q (xi) =
p (xi). Enta˜o a forma de Lagrange e´
q (x) =
N∑
k=1
p (xk) lk (x)
em que lk (x) =
w (x)
(x− xk)w′ (xk) e w (x) =
N∏
k=1
(x− xk).
Assim, o polinoˆmio p (x)− q (x) tem zeros em x1, ...xN e consequentemente p (x)−
q (x) = pN (x) rN−1 (x) para algum polinoˆmio rN−1 (x) ∈ PN−1.
No entanto, pela ortogonalidade dos pN (x) a polinoˆmios de grau menor, segue que∫ b
a
w (x) p (x) dx =
∫ b
a
w (x) [q (x) + pN (x) rN−1 (x)] dx =
=
∫ b
a
w (x) q (x) dx =
∫ b
a
w (x)
N∑
k=1
p (xk) lk (x) dx =
N∑
k=1
(∫ b
a
w (x) lk (x) dx
)
p (xk)
Definimos
wk =
∫ b
a
w (x) lk (x) dx
e temos enta˜o ∫ b
a
p (x)w (x) dx =
N∑
k=1
p (xk)wk
Agora, lk (x) ∈ PN−1 e se anula em x1, ..., xk−1, xk+1, ..., xN . Enta˜o (lk (x))2 ∈ P2N−2
e se anula nesses mesmos pontos. Ale´m disso, lk (xk) = 1. Portanto
wk =
N∑
j=1
wj (lk (xj))
2 =
∫ b
a
w (x) [lk (x)]
2 dx > 0

48
Com isso temos uma maneira eficiente (eficiente no sentido de que a integrac¸a˜o
nume´rica e´ feita em N operac¸o˜es) e precisa de integrar uma func¸a˜o. Pore´m percebemos
que para calcular os wj’s precisamos avaliar uma integral, mas dependendo da func¸a˜o
peso escolhida temos quadraturas com wj’s conhecidos explicitamente, por exemplo a
quadratura de Chebyshev-Gauss, ou avaliados numericamente de forma eficiente, por
exemplo a quadratura de Legendre-Gauss.
Veremos agora uma quadratura semelhante a Gaussiana, em que os pontos extremos
sa˜o inclu´ıdos.
Teorema 4.2 (Quadratura de Gauss-Lobato) Sejam −1 = x0, ..., xN = 1 as N + 1
ra´ızes do polinoˆmio q (x) = pN+1 (x)+apN (x)+bpN−1 (x), em que a e b sa˜o escolhidos de
modo que q (−1) = q (1) = 0 e pN+1 (x), pN (x) e pN−1 (x) sa˜o polinoˆmios ortonormais
de grau N + 1, N e N − 1 respectivamente.
Sejam w0, ..., wN a soluc¸a˜o do sistema linear
N∑
j=0
(xj)
k wj =
∫ 1
−1
xkw (x) dx , 0 ≤ k ≤ N
Enta˜o,
N∑
j=0
p (xj)wj =
∫ 1
−1
p (x)w (x) dx, ∀p ∈ P2N−1
A demonstrac¸a˜o desse resultado e´ similar ao da Integrac¸a˜o Gaussiana, utilizando
neste caso a decomposic¸a˜o p = qr + s com r ∈ PN−2 e s ∈ PN .
4.2 Diferenciac¸a˜o Atrave´s dos Polinoˆmios de Cheby-
shev
Sabemos derivar uma func¸a˜o no espac¸o f´ısico (o espac¸o na˜o transformado) e uma
pergunta bastante natural seria como podemos derivar uma func¸a˜o no espac¸o transfor-
mado.
Veremos agora como podemos derivar uma func¸a˜o no espac¸o transformado e como
os polinoˆmios de Chebyshev de primeira espe´cie estudados no cap´ıtulo dois nos ajudam.
Uma vez que
u (x) =
N∑
k=0
u˜kTk (x) ∈ PN
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e´ natural termos
u′ (x) =
N∑
k=1
u˜kT
′
k (x) =
N∑
k=0
u˜
(1)
k Tk (x)
Para determinarmos os coeficientes u˜
(1)
k usaremos o fato de que
2Tn (x) =
1
n+ 1
T ′n+1 (x)−
1
n− 1T
′
n−1 (x)
Enta˜o,
u′ (x) = u˜(1)0 + u˜
(1)
1 x+
N−1∑
k=2
u˜
(1)
k
[
T ′k+1 (x)
2 (k + 1)
− T
′
k−1 (x)
2 (k − 1)
]
=
u˜
(1)
N−1
2N
T ′N (x) +
N−2∑
k=1
1
2k
(
ck−1u˜
(1)
k−1 − u˜(1)k+1
)
T ′k (x)
Comparando as duas expresso˜es encontramos
u˜
(1)
N = 0, u˜
(1)
N−1 = 2Nu˜N , u˜
(1)
k−1 =
2ku˜k + u˜
(1)
k+1
ck−1
para k = N − 1, ..., 1
Com isso podemos encontrar os coeficientes {u′ (xj)}Nj=0 a partir de {u (xj)}Nj=0.
Veremos agora qual e´ a matriz que transforma u (xj) em u
′ (xj).
Os polinoˆmios de Lagrange associados aos pontos de Chebyshev-Gauss-Lobatto sa˜o
hj (x) =
(−1)j (x2 − 1)T ′N (x)
c˜jN2 (x− xj)
para j = 0, ..., N e xj = cos
(
jpi
N
)
sendo os pontos de Chebyshev-Gauss-Lobatto.
Proposic¸a˜o 4.1 A matriz derivada (dkj , h′j (xk)) e´ igual a
dkj =
c˜k (−1)k+j
c˜j (xk − xj) j 6= k
dkk =
−xk
2 (1− x2k)
k = 1, ..., N − 1
d00 = −dNN = 2N
2 + 1
6
em que c˜k = 1 se 1 ≤ k ≤ N − 1 e c˜0 = c˜N = 2.
Demonstrac¸a˜o: Vamos derivar o polinoˆmio hj (x) associado aos pontos de Chebyshev-
Gauss-Lobatto.
Assim,
h′j (x) =
A+B − C
c˜2jN
4 (x− xj)2
em que
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A = (−1)j 2xT ′N (x) c˜jN2 (x− xj)
B = (−1)j (x2 − 1)T ′′N (x) c˜jN2 (x− xj)
C = (−1)j (x2 − 1)T ′N (x) c˜jN2
Podemos observar que os termos c˜j e N
2 aparecem no numerador e no denominador,
portanto,
h′j (x) =
(−1)j 2xT ′N (x) (x− xj) + (−1)j (x2 − 1)T ′′N (x) (x− xj)− (−1)j (x2 − 1)T ′N (x)
c˜jN2 (x− xj)2
(4.1)
Vamos considerar 1 ≤ k ≤ N − 1, enta˜o
T ′N (xk) =
Nsen (kpi)√
1− cos2
(
kpi
N
) = 0
e
T ′′N (xk) =
−N2cos (Narccos (xk))
1− x2k
Logo,
h′j (xk) =
(−1)j (x2k − 1) (−N2) cos (Narccos (xk))
c˜jN2 (xk − xj) (1− x2k)
=
(−1)j+k
c˜j (xk − xj)
Para k = 0 e k = N faremos uso do item 1 da proposic¸a˜o 2.6. Faremos apenas para
k = 0 pois para k = N a demonstrac¸a˜o e´ ana´loga.
Se k = 0 enta˜o x0 = cos (0) = 1. Com isso, o termo (x
2 − 1), no segundo e terceiro
termo em (4.1), anula-se em x0. Sendo assim, temos
h′j (1) =
(−1)j 2T ′N (1) (1− xj)
c˜jN2 (1− xj)2
=
(−1)j 2
c˜j (1− xj)
Vejamos agora o caso em que 1 ≤ k = j ≤ N − 1
Sabemos que
TN (x) = cos (N arccos (x)) e T
′
N (x) =
Nsen (N arccos (x))√
1− x2
com isso podemos obter
T ′′N (x) =
−N2TN (x) + xT ′N (x)
1− x2
e
T ′′′N (x) =
(−N2 + 1 +N2x2 + x2)T ′N (x) + (x− x3)T ′′N (x)− 2xN2TN (x)
(1− x2)2
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Assim, aplicando a regra de L’Hospital duas vezes na expressa˜o (4.1) encontramos
que
dkk =
−xk
2c˜k (1− x2k)
e como c˜k = 1 para 1 ≤ k ≤ N − 1 temos o resultado procurado.
Finalmente, para d00 podemos observar que
TN (x0) = 1
e
T ′N (x0) = N
2 e T ′′N (x0) =
N4 −N2
3
Com isso encontramos que d00 =
2N2 − 1
6
. Para k = j = N e´ ana´logo.

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Conclusa˜o
Quando abordamos um tema como polinoˆmios, acreditamos, antes de conhecer, que
na˜o existe muito mais do que aquilo que sabemos, contudo, depois de pesquisarmos
descobrimos que o que sabemos e´ apenas uma gota d’a´gua no oceano.
Observamos ao longo deste trabalho sobre polinoˆmios ortogonais que podemos
explorar va´rios resultados, sejam eles gene´ricos como a recorreˆncia de treˆs termos
para polinoˆmios ortogonais quaisquer, sejam mais espec´ıficos como a recorreˆncia dos
polinoˆmios de Chebyshev de primeira espe´cie.
A fo´rmula de Rodrigues e´ um teorema muito importante devido ao fato de expressar
os polinoˆmios de Jacobi como uma derivada, evitando assim o uso do processo de
Gram-Schmidt e, principalmente, porque possibilita a obtenc¸a˜o de va´rios resultados
que envolvam a integrac¸a˜o por partes do operador diferencial associado.
Como consequ¨eˆncia do teorema da relac¸a˜o de recorreˆncia de treˆs termos para
polinoˆmios ortogonais, obtivemos a relac¸a˜o de recorreˆncia para os polinoˆmios de Jacobi
que, como dos polinoˆmios de Jacobi derivam-se diversos outros (Legendre, Gegenbauer,
Chebyshev), fornece relac¸o˜es de recorreˆncias para outros tipos de polinoˆmios.
Vimos que as u´nicas soluc¸o˜es polinomiais do problema de Sturm-Liouville sa˜o os
polinoˆmios de Jacobi.
Um resultado muito interessante obtido nos disse que os polinoˆmios de Cheby-
shev podem ser escritos como uma composic¸a˜o de func¸o˜es trigonome´tricas, ale´m disso,
com essa proposic¸a˜o, em termos nume´ricos, temos uma maneira muito simples de
avaliar qualquer polinoˆmio de Chebyshev em qualquer ponto do intervalo no qual esta˜o
definidos.
No cap´ıtulo treˆs vimos como podemos facilmente interpolar uma func¸a˜o com os
polinoˆmios de Chebyshev, bem como, projetar uma func¸a˜o f no espac¸o dos polinoˆmios
de um modo elementar. A simplicidade deve-se ao fato de que os polinoˆmios de Cheby-
shev sa˜o ortogonais com relac¸a˜o a func¸a˜o peso w (x) =
1√
1− x2 .
Por fim, a integrac¸a˜o e a diferenciac¸a˜o podem ser feitas de maneira eficaz com a
quadratura Gaussiana e com a utilizac¸a˜o dos polinoˆmios de Chebyshev.
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