Abstract-Low bit-rate facial image coding for intended applications to video telephone is presented. The basic principle for this facial image coding is to use 2D image warping techniques in generating successive video frames from a stored master image. Setting global and local grids, the use of attractant/repellant masses, and bilinear mapping for painting a picture are described along with the necessary image analysis for parameter extraction.
I. INTRODUCTION
Transmission of sequential facial images over a low bib rate communication channel is to supplement voice conversation with facial expressions convcying subtle feeling of the speaker. The applications extend to video telephone in conference calls and voice mail via Internet. Although compressing a sequence of facial video images is the primary importance to meet the channel capacity of whatever the data transmission media to be used, other issues related to the time required for encoding and decoding need to be resolved.
To reduce redundancy, facial movement encoding exploits the fact that a series of face images have a very similar global image structure. Changes observed from one video frame to another are basically limited to a global head movement and deformations in eyes, a mouth or a nose. Conceptually at least, it is evident that a facial image need not to be sent twice for the same person. If the information regarding the head movement and how the eyes and mouth have changed their shapes (or ultimately the emotional state of the speaker) is known, the face corresponding to such information can be constructed from a known facial image of the person.
MPEG, a video and audio encoding standard set by Motion Pictures Experts Group, has adopted a different approach to accomplish a high compression ratio of greater than 10O:l. The I-frames in a MPEG bit stream contain reference images, whereas P-frames and B-frames contain motion vectors and error correction images transformed by DCT. Since the motion vectors are calculated for each small image segment of 16x16 pixels, P-frames and B-frames are responsible of both global and local motions. As opposed to the MPEG which encodes motion pictures frame by frame producing the closest replica of a frame sequence, the facial image coding draws a series of facial images from the original picture (I-frame in MPEG) based on the information spccific to the head movement and the facial expressions.
FACIAL IMAGE ENCODING/DECODING
The low bit-rate facial image coding system being developed by TRlabs is a 2 dimensional real-time image coding system utlizing image warping in principle. The system expects a connection between two telephones capable of simultaneous voice and in-band d a h transmission. The image data incoming from a video camera is compressed and then sent as in-band data. Facial images generated at the video frame rate of 30 frame/second are captured in a small size of 320x240 pixels having a gray scale of 8 bits. The transmitter and the receiver synchronously perform different tasks, encoding and decoding. The transmitter runs an encoder (intelligent facial image analysis) program which continuously monitors (1) head movement and (2) changes occurring in eyes and mouth. When the encoder recognizes a facial image from a series of nonfacial images, the encoder takes time to send the whole facial image. Also, when any drastic changes beyond the control of head movement compensation and image warping occur, the image is sent using the pixel difference coding.
[I] ,[2] The intellignet image analysis involves basic geometrical measurements of a face. An image is transformed to a line-drawn binary picture showing the facial contours and details as artists illustrate a face [5] . From this line-drawn binary picture, the parameters necessary to set up a warping grid pattern over the face are extracted. The degree of warping required relative to the current master image is determined in terms of attractantlrepellant mass points. These parameters carrying the condensed information are sent sent a telephone channel. Receiving the parameters, the receiver knows how to move each and every grid point on the existing master face image. A major task of the receiver is to redraw a warped image based on the bilinear area mapping method.
2D HEAD MOVEMENT DETECTION
Intelligent facial image analysis begins with detecting the head movement. Head movements considered here are (1) 2 dimensional displacement and rotation of a face looking straight ahead, (2) vertical head motion in nodding and (3) moving the head closer or away from a camera. Any other movements such as turning the head sideway are not covered, because an ear gradually moving into a view cannot be created by warping the image not having the ear. The coding is rigidly tied to 2D images and it does not use a 3 dimensional model which can be moved around freely in a 3 dimensional space. Any image which cannot be derived from the stored master image is beyond the scope of this method. The case (2) is handled by one dimensional scaling (vertical) whereas the case (3) involves 2 dimensional scaling. The 2D head movement detection needs to determine the following parameters:
1. x-axis and y-axis displacements,
angle of rotation de,
3. x-axis and y-axis scaling factor, a, and aU 4. upper/lower edges and left/right edges dx and dy and the center of the rotation (5, , yc) and the center of a face A simple pattern matching method applied to the line drawn contour lines irrespective to the know facial landmarks of ears, eyes, hair etc. yields crude estimates to most parameters except the scaling factors. The general time constraint for video images, i.e. 1/30 second, does not allow sophisticated approach such as the least square method. In order to reduce the total number of points to be tested for pattern matching, each video frame must be processed by a gradient filter that calculates Idf/dzl + Idf/dyl, or optionally by a Laplacian of the Gaussian (LOG) filter. Line thickening/thinning filters are also built-in for further improving the accuracy of estimation results. Any failure to find all the parameters mentioned will result in sending the whole image compressed by the hierarchy embedded pixel difference coding scheme [I] .
Iv. WARPING GRID AND EYE/MOUTH DETECTION
The facial motion picture coding is structured around the 2D warping algorithm, which dcforms an entire picture according to a grid pattern overlayed on the face. The intersections of the grid, simply grid points, are moved to their new locations. Each grid point is pegged to a specific pixel of the image to be warped. The image is considered to be an image painted on a rubber sheet. So, the image is warped as the rubber sheet is stretched according to the peg movement. An unequally spaced grid somewhat coarser at the outside of a face is preferred. Since the 4-point warping concerns only 4 points making an rectangle, the algorithm allows a rectangular area to be subdivided into multiple rectangles, where more delicate warping needs to be applied. The basic formula to calculate a point P between two points Po and PI dividing the line with a proportion of , B : (1 -p) , that is, P = P(P1 -PO) + PO determines a new pixel location P from the given grid locations Po and PI.
Upon completing the analysis which affects all grid points, i.e. global warping, the analysis proceeds to find the exact locations of two eyes and a mouth and places a finer set of grids. In order to find the eye and mouth locations, a cluster of points forming an eye (or mouth) in the line drawn contour image is examined. The center of a cluster consisting of two points, Pa having a weight m and Pb of a weight n, is given by &(Pb -Pa) + Pa.
Iterating this formula for all points of the cluster (within a radius from the initial guess), the center of the cluster is found.
V. ATTRACTANT/REPELLANT OPERATORS
The global warping considers only x-and y-axis scaling, and rotation and translation. A counter clockwise image rotation of an angle 6 with respect to the center of rotation (zc, yc) and a translation by (dc, dv) is done according to
Independent x-and y-axis non-linear scaling with respect to (XO, yo) and translating it to (z;, y;) is given by
The global warping is a mapping described by these linear transformations. However, contrary to the global warping affecting all grid points, warping for the local areas of eyes and mouth is responsible of opening and closing the eyes and mouth. Pixel manipulations associated with the local warping are no longer linear. For example, opening the mouth vertically wider requires the rectangular grid to deform to the shape of a spindle. There is a strong constraint that local warping cannot move any grid line (either vertical or horizontal) overcrossing its neighbouring grid lines. In other words, no parts of an image can roll over to the behind. Opening up a space in the midpart of a mouth requires the horizontal grid lines above the mid-line of the mouth to move up, progressively to a lesser degree as the grid line moves away from the midline. The local warping affects the local area the most. Nevertheless, the operation covers all the grid points involved in one image. The highest score of 5 means that values are consistently obtained and correct. The score 3 is that the result is moderately accurate but facing difficulties in some cases. The lower numbers of 2 and 1 indicate inconsistent results.
Based on the parameters listed above, the rectangular grid pattern set over the master facial image is displaced and rotated first. An example of head rotation is shown in Fig. 2 in which all frames are redrawn from one master image according to the deformed grid pattern. The entire image is divided into 20 x 20 subsections by a rectangular grid. The painting method using the bilinear mapping could leave some unmapped blank spots in the destination unless the new picture is drawn over the top of the previous frame.
The second set of pictures in Fig. 3 shows how local warping deforms the eyes and mouth. Using the measured parameters with respect to each eye and a mouth, a fine grid containing approximately 5 x 5 pixels in each grid section is placed over the eye and the mouth and embedded in the coarse grid initially set. Eyes are deformed simply by one parameter of eye opening. The shape of mouth determines a number of attractant/repellant placement and their location. The dlsplacements of all the grid points involved are recalculated before redrawing the deformed picture. Claire in the image database gradually closes her eyes also her mouth in the first 5 frames and then winks her left eye in Ilie last tliiee liames. The number 01 attractant/repellant and placement locations are stored in a table made from accumulated experiences. When the changes in the eye or mouth shape are not significant, the fine grid may not be required. The attractantlrepellant masses can cause both displacement (shift) and scaling for eyes and a mouth. Fig. 1 shows a hand-drawn face with the added coarse grid. An attractant placed between eyes brings two eyes closer and the one placed in the middle of the mouth pulls the mouth tighter.
The performance of the facial image coding in terms of speed still needs to be improved. The actual data size to be transmitted is very small regardless of which type of information is to be sent, the extracted raw parameters or the grid information. Particularly in the former case, only 15 data are required to send in 1/30 sec. which is 3.6 kbits/sec. However, the speed of reconstructing painted images at the receiving end is in the range of 10-20 frames per second with an Intel 486 66MHz processor. The image analysis at the transmitter side is even slower, less than 10 frames per second.
VII. CONCLUSION
The facial image coding, or more precisely facial motion picture coding, has been developed with the video telephone in mind. As an approach to video telephone, transmitting facial expressions is a justifiable approach since the information to supplement telephone conversation is facial expression. Images other than facial images may well be excluded for this purpose. Also, the approach to use 2D image warping was adopted instead of the approaches using a 3D facial model On the other hand, the 2D painting hardware which uses bilinear mapping can be designed and built into the microcomputer's graphic hardware. The facial image coding is a computationally intense process involving various aspects of image processing, as discussed here. However, the high end of today's microprocessors adequately meet I h e speed requirements. The facial image coding discussed in this paper can also be compared to more general motion picture coding method of MPEG. MPEG encoder is even more computationally intense, particularly in searching for motion vectors. A MPEG-I encoder which uses a encoding sequence that takes advantage of frame-toframe resemblance with a large number of B frames has produced a compression gain of 72 for the same image database of Claire. This is equivalent to 250 kbits/sec and is far beyond the modem rate of 28.8 kbits/sec. It is difficult to simultaneously send video and voice with the MPEG.
