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The mixing zone developed at the freshwater-seawater interface is one of the most 
important features in complex coastal hydrogeologic systems, which controls subsurface 
flow and reactive transport dynamics in coastal subsurface environments. In the face of 
growing water scarcity and deteriorating water quality and offshore ecological 
environments, scientists, engineers and policy makers must take urgent actions 
altogether to understand the interactive, dynamic physical, chemical and biological 
processes in coastal aquifers, and to review, develop and test effective strategies and 
techniques for sustainable development of coastal groundwater resources and near-shore 
environment.  This research focuses on two important topics in costal subsurface 
systems: one is the freshwater-seawater mixing-zone development and the other is the 
application of aquifer storage and recovery (ASR). The first one aims to improve 
scientific understandings about the key mechanisms controlling the growth and decay of 
the freshwater and seawater interface, and the latter aims to improve engineering 
solutions for sustainable management of coastal groundwater resources. 
Freshwater-seawater mixing-zone development is influenced by many physical and 
chemical processes such as the characteristics of geologic formation, hydrodynamic 
fluctuations of groundwater and seawater levels, fluid-rock interactions, and others. 
Wide mixing zones have been found in many coastal aquifers all over the world. 
However, the mechanisms responsible for wide mixing zones are not well understood. In 




(1) kinetic mass transfer coupled with transient conditions, which create the movement 
of the mixing zone, may widen mixing zones; and (2) aquifer stratification may widen 
the mixing zone.  
The hypotheses were tested by both multiscale numerical simulations and 
laboratory experiments. Numerical simulations were based on a variable-density 
groundwater model by varying mass transfer parameters, including immobile porosity, 
mobile porosity and mass transfer coefficient, and the hydraulic conductivity contrast 
between aquifer layers.  Laboratory experiments were conducted in a quasi-two-
dimensional tank, where real beach sands were installed and foodstuff dyes were used to 
visualize the development of freshwater-seawater mixing zone. The major conclusions 
included (1) the mixing zone can be significantly widened when the mass transfer 
timescale and the period of transient boundary is comparable due to the nonequilibrium 
mass transfer effects; and (2) a thick mixing zone occurs in low-permeability layer when 
it overlays upon a fast flow layer.  These results not only improve the understanding of 
the dynamics of mixing-zone development and its associated geochemical processes in 
coastal aquifers, but also identify hydrogeologic conditions for the model of sharp-
interface approximation to be valid.  
In addition to better understanding the mechanisms and dynamics of mixing zone, 
this thesis also investigates the cost-effective management of coastal groundwater 
management. To protect and conserve limited water recourses in coastal regions, interest 
in aquifer storage and recovery (ASR) has been growing in recent years. ASR is a 




contaminated and saline aquifers. However, its performance may be significantly 
constrained by mass transfer effects due to the mobilization of solutes initially residing 
in immobile domains. Better understanding of kinetic mass transfer effects on ASR is 
needed in order to aid the decision-making process. A numerical model is developed to 
simulate ASR performance by combining the convergent and divergent dispersion 
models with a first-order mass transfer model. By analyzing the concentration history at 
the pumping well, simple and effective relationships were derived for investigating ASR 
efficiency under various mass transfer parameters, including capacity ratio and mass 
transfer timescales, and operational parameters. Based on such relationships, one can 
conveniently determine whether a site with mass transfer limitations is appropriate or 











Groundwater serves as a major source for freshwater supply in many countries all 
over the world, particularly in arid and semi-arid regions. In the United States, the usage 
of groundwater is up to about 50% of all drinking water and it may be up to eighty 
percent in some rural areas [OTA, 1984]. Particularly, groundwater resources are vital 
for highly populated coastal areas. However, sustainable use of groundwater resources is 
being compromised by a multitude of threats such as declining groundwater levels, 
pollution, and saltwater intrusion. Flow and transport in coastal hydrogeologic systems 
is more complicated than that in inland freshwater aquifer systems due to the presence of 
the ocean. Interaction between groundwater and coastal seawater results in a transition 
zone in coastal aquifers between groundwater environments and ocean environments, 
referred as subsurface estuary. Both human activities and natural processes exert 
substantial pressures on groundwater resources and eco-environments in subsurface 
estuaries: (1) excessive groundwater withdrawals have upset the long-established 
balance between freshwater and seawater potentials, causing encroachment of salty 
seawater into freshwater aquifers, resulting in the worldwide seawater intrusion problem; 
(2) excessive chemical loading, particularly nutrient-enriched groundwater due to rapid 
urban and/or intensive agricultural development, through submarine groundwater 
discharge (SGD) across land/sea margins, result in increasing negative impacts on 




precipitation/drought events and seawater-level rise, exacerbates the issues and 
complicates management strategies for sustainable estuary ecosystems.  In the face of 
growing water scarcity and deteriorating water quality and offshore ecological 
environments, scientists, engineers and policy makers must take urgent actions 
altogether to understand the interactive, dynamic physical, chemical and biological 
processes in subsurface estuary, and to review, develop and test effective strategies and 
techniques for sustainable development of coastal groundwater resources and offshore 
environments.  
The main goal of this thesis is to improve our scientific understanding of subsurface 
mixing in complex coastal hydrogeologic systems and to facilitate the design of 
effective engineering strategies for sustainable management of groundwater resources 
under mixing limitations. Two specific topics explored in this research include (i) 
behaviour and dynamics of freshwater-seawater mixing-zone development; and (ii) 
recovery efficiency of aquifer storage and recovery (ASR) systems for optimal 
groundwater management. For the first topic, we are particularly interested in the 
mechanisms responsible for wide mixing zones, a topic that has been investigated for 
many years without conclusive findings. For the second topic, we aim to understand the 
performance of ASR installed in aquifers with mass transfer limitations and to improve 
engineering design. 




Due to the presence of saltwater in the aquifer formation, a mixing zone (also called 
transition zone, zone of diffusion, and zone of dispersion) is formed between lighter 
freshwater flowing to the sea and the denser underlying seawater [Bear, 1972]. Figure 
1.1 shows a typical cross-section of a coastal aquifer with a freshwater-seawater 
interface, which delineates a freshwater zone and a seawater zone. The location, shape, 
and extent of this freshwater-seawater mixing zone depend not only on the 
hydrogeologic characteristics of the aquifer, but also on the hydrodynamic fluctuations 
of the groundwater and seawater levels. This mixing zone is of particular interest in 
practice because (1) the location and size of the mixing zone directly reflect the impact 
area during seawater intrusion; (2) the movement of the mixing-zone manifests changes 
in the flow regime and could be a potentially important driver for saline water exchange; 
(3) a wide mixing zone indicates stronger mixing, and consequently enhances reactive 
transport processes in coastal aquifers; and (4)  as a complementary process of seawater 
intrusion, submarine groundwater discharge (SGD) occurs near the mixing zone, which 
is now widely recognized  as a major chemical pathway for contaminants entering 
coastal waters and considerable negative impact on the marine ecosystem [Johannes, 
1980; Simmons, 1992, Church, 1996, Moore, 1996]. 
In this topic, we are particularly interested in the width or thickness of the mixing 
zone (as shown in Figure 1.1) because the mixing-zone width is a direct indicator of the 
mixing extent in the subsurface and has important implications in upconing, SGD and 




aquifers (reviewed in the next Chapter). However, the mechanisms responsible for wide 
mixing zones remain unknown.  
1.2 Recovery Efficiency of ASR Systems 
ASR is a powerful engineering technology for water resources management and 
environmental protection.  ASR serves to store freshwater deep underground when 
excessive water is available for recovery later when needed to meet urban, agriculture, 
ecosystem, industrial, recreational, emergency and other water uses. The main benefits 
of ASR systems are (i) substantial amounts of water can be stored deep underground, 
greatly reducing the need to construct large and expensive surface reservoirs, (ii) ASR 
may store and expand the function of an aquifer that has experienced long-term 
declination in water levels due to heavy pumping to meet growing urban and agriculture 
water needs, and (iii) the development of environmentally friendly ASR systems can 
alleviate land subsidence and act as a hydraulic barrier against saltwater intrusion. 
The performance of an ASR system is generally quantified by a recovery efficiency 
(RE) defined as the quantity of stored water that can be recovered without further 
treatment divided by the total quantity stored [Kimbler et al., 1975]. RE is properly 
measured on an individual operation cycle basis, with the recognition that a large 
volume of water must first be injected in a system to flush out native waters. RE may be 
significantly less than one, when an ASR system is placed in a contaminated aquifer or 
in a costal aquifer filled with brackish or saline water. The storage of freshwater in 





















 density displaces another with different density within a porous medium [Kumar et al., 
1970]. Density-induced tilting of the unstable interface, mixing at the interface, and 
ambient groundwater displacement due to a background hydraulic gradient are regarded 
as main factors controlling RE of ASR [Moulder, 1970; Merritt, 1986; Kumar and 
Kimbler, 1970; Maliva et al., 2006; Ward et al., 2007, 2008 and 2009].  
1.3 Research Motivation, Objectives, and Approach 
1.3.1 Research Motivation 
Wide mixing zones have been observed in many aquifers all over the world [Xue et 
al. 1993; Wu et al., 1993; Price et al., 2003; Cherry, 2006]. Many studies have been 
conducted to understand the mechanisms responsible for wide mixing zones, but could 
not reach an agreement. The first topic of this research is to answer the scientific 
question: what are the possible mechanisms responsible for wide mixing zones? 
Two hypotheses are proposed: 
1. Kinetic mass transfer between mobile and immobile solutions coupled with the 
movement of the mixing zone may significantly enhance solute mixing and 
cause wide freshwater-seawater mixing zones. 





The motivation of the first hypothesis is based on two facts. First, the mixing zone 
in reality is not stationary but moving. The moving mixing zones, which can be resulted 
by long-term freshwater level fluctuations, have been observed in many coastal aquifers 
[Michael et al., 2005]. On the other hand, kinetic mass transfer always occurs in 
subsurface environments. Field experiments have found the mass transfer behavior of 
saltwater [Culkin et al., 2008].  
The motivation of studying aquifer stratification is because aquifer stratification is 
very common in coastal aquifers and aquifer stratification may have significant effects 
on a moving mixing zone due to unsynchronized movement of the mixing zone in 
different layers. 
ASR provides an effective solution for optimal management of water resources to 
meet existing and future freshwater demands. Despite the fact that many studies have 
been reported to investigate various factors influencing the RE of ASR, significant 
knowledge gaps exist in terms of guidelines for optimal design of ASR operations and 
selecting appropriate ASR sites. The second topic of this research is to investigate the 
performance of ASR under kinetic mass transfer limitations. Specifically, we aim to 
develop simple but effective guidance that can facilitate the design of efficient ASR 
operations and the selection of ASR sites. The motivation of investigating kinetic mass 
transfer effects on recovery efficiency of an ASR system because this effect has been 
observed in the field condition. In the field experiment of an ASR system in SC, salinity 
rebound occurs during the storage period, which indicates that some salts are initially 




1.3.2 Specific Objectives 
Specific objectives are to: 
1. numerically analyze the coupled effects of kinetic mass transfer and freshwater 
level fluctuations on dynamic mixing-zone development; 
2. numerically evaluate the effects of aquifer stratification on mixing-zone 
development under both steady state and transient flow conditions; 
3. experimentally visualize the  mixing zones developed in stratified porous media; 
4. investigate the RE of an ASR in aquifers with mass transfer limitations; 
5. propose strategies which can improve the RE of ASR. 
1.3.3 Approaches 
The approaches used in studies involves numerical, analytical and laboratory 
experimental methods. Specifically, numerical method is employed to study coupled 
effects of kinetic mass transfer and transient flow conditions on the mixing-zone 
development. Both numerical and laboratory experiment methods are used to investigate 
mixing-zone development in stratified aquifers. For the topic of ASR, both numerical 
and analytical methods are used. Detailed model development and laboratory setup will 
be described in the following chapters. 
1.4 Organization of the Thesis 
The thesis consists of nine chapters. A brief introduction is provided in this chapter. 




mass transfer coupled with the movement of mixing zones on widening mixing zones is 
presented in Chapter 3. Chapter 4 continues the topic in Chapter 3, which further 
investigates the dynamic responses of seawater-freshwater mixing zone in coastal 
aquifers with kinetic mass transfer. Chapter 5 presents the effects of aquifer stratification 
on mixing-zone development. In Chapter 6, recovery efficiency of aquifer storage and 
recovery systems with mass transfer limitations is investigated. Chapter 7 provides 
conclusions of studied topics.  Chapter 8 discusses the limitations and implications of 










This chapter summarizes the comprehensive scientific literature relating to the 
following three topics: (i) seawater intrusion, (ii) recovery efficiency of aquifer storage 
and recovery systems, and (iii) kinetic mass transfer. For seawater intrusion, we focus on 
the mixing-zone development, which is one of two primary topics in this thesis.  
2.1 Seawater Intrusion 
Seawater intrusion is the movement of seawater into freshwater aquifers, 
characterized by the heavier seawater flowing below the lighter freshwater in the 
geologic formation. Seawater intrusion has a significant impact on water resources, 
especially in populated coastal areas where vital groundwater is vulnerable to 
salinization. Salty water is detrimental to most plants and relatively a small portion of 
seawater (about 1%) is sufficient to make freshwater fail secondary drinking-water 
standards (250 mg/l for chloride). Seawater intrusion may be caused either by long-term 
processes, such as land subsidence or climate change resulting in seawater rise, or by 
short-term human activities, such as groundwater withdrawal lowering groundwater 
levels and allowing salty water to seep into the fresh water supply. Once a coastal 
aquifer has been salinated, restoration of water quality to pre-intrusion levels is difficult 




The impact of seawater intrusion on groundwater resources has long been 
recognized as a worldwide problem [Kafri and Arad, 1979; Pauc, 1989; Kashgarian and 
Tanaka, 1991; Largier and Taljaard, 1991; Santiago, 1991; Xue et al., 1993; Zubari et al., 
1994; Simmons and Narayan, 1998; Ergil, 2000; Neilson-Welch and Smith, 2001; Fakir 
et al., 2002; Foyle et al., 2002] In the United States, many coastal aquifers have been 
contaminated by salt water [e.g., Bond and Bredehoeft, 1987; Lam et al., 1994; Segovia-
Zavala et al., 1998; Foyle et al., 2002; Beuhler, 2003]. In the coastal area of Georgia 
(GA), South Carolina (SC), and Florida (FL), increased groundwater pumpage due to 
population growth and sustained industrial activity has increased stresses on the coastal 
groundwater system since the 1980s [Payne et al., 2006]. The Upper Floridian aquifer, 
the principal source of water in the coastal area, has been used extensively, resulting in 
substantial water-level decline near Savannah, GA, and seawater intrusion at the 
northern end of Hilton Head Island, SC, and at Brunswick, GA, which constrains the 
future development of the Upper Floridian aquifer [Cherry, 2006; Payne et al., 2006]. 
2.1.1 Freshwater-Seawater Mixing Zone 
Seawater intrusion involves the displacement of freshwater by seawater and mixing 
of seawater and mixing of seawater with freshwater, and is ultimately controlled by the 
flow field and site-specific transport mechanisms in coastal aquifers. A major 
characteristic is variable-density flow and convection-driven mixing caused by density 
gradient. Even a low-density difference can affect flow and transport significantly 
[Simmons et al., 2005]. Across the interface between salt water and fresh groundwater, 




density gradient occurs [Henry, 1964; Galeati et al., 1992]. Seawater intrusion can thus 
be described by growth and decay of the mixing zone. Specifically, wide mixing zones 
are observed in many coastal aquifers. For example, in the Upper Floridian aquifer 
downtown Brunswick, GA, the mixing zone of saltwater and freshwater has been 
detected across an area of increasing size [Cherry, 2006]. However, the controlling 
mechanism in the mixing zone is still not well understood.  
The diagram in Figure 2.1 illustrates the problem of seawater intrusion. The 
shallow unconfined aquifer contains two fluids (freshwater and saltwater) with differing 
densities that are separated by a mixing zone. For steady-state groundwater gradient and 
seawater level, the mixing zone may be at equilibrium state due to pressure balance 
(Figure 2.1a). Decreases in groundwater levels inland or increases in seawater levels 
may reduce or even reverse the groundwater gradient and destruct the equilibrium state, 
allowing salt water to displace freshwater (Figure 2.1b). 
2.1.2 umerical Modeling 
Two approaches are available to describe seawater intrusion. By utilizing the 
approximation of interface flow, i.e., the mixing zone is approximated by a sharp 
interface, potential-flow theories can be applied to describe the interface propagation 
[e.g., Bear and Dagan, 1964; Ozturk, 1970; Collins and Gelhar, 1971; Huppert and 
Woods, 1995; Ramesh et al., 1995; Xue et al., 1995; Dagan and Zeitoun, 1998; Naji et 
al., 1998; Sakr, 1999; Kacimov and Obnosov, 2001; Cartwright et al., 2004; Bakker, 






    
 
Figure 2.1 Conceptual diagrams of seawater intrusion. (a) natural environment; (b) 





However, it is now computationally feasible to adopt a more realistic model of the 
mixing zone through a system of variable density flow equations and the advection-
dispersion equation [e.g., Henry 1964; Fan and Kahawita, 1994;  Croucher  and  
O’Sullivan, 1995;   Kolditz et al.,  1998;  Ackerer et al., 1999; Paniconi et al., 2001; 
Diersch and Kolditz, 2002; Gotovac et al., 2003; Simpson and Clement, 2003; Simmons, 
2005; Langevin and Guo, 2006; Dentz et al., 2006]. In this context, a wide mixing zone, 
rather than a sharp interface, can be simulated, which is more consistent with field 
observations in many coastal aquifers [e.g., Xue et al., 1993; Price et al., 2003; Cherry 
2006; Kim et al., 2006]. For example, groundwater salinity measurements in the 
Everglades National Park, in Southern Florida, USA, indicated the presence of a wide 
(6–28 km) seawater mixing zone [Price et al., 2003]; in the Floridian aquifer near 
downtown Brunswick, GA, USA, the mixing zone of seawater and freshwater has been 
detected across an area of increasing size [Cherry, 2006]; Xue et al. [1993] reported a 
wide mixing zone of 1.5-6.0 km in the coastal area of Laizhou Bay, China, and also 
found that the increasing extension of the salt water intrusion is a major concern in this 
area [Wu et al., 1993]; Barlow [2003] summarized groundwater conditions in 
freshwater-saltwater environments of the Atlantic Coast, in which wide mixing zones 
were observed in many coastal aquifers, e.g., the Biscayne aquifer near Miami (see 
Figure 2.2), Florida, the upper Potomac aquifer in Virginia’s Inland Wedge, the 
Floridian aquifer system in South Carolina, Georgia, and Florida, and the lower 
Tamiami aquifer in south-western Florida. 














In past decades, a number of numerical studies targeted at simulating the mixing 
zone have been conducted in an attempt to gain better understanding of the factors 
controlling the width of the mixing zone. For example, Volker and Rushton  [1982] 
systematically studied a variety of parameters which may have an effect on the mixing-
zone width and found that a larger dispersion coefficient or a lower freshwater discharge 
gradient would make an important contribution to a wider steady mixing zone, while the 
relative density of seawater does not have much effect on its width. Transverse 
dispersivity has now widely been recognized as a leading factor for explaining the width 
of a steady mixing zone [Dagan, 2006]. An increasing transverse dispersivity would 
have a shear effect, bring the steady mixing zone seaward at the bottom and landward at 
the top and finally creating a broader mixing zone [Abarca, 2006]. However, in the field 
scale, transverse pore-scale dispersion only causes the presence of a thin mixing zone. In 
practice, investigators present numerical solutions by assuming a large, perhaps 
unwarranted, value of transverse dispersivity [Huyakorn et al., 1987; Essink, 2003]. In 
other words, a large value of transverse dispersivity only provides a convenient way to 
reproduce the wide mixing zone in reality, but usually seems to be unreasonable and 
holds a poor physical meaning.  
The mechanism responsible for the wide mixing zone still remains debatable. In 
general, factors affecting flow and mixing in the mixing zone are regarded to include: (1) 
hydraulic heterogeneity, (2) dispersion/diffusion, and (3) transient flow conditions. 
Heterogeneity in the hydraulic conductivity of the formation is well known to 




systems, heterogeneity can perturb flow over various length scales and lead to a spatially 
varying specific-discharge field and thus to nonuniform advection. As a result, the 
mixing zone becomes increasingly irregular in sharp, enhancing mixing caused by 
diffusion across its interface. Classical stochastic subsurface theory has analyzed the 
spatial moments of extended plumes and matched them with macrodispersion equations, 
which are Fickian in the large-time limit [Dagan, 1989; Gelhar, 1993; Rubin, 2003]. 
Homogenization techniques have been employed to derive effective macroscopic 
transport parameters for transport in heterogeneous media. However, heterogeneity has 
not been well studied for variable density flow systems, especially for mixing in mixing 
zones. Only recently has heterogeneity been considered in the study of the mixing zone 
[e.g., Voss and Souza, 1989; Schincariol and Schwartz, 1990; Welty and Gelhar, 1991, 
1992; Schincariol et al., 1994; DeWit and Homsy, 1997a, 1997b; Welty et al., 2003; 
Graf and Therrien, 2005; Held et al., 2005; Reinelt, 2005; Simmons, 2005]. However, 
the theoretical analyses by Held et al. [2005] indicated that the use of macroscopic 
dispersion coefficients is inappropriate and the effective dispersion coefficients are more 
close to the local-scale coefficients. Abarca et al. [2006] showed that the effects of 
moderate heterogeneity on increasing the width of the mixing zone are small. Thus, the 
widening of the mixing zone width may not simply be attributed to heterogeneity of the 
formation.  
In the past, diffusion and local dispersion is mainly responsible for the development 
of a wide mixing zone [e.g., Henry, 1964]. The effect of local longitudinal dispersion on 




transverse dispersion, by contrast, significantly contributes to solute mixing in 
heterogeneous formations. It may lead to macroscopically longitudinal mixing of two 
solute clouds, which is stronger than the mixing caused by local longitudinal dispersion, 
although the local transverse dispersivities are typically assumed to be about an order of 
magnitude smaller than the longitudinal counterparts. However, large values of 
dispersion coefficients must be employed to describe a wide mixing zone, even for a 
heterogeneous formation. Karasaki et al. [2006] found a thin mixing zone in a 
homogeneous formation, which cannot be explained by the solution to the Henry’s 
problem which shows a wide mixing zone, but are better described by potential-flow 
theories which completely neglect the transverse dispersion. Hence, to generate a wide 
mixing zone, either large values of local dispersivities or highly heterogeneous 
formations need to be assumed, both of which may be unrealistic. Smith [2004] 
demonstrated a strong dependence of convective overturn on the aquifer dispersivities, 
suggesting that it is more appropriate to apply a scale-dependent dispersion coefficient. 
Henry [1964] attributed the large dispersion to the transient effects introduced by tidal 
effects. However, Karasaki et al. [2006] failed to reproduce a wide mixing zone by 
imposing a time-varying sinusoidal boundary condition without using a large dispersion 
coefficient. Laboratory experiments have also been conducted to study mixing 
mechanisms in variable density flow systems [e.g., Schincariol and Schwartz, 1990; 
Simmons et al., 2002]. 
Furthermore, the role of tidal fluctuations on the width of the mixing zone has been 




indicated that the tidal activity creates a thicker interface than would occur without tidal 
effects. Nevertheless, the portion of the width increased by tidal effects is limited. 
Moreover, the same authors have found that the configuration of the interface is 
radically changed when the tidal fluctuations are included. Karasaki et al. [2006] failed 
to reproduce a wide mixing zone by imposing a time-varying sinusoidal boundary 
condition without using a large dispersion coefficient.  
Overall, no convincing explanation has been given for a wide mixing zone, and few 
researches have been done to identify the relative importance of the mechanisms 
mentioned above. In addition, the studies summarized above do not provide a solid 
foundation for the assessment of groundwater resources in coastal areas subject to both 
natural processes and human activities, such as groundwater withdrawal. Finally, most 
studies on impacts of climate change at the regional scale are focused on precipitation 
change and temperature increase [e.g., Arnell, 1998; Loaiciga et al., 2000], but little 
attention has been paid directly to seawater intrusion, particularly the mixing-zone 
development [Sherif and Singh, 1999; Bobba, 2002]. 
2.2 Recovery Efficiency of ASR 
ASR involves injecting water into an aquifer through wells and then pumping it out 
when needed. The aquifer essentially functions as a water bank. Deposits are made in 
time of surplus, typically during the rainy season, and withdrawals occur when available 
water falls short of demand. The major attraction of ASR is that it can potentially 




been widely used in many countries including United States, United Kingdom, and 
Australia. Currently, about 95 ASR sites are in operation around the United States, 
ranging from a single well to 30 wells with recovery capacities ranging from 0.5 MGD 
from single wells to 100 MGD from well fields.  
The most important parameter used to assess ASR performance is recovery 
efficiency (RE). RE is defined as the percentage of water injected into a system in an 
ASR site that meets the predefined water quality criteria when recovered [Kimbler et al., 
1975]. The ideal ASR system would substitute subsurface storage for a surface water 
tank and recover 100% of the injected fresh water. However, multiple mechanisms 
including physical, chemical, and biologic processes can degrade water quality and 
finally control ASR efficiency (e.g., Ma and Spalding, 1996; Mirecki et a., 1998; 
Parkurst and Petkewich, 2001; Gaus et al., 2002; Vanderzalm et al., 2002; Petkewich et 
al., 2004; Herczeg et al., 2004; Le Gal La Salle et al. 2005; Ward et al., 2007, 2008 and 
2009). It is therefore not surprising that RE may be significantly less than 100%, 
particularly for an ASR system placed in an aquifer filled with brackish or contaminated 
water.  
The density effects on ASR's performance in brackish aquifers have been broadly 
studied [e.g. Esmail and Kimbler, 1967; Kumar and Kimbler, 1970; Bakker et al., 2004; 
Brown, 2005; Pavelic et al., 2006; Ward et al., 2007]. Figure 2.3 shows the schematic 
illustration of density effects on ASR. The vertical interface between injected freshwater 
and ambient saltwater is inherently unstable due to the density difference between two 




between injected and ambient water is simply a controlling factor used to determine 
whether or not density effects are significant on RE. According to theoretical mixed-
convection analysis, however, Ward et al. [2007] concluded that the density contrast 
alone is to determine whether density effects are negligible, but density effects in ASR 
also depend on the relative influences of the density difference, hydraulic conductivity, 
pumping rates, injected radius, storage duration, and dispersivity. More detailed review 
of density effects in ASR can be found in Ward et al. [2007]. An integrated assessment 
of lateral flow, density effects and dispersion in ASR was given by Ward et al. [2009]. 
The importance of anisotropy and layered heterogeneity of the brackish aquifers in 
ASR was theoretically examined by Ward et al. [2008]. Their simulation results 
indicated that higher RE may be expected in highly anisotropic cases because the density 
induced tilting effect is retarded by the smaller vertical hydraulic conductivity. On the 
other hand, a similar sensitivity was found when heterogeneity represented by 
alternating horizontally infinite isotropic bands of high and low hydraulic conductivity 
was found, showing that highly heterogeneous cases also correspond to higher REs. 
Numerical studies of three ASR field sites in Wisconsin showed that dispersive 
mixing was the most important process affecting the value of RE [Lowry, 2004; Lowry 
and Anderson, 2006]. With a large longitudinal dispersivity, RE would be highly 
decreased [Lowry and Anderson, 2006; Ward et al., 2007]. Culkin et al. [2008] 
developed a 3D model to evaluate the impact of dual domain mass transfer processes on 










Figure 2.3 Schematic illustration of density effects on ASR- (A) without density effects; 





Carolina. The modeling results show that rate-limited mass transfer can explain a 
rebound in salinity during fresh water storage in a brackish aquifer.  
2.3 Kinetic Mass Transfer 
Transport models with mass transfer descriptions usually conceptualize a porous or 
fractured medium as consisting of two overlapping continuous media: a mobile domain, 
where advective-dispersive transport occurs, and an immobile one with a continuous 
withdrawal and return of solute mass [Coats and Smith, 1964; van Genuchten and 
Wierenga, 1976]. Mass transfer models have received increasing attentions in recent 
years because: (1) they are capable of characterizing various pore-scale diffusion 
processes between relative mobile and immobile domains, in which the latter may 
consist of sorption sites, dead-end pores, porous particles, aggregates, fractures, or 
macropores [e.g., Chen and Wagenet, 1995; Haggerty and Gorelick, 1995, 1998; Carrea 
et al., 1998; Salamon et al., 2006]; and (2) in the absence of sufficient aquifer 
characterization, mass transfer models may be used with macroscopic advective-
dispersive models to describe extreme asymmetric concentration profiles in anomalous 
transport caused by aquifer heterogeneities [e.g., Berkowitz and Scher, 1997, 1998; 
Harvey and Gorelick, 2000; Dentz and Berkowitz, 2003; Zinn et al., 2004; Berkowitz et 
al., 2006]. 
Mass transfer occurs in almost all fractured and porous heterogeneous media over 
various scales ranging from pore scale to field scale. Mass transfer between the mobile 




order models are often used to describe the kinetic mass transfer processes. Other mass 
transfer models are also available for describing various asymmetric transport 
behaviours. Haggerty and Gorelick [1995] proposed a multirate model by superimposing 
a distribution of first-order mass transfer rates to characterize incomplete mixing in the 
immobile domain and various diffusion processes. Based on the same belief of the pore-
scale heterogeneities, Carrera et al. [1998] developed a more versatile model of linear 
mass transfer, in which mass transfer are described by a convolution product of 
concentrations in the mobile domain and a memory function rather than predefining the 
mass transfer model. By choosing appropriate memory functions, the model can 
reproduce the first order, multirate, sphere, layer or cylinder diffusive models [e.g., 
Carrera et al., Haggerty et al., 2000]. 
The first order mass transfer models are commonly employed in theoretical and 
practical studies due to its simplicity. This model involves three parameters including 
mobile imθ  and immobile porosity mθ , and mass transfer rate coefficient ξ  which 
controls how quickly mass transfer occurs between two domains. For cases with very 
low ξ , transport models that incorporate dual domain collapse to single domain models 
with the effective porosity being mθ  since the immobile zone is almost nullified. For 
cases with very high ξ , there is instantaneous transport between the mobile and 
immobile regions. Therefore, transport models that incorporate dual domain also 
collapse to single domain models with an effective porosity being imθ , accompanying a 
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Interaction between groundwater and coastal seawater results in two 
complementary processes: seawater intrusion and submarine groundwater discharge 
(SGD). Understanding these processes meets the urgent needs for preserving vital fresh 
groundwater resources in coastal and offshore environments in highly populated coastal 
areas worldwide. The mixing zone developed at the freshwater-seawater interface is one 
of the most important features in complex coastal hydrogeologic systems. As the 
cumulative effect of many processes and mechanisms, such as periodic tidal activities, 
seasonal water-table change, groundwater withdrawal, transport processes driven by 
density gradient, diffusion and dispersion, and properties of geological formations, etc., 
the growth and decay of the mixing zone can (1) directly reflect the extent of mixing in 
coastal aquifers; and (2) provide extremely useful information to serve as an indicator of 
and measure for effective management of groundwater resources and sustainable 
stewardship of coastal and offshore environments. For example, upconing of the mixing 
zone generally indicates the occurrence of seawater intrusion subject to excessive 
groundwater withdrawal [Bear, 1972]; and the movement of the mixing zone due to 
seasonal water-table fluctuation is often associated with the seasonal variations of SGD 




coastal aquifers within various hydrogeologic settings is a milestone in our efforts to 
significantly improve our understandings of flow and transport in complex coastal 
hydrogeologic systems.  
In general, two types of mathematical models have been used to describe the 
mixing-zone development: sharp-interface approximation and miscible-fluid model. In 
the sharp-interface approximation, it is assumed that there is a stationary and abrupt 
interface between freshwater and intruding seawater, implying that no mixing takes 
place between freshwater and seawater. This approach is a major simplification and may 
allow one to use potential-flow theory for describing interface propagation, and provides 
a useful tool for developing a variety of analytical solutions [e.g., Bear and Dagan, 1964; 
Strack, 1976; Huppert and Woods 1995, Naji et al., 1998]. The second approach, based 
on the density-dependent miscible saltwater-freshwater systems, accounts for the 
presence of a variable-density mixing zone. The latter model is of particular interest in 
practical applications where one desires to evaluate salt and other species concentrations 
in coastal aquifers. In this work, we will focus on this model.  Due to its practical 
significance, several numerical models based on miscible-fluid physics have been 
developed to describe and study the problem of seawater intrusion over the past 20 years 
[Voss and Souza, 1987; Ataie-Ashtiani et al., 1999; Paniconi et al., 2001; Zhang et al., 
2004; Paster et al., 2006; Qahman and Larabi, 2006]. Analytical solutions for seawater 
intrusion based on miscible-fluid systems are only available for steady-state, simplified 




Both narrow and wide mixing zones have been observed in numerical, laboratory, 
and field studies. With a fine discretization and small dispersion, numerical simulations 
produced narrow mixing zones [e.g., Benson et al., 1998; Karasaki et al. 2006]. 
Laboratory experiments also demonstrated narrow mixing zones in homogeneous media 
[e.g., Zhang et al., 2001; Goswami and Clement, 2007; Abarca and Clement, 2009]. 
However, many field measurements found wide mixing zones, ranging from hundreds of 
feet to miles. This finding cannot be simply explained by upscaling small-scale 
laboratory data. For example, groundwater salinity measurements in the Everglades 
National Park, in Southern Florida, USA, indicated the presence of a wide (6–28 km) 
seawater mixing zone [Price et al., 2003]. In the Floridian aquifer near downtown 
Brunswick, GA, USA, the mixing zone of seawater and freshwater has been detected 
across an area of increasing size [Cherry, 2006]. Xue et al. [1993] reported a wide 
mixing zone of 1.5-6.0 km in the coastal area of LaiZhou Bay, China, and also found 
that the increasing extension of the salt water intrusion is a major concern in this area 
[Wu et al., 1993]. Barlow [2003] summarized groundwater in freshwater-saltwater 
environments of the Atlantic Coast, in which wide mixing zones were observed in many 
coastal aquifers, e.g., the Biscayne aquifer near Miami, Florida, the upper Potomac 
aquifer in Virginia’s Inland Wedge, the Floridian aquifer system in South Carolina, 
Georgia, and Florida, and the lower Tamiami aquifer in south-western Florida, etc.  
The mechanisms responsible for a wide mixing zone still remain the subject of 
debate. Local dispersion has been considered as a primary mechanism responsible for 




the landward or the seaward direction, elements of each fluid are transferred into the 
opposite environment by the convection component of dispersion, wherein to a large 
extent they become inseparably blended with other fluid by mixing and molecular 
diffusion [Cooper, 1959]. Dagan [2006] pointed out that transverse dispersion is the 
main mechanism creating mixing in the seawater-freshwater interface, but the presumed 
small transverse pore-scale dispersion can only create a narrow mixing layer at the 
interface. The extent of mixing is also influenced by hydrodynamic fluctuations of the 
groundwater and seawater levels. Volker and Rushton [1982] compared a variety of 
aquifer parameters and the influence of the flow conditions on the configuration and 
location of the interface. They concluded that a decrease in the dispersion coefficient 
leads to the contraction of the dispersion zone for a constant freshwater discharge, while 
the interface becomes more diffuse as the freshwater discharge decreases provided that 
the dispersion coefficient keeps invariant. Ataie-Ashtiani et al. [1999] numerically 
examined the effects of tidal fluctuations on seawater intrusion in an unconfined aquifer, 
and found that the tidal activity created a thicker interface than would occur without 
tidal effects. However, Karasaki et al. [2006] failed to reproduce a wide mixing zone by 
imposing a time-varying sinusoidal boundary condition without using a large dispersion 
coefficient. Heterogeneity in the hydraulic conductivity of the formation also contributes 
to the mixing enhancement. Heterogeneous hydraulic conductivities lead to spatially 
varying specific-discharge fields and thus to nonuniform advection. As a result, the 
mixing zone becomes increasingly irregular in shape, enhancing mixing caused by 
diffusion across its surface.  However, Abarca et al. [2006] showed that the effects of 




widening of the mixing zone may not simply be attributed to heterogeneity of the 
formation.  
In this research, we provide an alternative plausible explanation for wide mixing 
zones observed in coastal aquifers. The hypothesis is that the movement of the mixing 
zone combined with kinetic mass transfer effects may significantly widen the mixing 
zone. Transport simulations with mass transfer usually conceptualize a porous or 
fractured heterogeneous medium as consisting of two overlapping continuous media: a 
moving domain, where advective-dispersive transport occurs, and an immobile one with 
a continuous withdrawal and return of solute mass [Coats and Smith, 1964; van 
Genuchten and Wierenga, 1976]. This study is motivated by the facts that (1) the mixing 
zone, in reality, seldom remains stationary, and (2) mass transfer processes, occurring in 
almost all fractured and porous heterogeneous media over various scales ranging from 
pore scale to field scale, can significantly enhance solute mixing [Michalak and 
Kitanidis, 2000]. Previous investigations of the mixing-zone width are mostly based on 
the steady state or tidal conditions. Under these conditions, the mixing zone is nearly 
stationary [Volker and Rushton. 1982; Ataie-Ashtiani et al., 1999; Robinson et al., 2007]. 
In reality, however, mixing zones seldom remain stationary. Large scale recharge into 
the aquifer as well as withdrawals from it leads to the movement of mixing zone from 
one position to another. It is now recognized that seasonal oscillations of inland recharge 
appear to be widespread, clearly indicating that a seasonal mixing-zone movement 
occurs in coastal aquifers [Michael et al., 2005]. On the other hand, the movement of 




[2003], based on field experiments, indicated that the mixing zone movement can be 
caused by coastal waves. It is worth noting that the movement of mixing zone has been 
also observed in many other coastal areas [Wu et al., 1993; Cherry, 2006]. To the best of 
our knowledge, no study focusing on the mixing-zone development has considered the 
combined effect of mass transfer processes and transient conditions. Langevin et al. 
[2003] conducted a simulation of variable-density flow coupled with dual-domain 
transport for the Henry problem. Without the consideration of mixing-zone movement, 
they found that the steady-state salinity distribution was roughly the same as the salinity 
distribution for the classical Henry problem.  
3.2 umerical Model 
The proposed hypothesis will be tested by conducting two-dimensional (vertical 
cross-section) numerical simulations based on the variable-density flow and transport 
equations for a scaled-tank model and a field-scale model. Transient effects will be 
introduced by imposing periodic water levels at the seaward and landward boundary. A 
dual domain transport model with first-order mass transfer will be applied to describe 
transport processes with kinetic mass transfer between mobile and immobile domains. 
The numerical model is solved by the density-dependent groundwater flow code 
SEAWAT-2000 implemented in a graphic user interface software Groundwater Vista 
5.20 developed for 3D groundwater flow and transport modeling. SEAWAT-2000 itself 
was developed by combining MODFLOW and MT3DMS into a single program solving 
the coupled flow and solute-transport equations. MT3DMS is implemented with an 




3.2.1 Governing Equations 
The governing equation for saturated variable-density groundwater flow in terms of 







































+⋅∇⋅∇                                         (3.1) 
where z [L] is the vertical coordinate directed upward; fK [LT
-1
] is the equivalent 
freshwater hydraulic conductivity; fh  [L] is the equivalent freshwater head; ρ  [ML
-3
] is 
the fluid density; fρ [ML
-3
] is the freshwater density; fS  [L
-1
] is the equivalent 
freshwater storage coefficient; t [T] is the time; eθ is the effective porosity; and sρ  [ML
-
3
] and sq  [T
-1
] are the density and flow rate per unit volume of aquifer of the source/sink, 
respectively [Langevin et al., 2003].  
The dual-domain transport model involving advection, molecular diffusion, 
mechanical dispersion, and first-order mass transfer is described by: 


















ξθ                                                                                                (3.2b) 
where mθ is porosity of the mobile domain and is equal to eθ ; imθ  is porosity of the 
immobile domain; mC  [ML
-3






dissolved concentration  in the immobile domain; ξ  [T-1]  is first-order mass transfer 




] is the hydrodynamic 
dispersion coefficient tensor; and v  [LT
-1
] is the pore water velocity vector. 
The relationship between the fluid density and salt concentration is represented by 
the linear function of state: 
mf Cερρ +=                                                                                                                 (3.3) 
where ε  is a dimensionless constant with a value of 0.7143 for salt concentrations 
ranging from zero to 35 kg m
-3
, a typical concentration value for seawater [Langevin et 
al., 2003]; and ρ  is expressed in kg m-3. 
3.2.2 A Scaled Tank Model and umerical Implementation 
A scaled tank model is designed to simulate the mixing-zone development under 
the considerations of transient conditions and mass transfer effects. Zhang et al. [2002] 
presented an experimental study of a dense contaminant plume in an idealized coastal 
aquifer based on a tank model, which was numerically studied by Brovelli et al. [2007]. 
Due to its high computational efficiency, this scaled tank model is used here to carry out 
investigate mass transfer effects on the development of the mixing zone and sensitivity 
analysis. A schematic representation of the seawater intrusion problem is shown in 
Figure 3.1. The tank is 1.650m long, 0.6m high, and 0.1m wide with a beach slope 
(vertical/horizontal ratio) 1:6.12. A homogeneous, isotropic hydraulic conductivity of 




dispersivities are measured to be 41049.6 −× m and 4101 −× m, respectively. The total 
porosity is 0.37. The mean seawater level and the constant freshwater level are 0.439 m 





, respectively, which represent a salt concentration of 35 kgm
-3
 for seawater. 
The parameters for the scaled tank model are summarized in Table 3.1. 
Rather than only tidal conditions used by Zhang et al. [2002] and Brovelli et al. 
[2007], periodic water-level fluctuations are imposed respectively at the seaward and 
landward boundaries to create the movement of the mixing zone. First, a triangular, 
periodic function with a period of 40 minutes (see Figure 3.2) is imposed at the seawater 
boundary to simulate the periodic tidal-like motion, while a constant freshwater level of  
0.463 m is defined at the landward boundary. The linear variation of water level can be 
directly implemented based on the variable head boundary condition in SEAWAT by 
specifying two values of hydraulic head at the beginning and at the end of the stress 
period, respectively. The software linearly interpolates between the two values 
according to a defined time step. The use of the triangular function instead of a sinusoid 
function is intended to minimize the computational effort because much more pressure 
periods will be needed to reproduce the sinusoidal function. Then, another triangular, 
periodic function with a period of 80 minutes and amplitude of 0.04 m is defined at the 
landward boundary to simulate the water-table fluctuations, while the seawater level is 
kept constant at 0.439 m. In reality, the period of the freshwater-table fluctuations may 
be much greater than that of the tidal motion. Sensitivity analysis will be conducted later 


























                                                                          L 
Figure 3.1 Schematic representation of the seawater intrusion problem. 
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Figure 3.2 Transient water levels caused by fluctuations. The fluctuation period is 40 









Table 3.1. Geometry, hydrogeological, and transport parameters used in the 
experimental study of Zhang et al. [2002].  
Parameter Variable Value 
Domain length, m L 1.650 
Domain height, m H 0.6 
Domain width, m W 0.1 
Beach slope  ϕ  1 : 6.12 
Horizontal saturated hydraulic conductivity, m s-1  
hK  
3104 −×  
Vertical saturated hydraulic conductivity, m s-1 
vK  
3104 −×  
Longitudinal dispersivity, m 
Lα  
410496 −×.  
Transverse dispersivity, m 
Tα  
4101 −×  
Total effective porosity 
eθ  
0.37 
Mean seawater level, m 
sh  
0.463 
Constant freshwater level, m 
fh  
0.439 



















 enforced at the seaward boundary.   
The simulation domain is discretized into 9900 cells in order to satisfy the accuracy 
and convergence requirement for grid spacing in terms of the local Péclet number [Voss 
and Souza, 1987; Zhang et al., 2001; Volker et al., 2002; Brovelli et al., 2007]. The 
entire model domain is divided into two zones: a surface water zone and an aquifer zone. 
To simplify the numerical simulation, a large hydraulic conductivity of 0.4ms
-1
, i.e., 100 
times of the saturated aquifer hydraulic conductivity, a constant porosity of 1, and a 
constant saltwater concentration of 35 kg m
-3
 are assigned to all the cells in free seawater 
area [Winter, 1976; Anderson et al., 2002; Mao et al., 2006; Brovelli et al., 2007; 
Robinson et al., 2007]. In addition, to reproduce the flat surface of the sea, a horizontal 
strip of cells with a variable-head boundary condition is added onto the seawater surface 
[Brovelli et al., 2007]. Simulations start from steady-state conditions generated by using 
the mean seawater level and the mean freshwater level. The simulation duration for each 
case is fifty periods of the corresponding triangular functions, a sufficiently long period 
for the scaled tank models to reach a dynamic equilibrium state of the concentration 
distribution, i.e., the tolerance of the maximum concentration variation is satisfied when 
doubling the computation periods.   
3.2.3 A Field Scale Model and umerical Implementation 
For the field-scale case, we consider a 2D model domain that is 200m long and 
35m high with a beach slope 1: 10. The aquifer was assumed to be isotropic and 
homogeneous with fK = 20md
-1




transverse dispersivity Tα  = 0.05m. Hydraulic conductivity of 1000md
-1
, 1=en  and 
constant salt concentration of 35kgm
-3
 are assigned to the cells in free seawater area so 
that the entire domain can be solved by SEAWAT. The mean seawater level and the 
mean freshwater level are 28 m and 29 m, respectively. For field-scale applications, 
transient effects introduced by periodic tidal motion on the movement of the mixing 
zone may not be as effective as those introduced by the freshwater-table fluctuations 
because (1) tidal motion has a much shorter period than freshwater-table fluctuations; (2) 
the amplitude of freshwater-table fluctuations can be much larger than that of tidal 
motion because of seasonal precipitation and temperature patterns; and (3) the effects of 
the freshwater-table change may be enlarged to 40 times on the freshwater-seawater 
interface according to the Ghyben-Herzberg law based on potential equilibrium [Bear, 
1972].  In this research, we impose a triangular, periodic head variation with a period of 
one year and an amplitude of 1 m at the landward boundary, while a constant seawater 
level of 28 m is specified at the seaward boundary. For the numerical simulation, a mesh 
resolution of 0.5 m was adopted, yielding 28000 cells. This discretization results in a 
satisfactory Pe of 1. The dynamic equilibrium state of the concentration distribution is 
found after 100 periods, i.e., 100 years. 
3.3 Results of the Tank Model 
3.3.1 Steady-State Condition 
Steady-state cases are first simulated to serve as control cases, which neglect both 




fluctuations. By assuming a constant seawater level of 0.439 m and a constant 
freshwater level of 0.463 m, a SEAWAT simulation was first run for steady-state 
conditions without considering the mass transfer effect. Figure 3.3 shows the mixing 
zone, where the contour lines delineate the normalized concentrations 0.1, 0.5, and 0.9. 
Rather than a sharp interface, a narrow mixing zone is formed due to density gradient 
and local dispersion. The salinity distribution simulated in our study matches well 
experimental [Zhang et al., 2002] and numerical results [Zhang et al., 2001; Brovelli et 
al., 2007 ] previously obtained based on the same scaled tank model. We also evaluate 
the mixing zone by including mass transfer but still neglecting transient effects. Similar 
to the observation by Langevin et al. [2003], the resulting mixing zone is almost the 
same as the one neglecting mass transfer. Thus, for steady-state analyses, mass transfer 
does not make significant contributions in altering salinity distributions. In fact, by 
forcing the transient terms in Eq. (3.2) to be zero, the transport model reduces to the case 
without mass transfer. That is, the steady-state salinity distributions will become 
identical for cases with and without mass transfer, although the timescales to reach the 
steady state may be different. 
3.3.2 Transient and Mass Transfer Effects 
Figure 3.4 shows the mixing zones with the consideration of seawater level 
oscillations but neglecting mass transfer. A wider mixing zone, particularly at the toe, is 
observed compared with the mixing zone shown in Figure 3.3. Furthermore, due to the 
























Figure 3.3 The variable-density mixing zone between the freshwater and seawater for 
steady-state conditions in the absence of water level fluctuation and kinetic mass transfer 





 consistent with the simulation results obtained by Robinson et al. [2007], who 
conducted a numerical study on a field-scale domain to investigate the effect of tidal 
forcing on a subterranean estuary. In addition, their results show that the interface is 
pushed more seaward with a larger amplitude tide. Seawater-level fluctuation forces the 
seawater back and forth and, thus, the equilibrium state shown in Figure 3.3 is disturbed, 
yielding a transient velocity field and a fluctuated concentration distribution, which 
result in enhanced mixing and a wider mixing zone due to hydrodynamic dispersion. 
This phenomenon has been demonstrated by the laboratory experiment of Zhang et al. 
[2002]. Ataie-Ashtiani et al. [1999], however, observed the exact opposite effects that 
that a larger tidal amplitude may force the seawater to intrude further inland. The 
difference may be resulted from the assumption of an unsaturated zone above the 
groundwater table given in Ataie-Ashtiani et al.'s analysis.  
However, previous studies including numerical work conducted by Robinson et al. 
[2006, 2007] and Ataie-Ashtiani et al. [1999] and field experiments by Cartwright et al. 
[2004] indicate that the mixing zone of the saltwater wedge does not fluctuate over the 
course of a tidal cycle because the forcing timescale is too short. Hence, the movement 
of the mixing zone in our study can be attributed to the small tank scale and relatively 
large timescale of seawater level fluctuation. In reality, however, the mixing zone may 
be forced landward by a combination of increasing tidal range, wave height and 
infiltration of wave run-up [Cartwright and Nielsen, 2001a,b]. Once the wave forcing is 
decreased the contour gradually moved seaward [Cartwright and Nielsen, 2003]. 
























































Figure 3.4 Mixing zones at different seawater level stages within a fluctuation period 
with the consideration of seawater level fluctuation alone (tank scale model). (A) low 







regarded as a result of complex effects from the seaward boundary. 
Figure 3.4 also shows that the position of the mixing zone varies at different 
seawater level stages, i.e., the hydraulic gradient determines the position of the mixing 
zone. Thus, we can only define a dynamic-equilibrium state instead of a steady state for 
the transient case. As mentioned before, dynamic equilibrium is defined as the state 
where the mixing-zone position has no significant variations by doubling the simulation 
duration. In addition, although the position of the mixing zone varies, the width does not 
change noticeably over the course of one periodic cycle.  
Figure 3.5 shows the mixing zones with the consideration of both mass transfer 
effects and seawater level oscillations, where both mobile porosity and immobile 
porosity are set to be 0.185 and the first-order mass transfer rate coefficient is 0.025 min
-
1
. Figure 3.5 clearly shows that the mass transfer effect leads to significantly wider 
mixing zones at all stages of the seawater level compared with those shown in Figure 3.4. 
In particular, it is more pronounced at the low and falling water level stages. As already 
mentioned, in the absence of seawater level oscillations, i.e., the mixing zone is 
stationary, mass transfer has no effect on the steady-state salinity distribution because 
there is no concentration gradient between the mobile and immobile domains and Eq. 
(3.2) can be simplified to the classical advection-dispersion equation, although the 
timescale to reach the steady state may be changed. However, in transient cases, the 
mixing zone is pushed back and forth by complex effects from the seaward boundary, 
resulting in non-equilibrium in the salt concentrations in the mobile and immobile 




essentially acts as a sink or source for solutes in the mobile zone, determined by the 
direction of concentration gradient between the two domains. Specifically, salts in the 
mobile domain diffuse into the immobile domain as the mixing zone is dragged inland, 
while salts are released from the immobile domain to the mobile domain driven by 
reversed concentration gradients when the mixing zone is towed toward the sea. The 
disturbed concentration and density gradient field leads to enhanced mixing and a wider 
mixing zone than would occur in the absence of mass transfer. Moreover, Figure 3.5 
shows that the combination of mass transfer and seawater level fluctuations has greater 
influences on the high concentration contour lines (see the contour lines of normalized 
concentration 0.9), which become closer to the seaward boundary. Certainly, if an 
increasing amplitude of seawater level fluctuation is considered, which means a broader 
movement of the transition zone is obtained, one may expect to observe an expanding 
transition zone.  
Freshwater-level fluctuation is observed in many areas, which has been found as a 
main reason leading to the movement of the mixing zone [Michael et al., 2005]. Figure 
3.6 shows the mixing zones under periodic oscillations of the freshwater level without 
mass transfer effects. Like the effect from seawater level fluctuations shown above, the 
mixing zone is pushed seaward, and wider mixing zones are formed. However, the 
mixing zone moves within a broader range due to a larger period of the freshwater-level 
fluctuation. The width of the mixing zone caused by freshwater variation is expected to 
increase when the mass transfer effect is taken into account.  Figure 3.7 exhibits the 























































Figure 3.5 Mixing zones at different seawater level stages within a fluctuation period 
with the consideration of  both seawater level fluctuation and kinetic mass transfer (tank 




















































Figure 3.6 Mixing zones at different freshwater level stages within a fluctuation period 
with the consideration of freshwater level fluctuation alone (tank scale model). (A) low 




















































Figure 3.7 Mixing zones at different freshwater level stages within a fluctuation period 
with the consideration of  both freshwater level fluctuation and kinetic mass transfer 




oscillations, where both mobile and immobile porosities are set to be 0.185 and the first-
order mass transfer rate coefficient is 0.0125 min
-1
. Likewise, the introduced mass 
transfer effect significantly increases the width of the mixing zone, especially at the 
rising level stages. Similarly, one may expect that a larger fluctuation amplitude will 
lead to a wider mixing zone. 
3.3.3 Sensitivity Analysis 
Parameters of kinetic mass transfer, including mobile and immobile porosity and 
the first-order rate constant, will be varied in order to investigate the effects of kinetic 
mass transfer. In order to interpret the results concisely and produce a meaningful 
generalization, the following dimensionless variables are defined: 
fT
1−= ξτ                                                                                                                      (3.4) 
mim θθβ /=                                                                                                                     (3.5) 
ssWWw =                                                                                                                      (3.6) 
where  fT  is the water level fluctuation period; 
1−ξ  represents a characteristic mass 
transfer time in the immobile domain; β  is known as the capacity ratio;  ssW  is the 
mixing-zone width under steady-state condition; and W is the width of the mixing zone 
under the coupled effect of mass transfer and water-level fluctuation. For simplicity, W 
is represented by the horizontal distance between concentration contour lines of 0.1 and 




tidal moment to calculate W. Similar results will be obtained for the width of the mixing 
zone at other heights and tidal moments. By assuming a constant total porosity for the 
mobile and immobile domain, the effects of mass transfer parameters and water level 
fluctuations on the dimensionless width of the mixing zone, w, can be investigated by 
varying the dimensionless variables, τ  and β . 
Figure 3.8 shows the simulated results for the sensitivity analysis for the tank 
model. The width of the mixing zones formed by varying the freshwater level is 
somewhat wider than that by seawater-level fluctuation since the period of the former is 
assumed larger than the latter. For both cases, with a given mean retention time, i.e., a 
constant first-order mass transfer rate coefficient, the width of the mixing zone increases 
with the capacity ratio, indicating that a larger immobile domain may cause a wider 
mixing zone. With a given capacity ratio, i.e., a constant porosity of the immobile 
domain, the width of the mixing zone is maximized when the retention timescale of the 
mass transfer and the period of the water-level fluctuation become comparable, i.e., at 
the same order of magnitude. In such cases, the effects of the capacity ratio will also be 
maximized. In addition, the left and right tails of the curves shown in Figure 3.8 (a) and 
(b) indicate that the mass transfer may not have significant impacts on widening the 
mixing zone when there is a several orders of magnitude difference between the 
retention timescale and the water-level fluctuation period. In fact, both the limiting cases 
of very small and large mass transfer rate coefficients can be simplified to a classical 
advective-dispersive transport problem. For a small mass transfer rate coefficient, it is 




practically no mass transfer occurs within a period. For a large mass transfer rate 
coefficient, the kinetic mass transfer may be considered as an instantaneous process, 
which simplifies the two-domain model into a one-domain model with a retardation 
factor, β+1 . Thus, for both limiting cases, the width of the mixing zone will approach 
the dynamic equilibrium state in the absence of mass transfer. In our tank model, the 
mixing zone is significantly widened for τ  between 0.1 and 100, and the width reaches 
maximum for τ  to be about 1, i.e., 1−ξ  is equal to fT . For example, the width of the 
mixing zone is approximately 3.7 times as wide as that under steady state condition for 
the freshwater-level fluctuation case with  1=β  and 1=τ  (see Figure 3.8(b)). If other 
parameters are kept constant, we may expect that the width of the mixing zone will 
become much larger for a higher β . 
3.4 Field Scale Modeling Results 
The field-scale model described in section 2 corroborates the results obtained based 
on the tank model. Figure 3.9 shows the mixing zone under steady-state condition, 
where a narrow mixing zone is generated. With the introduction of freshwater-level 
fluctuations, the steady-state system is disturbed and the mixing zone is slightly widen 
(see Figure 3.10). Mass transfer effect is then introduced, where mobile and immobile 







are employed, which correspond to 
dimensionless variable τ  as 0.1, 1, and 10, respectively.  The corresponding mixing 















































Figure 3.8 Sensitivity analysis for the effects of combining mass transfer and movement 





























Figure 3.9 The variable-density mixing zone between the freshwater and seawater for 
steady-state conditions in the absence of water level fluctuation and kinetic mass transfer 





which clearly shows wider mixing zones than those shown in Figure 3.10. In particular, 
the mixing-zone width in the case with 1=τ  is maximal, consistent to the result found 
in the tank model.  
In the absence of mass transfer, dispersivities, particularly transverse dispersivity, is 
considered to be the primary factor affecting the width of the mixing zone [Ataie- 
Ashtiani et al., 1999; Dagan, 2006]. In order to reproduce a wide mixing zone in a real 
case, the common method is to assume a large, perhaps unwarranted, value of 
dispersivities [Dagan, 2006]. In this section, we briefly compare the effects of 
dispersivities and mass transfer on the mixing-zone width. In addition to the 
dispersivities assumed in the cases discussed above, two more groups of longitudinal 
and transverse dispersitivies are adopted in the field-scale model: Lα  = 2.5 m and Tα  = 
0.25 m, and Lα  = 0.1 m and Tα  = 0.01 m. 
Figure 3.12 shows the mixing zones at the rising freshwater level stage with the 
consideration of the freshwater-level fluctuation alone. It is obvious that larger 
dispersivities yield a wider mixing zone. However, the maximum mixing zone shown in 
Figure 3.12(C) is still not as wide as that in Figure 3.11(B), although both longitudinal 
and transverse dispersivities are twenty-five times of those in the previous case. Thus, in 
order to generate a wider mixing zone, larger dispersivities must be accepted.  
Figure 3.13 shows the results by further introducing mass transfer with 1=β and 
1=τ  into the three cases with different dispersivities. It is shown that all mixing zones 
































































Figure 3.10 Mixing zones at different freshwater level stages within a fluctuation period 
with the consideration of freshwater level fluctuation alone (field scale model). (A) low 






















































Figure 3.11 Mixing zones at the rising freshwater level stage with the consideration of 
both freshwater level fluctuation and kinetic mass transfer (field scale model), in which 























































Figure 3.12 Mixing zones at the rising freshwater level stage with the consideration of 
the freshwater level fluctuation alone (field scale model), in which (A) Lα  = 0.1 m and 






















































Figure 3.13 Mixing zones at the rising freshwater level stage with the consideration of 
both freshwater level fluctuation and kinetic mass transfer  (field scale model), in which 
(A) Lα  = 0.1 m and Tα  = 0.01 m, (B) Lα  = 0.5 m and Tα  = 0.05 m, and (C) Lα  = 2.5 m 







the mass transfer effect, all the mixing-zone widths become similar, although different 
dispersivities are used. The mass transfer effect dominates the mixing-zone width 
change. Therefore, in our cases, the effect of kinetic mass transfer is more pronounced 
than the dispersivities on widening the mixing zone.  
3.5 Conclusions 
Wide mixing zones have been observed in many aquifers all over the world. 
However, no agreement has been reached in terms of the responsible mechanisms. In the 
present work, we propose the hypothesis that kinetic mass transfer combined with 
movement of mixing zones may significantly widen mixing zones in coastal aquifers. 
The hypothesis is tested by conducting numerical simulations based on the variable-
density groundwater model for both a scaled-tank model and a field-scale model. The 
movement of the mixing zone may be caused by complex effects from both the seaward 
boundary (e.g., wave run-up) and the landward boundary (e.g., seasonal fluctuation of 
fresh groundwater head). In our simulations, the movement of the mixing zone is created 
by assuming triangular, periodic functions for water-level oscillations at the seawater 
and landward boundaries, respectively. In the absence of kinetic mass transfer, the 
created transient effects slightly widen the mixing zone compared with that in steady 
state. With the introduction of kinetic mass transfer, mixing zones are significantly 
widened at all stages within the period.  
Furthermore, sensitivity analyses of dimensionless variables based on the tank 




widened by the mass transfer effect regardless of which boundary causes the movement 
of the mixing zone; and (2) a larger capacity ratio of mass transfer leads to a wider 
mixing zone, and the maximum width may be reached when the mean retention 
timescale in the immobile domain and the water-level fluctuation period become 
comparable. Our simulations also investigate the effects of dispersivities on the mixing-
zone development. Larger dispersivities always yield wider mixing zones. However, 
dispersivities may not be as effective as kinetic mass transfer on widening the mixing 
zone in our cases. More importantly, larger dispersitivies and mass transfer are based on 
different physical interpretations of the transport processes and formation properties. 
Large, perhaps unwarranted dispersitivities are often considered as the misrepresentation 
of aquifer heterogeneities [Dagan, 2006]. On the other hand, as is well-known, no 
natural geological media are truly homogenous, and mass transfer occurs in almost all 
fractured and porous heterogeneous media over various scales ranging from pore scale 
to field scale. Our findings provide a plausible explanation for wide mixing zones in 
coastal aquifers which may consist of low-permeability zones, dead-end pores, porous 
particles, aggregates, and rock matrix between fractures. In such aquifers, the effects of 
kinetic mass transfer and the movement of mixing zone caused by tidal motion, 
freshwater-table fluctuations, groundwater withdrawal, etc., must be considered to 
evaluate the growth and decay of the variable-density mixing zone. Certainly, other 
parameters, such as the amplitude of the periodic stimulation, the hydraulic conductivity, 
the rate of freshwater flow, the heterogeneity of the geological formations, may 
influence the growth and decay of the mixing zone. Research of these mechanisms on 






DYAMICS OF FRESHWATER-SEAWATER MIXIG-ZOE 





The mixing zone developed at the freshwater-seawater interface is one of the most 
important features in complex coastal hydrogeologic systems [e.g., Cooper et al., 1964, 
Robinson et al., 2007a].  Across the mixing zone, the salt concentration and fluid density 
vary between those of freshwater and seawater. The density gradient within the mixing 
zone causes the rise of diluted saltwater, overlaying seawater, and results in flow 
circulation as the seawater moves towards the mixing zone to replace the diluted 
saltwater. Understanding the dynamics of mixing-zone development under various 
hydrogeologic conditions is essential for designing effective and sustainable 
management strategies of groundwater resources in coastal and offshore environments.  
The present research aims to numerically investigate the dynamic process of 
mixing-zone development in a dual-domain subsurface medium. Our previous study has 
found that kinetic mass transfer between relatively mobile fluids and fluids in stagnant 
pores combined with periodic movement of the mixing zone may significantly enhance 
mixing and result in a much thicker mixing zone, as shown in Figure 4.1 [Lu et al., 
2009]. Kinetic mass transfer occurs in almost all fractured and porous media over 




coastal groundwater management.  For example, the aquifer storage and recovery (ASR) 
strategy may have a low freshwater recovery ratio in a dual-domain coastal aquifer due 
to the mobilization of solutes initially residing in immobile domains [Eastwood and 
Stanfield, 2001; Culkin et al., 2008]. Prior to this research, thick mixing zones were 
usually characterized by large dispersion coefficients or assuming highly heterogeneous 
hydraulic conductivity fields, both of which may not be realistic [Dagan, 2003]. In 
addition, our previous numerical results have shown that the recharge and tidal 
fluctuations may only slightly increase the thickness of the mixing zone in the absence 
of kinetic mass transfer [Lu et al., 2009].  In this chapter, we conduct numerical 
experiments to illustrate the dynamic process of mixing-zone enhancement for a 
periodically moving mixing zone in the presence of kinetic mass transfer. With the 
consideration of mass transfer and freshwater level fluctuations, the thickness of the 
mixing zone may vary significantly within a period, which may have important 
implications for coastal geochemical processes. Specifically, the major questions 
considered here are: How does the spatial and temporal distribution of a mixing zone 
vary in response to variations of hydrogeologic conditions and how are such variations 
different from those by assuming large dispersion coefficients?  
4.2 umerical Method 
A typical two-dimensional domain (see Figure 4.1) is set up to represent a cross-
shore transect of an unconfined coastal aquifer with a length of 200m, a thickness of 
35m, and a beach slope of 0.1, similar to previously reported numerical experiments 




base model is first built by defining the following hydrogeologic conditions.  The 
aquifer is isotropic and homogeneous with both mobile and immobile porosities being 
0.2, representing a unitary capacity ratio of mass transfer, i.e., the ratio between the 
immobile and mobile porosity.  The value of the hydraulic conductivity K  is 30 m/d. 
The longitudinal and transverse dispersivity are 0.5 m and 0.05 m, respectively.  
Seasonal freshwater level fluctuations are imposed at the landward vertical boundary by 
defining a triangular, periodic hydraulic head variation with the amplitude A= 1m and 
the period T = 360 d.  The use of the triangular function instead of a sinusoid function is 
to minimize the pressure periods required to reproduce the periodic function [Zhang et 
al., 2001; Brovelli et al., 2007].  The first-order mass transfer rate coefficient is assumed 
to be 0.0028 d
-1
, which implies a retention time scale in the immobile domain, defined as 
the reciprocal of the first-order mass transfer rate coefficient, equal to the period of 
freshwater fluctuations.  At the seaward vertical boundary, constant hydraulic head and 
salt concentration are assigned because tidal activities have a much shorter period and 
may hardly cause the movement of the mixing zone in a large-scale simulation 
[Cartwright et al., 2004; Michael et al., 2005].  The mean hydraulic gradient between the 
landward boundary and coastline is 0.0067.  The upper boundary in the aquifer is 
phreatic surface with negligible groundwater recharge, and the bottom is a no-flow 
boundary. 
A miscible fluid model with coupled flow and transport processes is applied to 





Figure 4.1 A numerical simulation of freshwater-seawater mixing zone in an unconfined 
aquifer. (A) steady-state normalized concentration distribution in the absence of kinetic 
mass transfer; (B) normalized concentration distribution of a transient simulation 
without kinetic mass transfer;  and (C) normalized concentration distribution of a 
transient simulation with kinetic mass transfer at the time event when the freshwater 
boundary (left boundary) equal the mean freshwater head. The thick black lines 
represent the coastal beach with a slope of 0.1. The mixing zones are characterized by 
three concentration contour lines normalized by the seawater salt concentration: 0.1, 0.5 










processes include advection, dispersion, and a first-order kinetic mass transfer between 
the mobile and immobile domain.  Flow and transport is coupled by a linear relationship 
between density and concentration in the mobile domain. The density-dependent 
groundwater flow code SEAWAT-2000 [Langevin et al., 2003] is used to simulate the 
groundwater flow and salt transport problem described above.  The entire domain is 
divided into two zones: an ocean zone and an aquifer zone, which are separated by the 
slanted beach.  A high hydraulic conductivity (10
3 
m/d), an effective porosity 1=en , 
and a constant saltwater concentration of 35 kg/m
3
 are assigned to the ocean zone. 
Furthermore, a horizontal strip of cells with the same boundary conditions at the 
seaward vertical boundary are added on the top of the ocean surface to reproduce the flat 
surface of the ocean [Brovelli et al., 2007; Robinson et al., 2007b].  The entire domain is 
discretized into a uniform grid with a cell size of 0.5 m×0.5 m, yielding 28000 cells in 
total.  This grid spacing corresponds to a local Peclet number of 1.  
The following numerical experiments are conducted: (1) steady-state simulations 
for the base model with and without mass transfer; (2) transient simulations for the base 
model with periodic freshwater level fluctuations; and (3) transient simulations by 
varying a series of parameters, including hydraulic conductivity, dispersion coefficients, 
amplitude of freshwater fluctuations, and mass transfer coefficients.  All transient 
simulations start from steady-state simulations, and terminate after the salt concentration 
distributions reaching a dynamic equilibrium state, i.e., the tolerance of the maximum 
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simplicity, we use three normalized salt concentration contour lines, 0.1, 0.5 and 0.9, to 
describe the movement and distribution of the mixing zone. 
Simulations in this study are computationally intensive tasks. Hence, all 
simulations start from steady-state conditions generated by assuming the mean 
freshwater level. Freshwater level fluctuations accompanying mass transfer effects are 
then introduced. The simulation time is required to be long enough to obtain a dynamic 
equilibrium state for the flow filed, where the dynamic equilibrium state is reached when 
the variation of the concentration profile with evolution time no longer change in 
following periods. Figure 4.2 shows the breakthrough curves for three locations of (50, 
0), (80, 0) and (130, 0). These locations are selected since their normalized 
concentrations represents low, medium and high values in the mixing zone under the 
dynamic equilibrium state.  It is found that the higher concentration contour reaches 
dynamic equilibrium state more quickly than lower one does. After 2520 d, namely 7 
periods, the whole system approaches the dynamic equilibrium state. Here, the 
simulation results after 10 periods are employed for later analysis of the base model.  
4.3 Results and Discussion 
Mixing of freshwater and seawater is enhanced primarily due to the unsynchronized 
behavior of concentrations in the mobile and immobile domain. Two mixing zones may 
be defined in a dual-domain medium: one in the mobile domain, and the other in the 
immobile domain. There is an overlap between these two mixing zones, but they do not 




domain create the driving force for mass transfer and enhance mixing. 
Figure 4.3 illustrates this process within one period (see the period in Figure 4.1) by 
analyzing the temporal profiles of concentrations at six points at different elevation, (120, 
15), (130, 15), (140,15), (70, 0), (90, 0), and (110, 0), in which the first three are 
approximately located at the middle depth of the water level, and the remaining points 
are located at the bottom of the aquifer where the mixing enhancement is the most 
significant (see Figure 4.1). At the beginning of the period, non-equilibrium 
concentrations in the mobile and immobile domains drive mass transfer from the 
immobile domain to the mobile domain, causing slowly increasing mobile 
concentrations and slowly decreasing immobile concentrations.  With the decrease of the 
freshwater level, significant landward movement of the mixing zone causes a fast 
increasing concentration in the mobile domain, which results in a fast increasing 
concentration in the immobile domain due to enhanced mass transfer driving forces.  
Maximum concentrations in the mobile domain occur in the second quarter. After that, 
the mobile concentration gradually decreases as a result of mass transfer, while the 
immobile concentration keeps rising until these two become equal.  When the hydraulic 
gradient is reversed as a result of the rise of the freshwater level, seaward movement of 
the mixing zone causes significant dilution and a fast decreasing mobile concentration. 
The immobile concentration then decreases due to the reversed mass transfer process. 
The point at (110, 0), the closest point to the seaward boundary, has the longest period 
for salt transferred from the mobile domain to the immobile domain because it is the first 
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Figure 4.3 Temporal profiles of concentrations in the mobile and immobile domain at 
six observation points  for the case with kinetic mass transfer and periodic freshwater 
fluctuations. The starting point of the period is at the moment of falling water level. A: 
(120, 15), (130, 15),  and (140, 15). B: (70,0), (90,0), and (110,0). Units for these points 




 last to be diluted as the mixing zone retreats seaward. By contrast, points closer to the 
freshwater boundary have shorter periods of mass transfer from the mobile domain to 
the immobile domain because they receive saltwater later as seawater intrusion 
progresses, and are diluted earlier by the freshwater with the seaward movement of the 
mixing zone. Furthermore, the profiles at different depth show similar temporal patterns, 
but at the shallower depth the concentrations in the mobile domain change relatively 
more gently than those at the bottom, indicating variable movement range of the mixing 
zone and different degree of mixing enhancement at different depth. 
Figure 4.4 illustrates the impacts of hydrogeologic conditions on the dynamics of 
the mixing-zone development by the temporal and spatial distributions of three 
concentration contour lines, 0.1, 0.5 and 0.9. 
Panel A shows the base model results: (1) the movement of different contour lines 
in response to freshwater fluctuations is unsynchronized due to kinetic mass transfer, 
resulting in significantly varying moving ranges for different contour lines, by a factor 
of 4; and (2) a time lag exists between freshwater level fluctuations and the movement of 
the mixing zone. 
Panel B shows that the mixing zone in the case with larger dispersivities (B2) is 
thicker than that with smaller dispersivities (B1) in the absence of kinetic mass transfer.  
However, the enhanced thickness of the mixing zone is nearly uniform within a period 
for both cases without mass transfer.  This indicates synchronized behavior for different 































































































































































































Figure 4.4 The dynamics of mixing-zone development influenced by hydrogeologic 
conditions, including dispersion, hydraulic conductivity, and mass transfer rate 
coefficient. Temporal and spatial evolution of the mixing zone distribution is 
characterized by three normalized concentration contour lines at the aquifer bottom (left 
y-axis) corresponding to periodic freshwater fluctuations (right y-axis). Panel A is the 
base model with defined parameters: hydraulic conductivity 30 m/d, first-order mass 
transfer rate coefficient 0.0028 d 1−  , which corresponds to a unitary time scale ratio 
between the retention in the immobile domain and the period of freshwater fluctuations, 
and longitudinal and transverse dispersivities 0.5 m and 0.05 m, respectively. Panel B 
shows the impact of dispersion, in which B1 is the base model without kinetic mass 




without kinetic mass transfer. Panel C shows the impact of hydraulic conductivity, in 
which C1 is the base model with hydraulic conductivity 10 m/d and C2 50 m/d. Panel D 
shows the impact of mass transfer rate coefficient, in which D1 has a time scale ratio of 




for different contour lines.  Specifically, the 0.5 contour line remains almost at the 
middle of the mixing zone for the cases without mass transfer, but approaches the 0.1 
contour line when the mixing zone expands and the 0.9 contour line when the mixing 
zone shrinks for the case with mass transfer.  Because the freshwater level drops from 
the mean level at the beginning of a period, one may expect that the maximum landward 
movement of the mixing zone occurs at the end of the second quarter when the 
freshwater level rises to the mean level from the lowest level, which implies a three-
month time lag between the freshwater level variation and the mixing zone movement. 
With the consideration of mass transfer, this time lag becomes shorter than a quarter, i.e., 
the maximum landward movement of the mixing zone occurs within the second quarter.  
Michael et al. [2005] identified a time lag between the seasonal freshwater level 
fluctuations and the submarine groundwater discharge rate in the absence of mass 
transfer.  Our analysis indicates that the kinetic mass transfer may alter such time lags.  
In addition, the cases without mass transfer show almost synchronized time lags for 
different contour lines, while the case with mass transfer shows significant discrepancies 
in time lags for different concentration contour lines: the 0.9 contour line has the shortest 
time lag while the 0.1 contour line the longest, resulting in the expansion of the mixing 
zone.  Likewise, similar time lag behavior and movement discrepancies of contour lines 
are found in the fourth quarter for the seaward movement of the mixing zone, resulting 
in the contraction of the mixing zone. 
Panel C in Figure 4.4 shows the mixing zone distributions for different hydraulic 




hydraulic conductivity causes larger maximum and smaller minimum mixing zone 
thickness and more unsynchronized responses of various concentration contour lines. 
Mixing enhanced by mass transfer causes more significantly non-equilibrium 
concentrations between the mobile and immobile domain for faster flow due to 
enhanced time scale discrepancies between mass transfer and advection. In addition, 
higher hydraulic conductivities lead to larger landward and seaward movement. The 
impact of the amplitude of freshwater level fluctuation is similar to that of the hydraulic 
conductivity because variations of the amplitude essentially change the hydraulic 
gradient and the flow velocity. Furthermore, given a constant total porosity, altering 
capacity ratio, the ratio between the immobile and mobile porosity, yields different 
effective mobile porosities and different flow velocities.  Thus, the impact of the 
capacity ratio is also similar to that of hydraulic conductivity and amplitude of 
freshwater fluctuations. 
Panel D in Figure 4.4 shows the impacts of the first-order mass transfer coefficient. 
The mass transfer rate coefficient controls how quickly mass is exchanged between the 
mobile and immobile domain.  Our previous study found that when the retention time 
scale and the period of freshwater level fluctuations become comparable, the mixing-
zone thickness is maximized [Lu et al., 2009]. Three time scale ratios are considered: 
0.01, 1(base model) and 100.  It is shown that narrower mixing zones are developed for 
the ratios 0.01 and 100, compared with the ratio 1, and their unsynchronized time-lag 
behavior of the contour lines is similar to the case without kinetic mass transfer.  




may be simplified to a classical advective-dispersive transport problem.  For a small 
time scale ratio, i.e., the mass transfer is approximately equilibrium, the transport 
equation may be simplified by including a retardation factor. Thus, D1 also shows 
smaller displacements of the landward and seaward movement of the mixing zone.  By 
contrast, for a large time scale ratio, i.e., the mass transfer is slow, the mass transfer 
between the mobile and immobile domains may be negligible and the entire system 
behaves approximately like a single-domain system with the effective porosity 
approaching the mobile porosity.  As a consequence, the decreased porosity effectively 
speeds up the flow, resulting in a larger moving range of the mixing zone (see D2).  
4.4 Conclusion 
Our numerical experiments show that mixing enhancement in a dual-domain 
coastal aquifer is mainly controlled by the unsynchronized behavior of concentration 
distributions in the mobile and immobile domain.  Such behavior is maximized at the 
aquifer bottom when the retention time scale in the immobile domain is comparable to 
the period of freshwater level fluctuations, resulting in nonuniform moving ranges of 
different concentration contour lines, nonuniform mixing enhancement, and significantly 
varying mixing zone thickness during a period.  A time lag exists between the freshwater 
fluctuations and the movement of the mixing zone.  This time lag may be altered by 
kinetic mass transfer.  By contrast, large dispersion coefficients may create thicker 
mixing zones, but may not cause the unsynchronized behavior and alter the time lags of 
different concentration contour lines, i.e., the mixing enhancement is rather uniform in 




velocity, which is influenced by the hydraulic conductivity, amplitude of the freshwater 
level fluctuations, and the capacity ratio of mass transfer.  These findings provide useful 
insights for understanding the mechanisms responsible for thick mixing zones and 
identifying key transport processes in coastal aquifers. Field data collection and analysis 












In coastal water resources management, seawater intrusion has become one of the 
most concerned issues. Seawater intrusion occurs in coastal aquifers when saline 
groundwater intrudes and contaminates a freshwater aquifer, and can be characterized in 
terms of the wedge penetration, shape and extent of the mixing zone between freshwater 
and seawater. The development of a mixing zone in coastal aquifers is a complex result 
of various effects such as hydrogeologic characteristics of the aquifer and hydrodynamic 
fluctuations of the groundwater and seawater heads. This mixing zone is one of most 
important features in coastal aquifers that controls regional groundwater flow dynamics 
and reactive transport processes. A wide mixing zone may bring significant effects on 
saltwater upconing processes of a pumping well and also can lead to the variation of the 
components of SGD. Studies have shown that the freshwater-seawater mixing zones 
serve as potential reaction sites for dolomitization and dissolution of carbonate rocks 
[e.g., Wigley and Plummer, 1976; Plummer, 1977; Rezaei et al., 2005].  
Under steady state conditions, the width of the mixing zone depends basically on 
local dispersion with longitudinal and transverse dispersion controlling mixing between 
freshwater and seawater bodies [Abarca et al., 2007]. Local longitudinal dispersion on 




transverse dispersion, by contrast, significantly contributes to solute mixing and has now 
widely been recognized as a leading factor in explaining the width of a steady mixing 
zone [Dagan, 2006]. An increasing transverse dispersivity would have a shear effect, 
bringing the steady mixing zone seaward at the bottom and landward at the top and 
finally creating a broader mixing zone. However, pore-scale transverse dispersion only 
cause the presence of a thin mixing zone, as already visualized by laboratory and field 
experiments [Fiori and Dagan, 1999; Lebbe 1999; Zhang et al., 2002; Goswami and 
Clement, 2007; Abarca and Clement, 2009]. Wide mixing zones, ranging from hundreds 
of feet to miles, have been detected in many coastal aquifers all over the world [Kohout 
and Klein, 1967; Wu et al., 1993; Xue et al., 1993; Price et al., 2003; Barlow, 2003; 
Dausman and Langevin, 2005]. For example, the width of the mixing zone in the 
surficial Biscayne aquifer of the Miami area, Florida, US, reaches several hundreds of 
miles, and is still increasing [Dausman and Langevin, 2005]. In practice, many 
investigators present numerical solutions by assuming a large, perhaps unwarranted, 
value of transverse dispersivity. In other words, a large value of transverse dispersivity 
only provides a convenient way to reproduce the wide transition zone in reality, but 
sometimes seems to be unreasonable and holds a poor physical meaning [Dagan, 2006]. 
The theoretical analyses by Held et al. [2005] indicated that use of macroscopic 
dispersion coefficient is inappropriate and the effective dispersion coefficients are more 
close to the local-scale coefficients. Therefore, there are supposed to be some undetected 
mechanisms which could lead to wide mixing zones in coastal regions. 




zone have been conducted in an attempt to gain better understanding of the mechanisms 
response for the mixing-zone development [e.g., Volker and Rushton, 1982; Ataie-
Ashtiani et al., 1999, Cartwright et al., 2003; Chen et al., 2004; Abarca et al., 2006; 
Karasaki et al., 2006; Xia et al., 2007; Lu et al., 2009]. In addition to 
dispersion/diffusion, factors affecting flow and mixing in the mixing zone mainly 
include: (1) transient tidal activity; (2) inland water table fluctuations; (3) kinetic mass 
transfer; and (4) hydraulic heterogeneity. Ataie-Ashtiani et al. [1999] and Chen et al. 
[2004] showed that tidal activity forces the seawater to intrude further inland and also 
creates a thicker interface. Field observations on an unconfined coastal aquifer in 
Australia suggested that the wave-induced groundwater pulse can cause the significant 
oscillations in the mixing zone of the order of several meters in the horizontal direction 
[Cartwright et al., 2003]. By contrast, tidal fluctuations are unlikely to cause large 
interface fluctuations because damping of the tidal signal is much higher than that of the 
pulse signal [Cartwright et al., 2003; Li et al., 2004]. On the other hand, it is now 
becoming increasingly evident that inland water table fluctuations in response to 
pumpage, rainfall, and upstream canal stage would lead to monthly, yearly or decadal 
oscillations of the mixing zone. This long-term movement of the mixing zone, combined 
with kinetic mass transfer effects, can significantly enhance the width of the mixing 
zone [Lu et al., 2009].  
Heterogeneity in hydraulic conductivity of the formation perturbs flow over various 
length scales and is expected to play a very significant role in the behavior of density-




studies regarding the effect of heterogeneity on density dependent flow focused on 
unstable configurations, i.e., the presence of higher density fluid over lower density fluid 
[e.g., Mcdibbin and O'Sullivan, 1980; Mckibbin and Tyvand 1982 and 1983; Schincariol 
and Schwartz, 1990; Schincariol and Mendoza, 1997, Schincariol, 1998; Prasad and 
Simmons, 2003]. However, the effect of heterogeneity on stable configurations, namely, 
seawater intrusion problems, has little been studied [Schwarz, 1999; Held et al., 2005;  
Abarca et al., 2006; Kerrou and Renard, 2010]. A study conducted by Abarca et al. 
[2006] showed that the effects of moderate heterogeneity with random distribution on 
increasing the steady state mixing-zone width are small. In particular, there is very 
limited research regarding the effects of stratified heterogeneity on the mixing-zone 
development [Mualem and Bear, 1974; Nakagawa et al., 2000]. Indeed, the role of 
aquifer stratification on the mixing-zone development is expected to be especially 
important, particularly when the inland water level fluctuation induced mixing zone 
movement occurs.  
In this chapter, we carry out both numerical and experimental investigations of 
aquifer stratification effects on the mixing-zone development. Both steady state and 
transient conditions are respectively simulated to examine aquifer stratification effect on 
the shape, location, and width of the mixing zone. For the simulations of transient 
processes, hydrodynamic fluctuations from both landward and seaward boundaries are 
considered. The main objective of this study is to compare and contrast mixing-zone 
development in homogeneous and stratified formations and therefore to assess the 




development pattern. Most importantly, we expect to provide an alternative explanation 
for wide mixing zones found in many field conditions. 
5.2 umerical Simulations 
The density-dependent groundwater flow code, SEAWAT-2000, is employed to 
simulate the cases in this study.  
5.2.1 Mathematical Description 
The governing equations used by SEWAT-2000 have been detailed in section 3.2.1. 
5.2.2 Conceptual Model, Boundary Conditions and Model Parameters 
A schematic of the conceptual model is shown in Figure 5.1. The model represents 
a vertical section through a coastal aquifer with a total length sL LLL += . The x-z co-
ordinate origin is located at the bottom-left corner of the simulation domain. sL  is the 
horizontal length of aquifer beneath the seabed, which is also equivalent to the 
horizontal length of free seawater zone at the mean seawater level in the simulation 
domain. LL  is horizontal aquifer distance between the mean coastline and the inland 
boundaries. To reduce the computation effort, sL  and LL  are set to be 100 m and 300 m, 
respectively. The height of the model domain H is 42 m. The mean freshwater level at 
the landward boundary fh and the mean sea level sh are 40.2 m and 39 m, respectively. 




The aquifer is assumed to be isotropic with porosity 4.0=en , longitudinal 
dispersivity Lα  = 0.5 m and transverse dispersivity Tα  = 0.05 m. The magnitude of the 
dispersivities used in this study is the same as those adopted by previous numerical 
studies [Robinson et al., 2006 and 2007, Lu et al., 2009]. A horizontal layer of the darker 
zone is presented with a different hydraulic conductivity, representing a simple aquifer 
stratification in coastal regions. The height of the layer is d, and the distance between the 
layer bottom and aquifer bottom is D. The values of hydraulic conductivity for this layer 
and the remaining region within the aquifer equal to K2 and K1, respectively. Parameters 
d, D, K1 and K2 vary in the simulations in order to examine their respective effects on 
the mixing-zone development. The assumed values for hydrogeologic parameters are 
listed in Tables 5.1.  
To reproduce real coastal environments, the whole domain is divided into two 
zones: a surface seawater zone (zone I) and an aquifer zone (zone II), which are 





effective porosity ne =1, and constant saltwater concentration of 35 kg m
-3
 are assigned 
to the cells in zone I to reproduce coastal surface water [Brovelli  et al., 2007; Robinson 
et al., 2007; Lu et al., 2009]. To study the mixing-zone development under transient flow 
conditions, we consider water level oscillations from seaward and inland boundaries, 
respectively. Seawater level oscillations indicate the short-period tidal forcing, while 
inland freshwater level fluctuations are usually relatively much longer period and found 

















Figure 5.1 Model geometry and boundary conditions. The simulation domain is divided 
into two zones: a surface seawater zone (zone I, not shaded) and an aquifer zone (zone II, 
shaded). Left (blue) and right (red) zones representative the cells assigned inland and 























Table 5.1. Model parameters 
Parameter Variable Value 
Domain length, m LS + LL 400 
Domain height, m H 42 
Beach slope  ϕ  0.1 
Longitudinal dispersivity, m L 0.5 
Transverse dispersivity, m T 0.05 
Total effective porosity  0.4 
Mean seawater level, m hs 39 
Mean freshwater level, m hf 40.2 
Seawater density, kg m
-3
 s 1025 
Freshwater density, kg m
-3
 f 1000 
Salt concentration, kg m
-3




 describe the periodic boundary water level fluctuations: 
mhtACosh += ω                                                                                                            (5.4) 
where h is time-varying head, A is the amplitude of water level fluctuations, ω is the 
angular frequency, and mh is the mean seawater level. A is set to be 1 m for both tidal 
and inland water level fluctuations. ω equals 12.567 d-1 (period = 0.5 d) for tidal 
activities and 0.0174 d
-1
 (period = 360 d) for seasonal freshwater level fluctuations. 
Because the timescale difference between tide and seasonal freshwater level fluctuations 
is significant, the water level at one boundary is reasonably assumed to be constant when 
simulating the water level fluctuations at the other boundary. 
Figure 5.1 shows the shape of the seaward boundary is an inverse L. The horizontal 
strip of cells are used to reproduce the flat surface of the sea since we approximate the 
free seawater zone using a high value of hydraulic conductivity [Brovelli  et al., 2007]. 
When simulating tidal forcing on the sloping beach interface, constant saltwater 
concentration of 35 kg m
-3
 and above defined time-varying head are assigned to the right 
side boundary (the zone of red color in Figure 5.1). Likewise, constant saltwater 
concentration of 0 kg m
-3
 and defined time-varying head are assigned to the left side 
boundary (the zone of blue color in Figure 5.1) to simulate freshwater level fluctuations. 
The upper boundary is a phreatic surface with negligible groundwater recharge. The 
bottom of the domain is a no-flow boundary, which represents an impermeable aquifer 
base. 




It is well recognized that grid size is a critical factor that controls the accuracy of 
the variable density flow simulations [Voss and Souza, 1987; Diersch and Kolditz, 
2002]. A common criterion employed to ensure an acceptable grid spacing is the grid 
Peclet number Le LP α∆≈  [Voss and Souza, 1987], where L∆ is the grid spacing. 
When the value of Pe is less than 4, the grid size used represents desirable grid spacing. 
This grid spacing criterion has been used in many previous numerical simulations [e.g., 
Brovelli et al., 2007, Lu et al., 2009, Xie et al., 2010]. The grid used in our simulations is 
uniform with x∆ = 1 m and z∆ = 0.5 m, yielding 33600 cells. This grid spacing 
corresponds to Pe = 2 and complies with the grid discretization requirement.  
To simulate the transient flow conditions, steady-state simulations are first 
conducted. Then, the transient boundary conditions are introduced into steady-state 
simulation results. As the flow field and concentration profile do not change within the 
double simulation period, the simulation results can be regarded under dynamic 
equilibrium conditions.  
5.3 Mixing-Zone Development under the Steady-State Conditions 
5.3.1 Simulation Results 
With the neglect of both transient seaward and inland water level fluctuations, 
steady state cases are first simulated. Figure 5.2 shows the developed mixing zones and 
streamlines in one homogenous case and two stratified heterogeneous cases. For the 
stratified cases, the value of K in the middle layer is assumed to be one order of 




It is shown that aquifer stratification can lead to significant effects on the streamline 
direction and mixing zone profile under steady state conditions. Recirculated seawater in 
the homogeneous case only comes from free surface water zone, i.e., the zone above the 
beach bed, while in both cases with aquifer stratification, it can be derived from the 
seaward boundary.  
For the homogenous case, a relatively uniform and narrow mixing zone is formed 
due to density gradient and local dispersion. Furthermore, other homogenous cases with 
different magnitudes of hydraulic conductivity are also simulated. Results indicate that 
the magnitude of K does not bring significant effects on the mixing-zone development in 
homogenous cases, though the case with a higher K can lead to a little bit wider mixing 
zone near the coastline.  
Rather than a uniform and thin mixing zone developed in the homogeneous case, a 
significantly wide mixing zone is constructed in the embedded lower K layer in the 
stratified case (see Figure 5.2B). Due to the difference of K in the upper two layers, the 
streamlines both from freshwater and seawater are refracted at the interface between two 
layers. The flow refraction here can be explained by the refraction law of streamlines in 
the pure freshwater aquifer (see Figure 5.3). As streamlines penetrate from the bottom 
layer (high K layer) to the middle layer (low K layer), the refracted streamlines approach 
the normal to the boundary, which is similar to the condition in Figure 5.3(a). As a result, 
saltwater transports along the direction of the streamlines, and the mixing zone in the 












Figure 5.2 Simulation results of salt concentrations (colored contours) and streamlines 
for steady state conditions. A: homogenous case; B: stratified case (K1/K2 = 10); C: 
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middle layer  to the upper layer, the mixing zone is slightly narrowed due to the flow 
refracted from  the low K layer to the high K layer. The flow refraction law is also 
applicable to the case with an embedded high K layer, which leads to a thinner mixing 
zone in the middle layer, and a widened mixing zone in the top layer.  
5.3.2 Sensitivity of the Relative Magnitude of Heterogeneity 
Figure 5.4 shows the sensitivity analysis results for the effects of relative magnitude 
of K on the mixing-zone development. It is shown that increasing the ratio between K1 
and K2, for both cases, causes the mixing zones to become vertical in the region above a 
higher K zone due to flow refraction. As a result, the position of the toes retreats 
seaward. Other simulation results (not shown here) indicate the constant ratio K1/K2 with 
different magnitudes of K1 and K2 would lead to almost the same mixing zone profiles, 
although the timescales to reach the steady state may be different. In other words, the 
ratio between K1 and K2 controls the mixing zone profile under the steady state 
conditions.  
Figure 5.5 shows the effects of the magnitude of aquifer heterogeneity on toe 
position, relative total mass in the low K layer, and the position of the mixing zone 
(2.5% to 97.5% of saltwater concentration) in the low K layer. The relative total mass is 
defined as the total mass in the middle layer divided by the total mass in the 
corresponding part in the homogeneous case. It can be seen that with the increased ratio 
of K1/K2, the toe position gradually moves seawater, which indicates that the presence of 










Figure 5.4 Sensitivity of the magnitude of heterogeneity. A: Homogeneous case; B: 







































Figure 5.5 The effects of the magnitude of aquifer heterogeneity on toe position, relative 
total mass in the low K layer, and the position of the mixing zone (2.5% to 97.5% of 
saltwater concentration) in the low K layer. (O): relative total mass in the low K layer; 




 intrusion. On the other hand, the relative total mass is first slightly increased, then 
decreased after the heterogeneity is larger than one order of magnitude, resulting that the 
mixing zone in the middle layer first moves landward and then seaward. The mixing-
zone width in the middle layer, is first increased,  followed by the decrease due to the 
retreat of  the mixing zone. Considering a limiting case that K2 is infinitely small, the 
total mass and the mixing-zone width in the middle layer equal zero, i.e., no salts in the 
middle layer. Under such condition, the top is closest to the seaward boundary. 
5.3.3 Sensitivity of the Layer Height 
Figure 5.6 shows the simulation results of mixing-zone development in the two-
layer cases. Similar to the three-layer cases, the mixing zone is wide in a lower K layer 
when this layer is lies above a layer with a higher K (See Figures 5.6B and 5.6D). 
However, the toe position in these two cases further retreats seaward compared to the 
corresponding three-layer case. Comparing Figures 5.2A with 5.6D, and 5.2C with 5.6B,  
it is found that a larger depth of the lower K layer results in a thinner mixing zone and a 
larger depth of the higher K layer a wider mixing zone. For the two-layer case with a 
higher K layer lying above a lower K layer (Figure 5.6A and 5.6C), however, there are 
no significant differences of the toe position and mixing zone width compared with 
those in the homogeneous case. 
5.4 Mixing-Zone Development under Transient-Flow Conditions 
Previous studies have demonstrated that transient flow conditions from both 



















































development [e.g., Ataie-Ashtiani et al., 1999; Dausman and Langevin, 2005;  Lu et al., 
2009; Lu and Luo, 2010]. In this study, tidal activities and freshwater level fluctuations 
are considered to investigate their respective effects on the mixing-zone development in 
stratified aquifers. For freshwater level fluctuations, we first study an instantaneous 
decrease of freshwater level and then seasonal freshwater level fluctuations. 
5.4.1 Effects of Tidal Activities 
Figure 5.7 shows the mixing zones under the tidal conditions. The numerical results 
found that the profile of mixing zones do not change significantly within a tidal period. 
Compared with steady state conditions, the tidal activities do not have much effect on 
how far the seawater intrudes into the aquifer, but significantly enhance mixing in the 
upper region for the homogeneous case and the case with a lower K in the middle layer.  
5.4.2 Effects of an Instantaneous Decrease of the Freshwater Level 
Figure 5.8 shows the simulation results of transient mixing-zone development of 
two-layer and three-layer cases under the conditions that the freshwater level 
experiences an instantaneous decrease from 40.2 m to 39.2 m. After the instantaneous 
decrease of the freshwater level, for both cases, seawater in each layer intrudes inland 
but with different speeds. The different intrusion speeds of mixing zones in different 
layers result in detaching the toe in the higher K layer from the top of the mixing zone in 
the lower layer, which subsequently leads to the density gradient between these two 
layers and the transport of salts into the lower layer. This process is also called mixed 










Figure 5.7 Ming-zone development under tidal activities. (A): homogeneous case; (B): 








Figure 5.8 Transient mixing-zone development after an instantaneous decrease of the 






seawater in the higher K layer in three-layer case intrudes much faster than that in two-
layer case, and therefore, one can observe the finger earlier in two-layer case (as shown 
by the black circle in Figure 5.8A) than in three-layer case due to a lower mixed 
convection ratio (free convection driven by density gradient to the forced convection) in 
the three-layer case. After salts penetrate from the high K layer into the low K layer, 
mixing zones in both layers will be significantly widened. On the other hand, after 
freshwater level experiences 1 m decrease, the system will need extremely long time to 
reproduce the steady state condition. 
5.4.3 Effects of Seasonal Freshwater Level Fluctuations 
Figure 5.9 shows the transient mixing-zone development under seasonal freshwater 
level fluctuations. It can be seen that the mixing zone profile changes dramatically, 
especially in the upper two layers. The transient mixing zone profile is highly sensitive 
to the magnitude of the K in each layer, fluctuation period and the amplitude of 
freshwater level at the inland boundary. In this case, however, we don't observe a finger 
due to the short residence time. 
5.5 Laboratory Experimental Visualization 
In order to validate the above steady-state numerical results, a laboratory 
experiment is conducted. The experiments were performed in a flow tank 1800 mm long, 
600 mm high and 100 mm wide. Real coastal sands were packed in the tank as the 
homogenous porous medium, 440 mm high at the freshwater end and 428 mm high at 








Figure 5.9 Transient mixing-zone development under seasonal freshwater level 
fluctuations. K1 = 3 m/d, K2 = 150 m/d. (A): falling level; (B) low level; (C) rising level; 










The freshwater head was maintained constant through a constant-head cell. The tank 
walls are made of transparent acrylic material so that the dyed seawater can be visible 
from outside the tank and could be photographed. The photographs are then processed to 
convert the color intensity into solute contours. 
Figures 5.10 and 5.11 show the laboratory experiment results and corresponding 
numerical results, respectively. One can observe that the numerical results can exactly 
reproduce the experiment results. In addition, a wide mixing zone can be found in the 
low K layer in the case B because of streamline refraction. However, almost no saltwater 
is in the top layer in the case C, which is different from the previous simulation results. 
The reason is that there is not a slope considered in the current case. 
5.6 Conclusion 
Aquifer stratification is a common phenomenon in natural conditions, which is 
usually neglected in the study of coastal hydrogeologic systems. However, aquifer 
stratification may bring significant effects on freshwater-seawater mixing-zone 
development. This study employs both numerical and experimental methods to 
investigate the aquifer stratification on mixing-zone development under steady-state and 
transient flow conditions. The specific finding of the present study include: 
Under steady-state conditions: 
(1) When a low K layer lies above a layer with a higher K,  the mixing zone in the 




(2)  The steady-state mixing zone profile in stratified aquifers is only determined by 
the relative magnitude of K in different layers; 
(3) Increasing the magnitude of heterogeneity would lead to the retreat of the toe, 
first increase and then decrease of the mixing-zone width;  
(4) When the height of the aquifer is constant and a low K layer lies above a high K 
layer, increasing the height of low K will lead to shrink of the mixing zone;  
Under transient tidal conditions: 
(1) The mixing zone in the top layer can be slightly widened by tidal fluctuations; 
Under the conditions of an instantaneous decrease of freshwater level : 
(2) The mixing zone in high K layer in the three layer model moves inland faster 
than in two layer model because of the faster advective flow. 
(3) The finger is first developed in two K layer model because of the higher mixed 
convection ratio. 
(4) The system after an instantaneous decrease of freshwater level need extremely 
long time to reformulate the steady state condition, and therefore transient condition 
should be considered in later theoretical studies as well as field studies. 




(1) The mixing zone profile changes dramatically. Transient mixing zone profile is 
highly sensitive to the magnitude of the K in each layer, fluctuation period and the 




































































RECOVERY EFFICIECY OF AQUIFER STORAGE AD RECOVERY (ASR) 





Aquifer storage and recovery (ASR) is an effective strategy for optimal 
management of groundwater resources. ASR involves injecting freshwater into aquifers 
through a well (or a cluster of wells) when excessive water is available (storage), and 
pumping water out from the same or adjacent wells when needed (recovery). The 
injection, storage and recovery process forms one cycle of ASR (see Figure 6.1). Interest 
in ASR has been growing in the face of declining groundwater levels due to excessive 
exploitation, increasing vulnerability of surface water supplies to contamination, and 
salinization of groundwater resources in coastal and offshore environments [e.g., 
Eastwood and Stanfield, 2001; Almulla et al., 2005; Pyne, 2005; Lowry and Anderson, 
2006; Culkin et al., 2008; Vandenbohede et al., 2008]. Specifically, ASR avoids the 
construction of large and expensive reservoirs, prevents easy loss of freshwater 
resources, and provides a cost-effective solution to water resources management. In 
addition, the development of environmentally friendly ASR systems can alleviate land 
subsidence and act as a hydraulic barrier against saltwater intrusion in coastal regions 
[e.g., Shammas, 2008]. 
The performance of an ASR system is generally quantified by the recovery 




further treatment divided by the total quantity injected [Kimbler et al., 1975]. It is not 
uncommon that RE may be significantly lower than 100% for ASR systems installed in 
an initially non-potable aquifer due to the mixing between the injected freshwater and 
originally-contaminated groundwater. Primary mechanisms that may influence the RE of 
an ASR system are those that can introduce or enhance mixing in the subsurface, 
including density gradient driven convection, dispersion and diffusion, heterogeneity of 
the aquifers, kinetic mass transfer and others [e.g., Kuman and Kimbler, 1970; Moulder, 
1970; Merritt, 1986; Maliva et al., 2006; Ward et al., 2007, 2008, 2009; Lu et al., 2009]. 
For example, numerical studies of three ASR field sites in Wisconsin, USA showed that 
dispersive mixing was an important process affecting the RE and a larger longitudinal 
dispersivity would lead to a much lower RE due to enhanced mixing [Lowry, 2004; 
Lowry and Anderson, 2006]. Among all these mechanisms, kinetic mass transfer was 
recognized as a potential key factor that may control the RE of ASR system [Eastwood 
and Stanfield, 2001; Culkin et al., 2008]. In geologic formation exhibiting dual-domain 
behavior, e.g., mobile-immobile domains such as media consisting of factures and 
matrices, preferential flow paths and stagnant and dead pores, or in an aquifer containing 
strongly sorbing contaminants, injection of potable water may break the local 
geochemical equilibrium in the subsurface and cause dissolution and desorption of 
chemical constituents from matrices and rocks, which may contaminate the injected 
potable water and potentially release more toxic compounds. Culkin et al. [2008] 
observed significant salinity rebounds during the storage phase in ASR field experiments 




domain mass transfer model. Thus, prior to significant depletion of the immobile domain 
or solid phase, one would always expect a low RE. 
Although the prevalent existence of mass transfer behavior in natural aquifers has 
been recognized [e.g., Coats and Smith, 1964; van Genuchten and Wierenga, 1976] and 
many numerical and analytical solutions have been developed to simulate divergent and 
convergent dispersion with mass transfer limitations [e.g., Chen, C.-S., 1985, 1986; 
Coltz and Oxley, 1991; Moench, 1995], the effectiveness and efficiency of ASR subject 
to mass transfer limitations remains unknown. In particular, there is no guidelines to 
determine the likelihood of ASR being successful and to optimize ASR operational 
parameters with mass transfer limitations. The present study numerically and 
analytically investigates the efficiency of an ASR system in dual-domain aquifers with 
mass transfer limitations under various hydrogeologic and operational conditions. 
Simple and effective relationships between transport parameters and ASR operational 
parameters are derived to quantify the effectiveness and ascertain the potential of ASR 
systems with mass transfer limitations. Specific questions to be answered by the present 
research are as follows: (1) How can we determine whether a site is appropriate or not 
for ASR operational parameters on ASR performance; and (3) How many cycles are 
needed for an ASR system to perform well?  
6.2 umerical Model 
Figure 6.1 shows the conceptual model of a typical ASR system with a fully-







Figure 6.1 Schematic conceptual model or an ASR system with a fully-penetrating well 




 The three dimensional domain is modelled by a two-dimensional axisymmetric cross-
section. The vertical axis of rotation is located at the pumping well. The medium 
consists of overlapped mobile and immobile domains, which have a uniform initial 
contaminant concentration of c0. The mass transfer process between the mobile and 
immobile domain is described by a first-order mass transfer model. An ASR cycle 
consists of an injection, resting (storage) and extraction (recovery) phase. The 
groundwater velocity is assumed to be steady state at each phase and the transition 
period between the two phases is neglected [Harvey et al., 1994]. During the injection 
phase, freshwater is injected into the aquifer and a concentration front moves away from 
the pumping well. During the storage phase, no flow occurs but the concentration profile 
may be altered by mass transfer between the mobile and immobile domain. During the 
recovery phase, stored water is expected via the same pumping well and the 
concentration front moves toward the pumping well. For simplicity, we assume that the 
injection flow rate and the recovery rate are the same and the flow field is static during 
the storage phase. These assumptions are reasonable in practice and have been adopted 
in many other studies [e.g., Ward et al., 2007, 2008; 2009]. The RE is evaluated by 
setting a criterion of the average concentration of extracted water at the pumping well, 
such as the U.S. potable-water standard. In the absence of dispersion and mass transfer, 
i.e., advection is the only process, the ASR system is completely reversible and the RE is 
1. With dispersion and mass transfer, the injection and extraction phase are not 
identically reversed and the RE is less than 1 because mixing enhancement due to 




6.2.1 Governing Equations 
In radial coordinates, the conceptual model can be described by one-dimensional 
dual domain advective-dispersive transport and a first-order mass transfer model [e.g., 
Bear, 1979; Chen, 1985]: 
Mobile domain: 














































m θθ                                                                    wrr >                       (6.2)  







ξθ                                                                  wrr >                         (6.3) 
where t [T] is the time; r [L] is the radial distance from the well center; rw [L] is the well 
radius; mθ [-] and imθ [-] are porosities of the mobile and immobile domain, respectively; 
cm [M/L
3
] and cim [M/L
3
] are dissolved solute concentrations in the mobile and immobile 
domain, respectively; Lα [L] is  the longitudinal dispersivity; v [L/T] is the pore fluid 
velocity; ξ  [1/T] is the first-order mass transfer rate coefficient. 









±= ,                               wrr >                         (6.4) 
Storage phase:                          0=v  
where q [L
2
/L] is the specific pumping rate (positive sign for injection and negative for 
extraction), defined as the flow rate per unit length of aquifer thickness. Substituting Eq. 
(6.4) into Eqs. (6.1) yields: 



























































θθ ,              wrr >              (6.6) 
The boundary conditions are given by: 







vvc α  
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where c0 [M/L
3
] is the initial background concentration. Note that the boundary 
conditions for the extraction phase are different from the previous radial pumping 
problems [e.g., Chen and Woodside, 1998; Harvey et al., 1994], in which the 
concentrations at the infinite distance are 0, representing a finite contaminant plume 
length. This is because such problems only involved extraction phases with or without 
storage phase, which resulted in a trivial solution of concentration c0 for an infinite 




extraction phase always follow the injection and storage phases, which result in 
nonuniform concentration distributions at the beginning of extraction phases.  
The initial conditions at the beginning of each ASR phase are defined as a 
function of the radial distance of the pumping well for both mobile and immobile 
domain: 
)()0,( 0 rctrc mm == ,  ),()0,( 0 rctrc imim ==                                                 (6.8) 
where the time is reset for each ASR cycle. )(0 rcm  and )(0 rcim are not constant 
functions and vary for different phases and different ASR cycles. For the first 
injection phase, )(0 rcm  and )(0 rcim are equal to c0. 
6.2.2 Dimensional Analysis 
We introduce the following dimensionless groups: 
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Mass transfer coefficients:  





β =                                                (6.11) 
                        Mass transfer timescale: 
ξ
θ
τ imim =                                               (6.12) 
where imτ [T] is a dimensional parameter. 
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imt
t
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where ti, ts and te are the actual time periods of the injection, storage and extraction 
phase. All these time periods are normalized by the mass transfer timescale. 
By substituting the velocity field given by Eq. (6.4) and the defined dimensionless 













































































,                                                       0RR >                                 (6.21) 
Correspondingly, the boundary and initial conditions become: 
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c imim =                                                    (6.23) 
Our definition of dimensionless groups follows the previous study for intermittent 
extraction of contaminant plumes [Harvey et al., 1994]. Other dimensionless systems are 
also available for mass transfer models [e.g., van Genuchten and Wierenga, 1976; Goltz 
and Oxley, 1991]. The advantage of the defined dimensionless parameters is that the 
time is normalized by the mass transfer timescale, which is particularly useful for 
studying the storage phase. In addition, Eqs. (6.18)-(6.21) are also valid for linear rate-
limited sorption processes by modifying dimensionless groups accordingly [Harvey et 
al., 1994].  




Analytical solutions in the Laplace domain have been derived for radial injection 
and extraction problems [e.g., Chen, 1985, 1986, 1987; Chen and Woodside, 1998; 
Moench, 1989, 1995; Goltz and Oxley, 1991; Huang and Goltz, 2006; Huang et al., 
2010]. Such analytical solutions have been used to analyze tracer tests in convergent and 
divergent radial flow fields [Novakowski, 1992; Moench, 1995; Becker and Charbeneau, 
2000], decontamination by pumping with rate-limited sorption or mass transfer [e.g., 
Goltz and Oxley, 1991; Harvey et al., 1994], and single-well push-pull tracer tests 
[Huang et al., 2010]. For the injection and recovery phase, the proposed ASR model is a 
combination of radial dispersion in convergent and divergent flow fields and rate-limited 
mass transfer, which can be readily solved by modifying the available solution. For the 
storage phase, analytical solutions in time domain are given by [Harvey et al., 1994]: 
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ccc                                           (6.25) 
where * 0mc  and 
*
0imc  are the initial concentrations at the beginning of the storage phase. 
In addition, numerical codes, such as MT3DMS and SUTRA, are also available for 
modeling axisymmertic solute transport by adjusting transport parameters to account for 
cylindrical geometry [Langevin, 2008]. In the present research, we use Matlab built-in 
pde and ode solvers to solve Eqs. (6.18-6.21), which yield satisfactory results comparing 
with analytical solutions.  




The performance of an ASR system is evaluated by the RE, which is defined as 
[Kimbler et al., 1975]: 
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where Vr is the volume of recovered water through the pumping well that satisfies the 
predefined standard, i.e., the concentration of the extracted water is less than the critical 
concentration *critc , and Vi is the total volume of injected freshwater. Certainly, RE 
increases with *critc , i.e., more water can be recovered for lower-standard quality 
requirements. We here assume *critc = 0.1, which represents that the initial contaminant 
concentration is 10 times of the criterion. During the recovery phase, if the extracted 
concentration becomes greater than *critc , the pumping will be terminated because the 
extracted water will need further aboveground treatment. 
Other than the critical concentration *critc , which is a function of the initial 
contaminant concentration and the predefined criterion, RE is affected by both transport 
parameters, including dispersion and mass transfer coefficients, and ASR operational 
parameters, including durations of injection, storage and extraction phase and well flow 
rates. At a selected site, i.e., transport parameters are fixed, the optimization of ASR 
operational parameters is the major problem. Furthermore, due to rather stable seasonal 
fluctuations in freshwater resources availability, i.e., the durations of injection, storage 




parameters to control. For simplicity, we assume ti = ti = te, i.e., equal durations of 
injection, storage and extraction phase, representing a 4 month time period for each 
phase for a yearly-based ASR cycle. To analyze the ASR performance at different sites, 
we vary three dimensional parameters: β , Ti, and φ , in which β  is controlled by the 
mass transfer capacity or the size of the immobile domain, Ti is influenced by the mass 
transfer timescale. i.e., the first-order mass transfer rate coefficient and the immobile 
porosity, given constant pumping periods, and φ  is influenced by the well pumping rate, 
mass transfer coefficients and dispersivity.  
6.4 Results and Discussion 
6.4.1 Single ASR Cycle 
Figure 6.2 shows the RE of a single ASR cycle at different β , Ti  and φ . The 
tested parameter ranges are: β ~10-1 - 101 and φ ~100 - 105, in which β  = 0.1 represents 
a small portion of the immobile domain (~9%) and β  = 10 a large portion of immobile 
domain (~91%) and Ti = 0.1 represents a large mass transfer timescale comparing with 
pumping periods and a small transfer rate coefficient and Ti = 10 represents a small mass 
transfer timescale and a large mass transfer rate coefficient. The major information 
summarized by Figure 6.2 is summarized in the following: 
1. The RE increase with the well pumping rate given β  and Ti for cases with non-
zero RE because higher pumping rates imply more freshwater injected into the 




        2. In many combination of β  and Ti, the RE remains zero, i.e., no recovered water 
satisfies the predefined standard, *critc  = 0.1, within the wide tested range of φ . However, 
no clear pattern of β  and Ti can be observed for zero RE from Figure 6.2. 
3. At a small β , e.g., β  = 0.1, the RE increases with Ti at the same φ , implying a 
faster mass transfer rate yields a higher RE for a small immobile domain. However, such 
behavior is not consistent with the increase of β . For example, at β  = 0.5, the RE of Ti 
= 0.1 is greater than that of Ti = 1. 
4. At a large Ti. e.g., Ti = 10, the RE decreases with β , implying a larger immobile 
domain yields a lower RE for a fast mass transfer rate coefficient. At low Tis, the cases 
of zero RE do not show a consistent pattern. 
6.4.1.1 Zero and non-zero RE 
Understanding the pattern of cases with zero RE is an essential problem for ASR 
design because it identifies specific conditions inappropriate for ASR. According to the 
zero-gradient boundary condition at the well during the extraction phase, the 
concentration of extracted water is identical to the concentrations at adjacent locations. 
RE = 0 implies that after the storage phase the concentration at such adjacent locations 
are greater than *critc  so than no freshwater can be extracted. Consider such an adjacent 
point, +0R , with an infinitesimally small distance to the well boundary. During the 










Figure 6.2 Recovery efficiency (RE) for a single ASR cycle at various mass transfer 





 zero as a result of freshwater flushing at a large flow rate. Thus, the immobile 











                                                                                                          (6.27) 
which yields 
)exp()( 0
* τ−=+Rcim                                                                                                        (6.28) 
and the initial condition for the subsequent storage phase is:  
0* 0 =mc                                                                                                                         (6.29) 
)exp(* 0 iim Tc −=                                                                                                             (6.30) 
Substituting Eqs. (6.29) and (6.30 into (6.24) yields the concentration at the end of the 
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This is a simple relationship that can be applied to evaluate the applicability for a single 
ASR cycle. For the proposed case, Ti = Ts and 
*









=++  <  0.1                                      (6.33) 
Figure 6.3 shows the contour lines of *mc (Ts) as a function of β  and Ti. The area 
contained by thick contour line of 0.1 indicates the regions of β  and Ti that will yield 
zero RE. All simulated cases in Figure 6.2 are shown by " + ". There is no exception that 
all the cases with zero RE fall into area contained by 0.1 contourline and all the cases 
with no-zero RE are located outside of this area. Thus, the simple Inequality (6.32) 
provides an efficient approach for determining the likelihood of single ASR cycle being 
successful. Furthermore, Inequality (6.32) gives operational guidance for ASR systems: 
(1) Inequality (32) does not involve the well pumping rate, indicating that increasing the 
well pumping rate is not an effective way for improving the RE within a single ASR 
cycle at aquifers falling into the zero-RE area shown in Figure 6.3; and (2) there are two 
ways to convert a zero-RE cases to a non-zero RE case by increasing the injection period, 
which yields a longer mass transfer duration to deplete contaminant in the immobile 
domain, and by decreasing the storage period, which yields a shorter mass transfer 
duration for the higher concentration in the immobile domain entering the low-
concentration mobile domain. Essentially, the effective ways are to move the points 
inside the zero-RE are in Figure 6.3 vertically. In addition, if the concentration at the end 




Finally, Figure 6.3 also shows that a lower *mc  yields a larger zero-RE area. An aquifer 
with a fast mass transfer rate coefficient, i.e., a larger Ti, or a small immobile domain, 
i.e., a smallβ , is generally appropriate for ASR. Thus, for aquifers without mass transfer 
or with equilibrium (i.e., instantaneous) mass transfer, we can always have a positive RE. 
6.4.1.2 Effects of Mass Transfer Parameters 
Given the same ASR operational strategies, i.e., constant well flow rate q and phase 
durations (ti, ts and te), the RE is controlled by the mass transfer parameters, including 
capacity ratio β  and mass transfer timescale imτ , and the dispersivity Lα . According to 
the dimensionless groups, the effect of dispersivity is opposite to the well flow rate: a 
larger dispersivity yields a lower RE because more freshwater is contaminated due to 
enhanced mixing. In the following, we consider constant ASR operational parameters 
and dispersivity and examine the transferability of an ASR strategy to aquifers with 
different mass transfer parameters by varying β  and Ti  (Note Ti is controlled by imτ  for 
constant ti).  
With the same flow rate and dispersivity, the RE is ultimately controlled by the 
mobile concentration at the adjacent points to the well boundary at the end of the storage 
phase, described by Eq. (6.31). That is, a lower *mc  (Ti + Ts) yields a higher RE and a 
higher *mc  (Ti +Ts) a lower RE. Taking derivatives of Eq. (6.33) with respect to β  and Ti 









Figure 6.3 Concentration in the mobile domain after the storage phase for a single ASR 
cycle. Contour lines represent predefined concentration criteria. “+” indicates the 
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Thus, for constant mass transfer timescale, ),( 0
*
sim TTRc +
+  always increases with β , 
















critT                                                                                                            (6.36) 
and  
β∂
+∂ + ),( 0
*
sim TTRc > 0, if  criti TT <                                                                                 (6.37) 
β∂
+∂ + ),( 0
*
sim TTRc < 0, if  criti TT <                                                                                 (6.38) 
Thus, the changing pattern of ),( 0
*
sim TTRc +
+ with the mass transfer timescale or mass 





Figure 6.4 shows that critT  decreases with β and the concentration gradient 
nonmonotonically changes with Ti. Figure 6.4a identifies the specific cases shown in 
Figure 6.2. For β  = 0.5, critT  = 0.61. Thus, Figure 6.2 shows a decrease of RE from Ti = 
10 to Ti = 1 (negative concentration gradient in Figure 6.4b) and then an increase to Ti = 
0.1 (positive concentration gradient in Figure 6.4b). In fact, this non-monotonic behavior 
always occurs in the presence of mass transfer. Consider two limiting cases: one with an 
extremely high Ti and the other nearly 0. The high Ti represents a small mass transfer 
timescale or a very large mass transfer rate coefficient. Thus, the kinetic mass transfer 
process becomes equilibrium and the transport problem may be described by an 
advection-dispersion equation with a retardation factor. On the other hand, the low Ti 
case implies a large mass transfer  timescale or a very small transfer rate coefficient. In 
such cases, mass transfer may be neglected and the transport problem may be simplified 
into an advection-dispersion equation. Both limiting cases will yield high RE and critT  is 
the turning point between them. 
Figure 6.5 shows the concentration profiles for the cases with β  = 0.5 and different 
Ti at the same well flow rate and pumping durations. During the injection phase, the 
immobile domain serves as a contaminant source for all cases. However, immobile 
concentrations drop significantly for Ti = 10 due to fast mass transfer and remain high 
levels for Ti = 0.1due to slow mass transfer. During the storage phase, the mobile 
concentration rebounds as a result of mass transfer from the immobile domain with 








Figure 6.4 Critical timescale at different capacity ratio and sensitivity of concentration at 




 concentrations reach equilibrium for Ti = 10, while there remain small and significant 
concentration differences for Ti = 1 and Ti = 0.1, respectively. As a result of the 
equilibrium concentrations, the immobile domain always serves as a sink during the 
recovery phase for Ti = 10, which has positive impact on the RE. For Ti = 1, the 
immobile domain initially as a contaminant source and then as a sink after the plume 
front in the mobile domain passes. By contrast, the immobile domain mostly serves as a 
contaminant source near the pumping well for Ti = 0.1. However, such negative impact 
on the RE may not be significant because of slow mass transfer rates. That is, the overall 
effect on the RE is an integral result of both immobile domain functions and mass 
transfer rates. With the increase of Ti, the immobile domain transforms from a 
contaminant source to a sink, but the increased mass transfer rate may enhance the 
negative impact from the function as a contaminant sink. The critical value of Tcrit 
reflects a turning point when the immobile domain functions and mass transfer rate 
reach a certain balanced state. 
Inequalities (6.37) and (6.38) also provide very useful operational guidance for 
ASR systems. At a selected site with Ti > Tcrit, one may need to increase the injection 
duration significantly in order to achieve an improved RE. A slight increase may even 
result in a lower RE. Furthermore, Eq. (6.36) yields the range (0, ln 2) for Tcrit, which 
implies that if the injection duration satisfies ti > ln 2 imτ ( or ti > 0.6931 imτ ), increasing 
pumping duration is an effective approach for improving RE. ln 2 imτ  is known as the 







Figure 6.5 Concentration profiles during a single ASR cycle at different mass transfer 




 of its initial value by assuming first-order decay. Thus, increasing pumping period is 
effective when the period is greater than the half life of mass transfer. 
6.4.2 Multiple ASR Cycles 
Figure 6.6 shows a typical concentration history at the pumping well during 
multiple ASR cycles for specified parameters. For injection phases, the concentration 
remains zero as a result of freshwater flushing. During the first three ASR cycles, no 
water can be recovered because at the end of the storage phase the concentration is 
greater than the predefined standard due to mass transfer from the immobile domain. 
Thus, recovery phases during the first three cycles actually function as storage phases. 
From the fourth cycle, the mobile concentration drops below the standard at the end of 
the storage phase so that freshwater can be withdrawed from the pumping well until the 
concentration rises to the standard. The withdrawal period during the recovery phase 
increases with the ASR cycle, representing that the RE increases with the ASR cycle. 
The immobile domain functions as a contaminant source at the early ASR cycles, and 
gradually transforms into a contaminant sink during the recovery phase. In general, the 
RE of an ASR system improves with ASR cycles and a zero-RE ASR because multiple 
ASR cycles essentially increase the injection duration and total injected freshwater. Here, 
we are particularly interested in how many ASR cycles are necessary for such a 
transformation.  
To determine the number of needed ASR cycles for a system to transform from a 




Because no water can be extracted for an ASR system with a zero RE, the actual storage 
duration is actually the sum of the designed storage phase and recovery phase. By the 
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where * 1, −nmc  and 
*
1, −nimc are the mobile and immobile concentration during the (n - 1)th 
ASR cycle, and * 1,0 −nimc is the initial immobile concentration of the nth cycle. Thus, at the 




























        (6.41) 
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                                                                                                                                      (6.44) 
Figure 6.7 shows the areas with zero RE and non-zero RE delineated by the 
contourlines of the mobile concentration at the end of the storage phase of the nth cycle. 
The subplot of cycle 1 is identical to Figure 6.3. With the increase of ASR cycles, the 
area with zero RE, i.e., the area contained by the contourline of 0.1becomes smaller and 
more tested cases, "+" symbols, all outside of the area. At cycle 7, all the tested cases, 
expect the one with 10=β  and Ti = 0.1, should have non-zero RE at a large pumping 
rate. In addition, the area with zero RE shrinks with ASR cycles, but the shape of the 
contourlines remains similar, indicating that the effects of mass transfer and operational 
parameters on multiple ASR cycles may be similar to those identified in the single ASR 
cycle. Actually, taking derivatives of Eq. (6.43) with respect to n, β , and Ti, 
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terms of mass transfer timescale and injection duration. Figure 6.8 shows that the critical 
timescale decreases with ASR cycle and all cases with different β  approach a low value 
of 0.0405 according to our numerical solution. In addition, critT  is a monotonic, 
decreasing function of β at first cycle, a non-monotonic function at intermediate cycles, 
and a monotonic, increasing function at late cycles. 
Figure 6.9 shows the contoured areas for the required cycles to achieve a non-zero 
RE. For 1≤β , all the tested cases should expect a non-zero RE within two ASR cycles. 
For a large capacity ratio, i.e., 5=β and 10, more ASR cycles are required for slow 
mass transfer cases. In particular, the case with 10=β and Ti = 0.1 requires more than 
10 cycles. 
Figure 6.10 shows the numerically-simulated RE for 5=β  at a constant φ . For 
large mass transfer rate coefficients, i.e., Ti = 5 and 10, the first ASR cycle has a non-
zero RE. For Ti = 1, 0.5, and 0.1, it requires 2, 4, and 7 ASR cycles, respectively. The 
result is consistent to that shown by Figures 6.6, 6.7 and 6.9. 
6.5 Summary and Conclusion 
ASR is an effective strategy for sustainable management of water resources, but its 
efficiency may be limited by kinetic mass transfer caused by contaminant sorption and 
dual-domain behavior of subsurface media. A numerical model is developed for 
simulating ASR performance by combining the convergent and divergent dispersion 





















concentration history at the pumping well, simple relationships between mass transfer 
parameters and ASR operational parameters are derived for understanding ASR 
performance and improving its efficiency. Several practical and useful contour figures 
are generated based on such relationships for delineating the ranges of mass transfer 
parameters and the necessary ASR cycles that may yield effective and efficient ASR 
performance. The developed numerical model and analyzed results provide very useful 
and practical guidance for determining a potential ASR site with mass transfer 
limitations and optimizing ASR operations. The main conclusions that can drawn from 
the analysis are follows: 
1. Increasing well pumping rates may yield higher RE for a single ASR cycle. but 
usually does not transform an ASR system from zero RE to non-zero RE. 
2. RE decreases with the mass transfer capacity ratio, i.e., a large immobile domain 
or sorption capacity often undermines the ASR efficiency. 
3. The effect of mass transfer rate coefficients and the injection period on the ASR 
efficiency is not monotonic. A critical value, Ti, may be defined for both single and 
multiple ASR cases. When the injection period is greater than such a critical value, 
increasing injection period results in a higher RE. Contrarily, when the injection period 
is less than the critical value, increasing the injection period may even yield a lower RE. 
4. ASR efficiency improves with multiple ASR cycles and the required cycles for a 
zero-RE ASR in a single cycle to transform into a non-zero RE is derived as a function 






















5. The immobile domain may function as a contaminant source or sink or both 
during the recovery phase. In aquifers with large capacity ratio and slow mass transfer, 
the immobile domain may serve as a long-term contaminant source that causes negative 
impacts on ASR efficiency. By contrast, in aquifers with small capacity ratio and fast 
mass transfer, concentrations in the mobile and immobile domain may quickly reach 
equilibrium at the end of storage phase so that the immobile domain mostly serves as a 
contaminant sink, which improves the RE. With the increase of ASR cycles, the 
immobile domain will eventually transform from a contaminant source to a sink.  
Our primary analyses rely on the concentration history at the pumping well, which 
are based on the following assumptions: (1) steady-state flow in each phase and no 
transitional period between them; and (2) relative fast flow so that the concentration at 
the pumping well quickly drops to zero. Thus, although the proposed numerical model 
require homogeneous aquifers, the analyzed results, such as Figure 6.3, 6.7 and 6.9, may 















This thesis investigated the effects of kinetic mass transfer and aquifer stratification 
on mixing-zone development, respectively. In addition, recovery efficiency of aquifer 
storage and recovery in aquifers with kinetic mass transfer limitation has been studied. 
The main conclusions are given below: 
(1) Both the scaled-tank model and the field model show that the combination of 
the moving mixing zone and kinetic mass transfer may significantly enhance the extent 
of mixing and create a wider mixing zone than the models without kinetic mass transfer. 
In addition, sensitivity analyses indicate that a larger capacity ratio (immobile 
porosity/mobile porosity) of mass transfer leads to a wider mixing zone, and the 
maximum width of the mixing zone may be reached for a given capacity ratio when the 
mean retention timescale in the immobile domain (the reciprocal of mass transfer rate) 
and the period of water-level fluctuations are comparable 
(2) Mixing zone enhancement is mainly controlled by the unsynchronized behavior 
of concentration distributions in the mobile and immobile domain. Such behavior is 
maximized at the aquifer bottom when the retention time scale in the immobile domain 
is comparable to the period of freshwater level fluctuations, resulting in a thicker mixing 
zone.  Kinetic mass transfer may alter the time lag between periodic freshwater level 




contraction of the mixing zone. That is, the effect of mixing enhancement by kinetic 
mass transfer may be nonuniform in the mixing zone, and the mixing zone thickness 
may vary significantly within a period. By contrast, large dispersion coefficients may 
create thicker mixing zones, but may not cause such unsynchronized behavior and alter 
the time lags of different concentration contour lines. As a result, the mixing 
enhancement is rather uniform in the mixing zone.  The dynamics of mixing-zone 
development is sensitive to the flow velocity, which is influenced by the hydraulic 
conductivity, amplitude of the freshwater level fluctuations, and the capacity ratio of 
kinetic mass transfer.  
(3) Both numerical and laboratory experiment results showed that under steady-
state conditions, mixing is significantly enhanced in a layer with a lower hydraulic 
conductivity when it lies above a layer with a higher hydraulic conductivity. The 
increased mixing-zone width is primarily the result of refraction of recirculated saltwater 
and recharged fresh groundwater. Under transient conditions created by tidal activities, 
the mixing zone only slightly changes compared with the steady-sate case. However, 
mixing-zone development is significantly influenced by long-term freshwater level 
fluctuations, which may create the movement of the mixing zone. Furthermore, aquifer 
stratification may lead to unsynchronized movement of the mixing zone in different 
layers. In cases where a preferential-flow lies above a low-permeable layer, the 





(4) By analyzing the concentration history at the pumping well, we obtain simple 
and effective relationships for investigating ASR efficiency under various mass transfer 
parameters, including capacity ratio and mass transfer timescale, and operational 
parameters, including injection durations and well pumping rates. Based on such 
relationships, one can conveniently determine whether a site with mass transfer 
limitations is appropriate or not for ASR and how many ASR cycles are required for 
achieving a positive RE. Results indicate that the immobile domain may function as a 
contaminant source or sink or both during the recovery phase, and RE usually improves 
with well flow rate, the decrease of capacity ratio, and the ASR cycles. However, RE is 
a non-monotonic function of the mass transfer timescale and the injection duration. A 
critical timescale is given for quantifying this non-monotonic behavior. When the 
injection period is greater than such a critical value, increasing the injection period 
results in a higher RE. By contrast, when the injection period is less than the critical 
















8.1 Limitations of the Studies 
When studying the coupled effects of kinetic mass transfer and seasonal freshwater 
level fluctuations on the mixing-zone development, a first-order dual domain mass 
transfer model is used to describe mass transport behavior. The main reason for us to 
choose this model is due to its simplicity. In fact, there are several other mass transfer 
models available such as multi-rate mass transfer model, which accounts for 
heterogeneous mass transfer processes. It is more likely that a variety of rate-limited 
mass transfer processes occur in heterogeneous media due to both diffusion and slow 
advection. On the other hand, the model presented in this topic did not consider 
heterogeneities of hydraulic properties. Later studies have shown that layered 
heterogeneity may bring significant impacts on the profile of the mixing zone. 
Furthermore, a triangular, periodic function is defined to describe seasonal freshwater 
level fluctuations. In reality, fluctuations of freshwater level may be more complicated 
than a single function. Finally, when considering seasonal freshwater level fluctuations, 
tidal and wave activities are neglected in our study, which may bring some slight effects 
on the mixing-zone development. 
When investigating aquifer stratification effects on the mixing-zone development, 




aquifer may be more complex than those assumed. Moreover, when we study aquifer 
stratification, other effects such as mass transfer are not considered.  
There are also some limitations in the topic of ASR. Firstly, regional groundwater 
gradient is not considered in the study, which may result in an asymmetric freshwater 
cone and affect the recovery efficient of an ASR system [Ward et al., 2009]. Secondly, 
fluctuations of the freshwater level are neglected. Furthermore, density effects are not 
considered in the study. The coupled effects of density and kinetic mass transfer will be 
investigated in the future research. Finally, as indicated above, only a simple first order 
dual-domain mass transfer model is employed due to simplicity. 
8.2 Implications of the Studies 
Our studies have shown that kinetic mass transfer may widen a moving mixing 
zone. This finding expands our understanding of wide mixing zones found in coastal 
aquifers.  Wide mixing zone may affect the impact area during seawater intrusion and 
also saltwater upcoming process of a pumping well. Furthermore, wide mixing zone 
reflects the variation of components of submarine groundwater discharge. Most 
importantly, a wide mixing zone may have significant impacts on coastal geochemical 
transport processes.  On the other hand, a time lag is found between freshwater level 
fluctuations and mixing zone fluctuations. This time lag is found to be three months for 
no mass transfer case, which is exactly the same as the time lag between freshwater 
recharge and the fluctuations of SGD components. However, mass transfer effects may 




Therefore, it is expected that mass transfer effects may change the time lag between 
freshwater recharge and the fluctuations of SGD components. 
Our studies also have indicated that aquifer stratification may lead to a wide mixing 
zone under both steady state and transient flow conditions. Specifically, the results have 
demonstrated that wide steady-state mixing zone can be resulted by flow refraction from 
a lower K layer into a higher K. However, the refraction law equation can not be applied 
to the variable density systems. The topic of flow refraction in coastal aquifers is worthy 
of further study. The presence of aquifer stratification would alter the timescales of both 
freshwater discharge and salt recirculation, and thus SGD components. Furthermore, 
aquifer stratification may significantly change the land-induced contaminant transport 
processes in coastal aquifers. On the other hand, a wide mixing zone can be developed in 
a stratified aquifer under transient flow conditions due to unsynchronized movement of 
mixing zones in different layers. In addition, even if the system is affected by an 
instantaneous fluctuation of freshwater level, it will need a long period to reproduce the 
steady state condition. Therefore, transient flow conditions may not be easily neglected 
in the future studies.  
The study results of ASR have demonstrated that mass transfer may have 
significant impacts on the RE. Some parameter combination will yield a zero RE and 
other a non-zero RE. Therefore, when an ASR system is installed in an aquifer with 
significant mass transfer effects, our results can be used to first evaluate zero or non-zero 
RE of the ASR system. Also, the results can be employed to find the number of the ASR 










Mixing in coastal subsurface environments has significant impacts on various flow 
and transport processes. Despite substantial past studies, many specific problems related 
to mixing in coastal hydrogeologic systems still remain unresolved. In the future, further 
investigations are needed to address mixing problems including both physical and 
geochemical aspects by using analytical, numerical and experimental methods.  
The mixing problems existing in coastal aquifer systems are involved in various 
problems, such as mixing-zone development, submarine groundwater discharge, aquifer 
storage and recovery, saltwater upcoming, and contaminant transport. These practical 
problems are affected by site-specific hydrogeologic parameters and anthropogenic 
activities. Seasonal freshwater level fluctuations, aquifer stratification and kinetic mass 
transfer effects, among others, are worthy of further study in the future research, as they 
have been found to be significantly affect the flow and transport in coastal aquifers. The 
specific future research topics are detailed below: 
9.1 Mixing-Zone Development 
a. The mechanisms response for wide mixing zones in coastal aquifers are complex, 
which are still worthy further study. We have used numerical simulations to show the 
effects of kinetic mass transfer on a moving mixing zone. The subsequent work is to use 
the laboratory experimental method to visualize this effect on the mixing zone. To 
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produce the kinetic mass transfer effects, dye with some sorption on the sands will be 
chosen. So far, we have conducted a preliminary experiment for the mixing zone under 
coupled effects of mass transfer and transient flow condition (See Figure 9.1).  
b. We also have shown by numerical methods that transient flow may have 
significant effects on a mixing zone in a stratified aquifer due to unsynchronized 
movement of the mixing zones in different layers. Therefore, the laboratory 
experimental method will also be used to visualize the mixing zone in a stratified aquifer 
under transient flow conditions. In addition, I will study how the magnitude of stratified 
heterogeneity affects the transport processes.  
c. Previous studies have shown that random heterogeneity only develop an irregular 
steady-state mixing zone. I will investigate effects of random heterogeneity on a moving 
mixing zone. It is expected that the mixing zone can also be widened. Particularly, 
connected field of high or low hydraulic conductivity is of great interest in the future 
studies. 
9.2 SGD 
SGD has been recently regarded as an important process that controls coastal 
subsurface biological and ecological environments. Our studies have shown that mass 
transfer, aquifer stratification, and long-term freshwater level fluctuations would bring 
significant effects on the mixing-zone development. Therefore, these factors may further 














a. Numerical simulations will be conducted to investigate effects of kinetic mass 
transfer and transient flow conditions on the SGD. Particular interests are the time lag 
between freshwater level fluctuation, mixing-zone fluctuation, and SGD fluctuation. 
b. Another interest topic is the effects of aquifer stratification on SGD. We have 
observed the significant effects of aquifer stratification on the recirculated streamlines, 
which indicates that aquifer stratification would  affect the constituent of SGD. 
c. One important constituent of SGD is freshwater discharge. I will use laboratory 
experimental method to visualize freshwater discharge. Particularly, I will also conduct 
some experiments to visualize the streamline refraction in the stratified media.  
9.3 ASR 
a. We have studied the effects of mass transfer on recovery efficiency of ASR. 
Future research will investigate the coupled effects of mass transfer and density effects 
on recovery efficiency of ASR. 
b. To enhance recovery efficiency of ASR, I will present some strategies. For 
example, the injection of freshwater is considered to be in a fully penetrated well, while 
the recovery only occurs in a half penetrated well.  
c. During the aquifer recharge, some chemical species in recharged water may react 
with some species in background water. The hydrogeochemical processes in the process 
of aquifer recharge will be investigated later. 
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9.4 Saltwater Upconing 
The existence of fresh groundwater overlaying saltwater in groundwater systems is 
found in many inland aquifers as well as in most coastal aquifers. The utilization of 
freshwater resources in those regions is therefore highly constrained by the presence of 
saltwater upconing (Figure 9.2), which may occur when a pumping well is installed in 
freshwater zone that is underlain by layers containing saltwater. The studies of saltwater 
upconing, including analytical, experimental, and numerical methods, have continued 
for several decades.  
a. To the best of my knowledge, however, there is no systematic study reported 
about the permeability effects on saltwater upconing. This research is proposed to 
explore systematic k heterogeneity effects on maximum fresh groundwater pumping 
duration in the presence of saltwater upconing problems.  For this purpose, we will 
generate various permutations of two-dimensional numerical models of subsurface 
porous media: homogenous, random, homogeneous with an impermeable lens (Figure 
9.3), and isotropically/anisotropically correlated k fields. For heterogeneous cases, we 
will use a sequential Gaussian simulation technique to generate ten realizations in each 
model permutation. One objective is to study the effects of aquifer heterogeneity (i.e. 
variance) on the maximum pumping duration, compared with the homogeneous case. 
For the aquifer with an impermeable lens below the pumping well, maximum fresh 
groundwater pumping duration is expected to be highly increased. For this scenario, the 





























Figure 9.2 Pumping-well induced saltwater upconing.  
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length of the lens (x) will be conducted, respectively. I am also interested in 
visualization of this upconing process by using a tank experiment.  
b. I also plan to study the effects of kinetic mass transfer on the maximum pumping 
rate and saltwater upconing process, as kinetic mass transfer always occurs in subsurface 
environments. 
9.5 Contaminant Transport in Coastal Aquifers 
Land-induced contaminants may have large density and load into coastal aquifers. 
In coastal aquifers, the transport of contaminant may affected by various effects such as  
tidal activities, seasonal freshwater level fluctuations, aquifer heterogeneity, and so on.  
a. I will investigate the effects of long-term freshwater level fluctuations vs. short-
term tidal activities on the contaminant transport process. 
b. Aquifers in reality are not homogenous. Spatial heterogeneity in hydraulic 
conductivity affects fluid flow and solute transport through porous media. I will use both 
numerical and experimental methods to show how layered heterogeneity affects the 
transport of dense contaminants in coastal aquifers. 
c. In addition, contaminants transport in coastal aquifer may accompany some 
geochemical reactions. These reactive geochemical transport processes may dramatically 
affect coastal biological and ecological environments. In my future study, I will 
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investigate the transport processes of some typical contaminants and nutrition. 
Particularly, some field studies are expected to conduct to validate theoretical  findings. 
9.6 Maximum Pumping Rate for Multiwells in Coastal Aquifers 
Based on the sharp interface assumption and potential theory, we have compared 
the analytical solutions for estimating maximum pumping rate for a well in coastal 
aquifer (the study is not included in this thesis). In that study, only a single well is 
considered. However, there may be several pumping wells located in coastal aquifers. 
One of the key problems of interest is that how to estimate total maximum pumping rate 
for these wells without seawater intrusion into any well. I will consider some 
optimization techniques such as genetic algorithm (GA) and artificial neural network 
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