ABSTRACT
INTRODUCTION
Mobile ad-hoc network (MANET) is a network without infrastructure; it consists of a group of wireless mobile nodes that can communicate with each other wirelessly. A mobile node X in MANET can communicate directly only with the nodes inside a virtual sphere centered at X of radius R (the transmission range). To communicate with nodes outside its transmission range, multi-hop routing is used utilizing intermediate communicating nodes. Since mobile ad-hoc networks may change their topology frequently and because of the resource constraints, routing in such networks is difficult. Numerous routing algorithms for MANET have been proposed to address the multi-hop routing problem.
In general, Ad hoc routing algorithms can be classified in two basic types: static routing and online routing. Static routing algorithms use a predefined route among the network hosts using the information about the virtual links in the network (Basagni, Chlamtac, Syrotiuk, & Woodward, 1998; Choi & Das, 2002; Johnson & Malts, 1996; Perkins & Royer, 1999) .
Online routing algorithms use the nodes (source, destination, and neighbors) geometric locations to forward the packets in the direction of the destination (Mauve, Widmer, & Hartenstein, 2001; Takagi & Kleinrock, 1984; Barriere, Fraigniaud, Narayanan, & Opatrny, 2003; Kranakis, Singh, & Urrutia, 1999; Fin, 1987; Abdallah, Fevens, Opatrny, & Stojmenovic, 2010; Abdallah, Fevens, & Opatrny, 2008; Giordano, Stojmenovic, & Blazevic, 2003; Bose, Morin, Stojmenovic, & Urrutia, 2001; Bose & Morin, 1999; Fevens, Abdallah, & Bennani, 2005) . In Greedy routing (Chvatal, 1979; Johnson, 1974; Slavik, 1996) , a node forwards the packet to one of its neighbors that minimize the Euclidean distance to the destination. Directional routing (Kranakis et al., 1999) , the current node forwards the packet to one of the neighbors that minimize the angle between current node, next node, and destination. Clearly, Greedy and directional routing fail to deliver the packet at local minimum (when there is no way to progress any more). The problem has been solved in 2D, using what is called perimeter routing or face routing (Bose et al., 2001; Karp & Kung, 2000; Frey & Stojmenovic, 2006; Bose & Morin, 1999) . Perimeter routing can be explained as follows:
1. Nodes locally use their geometric locations to extract a planar sub-graph i.e. Gabriel graph (GG) (Gabriel & Sokal, 1969) or Relative Neighborhood Graph (RNG) (Jaromczyk & Toussaint, 1992) ; 2. Perimeter routing traverses in a counter clockwise the faces of GG that cross the virtual line between the source and the destination; 3. The algorithm switches between faces, when the packet reaches an edge that crosses the virtual line between the source and the destination at a point closer to the destination than any previously known intersection point. It has been proved that perimeter routing has a guaranteed packet delivery.
To narrow down the search space for a route, many routing algorithms divides the nodes into clusters and uses only clusters heads in the routing algorithms. A connected dominating set of a graph subset of nodes such that each node in the graph is either in the subset or adjacent to at least one node in that subset. The routing algorithms that use clusters only allow nodes of the connected dominating set (dominators) to act as routers; all other nodes communicate via a neighbor in the dominating set. The efficiency of such routing algorithms depends largely on the process of finding these cluster heads and the size of the corresponding connected dominating set. Due to the nature of ad hoc network, Algorithms to construct cluster head should be local, where each node of the network only uses information obtained uniquely from the nodes located no more than a constant (independent of the size of the network) number of hops from it. Abdallah et al. (Abdallah, Fevens, & Opatrny, 2010 ; E.E. Abdallah A.E. Abdallah A. AlKhasawneh & Alsarhan, 2013), Alzoubi et al. (Alzoubi, Wan, & Frieder, 2002a , 2002b Alzoubi, Li, Wang, Wan, & Frieder, 2003) , Das et al. (Das & Bharghavan, 1997) , Wu et al. (Wu, Dai, Gao, & Stojmenovic, 2002 ), Wu Li (Wu & Li, 2001 proposed an interesting algorithms to construct connected dominating sets.
Many of the online routing algorithms are widely used in 2D MANETs, but their performance on MANETs embedded in 3D space is not acceptable (Y. Wang, 2012) . In this paper we propose four 3D online routing algorithms. Cylinder routing, in this algorithm the nodes are locally projected on the inner surface of a cylinder and then Perimeter routing is executed. The second algorithm is called Greedy-Cylinder; it starts with 3D greedy routing algorithm until a local minimum is reached. The algorithm then switches to Cylinder routing. The third algorithm, Cluster-Cylinder, elects a dominating set for all nodes and then uses the generated dominating set to be projected on the inner surface of cylinder. Then Perimeter routing is performed. The fourth algorithm, Greedy-cluster-Cylinder, is a combination between Greedy-Cylinder and Cluster-Cylinder, where 3D greedy routing algorithm is executed until a local minimum is reached, and then Cluster-Cylinder routing algorithm starts from the local minimum as a source for routing.
The rest of the paper is organized as follows: In Section 2, we briefly present the network model and clustering algorithms. A cylinder projection algorithm needed in our protocols is described in the same section. In Section 3, we introduce our new local routing algorithms. In Section 4 we present experimental results to demonstrate the much improved performance of the proposed method in comparison with existing techniques. We conclude in Section 5.
PRELIMINARIES

The Communication Network Model
In the following we define the network model. Consider a set of wireless mobile hosts in 3D space. The transmission range of each network host is represented as a sphere volume of radius R, where R is the maximum transmission range. A unit ball graph (UBG) is widely used to represent the network. In UBG, two nodes (u; v) are connected by an edge if u is inside the sphere centered at v.
Given a UBG, the problem of online routing is to find a path in UBG from any node to any other node. At each host of the path, the choice of the next host is based on the local information of the geometric locations of the source and the destination. Evaluating the new algorithms are done through the delivery rate (the percentage of times that each algorithm succeeds in delivering its packet) and the path dilation (the average ratio of the length of the path returned by the algorithm to the length of the shortest path in the UBG).
Related Clustering Algorithms
• Alzoubi algorithm (Alzoubi et al., 2002a (Alzoubi et al., , 2002b : Distributed algorithm to construct a connected dominating set; in this algorithm if the node unique ID is minimum among its neighbors, it adds itself to the dominating set and removes all its neighbors from the consideration of the set members. This process is repeated at each node, such that the resulting set is a non-connected dominating set. The nodes in the resulting set use local topology information for a node, up to 3 hops away, to add gateway nodes to the set until the set becomes a connected dominating set. The main disadvantage of this algorithm is the construction time of the independent set which can be proportional to the number of nodes; Distributed algorithm to construct a connected dominating set in 3D environment ; in this algorithm each node determine its class number and its neighbors class number using a virtual space tiling system. A node x is considered in the dominating set if (a) x is of class 1 (tile id = 1) and closest to the center of its tile. (b) x of class other than 1, closest to the center of its tile and some nodes in the same tile have no neighbors of lower class number.
(c) x is of class other than 1, closest to the center of its tile, no nodes in the same tile without neighbors of lower class id, and x is not dominated by a neighbor of lower class id. The nodes in the resulting set use local topology information for a node, up to 3 hops away, to add gateway nodes to the set until the set becomes a connected dominating set.
Cylinder Projection
Here, we define our algorithm to project 3D UBG on the inner surface of a cylinder. The algorithm starts by translating all nodes to make the source node s on the origin (This can be done locally). Then a rotation around x axis followed by a rotation around y axis is done for all nodes as well. After this step, the source position will be located at the location (0, 0, 0) and the destination node will be located at z axis ( 
. Projection procedure: (a) The original nodes in 3D plane, (b) The nodes after the translation (Note: This can be done locally), (c) The nodes after two rotations
where r is the radius of the cylinder reference; φ and λ are given in radians; λ 0 is the central meridian of the projection; e = 2.7182818, the base of the natural logarithms. Obviously, we can project the nodes on the surface of a cylinder as follows, see Figure 2: 1. The z axis of the point will be the height of the projected point on the inner surface of the cylinder; 2. The angle between the x-axis of the point and the y-axis of the point gives the length of the curve on the projected surface; 3. The source and destination are projected on to the x-axis of the cylinder.
PROPOSED ROUTING ALGORITHMS
In this section we assume that the current node is c, the source node is s and the destination node is d.
Cylinder Routing
From the cylinder projection algorithm described in Section 2.3, its clear that using a constant number of arithmetic operations each host can define locally its' own new 2D position, its neighbors new positions, and the new position of the destination node. Perimeter routing is performed after that. The projected tree is shown in Figure 3 ; Algorithm 1 describes the Cylinder routing algorithm. Projection cylinder routing improved the delivery rates but the path dilation is increased dramatically, see Figure 5 and Figure 6 .
Greedy-Cylinder Routing
Our local algorithm to solve the problem of the high path dilation from algorithm 1 is to use the advantage of greedy routing, it starts by using greedy routing until the progress is impossible (reach local minimum). The algorithm then switches to Cylinder routing. Algorithm 2 describes the Greedy-Cylinder routing algorithm. 
Cluster-Cylinder
Our third local algorithm tries to improve the efficiency of the previous two algorithms by reducing the number of crossing edges of the projected graph, the algorithm starts by applying a local algorithm (Alzoubi et al., 2002a (Alzoubi et al., , 2002b to extract a connected dominating set, the resulted backbone graph is then projected using our projection algorithm in Section 2.3. Perimeter routing is performed after that. Figure 4 shows the backbone tree is projected on the inner surface of a cylinder; Algorithm 3 describes in details the Cluster-Cylinder routing algorithm.
Greedy-Cluster Cylinder
Our fourth local algorithm tries to improve the efficiency by using the advantage of greedy algorithm to progress towers the destination as much as possible, if the algorithm fails to deliver the packet to the destination because of a local minimum (the progress is impossible), the algorithm applies a local algorithm (Alzoubi et al., 2002a (Alzoubi et al., , 2002b to extract a connected dominating set, the resulted backbone graph is then projected using our projection algorithm in Section 2.3, Perimeter routing is performed after that. Figure 4 shows how the backbone tree is projected on the inner surface of a cylinder. Algorithm 4 describes the Cluster-Cylinder routing algorithm.
SIMULATION RESULTS
In this section we describe our simulation environment, demonstrate and interpret the results, and compare the new algorithms with previous published online routing algorithms.
Simulation Environment
In the simulation experiments, 100 nodes are randomly generated in a cube of side length 100. The maximum transmission radius of each host is set to 25. We first calculate all connected components in the graph. Then select the largest connected component to perform the routing algorithms. The source and destination nodes are then randomly picked from the largest connected component. It is suggested in (Kuhn, Wattenhofer, & Zollinger, 2003) to consider Algorithm 2. Greedy-cylinder routing simulations with node density per unit disk of around 5 in 2D environment. This would correspond to the graph with average node degrees of around 4. To compute the packet delivery rate, this process is repeated with 100 random graphs and the percentage of successful delivers is determined. To compute the average packet delivery rate, the packet delivery rate is determined 100 times and an average is reported. Additionally, out of the 10000 runs used to compute the average packet delivery rate, the path dilation is computed.
Observed Result
We present a comparison between different algorithms in terms of packet delivery rate and path dilation in Figure 5 and Figure 6 . It is immediately evident form the result given in Figure 5 that Greedy and Compass have the lowest delivery rate less than 65% which yields the low path dilation because the packets that fail to arrive to the destination is not counted in the path dilation. The delivery rate of our new algorithm Cylinder routing jumps to 80%, but this algorithm has by far the worst path dilation (around 8) due to the huge number of crossing edges which increase the probability for perimeter routing to enter an infinite loop. Our third algorithm Cluster-Cylinder has increased the delivery rate to around (91%) and decreased the path dilation to around 5.4, this is expected due to the projection of a sub graph of the original UBG which means less number of crossing edges and less chance to enter infinite loop, thus increase of delivery rate and decrease of path dilation. The Greedy-Cylinder has the second best delivery rate and the second best path dilation, the increase of delivery rate comes from using Cylinder routing for the situations where greedy algorithms fails to deliver some packets. Around 62% already succeed to deliver the packet using greedy algorithm which means take the advantage of low path dilation for more than 62% of the running source-destination pairs. Clearly from Figure 5 and Figure 6 that our forth algorithm Greedy-Cluster-Cylinder has the best delivery rate and the best path dilation out of all tested algorithms. The delivery rate increase to 98.2% and the path dilation dropped to 2.33. The high delivery rate can be explained as follows: we used the advantage of greedy algorithm to deliver around 62% of the source-destination pairs; we used the advantage of perimeter routing on a sub graph of UBG to get lower crossing edges, hence higher chance for packet delivery. On the other hand as expected, using greedy algorithm as much as possible and after that using cylinder routing on cluster heads drops down the path dilation dramatically.
CONCLUSION
In this paper we propose four new online routing algorithms for routing in 3D ad-hoc networks, based on the idea of projecting 3D nodes on the inner surface of cylinder. In Cylinder Algorithm 3. Cluster-cylinder routing routing, the nodes are locally projected on the inner surface of a cylinder, perimeter routing is then executed. Greedy-Cylinder starts with Greedy routing algorithm until a local minimum is reached. The algorithm then switches to Cylinder routing. Cluster-Cylinder elects a dominating set for all nodes and then uses this set for projection and routing, the fourth algorithm Greedy-cluster-Cylinder is a combination between Greedy-Cylinder and Cluster-Cylinder. Simulation results demonstrate that our new algorithms yield a definite improvement over greedy algorithm in terms of deliver rate and path dilation.
