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I. MOTIVATION K NOWLEDGE discovery from texts (KDTs) involves discovering interesting unseen patterns in text databases [1] , [2] . Establishing which kind of knowledge should be acquired and how its novelty and interestingness should be evaluated is still a matter of research. The metrics commonly used come from data mining (DM) or knowledge discovery in databases (KDDs) techniques [3] - [5] and were developed for structured databases. However, they cannot be immediately applied to text data.
Despite the large amount of research over the last few years, only few research efforts worldwide have realized the need for high-level representations (i.e., not just keywords), for taking advantage of linguistic knowledge and for the specific purpose of producing and assessing the unseen knowledge. The rest of the effort has concentrated on doing text mining from an information retrieval (IR) perspective and so both representation (keyword based) and data analysis are restricted.
The most sophisticated approaches to text mining or KDT are characterized by an intensive use of external electronic resources including ontologies, thesauri, etc., which highly restricts the application of the unseen patterns to be discovered and their domain independence. In addition, the systems so produced have few metrics (or none at all) which allow them to establish whether the patterns are interesting and novel.
These issues suggest that a number of important features must be dealt with in order to come up with effective KDT.
• Simple and easy-to-interpret deeper representation for text documents: because of efficiency and complexity, full representation for natural language text is not usually possible. On the other hand, keyword-based text mining lacks key information and it is insufficient for providing informative and meaningful relationships.
• Global discovery by "linking" knowledge from different sources (documents) without restriction to some set of predefined patterns.
• Explanatory knowledge rather than numerical associations: traditional associations from KDDs do not help a person to understand the origin of a relationship.
• Assessment of the quality of the unseen knowledge in terms of novelty, interestingness, etc., so as to prove its effectiveness. In this context, genetic algorithms (GAs) have several promising advantages over the usual learning/analysis methods employed in KDT: the ability to perform global search (traditional approaches deal with predefined patterns and restricted scope), the exploration of solutions in parallel, the robustness to cope with noisy and missing data (something critical in dealing with text information as partial text analysis techniques may lead to imprecise outcome data), and the ability to assess the goodness of the solutions as they are produced.
In this paper, we propose a new model for KDT which brings together the benefits of shallow text processing and GAs to produce effective novel knowledge. In particular, the approach integrates information extraction (IE) technology and a multiobjective GA. It aims at extracting key underlying linguistic knowledge from text documents (i.e., rhetorical and semantic information) and then hypothesizing and assessing interesting and unseen explanatory knowledge. Unlike other approaches to KDT, we do not use additional electronic resources or domain knowledge beyond the text database. Therefore, the model is domain-independent even though it is genre-based so as to take advantage of the documents' structure.
The task we are addressing can be stated as follows: assume we have been given a corpus of documents in some domain, for instance, biology, and we have been asked to discover interesting and unseen relationships between concepts such as 1089-778X/03$17.00 © 2003 IEEE vaccine ax-1 and allergic reactions. Rather than discovering numerical associations between them or performing some other kind of analysis (e.g., co-occurrences, trends, support, etc.), we would like the model to discover novel explanatory hypotheses across the whole corpus by combining units of local knowledge from the different documents. The approach is capable of producing that explanatory pattern in terms of premises and consequences in rules, which look like:
If the goal is to develop the vaccine ax-1... and immunogical techniques ... have been used... Then, it is likely that as a result, the vaccine … has an effect ... on the allergic reactions… The above kind of hypothesis involves putting together knowledge at the semantic and rhetorical level, from different sources and connecting it in such a way that the GA considers interesting, novel and/or worth exploring by using a set of key evaluation criteria.
Because of the difficulties in handling text data, their representation and the problem of producing and assessing this sort of new knowledge, our model aims at developing specialized techniques and strategies to deal with text-based discovery in a generic way.
The rest of the paper is organized as follows: Section II describes the main approaches to KDT and how they have tackled the different issues. Section III presents our approach to KDT using evolutionary techniques, along with issues regarding representation, hypotheses discovery, and automatic evaluation. Section IV describes the experiments carried out with expert humans to assess the outcome along with the analysis of the results obtained. Finally, the conclusions and further research are highlighted.
II. RELATED WORK
KDT is an emerging technology for analyzing large collections of unstructured documents for the purposes of extracting interesting and novel knowledge (i.e., relations, associations). It can be seen as a leap from DM or KDD [3] , [4] , [6] .
Traditional approaches to KDT share many characteristics with classical DM but they also differ in many ways: many classical DM algorithms [4] , [7] are irrelevant or ill suited for textual applications as they rely on the structuring of data and the availability of large amounts of structured information [1] , [2] , [8] . Many KDT techniques inherit traditional DM methods and keyword-based representation, which are insufficient to cope with the rich information contained in natural-language text. In addition, it is still unclear how to rate the novelty and/or interestingness of the knowledge discovered from texts.
Some people suggest that inadequacy and failure to report novel results is likely because of the confusion between finding/ accessing information in texts (i.e., using IR and data analysis techniques) and text mining: the goal of information access is to help users find documents that satisfy their information needs, whereas KDT aims at discovering or deriving novel information from texts, finding patterns across the documents [9] . Here, two main approaches can be distinguished: those based on bag-ofwords (BOWs) representations, and those based on more structured representations and, therefore, the data analysis.
A. BOWs Based Approaches
Some of the early work on TM came from the IR community, hence, the assumption of text represented as a BOWs, and then to be processed via classical DM methods [1] , [8] . Since there is additional information beyond these keywords and issues such as their order do not matter in a BOW approach, it will usually be referred to as nonstructured representation.
Once the initial information (i.e., terms, keywords) has been extracted, KDD operations can be carried out to discover unseen patterns. Representative methods in this context have included regular associations [1] , [4] , concept hierarchies [10] , full text mining [8] , clustering, and self-organizing maps [11] .
Most of these approaches work in a very limited way because they rely on surface information extracted from the texts, and on its statistical analysis. As a consequence, key underlying linguistic information is lost. The systems may be able to detect relations or associations between items, but they cannot provide any description of what those relations are. At this stage, it is the user's responsibility to look for the documents involved with those concepts and relations to find the answers. Thus, the relations are just a "clue" that there is something interesting but which needs to be manually verified.
B. High-Level Representation Approaches
Another main stream in KDT involves using more structured or higher level representations to perform deeper analysis so to discover more sophisticated novel/interesting knowledge. Although, in general, the different approaches have been concerned with either performing exploratory analysis for hypothesis formation, or finding new connections/relations between previously analyzed natural language knowledge, it has also involved using term-level knowledge for other purposes than just statistical analysis [12] .
Some early research by Swanson on the titles of articles stored in MEDLINE used an augmented low-level representation (the words in the titles) and exploratory data analysis to discover hidden connections [13] leading to very promising and interesting results in terms of answering questions for which the answer was not currently known. He showed how chains of causal implication within the medical literature (in the titles of the documents) can lead to hypotheses for causes of rare diseases, some of which have received scientific supporting evidence.
Other approaches using IE which inherited some of Swanson's ideas to derive new patterns from a combination of text fragments, have also been successful. Essentially, IE is a natural-language (NL) technology which analyzes an input NL document in a shallow way by using defined patterns along with mechanisms to resolve implicit discourse-level information (i.e., anaphora, coreference, etc.) to match important information from the texts. As a result, an IE task produces an intermediate representation called "templates," in which information relevant has been recognized, for example: names, events, entities, etc., or high-level linguistic entities: noun phrases, etc.
Using IE techniques and electronic linguistic resources, Hearst [2] , [7] , [14] proposes a domain-independent method for the automatic discovery of WordNet-style lexicosemantic relations by searching for corresponding lexicosyntactical patterns in unrestricted text collections. This technique is meant to be useful as an automated or semiautomated aid for lexicographers and builders of domain-dependent knowledge bases. Also, it does not require an additional knowledge base or specific interpretation procedures in order to propose new instances of WordNet relations [15] . Once the basic relations (i.e., hyponyms, hypernyms, etc.) are obtained, they are used to find common links with other "similar" concepts in WordNet [15] and so to discover new semantic links [2] , [14] . However, there are tasks which need to performed by hand such as deciding on a lexical relation that is of interest (i.e., hyponym) and a list of word pairs from WordNet this relation is known to hold between.
One of the main advantages of this method is its low cost for augmenting the structure of WordNet and its simplicity of relations. However, it also has some drawbacks including its dependence on the structure of a general-purpose ontology which prevents it from reasoning about specific terminology/concepts, the restricted set of defined semantic relations (i.e., only relations contained in WordNet are dealt with), its dependence on WordNet's terms (i.e., what if there are specific terms in some domain?), the kind of inference enabled (i.e., it is only possible to produce direct links; what about if we wish to relate different terms for which there does not exist (apparently) some relationship?), etc.
A natural further important step would be using knowledge base such as WordNet to support text inference to extract relevant, unstated information from the text. Harabagiu and Moldovan [16] address this issue by using WordNet as a commonsense knowledge base and designing relation-driven inference mechanisms which look for common semantic paths in order to draw conclusions. One outstanding feature of their method is that from these generated inferences, it is easy to ask for unknown relations between concepts. This has been proved to be extremely useful in the context of question-answering systems. However, the approach lacks the assessment of both plausibility and goodness: to what extent are the facts we are discovering interesting and novel? Although the method exhibits understanding capabilities, the commonsense facts discovered have not been demonstrated to be novel and interesting from a KDD viewpoint.
Mooney and colleagues [17] , [18] have also attempted to bring together general ontologies, IE technology, and traditional machine learning methods to mine interesting patterns. Unlike previous approaches, Mooney deals with a different kind of knowledge, e.g., prediction rules. In addition, an explicit measure of novelty of the mined rules is proposed by establishing semantic distances between rules' antecedents and consequents using the underlying organization of WordNet. Novelty is then defined as the average (semantic) distance between the words in a rule's antecedent and consequent. A key problem with this is that the method depends highly on WordNet's organization and idiosyncratic features. As a consequence, since a lot of information extracted from the documents are not included in WordNet the predicted rules will lead to misleading decisions on their novelty.
C. GAs in KDT
Evolutionary computation has already been used in general DM [19] - [23] . For KDT, however, the application of GAs is a recent research topic in which, with some isolated exceptions such as [24] on text classification and, more recently, [25] on semantic relation extraction, no other research efforts are under way. Some of the drawbacks in traditional GA-based knowledge discovery which make necessary to encourage the design of specific-purpose operations to deal with text data include the following.
• Data are traditionally based on a binary representation in which discrete information is assumed (even in continuous data, range representations are possible) and so the operations involve "modifying" bits without concern for any underlying semantics. In dealing with text data, representing the linguistic knowledge is an important issue in which traditional binary coding is insufficient, and so new representation schemes should be investigated.
• While there is agreement about representing the hypotheses in a rule-like form (i.e., antecedent-consequent), most of the tasks addressed concern classification or prediction. This assumes that a sort of "database" (i.e., training examples or a real data repository) is available and the information is precise, discrete, and complete. In dealing with information/knowledge extracted from texts, this is not plausible.
• Operations involving generalization/specialization which are a core issue in knowledge discovery, deal with modifications in such a way that changing a couple of bits can turn a hypothesis into a more general/specific one. In text mining such information cannot be dealt with in this way because of the data's nature and complexity.
• Another common assumption is the ability to compute the prediction level of the rules in terms of their predictive accuracy which is defined as a confidence factor [21] . However, for KDT purposes the rule representation is not restricted to a prediction-like consequent (actually, it is impossible to extract this kind of information from texts) so the "consequent" is a general-purpose element involving rhetorical, semantic and syntactic information. In addition, in order to compute the accuracy one would need to have some concept organization to tell us whether one relation "covers" another one. A recent work in KDT using GA [25] proposes a system to automatically evolve patterns for relation extraction from the Web text using genetic programming (GP) which has also potential application to extend or to update a thesaurus or a semantic network. The method is capable of finding patterns expressing meronym or hyponym relations, and then have them evaluated using WordNet. GP is used to automatically learn feasible patterns/segments for extraction of these semantic relations.
The results described are promising in terms of detecting sophisticated patterns. However, the work is at an early stage and the system built is only able to find patterns which match specific kinds of semantic relationships. In addition, there is no proof that there are interesting and novel learned patterns from a user viewpoint.
III. A HIGH-LEVEL EVOLUTIONARY MODEL FOR KDT
We develop a semantically guided model for evolutionary KDT which is domain-independent but genre-based. Unlike previous approaches to KDT, our approach does not rely on external resources or descriptions, hence, its domain independence. Instead, it performs the discovery only using information from the original corpus of text documents and from the training data generated from them. In addition, a number of strategies have been developed for automatically evaluating the quality of the hypotheses. This is an important contribution on a topic which has been neglected in most of KDT research over the last years.
We have adopted GAs as central to our approach to KDT. However, for proper GA-based KDT there are important issues to be addressed including representation and guided operations to ensure that the produced offspring are semantically coherent.
In order to deal with these issues and produce an effective KDT process, our working model has been divided into two phases as seen in Fig. 1 . The first phase is the preprocessing step aimed to produce both training information for further evaluation and the initial population of the GA. The second phase constitutes the knowledge discovery itself, in particular, this aims at producing and evaluating explanatory unseen hypotheses.
The whole processing starts by performing the IE task which applies extraction patterns and then generates a rule-like representation for each document of the specific domain corpus. After processing documents the extraction stage will produce rules, each one representing the document's content in terms of its conditions and conclusions. Once generated, these rules, along with other training data, become the "model" which will guide the GA-based discovery.
In order to generate an initial set of hypotheses, an initial population (small size ) is created by building random hypotheses from the initial rules, that is, hypotheses containing predicate and rhetorical information from the rules are constructed. The GA then runs for a number of generations until a fixed number of generations is achieved. At the end, a small set of the best hypotheses is obtained ( is a user-defined parameter, usually fixed to 5% of the population).
The description of the model is organized as follows. Section III-A presents the main features of the text preprocessing phase and how the representation for the hypotheses is generated. In addition, training tasks which generate the initial knowledge (semantic and rhetorical information) to feed the discovery are described. Section III-B describes constrained genetic operations to enable the hypotheses discovery, and proposes different evaluation metrics to assess the plausibility of the discovered hypotheses in a multiobjective context.
A. Text Preprocessing and Training
The preprocessing phase has two main goals: to extract important information from the texts and to use that information to generate both training data and the initial population for the GA.
1) Preprocessing:
An underlying principle in our research is to be able to make good use of the structure of the documents for the discovery process. It is well-known that processing full documents has inherent complexities [26] , so we have restricted our scope somewhat to consider a scientific genre involving scientific/technical abstracts. These have a well-defined structure to "summarize" what the author states in the full document. In addition, the style of technical documents avoids many concept-level ambiguities.
In general, it is suggested that an abstract in some given domain follows a "macro-structure" (i.e., genre-dependent rhetorical structure), which is used by its author to state the background information, methods, achievements, conclusions, etc.
Unlike patterns extracted for usual IE purposes such as in [2] , [7] , [27] , and [28] , this macrostructure and its roles are domainindependent but genre-based, so it is relatively easy to translate it into different contexts.
As an example, suppose that we are given the following abstract, where bold sequences of words indicate the markers triggering the IE patterns.
From such a structure, important constituents can be identified.
• Rhetorical Roles (discourse-level knowledge): These indicate important places where the author makes some "assertions" about his/her work (i.e., the author is stating the goals, used methods, achieved conclusions, etc.). In the example above, the roles are represented by goal, object, method, and conclusion.
• Predicate Relations: These are represented by actions (predicate and arguments) which are directly connected to the role being identified and state a relation which holds between a set of terms (words which are part of a sentence), a predicate and the role which they are linked to. Thus, for the example, they are as follows:
provide ("the basic information …") analyze ("long-term trends …") study ("lands plot using …") improve ("soil … improved after …").
• Causal Relation(s): Although there are no explicit causal relations in the above example, we can hypothesize a simple rule of the form. IF the current goals are G1,G2, ... and the means/methods used M1,M2, ... (and any other constraint/feature), THEN it is true that we can achieve the conclusions C1,C2, ... In order to extract this initial key information from the texts, an IE module was built. Essentially, it takes a set of text documents, has them tagged through a previously trained part-of-speech (POS) tagger, and produces an intermediate representation for every document (i.e., template, in an IE sense), which is then converted into a general rule. A set of hand-crafted domain-independent extraction patterns were written and coded. For this purpose, each pattern constructs an output representation which involves the two-level linguistic knowledge: the rhetorical role and the action represented by the predicate relation and its arguments (partial sentences). For example, an extraction pattern to recognize some specific rhetorical role (i.e., goal) and its contents can be specified by hand as follows:
where the left-hand-side expression states the pattern to be identified along with the syntactic categories (i.e., nouns, verbs, etc.) and the right-hand side (following ":"), the corresponding action (predicate relation) to be produced. Specifically, this extraction pattern indicates that the goal will be an action (along with a tag for an infinitive verb) followed by some object (i.e., ACTION and OBJECT put together represent an underlying verbal phrase been recognized), and it is then translated into the corresponding predicate structure (i.e., the predicate action and the whole sequence of terms which represents its argument).
For example, a typical rule containing the information extracted by the system for one document looks like the following:
It is important to note that, at this point, we are not making any inferences, but rather representing the facts already stated by the author. Each document will have its own rule representation (initial local knowledge) containing the relations and roles identified for that document.
2) Training Information:
In addition to the templates extracted so far, there is important training data that can be captured from the corpus of documents itself and from the semantic information contained in the rules. This can guide the discovery process in making further similarity judgments and assessing the plausibility of the produced hypotheses.
• Training Information From the Corpus: It has been suggested that huge amounts of texts represent a valuable source of semantic knowledge. In particular, in latent semantic analysis (LSA) [29] - [31] it is claimed that this knowledge is at the word level. That is, LSA considers only patterns of word usage: syntax or rhetorical structure are not taken into account. Since we are dealing with more structured information from the document, it has been necessary to complement LSA with additional linguistic knowledge. In particular, following work by [32] and [33] on LSA incorporating structure, we have designed a semistructured LSA representation for text data in which we represent predicate information (i.e., verbs) and arguments (i.e., set of terms) separately once they have been properly extracted in the IE phase. We propose a simple strategy for representing the meaning of the predicates with arguments. Then, a simple method is developed to measure the similarity between these units.
Given a predicate and its argument , the vectors representing the meaning for both of them can be directly extracted from the training information provided by the LSA analysis. Representing the argument involves summing up all the vectors representing the terms of the argument and then averaging them, as is usually performed in semistructured LSA [34] . Once this is done, the meaning vector of the predicate and the argument is obtained by computing the sum of the two vectors as used in [32] . If there is more than one argument, then the final vector of the argument is just the sum of the individual arguments' vectors.
Next, in making further semantic similarity judgements between two predicates and , we take their corresponding previously calculated meaning vectors and then the similarity is determined by how close these two vectors are. We can evaluate this by computing the cosine between these vectors which gives us a closeness measure between 1 (complete unrelatedness) and 1 (complete relatedness) [31] . Accordingly, the semantic similarity (SemSim) between two hypotheses and , can be effectively calculated with the simple procedure. ). Note that rhetorical roles are not taken into account in getting the meaning vectors or the similarity measures because the LSA training information may not contain the terms representing the roles. The roles are considered in other ways as the hypotheses are evaluated.
PROCEDURE
• Training Information From the Rules: Training information from the texts is not sufficient as it only conveys data at a word semantics level. We claim that both basic knowledge at a rhetorical, semantic level, and co-occurrence information can be effectively computed to feed the discovery and to guide the GA.
Accordingly, we perform two kinds of tasks: creating the initial population and computing training information from the rules.
1) Creating the initial population of hypotheses:
Once the initial rules have been produced, their components (rhetorical roles, predicate relations, etc.) are isolated and become a separate "database." This information is used both to build the initial hypotheses and to feed the further genetic operations (i.e., mutation of roles will need to randomly pick a role from this database).
The basic components for building the initial hypotheses are randomly picked and used to produce hypotheses which contain combinations of elements from the database. An important consequence of this sampling is that even if the rules extracted from the texts are incomplete or miss information (i.e., rules without conclusions, antecedents without goals, etc.), we ensure that the discovery process deals with rules which include the basic information. Whether it is consistent or not does not matter because the learning step will establish which ones "make sense" and which ones do not. 2) Computing training information in which two kinds of training data are obtained: -Computing correlations between rhetorical roles and predicate relations: The connection between rhetorical information and the predicate action performed constitutes key information for producing coherent hypotheses. For example, is, in some domain, the goal of some hypothesis likely to be associated with the construction of some component? In a health context, this connection would be less likely than having " finding a new medicine for ..." as a goal. In order to address this issue, we adopted a Bayesian approach, where we obtain the conditional probability of some predicate given some attached rhetorical role , namely .
-Computing co-occurrences of rhetorical information:
One could think of a hypothesis as an abstract having text paragraphs which are semantically related to each other. Consequently, the meaning of the scientific evidence stated in the abstract may subtly change if the order of the facts is altered. This suggests that in generating valid hypotheses there will be rule structures which are more or less desirable than others. For instance, if every rule contains a "goal" as the first rhetorical role, and the GA has generated a hypothesis starting with some "conclusion" or "method," it will be penalized and, therefore, it is very unlikely for that to survive in the next generation. Since the order matters in terms of affecting the rule's meaning, we can think of the roles of a rule, as a sequence of tags:
such that precedes , so we generate, from the rules, the conditional probabilities , for every role , . The probability that precedes will be used in evaluating new hypotheses.
B. Hypothesis Discovery and Evaluation
Our approach to KDT is strongly guided by semantic and rhetorical information, and consequently there are some soft constraints to be met before producing the offspring so as to keep them coherent.
The GA will start from a initial population, which in this case, is a set of semirandom hypotheses built up from the preprocessing phase. Next, constrained GA operations are applied and the hypotheses are evaluated. In order for every individual to have a fitness assigned, we use a evolutionary multiobjective optimization strategy based on the strength Pareto evolutionary algorithm (SPEA) [35] in a way which allows incremental construction of a Pareto-optimal set and uses a steady-state strategy for the population update.
For semantic constraints, judgments of similarity between hypotheses or components of hypotheses (i.e., predicates, arguments, etc.) are carried out using the LSA training data and predicate-level information previously discussed in Section III-A2.
1) Hypothesis Discovery: Using the semantic measure above and additional constraints discussed later on, we propose new operations to allow guided discovery such that unrelated new knowledge is avoided, as follows.
• Selection: selects a small number of the best parent hypotheses of every generation (generation gap) according to their Pareto-based fitness.
• Crossover: a simple recombination of both hypotheses' conditions and conclusions takes place, where two individuals swap their conditions to produce new offspring (the conclusions remain). Under normal circumstances, crossover works on random parents and positions where their parts should be exchanged. However, in our case this operation must be restricted to preserve semantic coherence. We use soft semantic constraints to define the following two kind of recombinations. The similarity is computed from the predicate relations and their arguments using LSA, irrespective of the rhetorical roles, as the roles of B' and B are disjoint.
In practical terms, this means that if two hypotheses meet the similarity requirements, they will always swap their material at the point between antecedent and consequent (see Fig. 2 ). 2) Default Semantic Crossover: If the previous transitivity does not apply, then the recombination is performed as long as both hypotheses as a whole have high semantic similarity, which is defined in advance by providing minimum thresholds. Even though the offspring may not be so interesting, the constraint ensures that the hypotheses will at least have some semantic coherence (see Fig. 3 ).
• Mutation: aims to make small random changes on hypotheses to explore new possibilities in the search space. As in recombination, we have dealt with this operation in a constrained way, so we propose three kinds of mutations to deal with the following hypotheses' different objects. 1) Role Mutation: One rhetorical role (including its contents: relations and arguments) is selected and randomly replaced by a random one from the initial role database. 2) Predicate Mutation: One inner predicate and argument is selected and randomly replaced by another from the initial predicate databases. 3) Argument Mutation: Since we have no information about arguments' semantic types, we choose a new argument by the following guided procedure: Let be the set of the possible predicate relations (predicates with arguments) from the preprocessing set, the current predicate and argument, and , the LSA semantic similarity [29] between arguments and . Then a) select candidate predicate relations , ; b) select random argument .
• Population Update: We use a nongenerational GA in which some individuals are replaced by the new offspring in order to preserve the hypotheses' good material from one generation to another and so to encourage the improvement of the population's quality. We use a steady-state strategy in which each individual from a small number of the worst hypotheses is replaced by an individual from the offspring only if the latter are better than the former.
2) Evaluation:
In single steady-state GAs, establishing whether one individual is better than other is straightforward as it only involves computing each hypothesis' fitness independently and then comparing them.
Since each individual in our model has to be assessed by different criteria, usual methods for evaluating fitness are not appropriate. Instead, the criteria of one solution must be traded off against those of other solutions. Taking into account the whole set of criteria, we say that one hypothesis is a better solution compared with another hypothesis if the former is better than the latter with respect to at least one objective value and the former is not worse than the latter with respect to any objective value. This kind of comparison relation is usually referred to as dominance and it has been a key issue in evolutionary multiobjective optimization (EMOO), which is the strategy we have taken.
We propose EMOO-based evaluation methods (metrics) to assess the hypotheses' fitness in a domain-independent way and, unlike other approaches, without using any external source of domain knowledge.
The different metrics are represented by multiple criteria by which the hypotheses are assessed. On one side, they consider semantic and pragmatic measures in order to ensure that the hypotheses being produced from text data are coherent and plausible. On the other hand, there are criteria for more subjective metrics such as interestingness, novelty, etc., based on the hypotheses' contents and on the training data. The hypotheses satisfying ideal criteria will be those which are produced in the process of trading off between competing solutions' objectives.
In order to establish evaluation criteria, we have taken into account different issues concerning plausibility (Is the hypothesis semantically sound?, Are the GA operations producing something coherent in the current hypothesis?), and quality itself (How is the hypothesis supported from the initial text documents?, How interesting is it?). Accordingly, we have defined eight evaluation methods to assess the hypotheses (i.e., in terms of Pareto dominance, it will produce a eight-dimensional vector of objective functions) given by: relevance, structure, cohesion, interestingness, coherence, coverage, simplicity, plausibility of origin.
The current hypothesis to be assessed will be denoted as , and the training rules as . Evaluation methods (criteria) by which the hypotheses are assessed and the questions they are trying to address are as follows.
• Relevance (How important is the hypothesis to the target question?): measures the semantic closeness between the hypothesis' predicates (relations and arguments) and the target concepts. Relevance is then computed from compound vectors obtained in the LSA analysis. The semantic representation for the hypothesis' predicates should show a similarity to the target concepts . Following work by Kintsch on predication [33] , we propose an adaptation of his algorithm to compute the overall relevance of the hypothesis.
The strength is determined by how closely related two target concepts (i.e., pair of relevant user-defined terms for which an hypothesis that explains its unseen relationship is looked for) are to both predicate and argument term term where the strength function [33] must be chosen in such a way that only if term is close to both and . Otherwise, it has the value 0. In order to compute the similarity function for both terms, we just take the average of for both terms. So, the overall relevance will be given by relevance term term where denotes the length of hypothesis (i.e., number of predicate actions).
• Structure (How good is the structure of the rhetorical roles?): measures how much of the rules' structure is exhibited in the current hypothesis. Since we have previous preprocessing information regarding bi-grams of roles, the structure is computed by following a Markov chain [26] as follows:
Structure where represents the th role of the hypothesis , denotes the conditional probability that role immediately precedes , denotes the probability that no role precedes (beginning of the structure).
• Cohesion (How likely is a predicate action to be associated with some specific rhetorical role?): measures the degree of "connection" between rhetorical information and predicate actions. The issue here is how likely (according to the rules) some predicate relation in the current hypothesis is to be associated with role . Formally, cohesion for hypothesis is expressed as cohesion where states the conditional probability of the predicate given the rhetorical role .
• Interestingness (How interesting is the hypothesis in terms of its antecedent and consequent?): Unlike other approaches to measure "interestingness" which use an external resource (e.g., WordNet) and rely on its organization [17] , [38] we propose a different view where the criterion can be evaluated from the semistructured information provided by the LSA analysis. Accordingly, the measure for hypothesis is defined as a degree of unexpectedness as follows:
Dissimilarity between Antecedent and Consequent = 1 -SemSim (Antecedent ( ), Consequent ( )).
That is, the lower the similarity, the more interesting the hypothesis is likely to be. Otherwise, it means the hypothesis involves a correlation between its antecedent and consequent which may be an uninteresting known common fact [39] .
We propose the application of "interestingness" for every hypothesis to be delayed until some condition is met (otherwise, any random incoherent hypotheses might be regarded to as "interesting"). In particular, we have set an experimental threshold in such a way that the criterion is applied when the average fitness produced by the modified SPEA algorithm for the individuals of the population exceeds that threshold.
• Coherence: This metrics addresses the question whether the elements of the current hypothesis relate to each other in a semantically coherent way. Unlike rules produced by DM techniques in which the order of the conditions is not an issue, the hypotheses produced in our model rely on pairs of adjacent elements which should be semantically sound, a property which has long been dealt with in the linguistic domain, in the context of text coherence [40] , [41] .
As we have semantic information provided by the LSA analysis which is complemented with rhetorical and predicate-level knowledge, we developed a simple method to measure coherence, following work by [41] on measuring text coherence.
Semantic coherence is calculated by considering the average semantic similarity between consecutive elements of the hypothesis. However, note that this closeness is only computed on the semantic information that the predicates and their arguments convey (i.e., not the roles) as the role structure has been considered in a previous criterion. Accordingly, the criterion can be expressed as follows:
Coherence where ( ) denotes the number of adjacent pairs.
• Coverage: The coverage metric tries to address the question of how much the hypothesis is supported by the model (i.e., rules representing documents and semantic information).
Coverage of a hypothesis has usually been measured in KDD approaches by considering some structuring in data (i.e., discrete attributes) which is not present in textual information. Besides, most of the KDD approaches have assumed the use of linguistic or conceptual resources to measure the degree of coverage of the hypotheses (i.e., match against databases, positive examples).
In order to deal with the criterion in the context of KDT, we say that a hypothesis covers an extracted rule only if the predicates of are roughly (or exactly, in the best case) contained in .
Formally, the rules covered are defined as : where represents the LSA-based similarity between hypothesis predicate and rule predicate , threshold denotes a minimum fixed user-defined value, denotes the whole set of rules, represents the list of predicates with arguments of , and represents a predicate (with arguments) contained in . Once the set of rules covered is computed, the criterion can finally be computed as Coverage where and denote the size of the set of rules covered by , and the size of the initial set of extracted rules, respectively.
• Simplicity (How simple is the hypothesis?): Shorter and/or easy-to-interpret hypotheses are preferred. Since the criterion has to be maximized, the evaluation is given by where denotes the maximum user-defined number of elements for any hypothesis.
• Plausibility of Origin (How plausible is the hypothesis produced by Swanson's evidence?) : If the current hypothesis was an offspring from parents which were recombined by a Swanson's transitivity-like operator, then the higher the semantic similarity between one parent's consequent and the other parent's antecedent, the more precise is the evidence, and consequently worth exploring as a novel hypothesis. If no better hypothesis is found so far, the current similarity is inherited from one generation to the next. Accordingly, the criterion for a hypothesis is simply given by the equation shown at the bottom of the page. Note that since we are dealing with a multiobjective problem, there is no simple way to get independent fitness values as the fitness involves a set of objective functions to be assessed for every individual. Therefore, the computation is performed by comparing objectives of one individual with others in terms of Pareto dominance [42] , [43] in which nondominated solutions (Pareto individuals) are searched for in every generation. In other words, the computation of the fitnesses of the individuals depends on the current population.
We took a simple approach in which an approximation to the Pareto optimal set is incrementally built as the GA goes on. The basic idea is to determine whether a solution is better than other in global terms, that is, a child is better if this is a candidate to become part of the Pareto set. Specifically, this means that the following condition must should be met: there is no hypothesis in the whole population which dominates this child.
While this enables the child to get into the Pareto set, it also makes it possible for other members of the set to be dominated by the new one. In this case, the Pareto set is updated by removing any dominated element to become part of the population, and the child is added to the Pareto set.
Since our model is based on a multicriteria approach, we have to face three important issues in order to assess every hypothesis' fitness: Pareto dominance, fitness assignment, and the diversity problem [44] , [43] . Despite an important number of state-of-the-art methods to handle these issues [43] , only a small number of them has focused on the problem in an integrated and representation-independent way. In particular, Zitzler [35] , [45] proposes an interesting method, SPEA which uses a mixture of established methods and new techniques in order to find multiple Pareto-optimal solutions in parallel, and at the same time to keep the population as diverse as possible.
The number of nondominated hypotheses is a user-defined value. If at some generation we get more than that, the SPEA algorithm performs a cluster analysis by using the objective vectors of each solution and then reduces the number of Pareto solutions leaving the most representative ones (i.e., the individuals which are the center of each cluster). This clustering is done without losing the characteristics of the Pareto-optimal set.
In order to assign scalar fitness values to individuals, the Pareto dominance is used. Here, the fitness of the Pareto members and Plausibility if was created from a Swanson's crossover if is in the original population or is a result of another operation the population is computed differently. For a Pareto member, its fitness (strength) is proportional to the number of individuals dominated by this member. For a non-Pareto member (i.e., member of the population), the fitness is computed as the sum of the strength of all the individuals that dominate this non-Pareto individual. As a consequence, as both kind of fitness are related, lower fitness values are preferred because this means that fit individual will cover less fit solutions. On the other hand, the original SPEA algorithm uses an elitist GA, so we have adapted it in order to allow incremental updating of the Pareto-optimal set which along with our steadystate replacement method allows us to improve Pareto-optimal individuals.
IV. EXPERIMENTS AND RESULTS
A prototype to evaluate the underlying model has been built. The IE task has been implemented as a set of modules whose main outcome is the set of rules extracted from the documents. In addition, an intermediate training module is responsible for generating information from the LSA analysis and from the rules just produced. All this information expressed in a fact-like form, feeds a Prolog system in which the GA-based discovery has been implemented. The initial rules are represented by facts containing lists of relations both for antecedent and consequent.
For the purpose of the experiments, the corpus of documents has been obtained from the AGRIS database for agricultural and food science (http://www.fao.org) in the Spanish language. We selected this kind of corpus as it has been properly cleaned-up and builds upon a scientific area which we do not have any knowledge about so to avoid any possible bias and to make the results more realistic. A set of 1000 documents was extracted from which one third were used for setting parameters and making general adjustments, and the rest were used for the GA itself in the evaluation stage.
Next, we tried to provide answers to three basic questions concerning our original aims. 1) How well does the GA for KDT behave? 2) How good are the hypotheses produced according to human experts in terms of text mining's ultimate goals: interestingness, novelty and usefulness, and how significant are the results? 3) How much does the knowledge provide extra information to better understand the relationship between the input concepts? In order to address these issues, we used a methodology consisting of two phases: the system evaluation and the experts' assessment.
1) System Evaluation: This aims at investigating the behavior and the results produced by the GA (question 1). We set the GA by generating an initial population of 100 semirandom hypotheses. In addition, we defined the main global parameters as follows.
• Mutation probability: 0.2. This is relatively higher than usual because of the soft constraints.
• Cross-over probability: 0.8.
• Maximum size of Pareto set: 5%. This is the number of solutions in the Pareto-optimal set.
• Population size: 100 initial hypotheses. • Size of training rule set: 700 rules.
• Target terms: These question terms are required for the relevance measurements (Section III-B). However, these items need to be changed in every run. We ran five versions of the GA with the same configuration of parameters but different pairs of terms to address the quest for explanatory novel hypotheses. The effect of some of the parameters on the performance of the method was evaluated. For example, Table I shows part of the sensitivity analysis carried out for the GA with different mutation ( ) and crossover ( ) parameters values (with , the finally used values). Test parameter values were established for 20 runs of the GA, each up to 1000 generations, with a initial population of 100 hypotheses. Here, different probabilities of mutation ( ) and crossover ( ) are tested for every run ( ), and the resulting average fitness (AvgF) of all the solutions of the last-generation population, its standard deviation (StdDev), and the minimum (MinF) and maximum values of fitness (MaxF) are drawn.
The parameters were systematically tested with steps of approximately 5% (starting from 0.025) for , and 10% (starting from 0.50) for . Thus, the final range for is from 0.025 to 0.2, whereas for this is from 0.50 to 0.80. Thus, the table shows the different settings involving moving through the range for and fixing a value for . For example, the first five runs consider setting fixed and testing with different values of . Note that because of constraints in the genetic operators, small variations in the value of the parameter do not have significant effect on the best obtained fitness.
In addition, as the value of the parameter increases, there is a tendency for the minimum fitness to decrease. However, note that because of the multiobjective nature of the model, having fitness values of zero between runs 11 and 20 does not necessarily imply that there is no changes in the best solutions.
Because of the nature of our model, which involves human experts who assess the final outcome, the behavior of the GA across different runs and parameters settings is not determining. Hence, the expert participation in the process is crucial to establish the degree of prediction of the model according to human performance.
The different results obtained from running the GA as used for our experiment are shown in the form of a representative behavior in Fig. 4 , where the number of generations is placed against the average objective value for each of the eight criteria.
The results are drawn from GA runs for 1000 generations for five different pairs of target concepts, and every graphic represents the average maximum values for every criterion for each of the five runs. Keep in mind that maximum objective function values are looked for.
Some interesting facts can be noted. Almost all the criteria seem to stabilize after (roughly) generation 700 for all the runs, that is, no further improvement beyond this point is achieved and so this may give us an approximate indication of the limits of the objective function values. Considering that each run of the model has been performed with different target concepts, these limits appear to be a plausible factor to be taken into account for further experiments in terms of upper and lower objective values. However, having this level of stabilization does not ensure that the method achieves the best objective values as this depends on the dominance decisions made in the optimization stage.
Another aspect worth highlighting is that despite a steady-state strategy being used by the model to produce solutions, the individual evaluation criteria behave in unstable ways to accommodate solutions which had to be removed or added. As a consequence, it is not necessarily the case that all the criteria have to monotonically increase.
In order to see this behavior, look at the results for the different criteria for the same period of time, between generations 200 and 300 for run 4. For an average hypothesis, the quality of coherence, cohesion, simplicity, and structure gets worse, 1 whereas this improves for coverage, interestingness, and Relevance, and has some variations for Plausibility. 2) Expert Assessment: this aims at assessing the quality (and therefore, effectiveness) of the discovered knowledge on different criteria by human domain experts (questions 2 and 3). For this, we designed an experiment in which 20 experts were involved.
• Each expert assessed five hypotheses selected from the Pareto set in the last-generation population from different runs.
• We asked the experts to assess the hypotheses from one (worst) to five (best) in terms of the following criteria: interestingness (INT), novelty (NOV), usefulness (USE), and sensibleness (SEN). Since we are also trying to show that the hypotheses produced by the model may provide further explanations to help one better understand the implicit and complex relationship between the target terms, the experts were also asked to evaluate a fifth criterion: "additional information" (ADD) (does the hypothesis contribute additional information to help one understand the relationship between the target concepts?).
• The sample set consisted of 25 hypotheses produced from the different runs.
• Each hypothesis was randomly assessed by four experts in order to get an overall opinion.
• Each hypothesis was semiautomatically converted into an abstract-like form in order for the expert to understand it. In order to select worthwhile terms for the experiment, we asked one domain expert to filter pairs of target terms previously related according to traditional clustering analysis. The pairs which finally deserved attention are shown in Table II .
Once the system hypotheses were produced, the experts were asked to score them according to the five subjective criteria. Next, we calculated the scores for every criterion as seen in the overall results in Fig. 5 .
The assessment of individual criteria shows that some hypotheses did well with scores above the average (3). This is the case for hypotheses 11, 16, and 19 in terms of INT (hypotheses 7, 17, 23 are just at the average), hypotheses 14 and 19 in terms of SEN (hypotheses 3, 11, and 17 are just at the average), hypotheses 1, 5, 11, 17, and 19 in terms of USE (hypotheses 3, 10, and 15 are just at the average), and hypotheses 24 in terms of NOV (hypotheses 11, 19, and 23 are just at the average). Note also that the assessment seems to be consistent for individual hypotheses across the criteria: hypothesis 19 is well above the average for almost all the criteria (except for NOV), hypothesis 18 always received a score below 2 (25%) except for ADD in which this is slightly higher. Similar situations can be observed for hypotheses 2, 21, etc.
Note also that the assessment for ADD ( ) may depend on how much information contained in one hypothesis is relevant to the target terms, but as dominance conditions must be met, the relevance values do not always achieve high values. Regardless of the runs, relevance objective values did not exceed 30% (Fig. 4) .
In general, although the general results are not extremely good, they look promising in that this is a very demanding, real human evaluation of discovered discovery.
These results and the evaluation produced by the model were used to measure the correlation between the scores of the human subjects and the system's model evaluation. Since both the expert and the system's model evaluated the results considering several criteria, we first performed a normalization aimed at producing a single "quality" value for each hypothesis as follows.
• For the expert assessment: the scores of the different criteria for every hypothesis are averaged. This will produce values between 1 and 5, with 5 being the best. • For the model evaluation: for every hypothesis, both the objective values and its fitness are considered as follows: as the values should show the fact that the higher, the best, we subtract the fitness from 1 (the lower the fitness, the better) for that hypothesis, and then we add this to the average value of the objectives values for this hypothesis.
Note that this will produce values between 0 and 2, with 2 being the best. We then calculated the pair of values for every hypothesis and obtained a (Spearman) correlation (  ,  ,  ) . From this result, we see that the correlation shows a good level of prediction compared with humans. This indicates that for such a complex task (knowledge discovery), the model's behavior is not too different from the experts'.
Note that in Mooney's experiment using simple discovered rules [38] , a lower human-system correlation of was obtained. Considering also that the human subjects were not domain experts as in our case, our results are encouraging as these involve a more demanding process which requires further comprehension of both the hypothesis itself and the working domain. In addition, our model was able to do it better without any external linguistic resource as in Mooney's experiments.
Since the quality of the hypotheses is measured by using all the criteria, it does not evaluate particular objectives (in isolation) used above because of the effect of the tradeoffs in the optimization phase. However, the correlation of these objectives and particular expert's criteria show some facts worth highlighting.
• There is a very good correlation (  ,  ,  ) for interestingness between the system and the experts. This suggests that the system has a good notion of what the interesting hypotheses are, compared with human judgment. Note that the model is able to achieve this without using any external ontological resource.
• There is no correlation between the system's simplicity and any of the expert's criteria: this suggests that the simplicity of a hypothesis may not be a determining factor for the real novelty or interestingness as assessed by the experts.
• There is a correlation ( , , ) between the system's coherence and the experts' usefulness: as the coherence measures a hypothesis' semantic features, the correlation suggests that for the expert, the hypothesis' comprehensibility and readability may be a key issue in determining its degree of usefulness.
• The system's plausibility is somewhat correlated with the expert's criterion ADD (  ,  ,  ,  ) and sensibleness (  ,  ,  , ): the correlation with ADD suggests that the experts may not be considering the explicit explanation of a hypothesis for the relation between the target terms, but the degree of the hypothesis' plausibility. In order to show what the final hypotheses look like and how the good characteristics and less desirable features as above are exhibited, we picked the two best hypotheses as assessed by the experts (out of 25 best hypotheses) considering the average value of the five scores assigned by the user. As we do not have domain knowledge to analyze the content of these selected hypotheses, some general descriptions of the predicates' argument are provided to give a flavor of the knowledge involved (see used target concepts for each run in Table II ).
• The hypothesis appears to be more relevant and coherent than the others ( ). However, this is not complete in terms of cause-effect. For instance, the methods are missing.
• Hypothesis 88 of run 3: this is represented by the following rule:
IF goal (show (11511)) and method (use(25511)) THEN effect (1931, 1932) and has a criteria vector [0. IF the goal is to show that the forest restoration .. AND the method is based on the use of micro-environments for capturing farm mice.. THEN digestibity "in vitro" should have an effect on the bigalta cuttings.. This hypothesis looks more complete (goal, methods, etc.) but is less relevant than the previous hypothesis despite its close coherence. Note also that the plausibility is much higher than for hypothesis 65, but the other criteria seemed to be a key factor for the experts. In addition, there is also qualitative evidence that there were other subjective factors which influenced some hypotheses' low scores, which was extracted from the experts' overall comments. In particular the following.
• The experts were selected from different countries. There are certain domain concepts or processes which are common in some regions but not in others due to diverse reasons including the specificity of local knowledge, different experience, etc. This tended to produce misleading assessments. For instance, some experts assessed certain hypotheses as uninteresting because they barely knew anything about them.
• Providing the hypothesis in a abstract-like form is not always clear for some experts and they had problems understanding the underlying idea. This suggests that representing the hypotheses in a readable way should be a matter of further research as it has strong influence on the results.
• It was noted that for some texts, there was (apparently) no consistent connection between topics of the paragraphs. However, it is claimed that these hypotheses still contain information worth exploring. A likely explanation is that in general, relatedness between conditions (i.e., paragraphs) is regarded as a semantic similarity task, specifically evaluated by criteria such as coherence. However, as we are measuring LSA-based coherence, the relation is expressed as a contextual closeness measure. Therefore, the "predictions" made by LSA for the hypotheses are incorrect despite the fact that for the domain experts, the paragraphs containing unseen connections.
• Some texts (hypotheses) are not properly assessed as they were not considered good hypotheses because they missed some key elements. For example, a hypothesis may be composed of only the goal and the results, but additional elements are needed to figure out a cause-effect relation (i.e., methods). While the IE task may affect the information contained in the hypotheses, the fact that there may be missing or incomplete facts in them may be due to two factors: the training data extracted from the corpus and the GA itself. If some associations between roles or predicates are not significantly represented in the corpus, these will not be captured in the training outcome. Hence, the final hypotheses will fail to express the kind of underlying associations of interest for the experts.
V. CONCLUSION AND FURTHER WORK
Unlike traditional approaches to KDT, in this paper, we contribute an innovative way of combining additional linguistic information and evolutionary learning techniques in order to produce novel hypotheses, which involve explanatory and effective novel knowledge.
We also introduced a unique approach for evaluation which deals with semantic and DM issues in a high-level way. In this context, the proposed representation for hypotheses suggests that performing shallow analysis of the documents and then capturing key rhetorical information may be a good level of processing which constitutes a tradeoff between completely deep and keyword-based analysis of text documents. In addition, the results suggest that the performance of the model in terms of the correlation with human judgments are slighty better than approaches using external resources as in [39] . In particular criteria, the model shows a good correlation between the system evaluation and the expert assessment of the hypotheses.
The model deals with the hypothesis production and evaluation in a very promising way which is shown in the overall results obtained from the experts evaluation and the individual scores for each hypothesis. However, it is important to note that unlike the experts who have a lot of experience, preconceived concept models, and complex knowledge in their areas, the system has done relatively well only exploring the corpus of technical documents and the implicit connections contained in it.
Although further research in different technical domains may be needed, the domain-independent criteria used in the prototype suggest that there are no domain-specific issues which prevent the hypotheses from having good quality. Nevertheless, this does not seem to represent a big obstacle because preliminary experiments in including deeper coherence evaluations may be producing more fair connections specially between the conditions of the hypotheses.
From an evolutionary KDT viewpoint, the correlations and the quality of the final hypotheses show that the GA operations and the system's evaluation of the individuals may be effective predictions of really useful novel knowledge from a user perspective.
