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3Abstract
The metric jets, introduced in the first chapter, generalize the jets (at
order one) of Charles Ehresmann. In short, for a “good” map f (said to
be “tangentiable” at a), we define its metric jet tangent at a (composed
of all the maps which are locally lipschitzian at a and tangent to f at
a) called the “tangential” of f at a, and denoted Tfa (the domain and
codomain of f being metric spaces).
Furthermore, guided by the heuristic example of the metric jet Tfa,
tangent to a map f differentiable at a, which can be canonically repre-
sented by the unique continuous affine map it contains, we will extend,
in the second chapter, into a specific metric context, this property of
representation of a metric jet.This yields a lot of relevant examples of
such representations.
INTRODUCTION
The first chapter contains a reference to two talks (given, one at
the SIC [2], the other at the Calais conference [3]). Our aim being a
deep thought inside the fundamentals of differential calculus. Focussing
ourselves on what is at the heart of the notion of differential, it is the
concept of “tangency” which imposed itself on us in its great simplicity.
Now, amazingly, this concept of tangency can be formulated without
resorting to the whole traditionnal structure of normed vector space
(here on R, what will be denoted n.v.s.): see section 1.1. It is thus
the more general structure of metric space in which we have decided
to work from now on. Therefore, it is legitimate to ask ourselves if
it is possible to construct a meaningful “metric differential calculus”.
We will see that this aim has been essentially reached, even if, on the
way, it required the help of an additionnal structure (the “transmetric”
structure).
The first challenge we came accross was in the very formulation
of a “differential” if we want to remain strictly in a metric context:
what can we replace the continuous affine maps with, though they are
essential to the definition of the classical differentials? We cope with
it with the help of jets (that we call metric jets in order to emphasize
4that the metric structure is enough to define them) which will play the
part of these continuous affine maps, willingly forgetting their algebraic
feature. At this point, we have to precise that, in the n.v.s. context, the
continuous affine maps are not metric jets, our metric jets being much
more numerous than these maps (some of these jets possess at most one
of these maps). Actually, in the general metric context, our metric jets
allow us to introduce a “new differential” for a map f which admits a
tangent at a which is locally lipschitzian at a (such a map being said to
be “tangentiable” at a): it is a metric jet, tangent to f at a, called the
“tangential” of f at a, and denoted Tfa. So, our “new differentiability”
(called “tangentiability”) will extend the classical differentiability to
new maps, traditionally pathologic.
As is well known, jets were first introduced by C.Ehresmann in 1951
[6], in order to adapt Taylor’s expansions to differential geometry; more
precisely, his infinitesimal jets (at order one) can be seen as equiva-
lence classes of maps of class C1 between differentiable varieties, under
an equivalence relation of tangency. The metric jets we are proposing
here are more general (being equivalence classes of locally lipschitzian
maps between metric spaces, under an analogous equivalence relation
of tangency).
Referring to the fact that, within the differential framework, we
can define, with the help of the operator norm, a distance between
two continuous affine maps, we will, more generally, construct a met-
ric to evaluate the distance between two metric jets: fixing a pair of
points (a and a′, respectively in the metric spaces M and M ′), the set
Jet((M,a), (M ′, a′)) of the metric jets from (M,a) to (M ′, a′) can, itself,
be equipped with a metric structure! Now, since these metric jets are
“tied” to base-points, it would be judicious to call them, from now on,
“linked metric jets” (as one speaks of linked vectors, as opposed to free
vectors), in opposition to the free metric jets quoted just below.
Noticing that our distance between linked metric jets does not fit to
speak of the distance between the tangentials of one map at two different
points (these tangentials being linked metric jets which are tangent to
this map at different points), we have added a geometrical structure to
our metric spaces, inspired by the translations of the usual vector space
5framework. These particular metric spaces are called “transmetric”.
Inside these transmetric spaces, we can now speak of “free metric jets”
(invariant by given “translation jets”). Now, if M and M ′ are such
transmetric spaces, it is natural to consider the set Jet
free
(M,M ′) of the
free metric jets from M to M ′; and this set Jet
free
(M,M ′) can then be
equipped with a metric structure.
Among these free metric jets, we find the free metric jets of the
form tfa “associated” to the tangential Tfa for an f supposed to be
tangentiable at a. Finally, when f : M −→ M ′ is a tangentiable map
(i.e. tangentiable at every point of M), we are now able to construct its
tangential tf : M −→ Jet
free
(M,M ′), whose domain and codomain are
here metric spaces (since M and M ′ are transmetric spaces). We thus
obtain a new map on which, in the same way, we can apply the different
techniques of the new theory, as, for instance, to study the continuity
or the tangentiability of this tangential tf .
The second chapter takes up again and develops two talks (given, the
first one at the SIC at Paris [4], the second one at the internationnal
conference at Calais [5]. The (linked) metric jets being equivalence
classes (of locally lipschitzian maps), they are hard to “manipulate”
concretely, and, worse still, have a weak intuitive support. In order to
lighten their manipulation, we intend, referring to the vectorial case, to
select a canonical element in each metric jet which could represent it and
be compatible with the composition. We cope with it in an algebraico-
metric context: the one of “Σ-contracting” metric space (Σ being a
“valued monoid” of actions which are compatible with the distance of
the metric space, itself equipped with a “central point” denoted ω);
the morphisms between such spaces being called “Σ-homogeneous”. All
these Σ-homogeneous maps have a fundamental property in common,
called the “Σ-uniqueness property”: two Σ-homogeneous maps which
are tangent at ω are equal.
Carrying on the analogy with the classical differential calculus, we
are interested (still in the Σ-contracting world) in the maps which pos-
sess, at the point ω, a tangent which is lipschitzian and Σ-homogeneous.
In other words, maps which are tangentiable at ω, and whose tan-
gential at this point possesses a lipschitzian Σ-homogeneous element
6which can represent it; such a map is said “Σ-contactable” at ω, the
unique lipschitzian Σ-homogeneous element tangent to it at ω being its
“Σ-contact” at ω. In many respects, the properties of “Σ-contactibility”
are very similar to those of differentiability, as, for instance, the search
of extrema of a map (see section 2.6).
We will mainly be interested in two great special cases in the n.v.s.
world (once we have realized that a map which is differentiable at a
is fortunately R-contactable at a, its R-contact being self-evidently the
continuous affine map which is tangent to it at a; although the inverse
is false: see 2.5.12). First, the one where Σ = R+ which brings back the
“old” interesting notion of maps which are differentiable in the sense of
Gateaux [7], which are very close to our R+-contactable maps (weaker
than differentiable maps, and that we will call G-differentiable). Here,
the lipschitzian R+-homogeneous maps can be easily seen as general-
ized cones (see 2.4.1). On the way, we show that, in finite dimen-
sion, the continuity of the G-differential of a G-differentiable map f ,
forces this f to be of class C1 (see section 2.4)! Secondly, the even
weaker one where Σ = N′r (i.e. N ∪ {∞} equipped with a “valuation”
depending on r). Here, the Σ-homogeneous maps are precisely the
r-fractal maps. We let the reader go to the implications diagram of
2.5.10 and to 2.5.11 to see all the links between these different con-
tactibilities; it gives also the opportunity to finally notice that the no-
tion of contactibility does not entirely exhaust the one of tangentiability,
since there exist maps which are tangentiable (at a central point) and
Σ-contactable (at this point) for no Σ ... see example 4) in 2.5.11.
For general definitions in category theory (for instance cartesian or
enriched categories), see [1].
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Chapter 1
A metric tangential calculus
1.1 The relation of tangency
As said in the introduction, the relation of tangency (at a given point a),
which is at the heart of the differential calculus, is an essentially metric
notion, since it can merely be written (the distance of any metric space
being always be denoted d): lima6=x→a
d(f(x),g(x))
d(x,a)
= 0 for two maps
f, g : M −→ M ′ (with M,M ′ metric spaces and a ∈ M); we should
thus begin by such a definition. However, this definition uses the term
“lima6=x→a” which makes sense solely for a point a, non isolated in M .
In order to avoid this snag, we have opted for a more general definition
(see 1.1.2 and 1.1.3 below).
Yet, a first difficulty appears if we want this relation of tangency to
be compatible with the composition. This will compel us to restrict the
type of maps on which we will work. Once the relation of tangency is
made composable, we will be able to define the concepts of metric jets
and of tangentials (in the following sections).
First, let us begin by giving the right definition of the notion of
tangency; it will arise from the following equivalences (easy to verify),
where M and M ′ are two metric spaces, a a fixed point in M and
f, g : M −→M ′ two maps (a priori without any hypothesis).
9
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Proposition 1.1.1 the following properties are equivalent :
(i) ∀ε > 0 ∃η > 0 ∀x ∈M
(d(x, a) ≤ η =⇒ d(f(x), g(x)) ≤ εd(x, a)),
(ii) f(a) = g(a) and the map C : M −→ R+, defined by:
C(a) = 0 and ∀x 6= a C(x) = d(f(x),g(x))
d(x,a)
is continuous at a,
(iii) there exists a map c : M −→ R+ which is continuous at a and
which verifies: c(a) = 0 and ∀x ∈M (d(f(x), g(x)) = c(x)d(x, a)),
(iv) there exist a neighborhood V of a in M and a map c : V −→ R+
which is continuous at a and which verifies:
c(a) = 0 and ∀x ∈ V (d(f(x), g(x)) ≤ c(x)d(x, a)).
Definition 1.1.2 We say that f and g are
tangent at a (which is denoted by f ≺a g) if they verify anyone of
the equivalent conditions of the above 1.1.1.
Remarks 1.1.3
1) When a is not an isolated point in M (i.e a ∈M − {a}), we have:
f ≺a g iff (f(a) = g(a) and lima6=x→a d(f(x),g(x))d(x,a) = 0).
2) When a is an isolated point in M , we have f ≺a g for any
f and g verifying f(a) = g(a).
Proposition 1.1.4 The relation ≺a is an equivalence relation on the
set of maps from M to M ′ ; this relation ≺a is called the relation of
tangency at a.
Proposition 1.1.5 If f ≺a g, then f is continuous at a iff g is con-
tinuous at a.
Let us now study the behaviour of the relation of tangency towards
composition. Thus, we consider the following situation (S) :
M0
f0 //M1
f1 //
g1
//M2
f2 //M3
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where M0, M1, M2, M3 are metric spaces with ao ∈ M0, a1 = f0(a0),
a2 = f1(a1) = g1(a1). Let us ask ourselves under what conditions do
we have one of the implications : f1 ≺a1 g1 =⇒ f1.f0 ≺a0 g1.f0
and f1 ≺a1 g1 =⇒ f2.f1 ≺a1 f2.g1.
Remark 1.1.6 The above implications are not true in general, even if
the maps are continuous. Consider M0 = M1 = M2 = M3 = R, with
f0 = f2 : x 7→ x1/3, f1 : x 7→ x3 and g1 : x 7→ 0; even though
f1 ≺0 g1, however f1.f0 6≺0 g1.f0 (since f1.f0 = IdR and g1.f0 = 0) and
f2.f1 6≺0 f2.g1 (since f2.f1 = IdR and f2.g1 = 0).
We are now going to give sufficient conditions to make the above
implications true.
Definition 1.1.7 Let M and M ′ be metric spaces, f : M −→ M ′ a
map, and a ∈ M ; let also k be a strictly positive real number. We say
that :
1) f is locally k-lipschitzian at a (in short k-LLa) if there exists a
neighborhood V of a in M for which the restriction f : V −→ M ′ is
k-lipschitzian. f locally lipschitzian at a (in short LLa) means that
there exists k > 0 such that f is k-LLa.
2) f is k-semi-lipschitzian at a (in short k-SLa) if we have:
∀x ∈ M (d(f(x), f(a)) ≤ kd(x, a))). f semi-lipschitzian at a (in short
SLa) means that there exists k > 0 such that f is k-SLa.
3) f is locally k-semi-lipschitzian at a (in short k-LSLa) if, on a
neighborhood V of a in M , the restriction f : V −→ M ′ is k-SLa.
f locally semi-lipschitzian at a (in short LSLa) means that there exists
k > 0 such that f is k-LSLa.
Naturally, f is LL or LSL will mean that f is LLa or LSLa at every
point a ∈M .
Proposition 1.1.8 Let M and M ′ be metric spaces, f : M −→ M ′ a
map, and a ∈ M . We have the implications: f LLa =⇒ f LSLa
and f LSLa =⇒ f continuous at a.
Remark 1.1.9 The inverses of the previous implications are not true
(see examples 1) and 3) of 1.3.9, with 1.1.12 and 1.3.2).
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Proposition 1.1.10 In the above situation (S), let us assume that
f1 ≺a1 g1 ; we then have the two following implications :
1) f0 LSLa0 =⇒ f1.f0 ≺a0 g1.f0,
2) f2 LLa2 and f1, g1 continuous at a1 =⇒ f2.f1 ≺a1 f2.g1.
Proof : First, since f1 ≺a1 g1, we know that there exists a map
c : M1 −→ R+ which is continuous at a1 verifying: c(a1) = 0 and
∀x1 ∈ M1 (d(f1(x1), g(x1)) = c(x1)d(x1, a1)). Let us now come to the
proposed implications:
1) Here, since f0 is LSLa0 , there exists a neighborhood V0 of a0 in M0
and k > 0 such that: ∀x0 ∈ V0 (d(f0(x0), f0(a0)) ≤ kd(x0, a0)). Then,
for x0 ∈ V0, we have: d(f1.f0(x0), g1.f0(x0)) = c(f0(x0))d(f0(x0), f0(a0))
≤ kc(f0(x0))d(x0, a0). From the fact that the map c0 : V0 −→ R+ :
x0 7→ kc.f0(x0) is continuous at a0 (since f0 is LSLa0), and verifies
c0(a0) = kc(a1) = 0, we deduce that f1.f0 ≺a0 g1.f0 (by (iv) of 1.1.1).
2) Since f2 is LLa2 , there exist a neighborhood V of a2 in M2 and
k > 0 such that: ∀x2, y2 ∈ V (d(f2(x2), f2(y2)) ≤ kd(x2, y2)). The
maps f1 and g1 being continuous at a1, W =
−1
f1 (V )∩ −1g1 (V ) is a neigh-
borhood of a1 in M1 and, for x1 ∈ W , we have f1(x1), g1(x1) ∈ V and
so, d(f2.f1(x1), f2.g1(x1)) ≤ kd(f1(x1), g1(x1)) = kc(x1)d(x1, a1) which
implies f2.f1 ≺a1 f2.g1 (since the map c1(x1) = kc(x1) is continuous at
a1 and verifies c1(a1) = 0). 
Proposition 1.1.11 Let M,M ′ be metric spaces, a ∈ M and f, g two
maps M −→ M ′ such that f ≺a g ; we then have the equivalence:
f LSLa ⇐⇒ g LSLa.
Proof : If f is LSLa, there exist a neighborhood V of a and k > 0
verifying: ∀x ∈ V d(f(x), f(a)) ≤ kd(x, a). Moreover, since f ≺a g,
there exists an η > 0 (B(a, η) denotes an open ball) such that:
∀x ∈ M (d(x, a) ≤ η =⇒ d(f(x), g(x)) ≤ d(x, a)). Thus, for
x ∈ V ∩B(a, η), we have (using the fact that g(a) = f(a)):
d(g(x), g(a)) ≤ d(g(x), f(x)) + d(f(x), f(a)) ≤ d(x, a) + kd(x, a); we
thus obtain d(g(x), g(a)) ≤ (1 + k)d(x, a), so that g is LSLa. 
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Proposition 1.1.12 Let E,E ′ be two n.v.s., U an open subset of E,
a ∈ U and f : U −→ E ′ a map; let us denote L(E,E ′) the set of
continuous linear maps from E to E ′. We have the implications :
1) f differentiable at a =⇒ f LSLa,
2) f differentiable and df : U −→ L(E,E ′) continuous at a =⇒
f LLa (in particular, f of class C
1 =⇒ f LL).
Proof : 1) If f is differentiable at a, there exists a continuous affine
map α : E −→ E ′ such that f ≺a α|U . But, since α|U is LSLa (even
lipschitzian!), f is thus LSLa (by 1.1.11).
2) df being continuous at a, there exists η > 0 such that the open
ball B(a, η) ⊂ U and: ∀x ∈ B(a, η), we have ‖dfx−dfa|| < 1, and thus
‖dfx‖ − ‖dfa‖ ≤ ‖dfx−dfa‖ < 1, which implies ‖dfx‖ ≤ ‖dfa‖ + 1.
Then, by the mean value theorem (B(a, η) being convex), the restriction
of f to B(a, η) is (‖dfa‖+ 1)-lipschitzian, so that f is LLa. 
Remarks 1.1.13
1) The inverses of the previous implications are not true (see example
4) of 1.3.9).
2) We will give a generalization of the above implication 2) in 1.5.10.
Proposition 1.1.14 Let M0,M1,M2 be metric spaces ;
f0 : M0 −→ M1, f1 : M1 −→ M2 two maps, and a0 ∈ M0, a1 = f0(a0).
We have the implications:
1) f0 LSLa0 and f1 LSLa1 =⇒ f1.f0 LSLa0.
2) f0 LLa0 and f1 LLa1 =⇒ f1.f0 LLa0.
Proposition 1.1.15 Let M0,M1,M2 be metric spaces; consider also
maps f0, g0 : M0 −→ M1, f1, g1 : M1 −→ M2, and a0 ∈ M0,
a1 = f0(a0) = g0(a0). We assume that f0 ≺a0 g0 and f1 ≺a1 g1
where g0 is LLa0 and g1 is LLa1 ; then f1.f0 ≺a0 g1.g0.
Proof : Since g1 is LLa1 and f0, g0 are continuous at a0 (see 1.1.8,
1.1.5 or 1.1.11), we have g1.f0 ≺a0 g1.g0 by 1.1.10. On the other hand
(still by 1.1.10), since f0 is LSLa0 (see 1.1.8 and 1.1.11) and f1 ≺a1 g1,
we also have f1.f0 ≺a0 g1.f0. Then, we use the fact that the relation of
tangency is an equivalence relation. 
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Remarks 1.1.16
1) In 1.1.15, we could have weakened the hypothesis : g0 LSLa0
would have been enough.
2) The theorem of composition of differentiable maps may be seen as
an immediate consequence of 1.1.15, since continuous affine maps are
lipschitzian and are preserved by composition.
Proposition 1.1.17 Let M,M0,M1 be metric spaces, a ∈M ; consider
also maps f0, g0 : M −→ M0 and f1, g1 : M −→ M1. We have the
implication: f0 ≺a g0 and f1 ≺a g1 =⇒ (f0, f1) ≺a (g0, g1).
Proof : We use here 1.1.1 and 1.1.2. For each i ∈ {0, 1}, let ci :
M −→ R+ be a map which is continuous at a and which verifies
ci(a) = 0 and ∀x ∈ M (d(fi(x), gi(x)) = ci(x)d(x, a)). Let us de-
note c(x) = sup(c0(x), c1(x)) and equip M0 ×M1 with its product dis-
tance d((x0, x1), (y0, y1)) = supi d(xi, yi). The map c being continuous
at a and verifying c(a) = 0 and ∀x ∈ M (d((f0, f1)(x), (g0, g1)(x)) =
supi d(fi(x), gi(x)) = c(x)d(x, a)), we thus obtain (f0, f1) ≺a (g0, g1).

Proposition 1.1.18 Let M,M0,M1 be metric spaces and a ∈M ; con-
sider also maps f0 : M −→M0 and f1 : M −→M1. Then:
1) f0, f1 LSLa =⇒ (f0, f1) LSLa,
2) f0, f1 LLa =⇒ (f0, f1) LLa.
Remark 1.1.19 1.1.18 implies that the categories whose objects are
metric spaces and whose morphisms are maps which are LSL (resp.
LL) at a point, are cartesian categories.
We conclude this section by giving a new link between LSL maps
and lipschitzian maps (see 1.1.8)). It is a generalization of the mean
value theorem (here we weaken the hypothesis of being differentiable by
the one of being LSL ... see 1.1.12).
Proposition 1.1.20 Let M be a metric space, [a, b] a compact interval
of R, k > 0 a fixed real number and f : [a, b] −→ M a continuous map
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which is k-LSLx for all x in the open interval ]a, b[. Then we have
d(f(b), f(a)) ≤ k(b− a).
For the proof (see below), we use the following well-known lemma :
Lemma 1.1.21 Let g : [a, b] −→ R be a continuous map and k a real
number such that the following property is true:
∀x ∈ ]a, b[ ∃x′ ∈ ]a, b] (x′ > x and g(x′)− g(x) ≤ k(x′ − x)).
Then we have g(b)− g(a) ≤ k(b− a).
Let us now go back to the proof of 1.1.20:
Proof : Let us denote g(x) = d(f(x), f(a)) ; then g is continuous
by composition. Let x ∈ ]a, b[. Since f is k-LSLx, there exists η > 0
verifying: ]x− η, x+ η[⊂ ]a, b[ and ∀x′ ∈ ]x− η, x+ η[:
d(f(x′), f(x)) ≤ k|x′− x|. So, if we take x < x′ < x+ η, we have x′ ≤ b
and g(x′)− g(x) ≤ d(f(x′), f(x)) ≤ k(x′ − x). So, thanks to the above
lemma, we obtain d(f(b), f(a)) = g(b)− g(a) ≤ k(b− a). 
Corollary 1.1.22 Let M be a metric space, [a, b] a compact interval of
R, F a finite subset of ]a, b[; let also f : [a, b] −→ M be a continuous
map. Let us assume that, for all x ∈ ]a, b[−F , the map f is k-LSLx ;
then d(f(b), f(a)) ≤ k(b− a).
Proof : Let us write F = {a1 < · · · < an} with a0 = a and an+1 = b.
Since, for every i ∈ {0, ..., n}, the restriction f |[ai,ai+1] is continuous and
k-LSLx at every x ∈]ai, ai+1[, we have, for every such i: d(f(ai+1), f(ai))
≤ k(ai+1 − ai), so that d(f(b) − f(a)) ≤
∑n
i=0 d(f(ai+1), f(ai)) ≤
k
∑n
i=0(ai+1 − ai) = k(b− a). 
Corollary 1.1.23 Let E be a n.v.s., U an open subset of E, a, b ∈ U
such that [a, b] ⊂ U and F a finite subset of ]a, b[; let also M be a metric
space and f : U −→ M a continuous map. Let us assume that, for all
x ∈ ]a, b[−F , the map f is k-LSLx ; then, we have again:
d(f(b), f(a)) ≤ k‖b− a‖.
Proof : We just have to apply 1.1.22 to the composite f.α (where
α : [0, 1] −→ U : t 7→ a + t(b − a)) which is k‖b − a‖-LSLt for all
t ∈ ]0, 1[− −1α (F ) (since −1α (F ) is still a finite subset, when a 6= b). 
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1.2 Linked metric jets
The linked metric jets (in short, here, the jets), which are merely equiv-
alence classes for the relation of tangency, will play the part of the
continuous affine maps of the classical differential calculus (but here,
without any algebraic properties); it seems natural, in such a solely
metric context, to define a distance between these jets, i.e to equip the
set of jets with a metric structure. Thanks to this metric structure,
we will be able to enrich the category of jets, between pointed metric
spaces, in the category Met (a well chosen category of metric spaces).
M and M ′ being metric spaces, with a ∈M, a′ ∈M ′, let us denote
 LL((M,a), (M ′, a′)) the set of maps f : M −→ M ′ which are LLa and
which verify f(a) = a′. These sets  LL((M,a), (M ′, a′)) are the “Hom”
of a category, denoted  LL, whose objects are pointed metric spaces;
this category  LL is a cartesian category (i.e. it has a final object and
finite products: see 1.1.14 and 1.1.18). Now, since ≺a is an equiv-
alence relation on  LL((M,a), (M ′, a′)), we set Jet((M,a), (M ′, a′)) =
 LL((M,a), (M ′, a′))/ ≺a.
Definition 1.2.1 An element of Jet((M,a), (M ′, a′)) is called a (linked
metric) jet from (M,a) to (M ′, a′).
Let q :  LL((M,a), (M ′, a′)) −→ Jet((M,a), (M ′, a′)) be the canon-
ical surjection. Thanks to 1.1.15, we can compose the jets: we have
q(g.f) = q(g).q(f) when g and f are composable.
So, we are now in a position to construct a category, denoted Jet,
called the category of linked metric jets, whose:
- objects are pointed metric spaces (M,a),
- morphisms ϕ : (M,a) −→ (M ′, a′) are jets (i.e. elements of
Jet((M,a), (M ′, a′))). In particular, the map IdM : (M,a) −→ (M,a)
being LLa, it provides a jet q(IdM) : (M,a) −→ (M,a) denoted Id(M,a).
The previous canonical surjections extend to a functor q :  LL−→ Jet
(constant on the objects) which makes Jet a quotient category of  LL.
Proposition 1.2.2 The functor q :  LL−→ Jet creates a cartesian struc-
ture on the category Jet (q being constant on the objects, it means that
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Jet is cartesian and q a strict morphism of cartesian categories).
Proof : The pair ({0}, 0) is clearly a final object in  LL and in Jet.
If (M0, a0), (M1, a1) ∈ |Jet|, let us show that (M0 ×M1, (a0, a1)) is the
wished product in the category Jet (where M0×M1 is equipped with the
product distance). First, since the canonical projections
pi : M0 ×M1 −→ Mi are 1-lipschitzian and verify pi(a0, a1) = ai, we
can thus consider the jets pii = q(pi) : (M0 ×M1, (a0, a1)) −→ (Mi, ai).
On the other hand, if (M,a) is another object in Jet, and if, for every
i ∈ {0, 1}, ϕi : (M,a) −→ (Mi, ai) is a jet, we can denote (ϕ0, ϕ1) =
q(f0, f1), where fi ∈ ϕi (this definition is non-ambiguous thanks to
1.1.17); furthermore, (ϕ0, ϕ1) is a jet (M,a) −→ (M0 × M1, (a0, a1))
verifying pii.(ϕ0, ϕ1) = ϕi. Now, if ψ : (M,a) −→ (M0 ×M1, (a0, a1))
is another jet verifying pii.ψ = ϕi for i ∈ {0, 1}, then for g ∈ ψ and
gi = pi.g, we have: q(gi) = pii.q(g) = ϕi, so that gi ≺a fi. Thus,
g = (g0, g1) ≺a (f0, f1) and ψ = q(g) = q(f0, f1) = (ϕ0, ϕ1). Conse-
quently the jets pii are the canonical projections in Jet. 
We now give some particular morphisms in the category Jet which
will be usefull further on.
Proposition 1.2.3 Let ϕ : (M,a) −→ (M ′, a′) be a morphism in Jet
and f ∈ ϕ. If f is locally “anti-lipschitzian” at a (i.e if there exist k > 0
and a neighborhood V of a on which we have d(f(x), f(y)) ≥ kd(x, y)),
then ϕ is a monomorphism in Jet.
Proof : Let ϕ1, ϕ2 : (N, b) −→ (M,a) be two parallel morphisms in
Jet such that ϕ.ϕ1 = ϕ.ϕ2. Let us take f1 ∈ ϕ1 and f2 ∈ ϕ2; we thus
have f.f1 ≺b f.f2, so that there exists c : N −→ R+, continuous at
b verifying c(b) = 0 and: ∀x ∈ N (d(f.f1(x), f.f2(x)) = c(x)d(x, b)).
Then, for x ∈
−1
f1 (V )∩
−1
f2 (V ), we have d(f1(x), f2(x)) ≤ c1(x)d(x, b)
where c1(x) = (1/k)c(x). Thus f1 ≺b f2, which provides ϕ1 = ϕ2. 
Remark 1.2.4 The jet of an isometric embedding is thus a monomor-
phism (in particular, in the case of a metric subspace).
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Proposition 1.2.5 Let M be a metric space, V a neighborhood of
a ∈ M . Let us set ja = q(j) : (V, a) −→ (M,a) where j : V ↪→ M
is the canonical injection. Then, the jet ja is an isomorphism in Jet.
Proof : Let us consider g : M −→ V , the map defined by g(x) = x if
x ∈ V and g(x) = a if x /∈ V (clearly g is LLa since V is a neighborhood
of a); then j−1a = q(g) (since g.j = IdV and j.g ≺a IdM). 
Time has now come to equip the category Jet((M,a), (M ′, a′)) with
a metric structure (where (M,a), (M ′, a′) ∈ |Jet|).
First, we define d(f, g) for f, g ∈  LL((M,a), (M ′, a′)); at first, this
d will not be a distance on  LL((M,a), (M ′, a′)): see 1.2.6 below (but
it will provide a “true” distance for the quotient Jet((M,a), (M ′, a′))).
For such f, g, we consider the map C : M −→ R+ defined by C(x) =
d(f(x),g(x))
d(x,a)
if x 6= a and C(a) = 0. We notice that C is bounded on a
neighborhood of a: indeed, since f and g are LLa, there exist a neigh-
borhood V of a and a real number k > 0 such that the restrictions f |V
and g|V are k-lipschitzian. Then, for x ∈ V , we have: d(f(x), g(x)) ≤
d(f(x), a′) + d(a′, g(x)) ≤ d(f(x), f(a)) + d(g(a), g(x)) ≤ 2kd(x, a), so
that C(x) ≤ 2k for all x ∈ V .
Now, for each r > 0, we set dr(f, g) = sup{C(x) |x ∈ B′(a, r) ∩ V }
(where B′(a, r) is a closed ball; this definition does not depend on V for
small r). The map r 7→ dr(f, g) is increasing and positive, we can put:
d(f, g) = limr→0 dr(f, g) = infr>0 dr(f, g).
Proposition 1.2.6 Let d : ( LL((M,a), (M ′, a′)))2 −→ R+ be the map
defined just above. For each f, g, h ∈  LL((M,a), (M ′, a′)), this map
d verifies the following properties:
1) d(f, g) = d(g, f),
2) d(f, h) ≤ d(f, g) + d(g, h),
3) d(f, g) = 0 ⇐⇒ f ≺a g.
Proof : 1) Arises from the fact that, for all r > 0, we have
dr(f, g) = dr(g, f).
2) Let V be a neighborhood of a and k > 0 such that the re-
strictions f |V , g|V and h|V are k-lipschitzian. Then, for r > 0 and
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x ∈ B′(a, r) ∩ V , x 6= a, we have: d(f(x),h(x))
d(x,a)
≤ d(f(x),g(x))
d(x,a)
+ d(g(x),h(x))
d(x,a)
≤
dr(f, g) + dr(g, h), which gives dr(f, h) ≤ dr(f, g) + dr(g, h). Doing
r → 0, we finally obtain d(f, h) ≤ d(f, g) + d(g, h).
3) d(f, g) = 0 ⇐⇒ ∀ε > 0 ∃r > 0 dr(f, g) < ε
⇐⇒ ∀ε > 0 ∃r > 0 ∀x ∈ B′(a, r) C(x) < ε
⇐⇒ C is continuous at a
⇐⇒ f ≺a g. 
Proposition 1.2.7 The map d : ( LL((M,a), (M ′, a′)))2 −→ R+, stud-
ied in 1.2.6, factors through the quotient, giving a “true” distance on
Jet((M,a), (M ′, a′)), defined by d(q(f), q(g)) = d(f, g) for all
f, g ∈ LL((M,a), (M ′, a′)).
It turns out that this distance provides for Jet a structure of category
enriched in Met, where Met is the cartesian category whose objects are
the metric spaces and whose morphisms are the locally semi-lipschitzian
maps (see 1.1.19). But before proving this (see 1.2.19 and its corollary),
we need to establish some technical properties about what we call the
lipschitzian ratio of a jet (that we also need in section 1.4).
Definition 1.2.8 For ϕ ∈ Jet((M,a), (M ′, a′)), we set ρ(ϕ) = inf K(ϕ),
where K(ϕ) = {k > 0 | ∃f ∈ ϕ, f is k-LLa}. It is this ρ(ϕ) that we call
the lipschitzian ratio of ϕ. Furthermore, we will say that ϕ is k-bounded
if ρ(ϕ) ≤ k.
Proposition 1.2.9 Let (M0, a0), (M1, a1), (M2, a2) ∈ |Jet|; and also
jets ϕ0 : (M0, a0) −→ (M1, a1), ϕ1 : (M1, a1) −→ (M2, a2). Then,
ρ(ϕ1.ϕ0) ≤ ρ(ϕ1)ρ(ϕ0).
Proof : Let f0 ∈ ϕ0, f1 ∈ ϕ1, and also k0, k1 > 0 such that, for each
i ∈ {0, 1}, fi is ki-LLai . Clearly, f1.f0 is k1k0-LLa0 , and f1.f0 ∈ ϕ1.ϕ0;
so that ρ(ϕ1.ϕ0) ≤ k1k0. Now, if we fix k1, we can write ρ(ϕ1.ϕ0)k1 ≤ k0
for each k0 ∈ K(ϕ0); so that ρ(ϕ1.ϕ0)k1 ≤ ρ(ϕ0). When ρ(ϕ0) 6= 0, we have
also ρ(ϕ1.ϕ0)
ρ(ϕ0)
≤ k1 for each k1 ∈ K(ϕ1). We thus obtain ρ(ϕ1.ϕ0)ρ(ϕ0) ≤ ρ(ϕ1)
which implies ρ(ϕ1.ϕ0) ≤ ρ(ϕ1)ρ(ϕ0). If ρ(ϕ0) = 0, we have ρ(ϕ1.ϕ0)k1 = 0,
and then ρ(ϕ1.ϕ0) = 0; which gives again ρ(ϕ1.ϕ0) ≤ ρ(ϕ1)ρ(ϕ0). 
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Proposition 1.2.10 For each ϕ ∈ Jet((M,a), (M ′, a′)), we have
d(ϕ,Oaa′) ≤ ρ(ϕ) (where Oaa′ = q(â′), and â′ : M −→ M ′ is the
constant map on a′).
Proof : Let f ∈ ϕ, k > 0 and V be a neighborhood of a for which f |V
is k-lipschitzian. Then, for each r > 0 verifying B′(a, r) ⊂ V , we have:
∀x ∈ B′(a, r) (d(f(x), a′) = d(f(x), f(a)) ≤ kd(x, a)) which implies
dr(f, â′) ≤ k. Thus, when r → 0, we obtain d(ϕ,Oaa′) = d(f, â′) ≤ k;
this being true for all k ∈ K(ϕ), we finally obtain d(ϕ,Oaa′) ≤ ρ(ϕ). 
Examples 1.2.11
In all that follows (M,a), (M ′, a′), (Mi, ai) are objects of Jet, i.e
pointed metric spaces. Here we calculate some lipschitzian ratios for
what we could call good jets ϕ, since, for them, the inequality of 1.2.10,
becomes an equality! (refer to 1.2.21). We will see in 2.5.3 that it’s not
always the case.
0) We have ρ(Oaa′) = 0 (since, for all ε > 0, we have ρ(Oaa′) ≤ ε, the
constant map â′ : M −→M ′ verifying â′ ∈ Oaa′ and being ε-lipschitzian
for all these ε).
1) For every jet ϕ : (M,a) −→ (M ′, a′), where a or a′ are isolated
(respectively in M or M ′), then ρ(ϕ) = 0. Indeed, if a is isolated in M ,
then ϕ = Oaa′ (see 1.1.3)! Now, if a
′ is isolated in M ′, it means that {a′}
is open in M ′, so that, for all f ∈ ϕ, V =
−1
f ({a′}) is a neighborhood
of a; as f |V is constant on a′, it is ε-lipschitzian for all ε > 0, so that
ρ(ϕ) ≤ ε for all these ε.
2) As in 1.2.2, we denote pii : (M1, a1) × (M2, a2) −→ (Mi, ai) the
canonical projections in Jet; then d(pii, Oaai) = ρ(pii) = 1 (where a =
(a1, a2), with ai non isolated in Mi). Indeed, as pi ∈ pii = q(pi) is
1-lipschitzian, we have d(pii, Oaai) ≤ ρ(pii) ≤ 1. If d(pii, Oaai) < 1, we
would have d(pi, âi) = d(pii, Oaai) < 1, so that (see just before 1.2.6)
there would exist r > 0 such that dr(pi, âi) < 1 and thus, for all a 6=
x ∈ B′(a, r), d(pi(x),ai)
d(x,a)
≤ dr(pi, âi) < 1 (where x = (x1, x2)). This strict
inequality will be contradicted choosing xi 6= ai (which is possible since
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ai is not isolated in Mi) and xj = aj: we then obtain
d(pi(x),ai)
d(x,a)
= 1 (since
now d(x, a) = d(xi, ai)).
3) Let M,M ′ be metric spaces, f : M −→ M ′ an isometric embed-
ding, a a non isolated point in M and a′ = f(a)); then d(q(f), Oaa′) =
ρ(q(f)) = 1. Indeed, as f ∈ q(f), we have ρ(q(f)) ≤ 1. Referring to
1.2.10, we have thus d(q(f), Oaa′) ≤ 1; if d(q(f), Oaa′) < 1, we would
have d(f, â′) = d(q(f), Oaa′) < 1, and thus (reasoning just like in ex-
ample 2), with f instead of pi), there would exist r > 0 such that
d(f(x),f(a))
d(x,a)
≤ dr(f, â′) < 1 for all a 6= x ∈ B′(a, r); which contradicts the
fact that f is isometric.
Thus, a being non isolated in M , d(Id(M,a), Oaa) = ρ(Id(M,a)) = 1
(where Id(M,a) = q(IdM)); and d(ja, Oaa) = ρ(ja) = 1 and
d(j−1a , Oaa) = ρ(j
−1
a ) = 1, where ja = q(j), with j : V ↪→ M the
canonical injection (V is a neighborhood of a in M (see 1.2.5)).
Proposition 1.2.12 Let (M,a), (M ′, a′) ∈ Jet.
1) Let us assume that there exists ϕ ∈ Jet((M,a), (M ′a′)) which is
an isomorphism in Jet. Then, a is isolated in M iff a′ is isolated in M ′.
2) (M,a) is a final object in Jet iff a is isolated in M .
Proof : 1) Let us assume that a is isolated in M ; using 1.2.9 and
examples 1) and 3) in 1.2.11, we obtain ρ(Id(M ′,a′)) = ρ(ϕ.ϕ
−1) ≤
ρ(ϕ)ρ(ϕ−1) = 0, so that ρ(Id(M ′,a′)) = 0, which implies that a′ is isolated
in M ′.
2) We use the fact that, in any category, there exists a unique iso-
morphism between two final objects. Thus, if (M,a) is a final object
in Jet, we have an isomorphism jet ! : (M,a) −→ ({0}, 0), which im-
plies (thanks to the above 1)) that a is isolated in M . Conversely, if
a is isolated in M , it forces the above jet ! to be an isomorphism, its
inverse being the jet O0a : ({0}, 0) −→ (M,a); indeed, the equality
O0a . ! = Id(M,a) comes from the fact that a is an isolated point (see
1.1.3), and the equality ! . O0a = Id({0},0) from the fact that ({0}, 0) is a
final object in Jet. 
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Proposition 1.2.13 Let (M,a), (M1, a1), (M2, a2) ∈ |Jet|, and
ϕ1 : (M,a) −→ (M1, a1), ϕ2 : (M,a) −→ (M2, a2) be two jets.
Then ρ(ϕ1, ϕ2) = supi(ρ(ϕi)).
Proof : Let ε > 0; then, for i ∈ {1, 2}, there exists fi ∈ ϕi which is
ki-LLa, where ki = ρ(ϕi) + ε. As (f1, f2) is k-LLa with k = sup(k1, k2)
and (f1, f2) ∈ (ϕ1, ϕ2), we have ρ(ϕ1, ϕ2) ≤ k = supi(ρ(ϕi)) + ε ... for
all ε > 0, so that ρ(ϕ1, ϕ2) ≤ supi(ρ(ϕi)). Besides, as ϕi = pii.(ϕ1, ϕ2),
where the pii are the canonical projections in Jet, we have, using 1.2.9,
ρ(ϕi) ≤ ρ(pii)ρ(ϕ1, ϕ2), and thus ρ(ϕi) ≤ ρ(ϕ1, ϕ2), since ρ(pii) ≤ 1 (see
1.2.11); so that supi(ρ(ϕi)) ≤ ρ(ϕ1, ϕ2). 
Corollary 1.2.14 For each i ∈ {1, 2}, let (Mi, ai), (M ′i , a′i) ∈ |Jet|, and
ψi : (Mi, ai) −→ (M ′i , a′i) be two jets. Then ρ(ψ1 × ψ2) ≤ supi ρ(ψi).
Proof : Since ψ1 × ψ2 = (ψ1.pi1, ψ2.pi2), we have ρ(ψ1 × ψ2) =
supi ρ(ψi.pii) ≤ supi(ρ(ψi)ρ(pii)) ≤ supi ρ(ψi) (because ρ(pii) ≤ 1). 
Theorem 1.2.15 Let us consider the following diagram in Jet:
(M0, a0)
ϕ0 //
ψ0
// (M1, a1)
ϕ1 //
ψ1
// (M2, a2)
We then have the inequalities:
1) d(ψ1.ψ0, ϕ1.ϕ0) ≤ d(ψ1, ϕ1)d(ψ0, O) + ρ(ϕ1)d(ψ0, ϕ0) (where
O = Oa0a1: see 1.2.10).
2) d(ψ1.ψ0, ϕ1.ϕ0) ≤ d(ψ1, ϕ1)+d(ψ0, ϕ0) if ψ0 and ϕ1 are 1-bounded
(see 1.2.8).
Proof : 1) Let i ∈ {0, 1}; and fi ∈ ϕi and gi ∈ ψi. Then, there exist
ki, k
′
i > 0 and Vi a neighborhood of ai in Mi such that the restrictions
fi|Vi and gi|Vi are respectively ki-lipschitzian and k′i-lipschitzian.
Referring to the definition of the distance on the jets given in 1.2.7,
we have to prove the inequality (where â1 is the constant map on a1):
d(g1.g0, f1.f0) ≤ d(g1, f1)d(g0, â1) + k1d(g0, f0) where this d has been
defined just above 1.2.6 for the locally lipschitzian maps. Let R0, R1 > 0
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such that B(a0, R0) ⊂ V0 ∩
−1
f0 (V1)∩ −1g0 (V1) and B(a1, R1) ⊂ V1, and
let us put R = inf(R0,
R1
k′0
). If 0 < r < R and if x ∈ B′(a0, r), we have
k′0r < k
′
0R ≤ k′0R1k′0 = R1 and then d(g0(x), a1) = d(g0(x), g0(a0)) ≤
k′0d(x, a0) < k
′
0r < R1, so thatg0(x) ∈ B′(a1, k′0r) ⊂ B(a1, R1) ⊂ V1; we
obtain the inequalities:
d(g1.g0(x), f1.f0(x))≤ d(g1.g0(x), f1.g0(x)) + d(f1.g0(x), f1.f0(x))
≤ d(g1.g0(x), f1.g0(x)) + k1d(g0(x), f0(x))
≤ dk′0r(g1, f1)d(g0(x), a1) + k1dr(g0, f0)d(x, a0)
≤ dk′0r(g1, f1)dr(g0, â1)d(x, a0) + k1dr(g0, f0)d(x, a0).
Thus, dividing by d(x, a0) when possible (i.e. if x 6= a0), we obtain:
d(g1.g0(x),f1.f0(x))
d(x,a0)
≤ dk′0r(g1, f1)dr(g0, â1) + k1dr(g0, f0), which finally im-
plies dr(g1.g0, f1.f0) ≤ dk′0r(g1, f1)dr(g0, â1) + k1dr(g0, f0). It remains to
do r → 0 to obtain the foretold inequality.
Now, in order to obtain the wanted inequality 1), it suffices, when
ψ0 6= ϕ0 (i.e when d(g0, f0) 6= 0: see 1.2.7), to write:
d(ψ1.ψ0,ϕ1.ϕ0)−d(ψ1.ϕ1)d(ψ0,O)
d(ψ0,ϕ0)
= d(g1.g0,f1.f0)−d(g1.f1)d(g0,ca1)
d(g0,f0)
≤ k1; this being
true for all k1 ∈ K(ϕ1), we obtain d(ψ1.ψ0,ϕ1.ϕ0)−d(ψ1.ϕ1)d(ψ0,O)d(ψ0,ϕ0) ≤ ρ(ϕ1).
We have thus proved the inequality 1) in the case where ψ0 6= ϕ0. But
this inequality is still true when ψ0 = ϕ0, since, in this case, we have
d(g1.g0, f1.f0) ≤ d(g1, f1)d(g0, â1), which implies the inequality:
d(ψ1.ψ0, ϕ1.ψ0) ≤ d(ψ1, ϕ1)d(ψ0, O).
2) We apply 1.2.10 in 1). 
Corollary 1.2.16 The sets of jets being equipped with their distance,
the maps Jet((M0, a0), (M1, a1)) −→ Jet((M0, a0), (M2, a2)) : ψ 7→ ϕ1.ψ
and Jet((M1, a1), (M2, a2)) −→ Jet((M0, a0), (M2, a2)) : ψ 7→ ψ.ϕ0 are
respectively ρ(ϕ1)-lipschitzian and d(ϕ0, O)-lipschitzian (where ϕ0 and
ϕ1 are jets as in 1.2.15).
Proof : We just have to use the inequality 1) proved in 1.2.15 with
ψ1 = ϕ1 in the first case and ψ0 = ϕ0 in the second one. 
Corollary 1.2.17 ψ0, ψ1, Obeing jets as in 1.2.15 (with O = Oa0a2 , Oa1a2
or Oa0a1), we have the inequality: d(ψ1.ψ0, O) ≤ d(ψ1, O)d(ψ0, O).
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Proof : We just put ϕ0 = Oa0a1 and ϕ1 = Oa1a2 in 1.2.15 (since
ρ(O) = 0, according to 1.2.11). 
Remark 1.2.18 The inequalities obtained in 1.2.9 and 1.2.17 are both
generalisations of the well-known inequality ‖l1.l0‖ ≤ ‖l1‖ ‖l0‖ for com-
posable continuous linear maps (see 1.2.28 below).
Proposition 1.2.19 The composition of jets:
Jet((M0, a0),(M1, a1))×Jet ((M1, a1),(M2, a2))−→comp Jet((M0, a0),(M2, a2))
is LSL.
Proof : Let us set Jetij = Jet((Mi, ai), (Mj, aj)) for i, j ∈ {0, 1, 2};
and let us fix (ϕ0, ϕ1) ∈ Jet01 × Jet12, this set being equipped with
the product distance. If B = B((ϕ0, ϕ1), 1) is a unit open ball in
Jet01 × Jet12, then, for (ψ0, ψ1) ∈ B, we can write (where here
O = Oa0a1): d(ψ0, O) ≤ d(ψ0, ϕ0) + d(ϕ0, O) ≤ 1 + d(ϕ0, O) and thus
also, using 1.2.15: d(ψ1.ψ0, ϕ1.ϕ0) ≤ d(ψ1, ϕ1)d(ψ0, O) + ρ(ϕ1)d(ψ0, ϕ0)
≤ d((ψ0, ψ1), (ϕ0, ϕ1))(d(ψ0, O) + ρ(ϕ1))
≤ d((ψ0, ψ1), (ϕ0, ϕ1))(d(ϕ0, O) + ρ(ϕ1) + 1).
The map comp is thus (d(ϕ0, O) + ρ(ϕ1) + 1)-semi-lipschitzian on B. 
Corollary 1.2.20 The category Jet can thus be enriched in the carte-
sian category Met previously quoted just before 1.2.8.
Proposition 1.2.21 First, refer to 1.2.11 about good jets; and let us
denote Jeg((M1, a1), (M2, a2)) the following set:
{ϕ ∈ Jet ((M1, a1), (M2, a2)) | d(ϕ,Oa1a2) = ρ(ϕ)}. Then the restriction
Jet((M0, a0),(M1, a1))×Jeg((M1, a1),(M2, a2))−→comp Jet((M0, a0),(M2, a2))
is LL.
Proof : We have to consider the restriction Jet01 × Jeg12 −→comp Jet02
where the Jetij are as in 1.2.19 and Jeg12 = Jeg((M1, a1),(M2, a2)). Let
(ϕ0, ϕ1) ∈ Jet01×Jeg12 and B = B((ϕ0, ϕ1), 1) for the product distance
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in Jet01 × Jeg12. Now, if (ψ0, ψ1), (ψ′0, ψ′1) ∈ B, we write, using the
inequality 1) of 1.2.15 (with O = Oa0a1 or Oa1a2):
d(ψ1.ψ0, ψ
′
1.ψ
′
0) ≤ d(ψ1, ψ′1)d(ψ0, O) + ρ(ψ′1)d(ψ0, ψ′0) =
d(ψ1, ψ
′
1)d(ψ0, O) + d(ψ
′
1, O)d(ψ0, ψ
′
0) ≤
d(ψ1, ψ
′
1)(d(ψ0, ϕ0) + d(ϕ0, O)) + d(ψ0, ψ
′
0)(d(ψ
′
1, ϕ1) + d(ϕ1, O)) ≤
d(ψ1, ψ
′
1)(1 + d(ϕ0, O)) + d(ψ0, ψ
′
0)(1 + d(ϕ1, O)) ≤
d((ψ0, ψ1), (ψ
′
0, ψ
′
1))(2 + d(ϕ0, O) + d(ϕ1, O)).
We thus have obtained that the restriction comp|B is k-lipschitzian
with k = 2 + d(ϕ0, O) + d(ϕ1, O), which ends the proof. 
Proposition 1.2.22 (M,a), (M0, a0), (M1, a1) being objects in the cat-
egory Jet, the following canonical map can is an isometry:
Jet((M,a), (M0, a0)× (M1, a1))
can

Jet((M,a), (M0, a0))× Jet((M,a), (M1, a1))
Proof : Consider a pair of jets ϕ, ψ : (M,a) −→ (M0, a0)× (M1, a1);
we thus must prove that we have the equality:
d(ϕ, ψ) = sup(d(pi0.ϕ, pi0.ψ), d(pi1.ϕ, pi1.ψ)); or else, if f ∈ ϕ, g ∈ ψ
and fi = pi.f , gi = pi.g (see 1.2.2 for the definitions of pi and pii),
to prove the equality: d(f, g) = supid(fi, gi) (for the definition of the
distance between jets, see 1.2.7). It suffices to use the equality dr(f, g) =
supi d
r(fi, gi), which is true for small r, and to do r → 0. 
Remark 1.2.23 As isometries are isomorphisms in Met, it means that
Jet is an enriched cartesian category.
Proposition 1.2.24 Let M,M ′ be metric spaces, V, V ′ be two neighbor-
hoods, respectively of a ∈M and a′ ∈M ′. Then, the map:
Γ : Jet((V, a), (V ′, a′)) −→ Jet((M,a), (M ′, a′)) : ϕ 7→ j′a′ .ϕ.j−1a
is an isometry (where ja and j
′
a′ have been defined in 1.2.5).
Proof : We can deduce from 1.2.16 and 1.2.10 that, for ϕ, ϕ′ ∈
Jet((V, a), (V ′, a′)), we have: d(Γ(ϕ),Γ(ϕ′)) = d(j′a′ .ϕ.j−1a , j′a′ .ϕ′.j−1a )
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≤ ρ(j′a′)d(ϕ.j−1a , ϕ′.j−1a ) ≤ ρ(j′a′)d(ϕ, ϕ′)d(j−1a , O) ≤ ρ(j′a′)d(ϕ, ϕ′)ρ(j−1a )
≤ d(ϕ, ϕ′), the last inequality resulting from the fact that ρ(ja) and
ρ(j−1a ) are 1-bounded (see 1.2.11); same things for j
′
a′ . But Γ is bijec-
tive with Γ−1(ψ) = j′−1a′ .ψ.ja, so that we have also d(Γ
−1(ψ),Γ−1(ψ′)) ≤
d(ψ, ψ′). Finally, setting ψ = Γ(ϕ) and ψ′ = Γ(ϕ′), we obtain the
equality: d(Γ(ϕ),Γ(ϕ′)) = d(ϕ, ϕ′). 
We conclude this section with a come back to vectorial considera-
tions.
Proposition 1.2.25 Let M be a metric space (with a ∈ M) and E
a n.v.s.. Then, we can canonically equip the sets  LL((M,a), (E, 0))
and Jet((M,a), (E, 0)) with vectorial space structures, making linear
the canonical surjection q :  LL((M,a), (E, 0)) −→ Jet((M,a), (E, 0)).
Besides, the distance on Jet((M,a), (E, 0)), defined in 1.2.7, derives
from a norm (providing a structure of n.v.s. on Jet((M,a), (E, 0))).
Proof : The vectorial structure on  LL((M,a), (E, 0)) results, as usual,
from the one of E. In Ê = Jet((M,a), (E, 0)), the zero is Oa0; as for
the vectorial operations, we can set, for ϕ, ψ ∈ Ê, ϕ + ψ = q(σ).(ϕ, ψ)
(where σ is the addition of E) and, for λ ∈ R, λϕ = q(mλ).ϕ (where
mλ : E −→ E : x 7→ λx). The verification of the axioms of vectorial
space and the linearity of q arises from the fact that q is a morphism of
cartesian categories (see 1.2.2).
Now, we set ‖ϕ‖ = d(ϕ,Oa0) for ϕ ∈ Ê and we verify that ‖ϕ−ψ‖ =
d(ϕ, ψ) and ‖λϕ‖ ≤ |λ| ‖ϕ‖ (which is enough to have a norm); actually,
for that, it suffices to prove that, for f ∈ ϕ, g ∈ ψ and r small enough,
we have dr(f − g, 0̂) = dr(f, g) and dr(λf, 0̂) ≤ |λ|dr(f, 0̂). 
Proposition 1.2.26 Let M,M ′ be metric spaces, with a ∈ M and
a′ ∈ M ′; let also ϕ ∈ Jet((M ′, a′), (M,a)) and E a n.v.s.. Then, the
map ϕ˜ : Jet((M,a), (E, 0)) −→ Jet((M ′, a′), (E, 0)) : ψ 7→ ψ.ϕ is linear
and continuous.
Proof : For the linearity of ϕ˜, we must verify that (ψ1 + ψ2).ϕ =
ψ1.ϕ+ ψ2.ϕ and (λψ).ϕ = λ(ψ.ϕ); but, this arises from the fact that q
is functorial and also linear on the “Hom” (see 1.2.25).
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Now, the continuity of ϕ˜ arises from the fact that Jet is enriched in
Met; we can also use 1.2.16). 
Proposition 1.2.27 E and E ′ being n.v.s., the canonical map :
j : L(E,E ′) −→ Jet((E, 0), (E ′, 0)) : l 7→ q(l) is a linear isometric em-
bedding (L(E,E ′) being equipped with the norm ‖l‖ = sup‖x‖≤1 ‖l(x)‖).
Proof : The linearity of j comes from the fact that L(E,E ′) is a vecto-
rial subspace of  LL((E, 0), (E ′, 0)) on which q is linear (see 1.2.25).
Now, to prove that j is isometric, we have just to verify that, for
l ∈  L(E,E ′) and r > 0, we have ‖l‖ = dr(l, 0) (doing r → 0, we obtain
then ‖l‖ = d(l, 0) = d(q(l), q(0)) = ‖q(l)‖ = ‖j(l)‖). In order to obtain
this equality, we fix r > 0; first, for x ∈ B′(0, r), we have ‖l(x)‖ ≤
‖l‖ ‖x‖ which implies dr(l, 0) ≤ ‖l‖. Secondly, if 0 < ‖x‖ ≤ 1 and
0 < r′ < r, we have ‖r′x‖ ≤ r′ < r and then ‖l(x)‖‖x‖ = ‖l(r
′x)‖
‖r′x‖ ≤ dr(l, 0),
which implies ‖l(x)‖ ≤ dr(l, 0)‖x‖ ≤ dr(l, 0); so that ‖l‖ ≤ dr(l, 0). 
Corollary 1.2.28 If l : E −→ E ′ is a continuous linear map, we have
q(l) ∈ Jeg((E, 0), (E ′, 0)); more precisely, we have the equalities:
d(q(l), O) = ρ(q(l)) = ‖l‖.
Proof : Using 1.2.25, 1.2.27 and 1.2.10, we obtain ‖l‖ = ‖q(l)‖ =
d(q(l), O) ≤ ρ(q(l)) ≤ ‖l‖, the last inequality being due to the fact that
l is ‖l‖-lipschitzian. 
Remark 1.2.29 In 1.2.28, we can replace “linear” by “affine”. The
reader can go back to 1.2.18 (one can refer to 1.5.12).
1.3 Tangentiability
In this new context, the notion of tangentiability plays the part of the
one of differentiability. However, this new notion keeps lots of the prop-
erties of the classical differentiability. This section is a good opportunity
to give some examples and counter-examples which will be indispens-
able to understand and visualize these new notions. Still here, “jet” will
mean “linked metric jet”.
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Definition 1.3.1 Let f : M −→ M ′ be a map between metric spaces
and a ∈ M . We say that f is tangentiable at a (in short Tanga) if
there exists a map g : M −→M ′ which is LLa such that g ≺a f .
When f is Tanga, we set Tfa = {g : M −→ M ′ | g ≺a f ; g LLa};
Tfa is a jet (M,a) −→ (M ′, f(a)), said tangent to f at a, and that we
can call the tangential of f at a (not to be mixed up with tfa, defined
in a special context (see before 1.5.1)).
Proposition 1.3.2 We have the implications: f LLa =⇒ f Tanga
and f Tanga =⇒ f LSLa =⇒ continuous at a. The inverse implica-
tions are not true (see 1.3.9).
Proof : The first implication is obvious; the second one comes from
1.1.8 and 1.1.11, and the last one has been seen in 1.1.8. 
Remark 1.3.3 f is LLa iff f is Tanga with f ∈ Tfa (then Tfa =
q(f)); in particular, T(IdM)a = q(IdM) = Id(M,a) (see the definition of
the canonical surjection q :  LL((M,a), (M ′, a′)) −→ Jet((M,a), (M ′, a′))
just after 1.2.1); moreover, for every jet ϕ : (M,a) −→ (M ′, a′), we have
ϕ = Tga for every g ∈ ϕ.
Proposition 1.3.4 Let E,E ′ be n.v.s., U an open subset of E, a ∈ U
and f : U −→ E ′ a map. We have the implication (the inverse being
not true (see 1.3.9): f differentiable at a =⇒ f tangentiable at a.
Proof : A continuous affine map being lipschitzian. 
Remark 1.3.5 Actually, f is differentiable at a iff f is Tanga where its
tangential Tfa at a possesses an affine map. For such a differential map,
it is the unique affine map Afa defined by Afa(x) = f(a)+dfa(x−a)(the
translate at a of its differential dfa); thus Tfa = q(Afa). In particular,
if f is a continuous affine map, then f is Tanga at every a with f ∈ Tfa
for all a.
Proposition 1.3.6 Let M,M ′,M ′′ be metric spaces, f : M −→ M ′
and g : M ′ −→ M ′′ two maps, and a ∈ M , a′ = f(a). If f is Tanga
and g is Tanga′, then g.f is Tanga and we have T(g.f)a = Tga′ .Tfa.
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Proof : Comes from 1.1.14, 1.1.15, and from the functoriality of q.

Proposition 1.3.7 Let M,M0,M1 be metric spaces, f0 : M −→ M0
and f1 : M −→ M1 be two maps, and a ∈ M . If f0 and f1 are tangen-
tiable at a, then (f0, f1) : M −→ M0 ×M1 is tangentiable at a and we
have T(f0, f1)a = (Tf0a,Tf1a).
Proof : Comes from 1.1.17, 1.1.18 and 1.2.2. 
Proposition 1.3.8 Let M0,M1,M
′
0,M
′
1 be four metric spaces,
f0 : M0 −→ M ′0 and f1 : M1 −→ M ′1 two maps, and a0 ∈ M0, a1 ∈ M1.
If f0 is Tanga0 and f1 Tanga1, then f0 × f1 : M0 ×M1 −→M ′0 ×M ′1 is
Tang(a0,a1) and we have T(f0 × f1)(a0,a1) = Tf0a0 × Tf1a1.
Proof : Since f0× f1 = (f0.p0, f1.p1) where the canonical projections
pi are lipschitzian. Beyond 1.3.7, we use the fact that, for all (a0, a1) ∈
M0 ×M1, we have Tpi(a0,a1) = q(pi) = pii, the canonical projections in
Jet (see 1.3.3 and 1.2.2). 
Examples and counter-examples 1.3.9
All the maps considered below are functions R −→ R, where R is
equipped with its usual structure of normed vector space (these differ-
ent functions give counter-exemples to the inverses of the implications
given in 1.3.2 and 1.3.4).
1) Consider f0(x) = x
1/3; this function is continuous but not LSL0
(see 1.1.6 and 1.1.10).
2) Consider f1(x) = x sin
1
x
if x 6= 0 and f1(0) = 0; this function
is obviously LSL0, however not Tang0: indeed, if f1 was Tang0, there
would exist a fonction g : R −→ R and a neighborhood V of 0 such that
g ≺0 f1 and g|V is k-lipschitzian for a k > 0. Let us consider the two
sequences of reals defined by xn = 1/2npi and yn = 1/(4n + 1)
pi
2
; since
g ≺0 f1 and limn xn = limn yn = 0, we have limn |f1(xn)−g(xn)xn | = 0 =
limn |f1(yn)−g(yn)yn |, so that limn 2ping(xn) = 0 and limn(4n+1)pi2g(yn) = 1.
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Now, since g|V is k-lipschitzian, we have |g(xn)−g(yn)xn−yn | ≤ k for n big
enough, which is equivalent to |4n+1
n
(2npig(xn))−4((4n+1)pi2g(yn))| ≤ kn .
It remains to do n→ +∞ which leads to a contradiction.
3) Consider f2(x) = x
2 sin 1
x2
if x 6= 0 and f2(0) = 0; this function
is Tang0 (since it is differentiable at 0); however not LL0 (because
limk→+∞f ′2(
1√
2kpi
) = −∞).
4) Consider ϑ(x) = |x|; this function is Tang0 (it is 1-lipschitzian!),
however not differentiable at 0.
Remark 1.3.10 We will see in the second chapter that this function
ϑ(x) = |x| can be viewed as a model of G-differentiable maps; in this
second chapter, we will also see lots of other tangentiable maps which
are not differentiable, some of them being not even G-differentiable.
Consider now two metric spaces M,M ′, and two maps
f, g : M −→ M ′ which are Tanga where a ∈ M . Like for general
jets (see 1.2.7), we can speak of the distance between the two jets
Tfa, Tga. The question is: do we still have d(Tfa,Tga) = d(f, g)?
That is a natural question, except that, until now, this d(f, g) does not
mean anything here, since it has been solely defined for maps which are
LLa! (see just before 1.2.6). Here, our maps f and g are only supposed
to be Tanga. Therefore, it remains to extend this definition d(f, g) to
such maps.
Let M,M ′ be metric spaces, a ∈ M , a′ ∈ M ′ and f, g : M −→ M ′
two maps which are Tanga and which verify f(a) = g(a) = a
′. Let us
consider f1 ∈Tfa and g1 ∈Tga; then f1 ≺a f and g1 ≺a g; so that,
for every ε > 0, there exists a neighborhood V of a on which we have
d(f1(x), f(x)) ≤ εd(x, a) and d(g1(x), g(x)) ≤ εd(x, a). Furthermore,
since f1 and g1 are LLa, we know that there exists also a neighborhood
W of a on which the map x 7→ d(f1(x),g1(x))
d(x,a)
, if x 6= a, is bounded (let us
say by R). Now, if we take x ∈ V1 = V ∩W , x 6= a, we obtain:
d(f(x),g(x))
d(x,a)
≤ d(f(x),f1(x))
d(x,a)
+ d(f1(x),g1(x))
d(x,a)
+ d(g1(x),g(x))
d(x,a)
≤ 2ε+R. So, the map
C(x) = d(f(x),g(x))
d(x,a)
, if x 6= a and C(a) = 0, is still bounded on V1. Thus,
for r > 0, we can again set dr(f, g) = sup{C(x)|x ∈ V1 ∩ B′(a, r)} and
finally again d(f, g) = limr→0 dr(f, g) = infr>0 dr(f, g).
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Proposition 1.3.11 If f, g : M −→ M ′ are Tanga where a ∈ M , we
have d(Tfa,Tga) = d(f, g), this d being defined just above.
Proof : Tfa =Tf1a and Tga =Tg1a where f1 ∈Tfa and g1 ∈Tga;
using the fact that f1 and g1 are LLa, we obtain d(Tf1a,Tg1a) = d(f1, g1).
The result comes from the fact that, since f ≺a f1 and g ≺a g1, for ev-
ery ε > 0 and r > 0, we have, according to 1.3.10,
dr(f, g) ≤ dr(f1, g1) + 2ε and also dr(f1, g1) = dr(f, g) + 2ε, which
implies d(f, g) = d(f1, g1). 
Corollary 1.3.12 Let f : M −→ M ′ be a map, a ∈ M and b = f(a).
We assume that f is Tanga and that d(Tfa, Oab) < k. Then, f is
k-LSLa.
Proof : Since Oab = q(̂b) =Tb̂a (where b̂ is the constant map on b),
we have, using 1.3.11, d(f, b̂) = d(Tfa,Tb̂a) = d(Tfa, Oab) < k. So that,
referring to before 1.3.11, there exists r > 0 such that dr(f, b̂) < k.
This means that, when r is small enough, we have d(f(x), f(a)) =
d(f(x), b) ≤ kd(x, a) for every x ∈ B′(a, r). We have thus proved that
f is k-SLa on B
′(a, r). 
1.4 Transmetric spaces
In order to define a tangential map tf : M −→ “Jet(M,M ′)” for a
tangentiable map f : M −→ M ′ (see the section 1.5 below), we need,
of course, to define first such a set “Jet(M,M ′)” equipped with an
adequate distance. We have succeeded in it, assuming that M and M ′
are transmetric spaces (see 1.4.1 below). Then, such a metric space
“Jet(M,M ′)” can really be defined, its elements being new metric jets,
called free metric jets (in opposition to the linked metric jets we have
used up to now and that we continue to call briefly jets, still here); it’s
why the set “Jet(M,M ′)” will be in fact denoted Jet
free
(M,M ′).
Definition 1.4.1 A transmetric space is a metric space M , supposed
to be non empty, equipped with a functor γ : Gr(M) −→ Jet (where
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the category Jet has been defined at the beginning of section 1.2, and
Gr(M) refers to the groupoid of the pairs, defined by |Gr(M)| = M and
Hom(a, b) = {(a, b)} for all a, b ∈M) verifying:
- for every a ∈M , γ(a) = (M,a),
- for every morphism (a, b) : a −→ b in Gr(M), the jet
γ(a, b) : (M,a) −→ (M, b) is 1-bounded (i.e. verifies ρ(γ(a, b)) ≤ 1:
see 1.2.8); every γ(a, b) is invertible in Jet.
An attentive reader can be “puzzled” by the restrictive hypothesis
“non empty” for transmetric spaces; this reader will find some justifica-
tions in 1.4.14 and 1.4.22.
Before giving some examples, let us give the following special case:
Definition 1.4.2 A left isometric group is a metric space G equipped
with a group structure verifying the following condition:
∀g, g0, g1 ∈ G (d(g.g0, g.g1) = d(g0, g1)).
Remarks 1.4.3
1) In an equivalent manner, we could have only assume in 1.4.2 that:
∀g, g0, g1 ∈ G (d(g.g0, g.g1) ≤ d(g0, g1)).
2) Let G be a left isometric group; then, for all g ∈ G, the map
G −→ G : g′ 7→ g.g′ is isometric.
Proposition 1.4.4 Every left isometric group G can be equipped with
a canonical structure of transmetric space.
Proof : Here, γ is the composite Gr(G)
θ−→  LL q−→ Jet, where θ
is the functor defined by θ(g) = (G, g) and θ(g0, g1) is the morphism
(G, g0) −→ (G, g1) in  LL which assignes g1.g−10 .g to g. The θ(g0, g1)
being isometries, the γ(g0, g1) are 1-bounded (see 1.2.11). 
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Examples 1.4.5
1) Here are examples of transmetric spaces which are even left isometric
groups:
a) Every n.v.s. is a left isometric (additive) group: here, γ(a, b) =
q(θ(a, b)), where θ(a, b) is the translation x 7→ b− a+ x.
b) The multiplicative group S1 = {z ∈ C| |z| = 1} is also a left
isometric group.
c) E being an euclidian space, the orthogonal group O(E),
equipped with its operator norm, is a left isometric group.
d) The additive subgroups of R (as, for example Q) are left
isometric groups whuch are not e.v.n..
2) Every non empty discreet space has a unique structure of trans-
metric space; conversely, if a transmetric space possesses an isolated
point, it is a discreet space. Indeed, since M discreet means that all its
points are isolated, we know, by 1.2.12, that, for all a ∈M , (M,a) is a fi-
nal object in Jet, so that there exists a unique functor γ : Gr(M) −→ Jet
verifying γ(a) = (M,a); this γ defines a structure of transmetric space
onM , since, referring to 1.2.11, we know that, for all a, b ∈M ρ(γ(a, b)) =
0 ≤ 1, since a and b are isolated. Conversely, if a is an isolated point
in a transmetric space M , we use the fact that, by definition, for every
b ∈ M , the jet γ(a, b) : (M,a) −→ (M, b) is an isomorphism, to deduce
(still by 1.2.12) that b is also isolated.
3) The below 1.4.7 will provide a lot of transmetric spaces which are
not left isometric groups (an open subset of a left isometric group being
not necessarily a subgroup!).
Proposition 1.4.6 Let M0 and M1 be transmetric spaces; then
M0 ×M1 has a canonical stucture of transmetric space.
Proof : Let γ0 : Gr(M0) −→ Jet and γ1 : Gr(M1) −→ Jet be the
functors defining the transmetric structrures on M0 and M1, and con-
sider the functor γ : Gr(M0×M1) −→ Jet defined by γ((a0, a1), (b0, b1)) =
γ0(a0, b0)×γ1(a1, b1) (which makes sense, since Jet is a cartesian category
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(see 1.2.2). The fact that ρ(γ((a0, a1), (b0, b1))) ≤ 1 arises immediately
from 1.2.14, since the γi(ai, bi) are 1-bounded. 
Proposition 1.4.7 Let M be a transmetric space and U 6= ∅, an open
subset of M ; then, U has a canonical structure of transmetric space.
Proof : Let γ : Gr(M) −→ Jet be the functor defining the trans-
metric structure on M . Now, for each a, b ∈ U , we set γ˘(a) = (U, a)
and γ˘(a, b) = j−1b .γ(a, b).ja (refer to 1.2.5 for the definition of the jets
ja and jb; and peep at the diagram just below); this γ˘ is obviously a
functor Gr(U) −→ Jet. Besides, using 1.2.9, we have ρ(γ˘(a, b)) ≤
ρ(j−1b )ρ(γ(a, b))ρ(ja) ≤ ρ(γ(a, b)) ≤ 1, since the jets ja and j−1b are
1-bounded (see 1.2.11).
(U, a)
ja

γ˘(a,b) // (U, b)
jb

(M,a)
γ(a,b)
// (M, b)

Definition 1.4.8 Let M,M ′ be transmetric spaces; a map
f : M −→ M ′ is called a morphism of transmetric spaces if it is a
tangentiable map (at every point of M) such that, for every a, b ∈ M ,
the following diagram commutes in the category Jet:
(M,a)
γ(a,b)

Tfa // (M ′, f(a))
γ(f(a),f(b))

(M, b)
Tfb
// (M ′, f(b))
We will denote Trans the category whose objects are the transmetric
spaces and whose morphisms are the morphisms of transmetric spaces.
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Examples 1.4.9
1) Every continuous affine map f : E −→ E ′ (between n.v.s.) is a
morphism of transmetric spaces: it is tangentiable since it is lipschitzian;
and the commutativity of the diagram of 1.4.8 results from the fact that,
for every a, b, x ∈ E, we have the following commutative diagram in the
category  LL (where the θ(a, b) are the translations of a n.v.s. defined
in 1.4.5):
(E, a)
θ(a,b)

f // (E ′, f(a))
θ(f(a),f(b))

(E, b)
f
// (E ′, f(b))
We have just to transport this diagram in the category Jet with the
help of the functor q :  LL−→ Jet (see just before 1.2.2, and 1.4.5).
For instance, the translations θ(a, b) of a n.v.s. are morphisms of
transmetric spaces.
2) If M is a transmetric space, IdM : M −→ M is a morphism of
transmetric spaces since, according to 1.3.3, T(IdM)a = Id(M,a) is an
identity for each a ∈M .
3) Every constant map (on c ∈M ′ ) ĉ : M −→M ′ between transmet-
ric spaces is a morphism of transmetric spaces, since, it is lipschitzian
(thus tangentiable, with Tĉa = Oac for all a ∈ M). For instance, for
every transmetric space M , the unique map !M : M −→ I is a morphism
of transmetric spaces (where I = {0}).
4) Let M be a transmetric space and U 6= ∅, an open subset of M ;
the diagram included into the proof of 1.4.7 shows that the canonical
injection j : U ↪→M is a morphism of transmetric spaces.
5) M0 and M1 being transmetric spaces, the canonical projections
pi : M0 ×M1 −→ Mi are morphisms of transmetric spaces. It comes
from the fact that, in a cartesian category, the projections are natural.
Proposition 1.4.10 The category Trans is a cartesian category.
Proof : I = {0} is a final object in Trans (see the example 3) of
1.4.9). Now, referring to the above example 5) of 1.4.9, let M,M0,M1
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be three transmetric spaces and, for each i ∈ {0, 1}, fi : M −→ Mi
a morphism of transmetric spaces. By 1.3.7, we know that (f0, f1) :
M −→ M0 ×M1 is tangentiable and that for every a ∈ M , we have
T(f0, f1)a = (Tf0a,Tf1a); using then the definition of γ :
Gr(M0 × M1) −→ Jet given in 1.4.6, we deduce the commutativity
of the following diagram in the cartesian category Jet (where ai = fi(a)
and bi = fi(b)):
(M,a)
γ(a,b)

(Tf0a,Tf1a) // (M0, a0)× (M1, a1)
γ(a0,b0)×γ(a1,b1)

(M, b)
(Tf0b,Tf1b)
// (M0, b0)× (M1, b1)
Therefore, the map (f0, f1) : M −→ M0 ×M1 is a morphism of trans-
metric spaces. 
We are now ready to construct the foretold set Jet
free
(M,M ′) of
the free metric jets, when M and M ′ are transmetric spaces. First, we
consider the set J(M,M ′) =
∐
(a,a′)∈M×M ′ Jet((M,a), (M ′, a′)) on which
we define the following equivalence relation: (ϕ, a, a′) ∼ (ψ, b, b′) if the
following diagram commutes in the category Jet:
(M,a)
γ(a,b)

ϕ // (M ′, a′)
γ(a′,b′)

(M, b)
ψ
// (M ′, b′)
The transmetric structures of M and M ′ are essential to this definition.
Then, we set Jet
free
(M,M ′) = J(M,M ′)/ ∼ .
Definition 1.4.11 The elements of Jet
free
(M,M ′) are called free metric
jets (here from M to M ′), in opposition to the elements of
Jet((M,a), (M ′, a′)) called linked metric jets (here from (M,a) to
(M ′, a′)), or still shortly jets.
If q : J(M,M ′) −→ Jet
free
(M,M ′) is the canonical surjection, we set
[ϕ, a, a′] = q(ϕ, a, a′) when (ϕ, a, a′) ∈ J(M,M ′).
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We are now going to canonically equip Jet
free
(M,M ′) with a struc-
ture of metric space. First, for (ϕ, a, a′), (ψ, b, b′) ∈ J(M,M ′), we denote
d((ϕ, a, a′), (ψ, b, b′)) the distance between the linked metric jets
γ(a′, b′).ϕ and ψ.γ(a, b) (given in 1.2.7). However, the first member
of this equality is not a distance on J(M,M ′) (see 1.4.12 below); but it
will become a “true” distance for the quotient Jet
free
(M,M ′).
Proposition 1.4.12 For each (ϕ, a, a′), (ψ, b, b′), (ξ, c, c′) ∈ J(M,M ′),
we have the following properties:
1) d((ϕ, a, a′), (ψ, b, b′)) = d((ψ, b, b′), (ϕ, a, a′)),
2) d((ϕ, a, a′), (ξ, c, c′)) ≤ d((ϕ, a, a′), (ψ, b, b′))+d((ψ, b, b′), (ξ, c, c′)),
3) d((ϕ, a, a′), (ψ, b, b′)) = 0 ⇐⇒ (ϕ, a, a′) ∼ (ψ, b, b′).
Proof : 1.2.10, 1.2.15 and 1.2.16 are very usefull here (reminding that
the jets γ(a, b) are 1-bounded and invertible: with γ(a, b)−1 = γ(b, a)).
1) d(ψ, b, b′), (ϕ, a, a′)) = d(γ(b′, a′).ψ, ϕ.γ(b, a))
= d(γ(b′, a′).ψ, γ(b′, a′).γ(a′, b′).ϕ.γ(b, a))
≤ d(ψ, γ(a′, b′).ϕ.γ(b, a))
= d(ψ.γ(a, b).γ(b, a), γ(a′, b′).ϕ.γ(b, a))
≤ d(ψ.γ(a, b), γ(a′, b′).ϕ)
= d(γ(a′, b′).ϕ, ψ.γ(a, b))
= d((ϕ, a, a′), (ψ, b, b′)).
Same for d((ϕ, a, a′), (ψ, b, b′)) ≤ d((ψ, b, b′), (ϕ, a, a′)).
2) d((ϕ, a, a′), (ξ, c, c′)) = d(γ(a′, c′).ϕ, ξ.γ(a, c)) ≤
d(γ(a′, c′).ϕ, γ(b′, c′).ψ.γ(a, b)) + d(γ(b′, c′).ψ.γ(a, b), ξ.γ(a, c)) =
d(γ(b′, c′).γ(a′, b′).ϕ, γ(b′, c′).ψ.γ(a, b))+
d(γ(b′, c′).ψ.γ(a, b), ξ.γ(b, c).γ(a, b)) ≤
d(γ(a′, b′).ϕ, ψ.γ(a, b)) + d(γ(b′, c′).ψ, ξ.γ(b, c)) =
d((ϕ, a, a′), (ψ, b, b′)) + d((ψ, b, b′), (ξ, c, c′)).
3) Obvious. 
Proposition 1.4.13 The map d : (J(M,M ′))2 −→ R+, studied in
1.4.12, factors through the quotient, giving a “true” distance on
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Jet
free
(M,M ′), defined by d([ϕ, a, a′], [ψ, b, b′]) = d((ϕ, a, a′), (ψ, b, b′))
for all (ϕ, a, a′), (ψ, b, b′) ∈ J(M,M ′).
Remark 1.4.14
Let M,M ′ be transmetric spaces; then Jet
free
(M,M ′) possesses a par-
ticular element denoted O: indeed, we notice that, for every a, b ∈ M ,
a′, b′ ∈ M ′, we have (Oaa′ , a, a′) ∼ (Obb′ , b, b′), so that [Oaa′ , a, a′] does
not depend on the choice of (a, a′) ∈ M ×M ′. It’s this free metric jet
that we denote O and that we call the free zero of Jet
free
(M,M ′). In
the same way, Jet
free
(M,M) possesses also a free identity, denoted IM ,
which is equal to [Id(M,x), x, x]: this free metric jet not depending on
x ∈M , since IdM is a morphism of transmetric spaces (see 1.4.9).
We notice that the existence of such O and IM arises from the fact
that transmetric spaces are supposed to be non empty.
Proposition 1.4.15 For each a ∈ M , a′ ∈ M ′, the following compos-
ite (denoted can): Jet((M,a), (M ′, a′)) c−→J(M,M ′) q−→Jet
free
(M,M ′)
(where c(ϕ) = (ϕ, a, a′)) is an isometry.
Proof : can is bijective: if [ψ, b, b′] ∈ Jet
free
(M,M ′), then [ψ, b, b′] =
can(ϕ), where ϕ = γ(b′, a′).ψ.γ(a, b) is the unique element of
Jet((M,a), (M ′, a′)) to verify (ϕ, a, a′) ∼ (ψ, b, b′).
can is isometric since, if ϕ, ϕ′ ∈ Jet((M,a), (M ′, a′)), we have
d([ϕ, a, a′], [ϕ′, a, a′]) = d((ϕ, a, a′), (ϕ′, a, a′)) = d(ϕ, ϕ′), since
γ(a, a) = Id(M,a) and γ(a
′, a′) = Id(M ′,a′). 
Proposition 1.4.16 Let M,M ′ be transmetric spaces. For each
a, b ∈ M , a′, b′ ∈ M ′, we set Ω(ϕ) = γ(a′, b′).ϕ.γ(b, a); it defines a map
Ω : Jet((M,a), (M ′, a′)) −→ Jet((M, b), (M ′, b′)) which is an isometry,
and the following diagram commutes (where the maps can are defined
in 1.4.15):
Jet((M,a), (M ′, a′)) Ω //
can ))SSS
SSSS
SSSS
SSS
Jet((M, b), (M ′, b′))
canuukkkk
kkkk
kkkk
kk
Jet
free
(M,M ′)
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Proof : The fact that (ϕ, a, a′) ∼ (Ω(ϕ), b, b′) provides the commu-
tativity of the diagram. Ω is an isometry just as the maps can. 
Let now M0,M1,M2 be three transmetric spaces, and also:
ϕ0 : (M0, a0) −→ (M1, a1) and ϕ1 : (M1, b1) −→ (M2, b2) be two jets;
then, we consider the natural composition (as in the diagram below)
(ϕ1, b1, b2).(ϕ0, a0, a1) = (ϕ1.γ(a1, b1).ϕ0, a0, b2):
(M0, a0)
ϕ0 // (M1, a1)
γ(a1,b1)

(M1, b1)
ϕ1 // (M2, b2)
This composition defines a map:
comp : J(M0,M1)× J(M1,M2) −→ J(M0,M2)
Proposition 1.4.17 This map comp factors through the quotient:
J(M0,M1)× J(M1 ×M2)
q×q

comp // J(M0,M2)
q

Jet
free
(M0,M1)× Jetfree (M1,M2) comp // Jetfree (M0,M2)
(and we will write [ϕ1, b1, b2].[ϕ0, a0, a1] = [ϕ1.γ(a1, b1).ϕ0, a0, b2], which
gives simply [ϕ1, b1, b2].[ϕ0, a0, a1]
?
= [ϕ1.ϕ0, a0, b2] when a1 = b1).
Proof : This factorisation is merely due to the fact that, if
(ϕ′0, a
′
0, a
′
1) ∼ (ϕ0, a0, a1) and (ϕ′1, b′1, b′2) ∼ (ϕ1, b1, b2), then we have
ϕ′1.γ(a
′
1, b
′
1).ϕ
′
0 ∼ ϕ1.γ(a1, b1).ϕ0, since the following diagrams commute:
(M0, a0)
γ(a0,a′0)

ϕ0 // (M1, a1)
γ(a1,a′1)

γ(a1,b1) // (M1, b1)
γ(b1,b′1)

ϕ1 // (M2, b2)
γ(b2,b′2)

(M0, a
′
0) ϕ′0
// (M1, a
′
1) γ(a′1,b′1)
// (M1, b
′
1) ϕ′1
// (M2, b
′
2)

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Proposition 1.4.18 The composition defined just above:
comp : Jet
free
(M0,M1)× Jetfree (M1,M2) −→ Jetfree (M0,M2) is LSL.
Proof : We just have to use 1.2.19 and to notice that the following
diagram commutes (where a0 ∈ M0, a1 ∈ M1, a2 ∈ M2; and can has
been defined in 1.4.15; to let the diagram enter the page we have denoted
Jet((Mi, ai), (Mj, aj)) by Jetij):
Jet01 × Jet12
can×can

comp // Jet02
can

Jet
free
(M0,M1)× Jetfree (M1,M2) comp // Jetfree (M0,M2)

So, we are now in a position to construct a new category, enriched
in Met, denoted Jet
free
, called the category of free metric jets, whose:
- objects are the transmetric spaces M ,
- “Hom” are the metric spaces Jet
free
(M,M ′),
- identity I −→ Jet
free
(M,M), is the map giving the free identity
IM = [Id(M,a), a, a] defined in 1.4.14,
- composition Jet
free
(M,M ′) × Jet
free
(M ′,M ′′) −→ Jet
free
(M,M ′′) is
the previous comp.
We notice that the hypothesis for transmetric spaces to be non empty
is essential here (see 1.4.14 and 1.4.22).
Definition 1.4.19 We will denote Jet′ the full subcategory of the cat-
egory Jet whose objects are the pointed transmetric spaces. Just as Jet
(see 1.2.20), it is a category enriched in Met.
Proposition 1.4.20 Actually, we have a forgetfull enriched functor
U : Jet′ −→ Jet.
Proof : On the object, U only keeps the metric structure; U is an
identity on each Hom (which provides the enriched property). 
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Proposition 1.4.21 We have a functor can′ : Jet′ −→ Jet
free
, de-
fined by can′(M,a) = M and, for ϕ : (M,a) −→ (M ′, a′), can′(ϕ) =
can(ϕ) = [ϕ, a, a′] (the can of 1.4.15); then, this functor is enriched in
Met.
Proof : The fact that can′ is a functor comes from the composi-
tion in Jet
free
given by the equality
?
= of 1.4.17; and from the fact that
can′(Id(M,a)) = [Id(M,a), a, a] = IM . This functor can′ is enriched in
Met. 
We now come back to cartesian considerations.
Remark 1.4.22 By definition, f : M −→ M ′ is a morphism of trans-
metric spaces iff we have (Tfx, x, f(x)) ∼ (Tfy, y, f(y)) for all x, y ∈M ;
so that the free metric jet [Tfx, x, f(x)] is independent on the choice of
x ∈ M ; we denote κ(f) this element of Jet
free
(M,M ′). In particular, if
c ∈M ′, we have seen in 1.4.9 that the constant map ĉ is a morphism of
transmetric spaces; as κ(ĉ) = O (see 1.4.14), it does not depend on c.
As noticed in 1.4.14, these κ(f) would not exist if the transmetric spaces
could be empty.
Proposition 1.4.23 The map Trans(M,M ′) −→ Jet
free
(M,M ′) :
f 7→ κ(f) extends to a functor κ : Trans −→ Jet
free
which is constant
on the objects.
Proof : Comes from 1.3.6. 
Proposition 1.4.24 The functor κ : Trans −→ Jet
free
creates a carte-
sian structure on the category Jet
free
(κ being constant on the objects,
it means that Jet
free
is cartesian and κ a strict morphism of cartesian
categories).
Proof : Clearly, κ(!M) is the unique arrow M −→ I in Jetfree , so that
κ(I) = I is the final object of Jet
free
.
Now, let M0,M1 be transmetric spaces. We have seen in 1.4.9
that the canonical projection pi : M0 × M1 −→ Mi are morphisms
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of transmetric spaces verifying Tpi(a0,a1) = pii for all (a0, a1) ∈M0×M1.
We are going to show that the κ(pi) : M0 ×M1 −→ Mi are the canon-
ical projections in Jet
free
. Thus, let M be another transmetric space
and [ϕ0, a, a0] : M −→ M0, [ϕ1, b, b1] : M −→ M1 be morphisms in
Jet
free
; we put a¯ = (a0, b1) and ϕ = (ϕ0, ϕ1.γ(a, b)). Then, [ϕ, a, a¯] :
M −→ M0 ×M1 is a morphism in Jetfree verifying (we use the equality
?
= of 1.4.17): κ(p0).[ϕ, a, a¯] = [pi0, a¯, a0].[ϕ, a, a¯]
?
= [ϕ0, a, a0], since pi0 is a
projection in Jet (see 1.2.2); same for κ(p1).[ϕ, a, a¯] = [pi1, a¯, b1].[ϕ, a, a¯]
?
=
[ϕ1.γ(a, b), a, b1] = [ϕ1, b, b1]. Now, let a¯′ = (a′0, a
′
1) with (a
′
0, a
′
1) ∈
M0×M1 and [ϕ′, a′, a¯′] : M −→M0×M1 also verifying κ(p0).[ϕ′, a′, a¯′] =
[ϕ0, a, a0] and κ(p1).[ϕ
′, a′, a¯′] = [ϕ1, b, b1], i.e. [pi0, a¯′, a′0].[ϕ
′, a′, a¯′] =
[ϕ0, a, a0] and [pi1, a¯′, a′1].[ϕ
′, a′, a¯′] = [ϕ1, b, b1] = [ϕ1.γ(a, b), a, b1]; then
we have [pi0.ϕ
′, a′, a′0] = [ϕ0, a, a0], i.e. (pi0.ϕ
′, a′, a′0) ∼ (ϕ0, a, a0), i.e.
pi0.ϕ
′.γ(a, a′) = γ(a0, a′0).ϕ0, and in the same way pi1.ϕ
′.γ(a, a′) =
γ(b1, a
′
1).ϕ1.γ(a, b). On the other hand, since the pi are morphisms
of transmetric spaces, we have also pi0.γ(a¯, a¯′).ϕ = γ(a0, a′0).pi0.ϕ =
γ(a0, a
′
0).ϕ0 and pi1.γ(a¯, a¯
′).ϕ = γ(b1, a′1).pi1.ϕ = γ(b1, a
′
1).ϕ1.γ(a, b);
so that ϕ′.γ(a, a′) = γ(a¯, a¯′).ϕ which finally means that (ϕ, a, a¯) ∼
(ϕ′, a′, a¯′) i.e. [ϕ, a, a¯] = [ϕ′, a′, a¯′]. 
Proposition 1.4.25 The functor can′ : Jet′ −→ Jet
free
defined in 1.4.21
is a cartesian functor.
Proof : Just as Jet, the category Jet′ is cartesian (see 1.4.6 for the
product of transmetric spaces; the canonical projections in Jet′ being the
pii, just as in Jet: see 1.2.2). The fact that we have can′(pii) = can(pii) =
κ(pi), the canonical projections in Jetfree , provides the cartesian property
of the functor can′. 
Proposition 1.4.26 M,M0,M1 being transmetric spaces, the follow-
ing canonical map can : Jet
free
(M,M0 × M1) −→ Jetfree (M,M0) ×
Jet
free
(M,M1) is an isometry.
Proof : Because, for a ∈M , a0 ∈M0, a1 ∈M1, we have the following
commutative diagram (where Jet( ,01) and Jet( ,i) stand respectively for
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Jet((M,a), (M0 ×M1, (a0, a1))) and Jet((M,a), (Mi, ai)):
Jet( ,01)
can

can // Jet( ,0) × Jet( ,1)
can×can

Jet
free
(M,M0 ×M1) can // Jetfree (M,M0)× Jetfree (M,M1)
The first horizontal can refers to 1.2.22 and the vertical ones to 1.4.15;
we use the fact that the functor can′ of 1.4.25 is cartesian. 
Proposition 1.4.27 Let M be a transmetric space and U a non empty
open subset of M . Then, κ(j) : U −→ M is an isomorphism in Jet
free
(where j : U ↪→ E is the canonical injection).
Proof : We have seen in 1.4.9 that j is a morphism of transmetric
spaces; so that κ(j) is a well defined free metric jet. Furthermore,
referring to 1.2.5 and 1.3.3, we know that, for every a ∈ U , Tja =
q(j) = ja : (U, a) −→ (M,a) is an isomorphism in Jet and in Jet′, so
that κ(j) = can′(ja) is itself an isomorphism in Jetfree . 
Proposition 1.4.28 Let M , M ′ be two transmetric spaces, and U , U ′
two non empty open subsets of M and M ′ respectively. Then, the canon-
ical map Γ : Jet
free
(U,U ′) −→ Jet
free
(M,M ′) : Φ 7→ κ(j′).Φ.κ(j)−1 is an
isometry (where j : U ↪→ M and j′ : U ′ ↪→ M ′ are the canonical injec-
tions).
Proof : Because, for a ∈ U and a′ ∈ U ′, the following diagram
commutes (since can′ is a functor):
Jet((U, a), (U ′, a′))
can

Γ // Jet((M,a), (M ′, a′))
can

Jet
free
(U,U ′)
Γ
// Jet
free
(M,M ′)
where the first horizontal Γ refers to 1.2.24 and the vertical can to 1.4.15.

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Proposition 1.4.29 Let M,M ′ be two transmetric spaces. Then the
map J(M,M ′) −→ R+ : (ϕ, a, a′) 7→ ρ(ϕ) factors through the quotient;
we still denote ρ : Jet
free
(M,M ′) −→ R+ this factorization. (see 1.2.8
for the definition of the lipschitzian ratio of a jet).
Proof : Consider (ϕ, a, a′), (ψ, b, b′) ∈ J(M,M ′) such that (ϕ, a, a′) ∼
(ψ, b, b′); we thus have ψ = γ(a′, b′).ϕ.γ(b, a), so that (using 1.2.9)
ρ(ψ) ≤ ρ(γ(a′, b′)).ρ(ϕ).ρ(γ(b, a)) ≤ ρ(ϕ), since γ(a′, b′) and γ(b, a) are
1-bounded jets. As symetrically, we have also ρ(ϕ) ≤ ρ(ψ), we obtain
ρ(ϕ) = ρ(ψ). 
Proposition 1.4.30 Let M0,M1,M2 be three transmetric spaces; then,
if Φ0 : M0 −→ M1 and Φ1 : M1 −→ M2 are free metric jets, we have
ρ(Φ1.Φ0) ≤ ρ(Φ1)ρ(Φ0).
Proof : Comes from 1.2.9. 
Proposition 1.4.31 Let M0,M1,M2 be transmetric spaces; we set
Jeg
free
(M1,M2) = {Φ ∈ Jetfree (M1,M2) | d(Φ, O) = ρ(Φ)}. Then the
restriction Jet
free
(M0,M1)×Jegfree (M1,M2)
comp−→ Jet
free
(M0,M2) is LL.
Proof : One can refer to 1.4.14 for the definition of the free metric jet
O, and to 1.4.13 for the definition of the distance between free metric
jets; and also to 1.2.21 for the definition of Jeg((M1, a1), (M2, a2)), when
a1 ∈M1, a2 ∈M2.
Now, the canonical map defined in 1.4.15 gives a restriction
can : Jeg((M1, a1), (M2, a2)) −→ Jegfree (M1,M2) : ϕ 7→ [ϕ, a1, a2]; in-
deed, ρ([ϕ, a1, a2]) = ρ(ϕ) = d(ϕ,Oa1a2) = d([ϕ, a1, a2], [Oa1,a2 , a1, a2])
= d([ϕ, a1, a2], O), so that can(ϕ) ∈ Jegfree (M1,M2). This map is bijec-
tive: if Φ = [ϕ, b1, b2] ∈ Jegfree (M1,M2), we know (referring to 1.4.15)
that Φ = can(ϕ′) where ϕ′ = γ(b2, a2).ϕ.γ(a1, b1). By similar argu-
ments as before, we show that ϕ′ ∈ Jeg((M1, a1), (M2, a2)). Then, we
use the result of 1.2.21 and the commutativity of the following dia-
gram to obtain our result (where, Jetij and Jegij stand respectively for
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Jet((Mi, ai), (Mj, aj)) and Jeg((Mi, ai), (Mj, aj))):
Jet01 × Jeg12
can×can

comp // Jet02
can

Jet
free
(M0,M1)× Jegfree (M1,M2) comp // Jetfree (M0,M2)

Again, we conclude this paragraph with vectorial considerations.
Proposition 1.4.32 Let M be a transmetric space and E a n.v.s..
Then, the metric space Jet
free
(M,E) has also a canonical structure of
n.v.s.. (its distance defined in 1.4.13 derives from a norm). Besides,
for every a ∈ M , the map can : Jet((M,a), (E, 0)) −→ Jet
free
(M,E)
(see 1.4.15) is a linear isometry.
Proof : We have just to transfer the structure of n.v.s. from
Jet((M,a), (E, 0)) to Jet
free
(M,E), via the isometry can; there is no
problem since this definition does not depend on a (thanks to the com-
mutativity of the diagram of 1.4.16, in which we set M ′ = E and
a′ = b′ = 0; we use the linearity of Ω which comes from 1.2.26). Let
us notice that the “zero” of Jet
free
(M,E) is the free zero O defined in
1.4.14. 
Proposition 1.4.33 Let M be a transmetric space and E a n.v.s.. Let
also Φ ∈ Jet
free
(M ′,M). Then, the following map Φ˜ is linear and con-
tinuous, where Φ˜ : Jet
free
(M,E) −→ Jet
free
(M ′, E) : Ψ 7→ Ψ.Φ.
Proof : We just have to use the commutativity of the following di-
agram (with the help of 1.2.26 and 1.4.32; where the jet ϕ arises from
the definition of Φ = [ϕ, a, a′]):
Jet((M,a), (E, 0)) eϕ //
can

Jet((M ′, a′), (E, 0))
can

Jet
free
(M,E) eΦ // Jetfree (M ′, E)

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1.5 Tangential
Untill now, we have only spoken of the tangential Tfa, at a, of a map
f : M −→ M ′, tangentiable at a (see section 1.3). From now on, as
foretold in the introduction of section 1.4, we will be able to speak
of the tangential tf : M −→ Jet
free
(M,M ′) when f : M −→ M ′ is
a tangentiable map between transmetric spaces (as we speak of the
differential df : U −→ L(E,E ′) for a differentiable map f : U −→ E ′
when U is an open subset of E, an e.v.n., just as E ′).
First, consider M,M ′ two transmetric spaces and f : M −→ M ′ a
tangentiable map at the point x ∈M ; then, we set tfx = [Tfx, x, f(x)].
Now, if f : M −→ M ′ is tangentiable (at every point in M), we
can define the map tf : M −→ Jet
free
(M,M ′) : x 7→tfx (in fact, this
map tf is the following composite M
Tf−→ J(M,M ′) q−→ Jet
free
(M,M ′),
where J(M,M ′), Jet
free
(M,M ′) and q have been defined round 1.4.11,
and where Tf(x) = (Tfx, x, f(x)).
Definition 1.5.1 The map tf defined just above (for a tangentiable
map f between transmetric spaces) will be called the tangential of f .
Proposition 1.5.2 Let f : M −→ M ′ be a tangentiable map between
transmetric spaces. Then, the map tf : M −→ Jet
free
(M,M ′) is con-
stant iff f is a morphism of transmetric spaces; in this case we have
tfx = κ(f) for every x ∈M .
Proof : See 1.4.8 and 1.4.22. 
Let us now begin with the particular vectorial context: we assume
here that E,E ′ are n.v.s. and U a non empty open subset of E; consider
then the following composite (denoted J):
L(E,E ′)
j // Jet((E, 0), (E ′, 0)) can // Jetfree (E,E ′)
Γ−1 // Jet
free
(U,E ′)
See 1.2.27, 1.4.15 and 1.4.28 for the definitions of j, can and Γ; for
every l ∈ L(E,E ′), we have J(l) = [q(l), 0, 0].κ(j) (where j : U ↪→ E
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is the canonical injection : see 1.4.27), and since, a priori, 0 is not
necessarilly in U , we take any a ∈ U , to write κ(j) = [ja, a, a] so that
J(l) = [q(l).γ(a, 0).ja, a, 0]. We notice that J(l) does not depend on
a ∈ U , just like κ(j). We set Im(J) = J(L(E,E ′)), the image of J in
Jet
free
(U,E ′).
Proposition 1.5.3 The map J : L(E,E ′) −→ Jet
free
(U,E ′) defined
just above is a linear isometric embedding.
Proof : It comes from 1.2.27, 1.4.32, 1.4.28 and 1.4.33. 
Proposition 1.5.4 Let f : U −→ E ′ be a tangentiable map and a ∈ U ;
then, f is differentiable at a iff tfa ∈ Im(J); in this case, we have
tfa = J(dfa).
The proof of this proposition uses the result of the following lemma:
Lemma 1.5.5 Let [ϕ, a, b] ∈ Jet
free
(U,E ′). Then, [ϕ, a, b] ∈ Im(J) iff
there exists l ∈ L(E,E ′) such that Al|U ∈ ϕ, where Al(x) = b+ l(x−a);
and we have J(l) = [ϕ, a, b].
Proof : [ϕ, a, b] ∈ Im(J) iff there exists l ∈ L(E,E ′) such that
[q(l).γ(a, 0).ja, a, 0] = J(l) = [ϕ, a, b] iff q(l).γ(a, 0).ja = γ(b, 0).ϕ iff
q(θ(0, b).l.θ(a, 0).j) = ϕ (since, in the vectorial case, each γ(a, b) is the
jet of the translation θ(a, b) defined in 1.4.5). It remains just to notice
that the map θ(0, b).l.θ(a, 0) is nothing but the map Al. 
We now come back to the proof of 1.5.4:
Proof : Since tfa = [Tfa, a, f(a)], we have: tfa ∈ Im(J) iff there
exists l ∈ L(E,E ′) such that Al|U ∈Tfa, i.e. such that Al|U ≺a f ,
which means that f is differentiable at a with l =dfa. 
Corollary 1.5.6 Let f : U −→ E ′ a differentiable map; then f is
tangentiable and the following diagram commutes:
U
df
{{vv
vv
vv
vv
v
tf
%%KK
KKK
KKK
KKK
L(E,E ′)
J
// Jet
free
(U,E ′)
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We now come back to the general transmetric context.
Proposition 1.5.7 Let M,M ′,M ′′ be three transmetric spaces;
f : M −→ M ′, g : M ′ −→ M ′′ two maps. We assume that f and
g are tangentiable and that their tangential tf : M −→ Jet
free
(M,M ′)
and tg : M ′ −→ Jet
free
(M ′,M ′′) are continuous, respectively at a ∈ M
and a′ = f(a) ∈ M ′. Then the map t(g.f) : M −→ Jet
free
(M,M ′′) is
well defined and continuous at a, and we have t(g.f)a = tga′ .tfa.
Proof : We know (see 1.3.6) that g.f is tangentiable and that, for
every x ∈ M , we have T(g.f)x =Tgf(x).Tfx; which gives t(g.f)x =
tgf(x).tfx, using the composition of the free metric jets (see 1.4.17). In
fact, the map t(g.f) is the following composite:
M
(Id,f) //M ×M ′ tf×tg // Jetfree (M,M ′)× Jetfree (M ′,M ′′)
comp

Jet
free
(M,M ′′)
which gives the result, thanks to 1.1.8, 1.3.2 and 1.4.18. 
Proposition 1.5.8 Let M,M0,M1 be transmetric spaces, with a ∈ M
and f0 : M −→ M0, f1 : M −→ M1 two maps. We assume that,
for each i ∈ {0, 1}, fi : M −→ Mi is tangentiable and that its tan-
gential tfi : M −→ Jetfree (M,Mi) is continuous at a. Then, the map
t(f0, f1) : M −→ Jetfree (M,M0 ×M1) is well defined and continuous at
a, and we have t(f0, f1)a = (tf0a, tf1a).
Proof : We know (see 1.3.7) that (f0, f1) is tangentiable and that, for
every a ∈M , we have T(f0, f1)a = (Tf0a,Tf1a); which gives t(f0, f1)a =
(tf0a,tf1a) (thanks to 1.4.24 and 1.4.25). In fact, the map t(f0, f1) is
the following composite:
M
(tf0,tf1) // Jet
free
(M,M0)× Jetfree (M,M1) can
−1
// Jet
free
(M,M0 ×M1)
which gives the wished result (thanks to 1.4.26). 
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Proposition 1.5.9 Let E be a n.v.s., U an open subset of E, a, b ∈
U such that [a, b] ⊂ U and F a finite subset of ]a, b[; let also M be
a transmetric space and f : U −→ M a continuous map. Now, if
we assume that, for all x ∈ ]a, b[−F , the map f is Tangx and that
d(tfx, O) ≤ k (where O is the free zero of 1.4.14 and k a fixed positive
real number), then we have d(f(b), f(a)) ≤ k||b− a||.
Proof : Let ε > 0 and x ∈ ]a, b[−F . Since we have the equalities
d(Tfx, Oxf(x)) = d([Tfx, x, f(x)], [Oxf(x), x, f(x)]) = d(tfx, O) < k + ε,
we know, by 1.3.12, that f is (k+ε)-LSLx. Using now 1.1.23, we obtain
d(f(b), f(a)) ≤ (k+ ε)||b− a||, thus the wished result (doing ε→ 0). 
We now give a generalization of 2) in 1.1.12:
Theorem 1.5.10 Let E and M be respectively a n.v.s. and a trans-
metric space, U a non empty open subset of E and f : U −→ M a
tangentiable map such that tf : U −→ Jet
free
(U,M) is continuous at
a ∈ U . Then, f is LLa and we have d(tfa, O) = ρ(tfa); i.e tfa is a good
free metric jet (see 1.2.11 and 1.4.31).
Proof : First, thanks to 1.2.10 and by definition of the lipschitzian
ratio ρ for linked or free metric jets (see 1.2.8 and 1.4.29), we have
d(tfa, O) = d(Tfa, Oaf(a)) ≤ ρ(Tfa) = ρ(tfa), the first equality resulting
from the fact that the map can of 1.4.15 is an isometry.
Now, let f¯ : U −→ R be the following composite:
U
tf // Jet
free
(U,M)
d(−,O) // R
The map f¯ is continuous at a, by composition. Let us fix ε > 0; then,
there exists r > 0 such that B(a, r) ⊂ U and f¯(x) < f¯(a) + ε for all
x ∈ B(a, r). Let us set R = f¯(a) + ε; then, for all x ∈ B(a, r), we
have d(tfx, O) = f¯(x) < R, so that (thanks to 1.5.9), the restriction
f |B(a,r) is R-lipschitzian (since B(a, r) is convex). Thus f is LLa, so
that Tfa = q(f) (see 1.3.3). Furthermore, we have ρ(tfa) = ρ(Tfa) =
ρ(q(f)) ≤ R = f¯(a) + ε; we have thus obtained ρ(tfa) ≤ d(tfa, O) + ε
for all ε > 0, so that ρ(tfa) ≤ d(tfa, O). 
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Proposition 1.5.11 Let E be a n.v.s. and U a non empty convex
open subset of E, and M a transmetric space. Then, every morphism
of transmetric spaces f : U −→ M is R-lipschitzian (where R =
d(κ(f), O); see 1.4.22 for κ(f)). Hence, d(κ(f), O) = ρ(κ(f)); i.e κ(f)
is a good free metric jet (see 1.2.11 and 1.4.31).
Proof : We use 1.5.9, since, for all x ∈ U , we have d(tfx, O) =
d(κ(f), O) = R; thus f is R-lipschitzian on U (which is convex), and
thus ρ(κ(f)) ≤ R. For the inverse inequality, we use 1.2.10.! 
Corollary 1.5.12 Under the same notations and hypothesis of 1.5.11,
except that we don’t assume here that U is convex, then f is R-LL on
U , and κ(f) is still a good free metric jet.
Proof : Because every open subset of a n.v.s. is locally convex. 
Remark 1.5.13 Referring to 1.4.9, 1.5.11 is true for every continuous
affine map.
Definition 1.5.14 Let M,M ′ be transmetric spaces and f : M −→M ′
a map. We say that f is continuously tangentiable if f is tangentiable
and if its tangential tf : M −→ Jet
free
(M,M ′) is continuous.
Proposition 1.5.15 The continuously tangentiable maps are stable
under composition and under pairs.
Proof : See 1.5.7 and 1.5.8. 
Examples 1.5.16
1) Every morphism of transmetric spaces is continuously tangen-
tiable (see 1.5.2).
2) Every map which is of class C1 is continuously tangentiable (by
1.5.3 and 1.5.6).
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Theorem 1.5.17 Let E,E ′ be n.v.s. where E ′ is complete, U a non
empty open subset of E and f : U −→ E ′ a continuously tangentiable
map which is also differentiable at every point of a dense subset D of
U . Then, f is of class C1.
Proof : Referring to 1.5.4, we know that, a priori, the set of the points
of U at which f is differentiable is nothing but
−1
tf (Im(J)); thus, we
must first show that this set is equal to U . Since, by hypothesis, we have
the inclusions D ⊂
−1
tf (Im(J)) ⊂ U with D dense in U , we have just to
prove that
−1
tf (Im(J)) is closed in U . Actually, since Im(J) is complete
(just as the n.v.s. L(E,E ′), since J : L(E,E ′) −→ Jet
free
(U,E ′) is an
isometric embedding: see 1.5.3), it is closed in Jet
free
(U,E ′), so that
−1
tf
(Im(J)) is also closed in U (since tf : U −→ Jet
free
(U,E ′) is continuous);
f is thus differentiable on U . Finally, the fact that the map df : U −→
L(E,E ′) is continuous comes from the fact it factors through tf (see
the commutative triangle in 1.5.6). 
Example 1.5.18
The function ϑ : R −→ R : x 7→ |x| given in 1.3.9 is tangentiable (for it
is lipschitzian); however, it cannot be continuously tangentiable on R,
since it is differentiable on R∗ and not of class C1 on R.
We now give a generalization of the fact that the composite of two
maps of class C2 is also of class C2.
Theorem 1.5.19 Let M,M ′ be transmetric spaces, E a n.v.s. and U
a non empty open subset of E. Let also f : M −→ U and g : U −→M ′
be two continuously tangentiable maps. We assume that tf :
M −→ Jet
free
(M,U) is Tanga where a ∈M and tg : U −→ Jetfree (U,M ′)
is LLa′ where a
′ = f(a) ∈ U . Then, t(g.f) : M −→ Jet
free
(M,M ′) is
Tanga.
Proof : Since g : U −→M ′ is continuously tangentiable, we have (by
1.5.10) d(tgy, O) = ρ(tgy) for all y ∈ U , which means that
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tgy ∈ Jegfree (U,M ′) (see 1.4.31).We can thus consider the restriction
t˘g : U −→ Jeg
free
(U,M ′) of tg. Besides, by 1.5.7, we know that g.f is
continuously tangentiable with t(g.f)x =tgf(x).tfx for all x ∈ M ; thus,
we can write its tangential t(g.f) as the composite:
M
(Id,f) //M × U tf×t˘g // Jetfree (M,U)× Jegfree (U,M ′)
comp

Jet
free
(M,M ′)
Now, by 1.3.6, we only have to justify the fact that each forementionned
arrow is tangentiable at the right point. Now, (Id, f) is Tanga (see
1.3.7); tf × t˘g is Tang(a,a′) (see 1.3.2 and 1.3.8) and comp is LL(tfa,tga′ )
(see 1.4.31), and thus Tang(tfa,tga′ ). Their composite t(g.f) is thus
Tanga as foretold in the theorem. 
Here are some open problems that we submit to the sagacity
of the reader (after having gone through this first chapter)
1) We have seen, in the examples given in 1.4.9, that every continu-
ous affine map between n.v.s. is a morphism of transmetric spaces. The
question is: are there other morphisms of transmetric spaces in such a
vectorial context?
2) Still in the case of the n.v.s., does it exist continuous tangentiable
maps which are not of class C1 (see 1.5.16 and 1.5.17)?
Chapter 2
Representation of metric jets
2.1 Valued monoids, contracting spaces
We have already mentioned (in the initial abstract) that the unique
continuous affine map of the tangential Tfa of a map f , differentiable at
a, could be considered as canonically representing this linked metric jet.
Our aim, in this section, is precisely to enlarge the domain of application
of this uniqueness property. We begin with giving an algebraico-metric
context which is rich enough to obtain this uniqueness property.
Definition 2.1.1 a valued monoid Σ is a monoid (its law of composi-
tion is denoted here multiplicatively) possessing an absorbing element 0
(it verifies t.0 = 0 for each t ∈ Σ) which is, in addition, equipped with a
monoid homomorphism v : Σ −→ R+ (where R+ = [0,+∞[), called the
valuation of Σ, verifying the two following conditions:
(1) ∀t ∈ Σ (v(t) = 0⇐⇒ t = 0),
(2) ∃t ∈ Σ (0 < v(t) < 1).
Thanks to the above (1), we have, for all t, t′ ∈ Σ, the implication:
t.t′ = 0 =⇒ t = 0 or t′ = 0.
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Examples 2.1.2
1) R and its multiplicative submonoids R+ and [0, 1] are valued
monoids, where 0 is their absorbing element (their valuation being the
absolute value).
2) If r is a real number verifying 0 < r < 1, we denote N′r the
additive monoid N′r = N∪ {∞}, where ∞ is its absorbing element, and
whose valuation vr : N′r −→ R+ is given by vr(n) = rn if n ∈ N and
vr(∞) = 0.
3) The previous examples are commutative valued monoids; here is
a non commutative one: let us consider Sim(E), the set of the “simili-
tudes” on a given n.v.s E (its elements are the u = λϕ where λ ∈ R and
ϕ : E −→ E is an isometry). Sim(E) is a non commutative monoid
(for its natural law of composition); it’s valuation being v(u) = ‖u‖ (the
operator norm; in fact, v(u) = |λ|, if u = λϕ).
Definition 2.1.3 A morphism of valued monoids σ : Σ −→ Σ′ is a
monoid homomorphism verifying the two following conditions:
(1) ∀t ∈ Σ (v(σ(t)) = v(t)),
(2) σ(0) = 0.
A valued submonoid of Σ′ is a valued monoid Σ verifying Σ ⊂ Σ′
such that the canonical injection j : Σ ↪→ Σ′ is a morphism of valued
monoids; it is the case of the canonical injection j : R+ ↪→ R.
Proposition 2.1.4 If σ : Σ −→ Σ′ is a morphism of valued monoids,
we have the equivalence: σ(t) = 0⇐⇒ t = 0.
Proof : Because 0 = v(σ(t)) = v(t) =⇒ t = 0. 
Example 2.1.5
A valuation v : Σ −→ R+ is itself a morphism of valued monoids.
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Definition 2.1.6 Σ being a valued monoid, a Σ-contracting metric
space (in short a Σ-contracting space) is a metric space M equipped with
a central point denoted ω and with an external operation Σ ×M −→
M : (t, x) 7→ t ? x which, in addition of the usual properties:
(1) ∀x ∈M (1 ? x = x),
(2) ∀t, t′ ∈ Σ ∀x ∈M (t′ ? (t ? x) = (t′.t) ? x),
verifies also the following conditions:
(3) 0 ? ω = ω,
(4) ∀t ∈ Σ ∀x, y ∈M (d(t ? x, t ? y) = v(t)d(x, y))
The central point of any generic Σ-contracting space will always be de-
noted ω.
Proposition 2.1.7 A Σ-contracting space M verifies the following prop-
erties :
(1) ∀t ∈ Σ (t ? ω = ω),
(2) ∀x ∈M (0 ? x = ω).
Proof : 1) t ? ω = t ? (0 ? ω) = (t.0) ? ω = 0 ? ω = ω.
2) d(0 ? x, ω) = d(0 ? x, 0 ? ω) = v(0)d(x, ω) = 0. 
Examples 2.1.8
1) Let E be a n.v.s.; fixing a point a ∈ E, it defines a pointed n.v.s.
(E, a) denoted Ea. The point a being considered as the central point,
we easely make this Ea a R-contracting space, setting, for t ∈ R and
x ∈ M , t ? x = a + t(x− a); which gives t ? x = tx, when a = 0. If we
restrict the scalars to be in R+ (resp. in [0, 1]), Ea is also vewed as a
R+-contracting space (resp. a [0, 1]-contracting space). These external
operations on Ea are said to be “standard”.
2) Consider the non commutative valued monoid Sim(E), whose
elements are the similitudes on a given n.v.s E (see 2.1.2). Then E is a
Sim(E)-contracting space, with u ? x = u(x) and ω = 0.
3) When Σ is a valued monoid whose valuation v : Σ −→ R+ is
injective, then Σ becomes itself a Σ-contracting space setting ω = 0
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and, for s, t ∈ Σ, t ? s = t.s and d(s, t) = |v(t)− v(s)|. It is the case for
Σ = [0, 1] and Σ = N′r (see 2.1.2).
4) If M,M ′ are Σ-contacting spaces, then so is M ×M ′.
Proposition 2.1.9 (Restriction of the scalars)
Let σ : Σ −→ Σ′ be a morphism of valued monoids; then every
Σ′-contracting space can be canonically equipped with a structure of
Σ-contracting space.
Proof : The new Σ-operation is t ? x = σ(t) ?′ x. 
Remarks 2.1.10
From now on, we will denote every Σ-operation by the same symbol ?.
1) Referring to 2.1.5 and 2.1.9, we know that, if Σ is a valued
monoid, every R+-contracting space M has also a “canonical” struc-
ture of Σ-contracting space (its external operation being t ? x = v(t) ? x
for every t ∈ Σ and x ∈M). In particular, if E is a n.v.s. (with a fixed
point a) : Ea (see 2.1.8) has also a canonical structure of Σ-contracting
space (with ω = a, its external operation being, for t ∈ Σ and x ∈ E,
t ? x = a + v(t)(x − a)); for instance Ea has a canonical structure of
N′r-contracting space (its canonical external operation being, for n ∈ N
and x ∈ E, n ? x = a+ rn(x− a) and ∞ ? x = a = ω).
2) We notice that we have two structures of R-contracting space on
Ea: the standard one (see 2.1.8) and the above canonical one, whose
external operation is t ? x = a + |t|(x − a). Actually, enlightened by
the point 7) in 2.1.17, it is the standard R-contracting structure on Ea
which impose itself to be the most natural.
3) In a Σ-contracting space M 6= {ω}, the point ω is never isolated in
M : indeed, if we choose t ∈ Σ verifying 0 < v(t) < 1, then we have, for
all x ∈M , d(tn ?x, ω) = d(tn ?x, tn ?ω) = v(tn)d(x, ω) = (v(t))nd(x, ω),
which implies, on the one hand, tn ? x 6= ω for all n ∈ N when x 6= ω
and, on the other hand, ω = limn t
n ? x (since limn(v(t))
n = 0).
4) Why the term “contracting”? Let us briefly say that it reminds
the contracting maps (i.e k-lipschitzian maps with 0 < k < 1; it is the
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case of the maps x 7→ t ? x when v(t) < 1) and the contractible spaces
(indeed, when Σ = [0, 1], the external operation [0, 1]×M −→M verifies
0 ? x = ω and 1 ? x = x ... which is not very far from an homotopy:
ω̂ ' IdM).
Definition 2.1.11
1) We say that a valued monoid is a quasi-group if every t ∈ Σ
verifying t 6= 0 is invertible.
2) We say that a Σ-contracting space is revertible if, for every t ∈ Σ
verifying t 6= 0, the map t ? (−) : M −→ M is bijective. In this case,
we set t
−1
? x = (t ? (−))−1(x) for x ∈M .
Proposition 2.1.12 When Σ is a quasi-group, every Σ-contracting space
is revertible, with t
−1
? x = t−1 ? x for every t ∈ Σ (t 6= 0) and x ∈M .
Proof : Since t−1 ? (t ? x) = (t−1.t) ? x = 1 ? x = x. 
Proposition 2.1.13 If σ : Σ −→ Σ′ is a morphism of valued monoids
and M a revertible Σ′-contracting space, then M is also a revertible
Σ-contracting space.
Proof : For all t 6= 0, we have t −1? x = σ(t) −1? x. 
Examples and counter-examples 2.1.14
1) R and R+ being (multiplicative) quasi-goups, every R-contracting
space or R+-contracting space is revertible. (for their standard structure
... see 2.1.10).
2) If E is a n.v.s., and a ∈ E, then Ea is a revertible R+-contracting
space (resp. a revertible R-contracting space) for the standard struc-
tures, with t
−1
? x = a + t−1(x − a) for t ∈ R+ (or t ∈ R), t 6= 0.
Referring to 2.1.5 and 2.1.13, we know that, for every valued monoid Σ,
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Ea is also a revertible Σ-contracting space for the canonical structure
(with t
−1
? x = a+ v(t)−1(x− a) for t ∈ Σ, t 6= 0).
3) Referring to 2.1.2 and 2.1.8, we know that [0, 1] and N′r are
Σ- contracting spaces with, respectively, Σ = [0, 1], ω = 0, and Σ = N′r,
ω = ∞ (these valued monoids being not quasi-groups!). But none
of them is revertible since, for the first one 1
2
−1
? x = 2x /∈ [0, 1] for
1
2
< x ≤ 1, and, for the second one n −1? m = m− n /∈ N′r for m < n.
Proposition 2.1.15 Let M be a revertible Σ-contracting space, then,
if we set Σ∗ = Σ− {0}, we have:
(1) ∀t ∈ Σ∗ (t −1? ω = ω),
(2) ∀t, t′ ∈ Σ∗ ∀x ∈M (t −1? (t′ −1? x) = (t′.t) −1? x),
(3) ∀t ∈ Σ∗ ∀x, y ∈M (d(t −1? x, t −1? y) = 1
v(t)
d(x, y)),
(4) ∀t ∈ Σ∗ ∀x, y ∈M (t ? x = y ⇐⇒ x = t −1? y).
Proof : (1): Since, here, t ? (−) is injective, we have just to notice
that t ? (t
−1
? ω) = ω = t ? ω,
(2) Since t′.t 6= 0 (see 2.1.1), we write (t′.t) −1? (−) = ((t′.t)?(−))−1 =
((t′ ? (−)).(t ? (−)))−1 = (t ? (−))−1.(t′ ? (−))−1 = (t −1? (−)).(t′ −1? (−)).
(3) d(x, y) = d(t ? (t
−1
? x), t ? (t
−1
? y)) = v(t)d(t
−1
? x, t
−1
? y); it
remains to use the fact that v(t) 6= 0.
(4) By definition of
−1
? . 
Definition 2.1.16 Let Σ be a fixed valued monoid and M,M ′ two
Σ-contracting spaces.
1) We say that a map h : M −→ M ′ is Σ-homogeneous if
h verifies: ∀t ∈ Σ ∀x ∈ M (h(t ? x) = t ? h(x)). From now on, when
we will say that a map h is Σ-homogeneous, it will implicitly mean that
its domain and codomain are Σ-contracting spaces.
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2) We say that M is a Σ-contracting metric subspace (in short a
Σ-contracting subspace) of M ′ if M is a metric subspace of M ′ and if
the canonical injection M ↪→M ′ is Σ-homogeneous.
Proposition 2.1.17
1) A Σ-homogeneous map h : M −→M ′ verifies h(ω) = ω.
2) If M,M ′ are revertible Σ-contracting spaces, then every
Σ-homogeneous map h : M −→ M ′ verifies h(t −1? x) = t −1? h(x)
for all t ∈ Σ∗ and x ∈M .
3) The Σ-homogeneous maps are stable under composition and pairs.
4) M ′ being a Σ-contracting space and M a metric subspace of M ′,
then M is a Σ-contracting subspace of M ′ iff ω ∈M and t ? x ∈M for
all t ∈ Σ and x ∈M .
5) Let σ : Σ −→ Σ′ be a morphism of valued monoids, M and M ′
two Σ′-contracting spaces. Then, every Σ′-homogeneous map M −→M ′
is Σ-homogeneous; the inverse is true when σ is surjective.
6) If Σ′ = R+ and σ = v, then every R+-homogeneous map
M −→ M ′ is Σ-homogeneous (for the canonical Σ-contracting struc-
tures on M and M ′ defined in 2.1.10); the inverse is true when v is
surjective.
7) In particular, if E and E ′ are n.v.s., and a ∈ E, a map
h : Ea −→ E ′h(a) is R+-homogeneous iff it is R-homogeneous for the
canonical R-contracting structures on Ea and E ′f(a). So nothing new as
for the homogeneousness with the canonical R-contracting structures!
On the other hand, if h : Ea −→ E ′h(a) is R-homogeneous for the stan-
dard R-contracting structures on Ea and E ′h(a) defined in 2.1.8, it is also
R+-homogeneous (see 2.1.3).
8) If f : E −→ E ′ is an affine map (between n.v.s.), then, for all
a ∈ E, the map f : Ea −→ E ′f(a) is R-homogeneous (for the standard
R-contracting structures on Ea and E ′f(a) defined in 2.1.8).
Proof : 1) h(ω) = h(0 ? ω) = 0 ? ω = ω.
2) Using the injectivity of t?(−), we must verify that t?(t −1? h(x)) =
t ? h(t
−1
? x) which is true thanks to the Σ-homogeneity of h.
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3) Refer to 2.1.8.
4) Obvious.
5) According to 2.1.9, we know thatM andM ′ are also Σ-contracting
spaces (to make clearer this proof, we denote here ?′ the Σ′-operations).
The map h being Σ′-homogeneous, we have h(t′ ?′ x) = t′ ?′ h(x) for
all x ∈ M and t′ ∈ Σ′ (thus for all t′ ∈ σ(Σ)); the fact that h is
Σ-homogeneous results immediately from the formula σ(t)?′ x = t ?x of
2.1.9. Now, if h is Σ-homogeneous and Σ′ = σ(Σ), we write, for x ∈M
and t′ = σ(t) ∈ Σ′, h(t′ ?′ x) = h(σ(t) ?′ x) = h(t ? x) = t ? h(x) =
σ(t) ?′ h(x) = t′ ?′ h(x) to obtain the Σ′-homogeneity of h.
6) and 7) are immediate consequences of 5).
8) For every x ∈ E, we can write f(x) = f(a) + l(x − a), where
l : E −→ E ′ is linear. Thus, for every t ∈ R, we have f(t ? x) =
f(a+ t(x−a)) = f(a) + tl(x−a)) = f(a) + t(f(x)−f(a)) = t ? f(x). 
Proposition 2.1.18 For every Σ-homogeneous map h : M −→ M ′
(where M and M ′ are Σ-contracting spaces), we have the equivalence:
h k-lipschitzian ⇐⇒ h k-LLω
Proof : Referring to 1.1.8, we have just to prove the implication⇐=.
So, let us assume that h is k-LLω; thus, there exists r > 0 such that
h|B(ω,r) is k-lipschitzian. Let us consider x, y ∈ M and t ∈ Σ verifying
0 < v(t) < 1 (thus, this t verifies limn v(t
n) = limn(v(t))
n = 0).
- If x 6= ω and y 6= ω, there exists n ∈ N such that
v(tn) < inf( r
d(x,ω)
, r
d(y,ω)
). Let us put x′ = tn ?x and y′ = tn ?y; they ver-
ify x′, y′ ∈ B(ω, r) (since d(x′, ω) = d(tn ? x, tn ? ω) = v(tn)d(x, ω) < r;
same for y′). So that v(tn)d(h(x), h(y)) = d(h(x′), h(y′)) ≤ kd(x′, y′) =
kv(tn)d(x, y), which implies d(h(x), h(y)) ≤ kd(x, y) (for v(tn) 6= 0).
- If x = ω or y = ω (with x 6= y), we argue in the same way (choosing
n ∈ N such that v(tn) < r
d(x,ω)
or v(tn) < r
d(y,ω)
). The case x = y = ω is
obvious. 
Theorem 2.1.19 (of Σ-uniqueness)
Let h1, h2 : M −→ M ′ two Σ-homogeneous maps (where M,M ′ are
Σ-contracting spaces) verifying h1 ≺ω h2; then h1 = h2.
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Proof : Let us take t ∈ Σ verifying 0 < v(t) < 1 and fix x ∈M . We
can assume that x 6= ω (since, as seen in 2.1.17, h1(ω) = h2(ω) = ω).
Let us set xn = t
n ? x for each n ∈ N. Then, as seen in 2.1.10, we
have xn 6= ω and limn xn = ω, so that we can write: d(h1(xn),h2(xn))d(xn,ω) =
d(h1(tn?x),h2(tn?x))
d(tn?x,tn?ω)
= d(t
n?h1(x),tn?h2(x))
d(tn?x,tn?ω)
= v(t
n)d(h1(x),h2(x))
v(tn)d(x,ω)
= d(h1(x),h2(x))
d(x,ω)
.
But, as limn xn = ω and h1 ≺ω h2, this provides 0 = limn d(h1(xn),h2(xn))d(xn,ω)
= d(h1(x),h2(x))
d(x,ω)
which implies d(h1(x), h2(x)) = 0, i.e h1(x) = h2(x),
which ends the proof. 
Theorem 2.1.20 Let M,M ′ be Σ-contracting spaces with M ′ reverti-
ble, V a neighborhood of ω in M , and maps f : V −→M ′, h : M −→M ′
such that h is Σ-homogeneous and verifies f ≺ω h|V . Then, for all
x ∈M , we have h(x) = lim06=v(t)→0 t −1? f(t ? x).
Proof : The above equality is clearly true for x = ω (using 2.1.15 and
the fact that f ≺ω h|V implies f(ω) = h(ω) = ω (see 2.1.17)). Now,
if x 6= ω, we have ω = limv(t)→0 t ? x (since d(t ? x, ω) = d(t ? x, t ? ω)
= v(t)d(x, ω)), which insures that for all t ∈ Σ such that 0 < v(t) < ε,
we have t?x ∈ V−{ε}. Thus, for all these t, we can write: d(f(t?x),h(t?x))
d(t?x,ω)
=
d(f(t?x),t?h(x))
d(t?x,t?ω)
= d(t?(t
−1
? f(t?x)),t?h(x))
v(t)d(x,ω)
= v(t)d(t
−1
? f(t?x),h(x))
v(t)d(x,ω)
= d(t
−1
? f(t?x),h(x))
d(x,ω)
.
Since f ≺ω h|V , we have lim06=v(t)→0 d(f(t?x),h(t?x))d(t?x,ω) = 0, so that
lim06=v(t)→0
d(t
−1
? f(t?x),h(x))
d(x,ω)
= 0, i.e. lim06=v(t)→0 d(t
−1
? f(t ? x), h(x)) = 0,
which finally means that lim06=v(t)→0 d(t
−1
? f(t ? x)) = h(x). 
Theorem 2.1.21 Let M,M ′ be Σ-contracting spaces with M ′ revert-
ible, V a neighborhood of ω in M , g : V −→ M ′ a k-LLω map, and
h : M −→ M ′ a Σ-homogeneous map verifying g ≺ω h|V . Then,
h is k-lipschitzian.
Proof : Let W be a neighborhood of ω in V (thus in M) such that g|W
is k-lipschitzian. Let x, y ∈ M and t ∈ Σ such that
0 < v(t) < 1; then, there exists N ∈ N such that tn ?x, tn ?y ∈ W for all
n ≥ N (since limn tn ? x = limn tn ? y = ω); so that, for all these
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n, we have d(g(tn ? x), g(tn ? y)) ≤ kd(tn ? x, tn ? y) = kv(tn)d(x, y),
which provides, thanks to 2.1.15, d(tn
−1
? g(tn ? x), tn
−1
? g(tn ? y)) =
(v(tn))−1d(g(tn ? x), g(tn ? y)) ≤ kd(x, y). Now, d being continuous, we
obtain (doing n → +∞, so that v(tn) = (v(t))n → 0): d(h(x), h(y)) ≤
kd(x, y), thanks to 2.1.20. 
Corollary 2.1.22 M,M ′ being as in 2.1.21, and h : M −→ M ′ being
a Σ-homogeneous map, we have the equivalences:
h lipschitzian ⇐⇒ h LLω ⇐⇒ h Tangω
Proof : Referring to 1.3.2 and 2.1.18, we have only to prove that:
h Tangω =⇒ h lipschitzian; since h Tangω means that there exists
g : M −→M ′ which is LLω and verifies g ≺ω h, we use 2.1.21. 
Counter-example 2.1.23
Figure 1
We give here an example of function R2 −→ R which is R-homogene-
ous but not lipschitzian (thus not Tang0). Consider the function
f(x, y) = x sin y
x
if x 6= 0 and f(0, y) = 0 (Fig 1). This f is
R-homogeneous R20 −→ R0 since, for t ∈ R and (x, y) ∈ R2, we have:
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- when t 6= 0 and x 6= 0, f(tx, ty) = tx sin y
x
= tf(x, y),
- when t = 0 or x = 0, f(tx, ty) = f(0, ty) = 0 = tf(0, y) = tf(x, y).
We also notice that f is LSL (at every point) since it is differentiable
(then tangentiable and thus LSL: see 1.3.2 and 1.3.4) on R∗ × R; and,
for all a ∈ R and (x, y) ∈ R2, we have |f(x, y) − f(0, a)| = |f(x, y)| ≤
|x| ≤ ‖(x, y)− (0, a)‖2 (the euclidian norm).
Now, if x 6= 0, we have ∂f
∂x
(x, y) = sin y
x
− y
x
cos y
x
and thus, putting
xn =
1
n2
and yn =
2pi
n
(so that yn
xn
= 2pin), we obtain ∂f
∂x
(xn, yn) =
−2pin, and thus limn ∂f∂x(xn, yn) = −∞, where limn(xn, yn) = (0, 0).
Thus, this function f cannot be lipschitzian!
Remark 2.1.24 By the way, we have proved that : LSLa 6=⇒ Tanga.
Thus, we cannot complete our equivalences of 2.1.22, adding the prop-
erties of being LSLω or continuous at ω! Even though, for linear maps,
all these properties are equivalent (using 1.3.2 and the fact that, for a
linear map, continuous = lipschitzian).
2.2 Representability and Contactibility
Once we have restricted ourselves to the Σ-homogeneous maps which are
lipschitzian, the Σ-uniqueness property (see 2.1.19) allows us to choose
at most one canonical representative element in each linked metric jet (in
short: jet) between Σ-contracting spaces (pointed by their central point
ω); hence the term of “Σ-representable” jets. It is then natural to be
interested in the maps f which are tangentiable at ω, and whose tangent
jet at ω (i.e its tangential Tfω) is Σ-representable; such maps are called
“Σ-contactable” at ω. That way, we obtain a natural generalization
of the notion of differentiability (at a point). We then refind for Σ-
contactable maps some well-known properties of the differentiability.
Remark 2.2.1 Let Σ be a valued monoid, and M,M ′ two Σ-contrac-
ting spaces. To lighten the text, a map h : M −→ M ′ which is
Σ-homogeneous and lipschitzian will be called Σ-Lhomogeneous (such
a map is, in particular, Tangω).
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Remark 2.2.2
Referring to 2.1.18, a Σ-Lhomogeneous map is a Σ-homogeneous
which is LLω.
Proposition 2.2.3 Let h : M −→ M ′ a Σ-homogeneous map (be-
tween Σ-contracting spaces) which is Tangω; let us also assume that
we have at our disposal an isometric embedding j : M ′ −→ M̂ ′ which is
Σ-homogeneous, where M̂ ′ is a revertible Σ-contracting space. Then h
is Σ-Lhomogeneous.
Proof : By hypothesis, there exists a LLω map g : M −→ M ′ such
that g ≺ω h. Since the maps j.g and j.h are respectively LLω and
Σ-homogeneous, verify j.g ≺ω j.h (for j is lipschitzian) and have a re-
vertible Σ-contracting codomain, we can use 2.1.21 to claim that j.h is
lipschitzian, which implies that h is also lipschitzian (since j is isomet-
ric). 
Let us now denote Σ-Contr, the category whose objects are the
Σ-contracting spaces and whose morphisms are the Σ-Lhomogeneous
maps (it is a suitable world for guarantying the whished Σ-uniqueness
property). When σ : Σ −→ Σ′ is a morphism of valued monoids, there
exists a canonical functor σ̂ : Σ′-Contr −→ Σ-Contr (see 2.1.9 and
2.1.17). For every valued monoid Σ, we also have another canonical
functor J : Σ-Contr −→ Jet defined by JM = (M,ω) and J(h) =Thω
(since h is LLω, actually lipschitzian, we have h ∈ Thω: see 1.3.3).
Proposition 2.2.4 Σ-Contr is a cartesian category and the functor
J : Σ-Contr −→ Jet is a strict morphism of cartesian categories.
Proof : Clearly, {ω} is a Σ-contracting space which is a final ob-
ject in Σ-Contr. Moreover, if M1,M2 ∈ |Σ-Contr|, M1 × M2 has a
canonical structure of Σ-contracting space; the canonical projections
pi : M1 × M2 −→ Mi (are Σ-Lhomogeneous and, if M is another
Σ-contracting space, with hi : M −→ Mi Σ-Lhomogeneous (with
i ∈ {1, 2}), so is the pair (h1, h2) : M −→ M1 × M2 (see the begin-
ning of section 1.2 and 2.1.17).
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Besides, J is the composite Σ-Contr U−→  LL q−→ Jet, where (see
1.2.2 for q), the canonical surjection q is, itself a strict morphism of
cartesian categories, just as the forgetful functor U (which only keeps
the lipschitzian property). 
Now, since for each M,M ′ ∈ |Σ-Contr|, the canonical map:
Σ-Contr(M,M ′) can−→ Jet(JM, JM ′), defined by can(h) = J(h) =Thω, is
injective (thanks to the Σ-uniqueness property: see 2.1.19), we can equip
Σ-Contr(M,M ′) with the distance d(h, h′) = d(J(h), J(h′)) (for the dis-
tance between jets (see 1.2.6 and 1.2.7); This fact provides
Σ-Contr with a structure of category enriched in Met (see 1.2.20). More
precisely, this will arise from 2.2.6.
Remark 2.2.5 Apparently, we have two definitions for d(h, h′): the
previous one and the one of 1.2.6 (where we can set V = M since h
and h′ are lipschitzian here). Actually, these two definitions coincide
here (since h ∈ Thω and h′ ∈Th′ω). As, by definition, the new one is
a distance, so is the old one (which, a priori, was not for maps solely
LLω); this is not surprising if we think of the Σ-uniqueness theorem
2.1.19 for Σ-homogeneous maps.
Proposition 2.2.6 For each M,M ′,M ′′ ∈ |Σ-Contr|, the composition:
Σ-Contr(M,M ′)× Σ-Contr(M ′,M ′′) comp−→ Σ-Contr(M,M ′′) is LSL.
Proof : For (since J is functorial) the following diagram commutes:
Σ−Contr(M,M ′)× Σ−Contr(M ′,M ′′)
can×can

comp // Σ−Contr(M,M ′′)
can

Jet(JM, JM ′)× Jet(JM ′, JM ′′) comp // Jet(JM, JM ′′)
Where, by definition of the distance on Σ-Contr(M,M ′), the vertical
maps are isometric embeddings, and the down horizontal comp is LSL
(since Jet is enriched in Met: see 1.2.20). 
Actually, the cartesian category Σ-Contr (see 2.2.4) is enriched in
Met, as shown in the following proposition:
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Proposition 2.2.7 For each M,M0,M1 ∈ |Σ−Contr|, the following
canonical map is an isometry:
Σ−Contr(M,M0 ×M1) can−→ Σ−Contr(M,M0)× Σ−Contr(M,M1).
Proof : It comes from the commutativity of the following diagram:
Σ−Contr(M,M0×M1)
can

can // Σ−Contr(M,M0)×Σ−Contr(M,M1)
can×can

Jet(JM, JM0 × JM1) can // Jet(JM, JM0)×Jet(JM, JM1)
The fact that the down horizontal can is an isometry has been proved
in 1.2.22 (we have used the fact that the functor J commutes to the
products). 
Proposition 2.2.8 Let h, h′ ∈ Σ−Contr(M,M ′); then, d(h, h′) being
defined as before 2.2.5, we have d(h, h′) = sup{C(x) |x ∈ B′(ω, 1)},
where C(x) = d(h(x),h
′(x))
d(x,ω)
if x 6= ω and C(ω) = 0.
Proof : Referring to before 1.2.6, and 2.2.5, we must show that
d(h, h′) = d1(h, h′); which will arise from the fact that, for all r ≤ 1,
we have dr(h, h′) = d1(h, h′). First, dr(h, h′) ≤ d1(h, h′) comes from the
inclusion B′(ω, r) ⊂ B′(ω, 1). Besides, if x ∈ B′(ω, 1), we choose t ∈ Σ
and n ∈ N such that 0 < v(t) < 1 and tn?x ∈ B′(ω, r) (which is possible,
since limn t
n ? x = ω: see 2.1.10). Now, referring to the proof of 2.1.19,
we have C(x) = C(tn ? x) ≤ dr(h, h′), which gives d1(h, h′) ≤ dr(h, h′).
It remains to do r → 0. 
Proposition 2.2.9 Let M,M ′ be Σ-contracting spaces where M ′ is
revertible, and h : M −→ M ′ a Σ-Lhomogeneous map. Let us set
k = sup{d(h(x),h(y))
d(x,y)
|x, y ∈ B′(ω, 1);x 6= y}. Then:
1) h is k-lipschitzian,
2) ρ(Thω) = k (see 1.2.8 for the lipschitzian ratio ρ of a jet).
Proof : 1) Since, by definition of k, h|B′(ω,1) is k-lipschitzian, we know
(see 2.1.18 and 2.2.2) that h is actually k-lipschitzian.
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2) Since h ∈Thω, we obtain immediately ρ(Thω) ≤ k. In order to
obtain the inverse inequality, let us take f ∈Thω supposed to be R-LLω
(with R > 0); then, by 2.1.21, we know that h is R-lipschitzian; thus,
for all x, y ∈ B′(ω, 1) (x 6= y), we have d(h(x),h(y))
d(x,y)
≤ R, so that k ≤ R,
still by definition of k; thus k ≤ ρ(Thω). 
Remark 2.2.10 The previous proposition gives us a calculus of the lip-
schitzian ratio ρ(ϕ) for a Σ-representable jet ϕ : (M,ω) −→ (M ′, ω) (see
the definition of the Σ-representability of a jet just below).
Definition 2.2.11 Consider two Σ-contracting spaces M,M ′ and a jet
ϕ : (M,ω) −→ (M ′, ω). We say that:
1) ϕ is Σ-representable if there exists a Σ-Lhomogeneous element
h : M −→ M ′ verifying J(h) = ϕ (i.e. Thω = ϕ). Thanks to 2.1.19,
we know that such a h is then unique.
2) The h mentioned just above (for a Σ-representable jet ϕ) is the
Σ-representative element of the jet ϕ.
Remark 2.2.12 We will see, in the final summary of section 2.5 (more
precisely in 2.5.11), that the jets between Σ-contracting spaces are not
always Σ-representable, even if M = M ′ = R0 (for Σ = R+ or N′r ...).
Proposition 2.2.13 The Σ-representable jets are stable under compo-
sition, pairs (and thus products).
Proof : Since J is a functor which commutes with products (see
2.2.4). 
For convenience, we now call Σ-contracting domain a pair (M,V )
where M is a Σ-contracting space and V a neighborhood of ω in M .
Now, if (M,V ) et (M ′, V ′) are Σ-contracting domains, a centred map
f : (M,V ) −→ (M ′, V ′) is merely a map f : V −→ V ′ verifying
f(ω) = ω.
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Definition 2.2.14 Let (M,V ) et (M ′, V ′) be Σ-contracting domains
and f : (M,V ) −→ (M ′, V ′) a centred map. We say that f is
Σ-contactable (at the central point ω) if f : V −→ V ′ is tangentiable at
ω and if the following composite jet is Σ-representable:
(M,ω) ∼ // (V, ω)
Tfω // (V ′, ω) ∼ // (M ′, ω)
Where the ∼ are nothing but the invertible jets j−1ω and j′ω (see 1.2.5).
We denote KΣf : M −→ M ′ (or merely Kf if there is no ambiguity
about the valued monoid Σ) the unique representative element of the
above composite jet; and we call it the Σ-contact of f .
Remark 2.2.15 In other words, f is Σ-contactable if there exists a
Σ-Lhomogeneous h : M −→ M ′ such that f ≺ω h|V (where, here, f
is seen as a map V −→ M ′). In that case, h = Kf . If f is itself
Σ-Lhomogeneous, it is Σ-contactable with f = Kf !
Proposition 2.2.16 Let σ : Σ −→ Σ′ be a morphism of valued monoids.
If f : (M,V ) −→ (M ′, V ′) is a Σ′-contactable centred map, it is also
Σ-contactable, with KΣf = KΣ′f (M and M
′ being equipped with the
Σ-contracting structure induced by Σ′).
Proof : It arises from 5) in 2.1.17 and the Σ-uniqueness property (see
2.1.19). 
Proposition 2.2.17 Let E,E ′ be n.v.s., U an open subset of E,
a ∈ U and f : U −→ E ′ a map. If f is differentiable at a, then f :
(Ea, U) −→ (E ′f(a), E ′) is R-contactable (for the standard R-contracting
structures) with KRf(x) = f(a) + dfa(x − a)); and, for every valued
monoid Σ, it is even Σ-contactable (for the canonical Σ-contracting
structures: see 2.1.10) with KΣf = KRf as written above.
Proof : Referring first to 2.1.8 and 2.1.17, we notice that the (stan-
dard) R-contracting structures on Ea and E ′f(a) makes R-Lhomogeneous
Ea −→ E ′f(a) the affine map h : x 7→ f(a)+dfa(x − a). From the fact
that f ≺a h|U , we deduce that f is R-contactable, with KRf = h; this
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R-contact h being R-Lhomogeneous, it is R+-Lhomogeneous (see 7) in
2.1.17), so that f is R+-contactable, with KR+f = h. We can now use
2. 2.16, to obtain that f is also Σ-contactable (Ea and E
′
f(a) being now
seen as canonical Σ-contracting spaces) and that KΣf =KR+f = h. 
Remarks 2.2.18
1) The result of 2.2.17 is remarkable: the continuous affine map
which is tangent at a to a map, differentiable at a, is its canonical
Σ-contact at a for any valued monoid Σ!
2) We will see, in sections 2.4 and 2.5 (more precisely in 2.5.11),
examples of functions R −→ R which are R+-contactable (at 0) (which
means that f : (R0,R) −→ (Rf(0),R) is R+-contactable) but not differ-
entiable at 0; and examples of functions N′r-contactable (at 0) but not
R+-contactable (at 0).
Proposition 2.2.19 Let (M,V ), (M ′, V ′) be Σ-contracting domains with
M ′ revertible, and f : (M,V ) −→ (M ′, V ′) a centred Σ-contactable map.
Then, for all x ∈M , we have Kf(x) = lim0 6=v(t)→0 t −1? f(t ? x).
Proof : We just have to set h =Kf in 2.1.20. 
For the following propositions, we use 1.3.6, 1.3.7, 1.3.8 and 2.2.13.
Proposition 2.2.20 Let (M,V ), (M ′, V ′), (M ′′, V ′′) be Σ-contracting
domains and f : (M,V ) −→ (M ′, V ′), g : (M ′, V ′) −→ (M ′′, V ′′) two
centred maps. If f and g are Σ-contactable, so is g.f , and we have
K(g.f) = Kg.Kf .
Proof : Because T(g.f)ω =Tgω.Tfω. 
Proposition 2.2.21 Let (M,V ), (M0, V0), (M1, V1) be Σ-contracting
domains and f0 : (M,V ) −→ (M0, V0), f1 : (M,V ) −→ (M1, V1) two
centred maps. If f0 and f1 are Σ-contactable, so is the pair (f0, f1) :
(M,V ) −→ (M0 ×M1, V0 × V1), and we have K(f0, f1) = (Kf0,Kf1).
Proof : Because T(f0, f1)ω = (Tf0ω,Tf1ω) 
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Proposition 2.2.22 Let (M0, V0),(M
′
0, V
′
0),(M1, V1),(M
′
1, V
′
1) be Σ-contrac-
ting domains, and f0 : (M0, V0) −→ (M ′0, V ′0), f1 : (M1, V1) −→ (M ′1, V ′1)
two centred maps. If f0 and f1 are Σ-contactable, so is the product
f0 × f1 : (M0 × M1, V0 × V1) −→ (M ′0 × M ′1, V ′0 × V ′1), and we have
K(f0 × f1) = Kf0 ×Kf1.
Proof : Because T(f0 × f1)(ω,ω) =Tf0ω× Tf1ω 
2.3 Contactibility in the n.v.s.
Since most of our examples of contactibility take place inside the n.v.s.
world, we immerse ourselves, from now on, in this context. It gives us
the opportunity to lighten some previous notations and to make precise
some others that we will use for the two main great classes of examples
studied all along the sections 2.4 and 2.5.
Let us briefly recall that, for each valued monoid Σ, every n.v.s. E
can be considered as a canonical Σ-contracting (metric) space Ea (where
a ∈ E is a chosen central point), the canonical external operation being
t ? x = a + v(t)(x − a) for all t ∈ Σ and x ∈ E (refer to 2.1.10).
Actually, referring to 2.1.14, we know that Ea is a revertible (canonical)
Σ-contracting space (with t
−1
? x = a+ (v(t))−1(x− a) for t 6= 0.
Untill the end of this section 2.3, we only work with the
canonical structures.
Proposition 2.3.1 Let E,E ′ be two n.v.s., and a ∈ E, a′ ∈ E ′. We
have an isometry: Θaa′ : Σ-Contr(E0, E ′0) −→ Σ-Contr(Ea, E ′a′) defined
by Θaa′(h)(x) = a
′ + h(x− a); by definition, Θaa′(h) is a translate of h.
Proof : One easily verifies that Θaa′(h) is Σ-Lhomogeneous. The fact
that Θaa′ is an isometry comes from the fact that (see 2.2.8), for x 6= a,
we have:
d(Θaa′ (h1)(a+x),Θaa′ (h2)(a+x))
d(a+x,a)
= d(h1(x),h2(x))
d(x,0)
(we use the fact that
x ∈ B′(0, 1)⇐⇒ x+ a ∈ B′(a, 1)). 
From now on, when E and E ′ are two n.v.s., the metric space
Σ-Contr(E0, E ′0) will be denoted Σ- LHom(E,E ′); its elements are thus
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the Σ-Lhomogeneous maps h : E0 −→ E ′0, i.e the lipschitzian maps
h : E −→ E ′ which verify, for all t ∈ Σ and x ∈ E: h(v(t)x) = v(t)h(x).
Proposition 2.3.2 Let E,E ′ be two n.v.s., then the distance on
Σ- LHom(E,E ′), defined around remark 2.2.5, derives from the norm
‖h‖ = sup{C(x) | ‖x‖ ≤ 1}, where C(x) = ‖h(x)‖‖x‖ if x 6= 0 and C(0) = 0,
Proof : First, Σ- LHom(E,E ′) is a vector space (it is a subvector
space of  LL((E, 0), (E ′, 0)) (see 1.2.25)). Now, we use the injective map
can : Σ- LHom(E,E ′) −→ Jet((E, 0), (E ′, 0)) described just before 2.2.5;
this can is also linear (being the following composite (see 1.2.25 for q):
Σ- LHom(E,E ′)
j−→  LL((E, 0), (E ′, 0)) q−→ Jet((E, 0), (E ′, 0)), where
the canonical surjection q is, itself linear, just as the canonical injection
j. Thus, we can define a norm on Σ- LHom(E,E ′) setting (see 1.2.25)
‖h‖=‖can(h)‖=‖q(h)‖=d(q(h), q(0)) =d(h, 0) = sup{C(x) | ‖x‖ ≤ 1},
where C(x) = ‖h(x)‖‖x‖ if x 6= 0 and C(0) = 0 (using 2.2.8). 
Remarks 2.3.3
1) We notice that the previous norm on Σ- LHom(E,E ′) is an ex-
tension of the operator norm on its subvector space L(E,E ′).
2) Referring to 2.2.9 and 2.3.2, we notice that, for all
h ∈ Σ- LHom(E,E ′), we have ‖h‖ = ‖Th0‖ = d(Th0, O) ≤ ρ(Th0), the
last inequality being not surprising (it’s a general result: see 1.2.10).
Proposition 2.3.4 As for continuous linear maps, we have:
1) For h ∈ Σ- LHom(E,E ′) and x ∈ E: ‖h(x)‖ ≤ ‖h‖ ‖x‖,
2) For h ∈ Σ- LHom(E,E ′) and k ∈ Σ- LHom(E ′, E ′′): ‖k.h‖ ≤
‖k‖ ‖h‖.
Proof : Let t0 ∈ Σ verifying 0 < v(t0) < 1.
1) For x ∈ E, x 6= 0, let n ∈ Z such that ‖x‖ ≤ v(t0)n, thus such
that ‖v(t0)−nx‖ ≤ 1; so, we have ‖h(x)‖‖x‖ = ‖h(v(t0)
−nx)‖
‖v(t0)−nx‖ ≤ ‖h‖.
2) Proceed as in the linear case. 
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Remark 2.3.5 We can also use the inequality (see 1.2.17):
d(T(k.h)0, O) ≤ d(Tk0, O)d(Th0, O), with O = O00 (see 1.2.10 for the
notation of 2) in 2.3.4.
Here again, for convenience, we call normed domain a pair (E,U)
where E is a n.v.s. and U an open subset of E. When (E,U) and
(E ′, U ′) are normed domains, a map f : (E,U) −→ (E ′, U ′) is merely
a map f : U −→ U ′. When, E = U and E ′ = U ′, we merely write
f : E −→ E ′.
Definition 2.3.6 Let (E,U)and (E ′, U ′) two normed domains and
f : (E,U) −→ (E ′, U ′) a map. We say that f is Σ-contactable at
a ∈ U if f : (Ea, U) −→ (E ′a′ , U ′) is Σ-contactable, where a′ = f(a) (see
2.2.14 and 2.2.15). Then we set kΣfa = Θ
−1
aa′(Kf) (or briefly kfa). We
say that f is Σ-contactable on U if it is Σ-contactable at every point of
U .
Remarks 2.3.7
1) In other words, f is Σ-contactable at a iff there exists
h ∈ Σ- LHom(E,E ′) such that the restriction, to U , of its translate
map x 7→ f(a) + h(x − a) (which is in fact Kf) is tangent to f at a.
Such a map h is then unique and verifies h = kfa.
2) Actually kfa(x) = Kf(x + a) − a′ for all x ∈ E, the Σ-contact
of f at a being thus Kf(x) = f(a) + kfa(x− a), a translate at a of the
Σ-Lhomogeneous map kfa.
3) Every h ∈ Σ- LHom(E,E ′) is Σ-contactable at 0 with kh0 = h.
4) Referring to 2.2.14 and 2.2.15, we know that every Σ-contactable
map at a is tangentiable at a.
5) Let σ : Σ −→ Σ′ be a morphism of valued monoids. If f :
(E,U) −→ (E ′, U ′) is Σ′-contactable at a ∈ U , thanks to 2.2.16 and
2.3.6, we know that f is also Σ-contactable at a and that kΣfa = kΣ′fa.
Proposition 2.3.8 f differentiable at a =⇒ f Σ-contactable at a
for all Σ, with kfa = dfa. More precisely, if f is Σ-contactable at a,
then f is differentiable at a iff kfa is linear.
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Proof : Arises from 1) in 2.3.7, since L(E,E ′) is a subspace of
Σ- LHom(E,E ′). The reader can refer to the remark 1) in 2.2.18! 
Examples 2.3.9
The “impatient” reader could go straight to 2.4.7 and 2.5.8 to find such
good examples.
Proposition 2.3.10 Let (E,U), (E ′, U ′), (E ′′, U ′′) be three normed do-
mains, f : (E,U) −→ (E ′, U ′), g : (E ′, U ′) −→ (E ′′, U ′′) two maps, a ∈
U and a′ = f(a). If f is Σ-contactable at a and g Σ-contactable at a′,
then g.f is Σ-contactable at a, with k(g.f)a = kga′kfa.
Proof : Since the centred maps f : (Ea, U) −→ (E ′a′ , U ′) and
g : (E ′a′ , U
′) −→ (E ′′a′′ , U ′′) are Σ-contactable (where a′′ = g(a′)),
g.f is Σ-contactable (refer to 2.2.20), with K(g.f) =Kg.Kf . Thus g.f
is Σ-contactable at a and, for all x ∈ E, we have g(a′)+k(g.f)a(x) =
K(g.f)(a + x) =Kg(Kf(x + a)) =Kg(a′+kfa(x)) = g(a′)+kga′((kfa)(x));
which ends the proof. 
Proposition 2.3.11 Let (E,U), (E1, U1), (E2, U2) be three normed do-
mains, a ∈ U , and f1 : (E,U) −→ (E1, U1), f2 : (E,U) −→ (E2, U2) two
maps. If f1 and f2 are Σ-contactable at a, then the pair
(f1, f2) : (E,U) −→ (E1 × E2, U1 × U2) is Σ-contactable at a, with
k(f1, f2)a = (kf1a, kf2a).
Proof : Since, for each i ∈ {1, 2}, fi : (Ea, U) −→ (Eiai , Ui) is
Σ-contactable (where ai = fi(a))), we know that the pair (f1, f2) :
(Ea, U) −→ (E1a1 × E2a2 , U1 × U2) = ((E1 × E2)(a1,a2), U1 × U2) is
Σ-contactable and that K(f1, f2) = (Kf1,Kf2), so that, for all x ∈ E,
we have, using 2.2.21, (a1, a2)+k(f1, f2)a(x) = K(f1, f2)(a + x) =
(Kf1(a + x),Kf2(a + x)) = (a1+kf1a(x), a2+kf2a(x)) = (a1, a2) +
(kf1a,kf2a)(x); which ends the proof. 
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Corollary 2.3.12 Let (E1, U1), (E
′
1, U
′
1), (E2, U2), (E
′
2, U
′
2) be normed
domains, a1 ∈ U1, a2 ∈ U2 and fi : (Ei, Ui) −→ (E ′i, U ′i) maps for
each i ∈ {1, 2}. If each fi is Σ-contactable at ai, then the product
f1 × f2 : (E1 × E2, U1 × U2) −→ (E ′1 × E ′2, U ′1 × U ′2) is Σ-contactable at
(a1, a2), with k(f1 × f2)(a1,a2) = kf1a1 × kf2a2.
Proof : Arises from 2.2.22 (proceeding as in the previous proof), or
from 2.3.10 and 2.3.11. 
Proposition 2.3.13 When f : (E,U) −→ (E ′, U ′) is Σ-contactable at
a ∈ U , we have kfa(x) = lim06=v(t)→0 f(a+v(t)x)−f(a)v(t) for all x ∈ E.
Proof : Since f : (Ea, U) −→ (E ′f(a), U ′) is Σ-contactable, with E ′f(a)
revertible (see the recalls at the beginning of this section 2.3), we use
2.2.19 to write, for all x ∈ E: Kf(x) = lim06=v(t)→0 t −1? f(t ? x) =
lim06=v(t)→0(f(a)+
f(a+v(t)(x−a))−f(a)
v(t)
); we merely need to use the equality
kfa(x) =Kf(a+ x)− f(a) to obtain the wished result. 
Proposition 2.3.14 Let f : (E,U) −→ (E ′, U ′) be a Σ-contactable
map at a ∈ U ; then ρ(Tfa) = sup{‖h(x)−h(y)‖‖x−y‖ |x, y ∈ B′(0, 1), x 6= y}
where h = kfa which is ρ(Tfa)-lipschitzian (see 2.2.9).
Proof : Arises from 2.2.9, applied to the Σ-homogeneous map Kf :
Ea −→ E ′f(a), using the fact that Tfa =T(Kf)a (since Kf ∈Tfa), and
that x, y ∈ B′(0, 1) iff x+ a, y + a ∈ B′(a, 1). 
We are going now to generalize the results given in the section 1.5
which compared the differentials to the tangentials. Here, we compare
tf to kf .
Let (E,U), (E ′, U ′) be two normed domains; U , U ′ non empty (the
canonical injections are still denoted j : U −→ E and j′ : U ′ −→ E ′).
Consider then the following composite (denoted J):
Σ− LHom(E,E ′) j //Jet((E, 0),(E ′, 0)) can //Jetfree (E,E ′)
bΓ−1 //Jet
free
(U,U ′)
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See just before 2.2.5 where this j had been denoted can, and 1.4.15,
1.4.28 for these can and Γ̂; by composition, this J is an isometric em-
bedding. By definition, we have J(h) = κ(j′)−1.[Th0, 0, 0].κ(j), so that
J(0) = O, the free zero jet (see 1.4.14). We set Im(J) =
J(Σ−  LHom(E,E ′)).
Proposition 2.3.15 Let f : (E,U) −→ (E ′, U ′) be a map and a ∈ U ;
we assume that f is Tanga. Then f is Σ-contactable at a iff tfa ∈
Im(J); in this case tfa = J(kfa) ... see 1.5.1 for tfa).
Proof : We proceed as in the proof of 1.5.4. Indeed, if [ϕ, a, a′] ∈
Jet
free
(U,U ′), then [ϕ, a, a′] ∈ Im(J) iff there exists h ∈ Σ- LHom(E,E ′)
such that Θaa′(h)|U ∈ ja′ .ϕ. In this case, J(h) = [ϕ, a, a′]. 
Corollary 2.3.16 If f : (E,U) −→ (E ′, U ′) is Σ-contactable (i.e. at
every x ∈ U), then f is tangentiable and this diagram commutes (where
kf(x) = kfx):
U
kf
wwppp
ppp
ppp
ppp
p
tf
%%KK
KKK
KKK
KKK
Σ−  LHom(E,E ′)
J
// Jet
free
(U,U ′)
Proposition 2.3.17 Let (E,U), (E ′, U ′) be two normed domains,
f : (E,U) −→ (E ′, U ′) a continuous map, a, b ∈ U such that [a, b] ⊂ U ,
F a finite subset of ]a, b[ and r a positive real number. We assume
that, for all x ∈ ]a, b[−F , the map f is Σ-contactable at x and satisfies
‖kfx‖ ≤ r. Then we have: ‖f(b)− f(a)‖ ≤ r‖b− a‖.
Proof : Arises from the fact that, for every x ∈ ]a, b[−F , we have:
d(tfx, O) = d(J(kfx), J(0)) = d(kfx, 0) = ‖kfx‖ ≤ r ... it remains now
to use 1.5.9. 
We precise here, for the standard R-contracting spaces, what
we have yet recalled and precised (around 2.3.1), for the canonical
R-contracting spaces: for instance, every n.v.s. E can be considered
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as a standard R-contracting space Ea (a being its central point) whose
standard external operation is t?x = a+t(x−a) for all t ∈ R and x ∈ E
(see 2.1.8 and 2.1.10). Actually, referring to 2.1.14, we know that Ea is
a revertible standard R-contracting space (with t −1? x = a+ t−1(x− a)
for t 6= 0). The standard R-Lhomogeneous maps h : E0 −→ E ′0, are the
lipschitzian maps h : E −→ E ′ which verify, for all t ∈ R and x ∈ E:
h(tx) = th(x); see 2.1.16 and 2.1.17.
The reader will verify that the whole study of the “canonical n.v.s.
world” made in this section 2.3 is still valid for the “standard n.v.s.
world”; in particular, we can speak of standard R-contactable maps at
a, with standard R-contact KRf (as used in 2.2.17) and its translate
kRfa which is standard R-Lhomogeneous ; (the index R being there
to distinguish them from their canonical analogues, which were simply
denoted Kf and kfa, like for every valued monoid). In particular, we
have a R-standard analogue of 2.3.7.
2.4 G-differentiability
Here is the first of the two special cases tackled in this paper (in the
vector space context). It is the case where Σ = R+. As we have said in
the general introduction, the young French Rene´ Gateaux was the first
mathematician, at the beginning of the XXth century1, to be interested
in maps (said “differentiable in the sense of Gateaux”) which are very
close to our R+-contactable maps: the essential difference between these
two notions being the fact that we replace the continuous maps (see
Bouligand in [7]) by lipschitzian maps. In homage to Gateaux, we will
choose the word “G-differentiable” for “R+- contactable”2. Then, we
will study, more specially, the continuously G-differentiable maps: we
will state that, in finite dimension, this continuity property forces the
linearity of the G-differential at every point.
1Rene´ Gateaux was one of the first victims of the first world war, he was twenty
five years old when he died on the third of october 1914.
2it is shorter than “lipschitzian Gateaux-differentiable” which would be more
convenient.
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As in section 2.3, we remain in the n.v.s. framework. Now,
E and E ′ being two such n.v.s., we merely write  LHom(E,E ′) for
the n.v.s. which we should denote R+- LHom(E,E ′), which is in fact
R+-Contr(E0, E ′0): see around 2.3.2; we thus recall that its elements are
the R+-Lhomogeneous maps h : E0 −→ E ′0, i.e the maps h : E −→ E ′
which are lipschitzian and verify h(tx) = th(x) for all t ∈ R+ and x ∈ E.
Obviously, standard R-Lhomogeneous implies R+-Lhomogeneous (for
the standard notions, refer to the end of section 2.3, just above).
Examples 2.4.1
1) The continuous linear maps from E to E ′ are in  LHom(E,E ′).
2) Let E be a n.v.s.; then every norm N on E, which is equivalent
to the given norm ‖ ‖ on E, is in  LHom(E,R), since it is lipschitzian
(E, ‖ ‖) −→ (R, | |). In particular, ϑ : R −→ R : x 7→ |x|. In higher
dimensions, the usual norms on Rn : N2(x) = ‖x‖2 =
√∑n
i=1|xi|2,
N∞(x) = ‖x‖∞ =Maxi|xi| and N1(x) = ‖x‖1 =
∑n
i=1 |xi|. If n = 2, the
graphs of these norms are cones; a “circular cone” for N2 and “square
cones” for N∞ and N1, since they are generated, when z varies in R+,
by their horizontals sections at height (0, 0, z): the circle of equation
x2 + y2 = z2 (for N2), and the squares of equations Max(|x|, |y|) = z
and |x|+ |y| = z (for N∞ and N1). For N∞, see Fig 2.
N∞ Max
Figure 2
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3) The maps Max, Min: Rn −→ R are in  LHom(Rn,R), since they
are lipschitzian (indeed, for x = (x1, · · · , xn), y = (y1, · · · , yn) ∈ Rn, let
i, j ∈ {1, · · · , n} such that xi = Max(x) and yj = Max(y), then
Max(x) − Max(y) = xi − yj ≤ xi − yi ≤ |xi − yi| ≤ ‖x − y‖∞, the
last term being the product distance on Rn; similarly, we have also
Max(y)−Max(x) ≤ ‖y−x‖∞ = ‖x−y‖∞; so that |Max(x)−Max(y)| ≤
‖x − y‖∞). If n = 2, the graph of Max is generated, when z varies in
R, by its horizontal section at height (0, 0, z) which is the right angle
of respective sides {(z, y, z) | y ≤ z} and {(x, z, z) |x ≤ z}, its vertex
(z, z, z) varying on the axis ∆̂ of equation z = y = x. Thus the graph
of Max is the union of two halph-plans of R3, that we could call an
“angular cone” (see Fig 2). The graph of Min is the “angular cone”
obtained from the previous one by the reflection with respect to their
common axis ∆̂.
Proposition 2.4.2 Let h ∈  LHom(E,E ′), where E 6= {0}; we have
‖h‖ = sup{‖h(x)‖ | ‖x‖ = 1}.
Proof : Let us set k = sup{‖h(x)‖ | ‖x‖ = 1} and take x ∈ E; if
‖x‖ = 1, then, using 2.3.2, ‖h(x)‖ = C(x) ≤ ‖h‖, so that k ≤ ‖h‖.
If ‖x‖ ≤ 1 with x 6= 0, then C(x) = ‖h(x)‖‖x‖ = ‖h( x‖x‖)‖ ≤ k, so that
‖h‖ ≤ k. 
Proposition 2.4.3 Let E be a n.v.s.; then the following map is a linear
isometry: can :  LHom(R, E) −→ E × E : h 7→ (−h(−1), h(1)).
Proof : The linearity of can is obvious. As for the fact that can is
bijective: if (v, w) ∈ E × E, then can−1(v, w) = h where h(t) = tw if
t ≥ 0 and h(t) = tv if t ≤ 0 (this h is in  LHom(R, E): h is k-lipschitzian
with k = Max(‖v‖, ‖w‖), since ‖h′(t)‖ ≤ Max(‖v‖, ‖w‖) for all t 6= 0).
Besides, can is an isometry since, by 2.4.2, ‖h‖ = sup{‖h(x)‖ | |x| = 1}
= Max(‖h(1)‖, ‖h(−1)‖) = ‖can(h)‖. 
Proposition 2.4.4 Let h ∈  LHom(E,E ′), then, for all ε > 0, we have
ρ(Th0) = sup{‖h(x)−h(y)‖‖x−y‖ |x 6= y; x, y ∈ C(ε)} (see 1.2.8 for the lips-
chitzian ratio ρ), where C(ε) = {x ∈ E | 1− ε < ‖x‖ < 1 + ε}.
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Proof : Let us set r(ε) = sup{‖h(x)−h(y)‖‖x−y‖ |x 6= y; x, y ∈ C(ε)}. It
is clear that r(ε) ≤ ρ(Th0) since h is ρ(Th0)-lipschitzian (by 2.3.14).
Conversely, take a ∈ E, a 6= 0 and let us set ε′ = ‖a‖ε. Then, for every
x ∈ B(a, ε′), we have ‖ x‖a‖‖ ≤ ‖x−a‖+‖a‖‖a‖ = 1 + ‖x−a‖‖a‖ < 1 + ε
′
‖a‖ = 1 + ε
and ‖ x‖a‖‖ ≥ ‖a‖−‖x−a‖‖a‖ = 1− ‖x−a‖‖a‖ > 1− ε
′
‖a‖ = 1− ε; thus, x‖a‖ ∈ C(ε),
a
‖a‖ ∈ C(ε). Then r(ε) ≥
‖h( x‖a‖ )−h( a‖a‖ )‖
‖ x‖a‖− a‖a‖‖
= ‖h(x)−h(a)‖‖x−a‖ if x 6= a; so that h
is r(ε)-LSLa. In particular, for every a ∈ B′(0, 1)−{0}, h is r(ε)- LSLa,
with B′(0, 1) convex. Thus, h|B′(0,1) is r(ε)-lipschitzian (by 1.1.23), so
that ρ(Th0) ≤ r(ε). 
Definition 2.4.5 Let (E,U),(E ′, U ′) be two normed domains and
f : (E,U) −→ (E ′, U ′) a map (refer just before 2.3.6). We say that
f is G-differentiable at a if f is R+-contactable at a (see 2.3.6); in this
case, K+f and k+fa will respectively merely denote KR+f and kR+fa.
Remarks 2.4.6 In each case, E and E ′ are n.v.s. and f : U −→ E ′
where U is an open subset of E, and a ∈ U .
1) If f is differentiable at a, then f is G-differentiable at a with
k+fa = dfa (see 2.3.8).
2) If f is G-differentiable at a, then f is differentiable at a iff
k+fa is linear (see 2.3.8).
3) If f is G-differentiable at a, then f is standard R-contactable
at a iff k+fa is standard R-homogeneous with (referring to the end of
section 2.3 for the standard notations) k+fa = kRfa (see 2.3.7, since,
referring to 2.1.3, the canonical injection R+ ↪→ R is a morphism of
valued monoid).
4) Here, E = R; then f is standard R-contactable at a iff f is
differentiable at a with kRfa = dfa (it comes from the fact that, for
h : R −→ E, standard R-homogeneous = linear!). When E 6= R, see
a counter-example in 2.5.12.
5) If f is G-differentiable at a, then f is canonically Σ-contactable at
a for all valued monoid Σ, with kΣfa = k+fa (see 2.3.7, since, referring
to 2.1.5, every valuation is a morphism of valued monoid). However,
G-differentiable 6=⇒ standard R-contactable at a: see 2.5.11.
80 CHAPTER 2. REPRESENTATION OF METRIC JETS
Examples 2.4.7
The following examples are all G-differentiable at every point:
1) The norm function ϑ : R −→ R : x 7→ |x|, which verifies k+ϑ0 = ϑ
and, for a 6= 0, k+ϑa =dϑa = sign(a)IdR where sign(a) = a|a| .
2) The euclidian norm function N2 : Rn −→ R : x 7→ ‖x‖2, which
verifies k+N
2
0 = N
2 and, for a 6= 0, k+N2a =dN2a .
3) The functions Max, Min: Rn −→ R, which verify:
k+Maxa(x) =Maxi∈I(a)(xi) and k+Mina(x) =Mini∈I(a)(xi), where I(a) =
{i ∈ {1, . . . , n} | ai =Max(a)} and I(a) = {i ∈ {1, . . . , n} | ai =Min(a)};
which provides k+Max0 =Max and k+Min0 =Min.
4) The product norm function N∞ : Rn −→ R : x 7→ ‖x‖∞, which
verifies k+N
∞
0 = N
∞ and, for a 6= 0, k+N∞a (x) =Maxi∈I(|a|)(sign(ai)xi),
where |a| = (|a1|, . . . , |an|).
5) The norm function N1 : Rn −→ R : x 7→ ‖x‖1, which veri-
fies k+N
1
a (x) =
∑
i∈I0(a) |xi| +
∑
i∈I1(a) sign(ai)xi, where I0(a) =
{i ∈ {1, . . . , n} | ai = 0} and I1(a) = {i ∈ {1, . . . , n} | ai 6= 0}; which
gives k+N
1
0 = N
1.
Proof : First, all the above functions h being R+-Lhomogeneous (see
2.4.1), they are all G-differentiable at 0 with k+h0 = h (see 2.3.7); we
thus have here easy functions which, however not differentiable at 0, are
G-differentiable at 0, that is, instead of having at 0, a continuous linear
tangent function, are their own tangent at 0 (i.e their R+-contact at 0),
since they are R+-Lhomogeneous. We use also 2.4.6.
1) Comes from the preceding lines.
2) Still obvious for the same reason as the above 1).
3) We will show that, for all a, locally in a neighborhood V of 0,
we have, for all x ∈ V , the equality Max(a + x) =Max(a)+Maxi∈I(a)xi
which will prove the foretold result for the map Max (since Maxi∈I(a) is
R+-Lhomogeneous). Indeed:
- If I(a) = {1, · · · , n} (i.e, if a is a constant n-uplet), then, for all
x ∈ Rn, we have Max(a+x) =Max(a)+Max(x) =Max(a)+ Maxi∈I(a)xi.
- If I(a) 6= {1, · · · , n}. Let j ∈ I(a) such that Maxi∈I(a)(xi) = xj
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(by definition, this j verifies Max(a) = aj); for this j, we can write:
Max(a)+ Maxi∈I(a)(xi) = aj + xj ≤Max(a + x). Conversely, we set
r = 1
2
Mini/∈I(a)(Max(a) − ai); then r > 0. Let V be the open ball
B∞(0, r) (for the product norm ‖ ‖∞); then, for x ∈ V , we have:
- if j 6∈ I(a), xj−Maxi∈I(a)(xi) ≤ |xj−Maxi∈I(a)(xi)| ≤ |xj| +
|Maxi∈I(a)(xi)| ≤ 2‖x‖∞ < 2r ≤ Max(a) − aj, and thus again
aj + xj ≤Max(a)+ Maxi∈I(a)(xi),
- if j ∈ I(a), aj + xj =Max(a) + xj ≤ Max(a)+Maxi∈I(a)(xi),
and thus Max(a+ x) ≤Max(a)+ Maxi∈I(a)(xi).
Same for the function Min.
4) Since N∞=Max.ϑn, (where ϑn = ϑ×· · ·×ϑ, n times), the function
N∞ is G-differentiable, using 2.3.10 and 2.3.12. For a 6= 0, we can write
k+N
∞
a (x) = k+Max|a|(k+ϑa1(x1), · · · ,k+ϑan(xn)) =Maxi∈I(|a|)(k+ϑai(xi))
= Maxi∈I(|a|)(sign(ai)xi), since, for all i∈I(|a|), we have ai 6= 0. This
provides k+N
∞
a =Max on {a ∈ Rn|a1 = · · · = an>0}.
5) Since N1 = σ.ϑn, where σ is the addition of Rn (which is lin-
ear and thus differentiable, with k+σb =dσb = σ for all b), N
1 is
G-differentiable with, for all a ∈ Rn, k+N1a = k+σ|a|.(k+ϑa1 , · · · ,k+ϑan)
= σ(k+ϑa1 , · · · ,k+ϑan), so that, for every x ∈ Rn, we have k+N1a (x) =∑n
i=1k+ϑai(x) =
∑
i∈I0(a) |xi|+
∑
i∈I1(a) sign(ai)xi. 
Remarks 2.4.8
1) We are giving here, for each G-differentiable function h studied
in 2.4.7, the domain D(h) on which h is differentiable (using 2.4.6).
Anyhow, in each case, we give the R+-contact (we often speak in terms
of graphs for n = 2).
a) D(ϑ) = R∗; we can also use 2.4.9.
b) D(N2) = Rn − {0}. Actually, at every point a ∈ Rn − {0},
the graph of N2 has a tangent plan; at 0, this graph is its own tangent,
i.e R+-contact (N2 being R+-Lhomogeneous); which can be easily “seen”
for n = 2.
c) First, the formula established in the proof of 3) of 2.4.7 can
be locally written Max(x) = Max(a)+ k+Maxa(x − a), which gives
K+Maxa, the R+-contact of Max at a (as the translate of k+Maxa
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at a). In particular, if I(a) = {1, . . . , n}, then Maxi∈I(a) = Max,
so that k+Maxa = Max = K+Maxa, and this, at every point of the
axis ∆ = {a ∈ Rn |a1 = · · · = an}. Now, let us notice that the map
Max : Rn −→ R is linear iff n = 1. Thus, we obtain D(Max) =
{a ∈ Rn | ∃!i ≤ n (ai = Max(a))}. For instance, for n = 2, D( Max)=∆c
where ∆ = {a ∈ R2 | a1 = a2} = {a ∈ R2 | I(a) = {1, 2}}; so D( Max)
is the disjoint union of the two open half-plans Π1 and Π2 of R2, of
respective inequations a1 > a2 and a1 < a2, on which the restrictions
Max|Πi are the pi|Πi (where the pi are the canonical projections), so that,
if x ∈ Πi, k+Maxx = dMaxx = pi. We have yet studied the case of the
points on ∆ just above (refer to 2.4.1 for this “angular cone”).
d) Here D(N∞) = {a ∈ Rn | ∃!i ≤ n (|ai| = ‖a‖∞)}. For
n = 2, D(N∞) = ({a ∈ R2 | |a1| = |a2|})c, so that N∞ is differentiable
on the four open quarter-plans of R2 delimited by the two diagonals of
R2 (we have recalled in 2.4.1 that the graph of N∞ is a square-cone).
This cone admits a tangent plan on each of its sides; besides, at 0, the
R+-contact is k+N∞0 = N∞ itself. As for the ridge lines, for example,
the R+-contact on N∞|∆+, where ∆+ = {a ∈ R2 | a1 = a2 > 0}, is Max!
e) For N1, we have D(N1) = {a ∈ Rn | ∀i ≤ n ai 6= 0}. For
n = 2, The graph of N1 is obtained, from the one of N∞, with the help
of the rotation of axis “x = y = 0”, and of angle pi/4 (the two axis
“y = 0” and “x = 0” in R2 playing here the part of the two diagonals
for N∞).
2) Of course, there exist G-differentiable maps which are not
R+-homogeneous: 2.4.7 is crowded with such examples. Indeed, a trans-
late g(x) = f(a+x) of a R+-homogeneous map f is not necessarily still
R+-homogeneous, although, in our examples, such a translate remains
G-differentiable (by composition).
Proposition 2.4.9 Let f : (E,U) −→ (E ′, U ′) be a map between normed
domains, where E = R and a ∈ U . Then f is G-differentiable iff f ad-
mits left and right derivatives at a. In this case, referring to 2.4.3 for
the linear isometry can, we have k+fa = can
−1(f ′l (a), f
′
r(a)).
Proof : Let h ∈  LHom(R, E ′) and (v, w) = can(h), i.e. v = −h(−1)
and w = h(1). Then, if (referring to 2.3.1 for the notations) we denote
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k = Θaf(a)(h), V = U∩
−1
k (U ′) and k the restriction of k to V −→ U ′,
we have the following equivalences: f |V ≺a k ⇐⇒
lima6=x→a
‖f(x)−f(a)−h(x−a)‖
|x−a| = 0⇐⇒ lima6=x→a ‖f(x)−f(a)x−a −h(x−a)x−a ‖ = 0⇐⇒
(lima<x→a ‖f(x)−f(a)x−a − h(x−a)x−a ‖ = 0 and lima>x→a ‖f(x)−f(a)x−a − h(x−a)x−a ‖ = 0)
⇐⇒ (lima<x→a ‖f(x)−f(a)x−a − w‖ = 0 and lima>x→a ‖f(x)−f(a)x−a − v‖ = 0)⇐⇒ (f ′r(a) = w and f ′l (a) = v). Thus h =k+fa. 
Continuous G-differentiable maps
Now, our aim is to prove that, in finite dimension, every continuous
G-differentiable map f : (E,U) −→ (E ′, U ′) (i.e G-differentiable such
that k+f : U −→  LHom(E,E ′) is continuous) is in fact of class C1. In
order to prove it, we need some preliminary results. Let us begin by a
particular presentation of the mean value theorem.
Proposition 2.4.10 (well-known)
Let f : [a, b] −→ R be a continuous function which admits a right deriva-
tive at every point of ]a, b[, and k ∈ R. Then,
1) If, for all t ∈ ]a, b[ f ′r(t) ≤ k, then f(b)− f(a) ≤ k(b− a),
2) If, for all t ∈ ]a, b[ f ′r(t) ≥ k, then f(b)− f(a) ≥ k(b− a).
Proof : 2) comes from 1), considering the function [a, b] −→ R :
t 7→ −f(t). 
Corollary 2.4.11 Let f : [a, b] −→ R be a continuous function which
admits a left derivative at every point of ]a, b[, then:
1) If, for all t ∈ ]a, b[ f ′l (t) ≤ k, then f(b)− f(a) ≤ k(b− a),
2) If, for all t ∈ ]a, b[ f ′l (t) ≥ k, then f(b)− f(a) ≥ k(b− a).
Proof : We just apply 2.4.10 to the function [−b,−a] −→ R :
t 7→ f(−t). 
Proposition 2.4.12 Let U be an open subset of R and f : U −→ R a
continuous function admitting left and right derivatives at every point
of U and such that the functions f ′l , f
′
r : U −→ R are continuous at
a ∈ U . Then f ′l (a) = f ′r(a), so that f is derivable at a.
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Proof : Let ε > 0; let us prove that f ′l (a) ≤ f ′r(a) + ε. Since f ′r is
continuous at a, there exists η > 0 such that ]a − η, a + η[⊂ U and
f ′r(x) < f
′
r(a) + ε for all x ∈ ]a − η, a + η[. Let k = f ′r(a) + ε. Then,
2.4.10 provides that, for all x ∈ R verifying a − η < x < a, we have
f(a) − f(x) ≤ k(a − x), i.e f(a)−f(x)
a−x ≤ k, which gives f ′l (a) ≤ k (doing
x → a); hence f ′l (a) ≤ f ′r(a), doing ε → 0. Same for the reverse
inequality applying 2.4.11. 
Proposition 2.4.13 Let f : (E,U) −→ (R, U ′) be a function which is
G-differentiable on U . Besides, we assume that the map k+f :
U −→  LHom(E,R) : x 7→ k+fx is continuous at a point a ∈ U . Then,
for all v ∈ E, the directionnal derivative at a ∂f
∂v
(a) = lim06=t→0
f(a+tv)−f(a)
t
exists in R.
Proof : Let v ∈ E, α : R −→ E : t 7→ a + tv and V = −1α (U). The
composite (R, V ) α−→ (E,U) f−→ (R, U ′), denoted g, is G-differentiable
on V , thus continuous on V , so that g admits left and right derivatives
at every point of V (by 2.4.9); actually, , we have g′r(t) =k+gt(1) and
g′l(t) = −k+gt(−1) for all t ∈ V . The map k+g : V −→  LHom(R,R) is
continuous at 0, since it is the following composite:
V
(Id,α)// V × U dα×k+f// L(R, E)×  LHom(E,R) comp //  LHom(R,R)
(Refer to 2.2.6 where we have seen that comp is LSL, thus continuous).
In consequence, g′l, g
′
r : V −→ R are continuous at 0 (we compose k+g
with the isometry can :  LHom(R,R) −→ R2 given in 2.4.3). It arises
from this that, thanks to 2.4.12, the map g is derivable at 0, which
means that ∂f
∂v
(a) exists in R. 
Theorem 2.4.14 Let (E,U), (E ′, U ′) be normed domains, where E
and E ′ have a finite dimension, and f : (E,U) −→ (E ′, U ′) a map which
is G-differentiable on U and such that the map k+f :
U −→  LHom(E,E ′) is continuous everywhere. Then, f is of class C1.
Proof : 1) We assume here that E ′ = R. Then, for all x ∈ U and
v ∈ E, we have k+fx(v) = lim06=t→0 f(x+tv)−f(x)t = ∂f∂v (x), the two equal-
ities arising respectively from 2.3.13 and 2.4.13. Thus, for all v ∈ E,
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the function ∂f
∂v
: U −→ R is continuous (since it is the following com-
posite U
k+f−→  LHom(E,R) bv−→ R, where v̂ : h 7→ h(v) is continuous
since, by 2.3.4, we have |v̂(h)| = |h(v)| ≤ ‖h‖ ‖v‖), which proves that
f is of class C1.
2) Now, if E ′ is of dimension n, we know that E ′ is isomorphic
to Rn (in the category of the n.v.s.); this allows to come to the same
end: indeed, if γ : E ′ −→ Rn is such an isomorphism and pi : Rn −→ R
is the ith canonical projection, then the following composite fi is
G-differentiable: U
f−→ U ′ ↪→ E ′ γ−→ Rn pi−→ R, and the following
diagram commutes (since γ and pi are continuous linear maps):
U
k+f
uulll
lll
lll
lll
lll
(k+fi)i≤n
))RRR
RRR
RRR
RRR
RRR
R
 LHom(E,E ′) ∼ //  LHom(E,Rn) ∼ //  LHom(E,R)n
where the horizontal maps are continuous (since R+-Contr is a cartesian
category enriched in Met). Thus, the map k+fi is continuous, so that
the map fi is of class C
1, by the above 1). Using now the fact that
f = γ−1.(f1, . . . , fn), with (f1, . . . , fn) : U −→ Rn, we finally obtain
that f is itself of class C1. 
2.5 Fractality and neo-fractality
This second particular case (still in the n.v.s. context; with
Σ = N′r: see examples 2.1.2 and 2.1.10) has an immediate interest,
since it speaks of fractality. We give here a construction process of such
fractal maps which allows, on the way, to notice that the vector space of
the linked metric jets: (R, 0) −→ (R, 0) is of infinite dimension; which
shows the great complexity of this new type of jets.
As in sections 2.3 and 2.4, we remain in the n.v.s. context. Let
us fix a real number 0 < r < 1. Now, E,E ′ being two n.v.s., we
recall that the N′r-Lhomogeneous maps h : E0 −→ E ′0 are the maps
h : E −→ E ′ which are lipschitzian and which satisfy the following frac-
tality property: h(rx) = rh(x) for all x ∈ E; such maps will be called
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“r-Lfractal”. Thus, we merely write r- LFrac(E,E ′) for the n.v.s. which
we should denote N′r- LHom(E,E ′), which is in fact N′r-Contr(E0, E ′0):
see around 2.3.2.
The valuation vr : N′r −→ R+ being a morphism of valued monoids,
it provides the following inclusion:  LHom(E,E ′) ⊂ r- LFrac(E,E ′) ...
see the beginning of section 2.4 for the notation  LHom(E,E ′).
Remark 2.5.1
1) The definition of an r-Lfractal map is the good one, since it pro-
vides h(rnx) = rnh(x) for all n ∈ N and x ∈ E; and also h(0) = 0 by
continuity at 0. And thus, referring to 2.1.10, h(n ? x) = n ? h(x) and
h(∞ ? x) =∞ ? h(x).
2) When h is r-Lfractal, we also have h(r−1x) = r−1h(x), since
h(x) = h(rr−1x) = rh(r−1x) ... see again 2.1.17.
3) Why fractal? Merely because we have the equivalence:
(x, y) ∈ Graph(h) iff (rx, ry) ∈ Graph(h), which means that Graph(h)
remains identical to itself when we zoom into 0 with a ratio r (and we
can iterate this process as many times as we want!). We can have an
approximative idea of a fractal function h : R −→ R, by considering
0 as a point at the infinity (i.e at the unreachable horizon point), the
graph of h, being then seen in perspective, infinitely decreasing towards
this horizon point, and still remaining itself, but thinner and thinner.
Examples 2.5.2
1) The R+-Lhomogeneous maps E0 −→ E ′0 are r-Lfractal.
2) Consider the function f : R −→ R defined by f(0) = 0 and
f(x) = x sin log |x| for all x 6= 0. Then, f is r-Lfractal for r = e−2pi.
3) More generally, for p ∈ {1, 2,∞}, the map fp : Rn −→ Rn :
x 7→ λp(x)x, where λp : Rn −→ R is the function defined by λp(0) = 0
and λp(x) = sin log ‖x‖p for x 6= 0. Then fp is r-Lfractal for r = e−2pi.
4) K being the triadic Kantor set, let K∞ = ∪n∈N3nK and
g : R −→ R : x 7→ d(x,K∞). Then g is 13 -Lfractal.
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Proof : 1) Comes from the inclusion noticed before 2.5.1.
2) f is continuous on R (for it is SL0); it is derivable on R∗ = R−{0}
with f ′(x) = sin log |x| + cos log |x|, so that |f ′(x)| ≤ 2. By the mean
value theorem, we know that f is 2-lipschitzian. It remains to verify
that f(e−2pix) = e−2pif(x), which is proved below for p ∈ {1, 2,∞} (see
Fig 3).
Figure 3
3) Let us set r = e−2pi. For all x ∈ Rn − {0}, we have λp(rx) =
sin log ‖rx‖p = sin log r‖x‖p = sin(log r+log ‖x‖p) = sin(−2pi+log ‖x‖p)
= sin log ‖x‖p = λp(x), so that fp(rx) = rfp(x).
Thus, it remains to prove that fp is lipschitzian; we will prove it
(with the help of the norm ‖ ‖p on Rn) using 2.3.17 (with Σ = R+).
First, fp is continuous (for it is SL0); we also notice that, by composi-
tion, λp is
G-differentiable at every x 6= 0 (since we have seen in the examples 2),
4) and 5) of 2.4.7 that the norms Np = ‖ ‖p are G-differentiable on Rn),
with k+λpx(y) =
cos log ‖x‖p
‖x‖p k+N
p
x(y) for all y ∈ Rn, using the formula of
2.3.10 and 2.4.6. Furthermore, if we notice that fp is the composite
Rn (λp,Id)−→ R × Rn b−→ Rn where b(t, x) = tx, we deduce that fp is
G-differentiable at every x 6= 0 (the map b being bilinear, it is differ-
entiable at every (t, x) ∈ R×Rn, and thus G-differentiable at such (t, x))
and, using also 2.3.11, we obtain, for t = λp(x), k+f
p
x = db(t,x).(k+λpx, Id),
so that k+f
p
x(y) = db(t,x)((k+λpx(y), y) = ty+k+λpx(y)x = (sin log ‖x‖p)y
+ cos log ‖x‖p‖x‖p k+N
p
x(y)x. This provides the inequalities ‖k+fpx(y)‖p ≤
| sin log ‖x‖p| ‖y‖p + | cos log ‖x‖p|‖x‖p |k+Npx(y)| ‖x‖p ≤ ‖y‖p + |k+Npx(y)|. We
can now use 2.3.17 to obtain the fact that fp is 2-lipschitzian, once we
have proved that, for p ∈ {1, 2,∞}, we really have |k+Npx(y)| ≤ ‖y‖p!
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Indeed, we just have to use the calculus made in the examples of 2.4.7
with x 6= 0: if p = 2, we have k+N2x(y) =dN2x(y) = <x,y>‖x‖2 , so that
|k+N2x(y)| = |<x,y>‖x‖2 | ≤
‖x‖2‖y‖2
‖x‖2 = ‖y‖2; if p = 1, we have k+N1x(y) =∑
i∈I0(x) |yi| +
∑
i∈I1(x) sign(xi)yi, so that |k+N1x(y)| ≤
∑
i∈I0(x) |yi| +∑
i∈I1(x) |yi| = ‖y‖1; and for p =∞, k+N∞x (y) = Maxi∈I(|x|)(sign(xi)yi),
so that |k+N∞x (y)|
?≤ Maxi∈I(|x|)(|sign(xi)yi|) = Maxi∈I(|x|)|yi| ≤ ‖y‖∞
(the inequality
?≤ resulting from the inequality |Max(x)| ≤Max|x|, since
Max is 1-lipschitzian).
Figure 4
4) g is 1-lipschitzian (as every distance to a non empty subset).
Besides, as 1
3
K∞ = K∞, we have g(13x) = d(
1
3
x,K∞) = d(13x,
1
3
K∞) =
1
3
d(x,K∞) = 13g(x). For a more extensive study of this function, the
reader should refer farther to 2.5.8, where we speak of neo-fractal maps.
We could call g the “Giseh” function, if, as Napoleon, we gaze at the
Giseh pyramides diminishing at the horizon (see Fig 4)! 
Remarks 2.5.3 We can easily calculate the lipschitzian ratio for the
tangentials Tf0 and Tg0 of the functions f and g studied in 2.5.2; we
compare these lipschitzian ratios respectively to d(Tf0, O) and d(Tg0, O);
we precisely obtain 1 = d(Tf0, O) < ρ(Tf0) =
√
2 and d(Tg0, O) =
ρ(Tg0) = 1. Refer to 1.2.8 and 1.2.10... By the way, Tf0 is the first
example of a jet which is not a good jet (see 1.2.11).
- Indeed, since supθ∈R | sin θ+cos θ| =
√
2, we have supx∈R∗ |f ′(x)| =√
2, so that f is
√
2-lipschitzian; thus ρ(Tf0) ≤
√
2. Now, using 2.3.14,
we know that |f(x)−f(y)
x−y | ≤ ρ(Tf0) for all x, y ∈ B′(0, 1) vrifying x 6= y.
2.5. FRACTALITY AND NEO-FRACTALITY 89
Fixing then x 6= 0, and doing x 6= y → 0, we obtain |f ′(x)| ≤ ρ(Tf0)
for such x; setting x = e
pi
4
+2kpi, with k ∈ Z chosen such that x < 1, we
obtain f ′(x) =
√
2, and thus
√
2 ≤ ρ(Tf0). So ρ(Tf0) =
√
2. On the
other hand, using 2.3.2, we can write d(Tf0, O) = ‖f‖ = sup{ |f(x)||x| | 0 <
|x| ≤ 1} = sup{| sin log |x|| | 0 < x ≤ 1} = sup{sin θ | θ ≤ 0} = 1. So
that, here, d(Tf0, O) < ρ(Tf0).
- We have seen that g is 1-lipschitzian, so that ρ(Tg0) ≤ 1. Besides,
using 2.5.4 below, d(Tg0, O) = ‖g‖ = sup{ |g(x)||x| | 13 < |x| ≤ 1} ≥ 1
(since, if x < 0, we have g(x) = −x, i.e g(x)
x
= −1), and thus 1 ≤
d(Tg0, O) ≤ ρ(Tg0) ≤ 1.
Proposition 2.5.4 For h ∈ r- LFrac(E,E ′) where E 6= {0}, we have:
‖h‖ = sup{‖h(x)‖‖x‖ | r < ‖x‖ ≤ 1}
Proof : Let us put R = sup{‖h(x)‖‖x‖ | r < ‖x‖ ≤ 1}. For every x ∈ E
verifying r < ‖x‖ ≤ 1, we have ‖h(x)‖‖x‖ ≤ ‖h‖, and thus R ≤ ‖h‖ (by
2.3.2). Conversely, let us consider x ∈ E verifying 0 < ‖x‖ ≤ 1 and
n ∈ N such that rn+1 < ‖x‖ ≤ rn, i.e r < ‖r−nx‖ ≤ 1. The map h being
r-Lfractal, we have ‖h(x)‖‖x‖ =
‖h(r−nx)‖
‖r−nx‖ ≤ R (see 2.5.1). Thus ‖h‖ ≤ R.

Proposition 2.5.5 Let h ∈ r- LFrac(E,E ′). Then, for every ε > 0,
we have ρ(Th0) = sup{‖h(x)−h(y)‖‖x−y‖ |x 6= y x, y ∈ C(r, ε)}, with C(r, ε) =
{x ∈ E | r < ‖x‖ < 1 + ε}.
Proof : Let us put R(ε) = sup{‖h(x)−h(y)‖‖x−y‖ |x 6= y x, y ∈ C(r, ε)}.
Clearly, , R(ε) ≤ ρ(Th0) since h is ρ(Th0)-lipschitzian (by 2.3.14). Let
us now show that ρ(Th0) ≤ R(ε). Let a ∈ E verifying 0 < ‖a‖ ≤
1 and n ∈ N such that rn+1 < ‖a‖ ≤ rn, i.e r < ‖r−na‖ ≤ 1.
Let us put ε′ = rnMin{ε, r−n‖a‖ − r} and let x ∈ B(a, ε′). Then,
‖r−nx‖ = r−n‖x‖ ≤ r−n(‖x − a‖ + ‖a‖) < r−nε′ + r−n‖a‖ ≤ ε + 1
and ‖r−nx‖ = r−n‖x‖ ≥ r−n(‖a‖ − ‖x − a‖) > r−n‖a‖ − r−nε′ ≥
r−n‖a‖− (r−n‖a‖− r) = r. So, r−na, r−nx ∈ C(r, ε); then, if x 6= a, we
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have R(ε) ≥ ‖h(r−nx)−h(r−na)‖‖r−nx−r−na‖ = ‖h(x)−h(a)‖‖x−a‖ , so that h is R(ε)-LSLa (see
1.1.7). This being true for every a ∈ B′(0, 1) − {0}, we deduce (since
B′(0, 1) is convex) that the restriction h|B′(0,1) is R(ε)-lipschitzian (by
1.1.22) which finally implies that ρ(Th0) ≤ R(ε). 
Definition 2.5.6 Let (E,U), (E ′, U ′) be two normed domains (see just
before 2.3.6) and f : (E,U) −→ (E ′, U ′) a map. We say that f is
r-neo-fractal at a ∈ U if f is N′r-contactable at a (see 2.3.6); in this
case, krfa will merely denote kN′rfa.
Remarks 2.5.7 In each case, E and E ′ are n.v.s. and f : U −→ E ′
where U is an open subset of E, and a ∈ U . In what follows, we
essentially use 2.3.7.
1) When f is G-differentiable at a, it is also r-neo-fractal for ev-
ery 0 < r < 1 (since  LHom(E,E ′) ⊂ r- LFrac(E,E ′)), and we have
krfa = k+fa.
2) Every r-fractal map h : E −→ E ′ is r-neo-fractal at 0 and we
have krh0 = h.
3) Every r-neo-fractal map at a is tangentiable at a.
4) When f is r-neo-fractal at a, then f is G-differentiable at a iff
krfa ∈  LHom(E,E ′); in this case, k+fa = krfa.
Examples 2.5.8
We consider successively the examples 2),3),4) yet studied in 2.5.2:
1) The function f is e−2pi-neo-fractal at 0, and differentiable on R∗.
2) For p ∈ {1, 2,∞}, the map fp is e−2pi-neo-fractal at 0, and
G-differentiable at every x 6= 0.
3) The Giseh function g is G-differentiable at every x /∈ K∞. Fur-
thermore, if we denote K+∞ and K
−
∞ the subsets of K∞ defined, for
x ∈ K∞, by: x ∈ K+∞ ⇐⇒ ∃ε > 0 (]x− ε, x[∩K∞ = ∅),
x ∈ K−∞ ⇐⇒ ∃ε > 0 (]x, x+ ε[∩K∞ = ∅),
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then g is 1
3
-neo-fractal at every point of K+∞ ∪ K−∞, and we have:
for a ∈ K+∞, k 1
3
ga = g; and for a ∈ K−∞, k 1
3
ga = g−, where g−(x) =
g(−x).
Proof : 1) Comes from remarks 2.5.7.
2) Still thanks to remarks 2.5.7, using the results of 2.5.2.
3) For the Giseh function, we have to work much harder! Remember-
ring that, in the triadic expression of the element of K, we drop all the
1. We put R˜ = {s ∈ {0, 1, 2}Z | ∃N ∈ Z ∀n ∈ Z (n ≥ N =⇒ sn = 0)},
R̂ = {s ∈ R˜ | ∀n ∈ Z ∃m ∈ Z (m ≤ n and sm 6= 2)},
K˜ = R˜ ∩ {0, 2}Z,̂̂R = R̂− (R̂ ∩ K˜),
Tri+ = {s ∈ K˜ | ∃N ∈ Z ∀n ∈ Z (n ≤ N =⇒ sn = 0)},
Tri− = {s ∈ K˜ | ∃N ∈ Z ∀n ∈ Z (n ≤ N =⇒ sn = 2)}.
Then, we consider the function ϕ : R˜ −→ R defined by
ϕ(s) =
∑
n∈Z sn3
n. Actually, the restriction of ϕ to R̂ −→ R+ is bi-
jective, and we verify easily that ϕ(K˜) = K∞, ϕ(Tri+) = K+∞ and
ϕ(Tri−) = K−∞. On the other hand, we consider the maps p, q : R̂ −→ R˜
defined by (with, for s ∈ ̂̂R, k(s) = sup{n ∈ Z | sn = 1}):
- if s ∈ R̂ ∩ K˜, we set p(s) = s = q(s),
- if s 6∈ R̂ ∩ K˜, we set, for n ∈ Z,
p(s)n = sn = q(s)n, if n > k(s),
p(s)n = 0, q(s)n = 2, , if n = k(s),
p(s)n = 2, q(s)n = 0, if n < k(s).
Then, we verify that p(
̂̂R) ⊂ Tri−, q( ̂̂R) ⊂ Tri+, and that, for all
s ∈ R̂, we have ϕ.p(s) ≤ ϕ(s) and ϕ.q(s) ≥ ϕ(s); and especially that
g(ϕ(s)) = d(ϕ(s), K∞) = Min(ϕ(s)− ϕ.p(s), ϕ.q(s)− ϕ(s)).
When x ∈ ]−∞, 0[, clearly g(x) = −x (since K∞ ⊂ R+ and 0 ∈ K∞),
so that g is G-differentiable at x. When x ∈ R+ −K∞, then (if, we set
x+ = ϕ(q(s)) and x− = ϕ(p(s)), where s ∈ R̂ verifies ϕ(s) = x) we have
]x−, x+[⊂ R+ − K∞. Actually, for all y ∈ ]x−, x+[, we have y− = x−,
y+ = x+ and g(y) =Min(|y − x−|, |y − x+|), so that the restriction
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g|]x−,x+[ is G-differentiable. Thus g is G-differentiable at x.
On the other hand, for i ∈ Z, we consider the maps µi : R˜ −→ R˜
defined by µi(s)n = sn+i, and mi : R −→ R defined by mi(x) = 3−ix;
then, we have the following commutative diagrams:
R˜
ϕ

µi // R˜
ϕ

R̂
p

µi // R̂
p

R̂
q

µi // R̂
q

R mi // R K˜ µi // K˜ K˜ µi // K˜
̂̂R
k

µi // ̂̂R
k

Z
(−)−i
// Z
This provides that g is 1
3
-Lfractal (yet noticed in 2.5.2). Now:
- If s ∈ Tri+ and N ∈ Z are such that, for all n ∈ Z, we have
n ≤ N =⇒ sn = 0, then, for a = ϕ(s), we have g(x) = g(x − a) for all
x ∈ ]a− 3N+1
2
, a+ 3
N+1
2
[; so g is 1
3
-neo-fractal and k 1
3
ga = g.
- If s ∈ Tri− and N ∈ Z are such that, for all n ∈ Z, we have
n ≤ N =⇒ sn = 2, then, for a = ϕ(s), we have g(x) = g(a − x) for all
x ∈ ]a− 3N+1
2
, a+ 3
N+1
2
[; so g is 1
3
-neo-fractal and k 1
3
ga = g− (actually, if
s ∈ Tri+ and x ∈ ]a− 3N+1
2
, a[, then g(x) = a− x; and if s ∈ Tri− and
x ∈ ]a, a+ 3N+1
2
[, then g(x) = x− a). 
Remarks 2.5.9 In the previous examples, we notice that:
1) a) f is e−2pi-neo-fractal at 0, but not G-differentiable at 0 (we use
4) in 2.5.7, since krf0 is clearly not R+-homogeneous, by 2.4.3).
b) Same remark for the fp where p ∈ {1, 2,∞}.
c) g is not G-differentiable at all x ∈ K+∞ ∪K−∞ (since g and g−
are not R+-homogeneous), although it is 13-neo-fractal at these points.
2) a) Of course, there exist neo-fractal maps which are not Lfractal:
we have just, as in 2.4.8, to translate our previous examples at every
point where they are neo-fractal.
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b) Concerning the function f of 2.5.8, translate it is perhaps not
the best idea since, although being no more Lfractal, it remains differen-
tiable at 0. Having said this, we obtain a convincing example considering
the function x2 + f(x) ... The reader, so guided, will find a lot of other
good examples of neo-fractal maps which are not Lfractal.
Construction of fractal functions
Let s and T be strictly positive real numbers and f : R −→ R a
T -periodic and s-lipschitzian function which admits a right derivative
at every point (we know that, then, |f ′r(x)| ≤ s for all x ∈ R). In par-
ticular, f is bounded on R (since it is so on [0, T ]). Then, we associate
to f the function ϕ : R −→ R defined by ϕ(0) = 0 and, for x 6= 0,
ϕ(x) = xf(log |x|). Then ϕ admits a right derivative at every points
of ]0,+∞[ (since log is strictly increasing and derivable) and ϕ′r(x) =
f(log(x)) + f ′r(log(x)); so that we have |ϕ′r(x)| ≤ R + s where
R = supx∈R f(x). The function ϕ is thus also lipschitzian on R+ (it
is continuous at 0 since it is SL0); it is even lipschitzian on R (for, if
ρ = R + s and x < 0 < y, we have |ϕ(y) − ϕ(x)| ≤ |ϕ(y) − ϕ(0)| +
|ϕ(0)−ϕ(x)| ≤ ρ|y|+ρ|x| = ρy−ρx = ρ(y−x) = ρ|y−x|). Besides, if we
set r = e−T , we have 0 < r < 1 and, for x 6= 0, ϕ(rx) = rxf(log |rx|) =
rxf(log r+ log |x|) = rxf(−T + log |x|) = rxf(log |x|) = rϕ(x), so that
ϕ is r-Lfractal.
Let us consider now the set PT of the T -periodic functions R −→ R
which are lipschitzian and which admit a right derivative at every point.
Then, PT has a structure of vectorial subspace of RR. The previous
construction provides a map j : PT −→ r- LFrac(R,R), where j(f) is
the function ϕ associated to f as above. This map is clearly linear; and
injec-
tive for, j(f) = 0 =⇒ ∀x ∈ R∗ f(log |x|) = 0 =⇒ f = 0. By com-
position, we have an injective linear map (referring to 2.2.4 for J and
to 1.4.15 for the isometry can) :
PT j−→ r-Frac(R,R) J−→ Jet((R, 0), (R, 0)) can−→ Jetfree (R,R)
Proposition 2.5.10 The space Jet
free
(R,R) is a vectorial space of
infinite dimension.
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Proof : We use the previous embedding, knowing that PT is a vec-
torial space of infinite dimension (since the familly (fn)n∈N is free,
with fn(x) = sin(
2pin
T
)x). 
Summary
The tangentiable maps have made brought out new classes of maps.
Let us give here a recapitulative diagram of the various implications
proved all along this paper:
R−conta
2′′
"*N
NNN
NNN
NNN
NNN
NNN
NNN
N
Diffa
2′
4<rrrrrrrrr
rrrrrrrrr
2 +3 G−diffa 3 +3 r−neofra
4

C1 5
+3
1
KS
LLa 6
+3 Tanga 7
+3 LSLa 8
+3 C0a
Where, here, Diffa, G-diffa and r-neofr and R−conta stand respec-
tively for differentiable, G-differentiable , r-neo-fractal and standard
R-contactable (refer to the end of section 2.3) ... at a for all of them
(C1 means “of class C1 ”, and C0a means continuous at a).
One can find the different proofs of these implications in: 2.2.17 (for
2’), 2.4.6 (for 2 and 2”), 2.5.7 (for 3 and 4), 1.1.12 (for 5), 1.3.2 (for 6
and 7) and 1.1.8 (for 8).
In the above diagram, every inverse implication is false; we give
counter-examples below.
Counter-examples 2.5.11
In each case (except for 2’), we denote f : R −→ R each given counter-
example (here a = 0 and f(0) = 0; the “number” i) corresponding to a
counter-example to the iieth above implication).
1) f(x) = x2 sin 1
x
(well-known),
2) f(x) = |x| (see examples 2.4.7 and remark 2.4.8),
2’) see 2.5.12,
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2”) same as for 2) above,
3) f(x) = x sin(log |x|) (see example 2.5.8 and remark 2.5.9),
4) f(x) = x sin(log | log |x||) if x 6= 0 (will be studied later).
5) f(x) = |x| (lipschitzian but not differentiable at 0).
6) f(x) = x2 sin 1
x2
(see 1.3.9),
7) f(x) = x sin 1
x
(same as for 6)),
8) f(x) = x
1
3 (same as for 6)).
Remarks 2.5.12
Figure 5
1) We prove here that R−conta 6=⇒ Diffa: consider the function
f : R2 −→ R defined by f(0, 0) = 0 and f(x, y) = xy2
x2+y2
if (x, y) 6=
(0, 0). This f is obviously differentiable on R2 − {(0, 0)}, with, for
(x, y) 6= (0, 0), ∂f
∂x
(x, y) = y
2(y2−x2)
(x2+y2)2
and ∂f
∂y
(x, y) = 2x
3y
(x2+y2)2
, so that
|∂f
∂x
(x, y)| ≤ y2(y2+x2)
(x2+y2)2
= y
2
x2+y2
≤ 1 and |∂f
∂y
(x, y)| ≤ 2 (since |x|, |y| ≤√
x2 + y2)); thus f is lipschitzian on R2. Furthermore, it is obviously
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R-homogeneous, i.e, it verifies f(tx, ty) = tf(x, y) for all t ∈ R, which
implies that f is standard R-contactable at 0, with kRf0 = f . However,
since f is not linear, it cannot be differentiable at 0 (see 2.4.6 and Fig
5)!
2) We can complete the above diagram of implications, by adding the
following diagram (where R-Lhom, R+- Lhom and r-Lfrac stand respec-
tively for standard R-Lhomogeneous, R+-Lhomogeneous and r-Lfractal):
R−Lhom 2′′′ +3
9′

R+−Lhom 3
′
+3
9

r−Lfrac
10

R−cont0
2′′
+3 G−diff0 3 +3 r−neofr0
The proofs of these implications are in 2.5.7 (for 3), 2.5.2 (for 3’),
just before 2.4.1 (for 2′′′), 2.4.6 (for 2”), and 2.3.7 (for 9 and 10); as
for 9’, refer the end of section 2.3.
Here again the inverse implications are false: 3’ for the same reason
as 3; 2′′′ for the same reason as 2”; for 9, refer to 2) in 2.4.8; for 10,
refer to 2) in 2.5.9; as for 9’, we use the same arguments as for 9 or
10.
2.6 Local extrema
In this last section, we present nice generalisations of classical theorems
about extrema of functions with codomain R. In particular, we give a
sufficient condition for having an extremum which only needs hypotheses
at order 1!
Theorem 2.6.1 Let Σ be a valued monoid, b a fixed real number, (M,U)
a Σ-contracting domain (where U is a neigborhood oh ω in M) and
f : (M,U) −→ (Rb,R) a centred function (see just before 2.2.14). If
f is Σ-contactable and if f admits a local minimum at ω, then KΣf
admits a global minimum at ω.
Proof : We recall that Rb is a canonical revertible Σ-contracting
space whose external operation is given, for t ∈ Σ and y ∈ R, by t ? y =
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v(t)(y− b)+ b which verifies, for t ∈ Σ∗, t −1? y = y−b
v(t)
+ b (see 2.1.10 and
2.1.14). If h = KΣf ; this h verifying by definition f ≺ω h|U , we can use
2.1.20 to obtain h(x) = lim06=v(t)→0 t
−1
? f(t?x) = lim06=v(t)→0
f(t?x)−b
v(t)
+b,
for every x ∈ M . Since f is supposed to admit a local minimum at ω,
there exists a neighborhood V of ω in U such that f(x) ≥ f(ω) = b for
all x ∈ V . Fixing then x ∈M , and using the fact that limv(t)→0 t?x = ω,
there exists ε > 0 such that, for all t ∈ Σ, we have the implication:
0 < v(t) < ε =⇒ t ? x ∈ V . So, when 0 < v(t) < ε, we have f(t ? x) ≥ b
which implies t
−1
? f(t ? x) = f(t?x)−b
v(t)
+ b ≥ b. Doing v(t) → 0, we
obtain h(x) ≥ b = h(ω), and this for all x ∈M ; we have so proved that
h =KΣf admits a global minimum at ω. 
Corollary 2.6.2 Let (E,U) a normed domain (see just before 2.3.6)
and f : (E,U) −→ (R,R) a Σ-contactable function at a point a ∈ U ,
and which admits a local minimum at a. Then kΣfa admits a global
minimum at 0.
Proof : It, comes from the fact that, for all x ∈ E, we have kΣfa(x) =
KΣf(x+ a)− f(a) ≥ 0 =kΣfa(0), where KΣf : Ea −→ Rf(a). 
Remark 2.6.3 This gives back the well-known result of the differen-
tiable case: “ f admits a local minimum at a =⇒ a is a critical point
of f (i.e dfa = 0)”, since there exists a unique linear function E −→ R
which admits a global minimum at 0: the null function.
Theorem 2.6.4 Let (M,U) a R+-contracting domain, b a fixed real
number and f : (M,U) −→ (Rb,R) a R+-contactable centred function.
If M is a Daniel space (i.e a metric space in which every closed and
bounded subset is compact) and if KΣf : M −→ Rb admits a strict
global minimum at ω, then f admits a strict local minimum at ω.
Proof : The case where M = {ω} being immediate, we can sup-
pose M 6= {ω}. Let us set S = {x ∈ M | d(x, ω) = 1}. Then S
is a non empty compact (it is obviously closed and bounded, and if
x ∈ M − {ω}, we have 1
d(x,ω)
? x ∈ S). Since h =KΣf is continu-
ous (it is lipschitzian), h reaches its inferior bound on S: there exists
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x0 ∈ S such that infx∈S h(x) = h(x0), so that h(x) ≥ h(x0) > b for all
x ∈ S (since x0 6= ω). Consider ε = h(x0) − b > 0. Since f ≺ω h|U ,
there exists η > 0 such that B(ω, η) ⊂ U and verifying the implica-
tion: 0 < d(x, ω) < η =⇒ |f(x) − h(x)| < εd(x, ω) for all x ∈ M .
Let us fix x ∈ B(ω, η) − {ω}; it verifies f(x) > h(x) − εd(x, ω). If
y = 1
d(x,ω)
? x, we have y ∈ S, so that h(y) ≥ h(x0) which implies
h(y) − b − ε ≥ h(x0) − b − ε = 0. Hence (since h : M −→ Rb is
R+-homogeneous, where R+ is a quasi-group) h(x) − εd(x, ω) =
h(d(x, ω) ? y) − εd(x, ω) = d(x, ω)(h(y) − b) + b − εd(x, ω) =
d(x, ω)(h(y) − b − ε) + b ≥ b. Thus, for all x ∈ B(ω, η) − {ω}, we
have f(x) > h(x)− εd(x, ω) ≥ b = f(ω), which implies that f admits a
strict local minimum at ω. 
Corollary 2.6.5 Let (E,U) be a normed domain where E is of finite
dimension, a ∈ U and f : (E,U) −→ (R,R) a map G-differentiable at
a such that kfa > 0 (i.e verifying kfa(x) > 0 for every x ∈ E − {a}).
Then, f admits a strict local minimum at a.
Proof : If h =K+f : Ea −→ Rf(a), we have, for all x ∈ E − {a},
h(x) = f(a)+k+fa(x − a) > f(a). Hence the wished conclusion (since
E is a Daniel space). 
Remark 2.6.6 This theorem has not its equivalent, at order 1, in dif-
ferential calculus, since a linear function cannot have a strict minimum.
It is rather inspired by theorems giving sufficient conditions, at order 2,
for the existence of extrema
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