Introduction
The use of parallel computing for large and timeconsuming scientific simulations has become mainstream. Two kinds of parallelism are typically exploited in scientific applications: task parallelism and data parallelism. In task parallelism the application is partitioned into a set of tasks organized in a Directed Acyclic Graph (DAG) in which edges correspond to precedence and/or data communication constraints. In data parallelism an application exhibits parallelism typically at the level of loops, meaning that loop iterations can be executed, at least conceptually, in a Single Instruction Multiple Data (SIMD) fashion. In practice each kind of parallelism corresponds to a specific programming model. A way to expose increased parallelism, to in turn achieve higher scalability and performance, is to write parallel applications that use both task and data parallelism. This approach is termed mixed parallelism and allows several data-parallel tasks to be executed concurrently. Mixed parallelism arises naturally in many applications and we refer the reader to [3] for application examples and a quantitative discussion of the benefits of mixed parallelism.
A well-known challenge for the efficient execution of task-parallel applications is scheduling. The problem consists in deciding which compute resource should perform which task when, in a view to optimizing some metric such as overall execution time. In the case of mixed-parallel applications, data parallelism adds a level of difficulty to the task-parallel scheduling problem. Indeed, the common case is that data-parallel tasks are moldable, i.e., they can be executed on arbitrary numbers of processors, with more processors leading to faster task execution times. This raises the question: how many processors should be allocated to each data-parallel task? There is thus an intriguing tension between running more concurrent data-parallel tasks with each fewer processors, or fewer concurrent data-parallel tasks with each more processors. Not surprisingly this scheduling problem is NP-complete (2-optimal algorithms are known) [7, 8, 14] . Consequently, several researchers have attempted to design scheduling heuristics for mixedparallel applications. The most successful approaches proceed in two phases: one phase to determine how many processors should be allocated to each data-parallel task, another phase to schedule these tasks on the platform using standard list scheduling algorithms.
A limitation of these two-phase scheduling algorithms is that they assume a homogeneous computing environment. While homogeneous platforms are relevant to many realworld scenarios, in the face of increasing computation and memory demands of scientific application, many current computing platforms consist of multiple compute clusters aggregated within or across institutions. Mixed parallel applications appear then ideally positioned to take advantage of such large-scale platforms. However, the clusters in these platforms are rarely identical (e.g., there can be large slow clusters and small fast clusters).
Two approaches have been recently proposed to schedule mixed-parallel applications on heterogeneous platforms. The first approach consists in adapting the aforementioned two-phase algorithms for mixed-parallel applications on homogeneous platforms and making them amenable to heterogeneous platforms [9] . The second approach consists in adapting list scheduling algorithms that were specifically designed for executing task-parallel applications on heterogeneous platforms and making them amenable to mixed parallelism [2] . Both approaches have merit and the question we answer in this paper is: is one approach significantly better than the other, and if so, which one? We also identify limitations of these algorithms and make several improvements. More specifically, our contributions are:
• We improve the M-HEFT algorithm [2] by proposing and evaluating three ways in which the number of processors allocated to a data-parallel task can be reduced in a sensible manner.
• We improve the HCPA two-phase algorithm [9] in two ways. First we implement a more efficient stopping criterion for the first phase. Second, we modify the second phase so that it attempts to use fewer processors than computed in the first phase.
• We perform empirical comparisons of these improved versions of M-HEFT and HCPA via extensive simulations for many application and platform scenarios.
This paper is organized as follows. Section 2 defines our models and our scheduling problem. Section 3 reviews related work and Section 4 describes our improvements to M-HEFT and HCPA. Section 5 presents our experimental results. Finally, Section 6 summarizes our findings and gives perspectives on future work.
Problem Statement
We consider a computing platform that consists of c clusters, where cluster C k , k = 1, . . . , c contains p k identical processors. A processor in cluster C k computes at speed r k , which is defined as the ratio between that processor's computing speed (in operations per seconds) to that of the slowest processor over all c clusters, which we call the reference processor speed. Clusters may be built with different interconnect technologies and are interconnected together via a high-capacity backbone. Each cluster is connected to the backbone by a single network link. Inter-cluster communications happen concurrently, possibly causing contention on these network links.
A mixed-parallel application is modeled as a DAG G = (N , E), where N = {t i | i = 1, . . . , N } is a set of nodes representing data-parallel tasks, or "tasks" for short, and E = {e i,j | (i, j) ∈ {1, . . . , N } × {1, . . . , N }} is a set of edges between nodes, representing communication between tasks. Each edge e i,j has a weight, which is the amount of data (in bytes) that task t i must send to task t j (we call t j a successor of t i and t i a predecessor of t j ). Note that in addition to data communication itself, there may be an overhead for data redistribution, e.g., when task t i is executed on a different number of processors than task t j . Without loss of generality we assume that the DAG has a single entry task and a single exit task. Since data-parallel tasks can be executed on various numbers of processors, we denote by T k (t, n) the execution time of task t if it were to be executed on n processors of cluster C k . T k (t, n) accounts for both the computation and the communication costs involved when executing task t on cluster C k . In practice, T k (t, n) can be measured via benchmarking on each cluster for several values of n and/or can be calculated via a performance model. The overall execution time is defined as the time between the beginning of the application's entry task and the completion of the application's exit task.
All previous work on mixed scheduling for heterogeneous platforms assumes that a data-parallel task must be executed within a single (homogeneous) cluster. We also make this assumption, which is reasonable because the latency of inter-cluster communications has a high impact on the performance of most data-parallel tasks and an intracluster execution is largely preferable.
Given a platform and an application we define the mixed parallelism scheduling problem as follows: for each task, determine the time at which it should start on which cluster and with how many processors, so that data dependencies are respected and the overall execution time is minimized. We assume space sharing without preemption, meaning that a processor can be used for at most one task at a time, and that once a task has started execution on a processor it runs to completion. As a result, some processors in a cluster may be idle because tasks that are ready to be executed do not "fit" and must wait for other tasks to complete. N k (t) denotes the number of processors allocated to task t scheduled on cluster C k .
Previous Work
While a few authors have studied the scheduling of mixed-parallel applications from a theoretical perspective [7, 8, 14] , several practical scheduling algorithms have been described in the literature [10, 11, 12] . Most of these algorithms proceed in two phases. In the first phase the algorithm computes the optimal number of processors for each data-parallel task of the application. In the second phase, the tasks are scheduled using one of the popular list scheduling algorithms. Note that a one-phase algorithm is proposed in [1] . Previously published results show that the CPA algorithm described in [10] leads to the best schedules.
All the algorithms above assume a homogeneous platform, and thus are not applicable to our scheduling problem. Two algorithms have been recently proposed to schedule mixed-parallel applications on heterogeneous platforms: HCPA [9] and M-HEFT [2] . Since we improve on and compare both algorithms, we describe each in detail hereafter.
The HCPA Algorithm
The HCPA algorithm is an adaptation of the CPA algorithm. We first give a short overview of CPA before describing the salient features of HCPA. (Full details on both algorithms can be found in [10] and [9] .) CPA attempts to achieve the best tradeoff between the length of the critical path, T CP , and the average processor utilization, T A . The bottom-level of a task t, T b (t) is the length of the path from the task to the exit node, that is the sum of execution times of the tasks along this path. T CP is the maximum bottom level over all tasks in the DAG. T A is defined as a sum of terms, where each term is the product of a task's execution time by the number of processors allocated to it, for all tasks, divided by the total number of processors. More formally, using the notations defined in Section 2 without the k indices since CPA considers a single cluster:
The main intuition behind CPA is that both T CP and T A are lower bounds on the overall execution time, implying that max{T CP , T A } should be minimized. Recall that CPA proceeds in two phases, where the first phase determines N (t) for each task. Given that T CP decreases and T A increases as more processors are allocated to tasks, the allocation phase in CPA proceeds as follows. Initially, one processor is allocated to each task. Then CPA identifies which task on the critical path would benefit the most from one extra processor, i.e., for which t would T (t, N (t))/N (t) decrease the most if N (t) were to be increased by one. The allocation of that task is increased by one and this process is repeated while T CP ≥ T A . The intuition here is that the best execution time is achieved when both its lower bounds are equal. During the second phase, tasks are scheduled in decreasing order of their bottom levels, which is a classical list scheduling approach [13] . Note that in this phase it is now possible, and in fact necessary, to account for data communication and redistribution costs to make judicious task mapping decisions. In what follows we describe how both phases are adapted to heterogeneous platforms in the HCPA algorithm. First Phase of HCPA -A difficulty with a heterogeneous platform is that processor allocations can be on clusters with different processor speeds. To remove this difficulty, HCPA reasons about allocations using an equivalent "reference" homogeneous cluster. This reference cluster consists of processors with reference speed, that is the speed of the slowest processor in the original platform. The reference cluster contains more processors than the total number of processors in the heterogeneous platforms. HCPA just uses the CPA processor allocation phase on the reference cluster. Then, processor allocations on the reference cluster are "translated" to allocations on the original clusters. Such a translation is only possible with an analytical model for T (t, n) as a function of n for all task t. The authors in [9] use a popular model for the execution time of many dataparallel applications based on Amdahl's law, meaning that a fraction α of the sequential task execution time cannot be parallelized. A direct application of Amdahl's law shows that, given an allocation on the reference cluster, one can compute an equivalent allocation on any cluster C k , i.e., an allocation that leads to the same task execution time.
It is important to note that an allocation on the reference cluster may end up being so large that it cannot be translated into any feasible allocation on any cluster C k . For this reason, HCPA stops increasing allocations on the reference cluster when no cluster C k could accommodate a translation of the reference allocation. This, in essence, provides another stopping criterion for the allocation phase (i.e., when all allocations are made as large as possible before the T CP < T A condition occurs). Second Phase of HCPA -The second phase of the HCPA algorithm follows the same principle as that of CPA: tasks are considered in order of decreasing bottom-level using the reference allocations. However, once a task is selected for scheduling, all its feasible allocations on the clusters of the heterogeneous platforms are determined using the translation procedure described earlier. The task is then scheduled on the cluster that minimizes its completion time.
The M-HEFT Algorithm
The M-HEFT algorithm takes a simpler approach than HCPA It uses the HEFT [13] algorithm as a starting point. HEFT is a list scheduling algorithm for scheduling a DAG of sequential tasks onto a heterogeneous set of processors. Recall that the bottom-level of a task is the length of the longest path from that task to the exit node. In the case of HEFT the length of a path is defined as the sum of the average computation time of each task and the average communication time of each communication edge along the path, where averages are computed over all processors and network links. Tasks are scheduled in order of decreasing bottom-levels. Each task is scheduled using the allocation that minimizes its completion time, accounting for time spent in communication.
M-HEFT extends HEFT to the case of data-parallel tasks and a platform that consists of heterogeneous clusters as follows. Instead of computing average task execution times over available processors, M-HEFT simply computes averages over all possible 1-processor allocations over all clusters. Average communication times are computed over the set of communication times between all possible 1-processor allocations (not accounting for data redistribution costs). Each task is then scheduled on the set of processors that minimizes its completion time, accounting for the costs of data redistribution and communication.
Algorithm Improvements

Improved HCPA
Improving the first phase -Recall from Section 3 that the first phase of HCPA computes T A , which is used in the first phase's stopping criterion. The value of T A is the ratio of the data-parallel task "areas" to the total number of processors, all for the reference cluster. In practice we found that when the total number of processors in the reference cluster is significantly larger than the number of application tasks, the first phase does not stop soon enough. The obtained schedules are then inefficient (i.e., many extra resources are used that do not contribute to reducing execution time significantly). We address this concern as follows. Instead of taking the ratio to the number of processors in the reference cluster, p ref , we take the ratio to min(p ref ,
where N is the number of tasks in the DAG. There is no theoretical reason why this particular choice would be the best one. Essentially, we looked for a way to account both for the number of processors in the reference cluster and for the number of tasks. Improving the second phase -One of the drawbacks of a two-phase algorithm is that the scheduling of tasks can be made more difficult due to rigid processor allocations computed in the first phase. In particular, a task may be delayed unnecessarily just because its computed processor allocation is (perhaps only slightly) larger than the number of processors available at the time when the task is ready for execution. In practice, we observed "holes" in schedules due to such a phenomenon. Consequently, we modify the second phase of HCPA as follows. Consider a task to be scheduled, whose original processor allocation was computed in phase one of the algorithm. We determine if, by using a smaller allocation, the task could be started earlier and finish no later than when using its original allocation. If so, we use the smallest such allocation.
Improved M-HEFT
A problem with M-HEFT is that it tends to use very large processor allocations for data-parallel tasks. Indeed, a task's processor allocation is chosen merely to minimizes task completion time (by contrast to the HCPA algorithm, which attempts to achieve a trade-off between T CP and T A ) [9] . To remedy this problem with M-HEFT we propose three simple methods to bound a task's processor allocation:
M-HEFT-IMP -A task's allocation is increased by one processor only if that task's execution time is improved by more than some given threshold percentage. M-HEFT-EFF -A task's allocation is increased by one processor only if that task's parallel efficiency is improved by more than some given threshold percentage. M-HEFT-MAX -No task allocation on a cluster can be larger than some fraction of the total number of processors in that cluster.
Note that these techniques may lead to clearly suboptimal makespan in some cases. For instance, when the DAG that is a simple "chain", the best makespan is achieved by allocating all processors to each task (which is the schedule computed by the original M-HEFT algorithm). However, our goal here is to not aim solely for the best makespan, but to take into account other metrics such as the efficiency of the schedule, as seen in our experimental results.
Evaluation
Our goals in this section are to quantify the impact of the algorithm improvements proposed in Section 4 and to determine which of the improved HCPA or the improved M-HEFT leads to better schedules. Note that while the bulk of the results in [9] are for a comparison of HCPA and CPA, that paper also contains a succinct comparison of HCPA and M-HEFT. However, the only result from the comparison was the obvious observation that M-HEFT achieves better overall execution times than HCPA but with lower parallel efficiency, which is really due to a glaring flaw in the original M-HEFT algorithm. We have addressed this limitation in Section 4.2. Conversely, we have also improved the HCPA algorithm. Therefore, a new comparison is necessary to truly understand which approach is more effective.
Experimental Methodology
We use simulation to explore wide ranges of application and platform scenarios in a repeatable manner and to conduct statistically significant numbers of experiments. Our simulator is implemented using the SIMGRID toolkit [6] .
Simulated Platforms -We consider platforms that consist of c = 1, 2, 4, and 8 clusters. Each cluster contains a number of processors between 16 and 128, picked at random using a uniform probability distribution. The links connecting the processors of a cluster to that cluster's switch can be Gigabit Ethernet (bw = 1Gb/s and lat. = 100µsec) or 10Gigabit Ethernet (bw = 10Gb/s and lat. = 100µsec) and we simulate contention on these links. The switch in a cluster has the same bandwidth and latency characteristics at these network links, but does not experience contention. The links connecting clusters to the network backbone have a bandwidth of 1Gb/s and a latency of 100µsec. Half the clusters use Fast Ethernet devices, and the other half use Gigabit Ethernet devices. Finally, the backbone connecting the clusters together has a bandwidth of 25Gb/s and a latency of 50msec.
In our experiments we choose to keep the network characteristics fixed and we vary processor speeds to experiment with various communication/computation ratios of the platform. Processor speeds, which are measured in GFlop/sec and are homogeneous within each cluster, are sampled from a uniform probability distribution as follows. We consider a fixed number of possible minimum speeds: 0.25, 0.5, 0.75, and 1; and of heterogeneity factors: 1, 2, 5 (when there are more than one cluster in the platform). The maximum processor speed is computed as the product of a minimum speed by a heterogeneous factor. For instance, a minimum speed of 0.5 and a heterogeneity factor of 5 means that the processors have uniformly distributed speeds between 0.5 and 2.5 GFlop/sec. We assume that each processor has a 1GByte memory.
The above parameters lead to 40 platform configurations, 4 homogeneous and 36 heterogeneous (3*4*3). Since there are random components, we generate five samples for each configuration, for a total of 200 different sample platforms.
Simulated Applications -We take a simple approach to model data-parallel tasks. We assume that a task operates on a data set of n double precision elements. Since each processor has 1 GByte of memory, we assume that n can be at most 121M . We also assume that n is above 4M (if n is too small, the data-parallel task should most likely be aggregated with its predecessor or successor). The volume of data communicated between two tasks is proportional to n. We model the computational complexity of a task as one of the three following forms, which are representative of many common applications: a · n (e.g., image processing of a √ n × √ n image), a · n log n (e.g., sorting an array of n elements), a · n 3/2 (e.g., multiplication of √ n × √ n matrices), where a is picked randomly between 2 6 and 2 9 . As a result different tasks exhibit different communication/computation ratios. We consider four scenarios: three in which all tasks have one of the three computational complexities above, and one in which task computational complexities are chosen randomly among the three. Finally, we assume that a fraction α of a task's sequential execution time is non-parallelizable, with α uniformly picked between 0% and 25%.
We consider applications that consist of 10, 20, or 50 data-parallel tasks. We use four popular parameters to define the shape of the DAG: width, regularity, density, and "jumps". The width determines the maximum parallelism in the DAG, that is the number of tasks in the largest level. A small value leads to "chain" graphs and a large value leads to "fork-join" graphs. The regularity denotes the uniformity of the number of tasks in each level. A low value means that levels contain very dissimilar numbers of tasks, while a high value means that all levels contain similar numbers of tasks. The density denotes the number of edges between two levels of the DAG, with a low value leading to few edges and a large value leading to many edges. These three parameters take values between 0 and 1. In our experiments we use values 0.1, 0.2, and 0.8 for width and 0.2 and 0.8 for regularity and density. Finally, we add random "jumps edges" that go from level l to level l + jump, for jump = 1, 2, 4 (the case jump = 1 corresponds to no jumping "over" any level). We refer the reader to our DAG generation program and its documentation for more details [4] . Our DAG generation procedure is similar to ones used previously (e.g., in [5] ).
Overall, we have 4 2 × 3 3 = 432 different DAG types. Since some elements are random, for each DAG type we generate three sample DAGs, for a total of 1, 296 DAGs.
Simulation Procedure Each experiment consists in simulating one application configuration on one platform configuration, for a total of 200 × 1, 296 = 259, 200 scenarios. For each scenario, we compare the original and modified versions of HCPA and M-HEFT, using the following two classic metrics.
Our first metric is makespan, that is the time elapsed between the beginning of the first application task and the completion of the last application task (in seconds). Our second metric is efficiency. The traditional definition of parallel efficiency is difficult to generalize on a heterogeneous platform. Instead, we define efficiency as the ratio of the total work in the sequential application execution on the fastest processor in the platform to the total work of the parallel execution. The total work is defined as the sum of the work of each task in the application, that is the product of a task's execution time and of the number of processors it used, scaled by the processor speed. A high efficiency value indicates that compute resources were used effectively to improve the makespan, which is important for budget-minded users when resources are not free (the user gets more "bang for the buck"). In such a case, a longer makespan for a higher efficiency may be a desirable tradeoff. Note that this efficiency metric does not account for "holes" in the schedule, which are bound to occur when using list scheduling heuristics in 2-phase scheduling algorithms for instance. Our rationale is that the schedule should be implemented so that the user is not "charged" for unused processors. In current systems, which are controlled by batch schedulers, this can be achieved via multiple batch submissions and/or reservations. The brute force approach that consists in reserving as many processors as the maximum number of processors needed throughout the application execution for the whole duration of that execution is obviously very wasteful for DAG-structured applications.
Results
Improved HCPA - Fig. 1 shows the performance of the original HCPA algorithm and that of the algorithm with the modified T CP < T A stopping criterion described in Section 4.1 (denoted by HCPA-OPT in the figure), for our two metrics versus the number of processors in the platform. We can see that although the modification does not increase makespan significantly it can lead to substantially higher efficiency. More specifically, the average makespans achieved with the HCPA-OPT algorithms are at most 4.6% worse than those achieved by HPCA (and up to 8% better for small numbers of processors). Efficiency is always better with HCAP-OPT, from 3% better for large numbers of processors to 25% better for small numbers of processors.
As mentioned in Section 4.1, our modification to HPCA was intended to deal with the cases in which the number of processors is larger than the number of tasks in the application. In our experiments, the largest number of tasks in an application is between 10 and 50. Therefore, even for numbers of processors as low as 16 we can see improvements for many or in fact all applications. We were able to determine that these improvements were indeed due to the modified stopping criterion.
One may then wonder why the improvements are only marginal for numbers of processors larger than 500. In our simulations these larger numbers of processors are mostly for platforms with 8 highly heterogeneous clusters. In these situation, both algorithms tend to restrict themselves to using only the faster clusters. Therefore, large allocations on the reference clusters often cannot be translated into feasible allocations, as explained in Section 3.1. In these cases, the allocation phase does not stop due to the (modified or unmodified) T CP < T A stopping criterion at all. Instead, the allocation phases stops when task allocations on the reference cluster cannot translated into feasible allocations. Consequently, HCPA and HCPA-OPT, both using the same stopping criterion, compute the same schedule. Fig. 2 shows the improvement in makespan due to the second modification described in Section 4.1 (denoted by HCPA-OPT-FLEX in the figure), versus the number of clusters in the platform. This figure is only for cases in which there was an opportunity for using the modification, which accounted for only about 4% of all cases in our experiments. We can see that the improvement is significant only when the number of cluster is small. We conclude that our proposed modification is most likely not useful for large platforms that consist of many heterogeneous clusters. Interestingly, the improvement is the most frequent (for above 7% of the cases) and the largest (above 15%) for single-cluster platforms. Therefore our proposed modification would be a good addition to the original CPA algorithm.
Algorithm
Makespan Improved M-HEFT - Table 1 shows the impact of the three modifications to the M-HEFT algorithm proposed in Section 4.2. M-HEFT-IMP5 denotes the M-HEFT algorithm modified so that a processor is added to a task's allocation only if that addition leads to an improvement in the task's execution time larger than 5%. M-HEFT-EFF50 denotes the M-HEFT algorithm modified so that a task's allocation is never so large that the task's parallel efficiency is under 50%. Finally, M-HEFT-MAX50 denotes the M-HEFT algorithm modified so that a task's allocation cannot use more than 50% of the processors of a cluster. Based on the results in the table, one can see several trade-offs. For instance, using M-HEFT-IMP5 almost doubles the makespan but improves efficiency by roughly a factor 6, thereby saving a significant amount of compute resources. Only the simplest modification, i.e., M-HEFT-MAX50, leads to results strictly superior to that achieved by M-HEFT. On average, M-HEFT-MAX50 reduces the makespan (by avoiding large allocations that could have a negative impact on the length of the critical path) but also improves efficiency (also by avoiding large allocations). However, due to their large improvement in efficiency, M-HEFT-EFF50 and M-HEFT-IMP5 may be better choices for very budget-minder users.
We have experimented with different values for the threshold values used in our modifications to M-HEFT.
As expected, for all three modifications a variety of tradeoffs between makespan and efficiency can be achieved by tuning the threshold values. How to do this tuning is rather subjective as the "best" trade-off depends on the user's goals (e.g., more or less budget-minded, more or less makespan-driven). Nevertheless we found two interesting facts. First, using values higher than 5% for M-HEFT-IMP shows steeply diminishing returns and should most likely be avoided. Second, the M-HEFT-MAX modification becomes better relative to the other two modifications as the application DAG becomes larger and wider. This is because M-HEFT-MAX enforces that "free space" be left on all clusters, which can be used effectively to execute large numbers of concurrent tasks. The particular threshold values we picked for the results shown in Table 1 , i.e., 5%, 50%, and 50%, although arbitrary are reasonable (i.e., neither leading to the lowest or the highest makespan, or efficiency, when compared to results for the range of possible values). Comparing the two approaches - Fig. 3 shows results, averaged over all 259, 200 experiments, for the original and modified algorithms. We find that both the original HCPA and M-HEFT algorithms show results strictly inferior to one or more of their modified versions, which confirms results discussed in the previous section. No algorithm is best, which we expected since we use both makespan and efficiency as metrics. (Note that all algorithms improve the sequential makespan, not shown on the figure, by at least a factor 7). The comparison between the HCPA-OPT and the three M-HEFT versions is as follows:
• HCPA-OPT is strictly superior to M-HEFT-EFF50.
• On average HCPA-OPT's makespan is 20% larger than that of M-HEFT-MAX50, but its efficiency is 150% higher.
• On average HCPA-OPT's makespan is 42% smaller than that of M-HEFT-IMP5, but its efficiency is 27% lower.
Although the choice of the algorithm depends on the particular goals of individual users, we can draw broad conclusions. The M-HEFT-MAX50 algorithm is a bit of an extreme (while not as extreme as the original M-HEFT) and is most likely of interest only to users that are not budget constrained. The two remaining contenders are HCPA-OPT and M-HEFT-IMP5. The question that a user should ask is: "Is a 42% improvement in makespan worth a 27% loss in efficiency?" HPCA-OPT should be used if the answer to this question is "Yes", and M-HEFT-IMP5 otherwise. Our personal guess is that most users would answer Yes to this question and opt for using HPCA-OPT.
Conclusion
In this paper we have studied the scheduling of a mixed parallel application onto a multi-cluster heterogeneous computing platform. We have improved on the two scheduling approaches that have been proposed in the literature: (i) Approach #1 adapts two-phase scheduling algorithms for mixed-parallel applications on homogeneous platforms to make them amenable to heterogeneous platforms; (ii) Approach #2 adapts list scheduling algorithms for task-parallel applications on heterogeneous platforms to make them amenable to mixed parallelism. We found that no algorithm emerges as a clear winner. However, it seems that Approach #1 leads to the most likely desired trade-off between makespan and efficiency. One advantage of Approach #2 is that the algorithms are tunable with simple parameters to achieve trade-offs between performance and efficiency. Our conclusion is that Approach #1 is appropriate for the vast majority of the users, but that sophisticated users could opt from Approach #2.
A promising future direction for this work is to consider an alternative model for the performance of data-parallel tasks, especially one that captures the performance impact of intra-task communications when different clusters may use different interconnect technologies (i.e., slower or faster switches). We are also planning to run experiments on realworld platforms to confirm the results of our simulations.
