In this paper, we study the problem how to efficiently evaluate a set of contained rewritings on materialized views. Previous works focused on how to find a set of contained rewritings given a view and a query, but did not address how to evaluate the rewritings on materialized views. To evaluate a potential exponential number of contained rewritings, we design two algorithms, a basic algorithm and an optimized algorithm. Both algorithms are built on the observation that the exponential number of contained rewritings are actually composed by a linear number of component patterns. In the optimized algorithm, we further design four important pruning rules and several heuristic rules that can effectively reduce the number of component patterns we need to evaluate. The experiments demonstrate the efficiency of our algorithms.
Introduction
Answering queries using views refers to using previously defined and materialized views to answer new queries in order to save the cost of accessing the large underlying database. With the prevalence of XML technologies, answering XML queries using XML views has caught the attention of both researchers and system designers, and is believed as a promising technique in web and XML database applications. Since XPath serves as the core sub-language of the major XML languages such as XQuery, XSLT, we focus on answering XPath queries using XPath views.
There are two rewriting schemes to answer XPath queries with materialized XPath views: equivalent rewriting [1] and maximal contained rewriting [2] . We explain them formally as follows: given an XPath query q, an XPath view v, and an XML database T representing a large XML document, let the materialized view of v on T be T v = v(T ), to find an equivalent rewriting for q using v is to find a compensation pattern q c such that q c (T v ) = q(T ). Meanwhile, the pattern produced by merging the root node of q c with the answer node of v, denoted as q c ⊕v, is called an equivalent rewriting of q. Fig. 1(a) shows an example. v (/a/b) is a view, q 1 (/a/b/c) is a query, q c (b/c) is the compensation query, and ER is the Fig. 1 . Equivalent rewriting and Contained rewriting equivalent rewriting of q 1 using v. In some cases (like data integration scenarios), a view may not answer a query completely, i.e. there does not exist an equivalent rewriting for a query using a view, but it is still reasonable to efficiently give users part of the query answers with the view. To this end, maximal contained rewriting (MCR) is proposed to give the best effort to answer a query using a view. Different from equivalent rewriting, maximal contained rewriting usually requires to find a set of compensation patterns Q c = {q c1 , . . . , q ci } satisfying
, and there does not exist another compensation pattern set Q ′ c such that Q c (T v ) ⊂ Q ′ c (T v ) ⊆ q(T ). Each q cj ⊕ v (j ∈ [1, i] ) is called a contained rewriting (CR) of q, and it can be produced by merging the root node of q cj with the answer node of v, similar to constructing an equivalent rewriting. Fig. 1(b) shows an example for a maximal contained rewriting. q 2 and v are the query and the view, {q c1 , q c2 , q c3 , q c4 } are the compensation patterns, and {CR 1 , CR 2 , CR 3 , CR 4 } are the CRs.
The previous work [2] has examined, given a query q, a view v, how to find an MCR {q c1 ⊕ v, · · · , q ci ⊕ v} for q using v. However, in many applications, such as query caching, to find the MCRs is not the final goal, we need to evaluate the MCRs on the materialized views. Back to our problem, we need to evaluate the compensation patterns {q c1 , · · · , q ci } on the materialized view of v, T v . Unfortunately, the set of compensation patterns of an MCR can be exponential, because one compensation pattern corresponds to one contained rewriting, and the number of contained rewritings may be exponential. As one can observe from Fig. 1(b) , the maximal contained rewriting consists of an exponential number of contained rewritings due to the combination of patterns from different paths. Although we can speed up the evaluation by discarding some redundant CRs (if there are any) from an MCR set, in the worst case, we still have an exponential number of CRs in an MCR, which means all the CRs are irredundant (like the example we have given in Fig. 1 ). Here, a CR is called redundant with respect to an MCR implying that answers produced by the redundant CR can be covered by other CRs belonging to the MCR set. To tackle the challenge of evaluating an exponential number of compensation patterns, an efficient scheme is highly sought after.
To solve the problem, rather than naturally transform it into a multiplequery optimization problem [3] , we examine and utilize the unique feature of this problem. Our observation is that the exponential number of compensation patterns are composed by a linear number of subpatterns, i.e. a linear number of subpatterns are shared among those exponential number of compensation patterns. Therefore, taking advantage of the special structural characteristics, we can solve the problem by evaluating only a linear number of patterns in the worst case. Moreover, to do the evaluation more wisely, we develop a set of rules and heuristics that can effectively exclude many useless patterns. We highlight our contributions as follows:
-We are the first to investigate the problem of evaluating contained rewritings on materialized views by considering the particular feature of the problem: only a linear number of patterns need to be evaluated. -We have proposed two algorithms, basic algorithm and optimized algorithm, and both algorithms can be built inside an existing query evaluation engine or in a middleware outside the query evaluation engine. This provides enough flexibility to software developers. -We have conducted extensive experiments to show the efficiency of our algorithms. The optimized algorithm is very promising, benefiting from its pruning rules and heuristics.
The rest of this paper is organized as follows. In Section 2, we will give some notations and background knowledge. Then we give a basic algorithm in Section 3. Important optimization techiques are unfolded in Section 4. We report experiment results in Section 5. Related work and conclusions are in Section 6 and Section 7.
Preliminaries
We will first introduce XPath tree patterns to represent XPath queries, and then introduce how to find contained rewritings (compensation patterns) using pattern mapping from the query pattern to the view pattern.
XPath Tree Pattern
We consider a subset of XPath language featuring child axes (/), descendant axes (//), branches ([ ]), denoted as XP {/,//,[]} . An XPath query q can be expressed as a tree pattern (N q , E q , r q , d q ), where -N q is the node set, and for any node n ∈ N q , n has a label in an infinite alphabet Σ, denoted as label(n); -E q is the edge set, and ∀e ∈ E q , type(e) ∈ {/, //}. We use the term "pcedge"("ad-edge") to represent the type of an edge, "/"("//");
r q is the root node of the query; (If q starts with "/" or "//", we add a virtual root node with a unique label r, so that every query corresponds to a unique tree pattern.) -d q is the answer (also called distinguished or return) node of the query, identified with a circle;
Similarly, an XPath view v can be expressed as a 4-tuple, (N v , E v , r v , d v ). We also define the following functions: (i) pc(n 1 , n 2 ) holds if n 1 is the parent node of n 2 ; (ii) ad(n 1 , n 2 ) holds if n 1 is an ancestor node of n 2 .
Useful Embedding
To rewrite an XPath query using a view, is to find the set of conditions that are not satisfied on the view query, but may be satisfied under the distinguished node of the view. The solution is to find an embedding from the query to the view, and see whether the embedding is valid to produce a contained rewriting. A valid embedding is called useful embedding. Embedding and useful embedding are defined below.
Given a query q = (N q , E q , r q , d q ) and
root preserving: e(r q ) = r v ; -label preserving: ∀n ∈ N ′ q , e(n) ∈ N ′ v ∧ label(n) = label(e(n)); -structure preserving: ∀(n 1 , n 2 ) ∈ E q and n 1 , n 2 ∈ N ′ q , if (n 1 , n 2 ) is a pc-edge, pc(e(n 1 ), e(n 2 )) holds in v; otherwise ad(e(n 1 ), e(n 2 )) holds in v; -e is upward closed: if node n in N q is defined by e (means n ∈ N ′ q ), all ancestors of n in N q are defined by e. Namely, n ∈ N ′ q ⇒ ∀n ′ , n ′ ∈ N q and ad(n ′ , n) holds in q, we have n ′ ∈ N ′ q .
Not every node in N q needs to be defined by e, and here N ′ q is the set of nodes that are defined by e, N ′ q ⊆ N q . An embedding implies that part of the conditions of query q have been satisfied in the view v, so if the left conditions of q (unembedded parts) are possible to be satisfied under the distinguished node of the view, we will be able to use the view v to answer the query q. Such embedding is called a useful embedding. Before giving the formal definition of useful embedding, we give the definition of anchor node first. Given an embedding e, for each unfully embedded path path i of q, the last node on path i that can be embedded on or above d v is called an anchor node of embedding e with respect to path path i . An embedding is called a useful embedding, if both of the following conditions hold:
1. every anchor node n a satisfies either of (a), (b):
-(a) e(n a ) = d v ; -(b) ad(e(n a ), d v ) holds in v and let n c be the child node of n a on path i in q, (n a , n c ) is an ad-edge. 2. for the anchor node n a on the distinguished path of q, either n a = d q or ad(n a , d q ) holds in q. The idea behind condition (1) is: unfulfilled conditions in q have the possibility to be satisfied under d v in the view, which requires that an anchor node either maps to d v (condition (a)) or the anchor node maps to an ancestor of d v and the anchor connects its descendant with "//" on the corresponding path (condition (b)). Condition (2) implies: the return node of q should not be mapped onto a node above d v . For ease of understanding, we give an example to illustrate embedding, useful embedding and anchor nodes. In Fig 2, e 1 is an embedding, but not a useful embedding, because its anchor node, the a-node, does not satisfy either condition (1)(a) or (1)(b). While e 2 is a useful embedding, both condition (1) and (2) are satisfied by e 2 's anchor nodes. To be specific, on path path 1 , the anchor node b-node maps onto the distinguished node of the view v (satisfying condition (1)(a)); on path path 2 , the anchor node a-node maps onto a node above the distinguished node of the view, and a-node connects its successor d-node on path 2 with "//" (satisfying condition (1)(b)); the anchor node b-node on the distinguished path path 1 is above the distinguished node in the query q (satisfying condition (2)). As a result, e 2 is a useful embedding. The corresponding CR produced by e 2 is also given on the rightmost side of Fig. 2 . In the CR, b[//d]/c is called a compensation pattern to the view. In the following, we will use clip-away tree (CAT) to represent compensation pattern in alignment with a pioneer work [2] .
We define another concept, component pattern: given a useful embedding, let a n be an anchor node in q with respect to some path and let a c be the immediate successor of a n on that path, we call such a constructed pattern a component pattern: the pattern has a root node with label(d v ), and the root node connects q sub (a c ) with the same type of edge as edge (a n , a c ), here q sub (a c ) is the subpattern in q rooted at node a c . A component pattern may be a predicate component pattern (not containing node d q ) or a distinguished component pattern (containing node d q ). In the CR in Fig. 2 
is the distinguished component pattern. We will use p to denote a component pattern, and P = {p 1 , · · · , p n } to denote a CAT, since a CAT usually contains several component patterns fusing at the root.
We regard a materialized XPath view as a set of subtrees, whose roots have the same label as the distinguished node of the view, obtained by matching the view pattern to the base document. To evaluate a CAT on these trees, equals to match the CAT pattern on each tree and combine the results. For simplicity, we only consider one tree of the materialized view in this paper, for computation on other trees are the same. After obtaining the CATs using useful embedding, the problem turns to be: given a set of CAT queries (representing the compensation patterns) and a materialized data tree T v , how to efficiently evaluate the CAT queries over the tree T v . From the previous study, we know an MCR may consist of an exponential number of CR queries, corresponding to an exponential number of CATs, bounded by k l , where l is the number of paths in q (also the number of leaf nodes), k is the maximum number of component patterns that are residing on one particular path of q 4 . The naive method is to evaluate the exponential number of CATs one by one, and union the final results. As a result, we need to evaluate O(k l ) CAT patterns.
However, if we consider the characteristics of the CATs, we are able to pro- algorithm can be regarded as an optimization of evaluating multiple CATs on the materialized view by taking advantage of the special feature of CATs.
Optimizing Techniques
In this section, we first introduce four pruning rules and three heuristic rules to optimize the basic algorithm, and explain the rationale behind these rules. Then we give the outline of an optimized algorithm to illustrate how to effectively combine these rules together.
Pruning Rules
In the Basic Algorithm, every component pattern is evaluated against the materialized view T v . In fact, some component patterns may not need to be evaluated. We now introduce several rules to prune them. In the following, when we say component pattern p is satisfied on T v , we mean: p(T v ) = true if p is a predicate component pattern; or p(T v ) = φ if p is a distinguished component pattern. Example 1. In Fig. 3 , if component pattern p 3 is not satisfied 5 , we only need to evaluate component patterns in CAT P 3 and CAT P 4 , since p 3 appears in CAT P 1 and CAT P 2 .
A CAT can be regarded as a conjunction of its component patterns, and each component pattern is a condition. Any unsatisfied condition will prevent the CAT from producing answers, no matter whether other component patterns are satisfied or not.
Pruning Rule 2 is based on the following proposition: There are two other optimizing methods by taking advantage of component pattern containment. This type of optimization is based on the fact that checking pattern containment is usually more light-weighted than evaluating a pattern on a materialized view, because view size is usually much larger than pattern size. Here, we use c(p) to denote the set of component patterns that contain p, and c(p) to denote the set of component patterns that are contained in p. In other words, ∀p i (p i ∈ c(p) → p ⊆ p i ) and ∀p i (p i ∈ c(p) → p i ⊆ p) hold. Containment relationship between a predicate component pattern and a distinguished component pattern can also be determined after we transform the distinguished component pattern into a boolean pattern by adding a uniquely-labeled child node to the distinguished node and making the distinguished node no more distinguished [4] . Example 4. In Fig. 3 , if p 4 is not satisfied, we know none of p 1 , p 2 and p 3 could be satisfied, then all CATs P 1 , P 2 , P 3 , P 4 do not have answers on the materialized view.
All of the four rules introduced above try every means to prune some patterns, and hence we can evaluate as fewer component patterns as possible. For instance, if an unsatisfied pattern is selected and computed early, the CATs containing this unsatisfied pattern will be eliminated early. Obviously, there is an optimal order to schedule these component patterns, but it is unlikely for us to find this order without knowing in advance whether a component pattern is satisfied in the materialized view or not. To this end, we design some heuristics to find a reasonably good evaluation order.
Heuristic Rules
In this section, we introduce a few heuristics to determine the order of evaluating the component patterns of the input CATs. We will first list the heuristics, and discuss the rationale behind the heuristics afterwards. All the above heuristics are designed to maximize the effect of applying the pruning rules in Section 4.1. Heuristic 1 is more akin to Rule 3 and Rule 4, and it also has substantial pruning power if the inspected pattern is not satisfied in the materialized view. In the best case, heuristic 1 could remove a maximum number of CATs in one step. The reason is that it always picks the most shared component pattern, and hence if the picked pattern cannot match the materialized view, all the CATs containing that pattern can be discarded. Heuristic 2 implies an eager strategy to find some answers as early as possible by inspecting component patterns in the same CAT. It is akin to Rule 2, because, once a CAT is found able to produce answers on the materialized view, other CATs containing the same distinguished component pattern can be disregarded. Heuristic 3 also corresponds to Rule 2. After grouping the CATs by their distinguished component patterns, we can apply other heuristic rules within each group. Once a CAT in a certain group is found to be able to produce some results, other CATs in the same group will be freed of examination.
Optimized Algorithm
We want to stress that the heuristics in Section 4.2 are orthogonal to the pruning rules in Section 4.1. Any heuristic to determine an order of evaluating the component patterns can be integrated into the algorithm shown in Algorithm 2.
We now go through Algorithm 2 step by step. In the beginning, the result set R is set to φ. Then, each component pattern is evaluated according to an order determined by heuristic rules from line 2 to line 14. In each loop, line 3 evaluates the component pattern p on the materialized view T v . If p(T v ) satisfies, we use Rule 3 to find out other satisfied component patterns by comparing pattern containment in line 5. In line 6, if p is a distinguished component pattern, and all other component patterns of a CAT containing p have been satisfied already, p(T v ) will be added into R. This means we have found some answers. All other CATs containing p as the distinguished component pattern will be eliminated using pruning Rule 2 at line 9. On the other hand, if p(T v ) does not satisfy, we first find out other unsatisfied patterns in line 11, and then use Rule 1 to prune a number of unsatisfied CATs (line 12). In the end (line 15), we return the final answer result R.
Discussion
We provide some discussion from the engineering point of view for implementing the basic algorithm and the optimized algorithm. Both algorithms can be built on top of an existing query evaluation engine, recall that evaluating a component pattern is an abstracted procedure in both algorithms. Therefore, we can implement the algorithms as a query optimizer in a middleware, which interacts with a query engine by feeding component patterns into it and receiving the corresponding results from it. In such case, it does not matter what type of query evaluation method the engine uses, whether the materialized view is indexed or not. On the other hand, we can also build the algorithms inside a if p(Tv) satisfies or produces some answers then 5:
use Rule 3 to find other component patterns that are also satisfied; 6:
if p is a distinguished component pattern ∧ all the predicate component patterns of a CAT containing p as the distinguished component pattern are satisfied then 7:
R := R ∪ p(Tv); 8:
end if 9:
use Rule 2 to prune other CATs; 10: else 11:
use Rule 4 to find other component patterns that are not satisfied; 12:
use Rule 1 to prune other CATs; 13:
end if 14: end for 15: return R; query evaluation engine. The engine itself will contain functions of finding contained rewritings and evaluating selected patterns over the materialized views. Such choices provide enough flexibility to software engineers.
Experiments
We build a prototype system MCRE (MCR Evaluator) to evaluate a generated MCR on materialized views. Our experiments are conducted on a PC with Pentium(R) 4 3GHz CPU and 1G memory.
View and Query Generation Due to the challenge of collecting view and query specimens deployed in real applications (also mentioned in [5] ), we generated views and queries synthetically. In order to cover a variety of cases, the parameters can be tuned within a wide range. To make the generated patterns reasonable, we enforce the generated views and queries to conform to a given DTD, though the query evaluation can be done without knowing the DTD. The view patterns are generated in a top-down manner. For each node in the view query, its children are selected with four parameters: (1) a child node is selected with probability α 1 ; (2) the edge connecting the child to itself is labeled as // with probability α 2 ; (3) a descendant node is selected with probability α 3 directly connecting to its parent; (4) the maximum fanout f is fixed and set within a limit. We do not generate value predicates in the pattern, because checking value predicate can be easily integrated into the system.
The queries are generated based on the views to ensure some rewritings exist. The generation is performed in a bottom-up manner. For each view pattern, (1) a node is deleted with probability β 1 . After deleting the node, if the node is a internal node, we should connect the node's parent to its children with //. Note that we never delete the view root; (2) a pc-edge is replaced by an ad-edge with probability β 2 ; (3) some new nodes are added under a node with probabilities similar to the view generation part. We do not set a limit to the fanout of query patterns, because deleting an internal node may increase the out degree of its parent (if the internal node has multiple children), and thus increase the fanout of the result pattern.
Datasets We test our algorithms on two datasets, XMark 6 and BIOML 7 . The former is widely used in the literature, and the latter is famous for its recursive feature, and is ideal to build materialized views with. BIOML DTD is tailored with only "chromosome" and its descendant elements. XML data is generated with IBM XML Generator 8 . We use eXist 9 database as the underlying engine to store and query the documents. Each materialized view is generated by evaluating the view pattern on documents and saving back into eXist database.
Average Case Study
In this study, we investigate the performance of four different algorithms to evaluate the CATs of the MCRs on materialized views. We use the same set of views and queries generated above. 50 views are materialized, and a set of 20 queries are rewritten and evaluated on each materialized view. In the NAIVE algorithm, each CAT of an MCR is evaluated on the materialized views. In BA-SIC algorithm, only component patterns are evaluated on the materialized views, but all the component patterns are computed. In the optimized algorithms, we use the proposed four rules to prune unnecessary component patterns, and also use heuristic information to schedule the evaluation order. Specifically speaking, in HEU1, we use the first two heuristics with heuristic 2 prior to heuristic 1. In HEU2, we first group the CATs by their distinguished component patterns (heuristic 3), and then apply heuristic 2 and 1.
The result is shown in Fig. 4 , BASIC algorithm takes almost half time of the NAIVE algorithm, because redundant CATs are pruned in advance, and pruning these CATs is not expensive. Furthermore, HEU1 and HEU2 perform even better, which demonstrates our heuristic methods are very effective and encouraging. It is not obvious to find a better one between HEU1 and HEU2. Although HEU2 seems to provide more effective pruning heuristics, it also suffers in updating component pattern statistics for each distinguished pattern group, and may spare some time on maintaining the auxiliary information. 
Best and Worst Case Study
In the above experiments, our aim is to test the performance of NAIVE, BASIC, HEU1 and HEU2 algorithms in the average case, where a number of views and a number of queries are randomly generated to capture all pattern types as various as possible. It is reasonable that our heuristic performs best in the average case. One may wonder how far our heuristic algorithms can achieve and what is the worst performance our heuristic methods will reach. We examine the best and worst cases by manually designing two queries, because randomly generated queries are not that extreme. For the best case, the query is designed to have four paths, and on each path there are three component patterns, two out of which are irredundant. And hence there are 81=3 4 CR CATs, 16=2 4 irredundant CR CATs, 8 irredundant component pattern. The query time is shown in Fig. 5 . On BIOML dataset, the BASIC algorithm beats NAIVE in two-thirds time, and HEU1 needs only 10% query time of the BASIC algorithm. Similar observation is obtained on XMark dataset, but the result is not that dramatic.
For the worst case part, we designed a query which does not produce redundant CRs. Every component pattern produced from the query is not contained in its pals. Therefore, in the evaluation process, every component pattern is evaluated on the materialized view, with no one can be pruned. In Fig. 6 
Related Work
Answering queries using views has been studied for a long time. Halevy [6] has done a survey on this problem over relational database. In the XML context, equivalent rewriting and contained rewriting, have been studied for XPath [1, [7] [8] [9] , XQuery [5] , and tree patterns [2, 10] . The works [7, 8] propose to use materialized views to speed up query evaluation in the query caching scenario, where to find an equivalent rewriting for a query with given views is the key subtask. Xu and Ozsoyoglu [1] have provided a theoretical study on equivalent rewriting based on query containment [4] and query minimization [11] . Afrati et al. [9] have extended Xu and Ozsoyoglu's result in fragment XP {[], * ,//} . They have discovered a coNP-complete upper bound for some sub-fragments of XP {[], * ,//} . Onose et al. [5] have investigated the equivalent rewriting of XQuery queries using XQuery views. While XQuery queries are more expressive, the shortcomings of using them as views are also noted in [5] . Tang et al. [12] studied the materialized view selection problem, which is to select fewer materialized views to answer a query equivalently. Zhou et al. [13] also studied view selection for answering contained rewritings. Wu et al. [14] and Chen. et al [15] proposed two different view implementations, and how to use the materialized views to evaluate queries. View definition nodes are also materialized in [14, 15] , while our work does not have this requirement. Lakshmanan et al. [2] addressed how to find contained rewritings, but did not cover how to efficiently evaluate the compensation patterns over materialized views. A recent work [3] discussed how to perform the evaluation. It is based on an approach to examine each path pattern and then verify the rewriting, and each path pattern needs to be built into an automata. While, in our approach, we use useful embedding to find the compensation patterns, and try to evaluate as few component patterns as possible. Although useful embedding is not sufficient to find all the compensation patterns for XP {[], * ,//} , other complete methods exist, despite in coNP-complete.
The proposed algorithms still work if we can find all the compensation patterns.
Conclusions
In this paper, we have proposed two algorithms, basic algorithm and optimized algorithm, to evaluate contained rewritings on materialized views. Both algorithms are built on the observation that an exponential number of rewritings in fact share a linear number of component patterns. In consequence, the idea of our algorithms is to evaluate the component patterns, rather than to evaluate the whole compensation patterns for each contained rewriting. We have also designed four important pruning rules and several heuristic rules to effectively reduce the number of component patterns that need to be evaluated. Experiments show that the optimized algorithm is advantageous in most cases.
