Recently, coding has been a useful technique to mitigate the effect of stragglers in distributed computing. However, coding in this context has been mainly explored under the assumption of homogeneous workers, although the real-world computing clusters can be often composed of heterogeneous workers that have different computing capabilities. The uniform load allocation without the awareness of heterogeneity possibly causes a significant loss in latency. In this paper, we suggest the optimal load allocation for coded distributed computing with heterogeneous workers. Specifically, we focus on the scenario that there exist workers having the same computing capability, which can be regarded as a group for analysis. We rely on the lower bound on the expected latency and obtain the optimal load allocation by showing that our proposed load allocation achieves the minimum of the lower bound for a sufficiently large number of workers. From numerical simulations, when assuming the group heterogeneity, our load allocation reduces the expected latency by orders of magnitude over the existing load allocation scheme.
workers. The group heterogeneity reflecting the constraints in the practical computing clusters is a key assumption that enables this lower bound approach to yield the optimal load allocation. Relative to [28] , our work suggests the theoretical lower bound for the expected latency and provides a simper way of proofs thanks to the group heterogeneity. Moreover, the proposed analysis is applicable to the regime that the complexity of problem does not depend on the size of computing system, while the analysis of [28] requires a linearly scaling problem complexity in the number of workers. In modeling of [29] , every worker is assigned the fixed same number of rows of the uncoded data matrix A even with an increasing number of the workers, which leaves a room for improvement. By relaxing the above condition in [29] , our load allocation reduces the latency by orders of magnitude over the allocation in [29] as the number of workers increases.
Contribution:
The key contributions of this work are summarized as follows.
• We propose a generalized probabilistic model for latency in computing clusters that consist of heterogeneous workers.
• For a sufficiently large number of workers, we present the optimal load allocation for heterogeneous workers by finding a lower bound of the expected latency and its achieving scheme.
• We demonstrate the optimal design of the (n, k) maximum distance separable (MDS) code to achieve the minimum expected latency based on the proposed load allocation. Notations: We denote [n] = {1, 2, . . . , n} for n ∈ N. Let P([n]) be the power set of [n]. For any u ∈ [n] ∪ {0}, we define
II. SYSTEM MODEL, MODEL ASSUMPTIONS, AND PROBLEM FORMULATION We focus on the distributed matrix-vector multiplication over a master-worker setup in heterogeneous clusters. In this section, we describe our computation model and runtime distribution model.
A. Computation Model
We assume that there are N workers that are divided into G groups, each of which has a different number of workers and different runtime distribution. 1 In this modeling, group j consists of N j workers, i.e., j∈[G] N j = N . We assign a computation task to multiply a given data matrix A ∈ R k×d with an input vector x ∈ R d×1 to the N distributed workers. We apply an (n, k) MDS code to the rows of A for obtaining the coded data matrixÃ ∈ R n×d . Afterwards, the rows ofÃ are grouped into N submatrices asÃ = [Ã 1 ;Ã 2 ; . . . ;Ã N ], whereÃ i ∈ R li×d is the coded data matrix allocated to worker i and
It is assumed that workers in each group j are assigned the coded data matrix with the same number of rows, denoted by l (j) . Then, worker i is assigned a subtask to computeÃ i x and sends back the product to the master upon finishing its subtask as shown in Fig. 1 . The master can retrieve Ax by collecting the inner product of any k coded rows with x due to the MDS property.
B. Runtime Distribution Model
We assume that for a worker in group j the time taken for calculating the inner product of k rows ofÃ with x follows a shifted exponential distribution with rate µ (j) as follows:
which is widely accepted in the existing literature [4] . Then, the probability density function of T
. The execution time distribution of worker i in group j assigned to calculate the inner product of l (j) (< k) rows ofÃ with x is expressed as
C. Problem Formulation
For given an input data matrix with k rows and G groups of workers with the straggling parameter µ (j) for workers in group j, we are interested in obtaining the optimal load allocation (l * (1) , l * (2) , . . . , l * (G) ) and designing the (n, k) MDS codes to minimize the expected computation latency. Due to the heterogeneity of the straggling parameters of the workers, the expected computation latency cannot be directly calculated from the known result of order statistics. We thus take a detour as described in this subsection and show the asymptotic optimality of our solution in Section III.
Let r j denote the number of workers in group j which finish the assigned subtasks when the master completes to receive the inner product of k rows ofÃ with x. Then, we denote the summation of r j 's for all groups by r, i.e., r = j∈[G] r j . For N = j∈[G] N j , let T r:N denote the r-th order statistic of N exponential random variables following the distribution given in (1) for each of N j workers that belongs to group j. We aim at finding the optimal load allocation to minimize the expected computation time E[T r:N ] for all r ∈ [N ]. Throughout the remainder of our paper, E[T r:N ] is denoted by λ r:N for notational convenience.
In our modeling, group j ∈ [G] consists of N j workers with straggling parameter µ (j) . Workers in group j are assigned the coded data matrix with l (j) rows. We thus have
In addition, we assume that
Recall that an (n, k) MDS code is applied to the rows of A ∈ R k×d for obtainingÃ ∈ R n×d . This implies that the master needs to collect the inner product of the k rows ofÃ with x to retrieve Ax. In this sense, the condition for guaranteeing the successful recovery of Ax at the master is given as
Then, (3) is rewritten as
For given (N 1 , N 2 , . . . , N G ) and µ (1) , µ (2) , . . . , µ (G) , our main objective is finding the optimal load allocation l *
to have the minimum λ r:N for all r ∈ [N ] with the constraint (4). The optimal load allocation l * (1) , l * (2) , . . . , l * (N ) leads us to choose the optimal n * from (2), which eventually means the optimal design of the (n, k) MDS code.
III. OPTIMAL LOAD ALLOCATION
In this section, we provide the optimal load allocation method under the proposed system model. First, we find a condition for the optimal load allocation using a lower bound of λ r:N . Next, we introduce the optimal load allocation method which achieves the minimum of the lower bound. Finally, we prove that for given the optimal load allocation, λ r:N is equal to the lower bound for sufficiently large N .
A. Condition for Optimal Load Allocation
Recall that r j denotes the number of workers in group j which complete the assigned subtasks when the master receives the inner product of k coded rows with
rj :Nj for notational convenience. Here, λ l (j) rj :Nj is equivalent to the average runtime of a system using an (N j , r j ) MDS code. 2 At group j we thus have λ
for given l (j) . Here, we use an approximation of
From Theorem 1, the optimal load allocation (l * , r * ) satisfies the following equations:
for j = j ∈ [G].
B. Determining Optimal Load Allocation and (n, k) MDS Code for Achieving Lower Bound of λ r:N
We assume that k is given. Note that we have the constraints (4) and (8) . In this subsection, we provide the optimal load allocation (l * , r * ) which achieves the minimum of
rj :Nj . In addition, for given k, we determine the (n, k) MDS code to achieve the minimum of max j∈[G] λ l (j) rj :Nj . We define a function
where r = (r 1 , r 2 , . . . , r G ).
Lemma 2. The function f (r) in (9) is a strictly convex function on an open set S, where S is a Cartersian product of open
Proof. Clearly, S is a convex set. Let
.
Then, it suffices to show that g(r) is a strictly concave and positive function. Since
One can show that g j (r) is concave. We set aside the proof of the concavity of g j (r) in Appendix B. Since the sum of concave functions is a concave function, we have that g(r) is a strictly concave function on S as desired. 
where W −1 (x) 3 is the lower branch of the Lambert W function.
This equation is rephrased as r * j 
By solving (12) with respect to r * j , we get the result in (11). The following theorem provides the optimal load allocation and the optimal (n, k) MDS code to achieve the minimum of
Theorem 2. The optimal load allocation (l * , r * ) to achieve the minimum of
rj :Nj , denoted by T , is determined as follows:
and
for j ∈ [G], where
Furthermore, for given k, we have the optimal (n * , k) MDS code, where
Then the minimum expected latency, T , is represented as
Proof. Recall that the optimal load allocation (l * , r * ) satisfies the constraints (4) and (8) . By solving the (8) with respect to l (j ) , we have Inserting (17) to (4), we get
It follows from (8) and (18) that max
It follows from Lemma 2 that f (r) has the unique extreme point r * on S defined in (10) . From Lemma 3, we have r * j as in (13) for j ∈ [G]. By inserting (13) to (18), we get l * j described in (14) for j ∈ [G]. By inserting (13) to (19) , we obtain
We obtain (15) using the following equality
where W −1 (z) ≤ −1 and z ∈ − 1 e , 0 . Therefore, we obtain the minimum expected latency in (16) . Note that T depends only on µ and N . It can be easily seen that T = Θ( 1 N ). Fig. 2 illustrates the above statement where N := (N 1 , N 2 , N 3 ) = (1000, 2000, 3000) and µ = (µ 1 , µ 2 , µ 3 ) = (2, 1, 0.5). We denote the scale of µ as q. In addition, k n * , the rate of (n * , k) MDS code, is a function of µ and N . Next, we observe how the straggling parameter and the number of workers in each group influence the rate. It is assumed that there are two groups in order to facilitate visualization. In Fig  3, N 1 and µ 1 are set to 100 and 1, respectively. If there is only one group, then the rate k n * is a strictly increasing function with respect to straggling parameter. Intuitively, for fixed N 2 , the rate can be thought of as a strictly increasing function with respect to straggling parameter µ 2 . Interestingly, however, it is not true, as we can see in Fig. 3 . Next, we show that Theorem 2 is a generalization of the result in [4] . Remark 1. Consider the case that there exist two groups. Assume that the straggling parameter of workers in the second group is arbitrarily small, i.e., µ (2) ≈ 0. Note that ξ(r 2 , N 2 , µ (2) ) in (7) goes to infinity as µ 2 goes to zero. This gives that
In the following way we reach the same conclusion as well. Assume that there are N j workers in group j and all workers have the same straggling parameter, i.e., µ (j) = µ for all j ∈ [G]. From (14) and (16), we have
Since T rj :Nj 's are independent, by using (5), we have
It follows from Proposition 1 and Lemma 4 that for given (l * , r * ), we have
Corollary 1. For given G = 2 and n, consider the uniform load allocation, i.e. l i = l r . Let r = (r 1 , r 2 ) be the numbers of workers to complete the uniformly assigned task l r which achieves the minimum of
Proof. This corollary can be easily verified by applying the same method used in Lemma 1. So we omit the proof.
In the uniform load allocation, we have
It follows from (25) that we have 1
Solving the (26) with respect to r u j , we insert r u j to (24) . Then we obtain the following theorem. Theorem 4 (Theorem 3 in [29] ). For given r and G (= 2), consider the uniform load allocation. Then r can be determined by solving the following equation.
The proposed scheme in [29] starts with dividing the data matrix A with k row vectors into r submatrices of the same size. Then r j , the number of submatrices assigned to group j, is obtained from (27) . The (N j , r j ) MDS code is used to encode the submatrices assigned to each group and send it to the workers in group j, for j ∈ [G]. 4 After the master collect r j computation results from group j, the master performs decoding to recover the original r j submatrices.
In general, (27) 
E. Load Allocation Scheme with a Shift Parameter
In [28] , the authors proposed a load allocation method. In this section, we propose the optimal load allocation method according to the probabilistic model considered in [28] , which is represented as follows. The cumulative distribution function of execution time of worker i with a shift parameter, a i , is denoted by
Note that the shift parameter is not considered in our system model. Therefore, the analysis is presented by applying the proposed method to the probability model in [28] . We use the same system parameters (G, n, k, l (j) , µ (j) , N j , r j ) except for the shift parameter. Recall that r i denotes the number of workers in group j which complete the assigned subtasks when the master receives the k inner products, i.e., j∈ [G] l (j) r j = k. In addition, we define a (j) as a shift parameter in group j for j ∈ [G]. The execution time distribution of worker i in group j assigned to calculate the inner product of l (j) (< k) rows of A with x is expressed as
Let λ (29) . Let λ
is the r j -th order statistic of the N j identical exponential random variables with the distribution function in (29) and a shift parameter a (j) and a load allocation l (j) . Then we have
Note that for given a (j) , we can apply the same argument used in our probability model. Then we have the following corollary to Theorem 2. For simplicity, we denote
, denoted by T a , is determined as follows:
Then the minimum expected latency, T a , is represented as
Proof. Proof of this corollary can be done by applying the same argument used in Theorem 2, and thus we omit the proof.
Reapplying the argument used in Section III-A and III-C , we have
Moreover, for given (l * , r * ), we can show that λ a r:N converges to the lower bound T a as N goes to infinity. Similarly to Remark 1, we can also confirm that our finding on the load allocation and expected latency is a generalization of the result for homogeneous workers under the latency model with a shift parameter as follows. Consider the case that there are N j workers in group j for j ∈ [G]. Assume that µ (j) = µ and a (j) = a for j ∈ [G]. From (30) and (31), we have
Again, the same conclusion can be drawn from the following approach. The aforementioned assumption that all workers have the same straggling and shift parameters means that there is only one group, which naturally leads the uniform load allocation for all workers. The data matrix A ∈ R k×d is uniformly divided into r submatrices, then we apply an (N, r) MDS code to obtain N coded submatrices. In this setting, we have
Note that λ r:N is a function of r and has a unique minimum on an open interval (0, N ). Using the similar calculation in Lemma 3, we obtain r * which minimizes λ r:N as follows:
Moreover, we get
Observe that T a is equal to λ r * :N . This concludes that our analysis generalizes the analysis done assuming homogeneous workers with the computation time distribution having a shift parameter.
The load allocation method proposed in [28] is located in Appendix C. 
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Proposed load allocation Uncoded Uniform load allocation with n* Uniform load allocation with rate 1/2 Lower bound of group code r = 100 Proposed lower bound Fig. 4 : Expected latency comparison between the proposed load allocation, uncoded, uniform load allocation with n * , uniform load allocation with rate 1 2 , the lower bound of group code in [29] , and the proposed lower bound with five groups. , the lower bound of group code in [29] , and the proposed lower bound with five groups, according to the scale of µ, denoted by q.
IV. SIMULATION RESULTS
In this section, we provide comparisons between the expected latency of the proposed load allocation and existing schemes. We confine our interest to a certain range of µ (j) based on the following observations. For a large µ (j) , we have
From (16), T , the lower bound of λ r:N , thus grows to infinity. Using (14) and (2), we have a load allocation l (j) = k Nj , which does not include the straggling parameters of the workers in each group. We, thus, perform the evaluation only for the range of µ (j) (< 750) for j ∈ [G].
Numerical simulations are carried out using the Monte Carlo method with 10 4 samples. In Fig. 4 , we consider the scenario in which workers are formed into five groups. In Fig. 4, we set N = (N 1 , N 2 , N 3 , N 4 , N 5 ) = 1 25 (3N, 4N, 5N, 6N, 7N ) , (µ 1 , µ 2 , µ 3 , µ 4 , µ 5 ) = (16, 12, 8, 4, 1) , and r = 100.
The result in Fig. 4 shows that the proposed load allocation method achieves the lower bound T . The proposed load allocation shows a 10x or more performance gain over the MDS code with fixed r which is considered as a lower bound in [29] as N , the total number of workers, increases. The reason why the expected latency with fixed r converges to some value Fig. 4 ) without decreasing despite the increase of N is that the load allocation l (j) is constant k r . In other words, even though the total number of workers increases, the amount of task assigned to each worker is constant. It follows that the expected latency cannot continue to decrease.
Next, we compare the proposed load allocation with a uniform load allocation method. For uniform load allocation, n has to be selected first. The simulation in Fig. 4 , is performed with n as n * and 2k. The uncoded scheme, which takes into account the case where n = k, is the uniform load allocation. Despite using the same (n * , k) MDS code, the proposed load allocation method has a 18% lower latency than the uniform load allocation does.
Another numerical simulation is conducted to observe the effect of the scale factor of µ, q, on the expected latency of each scheme and to find the lowest limit on the expected latency of the uniform load allocation with an (n, k) MDS code. In this simulation, the same setting as the previous simulation in Fig. 4 is used, except N which is fixed to 2500.
The expected latency according to the change in q, the scale of µ, is depicted in Fig. 5 . If q ≤ 10 −2 , then the uniform load allocation with n * appears to achieve the proposed lower bound. In the region [10 −1.5 , 10 −1 ], there is a tendency that the uniform load allocation with rate 1 2 has a relatively lower expected latency than the other schemes, except for the proposed load allocation. On the other hand, in the regions excluding [10 −1.5 , 10 −1 ], it has a relatively high expected latency compared to the lower bound. In addition, the result shows that the expected latency of an uncoded scheme using the rate 1 uniform load allocation method approaches the proposed lower bound T as q increases to 10 1.5 . Based on these observations, we Expected latency Proposed scheme with shift parameter Load allocation in [28] Proposed lower bound Fig. 9 : Comparison between the proposed load allocation with shift parameter and the load allocation algorithm in [28] with three groups.
conducted the following experiments with the assumption that the rate of MDS code would have a significant impact on the expected latency. Fig. 6 shows the rate k n * as a function of q, the scale of µ, with N as in the previous setting of Fig. 5 . In the region [10 −1.5 , 10 −1 ], the rate is close to 1 2 , and the rate is almost 0.99 when q = 10 1.5 . The following simulations are done in region [10 −2 , 10 1.5 ], since the (n * , k) MDS code achieves the proposed lower bound T if q ≤ 10 −2 . The simulation results under the uniform load allocation show that an (n, k) MDS code can exist to have an expected latency lower than the expected latency of a system using the (n * , k) MDS code if we use an (n, k) MDS code close to the optimal rate k n * . Therefore, the effects of various rates on the expected latency of the uniform load allocation is depicted in Fig. 7 . The simulation result shows that when q = 1, the MDS code with rate 2 3 has a lower expected latency than that of the optimal (n * , k) MDS code under the uniform load allocation. In addition, in Fig. 8 , the simulation is performed under the condition that there are two groups with parameter N = (N 1 , N 2 ) = (300, 600) and µ = (µ 1 , µ 2 ) = (4, 0.5). In the simulation, we have found that the lowest expected latency is achieved when the rate is near 0.52 under the uniform load allocation. Given the same parameters, the proposed load allocation shows a 10% reduction in the expected latency compared to the uniform load allocation with rate 0.52.
We now proceed with the simulation for the probability model with a shift parameter. From (28), we have
This means that k is a scaling factor that affects the expected latency in the probability model with a shift parameter. The following simulations are conducted with k fixed to 10 5 . In Fig. 9 , we set N = 1 10 (3N, 3N, 4N ), µ = (1, 4, 8) , and a = (1, 4, 12) . In this simulation, we observe that the proposed load allocation with a shift parameter achieves the lower bound T a . This result is consistent with the result of [28] which is known to be an optimal load allocation scheme.
V. CONCLUSION
In this paper, we proposed the optimal load allocation for distributed matrix-vector multiplication in heterogeneous group clusters. Specifically, we established a lower bound on the expected latency and obtained the optimal load allocation by showing that our proposed load allocation achieves the minimum of the lower bound, which is shown to be the theoretical limit. Along with the proposed load allocation, the optimal design of the (n, k) MDS code is obtained. The optimal load allocation in our setting is a generalization of the result in [4] . From numerical evaluations, it is shown that the proposed load allocation provides a 10x reduction in expected latency compared to the existing scheme. [28] Letl (j) denote the load allocation proposed in [28] . Theñ l (j) = k sδ (j) , Depending on our system model, s can be rewritten as
APPENDIX C LOAD ALLOCATION METHOD PROPOSED IN
Thus, we havel
We use an (ñ, k) MDS codes for this load allocation, wherẽ n = j∈ [G] N jl(j) .
