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EXPECTED SUPREMUM REPRESENTATION OF THE VALUE OF A
SINGULAR STOCHASTIC CONTROL PROBLEM
LUIS H. R. ALVAREZ E. AND PEKKA MATOMA¨KI
Abstract. We consider the problem of representing the value of singular stochastic control prob-
lems of linear diffusions as expected suprema. Setting the value accrued from following a standard
reflection policy equal with the expected value of a unknown function at the running supremum of
the underlying is shown to result into a functional equation from which the unknown function can
be explicitly derived. We also consider the stopping problem associated with the considered singular
stochastic control problem and present a similar representation as an expected supremum in terms
of characteristics of the control problem.
Date: June 23, 2015.
2010 Mathematics Subject Classification. 93E20, 60G40, 60J60, 49L20.
Turku School of Economics, Department of Accounting and Finance, 20014 University of Turku, Finland, e-
mail:luis.alvarez@tse.fi.
Turku School of Economics, Department of Accounting and Finance, 20014 University of Turku, Finland, e-
mail:pjsila@utu.fi.
EXPECTED SUPREMUM AND SINGULAR STOCHASTIC CONTROL 1
1. Introduction
Singular stochastic control problems arise quite naturally in economics and finance. Accord-
ingly, a relatively large class of problems utilized in studying the rational management of renewable
resources, optimal dividend distribution, and optimal capital accumulation can be modeled as sin-
gular stochastic control problems (see, for example, [4, 5, 6, 17, 21, 32, 37, 38, 39, 40, 42]; for an
extensive list of references and applications in economics, see the seminal textbook [22]). Given
this interest, various techniques for solving singular stochastic control problems have been devel-
oped. Especially in the case where the underlying constitutes an Itoˆ-diffusion process variational
inequalities have proven to be a very useful tool for characterizing the optimal policy and its value
([1, 14, 18, 33, 34]). The advantage of that approach is that it naturally permits the utilization
of stochastic calculus and as such applies in a multidimensional and finite horizon setting as well.
Alternatively, given the close connection of the value of the optimal policy with the value of an
associated optimal stopping problem the singular stochastic control problem can alternatively be
approached by focusing on the associated stopping problem and solving both problems by utiliz-
ing probabilistic techniques and relying directly on pathwise properties of the controlled process
(cf. [8, 9, 15, 25, 26, 30, 31, 35]). More recently, it has become apparent that these problems
can also be approached by relying directly on the general properties of the running supremum and
infimum of stochastic processes and utilizing these processes in the representation of the values of
the considered control problems (cf. [11, 12, 13, 27, 24]). Roughly speaking, these studies delineate
a set of general conditions under which a process can be expressed as a functional of the running
supremum or infimum of another process and utilize this observation in the characterization of the
values of the considered stochastic control problems. This approach provides a general framework
for analyzing stochastic control problems since it applies outside the Markovian and infinite horizon
setting. Interestingly, this approach extends also to other representation problems and it can be
utilized efficiently in the representation of excessive mappings and potentials as expected suprema
(cf. [28, 29, 20]).
Our objective in this study is to extend the analysis developed in [7] and delineate circumstances
under which the value of a class of singular stochastic control problems can be represented as an
expected running supremum of a function depending on the underlying diffusion process. The main
difference to former studies on the subject (e.g. [11, 12, 13, 27, 24]) is the fact that we are able
to derive, in a linear diffusion setting, both the representing function as well as the value of the
expected supremum explicitly. These closed form representations allows us to extend our analysis
to various ways and establish interesting connection between different representations.
Instead of determining the optimal policy and its value directly, we first consider the value
of a standard reflection policy at an arbitrary constant boundary. We will introduce the problem
in exact terms in the next section, but to get a general idea of the chosen approach, consider the
value of a singular control (a local time push) characterized by downward reflection at an arbitrary
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constant threshold y:
Hy(x) = Ex
[∫ τZ0
0
e−rs
(
α(XZ
y
s )− (Rrpi)
′(XZ
y
s )
)
dZys
]
,
where XZ
y
denotes the reflected diffusion, Zy denotes the control policy, τZ0 = inf{t ≥ 0 : X
Z
t ≤ 0}
denotes the exogenous liquidation date, and (Rrpi)(x) and α(x) are sufficiently nice functions. The
principal objective of our study is to explicitly determine the representing function f(x) for which
Ex
[
f
(
sup
0≤t≤Tr
Xt
)
1(y,∞)
(
sup
0≤t≤Tr
Xt
)]
= Hy(x),
where Tr ∼ Exp(r) is an exponentially distributed random time independent of the underlying
diffusion X killed at 0 in the absence of interventions (see Theorems 3.2 and 3.3). Computing the
left hand side of the equation above by utilizing the explicitly known probability distribution of the
supremum attained at an exponentially distributed random time and requiring equality of these two
functional forms then results into an identity from which the unknown representing function can be
explicitly determined.
Somewhat surprisingly, and in contrast with representation results of optimal stopping prob-
lems, the representing function f is shown to vanish at an arbitrary reflection boundary y — inde-
pendently of whether the boundary is optimal or not. Hence, the condition resulting to the validity
of the standard smooth fit principle in an optimal stopping setting is not sufficient in the optimal
reflection case. We demonstrate that in the singular stochastic control case optimality is attained
at the threshold where the derivative f ′ vanishes. As intuitively is clear, this condition is shown
to coincide with the standard C2-smoothness requirement across the optimal reflection boundary;
a condition which typically arises in singular stochastic control problems of linear diffusions.
Given that the derivative of the value of a singular stochastic control problem usually coincides
with the value of an associated optimal stopping problem, we also analyze the optimal stopping
problem associated with the marginal value of the optimal reflection policy. Furthermore, we derive
a similar supremum representation for the associated stopping problem under some circumstances
as well. We find that the representing functions needed for the representations mentioned above are
functionally dependent on each other so that the one associated with the stopping problem can be
seen as multiple of the derivative of the representing function associated with the singular stochastic
control problem. For the sake of completeness, we also analyze the associated nonlinear optimal
stopping problem arising in the analysis of Gittins indices and characterize this value in terms of
the derived functional forms.
The contents of this study are as follows. In section 2 we formulate the considered singular
stochastic control problem and characterize the underlying dynamics as well as the key functional
forms needed later in the analysis. Our main findings on the considered representation problem are
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then summarized in 3. These findings are then illustrated numerically in an explicitly parameterized
model in section 4. Finally, section 5 concludes our study.
2. Singular Stochastic Control Problem
Our objective is to characterize the value of a relatively broad class of singular stochastic
control problems as expected suprema of a measurable function satisfying a set of regularity and
monotonicity conditions stated later in this study. To this end, let (Ω,P, {Ft}t≥0,F) be a complete
filtered probability space satisfying the usual conditions and assume that the underlying diffusion
process evolves on I = (0, b) ⊆ R+ according to the dynamics described by the generalized stochastic
differential equation
dXZt = µ(X
Z
t )dt+ σ(X
Z
t )dWt − dZt, X
Z
0 = x ∈ I,(1)
where the drift coefficient µ : I 7→ R and the volatility coefficient σ : I 7→ R+ are assumed to be
continuous and to satisfy the conditions σ(x) > 0 for all x ∈ I and∫ x+ε
x−ε
1 + |µ(y)|
σ2(y)
dy <∞
for some ε > 0 and all x ∈ I. These conditions guarantee the existence of a weak solution for
the stochastic differential equation (1) (cf. [36], pp. 342–353). The control policy Z is assumed
to satisfy Z ∈ S, where S denotes the class of non-negative, non-decreasing, right-continuous,
and {Ft}-adapted processes. In what follows, we will denote by X the diffusion X
Z , when the
control policy Z does not directly affect the underlying randomly fluctuating process driving the
stochasticity of the model. We will also assume throughout this study that the upper boundary b is
natural for the underlying diffusion X and that the lower boundary is either natural, exit, entrance,
or regular for X.
Given these dynamics, our objective is to analyze the singular stochastic control problem
V (x) = sup
Z∈S
Ex
∫ τZ0
0
e−rs
(
pi(XZs )ds+ α(X
Z
s )dZs
)
,(2)
where pi : I 7→ R is a known function measuring the revenue flow accrued from continuing operation
and α : I 7→ R+ denotes the state dependent marginal return associated with utilizing the control
policy. We will later impose tighter regularity conditions on these mappings in order to be able to
characterize the values and their representations as expected suprema explicitly.
As usually, we denote by
A =
1
2
σ2(x)
d2
dx2
+ µ(x)
d
dx
the differential operator representing the infinitesimal generator of the underlying diffusion X. As is
known from the classical theory on linear diffusions, there are two linearly independent fundamental
solutions ψ(x) and ϕ(x) satisfying a set of appropriate boundary conditions based on the boundary
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behavior of the process X and spanning the set of solutions of the ordinary second order differ-
ential equation (Gru)(x) = 0, where Gr = A − r denotes the differential operator associated with
the diffusion X killed at the constant rate r. Moreover, ψ′(x)ϕ(x) − ϕ′(x)ψ(x) = BS′(x), where
B > 0 denotes the constant Wronskian of the fundamental solutions and (for a comprehensive
characterization of the fundamental solutions, see [16], pp. 18-19)
S′(x) = exp
(
−
∫ x 2µ(t)
σ2(t)
dt
)
denotes the density of the scale function of X. In what follows, we will denote by ψˆz(x) = ψ(x) −
ψ(z)
ϕ(z)ϕ(x) the increasing fundamental solution associated with the diffusion X killed at the boundary
z ∈ I. It is clear that (cf. [16], p. 19)
lim
z↓0
ψˆz(x) =

ψ(x) −
ψ(0)
ϕ(0)ϕ(x) if 0 is regular for X
ψ(x) otherwise.
Given the fundamental solutions characterized above, let u(x) = c1ψ(x) + c2ϕ(x), c1, c2 ∈ R be
an arbitrary twice continuously differentiable r-harmonic function and define for sufficiently smooth
mappings g : I 7→ R the functional
(Lug)(x) = g(x)
u′(x)
S′(x)
−
g′(x)
S′(x)
u(x)
associated with the representing measure for r-excessive functions (cf. [46]). Noticing that if g is
twice continuously differentiable, then
(Lug)
′(x) = −(Grg)(x)u(x)m
′(x)
implying that
(Lug)(z) − (Lug)(y) =
∫ y
z
(Grg)(t)u(t)m
′(t)dt(3)
for any a < z < y < b. Finally, we denote by L1r(I) the class of measurable functions f : I 7→ R+
satisfying for all x ∈ I the integrability condition
Ex
∫ τ0
0
e−rs|f(Xs)|ds <∞,
where τ0 = inf{t ≥ 0 : Xt = 0} denotes the first hitting time to 0. As is known from the literature
on linear diffusions, the expected cumulative present value of a function f ∈ L1r(I), that is,
(Rrf)(x) = Ex
∫ τ0
0
e−rsf(Xs)ds
can be expressed as
(Rrf)(x) = B
−1ϕ(x)
∫ x
0
ψˆ0(y)f(y)m
′(y)dy +B−1ψˆ0(x)
∫ b
x
ϕ(y)f(y)m′(y)dy,(4)
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where m′(x) = 2/(σ2(x)S′(x)) denotes the density of the speed measure m of X.
In order to guarantee that the considered singular stochastic control problem (2) is well-defined
we first have to make some assumptions on the key functional forms. We first make the following
assumptions:
Assumption 2.1. We assume that throughout this section the following conditions are met:
(a) pi ∈ L1r(I) and pi ∈ C
1(I),
(b) α ∈ C1(I), α(x) attains a unique global maximum at xα ∈ [0, b) and is non-increasing on
(xα, b), and
(c) limx↑b Λ(x)/ψˆ0(x) = 0, where
Λ(x) :=
∫ x
0
α(z)dz.
Assumption 2.1(a) essentially guarantees that the value accrued from leaving the opportunity
to use the control policy unutilized is finite. Assumption 2.1(b), in turn, guarantees that while the
marginal return associated with the control policy is decreasing as a function of the state (i.e. the
smaller the reserves get, the higher the price of a remaining unit of stock becomes) its cumulative
value cannot explode. In this way it creates incentives to maintain the reserves unutilized at least
at low levels. Finally, assumption 2.1(c) guarantees that even though the cumulative marginal
returns associated with the instantaneous application of the control policy are increasing, they do
not explode at a rate which would result into the optimality of a single ”take the money and run”-
policy exerted at an arbitrarily high state (i.e. instantaneous depletion of reserves as soon as the
underlying exceeds a beforehand determined threshold).
It is at this point worth commenting shortly our assumptions on the function α(x) characterizing
the marginal return associated with the utilization of the control policy. As we will later establish
in our paper, the existence and uniqueness of an optimal exercise threshold at which the underlying
diffusion should be reflected downwards does not, per se, impose monotonicity requirements on α(x).
Hence, the existence of such a barrier can be established even in cases where α(x) does not satisfy
Assumption 2.1(b). Essentially, Assumption 2.1(b) is needed in order to guarantee that the initial
optimal policy cannot be of the instantaneous shifting down to the optimal boundary type and that
it has to be either of a standard instantaneous ”local time” reflection type (cf. [47]) or a chattering
down to the optimal threshold-type (cf. [2]). The latter of these policies does not belong into the set
of admissible policies and, thus, it must be interpreted as a limit of admissible distribution strategies.
In cases where α(x) is, for example, increasing the potentially optimal policies (at date 0) are either
of the reflection type or of the immediate shifting down to the optimal boundary-type. The reason
for this argument is that if α(x) is increasing then we naturally have Λ(x) − Λ(y) < α(x)(x − y)
which shows that the gradual distribution of reserves above an fixed potentially optimal boundary
is suboptimal. Finally, in a general setting where α(x) in not monotonic, the optimal policy can be
characterized as a combination of chattering and instantaneous shifting.
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Define the mapping A : I 7→ R measuring the option value of depleting the reserves instanta-
neously instead of leaving the reserves uncontrolled by A(x) = Λ(x)−(Rrpi)(x). Let us now consider
the parameterized family of continuously differentiable functions Fy(x) = (Rrpi)(x) +Hy(x), where
(cf. [6])
Hy(x) =


A(x)−A(y) +A′(y) ψˆ0(y)
ψˆ′0(y)
x ∈ [y, b)
A′(y) ψˆ0(x)
ψˆ′0(y)
x ∈ (0, y).
(5)
As is known from the literature on singular stochastic control, Fy(x) represents the value accrued
from following a reflecting strategy at a given exogenous boundary y ∈ I (cf. [47]). Hence, the
value Fy(x) constitutes a decomposition where the first cumulative part (Rrpi)(x) measures the
value of continuing operation with the prevailing stock x while the second part Hy(x) captures the
excess value which can be accrued by utilizing a local time type control policy at a given exogenous
boundary y. It is worth emphasizing that the function Hy(x) is also closely related to the value of
the associated singular stochastic control problem
H(x) = sup
Z∈S
Ex
∫ τZ0
0
e−rsA′(XZs )dZs.(6)
To see that this is indeed the case in the present situation, consider only those admissible policies
Z ∈ S which maintain the underlying diffusion in an arbitrary bounded set (0, y]. Utilizing in that
case the generalized Itoˆ-Do¨blin theorem (Dole´ans-Dade-Meyer formula) to the function (t, x) 7→
e−rt(Rrpi)(x) yields (cf. Theorem 32 in [44]; see also Lemma 3.1 in [41])
Ex
[
e−rT
Z
n (Rrpi)(X
Z
TZn
)
]
= (Rrpi)(x)− Ex
∫ TZn
0
e−rspi(XZs )ds + Ex
∫ TZn
0
e−rs(Rrpi)
′(XZs )dZs,
where TZn is a sequence of almost surely finite stopping times converging to τ
Z
0 as n→∞. Letting
n→∞ now yields
Ex
∫ τZ0
0
e−rspi(XZs )ds = (Rrpi)(x) + Ex
∫ τZ0
0
e−rs(Rrpi)
′(XZs )dZs
for any admissible policy Z ∈ S maintaining the underlying diffusion in an arbitrary bounded set
(0, y]. This shows how the singular stochastic control problems (2) and (6) are related.
3. Representation of Values as Expected Suprema
Let Mt = sup{Xs; s ≤ t ∧ τ0} denote the running supremum of X˜ = {Xt; t < τ0} and assume
that T ∼ exp(r) is an exponentially distributed random time which is independent of the underlying
diffusion. Our objective is to now consider the following identification problem:
Problem 3.1. Does there exist a function fˆ(x) = f(x)1[y,b)(x) such that for all x ∈ I we would have
Hy(x) = Ex[fˆ(MT )] <∞ for all x ∈ I. Under which conditions we have Hy(x) = Ex[sup{fˆ(Xt); t ≤
T}] <∞ for all x ∈ I.
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Our objective is in what follows to characterize the function fˆ explicitly. To this end, we first
observe that since (cf. p. 26 in [16])
Px [MT ≥ y] =
ψˆ0(x)
ψˆ0(y)
,
we have
Ex[fˆ(MT )] = ψˆ0(x)
∫ b
x∨y
f(z)
ψˆ′0(z)
ψˆ20(z)
dz.(7)
Thus, identity Hy(x) = Ex[fˆ(MT )] holds if
∫ b
x∨y
f(z)
ψˆ′0(z)
ψˆ20(z)
dz =
Hy(x)
ψˆ0(x)
=


A(x)−A(y)+A′(y)
ψˆ0(y)
ψˆ′
0
(y)
ψˆ0(x)
x ∈ [y, b)
A′(y)
ψˆ′0(y)
x ∈ (0, y).
(8)
It is now a straightforward exercise to show that this identity holds for x ≥ y if the function f(x)
is chosen according to the identity (cf. Section 3.2 in [12])
f(x) = A(x)−
A′(x)
ψˆ′0(x)
ψˆ0(x)−
(
A(y)−
A′(y)
ψˆ′0(y)
ψˆ0(y)
)
=
S′(x)
ψˆ′0(x)
(L
ψˆ0
A)(x) −
S′(y)
ψˆ′0(y)
(L
ψˆ0
A)(y).(9)
We have, thus, been able to show the following representation result.
Theorem 3.2. Assume that f is defined as in (9). Then, Hy(x) = Ex[f(MT )1[y,b)(MT )] for all
x ∈ I.
According to Theorem 3.2, the excess value which can be accrued by utilizing a local time type
control policy at a given exogenous boundary y can be expressed as the expected value of a function
fˆ at the running maximum attained at an exponentially distributed random date. However, despite
this identity, Theorem 3.2 does not make statements on the potential optimality of the considered
control policy nor does it characterize circumstances under which the valueHy(x) could be expressed
as an expected supremum. It is clear by definition of the function fˆ that in order to represent the
value as an expected supremum, the function fˆ needs to be nonnegative and nondecreasing. Since
f(y+) = 0 by definition, we notice that fˆ(x) is nonnegative and nondecreasing provided that
f ′(x) = −
d
dx
[
A′(x)
ψˆ′0(x)
]
ψˆ0(x) ≥ 0(10)
for all x ≥ y. We can now prove our first main representation theorem related to the singular
stochastic control problem (2).
Theorem 3.3. Assume that the function A′(x)/ψˆ′0(x) attains a unique global maximum at the
threshold y∗ = argmax
{
A′(x)/ψˆ′0(x)
}
and that A′(x)/ψˆ′0(x) is non-increasing on [y
∗, b). If f is
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defined as in (9), then
Hy(x) = Ex
[
sup
{
f(Xt)1[y,b)(Xt); t ≤ T
}]
(11)
is r-excessive for X for all y ≥ y∗ and V (x) = Fy∗(x).
Proof. The assumed monotonicity of A′(x)/ψˆ′0(x) on [y
∗, b) guarantees that
d
dx
A′(x)
ψˆ′0(x)
≤ 0
for all x ≥ y∗. Condition f(y+) = 0 and inequality (10) now guarantees that fˆ is continuous, non-
negative, and monotonically increasing for all y ≥ y∗ and, therefore, that Hy(x) = Ex[sup{fˆ(Xt); t ≤
T}] in that case. The r-excessivity of Hy(x) then follows from Proposition 2.1 in [28]. The identity
V (x) = Fy∗(x) follows from Theorem 1 in [2]. 
Theorem 3.3 states in terms of the ratio A′(x)/ψˆ′0(x) a set of sufficient conditions under which
the value of a standard reflection policy at a given fixed threshold can be expressed as an expected
supremum. Given that the value represents the expected cumulative returns obtained by following
a reflection policy, it is clear that the highest value which can be attained by following such a policy
is the one where the reflection policy is exerted at the threshold maximizing the ratio A′(x)/ψˆ′0(x).
As was pointed out earlier in our paper, Theorem 3.3 does not impose strong monotonicity require-
ments on the marginal return α(x). As is clear from Theorem 3.3, the validity of the considered
representation is guaranteed as long as the ratio A′(x)/ψˆ′0(x) attains a unique global maximum
above which it is non-increasing.
A set of sufficient condition characterizing circumstances under which the requirements of The-
orem 3.3 are met are now summarized in the following.
Theorem 3.4. Assume that the function (GrA)(x) satisfies the following conditions:
(i) there exists a xˆ = argmax{(GrA)(x)} ∈ I so that (GrA)(x) is nondecreasing on (0, xˆ) and
non-increasing on (xˆ, b)
(ii) limx↓0(GrA)(x) ≥ 0 if 0 is unattainable for X, limx↓0(GrA)(x) > 0 if 0 is attainable for X,
and limx↑b(GrA)(x) < −ε, where ε > 0.
Then, there exists a unique threshold
y∗ = argmax
{
A′(x)
ψˆ′0(x)
}
∈ (xˆ, x0)
where x0 = inf{x > xˆ : (GrA)(x) = 0}, satisfying the ordinary first order optimality condition
r
∫ y∗
0
ψˆ0(t)(GrA)(t)m
′(t)dt− (GrA)(y
∗)
ψˆ′0(y
∗)
S′(y∗)
= 0.(12)
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Especially, if f is defined as in (9), then the representation (11) is r-excessive for X for all y ≥ y∗
and V (x) = Fy∗(x), where
Fy∗(x) = (Rrpi)(x) +
(GrA)(y
∗)
r
− Ex
[
inf
{
S′(Xt ∨ y
∗)
ψˆ′0(Xt ∨ y
∗)
∫ Xt∨y∗
0
ψˆ0(s)(GrA)(s)m
′(s)ds; t ≤ T
}]
.
(13)
Proof. As is well-known from the literature on diffusion processes, the resolvent Rr and the infini-
tesimal generator A− r are inverse operators (see e.g. III.4 in [45]). Hence, under our assumptions
we naturally have A(x) = − (Rr(GrA)) (x). By applying the representation (4), we observe that the
existence and uniqueness of the minimizing threshold y∗ now follows from the identity
d
dx
A′(x)
ψˆ′0(x)
=
2S′(x)
σ2(x)ψˆ′20 (x)
[
r
∫ x
0
ψˆ0(t)(GrA)(t)m
′(t)dt− (GrA)(x)
ψˆ′0(x)
S′(x)
]
in a completely analogous way with the proof of Theorem 2 in [2]. Utilizing this identity now proves
that
d
dx
A′(x)
ψˆ′0(x)
= −
d
dx
(Rr(GrA))
′ (x)
ψˆ′0(x)
≤ 0
for all x ≥ y∗. Condition f(y+) = 0 and inequality (10) now guarantees that fˆ is continuous, nonneg-
ative, and monotonically increasing for all y ≥ y∗ and, therefore, that Hy(x) = Ex[sup{fˆ(Xt); t ≤
T}] in that case. The r-excessivity of Hy(x) then follows from Proposition 2.1 in [28]. Finally,
applying representation (4) to the present problem yields
A(x)−
A′(x)
ψ′(x)
ψ(x) = −
S′(x)
ψˆ′0(x)
∫ x
0
ψˆ0(t)(GrA)(t)m
′(t)dt.
Thus, we observe by setting y = y∗ that
fˆ(x) =
(GrA)(y
∗)
r
−
S′(x ∨ y∗)
ψˆ′0(x ∨ y
∗)
∫ x∨y∗
0
ψˆ0(t)(GrA)(t)m
′(t)dt
demonstrating the validity of the proposed representation (13). 
Theorem 3.4 presents a set of easily verifiable sufficient conditions under which the value of
the considered singular stochastic control problem admits a representation as an expected supre-
mum. Since this representation is closely associated with the excess value which can be accrued by
controlling the underlying dynamics, we find that (13) provides a supremum interpretation of the
maximal yield accrued from controlling the reserves in an optimal fashion. An interesting corollary
of Theorem 3.4 is summarized in the following.
Corollary 3.5. Assume that the conditions of Theorem 3.4 are satisfied and that the representing
function f is defined as in (9). Then, f(x) ≥ 0 for all x ∈ I only if y = y∗.
Proof. Noticing that y∗ = argmin
{
A(x)− A
′(x)
ψˆ′0(x)
ψˆ0(x)
}
demonstrates that the alleged result follows
from (9). 
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According to Corollary 3.5, the representing function f defined in (9) can be nonnegative on
the entire state space I only if the constant boundary y is chosen optimally. Otherwise, the set
where f is nonpositive is nonempty. This is an interesting observation, since even though the
representing function f is constructed so as to guarantee that condition f(y) = 0 is always met, it
is not necessarily nonnegative on I.
Theorems 3.2 and 3.4 characterize the auxiliary function f needed for the representation of the
value as an expected supremum explicitly by deriving first the value of the optimal strategy and
then solving the Volterra equation (8). It is, naturally, of interest to ask if the reverse is also true.
More precisely, can the value and optimal strategy be directly characterized by a given f possessing
a set of suitable properties? A set of circumstances under which the answer to this question is
positive are summarized in the following proposition.
Proposition 3.6. Assume that ψˆ0(x) is convex and let y
∗ := inf{y ∈ I : f˜(y) ≥ 0}, where f˜ : I 7→ R
is defined by
f˜(x) = A′(x)−
A′′(x)
ψˆ′′0 (x)
ψˆ′0(x).
Assume also that f˜(x) is positive for all x > y∗. Then, y∗ = argmax {A′(y)/ψ′(y)} and the conclu-
sions of Theorem 3.3 hold.
Proof. The identity y∗ = argmax {A′(y)/ψ′(y)} follows directly from
f ′(x) = −
d
dx
(
A′(x)
ψ′(x)
)
ψ(x) = f˜(x)
ψ′′(x)
ψ′(x)2
ψ(x).
Furthermore, since f˜(x) > 0 on (y∗, b) by assumption, we notice that f ′(x) > 0 for all x > y∗. The
alleged claim now follows from Theorem 3.3. 
Proposition 3.6 delineates circumstances under which the optimal reflection threshold can be
identified as the smallest state at which an associated function f˜ remains positive. As we will see
in what follows, the function f˜ is related to a stopping problem characterizing the marginal value
of the optimal policy.
4. Associated Optimal Stopping Problem
Having analyzed the representation of the value of the optimal singular policy as an expected
supremum, we now plan to consider the special case where the marginal value V ′(x) of the con-
sidered singular stochastic control problem (2) constitutes the solution of an associated stopping
problem and extend our representation to that setting as well. More precisely, we now consider the
parameterized family of continuous functions F ′y(x) = (Rrpi)
′(x) +H ′y(x), where
H ′y(x) =


A′(x) x ∈ [y, b)
A′(y)
ψˆ′0(x)
ψˆ′0(y)
x ∈ (0, y).
(14)
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Before proceeding we establish the following auxiliary result.
Lemma 4.1. Assume that conditions of Theorem 3.4 are satisfied. In that case the marginal value
V ′(x) = (Rrpi)
′(x) +H ′y∗(x) of the optimal policy can be expressed as
V ′(x) = (Rrpi)
′(x) + inf
y≥x
{
A′(y)
ψˆ′0(y)
}
ψˆ′0(x) = (Rrpi)
′(x) +
A′(y∗ ∨ x)
ψˆ′0(y
∗ ∨ x)
ψˆ′0(x).(15)
Moreover, the mapping (GrV )(x) + pi(x) is non-positive and non-increasing on I.
Proof. The representation (15) is a direct consequence of the findings of Theorem 3.4. Moreover,
since V (x) = Fy∗(x) = (Rrpi)(x) + Hy∗(x) satisfies the identity (GrFy∗)(x) + pi(x) = ((GrA)(x) −
(GrA)(y
∗))1[y∗,b)(x) for all x ∈ I and (GrA)(x) is decreasing on [y
∗, b), we find that (GrV )(x)+pi(x)
is non-positive and non-increasing on I. 
Lemma 4.1 demonstrates that the marginal value of the optimal singular stochastic control
policy constitutes the solution of an associated nonlinear programming problem. As we will observe
later in this study, combining this property with the monotonicity of the mapping (GrV )(x) + pi(x)
can be utilized in the determination of situations under which the marginal value V ′(x) constitutes
the value of an associated optimal stopping problem. In order to accomplish this task, we first
have to make some extra assumptions on the infinitesimal characteristics of the underlying process.
These extra assumptions are listed in the following.
Assumption 4.2. Assume that the following conditions are met:
(A) the infinitesimal drift µ(x) and volatility coefficient σ(x) are continuously differentiable on
I and ∫ x+ε
x−ε
1 + |µ(y) + σ′(y)σ(y)|
σ2(y)
dy <∞
for some ε > 0 and all x ∈ I
(B) r > µ′(x) for all x ∈ I, that is, the rate at which a unit of account appreciates is decreasing.
Assumption 4.2(A) guarantee the existence of a weak solution for the stochastic differential
equation (cf. [36], pp. 342–353)
dXˆt =
(
µ(Xˆt) + σ
′(Xˆt)σ(Xˆt)
)
dt+ σ(Xˆt)dWt, Xˆ0 = x.(16)
It is clear that the density of the scale of Xˆ is related to the density of the scale of X through the
identity Sˆ′(x) = S′(x)/σ2(x). The density of the speed measure of Xˆ reads, in turn, as mˆ′(x) =
2/S′(x).
Given the process Xˆ characterized by the stochastic differential equation (16) and the marginal
value (15) of the optimal policy, we now consider the optimal stopping problem
Vˆ (x) = (Rrpi)
′(x) + sup
τ
Ex
[
e−
∫ τ∧τˆ0
0 ρ(Xˆs)dsA′(Xˆτ∧τˆ0)
]
,(17)
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where τˆ0 = inf{t ≥ 0 : Xˆt = 0} and ρ(x) = r− µ
′(x). Given that the marginal expected cumulative
present value (Rrpi)
′(x) is independent of the stopping strategy, we can naturally focus on the
stopping problem
Hˆ(x) = sup
τ
Ex
[
e−
∫ τ∧τˆ0
0 ρ(Xˆs)dsA′(Xˆτ∧τˆ0)
]
(18)
and compare it with the marginal value of (6).
We immediately obtain the following useful result.
Lemma 4.3. Assume that the conditions of Theorem 3.4 and Assumptions 4.2 are satisfied. Then,
H ′(x) = H ′y∗(x) ≥ Hˆ(x) for all x ∈ I. Moreover, if 0 is unattainable for X, limx↓0 ϕ
′(x) = −∞
and limx↑b ψ
′(x) = ∞, then H ′(x) = H ′y∗(x) = Hˆ(x) and τ
∗ = inf{t ≥ 0 : Xˆt ≥ y
∗} is an optimal
stopping time.
Proof. We notice that Theorem 3.3 guarantees that H(x) = Hy∗(x). Utilizing this identity and the
known properties of the value Hy∗(x) first implies that H
′
y∗(x) ≥ A
′(x) for all x ∈ I. Second, since
Hy∗(x) satisfies the identity (GrHy∗)(x) = 0 for all x ∈ (0, y
∗), we find by ordinary differentiation
(GrHy∗)
′(x) = 0 for all x ∈ (0, y∗). Third, since (GrHy∗)(x) = (GrA)(x) + r
(
A(y∗)−A′(y∗) ψˆ0(y
∗)
ψˆ′0(y
∗)
)
for all x ∈ [y∗, b), we find by ordinary differentiation (GrHy∗)
′(x) = (GrA)
′(x) ≤ 0 for all x ∈ (y∗, b).
Consequently, we observe that (GrHy∗)
′(x) ≤ 0 for all x ∈ I \ {y∗} and |H ′′′y∗(y
∗±)| <∞. Since
(GrHy∗)
′(x) =
1
2
σ2(x)H ′′′y∗(x) + (µ(x) + σ(x)σ
′(x))H ′′y∗(x)− ρ(x)Hy∗(x)
we find by applying the Itoˆ-Do¨blin theorem to the function H ′y∗(x) that
H ′y∗(x) = Ex
[
e−
∫ τn
0 ρ(Xˆs)dsH ′y∗(Xˆτn)−
∫ τn
0
e−
∫ t
0 ρ(Xˆs)ds(GrHy∗)
′(Xˆt)dt
]
≥ Ex
[
e−
∫ τn
0 ρ(Xˆs)dsA′(Xˆτn)
]
,
where τn is a sequence of almost surely finite stopping times converging to an arbitrary stopping
time τ ∧ τˆ0 as n ↑ ∞. Invoking monotone convergence now implies that
H ′y∗(x) ≥ Ex
[
e−
∫ τ∧τˆ0
0 ρ(Xˆs)dsA′(Xˆτ∧τˆ0)
]
.
Since this inequality is valid for any stopping time, it has to be valid for the optimal one from which
the alleged inequality follows.
In order to prove the second part of our lemma, it is sufficient to show that the value H ′y∗(x)
can be attained by following an admissible stopping time. To see that this is indeed the case, we
notice since ψ′(x) and ϕ′(x) satisfy the ordinary differential equation
1
2
σ2(x)v′′(x) + (µ(x) + σ(x)σ′(x))v′(x)− ρ(x)v(x) = 0(19)
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and ϕ′′(x)ψ′(x) − ϕ′(x)ψ′′(x) = 2rBSˆ′(x) 6= 0 all solutions of (19) have to be of the form v(x) =
c1ψ
′(x) + c2ϕ
′(x). On the other hand, as was shown in Lemma 3.3 and Lemma 3.4 of [3], As-
sumption 4.2(B) and the assumed boundary behavior of the underlying diffusion guarantee that the
fundamental solutions ψ(x) and ϕ(x) are strictly convex on I. Hence, we find that for all x ∈ (z, y)
Ex
[
e−
∫ τ˜
0 ρ(Xˆs)ds
]
=
v1(x)
v1(z)
+
v2(x)
v2(y)
,
where τ˜ = inf{t ≥ 0 : Xˆt 6∈ (z, y)} denotes the first exit time of Xˆ from (z, y), v1(x) =
ϕ′(y)
ψ′(y)ψ
′(x)−
ϕ′(x) is the decreasing and v2(x) = ψ
′(x)− ψ
′(z)
ϕ′(z)ϕ
′(x) the increasing fundamental solutions of (19) for
Xˆ killed at the boundaries z, y. The assumed boundary behavior implies that limz↓0 ψ
′(z)/ϕ′(z) = 0
and limy→b ϕ
′(y)/ψ′(y) = 0. Hence, we notice by invoking the condition limz↓0 ϕ
′(z) = −∞ that
lim
z↓0
Ex
[
e−
∫ τ˜
0
ρ(Xˆs)ds
]
=
ψ′(x)
ψ′(y)
+ lim
z↓0
ϕ′(y)
ψ′(y)ψ
′(x)− ϕ′(x)
ϕ′(y)
ψ′(y)ψ
′(z)− ϕ′(z)
=
ψ′(x)
ψ′(y)
.
In a completely analogous fashion, we observe that
lim
y↑b
Ex
[
e−
∫ τ˜
0 ρ(Xˆs)ds
]
=
ϕ′(x)
ϕ′(z)
.
Consequently, we notice that ψ′(x) constitutes the increasing and −ϕ′(x) the decreasing fundamental
solutions of (19) for Xˆ killed at the rate r − µ′(x) and, therefore, we have
H ′y∗(x) = Ex
[
e−
∫ τˆy∗∧τˆ0
0 ρ(Xˆs)dsA′(Xˆτˆy∗∧τˆ0)
]
,
where τˆy∗ = inf{t ≥ 0 : Xˆt ≥ y
∗}. 
Lemma 4.3 demonstrates that the marginal value of the optimal singular policy dominates the
value of the associated stopping problem. Lemma 4.3 also characterizes in terms of the boundary
behavior of the underlying diffusion and the limiting behavior of the derivatives of the fundamental
solutions circumstances under which the the marginal value of the optimal singular policy coincides
with the value of the associated stopping problem. It is worth noticing that the verification of these
conditions is a relatively straightforward task in the cases where b =∞ and the drift and volatility
coefficients admit the series representation µ(x)x/σ2(x) =
∑∞
k=0 λkx
k and x2/σ2(x) =
∑∞
k=0 δkx
k
since in that case the solutions of (Gru)(x) = 0 take the form (a Frobenius series representation, cf.
[48] pp. 364–370)
u(x) = C1x
η+
∞∑
k=0
ckx
k + C2x
η−
∞∑
k=0
cˆkx
k
where
η+ =
1
2
− λ0 +
√(
1
2
− λ0
)2
+ 2rδ0
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and
η− =
1
2
− λ0 −
√(
1
2
− λ0
)2
+ 2rδ0
constitute the roots of the indicial equation η(η − 1) + 2λ0η − rδ0 = 0. It is clear that if rδ0 > λ0,
then η+ > 1 and, consequently, x
η+ is increasing, strictly convex, and satisfies the limiting condition
η+x
η+−1 →∞ as x→∞.
Given our observations on the marginal value, we now ask under the conditions of Lemma 4.3
the following question:
Problem 4.4. Is there a nondecreasing representing function f˜ : I 7→ R+ for which
Ex
[
sup{f˜(Xˆt)1[y∗,b)(Xˆt); t < Tˆρ}
]
= Hˆ(x) = H ′y∗(x),(20)
where Tˆρ denotes the life time of the process Xˆt killed at the rate r − µ
′(x).
In light of the results of Lemma 4.3 it is clear that if (20) holds, then we would necessarily have
ψ′(x)
∫ b
x∨y∗
f˜(z)
ψ′′(z)
ψ′2(z)
dz = H ′y∗(x).
Applying (5) for x ≥ y∗ then results into the identity
ψ′(x)
∫ b
x
f˜(z)
ψ′′(z)
ψ′2(z)
dz = A′(x).
from which we obtain by straightforward differentiation that (cf. [7])
f˜(x) = A′(x)−
A′′(x)
ψ′′(x)
ψ′(x).
To derive an alternative expression for the representing function f˜ in terms of the representing
function f , we notice by invoking (7) that
H ′y∗(x) =
d
dx
[
ψ(x)
∫ b
x∨y∗
f(z)
ψ′(z)
ψ2(z)
dz
]
.
Consequently, the functions f˜ and f are related with each other through the identity
ψ′(x)
∫ b
x∨y∗
f˜(z)
ψ′′(z)
ψ′2(z)
dz =
d
dx
[
ψ(x)
∫ b
x∨y∗
f(z)
ψ′(z)
ψ2(z)
dz
]
.
For x ∈ [y∗, b) we have that∫ b
x
f˜(z)
ψ′′(z)
ψ′2(z)
dz =
∫ b
x
f(z)
ψ′(z)
ψ2(z)
dz −
f(x)
ψ(x)
.
Standard differentiation then yields
f˜(x) =
2rS′(x)
σ2(x)ψ′′(x)
∫ x
0
ψ(t)((GrA)(t) − (GrA)(x))m
′(t)dt = −
2S′(x)
σ2(x)ψ′′(x)
∫ x
0
ψ′(t)
S′(t)
(GrA)
′(t)dt.
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Given this expression, we are now in position to establish the following representation result (cf.
Proposition 2.13 in [20] and Theorem 3.7 in [7]).
Theorem 4.5. Assume that the conditions of Theorem 3.4 and Assumptions 4.2 are satisfied.
Assume also that 0 is unattainable for X and Xˆ killed at the rate ρ(x) and that the function
(GrA)
′(x)/ρ(x) is non-increasing on I. Then
f˜(x) = A′(x)−
A′′(x)
ψ′′(x)
ψ′(x) = −
∫ x
0 ψ
′(t)(GrA)
′(t)mˆ′(t)dt∫ x
0 ρ(t)ψ
′(t)mˆ′(t)dt
(21)
is nondreasing on [y∗, b) and satisfies the condition f˜(y∗) = 0. Moreover,
Hˆ(x) = H ′y∗(x) = Ex

sup

−
∫ Xˆt
y∗
ψ′(t)(GrA)
′(t)mˆ′(t)dt∫ Xˆt
0 ρ(t)ψ
′(t)mˆ′(t)dt
1[y∗,b)(Xˆt); t < Tˆρ



 .(22)
Proof. We first observe that ψ(x) has nice second order properties in the sense that
d
dx
[
1
2
σ2(x)
ψ′′(x)
S′(x)
]
= ρ(x)
ψ′(x)
S′(x)
> 0
for all x ∈ I. Since ψ′(x) constitutes the increasing fundamental solution of (19) for Xˆ killed at
the rate ρ(x), we notice that the assumed boundary behavior guarantees that ψ′′(x)/Sˆ′(x) → 0 as
x ↓ 0. Hence
1
2
σ2(x)
ψ′′(x)
S′(x)
=
∫ x
0
ρ(t)
ψ′(t)
S′(t)
dt,
which proves that f˜ has the alleged form (21) under the assumptions of our theorem. It is now
sufficient to prove that f˜ is nondecreasing. To see that this is indeed the case, we notice by ordinary
differentiation that
f˜ ′(x) =
ρ(x)ψ′(x)mˆ′(x)(∫ x
0 ρ(t)ψ
′(t)mˆ′(t)dt
)2
(∫ x
0
ρ(t)ψ′(t)
(
(GrA)
′(t)
ρ(t)
−
(GrA)
′(x)
ρ(x)
)
mˆ′(t)dt
)
≥ 0
since (GrA)
′(x)/ρ(x) was assumed to be non-increasing. Hence, f˜ is nondecreasing on I. Finally,
representation (22) follows from (20). 
It is worth noticing that our results actually prove that
f ′(x) = f˜(x)
ψ′′(x)
ψ′(x)2
ψ(x) = f˜(x)
d lnψ′(x)
d lnψ(x)
.
Hence, applying Proposition 3.6 shows that f˜ does not only dictate the behavior of the value of
the stopping problem (cf. Theorem 3.7 in [7]), it also determines the behavior of the value of the
singular control problem.
Under specific circumstances our results are also directly related with the optimal signal results
related to Gittins indices (cf. [10, 26, 34]). In [10] it was shown that the stopping set of an
optimal stopping problem equals to a set where the so called optimal stopping signal γ : I → R
associated with the particular stopping problem is non-negative. This has been further connected
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to our representation in [7, Proposition 2.14], where it was proved that the representing function
f˜(x) actually coincides with γ(x) on the stopping set of an associated nonstandard optimal stopping
problem.
To see how our present representation is related to the optimal stopping signal, we first denote
as T the set of first exit times inf{t ≥ 0 : Xˆt 6∈ (z, y)} from open intervals (z, y) ⊂ I with compact
closure in I. Our main finding on the connection between the developed approach and optimal
signals is summarized in the following.
Theorem 4.6. Assume that the conditions of Theorem 3.4 and Assumptions 4.2 are satisfied.
Assume also that 0 is unattainable for X and Xˆ killed at the rate ρ(x) and that the flow pi(x) is
monotonically increasing on I. Then x ≥ y∗ if and only if γˆ(x) ≥ 1, where
γˆ(x) = inf
τˆ∈T
Ex
[
α(x)− e−
∫ τˆ
0 ρ(Xˆs)dsα(Xˆτˆ )
]
Ex
[
(Rrpi)′(x)− e
−
∫ τˆ
0 ρ(Xˆs)ds(Rrpi)′(Xˆτˆ )
] .
If the flow pi(x) is monotonically decreasing on I, then x ≥ y∗ if and only if γˇ(x) ≤ 1, where
γˇ(x) = sup
τˆ∈T
Ex
[
α(x) − e−
∫ τˆ
0 ρ(Xˆs)dsα(Xˆτˆ )
]
Ex
[
(Rrpi)′(x)− e
−
∫ τˆ
0 ρ(Xˆs)ds(Rrpi)′(Xˆτˆ )
]
Proof. We first notice that the assumed monotonicity of the flow pi(x) implies that the expected cu-
mulative present value (Rrpi)(x) is monotonically increasing as well and, therefore, that (Rrpi)
′(x) >
0 for all x ∈ I. On the other hand, since (Rrpi)(x) satisfies the ordinary differential equation
(GrRrpi)(x) + pi(x) = 0 and pi(x) was assumed to be continuously differentiable, we notice by differ-
entiating that
1
2
σ2(x)(Rrpi)
′′′(x) + (µ(x) + σ(x)σ′(x))(Rrpi)
′′(x)− ρ(x)(Rrpi)
′(x) = −pi′(x) < 0
for all x ∈ I. Consequently, if τˆ ∈ T , then
Ex
[
e−
∫ τˆ
0
ρ(Xˆs)ds(Rrpi)
′(Xˆτˆ )
]
= (Rrpi)
′(x)− Ex
∫ τˆ
0
e−
∫ t
0
ρ(Xˆs)dspi′(Xˆt)dt ≤ (Rrpi)
′(x)
for all x ∈ I.
It is clear that under the conditions of our theorem H ′y∗(x) constitutes the smallest excessive
majorant of the exercise payoff A′(x) = α(x)− (Rrpi)
′(x) for the diffusion Xˆt killed at the rate ρ(x).
However, a nonnegative and measurable function l : I 7→ R+ ∪ {∞} is excessive for the diffusion Xˆt
killed at the rate ρ(x) if, and only if, l(x) is continuous and satisfies for all x ∈ I the inequality
Ex
[
e−
∫ τˆ
0
ρ(Xˆs)dsl(Xˆτˆ )
]
≤ l(x),
where τˆ ∈ T is an arbitrary first exit time from an arbitrary open set with compact closure in
I (cf. [23], Theorem 12.4. on pp. 7–8). Consequently, we find that x ∈ {x ∈ I : H ′y∗(x) =
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α(x)− (Rrpi)
′(x)} = [y∗, b) if, and only if
Ex
[
e−
∫ τˆ
0
ρ(Xˆs)ds(α(Xˆτˆ )− (Rrpi)
′(Xˆτˆ ))
]
≤ α(x) − (Rrpi)
′(x)
for all τˆ ∈ T . Reordering terms then yields that we have
Ex
[
α(x) − e−
∫ τˆ
0
ρ(Xˆs)dsα(Xˆτˆ )
]
Ex
[
(Rrpi)′(x)− e
−
∫ τˆ
0
ρ(Xˆs)ds(Rrpi)′(Xˆτˆ )
] ≥ 1
for all τˆ ∈ T . On the other hand, if x ∈ {x ∈ I : H ′y∗(x) > α(x)− (Rrpi)
′(x)} = (a, y∗), then
Ex
[
e−
∫ τˆ∗
0 ρ(Xˆs)ds(α(Xˆτˆ∗)− (Rrpi)
′(Xˆτˆ∗))
]
> α(x)− (Rrpi)
′(x),
where τˆ∗ = inf{t ≥ 0 : Xˆt ≥ y
∗} denotes the optimal exercise time. Hence, we find that [y∗, b) =
{x ∈ I : γˆ(x) ≥ 1} as claimed. Establishing the signal interpretation in the monotonically decreasing
setting is completely analogous. 
5. Explicit Example
Our objective is now to illustrate the considered class of singular stochastic control problems
and the possible intricacies associated with the developed representation results in an explicitly
parameterized example. To this end, we assume that the underlying dynamics evolve in the absence
of interventions according to a standard GBM characterized by the stochastic differential equation
(1) with a drift µ(x) = µ˜x and a volatility coefficient σ(x) = σ˜x, where σ˜ > 0. We also assume
that pi(x) = xη and α(x) = K1e
−νx +K2(1− e
−νx), where η ∈ (0, 1), K1 > K2 > 0, and ν > 0 are
exogenously determined constants.
It is well-known from the literature that in this case the fundamental solutions read as ψ(x) = xκ
and ϕ(x) = xϑ, where
κ =
1
2
−
µ˜
σ˜2
+
√(
1
2
−
µ˜
σ˜2
)2
+
2r
σ˜2
> 0
and
ϑ =
1
2
−
µ˜
σ˜2
−
√(
1
2
−
µ˜
σ˜2
)2
+
2r
σ˜2
< 0.
Moreover, (Rrpi)(x) =Mx
η, where
M =
1
r − µη − 12σ
2η(η − 1)
> 0.(23)
Utilizing these findings show that if κ > 1 (i.e. if r > µ˜), then
A′(x)
ψ′(x)
=
K1e
−νx +K2(1− e
−νx)− ηMxη−1
κxκ−1
∈
(
K2 − ηMx
η−1
κxκ−1
,
K1 − ηMx
η−1
κxκ−1
)
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and A′(x)/ψ′(x) attains a global maximum at a uniquely defined threshold
y∗ ∈
((
Mη(κ − η)
(κ− 1)K1
) 1
1−η
,
(
Mη(κ− η)
(κ− 1)K2
) 1
1−η
)
satisfying the ordinary first order condition
Mη(κ − η)y∗η−1 − (K1 −K2)e
−νy∗(κ− 1 + νy∗)− ν(K1 −K2)e
−νy∗ = 0.
In this case, the value of the optimal policy reads as
V (x) =


K1−K2
ν
(
e−νy
∗
− e−νx
)
+K2(x− y
∗) +My∗η + A
′(y∗)
κ
y∗ x ≥ y∗
Mxη + A
′(y∗)
κ
xκy∗1−κ x < y∗
and the function needed for the representation as an expected supremum reads as in (9) with
A(x)−
A′(x)
ψ′(x)
ψ(x) =
(κ− 1)K2x
κ
−
κ− η
κ
Mxη + (K1 −K2)
(
1− e−νx
ν
−
e−νxx
κ
)
.
The representing functions f associated with three different thresholds (the optimal one as well as
two suboptimal) are illustrated in Figure 1 in the case where σ = 0.1, r = 0.05, µ = 0.01,K1 =
12,K2 = 10, ν = 0.1, and η = 0.5. As is clear from Figure 1, choosing the threshold y
∗ optimally
results into a representing function which is nonnegative on the entire state space. As soon as
the threshold is chosen in a suboptimal fashion, the representing function can attain also negative
values.
1.35 1.4 1.45 1.5
0.005
0.01
0.015
0.005
Figure 1. The representing function f .
We also notice that if κ > 1 then
Hˆ(x) = H ′y∗(x) =


K1e
−νx + (1− e−νx)K2 − ηMx
η−1 x ≥ y∗
(K1e
−νy∗ + (1− e−νy
∗
)K2 − ηMy
∗η−1)
(
x
y∗
)κ−1
x < y∗
EXPECTED SUPREMUM AND SINGULAR STOCHASTIC CONTROL 19
and
f˜(x) =
1
κ− 1
(
(K1 −K2)e
−νx(νx+ κ− 1)− (κ− η)ηMxη−1 +K2(κ− 1)
)
.
6. Conclusions
We considered a class of singular stochastic control problems admitting the representation of
both the value of the optimal policy as well as its marginal value as an expected supremum. Instead
of determining the optimal policy and its value at once, we first stated the expected cumulative
present value of the revenue flow accrued by following an ordinary reflection policy at an arbitrary
constant boundary. We then computed the expected value of an unknown function depending on
the running supremum attained at an exponentially distributed random time by utilizing the known
probability distribution of the running supremum. Setting these values equal to each other then
results into a functional equation from which the unknown function is then determined.
In contrast with optimal stopping problems, the function needed for the representation vanishes
at the reflection boundary independently of wether it is optimal or not. As our results indicate,
optimality is attained at the threshold where the derivative of the above mentioned function vanishes.
This condition is shown to coincide with the standard C2-smoothness condition arising in singular
stochastic control problems. Interestingly, since the marginal value of the singular stochastic control
problem constitutes under some circumstances the value of an associated stopping problem, a similar
supremum representation was shown to hold for the marginal value as well. Since the functions
needed for the representations depend on each other, it is precisely this connection which explains
the different regularity conditions needed for the characterization of the optimal boundary.
This study focused on a single boundary setting where the reflection policy is exerted only at
a single optimal state resulting into a maximized expected cumulative yield. Even though this is
sufficient from the perspective of many financial and economic applications of singular stochastic
control theory, it would be mathematically interesting to try to investigate if a similar representation
as an expected running supremum could be determined in a case where the underlying can be
controlled both upwards as well as downwards within the considered reflecting policy setting (cf.
[47] and [41]). It is clear in light of previous results on two-boundary optimal stopping problems
that such a problem formulation typically result into the analysis of quite demanding nontrivial
integral equations. A second natural direction towards which our approach could be developed is
impulse control (cf. [19]). Since optimal reflection can be typically seen as a limiting policy arising
as the fixed costs associated with the implementation of an impulse policy tend to zero, it would be
of interest to see how this limiting behavior arises within an expected supremum setting. Especially,
it would be of interest to see how the extreme sensitivity of the value with respect to small changes
in costs (cf. [43]) affect the representation. Both these extensions are out of the scope of the present
study and left for the future.
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