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Abstract 
This paper considers a mixed search game, which is a natural generalization of edge-search 
and node-search games extensively studied so far. We establish a relationship between the 
mixed-search number of a graph G and the proper-path-width of G introduced by the authors 
in a previous paper. We also prove complexity results. 
1. Introduction 
This paper considers a new version of search game, called mixed searching, which is 
a natural generalization of edge searching and node searching extensively studied so 
far. We establish a relationship between the mixed search number of a simple graph 
G and the proper-path-width of G introduced by the authors in[18]. We also prove 
complexity results. 
Search games were first introduced by Breisch [S] and Parsons [12]. An undirected 
graph G is thought of as a system of tunnels. Initially, all edges of G are contaminated 
by a gas. An edge is cleared by some operations on G. A cleared edge is recontaminated 
if there is a path from an uncleared edge to the cleared edge without any searchers on 
its vertices or edges. 
In edge searching, the original search game variant, an edge is cleared by sliding 
a searcher along the edge. A search is a sequence of operations of placing a searcher on 
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a vertex, deleting a searcher from a vertex, or sliding a searcher along an edge. The 
object of such an edge search is to clear all edges by a search. An edge search is optimal 
if the maximum number of searchers on G at any operation is minimum over all edge 
searches of G. This number is called the edge search number of G, and is denoted by 
es(G). La Paugh [9] proved that there exists an optimal edge search without recon- 
tamination of cleared edges. This means that the problem of deciding whether 
es(G) d k is in NP. Megiddo et al. [lo] showed that the problem of computing es(G) is 
NP-hard for general graphs but can be solved in linear time for trees. 
Another variant called node searching was introduced by Kirousis and Papadimit- 
riou [S]. In node searching, an edge is cleared by placing searchers at both its ends 
simultaneously. A node search is a sequence of operations of placing a searcher on 
a vertex or deleting a searcher from a vertex so that all edges of G are simultaneously 
clear after the last stage. A node search is optimal if the maximum number of searchers 
on G at any operation is minimum over all node searches of G. This number is called 
the node search number of G, and is denoted by ns(G). Kirousis and Papadimitriou 
proved the following results: (1) There exists an optimal node search without recon- 
tamination of cleared edges; (2) the problem of computing ns(G) is NP-hard for 
general graphs; (3) ns(G)- 1 <es(G)<ns(G)+ 1 [S]. 
The path-width of a graph G, denoted by pw(G), was introduced by Robertson and 
Seymour [ 133. (The definition of path-width is given in Definition 1.) The unexpected 
equality ns(G) = pw(G) + 1 was mentioned by Miihring [ll], and implied by Kirousis 
and Papadimitriou [7]. This provides a linear time algorithm to compute ns(G) for 
trees [ll, 163. 
Mixed searching, a natural generalization of edge searching and node searching, 
was introduced by Bienstock and Seymour [2], and independently by the authors 
[19]. In mixed searching, an edge is cleared by placing searchers at both its ends 
simultaneously or by sliding a searcher along the edge. A mixed search is a sequence of 
operations of placing a searcher on a vertex, deleting a searcher from a vertex, or 
sliding a searcher along an edge so that all edges of G are simultaneously clear after 
the last stage. A mixed search is optimal if the maximum number of searchers on G at 
any operation is minimum over all mixed searches of G. This number is called the 
mixed search number of G, and is denoted by ms(G). Bienstock and Seymour [2] and 
the authors [19] independently proved that there exists an optimal mixed search 
without recontamination of cleared edges. Bienstock and Seymour characterized the 
mixed search number of a graph with minimum degree at least two by means of the 
concept of crusade, which is a sequence of sets of edges. 
The proper-path-width of a graph G, denoted by ppw(G), was introduced by the 
authors in [18]. (The definition of proper-path-width is given in Definition 1) We 
prove in Section 2 that the problem of computing ppw(G) is NP-hard for general 
graphs but can be solved in linear time for trees. In Section 3, we characterize the 
mixed search number of a simple graph by means of the proper-path-width. That is, 
we establish the equality ms(G)=ppw(G), so the problem of computing ms(G) is also 
NP-hard for general graphs but can be solved in linear time for trees. 
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2. Proper-Path-Width 
Graphs we consider have at least one edge and may have loops and multiple edges 
unless otherwise specified. Let G be a graph, and V(G) and E(G) denote the vertex set 
and edge set of G, respectively. 
Definition 1 (Tukahashi et al. [l 8-J). Let 97 =(X1, X2, . . . ,X,) be a sequence of subsets 
of V(G). The width of CZ is maxi <iGr 1 Xi I- 1. % is called a proper-path-decomposition 
of G if the following conditions are satisfied: 
(i) for any distinct i and j, Xi $ Xj; 
(ii) ui= 1 Xi = V(G); 
(iii) for any edge (u,u)EE(G), there exists an i such that u,v~Xi; 
(iv) for all I,m and n with ldl,<m<n<r, X,nX,cX,; 
(v) for all l,m and n with l<l<m<n<r, IXInX,(,<IX,I-2. 
The proper-path-width of G, denoted by ppw(G), is the minimum width over all 
proper-path-decompositions of G. If .?& satisfies ($-o-(v), 3 is called a path-decomposi- 
tion of G. The path-width of G, denoted by pw(G), is the minimum width over all 
path-decompositions of G. A (proper-)path-decomposition with width k is called 
a k-(proper-)path-decomposition. 
We first show that the path-width and proper-path-width of a graph may differ by 
at most one. 
Theorem 1. For any graph G, pw(G)<ppw(G)<pw(G)+ 1. 
Proof. The first inequality follows from the definition. 
To prove the second inequality, we show that a proper-path-decomposition of
G with width at most k+ 1 can be obtained from a k-path-decomposition of G. Let 
(X1.X2, . . . , X,) be a k-path-decomposition of G. If (XlnX,I = IXil- 1 for some 1 and 
n (1 d l< i < n < r), let X: = Xi_ l~Xi; otherwise let Xi = Xi. It is easy to see that the 
sequence P =(X;, Xi, . . . , Xi) satisfies conditions (ii)- in Definition 1. If Xi = Xi 
and Xi+, =XiUXi+l (l<icr) then X:CX:+~, otherwise X:$X:+,. Let % be the 
sequence obtained from 55’ by deleting every Xi such that Xi E Xi+ 1. We show that 
.%?” is a proper-path-decomposition of G with width at most k+ 1. It is easy to see that 
% also satisfies conditions (ii)- in Definition 1. To verify condition (i), assume that 
Xi E X; for some distinct i and j. Since Xi$ Xi, Xi= Xj_ 1 UXj. If i > j then 
XfnXj- 1 E (Xi_ 1 UXi)nXj_ 1 E Xj by condition (iv) in Definition 1. Since 
XfnXjsXj, we have XiEXf=XfnXJEXj. However, this is contradicting to 
Xi$Xj. Similarly, if i <j then XiCXi sXj_ 1, and we have i=j- 1. Moreover 
Xi =Xi, for otherwise Xi- 1 CXj- 1. However, !Z does not contain such Xi. Hence 
% satisfies condition (i) in Definition 1. To verify condition (v), first, assume that 
Xf=Xi-1UXi (1 <i<r). By condition(i) in Definition 1, IX:I=IXi_1uXil~lXil+l. 
Since X’lnX&cXlnX,_l (l<l<n<r) by condition (iv) in Definition 1, 
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IX;nX:,I~IXtnX,_,I~IXil-l for any 1 and n (l<l<i<n<r) by condition (i) in 
Definition 1. Hence, I X;nXbl < 1 X:1 - 2 for any 1 and n (1 Q I < i <n < r). Next, assume 
that X;=Xi(l <i<r). Notice that lXi_inXi+il<lXil-2 by the definition ofXf. By 
the construction of 37, we have Xi+ i =Xi+ i. Since X;nX:&X:_ ,nX:+ i E 
Xi_inXi+i, we have IX;nX:I~IXil-2=IX:I-2 for any I and n (l,<I<i<n<r). 
Thus, 57 satisfies condition (v) in Definition 1. Finally, we show that the width of 5? is 
at most k+l. If X;=Xi-iUXi then lXlnX,l=JXil-1 for some I and 
n (1 < I< i < n < r) by the definition of X;. Since X,nX, L Xi _ i nXi by condition (iv) in 
Definition 1, we have X,nX,=Xi_ InXi, for otherwise, lXi_inXil~lXIl contradic- 
ting to condition (i) in Definition 1. Thus, IXi-X,_l)=IXi-(XtnX,)I= 1, and 
JXfl=IXi_1UXil=IXi_,l+l ~k+2. If X;=Xi then (X:l=lXll<k+ 1. Hence, the 
width of 3 is at most k+ 1. Cl 
As an example, path-decomposition and proper-path-decomposition of the graph 
shown in Fig. l(a) are shown in Fig. l(b) and (c), respectively. 
It is not difficult to see the following lemma. 
Lemma 1. (1) % sati& condition (iv) in Definition 1 $ and only if each uertex of 
G appears in consecutive Xt’s. 
(2) A path-decomposition 57 satisfies condition (v) in Definition 1 if and only if 
IXt_lnXt+II<IXil--2 holdsfor any i with l<i<r. 
A k-(proper-)path-decomposition (Xi, X2, . . . , X,) is said to be full if lXll = k + 1 
(1 <i < r) and 1 XjnXj+ i I= k (1 <j< r - 1). An example of full proper-path-decomposi- 
tion is shown in Fig. l(d). 
Lemma 2. If a graph G has a k-path-decomposition 3T=(XI,X2, . . . . X,) such that 
(*) lXi_inXi+il,<k-1 (l<i<r), 
then G has a full k-proper-path-decomposition. 
Proof. Let 9Y=(Xl,X2, . . . . X,) be a k-path-decomposition of G satisfying (*) such 
that ~;+(lXJ-k) . IS maximum. We shall show that % is a full k-proper-path- 
decomposition of G. In the following, X,=0 if j<O or j>r. 
Assume that IXil<k for some i(2<i<r). If IXi_znXiI=k-l, let V~Xi_l-X1_2. 
Notice that u#Xi, for otherwise IXt_tnXtl>k since Xi_2nXisXi_inXi, and 
Xi-iZX*, contradicting to condition (i) in Definition 1. If lXi_znXil<k-1, let 
uEXi_i--X~. In either case, we have V4Xi and (Xi-zn(XiU{v))l<k-1. By Lemma 
l(l)9 v4xi+Z, and so I(Xiu{o})nXi+zldk-l. Thus, the sequence %‘= 
(X1,X2,..., xi-l,XiU{~},X*+19.. . ,X,) satisfies condition (*) and conditions 
(ii)-- in Definition 1. To verify condition (i), assume that XjCX,u{ U} for some 
j(#i).Sinceu&U;++iX,,j<i.Thusj=i-1 sinceXi=Xln(Xiu{o})~Xi-i.There- 
fore, (X1,X2, . . . , Xi-2rXIu{uI,Xi+l,..., X,) is a k-path-decomposition of G satisfy- 
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(b) A pa.th-deromposition of G 
I 2 ,I:  ’ 3 45 ’ 4 56 ’ 4 67 ’ 4 78 ’ 7 89 ’ 10 8 9 ’ 11 09 ’ 10 12vvvvvvvvv 1 
(tl) A full proper-pat,h-tlecomposif.ion of G 
Fig. 1. Path-decompositions. 
ing condition (4). But this is contradicting to the choice of S since IX,_ i 1 Gk. Thus 97 
is a k-path-decomposition of G. But again this is contradicting to the choice of $7. 
ThusIXiJ=k+lforanyi(2<i<r).Since(X,,..., Xi ) is also a path-decomposition of 
G, lXil=k+l for any i (l<iir). 
Assume next that lXinXi+il<k-1 for some i (l<i<r-1). If 
(Xi_rnXi+iI=k-1, let uEX<-Xi-i; otherwise let rEXi-Xi+I. In either case, 
we have e#Xi+i and IXi_ln(Xi+,u{u))l,<k-1. If IXi+lnXi+>l=k, let 
ue(Xi+rnXi+2)-Xi. Note that (Xi+inXi+2)-Xi#Q since lXi+lc’\Xi+zl= 
k>k-l>IXinXi+il. If IXi+InXi+zI<k, let uEXi+i-Xi. In either case, we have 
Itxi+ 1 -{UZ)nXi+zl<k-1. Since u#U~=,+~ Xj and u$Ui=rXj, the sequence 
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T=(X1, . . . . Xir(Xi+lu{u})~{U}~Xi+~~~~~~ X,) satisfies condition (*) and conditions 
(ii)- in Definition 1. To verify condition (i), assume that Xj~(X,u{u))- {u} or 
(X*U{U})-{li}EXj f Or some j (1 <j<r). Since I(XiU{uj)-{U}l=IXjl=k+l, 
Xj=(XiU{ II})- {IA}. Then j=i or j=i+ 1, since if j<i, 
Xj=Xjn((XiU{U})-{U})&Xi; otherwise, X,=((Xiu{I~})-{U})“XjcxI,1. But 
this is contradicting to u # u or the assumption that IXinXi+ 1 I <k - 1. Thus 3?’ 
satisfies condition (i) in Definition 1, and ZZ’ is a k-path-decomposition of G satisfying 
condition (*). But this is contradicting to the choice of 3? since 
I(X,u{u})-{u}(=k+l. Thus IXinXi+ll=k for any i(l<i<r-1). 
Therefore % is a full k-path-decomposition of G satisfying (*), and so a full 
k-proper-path-decomposition of G by Lemma l(2) since IXi- , nXi+ 1 I <k - 1 = 
IXi]-2 (1 <i<r). 0 
Lemma 3. For any graph G with ppw(G) = k, there exists afull k-proper-path-decompo- 
sition of G. 
Proof. A k-proper-path-decomposition (X, , XI, . . . , X,) of G is a k-path-decomposi- 
tion satisfying condition (*) in Lemma 2. Thus we obtain the lemma from Lemma 2. 
0 
A graph obtained from connected graphs H,, Hz, and H3 by the following 
construction is called a star-composition of HI, Hz, and HJ: 
(i) Choose a vertex UiE V(H,) for i= 1, 2, and 3. 
(ii) Let u be a new vertex not in H,, Hz, or H3. 
(iii) Connect u to Vi by an edge (v, Vi) for i= 1, 2, and 3. 
We define the family QL of trees recursively as follows: 
(i) a, = { K,,J}, where K 1,3 is a complete bipartite graph shown in Fig. 4(a). 
(ii) If Qr is defined, a tree T is in Q1, + , if and only if T is a star-composition of three 
(not necessarily distinct) trees in a,. 
A graph H is a minor of G if H is isomorphic to a graph obtained from a subgraph of 
G by contracting edges. 
The following theorems were proved by the authors in [18], in which Theorem 
C was used to prove Theorem A. 
Theorem A (Takahashi et al. [ 183). For any tree T and an integer k (k 2 l), ppw( T) < k 
if and only if T contains no tree in Qk as a minor. 
Theorem B (Takahashi et al. [18]). (1) The number of uertices of a tree in L$ is 
(3 ‘+l--1)/2 (kal). 
(2) IQ,l>(k!)2 (k> 1). 
Tbeorem C (Takahashi et al. [18]). For any tree T and an integer k (k 2 l), 
ppw(T)> k + 1 if and only if T has a vertex L; such that T\ { u> has at least three 
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connected components with proper-path-width k or more, where T\(v) is the graph 
obtained from T by deleting v. 
A k-clique of a graph G is a complete subgraph of G on k vertices. For a positive 
integer k, k-trees are defined recursively as follows: (1) the complete graph on k vertices 
is a k-tree; (2) given a k-tree Q on n vertices (n >, k), a graph obtained from Q by adding 
a new vertex adjacent to the vertices of a k-clique of Q is a k-tree on n+ 1 vertices. 
A k-tree Q is called a k-path if either 1 V(Q) 1 <k + 1 or Q has exactly two vertices of 
degree k. A partial k-path is a subgraph of a k-path. A graph is said to be simple if it has 
neither loops nor multiple edges. 
Theorem 2. For any simple graph G and an integer k (k 2 l), ppw(G) f k if and only if 
G is a partial k-path. 
Proof. Suppose that ppw(G) = h < k. There exists a full h-proper-path-decomposition 
%=(X1,X2,..., X,) of G by Lemma 3. If r = 1 then G is a subgraph of a complete 
graph on h + 1 vertices, and so we conclude that G is a partial h-path. Thus we assume 
that r 2 2. We construct an h-path H from 9” as follows: 
(i) Let v1 be a vertex in XInX,. Define that Q1 is the complete graph on 
X1 -{u1). 
(ii) Define that Q2 is the h-path obtained from Qr by adding vr and the edges 
connecting vi and the vertices in X1 - (vl}. 
(iii) Given Qi (2 < i < r), define that Q. ,+ i is the h-path obtained from Qi by adding 
UiEXi-Xi-1 and the edges connecting vi and the vertices in Xi-{vi}. 
(iv) Define H = Qr + 1. 
From the definition of full h-proper-path-decomposition, vi (2 < i<r) in (iii) is 
uniquely determined. Since Xi - {Vi} c Xi _ 1 (2 <i < r), the induced subgraph of Qi on 
Xi - {vi} is an h-clique of Qi (2 < i < r), and the induced subgraph of Qi + 1 on Xi is 
(h+ 1)-clique. Thus H is an h-tree. Notice that ViEXi+ 1 (2 <i < r- l), for otherwise 
IX,-rnXi+ i I= h. Since only the vertex in X2-X1 and O, have degree h, H is an 
h-path. Furthermore, we have V(H)= V(G) and E(H)zE(G) from the definitions of 
proper-path-decomposition a d Qi. Thus G is a partial h-path, and so a partial k-path. 
Conversely, suppose, without loss of generality, that G is a partial h-path (h< k) 
with n (n>h) vertices and H is an h-path such that V(H)= V(G) and E(H)zE(G). 
Since a graph obtained from an h-path by deleting a vertex of degree h, if exists, is also 
and h-path, H can be obtained as follows. 
(i) Denote by Q1 =R1 the complete graph on h vertices. 
(ii) Given Qi and Ri (1~ i < n - h), denote by Qi+ 1 the h-path obtained from Qi by 
adding vertex Vi#Qi and the edges connecting Vi and the vertices of Ri, and let 
Ri+l be an h-clique of Qi+r that contains ai. 
(iii) Define H=Q._h+l. 
WedefineXi=V(R~)U{vi}(1~i~n-h)and~=(X1,Xz,...,X,_h).Itiseasytosee 
that lXil = h+ 1 for any i, uy;: Xi= V(H), and each vertex appears in consecutive 
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Xls. Thus $7 satisfies conditions (ii) and (iv) in Definition 1, and the width of 9Y is h. 
SinceureXi-Xi-1 and$# V(Ri-1)-_(RI)~Xi-1-Xi,Xi~Xi-l andX,_,$Xrfor 
any i. Thus Xi $ X, for any distinct i and i, for otherwise Xi = XinXjs Xi+ 1 (i <j) or 
XI = XrnX, E Xi_ 1 (i >j). Hence 5? satisfies condition (i) in Definition 1. Each edge of 
H either connects vi with a vertex in V(Ri) for some i or connects vertices in V(R,). So, 
both ends of each edge of H is contained in some Xi. Thus % satisfies condition (iii) in 
Definition 1. Since V(Ri+ l)=XinXi+l, IXinXi+1(=IV(RI+l)l=h for any i with 
l<i<n-h. Since Xi+i -Xi_l={Ui,v*+tj,(Xi-lnXi+,J=h-l=IXil-2 (l<i< 
n-h). Thus the sequence x is a full h-proper-path-decomposition f H from Lemma 
l(2). Therefore, we have that ppw(G)dppw(H)<hgk. 0 
Arnborg et al. [l] proved that the problem of deciding, given a graph G and an 
integer k, whether G is a partial k-path is NP-complete. Thus we immediately have the 
following by Theorem 2. 
Theorem 3. The problem of computing ppw(G) is NP-hard. 
It should be noted that Theorem A together with Robertson and Seymour’s results 
on graph minors [14,15] provides O(n’) algorithm to decide, given a tree T on 
n vertices, whether ppw( T) < k for any fixed integer k, although it is not practical even 
if we could solve MINOR CONTAINMENT (see [6], for example) efficiently, because 
IQ,.l B(k!)’ as is shown in Theorem B(2). 
We show a practical algorithm to compute ppw(T) for trees T based on Theorem C, 
and prove the following. 
Theorem 4. For any tree T, the problem of computing ppw( T) is solvable in linear time. 
Proof. Our algorithm to compute ppw(T) is shown in Figs. 2 and 3. The outline of the 
algorithm is as follows. 
We define the path-vector pV(u, T)=(p, c, n) for any tree T with a vertex UE V(T) as 
the root to compute ppw( T). p describes the proper-path-width of T. c and n describe 
condition of T as follows: If there exists UE V(T)- { ti} such that T\{ u} has two 
connected components with proper-path-width ppw(T) and without V, than c= 3 and 
n is the path-vector of the connected component of T\{ u} containing v; Otherwise, c is 
the number of the connected components of T\{u} with proper-path-width ppw(T) 
and n = nul. It should be noted that for any vertex UE V(T) the number of connected 
components of T\{ u} with proper-path-width ppw(T) is at most two from Theorem 
C. Notice also that if there exists u such that T\{u} has two connected components 
with proper-path-width ppw(T) and without v then u is uniquely determined. If there 
is no such u then the number of connected components of T\{w} with proper-path- 
width ppw( T) and without u is not more than the number of connected components of 
T\(u) with proper-path-width ppw(T). In the following, we denote an element x in 
pO(o, T) by pO(u, T)lx, where x is either p, c or n. 
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Procedure HERGE( P,, Pt 1 
1 
Input: P, (path-vector of tree T, rooted at s ) 
Pt (path-vector of tree Tt rooted at t ) 
Output: the path-vector of tree rooted at s 
obtained from T, and Tt by adding an edge (3, t). 1 
1. if P,/p > Pt(p then 
1.1 if PSjc 5 2 then P, := (p, c,nul); 
1.2 else if P,In*Ip < Ptlp then P, := (p+ l,O,nd); 
1.3 else if P,In*Ip = Ptlp then 
1.3.1 if P,ln*lc 2 2 or Ptlc 2 2 then P, := (p + l,O, nul); 
1.3.2 else P,ln* := (p, c + 1, WI); 
1.4 else if P,ln*lc 5 2 then P,ln* := (p, c, nul); 
1.5 else if P,ln*lc = 3 then 
1.5.1 P,ln*ln := HERGE( P,ln*ln, Pt 1; 
1.5.2 if P,ln*lnlp = P,In’Ip then P, := (p + l,O, nul); 
endif 
1.6 return( P, 1; 
2. else if P,lp = Ptlp then 
2.1 if P,lc 1 2 or Ptlc > 2 then P, := (p + l,O,nul); 
2.2 else P, := (p,c+ 1,nul); 
2.3 return( P, ); 
3. else if P,lp < Ptlp then 
3.1 if P,lc 5 1 then Pt := (p, 1, nul); 
3.2 else if Ptlc = 2 then Pt := (p, 3, P,); 
3.3 else if PJp > Ptln’lp then Pt := (p+ l,O,nulj; 
3.4 else if P,lp = Ptln’lp then 
3.4.1 if Pdlc 1 2 or Ptln*(c > 2 then Pt := (p+ l,O, nul); 
3.4.2 else Ptln* := (p, P,lc + 1, nul); 
3.5 else if P,ln*lc 5 1 then Ptln* := (p, 1, nul); 
3.6 else if Ptln*lc = 2 then Ptlnf := (p, 3, P,); 
3.7 else if Ptln*lc = 3 then 
3.7.1 Ptln?In. := HERGE( P,, Pt(n*ln ) ; 
3.7.2 if Ptln’lnlp = &ln*Jp then Pt := (p + l,O, nul); 
endif 
3.0 return( Pt 1; 
endif 
END 
Fig. 2. Procedure MERGE: The algorithm to compute the path-vector of the join of two subtrees. 
Let TI be a tree with root VE V(T,) and PI be the path-vector of T1. We recursively 
define ri+ 1 and Pi+ 1 (1 < i < I) while PiI c = 3 as follows: let UiE V( Ti) be the vertex such 
that T\{Ui} has two connected components with proper-path-width ppw(Ti) and 
without U, ri+ 1 be the connected component of Ti\{ui) containing o as the root, and 
Pi+ 1 be the path-vector of Ti+ 1. We call such path-vectors PI, Pz, . . . , P1 the chain of 
the path-vector PI. We define b, n*, b*, and btm in the chain of PI as follows: define 
that PiJb=Pi_, (2<i<I); define that PiIn*=Pjif i=l or Pilp<Pi_,[p-1 (2<i<l) 
wherej is the maximum integer such thatj-i=PiJp-PjIp; define that Pilb*=Pj if 
Pjl n* is defined and Pjl n* = Pi; define that PI I btm = PI. Thus we extend a path-vector 
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Procedure LHERGE( P,, k’( ) 
1 
Input: P, (path-vector of tree T. rooted at s ) 
Pt (path-vector of tree Tt rooted at 1 ) 
Output: the path-vect.or of tree rooted at s 
obtained from 2’. and T1 by adding an edge (a,t). 1 1. if P,lp > Ptlp and P,lc = 3 then 
1.1 if P,lbtmjb’lp 2 P,lp then let P’ be P,16lmlb’; 
1.2 else 
let P’ be the path-vector P in the chain of P, such that Pin’ is defined 
and Pip 1 Ptlp > Pln’lnlp; 
1.3 PI:= HERGE( P’, 4 ); 
1.4 return( P, ); 
endif 
2. if P,lp < P,lp and Ptlc = 3 then 
2.1 if P,lltmlb’lp 2 P.lp then let P’ be Pt16tm16’; 
2.2 else 
let P’ be the path-vector P in the chain of Pt such that Pin’ is defined 
and PIP L P.IP > Pln’lnl~; 
2.3 P’ := HERGE( P, , P’ ) ; 
2.4 return( Pt ); 
endif 
3. return( IIERGE( P,, Pr ) ); 
END 
Procedure DFS( a ) 
1 
Input: a vertex a 
Output: the path-vector of the maximal subtree rooted at a 1 
1. P, := (l,O,nul); /* path-vector of a tree vith one vertex a */ 
2. for all children t of a in T do 
2.1 Pt := DFS( t 1; 
2.2 P, := LHERGEC P,, Pt ); 
endf or 
3. return( P. 1; 
END 
Procedure HAIN( T ) 
1 
Input: a tree T 
Output: the proper-path-width of T 1 
1. Let T be a vertex in V(T); 
2. jqr,T) := DFS( T ); 
3. return( jZJ(r, T)lp ) ; 
END 
Fig. 3. The algorithm to compute ppw(T). 
as pU(u, T) -(p, c, n, 6, n*, b*, btm). This is the same technique to reduce the time to 
traverse the chain as used in [lo]. 
In the procedure, we omit the description of substitutions for b, n*, b*, and btm in 
the path-vector because no confusion is caused. Moreover, after substitutions, we can 
update n*, b*, and btm in the path-vectors in the chain in constant time. So we also 
omit the description of these operations. For the simplicity, if the substitution for 
P uses Plx, we abbreviate Plx to x. 
Suppose that a tree T,, rooted at s is obtained from tree T, rooted at s and tree T, 
rooted at t by adding an edge (s, t). Based on Theorem C, Procedure MERGE shown 
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in Fig. 2 recursively calculates the path-vector of To from the path-vector P, of T, and 
the path-vector P, of T, in O(a) time where a=max(ppw(T,), ppw(T,)). Note that the 
time complexity of Procedure MERGE is 0( 1) except for recursive calls. Since the larger 
proper-path-width of two merged trees is reduced by at least two whenever Procedure 
MERGE is recursively called, the number of recursive calls is at most a- 1. 
In Procedure LMERGE shown in Fig. 3, we can determine P’ in O(b) time by using 
btm and b* in the chain of the path-vector where b=min(ppw( T,), ppw(T,)). If P’ is 
determined at 1.2 or 2.2 in Procedure LMERGE then the number of recursive calls of 
Procedure MERGE is at most P’In*Inlp<b. Otherwise Procedure MERGE returns the 
path-vector in O(1) time. Thus Procedure LMERGE calculates the path-vector of the 
join of two subtrees in O(b) time. Procedure DFS shown in Fig. 3 computes the 
path-vector of a maximal subtree rooted at s in T from the path-vectors of maximal 
subtrees rooted at children of s in T by using Procedure LMERGE. Procedure MAIN 
shown in Fig. 3 obtains the proper-path-width of T from the path-vector of T ob- 
tained by Procedure DFS. The algorithm starts with the isolated vertices obtained 
from T by deleting all edges in T and reconstruct T by adding edge by edge while 
computing path-vectors of connected components. 
Let S(T) denote the time required to compute the path-vector of T, M(TI, T,, 
denote the time required to obtain the path-vector of T from the path-vectors of 
T, and 7; by Procedure LMERGE. From Theorem B(l), we have ppw( T)= 
O(log 1 V(T)l). Thus we have the following: 
S(T)~S(T,)+S(T,)+M(T,,T,) 
,<S(T,)+S(T,)+O(min(ppw(T,),ppw(T2))) 
<V,)+S(Tz)+O(log(min(l WIN,I WdIN. 
Notice that the recurrence defined byf(l)= 1 and, for n >2, 
f(n)= ,tnF:” (f(P(ii+f(n-i)+ilog,(min(i,n -i)) 7) 
satisfies f(n)=O(n). An easy way to verify this is to prove that, for n 2 1, 
f(n)<2n-1 -[I og, nl by a straightforward induction. Thus we can prove that the 
time complexity of the algorithm is O(n) where n= I V(T)l. Cl 
We should mention that for any tree T with n vertices and ppw(T)= k, we can 
construct in O(n log n) time a k-proper-path-decomposition f T by a slight modifica- 
tion of the algorithm shown in Figs. 2 and 3 [21]. 
3. Mixed Searching 
In mixed search game, a graph G is considered as a system of tunnels. Initially, all 
edges are contaminated by a gas. An edge is cleared by placing searchers at both its 
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ends simultaneously or by sliding a searcher along the edge. A cleared edge is 
recontaminated if there is a path from an uncleared edge to the cleared edge without 
any searchers on its vertices or edges. 
Definition 2. A search is a sequence of the following operations: (a) placing a new 
searcher on a vertex; (b) deleting a searcher from a vertex; (c) sliding a searcher on 
a vertex along an incident edge and placing the searcher on the other end; (d) sliding 
a searcher on a vertex along an incident edge; (e) sliding a new searcher along an edge 
and placing the searcher on its end; (f) sliding a new searcher along an edge. 
The object of such a mixed search is to clear all edges by a search. A mixed search is 
optimal if the maximum number of searchers on G at any operation is minimum over 
all mixed searches of G. This number is called the mixed search number of G, and is 
denoted by ms(G). 
We first show a relation to edge searching and node searching: for any graph G, 
es(G)- 1 <ms(G)<es(G) and ns(G)- 1 <ms(G)<ns(G). The edge search and node 
search are special cases of the mixed search by definition. Thus we have ms(G) < es(G) 
and ms(G) < ns(G). Using at most one more searcher to traverse an edge that is cleared 
by placing searchers at both its ends, we can convert any mixed search to an edge 
search. Thus es(G) < ms(G) + 1. Similarly, using at most one more searcher to clear an 
edge that is cleared by sliding a searcher along the edge, we can convert any mixed 
search to a node search. Thus ns(G) < ms(G) + 1. All four cases are possible as shown in 
Fig. 4. 
A crusade in G, introduced by Bienstock and Seymour [2), is a sequence (C,, 
c z,...,C,) of subsets of E(G), such that Cl=@ C,=E(G), and ICi-Ci-1I~l for 
1 < i < r. The crusade uses at most k searchers if the number of vertices which are ends 
of an edge in Ci and also of an edge in E(G) - Ci is at most k for 1 < i < r. Bienstock and 
Seymour proved the following theorem. 
Theorem D (Bienstock and Seymour [2]). For any graph G with minimum degree at 
least two, ms(G)< k if and only if there exists a crusade in G using at most k searchers. 
Moreover, they proved the following theorem by using the crusade. 
Theorem E (Bienstock and Seymour [2]). For any graph, there exists an optimal 
mixed search without recontamination of cleared edges, 
This was proved independently by the authors in [ 191 using an optimal node search 
without recontamination of cleared edges. 
We obtain the following corollary from Theorem E. 
Corollary 1. For any graph G, there exists an optimal mixed search without recon- 
tamination of cleared edges such that it is a sequence of operations (a), (b), or (c) of 
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(c) m( K3.3) = 4. ra( K&3) = 5, 113(&,3) = 4 (d) n,s(C) = 2. fS(C) = 3, 1lS(G) = 3 
Fig. 4. Search numbers of graphs. 
Dejinition 2, and satisfying the following two conditions: 
(i) every vertex is visited exactly once by a searcher, 
(ii) every edge is visited at most once by a searcher. 
A mixed search described above is said to be simple. 
Bienstock and Seymour characterized the mixed search number of a graph with 
minimum degree at least two by the concept of crusade as shown in Theorem D. In the 
following, we characterize the mixed-search number of a simple graph by the proper- 
path-width. 
Theorem 5. For any simple graph G, ms(G)=ppw(G). 
Proof. Suppose that ppw(G)= k and 55=(X1, X2, . . . , X,) is a full k-proper-path- 
decomposition of G. If r= 1 then let v1 and u1 be distinct vertices in X1 and place 
k searcher on the vertices of X1 -{vl}. If(ul, vl)oE(G), slide a searcher on al to v1 and 
place it on vl. Otherwise, delete a searcher from u1 and place a searcher on vi. This 
defines a mixed search with k searchers. Thus we assume r > 2. We can obtain a mixed 
search with k searchers as follows. 
Step 1: Let vi be a vertex in X1nX2. Place the k searchers on the vertices of 
Xl--{Vl). 
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Step 2: Let u1 be a vertex in X1 --X2. If(ur, v~)EE(G), slide a searcher on ai toward 
v1 and place it on vi. Otherwise, delete a searcher from ui and place a searcher on vi. 
Let i= 1. 
Step 3: Repeat Step 3 while i <r - 2. Let i = i + 1. Let Ui be a vertex in Xi-Xi+ 1 and 
Vi be a vertex in Xi-Xi_ 1. If (Ui, Ui)EE(G), slide a searcher on Ui toward vi and place it 
on Ui. Otherwise, delete a searcher from Ui and place a searcher on Ui. 
Step 4: Let U, be a vertex in X,_ rnX, and u, be a vertex in X,-X,_ 1. If 
(u,,u,)EE(G), slide a searcher on U, toward u, and place it on u,. Otherwise, delete 
a searcher from u, and place a searcher on u,. 
From the definition of full k-proper-path-decomposition, both Ui (1~ i < I- 1) and 
Vi (2 < i < r) are uniquely determined. It should be noted that ((Xi - { Ui}) - { U~})U{ Vi} 
=XinXi+ r= Xi+i-_CUi+r) and Ui+rEXi+i-{Ui+r} for l<iQr-1. An edge with 
both its ends in Xi- { Ui> (1 <i <r) is cleared since the vertices in Xi-(Ui> have 
searchers imultaneously in Step 1,2, or 3. Also, an edge with both its ends in X,- {u,] 
is cleared since the vertices in X, - {u,} have searchers imultaneously in Step 4. Since 
G is simple, there exists at most one edge connecting Ui and Ui (1 d id r), and each edge 
(Ui, Vi), if exists, is cleared by sliding a searcher along the edge. Thus all edges are 
cleared at least once. Suppose that all edges connecting the vertices in ulgjGi-i Xj 
are clear and k searchers are placed on the vertices in Xi - {vi}. Since ni$ Ui+ 1 G jGr Xj, 
all edges incident to ui except for (ui,vi), if exists, are clear when a searcher 
on Ui is deleted or slid from Ui. Thus, when the searcher is placed on Vi, all 
edges in ur<j<i Xj are clear and k searchers are placed on the vertices in 
Xi+l -{~~+r}. Thus by induction no edge is recontaminated. Thus the search 
above is indeed a mixed search with at most ppw(G) searchers, and we have 
m(G) d ppw(G). 
Conversely, suppose that we have a simple mixed search 9’ with k searchers. For 
the ith operation of 9, we define Xi as follows: 
(1) When a searcher is placed on (deleted from) a vertex, we define Xi as the set of 
vertices having searchers. 
(2) When a searcher is slid from u to u, we define Xi as the set consisting of u, u, and 
the vertices having searchers. 
Let 57 =(X1,X*, . . . . X,) be the resulting sequence of sets of vertices. Since both 
ends of an edge which is cleared in the ith operation are contained in Xi, all edges are 
contained in some Xi. Since Y is simple, ulGiss Xi= V(G) and each vertex of 
G appears in consecutive Xis. By the definition of Xi, [Xii <k+ 1 for any i. Let 
%=(Xi, x;, . . . ) XL) be a maximal subsequence of 55 such that X:$X; for any 
distinct i and j. Notice that g”’ satisfies conditions (i)-(iv) in Definition 1. We shall 
show that k-path-decomposition %’ satisfies condition (*) in Lemma 2. If one of Xi_ i, 
Xi, and Xf+r is defined by(l), it is easy to see that IXf_lnXI+lldk-l. If all X:-r, 
Xi, and Xf+i are defined by (2), then IX;1 < k+ 1 and there exist distinct u and u in 
Xi such that u#X:+ 1, and u$X$_ r. Thus we have IX$_lnX:+ll,<k-l. Therefore, ?Z 
satisfies condition (*) in Lemma 2, and there exists a full k-proper-path-decomposition 
of G by Lemma 2. Thus ppw(G)bms(G). 0 
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It should be noted that Theorems A and 5 provide a structural characterization of 
trees T with ms(T) < k. 
From Theorems 3-5, we have the following complexity results on ms(G). 
Theorem 6. The problem of computing ms(G) is NP-hard for general graphs but can be 
solved in linear time for trees. 
We conclude with the following remarks: 
1. Notice that Theorem 5 does not hold for multiple graphs. If G is the graph 
consisting of two parallel edges, ppw(G) = 1, and ms(G) = 2. However we can prove 
that ppw(G)<ms(G)<ppw(G)+ 1 for any multiple graph G. 
2. Bodlaender and Kloks [4] showed an O(n log’ n) time algorithm to decide whether 
pw(G) < k for any graph G and a fixed integer k. We can modify their algorithm to 
decide whether ppw(G)< k for any graph G and a fixed integer k. 
3. A relation between the mixed searching and another search games in which the 
vertices must be cleared instead of edges [3,17] is mentioned in [19]. 
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