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0. Introduction
Several generalizations (or deformations) of the quantized enveloping algebra
Uq(sl2) have been extensively studied in [2, 7, 9, 10, 11]. Especially in [11], a
general class of algebras Uq(f(K)) (similar to Uq(sl2)) was introduced, and their
finite dimensional representations were studied. The representation theory of these
algebras was further studied in [19] from the perspectives of both spectral theory
[16] and Whittaker model [12]. In [10], as generalizations of the algebras Uq(f(K)),
another general class of algebras Uq(f(K,H)) was introduced and studied. Note
that the Drinfeld quantum double of the positive part of the quantized enveloping
algebra Uq(sl2) studied in [7] or equivalently the two-parameter quantum groups
Ur,s(sl2) studied in [2] is a special case of the algebra Uq(f(K,H)). The condition
on the parameter Laurent polynomial f(K,H) ∈ C[K±1, H±1] for the existence of
a Hopf algebra structure on Uq(f(K,H)) was determined, and finite dimensional
irreducible representations were explicitly constructed as quotients of highest weight
representations in [10]. This class of algebras provides a family of quantum groups
in the sense of Drinfeld [4]. In particular, Uq(fm(K,H)) are quantum groups for
fm(K,H) =
Km−Hm
q−q−1 ,m ∈ N.
In this paper, we study the irreducible representations of these quantum groups
Uq(fm(K,H)). Though most of the results in this paper hold for the algebras
Uq(f(K,H)) with general parameters, the calculations are more complicated.
It is not surprising that these quantum groups share many similar properties with
the two-parameter quantum groups Ur,s(sl2). However, it may be useful to get more
explicit information on the representation theory of these quantum groups. In the
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2first part of this paper, we study the irreducible weight representations (which are
not necessarily finite dimensional) of Uq(fm(K,H)) from the viewpoint of spectral
theory. Namely, we realize these quantum groups as Hyperbolic algebras, then
apply the general results on Hyperbolic algebras established in [16] to construct
natural families of irreducible weight representations for Uq(fm(K,H)). Such an
approach yields the highest weight, the lowest weight and weight irreducible repre-
sentations for Uq(fm(K,H)).
We denote by fm(K) the Laurent polynomial
Km−K−m
q−q−1 . Note that there is
a close relationship between the representation theory of Uq(fm(K)) and that of
Uq(fm(K,H)). We investigate this relationship following the idea in [7]. As an
application, we obtain some nice results on the category of all weight represen-
tations of Uq(fm(K,H)). In particular, we show that the category of all weight
representations of Uq(fm(K,H)) is equivalent to the product of the category of
weight representations of Uq(fm(K)) with C
∗ as a tensor category. Combined with
a result proved for Uq(fm(K)) in [11], we show that any finite dimensional weight
representation of Uq(fm(K,H)) is completely reducible.
Finally, we study the Whittaker model for the center of these quantum groups.
We prove that any Whittaker representation is irreducible if and only if it admits
a central character. This criterion gives a complete classification of all irreducible
Whittaker representations of Uq(fm(K,H)).
The paper is organized as follows. In Section 1, we recall the definitions of
Uq(f(K)) and Uq(f(K,H)), and some basic facts about them from [10, 11]. In
Section 2, we recall some basic facts about spectral theory and Hyperbolic algebras
from [16]. Then we realize Uq(f(K,H)) as Hyperbolic algebras, and construct natu-
ral families of irreducible weight representations for Uq(fm(K,H)). In Section 3, we
study the relationship between Uq(fm(K)) and Uq(fm(K,H)) from the perspective
of representation theory. In Section 4, we construct the Whittaker model for the
center of Uq(fm(K,H)), and study the Whittaker representations of U(fm(K,H)).
We obtain a classification of all irreducible Whittaker representations.
1. The algebras Uq(f(K,H))
Let C be the field of complex numbers and 0 6= q ∈ C such that q2 6= 1. It
is well-known that the quantized enveloping algebra Uq(sl2) corresponding to the
simple Lie algebra sl2 is the associative C−algebra generated by K
±1, E, F subject
to the following relations:
KE = q2EK, KF = q−2FK, KK−1 = K−1K = 1,
EF − FE =
K −K−1
q − q−1
.
Note that Uq(sl2) is a Hopf algebra with a Hopf algebra structure defined as
follows:
∆(E) = E ⊗ 1 +K ⊗ E, ∆(F ) = F ⊗K−1 + 1⊗ F ;
ǫ(E) = 0 = ǫ(F ), ǫ(K) = 1 = ǫ(K−1);
s(E) = −K−1E, s(F ) = −FK, s(K) = K−1.
As generalizations of Uq(sl2), a class of algebras Uq(f(K)) parameterized by
Laurent polynomials f(K) ∈ C[K,K−1] was introduced in [11]. For the reader’s
convenience, we recall their definition here.
3Definition 1.1. (See [11]) For any Laurent polynomial f(K) ∈ C[K,K−1], Uq(f(K))
is defined to be the C−algebra generated by E, F, K±1 subject to the following
relations:
KE = q2EK, KF = q−2FK;
KK−1 = K−1K = 1;
EF − FE = f(K).
The ring theoretic properties and finite dimensional representations were first
studied in detail in [11]. We state some of these results here without proof. First of
all, for the Laurent polynomials f(K) = a(Km −K−m) where a ∈ C∗ and m ∈ N,
the algebras Uq(f(K)) have a Hopf algebra structure. In particular, we have the
following result from [11]:
Proposition 1.1. (Prop 3.3 in [11]) Assume f(K) is a non-zero Laurent polyno-
mial in C[K,K−1]. Then the non-commutative algebra Uq(f(K)) is a Hopf algebra
such that K,K−1 are group-like elements, and E,F are skew primitive elements if
and only if f(K) = a(Km−K−m) with m = t− s and the following conditions are
satisfied:
∆(K) = K ⊗K, ∆(K−1) = K−1 ⊗K−1;
∆(E) = Es ⊗ E + E ⊗Kt, ∆(F ) = K−t ⊗ F + F ⊗K−s;
ǫ(K) = ǫ(K−1) = 1, ǫ(E) = ǫ(F ) = 0;
S(K) = K−1, S(K−1) = K;
S(E) = −K−sEK−t, S(F ) = −KtFKs.
✷
For the case fm(K) =
Km−K−m
q−q−1 for m ∈ N and q is not a root of unity, the
finite dimensional irreducible representations were proved to be highest weight and
constructed explicitly in [11]. Furthermore, any finite dimensional representations
are completely reducible as stated in the following theorem from [11].
Theorem 1.1. (Thm 4.17 in [11]) With the above assumption for fm(K) and q,
any finite dimensional representation V of Uq(fm(K)) is completely reducible.
✷
Remark 1.1. The representation theory of Uq(fm(K)) was studied further from
the points of views of spectral theory and Whittaker model in [19], where more
families of interesting irreducible representations were constructed.
As generalizations of the algebras Uq(f(K)), another general class of algebras
parameterized by Laurent polynomials f(K,H) ∈ C[K±1, H±1] was introduced and
studied in [10]. First, let us recall the definition of Uq(f(K,H)) here:
Definition 1.2. (See [10]) Let f(K,H) ∈ C[K±1, H±1] be a Laurent polynomial,
Uq(f(K,H)) is defined to be the C−algebra generated by E, F, K
±1, H±1 subject
to the following relations:
KE = q2EK, KF = q−2FK,
HE = q−2EH, HF = q2FH,
KK−1 = K−1K = 1 = HH−1 = H−1H, KH = HK,
EF − FE = f(K,H).
4It is easy to see that the Drinfeld quantum double of the positive part of Uq(sl2)
[7] or the two-parameter quantum group Ur,s(sl2) [2] is a special case of the alge-
bra Uq(f(K,H)). The condition on the parameter f(K,H) for the existence of a
Hopf algebra structure on Uq(f(K,H)) was determined, and finite dimensional ir-
reducible representations were constructed explicitly as quotients of highest weight
representations in [10]. In addition, a counter example was also constructed to show
that not all finite dimensional representations are completely reducible in [10]. So
it would be interesting to know what kind of finite dimensional representations are
completely reducible. We will address this question in Section 3.
2. Hyperbolic algebras and their representations
In this section, we realize Uq(f(K,H)) as Hyperbolic algebras and apply the
methods in spectral theory as developed in [16] to construct irreducible weight
representations of Uq(fm(K,H)). For the reader’s convenience, we need to recall a
little bit of background about spectral theory and Hyperbolic algebras from [16].
2.1. Preliminaries on spectral theory. Spectral theory of abelian categories
was first started by Gabriel in [5]. He defined the injective spectrum of any noe-
therian Grothendieck category. This spectrum consists of isomorphism classes of
indecomposable injective objects. If R is a commutative noetherian ring, then
the spectrum of the category of all R−modules is isomorphic to the prime spec-
trum Spec(R) of R. And one can reconstruct any noetherian commutative scheme
(X,OX) using the spectrum of the category of quasi-coherent sheaves of modules
on X . The spectrum of any abelian category was later on defined by Rosenberg
in [16]. This spectrum works for any abelian category. Via this spectrum, one can
reconstruct any quasi-separated and quasi-compact commutative scheme (X,OX)
via the spectrum of the category of quasi-coherent sheaves of modules on X .
To proceed, we review some basic notions and facts about spectrum of any
abelian category. First of all, we recall the definition of the spectrum of any abelian
category, then we explain its applications in representation theory. We refer the
reader to [16] for more details.
Let CX be an abelian category and M,N ∈ CX be any two objects; We say that
M ≻ N if and only if N is a sub-quotient of the direct sum of finitely many copies
of M . It is easy to verify that ≻ is a pre-order. We say M ≈ N if and only if
M ≻ N and N ≻ M . It is obvious that ≈ is an equivalence. Let Spec(X) be the
family of all nonzero objects M ∈ CX such that for any non-zero sub-object N of
M , N ≻M .
Definition 2.1. (See [16]) The spectrum of any abelian category is defined to be:
Spec(X) = Spec(X)/ ≈ .
Though spectral theory is more important for the purpose of non-commutative
algebraic geometry, it has nice applications to representation theory. The notion of
the spectrum has a natural analogue of the Zariski topology. Under certain mild
finiteness conditions, its closed points are in a one-to-one correspondence with the
irreducible objects of the category. In particular, this is true for the category of
representations of an algebra. To study irreducible representations, one can study
the spectrum of the category of all representations, then single out closed points of
the spectrum with respect to the associated topology.
52.2. The left spectrum of a ring. If CX is the category A−mod of left modules
over a ring A, then it is sometimes convenient to express the points of Spec(X) in
terms of left ideals of the ring A. In order to do so, the left spectrum Specl(A) was
defined in [16], which is by definition the set of all left ideals p of A such that A/p is
an object of Spec(X). The relation ≻ on A−mod induces a specialization relation
among left ideals, in particular, the specialization relation on Specl(A). Namely,
A/m ≻ A/n iff there exists a finite subset x of elements of A such that such that
the ideal (n : x) = {a ∈ A | ax ⊂ n} is contained in m. Following [16], we denote
this by n ≤ m. Note that the relation ≤ is just the inclusion if n is a two-sided
ideal. In particular, it is the inclusion if the ring A is commutative. The map which
assigns to an element of Specl(A) induces a bijection of the quotient Specl(A)/ ≈
of Specl(A) by the equivalence relation associated with ≤ onto Spec(X). From
now on, we will not distinguish Specl(A)/ ≈ from Spec(X) and will express results
in terms of the left spectrum.
2.3. Hyperbolic algebra R{ξ, θ} and its spectrum. Hyperbolic algebras are
studied by Rosenberg in [16] and by Bavula under the name of Generalized Weyl
algebras in [1]. Hyperbolic algebra structure is very convenient for the construction
of points of the spectrum. As an application of spectral theory to representation
theory, points of the left spectrum have been constructed for Hyperbolic algebras
in [16]. Many ‘small’ algebras including the first Weyl algebra A1, the enveloping
algebra U(sl2), and their quantized versions or deformations are Hyperbolic alge-
bras. We will review some basic facts about Hyperbolic algebras and two important
construction theorems from [16].
Let θ be an automorphism of a commutative algebra R; and let ξ be an element
of R.
Definition 2.2. The Hyperbolic algebra R{θ, ξ} is defined to be the R−algebra
generated by x, y subject to the following relations:
xy = ξ, yx = θ−1(ξ)
and
xa = θ(a)x, ya = θ−1(a)y
for any a ∈ R. R{θ, ξ} is called a Hyperbolic algebra over R.
Let CX = CR{θ,ξ} be the category of modules over R{θ, ξ}. We denote by
Spec(X) the spectrum of CX . Points of the left spectrum of Hyperbolic algebras
are studied in [16], and in particular we have the following construction theorems
from [16].
Theorem 2.1. (Thm 3.2.2.in [16])
(1) Let P ∈ Spec(R), and assume that the orbit of P under the action of the θ
is infinite.
(a) If θ−1(ξ) ∈ P , and ξ ∈ P , then the left ideal
P1,1 : = P +R{θ, ξ}x+R{θ, ξ}y
is a two-sided ideal from Specl(R{θ, ξ}).
(b) If θ−1(ξ) ∈ P , θi(ξ) /∈ P for 0 ≤ i ≤ n − 1, and θn(ξ) ∈ P , then the
left ideal
P1,n+1 : = R{θ, ξ}P +R{θ, ξ}x+R{θ, ξ}y
n+1
6belongs to Specl(R{θ, ξ}).
(c) If θi(ξ) /∈ P for i ≥ 0 and θ−1(ξ) ∈ P , then
P1,∞ : = R{θ, ξ}P +R{θ, ξ}x
belongs to Specl(R{θ, ξ}).
(d) If ξ ∈ P and θ−i(ξ) /∈ P for all i ≥ 1, then the left ideal
P∞,1 : = R{θ, ξ}P +R{θ, ξ}y
belongs to Specl(R{θ, ξ}).
(2) If the ideal P in (b), (c) or (d) is maximal, then the corresponding left
ideal of Specl(R{θ, ξ}) is maximal.
(3) Every left ideal Q ∈ Specl(R{θ, ξ}) such that θ
ν(ξ) ∈ Q for a ν ∈ Z is
equivalent to one left ideal as defined above uniquely from a prime ideal
P ∈ Spec(R). The latter means that if P and P ′ are two prime ideals of R
and (α, β) and (ν, µ) take values (1,∞), (∞, 1), (∞,∞) or (1, n), then Pα,β
is equivalent to P ′ν,µ if and only if α = ν, β = µ and P = P
′.
✷
Theorem 2.2. (Prop 3.2.3. in [16])
(1) Let P ∈ Spec(R) be a prime ideal of R such that θi(ξ) /∈ P for i ∈ Z and
θi(P )− P 6= Ø for i 6= 0, then P∞,∞ = R{ξ, θ}P ∈ Specl(R{ξ, θ}).
(2) Moreover, if P is a left ideal of R{θ, ξ} such that P ∩ R = P , then P =
P∞,∞. In particular, if P is a maximal ideal, then P∞,∞ is a maximal left
ideal.
(3) If a prime ideal P ′ ⊂ R is such that P∞,∞ = P
′
∞,∞, then P
′ = θn(P ) for
some integer n. Conversely, θn(P )∞,∞ = P∞,∞ for any n ∈ Z.
✷
2.4. Realize Uq(f(K,H)) as Hyperbolic algebras. Let R be the sub-algebra of
Uq(f(K,H)) generated by EF, K
±1, H±1, then R is a commutative algebra. We
define an algebra automorphism θ : R −→ R of R by setting
θ(EF ) = EF + f(θ(K), θ(H)),
θ(K±1) = q∓2K±1,
θ(H±1) = q±2H±1.
It is easy to see that θ extends to an algebra automorphism of R. Furthermore,
we have the following lemma:
Lemma 2.1. The following identities hold:
E(EF ) = θ(EF )E,
F (EF ) = θ−1(EF )F,
EK = θ(K)E,
FK = θ−1(K)F,
EH = θ(H)E,
FH = θ−1(H)F.
7Proof: We only verify the first one and the rest of them can be checked similarly.
E(EF ) = E(FE + f(K,H))
= (EF )E + Ef(K,H)
= (EF )E + f(θ(K), θ(H))E
= (EF + f(θ(K), θ(H)))E
= θ(EF )E.
So we are done. ✷
From Lemma 2.1, we have the following result:
Proposition 2.1. Uq(f(K,H)) = R{ξ = EF, θ} is a Hyperbolic algebra with R
and θ defined as above.
✷
It easy to see that we have the following corollary:
Corollary 2.1. (See also Prop. 2.5 in [10]) Uq(f(K,H)) is noetherian domain of
GK-dimension 4.
✷
2.5. Families of irreducible weight representations of Uq(fm(K,H)). Now
we can apply the above construction theorems to the case of Uq(fm(K,H)), and
construct families of irreducible weight representations of Uq(fm(K,H)).
Given α, β, γ ∈ C, we denote by
Mα,β,γ = (ξ − α,K − β,H − γ) ⊂ R
the maximal ideal of R generated by ξ − α,K − β,H − γ. We have the following
lemma:
Lemma 2.2. θn(Mα,β,γ) 6= Mα,β,γ for any n ≥ 1. In particular, Mα,β,γ has an
infinite orbit under the action of θ.
Proof: We have
θn(K − β) = (q−2nK − β)
= q−2n(K − q2nβ).
Since q is not a root of unity, q2n 6= 1 for any n 6= 0. So we have θn(Mα,β,γ) 6=Mα,β,γ
for any n ≥ 1. ✷
Now we construct all irreducible weight representations of Uq(fm(K,H)) with
fm(K,H) =
Km−Hm
q−q−1 ,m ∈ N.
First of all, another lemma is in order:
Lemma 2.3. For n ≥ 0, we have the following:
(1) θn(EF ) = EF + 1
q−q−1 (
q−2m(1−q−2nm)
1−q−2m K
m − q
2m(1−q2nm)
1−q2m H
m).
(2) θ−n(EF ) = EF − 1
q−q−1 (
1−q2nm
1−q2m K
m − 1−q
−2nm
1−q−2m H
m).
8Proof: For n ≥ 0, we have
θn(EF ) = EF +
1
q − q−1
((q−2m + · · ·+ q−2nm)Km
− (q2m + · · ·+ q2nm)Hm)
= EF +
1
q − q−1
(
q−2m(1− q−2nm)
1− q−2m
Km −
q2m(1 − q2nm)
1− q2m
Hm).
The second statement can be verified similarly. ✷
Theorem 2.3. Let P =Mα,β,γ, then we have the following:
(1) If α = β
m−γm
q−q−1 , (β/γ)
m = q2mn for some n ≥ 0, then θn(ξ) ∈ Mα,β,γ
and θ−1(ξ) ∈ Mα,β,γ, thus Uq(fm(K,H))/P1,n+1 is a finite dimensional
irreducible representation of Uq(fm(K,H)).
(2) If α = β
m−γm
q−q−1 and (β/γ)
m 6= q2mn for all n ≥ 0, then Uq(fm(K,H))/P1,∞
is an infinite dimensional irreducible representation of Uq(fm(K,H)).
(3) If α = 0 and 0 6= 1
q−q−1 (
1−q2nm
1−q2m β
m − 1−q
−2nm
1−q−2m γ
m) for any n ≥ 1, then
Uq(fm(K,H))/P∞,1 is an infinite dimensional irreducible representation of
Uq(fm(K,H)).
Proof: Since θ−1(ξ) = ξ − K
m−Hm
q−q−1 , thus θ
−1(ξ) ∈ Mα,β,γ if and only if α =
βm−γm
q−q−1 . Now by the proof of Lemma 2.3, we have
θn(ξ) = ξ +
1
q − q−1
((q−2m + · · ·+ q−2nm)Km
− (q2m + · · ·+ q2nm)Hm)
= ξ +
1
q − q−1
(
q−2m(1− q−2nm)
1− q−2m
Km −
q2m(1− q2nm)
1− q2m
Hm).
Hence θn(ξ) ∈Mα,β,γ if and only if
0 = α+
1
q − q−1
((q−2m + · · · ,+q−2nm)βm − (q2m + · · · ,+q2nm)γm)
= α+
1
q − q−1
(
q−2m(1− q−2nm)
1− q−2m
βm −
q2m(1− q2nm)
1− q2m
γm).
Hence when α = β
m−γm
q−q−1 , (β/γ)
m = q2mn for some n ≥ 0, we have
θn(ξ) ∈Mα,β,γ, θ
−1(ξ) ∈Mα,β,γ .
Thus by Theorem 2.1, Uq(fm(K,H))/P1,n+1 is a finite dimensional irreducible rep-
resentation of Uq(fm(K,H)). So we have already proved the first statement, the
rest of the statements can be similarly verified. ✷
Remark 2.1. The representations we constructed in Theorem 2.3 exhaust all fi-
nite dimensional irreducible weight representations, the highest weight irreducible
representations and the lowest weight irreducible representations of Uq(fm(K,H)).
Remark 2.2. Finite dimensional irreducible weight representations have been con-
structed in [10] as quotients of highest weight representations. And a counter ex-
ample has also been constructed in [10] to indicate that not all finite dimensional
representations are completely reducible.
Apply the second construction theorem, we have the following theorem:
9Theorem 2.4. Let P =Mα,β,γ. If α 6= −
1
q−q−1 (
q−2m(1−q−2nm)
1−q−2m β
m− q
2m(1−q2nm)
1−q2m γ
m)
for any n ≥ 0 and α 6= 1
q−q−1 (
1−q2nm
1−q2m β
m − 1−q
−2nm
1−q−2m γ
m) for any n ≥ 1, then
Uq(fm(K,H))/P∞,∞ is an infinite dimensional irreducible weight representation of
Uq(fm(K,H)).
Proof: The proof is very similar to that of Theorem 2.3, we will omit it here.✷
Corollary 2.2. The representations constructed in Theorem 2.3 and Theorem 2.4
exhaust all irreducible weight representations of Uq(fm(K,H)).
Proof: It follows directly from Theorems 2.1, 2.2, 2.3 and 2.4. ✷
3. The relationship between Uq(fm(K)) and Uq(fm(K,H))
Recall that we denote by fm(K,H) the polynomial
Km−Hm
q−q−1 , and by fm(K) the
Laurent polynomial K
m−K−m
q−q−1 . We compare the quantum groups Uq(fm(K)) and
Uq(fm(K,H)). As a result, we prove that any finite dimensional weight represen-
tation of Uq(fm(K,H)) is completely reducible.
First of all, it is easy to see that we have the following lemma generalizing the
situation in [7]:
Lemma 3.1. The map which sends E to E, F to F , K±1 to K±1 , and H±1 to K∓1
extends to a unique surjective Hopf algebra homomorphism π : Uq(fm(K,H)) −→
Uq(fm(K)).
Proof: Note that both Uq(fm(K)) and Uq(fm(K,H)) are Hopf algebras under
the assumption on fm(K) and fm(K,H). Since the kernel of π is generated by
K −H−1, it is a Hopf ideal of Uq(fm(K,H)). So we are done. ✷
Our goal in this section is to describe those representations M of Uq(fm(K,H))
such that EndUq(fm(K,H))(M) = C. Since KH is in the center and invertible, it
acts on these representations by a non-zero scalar. As in [7], for each z ∈ C∗, we
define a C−algebra homomorphism πz : Uq(fm(K,H)) −→ Uq(fm(K)) as follows:
πz(E) = z
m
2 E, πz(F ) = F ;
πz(K) = z
1
2K, πz(H) = z
1
2K−1.
It is easy to see that πz is an algebra epimorphism with the kernel of πz being
a two-sided ideal generated by KH − z. But they may not necessarily be a Hopf
algebra homomorphism unless z = 1.
Let M be a representation of Uq(fm(K,H)). As in [7], we have the following
lemma:
Lemma 3.2. Suppose that EndUq(fm(K,H))(M) = C. Then there exists a unique
z ∈ C∗ such thatM is the pullback of a representation of Uq(fm(K)) through a πz as
defined above. In particular, any such irreducible representation of Uq(fm(K,H))
is the pullback of an irreducible representation of Uq(fm(K)) through the algebra
homomorphism πz for some z ∈ C
∗.
✷
We use the notation in [7]. Let M be a representation of Uq(fm(K)), we denote
by Mz the representation of Uq(fm(K,H)) obtained as the pullback of M via πz.
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Let ǫz be the one dimensional representation of Uq(fm(K,H)) which is defined by
mapping the generators of Uq(fm(K,H)) as follows:
ǫz(E) = ǫz(F ) = 0;
ǫz(K) = z
1
2 , ǫz(H) = z
1
2 .
Then we have the following similar lemma as in [7]:
Lemma 3.3. Let 0 6= z ∈ C, and M be a representation of Uq(fm(K)). Then Mz ∼=
ǫz ⊗M1 ∼= M1 ⊗ ǫz. In particular, if 0 6= z
′ ∈ C and N is another representation
of Uq(fm(K)), then we have
Mz ⊗Nz′ ∼= (M ⊗N)zz′ .
Proof: The proof is straightforward. ✷
LetM be a representation of Uq(fm(K,H)). We sayM is a weight representation
if H and K are acting on M semisimply. Let C be the category of all weight
representations of Uq(fm(K)) and C˜ be the category of all weight representations
of Uq(fm(K,H)). Let C
∗ be the tensor category associated to the multiplicative
group C∗, then we have the following:
Theorem 3.1. The category C˜ is equivalent to the direct product of the categories
C and C∗ as a tensor category.
Proof: The proof is similar to the one in [7], we refer the reader to [7] for more
details. ✷
Corollary 3.1. Any finite dimensional weight representation of Uq(fm(K,H)) is
completely reducible.
Proof: This follows from the above theorem and the fact that any finite dimen-
sional representation of Uq(fm(K)) is completely reducible (as is proved in [11]).
✷
Corollary 3.2. The tensor product of any two finite dimensional weight represen-
tations of Uq(fm(K,H)) is completely reducible.
✷
Remark 3.1. After the first draft of this paper was written, we have been kindly
informed by J. Hartwig that the complete reducibility of finite dimensional weight
representations is also proved in his preprint [6] in a more general setting of Am-
biskew polynomial rings via a different approach.
Remark 3.2. It might be interesting to study the decomposition of the product
of two finite dimensional irreducible weight representations.
Remark 3.3. When m = 1, the above results are obtained in [7] for the Drin-
feld double of the positive part of Uq(sl2), and equivalently for the two-parameter
quantum groups Ur,s(sl2) in [2].
4. The Whittaker model for the center Z(Uq(fm(K,H)))
Let g be a finite dimensional complex semisimple Lie algebra and U(g) be its
universal enveloping algebra. The Whittaker model for the center of U(g) was first
studied by Kostant in [12]. The Whittaker model for the center Z(U(g)) is defined
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via a non-singular character of the nilpotent Lie subalgebra n+ of g. Using the
Whittaker model, Kostant studied the structure of Whittaker modules of U(g) and
many important results about Whittaker modules were obtained in [12]. Later on,
Kostant’s idea was further generalized by Lynch in [13] and by Macdowell in [14]
to the case of singular characters of n+ and similar results were proved to hold in
these cases.
The obstacle of generalizing the Whittaker model to the quantized enveloping
algebra Uq(g) with g of higher ranks is that there is no non-singular character
existing for the positive part (Uq(g))
>0 of Uq(g) because of the quantum Serre
relations. In order to overcome this difficulty, it was Sevostyanov who first realized
to use the topological version Uh(g) over C[[h]] of quantum groups. Using a family
of Coxeter realizations Uspih (g) of the quantum group Uh(g) indexed by the Coxeter
elements spi, he was able to prove Kostant’s results for Uh(g) in [18]. However, in
the simplest case of g = sl2, the quantum Serre relations are trivial, thus a direct
approach should still work and this possibility has been worked out recently in [15].
In addition, it is reasonable to expect that the Whittaker model exists for most of
the deformations of Uq(sl2). In this section, we show that there is such a Whittaker
model for the center of Uq(fm(K,H)), and will study the Whittaker modules for
Uq(fm(K,H)). We obtain analogous results as in [12] and [15]. For the reader’s
convenience, we present all the details here. Following the convention in [12], we
will use the term of Whittaker modules instead of Whittaker representations.
4.1. The center Z(Uq(fm(K,H))) of Uq(fm(K,H)). In this subsection, we give
a description of the center of Uq(fm(K,H)). The center Z(Uq(f(K,H))) was also
studied in [10] as well. As mentioned at the very beginning, we always assume
fm(K,H) =
Km−Hm
q−q−1 and q is not a root of unity.
We define a Casimir element of Uq(fm(H,K)) by setting:
Ω = FE +
q2mKm +Hm
(q2m − 1)(q − q−1)
.
We have the following proposition:
Proposition 4.1.
Ω = FE +
q2mKm +Hm
(q2m − 1)(q − q−1)
= EF +
Km + q2mHm
(q2m − 1)(q − q−1)
.
Proof: Since EF = FE + K
m−Hm
q−q−1 , we have
Ω = FE +
q2mKm +Hm
(q2m − 1)(q − q−1)
= EF −
Km −Hm
q − q−1
+
q2mKm +Hm
(q2m − 1)(q − q−1)
= EF +
Km + q2mHm
(q2m − 1)(q − q−1)
.
So we are done. ✷
In addition, we have the following lemma:
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Lemma 4.1. Ω is in the center of Uq(fm(K,H)).
Proof: It suffices to show that ΩE = EΩ,ΩF = FΩ,ΩK = KΩ,ΩH = HΩ.
We will only verify that ΩE = EΩ and the rest of them are similar.
ΩE = (FE +
q2mKm +Hm
(q2m − 1)(q − q−1)
)E
= (EF −
Km −Hm
q − q−1
+
q2mKm +K−m
(q2m − 1)(q − q−1)
)E
= E(FE) +
Km + q2mHm
(q − q−1)(q2m − 1)
E
= E(FE +
q2mKm +Hm
(q2m − 1)(q − q−1)
)
= EΩ.
So we are done with the proof. ✷
In particular, we have the following description of the center Z(Uq(fm(K,H)))
of Uq(fm(K,H)).
Proposition 4.2. (See also [10]) Z(Uq(fm(K,H))) is the subalgebra of Uq(fm(K,H))
generated by Ω, (KH)±1. In particular, Z(Uq(fm(K,H))) is isomorphic to the lo-
calization (C[Ω,KH ])(KH) of the polynomial ring in two variables Ω,KH.
Proof: By Lemma 3.1., we have Ω, (KH)±1 ∈ Z(Uq(fm(K,H))). Thus the sub-
algebra C[Ω, (KH)±1] generated by Ω, (KH)±1 is contained in Z(Uq(fm(K,H))).
So it suffices to prove the other inclusion Z(Uq(fm(K,H))) ⊆ C[Ω, (KH)
±1].
Note that Uq(fm(K,H)) =
⊕
n∈Z≥0
Uq(fm(K,H))n where Uq(fm(K,H))n is the
C−span of elements {u ∈ Uq(fm(K,H)) | Ku = q
2nuK, Hu = q−2nuH}. Suppose
x ∈ Z(Uq(fm(K,H))), then xK = Kx, xH = Hx. Thus x ∈ Uq(fm(K,H))0, which
is generated by EF,K±1, H±1. By the definition of Ω, we know that Uq(fm(K,H))0
is also generated by Ω,K±1, H±1. Hence x =
∑
fi,j(Ω)K
iHj where fi,j(Ω) are
polynomials in Ω. Therefore
xE =
∑
fi,j(Ω)K
iHjE =
∑
fi,j(Ω)q
2i−2jEKiHj = Ex,
which forces i = j. So x ∈ C[Ω, (KH)±1] as desired. So we have proved that
Z(Uq(fm(K,H))) = C[Ω, (KH)
±1]. ✷
4.2. The Whittaker model for Z(Uq(fm(K,H))). Now we construct the Whit-
taker model for Z(Uq(fm(K,H))) following the lines in [12] and [15]. In the rest
of this subsection, we will denote the parameter Laurent polynomial K
m−Hm
q−q−1 by
f(K,H) instead of fm(K,H).
First, we fix some notations. We denote by Uq(E) the subalgebra of Uq(f(K,H))
generated by E, by Uq(F,K
±1, H±1) the subalgebra of Uq(f(K,H)) generated by
F,K±1, H±1. A non-singular character of the algebra Uq(E) can be defined as
follows:
Definition 4.1. An algebra homomorphism η : Uq(E) −→ C is called a non-
singular character of Uq(E) if η(E) 6= 0.
From now on, we will fix such a non-singular character of Uq(E) and denote it
by η. Following [12], we define the concepts of a Whittaker vector and a Whittaker
module corresponding to the fixed non-singular character η.
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Definition 4.2. Let V be a Uq(f(K,H))−module, a vector 0 6= v ∈ V is called a
Whittaker vector of type η if E acts on v through the non-singular character η, i.e.,
Ev = η(E)v. If V = Uq(f(K,H))v, then we call V a Whittaker module of type η
and v is called a cyclic Whittaker vector of type η.
The following decomposition of Uq(f(K,H)) is obvious:
Proposition 4.3. Uq(f(K,H)) is isomorphic to Uq(F,K
±1, H±1) ⊗C Uq(E) as a
vector space and Uq(f(K,H)) is a free module over the subalgebra Uq(E).
✷
Let us denote the kernel of η : Uq(E) −→ C by Uq,η(E), and we have the following
decompositions of Uq(E) and Uq(f(K,H)).
Proposition 4.4. We have Uq(E) = C⊕ Uq,η(E). In addition,
Uq(f(K,H)) ∼= Uq(F,K
±1, H±1)⊕ Uq(f(K,H))Uq,η(E).
Proof: It is obvious that Uq(E) = C⊕ Uq,η(E). And we have
Uq(f(K,H)) = Uq(F,K
±1, H±1)⊗ (C⊕ Uq,η(E)),
thus
Uq(f(K,H)) ∼= Uq(F,K
±1, H±1)⊕ Uq(f(K,H))Uq,η(E).
So we are done. ✷
Now we define a projection:
π : Uq(f(K,H)) −→ Uq(F,K
±1, H±1)
from Uq(f(K,H)) onto Uq(F,K
±1, H±1) by taking the Uq(F,K
±1, H±1)−component
of any u ∈ Uq(f(K,H)). We denote the image π(u) of u ∈ Uq(f(K,H)) by u
η for
short.
Lemma 4.2. If v ∈ Z(Uq(f(K,H))) and u ∈ Uq(f(K,H)), then we have u
ηvη =
(uv)η.
Proof: Let v ∈ Z(Uq(f(K,H))), u ∈ Uq(f(K,H)), then we have
uv − uηvη = (u− uη)v + uη(v − vη)
= v(u − uη) + uη(v − vη),
which is in Uq(f(K,H))Uq,η(E). Hence (uv)
η = uηvη. ✷
By the definition of Ω, we have the following description of π(Ω):
Lemma 4.3.
π(Ω) = η(E)F +
q2mKm +Hm
(q2m − 1)(q − q−1)
.
✷
Proposition 4.5. The map
π : Z(Uq(f(K,H)) −→ Uq(F,K
±1, H±1)
is an algebra isomorphism of Z(Uq(f(K,H))) onto its image W (F,K
±1, H±1) in
Uq(F,K
±1, H±1).
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Proof: It follows from Lemma 4.2. that π is a homomorphism of algebras. By
Lemma 4.3, we have
π(Ω) = η(E)F +
q2mKm +Hm
(q2m − 1)(q − q−1)
with η(E) 6= 0. Note that π(KH) = KH . We show that π is injective. Suppose
that π(z) = 0 for some element 0 6= z ∈ Z(Uq(f(K,H))). Since Z(Uq(f(K,H)) =
C[Ω, (KH)±1], we can write z =
∑k
i=0 zi(KH)Ω
i where zi(KH) are non-zero Lau-
rent polynomials in C[(KH)±1]. Since π(z) = 0, then uk(KH)(η(E))
kF k = 0,
which is a contradiction. So π is an injection. Thus π is an algebra isomorphism
from Z(Uq(f(K,H))) onto its image W (F,K
±1, H±1) in Uq(F,K
±1, H±1). ✷
Lemma 4.4. If uη = u, then we have
uηvη = (uv)η
for any v ∈ Uq(f(K,H)).
Proof: We have
uv − uηvη = (u− uη)v + uη(v − vη)
= uη(v − vη),
which is in Uq(f(K,H))Uq,η(E). So we have
uηvη = (uv)η
for any v ∈ Uq(f(K,H)). ✷
Let A˜ be the subspace of Uq(f(K,H)) spanned by K
±i where i ∈ Z≥0. Then A˜
is a graded vector space with
A˜[n] = CK
n ⊕ CK−n
for n ≥ 1, and
A˜[0] = C,
and
A˜[n] = 0
for n ≤ −1.
We define a filtration of Uq(F,K
±1, H±1) as follows:
Uq(F,K
±1, H±1)[n] =
⊕
im+|j−k|≤nm
Uq(F,K
±1, H±1)i,j,k
with Uq(F,K
±1, H±1)i,j,k being the vector space spanned by F
iKjHk.
We denote by
W (F,K±1, H±1)[p] = C[(KH)
±1]− span{1,Ωη, · · · , (Ωη)p}
for q ≥ 0. It is easy to see that
W (F,K±1, H±1)[p] ⊂W (F,K
±1, H±1)[p+1],
and
W (F,K±1, H±1) =
∑
p≥0
W (F,K±1, H±1)[p].
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Note that W (F,K±1, H±1)[p] give a filtration of W (F,K
±1, H±1) which is com-
patible with the filtration of Uq(F,K
±1, H±1). In particular, we have
W (F,K±1, H±1)[p] =W (F,K
±1, H±1) ∩ Uq(F,K
±1, H±1)[p]
for p ≥ 0 via direct computations.
Now, we have a decomposition of Uq(F,K
±1, H±1) as follows:
Theorem 4.1. Uq(F,K
±1, H±1) is free (as a right module) over W (F,K±1, H±1).
And the multiplication induces an isomorphism
Φ: A˜⊗W (F,K±1, H±1) −→ Uq(F,K
±1, H±1)
as right W (F,K±1, H±1)−modules. In particular, we have the following:
⊕
p+lm=nm
A˜[p] ⊗W (F,K
±1, H±1)[l] ∼= Uq(F,K
±1, H±1)[n].
Proof: Note that the map A˜ ×W (F,K±1, H±1) −→ Uq(F,K
±1, H±1) is bi-
linear. So by the universal property of the tensor product, there is a map from
A˜ ⊗ W (F,K±1, H±1) into Uq(F,K
±1, H±1) defined by the multiplication. It is
easy to check this map is a homomorphism of rightW (F,K±1, H±1)−modules and
is surjective as well.
Now, it remains to show that the map is injective. Let 0 6= u ∈ A˜⊗W (F,K±1, H±1)
with Φ(u) = 0. We can write
u =
N∑
i=0
ai(K)⊗ bi(KH)(η(E)F +
q2mKm +Hm
(q2m − 1)(q − q−1)
)i
where ui(K) are nonzero Laurent polynomials in C[K
±1] and bi(KH) are non-zero
Laurent polynomials in C[(KH)±1]. Since Φ(u) = 0, then by direct computations,
we have
aN(K)bN (KH)(η(E))
NFN = 0.
Thus aN(K)bN (KH)(η(E))
N = 0, which is a contradiction. So we have proved
that Φ is indeed an isomorphism of vector spaces.
In addition, by counting the degrees of both sides, we also have
⊕
p+lm=nm
A˜[p] ⊗W (F,K
±1, H±1)[l] ∼= Uq(F,K
±1, H±1)[n].
Thus the theorem is proved. ✷
Let Yη be the left Uq(f(K,H))−module defined by
Yη = Uq(f(K,H))⊗Uq(E) Cη,
where Cη is the one dimensional Uq(E)−module defined by the character η. It is
easy to see that
Yη ∼= Uq(f(K,H))/Uq(f(K,H))Uq,η(E)
is a Whittaker module with a cyclic vector denoted by 1η. Now we have a quotient
map from Uq(f(K,H)) to Yη as follows:
Uq(f(K,H)) −→ Yη is defined by u 7→ u1η,
for any u ∈ Uq(f(K,H)).
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If u ∈ Uq(f(K,H)), then there is a u
η which is the unique element in Uq(F,K
±1, H±1)
such that u1η = u
η1η. As in [12], we define the η−reduced action of Uq(E) on
Uq(F,K
±1, H±1) as follows:
x • v = (xv)η − η(x)v,
where x ∈ Uq(E) and v ∈ Uq(F,K
±1, H±1). ✷
Lemma 4.5. Let u ∈ Uq(f(K,H)) and x ∈ Uq(E), we have
x • uη = [x, u]η.
Proof: [x, u]1η = (xu − ux)1η = (xu − η(x)u)1η. Hence
[x, u]η = (xu)η − η(x)uη = (xuη)η − η(x)uη = x • uη.
✷
Lemma 4.6. Let x ∈ Uq(E), u ∈ Uq(F,K
±1, H±1), and v ∈ W (E,K±1, H±1),
then we have
x • (uv) = (x • u)v.
Proof: Let v = wη for some w ∈ Z(Uq(f(K,H)), then uv = uw
η = uηwη =
(uw)η. Thus
x • (uv) = x • (uw)η = [x, uw]η
= ([x, u]w)η = [x, u]ηwη
= (x • uη)v
= (x • u)v.
So we are done. ✷
Let V be a Uq(f(K,H))−module and let Uq,V (f(K,H)) be the annihilator of V
in Uq(f(K,H)). Then Uq,V (f(K,H)) defines a central ideal ZV ⊂ Z(Uq(f(K,H)))
by setting ZV = Uq,V (f(K,H)) ∩ Z(Uq(f(K,H))). Suppose that V is a Whit-
taker module with a cyclic Whittaker vector w, we denote by Uq,w(f(K,H)) the
annihilator of w in Uq(f(K,H)). It is obvious that
Uq(f(K,H))Uq,η(E) + Uq(f(K,H))ZV ⊂ Uq,w(f(K,H)).
In the next theorem, we show that the reverse inclusion holds. First of all, we
need an auxiliary Lemma:
Lemma 4.7. Let X = {v ∈ Uq(F,K
±1, H±1) | (x • v)w = 0, x ∈ Uq(E)}. Then
X = A˜⊗WV (F,K
±1, H±1) +W (F,K±1, H±1),
where WV (F,K
±1, H±1) = (ZV )
η. In fact, Uq,V (F,K
±1, H±1) ⊂ X and
Uq,w(F,K
±1, H±1) = A˜⊗Ww(F,K
±1, H±1),
where Uq,w(F,K
±1, H±1) = Uq,w(f(K,H)) ∩ Uq(F,K
±1, H±1).
Proof: Let us denote by Y = A˜⊗WV (F,K
±1, H±1) +W (F,K±1, H±1) where
W (F,K±1, H±1) = (Z(Uq(f(K,H))))
η . Thus we need to verify X = Y . Let
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v ∈W (F,K±1, H±1), then v = uη for some u ∈ Z(Uq(f(K,H))). So we have
x • v = x • uη
= [x, u]η
= (xu)η − η(x)uη
= xηuη − η(x)uη
= 0.
So we have W (F,K±1, H±1) ⊂ X . Let u ∈ ZV and v ∈ Uq(F,K
±1, H±1). Then
for any x ∈ Uq(E), we have
x • (vuη) = (x • v)uη.
Since u ∈ ZV , then u
η ∈ Uq,w(f(K,H)). Thus we have vu
η ∈ X , hence
A˜⊗WV (F,K
±1, H±1) ⊂ X,
which proves Y ⊂ X . Note that A˜[i] is the subspace of C[K
±1] spanned byK±i, and
letWV (F,K±1, H±1) be the complement ofWV (F,K
±1, H±1) inW (F,K±1, H±1).
Let us set
Mi = A˜[i] ⊗WV (F,K±1, H±1),
thus we have the following:
Uq(F,K
±1, H±1) =M ⊕ Y,
whereM =
∑
i≥1Mi. We show thatM ∩X 6= 0. LetM[k] =
∑
1≤i≤kMi, thenM[k]
are a filtration of M . Suppose n is the smallest integer such that X ∩M[n] 6= 0 and
0 6= y ∈ X∩M[n]. Then we have y =
∑
1≤i≤n yi where yi ∈ A˜i⊗WV (F,K
±1, H±1).
Suppose we have chosen y in such a way that y has the fewest terms. By similar
computations as in [15], we have 0 6= y − 1
η(E)(q−2n−1)E • y ∈ X ∩M[n] with fewer
terms than y. This is a contradiction. So we have X ∩M = 0.
Now we prove that Uq,w(F,K
±1, H±1) ⊂ X . Let u ∈ Uq,w(F,K
±1, H±1) and
x ∈ Uq(E), then we have xuw = 0 and uxw = η(x)uw = 0. Thus [x, u] ∈
Uq,w(f(K,H)), hence [x, u]
η ∈ Uq,w(F,K
±1, H±1). Since u ∈ Uq,w(F,K
±1, H±1) ⊂
Uq,w(E,F,K
±1, H±1), then x • u = [x, u]η. Thus x • u ∈ Uq,w(F,K
±1, H±1). So
u ∈ X by the definition of X . Now we are going to prove the following:
W (F,K±1, H±1) ∩ Uq,w(F,K
±1, H±1) =WV (F,K
±1, H±1).
In fact, WV (F,K
±1, H±1) = (ZηV ) and WV (F,K
±1, H±1) ⊂ Uq,w(F,K
±1, H±1).
So if v ∈ Ww(F,K
±1, H±1) ∩ Uq,w(F,K
±1, H±1), then we can uniquely write
v = uη for u ∈ Z(Uq(f(K,H))). Then vw = 0 implies uw = 0 and hence u ∈
Z(Uq(f(K,H)))∩Uq,w(F,K
±1, H±1). Since V is generated cyclically by w, we have
proved the above statement. Obviously, we have Uq(f(K,H))ZV ⊂ Uq,w(f(K,H)).
Thus we have A˜⊗WV (F,K
±1, H±1) ⊂ Uq,w(F,K
±1, H±1). Therefore, we have
Uq,w(F,K
±1, H±1) = A˜⊗WV (F,K
±1, H±1).
So we have finished the proof. ✷
Theorem 4.2. Let V be a Whittaker module admitting a cyclic Whittaker vector
w, then we have
Uq,w(f(K,H)) = Uq(f(K,H))ZV + Uq(f(K,H))Uq,η(E).
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Proof: It is obvious that
Uq(f(K,H))ZV + Uq(f(K,H))Uη(E) ⊂ Uq,w(f(K,H)).
Let u ∈ Uq,w(f(K,H)), we show that u ∈ Uq(f(K,H))ZV + Uq(f(K,H))Uq,η(E).
Let v = uη, then it suffices to show that v ∈ A˜ ⊗ WV (F,K
±1, H±1). But v ∈
Uq,w(F,K
±1, H±1) = A˜⊗WV (F,K
±1, H±1). So we have proved the theorem. ✷
Theorem 4.3. Let V be any Whittaker module for Uq(f(K,H)), then the corre-
spondence
V 7→ ZV
sets up a bijection between the set of all equivalence classes of Whittaker modules
and the set of all ideals of Z(Uq(f(K,H))).
Proof: Let Vi, i = 1, 2 be two Whittaker modules. If ZV1 = ZV2 , then clearly V1
is equivalent to V2 by the above Theorem. Now let Z∗ be an ideal of Z(Uq(f(K,H)))
and let L = Uq(f(K,H))Z∗ + Uq(f(K,H))Uη(E). Then V = Uq(f(K,H))/L is
a Whittaker module with a cyclic Whittaker vector w = 1¯. Obviously we have
Uq,w(f(K,H)) = L. So L = Uq,w(f(K,H)) = Uq(f(K,H))ZV+Uq(f(K,H))Uq,η(E).
This implies that
π(Z∗) = π(L) = π(ZV ).
Since π is injective on Z(Uq(f(K,H))), thus ZV = Z∗. Thus we finished the proof.
✷
Theorem 4.4. Let V be an Uq(f(K,H))−module. Then V is a Whittaker module
if and only if
V ∼= Uq(f(K,H))⊗Z(Uq(f(K,H)))⊗Uq(E) (Z(Uq(f(K,H)))/Z∗)η.
In particular, in such a case the ideal Z∗ is uniquely determined to be ZV .
Proof: If 1∗ is the image of 1 in Z(Uq(f(K,H)))/Z∗, then
AnnZ(Uq(f(K,H)))⊗Uq(F )(1∗) = Uq(E)Z∗ + Z(Uq(f(K,H)))Uq,η(E)
Thus the annihilator of w = 1⊗ 1∗ is
Uq,w(f(K,H)) = Uq(f(K,H))Z∗ + Uq(f(K,H))Uq,η(E)
Then the result follows from the last theorem. ✷
Theorem 4.5. Let V be an Uq(f(K,H))−module with a cyclic Whittaker vector
w ∈ V . Then any v ∈ V is a Whittaker vector if and only if v = uw for some
u ∈ Z(Uq(f(K,H))).
Proof: If v = uw for some u ∈ Z(Uq(f(K,H))), then it is obvious that v is a
Whittaker vector. Conversely, let v = uw for some u ∈ Uq(f(K,H)) be a Whittaker
vector of V . Then v = uηw by the definition of Whittaker module. So we may
assume that u ∈ Uq(F,K
±1, H±1). If x ∈ Uq(E), then we have xuw = η(x)uw
and uxw = η(x)uw. Thus [x, u]w = 0 and hence [x, u]ηw = 0. But we have
x • u = [x, u]η. Thus we have u ∈ X . We can now write u = u1 + u2 with u1 ∈
Uq,w(F,K
±1, H±1) and u2 ∈ W (F,K
±1, H±1). Then u1w = 0. Hence u2w = v.
But u2 = u
η
3 with u3 ∈ Z(Uq(f(K,H))). So we have v = u3w which proves the
theorem. ✷
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Now let V be a Whittaker module and EndUq(f(K,H))(V ) be the endomorphism
ring of V as a Uq(f(K,H))−module. Then we can define the following homomor-
phism of algebras using the action of Z(Uq(f(K,H))) on V :
πV : Z(Uq(f(K,H)) −→ EndUq(f(K,H))(V ).
It is clear that
Z(Uq(f(K,H)))/ZV (Uq(f(K,H))) ∼= πV (Z(Uq(f(K,H)))) ⊂ EndUq(f(K,H))(V ).
In fact, the next theorem says that this inclusion is an equality as well.
Theorem 4.6. Let V be a Whittaker Uq(f(K,H))−module. Then EndUq(f(K,H))(V )
∼=
Z(Uq(f(K,H)))/ZV . In particular, EndUq(f(K,H))(V ) is commutative.
Proof: Let w ∈ V be a cyclic Whittaker vector. If α ∈ EndUq(f(K,H))(V ),
then α(w) = uw for some u ∈ Z(Uq(f(K,H))) by Theorem 4.5. Thus we have
α(vw) = vuw = uvw. Hence α = πu, which proves the theorem. ✷
Now we are going to construct explicitly some Whittaker modules. Let
ξ : Z(Uq(f(K,H))) −→ C
be a central character of the center Z(Uq(f(K,H))). For any given central character
ξ, let Zξ = Ker(ξ) ⊂ Z(Uq(f(K,H))) and Zξ is a maximal ideal of Z(Uq(f(K,H))).
Since C is algebraically closed, then Zξ = (Ω−aξ,KH−bξ) for some aξ ∈ C, bξ ∈ C
∗.
For any given central character ξ, let Cξ,η be the one dimensional Z(Uq(f(K,H)))⊗
Uq(E)−module defined by uvy = ξ(u)η(v)y for any u ∈ Z(Uq(f(K,H))) and any
v ∈ Uq(E). We set
Yξ,η = Uq(f(K,H))⊗Z(Uq(f(K,H)))⊗Uq(E) Cξ,η.
It is easy to see that Yξ,η is a Whittaker module of type η and admits a central
character ξ. By Schur’s lemma, we know every irreducible representation has a
central character. As studied in [10], we know Uq(f(K,H)) has a similar theory for
Verma modules. In fact, Verma modules also fall into the category of Whittaker
modules if we take the trivial character of Uq(E). Namely we have the following
Mλ = Uq(f(K,H))⊗Uq(E,K±1,H±1) Cλ,
where K,H act on Cλ through the character λ of C[K
±1, H±1] and Uq(E) act
trivially on Cλ. Thus, Mλ admits a central character. It is well-known that Verma
modules may not be necessarily irreducible, even though they have central charac-
ters. However, Whittaker modules are in the other extreme as shown in the next
theorem:
Theorem 4.7. Let V be a Whittaker module for Uq(f(K,H)). Then the following
statements are equivalent.
(1) V is irreducible.
(2) V admits a central character.
(3) ZV is a maximal ideal.
(4) The space of Whittaker vectors of V is one-dimensional.
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(5) All nonzero Whittaker vectors of V are cyclic.
(6) The centralizer EndUq(f(K,H))(V ) is reduced to C.
(7) V is isomorphic to Yξ,η for some central character ξ.
Proof: It is easy to see that (2) − (7) are equivalent to each other by using
the previous Theorems we have just proved. Since C is algebraically closed and
uncountable, we also know (1) implies (2) by using a theorem due to Dixmier [3].
To complete the proof, it suffices to show that (2) implies (1), namely if V has a
central character, then V is irreducible.
Let ω ∈ V be a cyclic Whittaker vector, then V = Uq(f(K,H))ω. We have
V = Uq(F,K
±1, H±1)w. Since V is irreducible, then V has a central character.
Thus we have Ωw = λ(Ω)w. Now we have
Ωw = (η(E)F +
q2mKm +Hm
(q2m − 1)(q − q−1)
)w.
Hence the action of F on V is uniquely determined by the action of K and H on
V , and H−1v = aKv,K−1v = bHv for some a, b ∈ C∗ and for any v ∈ V . Thus V
has a C−basis consisting of elements {Kiω,Hjω | i, j ∈ Z≥0}.
Let
0 6= v = (
n∑
i=0
aiK
i +
m∑
j=1
bjH
j)ω ∈ V,
then
E(
n∑
i=0
aiK
i +
m∑
j=1
bjH
j)ω = (
n∑
i=0
q−2iaiK
i +
m∑
j=1
q2jbjH
j)Eω
= η(E)(
n∑
i=0
q−2iaiK
i +
m∑
j=1
q2jbjH
j)ω.
Thus we have 0 6= η(E)q−2nv−Ev ∈ V , in which the top degree ofK is n−1. By
repeating this operation finitely many times, we will finally get an element 0 6= aω
with a ∈ C∗. This means that V = Uq(f(K,H))v for any 0 6= v ∈ V . So V is
irreducible. Therefore, we are done with the proof. ✷
In addition, the proof of the previous theorem also implies the following:
Theorem 4.8. Let (V,w) be an irreducible Whittaker module with a Whittaker
vector w, then V has a C−basis consisting of elements {Kiω, Hjω | i, j ∈ Z≥0}.
✷
It is easy to show the following two theorems, for more details about the proof,
we refer the reader to [12].
Theorem 4.9. Let V be a Uq(f(K,H))−module which admits a central character.
Assume that w ∈ V is a Whittaker vector. Then the submodule Uq(f(K,H))w ⊂ V
is irreducible.
✷
Theorem 4.10. Let V1, V2 be any two irreducible Uq(f(K,H))−modules with the
same central character. If V1 and V2 contain Whittaker vectors, then these vectors
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are unique up to scalars. And furthermore, V1 and V2 are isomorphic to each other
as Uq(f(K,H))−modules.
✷
References
[1] V.V. Bavula, Generalized Weyl algebras and their representations, Algebra i Analiz 4
(1992), no.1, 75-97; English transl. in St Petersburg Math. J. 4 (1993) 71-93.
[2] G. Benkart, S. Witherspoon, Representations of two-parameter quantum groups and
Shur-Weyl duality, in: Hopf algebras, Lecture Notes in Pure and Appl. Math., 237,
Dekker, New York, 2004 pp.65-92.
[3] J. Dixmier, Enveloping algebras, North-Holland, Amsterdam, 1977.
[4] V.G. Drinfeld, Hopf algebras and the quantum Yang-Baxter equations, Soviet math.
Dokll 32 (1985) 254-258.
[5] P. Gabriel, Des categories abeliennes, Bull. Soc. Math. France 90 (1962) 323-449.
[6] J. Hartwig, Hopf structures on ambiskew polynomial rings, arXiv: Math. RA/0510375.
[7] J. Hu, Y. Zhang, Quantum double of Uq((sl2)≤0), arXiv: Math. QA/0512563 V1.
[8] J.C. Jantzen, Lectures on quantum groups, Vol.6, Graduate Studies in Math., Amer.
Math. Soc., 1993.
[9] N. Jing, J. Zhang, Quantum Weyl algebras and Deformations of U(G), Pacific J. Math.
171(2) (1995) 437-454.
[10] D. Wang, Q. Ji, S. Yang, Finite-dimensional representations of quantum group
Uq(f(K,H)), Comm. in Algebra 30 (2002) 2191-2211.
[11] Q. Ji, D. Wang, X. Zhou, Finite dimensional representations of quantum groups
Uq(f(K)), East-West J. Math. 2(2) (2000) 201-213.
[12] B. Kostant, On Whittaker vectors and representation theory, Invent. Math. 48(2)
(1978) 101-184.
[13] T. Lynch, Generalized Whittaker vectors and representation theory, Ph.D. Thesis,
M.I.T 1979.
[14] E. Macdowell, On modules induced from Whittaker modules, J. Algebra 96 (1985)
161-177.
[15] M. Ondrus, Whittaker modules for Uq(sl2), J. Algebra 289 (2005) 192-213.
[16] A. Rosenberg, Noncommutative algebraic geometry and representations of quantized
algebras, Mathematics and Its Applications, V.330, Kluwer Academic Publishers, 1995.
[17] S.P. Smith, A class of algebras similar to the enveloping algebra of sl2, Trans. AMS
322 (1990) 285-314.
[18] A. Sevostyanov, Quantum deformation of Whittaker modules and Toda lattice, Duke
Math. J. 204(1)(2000) 211-238.
[19] X. Tang, Constructing irreducible representations of quantum groups Uq(f(K)), arXiv:
math.RT/0610896.
[20] X. Tang, On Whittaker modules over algebras similar to U(sl2), Front. Math. China
2(1) (2007) 121-136.
