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0. INTRODUCTION 
LET B’ = (w 1 co: [0, 1) + B} be the space of free paths in B and B’ + B be the evaluation 
map o H o(l). Given a fibration F + E + B, consider the pullback 
B1xgE + E 
1 1P 
B’ -+B 
where B’ x,E = {(~,e)Jo(l)=p(e)}. 
If we define a homotopy h:(B’ x,E) x [0, l] -+ B by h(w,e,t) = o(t) and a map 
(B’ x,E) x {l} + E by (w, e, 1) I+ e, the homotopy lifting property of the fibration 
F + E -+ B allows us to lift h to a homotopy H as indicated in the following diagram: 
(B’x,E)x{l} + E 
1 If/* 1P 
(B’x,E)x[O,l] 5 B 
Now denote be = p(F) and as usual define the loop space of B by RB = {co E 
B’[o(O) = b,}. Upon noting that H satisfies p 2 H(o, e,O) = o(O), we find that 
RB x F c B’ x,E and that H restricts to a map 
p:RBxF-,F 
called the holonomy action of the fibration F + E -+ B. For the Serre path-space fibration 
RB + pB --) B, this is just the multiplication of loops and gives H,(QB) its standard ring 
structure. In general, it makes H,(F) into a H,(QB)-module. 
An element a E H,(QB) acts locally nilpotently in F if for each c( E H,(F) there is a k such 
that ak.ct = 0. This holds for example when the fibration is trivial. 
On the other hand, for the trivial fibration F -+ F x S” -+ S”, a long-standing conjecture 
of Ganea asserts that the Lusternik-Schnirelmann category should be additive: 
cat(E) 2 cat(F) + cat(P) = cat(F) + 1. 
This conjecture has been established [9] for rational category cat,, and simply connected F, 
when cate(F) is just the L-S category of the rationalization FQ of F. Here we prove two 
substantially stronger results. If h E n, + 1 (B), then we denote by i E H,(RB) the image under 
the Hurewicz homomorphism of the element of n,(SZB) corresponding to h. In our theorems 
iThis research was partially supported by the National Science and Engineering Research Council of Canada. 
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we replace the triviality of the fibration by the condition that certain elements 6 act locally 
nilpotently. More precisely, we prove the following theorems for simply connected spaces 
having the homotopy type of CW complexes with rational cohomology of finite type. 
THEOREM 1. Let F 5 E + B be a fibration such that ker n*j is strictly torsion. Suppose 
h E Q~(B) 0 CD is non-zero and that h acts locally nilpotently in H,(F). Then 
cat,(E) > cat&F) + 1. 
THEOREM 2. Let F 5 E + B be a fibration with dimrc,(B) 0 Q < cc and 
ker CnJ 0 Ql even = 0. Let aI, . . . , a,,, be linearly independent elements of Q~(B) @ Q such 
that a1, . . . . a, act locally nilpotently. Then 
cat,,(E) B cat,(F) + m - dim [ker a*j 0 Cl!],,, > m. 
These generalize both [3, Theorem II] and [lo, Theorems 1 and 23. 
Our principal tool will be the minimal models of Sullivan and the characterization of 
L-S category in terms of them which was given by Felix and Halperin. This paper is 
organized as follows. In Section 1 we define the holonomy action of a fibration and its 
associated erivations of H*(F) and prove a result that reduces Theorem 1 to Theorem 2. 
We recall briefly in Section 2 the homotopy theory of commutative graded differential 
algebras which we will need and in Section 3 describe the holonomy derivations introduced 
in Section 1 in terms of Sullivan models. In Section 4 we give a characterization of rational 
category in this context and reduce Theorem 2 to a proposition involving minimal models. 
We then prove Theorem 2 in Section 5. 
1. THE HOLONOMY DERIVATION 
Henceforth we take rational coefficients for homology and cohomology. The holonomy 
action of H,(RB) in H,(F) dualizes to an action in the cohomology ring H*(F), which we 
denote by (u, a) t+ g,(a), where (g,(a),cl) = ( - l)““(a,u.a) for all a E H,(F) and 
u E H,(QB). 
Zf u is spherical (i.e. in the image of the Hurewicz homomorphism) then 8, is a graded 
derivation, as can be seen as follows. Suppose g : S” + RB is a representative ofthe preimage 
of u under the Hurewicz homomorphism and define r] : S” x F + F by q(s, f) = p(g(s), f ), 
where p is the holonomy action. Now p(*,f) = f and H *(Sn) z Q 0 Q .a, where I (rl = n. 
Thus the Q-linear map rl* satisfies n*(a) = 1 8 a + a 0 g,(a). The fact that q* is 
a homomorphism of algebras implies that 8, is a graded derivation. 
The next lemma expresses the local nilpotency of u in terms of 8,. 
LEMMA 3. Assume that H*(F) is of finite type. An element u E H,(QB) acts locally 
nilpotently in H,(F) if and only if every sequence {a,ln 2 0} G H*(F) satisfying 
&(a,) = a,-,, n 2 1 (*I 
is necessarily the zero sequence. 
Proof. One implication is clear: suppose there was a sequence {a,} satisfying (Ir). 
Choose a E H,(F) with (ao,a) not zero. Then 
(ao,a> = <Q,n(a,)& = f @,,u”.a) 
which contradicts the local nilpotence of u. 
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Now suppose there is an a E H,(F) such that u”.a is not zero for all n. (We may choose 
a to be homogeneous.) It is straightforward that there are Jinite sequences of arbitrary 
length of elements a, E H*(F) satisfying (*). Indeed, choose for each N ON E H*(F) with 
(UN, uN.a) # 0. Then (ef(+)l n < N} iS such a finite sequence. Since H*(F) iS of finite type, 
this actually implies the existence of infinite sequences of the same kind: let 
Ek = {u E Hk(F)13b with 0:(b) = u}. Then Ei 1 Ek,, and Ei’ # 0 for every N because 
er(oN) is not zero. Set Ek, = nNEf;; because these subspaces of the finite dimensional Hk(F), 
we will have Ek, = Ei for some N. It follows that Eli is not zero. It also follows that Bu is 
a surjection from E’&? to Ek,, whence the desired infinite sequence. 0 
PROPOSITION 4. Let {I : F -+ El + B1 be the pullback of &, : F 5 E + B over f: B1 + B. 
(1) Zfu E H,(RBI), then the holonomy action ofu and ofH,(Rf) (a) coincide. In particular, 
if one is locally nilpotent so is the other, and 
(2) if7t.J@ Q and n*j @ Q are injectiue, then cat,(E) 2 catO(E1). 
ProoJ: (1) is just the naturality of the holonomy action. 
(2) Let g: El + E be the map covering f: Using the induced morphism of long exact 
homotopy sequences for these fibrations and our assumptions, one sees that g* @ Q is also 
injective. By the mapping theorem (see [3]), cat,(E) > cato(E1). cl 
We will apply this proposition to show that Theorem 1 follows from Theorem 2 in the 
case where the base is an odd sphere: given a fibration F 
of Theorem 1, let S2”+l ’ 
+ E + B satisfying the conditions 
+ B be a representative of some non-zero homotopy class with 
f^ locally nilpotent. By Proposition 4(2), the pullback F -+ El + S2”+l over f satisfies 
cat,,(E) > cato(E1). Moreover, by Proposition 4(l) and Theorem 2 applied to this pullback, 
catO(E1) > cat,,(F) + 1, which yields Theorem 1. 
We now describe 0. for spherical u in terms of Sullivan models. 
2. THE HOMOTOI’Y THEORY OF CGDAs 
In this section we work with Q as ground field. All our spaces are simply connected and 
have the homotopy type of CW complexes with rational cohomology of finite type. We refer 
the reader to [ 1,8, 1 l] for the basic material on Sullivan models. 
A commutative graded differential algebra (CGDA) (A,d,) is c-connected if Ho@, dA) 
z Q. A morphism 4 :(A, dA) + (B, ds) is a quism if H*4 is an isomorphism and this will be 
indicated in diagrams by “ N “. If (A, dA) % (B, drJ is a morphism of c-connected CGDAs, 
a Sullivan minimal model of 4 is a factoring of 4 as $0 i in (A,dA) L 
(A @ AX, d) % (B, d,) where $ is a quism, i(u) = a @ 1 for a E A and AX denotes the free 
CGA on the graded vector space X which has a well ordered, homogeneous basis {x, 1 a E I} 
such that dx,E A@AX,, and a < fi =P dega < deg/?. Such a basis is called a K-S basis. 
Here, X,, denotes span{xsl /I < a}. The factoring is determined up to isomorphism by 
4 and we say that i represents 4. 
The projection (A 0 AX, d) 5 AX defined by ~(a @ 1) = 0 and ~(1 @ x) = x induces 
a differential d”in AX and the sequence (A, dA) 5 (A @ AX, d) 4 (AX, d”, is called a minimal 
K-S extension. 
Sullivan defined a contravariant functor & which associates to each space S a CGDA 
over Q, d(S), which computes the rational homotopy of S. The Sullivan minimal model of 
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(U&O) + d(S) is of the form (Q, 0) + (AX, d) 7 d(S) and (AX, d) is a Sullivan minimal model 
of S. Any CGDA (A, dA) with a quism (AX, d) 7 (A, d) is then called a Sullivan model of S. 
If S -+ T is a continuous map, a standard lifting lemma applied to d(f) gives a unique 
homotopy class of morphisms between their minimal models, any of which is called 
a Sullivan representative off: Sullivan showed that (AX, d) carries the rational homotopy 
type of S, that is, the homotopy type of the localization So of S at Q. Indeed, every 
homotopy class of morphisms between minimal models of two spaces is the Sullivan 
representative of a unique homotopy class of maps between the spaces localized at Q. 
In particular, as a graded vector space, X is dual to n*(S) @ Q and this isomorphism can 
be described as follows. If 1 u 1 = n, then (Au/u*, 0) is a Sullivan model of the n-sphere. Given 
x, of degree n in a K-S basis and [f] E rc,(S), define X,:rr,(S) + Q by 
&rj(&) = %(Cfl)u, 
where &,:(AX, d) --)r (Au/u’,O) is a Sullivan representative off: 
Given a Serre fibration [: F 4 E 3 B, there is a commutative diagram of augmented 
CGDAs 
-pa(B) 3 d(E) Jg(i! d(F) 
z t#% t tm 
(AX,4 - (AX;AY,d) - (AY,i) 
in which (AX,d) is a Sullivan model for B and the bottom row is the minimal model of 
d(p) o q& If tl : (AY, d”, + d(F) is a quism, < is called a rational fibration. In particular, if 
B is simply connected, 5 is a rational fibration [7]. We call the bottom row of this diagram 
a minimal K-S extension associated to the fibration. Note that, in general, the middle 
CGDA need not be a minimal model of E. It will be, precisely when the image of the 
connecting homomorphism 6 : n&3) + nk_ 1(F) is strictly torsion. In this case one can 
choose the linear part of dy to be zero for all y E Y (see [S]). 
3. THE HOLONOMY ACTION AT THE LEVEL OF CGDAs 
To determine 8, in terms of Sullivan models, we restrict ourselves to fibrations over odd 
spheres, as these will be key. Suppose F + E + S’“+l is such a fibration, and for the 
moment suppose also that im 6 is strictly torsion. Let (Au, 0) and (AZ,d) be Sullivan 
minimal models for S”‘+ ’ and F respectively and let (Au, 0) 5 (Au @I AZ, d) 5 (AZ, d”) be 
an associated minimal K-S extension. Because S”‘+ ’ is simply connected, (AZ,d) is 
a Sullivan model for the fibre F and p represents the inclusion of the fibre. Moreover, our 
assumption on the connecting homomorphism guarantees that (Au @ AZ, d) is a minimal 
model of E. 
If u E H2”(Qsn+ ‘) is a generator, there is a simple description of the derivation 6, of 
H*(F). Writing the differential in (Au @ AY) as d = 10 d”+ u @ 8 defines a derivation 8 of 
(AY,d”) which induces 8. on H*(F) (see [6] or [2, p. 1151). We will call 6 = 0” the holonomy 
derivation of the fibration. 
Now suppose that (AX, d) + (AX @Q A Y, d) + (A Y, d”, is a minimal K-S extension asso- 
ciated to our fibration F -+ E + B. Let x, be an element of odd degree in a K-S basis 
(xa 1 /I E .I} for X and consider the following K-S extensions: 
(AX<,,4 + (AX@AY,d) + (Ax,.@AY,d’) 
(Ax, 3 0) -+ (AX,.@AY,d’) --* (AX>.@AY,d”) 
(Ax,,O) + (Ax, @ AY,d) + (AY, 2). 
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The origin of the first two K-S extensions is clear. The second extension induces the third 
via the projection (AX a o1 @ A Y, d”) 5 (Ax= 0 A Y, d, which sends X,, to zero. That is, for 
y E Y, we have & = pd”y. 
There are holonomy derivations associated to each of the last two fibrations and the 
following lemma shows that for finite dimensional X, the local nilpotence of their associated 
derivations is linked. 
LEMMA 5. Let IuI be odd, dimZ < co and 
(Au,O) + (Au@AZ@AY,d) + (AZ@AY,d’) 
11 1P 1 
(Au,‘)) -+ (Au @ AY, d, + (AY, d”, 
be a commutative diagram of minimal K-S extensions with trivial connecting homomorphisms, 
p(u) = u, p(Z) = 0 and p(y) = yfor all y E Y. If the holonomy derivation of the second row acts 
locally nilpotently so does that of the3rst row. 
Proof: Writed=lOd’+u@~andd=l@~+uO8.Wecanwrite~asasumof 
derivations qP, homogeneous in the length grading 
rl = c VP, where qp(Ak(Z 0 Y)) c Akfp(Z @ Y) for k 3 1. 
pa0 
Because we have a K-S extension, the Q, restrict to derivations in (AZ, d), and we will use 
the same notation for them there. Filter AZ @ AY by FP = AapZ @ AY. This is a differen- 
tial filtration which is invariant under q. Thus q induces derivations q(P) of each term (E,, d,J 
of the (convergent) spectral sequence obtained from F. The first term (E,,d,) is just 
(AZ@AY,O@d”) and q(O)= q. + 1 0 13, as one easily checks. Since dimZ < co, q. is 
locally nilpotent. Since we assume that 8 is locally nilpotent, so is q(O). This implies the local 
nilpotence of q. 0 
Remark. One can guarantee the local nilpotence of these derivations by restricting the 
homotopy Lie algebra as follows. Consider a fibration F -+ E + B with trivial rational 
connecting homomorphism and associated minimal K-S extension (AX, d) --, (AX 0 
AY, d) + (AY, 2). Suppose x, is any member of odd degree of a K-S basis for X. Let 
Ls : = n,(RS) @ Q, together with the Samelson product, denote the homotopy Lie algebra 
of a space S. As in Section 2, x, is dual to a rational homotopy element h, whose image in LB 
we denote h,. Now LF is an ideal of LE so that by using the isomorphism Y r LF, the map 
ad(&) can be regarded as an endomorphism, say E, of Y. 
On the other hand consider the K-S extension (Axa, d) + (Ax. Q A Y, d) + (A Y, 2). This 
gives a derivation 8, of (A Y, 2) which is, as above, a sum of derivations 0, homogeneous in 
the length grading: 19 = cp3 o P. 8 In particular, we can restrict e. to Y and it follows from [6] 
that this restriction is E. Thus by an argument similar to that in Lemma 5, one can show that 
8, will act locally nilpotently if E does. In particular, if dim Y < co, this is automatic. 
4. RATIONAL CATEGORY 
We now briefly recall the description of rational L-S category in terms of Sullivan 
models. Let (A Y, d) be a minimal model and consider the projection A Y + A Y/A’, Y. This 
induces a differential D in AY/A ‘,Y which makes the projection a map of differential 
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algebras. Let 
(AY,~) -+ (AYO AV,d) 5 (AY/A”“Y,D) 
be a minimal model for the projection. 
Definition. The rational category of (A Y, d), denoted cat&I Y, d), is the least m such that 
there is a retract r : (A Y @ A V, d) + (A Y, d), i.e. a map of CGDAs which satisfies r(y) = y for 
all y 6 Y. 
Felix and Halperin [3] proved that this is exactly the L-S category of any rational space 
with minimal model (A Y, d). Hess [9] showed that cate(A Y, d) is the same as the least m for 
which there is a retract r : (A Y @ A V, d) + (A Y, d) of (A Y, d)-modules, rather than CGDAs. 
This formulation is easier to work with; in particular, there is a remarkable model of 
AY + A,/,“” Y as (A Y, d)-modules, appearing originally in [4] and generalized to tensor 
models in [S] which facilitates the study of these questions enormously. We summarize the 
salient features of this model below. 
One can bigrade a free CGA AX by setting (AX)pgq = (ApX)p+q, where p + q is the total 
or topological degree. Then, there is a quism (AY @ W, d) 7 (AY/A’“‘Y,D) of bigraded 
(AY, d)-modules uch that 
(1) w = Q @ Wm.*, 
(2) PP.* has a well-ordered basis (0, 1 ct E J} with do, E A Y @ W <L1, 
(3) dW”q* G (AY@ W)‘m+l and 
(4) IfaE(AY@ JV)Sm+l is a cycle, there is b E (A Y @ IV) ‘m such that db = a. 
5. PROOF OF THEOREM 2 
We can now state the key proposition. 
PROPOSITION 6. Let (AU, 0) + (Au @I AX, d) + (AX, 2) be a minimal K-S extension and 
suppose that IuI B 3 is odd. Zf the connecting homomorphism is trivial and the holonomy 
derivation is locally nilpotent, then 
cat,(Au 0 AX, d) 2 cate(AX, d) + 1. 
We defer the proof and use this proposition to prove our main theorem. 
THEOREM 7. Let (AX, d) + (AX 0 AY, d) + (AY,i) be a minimal K-S extension with 
dimX < co. Suppose that the connecting homomorphism 6 satisjies (im B)Odd = 0. Let 
aI, . . . , a,,, be linearly independent elements of Xodd such that g., , . . . , O,,,, act locally nilpotently 
in H* (A Y, 2). Then 
cato(AX @ AY) > catO(AY, d”, + m - dim(im 8)‘“‘“. 
Proof: Choose a K-S basis {x1, . . . ,x,} of X that includes al, . . . ,a,,,, recorded, if 
necessary. Define A(i) = (A(xi, . . . , x,) @ A Y, d’) for i < n and A(n + 1) = (A Y, 2). Consider 
the minimal K-S extensions 
(Axi,O) + A(i) + A(i + 1). 
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The-e are 4 possibilities: 
I [xi/ is even and xi E im6, 
II Ix;J is even and xi$im6, 
III lxil is odd and Bxi does not act locally nilpotently, 
IV I-Yil is odd and 8,, acts locally nilpotently. 
In case I, one argues exactly as in [2, Theorem 6.41 to deduce that cat,,A(i) 2 
cat0 A(i + 1) - 1. In cases II and III, we use the mapping theorem to obtain 
cat0 A(i) B cat0 A(i + 1). In case IV, we apply Proposition 6 to conclude that 
cat, A(i) 3 cat0 A(i + 1) + 1. 
Since A( 1) = (AX @ AY, d) and A(n + 1) = (AY,& the result follows by induction 
on n. 
Proof of Proposition 6. This will 
bigraded models (as in Section 4) 
and 
(AX 0 
n 
be divided into a number of lemmas. First we take 
W, d”) + (AX/A ‘“X, D) 
((AU 0 AX 0 Y), d) --+ (A( (u) 0 X)/A’“‘+ ‘((u) 0 X), D). 
We extend the action of 8 to Yjust as before by writing d = d’+ u 0 8 in (AU 0 AX @ Y, d). 
For convenience we shall call any element of (Au @ AX @ Y)3m+1 long. For later use, we 
note that by property (4) of the bigraded model given in Section 4, if a is long, 
h ti A’( (u) @ X) and ab is a cycle, then ab is actually the boundary of a long element. 
We will proceed by induction on the well-ordered K-S basis of IF’“**, so suppose 
d”w, = A, + 1 ( - lyBaaSwB, 
a’/3 
where A, and u,~ belong to AX and here as elsewhere, ( - lp# denotes ( - l)l’a#l. 
As a consequence of dt = 0 we have 
JA, = - 1 ag8 A, 
N’B 
and 
Each step of the induction involves certain sequences of elements in AX and 
Au @ AX 0 Y. We can simplify many apparently complicated formulae involving their 
derivatives and 8 if we introduce a linear operator S on sequences which we define on 
z== ‘- ,+lti b 0) by 
(S(z)), = S”(Z) = - nz, - 1 for all n 2 1 
and So(z) will always be defined in the context in which it appears. For example, if we write 
the equation dz = S(z) + ZI for two given sequences z and u, then So(z) will be dzo - uO. We 
remark that d&(z) = S,(dz) if n > 0. 
We will also use a sequence of functions that masquerade as exponentials but have 
properties more akin to a product. Given a E AX and any sequence of elements 
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z = {z, 1 n 2 0} of Au ~$3 AX &I Y, we define a sequence of functions E = {sk 1 k 2 0) by 
a&z) = 
* F(a) 
c,z n+k- 
n=O . 
Because 0 decreases degree, E&I, z) is always well-defined and will be homogeneous in our 
applications. We collect here in the form of a lemma some properties of the &k. 
LEMMA 8. Zf a and b are elements of AX, c and e sequences in AX and z and v sequences in 
Au @ AX @I Y, then 
0) 
(ii) 
(iii) 
E&b, z) = E&, &(b,Z))jiW k 2 0. 
Ifdz = US(Z) + u, then d&(a, z) = &(&a,~) + uS(.$a,z)) + ( - l)LI& u), where &(&(a, z)) 
a&(z) in this case. 
1 e(c) = S(c) + e, then &$a,~)) = S(E(U, c)) + c(u,e), where S~(E(U,C)) = a&(c) as 
before. 
Proof: (i) Since 8 is a derivation of even degree, 
g, P(ab) 
E&b, z) = 1 yy-- 
n=o - 
Z”+k=~~~*(~)e’(a)g-‘(b)Z.+k. 
Now rearranging the order of summation (recalling that the sum is finite) and letting 
q = n - p, we obtain 
&&Zb,Z) = 2 2 L p=* q=. (P + 4Y 
(ii) We first compute d[6”(u)z,+k] for k 2 0: 
d[fl”(U)Z,+k] = [6”(& + up+‘(a)]z,+k + ( - 1)v”(a)dZ,+k 
= f?(d”a)Z,+k + u[@+‘(a)z,+k - (n + k)f?“(U)Z,+k_l] 
+ ( - i)‘e”(a)&+k. 
Thus 
d en(a) z F 1 =-z,+k +u P+l(a) 04 n! n+ k n! -----2 n! ntk 1 
ew + ( - 1)” 7 h+k- 
So if k > 0 
@w --n--z,+k-1 n, 1  kuek _ 1 (a, z) 
+ ( - l)“&k(U,U). 
The above sum is a telescopic series and so its sum is the first term, which is in fact zero. This 
is why we somewhat perversely wrote n/n! instead of l/(n - l)!. When k = 0, since 
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dz,-, = u&(z) - uo, we find instead that 
d&&Z) = EO(cL,Z) + 24z 
[ . 
T z, - n 04 - z,- 1 
n! 
+ uCe(a)zo + a~o(z)~ 
n=l 1 
+ ( - l)“E&,U). 
This time the telescopic series sums to - ue(a)zo and we obtain the required expression. 
(iii) We compute 
n+k 
+ ew) 
T e(cn+k) 
en+l(a) 
n+k 
+ W) 
7 [ - fn + k)Cn+k + &+kl 
w4 =~~-kc.+k+e.+kl+~c,,k-nlc n+k-1, 
except of course when k = 0. As in the previous calculation, summing over n gives the 
required formula. 
Now suppose cato(Au 8 AX) = m + 1 and let r :(Au @ AX 0 Y,d) + (Au @I AX,d) be 
a retract. Define AX-linear maps r, s : (Au 8 AX @ Y) + AX by taking components in the 
direct sum Au @I AX = AX @ u Q AX: 
r(x) = f(x) + us(x). 
Recall that we have a K-S basis {w, Ia E .I} of W. For each u E J we will prove the 
existence of three sequences (of sequences!) z, c Au 0 AX @ Y, 6, and c, c AX, which will 
satisfy 
dz, = us(~) - 1 E(Q,,z& 
a>B 
So(G) = - 4 
(2) 
and 
c, = f(z,) + 1 ( - lyQ(u,p,bp) 
a’@ 
d”b, = c, 
w,) = w,) + sw 
e(c,) = s(c,) + &s(~,). 
We now record a result on the interaction of such a sequence z, with a retract. 
COROLLARY 9. Zf F and s are as defined above and z, is a sequence satisfying (2), then 
~~(z,, = - 1 4&+‘&?)) 
O’S 
and 
e(r(z,)) = s(r(z,)) - 1 ( - I~E(u,,,s(z,)) + ~“ss(~,). 
O’B 
Prooj One easily shows that dr = rd is equivalent o 
d”=fz and er-i;e=sd”i-2s 
(3) 
and the proof then follows easily from Lemma 8. 
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Before establishing the existence of the sequences in (2) and (3), we show how these will 
solve our problem. 
PROPOSITION 10. Suppose z, and b, have been chosen to satisfy (2) and (3). A retract 
R : (AX Q W, d”, + (AX, d”, may then be dejined by 
R(w,) = WJol - Nh)ol. 
Proof: It suffices to show that R commutes with the differential. Now 
R(d”w,) = R 
( 
A,, + c ( - lygaOBwB 
O’S ) 
= A, + c ( - l)“““a,$(w,) 
O’B 
= A, + c ( - 1Y’“a&C(z&l - Q(QJ) 
O’B 
On the other hand, 
= A, - c ( - l)“““absSo(b,). 
,J’B 
R”(w,) = ~WL~OI - &Wol 
= d"sC(z,)o1 - 'X@b)ol 
= d"sck7)ol - ~c(cb)ol 
= ~~C(zJol - WkJol - C (- lY@adX~o(aa~~b)l. 
a=-@ 
But by Lemma S(iii) and (3) 
eCsO(aaP, WI = a,$o(bp) + ~o(a,~,s&d). 
We also know from Corollary 9 that 
er[(z,)oi = So(%)) - 1 ( - 1P~0(a,~,&d) + ~Ckdol. 
O'LJ 
By substituting these into the expression above and noting that So(T(zb)) = - A,, we obtain 
the desired equality. 0 
It therefore remains to find sequences satisfying (2) and (3). We begin with the sequence 
z,. Recall that for the elements A, and a,8 in AX we have 
ZA, = - c a,@AB 
a’6 
and 
Jaay = 1 ( - l)‘a8aaflaSy. 
O’S’Y 
LEMMA 11. For each CJ E J, there is a sequence z, of long elements in Au @ AX @ Y such 
that S&J = - A, and dz, = uS(z,) - Ca,Se(a,B,~B). 
Proo_f We proceed by induction on 0. Suppose for the moment hat we already have the 
zP for /3 < CT. We will prove that there is a sequence z, with the above properties. At the same 
time we show the existence of zEO, where (say) a0 is the first element of J. 
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Define y = - uA, - Ca.,B~O(ubB, zs). Then 
dy = u&f, - c d&&Q, z&q) 
U’B 
where tp = - ,&,r~(uSr, z,) and S&(ubS, za)) = uGBSO(zs) = - uaSAB. This yields 
- o>;,r’ - l)“‘b&O(u,8,&(uSr,z,)) 
= - o>zJ( - lYr~Obw~~,ZL7) + ( - l~E&ar,&(u*~,Z,)) 
= 0 
by Lemma 8. 
Since A, and every member of each zg is long, we can find a long element, which we call 
(z,),, which satisfies d(z,), = y. 
We also construct the rest of the sequence z, by an induction. Suppose we have found 
long elements (z,), for k < n - 1 which satisfy d(z& = u&(z,) - Ca,B~k(~,p, ,Q). As before, 
consider u = - uS,(z,) - 1 a,,r~,(u,B,~B). Using the induction hypothesis and Lemma 8(i), 
we find that u is a cycle. Since the elements (z,), and the elements of each zg are long, D is the 
boundary of a long element which we call (z,),. The sequence z, satisfies the requirements of 
the lemma. This closes the induction on n and also that on 0. cl 
We now use these sequences to construct the b,‘s. 
PROPOSITION 12. For every o E J there exist sequences b, and c, which satisfy (3). 
Proof We use induction on 0. We must first define the sequence b,, and this requires an 
intermediate step. We will show that for each positive integer N we can find a finite 
sequence v(N) = (u(NhI k < N} which satisfies (3) as far as it can. We then appeal to 
a lemma to show that this is enough to guarantee that an infinite sequence of this kind 
exists. This will be b,,. Define a sequence c,, = f(z,,,). The equations &,, = 0 and 
e(c,,) = S(c,,) + &(z,,) are immediate consequences of(2). By Lemma 3, we know that each 
element of c,, is a &boundary. We must now solve the equations & = c,, and 
e(u) = S(o) + s(z,,) simultaneously. To obtain o(N), consider (c,,),. This element is d”-exact, 
say (c,,)~ = 2(“(N),). We then use the last equation in (3) to define the rest of the sequence 
u(N). This yields the finite sequence we sought. We now turn to another lemma to boost this 
finite sequence to an infinite one. 
LEMMA 13. Let z, = (z,,), and c, be sequences which satisfy & = 0 and 0(c) = S(c) + 
&s(z). Suppose that given any N we can solve the equations 
zb” = c, 
8(b) = - nb,_ 1 + s(z,) (4) 
for 1 < n < N. Then there is an injinite sequence which solves these equations simultaneously. 
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Proofofl;emma 13. Define EN = {b E AX [3b, satisfying (4) for 0 < n < N with b = b,}. 
By assumption each EN is non-empty and it is clear that EN 3 EN+ l. Moreover, each is 
a finite dimensional affine space. As in Lemma 3, we find nnr EN is not empty and so there is 
an infinite sequence {b,} satisfying (4). 0 
ProofofProposition 12 (continued). We are now in a position to complete the construc- 
tion of the b,,‘s. Assume that we have chosen, for each a < 6, sequences b, which satisfy (3). 
Define a new sequence c, by 
c, = F(z,) + C ( - l)‘ua~(aoa, b,). 
.J>a 
We now compute zcc, and @,): 
d”,, = &(z,) + c ( - l)%&(ab,, b,) 
b>(I 
= &(z,) + 2 ( - l)““[~(d;l,,, b,) + ( - l)Y(u,,,d”b,)] 
aza 
= &zb) + 1 ( - 1)““” [~@a,,, b,) + ( - ~)‘Y(u~~,c.)] 
Ll>d 
= &(z,) + 1 E(U,,, +x)) + c ( - VWd”am,,bol) 
0S.Z CT>(I 
+ o;a& 
( 
ana, &( - lY+,p, b,) 
) 
. 
The first two terms are zero by Corollary 9 and the last two by virtue of (1) and Lemma 8(i). 
This shows that e, consists of &cycles. The action of 8 on c, now follows from the inductive 
assumption (3) co1 and Lemma 8(iii). To obtain b,, we argue as before. We obtain a finite 
sequence satisfying (3) and then invoke Lemma 13. This closes the induction, establishes the 
proposition and completes the proof of Theorem 1. 0 
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