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MEASURES MAXIMIZING THE ENTROPY FOR KAN
ENDOMORPHISMS
BA´RBARA NU´N˜EZ-MADARIAGA, SEBASTIA´N A. RAMI´REZ & CARLOS H. VA´SQUEZ
Abstract. In 1994, Ittai Kan provided the first examples of maps with intermingled basins.
The Kan example corresponds to a partially hyperbolic endomorphism defined on a surface
with the boundary exhibiting two intermingled hyperbolic physical measures. Both measures
are supported on the boundary, and they are also measures maximizing the topological
entropy. In this work, we prove the existence of a third hyperbolic measure supported in
the interior of the cylinder that maximizes the entropy. We prove this statement for a larger
class of maps including the Kan example.
1. Introduction: The Kan example
In 1994, Ittai Kan [18] provided the first examples of maps with intermingled basins. More
precisely, he considered the map K :M →M defined on the cylinder M = S1× I, I = [0, 1],
by the explicit expression
(1) K(θ, t) = (3θ, t+ cos(2πθ)
(
t
32
)
(1− t)),
where (θ, t) ∈ [0, 1)× I.
Recall that the basin of a K-invariant measure µ is the set
B(µ) = {x ∈M : lim
n→∞
1
n
n−1∑
j=0
ψ(Kj(x)) =
∫
ψ dµ, for every ψ ∈ C0(M,R)}.
A K-invariant probability measure µ is physical if Leb(B(µ)) > 0. Physical measures are
relevant because they account for the statistics associated with the dynamics for a number
of relevant points with respect to the intrinsic measure (Lebesgue measure) of the ambient
space, even if it is not invariant. Two (physical) measures µ0 and µ1 are intermingled (with
respect to the Lebesgue measure in M) if for every open set U ⊆M , we have
(2) Leb(B(µ0) ∩ U) > 0 and Leb(B(µ1) ∩ U) > 0.
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Kan proved that the measures µ0 = LebS1 × δ0 and µ1 = LebS1 × δ1 are physical, their
basins are intermingled and their union covers LebM -a.e. the cylinderM = S1×I. Moreover,
this phenomenon is robust under small perturbations.
The problem of establishing conditions to guarantee the existence of physical measures has
had a great development in the last 20 years, and the interested reader can refer to [27, 33]
and the references therein for an introductory reading. In the case of the Kan example, it
corresponds to a mostly contracting partially hyperbolic system. Mostly contracting systems
were introduced by Bonatti and Viana in [7]. They proved that such systems have only
finitely many physical measures, and the union of their basins has total Lebesgue measure.
Some recent developments about mostly contracting systems can be found in [2, 30, 14].
The magic in Kan’s example occurs due to two key facts:
• The Lebesgue measure is an invariant measure in each boundary and boundaries have
negative central Lyapunov exponents, and
• The fiber maps at θ = 0 and θ = 1/2 form a (heterodimensional) cycle between the
boundaries.
Such are the ingredients collected in [4, chapter 11] to define theKan-like maps as follows. We
consider the more general (noninvertible) maps K : M → M , being a local diffeomorphism
defined on M = Td × I by
(3) K(θ, t) = (E(θ), ϕ(θ, t)),
where
[KE] E : Td → Td is a C2 expanding map having two different fixed points p, q ∈ Td.
Recall that a C1-transformation f :M →M defined on a compact connected Riemannian
manifold M is expanding if there are λ > 1 and a metric on M such that ‖Df(x)v‖ ≥ λ‖v‖,
for all x ∈M and all v ∈ TxM .
We also assume that ϕ :M → [0, 1] is Cr, r ≥ 2, satisfies the following conditions:
[K1] For every θ ∈ Td we have ϕ(θ, 0) = 0 and ϕ(θ, 1) = 1.
[K2] The map ϕ(p, ·) : [0, 1] → [0, 1] has exactly two fixed points: a hyperbolic source at
t = 1, and a hyperbolic sink in t = 0. Analogously, the map ϕ(q, ·) : [0, 1] → [0, 1]
has exactly two fixed points: a hyperbolic sink at t = 1, and a hyperbolic source in
t = 0.
[K3] For every (θ, t) ∈M ,
(4) |∂tϕ(θ, t))| <
1
2
‖DE(θ)‖
Condition [K1] means K preserves the boundary. The condition [K2] allows relating the
dynamics along the boundary through a (heteroclinical) cycle. Condition [K3] says that the
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map K is partially hyperbolic. We call a Kan-like map such a local diffeomorphism K given
by (3) satisfying the conditions [KE] and [K1],[K2] and [K3].
Kan’s example (1) belongs to the interesting particular class of Kan-like maps where E is
an affine expanding map on S1, that is, k ≥ 3:
E(θ) = k · θ (mod Z), θ ∈ S1,
for fixed k ∈ Z. If E is a linear expanding map, we say that K is an affine Kan-like map.
The next theorem provides a complete description of the physical measures for Kan-like
maps.
Theorem 1.1. Assume K is a Kan-like map and
(5)
∫
log |∂tϕ(θ, 0)| dθ < 0 and
∫
log |∂tϕ(θ, 1)| dθ < 0
Then, there exist exactly two physical measures µ0, µ1 supported on the boundaries Td × {0}
and Td × {1}, respectively, such that they are intermingled and the union of their basins
covers LebTd at almost every point on the whole manifold.
The reader can find a complete proof of this statement in [4, Proposition 11.1] (see also
[8]). The proof of the Theorem 1.1 above proceeds as follows. Recall that since E is a
C2 expanding map, there exists a unique E-invariant probability measure m0 absolutely
continuous with respect to the Lebesgue measure on the torus. The measures in the theorem
above are defined by µi = m0 × δi, i = 0, 1. Condition (5) refers to the fact that central
Lyapunov exponents at the boundary points are generically (with respect to the Lebesgue
measure) negative, and this implies (using Pesins theory and Hopf’s argument) that the
measures are physical. Condition [K2] does the magic by implying that the basins are
intermingled and their union covers the whole manifold except for a zero Lebesgue measure
subset.
Since Kan’s work, the intermingled phenomenon has been the subject of various studies.
For instance, there are some new examples that have more than two physical measures,
and their basins are intermingled (see [1, 23, 6, 14]). Some accurate estimations for the
Hausdorff dimension of the set that does not belong to the basins of physical measures
were obtained by [17, 20]. Keller [19] observed the phenomenon of intermingled basins for
a skew product dynamical system on a square with a piecewise expanding Markov base
map and a negative Schwarzian fiber map, and he quantified the degree of intermingleness.
Recently, Gan and Shi [16] proved that every affine Kan-like map on S1 × I is C2-robustly
topologically mixing, providing more evidence about the difference between the topological
and measurable indecomposability (see also [12]).
Bonifant and Milnor [8] also studied affine Kan-like maps on S1 × I under the hypothesis
of the negative Schwarzian derivative on the fiber map, which requires more regularity of the
application K. They obtain the result contained in Theorem 1.1, and they also observe the
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existence of a third measure supported in the interior of the cylinder such that it is projected
(via push forward) on the Lebesgue measure in the boundary. This result motivates our study
on other relevant measures for K.
An invariant probability measure µ is a measure maximizing the entropy if hµ(K) =
htop(K) (see more details in Section 2). Our main goal is to recover Theorem 1.1 for such a
class of measures. Recall that if E is a C2 expanding map, then there exists a unique measure
maximizing the entropy ν0 supported on the whole Td. Our main result is the following.
Theorem A. Assume K is a Kan-like map and suppose that
(6)
∫
log |∂tϕ(θ, 0)| dν0(θ) < 0 and
∫
log |∂tϕ(θ, 1)| dν0(θ) < 0
Then, there exist exactly three ergodic measures maximizing the entropy µ0, µ
+, µ1. All of
them are hyperbolic and
(i) µ0, µ1 have negative central Lyapunov exponents, they are supported on the bound-
aries, and their basins satisfy
(7) (ν0 × LebI)
(
B(µ0)
)
> 0 and (ν0 × LebI)
(
B(µ1)
)
> 0
and
(8) (ν0 × LebI) (B(µ0) ∪ B(µ1)) = 1.
Moreover, their basins are intermingled with respect to ν0 × LebI , that is, for every
open set U ⊆ M ,
(9) (ν0 × LebI)
(
B(µ0) ∩ U
)
> 0 and (ν0 × LebI)
(
B(µ1) ∩ U
)
> 0.
(ii) µ+ has a positive central Lyapunov exponent, and it is approximated by ergodic mea-
sures supported on periodic orbits of K in the interior of M .
As before, we can consider µ0 = ν0 × δ0 and µ1 = ν0 × δ1 as natural candidates to be
measures maximizing the entropy. The assumption (6) means that µ0 and µ1 have negative
central Lyapunov exponents.
If E is affine, then Theorem A part (i) is obvious because the Lebesgue measure LebTd
is also the measure of maximal entropy for E. Let us briefly sketch the main idea to prove
the part (ii) in this setting. First, we use the fact that there exists a sequence of measures
supported on periodic orbits in the torus approximating LebTd to find periodic points in the
interior ofM . The sequence of periodic measures supported on such periodic points converges
to an invariant measure that is projected (via push forward) on the Lebesgue measure in
the torus, so almost every ergodic component is a measure maximizing the entropy. Now,
we take any ergodic component µ such that π∗µ = LebTd as before, and we analyze its
center Lyapunov exponent. It cannot be negative, because if that is the case, then the basin
of µ should be a physical measure different than µ0 = LebTd × δ0 and µ1 = LebTd × δ1.
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Furthermore, the center Lyapunov exponent of µ cannot be zero because the Invariance
Principle of Avila-Viana [3] implies the existence of a continuous curve separating the basins
of µ0 and µ1 contradicting the intermingled property. Therefore, we conclude that the
center Lyapunov exponent of µ is positive. We regard that the application of the Invariance
Principle is not immediate because the map is not invertible.
If E is not affine, then condition (6) continues allowing the construction of an ergodic
measure maximizing the entropy µ as above. Nevertheless, since the measure maximizing the
entropy ν0 and the absolutely continuous invariant measure m0 for E are mutually singular,
we cannot use the conclusion of Theorem 1.1 to discard the possibility of negative or zero
center Lyapunov exponents for µ as before. To contend with this difficulty, we obtain the
conclusion of Theorem 1.1 by changing the reference measure on M from Lebesgue to ν0 ×
LebI . This is exactly the statement of Theorem A part (i). We recover a property similar to
the physical measure that we call the observable measure with respect to a reference measure
since it occurs in (7). In addition, we say that the basins of µ0 and µ1 are intermingled
with respect to a reference measure when a property such as (9) is verified. The proof of
Theorem A part (i) requires carefully revising the ideas contained in [4, chapter 11] and [7],
adapting and sometimes avoiding the use of the Lebesgue measure and its properties such
as absolutely continuous holonomies, density points, or distortion. In contrast, we strongly
use the product structure, density points for Borel measures (from the Besicovich covering
theorem), and properties from the theory of equilibrium states for expanding maps such as
the Gibbs property or the existence of Jacobians.
Finally, Theorem A holds if we consider ν × Leb as a reference measure on M , where ν
is a reference (not necessarily invariant) measure in Td that is absolutely continuous with
respect to ν0 such as the one introduced in [13] to obtain a geometric construction of ν0.
This work is organized as follows. In Section 2, we establish the basic notions and the set
of necessary tools that we use throughout this work. Section 3 is dedicated to the proof of
Theorem A part (i), and Section 4 is dedicated to the proof of Theorem A part (ii). A key
step in the proof of the last part is to establish Lemma A which is the application of the
Invariance Principle that we developed in Section 5.
2. Preliminaries
2.1. Topological entropy and measures maximizing the topological entropy. First,
recall the definition of topological entropy. Let (X, dist) be a metric space and let f : X → X
be a uniformly continuous map. For x ∈ X , n ≥ 1 and ǫ > 0, the dynamical ball is the set
defined by
B(x, n, ǫ) = {y ∈ X : max
0≤i≤n
dist(f ix, f iy) < ǫ}.
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Fix a set Γ ⊆ X . A subset E ⊆ Γ is called (n, ǫ)-separated if for x 6= y ∈ E there exists
1 ≤ i ≤ n − 1 such that dist(f ix, f iy) > ǫ. In other words, the points of E are separated
from each other by dynamical balls of long n and radius ǫ.
We denotes by s(n, ǫ,Γ) the cardinal of the maximum (n, ǫ)-separated set in Γ. The
topological entropy of f on the compact set Γ is the limit
(10) htop(f ; Γ) := lim
ǫ→0
lim sup
n→∞
1
n
log s(n, ǫ,Γ).
Note that the limit (10) always exists (see, for example, [32]). The topological entropy of f
is
htop(f) := sup{htop(f ; Γ) : Γ ⊆ X compact}.
When X is compact and f is continuous, the topological entropy can be obtained by (10)
taking Γ = X .
Let X and Y be compact metric spaces and let f : X → X , g : Y → Y be continuous
maps. Let us suppose that the maps f and g are semiconjugated by the map π, that is,
π : X → Y is a surjective continuous map such that π ◦f = g ◦π. Then, Bowen [9, Theorem
17] has shown that
(11) htop(f) ≤ htop(g) + sup
y∈Y
htop(f, π
−1(y)).
We denote byM1(f) the set of f -invariant Borel probability measures onX , and we denote
by Merg1 (f) the subset of the ergodic ones.
Let µ ∈M1(f). Given x ∈ X , n ≥ 1 and ǫ > 0, we introduce the following values,
h+µ (f, ǫ, x) = lim sup
n
−
1
n
log µ(B(x, n, ε)),
h−µ (f, ǫ, x) = lim inf
n
−
1
n
logµ(B(x, n, ε)).
The Brin-Katok Theorem [11] ensures that for µ-a.e. x ∈ X , the following limits exist and
hµ(f, x) := lim
ǫ→0
h+µ (f, ǫ, x) = lim
ǫ→0
h−µ (f, ǫ, x).
Moreover, the function hµ(f, ·) is integrable and f -invariant. Therefore, we can define the
measure-theoretic (metric) entropy of f with respect to the invariant measure µ as
hµ(f) :=
∫
hµ(f, x)dµ(x).
Let f : X → X y g : Y → Y be continuous maps and suppose that they are semiconjugated
by π : X → Y . For µ ∈M1(f), we define the push forward π∗µ ∈M1(g) by
π∗µ(A) := µ(π
−1(A)),
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for every Borelean set A ⊆ Y . It follows directly from the definitions above that π∗µ is a
g-invariant probability measure and
hπ∗µ(g) ≤ hµ(f).
Similar to the Bowen formula, the Ledrappier-Walters formula [22] relates the entropies
of two semiconjugated applications. More precisely,
(12) sup{hµ(f) : µ ∈M1(f), π∗µ = ν} = hν(g) +
∫
Y
htop(f, π
−1(y)) dν(y).
The metric entropy and topological entropy are related throughout the Variational Prin-
ciple [29, Theorem 10.1]
(13) htop(f) = sup{hµ(f) : µ ∈M1(f)}.
We say that an f -invariant measure µ maximizes the entropy if its metric entropy realizes
the supremum in (13), that is,
htop(f) = hµ(f).
We denote by Merg0 (f) the set of ergodic f -invariant probability measures maximizing the
entropy of f .
2.2. Disintegration. Throughout this section we will assume that X is a separable, com-
plete metric space and µ is a probability measure defined on the Borelean subsets of X .
Let P be a partition of X in measurable subsets. We denote by P : X → P the natural
projection that associates to every x ∈ X the element of the P (x) containing x. In P, we
induce a measurable structure as follows. A subset Q ⊆ P is measurable if P−1(Q) ⊆ X is
Borelean. Now, we define the quotient measure µˆ by
µˆ(Q) = µ(P−1(Q)), for every Q ⊆ P measurable .
A disintegration of µ relative to P is a family {µP : P ∈ P} of probability measures on
X satisfying
a) µP (P ) = 1 for µˆ-almost every P ∈ P,
b) For every measurable subset E ⊆ X , the map P → R defined by P → µP (E) is
measurable,
c) µ(E) =
∫
µP (E)dµˆ(P ), for every measurable subset E ⊆ X .
The family of probability measures {µP : P ∈ P} is called a family of conditional measures
of µ with respect to the partition P.
Recall that a family P of Borelean subsets of X is a measurable partition if there exists
a subset X0 ⊆ X of full measure and an increasing sequence P1 ≺ P2 ≺ · · · ≺ Pn ≺ · · · of
countable partitions of X0 (by a Borelean subset of X0) such that
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P =
∞∨
n=1
Pn.
Rokhlin’s Theorem [25] (See also [29, Theorem 5.1.3]) establishes that if P is a measurable
partition, then there exists the disintegration of µ with respect to P.
A consequence of Rokhlin’s Theorem is the Ergodic Decomposition Theorem [29, Teorema
5.1.3]: If f : X → X is measurable and µ is an f -invariant probability, then there exists
a measurable subset X0 ⊂ X , µ(X0) = 1, a measurable partition P of X0 and a family
of conditional measures {µP : P ∈ P} such that it is a disintegration of µ, where the
conditional measures µP are f -invariant and ergodic. The next lemma is well known, but
we include it for completeness.
Lemma 2.1. Let µ ∈ M1(f) be a measure maximizing the entropy. Then, almost every
ergodic component of µ maximizes the entropy.
Proof. Let µ be a measure maximizing the entropy. From the Ergodic Decomposition The-
orem, we obtain
htop(f) =
∫
hµ(x)dµ(x) =
∫ ∫
hµ(x)dµP (x)dµˆ(P ) =
∫
hµP (f)dµˆ(P ).
In fact, since µP is ergodic and hµ(x) is f -invariant, the integral
∫
hµ(x)dµP (x) is a constant
depending only on P ∈ P and coinciding with the metric entropy of µP , that is,
∫
hµ(x)dµP (x) = hµP (f).
Now, since µ is a measure maximizing the entropy, it follows from the Variational Principle
that hµP (f) ≤ htop(f) and in consequence
htop(f) =
∫
hµP (f)dµ(P ) ≤
∫
htop(f)dµ(P ) = htop(f).
Thus, we have that hµP (f) = htop(f) for almost every ergodic component of µ. 
2.3. Lyapunov exponents. Let M be a compact Riemannian manifold of dimension d
and f : M → M a map of class C2. Oseledets’ Theorem [28, Teorema 4.2] establishes
that if µ is an f -invariant probability measure, then for almost every x ∈ M , there exists
1 ≤ k = k(x) ≤ d real numbers
λ1(x) > λ2(x) > · · · > λk(x),
and a decreasing sequence of subspaces
TxM = V
1
x ) V
2
x ) · · · ) V
k
x ) {0}
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such that for every 1 ≤ j ≤ k, the maps x→ k(x), x→ λj(x) y x→ V
j
x are measurable and
invariant (by f or Df as appropriate) and
λj(x) = lim
n→∞
1
n
log ‖Dfn(x)v‖, for every v ∈ V ix \ V
i+1
x .
The numbers λj(x) are called the Lyapunov exponents of f on x ∈ M . If µ is ergodic,
then the values of k(x) and λj(x) as well as the dimensions of the spaces V
j
x are constant
a.e.
Let µ be f -invariant and ergodic. We denote by R(µ) the full measure set provided by
Oseledets’ Theorem. For every x ∈ R(µ), define
Esx =
⋃
λi(x)<0
V (i)(x),
and
s := #{λi(x) < 0 : 1 ≤ i ≤ k(x)}.
(Since µ is ergodic, we have s(x) = s is constant). Suppose that s ≥ 1. Pesin’s Theory [24,
Teorema V.6.5] guarantees that there exists ǫ(x) > 0 such that the set
W sǫ (x) := {y ∈M : lim sup
n→∞
1
n
log dist(fn(y), fn(x)) < 0, sup
n≥0
dist(fn(y), fn(x)) ≤ ǫ(x)}
is an embedded disc on M of dimension dimEsx that is the same class of differentiability as
f and that satisfies TxW
s
ǫ (x) = E
s
x and the set
W s(x) := {y ∈M : lim sup
n→∞
1
n
log dist(fn(y), fn(x)) < 0},
satisfies f(W s(x)) = W s(f(x)) and
W s(x) =
⋃
n≥0
f−n(W sǫ (f
n(x)).
The set W sǫ (x) is called the Pesin local stable manifold at the point x, and the set W
s(x)
is called the Pesin’s stable manifold of x.
2.4. Physical and observables measures. Given an invariant probability measure µ, the
basin of µ is the set
B(µ) = {x ∈M : lim
n→∞
1
n
n−1∑
j=0
ψ(f j(x)) =
∫
ψ dµ, ∀ψ ∈ C0(M ;R)}.
The points of the basin of a measure account for the statistics of the dynamics with respect
to the measure: If x ∈ B(µ), the asymptotic average of any observable ψ ∈ C0(M ;R) along
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the orbit of x matches the average of ψ in the ambient space M with respect to the measure
µ. According to Birkhoff’s Theorem [32, Theorem 1.14] B(µ) has a total measure if µ is an
ergodic measure.
An f -invariant probability measure µ is a physical measure if B(µ) has a positive Lebesgue
measure. The physical measures are relevant because they account for the statistics associ-
ated with the dynamics for a number of relevant points with respect to the intrinsic measure
(Lebesgue measure) of the ambient space, even if it is not invariant. It is clear that if the
Lebesgue measure (or an absolutely continuous measure with respect to Lebesgue) is invari-
ant and ergodic, then it is physical [27, Chapter 1]. Such is the case of the C2 expanding
map E on Td: it admits a unique absolutely continuous with respect to Lebesgue ergodic
probability measure, its support is the whole manifold Td and consequently, its basin has a
total Lebesgue measure at Td [29, Theorem 11.1.2].
Remark 1. An interesting property of Pesin’s stable manifolds is that if x ∈ B(µ), then
W s(x) ⊆ B(µ). In other words, B(µ) is an s-saturated set.
Suppose that f is C2. If D ⊆M is a transversal submanifold to Esx such that
LebD(D ∩ B(µ) ∩R(µ)) > 0,
then Leb(B(µ)) > 0; therefore, µ is a physical measure. This follows from the fact that
the lamination by Pesin manifolds is absolutely continuous [24, Teorema V.8.1] and allows
applying the Fubini Theorem. This is the core of the well-known Hopf argument, and it is
the cornerstone of the argument to prove Theorem 1.1.
Now, we change the approach, considering as reference measure any Borel probability m
defined on M, not necessarily Lebesgue. We say that an f -invariant probability measure
µ is an observable measure with respect to the reference measure m if B(µ) has a positive
m-measure. In particular, when m = Leb in M , µ is an observable measure when it is a
physical measure.
Let f :M →M be a continuous map defined on a compact metric space having invariant
measures µ and ν. We say that (the basins of) µ and ν are intermingled with respect to a
Borelean measure m defined on M if for every open set U ⊆M , we have
(14) m(B(µ) ∩ U) > 0 and m(B(ν) ∩ U) > 0.
It follows from (14) that µ and ν are observable measures with respect to m. Note that in
the particular case when M is a Riemannian manifold and m = Leb, we recover the notion
of physical measures whose basins are intermingled.
2.5. Expanding maps. For futures reference, we summarize some of the main properties
for the dynamics of the expanding map E invoked in this work. The interested reader can
find more details of the theory in [29, chapters 11-12].
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Recall that a C1-transformation f :M →M defined on a compact connected Riemannian
manifold M is expanding if there are λ > 1 and a metric on M such that ‖Df(x)v‖ ≥ λ‖v‖,
for all x ∈M and all v ∈ TxM . It is clear from the definition that any map sufficiently close
to an expanding one, relative to the C1-topology, is still expanding.
We are interested in the case when M = Td and f = E. A classical result of Michael
Shub [26] asserts that every expanding map on the torus Td is topologically conjugate to
an expanding linear endomorphism, that is, there exists some d × d matrix A with integer
coefficients and a determinant different from zero such that all the eigenvalues λ1, ..., λd of
A have modulo larger than 1. Therefore, E conjugates to EA the endomorphisms induced
by A in Td = Rd/Zd.
In particular, there exists an integer k ≥ 1 such that every θ ∈ Td has exactly k preimages
θ1, . . . , θk. We call the integer k ≥ 2 the degree of E. As an immediate consequence of Shub’s
theorem, htop(E) = log k and there exists a unique measure of maximal entropy ν0 for E: the
push forward of the Lebesgue measure by the topological conjugacy. Nevertheless, we need
to recall some properties of the measure of maximal entropy obtained from the construction
provided by Ruelle in his proof of the existence of equilibrium measures.
For an expanding local diffeomorphism E on Td, there exists r0 > 0 such that the re-
striction of E to each ball B(θ, r0) of radius r0 is injective, its image contains the closure of
B(E(θ), r0) and
(15) dist(E(θ1), E(θ2)) ≥ λ dist(θ1, θ2), for every θ1, θ2 ∈ B(θ, r0).
Thus, the restriction to B(θ, r0) ∩ E
−1(B(E(θ), r0)) is a homeomorphism onto B(E(θ), r0).
We denote by E−1θ : B(E(θ), r0)→ B(θ, r0) its inverse and call it the inverse branch of E at
θ. It is clear that E−1θ (E(θ)) = θ and E ◦ E
−1
θ = id. The condition (15) implies that E
−1
θ is
a λ−1-contraction:
(16) dist(E−1θ (θ˜1), E
−1
θ (θ˜2)) ≤ λ
−1dist(θ˜1, θ˜2) for every θ˜1, θ˜2 ∈ B(E(θ), r0).
More generally, for any n ≥ 1, we call the inverse branch of En at θ the composition
E−nθ = E
−1
θ ◦ E
−1
E(θ) ◦ · · · ◦ E
−1
En−1(θ) : B(E
n(θ), r0)→ B(θ, r0)
of the inverse branches ofE at the iterates of θ. Observe that E−nθ (E
n(θ)) = θ and En◦E−nθ =
id.
In particular, for every θ ∈ Td, n ≥ 0 and every 0 < ǫ ≤ r0, we have
(17) En(B(θ, n + 1, ǫ)) = B(En(θ), ǫ).
As a consequence, any C1 expanding map on a compact manifold is expansive with r0
being the constant of expansivity: If dist(En(θ1), E
n(θ2)) ≤ r0 for every n ≥ 0, then θ1 = θ2.
Now, we discuss the existence of invariant measures absolutely continuous with respect to
the Lebesgue measure on Td and measures of maximal entropy for E. Both can be obtained
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as consequence of the following classical theorem due to David Ruelle (see [29, Theorem
12.1]).
Theorem 2.2 (Ruelle). Let f : M → M be a topologically exact expanding map on a
compact metric space and Φ : M → R be a Ho¨lder function. Then, there exists a unique
equilibrium state νΦ for Φ. Moreover, the measure νΦ is exact and is supported on the entire
M and is a Gibbs state.
Recall that an expanding map defined on a connected Riemannian manifold M is topo-
logically exact.
In the particular case when M is a Riemannian manifold and f is C1+α, α > 0, the equi-
librium state of the potential Φ = − log | detDf | coincides with the absolutely continuous
invariant measure. In particular, it is the unique physical measure of f . The measure of
maximal entropy is obtaining considering the potential Φ = 0 in Theorem 2.2.
Let us outline the some deduced from the proof of Theorem 2.2 useful for our purpose
in the setting M = Td, f = E and Φ = 0. We will state the next results for the measure
of maximum entropy, denoted by ν0; however, they are valid for any equilibrium state of a
Ho¨lder potential.
Recall that if η is a probability measure on M , it is not necessarily invariant under f . A
measurable function Jηf : M → [0,∞) is a Jacobian of f with respect to η if the restriction
of Jηf to any measurable subset A of an invertibility domain of f is integrable with respect
to η and satisfies
η(f(A)) =
∫
A
Jηf dη.
Lemma 2.3. If ν0 is the measure of maximal entropy for E, then supp ν0 = Td and
Jν0E = e
htop(E) = degE = k.
Proof. This lemma is a direct consequence of Corollary 12.1.16 in [29] in which it is estab-
lished that for every Ho¨lder continuous potential Φ with equilibrium state µΦ, the expanding
map f admits a Jacobian with respect to µΦ, given by
JµΦf = λˆe
−Φ(h ◦ f)/h,
where λˆ is the spectral radius of the transfer operator LΦ, and h is the eigenfunction associ-
ated with λˆ. More precisely, it can be shown that λˆ corresponds to the topological pressure
P (f,Φ) (see [29, Corollary 12.1.15]). In our particular case, when f = E and Φ = 0, we
obtain that
λˆ = ehtop(E) = degE = k.
On the other hand, the eigenfunction h can be obtained as a limit of the sequence
hn =
1
n
n−1∑
j=0
λ−jLj1.
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In the case of Φ = 0, the transfer operator L0 : C
0(M)→ C0(M) is defined by
L0g(θ˜) =
∑
θ∈E−1(θ˜)
g(θ), g ∈ C0(M), θ˜ ∈M.
In particular
L01 =
∑
θ∈E−1(θ˜)
g(θ) = k
and since L0 is linear, hn = 1, for every n ≥ 1, and consequently h = 1. 
Another consequence of the construction of equilibrium states for expanding maps is that
they have the Gibbs property.
Lemma 2.4. For every ǫ > 0, there exists a constant Cǫ > 0 such that for every θ ∈ Td and
every n ≥ 1 we have:
(18)
1
Cǫ
e−nhtop(E) ≤ ν0(B(x, n, ǫ)) ≤ Cǫ e
−nhtop(E)
Finally, we recall that for any expanding map E defined on the connected manifold M
(as in our case), the periodic points are dense in M (see [29, Corollary 11.2.16.], and every
invariant measure can be approximated by measures supported on periodic points. Fur-
thermore, the topological entropy coincides with the growth rate of the number of periodic
points. See [29, Proposition 11.3.2,Theorem 11.3.4].
Lemma 2.5. Let E : M →M be an expanding map. Then,
lim
n→∞
1
n
log#Fix(En) = htop(E).
Moreover, every probability measure µ invariant under E can be approximated in the weak*-
topology by invariant probability measures supported on periodic orbits.
3. Proof of Theorem A part (i)
This section is devoted to proving Theorem A, part (i). We include it as an independent
proposition for futures reference. We assume along the whole section that K is a Kan-like
map. Let ν0 be the unique measure maximizing the entropy for the expanding map E defined
on Td and m = ν0 × LebI the reference measure on the cylinder M = Td × I.
Proposition 3.1. Assume that K satisfies the condition (6):∫
log |∂tϕ(θ, 0)| dν0(θ) < 0 and
∫
log |∂tϕ(θ, 1)| dν0(θ) < 0.
Then, there exist exactly two hyperbolic ergodic measures maximizing the entropy µ0, µ1
having negative central Lyapunov exponents. They are supported in the boundary, they are
observables, their basins are intermingled with respect to m, and their union covers m-almost
every point of the whole manifold M .
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Proof. Consider the invariant probability measure µ0 = ν0×δ0 and µ1 = ν0×δ1 respectively.
It follows from Lemma 3.4 that µ0 and µ1 are measures maximizing the entropy for K.
Lemma 3.5 proved in subsection 3.2 implies that µ0 and µ1 have negative center Lyapunov
exponents. From Lemma 3.7 proved in subsection 3.3, it follows that they are also observable
measures with respect to m. Moreover, their basins are intermingled by Lemma 3.8 proved
in subsection 3.4. Lemma 3.12 proved in subsection 3.5implies that the union of their basins
covers up to an m measure of points of the cylinder M . Finally, from Lemma 3.13, it follows
that there is no other measure maximizing the entropy with a negative center Lyapunov
exponent.
Therefore, we have proven the first statement in Theorem A. 
3.1. Measures of maximal entropy for K. We first prove that in the case of Kan-like
maps, the topological entropies of K and E coincide. On the cylinder M = Td × I, we have
two natural projections π : M → Td defined by π(θ, t) = θ, θ ∈ Td. Then, the maps K and
E are semiconjugated by π.
Lemma 3.2. For every θ ∈ Td, we have
htop(K, π
−1(θ)) = 0.
Proof. For θ ∈ Td fixed, we have π−1(θ) = {θ}× [0, 1] having a bounded length L = 1. Then,
for every ǫ > 0 and n ≥ 1, every (n, ǫ)-separated subset E ⊆ π−1(θ) has cardinality
|E| ≤ n
(
1
ǫ
+ 1
)
.
Then,
1
n
log s(n, ǫ, π−1(θ)) ≤
1
n
(
logn + log
(
1
ǫ
+ 1
))
and taking n→∞ we obtain the result. 
Lemma 3.3. The topological entropy of K coincides with the topological entropy of E.
Proof. Since E = K|(Td × {0}),
(19) htop(E) ≤ htop(K).
On the other hand, since K y E are semiconjugated, it follows from (11) that
(20) htop(K) ≤ htop(E) + sup
θ∈Td
htop(f, π
−1(θ)).
The conclusion follows directly from (19), (20) and Lemma 3.2. 
In the following we use the Ledrappier-Walters result to establish that the set of measures
maximizing the entropy of K coincides with the subset of ergodic measures that projects
down to the measure maximizing the entropy for E.
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Lemma 3.4. Merg0 (K) = {µ ∈M
erg
1 (K) : π∗µ = ν0}.
Proof. From the Ledrappier-Walters formula (12), we have
sup{hµ(K) : µ ∈M1(K) and π∗µ = ν0} = hν0(E) +
∫
Td
htop(K, π
−1(θ))dν0(θ).
However,htop(K, π
−1(θ)) = 0 as we showed in Lemma 3.2 and then
sup{hµ(K) : µ ∈ M1(K) and π∗µ = ν0} = hν0(E).
Let µ ∈Merg1 (K) such that π∗µ = ν0. Since M
erg
1 (K) ⊆M1(K), then
hµ(K) ≤ hν0(E).
Moreover, since π∗µ = ν0, then we have hν0(E) ≤ hµ(K), and then
hµ(K) = hν0(E).
From Lemma 3.3, we have that htop(K) = htop(E) = hν0(E) and then µ ∈M
erg
0 (K).
Reciprocally, if µ ∈ Merg0 (K), then π∗µ =: ν is an E-invariant measure. Again by the
Ledrappier-Walters formula
hµ(K) ≤ hν(E) +
∫
Td
htop(K, π
−1(θ))dν(θ),
and since htop(K, π
−1(θ)) = 0 for every θ ∈ Td (Lemma 3.2) and µ is a measure maximizing
the topological entropy, then
htop(E) = htop(K) = hµ(K) ≤ hν(E) ≤ htop(E).
Therefore, ν is a measure maximizing the entropy for E and by uniqueness ν = ν0. 
Remark 2. It follows directly from the proof that every K-invariant probability measure µ
such that π∗µ = ν0 is a measure maximizing the entropy for K (not necessarily ergodic).
3.2. µ0 and µ1 have negative Lyapunov exponents. Let η be an ergodic K-invariant
probability measure; then, the central Lyapunov exponent of K with respect to η is
(21) λc(K, η) :=
∫
M
log ‖DK(θ, t)(0, 1)‖ dη(θ, t).
Lemma 3.5. Let ν be an ergodic E-invariant probability measure such that
(22)
∫
Td
log |∂tϕ(θ, 0)| dν(θ) < 0.
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Then, the probability η0 = ν×δ0 is K-invariant, ergodic and has a center Lyapunov exponent
λc(K, η0) < 0.
The same holds for η1 = ν × δ1.
Proof. It is immediate that η0 = ν×δ0 isK-invariant, ergodic and supported on the boundary
Td × {0}. From (21), we have
λc(K, η0) =
∫
M
log ‖DK(θ, t)(0, 1)‖ d(ν × δ0)(θ, t)
=
∫
Td
log ‖DK(θ, 0)(0, 1)‖ dν(θ).
We notice that
DK(θ, 0) =
(
∂θE(θ, 0) 0
∂θϕ(θ, 0) ∂tϕ(θ, 0)
)
leaves the space V c(θ,0) = {0} × R invariant, and we also have
log ‖DK(θ, 0)(0, 1)‖ = log |∂tϕ(θ, 0)|.
and then,
λc(K, η0) =
∫
Td
log |∂tϕ(θ, 0)| dν(θ) < 0.

It follows from Lemma 3.5 that ν-almost every point in the boundary has a Pesin stable
manifold.
Lemma 3.6. Let ν be an ergodic E-invariant probability measure such that∫
Td
log |∂tϕ(θ, 0)| dν(θ) < 0.
Then, for ν-almost every θ ∈ Td, the Pesin stable manifold in (θ, 0) is an interval inside
Iθ = I × {θ}.
Proof. We provide the proof for K, a Kan-like map; the other case is straightforward. Let
θ ∈ Td. Notice that the map ϕθ : Iθ → IE(θ) satisfies [K1] and it is a local diffeomorphism;
then, ϕθ is strictly increasing as well as all its iterated ϕn : Iθ → IEn(θ) defined by
ϕn(t) := K
n(θ, t).
Assume the stable manifold of (θ, 0) contains the maximal interval {θ}× [0, ξ0(θ)), ξ0(θ) ≥
0. We will prove that W s((θ, 0)) = {θ} × [0, ξ0(θ)), ν-a.e. θ. In fact, let t0 > ξ0(θ). Since
the map ϕn is increasing, we have for every ξ0(θ) < t < t0
ϕn(θ, ξ0(θ)) < ϕn(θ, t) < ϕn(θ, t0).
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Therefore, if we assume that t0 ∈ W
s((θ, 0)), we contradict the fact that ξ0(θ) is the end of
the maximal interval, and the result is obtained. Similarly, it is shown that W s((θ, 1)) =
{θ} × (ξ1(θ), 1], ν-a.e. θ.

Remark 3. The measure of maximum entropy ν0 for E satisfies (6) and thus the conclusions
of Lemma 3.5 and Lemma 3.6. Then µ0 has a negative center Lyapunov exponent and the
Pesin stable manifold in (θ, 0) is an interval inside Iθ = I × {θ}, for ν0-almost every θ ∈ Td.
The same holds for µ1 = ν0 × δ1.
3.3. µ0 and µ1 are observable measures. In this subsection we assume that ν0 satis-
fies (6). Now, we prove that µ0 and µ1 are observable measures with respect to the reference
measure m = ν0 × LebI .
Lemma 3.7. The measure µ0 = ν0 × δ0 is observable with respect to the reference measure
m = ν0 × LebI . Similar result holds for µ1 = ν0 × δ1.
Proof. We notice that Td × {0} is a submanifold transversal to Ec(θ,0) for every θ ∈ T
d.
Moreover, Td × {0} is the support of the ergodic measure µ0. Then, there exists a ν0-full
measure subset of θ ∈ Td such that (θ, 0) ∈ B(µ0).
On the other hand, Remark 3, allows concluding that
µ0((T
d × {0}) ∩ B(µ0) ∩ R(µ0)) = 1.
In particular, for ǫ > 0 fixed and small enough, there exists a set γ0 ⊆ Td such that
ν0(γ0) > 0 for every θ ∈ γ0, [0, ǫ] ⊆W
s(θ, 0) and
γ0 × {0} ⊆ B(µ0) ∩ R(µ0).
Therefore, by Remark 1 above
γ0 × [0, ǫ] ⊆ B(µ0)
and so
m(B(µ0)) ≥ m(γ0 × [0, ǫ]) = ν(γ0) · ǫ > 0,
where we conclude that µ0 is an observable measure with respect to m. The proof for µ1 is
analogous.

For future reference, we denote by:
(23) B0(ǫ) := γ0 × [0, ǫ] ⊆ B(µ0) and α0 = m(B0(ǫ)) = ν0(γ0) · ǫ > 0.
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and
(24) B1(ǫ) := γ0 × [1− ǫ, 1] ⊆ B(µ1) and α1 = m(B1(ǫ)) = ν0(γ0) · ǫ > 0.
3.4. µ0 and µ1 are intermingled. In this section, we prove that µ0 and µ1 are intermingled
with respect to m = ν0 × LebI , that is, for every open set U ⊆M we have
m(B(µ0) ∩ U) > 0 and m(B(µ1) ∩ U) > 0.
Lemma 3.8. The basins of µ0 and µ1 are intermingled with respect to m = ν0 × LebI .
Proof. Take any γ = γ0 × {t0}, where γ0 is a disc in Td and t0 ∈ (0, 1). Then, γ is a disc
inside the open cylinder Td × (0, 1), transverse to the t-direction. The dynamics along the
θ-direction are given by the map E, so it is uniformly expanding. From [K3], we conclude
that the map K is partially hyperbolic: The derivative in the t-direction is dominated by
the derivative in the θ-direction. Then, the size of γ grows exponentially fast and the
angle between (the tangent space of) γ and the t-direction is bounded far away from 0 as
the disc γ is successively iterated. Then, up to taking some forward iterate j denoted by
γj := Kj(γ), we have that γj crosses (transversally) the segments W s(p, 0) = {p} × [0, 1)
andW s(q, 1) = {q}×(0, 1], and so the orbit of γ accumulates on both boundary components
of the cylinder Td × [0, 1].
Given ǫ > 0, taking a forward iterate large enough, we can assume that γj transversally
intersects the rectangle B0(ǫ) defined by (23) in a set γ
j
µ0
= γj∩B0(ǫ) such that ν0(π(γ
j
µ0
)) >
0.
Note that γjµ0 and π(γ
j
µ0
) are subsets of B(µ0) and since the basin is an invariant set, we
have K−j(γjµ0) ∩ γ ⊆ B(µ0). Moreover, since γ is contained in a (horizontal) section in the
product space, we have
ν0
(
K−j(γjµ0) ∩ γ
)
= ν0
(
π
(
K−j(γjµ0) ∩ γ
))
= ν0
(
E−j
(
π(γjµ0
))
∩ γ0
)
> 0.
Since a forward iterate of γ also transversally intersects W s(q, 0) = W ss(q) × (0, 1) and
arguing as above, we conclude that γ also intersects the basin of µ1 in a set of positive
ν0-measure. Since the reference measure is a product measure and t0 ∈ (0, 1) was chosen
arbitrarily, Fubini’s theorem completes the argument.

Remark 4. In the previous argument, we prove that given any γ = γ0 × {t0}, where γ0 is
a disc in Td and t0 ∈ (0, 1); it intersects each basin B(µ0) and B(µ1) in sets γµ0 and γµ1 ,
respectively, such that π(γµ0) and π(γµ1) have positive ν0 measure. Moreover, if γ
′ is the
graph of a C1 function G : γ0 → [0, 1] defined on the closed disc γ0 = π(γ
′), then
(25) ν0
(
π
(
γ′ ∩ [B(µ0) ∪ B(µ1)]
))
> 0.
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In fact, if γ′ is not contained in a connected component of the boundary, let us to say
γ′ * Td × {1}, then we can find t∗ ∈ (0, 1) such that for every θ ∈ γ0, G(θ) < t∗. Then, the
set γˆ = γ0 × {t
∗} intersects the basin B(µ0) in a set γˆµ0 such that π(γˆµ0) ⊆ T
d has positive
ν0-measure, let us say ν0(π(γˆµ0)) = c(t
∗) > 0. Since π(γˆµ0) is formed by θ ∈ γ0 such that
W s(θ, 0) ⊇ {θ} × [0, t∗] and G(θ) < t∗ for every θ ∈ γ0, then
π(γˆµ0) ⊆ π
(
γ′ ∩ [B(µ0) ∪ B(µ1)]
)
from which we obtain (25):
(26) ν0
(
π
(
γ′ ∩ [B(µ0) ∪ B(µ1)]
))
≥ ν0(π(γˆµ0)) = c(t
∗) > 0.
Of course, it follows from the previous argument that the lower bound c(t∗) > 0 is the same
for any graph of a C1 function defined on γ′ and bounded by t∗.
3.5. The basins cover almost all. In this subsection, we prove that the basins cover m-
almost every point of the whole manifold, where m = ν0×LebI is our reference measure. Our
proof is inspired by the proof of the same fact for physical measures of partially hyperbolic
diffeomorphisms whose center direction is mostly contracting in [7].
Lemma 3.9. Let γ ⊂M be the graph of a C1 function G : γ0 → [0, 1] defined on the closed
disc γ0 ⊆ Td. Then,
(i) there exists 0 < δ ≤ 1 such that
ν0
(
π
(
γ ∩ [B(µ0) ∪ B(µ1)]
))
≥ δ.
Moreover,
(ii) there exists ǫ > 0 such that for every G˜ : γ0 → [0, 1] ǫ-close to G in the C
1-topology,
its graph γ˜ satisfies
ν0
(
π
(
γ˜ ∩ [B(µ0) ∪ B(µ1)]
))
≥ δ/2.
Proof. Note that if γ ⊆ Td × {1}, there is nothing to prove, since
ν0
(
π
(
γ ∩ [B(µ0) ∪ B(µ1)]
))
= ν0
(
π
(
γ ∩ B(µ1)
))
= ν0
(
π(γ)
)
> 0
and then it is sufficient to take δ = ν0
(
π(γ)
)
.
Now, assume that there exists t∗ < 1 such that G(θ) < t∗ for every θ ∈ γ0 and is denoted
by γˆ = γ0 × {t
∗}. Then, by Remark 4,
δ := ν0
(
π
(
γˆ ∩ B(µ0)
))
> 0.
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Since the graph γ is below the graph γˆ, again by the remark above we have
ν0
(
π
(
γ ∩ B(µ0)
))
≥ δ > 0.
In the general case, we have that γ is not completely contained in Td × {1} but perhaps
γ ∩ (Td × {1}) 6= ∅, i.e., G is not a constant equal to 1. Then, by continuity, there exists a
closed disc γˆ0 ⊆ γ0 such that G(θ) < t
∗ < 1 for every θ ∈ γˆ0. Denoting by γˆ the graph of
G restricted to γˆ0, we have π(γ ∩ B(µ0)) ⊇ π(γˆ ∩ B(µ0)) and then as previously proven, we
obtain that
ν0
(
π
(
γ ∩ B(µ0)
))
≥ ν0
(
π
(
γˆ ∩ B(µ0)
))
> 0.
It is sufficient to take δ = ν0
(
π
(
γˆ ∩ B(µ0)
))
> 0 to conclude the proof of (i).
To prove (ii), we have the same cases. If γ ⊆ Td×{1}, take ǫ > 0 small enough such that
the set γ1 of points θ ∈ γ0, such that (θ, 1) has a local stable manifold of size greater than ǫ
has ν0(γ1) > δ/2. If γ˜ is the graph of a C
1-function close to γ, then
π(γ˜ ∩ B1(ǫ)) = π(γ ∩B1(ǫ))
where B1(ǫ) = γ1 × [1− ǫ, 1]. Then,
ν0(π(γ˜ ∩B1(ǫ)) = ν0(π(γ ∩B1(ǫ))) = ν0(γ1) > δ/2.
In the case that there exists t∗ < 1 such that G(θ) < t∗ for every θ ∈ γ0, it is sufficient to
take
ǫ = inf{t∗ −G(θ) : θ ∈ γ0} > 0.
Then, for any G˜ : γ0 ⊆ Td → [0, 1] ǫ-close from G in the C1-topology, its graph γ˜ satisfies
G˜(θ) < t∗ for every θ ∈ γ0. Arguing as above, since the graph γ˜ is below the graph
γˆ = γ0 × {t
∗}, we have
ν0
(
π
(
γ˜ ∩ B(µ0)
))
= δ > 0.
Finally, for the remaining case, we choose ǫ = inf{θ ∈ γˆ0 : t
∗ −G(θ)} > 0, where γˆ0 ⊆ γ0
is a closed disc such that G(θ) < t∗ < 1 for every θ ∈ γˆ0 defined before. Then, for any
G˜ : γ0 ⊆ Td → [0, 1] ǫ-close from G in the C1-topology, its graph γ˜ is below the graph
γˆ = γˆ0 × {t
∗} when γ˜ is restricted to γˆ0. Then,
ν0
(
π
(
γ˜ ∩ B(µ0)
))
≥ ν0
(
π
(
γ˜ ∩ B(µ0)
)
∩ γˆ0
)
= ν0
(
π
(
γˆ ∩ B(µ0)
))
= δ > 0.

In the next lemma, r0 > 0 is the radius of injectivity for E defined in subsection 2.5. This
lemma can be found in [5, Lemma 4.3]. In our case, we need to adapt the statement from
the Lebesgue measure to ν0.
MEASURES MAXIMIZING THE ENTROPY FOR KAN ENDOMORPHISMS 21
Lemma 3.10. Let 0 < L < r0 be fixed. Given any disc σ ⊂ Td of diameter less than 2r0
and having boundary of zero ν0-measure and any n ≥ 1 sufficiently large, there exist open
sets Vi ⊂Wi ⊂ σ, i = 1, . . . j(n), such that
(i) the Vi are pairwise disjoint;
(ii) ν0(∪
j(n)
i=1Wi) converges to ν0(σ) as n→∞;
(iii) each En(Vi), i = 1, . . . j(n), is a ball of radius L inside E
n(σ); and
(iv) each En(Wi), i = 1, . . . j(n), is a ball of radius 2L inside E
n(σ).
Proof. We proceed as in [5, Lemma 4.3]. Given any n ≥ 1 large enough, let B(θi, L),
i = 1, . . . , j(n), be a maximal family of disjoint balls of radius L > 0 inside of En(σ). This
means that for any other z ∈ En(σ), the ball B(z, L) intersects either the boundary of σ or
B(θi, L) for some i = 1, . . . , j(n). In particular, the family B(θi, 2L) covers the set of points
in En(σ) whose distance to the boundary is larger than L. For each i = 1, . . . , j(n), we fix
θ˜i ∈ E
−n(θi) ∩ σ and the inverse branch E
−n
θ˜i
, and we define
Vi = E
−n
θ˜i
(B(θi, L)) and Wi = E
−n
θ˜i
(B(θi, 2L)).
The items (i), (iii) and (iv) are obtained by construction since En ◦ E−n
θ˜i
= id. We are left
to prove part (ii) of the statement. Indeed, note that the union of the Wi contains the set
of points whose distance to the boundary of σ is larger than λ−nL, and since the boundary
of σ has zero ν0-measure, then the measure of the complement of this set goes to zero as n
goes to infinity.

Let µ be a Borel probability measure on M and let A ⊆ M be a measurable set. Recall
that a point z ∈M is a µ-density point of the set A if
lim
ǫ→0
µ
(
A ∩ B(z, ǫ))
µ(B(z, ǫ)
) = 1.
When µ is other than Lebesgue, it follows from [15, Section 2.9] (see also [21, section 4])
that µ-almost every point in A is a µ-density point.
Lemma 3.11. Let A ⊂ Td, ν0(A) > 0. Then, for every 0 < L < r0, there exists a sequence
of balls γn, n ≥ 1, of radius L such that
lim
n→∞
ν (γn ∩ E
n(A))
ν (γn)
= 1.
Proof. Let θ0 ∈ A be a ν0-density point of A, then there exists a decreasing sequence of balls
σm around θ0 with a radius going to 0, such that the relative measure of A in σm goes to 1
when m→∞, that is,
(27) lim
m→∞
ν(σm ∩A)
ν(σm)
= 1.
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For eachm sufficiently large fixed, we choose n = n(m) large enough such that Lemma 3.10
can be applied to σ = σm. We may assume that n(m) →∞ as m →∞. Let V
m
i and W
m
i ,
i = 1, . . . , j(m) be the open sets obtained from such a lemma.
Claim: There exists a constant 0 < τ ≤ 1, independent of m ≥ 1, such that
(28) ν0

j(m)⋃
i=1
V mi

 ≥ τ ν0(σm), for every m ≥ 1.
that is, the union of the V mi ’s covers a fixed fraction of σm for every m.
Recall that V mi and W
m
i , i = 1, . . . , j(m) were chosen satisfying
En(m)(V mi ) = B(θ
m
i , L) and E
n(m)(Wmi ) = B(θ
m
i , 2L),
for certain θmi ∈ E
m(n)(σm), i = 1, . . . , j(m). Equivalently, if θ˜
m
i ∈ V
m
i is such that
En(m)(θ˜mi ) = θ
m
i , then
V mi = B(θ˜
m
i , n(m), L) and W
m
i = B(θ˜
m
i , n(m), 2L).
In particular, it follows from Lemma 2.3 that
(29) ν0 (V
m
i ) = k
−nν0 (B(θ
m
i , L)) and ν0 (W
m
i ) = k
−nν0 (B(θ
m
i , 2L)) .
Then,
ν
(⋃j(m)
i=1 V
m
i
)
ν
(⋃j(m)
i=1 W
m
i
) ≥
∑j(m)
i=1 ν0 (V
m
i )∑j(m)
i=1 ν0 (W
m
i )
=
∑j(m)
i=1 k
−n ν0 (B(θ
m
i , L))∑j(m)
i=1 k
−n ν0 (B(θmi , 2L))
=
∑j(m)
i=1 ν0 (B(θ
m
i , L))∑j(m)
i=1 ν0 (B(θ
m
i , 2L))
.(30)
From (29) and Lemma 2.4 we have that there exist CL > 0 and C2L > 0 such that
(31) ν0 (B(θ
m
i , L)) = k
nν0 (V
m
i ) = k
nν0 (B(θ
m
i , n(m), L)) ≥
1
CL
,
and
(32) ν0 (B(θ
m
i , 2L)) = k
nν0 (W
m
i ) = k
nν0 (B(θ
m
i , 2L)) ≤ C2L.
Now, including (31) and (32) in (30), we obtain
∑j(m)
i=1 ν0 (B(θ
m
i , L))∑j(m)
i=1 ν0 (B(θ
m
i , 2L))
≥
1
CLC2L
Taking τ = 1/CLC2L, the claim is proven.
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Finally, Lemma 3.10 part (ii) completes the proof of the claim. Indeed, since V mi y V
m
i′
are disjoint if i 6= i′, it follows from the (28) above combined with (27) that we can choose
some im ∈ {1, . . . , j(m)} such that the sequence V
m
im
satisfies
(33) lim
m→∞
ν0(V
m
im
∩A)
ν0(V mim)
= 1.
We take γn(m) = E
n(m)(V mim), and using again Lemma 2.3, the injectivity of E
n(m) in V mim
and (33), we have
ν0
(
γn(m) ∩ E
n(m)(A)
)
ν0
(
γn(m)
) = ν0
(
En(m)(V mim ∩ A)
)
ν0
(
En(m)(V mim)
) = kn(m)ν0
(
V mim ∩A)
)
kn(m)ν0
(
V mim
) → 1,
and therefore, the proof concludes. 
Lemma 3.12. The set B(µ0) ∪ B(µ1) has full m-measure.
Proof. Let Z = M \ (B(µ0) ∪ B(µ1)). Assume that m(Z) > 0. Then, by Fubini’s Theorem,
we can find σ = σ0×{t0}, where σ0 is a closed disc in Td of radius less than r0 and t0 ∈ (0, 1),
such that π(σ ∩ Z) has positive ν0-measure. Then, for every 0 < L < r0, it follows from
Lemma 3.11 that there exists a sequence of balls γn0 ⊆ T
d, n ≥ 1, of radius L such that
lim
n→∞
ν0 (γ
n
0 ∩ E
n(π(σ ∩ Z)))
ν0 (γn0 )
= 1.
Recall that by construction, for each n ≥ 1 there is an open set σn0 ⊆ B(θ0, L) ⊆ σ0
(where θ0 is a ν0-density point of π(σ ∩ Z)) such that E
n(σn0 ) = γ
n
0 . Let us denote by
σn = σn0 × {t0} ⊆ σ and γ
n = Kn(σn). Of course, we have that π(γn) = γn0 . With the
notation above, we have
(34) lim
n→∞
ν0 (π(γ
n ∩ En(π(σ ∩ Z)))
ν0 (γn0 )
= 1.
Since Z is K-invariant and π is a semiconjugate, then for every n ≥ 1, we have
En
(
π(σ ∩ Z)
)
= π
(
Kn(σ ∩ Z)
)
= π
(
Kn(σ) ∩ Z
)
and since γn ⊆ Kn(σ), then
π
(
γn ∩ En(π(σ ∩ Z))
)
= π(γn ∩ Z).
Therefore, the limit (34) implies that
(35) lim
n→∞
π(γn ∩ [B0 ∪ B1]) = 0.
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On the other hand, note that for every n ≥ 1, γn is the graph of a C1 function defined on
γn0 . By Arzela-Ascoli, there exists a subsequence γ
nk
0 converging to some disc γ
∞
0 and the
graphs γnk converge to the C1- graph γ∞. Reducing the domains if it is necessary, we can
assume that for every k ≥ 1 large, γnk0 = γ
∞
0 .
By Lemma 3.9, there exists δ = δ(γ∞) > 0, such that
ν0
(
π
(
γ∞ ∩ [B(µ0) ∪ B(µ1)]
))
≥ δ.
Moreover, the same lemma states that there exists ǫ > 0 such that for every k ≥ 1 large
enough, so that γnk is ǫ-close of γ∞ in the C1-topology,
(36) ν0
(
π
(
γnk ∩ [B(µ0) ∪ B(µ1)]
))
≥ δ/2.
contradicting (35).

Finally, we can prove that µ0 and µ1 are the unique ergodic measures maximizing the
entropy having negative center Lyapunov exponents.
Lemma 3.13. If µ ∈Merg0 (K), µ 6= {µ0, µ1}, then λ
c(K,µ) ≥ 0.
Proof. If µ ∈ Merg0 (K), it follows from Lemma 3.4 that π∗µ = ν0. If λ
c(K,µ) < 0, then
ν0-almost every θ ∈ Td, there is a Pesin stable manifold that contains an interval W s(θ)
inside Iθ. We can assume W
s(θ) is contained in the basin of µ, and so µ has a basin with
positive m-measure on M . It follows that µ = µ0 or µ = µ1 because the basins are disjoint
and since by Lemma 3.12, their union covers m-almost every point of the whole manifold M

4. Proof of Theorem A part (ii)
For simplicity, from now on we write λc(µ) in the place of λc(K,µ). This section is devoted
to proving Theorem A part (ii). More precisely, we prove that
Proposition 4.1. Assume K is a Kan-like map satisfying (6):∫
log |∂tϕ(θ, 0)| dν0(θ) < 0 and
∫
log |∂tϕ(θ, 1)| dν0(θ) < 0.
There exists exactly one hyperbolic ergodic measure maximizing the entropy µ+ having a
positive central Lyapunov exponent. It is approximated by ergodic measures supported on
periodic orbits of K in the interior of M .
Proof. We sketch the proof using lemmas proven in the section. First, in subsection 4.1, we
prove that there exists a K-invariant probability measure that is an accumulation point of
ergodic invariant measures supported on periodic points in the interior ofM (see Lemma 4.2).
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Taking an ergodic component, we can deduce the existence of µ+ as an ergodic measure
maximizing the entropy (see Lemma 4.3). From Lemma 3.13, we conclude that λc(µ+) ≥ 0.
Along the subsection 4.2, we prove that λc(µ+) 6= 0 (see Lemma 4.4). For such a purpose,
we will use a key lemma that describes the conditional measures associated with the Rokhlin
decomposition for an ergodic measure maximizing the entropy with a zero center Lyapunov
exponent (Lemma A).
The proof ends in subsection 4.3, where we prove the uniqueness of the measure maximizing
the entropy of K with a positive central Lyapunov exponent (see Lemma 4.5).

4.1. Measures maximizing the entropy with positive center Lyapunov exponents.
In this section, we prove that there exists an ergodic probability measure maximizing the
entropy µ such that λc(µ) ≥ 0.
It is known in the context of expanding transformations on compact manifolds that any
invariant probability measure µ can be approximated in the weak*-topology by invariant
probability measures supported on periodic orbits (see Lemma 2.5). Following the previous
idea, we will prove the following lemma establishing the existence of invariant probability
measures supported at periodic points belonging to the interior of the cylinder.
Lemma 4.2. There exists a K-invariant probability measure µ that is an accumulation point
of ergodic invariant measures supported on periodic points in the interior of M .
Proof. Recall that ν0 is an equilibrium state for the expanding map E. From Lemma 2.5, ν0
can be approximated in the weak*-topology by invariant probability measures supported in
periodic points defined by
δθn :=
1
n
n−1∑
j=0
δEjθn,
where θn ∈ Td is a periodic point of period n. That means that for every ǫ > 0, there exists
an integer N ≥ 1 such that for every n ≥ N , there exists θn ∈ Td, a periodic point of period
n such that
∣∣∣∣
∫
Td
ψ dδθn −
∫
Td
ψ dν0(θ)
∣∣∣∣ < ǫ,
for every ψ : Td → R continuous function. Using the inequality above for
ψ(θ) = log |∂tϕ(θ, 0)|
we conclude from (6) that for every n ≥ 1 large enough
∫
Td
log |∂tϕ(θ, 0)|dδθn < 0.
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That is, λc(δθn × δ0) < 0. Up to a subsequence if it is necessary, we can also assume that
∫
Td
log |∂tϕ(θ, 1)|dδθn < 0,
for every n ≥ 1, or equivalently λc(δθn×δ1) < 0. For every θ ∈ Td, let us denote Iθ = {θ}×I.
Now, since θn ∈ Td is a periodic point of period n, then the map ϕn : Iθn → Iθn defined by
ϕn(t) := K
n(θn, t)
fixes the extremes, and by the chain rule, we have
∫
Td
log |∂tϕ(θ, 0)|dδθn =
n−1∑
k=0
log |∂tϕk(0)| = log
n−1∏
k=0
ϕ′k(0) = logϕ
′
n(0) < 0.
Thus, ϕ′n(0) < 1. Analogously, we have ϕ
′
n(1) < 1. This implies that there exists tn ∈
(0, 1), a fixed point of ϕn and ϕ
′
n(θn, tn) ≥ 1. Therefore, (thetan, tn) is a periodic point of K
of period n belonging to the interior of M and the K-invariant measure
(37) µn =
1
n
n−1∑
j=0
δKj(θn,tn)
has λc(µn) ≥ 0. Finally, we obtain the statement of the lemma taking an accumulation point
µ of µn. 
Lemma 4.3. There exists µ+ ∈ Merg0 (K) such that λ
c(µ+) ≥ 0.
Proof. Let µ be an accumulation point of the periodic measures µn defined by (37) given by
Lemma 4.2. Then, δθn = π∗µn → π∗µ as n → ∞, so π∗µ = ν0. As we noted in Remark 2,
µ is a measure maximizing the entropy as well as their (almost every) ergodic components
(recall Lemma 2.1). Moreover,∫
log |∂tϕ(θ, t)|dµ = lim
n→∞
∫
log |∂tϕ(θ, t)|dµn = lim
n→∞
λc(µn) ≥ 0.
Therefore, we can choose µ+ as an ergodic component of µ such that µ+ is an ergodic measure
maximizing the entropy with λc(µ+) ≥ 0. 
4.2. Measures maximizing the entropy cannot have a zero center exponent. In
this subsection, we prove that λc(µ+) 6= 0. For such a purpose, we will use a key lemma that
describes the conditional measures associated with Rokhlin decomposition for an ergodic
measure maximizing the entropy with a zero center Lyapunov exponent.
More precisely, assume µ ∈ Merg0 (K) and let us consider the measurable partition {Iθ :
θ ∈ Td}. It follows from Rokhlin’s disintegration theorem that there exists a family of
conditional probabilities {µθ : θ ∈ Td} such that
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∫
M
Φ dµ =
∫
Td
∫
Iθ
Φ dµθ dν0(θ),
for every Φ : M → R continuous. In the particular case λc(µ) = 0, we can say more about
this decomposition.
Lemma A. Assume µ ∈Merg0 (K). Let {µθ : θ ∈ T
d} be the family of conditional measures
with respect to the partition {Iθ = {θ} × I : θ ∈ Td}. If λc(µ) = 0, then the map
Td ∋ θ → µθ ∈M1(Iθ) is continuous.
This key lemma follows from Avila-Viana’s Invariance Principle [3], and we proved it in
Section 5. For now, we use the lemma above to prove that there are no measures maximizing
the entropy having a zero center Lyapunov exponent.
Lemma 4.4. Let µ+ ∈ Merg0 (K) be the measure provided by Lemma 4.2 and Lemma 4.3.
Then, λc(µ+) > 0.
Proof. Assume that the measure µ+ provided by Lemma 4.2 and Lemma 4.3 is such that
λc(µ+) = 0. Arguing as in Lemma 3.13, we conclude that for ν0-almost every θ ∈ Td, suppµθ
consists of a single point σ(θ) ∈ Iθ. Otherwise, for a positive ν0-measure set of points θ ∈ Td,
Lemma 3.6 implies the existence of an open interval Jθ ⊂ Iθ such that B(µ0) ∩ Jθ = ∅ and
B(µ1) ∩ Jθ = ∅. This contradicts the conclusion of Proposition 3.1.
Then, it follows from Lemma A that the continuous graph {(θ, σ(θ)) : θ ∈ Td} separates
the basins B(µ0) and B(µ1), and thus they cannot be intermingled. 
4.3. Uniqueness. Now, we can deduce that the ergodic measure µ+ provided by Lemma 4.2
and Lemma 4.3 is unique.
Lemma 4.5. µ+ is the unique ergodic measure maximizing the entropy of K such that
λc(µ+) > 0.
Proof. As in the proof of Lemma 4.4, for every measure µ ∈ Merg0 (K) con λ
c(µ) > 0, for
almost every θ ∈ Td, the conditional measures with respect to the partition {Iθ : θ ∈ Td}
are supported in a single point σ(θ) ∈ Iθ separating the basins of µ0 and µ1 in Iθ. Moreover,
this point σ(θ) does not depend on the choice of the measure µ. Uniqueness then follows
from the uniqueness of the Rokhlin decomposition.

With this lemma, we conclude the proof of Theorem A.
5. Proof of the key Lemma
For such a purpose, we use the Avila-Viana’s Invariant Principle [3] applied to the natural
extension of the maps K to its inverse limit. The presentation of this section closely follows
the presentations developed in [24, 31].
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5.1. Inverse Limits. Define Sˆ to be the space of all sequences θˆ = (θ−n)n≥0 such that
θi ∈ Td and E(θ−n) = θ−n+1 for all n ≥ 1. In Sˆ, consider the metric
distSˆ(αˆ, βˆ) =
∑
n≥0
λndistTd(α−n, β−n),
where 0 < λ < 1, αˆ = (α−n)n≥0, βˆ = (β−n)n≥0. It is straightforward from the definition that
Sˆ is a compact metric space.
The natural extension of E is the map Eˆ : Sˆ → Sˆ defined by
Eˆ(. . . , θ−n, . . . , θ−1, θ0) = (. . . θ−n, . . . , θ−1, θ0, E(θ0)).
Then, Eˆ is a hyperbolic homeomorphism and satisfies πˆ ◦ Eˆ = E ◦ πˆ, where πˆ : Sˆ → Td is
the canonical projection to the zeroth term.
Every point αˆ ∈ Sˆ has defined (local) stable and (local) unstable sets: For any ǫ > 0 and
αˆ ∈ Sˆ fixed, we denote by
W sǫ (αˆ) = {βˆ ∈ Sˆ : distSˆ(Eˆ
n(αˆ), Eˆn(βˆ)) ≤ ǫ for all n ≥ 0}, and
W uǫ (αˆ) = {βˆ ∈ Sˆ : distSˆ(Eˆ
n(αˆ), Eˆn(βˆ)) ≤ ǫ for all n ≤ 0}.
Then, the stable and unstable sets of αˆ are given by
W s(αˆ) =
⋃
n≥0
Eˆ−n(W sǫ (Eˆ
n(αˆ)) and W u(αˆ) =
⋃
n≥0
Eˆn(W uǫ (Eˆ
−n(αˆ)).
Assuming ǫ > 0 is small enough,W sǫ (θˆ) coincides with the fiber πˆ
−1(θ0) and πˆ mapsW
u
ǫ (θˆ)
homeomorphically to Dθˆ = πˆ(W
u
ǫ (θˆ)), with
B(θ0, 9ǫ/10) ⊂ Dθˆ ⊂ B(θ0, ǫ).
Moreover, each Bˆθˆ = πˆ
−1(Dθˆ) may be identified with the product (box)
(38) Bˆθˆ := Dθˆ × πˆ
−1(θ0) ≈W
u
ǫ (θˆ)×W
s
ǫ (θˆ).
through a homeomorphism, so that πˆ becomes the projection to the first coordinate.
It is well known [24, Proposition I.3.1] that for every E-invariant probability measure ν,
there exists a unique Eˆ-invariant probability measure νˆ such that πˆ∗νˆ = ν. Moreover, if ν is
a measure maximizing the entropy for E, then νˆ has local product structure [10],[5, Section
2]: the restriction of νˆ to each box Bˆθˆ may be written as
(39) νˆ|Bˆθˆ = ξ(νˆ
u × νˆs),
where ξ : Bˆθˆ → (0,∞) is a continuous function, νˆ
u = ν|Dθˆ and νˆ
s is a probability measure
on W sǫ (θˆ) equivalent to the Bernoulli measure associated with the shift map defined in the
space of the sequence of k-symbols. This means that νˆ|Bˆθˆ is equivalent to a product νˆ
u× νˆs,
with ξ as the Radon-Nikodym density.
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In particular, we denote by νˆ0 the probability measure on Sˆ such that πˆ∗νˆ0 = ν0. Then, νˆ0
is ergodic and supported on the whole Sˆ. The restriction of νˆ0 to any box Bˆθˆ can be written
as in (39):
νˆ0|Bˆθˆ = ξ(νˆ
u
0 × νˆ
s
0),
where νˆu0 = ν0|Dθˆ and νˆ
s
0 is a probability measure on W
s
ǫ (θˆ). Notice that, in the particular
case when E is an expanding map, νˆs0 is equivalent to the Bernoulli measure associated with
the shift map defined on the space of the sequence of k-symbols, where k = degE.
5.2. Smooth cocycle. A smooth cocycle over a hyperbolic homeomorphism is a cocycle
that acts by diffeomorphisms on the fibers; for more details, see [3, Secction 2.1].
From subsection 5.1, we can induce a natural invertible smooth cocycle Kˆ : Sˆ×I → Sˆ×I,
defined by
Kˆ(θˆ, t) = (Eˆ(θˆ), ϕ(θ0, t)).
Notice that the second coordinate of Kˆ just depends on θ0, and then Kˆ is a locally constant
skew product (see [28, Section 5.1]).
Again, we have (πˆ×Id)◦Kˆ = K ◦(πˆ×Id), and for every K-invariant probability measure
η, there exists a unique Kˆ-invariant probability measure ηˆ such that (πˆ × Id)∗ηˆ = η.
Let pˆ : Sˆ× I → I be the projection pˆ(θˆ, t) = t. For n ∈ Z, we denote by Kˆn
θˆ
= Iθˆ → IEˆn(θˆ)
the map defined by
Kˆn
θˆ
(t) := pˆ ◦ Kˆn(θˆ, t).
The Lyapunov exponent of Kˆ at a point (θˆ, t) ∈ Sˆ × I is defined by
λ(Kˆ, θˆ, t) = lim
n→+∞
1
n
log |DKˆn
θˆ
(t)|.
If p : Td × I → I is the projection p(θ, t) = t, then we have
Kˆn
θˆ
(t) = pˆ ◦ Kˆn(θˆ, t) = p ◦Kn(θ0, t) = K
n
θ0
(t)
and so
λ(Kˆ, θˆ, t) = λc(K, θ0, t),
where λc(K, θ0, t) is a center Lyapunov exponent of K in the point (θ0, t).
If ηˆ is a Kˆ-invariant probability measure, then the integrated Lyapunov exponent of Kˆ
with respect to ηˆ is
λ(Kˆ, ηˆ) =
∫
λ(Kˆ, θˆ, t) dηˆ.
Obviously, if ηˆ is ergodic, then ηˆ-almost every point (θˆ, t) ∈ Sˆ × I,
λ(Kˆ, θˆ, t) = λ(Kˆ, ηˆ).
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In particular, if η ∈M1(K) y ηˆ ∈ M1(Kˆ) are such that (πˆ × Id)∗ηˆ = η, then
λ(Kˆ, ηˆ) =
∫
λ(Kˆ, θˆ, t) dηˆ =
∫
λc(K, θ, t) dη = λc(K, η).
Summarizing, as a direct consequence of the discussion above, we have the following lemma
Lemma 5.1. If µ ∈ Merg0 (K) is such that λ
c(K,µ) = 0, then there exists a unique µˆ ∈
Merg0 (Kˆ) such that (πˆ × Id)∗µˆ = µ y λ(Kˆ, µˆ) = 0.
5.3. Disintegration revisited. The goal of this section is to study the relations in the
disintegration associated with the invariant measure of K and Kˆ.
Lemma 5.2. Let µ ∈M1(K) and µˆ ∈M1(Kˆ) be such that
(40) (πˆ × Id)∗µˆ = µ.
Let {µˆθˆ : θˆ ∈ Sˆ} and νˆ, respectively, be the family of conditional measures and the quotient
measure of µˆ with respect to the measurable partition {Iθˆ := {θˆ} × I : θˆ ∈ Sˆ}. Let
{µθ : θ ∈ Td} and ν, respectively, be the family of conditional measures and the quotient
measure of µ with respect to the measurable partition {Iθ := {θ} × I : θ ∈ Td}. Then, for
every continuous function ψ ∈ C0(Td × I,R), we have
(41)
∫
Iθ
ψ(θ, t) dµθ(t) =
∫
πˆ−1(θ)
ξ(θˆ)
∫
I
θˆ
ψ(θ, t) dµˆθˆ(t) dνˆ
s(θˆ).
Proof. The relation (40) above is equivalent to
(42)
∫
Td×I
ψ(θ, t) dµ =
∫
Sˆ×I
ψ(π(θˆ), t) dµˆ,
for every ψ ∈ C0(Td × I,R). By the disintegration of µˆ with respect to the partition
{Iθˆ : θˆ ∈ Sˆ}, we have that
(43)
∫
Sˆ×I
ψ(π(θˆ), t) dµˆ =
∫
Sˆ
∫
I
θˆ
ψ(π(θˆ), t) dµˆθˆ dνˆ(θˆ),
where νˆ is the unique Eˆ-invariant probability measure supported on Sˆ such that pˆ1∗µˆ = νˆ
(here pˆ1 : Sˆ × I → Sˆ denotes the projection in the first coordinate pˆ1(θˆ, t) = θˆ).
Assume that ψ is supported on Bˆ × I where Bˆ is a box defined as in (38). Combining
(39) and (43) and taking into account that νˆu = ν|D where D ⊆ Td is a disc such that
Bˆ = πˆ−1(D), we obtain
(44)
∫
Bˆ×I
ψ(π(θˆ), t) dµˆ =
∫
Bˆ
ξ(θˆ)
∫
I
θˆ
ψ(π(θˆ), t) dµˆθˆ dνˆ
s(θˆ) dν(θ),
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with θ0 = θ. On the other hand, from (42) and the disintegration of µ, we have
(45)
∫
Sˆ×I
ψ(π(θˆ), t) dµˆ =
∫
Td×I
ψ(θ, t) dµ =
∫
Td
∫
Iθ
ψ(θ, t) dµθ(t) dν(θ).
thus, from (44) and (45) we obtain that
∫
Iθ
ψ(θ, t) dµθ(t) =
∫
πˆ−1(θ)
ξ(θˆ)
∫
I
θˆ
ψ(θ, t) dµˆθˆ(t) dνˆ
s(θˆ),
which is the relation we sought. 
5.4. Invariance Principle. In this section, we will present the Principle of Invariance of
Avila-Viana, formulated in the context of the invertible smooth cocycle Kˆ over Eˆ.
An s-holonomy for Kˆ is a family hs of Ho¨lder homeomorphisms hs
αˆ,βˆ
: Iαˆ → Iβˆ defined for
every βˆ ∈ W s(αˆ), satisfying
(sh1) hsαˆ,γˆ ◦ h
s
γˆ,βˆ
= hs
αˆ,βˆ
and hs
θˆ,θˆ
= id.
(sh2) Kˆβˆ ◦ h
s
αˆ,βˆ
= hs
Eˆ(αˆ),Eˆ(βˆ)
◦ Kˆαˆ.
(sh3) (αˆ, βˆ, t)→ hs
αˆ,βˆ
(t) is continuous.
In the last condition, (αˆ, βˆ) varies on the space of pairs of points in the same local stable
set. A disintegration {µˆθˆ : θˆ ∈ Sˆ} of the Kˆ-invariant probability measure µˆ is s-invariant if
for each βˆ ∈ W s(αˆ), we have
(hs
αˆ,βˆ
)∗µˆαˆ = µˆβˆ, for every βˆ ∈ W
s(αˆ)
with αˆ and βˆ in the support of the projection νˆ = pˆ1∗ µˆ.
Replacing Eˆ and Kˆ by their inverses, one obtains dual notions of u-holonomy, hu and
u-invariant disintegration. Since Kˆ is locally constant along the stable direction, then Kˆ
admits a trivial stable holonomy [28, Section 10.6]:
hs
αˆ,βˆ
= Id,
for every αˆ, βˆ in the same stable set. On the other hand, the existence of the unstable
holonomy is provided by the holonomy associated with the unstable foliation.
Then, the Invariance Principle of Avila-Viana [3, Teorema D] can be reformulated in our
setting as follows.
Theorem 5.3 (Invariance Principle). Assume Kˆ admits a s-holonomy and a u-holonomy.
Let µˆ be a Kˆ-invariant probability measure such that pˆ1∗µˆ = νˆ ∈M1(Eˆ) admits a local product
structure. Assume that λ(Kˆ, µˆ) = 0. Then, µˆ admits a disintegration {µˆθˆ : θˆ ∈ Sˆ} that is
s-invariant and u-invariant and their conditional probability measures µˆθˆ vary continuously
with θˆ on the support of νˆ.
With this last tool, we can conclude the proof of Lemma A.
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Proof of Lemma A. Let µ ∈ Merg0 (K) such that λ
c(K,µ) = 0. Let µˆ be the unique Kˆ-
invariant probability measure such that
(πˆ × Id)∗µˆ = µ.
Then, pˆ1∗µˆ = νˆ ∈ M1(Eˆ) admits a local product structure. Moreover, it follows from
Lemma 5.1 that λ(Kˆ, µˆ) = 0. From the Invariance Principle, we conclude that the disinte-
gration {µˆθˆ : θˆ ∈ Sˆ} (which is unique by Rokhlin’s Theorem) is s-invariant and u-invariant
and the conditional probabilities µˆθˆ vary continuously with θˆ on the support of νˆ. However,
it follows from Lemma 5.2 that there exist ξ : Sˆ → R continuous, such that for every function
ψ ∈ C0(S1 × I,R), we have
∫
Iθ
ψ(θ, t) dµθ(t) =
∫
πˆ−1(θ)
ξ(θˆ)
∫
I
θˆ
ψ(θ, t) dµˆθˆ(t) dνˆ
s(θˆ).
From the relation above, it follows that the conditional probability measures {µθ : θ ∈ Td}
of µ with respect to the partition {Iθ : θ ∈ Td} vary continuously with θ in the support of
ν, as we sought to prove. 
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