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Abstract
Verbal fluency is critically important for chil-
dren growth and personal development (Co-
hen et al., 1999; Berninger and Fuller, 1992).
Due to the limited and imbalanced educational
resource in China, elementary students barely
have chances to improve their oral language
skills in classes. Verbal fluency tasks (VFTs)
were invented to let the students practice their
oral language skills after school. VFTs are
simple but concrete math related questions that
ask students to not only report answers but
speak out the entire thinking process. In spite
of the great success of VFTs, they bring a
heavy grading burden to elementary teachers.
To alleviate this problem, we develop Dolphin,
a verbal fluency evaluation system for Chi-
nese elementary education. Dolphin is able to
automatically evaluate both phonological flu-
ency and semantic relevance of students’ an-
swers of their VFT assignments. We con-
duct a wide range of offline and online ex-
periments to demonstrate the effectiveness of
Dolphin. In our offline experiments, we show
that Dolphin improves both phonological flu-
ency and semantic relevance evaluation per-
formance when compared to state-of-the-art
baselines on real-world educational data sets.
In our online A/B experiments, we test Dol-
phin with 183 teachers from 2 major cities
(Hangzhou and Xi’an) in China for 10 weeks
and the results show that VFT assignments
grading coverage is improved by 22%. To
encourage the reproducible results, we make
our code public on an anonymous git repo:
https://tinyurl.com/y52tzcw7.
1 Introduction
Oral language proficiency and verbal fluency usu-
ally reflect cognitive flexibility and functions of
the brain which are very crucial for personal devel-
opment (Cohen et al., 1999; Berninger and Fuller,
1992). However, developing such skills is very
difficult. It requires a large number of oral prac-
tices. Studies have shown that it’s better to im-
prove and practice verbal fluency during school
ages (in elementary school) compared to adult pe-
riod (Baron et al., 2009; Riva et al., 2000; Gaillard
et al., 2000). In China, similar to many develop-
ing countries, due to the incredibly imbalanced ra-
tio of teachers and elementary students, students
barely have chances to speak during a 45-minute
class, let alone to practice their verbal fluency abil-
ities. This leads to the fact that elementary school
children usually fail to reach satisfactory levels of
oral language skills and verbal fluency. In order
to improve the Chinese elementary students’ ver-
bal abilities, we create verbal fluency tasks (VFTs)
to help students practice their oral language skills.
Figure 1 illustrates one example of our VFTs.
Hey, Edie, let’s do stair climbing. 
There are 12 steps in total.
Sure, Wei. Every time, I climb 4 steps first and 
then go downstairs 2 steps. Do you know how 
many times I can finish the entire stairs?
Figure 1: One concrete example of our VFTs. It is
originally in Chinese and is translated in English for
illustration purpose.
We create VFTs with concrete real-life scenar-
ios. In VFTs we encourage students to “think
aloud”: speak out their entire thinking process
and not just focus on the answer itself. Teach-
ers first use a mobile App to select VFTs from a
VFT bank and assign them to students. Parents
will take video clips when students are “thinking
aloud” and the video clips will be automatically
ar
X
iv
:1
90
8.
00
35
8v
2 
 [c
s.C
L]
  4
 A
ug
 20
19
collected and graded. The disfluent score not only
depends on the occurrence of interregnum words,
like uh, I mean, but also considers long-time si-
lence, out-of-logic sentences, etc.
The entire educational design of VFTs is highly
recognized by students, parents and educational
scholars. However, it brings heavy weekly work-
loads to teachers when grading every student’s
VFT clips. In China, an elementary class has 50
students and a teacher holds 4 classes on average.
The average length of VFT video clips is about
2 minutes. From our survey, grading VFTs it-
self brings 10 hours extra workloads to elementary
teachers.
In order to leverage the effectiveness of VFTs
and reduce the grading workloads of our elemen-
tary teachers, we develop Dolphin, a verbal flu-
ency task evaluation system that is able to auto-
matically evaluate VFTs from both phonological
and semantic perspectives. In terms of evaluating
phonological fluency, we design a novel deep neu-
ral network to learn an effective representation of
each video clip and then use logistic regression to
predict the phonological fluency score. For detect-
ing semantic relevance, we design a Transformer
based multi-attention network to capture seman-
tic relevance between clips and VFTs. We eval-
uate Dolphin in both offline and online settings.
In our offline experiments, we demonstrate the ef-
fectiveness of our phonological and semantic rele-
vance scorers by using our real-world educational
data sets. In the online A/B experiments, we en-
able Dolphin for 183 elementary teachers from
Hangzhou and Xi’an to help them automatically
grade their VFT clips. Various business metrics
such as VFT clips grading coverage go up signifi-
cantly as well as ratings from the teacher satisfac-
tion survey.
2 Related Work
Disfluency detection is a well studied NLP task
that is informally defined as identifying the inter-
ruptions in the normal flow of speech (Shriberg,
1994). Various methodologies built by the NLP
and machine learning communities can be adopted
with less or more effort to detect the speech dis-
fluencies. In general, these disfluency detection
methods can be divided into three categories: (1)
parsing based approaches (Rasooli and Tetreault,
2013; Honnibal and Johnson, 2014); (2) sequence
tagging based approaches (Zayats et al., 2014; Os-
tendorf and Hahn, 2013; Ferguson et al., 2015; Liu
et al., 2006; Schuler et al., 2010; Zayats et al.,
2016; Hough and Schlangen, 2015); and (3) noisy
channel model (Lou and Johnson, 2017).
Parsing based disfluency detection methods
leverage language parsers to identify the syntac-
tic structure of each sentence and use the syntac-
tic structure to infer the disfluency (Rasooli and
Tetreault, 2013; Honnibal and Johnson, 2014). Se-
quence tagging based approaches find fluent or
disfluent words within each sentence by model-
ing word sequences directly and a wide range of
models are proposed, such as conditional random
fields (Zayats et al., 2014; Ostendorf and Hahn,
2013; Ferguson et al., 2015), hidden Markov mod-
els (Liu et al., 2006; Schuler et al., 2010), recur-
rent neural networks (Zayats et al., 2016; Hough
and Schlangen, 2015), etc. Noisy channel models
assume that each disfluent sentence is generated
from a well-formed source sentence with some ad-
ditive noisy words (Lou and Johnson, 2017). They
aim to find the n-best candidate disfluency analy-
ses for each sentence and eliminate noisy words
by using the probability from language models.
Even though many approaches are proposed,
there are several drawbacks that prevent them from
evaluating our real-world VFTs. First, all above
methods require clean and massive labeled cor-
pus for training, which is not realistic in our case.
In our scenario, the text is generated from stu-
dents’ VFT video clips by using automatic speech
recognition (ASR) service. It may contain mis-
takes from ASR service and can easily fail ex-
isting approaches. Furthermore, parsing and se-
quence tagging based approaches usually need a
large amount of annotated data to cover different
cases. This would be very expensive to obtain, es-
pecially in the specific domain of elementary edu-
cation.
3 The Dolphin Architecture
3.1 The Workflow Overview
The overall workflow of Dolphin is illustrated
in Figure 2. The entire workflow is made up
of two sub-workflows. In the top sub-workflow,
when a VFT clip arrives, we extract its audio
track. The audio track is then sent to an open-
sourced prosodic feature extractor1 and our self-
developed automatic speech recognizer (ASR).
We extract both speech-related features in the
1https://www.audeering.com/opensmile/
prosodic feature extraction component and lin-
guistic features from ASR output. Then, we com-
bine both prosodic and linguistic features and uti-
lize a deep neural network (DNN) to learn an ef-
fective representation for each clip and predict the
phonological fluency by a regularized logistic re-
gression. In the bottom sub-workflow, we first
obtain pre-trained language embeddings of both
VFT question and ASR transcriptions. After that,
we learn a multi-attention network based on trans-
formers to compute semantic relevance scores. Fi-
nally we use a combination heuristic to derive ver-
bal fluency scores from phonological fluency and
semantic relevance results. We will discuss more
details of our phonological fluency scorer and se-
mantic relevance scorer in Section 3.2 and Sec-
tion 3.3. The combination heuristic is designed by
our teaching professionals based on the company’s
business logic and we omit its details in this paper.
3.2 Phonological Fluency Scorer
3.2.1 Raw Features
In order to capture the phonological fluency of
each video clip, we extract raw features from both
text and audio, which can be summarized into four
categories:
• Word level features, which contain features
such as statistics of part-of-speech tags, num-
ber of consecutive duplicated words, number
of interregnum words 2, etc.
• Sentence level features, which contain differ-
ent statistics from sentence perspective, such
as distribution of clip voice length of each
sentence, number of characters in each sen-
tence, voice speed of each sentence, etc.
• Instance (clip) level features, which contain
features like total number of characters and
sentences, number of long silence that is
longer than 5/3/1 seconds, the proportion of
effective talking time to clip duration, etc.
• Prosodic features, which contain speech-
related features such as signal energy, loud-
ness, Mel-frequency cepstral coefficients
(MFCC), etc.
Please note that the ASR not only generates the
text transcriptions but the start and end timestamps
2Interregnum word is an optional part of a disfluent struc-
ture that consists of a filled pause uh or a discourse marker I
mean.
for each sentence. Such information is very use-
ful for computing features such as voice speed, si-
lence duration percentage, etc.
3.2.2 Grouping Based Neural Architecture
Even though we collect various raw features from
many dimensions (discussed in Section 3.2.1),
they tend to be very sparse and directly feeding
them into existing predictive models yields poor
performance. Similar to (Krizhevsky et al., 2012;
Hinton et al., 2012; Bengio et al., 2013), we utilize
a deep neural network to conduct non-linear fea-
ture transformation. However, labeled examples
are very limited in the real-world scenarios. On
the one hand, labeling VFT video clips requires
professional teaching knowledge. Thus, the avail-
able labeling resource is very limited. On the other
hand, labeling one student answer requires the la-
beler to watch the entire 2-minute clip, which is
much more time-consuming compared to standard
NLP labeling tasks. With very limited annotated
data, many deep representation models may easily
run into overfitting problems and become inappli-
cable.
To address this issue, instead of directly training
discriminative representation models from a small
amount of annotated labels, we develop a grouping
based deep architecture to re-assemble and trans-
form limited labeled examples into many training
groups. We include both positive and negative ex-
amples into each group. Within each group, we
maximize the conditional likelihood of one posi-
tive example given another positive example and
at the same time, we minimize the conditional
likelihood of one positive example given several
negative examples. Different from traditional met-
ric learning approaches that focus on learning dis-
tance between pairs, our approach aims to gen-
erate a more difficult scenario that considers dis-
tances between not only positive examples but
negative examples.
More specifically, let (·)+ and (·)− be the in-
dicator of positive and negative examples. Let
D+ = {x+i }ni=1 andD− = {x−l }ml=1 be the collec-
tion of positive and negative example sets, where
n andm represent the number of total positive and
negative examples inD+ andD−. In our grouping
based DNN, for each positive example x+i , we se-
lect another positive example x+j from D+, where
x+i 6= x+j . Then, we randomly select k nega-
tive examples from D−, i.e., x−1 , · · · ,x−k . After
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Figure 2: The Dolphin workflow. The top/bottom two gray boxes represent the two key components: phonological
fluency scorer (Section 3.2) and semantic relevance scorer (Section 3.3).
that, we create a group gs by combining the posi-
tive pair and the k negative examples, i.e., gs =<
x+i ,x
+
j ,x
−
1 , · · · ,x−k >. By using the grouping
strategy, we can create O(n2mk) groups for train-
ing theoretically. Let G be the entire collection of
groups, i.e., G = {g1,g2, · · · ,gK} where K is
the total number of groups.
After the grouping procedure, we treat each
group gs as a training sample and feed gss into a
standard DNN for learning robust representations.
The inputs to the DNN are raw features extracted
from Section 3.2.1 and the output of the DNN
is a low-dimensional representation feature vec-
tor. Inside the DNN, we use the multi-layer fully-
connected non-linear projections to learn compact
representations as shown in Figure 3.
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Figure 3: The overview of our grouping based deep
architecture.
Model Learning Inspired by the discriminative
training approaches in information retrieval, we
propose a supervised training approach to learn
model parameters by maximizing the conditional
likelihood of retrieving positive example x+j given
positive example x+i from group gs. More for-
mally, let f∗ be the learned representation of x∗
from DNN, where x∗ ∈ gs. Similarly, f+i and
f−l represent the embeddings of the positive ex-
ample x+i and negative example x
−
l . Then, the
relevance score in the representation space within
a group is then measured as cosine(f+i , f∗), i.e.,
r(x+i ,x∗)
def
= cosine(f+i , f∗).
In our representation learning framework, we
compute the posterior probability of x+j in group
gs given x+i from the cosine relevance score be-
tween them through a softmax function
p(x+j |x+i ) =
exp
(
η · r(x+i ,x+j )
)∑
x∗∈gs,x∗ 6=x+i exp
(
η · r(x+i ,x∗)
)
where η is a smoothing hyper parameter in the
softmax function, which is set empirically on a
held-out data set in our experiment.
Hence, given a collection of groups G, we op-
timized the DNN model parameters by maximiz-
ing the sum of log conditional likelihood of find-
ing a positive example x+j given the paired pos-
itive example x+i from group gs, i.e., L(Ω) =
−∑ log p(x+j |x+i ), where Ω is the parameter set
of the DNN. Since L(Ω) is differentiable with re-
spect to Ω, we use gradient based optimization ap-
proaches to train the DNN.
3.3 Semantic Relevance Scorer
Semantic analysis of video clips is also very im-
portant for our evaluation system. After a detailed
study on teachers’ manually grading cases, we ob-
serve that some naughty students fool our phono-
logical fluency scorer by talking about completely
irrelevant topics in the video clips, such as an-
swering different questions, casual life recording,
or even playing video games. Therefore, we de-
velop an end-to-end predictive framework to eval-
uate the semantic relationship between the stu-
dents’ video clips and the VFT questions.
Our framework is based on the recently de-
veloped Transformer architecture (Vaswani et al.,
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Figure 4: The overview of our model. We use colors to better represent intermediate manipulations of hidden states
or embeddings.
2017). It dispenses with any recurrence and con-
volutions entirely and is based solely on atten-
tions mechanisms. Let Q = {wqi }ni=1 be the
ASR transcriptions from student’s video clip and
P = {wpi }ni=1 be the texts of the assigned VFT
question, where wqi and w
p
j are the ith and jth
words in Q and P respectively. Without the loss
of generality, we convert sentences in both Q and
P to n words. The proposed framework is shown
in Figure 4 and it is built upon four crucial layers,
which are described as follows:
• Transformer layer. We use Transformer en-
coding unit to collect all contextual sentence
information from the pre-trained word em-
beddings. Briefly, the Transformer encoding
unit consists of several Transformer blocks
and a Transformer block is made up of two
important sub-layers: multi-head attention
layer and feed forward layer. The multi-head
attention sub-layer is able to weighted aver-
age all the pre-trained embeddings from the
original sentence in different spaces. The
feed forward sub-layer conducts non-linear
transformations of input features. Each of
these sub-layers are linked by a residual con-
nection (He et al., 2016; Vaswani et al., 2017)
and layer normalization (Ba et al., 2016). Af-
ter that, we get the contextual embeddings of
answers {hqi } and VFT questions {hpi }.
• Multiway attention layer. In the multiway at-
tention layer, we want to capture the relations
between student answers and VFT questions.
Following previous work (Rockta¨schel et al.,
2016; Wang et al., 2016; Tan et al., 2018),
we use attention mechanism to model words
in each sentence. In our framework, we uti-
lize multiple attention functions to fully eval-
uate word level similarities. Conceptually,
for each word (hidden states from Transform
layer), i.e., hpi in VFT questions, we com-
pute the attention scores between hpi and ev-
ery word in the student answers ({hqj}). Af-
ter that, we use the attention scores to ob-
tain the corresponding weighted-sum repre-
sentation of student answers ({hqj}). Here
we use additive, subtractive, multiplicative,
dot-product functions as our cross-attention
functions (listed in Table 1). Besides, we
use self-attention functions to extract infor-
mation from both student answers and VFT
questions separately. The self-attentions are
similar to dot-product attention in Table 1
with hidden representations from the same
source. We use Θa, Θs, Θm, Θd, Θq, and Θp
to represent the parameters of attention func-
tions in Table 1, i.e., Θa = {va,Wa1 ,Wa2},
Θs = {vs,Ws1,Ws2}, Θm = {vm,Wm},
Θd = {vd,Wd}, Θq = {vq,Wq}, and
Θp = {vp,Wp}.
• Inside aggregation layer. We first aggregate
self-attentive information along with words
in original sentences, i.e., opi = [h
q
i , s
q
i ]
and oqi = [h
p
i , s
p
i ] where o
p
i and o
q
i have
the size of 2d-by-1(d is a predefined hyper-
parameter). Then, we aggregate the matching
information from multiway attention func-
tions, i.e., twi = [h
a
i ,h
s
i ,h
m
i ,h
d
i ] where t
w
i
has the size of 4d-by-1. Since opi , o
q
i and
twi have different dimensions, it is difficult
to combine their information. To address
this issue, we apply a linear mapping func-
tion to transform them into the same rep-
resentation space, i.e., gqs = Hqo
q
i , g
p
s =
Hpopi , and h
w
i = H
wtwi , where H
q,Hp ∈
Rd×2d and Hw ∈ Rd×4d. After the lin-
ear mapping, we utilize all the self and cross
matching information by combining them to-
gether. Since all these information are ex-
tracted separately and some sequential in-
formation may lose during the transforma-
tion process, we conduct a Transformer ag-
gregation for information smoothing, i.e.,
zi = transformer([g
q
s,g
p
s ,hwi ]), where
zi ∈ R3d×1,Z = [z1, · · · , zn],Z ∈ R3d×n.
• Prediction layer. We convert the aggregated
representation Z of all positions in student
answers to a fixed-length vector with self-
attention pooling, which is defined as X =
softmax(Wz1 tanh(W
z
2Z))Z
> where Wz1
and Wz2 are the learned parameters. After
that, we feed X into a multilayer perceptron
classifier to output the probability (score) of
the semantic analysis tasks, i.e., pi. The ob-
jective function is to minimize the cross en-
tropy of the relevance labels.
4 Experiments
4.1 Phonological Fluency Experiment
In this experiment, we collect 880 VFT video clips
from students in 2nd grade. In each clip, a student
talks about his or her entire thinking process of
solving a math question. Our task is to score the
fluency of the student’s entire speech on a scale
between 0 and 1. To obtain a robust annotated la-
bel, each video clip is annotated by 11 teaching
professionals and we use the majority voted labels
as our ground truth. The proportion of positive
(fluent) examples is 0.60, the Kappa coefficient is
0.65 in this data set. We select several recent work
on embedding learning from limited data as our
baselines. More specifically, we have (1) a logistic
regression classifier, i.e., LR, on raw features (dis-
cussed in Section 3.2.1); (2) Siamese networks,
i.e., SiameseNet (Koch et al., 2015). We train a
Siamese network that takes a pair of examples and
trains the embeddings so that the distance between
them is minimized if they’re from the same class
and is greater than some margin value if they rep-
resent different classes; (3) Triplet networks, i.e.,
TripleNet (Schroff et al., 2015). We train a triplet
network that takes an anchor, a positive (of same
class as an anchor) and negative (of different class
than an anchor) examples. The objective is to learn
embeddings such that the anchor is closer to the
positive example than it is to the negative example
by some margin value; (4) Relation network for
few-shot learning, i.e., RelationNet (Sung et al.,
2018). The RelationNet learns to learn a deep dis-
tance metric to compare a small number of images
within episodes.
Following the tradition to assess representation
learning algorithms (Bengio et al., 2013), we eval-
uate the classification performance via accuracy
and F1 score. We choose logistic regression as the
basic classifier. For each task, we conduct a 5-fold
cross validation on the data sets and report the av-
erage performance in Table 2. We conduct pair
wise t-tests between our approach and every base-
line mentioned above and the results show that the
prediction outcomes are statistically significant at
0.05 level. As we can see from Table 2, our group-
ing based approach demonstrates the best perfor-
mance. This is due to the fact that our discrimi-
native embedding learning directly optimizes the
distance between positive and negative examples.
By generating all the groups, we want to separate
each positive pair with a few negative examples as
far as possible. In terms of TripleNet and Relation-
Net, both of them optimize the distance function
between positive and negative indirectly. For ex-
ample, TripletNet generates more training samples
Attentive Function Softmax Weighted-sum
Add. eaij = va> tanh(Wa1h
q
j +W
a
2h
p
i ) α
a
ij = softmax({eaij}nj=1) haj =
∑n
j=1 α
a
ijh
p
j
Sub. esij = vs> tanh(Ws1h
q
j −Ws2hpi ) αsij = softmax({esij}nj=1) hsj =
∑n
j=1 α
s
ijh
p
j
Mul. emij = h
q
j
>Wmhpi α
m
ij = softmax({emij}nj=1) hmj =
∑n
j=1 α
m
ijh
p
j
Dot. edij = vd
>
tanh(Wd(hqj  hpi )) αdij = softmax({edij}nj=1) hdj =
∑n
j=1 α
d
ijh
p
j
Self(S). eqij = v
q> tanh(Wq(hqi  hqj)) αqij = softmax({eqij}nj=1) sqi =
∑n
j=1 α
q
ijh
q
j
Self(R). epij = v
p> tanh(Wp(hpi  hpj ) αpij = softmax({epij}nj=1) spi =
∑n
j=1 α
p
ijh
p
j
Table 1: The descriptions of different attention functions. Add., Sub., Mul., Dot. represent the additive, subtractive,
multiplicative and dot-product attention functions. Self(S). and Self(R). represent the functions for student answers
and reference answers.
by creating triplet, which contains anchor, posi-
tive and negative examples. It fully utilizes the
anchor to connect the positive and negative exam-
ples during the training. However, selecting triplet
is not straightforward. SiameseNet has the worst
performance because it is designed for one-shot
learning, which aims to generalize the predictive
power of the network not just to new data, but to
entirely new classes from unknown distributions.
This may lead to the inferior performance in our
situation that both positive and negative examples
are very limited.
4.2 Semantic Relevance Experiment
We collect 120,000 pairs of student’s video clip
and VFT question for training and evaluating the
semantic relevance scorer. It contains 90,000 pos-
itive and 30,000 negative pairs. We randomly se-
lect 30,000 samples as our test data and use the
rest for validation and training.
We compare our model with several state-of-
the-art baselines of sentence similarity and clas-
sification to demonstrate the performance of our
multi-attention network. More specifically, we
choose (1) logistic regression, i.e., LR: similar to
(Arora et al., 2017), we compute embeddings of
Q and P by averaging each word’s embedding
from a pre-trained look-up table. Then we con-
catenate the two embedding of P and Q as the
input for logistic regression; (2) gradient boosted
decision tree, i.e., GBDT: we use the same in-
put as LR but train the GBDT model instead; (3)
multichannel convolutional neural networks, i.e.,
TextCNN: similar to (Kim, 2014), we train embed-
ding by using CNN on top of pre-trained word
vectors; (4) sentence encoding by transformer ,
i.e., Transformer: as discussed in (Vaswani et al.,
2017), we use transformer as the encoding mod-
ule and apply a feed-forward network for clas-
sification; (5) Manhattan LSTM with max pool-
ing, i.e., MaLSTM: similar to (Mueller and Thya-
garajan, 2016), we train Siamese recurrent archi-
tectures with Manhattan loss for directly learning
sentence similarity.
Similarly to experiments in Section 4.1, we re-
port the classification accuracy and F1 score in
Table 3. We conduct pair wise t-tests between
our approach and every baseline mentioned above
and the results show that the prediction outcomes
are statistically significant at 0.05 level. As we
can see, our Transformer based multiway atten-
tion network shows superior performance among
all baselines. It not only aggregates sentence in-
formation within Transformer encoder layer, but
matches words in both video clips and VFT ques-
tions from multiway attention layer. We aggregate
all available semantic information by an inside ag-
gregation layer. Due to the lack of any contex-
tual information, LR have the worst classification
performance. TextCNN and Transformer improve
the accuracy by considering the sentence level se-
quential information. However, it ignores the se-
mantic relationship between video clips and VFT
questions. MaLSTM is useful for scoring seman-
tic relatedness and entailment, but it uses LSTMs
to aggregate semantic information independently
within video clips and VFT questions.
4.3 Online A/B Experiments
In order to fully demonstrate the value of the
Dolphin system, we also conduct the online A/B
experiments. In our Dolphin system, automatic
grades are given to teachers and teachers have
the option to switch to manual grading model.
We enable Dolphin for 183 elementary teachers
from Hangzhou and Xi’an from 2018.09.05 to
2018.11.19. The total number of weekly graded
VFT assignments is around 80,000. In summary,
LR SiameseNet TripleNet RelationNet Our Approach
Accuracy 0.820 0.802 0.847 0.843 0.871
F1 score 0.873 0.859 0.889 0.890 0.901
Table 2: Experimental results on phonological relevance detection.
LR GBDT TextCNN Transformer MaLSTM Our Approach
Accuracy 0.8371 0.8712 0.8651 0.8689 0.8726 0.8881
F1 score 0.8501 0.8812 0.8756 0.8802 0.8828 0.8936
Table 3: Experimental results on semantic relevance detection.
92% of teachers enable the Dolphin automatic
grading functionality. Among these enabled sub-
jects, 87% of the automatic gradings of VFT as-
signments are accepted. Here, we would like to
mention that there are 13% teachers choose to
grade manually doesn’t mean our grading error
rate is 13%. Furthermore, we compare with teach-
ers that have no access to Dolphin in terms of the
overall grading coverage. The results show that
Dolphin improves VFT assignments grading cov-
erage3 by 22%.
We also conduct a questionnaire-based survey
about teachers’ Dolphin usage experience specifi-
cally. The teachers participated in our A/B exper-
iments are asked to give a satisfaction rating from
1 to 5 (5 = Very Satisfied and 1 = Very Dissat-
isfied). There are 183 teachers participating this
survey (85 from Hangzhou and 98 from Xi’an).
The satisfaction rating distributions are listed in
Figure 5. As we can see from Figure 5, teachers
are pretty positive on this automatic VFT grading
tool and the overall dissatisfied ratio (sum of rat-
ing 2 and rating 1) is very low (Hangzhou: 0%
and Xi’an: 1.4%). The very satisfied percentage
in Xi’an is much lower than Hangzhou. This is
because the VFT assignments were recently intro-
duced to schools in Xi’an and teachers are very
serious and conservative to both the VFT assign-
ments and the automatic grading tool.
4.4 Discussion of Ethical Issues
Automatic grading tools are double-edged swords.
On the one hand, They greatly reduce the bur-
dens of tedious and repetitive grading workloads
for teachers and let them have enough time to pre-
pare class materials and teaching content. On the
other hand, it could mislead students and sweep
3Coverage is calculated as number of graded assignments
divided by total number of assignments.
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Figure 5: Satisfaction rating distributions from teachers
participated in our A/B experiments.
students’ problems under the carpet. As a rule of
thumb, only use them for skill practice instead of
entrance examinations. Moreover, we design poli-
cies and heuristics to mitigate the misleading risks.
First, we ask both the teachers and parents to ran-
domly check one result in every 5 VFT assign-
ments. They are able to report the wrong grading
immediately from the mobile application. Second,
when the grading tool gives 3 consecutive low rat-
ings to a child, an alarm will be fired to the cor-
responding teacher and the teacher is required to
check all recent ratings.
5 Conclusion
In this paper we present Dolphin, a verbal fluency
evaluation system for elementary students. Dol-
phin provides more opportunities for Chinese el-
ementary students to practice and improve their
oral language skills and at the same time reduces
teachers’ grading burden. Experiment results in
both offline and online environments demonstrate
the effectiveness of Dolphin in terms of model ac-
curacy, system usage, users (teacher) satisfaction
rating and many other metrics.
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