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Il libro "Theory of Games and Economie Behavior" di J. von Neu-
mann e O. Morgenstern (1944) segna l'inizio della moderna teoria 
delle decisioni intesa come rappresentazione di preferenze in ambi t o 
aleatorio (cioè l 'insieme di scelta del decisore è formato da oggetti 
aleatori). Per una trentina d'anni il lavoro di ricerca si è orien-
tato sostanzilamente in due direzioni: da un lato si è sviluppato 
l'approccio di von Neumann e Morgenstern estendendolo ad am-
bienti assai meno strutturati. Mirabile, in questo senso, è il libro 
"The Foundations of Statistics" di L.J. Savage (1954) che chiarisce 
la natura soggettiva degli ingredienti di un funzionale di rappre-
sentazione, le utilità e le probabilità, entrambi implicitamente at-
tribuiti da un decisore razionale nel senso dei sette assiomi di Sav-
age. Il lavoro di F.J. Anscombe e R.J. Aumann (1963) costituisce 
l'altro contributo fondamentale in questa direzione, in cui si defini-
sce un ambiente intermedio, come restrittività di ipotesi, ai due già 
citati. 
In parallelo è stata avviata una critica dei presupposti fonda-
mentali della teoria (sopratutto dell'assioma di indipendenza) sia 
mediante la formulazione di paradossi, alcuni ormai celebri come 
quelli di Allais ( 1953) e di Ells berg ( 1961), sia studiando empirica-
mente il comportamento di soggetti posti davanti ad un problema 
concreto di decisione. Il lavoro di D. Kahneman e A. Tversky (1979) 
segna il cuhnine di tale percorso critico e orienta la ricerca degli anni 
successivi che apre il lungo, e tuttora in corso, capitolo dei modelli 
di utilità non lineare cioè costruiti su presupposti più deboli di quelli 
dei tre la~ori guida sopra citati. 
Un recente lavoro di E. Castagnoli e M. Li Calzi (1996) studia 
il problema della rappresentazione di ordini parziali ambientandolo 
in una coppia duale di spazi vettori ali ed emerge l'efficacia di tale 
strun1ento per la rappresentazione di ordini lineari. 
Oggetto di questo lavoro è l'estensione dell'approccio delle cop-
pie duali alla rappresentazione di relazioni di preferenza non lineari; 
in particolare ci si è chiesti come e in che misura l'ambientazione 
in spazi astratti del problema ed una analisi fondata sulle sole pro-
prietà di struttura conducano ad un funzionale che rappresenti la 
relazione di preferenza non lineare. 
La prima parte è quindi dedicata ai preliminari matematici 
in cui si introducono le nozioni di categoria e di funtore controva-
riante (proprie dell'algebra astratta) che descrivono l'idea di "in-
sieme dotato di strutture" e il passaggio all'insieme dei suoi fun-
zionali coerenti con esse. In seguito si introduce la nozione di spazio 
vettoriale topologico localmente convesso, requisito essenziale per 
parlare di topologie deboli e di coppie duali (che sarà lo spazio 
astratto di riferimento). 
Successivamente si riesarnina il problema della rappresenta-
zione di preferenze lineari e relativa soluzione in quanto, sotto con-
dizioni alquanto generali, ogni relazione di preferenza può essere 
pensata con1e indotta, tramite una trasformazione biunivoca, da 
una preferenza lineare. Sfruttando tale aggancio si giunge ad una 
rappresentazione indiretta, espressa in un funzionale agente su una 
trasformazione dell'oggetto da "valutare", ed una diretta, data da 
un funzionale agente sull'oggetto stesso. In esse sono espresse le 
idee cosiddette di rank-dependency e lottery-dependency che, perciò, 
risultano determinate da intime proprietà strutturali e indipendenti 
dalle caratteristiche specifiche dei modelli nei quali le si rintraccia 
in letteratura (tali caratteristiche determinano invece la specifica 
espressione analitica di quelle idee). 
N ella seconda parte si procede ad un esame di alcuni dei più 
noti modelli proposti nella letteratura di teoria delle decisioni se-
condo la chiave di lettura appena suggerita. In altre parole si tenta 
di rileggerne i risultati come specificazione dello schema astratto 
proposto prestando particolare attenzione a quanto di quei risul-
tati è legato ad aspetti strutturali e quanto è caratteristico degli 
elementi specifici del modello. Vista la ricchezza della lettera-
tura è lungi dall'essere esaustivo: uno studio più esteso costituisce 
senz'altro un possibile sviluppo futuro e, da questo punto di vista, 
il lavoro è certamente più un punto di partenza che di arrivo. 
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Capitolo l 
Un approccio generale alla 
rappresentazione di 
preferenze complete 
1.1 Categorie e funtori 
Lo scopo delle prime due sezioni è la presentazione, in forma rac-
colta e sintetica, di una serie di concetti maternatici e di risultati ad 
essi collegati che si riveleranno importanti, ai fini del nostro lavoro, 
in quanto costituiranno, nelle sezioni successive, l'ambiente e il lin-
guaggio di riferimento per la definizione di un approccio alquanto 
generale alla rappresentazione di relazioni di preferenza. 
Il concetto fondamentale di questa sezione è quello di categoria 
concreta delineato nella seguente definizione. 
Definizione 1.1 Una categoria concreta X consiste di: 
1. una classe di elementi X detti oggetti della categoria X e 
indicata con obj X 
2. una funzione S che assegna ad ogni elemento X un znszeme 
S( X) detto insieme sottostante di X 
3. una funzione, che indicheremo con hon1, che assegna ad ogni 
coppia di oggetti X e Y appartenenti ad X l 'insieme horn (X, Y) 
contenente funzioni f : S (X) ---t S (Y) 
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4. per ogni oggetto X la funzione identità ls(X) appartiene ali 'insieme 
hom(X,X) 
5. per ogni terna X, Y, Z se f : S (X) --+ S (Y) e g : S (Y) --+ 
S ( Z) appartengono a horn (X, Y) e horn (Y, Z) rispettivamente 
allora go f : S (X) --+ S ( Z) appartiene a horn( X, Z) 
Gli elementi di horn (X, Y) per ogni coppia X, Y E objX saranno 
chiamati morfismi. 
La funzione S non è iniettiva cioè è amn1essa la possibilità che 
oggetti diversi tra loro abbiano il medesimo insieme sottostante. 
Ciò è Inolto utile se si pensa che in ambito applicativo ci si imbatte 
molto spesso in insiemi dotati di struttura (algebrica, topologica o 
di altra natura): nel linguaggio delle categorie un insieme attrez-
zato, per esempio, con due diverse topologie costituisce una coppia 
di oggetti nella categoria degli spazi topologici. Per brevità indi-
cheremo da qui in poi un n1orfismo f : horn (X, Y) con la scrittura 
f : X -----+ Y, più agile della precedente definizione, legittimati, 
in qualche misura, dal fatto che in concreto horn (X, Y) contiene 
funzioni compatibili con le strutture presenti in X e in Y. 
Infine è bene specificare che un morfisn1o f : X --+ Y è da 
intendersi come terna (X, Y, f) contenente un dominio X, un codo-
minio Y e una regola di associazione f : la composizione dimorfismi 
f : X ---t Y e g : Y ---t Z è , per costruzione, possibile senza porre 
condizioni. 
Definizione 1.2 Una categoria X' è una sottocategoria di X 
qualora: 
1. objX' C objX 
2. data una qualsiasi coppia U, V E obj X', si abbia homx' ( U, V) C 
homx (U, V) 
3. la composizione di morfismi in X', o ve definita, è la compo-
sizione in X. 
Definizione 1.3 Un morfismo f : X ---t Y è invertibile in X 
se esiste f- 1 : Y ---t X E horn (Y, X) tale che f- 1 o f = lx e 
f o J-1 = !y. 
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In relazione al concetto di invertibilità appena definito vale il 
seguente teorema. 
Teorema 1.1 Se esiste l'inversa f- 1 di f) essa è unica. Se f o g è 
la composizione di due morfismi invertibili allora essa è invertibile 
e (f o g) -1 = g-1 o f-1 .. 
L'invertibilità di due morfismi determina una relazione di equi-
valenza in objX. 
Definizione 1.4 Due oggetti X, Y E objX sono equivalenti in X 
se esiste un morfismo invertibile f : X -----? Y. 
Accanto al concetto di categoria esiste un altro concetto fon-
damentale: quello di funtore fra due categorie e consistente, in 
sostanza, in un morfismo fra categorie obbediente ad alcune pro-
prietà formali. 
Definizione 1.5 Se X e X' sono due categorie) un funtore co-
variante :F : X --+ X' è una coppia di funzioni, una funzione 
oggetto e una funzione di morfismi. La funzione oggetto assegna 
ad ogni oggetto X E objX un oggetto :F (X) E objX'. La funzione 
di morfismi assegna ad ogni morfismo f :E horn (X, Y) in X un 
morfismo :F (f) : :F (X) -----? :F (Y) in X'. Tali funzioni devono 
soddisfare due proprietà: 
1. :F(Ix)=I:F(X) VlxEX 
2. :F (g o f) = :F (g) o :F (f) per ogni composizione g o f in X. 
Qualora un funto re :F : X -----? X' sia tale che le funzioni oggetto 
e di morfismi sono entrambe biettive si dice che le categorie X e X' 
sono isomorfe) X ~ X'. 
Data una categoria X esiste sempre almeno il funtore identità 
I : X -----? X' caratterizzato dalle relazioni I (X) = X V X E obj X 
e I(f) = f Vf E hom(X, Y) e VX, Y E objX. 
Inoltre se :F : X -----? X' e :F' : X' -----? X" sono funtori, lo è 
pure :F'o:F: X-----? X" definito da :F'o:F(X) = :F' (:F(X)) VX E 
objX e :F'o:F(f) = :F' (:F(f)) Vf E hom(X, Y) e VX, Y E objX. 
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Fra i numerosi esempi di funtore fra categorie, uno particolar-
mente importante è il cosiddetto hom-funtore. Si fissi innanzitutto 
un oggetto A E objX. La funzione oggetto è definita da F (X) = 
horn (A, X). Per questo motivo lo hom-funtore viene spesso indi-
cato con il simbolo horn (A, - ). La relativa funzione di morfismi 
è così definita: per ogni f : X --t Y in X horn (A, -) (f) = f* : 
horn (A, X) --t horn (A, Y) con f* (t) = f o t : A --t Y Vt E 
horn (A, X). Come per le categorie è del tutto naturale la seguente 
definizione. 
Definizione 1.6 Dato un funtore F: X --t X', un sottofuntore 
Q di F è unfuntore da X a X' con Q(X) C F(X) VX E objX 
e Q (f) restrizione di F (f) per ogni morfismo f di X. 
Esiste un secondo concetto di funtore detto funtore controva-
riante che si differenzia dal primo in merito alle proprietà soddi-
sfatte dalla funzione di morfismi; tale differenza è spesso descritta 
con l'evocativa espressione "rovesciamento delle frecce". 
Definizione l. 7 Un funto re controvariante C : X -----+ X' è una 
coppia di funzioni che assegna a ciascun oggetto X E objX un 
oggetto C (X) E objX' e ad ogni morfismo f : X -----+ Y in X un 
morfismo C (f) :C (Y) -----+C (X) in X' tale che: 
1. C (l x) = le (X) V X E ob j X 
2. C (g o f) = C (f) o C (g) per ogni composizione di morfismi in 
X. 
Anche per questo tipo di funtore è possibile costruire uno hom-
funtore che, fissato un oggetto B E objX, sarà indicato con horn (-,B). 
La funzione oggetto di tale funtore associa ad ogni X E obj X 
l'insieme horn (X, B) mentre la funzione dimorfismi associa ad ogni 
morfismo f : X --t Y in X un morfismo horn (-,B) (f) = f* : 
horn (Y, B) --t horn (X, B) con f* (t)= t o f. 
In merito al concetto di oggetti equivalenti in una categoria 
vale il seguente teorema. 
Teorema 1.2 Siano X e X' due categorie e F: X -----+X' un fun-
tore. Se un morfismo f in X è una equivalenza allora F (f) è una 
equivalenza in X'. 
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1.2 Spazi vettoriali topologici, operatori 
lineari e dualità 
Il concetto di spazio vettoriale topologico è usualmente presentato 
facendo riferimento a spazi vettoriali definiti su un arbitrario campo 
di scalari. Per i nostri fini è sufficiente considerare la più diffusa 
nozione di spazio vettoriale definito sul campo dei reali. 
Definizione 1.8 Dato uno spazio vettoriale X e una topologia T su 
X si dice che la coppia (X, T) è uno spazio vettoriale topologico 
(s. v. t.) se sono soddisfatte due proprietà: 
2. la mappa ( À, x) 1-------t Àx è continua 
o ve gli spazi prodotto X x X e lR x X si intendono dotati delle 
rispettive topologie prodotto. 
Da tale definizione consegue immediatamente che, per ogni 
Xo E X e per ogni Ào E lR con À0 =/:- O, la Inappa x 1-------t Àox + xo è 
un omeomorfismo di X su sé stesso. 
Diamo ora un'importante caratterizzazione di uno s.v.t. 
Teorema 1.3 Una topologia T su uno spazio vettoriale X soddisfa 
le proprietà della definizione 1. 8 se e solo se T è in variante rispetto 
alle traslazioni e possiede una base di 0-intorni B tale che: 
1. per ogni V E B esiste U E B tale che U + U C V 
2. ogni V E B è radiale e cerchiato 
Partendo dalla nozione di sottospazio di uno spazio vettoriale 
si possono facilmente costruire altri suoi importanti sottoinsiemi. 
Definizione l. 9 Dato un sottospazio M dello spazio vettoriale X 
e fissato X o E X si dice varietà lineare l 'insieme F = x 0 + M. 
Due varietà lineari x 0 + M e x 1 + N si dicono parallele se M ç 
N oppure N ç M. Una varietà lineare massimale strettamente 
inclusa in X si dice iperpiano di X. 
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Indicando con X* il duale algebrico di X, vale a dire lo spazio 
vettoriale di tutti i funzionali lineari f : X ---t IR, si può fornire 
un'utile caratterizzazione di un iperpiano di X. 
Teorema 1.4 Un insieme H C X è un iperpiano se e solo se 
H= {x E X: f (x)= a} per qualche a E lR e per qualche f E X* 
non nullo. 
Il prossimo teorema stabilisce un nesso fra le proprietà topo-
logiche di un iperpiano e quelle del f~nzionale lineare che lo carat-
terizza. 
Teorema 1.5 Un iperpiano H= {x E X: f (x)= a} è o chiuso o 
denso in X; H è chiuso se e solo se f è continuo. 
Il concetto di spazio vettoriale topologico localmente convesso 
( s.l.c.) è talmente legato a quello di semi norma che vale la pena di 
soffermarsi preliminarmente su quest'ultima. 
Definizione 1.10 Dato un insieme radiale M C X si dice fun-
zionale di Minkowski di M la seguente mappa a valori reali non 
negativa: 
PM(x) = inf{.X > 0: x E .XM} 
Qualora M sia anche convesso e cerchiato la mappa PM è una 
seminorma {in particolare è una norma se PM (x) = O =} x = O). 
Il prossimo teorema fornisce una caratterizzazione di una semi-
norma. 
Teorema 1.6 Una mappa p: X ---t 1R è una seminorma se e solo 
se valgono le seguenti proprietà: 
2. p(.Xx) =lÀ l p(x) \lÀ E lR 
Definizione 1.11 Uno s.v.t. si dice localmente convesso se è 
uno spazio di Hausdorff tale che ogni intorno di un qualunque x E X 
contenga un intorno convesso. 
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Quindi uno s.v.t. X è localmente convesso se e solo se i suoi 
D-intorni sono una base di intorni. Seminorme e s.l.c. sono stretta-
mente legati, come anticipato, in primo luogo perché ogni famiglia 
di seminorme {Pa : a E A} genera una topologia localmente con-
vessa. A tal fine si considera la famiglia di insiemi Ua = {x E X : 
Pa ~l} Va E A dalla quale si costruisce la famiglia {n- 1U} per 
ogni n intero positivo e per ogni U intersezione finita di membri di 
{ Ua }: la famiglia {n -I U} è una base di O-in torni per una topologia 
localmente convessa in X. In secondo luogo data una topologia local-
mente convessa in X esiste una famiglia di semi norme {P a : a E A} 
che la genera: è sufficiente considerare il funzionale di Minkowski 
di una famiglia di D-intorni convessi cerchiati tali che i loro multipli 
positivi forn1ino una sottobase di O. 
Dato uno s.v.t. X l'insieme di tutti i funzionali lineari continui 
f : X ---+ IR si chiama duale topologico X'. Se X è uno s.l.c. 
allora il duale topologico separa i punti di X, vale a dire che per ogni 
coppia x1, x2 E X con x1 #- x2 esiste f E X' tale che f ( x1) #- f ( X2) 
(o, in modo equivalente, per ogni x E X non nullo esiste f E X' 
tale chef (x)= 0). 
Una delle procedure per introdurre una topologia in uno spazio 
vettoriale X è di considerare una famiglia di spazi topologici {X a} aEA 
dotati di topologia la e una fan1iglia di mappe {fa :X---+ Xa} aEA; 
si dice topologia proietti va T su X rispetto alla famiglia {(X a, la, 
fa) : a E A} la meno fine topologia in X tale che ogni mappa fa 
sia continua. 
Di particolare interesse è il caso in cui {X a} sia una famiglia 
di s.v.t. dotati di topologia la localmente convessa e {fa} sia una 
famiglia di mappe lineari. Una base di in torni di x E X della 
topologia proietti va T è data da n J;; 1 ( U a) con U a intorno di x a 
aEAo 
per X a = fc"t (x) e A0 sottoinsieme finito di A. Le ipotesi di linearità 
di fa e di locale convessità di la assicurano la locale convessità di 
T in X. Qualora la topologia T sia anche di Hausdorff la coppia 
(X, T) individua, per la definizione 1.11, uno s.l.c. Risulta perciò 
importante il seguente teorema. 
Teorema l. 7 La topologia proiettiva T su X rispetto alla famiglia 
{(Xn, la, fn): a E A} è una topologia di Hausdorff se e solo se per 
ogni x E X non nullo esiste a E A e Ua O-intorno in Xn tale che 
!("t (x) rf_ u ()i • 
Il 
In altre parole il teorema richiede che la famiglia di mappe 
lineari {fa} aEA considerata separi i punti di X. Una utile caratte-
rizzazione della continuità di una mappa fra spazi topologici è data 
nel prossimo teorema. 
Teorema 1.8 Una mappa u : Y--+ X con Y spazio topologico e 
X spazio topologico dotato della topologia proiettiva definita dalla 
famiglia {(Xa, 'fa, fa): a E A} è continua se e solo se per ogni a E 
A la mappa fa o u : Y --+ Xa è continua. 
Un esempio fondamentale di topologie proietti ve localmente 
convesse è costituito dalle topologie deboli. Dato uno spazio 
vettoriale X, si consideri un qualunque sottoinsieme F del duale 
algebrico X*: la topologia proietti va su X rispetto alla famiglia 
di mappe lineari {/ : X --+ IR: f E F} si chiama topologia debole 
a (X, F) generata da F. La topologia a (X, F) è localmente con-
vessa perché tale è la usuale topologia normica in IR; inoltre, per il 
teorerna l. 7, se F separa i punti di X la topologia a (X, F) soddisfa 
l'assiorna di Hausdorff e [X, a (X, F)] è uno s.l.c. Ricordando che il 
duale topologico X' di uno s.l.c. separa i punti di X, ne consegue che 
la topologia a (X, X') soddisfa l'assioma di Hausdorff: tale topolo-
gia è detta topologia debole di X associata all'originaria topologia 
T. Sfruttando lo stesso meccanismo proiettivo posso costruire una 
topologia a (X', X) in X' da cui si ricava che [X', a (X', X)] è uno 
s.l.c. detto duale debole di X. In conclusione, non necessariamente 
[X, a (X, F)] è uno s.l.c.: ciò dipende dalla proprietà di separazione 
dei punti in X di F. 
Sappiamo che [X, a (X, X')] è uno s.l.c. ma tale struttura si 
sovrappone ad uno s.l.c. (X, T) iniziale, presupposto indispensa-
bile per utilizzare X' nella costruzione di a (X, X'). Una procedura 
molto interessante, che evita tale duplicazione, è fondata sul con-
cetto coppia duale. 
Definizione 1.12 Siano X e U due spazi vettoriali e sia B una 
forma bilineare definita su X x U a valori reali, detta dualità, tale 
che: 
1. B(x0 ,u)=O VuEU{=}x0 =0 
2. B (x, u0 ) = O V x E X {:=} u0 = O 
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La coppza (X, U) attrezzata con la dualità B è detta coppia 
duale. 
Seguendo la letteratura adotteremo la scrittura B (x, u) = (x, u), 
detta notazione simmetrica, e le utilizzeremo entrambe a seconda 
dei casi; tale scrittura è all'origine della notazione (X, U) per indi-
care una coppia duale. 
Un esempio classico di coppia duale è dato da (X, X*) con 
dualità B (x, x*) = (x, x*) = x* (x) per ogni x E X e per ogni 
x* E X*. Un altro esempio è la coppia duale (X, X'), posto che 
X sia uno s.l.c., che discende immediatamente dal precedente in 
quanto X' C X*. 
E' fondamentale osservare che, data una coppia duale (X, U) 
e fissato u E U, la mappa fu (x) = B (x, u) è un funzionale lineare 
su X (la linearità di fu discende banalmente dalla bilinearità di B). 
Ciò definisce implicitamente una mappa u ~ fu da U a X*: in 
particolare tale mappa è inietti va e lineare quindi U è un sottospazio 
del duale algebrico. 
E' evidente, ragionando sirnmetricamente, che ogni x E X de-
finisce un funzionale lineare fx E U* con fx ( u) = B (x, u) e che X 
è un sottospazio del duale algebrico U*. 
Parlando di topologie proiettive si è visto che ogni sottoinsieme 
del duale algebrico di uno spazio vettoriale X genera una topologia 
localmente convessa in X: nel caso in questione diremo che la coppia 
duale (X, U) genera una topologia debole (localmente convessa) 
a- (X, U) in X (ed una topologia debole a- ( U, X) in U). Inoltre, 
per definizione di coppia duale, U separa i punti di X: lo spazio 
[X, a- (X, U)] è perciò uno s.l.c. Relativamente a tale spazio vale il 
seguente itnportante risultato. 
Teorema 1.9 Il duale topologico dello s.l.c. [X, a- (X, U)] è U. 
In altre parole, un funzionale lineare su X è a- (X, U)-continuo 
se e solo se è del tipo fu (x)= B (x, u) per un unico u EU. Conclu-
sioni del tutto analoghe si ottengono ragionando simmetricamente 
su U. 
Dato un sottoinsieme M C X la dualità B consente facilmente 
di definire insiemi in U collegati a M: un esempio è fornito dal 
concetto di polare di un insieme: 
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Definizione 1.13 Sia (X, U) una coppia duale. Per ogni sottoin-
sieme M C X si dice polare di M il seguente sottoinsieme M 0 di 
U: 
M 0 ={uEU:B(x,u)2-l VxEX} 
Il prossimo teorerna raccoglie le più importanti proprietà alge-
briche e topologiche del polare di un insieme. 
Teorema 1.10 Sia (X, U) una coppia duale) M e N sottoinsiemi 
non vuoti di X e {Mi} i El una famiglia di sottoinsiemi non vuoti di 
X. Valgono le seguenti proprietà: 
1. M° C X è a- (U, X)-chiuso) convesso e contiene lo zero)· se M 
è un insieme cerchiato anche M 0 lo è 
2. se M C N allora M 0 :::=> N° - -
4. se M è un cono puntato allora il polare è il cono puntato: 
M 0 ={uEU:B(x,u)20 VxEM} 
in particolare se M è un sottospazio di X allora M 0 è un 
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La parte conclusiva di questa sezione è dedicata al concetto di 
operatore aggiunto di un operatore lineare ed alla presentazione di 
alcune sue basilari proprietà. 
Definizione 1.14 Siano X e X1 spazi vettoriali e sia A: X --+ X1 
un operatore lineare. Per ogni x;' E x; la mappa x;' o A : X --+ IR 
con xi' o A (x) = (Ax, xi') è un funzionale lineare x* E X* indicato 
con A*xi' cioè: 
(x, A*x~) = (Ax, x~) 
La mappa xi f-----7 A*xi si dice operatore aggiunto (algebrico} 
A* di A. 
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Alcune notevoli proprietà dell'operatore aggiunto sono raccolte 
nel seguente teorema. 
Teorema 1.11 Siano (X, U) e (X1 , U1 ) coppie duali, sia A: X---+ 
X1 un operatore lineare, continuo rispetto alle topologie deboli O' (X, U) 
e O'(X1 ,U1), con aggiunto A* e siano S,Tsottoinsiemi rispettiva-
mente di X e X 1 . Allora: 
1. [A(S)t = A*- 1 (So) 
2. A(S) c T=} A* (T 0 ) c so 
3. se S e T sono chiusi, convessi e contenenti lo zero allora 
A* (T 0 ) c so=} A(S) c T 
4. l'operatore A* è biettivo se e solo se A (8) è O' (X1 , Ut)-denso 
in xl. 
1.3 Generalità sulle relazioni di prefe-
renza complete 
Una relazione di preferenza completa in un qualunque insieme X è 
definita da un pre-ordine completo (p.o.c.) t in X cioè da una 
relazione binaria che soddisfa le seguenti proprietà: 
l. x>- x Vx E X 
3. per ogni coppia x 1, x 2 E X vale almeno una delle due relazioni 
Xl t Xz e Xz t X1. 
N el seguito della trattazione quando parleremo di preferenza 
sottintenderemo sempre che sia completa. Qualora sia valida solo 
una delle due relazioni del punto 3), per esempio x1 t Xz e Xz f-:xt, 
diremo che x 1 è strettamente preferito a x 2 e scriveremo X t >- Xz. Se 
le due relazioni valgono contemporaneamente scriveremo x1 rv Xz e 
diremo che x 1 e x 2 sono indifferenti. E' immediato dimostrare che 
rv è una relazione di equivalenza in X: tale insieme risulta perciò 
ripartito in classi di equivalenza del tipo [x] = {x E X : x rv x} 
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contenente tutti gli oggetti indifferenti a x. Considerando l'insieme 
quoziente X l,...., costituito da tutte le classi di equivalenza è altret-
tanto immediato dimostrare che la relazione di preferenza t si 
trasforma in una relazione di ordine totale in X l,....,. 
La teoria della rappresentazione delle preferenze è uno dei rami, 
peraltro alquanto sviluppato e tuttora attivamente studiato, in cui 
è articolato il più vasto ambito della teoria delle decisioni. La pre-
messa teorica fondamentale di tale approccio è che l'ipotetico de-
cisore conosca perfettamente le proprie preferenze relativamente ad 
un certo insieme di scelta: in altre parole, nell'insieme di scelta 
esiste, come dato iniziale non spiegato, una relazione di preferenza 
caratteristica del decisore. 
Lo scopo della teoria è la rappresentazione della relazione di 
preferenza tramite un funzionale f : X ----+ lR tale che: 
Questo significa che deve valere al tempo stesso la proposizione: 
cioè la ricerca del fun~onale di rappresentazione equivale alla 
ricerca di uri funzionale f : X l,...., ----+ lR che p~serva l'ordine 
(rispetto agli ordini totali in X l,...., e JR). Noto f si d~termina, 
in linea di principio, fponendo semplicemente f(x) = f([x]) per 
ogni x E X: è immediato dimostrare chef così definito è una rap-
presentazione di t. Da tale costruzioEe si deduce che condizione 
necessaria di esistenza del funzionale f (e, quindi, di f) è che X l,...., 
abbia una cardinalità non superiore a quella dell'insieme dei reali 
ma, posto che essa sia soddisfatta, non è immediato individuare le 
condizioni che garantiscano anche la possibilità di esprimere ana-
liticamente f 
In particolare, è necessario attrezzare l'insieme di scelta X con 
(almeno) una struttura maten1atica: essa fornisce il linguaggio con 
cui scrivere le condizioni, che si suppone debbano essere soddisfatte 
da t, sotto le quali il funzionale f può essere espresso analitica-
mente. 
Nel seguito del lavoro supporremo sempre che la condizione 
necessaria di esistenza di f sia sempre verificata; in altri termini 
restringiamo il nostro campo di studio alle sole preferenze che la 
soddisfano. 
16 
E' intuitivamente evidente che l'espressione analitica di tale 
funzionale è tanto più agevole quanto più restrittive sono le con-
dizioni imposte alla relazione t e certamente il tentativo di ot-
tenere la prima imponendo condizioni sempre più generali è una 
valida chiave di lettura, anche in senso storico, della voluminosa 
letteratura specialistica dedicata all'argomento. 
Una pietra miliare per gli studi in questo campo è il lavoro di 
von Neumann e Morgenstern (1944) in cui il problema di rappre-
sentazione è risolto per relazioni di preferenza lineari nell'insieme 
di tutte le lotterie, ognuna delle quali è descritta da una misura 
di probabilità su un insieme di premi (si parla anche di funzioni 
di ripartizione nel caso che l'insieme di pre1ni sia un intervallo di 
importi monetari). E' utile pensare questo tipo di preferenze come 
restrizioni, ad un sottoinsie1ne econon1icamente significativo, di pre-
ferenze lineari definite in opportuno s.v.t. (nel caso specifico si 
tratta dello s.v.t. di tutte le misure su un dato insieme di premi). 
Da tale lavoro e, in misura anche maggiore dalle sue successive 
versioni (si veda ad esempio Herstein e Milnor, 1953), emerge la fon-
damentale importanza del cosiddetto assioma di indipendenza per 
l'ottenimento di un funzionale di rappresentazione lineare e, quindi, 
esprimibile analiticamente in 1nodo molto semplice. Considerando 
che l'assioma di indipendenza è pure la proprietà che caratterizza 
una preferenza come lineare, non è affatto sorprendente constatare 
che una parte considerevole degli studi successivi (per esempio il 
filone della cosiddetta rank-dependent utility) abbia concentrato le 
proprie attenzioni soprattutto sull'indebolimento dell'assioma di in-
dipendenza. 
Aver saputo indebolire tale assio1na, generando relazioni di pre-
ferenza più generali e salvaguardando, al tempo stesso, la possibilità 
di rappresentarle tramite un funzionale, è certamente uno dei mo-
tivi del valore teorico di questi studi. In essi si nota anche che 
l'insieme di scelta non è invariabilmente un insieme di lotterie, di 
cui abbiamo già visto la naturale incorporazione in un opportuno 
spazio vettoriale, ma anche un insieme di atti definiti come funzioni 
di un insieme di stati del mondo in un insieme di conseguenze (che 
possono essere premi monetari, lotterie con premi monetari o, in 
generale, qualunque insieme di oggetti che il decisore reputi beni in 
senso econo1nico). 
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In ogni caso, si conserva la possibilità di incorporare tali in-
siemi di atti in un opportuno spazio vettoriale: talvolta essa è 
diretta conseguenza della particolare definizione di atto adottata 
(pensiamo per esempio ad Anscombe-Aumann, 1963), in altri casi 
l'incorporazione passa attraverso una preliminare, sebbene non sem-
pre semplice, elaborazione permessa dalle ipotesi del modello (è il 
caso, per esempio, di Savage, 1954). 
Il primo passo verso la costruzione di un approccio generale alla 
rappresentazione di preferenze tramite un funzionale è costituito 
dalla risoluzione di tale problema per preferenze lineari e continue 
in uno s.l.c. generato nell'ambito di una coppia duale astratta. 
Si tratta dello stesso problema, sebbene trasportato in ambi-
ente astratto, risolto da von N eumann e Morgenstern; nonostante 
questo è utile affrontarlo nuovamente per una serie di ragioni alle 
quali si è già accennato. 
In primo luogo si è scelto uno s.l.c. come ambiente del problema 
poichè la restrizione della relazione di preferenza ad un suo sot-
toinsieme dipende unicamente da motivi di significato economico, 
laddove una considerazione puramente matematica del problema 
suggerisce senza dubbio la prima soluzione. 
In secondo luogo siamo spinti all'utilizzazione degli spazi as-
tratti dall'obiettivo di evidenziare come la natura profonda del pro-
blema, e della relativa soluzione, sia strettamente legata alle sole 
proprietà di struttura degli s.l.c. 
Una volta compiuto tale passo preliminare, prenderemo in esame 
trasformazioni biunivoche di tale spazio e, in particolare, il pro-
blema della rappresentazione delle preferenze indotte nel dominio, 
per mezzo di quelle trasformazioni, dalla preferenza lineare, ipotiz-
zata nel codominio. 
L'obiettivo primario è caratterizzare, tramite un funzionale, la 
preferenza indotta sfruttando la rappresentazione disponibile per la 
preferenza lineare nel codo1ninio. 
1.4 Relazioni di preferenza lineari 
Consideriamo due spazi vettoriali X e U e supponiamo che essi 
costituiscano, attraverso una dualità B : X x X -----+ IR, una coppia 
duale (X, U). 
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Supponian1o inoltre che sia definita in X una relazione di pre-
ferenza ~ che soddisfi i seguenti assiomi. 
Assioma 1.1 ~ è un pre-ordine completo {A 1) 
Assioma 1.2 per ogni x h x 2, x 3 E X si ha x 1 ~ x2:::::} ax1 + ,Bx3 ~ 
ax2 + ,Bx3 Va, ,B ~O { A2) 
Assioma 1.3 gli insiemi Pxo ={x E X: x~ xo} e Nxo ={x E X: 
x 0 ~ x} sono chiusi rispetto alla topologia a (X, U) { A3) 
Assioma 1.4 esiste almeno un x E X: x~ O e O ;t_ x { A4) 
L'assioma A2, naturale estensione dell'assioma di indipendenza 
classico ad uno spazio vettoriale, sarà denotato con lo stesso nome, 
mentre l'assioma A3 è chiaramente un assioma di continuità rispetto 
alla più naturale topologia definibile nell'ambito di una coppia duale. 
Conviene inoltre interpretare la scrittura -ax, con a > O, come 
a (-x), cioè a volte l'inverso di x relativamente alla struttura di 
gruppo abeliano contenuta in quella di spazio vettoriale: ciò riduce 
ogni prodotto scalare al prodotto scalare di un vettore con un co-
efficiente positivo. Questa semplice rilettura permette innanzitutto 
la più ampia utilizzazione dell'assioma A2 ove i coefficienti molti-
plicativi sono non negativi e, inoltre, a (-x) è suscettibile di una 
interpretazione economica che -ax non ha: è sufficiente pensare al 
vettore x come "vincita" e ne consegue che a (-x), con a > O, è a 
volte la "perdita" speculare a x. 
Indicando con P0 l'insieme {x E X : x ~ O} possiamo utiliz-
zare le osservazioni appena fatte per dimostrare la segeuente propo-
SIZione. 
Proposizione 1.1 x 1 ~ x 2 {::==:? x 1 - x2 E Po 
Dimostrazione 
Mediante A2 possiamo scrivere: 
che equivale a x 1 - x2 E Po. 
Si dirnostra semplicen1ente anche la seguente proposizione. 
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Proposizione 1.2 P0 è un cono convesso e P0 U No = X 
Dimostrazione 
l) Da A2 segue che x t O =} ax t O quindi P0 è un cono. 
Inoltre, dato a [0, l] e l - a si ha che axi t O e ax2 t O per 
ogni x 1 , x 2 E Po e che ax1 + ax2 t ax2 t O da cui, per transitività, 
ax 1 +ax2 t O, quindi P0 è convesso. 2) Per ogni x E X vale almeno 
una delle seguenti relazioni: x t O e O t x cioè o x E Po oppure 
x E No oppure sono vere entrambe. Necessariamente x E P0 U N 0 
per ogni x E X. Quindi X ç P0 UN0 ; poichè vale anche P0 UN0 ç X 
ne segue la tesi. 
L'insieme P0 nN0 = {x E X : x t O e O t x} = [O] contiene 
tutti gli elementi indifferenti al vettore nullo. 
Proposizione 1.3 [O] è un sottospazio vettoriale proprio O" (X, U)-
chiuso di X. 
Dimostrazione 
l) Po e No sono O" (X, U)-chiusi per A3 quindi [O] = P0 n No 
è (]"(X, U)-chiuso. 2) Sia x rv O. Allora valgono, sfruttando A2, le 
proposizioni x t O {::} O t -x e O t x {::} -x t O dalle quali si 
ricava x rv o {::} -x rv o. 3) Siano ora xl, X2 E [0]. Applicando A2 e 
la conclusione del punto 2) si ottiene che ax1 rv O rv f3x 2 Va, f3 E 
IR. Ne consegue, sempre per A2, che ax1 + f3x 2 rv (3x 2 rv O per ogni 
coppia di elementi x 1 , x 2 in [O] e per ogni a, f3 E IR, quindi [O] è un 
sottospazio vettoriale di X. 4) [O] è ovviamente proprio in virtù di 
A4. 
Poiché le relazioni di preferenza di cui ci occupiamo devono 
soddisfare la condizione necessaria di esistenza del funzionale di 
rappresentazione, nel caso in questione è pure garantito che il sot-
tospazio vettoriale [O] è massimale. 
Un funzionale lineare f : X --t IR che preservi t deve neces-
sariamente soddisfare: 
equivalente a xi - x 2 E [O] ~ f (xi - x 2 ) = O. Ponendo z 
x1 - x 2 otteniamo: 
zE[O]~f(z)=O 
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Teorema 1.12 Condizione necessaria e sufficiente affinchè la re-
lazione t soddisfi gli assiomiA 1-A2-A3-A4 è che esista un fun-
zionale lineare O" (X, U) -continuo fu : X --+ lR che preserva t. 
Tale funzionale è unico a meno di un fattore {3 > O. 
Dimostrazione 
La sufficienza è immediata. In merito alla necessità il teorema 
1.4 assicura l'esistenza di un funzionale lineare f E X*, unico a 
meno di un fattore {3 -=J O, tale che f (x) = O {::} x E [O]. Il teorema 
dell'iperpiano separatore applicato ai due insiemi convessi P0 e N0 
implica che f può essere scelto in modo che f (x) 2:: O {::} x E Po 
cioè f preserva t; inoltre esso è unico a meno di un fattore {3 > O. 
Per il teorema 1.5 la O" (X, U)-chiusura di [O] equivale alla O" (X, U)-
continuità di f da cui si conclude, per il teorema 1.9, che f (x) 
B (x, u) =fu (x) per un unico u EU. 
Quanto fatto finora evidenzia il vantaggio di a1nbientare il pro-
blema di rappresentazione in una coppia duale. Infatti la dualità 
B genera la topologia debole in X e un insien1e di funzionali lineari 
su X (in particolare tutti e soli i continui): se l'assioma di indipen-
denza garantisce che la relazione di preferenza sia rappresentata da 
un funzionale lineare in X* (e tale insieme non è necessariamente 
noto) è la coerenza con la topologia debole che assicura la conti-
nuità del funzionale e, quindi, la sua appartenenza ad U (che, per 
costruzione, è noto). 
1.5 Preferenze indotte da trasformazioni 
biunivoche 
Consideriamo la categoria X degli spazi vettoriali topologici local-
mente convessi: ogni elemento dell'insieme obj X è uno s.l.c. men-
tre, dati X, Y E objX, l'insieme horn (X, Y) dei morfismi di X su 
Y contiene tutte e sole le n1appe lineari continue suriettive tra tali 
due spazi. 
Facendo riferimento ad una coppia duale (X, U) sappiamo che 
(X, O" (X, U)) è uno s.l.c. e quindi appartiene ad objX. Per maggior 
semplicità indicheremo sempre, in seguito, lo spazio (X, O" (X, U)) 
sol amen te con X. 
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E' opportuno pensare, in relazione a quanto verrà svolto suc-
cessivamente, la struttura algebrica di spazio vettoriale in X come 
ad una struttura di spazio vettoriale naturale di X così come la 
topologia O" (X, U) in X, con quella coerente, verrà pensata come 
topologia naturale in X. 
lpotizziamo ora che in X vi sia un p.o.c. t che soddisfa gli as-
siomi Al-A2-A3-A4, cioè sia coerente con le due suddette strutture 
(algebrica e topo logica) naturali; per questo motivi definiremo t 
preferenza naturale in X e, dalla sezione precedente, ne conosciamo 
la rappresentazione tramite un funzionale lineare O" (X, U)-continuo. 
Vale infatti: 
per un unico u0 (a meno del fattore f3 > O). 
Con1e ultimo passo preliminare richiamiamo la definizione del 
funto re controvariante F = horn (-, JR), ove lR è naturalmente un 
particolare s.l.c., secondo il quale F (X) = horn (X, lR) (uguale 
ad U se (X, U) sono una coppia duale) e per ogni morfismo <.p E 
horn (X, Y) la sua "immagine funtoriale" è un morfismo F (<.p) : 
horn (Y, lR) ---+ horn (X, lR) con F (<.p) (f) = f o <.p per ogni f E 
horn (Y, lR). 
Indicando l 'insieme sottostante S (X) con Xs si consideri ora 
una qualunque trasformazione biettiva <.p : Xs ---+ X. Sfruttando la 
trasformazione <.p possiamo definire in Xs: 
l. una somma EB e un prodotto scalare 8 date da x1 EB x2 = 
<.p-
1 [<.p (xt) +<.p (x2)] con x1, x2 E Xs e o: 8 x = <.p-1 [o:<.p (x)] 
con o: E lR e x E X s 
2. una topologia O" ~.p con: 
Con le proposizioni che ci accingiamo ad enunciare si dimostrerà 
che Xs attrezzato con le due strutture (algebrica e topologica) in-
dotte da <.p è uno s.l.c. e che la relazione ti.() soddisfa, relativamente 
a queste ulti1ne, gli assiomi Al-A2-A3-A4. 
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Proposizione 1.4 a 8 x1 ffi f3 8 x2 = cp- 1 [arp (xi)+ f3cp (x2)] per 
ogni x 1 , x 2 E Xs e per ogni a, /3 E /R. 
Dimostrazione 
a 8 x 1 = r.p-1 [acp (xt)] = x~ e f3 8 x2 = cp- 1 [f3cp (x2)] 
quindi a(~ x1 ffi f3 8 x2 =x~ ffi x~ = r.p-1 [rp (x~)+ 
cp (x~)] = r.p- 1 [acp (xt) + f3cp (x2)] 
x' 2 
La dimostrazione che ffi e 8 soddisfano le proprietà formali 
caratterizzanti uno spazio vettoriale è lunga ma banale. Ci limite-
remo perciò solamente ad enunciare la prossima proposizione. 
Proposizione 1.5 L 'insieme Xs dotato delle due operazioni ffie 8 
è uno spazio vettoriale. 
E' evidente che a questo punto cp è una trasformazione biettiva 
lineare di due spazi vettoriali. 
Le proprietà della topologia indotta O" <p sono esaminate nella 
seguente proposizione. 
Proposizione 1.6 La topologia O" <p in Xs soddisfa l'assioma di Haus-
dorff ed è localmente convessa. 
Dimostrazione 
Siano x1,x2 E (Xs,O"<p) con x 1 # x2. Allora cp(xt) # cp(x2) e, 
poiché O" (X, U) in X soddisfa l'assioma di Hausdorff esistono G e 
H in O" (X, U) tali che cp (xt) E G e cp (x 2) E H e G n H = 0. Allora 
r.p- 1 (G) e cp- 1 (H) appartengono a O" <p e r.p- 1 (G) n cp- 1 (H) = 0 con 
x1 E cp- 1 (G) e x2 E cp- 1 (H). 
Consideriamo ora un qualunque M E O" <p· Poichè O" (X, U) è lo-
calmente convessa cp (M) contiene un intorno G convesso. N ecessa-
riamente cp- 1 (G) C M. Dimostriamo che è convesso. Siano x 1 , x 2 E 
rp-1 (G); allorarp(xt),rp(x2) E Gquindiarp(xt)+arp(x2) E G. Ne 
consegue che cp- 1 [acp (xt) + acp (x2)] E cp- 1 (G) cioè a8x1ffia8x 2 E 
r.p-1 (G). 
Indichiamo ora con Xa<p lo spazio vettoriale (relativamente a 
ffi e 8) dotato della topologia O" <p. 
Proposizione l. 7 Xa<p è uno spazio vettoriale topologico. 
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Dimostrazione 
Siano X1' Xz E x(j'P. La mappa X1 EB Xz x(j'P x x(j'P --+ IR è 
decomponibile in: 
equivalente a x1 EB Xz. La mappa ( r.p, r.p) : x(j'P x x(j'P --+ x x x è 
continua nelle rispettive topologie prodotto poiché, per costruzione, 
è continua r.p : X(j'~' --+ X. Inoltre sono continue r.p- 1 e la somma 
in X (perchè è uno s.v.t.), quindi x 1 EB x 2 è continua in quanto 
composizione di mappe continue. Analogamente per a 8 x : IR x 
x(j'P --+ x(j'P. 
Dalle proposizioni 1.6 e l. 7 si conclude che X(j'P è uno s.l.c. cioè 
X(j'P E obj ,y mentre r.p E horn ( X(j'P, X). La prossima proposizione 
prende in esame le proprietà della relazione t r.p. 
Proposizione 1.8 La relazione tr.psoddisfa A1-A2-A3-A4. 
Dimostrazione 
Verifichiamo che tr.p è un p.o.c. (Al). Vale x tr.p x perchè 
x tr.p x {::? r.p (x) t r.p (x) e t è riflessivo. Sappiamo che x 1 tr.p x2 {::? 
r.p (xt) t r.p (xz) e Xz tr.p X3 {::? r.p (xz) t r.p (x3) da cui si ottiene 
r.p (x1) t r.p (x3) {::? x1 tr.p x3 quindi tr.p è transitiva. Infine vale 
almeno una delle due relazioni x 1 tr.p x 2 e x 2 tr.p x 1 perchè cosi è 
per r.p ( x1) t r.p ( xz) e r.p ( xz) t r.p (x t). 
Consideriamo ora X1' Xz, X3 E x(j'P tale che X1 tr.p Xz.; ciò equi-
vale a r.p (xt) t r.p (x 2) che implica, per A2, ar.p (xt) + j3r.p (x3) t 
ar.p ( x 2) +f3r.p ( x3) Va, j3 2:: O. Per definizione di tr.p si ha r.p- 1 [ ar.p (x t) 
+f3r.p(x3)] tr.p r.p- 1 [ar.p(xz) + j3r.p(x3)] Va,/3 2:: O cioè a 8 x1 EB f3 8 
X3 tr.p a 8 Xz EB j3 8 X3 Va, f3 2:: O che è l'assioma di indipendenza 
relativamente alla struttura di spazio vettoriale indotta. 
Sia ora Pr.p,xo = {x E x(j'P : x tr.p Xo} = r.p-1 ( Pxo ). Poichè 
Px è O" (X, U)-chiuso e r.p- 1 è continua allora Pr.p,xo è O"r.p-chiuso in 
XO"r.p. Analogo ragionamento vale per N(;?,Xo = {x E x(j'P : Xo t x}. 
Quindi tr.p soddisfa A3. La validità di A4 è ovvia. 
E' opportuno, a questo punto, riesaminare criticamente quanto 
è stato sin qui fatto. Lo s.l.c. X dotato di un p.o.c. t naturale 
è stato utilizzato, mediante la biiezione r.p : Xs --+ X, per intro-
durre in Xs un p.o.c. indotto tr.p· Ciò è senza dubbio un modo 
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ragionevole di ordinare spazi in partenza privi di ordine ma genera 
un problema. Dal momento che è necessaria una struttura alge-
brica e una topologica in Xs ordinato da c.p e che Xs è lo stesso 
insieme sottostante ad X è naturale introdurre in· Xs le strutture 
presenti in X: in tal modo non è affatto garantito che tep sia con 
esse compatibile (nel senso degli assiomi A2-A3) così come lo è t. 
Tale problema è facihnente evitato qualora si assegni a c.p il 
compito di introdurre in Xs non solo il p.o.c. tep ma anche la strut-
tura algebrica e topologica. In altre parole, X non è solo il punto 
di appoggio per stabilire quando un elemento di Xs è preferito ad 
un altro ma anche per determinare il risultato di una combinazione 
lineare o la natura topologica di un suo sottoinsieme. 
Consideriamo ora il funtore :F = horn (-, IR) secondo cui :F ( Xcr(f') 
= horn ( Xcr(f', IR), insieme di tutti i funzionali lineari a c.p-continui su 
Xcr(f', e :F ( c.p) = c.p* : horn (X, IR) ---+ horn ( Xcr(f', IR) con c.p* (fu) = 
fu o c.p per ogni fu E horn (X, IR). Sapendo che fu (x) = B (x, u) il 
funzionale c.p* (fu) è così definito: 
c.p* (fu) (x)= B (c.p (x), u) Vx E Xcr(f' 
ed è, in quanto composizione di due mappe lineari e continue, a sua 
volta lineare e continuo. 
Il teorema 1.12, relativo al p.o.c. tc.pnello s.l.c. Xcr(f', assicura 
l'esistenza di un funzionale lineare che preserva tep la cui espres-
sione è precisata nella seguente proposizione. 
Proposizione 1.9 Se fuo è il funzionale lineare continuo che pre-
serva t in X allora c.p* (fuo) : Xcr(f' ---+ lR è il funzionale lineare 
a c.p-continuo che preserva tep. 
Dimostrazione 
Dati X t, X2 E Xcr(f' si ha: 
Xt tep x2 +-----+ c.p (xt) t c.p (x2) +-----+ B (c.p (xt), uo) ~ B (c.p (x2), uo) 
cioè X t tep X2 +-----+ c.p* (fuo) (x t) ~ c.p* (fuo) ( x2) · 
Il funzionale c.p* (fuo) descrive in realtà un procedimento di 
valutazione molto semplice: dato un oggetto x E Xcr(f', la sua val-
utazione, relativamente a tep, è il prodotto dell'azione di fuo sulla 
trasformazione c.p (x) e, in questo senso, possiamo parlare di rappre-
sentazione indiretta di tep· 
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Per ottenere una rappresentazione diretta, fondata su un fun-
zionale agente direttamente su x, possiamo ragionare come segue. 
In primo luogo sottolineiamo che, data <p : Xs -+ X, Xs può 
essere alternativamente dotato con la struttura algebrico-topologica 
indotta o con quella naturale: mentre la rappresentazione indiretta 
di t"' è basata sulla struttura indotta, la diretta farà ricorso alla 
struttura naturale. 
Fissato x E Xs si determina univocamente, per la biunivocità 
di rp, la coppia (x, rp (x)) E X x X . Supponiamo che per ogni 
x E X esista un automorfismo Ax E horn (X, X), quindi lineare e 
continuo, tale che Axx = rp (x). Esso non è unico: dati Ax, Bx E 
horn (X, X) tali che Axx = Bxx = rp (x) si ottiene Cxx =O con Ax-
Bx = Cx cioè Ax è unico a meno di una trasformazione lineare non 
inverti bile tale che x E ker C x. Detto Cx l'insieme di queste ultime 
trasformazioni lineari otteniamo rp (x) = (Ax +C x) x VCx E Cx. 
Non vale la pena soffermarsi sul fatto che non necessariamente Ax + 
Cx è invertibile poiché, con1e vedremo, la rappresentazione diretta 
non dipende da Cx: tutto ciò che serve è trovare, per ogni x E X, 
gli automorfismi Ax sopra definiti. 
Infatti, considerando il funzionale rp* (fuo), abbiamo 
rp* (fuo) (x)= B (rp (x), uo) = B ((Ax + Cx) x, uo) = 
B (Axx, uo) + B (Cxx, uo) = B (Axx, uo) = B (x, A;uo) 
La rappresentazione diretta di t"' è quindi fornita dal funzionale 
rp* (fuo) espresso come B (x, A;u0 ) = B (x, ux), con Ux = A;uo EU, 
e in merito al quale sono opportune alcune riflessioni. 
Il funzionale che preserva t"' è essenzialmente unico, ed è 
rp* (fuo), ma ammette due espressioni formali diverse, corrispon-
denti ad una rappresentazione indiretta e ad una diretta della re-
lazione t"'. Del meccanismo sottostante alla rappresentazione in-
diretta B ( rp (x) , u0 ) così come della linearità e continuità rispetto 
alle strutture indotte in X s si è già accennato. La rappresen-
tazione diretta B (x, Ux ), benché costruita facendo riferimento alle 
strutture naturali, non è, rispetto ad esse, lineare e continua e non 
può esserlo in quanto espressione alternativa di rp* (fuo). A questo 
proposito è interessante osservare il meccanismo sottostante alla 
rappresentazione diretta. Ogni oggetto x, relativamente a t"'' è 
valutato facendo agire, direttamente su di esso, un funzionale Ux 
(di per sé lineare e continuo rispetto alla strutture naturali) dipen-
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dente dall'oggetto stesso di valutazione: la non linearità e non con-
tinuità di B (x, ux) si manifesta, a livello formale, proprio in tale 
dipendenza. 
Concludiamo questa sezione con un riesatne complessivo dal 
punto di vista economico. Un decisore, le cui preferenze siano 
espresse da un p.o.c. coerente con la struttura algebrico-topologica 
naturale dell'insieme di scelta, implicitatnente valuta ogni oggetto 
sfruttando una forma bilineare B in cui entrano l'oggetto stesso x 
e un elemento fisso, caratteristico del p.o.c. in esame, u0 che pos-
siamo pensare come parametro di valutazione. Supponiamo che 
un decisore organizzi le proprie preferenze nell'insieme di scelta 
attraverso la biiezione <.p: ci chiediamo se è possibile conservare, 
in qualche modo, il medesimo procedimento di valutazione. La 
risposta è, nel complesso, affermativa. Il p.o.c. indotto in gene-
rale non è coerente con la struttura algebrico-topologica naturale 
(anzi, si dimostra facihnente che è coerente con quella indotta) e 
ciò traspare nella struttura del funzionale <.p* (fuo ): il decisore im-
plicitamente utilizza sempre B nella sua valutazione, introducendo 
i correttivi, poc'anzi esaminati, necessari per tenere conto che il 
p.o.c. sottostante è una trasformazione di quello naturale. 
1.6 Automorfismi lineari 
Limitatamente a questa sezione poniamo che Xs indichi l'insieme 
sottostante allo s.l.c. X attrezzato con la struttura di spazio vetto-
riale naturale. 
Intendiamo considerare, alla luce di quanto visto sinora, il caso 
secondo cui <p : Xs -t X è un automorfismo lineare, che indiche-
remo con A. E' immediato mostrare che la struttura algebrica in-
dotta in Xs coincide con la naturale. Lo stesso dicasi per la topolo-
gia indotta a-A a proposito della quale vale la seguente proposizione. 
Proposizione 1.10 Le topologie O"A e a-(X,U) coincidono cioè 
a-A= a- (X, U) 
Dimostrazione 
a- (X, U) è la topologia meno fine che rende continui i funzionali 
lineari B ( ·, u) . Quindi, per costruzione, a-A è la topologia meno 
fine che rende continui i funzionali lineari di Xs del tipo fu o A = 
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B (Ax, u) pe'- ogni u EU. Per definizione di operatore aggiunto di 
A, (]"A è la topologia meno fine che rende continui i funzionali lineari 
di Xs del tipo B (x, A*u) per ogni u E U ma, per il teorema 1.11 
A* (U) = U quindi (]"A:=(]" (X, U). 
In definitiva la struttura algebrico-topologica indotta da A in 
Xs coincide con quella naturale e il p.o.c. indotto tA secondo la 
definizione 
soddisfa gli assiomi A1-A2-A3 rispetto a tali strutture. 
Se B (x, u0 ) è il funzionale che preserva t le conclusioni della 
sezione precedente consentono di scrivere: 
quindi nella rappresentazione diretta compare un parametro di va-
lutazione UA = A*u0 indipendente da x, come era prevedibile data 
la natura di tA· 
Ciò può essere espresso in termini più formali osservando che 
qualunque biiezione cp definisce implicitamente una mappa x r-+ Ux 
(se esiste per ogni x un automorfismo lineare Ax tale che cp (x) = 
Axx) e che nel caso particolare cp = A tale mappa è costante, x r-+ 
UA. 
E' interessante, infine, considerare le seguenti trasformazioni 
biiettive: 
l. A : X ---+ X con Ax = Àx À > O 
2. T : X ---+ X con Tx = x + b b E X 
La prima è (]"(X, U)-continua in quanto automorfismo lineare 
mentre la seconda lo è in quanto traslazione operante con topologie 
invarianti rispetto ad esse. In particolare è continua la trasfor-
mazione affine Lx= Àx + b con À >O e bE X. Dati x1 , x 2 E X con 
x 1 t x 2 ci chiediamo quale sia la loro relazione rispetto al p.o.c. 
indotto tL· La seguente proposizione fornisce la risposta. 
Dimostrazione 
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l. x 1 t x 2 :::} .Àx1 + b t Àx2 + b per A2 quindi X t t x2 :::} Lx1 ~ 
Lx2 cioè Xt tL x2 
2. sia x 1 tL x2 cioè Lx1 t Lx2 che implica .Àx1 + b t Àx2 + b. 
Applicando A2 otteniamo À (x 1 - x 2 ) t O. Poiché À > O si 
ha x1 - x2 E Po cioè X t t x2. 
In altri termini, esiste una classe di trasformazioni biiettive di 
X, individuate, in ultima analisi, dall'assion1a di indipendenza, tali 
per cui il p.o.c. indotto coincide con l' iniziale. Ne consegue che 
la rappresentazione di tL deve coincidere con quella di t. D'altra 
parte, applicando la proposizione 1.9 otteniamo: 
x tL O~ B(Lx,u0) 2: O 
cioè B (.-\x+ b, u0 ) = .-\B (x, u0 ) + B (b, u0 ) 2: O. 
Detto [{ = B (b, u0 ) e sapendo che B (x, u0 ) = fuo (x) risulta: 
X tL O~ Àfuo (x)+ f{ 2: O 
cioè il funzionale che preserva tL è una trasformazione crescente 
affine di fuo. Dal momento che tL e t coincidono possiamo con-
cludere che la rappresentazione di t è unica a meno di trasfor-
mazioni crescenti affini, risultato ben noto in letteratura. 
Se da un lato ogni trasformazione monotona crescente di fuo 
è ancora un funzionale (in generale non lineare) che preserva t, il 
rilievo del tutto particolare riservato, nella letteratura, alle trasfor-
mazioni crescenti affini appare ora motivato da considerazioni strut-
turali: esse non sono altro che la "traccia" duale dell'assioma di in-
dipendenza qualora questo venga correttamente interpretato come 
una particolare classe di trasformazioni biiettive rispetto alle quali 




Modelli di utilità lineare e 
non lineare 
2.1 Introduzione 
Questa seconda parte è dedicata ad una rivisitazione, necessaria-
mente non esaustiva vista la ricchezza della letteratura esistente, 
dei principali modelli di rappresentazione delle preferenze alla luce 
dello schen1a teorico costruito nella prima parte. 
I tnodelli di utilità non lineare, al di là delle forme specifiche 
dei funzionali di rappresentazione, sono riconducibili ad un piccolo 
numero di idee fondamentali come, per esempio, la dipendenza della 
probabilità di un evento dai premi ad esso relativi oppure la dipen-
denza della funzione di utilità dalla lotteria che si sta valutando 
oppure, relativamente agli atti, la nozione di indipendenza comono-
tonica; tratteremo cotnunque tali idee più approfonditamente in se-
guito. 
Vedremo che alcuni di tali modelli possono essere inquadrati 
entro la matrice comune data dal dal modello astratto il quale pog-
gia sul legame (descritto dalla trasformazione c.p) fra una relazione di 
preferenza non lineare ed una lineare (in entrambi i casi rispetto alla 
struttura algebrico-topologica naturale). Cercheremo di mostrare 
che le suddette idee fondan1entali sono espressioni alternative di 
tale legame. 
Prima di proseguire è utile una breve riflessione sul modo di 
strutturare un modello di rappresentazione di preferenze. 
L'impostazione intellettualmente più soddisfacente è stata in-
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trodotta da Savage in The Foundations of Statistics (1954): egli 
considera un insieme S di stati del mondo (gli eventi elementari), 
l'algebra di tutti i sottoinsiemi di S (gli eventi)e un insieme Z di 
conseguenze per poi definire la nozione di atto. Un atto (o lotteria 
su corse di cavalli) è una qualunque funzione f : S ---t Z e si im-
magina che un decisore dichiari le proprie preferenze nell'insieme 
di tutti gli atti. Se tale relazione di preferenza soddisfa alcune 
condizioni (i sette assi orni di Savage) si dimostra che essa rivela, 
implicitamente, una misura di probabilità sull'algebra degli eventi 
e una funzione di utilità sull'insieme di conseguenze. In altre parole 
la dichiarazione delle preferenze, valendo i sette assiomi, equivale 
all'attribuzione soggettiva di una misura di probabilità e di una 
funzione di utilità che il decisore, magari virtualmente, aggrega in 
un indice di preferenza calcolando l'utilità attesa. 
Una visione radicalmente diversa considera una misura di pro-
babilità oggettiva sull'algebra di eventi esistente prima di qualunque 
dichiarazione di preferenza sugli atti. Ciò permette di generare, 
per ogni atto, una misura di probabilità definita sull'algebra dei 
sottoinsiemi di Z cioè una lotteria di roulette (o, più brevemente, 
lotteria) secondo una terminologia ormai tradizionale in teoria delle 
decisioni. Seguendo la procedura di Wakker(1990) si ipotizza che 
lo spazio S sia sufficientemente ricco da generare tutte le possibili 
lotterie e che due atti che inducono la medesima lotteria siano giu-
dicati indifferenti. In questo modo, ai fini della rappresentazione 
delle preferenze, è legittimo trascurare lo spazio di probabilità sot-
tostante: le preferenze del decisore, date nell'insieme di tutti gli 
atti, si possono leggere direttamente nell'insieme di tutte le lotterie 
su Z. 
Tale impostazione è esplicitamente seguita, oltre che in Wakker 
(1990), nel lavoro di Yaari (1987) e in1plicitarnente, non menzio-
nando lo spazio di probabilità sottostante, da von Neumann e Mor-
genstern (1944) e successive riformulazioni del loro lavoro (per esem-
pio Herstein e Milnor, 1953 o Fishburn, 1982). 
Un'impostazione intermedia è stata introdotta da Anscombe e 
Aumann (1963) e poi sviluppata, in senso non lineare, da Schmei-
dler (1989). Si considera lo spazio di stati del mondo Se l'insieme 
di premi Z; un atto è definito come una funzione da S sull'insieme 
di tutte le lotterie di roulette sull'insieme Z e il decisore dichiara le 
proprie preferenze nell'insieme di tutti gli atti. L'introduzione delle 
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probabilità oggettive in Z semplifica notevolmente, rispetto alla 
complessa costruzione di Savage, l'identificazione del funzionale di 
rappresentazione. 
Nel seguito saranno rivisitati modelli appartenenti all'impostazione 
sulle sole lotterie di roulette e a quella mista appena riassunta. 
Poichè i funzionali di rappresentazione sono, invariabilmente, 
degli integrali di misura, ci sembra opportuno cominciare con una 
sezione dedicata a tale argomento. 
2.2 Misure con segno e integrazione di 
funzioni a valori reali 
Il concetto fondamentale per la teoria dell'integrazione di funzioni 
a valori reali è quello di misura con segno additiva, oggetto della 
seguente definizione. 
Definizione 2.1 Una misura con segno additiva è una funzione 
f1 : T -t IR, ove T è una famiglia di insiemi tale che 0 E T con 
!-1(0) =O e: 
n 
f1 (A 1 U A2 U ... U An) = L /-1 (Ai) 
i=l 
per ogni famiglia finita {Al, A2, ... ,An} c T con Ai n Aj = 0, per 
n 
ogni i =f. j, tale che U Ai E T. 
i=l 
Nel seguito considereremo solamente misure con segno additive 
limitate cioè esiste M > O tale che 11-1 (A) l :::; M per ogni A E T e 
le chiameremo semplicemente misure, specificando, a seconda dei 
casi, se si tratta di misure a valori positivi. 
La famiglia di insiemi su cui si definisce usualmente una misura 
gode di alcune proprietà minimali riassunte nella seguente definizione. 
Definizione 2.2 Sia S un insieme. Un'algebra ~ è una famiglia 
non vuota di sottoinsiemi di S che contiene l 'insieme vuoto e tale 
che: 
1. A E ~ ===} A E ~ con A insieme complementare di A 
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n 
2. Ai E L:) i = l, 2, ... , n ===} U Ai E L:. 
i=l 
E' immediato dimostrare che la precedente definizione implica 
n 
Ai E L:, i = l, 2, ... ,n===} n AiL:. 
i= l 
Definizione 2.3 Data una misura 11 : L: -+ IR con L: algebra su S) 
per ogni E E L: la variazione totale di 11 su E è: 
n 
v (f-t, E) = su p L 11-l ( Ei) l 
i=l 
al variare di tutte le successioni finite {E i} 7= 1 di insiemi a due a 
due disgiunti in L: con Ei ç E. 
Conseguenze immediate della definizione 2.3 sono: 
l. se Il è additiva e limitata allora v è additiva e limitata 
2. se Il è non negativa allora v (f-t, E) = Il (E) per ogni E E L:. 
La prossima definizione (e relativo teorema) illustra come de-
comporre una misura in due componenti non negative. 
Definizione 2.4 Sia 1-1 una misura definita su L:. La variazione 
positiva Il+ e la variazione negativa 1-1- di Il sono funzioni di insiemi 
definite da: 
l 
Il+ (E)= 2 {v (f-t, E)+ 11 (E)} 
per ogni E E L:. 
Teorema 2.1 Se Il è una misura allora Il+ e Il-) definite su L:, 
sono non negative e additive con: 
11 (E)= Il+ (E)- 11- (E) e v(f-t, E)= 11+ (E)+ 11- (E) 
Una procedura per estendere una misura positiva ad un qualunque 
sottoinsieme di S è delineata nella seguente definizione. 
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Definizione 2.5 Sia 1-1 una misura positiva definita su un'algebra 
:E. Definiamo una funzione 1-1* : P ( S) --+ IR in questo modo: 
1-1* (E) = inf 1-1 (F) 
ECF 
N e consegue immediatamente che: 
2. 1-1* (A U B) 5: 1-1* (A) + 1-1* (B) A,BçS 
3. 1-1 * (A) 5: 1-1 * (B) se A ç B ç S 
E' possibile introdurre una nozione di "irrilevanza", dal punto 
di vista della misura, di un insieme. 
Definizione 2.6 Sia 1-1 una misura su un'algebra :E di sottoinsiemi 
di S. Un insieme N C S è 1-1-nullo se v* (J-1, N) = O. 
Si dimostra facilmente che l'unione finita di insiemi nulli è nulla 
e un sottoinsieme di un insieme nullo è pure nullo. Tale nozione 
consente anche di introdurre il concetto di validità quasi-ovunque: 
diremo che una proprietà valida per ogni punto dell'insieme S- N, 
ove N è un insieme 1-1-nullo, vale quasi-ovunque. Una prima appli-
cazione è data dal concetto di funzione essenzialmente limitata. Sia 
f : S --+IR tale che la sua restrizione all'insieme S- N, con N l-l-
nullo, sia limitata; in tal caso si dice chef è essenzialmente limitata. 
Un' ulteriore applicazione è data nella seguente definizione. 
Definizione 2. 7 La funzione f : S --+ lR si dice 1-1-nulla se l 'insieme: 
S(lfl >a)= {sE S: lf(s)l >a} 
è 1-1-nullo per ogni a > O. 
Dalla nozione di insieme 1-1-nullo è possibile costruire un con-
cetto di convergenza di una successione di funzioni. 
Definizione 2.8 Una successione di funzioni {!n} !:O definite zn 
S a valori reali converge in misura ad una funzione f qualora: 




Introduciamo ora una classe di funzioni fondamentale per la 
teoria dell'integrazione. 
Definizione 2.9 Sia f: S-+ IR con f(S) = {xl,x2, ... ,xn} e tale 
che: 
f- 1 (Xi) = { s E s : f ( s) = Xi} = Ei E 2: i= 1,2, ... ,n 
Qualunque funzione g : S -+ lR tale che f - g sia j.-l-nulla si dice 
funzione semplice. 
Per costruzione, qualunque algebra di sottoinsiemi di R si con-
sideri, ogni funzione semplice è misurabile secondo la tradizionale 
definizione di misurabilità di una funzione: 
\lA E n 
con n algebra in IR. 
Data una funzione semplice definiamo: 
1 f ( s) J1 ( ds) = t X;Jl (E;) 
s i=l 
che è un nun1ero finito poichè f.-l è limitata. 
Presentiamo ora un teorema fondamentale per la definizione di 
integrabilità di una funzione. 
Teorema 2.2 Se {f~} ~:0 e {f~} ~:0 sono successioni di funzioni 
semplici convergenti in misura allo stesso limite f e se: 
li m r l f~ ( s) - f,in ( 8) l v (f.-l, d.s) = o 
m,n-++oo} S 
i= l, 2 
allora esistono finiti i limiti: 
lim r f~ ( s) f.-l ( ds) 
n-++oo Js i= l, 2 
e sono uguali. 
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Tale teorema definisce la classe delle funzioni integrabili rispetto 
alla misura f-1 (parleremo perciò di !-1-integrabilità): è integrabile 
ogni funzione che soddisfa le condizioni riportate nel teorema (e si 
noti che la loro validità dipende dalla misura f-1 utilizzata) e il suo 
integrale è definito da: 
r f ( s) f-1 ( ds) = lim r !n ( s) f-1 ( ds) l S n-t+OCJ l S 
Il teorema assicura che tale limite esiste finito ed è indipendente 
dalla successione {!n} !:O convergente in rnisura ad f. A noi inte-
resseranno in modo particolare le funzioni limitate e integrabili le 
quali costituiscono uno spazio vettoriale. 
E' molto frequente assegnare alla famiglia di sottoinsiemi e alle 
funzioni di insiemi in essa definita la più restrittiva proprietà di a-
additività: vediamo a tale proposito un paio di definizioni. 
Definizione 2.10 Una a-algebra L: di sottoinsiemi di S è un'algebra 
tale che se Ai E L: per ogni i = l, 2, ... allora U~~ Ai E L:. 
E' immediato rendersi conto che ciò implica la chiusura di L: 
rispetto alla intersezione numerabile di elementi di L:. 
Definizione 2.11 Una misura IL a-additiva è una misura tale che 
se {Ai} i=~ C 2: con Ai n Aj = 0 per ogni i =/- j allora IL (Ui=~ Ai) = 
l: t=~ !-1 (Ai) . 
La costruzione seguita nel caso additivo è valida, con opportuni 
adattamenti, anche nel caso a-additivo (per rnaggiori particolari si 
rinvia a Dunford e Schwartz, 1958). 
Ci limiteremo perciò ad evidenziare le principali implicazioni 
dell'ipotesi di a-additività. Consideriamo la classe delle funzioni 
f : S -+ 1R limitate e ipotizziamo che in lR sia data la a-algebra di 
Borel B. Da tale classe estraiamo l'insieme delle funzioni limitate 
misurabili, che soddisfano la condizione: 
VBEB 
La a-additività consente di dimostrare che tutte le funzioni limitate 
misurabili (che costituiscono uno spazio vettoriale) sono integra bili 
indipendentemente dalla misura definita su 2:. 
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In particolare la misurabilità di f permette di costruire una suc-
cessione di funzioni semplici {fn} ~:0 uniformemente convergente a 
f: l'uniforme convergenza implica la validità delle condizioni di in-
tegrabilità previste dal teorema 2.2 indipendentemente dalla misura 
!l definita su ~. 
In conclusione, mentre nel caso additivo l'integrabilità di una 
funzione dipende dalla misura a cui ci si riferisce, nel caso O"-additivo 
è possibile individuare una classe di funzioni (quelle limitate e mis-
urabili) la cui integrabilità non dipende da f-L· 
Prima di enunciare il fondamentale teorema di Radon-Nykodim 
presentiamo qualche definizione relativa alla nozione di continuità 
di una misura rispetto ad un'altra. 
Definizione 2.12 Siano À e !l due funzioni di insiemi finitamente 
additive definite su un'algebra ~. Allora À si dice continua rispetto 
a f-L (o !l-continua) se: 
lim À (E)= O 
v(p,,E)-+0 
Il seguente teorema fornisce una caratterizzazione della !l-continuità 
per misure O"-additive. 
Teorema 2.3 Siano À e f-L funzioni di insiemi O"-additive definite 
su una O"-algebra ~ e sia À finita. Allora À è !l-continua se e solo 
se: 
v (f-L, E) = O ===} À (E) = O 
E' interessante osservare che l'implicazione del teorema, qualora 
f-L sia una misura non negati va, coincide con la usuale definizione 
di assoluta continuità di una misura rispetto ad una misura non 
negativa. 
Presentiamo ora una versione alquanto generale del teorema di 
Radon-Nykodim. 
Teorema 2.4 Sia (S, ~'!l) uno spazio di misura finito e sia À una 
misura a valori reali !l-continua su ~. Allora esiste un'unica fun-
zione f-L-integrabile f tale che: 
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Ad e~so sono collegati due teoremi relativi al cambiamento di 
variabile che ci accingiamo ad enunciare. 
Teorema 2.5 Sia ( S, L., 11) uno spazio di misura positivo, sia f 
una funzione non negativa 11-misurabile su S e: 
À (E) = L f ( s) p ( ds) 
Sia g una funzione À-misurabile non negativa su S. Allora fg è 
11-misurabile e: 
L 9 ( s )>. ( ds) = L f ( s) g ( s) p ( ds) 
Teorema 2.6 Sia (S, L., 11) uno spazio di misura, sia f una fun-
zione 11-integrabile a valori complessi e: 
À (E) = L f ( s) p ( ds) E EL. 
Allora una funzione g definita in S a valori in uno spazio di Banach 
è À-integrabile se e solo se f g è 11-integrabile e in tal caso: 
L 9 ( s )>. ( ds) = L f ( s) g ( s) p ( ds) E EL. 
Infine dedichiamo l'ultima parte di questa sezione ad un esame 
più approfondito delle funzioni definite su [a, b] C lR a valori reali. 
Immaginiamo che la a-algebra L. di sottoinsiemi di [a, b] sia quella 
indotta in tale intervallo dalla a-algebra di Borel sulla retta reale. 
In questo ambiente l'introduzione di una misura avviene spesso at-
traverso il concetto di funzione a variazione limitata di cui esaminer-
emo alcune proprietà. 
Definizione 2.13 Una funzione F: [a, b] -t lR si dice a variazione 
limitata se esiste una costante C tale che, per ogni suddivisione 
dell'intervallo [a, b] mediante i punti: 
a == so < s1 < ... < Sn == b (2.1) 
si verifichi la disuguaglianza: 
n 
L IF (sk)- F (sk-dl ~C 
k=l 
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Si osserva che tutte le funzioni monotone sono a variazione 
limitata in quanto la suddetta sommatoria vale, indipendentemente 
dalla suddivisione dell'intervallo, IF (b)- F (a)l. 
Definizione 2.14 Sia F una funzione a variazione limitata. Si 
dice variazione totale della funzione F sul! 'intervallo [a, b], e lo si 
denota con v; [ F], la quantità: 
n 
sup L IF (sk)- F (sk_t)l 
k=l 
al variare di tutte le possibili suddivisioni finite del! 'intervallo [a, b]. 
Elenchiamo di seguito alcune importanti proprietà delle fun-
zioni a variazione limitata: 
l. le funzioni a variazione limitata formano uno spazio vettoriale 
indicato con BV [a, b]; qualora F (a) sia norn1alizzato a zero si 
ottiene di nuovo uno spazio vettoriale indicato con N BV [a, b] 
2. se a< b <c, allora v: [F] +\!be [F] = Vac [F] 
3. la funzione v ( s) = ~s [ F] è monotona non decrescente 
4. se F è continua a destra (sinistra) nel punto s*, anche v è 
continua a destra (sinistra) in quel punto 
Il seguente teorema fornisce una caratterizzazione delle fun-
zioni a variazione limitata. 
Teorema 2. 7 Una funzione è a variazione limitata se e solo se 
può essere rappresentata come differenza di due funzioni monotone 
non decrescenti 
Ognuna di queste funzioni definisce una misura a--additiva sulla 
a--algebra indotta in [a, b] da quella di Borel. Per ora pensiamo ad 
una funzione monotona non decrescente continua a destra definita 
in [a, b] e fissiamo le misure di tutti gli intervalli chiusi, aperti e 
semichiusi appartenenti ad [a, b] in questo modo: 
• flF(c,d) = F(d-)- F(c) 
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• f-i F [c, dJ = P (d) - P (c-) 
• f.lF(c,d]=P(d)-P(c) 
• f.iF [c, d) = P (d-) - P (c-) 
con P (d-) = limz-+d- P ( z). La più piccola cr-algebra conte-
nente questa classe di intervalli è proprio quella di Borel in [a, b] ed 
è immediato estendere ad essa la funzione /-iF ottenendo una misura 
non negativa limitata e cr-additiva nota come misura di Lebesgue-
Stieltjes. Il passaggio alle misure dotate di segno è ora agevole: una 
qualunque funzione P a variazione limitata può essere scomposta, 
per il teorema 2. 7, nella differenza p+- p- fra due funzioni mono-
tone non decrescenti le quali definiscono due misure non negative 
f-lt e f-iF sulla cr-algebra di Borel in [a, b]. A questo punto basta 
porre f.iF = f-lt- f-i"F per ottenere una misura con segno f.iF limitata 
e cr-additiva avente variazione positiva e variazione negativa rispet-
tivamente f-lt e /-lp· Ogni funzione f : [a, b] ---+ lR Borel-misurabile 
e limitata è integrabile rispetto a qualunque rnisura di questo tipo 
e vale la relazione: 
t l (z) 11F(dz) =t l (z) dF (z) =t l (z) dF+ (z)-t l (z) dF- (z) 
indipendentemente dalla decornposizione, in generale non unica, 
della funzione P nella differenza di due funzioni monotone non de-
crescenti. 
2.3 Il modello di von Neumann e Mor-
genstern 
Una versione piuttosto generale del modello di von Neumann e Mor-
genstern (come quella presentata in Fishburn, 1988) considera un 
insieme arbitrario di premi Z e un'algebra ~ di sottoinsiemi di Z 
che contenga, per ipotesi, tutti i singoletti; in altri termini vale 
{ z} E ~ per ogni z E Z. Il decisore esprime le proprie preferenze 
nell'insieme di tutte le lotterie su Z dove ogni lotteria è forma-
lizzata come misura di probabilità additiva su ~- Si tratta di un 
sottoinsierne convesso dello spazio vettoriale, che indicheremo con 
X, di tutte le misure additive limitate a valori reali tali che l'insieme 
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{ z E Z : x ( z) > O} è fini t o per ogni x E X. Riferirsi a tale spazio 
vettoriale, come faremo nel seguito, significa estendere, implicita-
mente, la nozione di lotteria a qualunque misura appartenente ad 
X, consapevoli della natura puramente matematica di questa ope-
razione. L'ipotesi che tutti i singoletti di Z appartengono a ~ as-
sicura che X contenga anche tutte le lotterie con un numero finito 
di premi. 
Sia ora U lo spazio vettoriale di tutte le funzioni u : Z -+ 
lR limitate ed integrabili rispetto a tutte le misure contenute in 
X. Ricordiamo che nel caso particolare di X contenente tutte le 
misure a-additive limitate eU tutte le funzioni limitate e misurabili, 
l'integrabilità è garantita. 
N el caso additivo, sfruttando le ipotesi su ~ e su X possiamo 
dimostrare le due seguenti proposizioni. 
Proposizione 2.1 Condizione necessaria perchè u sia integrabile 
rispetto ad ogni misura x E X è: 
u = lim Un 
n~+oo 
puntualmente con {Un}!~ successione di funzioni semplici. 
Dimostrazione 
Per assurdo supponiamo che non esista alcuna successione {un}!~ 
convergente puntualmente ad u. Quindi: 
3zo E Z e 3é > O: lun (zo)- u (zo)l > é Vn 
per ogni successione {un}!~. Si consideri x = I{zo} E X con lA 
funzione caratteristica di A ç Z. Ne consegue: 
{ Z E Z : l Un ( Z) - U ( Z) l > é} :2 { Zo} 
Poichè la variazione totale estesa v* è monotona concludiamo: 
V* (l { zo}, { z E Z : l Un ( z) - u ( z) l > é}) 2:: l V n 
e ciò vale al limite per n -+ +oo. Quindi l'assenza di una successione 
di funzioni puntualmente convergente ad u in1plica l'esistenza di 
una misura in X rispetto alla quale nessuna successione converge 
in misura, venendo così a cadere una delle richieste del teorema 2.2. 
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Proposizione 2.2 Condizione sufficiente di integrabilità rispetto 
ad ogni misura x E X di una funzione u : Z ---+ IR limitata è che 
esista una successione di funzioni semplici {un}~~ uniformemente 
convergente ad u. 
Dimostrazione 
Dimostriamo in primo luogo che {un}~~ converge in misura a 
u rispetto ad ogni x E X cioè: 
lim v*(x,{z E Z: lun(z)- u(z)l > é}) =O Vé >O Vx E X 
n-++oo 
Per ogni é >O esiste ne tale che lun (z)- u (z)l :Sé per ogni n> ne 
e per ogni z E Z, quindi: 
{ z E Z : l un ( z) - u ( z) l > é} = 0 V n > ne 
Poichè v* (x, 0) = O per ogni x E X la successione non negativa 
v* (x, {z: lun (z)- u (z)l > é}) è definitivamente nulla per ogni é > 
O e per ogni x E X. 
Dimostriamo ora che: 
li m r l Un ( z) - Um ( z) l v (x' dz) = o v x E x 
m,n-++oo} z 
Poichè {un}~~ converge uniformemente, per ogni é > O esiste ne 
tale che lun (z)- Um (z)l :Sé per ogni n, m> ne e per ogni z E Z 
che è la condizione di Cauchy relativa alle successioni di numeri 
reali {un (z)}~~· La non negatività dell'integranda e della misura 
di integrazione consente di scrivere: 
Infine la condizione n, m ---+ +oo equivale a ne ---+ +oo cioè é ---+ o+ 
da cui concludiamo: 
O :S lim { lun (z)- Um (z)l v (x, dz) :S lim é ·v (x, Z) =O 
m,n-++oo} z e-+O+ 
Possiamo ora definire la forma bilineare B : X x U ---+ lR: 
B (x, u) = fz u ( z) x ( dz) 
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Se B separa i punti di entrambi gli spazi vettoriali essa è una dua-
lità. 
Dimostriamo in primo luogo che B (x, u) =O Yx E X=} u = 
0: si consideri, per assurdo, u (z) = /{zo}i per costruzione di X 
esiste x 0 tale che x 0 (z) = O per ogni z -=/:- zo e Xo (zo) = l. Ne 
consegue: 
B (xo,l{zo}) =L l{zo} (z) Xo (dz) = l 
Analogamente si dimostra che B (x, u) = O Yu E U =} x = O e, 
quindi, B è una dualità. 
Dato un pre-ordine completo t che rispetta gli assiomi Al-A2-
A3-A4 esiste (unica a meno di trasformazioni positive affini) una 
funzione u0 : Z ---+ IR tale che: 
La precedente rappresentazione, opportunamente ristretta alle sole 
misure di probabilità, è il funzionale di utilità attesa di von Neu-
mann e Morgenstern. 
N ella parte finale di questa sezione ci occuperemo di alcune 
particolari questioni che ernergono frequentemente in letteratura. 
La prima di esse concerne la monotonia della funzione di utilità 
uo. Osserviamo che in X ci sono tutte le rnisure del tipo al{z}' per 
a > O e per ogni z E Z, che indicheremo con a x z. Definiamo un 
pre-ordine completo tz in Z: 
Zo tz Z1 {::==} Xz0 t Xz 1 
La definizione non dipende dalla scelta a = l poichè t in X è 
conico ed è pure coerente con ciò che si ottiene ragionando sui 
valori a < O. Infatti Xz0 tz Xz 1 {:::} -Xz1 tz -Xz0 cioè si preferisce 
perdere la "lotteria" su z1 piuttosto che quella su z0 . La condizione 
necessaria di rappresentazione assicura che l'insieme quoziente Z l,...., 
ha cardinalità non superiore all'insieme dei nurneri reali. In questo 
modo Z è totalmente ordinato. Ridefiniamo ora la funzione di 
utilità u0 su Z l"' come segue: 
uo ( [ z]) = u0 ( z) = L uo ( z) x z ( dz) 
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ove [z] è la classe degli elementi di Z indifferenti a z secondu tz. 
Si comprende subito che è una buona definizione in quanto z' rv z 
se e solo se Xz' rv Xz che equivale a B (xz'' u0 ) = B (xz, uo) cioè 
u0 (z') = u0 (z) per ogni z' E [z]. E' evidente che u0 così ridefinita 
è necessariamente monotona crescente rispetto all'ordine totale in-
trodotto in Z l"'. Fondamentalmente ciò consegue dalla mancanza 
in Z di un ordine totale, requisito indispensabile per poter parlare di 
monotonia di u0 . In tal caso occorre introdurne uno e l'unico modo 
ragionevole di farlo è, interpretando ogni premio z come particolare 
lotteria, trasportare t da X in Z (a rneno di eventuali raggruppa-
menti in classi di equivalenza). Poichè B (-, u0 ) rappresenta l'ordine 
t e uo ( z) = B (x z, u0 ) ne discende che u0 è rnonotona crescente. 
Questo schema è applicabile anche nel caso, alquanto diffuso in let-
teratura, in cui Z sia un intervallo [a, b] di importi monetari. Trat-
tandosi di un insieme numerico si può sempre parlare di monotonia 
di uo : [a, b] ---+ lR indipendentemente dalle preferenze. Nulla vieta 
di trasportare t da X in [a, b] ma l'unico risultato economicamente 
accettabile, da porre come ipotesi, è: 
Zo tz Zt {::=} Zo ~ Zt Zo, Zt E [a, b] 
Cioe una somma di denaro è preferita ad un'al tra se e solo se la 
prima è maggiore (ricordiamo che nella letteratura tale ipotesi è 
recepita corne conseguenza della coerenza delle preferenze con la 
dominanza stocastica del prim'ordine fra funzioni di ripartizione). 
In questo modo la necessaria monotonia di u0 rispetto a tz coincide 
con quella tradizionale rispetto all'ordine naturale dei numeri reali. 
Un discorso analogo vale per la continuità della funzione di 
utilità che risulta anch'essa una conseguenza a condizione di definire 
preliminarmente, ma in maniera naturale, alcuni aspetti. Conside-
riamo ancora u0 ( z) = B (x z, u0 ): X è attrezzato con la topologia 
debole a (X, U) che rende continuo, fra gli altri, il funzionale lineare 
B ( ·, uo) : X ---+ lR. 
Si consideri ora l'insieme Xz = {x E X : x = Xz Vz E Z} e la 
topologia T indotta in Xz da a (X, U) così definita: 
Necessariamente la restrizione B ( ·, uo) l Xz è continua rispetto a r. 
L'interpretazione di ogni premio z come misura Xz E X equivale 
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all'esistenza di un ison1orfismo j : Z ---? Xz con j ( z) = x z. Indi-
chiamo con j-1 (T) la topologia indotta da j su Z e osserviamo che 
u0 ( z) = B (x z, u0 ) ha la seguente struttura: 
uo ( ·) = B ( ·, Uo) /x z o j 
Ne consegue che u0 ( ·) è continua rispetto alla topologia j-1 (T) in 
Z in quanto composizione di funzioni continue. 
Dedichiamo, inoltre, qualche parola al caso di un insieme di 
premi Z = [a, b] di importi monetari che costituisce l'ambiente più 
utilizzato nella definizione dei modelli di utilità anticipata. In tal 
caso si considera la o--algebra A indotta in [a, b] dalla o--algebra di 
Borel sulla retta reale. L'insieme di tutte le lotterie (nel senso ampio 
esposto all'inizio della sezione) è dato dallo spazio vettoriale delle 
misure o--additive limitate definite su A che, in base a quanto visto 
nella sezione precedente, coincide con N BV [a, b]. Esso, come noto, 
forma una coppia duale con lo spazio vettoriale U delle funzioni 
u : [a, b] ---? 1R limitate e Borel-misurabili e la rappresentazione di 
t in N BV [a, b] risulta: 
F~G{==> [u(z)dF(z):;;, [u(z)dG(z) F,GENBV[a,b] 
ove il funzionale coincide con l'integrale di Lebesgue-Stieltjes. 
In chiusura di sezione esaminiamo più approfonditamente il 
modello di Anscombe e Aumann che è, sebbene in un ambiente 
differente, di natura lineare. L 'impostazione di fondo è già stata 
tratteggiata nell'introduzione al presente capitolo. 
Non è difficile estendere tale impostazione ad un opportuno 
spazio vettoriale, relativamente al quale il modello originale forma 
un suo sottoinsieme convesso. Consideriamo lo spazio di tutte le 
misure o--additive limitate su un intervallo [a, b] di importi monetari 
(rispetto alla consueta o--algebra indotta in [a, b] da quella di Borel) 
cioè lo spazio vettoriale N BV [a, b]. 
Estendiamo la definizione di atto (lotteria su corse di cavalli 
nella terminlogia dei due autori) una qualunque funzione h : S ---? 
N BV [a, b] ove S è un insieme arbitrario di stati del mondo attrez-
zato con una o--algebra ~ contenente tutti i singoletti di S. Sia H 
l'insieme di tutti gli atti; contenendo funzioni a valori in uno spazio 
vettoriale è pure lui uno spazio vettoriale relativarnente alle normali 
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definizioni di somma fra funzioni e prodotto di uno scalare con una 
funzione: 
l. ( h1 + h2) ( s) = h1 ( s) + h2 ( s) con h1, h2 E H 
2. (ah) ( s) = ah ( s) con a E lR e h E H. 
Si suppone che un decisore esprima un pre-ordine completo 
>- su H che soddisfi gli assiomi Al-A2-A3-A4. Consideriamo ora 
il sottoinsieme Hc C H contenente tutti gli atti costanti i quali 
soddisfano la condizione: 
h(s) = F E NBV[a,b] Vs ES 
Indicando con hF l'atto a valore costante F possiamo introdurre un 
pre-ordine completo ~cin N BV [a, b] definito da: 
F, G E NBV [a,b] 
Ci si rende facilmente conto che ~c soddisfa i quattro assiomi fonda-
mentali: il modello lineare visto in precedenza assicura l'esistenza 
di una funzione u0 : [a, b] ---+ lR limitata tale che il funzionale lineare: 
fuo (F)= l Uo (z) dF (z) 
rappresenti ~c· 
Il passo successivo consiste nel considerare, per ogni atto h E 
H, la composizione fuo o h appartenente allo spazio vettoriale delle 
funzioni reali definite su S. Osserviamo che non necessariamente 
fuo o h è limitata né ~-misurabile. Per poter applicare lo schema 
delle coppie duali occorre, perciò, restringere tale spazio estraendo 
il sottospazio vettoriale V delle funzioni v : S ---+ lR limitate e ~­
misurabili. 
In V si introduce facilmente un pre-ordine completo ~vdefinito 
da: 
v1 ~v v2 {=::} h1 ~ h2 
con h1, h2 E H tali che fuo ohi =Vi con i= l, 2. 
In generale le controi1nmagini in H di una data funzione v E V 
non è unica ma usualmente si impone un assioma che garantisce la 
buona definizione di ~v. 
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Secondo tale assioma (noto come assioma di monotonia) se 
hr ( s) te h2 ( s) per ogni s E S allora h1 t h2. Ciò implica che la 
controimmagine di v è un insieme di H contenente atti indifferenti 
secondo t e quindi tv è ben definito. 
E' altrettanto evidente che tv soddisfa i quattro assiomi fon-
damentali: considerando lo spazio vettoriale delle misure O"-additive 
limitate definite su I: si dimostra, ragionando analogamente a quanto 
fatto nel modello di von Neumann e Morgenstern, che (X, V) cos-
tituisce una coppia duale rispetto alla dualità: 
B (x, v) = fs v ( s) x ( ds) 
Quanto visto nel precedente capitolo assicura l'esistenza di una 
misura x o E X (unica a meno del fattore moltiplicativo positivo) 
tale che fxo (v) = B ( x0 , v) è il funzionale che rappresenta tv. 
Tale rnisura x 0 , nel contesto originale di Anscombe e Aumann, 
deve essere positiva per cui, normalizzando, si ottiene una misura 
di probabilità sulla O"-algebra I: di S soggettivamente (e implicita-
mente) attribuita dal decisore al momento di dichiarare le proprie 
preferenze. 
2.4 Modelli di utilità anticipata 
I modelli di utilità anticipata (si pensi ad esempio a Quiggin, 1982 
e a Yaari, 1987) forniscono rappresentazioni di preferenze date su 
insiemi di lotterie ognuna delle quali è d es cri tta da una funzione 
di ripartizione su un insieme di importi monetari [a, b]. E' noto 
che l'insieme di tali funzioni forma un sottoinsieme convesso dello 
spazio vettoriale N BV [a, b] per cui l'analisi sarà fondata sulla cop-
pia duale (N BV [a, b], U) presentata nella sezione precedente in-
sieme alla rappresentazione di una relazione di preferenza t in 
N BV [a, b] che soddisfi i quattro assiomi fondamentali. 
Considerando una qualunque trasformazione cp : X --+ X il 
pre-ordine completo indotto t4? è rappresentato dal seguente fun-
zionale: 
!~,(F)= B(cp(F),u0 ) = [ u0 (z)dcp(F)(z) 
ove fuo (-) = B ( ·, uo) è il funzionale che rappresenta t. 
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In tale scrittura si rintraccia facilmente l'idea fondamentale dei 
modelli di utilità anticipata: essa traspare da una lettura per certi 
aspetti opposta rispetto a quanto fatto sin qui. 
Nello schema generale del capitolo precedente si parte da uno 
s.l.c. dotato di un pre-ordine completo t lineare e continuo il quale 
ne genera uno indotto tep nel dominio della biiezione cp il quale 
non è né lineare né continuo rispetto alle strutture naturali di X. 
Una lettura che voglia privilegiare il punto di vista economico sug-
gerisce un "rovesciamento" di prospettiva: il decisore fronteggia 
l'insieme N BV [a, b] e organizza le proprie preferenze coerentemente 
alle strutture naturali di N BV [a, b] ma è incapace di percepire cor-
rettamente gli oggetti che va ordinando (è, in sostanza, il punto 
di vista percettivo che caratterizza il lavoro di Quiggin del 1982). 
Si può pensare di descrivere tale incapacità Inediante una trasfor-
mazione cp: ogni oggetto F E N BV [a, b] è percepito dal decisore 
come cp (F), pure appartenente a N BV [a, b], ed egli ordina queste 
immagini in modo lineare e continuo (nel senso degli assiomi fonda-
mentali) introducendo, in questo modo, una relazione di preferenza 
che non riflette, agli occhi di un ipotetico terzo osservatore, i suoi 
intenti di linearità e continuità. 
I modelli di utilità anticipata poggiano proprio sull'ipotesi di 
un simile "difetto" di percezione del decisore chiamato a dichiarare 
le sue preferenze. A questo punto è ovvio che il funzionale di rap-
presentazione è lineare rispetto alle immagini che il decisore ha degli 
oggetti, cioè cp (F). 
Pur emergendo ad un livello alquanto generale, tale ipotesi si 
può particolarizzare in diversi modi e la letteratura, a tale propo-
sito, è abbondante. Senza alcuna pretesa di completezza, ci limi-
tiamo a segnalare alcuni dei più importanti esempi. 
L 'idea più naturale per formalizzare tale difetto percettivo, 
qualitativainente trattato da Kahneman e Tversky (1979), è stata 
individuata e analizzata da Quiggin nel suo lavoro del 1982: relati-
vamente alle funzioni di ripartizione, egli ipotizzò che una lotteria 
F fosse percepita dal decisore come G = go F con g : [0, l] -+ [0, l] 
strettamente crescente e continua (o almeno continua a destra e 
dotata di limite a sinistra) specificando in che modo i tratti di con-
cavità/ convessità di g rivelino un determinato comportamento di 
distorsione della probabilità di un evento in relazione ai premi ad 
esso legati (per maggiori dettagli si rinvia al suddetto lavoro) 
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L 'idea è facilmente generalizzabile nel più ampio contesto della 
coppia duale in esame. In particolare poniamo r.p (F) = g o F con 
F E N BV [a, b] e g : IR ----t IR inverti bile e continua. L 'ipotesi di 
continuità assicura che go F appartenga a N.BV [a, b] mentre quella 
di invertibilità garantisce che r.p (F) =go F sia una trasformazione 
biiettiva di N BV [a, b] su sè stesso. L'iniettività di r.p si dimostra 
considerando F1 , F2 E N BV [a, b] con F 1 i= F2 : allora esiste almeno 
un punto z E [a,b] tale che F 1 (z) i= F2 (z) e, per l'iniettività di g, 
concludiamo g (F1 (z)) =/= g (F2 (z)) cioè goF1 i= goF2 . Inoltre, data 
G E N BV [a, b] possiamo porre F = g-1 o G che, per la continuità 
della funzione inversa g- 1 , appartiene a N BV [a, b]; quindi ogni 
elemento di tale spazio vettoriale ammette controimmagine secondo 
c.p. 
Sotto queste condizioni la rappresentazione di t~ è: 
E' utile osservare che il passaggio da una generica trasformazione 
biiettiva ad una trasformazione r.p (F) = go F è interpretabile an-
che sul piano del comportamento distorsivo del decisore. In altre 
parole, la descrizione del difetto percettivo del decisore tramite la 
funzione g implica che esso non dipenda dalla "lotteria" pur con-
sentendo, in relazione alle specifiche proprietà di g, una dipendenza 
della distorsione della misura di un evento (inteso come elemento 
della O"-algebra su [a, b]) dall'entità dei premi ad esso collegati, men-
tre per una generica trasformazione biiettiva r.p non si può escludere 
neppure la prima forma di dipendenza. 
In questo quadro rientra, sotto certi aspetti, anche il modello di 
Yaari (1987) il quale considera l'insieme delle variabili aleatorie def-
inite su uno spazio di probabilità sottostante a valori nell'intervallo 
[0, l] dei premi: si ipotizza che tale spazio sia sufficientemente 
ricco da generare tutte le distribuzioni di probabilità sull'intervallo 
[0, 1]. Si impone inoltre la validità di un assioma di neutralità cioè 
due variabili aleatorie che inducono la stessa distribuzione di pro-
babilità sull'intervallo unitario sono giudicate indifferenti dal de-
cisore. Per questo motivo si considera solamente l'insieme delle 
funzioni di ripartizione su [0, l]: esso è un sottoinsieme convesso 
dello spazio vettoriale N BV [0, l] il quale forma una coppia duale 
con l'insien1e U delle funzioni reali definite su [0, l] limitate e Borel-
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misurabili. Viene inoltre esplicitamente definita la trasformazione 
cp per il sottoinsieme delle funzioni di ripartizione; occorrono però 
alcune definizioni preliminari. Data una funzione di ripartizione F 
si definisce il seguente insieme: 
F ( z) = {p : F ( z) -5:_ p -5:_ F ( z-)} 
con F ( z-) = lims-+z- F ( s); si dimostra che l 'insieme F ( z) è chiuso. 
Si può ora introdurre una nozione generalizzata di funzione 
inversa ponendo: 
p-1 (p) = max { z : p E F ( z)} 
la quale appartiene a N BV [0, l] (in particolare è di nuovo una 
funzione di ripartizione). 
Abbiamo quindi, per le funzioni di ripartizione, cp (F) = F-1 e 
l'assioma di indi pendenza indotto da cp è: 
per ogni H E N BV [O, l] che è l'assioma di indipendenza duale di 
Yaari. 
Il funzionale di rappresentazione diventa: 
!~,(F)== [ uo (p) dcp (F)(p) == [ u0 (p) dF-' (p) 
equivalente, dopo un cambiamento di variabili, a: 
f~, (F) == [ u0 ( F ( z)) dz 
che è il funzionale di rappresentazione di Yaari. Si nota che il risul-
tato poggia anche sulla uguaglianza del dominio e del codominio di 
ogni funzione di ripartizione (l'intervallo unitario): ciò chiarisce in 
che senso tale modello sia solo formalmente un modello di utilità 
anticipata. In effetti, appare più corretto affermare che il decisore 
non è affetto da distorsioni percettive: egli percepisce correttamente 
ogni lotteria sebbene da un differente punto di vista, cioè ne con-
sidera le inverse (che appartengono, per la suddetta uguaglianza, al 
medesimo spazio vettoriale) e si comporta, relativamente ad esse, 
come un decisore di von N eumann e Morgenstern. 
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I risultati fin qui ottenuti sono rappresentazioni indirette ed è 
quindi opportuno concludere la sezione esaminando le possibilità 
di una rappresentazione diretta di tep· Consideriamo la coppia 
(F, cp (F)) con F E N BV [a, b]. Data la perfetta identità di tale 
spazio con lo spazio delle misure a-additive limitate sulla a-algebra 
di Borel su [a, b] possiamo denotare la misura corrispondente a F 
con il n1edesimo simbolo. Assumendo che cp (F) sia F -continua 
esiste, per il teorema di Radon-Nykodim, una funzione hp (z) F-
integrabile tale che: 
'P (F)( z) = [ h F ( s) dF ( s) 
che è, per questo caso , l'operatore lineare Ax introdotto nella 
sezione 1.5. 
Osserviamo che se cp (F) = g o F le ipotesi su g (continuità e 
invertibilità) garantiscono la P-continuità di go F. Applicando il 
teorema 2.6 ricavia1no il seguente funzionale di rappresentazione: 
J:, (F)= tuo (z) hF (z) dF (z) =t u0 (z, F) dF (z) 
con uo (z, F) = u0 (z) hF (z). Si tratta di un funzionale in cui la 
funzione di utilità dipende dalla lotteria F. Tale idea non è nuova 
nella letteratura: essa caratterizza il lavoro di Becker e Sarin (1987) 
in cui analizzando il problema in un ambiente più strutturato, si 
ottiene che ogni lotteria è valutata mediante una funzione di utilità 
appartenente ad una famiglia di funzioni u ( z, c), con c E (.~,c), tale 
che siano soddisfatte le seguenti proprietà: 
(a) per ogni c, u ( z, c) è crescente e differenziabile in z, u (a, c) = 
O eu (b, c)= l 
(b) per ogni z E (a, b), u ( z, c) è crescente e differenziabile in 
c, limc-+c u (z,, c) = l e limc-+_ç_ u (z,, c) = O. 
In questa sede interessa osservare che, in realtà, l'idea della 
funzione di utilità dipendente dalla lotteria emerge già in un con-
testo più generale ed è legata ad aspetti strutturali essenziali degli 
spazi in gioco mentre, d'altra parte, l'ambiente scelto da Becker e 
Sarin pern1ette di caratterizzare meglio tale dipendenza mediante 
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