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Abstract
We investigate the Landau-level structures encoded in the famous Heisenberg-Euler (HE) effec-
tive action in constant electromagnetic fields. We first discuss the HE effective actions for scalar
and spinor QED, and then extend it to the QCD analogue in the covariantly constant chromo-
electromagnetic fields. We identify all the Landau levels and the Zeeman energies starting out
from the proper-time representations at the one-loop order, and derive the vacuum persistence
probability for the Schwinger mechanism in the summation form over independent contributions of
the all-order Landau levels. We find an enhancement of the Schwinger mechanism catalyzed by a
magnetic field for spinor QED and, in contrast, a stronger exponential suppression for scalar QED
due to the “zero-point energy” of the Landau quantization. For QCD, we identify the discretized
energy levels of the transverse and longitudinal gluon modes on the basis of their distinct Zeeman
energies, and explicitly confirm the cancellation between the longitudinal-gluon and ghost contri-
butions in the Schwinger mechanism. We also discuss the unstable ground state of the perturbative
gluon excitations known as the Nielsen-Olesen instability.
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I. INTRODUCTION
Heisenberg and Euler opened a new avenue toward the strong-field QED with their famous
low-energy effective theory [1] many years ahead of systematic understanding of QED. Some
time later, Schwinger reformulated the Heisenberg-Euler (HE) effective action by the use of
the proper-time method [2] which was discussed by Nambu [3] and Feynman [4] on the basis
of the idea of introducing the proper time as an independent parameter of the motion by
Fock [5]. Since then, the HE effective action has been playing the central role on describing
the fundamental quantum dynamics in the low-energy, but intense, electromagnetic fields.
Especially, the HE effective action has been used to describe the pair production in a strong
electric field [1, 2, 6] and the effective interactions among the low-energy photons that give
rise to the nonlinear QED effects such as the vacuum birefringence and photon splitting
[7–13] (see Ref. [14] for a review article).
The HE effective action was also extended to its non-Abelian analogue in the chromo-
electromagnetic field. The prominent difference in non-Abelian theories from QED is the
presence of the self-interactions among the gauge bosons. The contribution of the gauge-
boson loop provides the logarithmic singularity at the vanishing chromo-magnetic field limit
[15], inducing a non-trivial minimum of the effective potential at a finite value of the chromo-
magnetic field. This suggests the formation of a coherent chromo-magnetic field, or the
“magnetic gluon condensation”, in the QCD vacuum and the logarithmic singularity was
also shown to reproduce the negative beta function of QCD [15–19] (see Ref. [20] for a recent
retrospective review paper). About a half of the logarithm comes from the tachyonic ground
state of the gluon spectrum known as the Nielsen-Olesen unstable mode [21] that is subject
to the Landau quantization and the negative Zeeman shift in the chromo-magnetic field.
On the other hand, the quark-loop contribution in the chromo-electromagnetic field was
applied to the quark and antiquark pair production in the color flux tubes [22, 23] and the
particle production mechanism in the relativistic heavy-ion collsions [24–26] (see Ref. [27]
for a recent review paper). The quark-loop contribution was more recently generalized to
the case under the coexisting chromo and Abelian electromagnetic fields [28, 29].
The HE effective action has been also the main building block to describe the chiral
symmetry breaking in QED and QCD under strong magnetic fields (see, e.g., Refs. [30–38]
and a review article [39]). Note that the chiral symmetry breaking occurs even in weak-
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coupling theories in the strong magnetic field [40]. Furthermore, the HE effective action
in the chromo-field, “A0 background”, at finite temperatures reproduces the Weiss-Gross-
Pisarski-Yaffe potential [41, 42] for the Polyakov loop [43]. Therefore, it could be generalized
to the case under the influence of the coexisting Abelian magnetic field [44]. Those analytic
results can be now compared with the lattice QCD studies (see the most recent results [45–
47] and references therein for the numerical efforts and novel observations over the decade).
The HE effective action is one of the fundamental quantities which have a wide spectrum
of applications. While the proper-time method allows for the famous representation of the
HE effective action in a compact form, it somewhat obscures the physical content encoded in
the theory. Therefore, in this note, we clarify the Landau-level structure of the HE effective
action by analytic methods. While two of the present authors showed the analytic structure
of the one-loop vacuum polarization diagram, or the two-point function, in Refs. [48, 49]
(see also Ref. [50]), we find a much simpler form for the HE effective action, the zero-point
function. As an application of the general formula, we compute the imaginary part of the ef-
fective action which explicitly indicates the occurrence of the Schwinger mechanism with an
infinite sequence of the critical electric fields defined with the Landau levels. Those critical
fields may be called the Landau-Schwinger limits. We here maintain the most general covari-
ant form of the constant electromagnetic field configurations, expressed with the Poincare`
invariants, and discuss qualitative differences among the effects of the magnetic field on the
Schwinger mechanism in different field configurations. The parallel electromagnetic field
configuration was recently discussed with the Wigner-function formalism [51].1
In Sec. II, we summarize the derivation of the HE effective action by the proper-time
method. Then, we discuss the Landau-level structures of the HE effective actions in Sec. III
for QED, and in Sec. IV for QCD in the covariantly constant field. In appendices, we
supplement some technical details. We use the mostly minus signature of the Minkowski
metric gµν = diag(1,−1,−1,−1) and the completely antisymmetric tensor with 0123 = +1.
II. EFFECTIVE ACTIONS IN SCALAR AND SPINOR QED
In this section, we present a careful derivation of the HE effective action by the proper-
time method a la Schwinger [2]. This formalism is also useful to investigate the Landau-level
1 We thank Shu Lin for drawing our attention to this reference.
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FIG. 1. One-loop diagrams contributing to the Heisenberg-Euler effective action which is obtained
by integrating out the matter field (green solid lines). The diagrams with odd-number insertions
of the electromagnetic field vanish due to Furry’s theorem.
structures in the forthcoming sections.
A. Proper-time method
We first introduce the proper-time method for scalar QED and then proceed to spinor
QED. The classical Lagrangian of scalar QED is given by
Ls = (Dµφ)∗(Dµφ)−m2φ∗φ . (1)
Our convention of the covariant derivative is Dµ = ∂µ+ iqfAµ, where the electrical charge qf
is negative for, e.g., electrons (qf = −|e|). The gauge field Aµ is for the external field, and we
do not consider the dynamical gauge field. This corresponds to the one-loop approximation
for the effective action. We write the classical and one-loop contribution to the Lagrangian
as Leff = L(0) + L(1) with the Maxwell term L(0) = −FµνF µν/4 and the one-loop correction
L(1). The effective action Seff =
∫
d4xLeff [Aµ] is formally obtained by the path-integration
of the classical action with respect to the bilinear matter field. In case of scalar QED, we
find the determinant of the Klein-Gordon operator
S(1)s [Aµ] = −i ln det(D2 +m2)−
2
2 = i ln det(D2 +m2) . (2)
The determinant is doubled for the two degrees of freedom in the complex scalar field.
Diagrammatically, the quantum correction L(1) corresponds to the one-loop contributions in
Fig. 1 which are summed with respect to the external-field insertions to the infinite order.
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We shall introduce a useful formalism called the proper-time method, which was discussed
by Nambu [3] and Feynman [4] on the basis of the idea of introducing the proper time as an
independent parameter of the motion by Fock [5] and was finally established by Schwinger
[2]. By the use of a formula2
ln
A− i
B − i = −
∫ ∞
0
ds
s
(
e−is(A−i) − e−is(B−i)) , (3)
one can rewrite the one-loop correction in the integral form
L(1′)s = −i
∫ ∞
0
ds
s
e−is(m−i)
2
[
〈x|e−iHˆss|x〉 − 〈x|e−iHˆs0s|x〉
]
. (4)
We applied a familiar formula ln detO = tr lnO, and took the trace over the coordinate
space. An infinitesimal positive parameter  > 0 ensures the convergence of the integral
with respect to s. The integral variable s is called the proper time since it is parametrizing
the proper-time evolution governed by the “Hamiltonian”
Hˆs ≡ D2 . (5)
In Eq. (4), we have subtracted the free-theory contribution in the absence of external fields
evolving with the free Hamiltonian Hˆs0 = ∂
2. The Lagrangian (4) is marked with a prime
after the subtraction. We may also define the “time-evolution operator”
Uˆ(x; s) ≡ e−iHˆss . (6)
An advantage of the proper-time method is that the quantum field theory problem has
reduced to a quantum mechanical one. We will solve the counterparts of the Schro¨dinger
and Heisenberg equations for the proper-time evolution.
Before solving the problem, we summarize a difference between spinor and scalar QED.
We apply the proper-time method to spinor QED of which the classical Lagrangian is given
as3
Lf = ψ¯(i /D −m)ψ . (7)
Performing the path integration over the fermion bilinear field, the effective action is given
by the determinant of the Dirac operator
S
(1)
f [Aµ] = −i ln det(i /D −m) = −
i
2
ln det( /D
2
+m2) . (8)
2 One can obtain this formula by integrating the both sides of the identify (X− i)−1 = i ∫∞
0
ds e−is(X−i),
with respect to X from B to A.
3 We do not explicitly distinguish the mass parameters of the scalar particle and the fermion since the
coupling among those fields is not considered in this paper.
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To reach the last expression, we have used a relation det(i /D − m) = det(i /D + m) which
holds thanks to the charge conjugation symmetry C /DC−1 = − /DT . Again, we can rewrite
Eq. (8) by using the formula (3) with the proper time s:
L(1′)f =
i
2
∫ ∞
0
ds
s
e−is(m−i)
2
tr
[
〈x|e−iHˆf s|x〉 − 〈x|e−iHˆf0s|x〉
]
, (9)
where “tr” indicates the trace over the Dirac spinor indices. The “Hamiltonian” is defined
as
Hˆf ≡ D2 + qf
2
F µνσµν , (10)
where σµν = i
2
[γµ, γν ] and Hˆf0 = ∂
21l (= Hˆs01l) with the unit matrix 1l in the spinor space.
Accordingly, the difference between the scalar and spinor QED is found to be
Hˆf − Hˆs1l = qf
2
F µνσµν . (11)
The difference originates from the spinor structure in the squared Dirac operator /D
2
, and
thus is responsible for the spin interaction with the external field. The scalar term D2 and
the spin-interaction term commute with each other when the external field F µν is constant,
so that the spin-interaction term can be factorized as a separate exponential factor. As
shown in Appendix A, the trace of the spin part can be carried out as
tr
[
e−is
qf
2
Fµνσµν
]
= 4 cosh(qfsa) cos(qfsb) . (12)
Then, we find the relation between the transition amplitudes in scalar and spinor QED
tr〈x|e−iHˆf s|x〉 = [4 cosh(qfsa) cos(qfsb)]× 〈x|e−iHˆss|x〉 . (13)
Therefore, in the next section, we can focus on the scalar transition amplitude, 〈x|e−iHˆss|x〉.
B. Coordinate representation
We first need to provide a set of boundary conditions to solve the equation of motion.
We consider a transition from xµ0 to x
µ
1 when the proper time evolves from 0 to s, and the
coincidence limit xµ1 → xµ0 (with a finite value of s maintained) that is necessary for the
computation of the transition amplitude 〈x|e−iHˆss|x〉 in the HE effective action.
In the free theory, one can immediately find the transition amplitude
〈x1|e−iHˆs0s|x0〉 =
∫
d4p
(2pi)4
e−ip(x1−x0)eip
2s = − i
(4pi)2s2
e−
i
4s
(x1−x0)2 . (14)
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Unlike quantum mechanics, the transition amplitude does not reduce to unity when s→ 0,
but actually diverges. This is a manifestation of the ultraviolet singularity in quantum field
theory. The coincidence limit is obtained as
lim
x1→x
〈x1|e−iHˆs0s|x〉 = − i
(4pi)2s2
. (15)
In the presence of an external field, we need to solve the “Shro¨dinger equation”
i
dW (x; s)
ds
= 〈x1|Uˆ(x; s)Hˆs|x0〉 = 〈x(s)|Hˆs|x(0)〉 , (16)
where the “transition amplitude” is defined as W (x; s) := 〈x1|Uˆ(x; s)|x0〉 = 〈x(s)|x(0)〉. In
the Heisenberg picture, the basis evolves as |x(s)〉 = Uˆ †(x; s)|x1〉, while the state is intact,
|x0〉 = |x(0)〉. The Heisenberg equations for the operators xˆµ(s) and Dˆµ(s) are given as
dxˆµ(s)
ds
= i[Hˆs, xˆ
µ(s)] = 2iDˆµ(s) , (17a)
dDˆµ(s)
ds
= i[Hˆs, Dˆµ(s)] = 2qfF
ν
µ Dˆν(s) . (17b)
The second equation holds for constant field strength tensors. The solutions of those equa-
tions are straightforwardly obtained as
Dˆµ(s) = e
2qf sF
ν
µ Dˆν(0) , (18a)
xˆµ(s)− xˆµ(0) = iq−1f (F−1) νµ (e2qf sF
σ
ν − δσν )Dˆσ(0) , (18b)
where (F−1) νµ is the inverse matrix of F
ν
µ . Since they can be interpreted as matrices,
we hereafter write them and other vectors without the Lorentz indices for the notational
simplicity. Combining those two solutions, we get
Dˆ(0) =
1
2i
sinh−1(qfFs)e−qfFs(qfF )[xˆ(s)− xˆ(0)] , (19a)
Dˆ(s) =
1
2i
sinh−1(qfFs)eqfFs(qfF )[xˆ(s)− xˆ(0)] (19b)
=
1
2i
[xˆ(s)− xˆ(0)](qfF )e−qfFs sinh−1(qfFs) . (19c)
We have taken the transpose of the antisymmetric matrix in the last expression. Plugging
those solutions into the Hamiltonian (5), we have
Hˆs = [xˆ(s)− xˆ(0)]K(F, s)[xˆ(s)− xˆ(0)] , (20)
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with K(F, s) := (qfF )
2/[(2i)2 sinh2(qfFs)]. The vanishing field limit is K(0, s) = −1/(4s2).
Since xˆ(s) contains Dˆ(0), it does not commute with xˆ(0) but obeys a commutation relation
[xˆ(s), xˆ(0)] = 2i(qfF )
−1eqfFs sinh(qfFs) . (21)
By using this commutator, we have
Hˆs = xˆ(s)Kxˆ(s) + xˆ(0)Kxˆ(0)− 2xˆ(s)Kxˆ(0) + 1
2i
tr[(qfF ) coth(qfFs)] . (22)
We have used an identify tr[(qfF )e
qfFs sinh−1(qfFs)] = tr[(qfF ) coth(qfFs)], which follows
from the fact that the trace of the odd-power terms vanishes, i.e., tr[F 2n+1] = 0.
Then, the coordinate representation of the Schro¨dinger equation (16) reads
i
dW (x; s)
ds
=
[
(x1 − x0)K(x1 − x0) + 1
2i
tr[(qfF ) coth(qfFs)]
]
W (x; s) . (23)
The solution is obtained in the exponential form
W (x; s) = CA(x1, x0) exp
[
− i
4
(x1 − x0)(qfF ) coth(qfFs)(x1 − x0)− 1
2
tr[ln{sinh(qfFs)}]
]
→ CA(x1 → x0) exp
[
−1
2
tr[ln{sinh(qfFs)}]
]
. (24)
The second line shows the coincidence limit which we need for the computation of the HE
effective action and originates from the commutation relation (21). We could have an overall
factor of CA(x1, x0) as long as it is independent of s. It is clear from Eq. (29) that we should
have the following factor of C0(a, b) so that W (x; s) reduces to the free result (14) in the
vanishing field limit a, b→ 0. Comparing those cases, we find
CA(x1, x0) ∝ C0(a, b) = (qfa)(qfb)
(4pi)2
. (25)
Still, the CA(x1, x0) could have such multiplicative factors that depend on the external field
but reduce to unity in the vanishing field limit. The residual part of CA(x1, x0) is determined
by the normalization of the covariant derivative. One can evaluate the expectation value
〈x(s)|Dµ(0)|x(0)〉 in two ways by using Eq. (19) and equate them to find the following
equation in the coincidence limit (xµ1 → xµ0):
(∂x0 + iqfA(x0))C¯A(x1 → x0) = 0 , (26a)
(∂µx1 + iqfA(x1))C¯
†
A(x1 → x0) = 0 , (26b)
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where the second equation is obtained from 〈x(0)|Dµ(s)|x(s)〉 likewise. Therefore, we have
C¯A(x1 → x0) = C0(a, b) lim
x1→x0
exp
[
iqf
∫ x1
x0
dxµAµ(x)
]
= C0(a, b) . (27)
The closed-contour integral vanishes unless there exists a non-trivial homotopy.
The remaining task is to compute the trace in the exponential factor. Note that the
matrix form of the field strength tensor F νµ satisfies an eigenvalue equation F
ν
µ φν = λφµ.
The four eigenvalues are given by the Poincare´ invariants λ = ±a, ±ib that are defined as
a = (
√
F 2 + G 2 −F )1/2, b = (
√
F 2 + G 2 +F )1/2 , (28)
with F ≡ FµνF µν/4 and G ≡ µναβFµνFαβ/8. Therefore, we can immediately decompose
the matrix into a simple form
e−
1
2
tr[ln{sinh(qfFs)}] = det[sinh(qfFs)]−
1
2 =
−i
sinh(qfas) sin(qfbs)
. (29)
Plugging this expression into Eqs. (4) and (9) [see also Eq. (13)], we obtain the HE effective
Lagrangians
L(1′)s = −
1
16pi2
∫ ∞
0
ds
s
e−is(m
2−i)
[
(qfa)(qfb)
sinh(qfas) sin(qfbs)
− 1
s2
]
, (30a)
L(1′)f =
1
8pi2
∫ ∞
0
ds
s
e−is(m
2−i)
[
(qfa)(qfb)
tanh(qfsa) tan(qfsb)
− 1
s2
]
, (30b)
where the first and second ones are for scalar and spinor QED, respectively. Those results
are manifestly gauge invariant after the phase factor vanishes in the coincidence limit (27).
In the series of the one-loop diagrams (cf. Fig. 1), the first and second diagrams with zero
and two insertions of the external field give rise to ultraviolet divergences which appear in
the small-s expansion of the integrand in the proper time method. The free-theory term has
a divergence as noted earlier and works as one of the subtraction terms. Another divergence
is easily identified in the small-s expansion of the integrand as
∫
ds q2f (b
2 − a2)/(6s) and
− ∫ ds q2f (b2 − a2)/(3s) (shown up to the overall factors) for scalar and spinor QED, respec-
tively, and need to be subtracted for a complete renormalization procedure. The former and
latter divergences should be dealt with the charge and field-strength renormalizations.
III. ALL-ORDER LANDAU-LEVEL STRUCTURES
Having looked back the standard representation of the HE effective Lagrangian in the pre-
vious section, we now proceed to investigating the all-order Landau-level structures encoded
in the effective Lagrangian.
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A. Momentum representation
While we worked in the coordinate space in the previous section, we will take a slight
detour via the momentum-space representation. After the gauge-dependent and translation-
breaking phase has gone in the coincidence limit [cf. Eq. (27)], the Fourier component is
defined as
W˜ (p; s) ≡
∫
d4x eipxW (x; s) , (31)
where xµ = xµ1 − xµ0 . Below, we closely look into the structure of the amplitude W˜ (p; s) in
the momentum-space representation.
The “Schro¨dinger equation” in the momentum space reads
i
dW˜ (p; s)
ds
=
[
−∂pK∂p + 1
2i
tr[(qfF ) coth(qfFs)]
]
W˜ (p; s) , (32)
with K defined below Eq. (20). Notice that the derivative operator on the right-hand side
is quadratic. Therefore, we may put an Ansatz [52–54]
W˜ (p; s) = Cp exp (ipXp+ Y ) , (33)
where the symmetric tensor Xµν(s) and the scalar function Y (s) will be determined below.
Inserting the Ansatz into Eq. (32), we have[
p
(
4XKX +
dX
ds
)
p− i
(
2tr[KX] +
1
2
tr[(qfF ) coth(qfFs)] +
dY
ds
)]
W˜ (p; s) = 0 .(34)
Therefore, we get a system of coupled equations
4XKX +
dX
ds
= 0 , (35a)
2tr[KX] +
1
2
tr[(qfF ) coth(qfFs)] +
dY
ds
= 0 . (35b)
With the help of the basic properties of the hyperbolic functions, we can convince ourselves
that the following functions satisfy those equations:
Xµν = [(qfF )
−1 tanh(qfFs)]µν , (36a)
Y (s) = −1
2
tr[ln{cosh(qfFs)}] . (36b)
As we have done in the previous subsection, we can diagonalize F νµ to find
eY = det[cosh(qfFs)]
− 1
2 =
1
cosh(qfas) cos(qfbs)
. (37)
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Likewise, X νµ can be diagonalized by a unitary matrix M
ν
µ . We shall choose the unitary
matrix so that we have M−1FM = diag(a, ib,−ib,−a). Then, the bilinear form can be
diagonalized as
pXp =
tanh(qfas)
qfa
p′ 2‖ +
tan(qfbs)
qfb
p′ 2⊥ . (38)
On the right-hand side, we defined the transformed momentum p′µ = (M
−1) νµ p
ν , and further
pµ‖ := (p
0, 0, 0, p3) and pµ⊥ := (0, p
1, p2, 0) in this basis (written without the primes).4
With the Xµν and Y determined above, we should have the normalization Cp = 1 to
reproduce the free result (14) in the vanishing field limit a, b → 0. Therefore, noting that
detM = 1 and dropping the prime on the momentum, we find the momentum-space repre-
sentation of the HE Lagrangian
L(1′)s = −i
∫ ∞
0
ds
s
e−is(m
2−i)
∫
d4p
(2pi)4
ei tanh(qf as)qf a p2‖+i tan(qf bs)qf b p2⊥
cosh(qfas) cos(qfbs)
− eip2s
 , (39a)
L(1′)f = 2i
∫ ∞
0
ds
s
e−is(m
2−i)
∫
d4p
(2pi)4
[
e
i
tanh(qf as)
qf a
p2‖+i
tan(qf bs)
qf b
p2⊥ − eip2s
]
. (39b)
B. Decomposition into the Landau levels
With the momentum-space representation (39), we are in position to investigate the
Landau-level structures of the HE effective Lagrangians. In both scalar and spinor QED,
we deal with the similar momentum integrals
Isp(a, b) ≡
∫
d4p
(2pi)4
1
cosh(qfas) cos(qfbs)
exp
[
i
p2‖
qfa
tanh(qfas) + i
p2⊥
qfb
tan(qfbs)
]
, (40a)
Ifp (a, b) ≡ 2
∫
d4p
(2pi)4
exp
[
i
p2‖
qfa
tanh(qfas) + i
p2⊥
qfb
tan(qfbs)
]
, (40b)
where the first and second ones are for scalar and spinor QED, respectively. Notice that the
four-dimensional integral is completely factorized into the longitudinal (p‖) and transverse
(p⊥) momentum integrals: Each of them is a two-dimensional integral. We first perform the
longitudinal-momentum (p‖) integrals. The Gaussian integrals are straightforwardly carried
4 One may wonder the meaning of the symbols ‖,⊥. They actually refer to the directions parallel and
perpendicular to the magnetic field in such a configuration that a = 0 and b = B. We just follow these
notations familiar in a certain community, although we here do not need to specify a specific configuration
of the external field or a specific Lorentz frame.
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out as
Isp(a, b) = I
s
⊥(b)
[
i
(2pi)2
piqfa
i sinh(qfas)
]
, (41a)
Ifp (a, b) = I
f
⊥(b)
[
i
(2pi)2
piqfa
i tanh(qfas)
]
. (41b)
An imaginary unit i arises from the Wick rotation of the temporal component. Here, we
have written the remaining transverse-momentum part (p⊥) as
Is⊥(b) ≡
∫
d2p⊥
(2pi)2
1
cos(qfbs)
exp
[
i
p2⊥
qfb
tan(qfbs)
]
, (42a)
If⊥(b) ≡ 2
∫
d2p⊥
(2pi)2
exp
[
i
p2⊥
qfb
tan(qfbs)
]
. (42b)
Performing the remaining Gaussian integral as well, one can straightforwardly reproduce
the previous result (30).
Here, before performing the transverse-momentum integral, we carry out the Landau-level
decomposition by the use of the generating function of the associated Laguerre polynomial
(1− z)−(1+α) exp
(
xz
z − 1
)
=
∞∑
n=0
Lαn(x)z
n . (43)
To do so, we put
z = −e−2i|qf b|s . (44)
Then, the tangent in the exponential shoulder is rewritten in a desired form
exp
(
i
p2⊥
qfb
tan(qfbs)
)
= exp
(
− u⊥
2
)
exp
( u⊥z
z − 1
)
, (45)
with u⊥ = −2p2⊥/|qfb|. Also, the other trigonometric function is also arranged as cos(qfbs) =
(1 − z)(−z)−1/2/2. Identifying the exponential factors in Eqs. (43) and (45), the p⊥-
dependent part is decomposed as
Is⊥(b) = 2
∞∑
n=0
e−i|qf b|(2n+1)s(−1)n
∫
d2p⊥
(2pi)2
Ln(u⊥)e−
u⊥
2 , (46a)
If⊥(b) = 2
∞∑
n=0
e−2i|qf b|ns(−1)n
∫
d2p⊥
(2pi)2
L−1n (u⊥)e
−u⊥
2 . (46b)
The additional factor of 2 in the scalar case, as compared to Eq. (42), comes from the
expansion of cosine factor. Performing the transverse-momentum integrals as elaborated in
12
FIG. 2. The resultant energy spectra from the relativistic Landau quantization and the Zeeman
splitting with the g-factor, g = 2. While the ground state energy of the spinless particles is given
by the “zero-point energy” of the Landau quantization, those for the spinning particles are shifted
by the Zeeman effect.
Appendix B, we obtain quite simple analytic results
Is⊥(b) =
∞∑
n=0
[ |qfb|
2pi
]
e−i|qf b|(2n+1)s , (47a)
If⊥(b) =
∞∑
n=0
[
κλ
|qfb|
2pi
]
e−2i|qf b|ns , (47b)
where κn = 2 − δn0. The results of the transverse-momentum integrals are independent of
the index n up to the dependence in κn.
Plugging the above integrals into Eq. (39), the effective Lagrangian is obtained as
LsHE =
∞∑
n=0
[ |qfb|
2pi
] [
− i
4pi
∫ ∞
0
ds
s
e−i{(m
s
n)
2−i}s qfa
sinh(qfas)
]
, (48a)
LfHE =
∞∑
n=0
[
κn
|qfb|
2pi
] [
i
4pi
∫ ∞
0
ds
s
e−i{(m
f
n)
2−i}s qfa
tanh(qfas)
]
. (48b)
We have defined the effective masses
(msn)
2 = m2 + (2n+ 1)|qfb| , (49a)
(mfn)
2 = m2 + 2n|qfb| . (49b)
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Note that we could drop the  parameter in the scalar QED result (48a), because the
integrand at each n is regular along the integral contour and is convergent asymptotically.
Remarkably, the one-loop correction to the effective action appears in the relativistic form
of the Landau levels specified by the integer index n. As long as b 6= 0, there exists such
a Lorentz frame that this Lorentz invariant reduces to the magnetic-field strength b = |B|.
Accordingly, we can identify the Landau levels in such a frame. The reason for the difference
between the boson and fermion spectra is the additional Zeeman shift which depends on the
spin size (cf. Fig. 2). This interpretation is justified by tracking back the origin of the
difference. Remember that scalar QED has the cosine factor in Eq. (42) which results in the
factor of z1/2 [cf. expansion below Eq. (45)] and then the “zero-point energy” of the Landau
level. In spinor QED, this cosine factor is cancelled by the spin-interaction term (12).
In both scalar and spinor QED, the results are given as the sum of the independent
contribution from each Landau level. Moreover, the two-fold degenerated spin states in the
higher levels, seen in Fig. 2, provide the same contributions. Those properties would be
specific to the one-loop results, and may be changed in the higher-loop contributions where
the dynamical photons could induce the inter-level transitions and also “probe” the spin
states. Importantly, the transverse-momentum integrals yield the Landau degeneracy factor
|qfb|/2pi between the first square brackets in Eq. (48). Since all the Landau levels have the
same degeneracy, it is anticipated that this factor is independent of n. An additional spin
degeneracy factor κn automatically appears in spinor QED as a result of the transverse-
momentum integral (cf. Appendix B).
Now, one can confirm that the proper-time integrals between the second square brackets
in Eq. (48) exactly agree with the HE Lagrangian in the (1+1) dimensions for the particles
labelled with the effective mass mn. Note that the powers of 1/pi, i, s are different from
those in the familiar four-dimensional effective actions (30), because those factors depend
on the spatial dimensions and the proper time is a dimensionful variable.
Note also that one may not consider the vanishing limit b→ 0 before taking the summa-
tion over n in Eq. (48), since the summation and the limit do not commute with each other.
A finite Landau spacing should be maintained in the summation form so that the spectrum
tower does not collapse into the ground state. The convergence of the summation should
faster for a larger |b| where the Landau spacing becomes large.
Summarizing, we have found that the HE effective Lagrangian can be decomposed into
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FIG. 3. Pole structures in the proper-time representation. The Landau-level representations (48)
have poles only on the imaginary axis.
the simple summation form with respect to the Landau levels. In fact, one can directly
obtain the same results from the well-known forms of the HE effective action (30) by the
use of identities:
secx = 2i
e−ix
1− e−2ix = 2i
∞∑
n=0
e−i(2n+1)x , (50a)
cotx = i
[
1 +
2e−2ix
1− e−2ix
]
= i
∞∑
n=0
κn e
−2inx . (50b)
At the one-loop order, there is no mixing among the Landau levels and the HE effective
action is given by the sum of independent Landau-level contributions. In each Landau-level
contribution, the effective Lagrangian is given as the product of the Landau degeneracy
factor and the HE effective Lagrangian in the (1+1)-dimensions.
C. Schwinger mechanism in the Landau levels
It has been known that the HE effective action acquires an imaginary part in an electric
field, implying creation of on-shell particles out of, otherwise, virtual states forming bubble
diagrams in vacuum. While the real part of the HE effective action describes electromag-
netism, the production of particle and antiparticle pairs in the electric fields is signalled by
the emergence of an imaginary part [1, 6]. This is often called the Schwinger mechanism [2].
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Here, we compute the imaginary part on the basis of the Landau-level representation (48).5
Since the integrands in the effective actions (48) are even functions of s, the imaginary
part of the proper-time integral can be written as
=m
[
i
∫ ∞
0
ds e−i(m
2−i)sf(s)
]
=
1
2
[ ∫ ∞
0
ds e−i(m
2−i)sf(s)−
∫ ∞
0
ds ei(m
2+i)sf(s)
]
=
1
2
∫ ∞
−∞
ds e−i(m
2−isgn(s))sf(s) , (51)
where f(s) is the even real function. Based on the last expression, one can consider the
closed contour: Because of the infinitesimal parameter , the contour along the real axis
is inclined below the axis, which, together with the positivity of m2λ, suggests rotating the
contour into the lower half plane (cf. Fig. 3).
One should notice the pole structures arising from the hyperbolic functions in the effective
actions (48). When a 6= 0, there are an infinite number of poles on the imaginary axis located
at s = inpi/|qfa| =: isn with n ∈ Z. Therefore, picking up the residues of those poles, we
obtain the imaginary parts of the HE effective actions
=mLsHE =
∞∑
n=0
[ |qfb|
2pi
] ∞∑
σ=1
(−1)σ−1 |qfa|
4piσ
e−m
s2
n sσ , (52a)
=mLfHE =
∞∑
n=0
[
κn
|qfb|
2pi
] ∞∑
σ=1
|qfa|
4piσ
e−m
f2
n sσ . (52b)
Those imaginary parts indicate the vacuum instability in the configurations with finite values
of a. This occurs only in the presence of an electric field and is interpreted as an instability
due to a pair creation from the vacuum as known as the Schwinger mechanism [2]. Note that,
after the subtraction of the free-theory contribution in Eq. (30), there is no contribution from
the pole on the origin, meaning that this pole is nothing to do with the Schwinger mechanism.
In the Landau-level representation (48), the subtraction of the free-theory contribution is
somewhat tricky because one cannot take the vanishing b limit before taking the summation
as mentioned above Eq. (50). Nevertheless, the second-rank pole at the origin does not
contribute to the integral.
Now, we fix the magnitude of the electric field |E|, and investigate how a magnetic field
modifies the magnitude of the imaginary part as compared to the one in a purely electric field.
5 The imaginary part of the effective action provides the vacuum persistence probability, which is, by
definition, different from the pair production rate. The latter should be computed as the expectation
value of the number operator (see, e.g., Refs. [27, 55–58]).
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To see a dependence on the relative direction between the electric and magnetic fields, we
consider two particular configurations in which those fields are applied in parallel/antiparallel
and orthogonal to each other. The covariant expression for the general field configuration
provides the interpolation between those limits.
When a magnetic field is applied in parallel/antiparallel to the electric field, we have
a = |E| and b = |B|. Compared with the purely electric field configuration, we get a finite
b without changing the value of a. We may thus define the critical electric field, where the
exponential factor reduces to order one (m2ns1 = 1), with the energy gap of each Landau
level as Ecn ≡ m2n/|qf |. Therefore, there is an infinite number of the “Landau-Schwinger
limits” specifying the critical field strengths for the pair production at the Landau-quantized
spectrum. It is quite natural that the exponential suppression is stronger for the higher
Landau level which has a larger energy gap measured from the Dirac sea. However, once we
overcome the exponential suppression with a sufficiently strong electric field, the magnitude
of the imaginary part turns to be enhanced by the Landau degeneracy factor. This is
because an energy provided by the external electric field can be consumed only to fill up the
one-dimensional phase space along the magnetic field, and the degenerated transverse phase
space can be filled without an additional energy cost.
Remarkably, the lowest critical field strength for the fermions, Ecn=0 = m
2/|qf |, is inde-
pendent of the magnetic field. Therefore, the parallel magnetic field catalyzes the Schwinger
pair production thanks to the LLL contribution. The origin of this enhancement is the afore-
mentioned effective dimensional reduction, and is somewhat similar to the “magnetic catal-
ysis” of the chiral symmetry breaking [33, 34].6 However, the lowest critical field strength
for the scalar particles increases as we increase the magnetic field strength according to the
spectrum (49). Therefore, the Schwinger mechanism is suppressed with the parallel mag-
netic field. Besides, the scalar QED result (52a) is given as the alternate series. The spinor
QED result (52b) does not have the alternating signs because of the additional hyperbolic
cosine factor from the spin-interaction term in the numerator. Therefore, the alternating
signs originate from the quantum statistics. We will find that the gluon contribution, as an
example of vector bosons, is also given as an alternate series in the next section.
When a magnetic field is applied in orthogonal to the electric field, i.e., when G = 0
6 Note, however, that the magnetic catalysis is more intimately related to the effective low dimensionality
of the system rather than just the enhancement by the Landau degeneracy factor (see, e.g., Refs. [38, 59]).
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(with F 6= 0), any field configuration reduces to either a purely electric or magnetic field
by a Lorentz transform. When F ≥ 0, i.e., |E| ≤ |B|, we have a = 0. Therefore, the
imaginary parts vanishes and no pair production occurs. When F < 0, i.e., |B| < |E|,
we have a =
√|E2 −B2| and b = 0. In this case, the summation formula is not useful
as discussed above Eq. (50). Instead, we should rely on the original Schwinger’s formula
[2], where we observe a pair production induced by a purely electric field with a strength
a. Because of a smaller value a < |E|, the imaginary part is suppressed by the magnetic
field. In the presence of an orthogonal magnetic field, a fermion and antifermion drift in the
same direction perpendicular to both the electric and magnetic fields. This cyclic motion
prevents the pair from receding from each other along the electric field, which may cause a
suppression of the pair production.
IV. QCD IN COVARIANTLY CONSTANT CHROMO FIELDS
In this section, we extend the HE effective action to its counterpart for QCD in external
chromo-electromagnetic fields. We first briefly capture the QCD Lagrangian in the external
chromo-electromagnetic field on the basis of the “background-field method.” We shall start
with the full QCD action with the SU(Nc) color symmetry:
SQCD =
∫
d4x
[
ψ¯
(
i /DA −m
)
ψ − 1
4
FaAµνFaµνA
]
. (53)
The covariant derivative here is defined with the non-Abelian guage field as
DµA = ∂
µ − igAaµta . (54)
The associated field strength tensor is given by FaµνA = ∂µAaν − ∂νAaµ + gfabcAbµAcν .
The generator of the non-Ableian gauge symmetry obeys the algebra [ta, tb] = ifabctc and
tr(tatb) = Cδab with C = 1/2 and C = Nc = 3 for the fundamental and adjoint representa-
tions, respectively. While we consider one-flavor case for notational simplicity, extension to
multi-flavor cases is straightforward.
We shall divide the non-Ableian gauge field into the dynamical and external fields:
Aaµ = aaµ +Aaµext . (55)
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Then, the kinetic terms read
Lkin = ψ¯(i /D −m)ψ − c¯a(D2)accc
−1
2
aaµ
(
−(D2)acgµν + (1− 1
ξg
)DabµDbcν + ig(F bαβJ αβ)µνfabc
)
acν , (56)
where the covariant derivative is defined with the external chromo-field Dµ ≡ ∂µ− igAaµextta.
The ghost field and the gauge parameter (for the dynamical gauge field) are denoted as
c and ξg, respectively. We also introduced the field strength tensor of the external field
Faµν ≡ ∂µAaνext − ∂νAaµext − ig(tb)acAbµextAcνext and the generator of the Lorentz transformation
J µναβ = i(δµαδνβ − δµβδνα) so that (F bαβJ αβ)µν = F bαβJ µναβ = 2iF bµν .
A. Covariantly constant chromo fields
While we have not assumed any specific configuration of the external fields in the above
arrangement, we now focus on the covariantly constant external field. It is an extension of
the constant Abelian electromagnetic field that satisfies the covariant condition [15, 18, 26,
28, 44, 60–64]
Dabλ F bµν = 0 . (57)
As shown in Appendix C, we find the solution in a factorized form
Faµν = Fµνna , (58)
where na is a vector in the color space and is normalized as nana = 1. The vector na
represents the color direction, while an Abelian-like field Fµν quantifies the magnitude of
the external field. We define the Poincare´ invariants a and b as in Eq. (28) with the field
strength tensor Fµν .
According to the above factorization, the external gauge field in the covariant derivative
is also factorized into the color direction and the magnitude. Then, the color structures in
the covariant derivatives are diagonalized as (cf. Appendix C)
Dijµ = δij (∂µ − iwiAµext) , (59a)
Dabµ = δab (∂µ − ivaAµext) , (59b)
where the summation is not taken on the right-hand sides and the first and second lines
are for the fundamental and adjoint representations, respectively. The effective coupling
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constants wi and v
a are specified by the second Casimir invariant of the color group [15, 18,
26, 28, 44, 60–64]. In the same way, we also get the diagonal form of the spin-interaction
term
ig(F bαβJ αβ)µνfabc = vaδac(FαβJ αβ)µν . (60)
Below, we investigate the HE effective Lagrangian in the covariantly constant chromo fields.
B. Effective actions in the covariantly constant chromo fields
Since the color structures are diagonalized in the covariantly constant fields, the effective
Lagrangians are composed of the sum of the color indices
Lquark =
3∑
i=1
Lf |qf→−wi , (61a)
Lghost = −
8∑
a=1
Ls|qf→−va , (61b)
Lgluon =
8∑
a=1
Lag . (61c)
The contributions from the fermion loop Lf and scalar loop Ls have been computed in the
previous section at the one-loop order. The quark and ghost contributions can be simply
obtained by replacing the charges and attaching a negative overall sign to the scalar QED
contribution for the Grassmann nature of the ghost field. Therefore, we only need to compute
the gluon contribution below. Moreover, since the contributions with eight different colors
are just additive to each other, we may focus on a particular color charge. For notational
simplicity, we drop the color index on va and Lag below, and write them v and L(1)g for the
one-loop order, respectively.
Performing the path integration over the gluon bilinear field, we again start with the
determinant
S(1)g [Aµ] =
i
2
ln det[D2gµν − v(FαβJ αβ)µν ] . (62)
With the aid of det(−1) = 1 in the four-dimensional Lorentz index, we let the sign in front
of D2 positive. Note that we have dropped all the diagonal color indices as promised above.
The proper-time representation is immediately obtained as [cf. Eq. (3)]
L(1′)g = −
i
2
∫ ∞
0
ds
s
e−s tr
[
〈x|e−iHˆµνg s|x〉 − 〈x|e−iHˆµνg0 s|x〉
]
, (63)
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where “tr” indicates the trace over the Lorentz indices. The “Hamiltonian” for the gluon
contribution may be defined as
Hˆµνg ≡ D2gµν − va(FαβJ αβ)µν , (64)
and Hˆµνg0 = g
µν∂2 (= gµνHˆs0).
Compared with the fermionic Hamiltonian (10), the spin-interaction term is replaced by
(FαβJ αβ)µν , that is, the field strength tensors are coupled with the Lorentz generators in
the spinor and vector representations, respectively. After the Landau-level decomposition,
we will explicitly see the dependence of the Zeeman effect on the Lorentz representations.
Recall that the (Abelian) field strength tensor F νµ can be diagonalized as (M−1FM) νµ =
diag(a, ib,−ib,−a). Therefore, one can easily carry out the trace
tr
[
〈x|e−iHˆµνg s|x〉
]
= tr
[
e−2svF
ν
µ
] 〈x|e+iHˆss|x〉
= 2[cosh(2vas) + cos(2vbs)]〈x|e−iHˆss|x〉 . (65)
Then, we are again left with the transition amplitude which has the same form as in scalar
QED (with appropriate replacements of the field strength tensor and the charge). Plugging
the trace (65) into Eq. (63), we have
L(1′)g = −i
∫ ∞
0
ds
s
e−s
[
[cosh(2vas) + cos(2vbs)]〈x|e−iHˆss|x〉 − 2〈x|e−iHˆs0s|x〉
]
. (66)
Using the previous result on the transition amplitude (??), we get the coordinate-space
representation of the gluon contribution
L(1′)g = −
1
16pi2
∫ ∞
0
ds
s
e−s
[
(va)(vb)[cosh(2vas) + cos(2vbs)]
sinh(vas) sin(vbs)
− 2
s2
]
. (67)
This reproduces the known result [15, 17, 18, 28, 44] (see also Ref. [20] for a recent re-
view paper). Likewise, using the previous result in Eq. (33), we get the momentum-space
representation of the gluon contribution
L(1′)g = −i
∫ ∞
0
ds
s
e−s
∫
d4p
(2pi)4
[
cosh(2vas) + cos(2vbs)
cosh(vas) cos(vbs)
ei
tanh(vas)
va
p2‖+i
tan(vbs)
vb
p2⊥ − 2eip2s
]
.
(68)
Now, we take the sum of the gluon and ghost contributions which we denote as
LYM = Lgluon + Lghost =
8∑
a=1
[
L(1′)L + L(1
′)
T
]
. (69)
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The rightmost side is given by the above one-loop results
L(1′)L = −i
∫ ∞
0
ds
s
e−s
∫
d4p
(2pi)4
cosh(2vas)
cosh(vas) cos(vbs)
ei
tanh(vas)
va
p2‖+i
tan(vbs)
vb
p2⊥ − L(1′)s
∣∣∣
qf b→vb
,(70a)
L(1′)T = −i
∫ ∞
0
ds
s
e−s
∫
d4p
(2pi)4
cos(2vbs)
cosh(vas) cos(vbs)
ei
tanh(vas)
va
p2‖+i
tan(vbs)
vb
p2⊥ . (70b)
The second term in Eq. (70a) is the ghost contribution (61) with a negative sign. The
meaning of the subscripts L and T will become clear shortly.
As we have done for QED, we apply the Landau-level decomposition to the momentum-
space representations (70) that contain the following momentum integrals
IL(a, b) :=
∫
d4p
(2pi)4
cosh(2vas)
cosh(vas) cos(vbs)
ei
tanh(vas)
va
p2‖+i
tan(vbs)
vb
p2⊥
=
[
i
(2pi)2
piva
i sinh(vas)
]
cosh(2vas)
∫
d2p⊥
(2pi)2
1
cos(vbs)
ei
tan(vbs)
vb
p2⊥ , (71a)
IT (a, b) :=
∫
d4p
(2pi)4
cos(2vbs)
cosh(vas) cos(vbs)
ei
tanh(vas)
va
p2‖+i
tan(vbs)
vb
p2⊥
=
[
i
(2pi)2
piva
i sinh(vas)
] ∫
d2p⊥
(2pi)2
cos(2vbs)
cos(vbs)
ei
tan(vbs)
vb
p2⊥ . (71b)
We have performed the Gaussian integrals. As in the previous section, we use Eq. (43)
with the replacement, qfb → vb. The IL(a, b) has the same structure as its counterpart in
scalar QED, while the IT (a, b) has an additional factor of cos(2vbs). Note that cos(2vbs) =
(−z−1 − z)/2, which will shift the powers of z and thus the energy levels by one unit.
Accordingly, the b-dependent parts are decomposed as
IL(a, b) =
[
i
(2pi)2
piva
i sinh(vas)
]
cosh(2vas)×
[ |vb|
2pi
] ∞∑
n=0
e−i(2n+1)|vb|s , (72a)
IT (a, b) =
[
i
(2pi)2
piva
i sinh(vas)
]
× 1
2
[ |vb|
2pi
] ∞∑
n=0
[
e−i(2n−1)|vb|s + e−i(2n+3)|vb|s
]
, (72b)
where the p⊥ integrals have been performed as in scalar QED (cf. Appendix B).
Plugging those results back to Eq. (70), we obtain the HE effective Lagrangian for the
Yang-Mills theory
L(1′)L =
[ |vb|
2pi
] ∞∑
n=0
[
− i
2pi
∫ ∞
0
ds
s
e−se−i(m
v
n)
2s(va) sinh(vas)
]
, (73a)
L(1′)T =
[ |vb|
2pi
] ∞∑
n=0
[
− i
8pi
∫ ∞
0
ds
s
e−s
(
e−i(m
v
n−1)
2s + e−i(m
v
n+1)
2s
) va
sinh(vas)
]
. (73b)
As in the scalar QED result (48a), we can drop the  parameter in L(1′)T , because the proper-
time integral at each n does not have singularities on the real axis and is convergent, except
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for the divergence at the origin which is common to the free theory. In the above expressions,
we have defined the effective mass
(mvn)
2 = (2n+ 1)|vb| . (74)
Of course, perturbative gluons do not have a mass gap, i.e., limb→0mvn = 0. The lowest
energy spectrum in L(1′)L is (mv0)2 = |vb|, while L(1
′)
T contains two series of the Landau levels
starting at (mv−1)
2 = −|vb| and (mv1)2 = +3|vb|. The difference among them originates
from the Zeeman splitting for the vector boson (cf. Fig. 2). According to this observation,
the former and latter two modes are identified with the longitudinal and two transverse
modes, respectively. Without an electric field (a = 0), the longitudinal-mode contribution
vanishes, i.e., lima→0 L(1
′)
L = 0. Each transverse-mode contribution is decomposed into the
Landau degeneracy factor times the (1+1)-dimensional HE Lagrangian for a spinless particle
[cf. the scalar QED result (48a)]. Both the transverse gluons and the complex scalar field
have two degrees of freedom. Note that the ground state of one of the transverse modes is
tachyonic, i.e., (mv−1)
2 = −|vb|. The appearance of this mode is known as the Nielsen-Olesen
instability [21].
Similar to the discussion around Eq. (50), one can most conveniently get the Landau-level
representation starting from the standard form (67). Together with Eq. (50), one can apply
an expansion
cos(2x) secx = i
eix + e−3ix
1− e−2ix = i
∞∑
n=0
(
e−i(2n−1)x + e−i(2n+3)x
)
. (75)
Those two terms yield the spectra of the transverse modes resultant from the Landau-level
discretization and the Zeeman effect, while the other one term yields the spectrum of the
longitudinal mode.
C. Gluonic Schwinger mechanism
Here, we discuss the imaginary part of the Yang-Mills part LYM. We find two special
features regarding the gluon dynamics. First, notice that the integrand for the longitudinal
mode L(1′)L is regular everywhere in the complex plane. Therefore, there is no possible source
of an imaginary part there. This means that the longitudinal modes are not produced by the
23
Schwinger mechanism as on-shell degrees of freedom (see Ref. [60] for the detailed discus-
sions from the perspective of the canonical quantization and the method of the Bogoliubov
transformation).
Second, the ground state of the transverse mode is tachyonic as mentioned above. Namely,
the spectrum is given as (mvn−1)
2 = −|va|. Picking up this contribution in the series of the
Landau levels, we have
L(1′)NO =
[ |vb|
2pi
] [
− i
8pi
∫ ∞
0
ds
s
ei|vb|s
va
sinh(vas)
]
. (76)
With the tachyonic dispersion relation, the proper-time integral seems not to converge in
the lower half plane on first sight. Therefore, one possible way of computing the integral is
to close the contour in the upper half plane. Collecting the residues at s = isσ (σ ≥ 1) on
the positive imaginary axis, we obtain
=mL(1′)NO =
[ |vb|
2pi
] ∞∑
σ=1
(−1)σ−1 |va|
8piσ
e−| ba |piσ . (77)
This result has the same form as the scalar QED result (52a) up to the replacement of the
effective mass by |vb|. On the other hand, if we first assume a positivity (mv−1)2 > 0 and
rotate the contour in the lower half plane, we find
=mL(1′)NO =
[ |vb|
2pi
] ∞∑
σ=1
(−1)σ−1 |va|
8piσ
e−(m
v
−1)
2sσ
→
[ |vb|
2pi
] ∞∑
σ=1
(−1)σ−1 |va|
8piσ
e| ba |piσ . (78)
In the second line, we have performed an analytic continuation to the negative region
(mv−1)
2 < 0. In this result, the imaginary part grows exponentially with an increasing
chromo-magnetic field |b| and suggests that the vacuum persistence probability decreases
drastically. This result seems to us more physically sensible than the exponentially sup-
pressed result (77) since the presence of the tachyonic mode may imply an instability of the
perturbative vacuum. However, we do not have a clear mathematical reason why the latter
should provide the correct result. This point is still an open question. A consistent result
has been obtained in one of preceding studies for the pair production rate from the method
of the canonical quantization [65].
It may be worth mentioning that the treatment of the Nielsen-Olesen instability (without
a chromo-electric field) has been controversial for quite some time [18, 19, 21, 66–71] (see
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Ref. [20] for a recent review). We are not aware of a clear answer to either case with or
without a chromo-electric field. The correspondences between the relevant physical circum-
stances (or boundary conditions) and the contours of the proper-time integral may need
to be clarified (see Refs. [68–71] and somewhat related studies on the fate of the chiral
condensate in electric fields [35, 72]).
The imaginary parts from the other Landau levels can be obtained by enclosing the
contour in the lower half plane as before. Summing all the contributions, we obtain the
total imaginary part of the Yang-Mills contribution
=mL(1′)g = =mL(1
′)
T (79)
= =mL(1′)NO +
[ |vb|
2pi
] ∞∑
σ=1
(−1)σ−1 |va|
8piσ
[
e−(m
v
1)
2sσ +
∞∑
n=1
(
e−(m
v
n−1)
2sσ + e−(m
v
n+1)
2sσ
)]
.
The Nielsen-Olesen mode discussed above is isolated in the first term. The critical field
strengths for the other modes should read
Ecn ≡
(mvn)
2
|v| = (2n+ 1)|b| (n ≥ 0) . (80)
By using the critical field strength, the imaginary part is represented as
=mL(1′)g ==mL(1
′)
NO +
[ |vb|
2pi
] ∞∑
σ=1
(−1)σ−1 |va|
8piσ
[
e−
Ec0
a
piσ + 2
∞∑
n=1
e−
Ecn
a
piσ
]
. (81)
Note that the exponential factors do not depend on the coupling constant because of the
cancellation in the absence of a mass term. Having rearranged the Landau-level summation,
we now clearly see the two-fold spin degeneracies in the higher states (cf. Fig. 2).
V. SUMMARY
In the HE effective action at the one-loop level, we found a complete factorization of
the transverse and longitudinal parts with respect to the direction of the magnetic field.
Furthermore, we have shown the analytic results in the form of the summation over the
all-order Landau levels, and identified the differences among the scalar particles, fermions,
and gluons on the basis of the Zeeman energies which depend on the spin size.
Based on the Landau-level representations, we discussed the Schwinger mechanism in
the coexistent electric and magnetic fields. The Schwinger mechanism is enhanced by the
lowest-Landau-level contribution in spinor QED thanks to the Landau degeneracy factor
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and the fact that the ground-state energy is independent of the magnetic field strength. In
contrast, the Schwinger mechanism is suppressed in scalar QED due to a stronger exponential
suppression because the ground-state energy increases in a magnetic field due to the absence
of the Zeeman shift, although the Landau degeneracy factor is still there. For the gluon
production in the cavariantly constant chromo-electromagnetic field, we explicitly showed
the cancellation between the longitudinal-gluon and ghost contributions identified on the
basis of the Zeeman energy. The ground-state transverse mode is also explicitly identified
with the Nielsen-Olesen instability mode. The presence of the instability mode may induce
the exponential growth of the imaginary part (78) (cf. Ref. [65]). Nevertheless, a clear
mathematical verification of Eq. (78), against Eq. (77) with the exponential suppression, is
left as an open problem.
Extensions to finite temperature/density [73–77] and higher-loop diagrams [78–81] are
also left as interesting future works. While there is no interlevel mixing at the one-loop
level, we would expect the occurrence of interlevel transitions via interactions with the
dynamical gauge fields in the higher-loop diagrams.
Note added.—In completion of this work, the authors noticed a new paper [82] in which
the expansion method (50) was applied to the imaginary part of the effective action for
spinor QED.
Acknowledgments.— The authors thank Yoshimasa Hidaka for discussions.
Appendix A: Spinor trace in external fields
Here, we compute the Dirac-spinor trace of the exponential factor
tr
[
e−i
qf
2
sFσ
]
=
∞∑
n=0
1
(2n)!
(
−iqf
2
s
)2n
tr
[
(Fσ)2n
]
. (A1)
In the above expansion, we used the fact that the trace of the odd-power terms vanish
tr
[
(Fσ)2n+1
]
= 0 . (A2)
This is because there is no scalar combinations composed of odd numbers of F µν . On the
other hand, the even-power terms may be given as functions of F and G . Indeed, one can
26
explicitly show this fact with the following identifies{
σµν , σαβ
}
= 2
(
gµαgνβ − gµβgνα + iγ5µναβ) , (A3a)
(Fσ)2 =
1
2
FµνFαβ
{
σµν , σαβ
}
= 8
(
F + iγ5G
)
. (A3b)
Since the γ5 takes eigenvalues ±1, the diagonalized form is given by
tr
[
(Fσ)2n
]
= 22ntr
[
diag
(
(ia+ b), −(ia+ b), (ia− b), −(ia− b)
)2n]
, (A4)
where we have rewritten the combinations of F , G by the Poirncare´ invariants:
√
F ± iG =
√
1
2
(b2 − a2)∓ iab = ± 1√
2
(ia∓ b) . (A5)
By taking the trace in the diagonalizing basis, we find
tr
[
e−i
qf
2
sFσ
]
= 2 [ cos(qf (ia+ b)s) + cos(qf (ia− b)s) ]
= 4 cosh(qfas) cos(qfbs) . (A6)
Appendix B: Transverse-momentum integrals
We perform the following two types of the integrals
2(−1)n
∫
d2p⊥
(2pi)2
e−
u⊥
2 Ln(u⊥) =
|qfb|
2pi
(−1)n
2
∫
du⊥e−
u⊥
2 Ln(u⊥) , (B1a)
2(−1)n
∫
d2p⊥
(2pi)2
e−
u⊥
2 L−1n (u⊥) =
|qfb|
2pi
(−1)n
2
∫
du⊥e−
u⊥
2 L−1n (u⊥) . (B1b)
The first and second ones appear in the bosonic (as well as ghost) and fermionic contribu-
tions, respectively. Actually, they are connected by the recursive relation for the Laguerre
polynomials, and we can avoid repeating the similar computations.
We first perform the integral for the bosonic one:
Isn :=
∫ ∞
0
dζe−ζ/2Ln (ζ) . (B2)
By the use of a derivative formula dLαn+1(ζ)/dζ = −Lα+1n (ζ) for n ≥ 0 [83], we find
Isn = −
∫ ∞
0
dζe−ζ/2
dL−1n+1 (ζ)
dζ
= −[e−ζ/2L−1n+1(ζ)]∞0 −
1
2
∫ ∞
0
dζe−ζ/2L−1n+1 (ζ)
= −1
2
∫ ∞
0
dζe−ζ/2[Ln+1(ζ)− Ln (ζ)] , (B3)
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where the surface term vanishes. To reach the last line, we applied the recursive relation
Lα−1n+1(ζ) = L
α
n+1(ζ)− Lαn(ζ). The above relation means that
Isn+1 = −Isn . (B4)
Since Lα0 (ζ) = 1 for any α and ζ, we can easily get I
s
0 = 2. Therefore, we reach a simple
result
Isn = 2(−1)n . (B5)
For the fermion contribution, we need to perform the integral
Ifn :=
∫ ∞
0
dζe−ζ/2L−1n (ζ) . (B6)
By applying the above recursive relation for n ≥ 1, we immediately get a connection between
the fermionic and bosonic ones:
Ifn = I
s
n − Isn−1 = 2Isn . (B7)
When n = 0, we can separately perform the integral to get If0 = 2. Therefore, we get
Ifn = 2κn(−1)n , (B8)
with κn = 2− δn0 for n ≥ 0. Summarizing above, we have obtained the analytic results for
the integrals
2(−1)n
∫
d2p⊥
(2pi)2
e−
u⊥
2 Ln(u⊥) =
|qfb|
2pi
, (B9a)
2(−1)n
∫
d2p⊥
(2pi)2
e−
u⊥
2 L−1n (u⊥) = κn
|qfb|
2pi
. (B9b)
Appendix C: Covariantly constant chromo field
To find a solution to Eq. (57), we evaluate a quantity [Dλ, Dσ]
abF bµν in two ways. First,
the above condition immediately leads to [Dλ, Dσ]
abF bµν = 0. On the other hand, the com-
mutator can be written by the field strength tensor and the structure constant. Therefore,
the covariantly constant field satisfies a condition
fabcF bµνF cλσ = 0 . (C1)
28
Since the four Lorentz indices are arbitrary, the above condition is satisfied only when the
contractions of the color indices vanish. Therefore, we find the solution in a factorized form
(58).
For Nc = 3, the effective color charges wk have the three components
wk =
g√
3
sin
(
θ + (2k − 1)pi
3
)
, k = 1, 2, 3 , (C2)
while those for the adjoint representation va have six non-vanishing components
va = g sin
(
θad + (2a− 1)pi
3
)
, a = 1, 2, 3 ,
va = −g sin
(
θad + (2a− 1)pi
3
)
, a = 5, 6, 7 ,
va = 0 , a = 4, 8 .
(C3)
The color directions θ and θad are specified by the second Casimir invariant [15, 18, 26, 28,
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