Abstract. The present article describes a method for checking the validity of implications or equivalences in the free orthomodular lattice on two generators and in the F (a, 6, ci,...,Cn), which is the free orthomodular lattice generated by the elements a, b, ci,... c", where the elements Ci, i = 1,..., n are central in it. The structure of the previous lattices is described in [3] and [1] . The method presented is based on comparing the elements that are assigned to each expression on both sides of an implication or an equivalence. It gives a necessary condition for the implication or equivalence of arbitrary positive statements (a combination of identities and logical connectives AND and OR) to hold. When the conclusion part is an identity or a conjunction of identities, these conditions become also sufficient.
Introduction
Orthomodular lattices (OMLs) are a variety of non-distributive lattices. More precisely, they are lattices with orthocomplementation (also called ortholattices) that fulfil the so-called orthomodular law, i.e. if x < y, then y = x V (x' A y). Non-distributivity makes the problem of evaluation or simplification of expressions in OMLs rather difficult.
The free orthomodular lattice on two generators, here denoted as F(a, b), has 96 elements. Its structure is described in [1] and in [3] . It is isomorphic to the direct product of 2 4 and the OML M02 which has 6 elements [2] . The OML F(a, b) contains 8 atoms -four atoms in the boolean part and four in the M02 part.
In [3] , M. Navara described a graphical method for evaluation of expressions in F(a, b) and F(a,b, ci,... ,c n ). The method can be described 778 M. Hycko as an algorithm which can be implemented on a computer quite easily. A similar program for this purpose was written by N. Megill 1 . It computes a canonical representation (as a join of atoms) of an arbitrary expression in the free orthomodular lattice on two generators and determines the result by a number from 1 to 96. This number corresponds to the numbering of the elements of F(a,b) described in [1] . Another program 2 was written by the author of this paper. It also computes the expressions and as a result it gives the graphical representation (proposed by M. Navara in [3] ) which can be easily transformed to the canonical one. It can also compute the expressions in F(a, 6, ci,..., Cn) for 1 < n < 9, where F(a, b, ci,..., c n ) is a special free orthomodular lattice generated by the elements a, b, ci,... Cn, among which a, b is the only pair of non-compatible elements. The structure of such lattices is described in [3] , F(a, 6, ci,..., c n ) is isomorphic to the direct product of 2 n copies of F(a, b) (with operations defined componentwise). Beside the ability to evaluate expressions, the program has two further features. The first one is the ability to evaluate certain relations. Namely, it is able to evaluate the following relations: =, < , >, and compatibility (or commutativity, denoted by C). Each of these relations can be transformed to testing an equality which is done by a comparison of the graphical representations of the elements on the left and right side. (This is equivalent to comparing the canonical representations.) The transformation can be performed through the following relations:
where u, v are the elements of F(a, b) or F(a, b, ci,..., c n ). An element u is called central if it is compatible to all elements. All central elements form a boolean subalgebra.
Another useful feature is a test whether implications and equivalences hold in F(a, b) or in F(a, b, ci,..., Cn). This may be used for testing the validity of theorems. This method is described in the sequel; it is based on a characterization of the minimal congruence for which an identity or a positive statement holds in the respective factor algebra. An element is assigned to each expression and by comparing these elements we can conclude whether an implication or an equivalence holds. This method cannot be used for arbitrary expressions (negations of identities are forbidden) and there are some limitations of the usage of disjunction of identities. For all 779 positive statements, it gives at least a necessary condition for the implication to hold.
Congruences in OMLs 2.1. General overview
The aim of this section is to recall some of results concerning congruences in orthomodular lattices (OMLs). Most of these results can be found in [ A congruence in an algebra is a relation of equivalence (i.e., reflexive, symmetric, and transitive) that preserves the operations in this algebra. In particular, a congruence in an OML L is a relation preserving the operations of join, meet, and orthocomplementation, i.e., tp is a congruence in L if 
Let L be a finite OML. Then all ideals in L are principal. A p-ideal P in L is equal to {x € F(a, b) | x < up}, where up = \J P. Indeed, all elements of P are under up and vice versa, if x < up G P, then x G P. Moreover, •up is a central element. To prove this, let x be an arbitrary element of L.
On the other hand, using the property of the ordering, we get that
This completes the proof of centrality of up. On the other hand, if u is a central element in an OML L, then the set 
In this section we summarize the results from the previous section that are valid in F(a, b). We will denote by c the (lower) commutator of the elements a, b in F(a, 6), i.e. c : 
i.e. (0, e) G ip, and F(a, b) . Let tp be a congruence from Con (F(a, b) ). We say that I(ip) is true if [ei]^ = [e2]^, Otherwise, we say that I(i/j) is false. For the identity I, let us denote
i.e. the set of all congruences for which the identity I is true. NOTE 2.2.5. Let I be an identity in F(A, b). Then the minimal congruence for which the identity I is true will be denoted by ipi. Notice that /\ V(I) =
nv(i).
Let I be an identity of the form e\ = e2 in F(a, b). Then an element uj is defined as follows:
Using Theorem 2.2.3, the element uj is central in F(a, b).
Let us now compare the elements W(eile2) an d ui. First we compute the boolean part of U(eit62y Using commutativity with the element c and transitivity for the Boolean elements in F(a, 6), we get
So the Boolean parts of the elements U(eite2) an d ui coincide.
Using the same technique we get that
For the elements e\ A d and e2 A c', we have to distinguish several cases: Prom the previous analysis it follows that U( e i,e 2 ) < uj. These two elements differ only in the M02 part. Whenever the M02 part of U( ei ,e 2 ) equal to 0, also the MO 2 part of ui is 0.
Each congruence for which the identity I is true contains the element n (ei,e 2 )-Using Lemma 2.2.2 we get that the kernel of such a congruence also contains uj which is a central element in F(a, b) . This proves the following theorem. Let U C Con (F(a, b) ). Then the filter in (Con (F(a, b) ), C) generated by U, i.e. filter in (Con (F(a, b) ), C) : U C F}, will be denoted by [U]. F(a, b, c\,. .., Cn) Due to [3] , F(a, b,c 1,. .., Cn) is isomorphic to the direct product of 2 n copies of F(a, b) . Using the theorems concerning the direct product of universal algebras and the results from the previous sections we get the following theorems.
In the following results we assume that an OML L is isomorphic (through an isomorphism 7) to the direct product of OMLs Li, i € M, where M is a non-empty indexing set. By 7Tj we denote the projection from H^mLi to
Theorem 2.3.1. An element u of L is central if and only if iri o 7(14) is central in Li for all i G
M. 
THEOREM 2.3.2. A relation ip is a congruence in L if and only if for all i G M there exists a congruence relation ipi in Li such
that Va,b G L Vz G M : (a,b) G ip <i=i> (71\ o 7(a), 7r* o 7(6)) G ipi.
.,Cn).
Hence r satisfies the identity I.
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On the other hand, let ip be a congruence from Con (F(a, b,ci F(a, b) ) with F(a, b, ci,..., Cn) and Con (F(a, b,c\,. .., Cn)), respectively. F(a, b) LEMMA 3.1. Proof. Let I be an identity of the form e\ -e 2 . If ip G V(I) and K D ip, then evidently (ei,e2) G ip implies that (ei,e2) G k, so k G V(I). Let now ipi, ip2 be two congruences from V(I). Then from (ei,e2) G ipi and (ei, e 2 ) G ip2 it follows that (ei, e 2 ) G tpi fl ip2, i-e. (ei, e 2 ) G ipi A ip 2 . Conversely, let V be a filter in Con (F(a, b) ). We shall find an identity I in F(a,b) such that V = V(I). From the finiteness of V it follows that V is the principal filter generated by the congruence ip = /\ V . So ip G Con (F(a, b) ), i.e. V = {K <E Con (F(a, 6) ) : ip C K}. The relation ip C K can be also expressed as Ker ip C Ker K. From the previous reasoning the j>ideals Ker ip and Ker K are principal ideals generated by the elements and u K , respectively, and Ker ip C Ker K O U^ < u K . So V can be also expressed as {K G Con (F(a, b) ) : U^ G Ker K} and n^ = 0 is the desired identity I satisfying V = V(I). • DEFINITION 3.1.2. Let I\ and I 2 be identities in F(a,b). We say that the implication Ii J 2 , resp. the equivalence I\ / 2 , holds if any congruence ip G Con (F(a, b) 
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Identities in
On the other hand, let V(Ii) C V(h).
Using the same argument as before we infer that h(ip) => I 2 (ip) for all ip € Con (F(a, b) F(a,b) . Then
THEOREM 3.1.5. Let I\, I 2 be two identities in F(a,b) . Then the following conditions are equivalent:
Proof. Let identities I1J2 be of the form e\ -fi, e2 = f 2 , respectively. From Lemma 3.1.3 it follows that I\ => I2 is equivalent to V(I\) C Vfa). Let us recall the following propositions in the classical logic. We use the notation k for logical AND and V for logical OR. 
From Theorem 2.2.6 it follows that
Proof, (i) From (ii) of Proposition 3.1.7 it follows that (7i V 7 2 ) => I3 is equivalent to (7i =4> I3) &; (7 2 I3) and this statement is equivalent to the condition (uj 1 > uj 3 ) &; (ui 2 > u/ 3 ) (Theorem 3.1.5). This condition can be equivalently expressed as uj l A ui 2 > uj 3 .
(ii) It is sufficient to prove that V(I\ & 7 2 ) Ç V(I^) is equivalent to u h V u h > UI 3. However, V{h & 7 2 ) = K(Ii) n V(/ 2 ) = V{h) A V(7 2 ) is a filter in (Con(F(a, 6) ), Ç). By Lemma 2.2.7, it is equal to {ip € Con (F(a, b) ) : u h v u h € Kerip} and Vfa) is the filter {ip € Con (F(a, b) ) : ui 3 € Ken/»}. Let the inclusion V(Ii Sz 7 2 ) Q V(Is) hold and ip be the congruence with Ker ip = [0, uj l V u/ 2 ]. Evidently ip € V{I\ & h), so u/ 3 G Ker^, i.e. ii/ 3 < u/j Vu/ 2 . On the other hand, if ip € F(7i &7 2 ), then n/j Vu/ 2 6 Ker^A. From the inequality U] 3 < uj 1 V u/ 2 it follows that also u/ 3 € Ker ip, so iP € V(h) and V{h & h) Ç F(/ 3 ).
(iii) Using (iii) of Proposition 3.1.7 and Theorem 3.1.5, we get that
(iv) Using (iv) of Proposition 3.1.7 and Theorem 3.1.5 we obtain that
(iv') The condition (u[ 1 >uj 2 )V (uj 1 > uj 3 ) from point (iv) implies the inequality uj 1 > uj 2 A uj 3 . u Proof. We use the mathematical induction with respect to the length of the positive statement S. Using the assumption for
where Ij, 1 < j < k, and Jm, 1 < m < I, are identities in F(a, b). Then 
Let us recall the following property of distributive lattices.
Now we shall specify the form of filters generated by an intersection of unions of filters in Con (F(a, b) ). F(a,b) .
Proof. From Lemma 3.2.5 it follows that there exist identities Ij and
Using the same argument as in the proof of Lemma 3.2.5,
Using the assumption for S\ and S 2 ,
[F(5i)] = {</ > e Con (F(a, b) ) : u Sl e Ker</>}, [F(5 2 )] = {</ > G Con (F(a, b) Analogously we may prove the following theorem. F(a, b, ci,. .., cn) in a way analogous to that of Section 2.3. The main arguments that were used in the proofs remain valid if we replace F(a, b) with F(a, b, ci,..., cn) and Con(F(o, b)) with Con (F(a, b, ci,. .., Cn)).
