Abstract. The Ontario Wetland Evaluation System (OWES) employs mostly field-based visual assessments of wetland extent, composition, and productivity as primary indicators in determining which wetlands should be considered provincially significant and protected. A given wetland is generally assigned single attributes that are assumed to represent the whole wetland extent. High spatial resolution satellite remote sensing offers potential to map and monitor spatial variability of given attributes within a wetland. In this study, Ikonos imagery was used to map vegetation composition and biomass in three riparian marshes near Ottawa, Ontario. For vegetation composition mapping, separability and correlation analyses aided the selection of an optimum set of spectral and texture input variables. Several maximum likelihood classification tests for sets of terrestrial and aquatic vegetation classes gave best accuracies from 61% for seven classes to 88% for five classes. As an alternative, neural network classification was tested using various configurations of input variables and data. However, the best results did not match those from the maximum likelihood classification. For biomass mapping, dried green and senescent biomass collected at 75 locations were modelled using stepwise forward multiple regression. The best model produced was the logarithm of green biomass against a combination of texture and spectral variables (R 2 = 0.61). It was applied to the image data to map green biomass with an absolute error of 213 g/m 2 , or approximately 40% of the mean field-measured biomass. Based on this error magnitude, the output map was aggregated into three classes of biomass (high, medium, and low) that showed a strong visual correspondence with the spatial distributions observed in the field. These results indicate strong potential for monitoring of vegetation composition and biomass changes within wetlands which may contribute to improvement of wetlands evaluation and monitoring in Ontario.
Introduction
Wetlands are transitional zones located between terrestrial and aquatic ecosystems which experience seasonal or permanent above-surface water (Twolan-Strutt, 1995) . As a result, saturated soils and hydrophytic vegetation predominate. Wetlands and wetland vegetation provide many environmental functions such as conversion of inorganic carbon to organic compounds through photosynthesis, circulation of essential nutrients such as phosphorus and nitrogen, absorption of water during wet periods and recharge of groundwater during drier periods, removal of sediments and debris from the water and absorption of pollutants, and provision of habitat for many plant and animal species (Twolan-Strutt, 1995; Mitsch and Gosselink, 2000; Larson and Newton, 1981; Lewis, 2001; Williams, 1990; Hammer, 1997) .
Riparian wetlands are greatly influenced by adjacent rivers or streams and are therefore typically linear in form, processing large fluxes of energy and materials from upstream systems (Mitsch and Gosselink, 2000) . Riparian marsh wetlands are nutrient-rich areas and are particularly important for increasing riparian habitat and stabilizing riverbanks (Hammer, 1997) . The preservation of shoreline vegetation and wetlands is critical for maintaining the health and biodiversity of a river.
Vegetation plays a key ecological role within wetland environments. In marshes, the dominant vegetation types are emergents and aquatics, although peripheral trees and low shrubs are often present (Cronk and Fennessy, 2001) . In Ontario, due to increased pressures on wetlands from urbanization and agriculture, it became necessary to develop protection policies, which in turn led to the development of an evaluation system in the early 1980s to identify priority wetlands for protection. The purpose of the Ontario Wetland Evaluation System (OWES) developed by the Ontario Ministry of Natural Resources (OMNR, 1993) is to rate the potential significance of a wetland based on four components: hydrology, biology, social benefits, and special features. The assessment of wetlands by the OWES is conducted on the ground with the aid of air photographs and existing maps. These methods may introduce observer bias, as subjective scoring is required and the nearly horizontal viewing perspective may result in missed features or error in assessment of characteristics that are far from view. This field-based assessment is labour intensive and expensive for large wetlands, allowing only a few sample observation locations. Access to wetland environments is also difficult because of uneven and unstable terrain, tall dense vegetation, mud, and water. The end result of the assessment process is a set of aggregated attributes for a delineated wetland that is assumed to represent the whole wetland area. There is no means within this evaluation system to map the spatial distribution of vegetation type or quantity within a given wetland unless subareas are specifically delineated and described by the assessor. Currently, efforts are underway to revise the OWES to include more geospatial data, including data derived from remote sensing.
The goal of this research was to determine if high spatial resolution satellite remote sensing could be effective in mapping vegetation type and biomass within riparian marsh wetlands. It has been known for some time that remote sensing can be used to identify wetland type, extent, spatially associated resources, and vegetation communities (Lyon and McCarthy, 1995) . Imagebased methods are well suited to spatiotemporal monitoring of wetlands because they can be standardized, alleviating the subjectivity caused by differences between field observers. Satellite images also provide an effective visual and quantitative archive of conditions within a wetland at a given time that can be used in temporal change analysis more effectively than the aggregated data from field assessment.
Past research has been mostly conducted at moderate scales using sensors such as Landsat to detect wetland occurrence and classify wetlands into broad classes such as marshes, swamps, fens, or bogs (e.g., Herr and Queen, 1993; Rogers and Kearney, 2003) . The primary goal of these types of studies is to inventory wetland area and type, in a regional context, for a variety of ecological and environmental process applications. Little research has been conducted on the potential of high-resolution imagery for characterization of within-wetland vegetation patterns. Of that research, most has been conducted with airborne imagery. For example, Jensen et al. (1984) used fourband airborne multispectral scanner data with 2.8 m pixels to map six classes of nontidal wetland vegetation with an overall accuracy of 83.5%. Classes that were spectrally similar included persistent emergent, nonpersistent emergent, scrubshrub, and mixed deciduous forest. Using hyperspectral 1 m pixel compact airborne spectrographic imager (casi) imagery, Green et al. (1998) mapped nine detailed mangrove classes with a higher overall accuracy (85%) than could be achieved with Landsat and SPOT imagery. Using 2.5 m pixel casi imagery, Thomson et al. (2004) classified intertidal salt marsh in the Netherlands into 15 classes with accuracies of 75.8% and 60.6% for 1998 and 2000 data, respectively. Spectral overlap occurred between spatially adjacent classes and between classes within the tidal shore gradient. Very few studies have been conducted in terms of evaluating high-resolution satellite imagery. One example is that of Dechka et al. (2002) where May and July Ikonos panchromatic images (1 m pixels) were fused with multispectral (4 m pixels) imagery to analyze the separability of wetland and upland classes using spectral and textural data. A nine-class map was produced with an overall accuracy of 47%. Classes were then aggregated according to the dominant vegetation communities. Another example is that of Olmanson et al. (2002) , who used pan-sharpened multispectral Ikonos imagery to map three classes of emergent aquatic vegetation and four classes of submerged vegetation.
The aforementioned studies illustrate the potential for highresolution imagery in mapping the spatial distribution of vegetation types within given wetlands. The first objective of this research was to conduct such an assessment in a wetland environment different from those which had been previously studied, namely riparian marshes. The second objective, which has not been previously attempted, was to determine if wetland productivity in terms of green and senescent aquatic and terrestrial biomass could be modelled and mapped in such marshes. Lastly, as most other studies have only analyzed spectral data for wetland mapping, a third objective was set to evaluate image texture in high-resolution imagery as a representation of spatial heterogeneity in surface reflectance that has potential for vegetation type and biomass discrimination.
Methods

Study area and field data acquisition
The study area encompasses 101 km 2 and focusses on three riparian marsh wetlands along the Rideau River in eastern Ontario: Barbers Creek, Irish Creek, and Kilmarnock (Figure 1) . Parts of the edges of these wetlands were accessible by road, and the interior areas were more accessible by water. All are single, contiguous riparian wetland areas that have been evaluated by the OMNR for potential wetland significance. Barbers Creek wetland received provincial significance status because it is regionally significant for waterfowl staging and locally significant for waterfowl production, particularly for colonial waterbirds or localized species populations such as the great blue heron (Ardea herodias). Irish Creek wetland received provincial significance status as a regionally significant waterfowl staging area and an important spawning ground for northern pike (Esox lucius). The OMNR has observed species at risk, such as the least bittern (Ixobrychus exilis), and the black tern (Chlidonias niger), a species protected under the Migratory Birds Convention Act (Gerson, 1988; Austen et al., 1994) , was observed during the fieldwork for this research. Kilmarnock marsh was not evaluated as provincially significant but has been identified as an important waterfowl staging area.
Field data were collected in August 2003 during the time of peak productivity. For classification of vegetation composition, 107 locations were selected based on the following criteria: maximized separation between locations to minimize spatial autocorrelation when using the data as samples in statistical analyses; homogeneous species composition and structure, which were visually assessed, over an area of at least 12 m × 12 m, equivalent to about 3 × 3 Ikonos multispectral pixels; accessibility by road or water; and representation of the full range of vegetation cover within the wetlands. For the first criterion, a minimum separation of about 200 m was used as a balance between (i) the desired number of locations to provide adequate training and validation sample sizes and the possible spacing between locations in relation to the wetland sizes and (ii) ease of access to sample locations. The exact figure of 200 m was selected somewhat arbitrarily in terms of spatial autocorrelation, which has not yet been studied for the image and field data of these wetlands. However, it was expected that this minimum spacing criterion would reduce spatial autocorrelation compared with lesser separation distances. The coordinates of each location were recorded using a professional-quality, real-time differential global positioning system (GPS) with consistent submetre accuracy (Trimble Navigation Ltd., available from www.trimble.com). At each location, the vegetation was classified as one of emergent terrestrial (EM), shrub (SHR), grasses-sedges (GS), floating aquatic (FLAQ), emergent aquatic (EMAQ), forest (FOR) , and open water (OW). The vegetation classes are an aggregated version of those used by the OMNR for evaluating wetlands. Table 1 lists the seven classes, the species that dominate each class, and class sample size.
For biomass modelling, a subset of 75 of these locations was selected based on accessibility. Following Ikonos image acquisition, at each location, a 1 m × 1 m wooden frame was placed over the vegetation (Figure 2 ) near the centre of the "homogeneous" sample area (of about 12 m × 12 m as stated previously). It was not feasible to sample and measure larger areas of biomass at each location and maintain an adequate sample size for statistical analysis. Thus, regression modelling of biomass using 1 m × 1 m samples versus 4 m × 4 m Ikonos pixel data (see later in the Methods section) was expected to include some noise from this mismatch of sample areas. The vegetative species within the frame were identified, average vegetation height was measured for the terrestrial samples, and percent cover was visually estimated. A digital camera was used to acquire vertically downward colour photographs of each plot. Following image acquisition, vegetation within the frame was then clipped, bagged, and transported back to the laboratory. All above-ground vegetation was clipped for the terrestrial samples, and all vegetation above the water surface and submerged vegetation to a depth of 10 cm were clipped for the aquatic samples. Vegetation was stored in a refrigerator (0-5°C) until the plants were chopped and oven-dried at 105°C for 24 h. Drying curves of mass versus time were generated in tests, and 24 h was found to be the minimum time required for complete drying. Green and senescent (yellow) vegetation were weighed separately for stratified modelling. The biomass measurement and image modelling portion of this research represents a unique contribution because this process of clipping, transport, storage, drying, and weighing of biomass is rarely attempted outside short vegetation dryland studies. It was very difficult to conduct the study in these wetlands where water depth and mud were often waist deep, and where canoe access to certain sites was very time-consuming and arduous.
Image acquisition and processing
Ikonos multispectral and panchromatic cloud-free imagery were acquired on 25 August 2003. The image provider performed a standard geometric correction of the raw image data and resampled the image to the universal transverse Mercator (UTM) (zone 18, NAD83 datum) projection using cubic convolution interpolation. PCI Geomatica version 9.1 was used for all image processing. The multispectral and panchromatic imagery was georeferenced more precisely using 17 ground control points (GCPs) at intersecting roadways and other landmark features, whose positions were measured using the differential GPS. A first-order polynomial affine transformation and nearest neighbour resampling were used, with root mean square errors (RMSEs) of [0.05(x), 0.05(y)] and [0.14(x), 0.13(y)] pixels for the multispectral and panchromatic images, respectively. The multispectral RMSE of 0.05 pixels is equivalent to about 0.2 m. Given the GCPs were spread throughout the 10 km × 10 km image with an average spacing of about 2 km, that the terrain was very flat, and that the GCPs were very well identified in the field, it was deemed that plot locations occurring between GCPs would not have georeferencing errors in excess of 1-2 m (i.e., 5-10 times the affine transformation RMSE). This provided confidence that the sample location coordinates could be associated with individual 4 m × 4 m pixels in the georeferenced imagery. A wetland mask was manually delineated, and various data layers were derived from the imagery, including texture measures and vegetation indices. Eight co-occurrence texture measures (homogeneity, contrast, dissimilarity, mean, variance, entropy, angular second moment, correlation) and four grey level difference vectors (GLDV angular second moment, GLDV entropy, GLDV mean, and GLDV contrast (Haralick et al., 1973) ) were extracted from the green and near-infrared (NIR) spectral bands using two moving window sizes, namely 3 × 3 and 5 × 5. These spectral bands were selected for texture analysis because of their visibly greater spatial detail and because they were not highly correlated with each other (r = 0.62). The window sizes were selected to represent local texture. Larger windows produce more stable probability density functions from which the textures are calculated, but with sample areas being selected to be homogeneous over a minimum area of nine to 25 pixels, it was not prudent to exceed a 5 × 5 window size. These cooccurrence texture measures produce output images of 32-bit real numbers for each pixel that were scaled to 16-bit to match the bit rate of the spectral data. Each texture image is comprised of graded pixel values, with bright areas representing highfrequency spatial variation and dark areas representing more spatially uniform surface reflectance (or vice versa for some measures). The panchromatic Ikonos image with 1 m pixels was not used to derive texture measures because the file size produced was much too unwieldy for all the tests of separability, classification, and regression as described later in the paper. At 16 times the file size of a multispectral band, extraction of twelve 32-bit texture images and resampling all the multispectral variables (four spectral bands and six vegetation indices (see later in the paper)) down to 1 m pixels would have produced a dataset that could not be processed in a reasonable time to conduct the multitude of tests desired.
The vegetation indices included atmospheric and soil vegetation index (ASVI), differenced vegetation index (DVI), modified soil adjusted vegetation index (MSAVI), normalized difference vegetation index (NDVI), ratio vegetation index (RVI), soil adjusted vegetation index (SAVI) using L = 0.5 (Heute, 1988) , and transformed vegetation index (TVI) (as defined in Bannari et al., 1995; Eastwood et al., 1997; Ozesmi and Bauer, 2002; Tan et al., 2003) . Some of these are "soiladjusted" indices that were selected because the marshes included significant amounts of yellow senescent vegetation and smaller amounts of visible soil.
Wetland vegetation classification
Once the image dataset was complete, training data were generated for the 3 × 3 pixel window at each of the 107 locations where vegetation had been field-classified. All spectral and texture variables were found to be normally distributed, with only slight skewness noted for some texture measures. To determine the best texture measures for class discrimination, separability analyses using the Bhattacharya distance (Jensen, 2005) and the training data for the seven classes listed previously were conducted for 12 sets of input variables, each comprising the four spectral bands plus one of the 12 texture measures. The best two textures (see the Results section) were then combined with the four spectral bands and (or) individual vegetation indices in additional separability analyses. These analyses were conducted for varied numbers of classes: (i) all seven classes in Table 1 ; (ii) a six-class set with the EM and SHR classes merged (due to poor discrimination; see the Results section); and (iii) a five-class set with the EM, SHR, and GS classes merged into a terrestrial marsh (TERm) class due to poor discrimination. The sets of input variables that resulted in the highest separability (there were several sets with similar results) were then used in classification tests.
For classification, the 107 locations of field and image data were randomly divided into equal training and validation datasets. Maximum likelihood classification (MLC) was selected as the main classifier to test because it is a standard that is well known and results can be easily judged by the broader remote sensing and wetlands scientific communities. In addition, given potential revision of the OWES procedures, this classifier serves as a straightforward means that can be immediately adopted in operational testing. It was conducted using probability density function bounds of three standard deviations and equal a priori probabilities for all classes, as their expected relative proportions were not known. Classification tests were conducted for the sets of seven, six, and five classes listed previously. A 3 × 3 mode filter was applied to the output maps to reduce individual pixel noise. Accuracy was assessed using a standard error matrix (Congalton, 1991) and K hat statistic (Rosenfield and Fitzpatrick-Lins, 1986 ). Due to small numbers of sample sites for some classes, 3 × 3 validation windows were used. The pixels within each 3 × 3 window were obviously autocorrelated, but because of restricted accessibility, it was not feasible to visit enough individual sample pixel locations to develop a validation dataset with adequate independent sample numbers for all classes.
In addition to MLC, a feed-forward, back-propagation neural network classifier (Rumelhart et al., 1986) was implemented as an alternative because it is not constrained by the number of input variables or normal data distribution requirements. The networks were trained using the five wetland class set mentioned previously for initial tests. If accuracy was higher than that for the MLC, further tests with the six-and sevenclass sets were planned. Several tests were performed changing the number of iterations, the momentum and learning rates, and the input variables ( Table 2 ) to try to achieve convergence towards acceptable limits for individual class and total errors and to improve classification accuracy. PCI Geomatics (2004) suggests that a small learning rate (e.g., 0.1) reduces the risk of oscillation and nonconvergence of the training data. A learning rate of 0.1 and a momentum rate of 0.9 were used in most tests based on common results from the literature (e.g., Foody et al., 1996; Pierce et al., 1994) . In neural network 3, momentum and learning rates were used as recommended by Kavzoglu and Mather (2003) from comparisons of many configurations of network parameters for two datasets. In some tests, the number of iterations was increased while keeping other parameters constant to try to obtain convergence of the network. Spectral and textural data producing the best results from the MLC were used as inputs in many of the networks to make direct comparisons with the MLC results. Additionally, for some configurations, vegetation indices were included as inputs to determine if they produced higher classification accuracies. The sample sites and data used for the MLC were also used for training and validation.
Biomass modelling
All the raw band, vegetation index, and texture variables listed previously were extracted for the single pixel at each biomass field plot location. Forward stepwise regression of these image variables against dry biomass was conducted. Probabilities to enter and remove were set at 0.05 and 0.10, respectively. Scatterplots were analyzed to evaluate linearity, which revealed nonlinear relationships between many of the independent image variables and the dependent biomass variable. In addition, the biomass data were non-normal, with a general trend of decreasing numbers of plots as biomass Spectral bands, A2M5grn, and CON5nir plus MSAVI, NDVI, RVI, SAVI, and TVI 0.9 0.1 100 000 Table 2 . Neural network configurations.
increased. As a result, logarithm transformation of biomass was conducted, and models were compared to those derived from nontransformed data. Multicollinearity was reduced using only image variables that were not highly correlated with each other as inputs (r < 0.80). Once the best model was created, the variance inflation factor VIF = 1/(1 -R 2 ) given for each independent variable was checked to ensure that it was below the desired threshold limit from the VIF equation (Allison, 1999; Freund and Wilson, 1998) . Modelling was conducted using the whole dataset and data stratified into terrestrial (n = 54) and aquatic (n = 21) classes and green versus senescent vegetation as shown in Table 3 . Further stratification into more precise classes was not possible due to limited sample numbers.
Model performance was evaluated based on the adjusted coefficient of determination (R adj 2 ) for the model, the R 2 change produced by each variable, the standard error of estimate (S e ), the significance (p) value for each entered variable, and the number of variables entered into the model based on the 1:10 variable to sample ratio rule (Stevens, 1996) . Model residuals were checked for uniformity and normality. From the tests of Table 3 , five separate model runs were conducted for the biomass variable that was best modelled, randomly splitting the sample data into 70% training and 30% validation, to determine the average and variability in R 2 , S e , mean prediction error, mean absolute prediction error, and prediction RMSE.
As the green band 5 × 5 mean texture measure dominated almost all models (see the Results section), an additional validation analysis was conducted for five models created with the same 70% training and 30% validation being randomly split and a constraint of allowing only one variable to enter. This was intended to determine whether a single-variable model could be as effective at estimating biomass as a multiple-variable model.
Results
Wetland vegetation classification
Separability analysis
Separability analyses for each of the 12 texture measures (when combined individually with the four spectral bands) showed angular second moment derived from a 5 × 5 window in the green band (A2M5grn) and contrast derived from a 5 × 5 window in the NIR band (CON5nir) to be better than the other texture measures in terms of minimum and mean separability among class pairs for the seven-class set. Angular second moment (A2M) measures the degree of orderliness in a sample window by summing the probabilities of all pairs of adjacent pixel values. If certain pairs of values are more frequent, the data in the window are more orderly and texture is lower, leading to a higher A2M value. Contrast measures the summed probability of pairs of pixel values in the window weighted by the square of their differences. It is therefore very high where spatial frequency is high, i.e., where edges are present in the image. These two textures are representative of the broader complementary texture groups orderliness and contrast (HallBeyer, 2007) . In general, the floating aquatic and forest classes had higher texture for both measures than the other classes, which consisted of vertical grass, sedge, and shrub types of vegetation. Open water, as expected, had the lowest texture.
Both A2M5grn and CON5nir were not correlated with either the spectral bands or the vegetation indices (r < 0.32). Table 4 shows the separability results when these two textures were combined with the four spectral bands for all seven classes, six classes with emergent terrestrial and shrub merged, and five classes with grasses-sedges merged into the emergent terrestrial and shrub class to form a general terrestrial marsh class. For seven classes, the average separability was lower than that commonly used to indicate good potential for class discrimination (1.7-1.9 as defined by Jensen, 2005) , but separability increased as classes were merged. Separability results for input data consisting of a vegetation index and the two texture measures were similar to those listed in Table 4 . Thus, the vegetation indices were retained for classification tests in input set combinations with the texture measures and spectral bands.
Classification results
As expected, the MLC results showed that overall accuracy significantly improved as classes were merged, with the highest accuracy obtained using five classes, as was observed in the separability analysis. For the seven-, six-, and five-class tests of combinations of input variables, the best accuracies were obtained using one vegetation index (either MSAVI or TVI) combined with the visible bands and the A2M5grn and CON5nir textures. Overall accuracy was 61.3%, 71.6%, and 87.8%, respectively. Error matrices for the best seven-and sixclass maps are shown in Tables 5 and 6. Figure 3 shows the best five-class map, with its corresponding error matrix in Table 7 . Note that through class merging, the terrestrial marsh class in Table 7 ended up having many more samples than the other classes, thus weighting the overall accuracy.
Despite poor classification of the emergent aquatic class, it was not merged with the floating aquatic class, as the two classes were structurally very dissimilar (see Figure 4) and its confusion was more with the terrestrial marsh class (evident in comparing Figure 4a with Figure 2a ). Both had similar vegetation structure, with emergent aquatic being dominated by common reed and terrestrial marsh by common cattail, where each species consists of mostly erect flat leaves and forms large, dense colonies.
However, even though none of the validation samples for emergent aquatic were classified correctly (Tables 5-7) , the locations of the pixels assigned to this class, shown in red in Figure 3 , corresponded well with the locations in which this vegetation class was observed in the field, i.e., generally in aquatic nearshore areas and adjacent to floating aquatic vegetation.
In neural network classification tests, none of the nine networks fully converged to achieve both the maximum allowable individual class (0.001) and total (0.01) errors. The smallest individual error was achieved by neural network 9, which did not converge even after 100 000 iterations. Overall classification accuracies were generally lower for the neural networks compared with those from the MLC using the same five wetland classes. Neural network 9 achieved the highest overall accuracy of 84.4% and a K hat statistic of 0.64. Table 8 shows the corresponding error matrix. As for the corresponding MLC results (Table 7) , the emergent aquatic class (EMAQ) was completely confused with terrestrial marsh. In addition, forest was classified with much poorer accuracy, being confused almost entirely with terrestrial marsh. The other three classes (TERm, FLAQ, and OW) showed some slightly better user's accuracies but also slightly poorer producer's accuracies than those from the MLC. Based on these poorer results and the effort required to test and adjust various network parameters, it was decided to not pursue further evaluation of neural networks for classification of these wetlands with these data.
Biomass modelling
Stepwise regression created statistically significant models (p ≤ 0.05) for many of the biomass datasets (combinations of senescent + green vegetation for both aquatic and terrestrial environments). For brevity, the details of all of these models are not presented in tables, but a summary of pertinent statistical characteristics is given, followed by a than those for either type alone, so they are discussed here. Table 9 shows the adjusted R 2 (R adj 2 ) values for the linear and logarithm-transformed models of total (aquatic + terrestrial) biomass stratified as all biomass (green + senescent), green biomass, and senescent biomass. Most linear models had poor fits and were therefore not analyzed further. Logarithm transformation of biomass (conducted for reasons given in the Methods) significantly improved the R adj 2 of two of the three models listed in Table 9 .
For the total vegetation ((aquatic + terrestrial)/(green + senescent)) logarithm of biomass model, six variables were entered, which is adequate for predictive purposes given that the number of samples (75) was more than 10 times the number of variables in the model (Stevens, 1996) . For the logarithm of green biomass model, the same six variables were entered, whereas for the logarithm of senescent biomass only one variable was entered, and the model was poorer than its corresponding linear model. Multicollinearity analysis of the two six-variable models showed that the NIR homogeneity texture (HOM5nir) was inversely correlated with the NIR standard deviation texture (STDEV5nir; r = -0.83) and was entered into the model after STDEV5nir. The VIF values for HOM5nir and STDEV5nir were 3.42 and 4.18, respectively, for both models, exceeding the calculated thresholds of 2.65 for the log(green + senescent biomass) model and 3.01 for the log(green biomass) model. In assessing model prediction in the following section, it was also found that models including both of these variables significantly overestimated biomass. HOM5nir was therefore dropped and both regressions were rerun. The VIF for these two models then fell to 2.57 and 2.56, respectively, and the models were no longer strongly biased. The results for the final multiple-variable model for log(green biomass), which was the best model produced, are listed in Table 10 showing the R 2 contribution of each variable. MN5grn texture was the first variable entered and dominated the variance accounted for in almost all models. It typically Note: Emergent terrestrial and shrub class was merged with grasses-sedges class to form the terrestrial marsh class. accounted for about six to ten times the variance of any other subsequent variable entered. This texture measure is representative of the broader statistical group of texture measures (Hall-Beyer, 2007) . It is the summed probabilities of all pairs of pixel values in the sample window multiplied by the respective reference pixel value in each pair. This multiplication results in increasing mean texture with increasing image brightness, and therefore this texture measure represents both overall spatial variation in image brightness and the image (spectral) brightness itself. As a result, it is usually highly correlated with the spectral band brightness from which it is derived. This point is expanded on in the Discussion section. The other variables entered into models included blue band brightness, the ASVI vegetation index, NIR mean texture (MN3nir), STDEV5nir, green GLDV angular second moment texture (GLA2M3grn), and HOM5nir. Although these variables made only minor contributions to the models, these results show that Ikonos image texture is generally more associated with modelling biomass of these wetlands than spectral data. The best log(green biomass) model (Equation (1); Table 10 ) was applied to the Ikonos imagery to map green biomass, converting log(biomass) back to biomass in grams per square metre ( 
where y is log(green biomass), X 1 is MN5grn, X 2 is MN3nir, X 3 is STDEV5nir, X 4 is GLA2M3grn, and X 5 is ASVI. 0.623 Log(total green biomass) 0.639 Log(total senescent biomass) 0.069 Table 9 . Adjusted R 2 (R adj 2 ) for models of total combined biomass, total green biomass, and total senescent biomass in combined terrestrial and aquatic environments. Table 8 . Error matrix for five-class neural network 9 classification, in which rows contain number of pixels assigned as reference data and columns contain number of pixels assigned as classified data. Table 11 shows the results of validation of the log(green biomass) model (with HOM5nir excluded due to multicollinearity) using five additional stepwise regressions and random sets of training and validation data split 70:30 (i.e., 70% training and 30% validation). Errors are expressed as percentages of the mean field-measured biomass. The mean error for all models indicates moderate negative bias of 1%-18%, indicating that predicted biomass was always less than field-measured biomass. The mean absolute error and RMSE were quite high, with RMSE being more affected by outliers due to the use of squared differences between predicted and reference data. Based on the average mean absolute error of about 40% of the mean field-measured biomass, it was deemed appropriate to aggregate the map of Figure 5 into three classes of biomass. Figure 6 shows an example of three arbitrarily defined classes of low (0-1000 g/m 2 ), medium (1001-2000 g/m 2 ), and high (>2001 g/m 2 ) biomass. The visual pattern of biomass spatial distribution in this map corresponds well to the spatial distribution of biomass observed in the field, with lower biomass found in aquatic areas next to open water and higher biomass in terrestrial marsh areas. This is an example Note: S e is given in logarithm units followed by g/m 2 . Table 10 . R 2 contribution of independent variables in log(green biomass) model. , and errors are expressed as percentages of the mean field-measured biomass. only; one could define other class boundaries, use nonlinear intervals, or use classes defined by ecological or management considerations. Table 12 shows the results of the same type of validation as that given previously for five models but constrained to allow only one variable to enter. MN5grn was entered for four of the models, and MN3grn was entered for the other model. The mean error for all models again indicates moderate negative bias of 5%-14%. Despite lower model R 2 and higher S e than the multiple-variable models of Table 11 , the lower absolute error and RMSE of the single-variable models indicate that for predictive purposes the more complex model of Equation (1) was probably overfit and is not as useful for predictive purposes.
Biomass model assessment and validation
Discussion
Wetland vegetation classification
In this research, separability analyses provided a good starting method for selecting textures and determining which spectral-textural combinations should be used for classification. They also supported the merging of wetland classes that were found to be spectrally-texturally similar. From the separability analyses, a subgroup of variable sets was retained for classification tests. It should be noted that the ranking of these variable sets from separability analyses did not correspond exactly to the ranking based on classification accuracy. This may be because separability is calculated from the training data and represents a distance measure (inverse variance-covariance weighted) between means of training class pairs, whereas classification accuracy is calculated from a separate validation dataset and represents the capability for spatial extension and prediction using the training data.
Classification accuracy improved by 26.5%, after merging of confused classes and decreasing the class set from seven to five. Gluck et al. (1996) used Landsat TM imagery to map regional wetlands in northwestern Ontario and found that merging of spectrally similar wetland classes improved classification accuracy by about 10%. This research also found higher classification accuracy was achieved with the inclusion of image texture. Of the 12 textures evaluated, green band angular second moment and NIR band contrast, both using 5 × 5 windows, were found to best discriminate between class pairs. It is difficult to compare these results with those from previous studies because there is little in the literature on the evaluation of texture in wetland classification. In one study, however, Arzandeh and Wang (2002) also found these two texture measures to be useful in mapping marshes, although they found that a combination of four texture measures was better than two. Of the vegetation indices evaluated, DVI, NDVI, and TVI were found to be useful for discriminating between different wetland vegetation types and improving classification accuracy relative to using spectral band combinations. From the literature surveyed, the only vegetation index based on visible and NIR bands that had been tested for wetland classification purposes was NDVI. Lee et al. (1992) used multispectral SPOT data to map coastal wetlands and found that from visual analysis NDVI appeared to best distinguish marsh types. In addition, Hunter and Power (2002) found that the inclusion of NDVI specifically increased classification accuracy, particularly for intertidal marsh classes. In this research, seven vegetation indices were compared. It was determined that NDVI and TVI, each in combination with the visible bands and two texture measures, produced five-class overall accuracies that were close to 88%, which was better than could be achieved by the spectral bands alone or by other vegetation index combinations.
To improve on the results found here, it may be possible to discriminate some of the merged classes if a different sensor is used (with a middle infrared or radar band), if phenological differences during the growing season could be analyzed with multidate imagery, or if a different classifier was used. An example of the latter would be hierarchical classification with given spectral and (or) texture measures used selectively to discriminate certain classes (perhaps in a decision-tree approach) instead of using them together in a single classification. In addition, object-based classification could be used independently or in a hierarchical manner. This would allow classification of spectral and spatial data for segmented objects, which has often been shown to improve classification accuracy and provide more meaningful map objects than pixelbased classifiers. Our current wetland research is taking this approach. Lastly, understanding the spatial characteristics of each class would benefit such classification procedures. The range of spatial dependence (from semivariogram analysis (Lévesque and King, 2003) or other measures of spatial scale such as lacunarity analysis (Butson and King, 2006) ) could be used to define appropriate texture window sizes or to distinguish between classes that are spectrally similar.
A significant limitation of the classification methodology was the small sample sizes for the grasses-sedges, emergent aquatic, and shrub classes and small coverage of the field sample sites. This was due to an effort to distribute numbers of samples in a manner that was spatially representative of class occurrence and to minimize spatial autocorrelation in sampling. However, errors in these small sets of validation pixels were proportionally quite significant. In an alternative approach, if each class is considered equally important, approximately equal sample sizes for each class would be appropriate.
Biomass modelling
In repeated stepwise regression modelling, significant models of log(biomass) were produced, but the RMSE of separate validation data was close to 40% of the mean fieldmeasured biomass. Consequently, the predicted values for all pixels were aggregated into three relative classes to produce a map of estimated biomass. Of interest was the fact that the models were dominated by the Mean co-occurrence texture measure, with other textures and only one vegetation index being minor predictors. Texture indicates radiance or reflectance variation in the window area in which it is calculated. In the models, increasing biomass was found to be associated with decreasing image texture. In the terrestrial areas where biomass was higher than that in all but a few aquatic plots, vegetation cover was greater, and there was no significant shadowing, image texture resulted from vegetation (types as given in Table 1 ) radiance and some soil radiance. Over the 12 m × 12 m window areas in which texture was extracted, the combined signal from these two cover types was not highly spatially variable, resulting in low to moderate image textures. However, in the aquatic areas vegetation radiance was interspersed to varying degrees with radiance from open water, which is very low in all bands, resulting in higher image textures. This was particularly evident in the floating aquatic class, which had lower biomass than most emergent aquatic plots and was dominated by flat leaves of lily pads interspersed with open water in patches of varying size. This relation of image texture to biomass, although indirect, was stronger than relations of biomass with any of the spectral bands or vegetation indices, resulting in models of biomass being comprised mostly of texture predictor variables.
It should be noted, however, that the mean green texture measure is highly correlated with green band brightness (r = 0.90), as mentioned in the Results. Thus, it is really representing a combination of spectral reflectance and overall spatial variability in the defined sample window. As a test, using the green spectral band alone produced a model of log(biomass) with slightly lower significance, R 2 , and S e than the average of the mean green texture models in Table 12 . This shows that, given their commonality, in the stepwise regression procedure, once mean green texture was entered, green brightness could not significantly account for any remaining variance.
Due to practical constraints in this study, there were two positional aspects of the data used that could have limited better model development. First, plot positions and GCPs for image georeferencing were measured using a GPS with known specifications of submetre accuracy in differential mode, and the image georeferencing transformation error was shown to be about one-twentieth of a pixel (0.2 m). However, the combined error of these and the possible mismatch of pixel orientation with plot orientation may have resulted in some plot image data being extracted from pixels not exactly matching the field sample locations. This error was not expected to exceed the 4 m multispectral pixel size for more than a few plots, but it may have affected biomass model quality. Second, image texture calculated from an area of 12 m × 12 m (3 × 3 pixels) encompassing each biomass sample location was found to be significantly related to biomass measured in a 1 m 2 area within the larger texture windows. This mismatch of sample area was unavoidable because it was not possible to clip biomass from larger areas and maintain adequate sample numbers. Clipping, breaking up, and bagging of all green and senescent biomass from seventy-five 1 m 2 sample areas followed by transport of the vegetation out of these extensive wetlands by canoe or on foot was a very difficult task. To compensate, significant effort was made to locate the biomass samples within areas that were visually very uniform in vegetation type over a minimum of 12 m × 12 m and usually much greater than this. Fifty-one of the 75 plots were known to be uniform over at least 12 m × 12 m. Plots with some mixing of vegetation classes within the 12 m × 12 m area surrounding a biomass sample plot included (i) emergent terrestrial and shrub classes (12 sample locations), and (ii) floating aquatic and emergent aquatic classes (7 sample locations). Small linear riparian wetland areas in Kilmarnock and Irish Creek suffered most from mixed vegetation within sample areas, whereas samples in larger areas of these wetlands and in Barbers Creek were very uniform in vegetation class. The significant relationship found between texture and biomass indicates that biomass spatial autocorrelation within the windows was high; however, the relationship may improve if biomass data could be measured or derived for larger areas at each sample location.
Previous studies have not modelled riparian biomass using high spatial resolution imagery such as Ikonos. However, some other studies of wetland productivity have been conducted using other sensors. Regression modelling of short and tall Spartina alterniflora biomass in a salt-marsh environment was conducted by Hardisky et al. (1984) using NDVI derived from simulated Landsat data. From all model evaluations they determined, as in this study, that live biomass was on average underestimated. The short population model (n = 139) achieved an R 2 of 0.43, a mean absolute error of 93 g/m 2 , and an RMSE of 122 g/m 2 . The tall population model (n = 46) achieved an R 2 of 0.71, a mean absolute error of 175 g/m 2 , and an RMSE of 228 g/m 2 . These error magnitudes are similar to those found in this study, although they could not be expressed as a percent relative to mean biomass due to a lack of reported data.
The regression method used in the study is commonly applied as a standard for comparison to other studies and because general knowledge of such methods is widespread. Future research could include further in-depth regression analysis, for example of stratification for biomass modelling within given classes such as the five to seven classes tested in the classification portion of this study, using land cover as an additional nominal variable in nonparametric modelling of biomass, and analysis of the impact of classification error on biomass estimates.
Conclusions
This study has shown that spatial heterogeneity of vegetation type and biomass within riparian wetlands can be mapped using high spatial resolution Ikonos imagery. These data and methods may improve the attribute detail over that which is obtained using current Ontario Wetland Evaluation System (OWES) field-based methodology of assigning single attributes to delineated wetlands. Thematic land-cover maps derived from satellite image classification techniques can aid in the analysis of spatial patterns and help identify wetland areas that are susceptible to developmental and agricultural pressures. These attributes are scored within the OWES and help to determine the relative value of a given wetland. Maps of land-cover type or biophysical parameters such as vegetation structure can also be used to analyze and monitor unevaluated or inaccessible wetlands or, if the spatial resolution is high enough, they can reveal spatial patterns within wetlands that cannot be easily assessed from the ground.
In this research three classes of wetland were successfully mapped using image texture and spectral information: terrestrial marsh, floating aquatic, and open water. The emergent aquatic class was consistently classified incorrectly, though the output map showed that its assigned pixels visually coincided with known general areas of occurrence of this class in the field. Forest pixels were consistently confused with terrestrial marsh vegetation in all classifications. For biomass modelling, a highly significant regression model was used to produce a map showing the continuous biomass gradient in each of the three wetlands. Biomass was then scaled to relative categories (low, medium, and high) because the mean absolute error in model validation was approximately 40%. The threelevel estimated biomass map patterns corresponded well visually with the expected spatial distribution of lower biomass in the aquatic areas next to open water and higher biomass in the terrestrial marsh areas.
In classification of vegetation and water and in regression modelling of biomass, Ikonos image texture was found to be complementary to and generally more important than spectral information. Future research will concentrate on improving classifications and models with other spatial and temporal information, additional information types (e.g., 3 m RADARSAT-2 data), and better sampling methodology to improve sample sizes of less common classes. These will be integrated within a multiscale study of temporal monitoring of wetland change within and between growing seasons.
