In recent years, several condition numbers were defined for a variety of linear programming problems based upon relative distances to illposedness. In this paper we provide a unifying view of some of these condition numbers. To do so, we introduce yet another linear programming problem and show that its distance to ill-posedness naturally captures the most commonly used distances to ill-posedness.
Introduction
1. Let A ∈ IR m×n , b ∈ IR m and c ∈ IR n , with n ≥ m. A variety of linear programming problems are associated to the triple d = (A, b, c). For instance, the Primal Feasibility problem is Decide whether there exists x ∈ IR n such that Ax = b, x ≥ 0,
and if yes, find one such x and the Dual Feasibility problem is Decide whether there exists y ∈ IR m such that A T y ≤ c (DF) and if yes, find one such y.
We denote by (PDF) the problem of deciding feasibility of both (PF) and (DF). Also, assuming both of them are feasible, the Optimization problem in Standard Primal-Dual Form is to compute points x * and y * (the optimizers) attaining the minimum and maximum in the pair
Note that in this case linear programming duality yields the equality c T x * = b T y * . The (slightly simpler) problem of computing this Optimal Value will be denoted by (OV).
Another linear programming problem is the Homogeneous Feasibility problem which does not depend of b and c and can be stated in the following primal-dual form Decide which of the two systems Ax = 0 x ≥ 0 and A T y ≤ 0 (HF) has non-trivial solutions and find one such solution.
2.
A trend in recent research on those problems is the use of condition numbers in the study of the complexity and/or the round-off analysis of algorithms that solve them. A common way to define condition numbers, rooted on a result by Eckart and Young [9] , consists in defining the condition of a data d as the relative inverse to the distance of ill-posed data. To do so, a notion of ill-posedness needs to be at hand. Generally speaking, a data is ill-posed when arbitrarily small perturbations can yield a qualitative change in the output of the problem. Thus, for instance, a square matrix is ill-posed (w.r.t. linear equation solving) when it is singular; input data of a decisional problem are ill-posed when they are in the boundary between the accepted and rejected inputs. The latter therefore defines ill-posedness of pairs (A, b) or (A, c) (for (PF) and (DF) respectively). Ill-posedness for (HF) is defined similarly. Clearly, a triple (A, b, c) is ill-posed for (PDF) when (A, b) or (A, c) is illposed (for (PF) or (DF) respectively). A triple (A, b, c) is ill-posed for (OV) when it is so for (PDF). Otherwise, small variations in the data will yield small variations in the optimal value (which we assume belongs to [−∞, +∞]). For (OSPDF) the situation is more delicate since the problem only makes sense when both (A, b) and (A, c) are feasible. Assuming this is the case, a triple is ill-posed when either it is illposed for (OV) (which means that small perturbations can destroy feasibility) or the pair (x * , y * ) of optimizers is degenerate. The above briefly describes ill-posedness for (PF), (DF), (PDF), (OV), (OSPDF) and (HF). A formal definition of these notions will be given in §2.2.
To define conditioning from ill-posedness one needs a norm in the space of data. Let denote such a norm and ρ denote the distance to ill-posedness induced by . Then, the condition number of a data d is given by d ρ (d) .
Condition numbers thus defined have been widely used in the analysis of algorithms. Thus, the distance ρ P (A, b) is used in relation to (PF) [10, 12, 13, 18, 23, 25, 26] , ρ D (A, c) is used in relation to (DF) [12, 13, 18, 25] , (d) is used in relation to (OSPDF) [2, 3] ,
} is used in relation to (OV) [24, 33] and ρ h (A) is used in relation to (HF) [5] . These distances to ill-posedness differ from one another since the problems they are tailored for (beginning by their data) differ as well. The goal of this paper is to introduce yet another linear programming problem and to show that its associated distance to ill-posedness naturally captures the distances to ill-posedness of the problems mentioned before.
3. The following picture shows a schematic landscape of the input data space. The continuous line is the set of ill-posed triples for the problem (PDF). On the other hand, the ill-posed triples for (OSPDF) are those in the upper half ∨ of the continuous line together with those in the dotted lines (which are those having degenerate pairs of optimizers). In this sense, the distance to ill-posedness of the partitioning problem (CPP) "unifies" the distances to ill-posedness
The issue of the relations of with other measures of condition is discussed in Section 6.
Statement of the result

A complementary partition problem
From the basic duality theory of linear programming, it is well known that the problem of finding optimizers for (OSPDF) may alternatively be formulated as the following system of linear inequalities:
By strong duality (1) is infeasible precisely when either (PF) or (DF) is infeasible. Consider the homogenized version of (1)
The homogeneous system (2) has a nice symmetry: it is the same as its alterna-tive (dual) system. By adding slack variables, (2) can be written as
where x and s denote x 0 x and s 0 s respectively. The following theorem (essentially the classical Goldman-Tucker Theorem, see [14] ) is crucial for our subsequent development.
Theorem 1 Let A, b, c and (3) be as above. There exists a unique partition B∪N = {0, 1, . . . , n} such that the following system of linear inequalities has a solution
Proof.
See §3.3.
Remark 1 (1) Any solution of the system in Theorem 1 is called a strictly complementary solution of (3).
(2) We will denote by B(d) the set B in Theorem 1 corresponding to the triple d when we want to emphasize its dependency on the data.
Theorem 1 suggests the following complementary partition problem
which has a natural distance to ill-posedness given by
Other distances to ill-posedness
We now recall the definitions of the distances to ill-posedness
, and ρ h (A). Let F P be the set of pairs (A, b) such that (PF) is feasible and Σ P be the boundary of F P . We define ρ P (A, b) as the distance from (A, b) to Σ P .
Similarly, let F D be the set of pairs d such that (DF) is feasible and Σ D be the boundary of
Assume now that d is such that A is full row-rank and both (PF) and (DF) are feasible. Let B * be an optimal basis for d. We define (d) by (d) = inf{ δd : B * is not an optimal basis for d + δd}.
Finally, let F h be the set of matrices A ∈ IR m×n such that Ax = 0, x ≥ 0 has non-trivial solutions and let Σ h be the boundary of F h . Then ρ h (A) is defined by
All these distances to ill-posedness induce condition numbers in the usual way:
,
, and
On norms
In all the above we have freely written expressions like d or (A, b) without specifying which norms are being considered. This will hold in particular for the statement of the Main Theorem. Actually, norms are considered in the following spaces: IR m×n (e.g., input A), IR m×(n+1) (e.g., (A, b)), IR (m+1)×n (e.g., (A, c)), and IR mn+m+n (e.g., (A, b, c)). And, implicitly, all these four spaces and norms are present in the statement of the Main Theorem.
The point we want to emphasize here is that the Main Theorem holds for an arbitrary choice of norms in these four spaces as long as some minimal compatibility conditions hold. More precisely, we require
where the 0 in (A, 0) is either in IR m or in IR n .
Main theorem
Our main result is the following (recall the distances
(i) Both (PF) and (DF) are feasible if and only if 0 ∈ B(d). In addition:
(a) If A is full row-rank and (OSPDF) has unique optimal primal and dual solutions then (OSPDF) has a unique optimal basis B * , B(d) = B * ∪ {0} and
(b) If A is not full row-rank or (OSPDF) has multiple optimal primal or dual
(ii) Either (PF) or (DF) is infeasible if and only if 0 ∈ N (d). In addition:
is empty then (DF) is feasible, (PF) is infeasible, and
(1) (PF) is infeasible, A is not full row-rank, and
(2) (PF) is feasible, (DF) is infeasible, and
(iii) The distances ρ P , ρ D , and ρ h can be recovered as restricted versions of : 
(2) From the Main Theorem it follows that if one of (PF) or (DF) is infeasible and well posed, then the other is feasible and better posed. 
Characterizations of distances to ill-posedness
The problem of finding alternative characterizations of the several distances to illposedness above is interesting both from the theoretical and practical points of view.
In particular, our proof of the Main Theorem relies on some of such characterizations. The search for characterizations of the distance to ill-posedness has received a great deal of attention and is still subject of research. We next summarize some of the relevant results known to date and how they relate to the new distance to ill-posedness introduced above. For linear equation solving, the classical Eckart and Young identity [9] (see also [15, Thm. 6.5] for an extension) provides a simple characterization of the distance to singularity (the notion of ill-posedness for linear equation solving). This identity states that the distance to singularity of a given square matrix is equal to the reciprocal of the norm of its inverse. In particular, when the Euclidean norm is used, this identity states that the distance to singularity and the smallest singular value of a given square matrix are the same. For the primal and dual feasibility problems (PF) and (DF), Renegar [25, Thm. 3 .5] proves a characterization of ρ P (A, b) and ρ D (A, c) as the optimal value of certain optimization problems. His characterization actually applies to more general conic systems. Renegar's characterization can be seen as a natural generalization of the Eckart and Young identity.
In the case when both (PF) and (DF) are feasible, Cheung and Cucker The characterizations above together with the Main Theorem yield a characterization of as the solution of certain optimization problems. It is interesting to note that all these characterizations maintain the original flavor of the Eckart and Young identity.
There are also generalizations of Renegar's characterization of the distance to ill-posedness to more abstract settings. Using the elegant framework of convex processes, Lewis [16, 17] 8] shows that the distance to nonsurjectivity of a convex process equals the reciprocal of the norm of its inverse, which is again a natural generalization of the Eckart and Young identity. Along the same lines, Dontchev, Lewis, and Rockafellar [7] provide similar results to characterize the radius of metric regularity. In the recent paper [22] , Peña addresses the problem of characterizing the distance to ill-posedness for perturbations restricted to a particular block-structure, such as that determined by a sparsity pattern. The results in [22] yield yet a different type of generalization of Renegar's characterization of the distance to ill-posedness by addressing the problem for a restricted class of data perturbations. The distance to ill-posedness under block-structured perturbations is closely related to the structured singular value, which plays a central role in robust control and has been extensively studied in the robust control literature; see, e.g., [8, 19, 20, 35] and the references therein. It is also related with the componentwise distance to singularity as studied by Demmel [6] , Rohn [27] , and Rump [28] among others (see [22] for a more detailed discussion).
An appropriate study of the peculiar structure of the system (2) may yield an alternative characterization of independently of its connections with ρ P , ρ D and . However, at this moment such a characterization is not known. This is not surprising as it is only recently that the properties of the distance to ill-posedness under structured perturbations have been investigated. This interesting topic will be a matter of further research.
Preliminaries
The following proposition states some basic topological properties of F h . In turn, it yields some connections between the sets F P , F D and F h and between ρ P , ρ D and ρ h .
Proposition 1 (a)
int(F h ) = {A : {Ax : x ≥ 0} = IR m } = {A : A is full row-rank and ∃x > 0 s.t. Ax = 0}.
(b)
Since all norms in IR m×n are topologically equivalent, we can assume without loss of generality that IR m×n is endowed with the Euclidean operator norm. Under this assumption both the first equality in (a) and the middle one in (b) readily follow from the following characterization of ρ h (A) (see [25, 
The second equality in (a) and the third equality in (b) are straightforward. Finally, the identity F c h = int(F c h ) follows from Gordan's Theorem.
There are more key connections between ρ P , ρ D and ρ h . It is easy to see that if (A, b) ∈ F P then, under the additional compatibility condition (A, b) = −b A , the following identity holds
where the latter is the distance to ill-posedness of the homogeneous system
Also, for A ∈ F h , we have ρ P (A, 0) = ρ h (A) and ρ D (A, 0) = 0 (here the 0 is in IR m , IR n , and IR respectively). Likewise, for A ∈ F h , we have ρ D (A, 0) = ρ h (A) and ρ P (A, 0) = 0.
On the other hand, we have the following inequalities whenever (PF) or (DF) is infeasible.
(a) Note that by Corollary 1(a), A ∈ int(F h ). Hence
Let A ∈ F h be fixed. Then there exists x ≥ 0, x = 0 such that A x = 0. Without loss of generality assume x = 1. Let > 0 be fixed. Take ∆A := bx T . It follows that (A + ∆A, b) ∈ F P as 1 x solves
Since > 0 is arbitrary, it follows that ρ P (A, b) ≤ A − A . This holds for any A ∈ F h so by (4) we get ρ P (A, b) ≤ ρ h (A).
(b) Use a dual argument. By Corollary 1(b), A ∈ F h , and consequently
Let A ∈ F h be fixed. Then there exists y = 0 such that (A ) T y ≤ 0. Without loss of generality assume y = 1. Let > 0 be fixed. Take ∆A := yc T . It follows that (A + ∆A, c) ∈ F P as 1 y solves
Since > 0 is arbitrary, it follows that ρ D (A, c) ≤ A − A . This holds for any A ∈ F h so by (5) we get ρ D (A, c) ≤ ρ h (A).
A homogeneous complementarity partition problem
The following theorem, a special case of Theorem 1, easily yields a special case of the Main Theorem and will be useful in its proof.
Theorem 2 Let A be a given m by n matrix. There exists a unique partition B ∪ N = {1, 2, . . . , n} such that the following system of linear inequalities has a solution
Proof. See §3.3.
We denote the partition given by Theorem 2 by B h (A), N h (A). Note that
N h (A) = ∅ ⇔ Ax = 0, x ≥ 0 has strictly feasible solutions and B h (A) = ∅ ⇔ A T y + s = 0, s ≥ 0 has strictly feasible solutions.
The following result is an immediate consequence of these equivalences.
In addition, if B h (A) = ∅ and N h (A) = ∅ then ρ h (A) = 0.
Strict complementarity
Theorems 1 and 2 are elementary and probably apparent to any expert in optimization. Since our development relies so crucially on them, we provide a proof here. We show below that both Theorem 1 and 2 readily follow from Proposition 4, a slightly more general result. This proposition also describes what B and N are, thereby providing more insight. Proposition 4 is in turn proved via a suitable version of Farkas' Lemma.
We will use the following general form of Farkas' Lemma. Let K 1 and K 2 be closed cones, products of {0}, IR + , and IR. Then
has a solution if and only if
has no solution. Here, for a closed cone K as above with -th component K[ ], K * denotes its dual, whose -th component is given by
Proposition 4 Let P ∈ IR n×n , Q ∈ IR m×m be skew-symmetric matrices and R ∈ IR n×m . There exists a unique partition B ∪ N = {1, . . . , n} such that the following system has a solution
Proof. Consider the system
Let M denote the (n + m) × (n + m) matrix in the system (6). Define (6) with x i > 0 and N = j ≤ n : ∃ x y solution of (6) with M x y j > 0 .
We first show that B, N is a partition of {1, . . . , n}. Let i ∈ B and M [ ] be the matrix obtained by removing the th column of M (a similar notation is used for x). Then, by homogeneity, there is no solution to (6) with x i = 1, i.e.,
has no solution. By the version of Farkas' Lemma stated above,
does have a solution or, equivalently, so does
and this shows that i ∈ N . To show that B ∩ N = ∅ note that, since M is skew-symmetric,
is a solution of (6) then, for all i = 1, . . . , n, x i M x y i = 0 because all the terms in x T y T M x y are non-negative. Thus, B ∩ N = ∅. 
Proofs of Theorems 1 and 2.
For Theorem 1, apply Proposition 4 taking
which yields system (2). Theorem 2 follows in a similar manner taking P = 0, R = −A T , and Q = 0. The following relation between the complementarity partition and the homogeneous complementarity partition will be useful in the proof of the Main Theorem.
Proof. 
Proof of the Main Theorem
The first statements in both (i) and (ii) were proven in Corollary 2(a).
(i.a) It is known that (OSPDF) has unique optimal primal and optimal dual solutions if and only if there exists an optimal basis B * such that the corresponding optimizers (y * , x * ) are non-degenerate. Put s * = c − A T y * . Then, for i = 1, . . . , n,
By the way B and N are defined in the proof of Proposition 4 this shows that B(d) = B * ∪ {0}. Furthermore, this also implies the uniqueness of the optimal basis B * .
The inequality (d) > 0 follows because A full row-rank, and the nondegeneracy of the optimizers (y * , x * ) ensure that B * remains optimal with non-degenerate optimizers for slight perturbations of d. 
Let ∆d = (∆A, ∆b, ∆c) be such that ∆d < ρ P (A, b). Then in particular (∆A, ∆b) ≤ ∆d < ρ P (A, b) and so (A + ∆A, b + ∆b) ∈ F P . Hence by part (i), 0 ∈ N (d + ∆d), and by Proposition 5(a), To show 0 < ρ P (A, b), first notice that because B(d) = ∅, there exists y such that −b T y < 0 A T y < 0.
These inequalities are strict, so they continue to hold for slight perturbations on (A, b). Since (7) implies (A, b) ∈ F P , it follows that ρ P (A, b) > 0.
(ii.c) Consider the two cases given by Proposition 5(c).
Proceeding as in (ii.a) we get
and the minimum corresponds to the infeasible problem. If (A, b) ∈ F P then (ii.c.2) holds.
If, instead, (A, b) ∈ F P then A can not be full row-rank. This follows from the fact that, since B h (A) = {1, . . . , n}, the system Ax = 0, x > 0, is feasible. If A were full row-rank then, by Proposition 1(a), we should have A ∈ int(F h ) and thus ρ h (A) > 0. Therefore, (ii.c.1) holds.
Case II: In either case we have N (A+∆A+∆A , b, c+∆c) = N (d) for some ∆A < . Since this holds for any (∆A, ∆c) such that (A + ∆A, c + ∆c) ∈ F D and any > 0, we finally get 
Other forms of linear programs
Perhaps due to the influence of the simplex method, most of the literature on linear programming deals with linear programs in standard form. While any linear program can be recast in such a form, some useful problem structure may be lost in the process. We exposed our development above for linear programs in standard form. We note here that similar versions of the Main Theorem hold for any form of linear programming as long as an appropriate notion of optimal basis is defined.
As an example, we describe next how this is done for the Optimization problem in Symmetric Form
where, as above, A is an m × n matrix. In this case an optimal basis is a pair of sets R ⊆ {1, . . . , m} and B ⊆ {1, . . . , n} such that
• |R| = |B| and A RB is invertible,
Here M = {1, . . . , m}\R, N = {1, . . . , n}\B, and A P Q denotes the matrix obtained by removing from A all the rows not in P and all the columns not in Q.
As in the standard form case, an optimal basis automatically determines a pair (x * , y * ) of optimizers: Solve A RB x B = b R and A T RB y R = c B to get x * B and y * R , and set x * N = 0 and y * M = 0. It immediately follows that c T x * = b T y * .
Proposition 4 yields the following result, analogous to Theorem 1.
Theorem 3 There exist unique partitions B ∪ N = {0, 1, . . . , n} and R ∪ M = {1, . . . , m} such that the following system of linear inequalities has a solution Using this notation, it is straightforward to prove the following version of our main result for the primal-dual pair in symmetric form. 
Final remarks
There are other ways to define condition measures. And there are reasons to do so. Note that when a data is ill-posed, its condition (in the sense above) is infinity. This is a desirable feature when the condition measure is used for round-off analysis since in this case, arbitrarily small errors can have unbounded effects in the computed solution. It is not desirable, in contrast, when the condition measure is used in the complexity analysis of an algorithm that always terminates. In this case, one would like a condition measure which is always finite. Examples of such finite condition measures exist. For instance, for (HF), condition measure σ(A) is defined in [34] and used in [31] for a complexity analysis.
Similarly, a complexity analysis is done in [32] in terms of the measure χ A introduced in [29] and [30] . Both σ(A) and χ A are finite for all matrices A.
Other recent measures of condition for linear programming, C (A) and µ(A) (only for the case in which Ax = 0, x ≥ 0, has non trivial solutions), are defined in [1] and [11] .
While these measures can not be directly compared with K (d) = d (d) since they are tailored for a different problem, we note that they can be compared with C h (A) (whose relationship with K (d) is known from the Main Theorem). Relationships between these different condition measures were established, among other papers, in [1, 11] . The following table taken taken from [4] summarizes these comparisons. On this table, if the cell on row i and column j is No it means that the condition number in column j carries no upper bound information about condition number in row i. 
