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Abstract 
In this paper, two families of explicit two-step sixth and eighth algebraic order hybrid methods with minimal phase- 
lag are developed for the numerical integration of special second-order periodic initial-value problems. These methods 
have the advantage of higher algebraic accuracy and minimal phase-lag compared with some methods in [1, 2, 4-8, 
11-14]. The methods proposed in this paper may be considered as a generalization of some methods in [1, 5, 7, 8, 12]. 
An application to the one-dimensional Schrodinger equation on the resonance problem indicates that these new methods 
are generally more accurate than some methods in [5-8, 2, 11, 13, 14]. (~) 1998 Elsevier Science B.V. All rights reserved. 
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1. Introduction 
In the last 10 years there has been considerable interest in the numerical solution of initial-value 
problems of the form 
y"=f (x ,y ) ,  y(xo)-~yo, Y'(Xo)=Jo, (1.1) 
involving ordinary differential equations of second order in which the derivative does not appear 
explicitly. Equations having oscillatory solutions are of particular interest. Examples occur in celestial 
mechanics, in quantum mechanical scattering problems, and elsewhere. 
Brusa and Nigro [3] introduce an important property that must have a method when solving 
problems of the form (1.1): the phase-lag of the method. 
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Chawla et al. [4-7] developed methods with phase-lag of order six and eight. Van der Houwen 
and Sommeijer [15] have derived some methods with minimal phase-lag. Simos [12] developed 
sixth-order explicit methods with phase-lag of order 8, 10 and 12. 
To the numerical integration of the Schrodinger equation, Raptis [11] and Simos [13, 14] have 
developed the variable step procedure. Recently, Avdelas and Simos [1, 2] have developed two 
families embedded high-order methods and their methods are used in the variable-step rocedure. 
In this paper, we have developed two families of new explicit two-step sixth-order and eighth-order 
hybrid methods with minimal phase-lag. 
It can be seen from the numerical results to the resonance problem of the Schrodinger equation 
that our new methods are more accurate than the some methods developed by Chawla [6, 7], Simos 
[12] and the variable-step rocedure developed in [13, 14]. At the same time, we note that some of 
the new methods developed in this paper, when compared with methods by Avdelas et al. [2], are 
very close in accuracy and computing time. We also note that our new methods are explicit while 
the methods developed by [2, 6] are implicit methods. 
When we apply an explicit two-step method to the test equation y"= _,]2y, setting H = 2h, we 
obtain, the polynomial 
£2(~,H 2) = 42 - 2A(H)4 + 1. (1.2) 
The polynomial (1.2) is called the stability polynomh~l and the equation O(4;H 2) = 0 is called 
the characteristic equation, A(H) is a polynomial of H = 2h. 
Definition 1 (Lambert and Watson [10]). The interval (0,H 2) is an interval of periodicity of a 
method with stability polynomial (1.2) if the roots of this polynomial are of the form 
41,2 = exp(+iQ(H)) (1.3) 
for all HzE (O, H2p), where Q(H) is real. 
An explicit two-step method with the stability polynomial given by (1.2) has a nonzero interval 
of periodicity (0, Hp 2) if 
[1 +A(H)][1 -A (H) ]>0 for all H2C(0,H2).  (1.4) 
Definition 2 (Van der Houwen and Sommeijer [15]). For any method corresponding to the charac- 
teristic equation f2(4,H 2) ---0, the quantity 
T(H ) ---- H - cos- 1 [A (H)] (1.5) 
is called the dispersion (or phase-error or phase-lag). If T(H)= O(H p+I ) as H ~ 0, the order of 
dispersion is p. 
If the order of dispersion is p = 2q, so that 
T(H) = cH 2q+l q- O(H 2q+3 ), ( 1.6) 
K. Xiano, J. Zhano l Journal of Computational nd Applied Mathematics 95 (1998) 1-11 3 
then 
cos(H) - A(H)  = cos(H) - cos[H - T(H)] 
= cHZq +2 + O(H 2q+4). 
So, it is easy to see that the phase-lag is the leading term in the expansion of 
cos(H) - A(H)  
H 2 
(1.7) 
(1.8) 
. Derivat ion of  explicit s ixth-order methods with phase-lag order 2m + 6 
For the numerical integration of the second-order initial-value problem (1.1) consider the (m + 1 )- 
where 
fn+l = f(Xn+l, )Sn+ 1 ), 
f.+~, = f (x.+~,, y.+~, ), 
Y.+I = f(x.+,,  ~.+, ), 
f._~, = f(x._~,, y._~, ) 
and I/l,/~z,...,/~m and el are free parameters and 0 < el < 1. 
parameter family of explicit two-step sixth-order methods, which is denoted as EHM6(~I ): 
Yn+l =2y.  - Y.-1 + h2f., (2.1) 
Y(/)= Yn -- /~sh2(L+l -- 2f. (s+l) + fn--1), S = 1,2,... ,m, (2.2) 
h 2 _ 
~n+l =2yn -- Y.+1 + i-~{f.+l + 10f.(1)+ f.- l}, (2.3) 
- ~1 
y.+~, = (1 + ~l)Y.+l + (1 - ~)y .  + ~-(~1 - 1)y.-1 
h 2 
nt-~Xl((X~ -- 1){(lXl q- 2 )L+l  -- 2~Xlfn + (~Xl -- 2 ) fn - l} ,  (2.4) 
(X 1 (X 1 y._~, = ~-(~, - 1)}.+ l + (1 - ~2)y. + ~_(~, + 1)y._, 
h 2 
+~--~l (~ - 1){(~, - 2) f .+ 1 - 2a~f. + (~, + 2) f . _ l} .  (2.5) 
where 
fn ( s ) -  £(X .(s)~ - - j~  . ,y.  j, s= l ,2 , . . . ,m,  f . (m+l)=f(x. ,y.) .  
Then, for n/> 1, our (m + 1 )-parameter family of sixth-order formula for y" = f (x ,  y) is given by 
1 1 
Yn+l - -2yn+Yn- l=h2{(12  20(1- "12) )  (~+l  + fn - l )  
( :  1 )  f, + 1 2.(f.+., + f.__., )} ' (2.6) + 
6~12 20~(1 - ~l ) 
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The leading term in the local truncation error associated with (2.1)-(2.5) is 
h 4 h 6 
].~y(4), flsh4y~4), s= 1,2 , . . ,m,  _ ,(6) 
" 240 Yn ' 
1 , ~ 7~1 hSy~n,) ' -1-~0 ~+36 360]hYn • 1-5-6 - + 
The local truncation error associated with (2.6) is 
I TE=5-d-d - + 2--W 
If we apply the formula (2.1)-(2.6) to test equation y"=-22y,  H=2h, we have the stability 
polynomial (1.2), with 
H2 He H6 5~g8~-~(--1)k2k-l(~If l i )g2k-2 , (2.8) 
A(H)=I -~+ 4! 6! + 144 k=l i=1 
while the phase-lag is 
cos(H) -A(H)  ~:~ { 1 5 .2k_1 k } 
H2 = ( -  1 )k + - -  1"-I fli H2k+4 
= (2(k + 3))! 144 i=1 
If we take 
H2m+6 
+(-1)  m (2.9) 
(2m -+- 8)!" 
i.e. 
k 144 1 
1-I/~i =-  5×2 k-I (2k+6) ! '  
i= l  
El - -  1 1400' 
1 
~i= i=2,3,.. . ,m, 
2(2i + 5)(2i + 6)' 
k--- 1,2,.. . ,m, 
(2.10) 
then we have phase-lag 
cos(H) - A(H) H 2m+6 
H 2 = (-1)m(zm + 8) ! . (2.11) 
From (2.8)-(2.10), Definitions 1, 2 and formula (1.4), (1.6), it is easy to derive the ~l-parameter 
family of the sixth-order explicit method EHM6(~) was given in Table 1. 
From the Table 1 we conclude that new sixth-order explicit EHM6(~1 ) has higher order of phase- 
lag and larger interval of periodicity than the methods in [4-8, 12]. The new sixth-order methods 
may be considered as a generalization of methods developed by [5, 7, 8, 12]. 
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Table 1 
m EHM6(cq  ) fll t2  t3  f14 t5  t6  t7  Phase-lag I n terva l  o f  
periodicity (Hp 2) 
1 Method 1 
2 Method 2 
3 Method 3 
4 Method 4 
5 Method 5 
6 Method 6 
7 Method 7 
1400 
1400 
1400 
1400 
1400 
1400 
1400 
m 
180 
180 
180 
180 
180 
180 
1 
264 
1 1 
264 364 
264 364 480 
264 364 480 612 
t I 1_.!_ _.L 
264 364 480 612 
t: 21.48 Jot 
±/41° 9.53 
12! "~ 
1 /../12 30 .72  
14! "~ 
1 HI4  y~._ 9.85 
! H 16 37 .08  
18! " "  
!/4~8 9.87 
20! " "  
1 ! H 20 39.18 
760 22! " "  
3. Derivation of explicit eighth-order methods with phase-lag order 2m + 8 
We introduce a new family of explicit two-step eighth-order methods for the numerical integration 
problem (1.1), which is denoted as EHMs(0q ): 
19 h2[  t ~ 199h2 ~e 441 /12[ rr Y"+l--2yn+Yn-l=l--~"W.+l+f"-l) + + +f,-,2), 3-~'" Jn 1 -~ "~ ~,Jn+~2 
y.+.. =R)3 +, +Sy. + ry._, + h2(U)~+, + Vf. + Wf._, +Xf._,,  + Zf~+.,). 
Y.-~2 = r)3.+l +Sy. +Ry._, + hZ(W ~+, + Vf. + Uf._, + Zf._,, + Xf.+~,). 
where 
~2 = ~/~-/42, 
O~ 2 
R=~-( l+~2) .  S=1-~2 ~2 2, T= -~-(ct2 - 1), 
0c2 ) (~x2 _ 1 ) + 1 [ ix 6 0~25 ~z 4 oc~ ot 2 70~2 ] 
U=\2 .~+~ 2(1 -~,  [30+2-6 ~ 6+2-0+ 60J ' 
v= + , 
12" ~ k3o ~ 20} 
~2 ) (~2z _ 1) + 1 [0c6 ~25 ~4 ~23 or22 7ct2 ]
W=\2"* -~ 2(1 - o~2) [30 2-0 1"2 + -6- + 2-0 60J '  
(3.1) 
(3.2a) 
(3.2b) 
(3.3) 
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1 [ ~26 
X= 20ct2( 1_ ~12) ) -~  
~Ctl 0~ct, 7cq~z] + ~4 ~ + _  + , 
12 20 20 6 60 ] 
and 
1 [_~6 ~2 4 ~+ +- -  
Z= 20~2(1_~)  [ 30 + 12 20 20-  6 60 j 
f,+, = (x, + h, f:,+, ), f,+~2 = f (x ,  + ct2h, Y,+~2 ), 
f,-~2 = f (x ,  - ~2h, Y,-~2 ), 
while Y,+1 is given by the sixth-order formula (2.6), and -~n+l '  y(S) (s = 1,2,...,m), -~n+l '  Yn+~,, Y,-~, 
are given by formula (2.1)-(2.5), respectively. 
The local truncation error associated with (3.1) is 
h 1o 
. (10) + O(h,2). (3.4) 
LTE = 8! × 2216760 y" 
The leading terms in the local truncation error associated with (3.2a) and (3.2b) are 
{ct 7 1 R 1 1 Z-X)ct~} h7y~ 7), 
7! ~.( -T ) -~(U-W) -~. (  (3.5) 
1 z - x )~ } h 7 y~n 7>, + + + 
[7! . 
respectively. 
If we apply the formula (2.1)-(2.5), (2.6), (3.2a), (3.2b) and (3.1) to test equation y"= -2Zy, 
we have the stability polynomial 
~(~;H 2) = ~2 _ 2A(H)~ + 1, 
where 
A(H)  = 1 - - 
then, we have 
2-- + 4! 6! + ~ + ~ (--l)k+12k-~ flirt 2k , (3.6) 
i=l  
cos(H) -A(H)~-~H 2 = k=, (-1 )k{ 
If we take 
~1 - -  1 4200 ~ 
1 
2(2k + 7)(2k + 81' 
1 2k-1 k ] 
(2k+8)! +--~-4/__I~l/~/~ HZk+6+(--1)m+l Hzm+8 (2m + 10)!" (3.7) 
k = 2, 3,...,m, 
(3.8) 
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Table 2 
m EHMs(~I  ) ~1 ]~2 ~3 /~4 ]~5 ~6 Phase-lag I n te rva l  o f  
periodicity (H~) 
4200 1 Method I 
2 Method II 
3 Method Ill 
4 Method IV 
5 Method V 
6 Method V1 
1 
4200 264 
1 
4200 264 
I 
4200 264 
1 
4200 264 
1 
4200 264 
1 
364 
1 1 
364 480 
1 1 1 
364 480 612 
I 1 1 I 
364 480 612 760 
H 10 
9.53 
H 12 
14! 30 .72  
H 14 
T~ 9.85 
H 16 
t8 37.08 
H Is 
20--7 9.87 
H 2o 
22r 39.18 
we have phase-lag 
cos(H) - A(H) ( -  1 )m+l H2m+8 
= (3.9) 
H 2 (2m + 10)!" 
From (3.6)-(3.9),  we are able to derive the ~l-parameter family of the eighth-order explicit 
method EHMs(~I ) as given in Table 2. 
From Table 2, it is easy to see that these eighth-order accuracy methods have more accurate and 
higher order of phase-lag than the methods given by [4-8, 12]. 
4. Numerical illustration 
In recent years there has been considerable interest in the numerical solution of one-dimensional 
Schrodinger equation [1, 2, 11-14]. 
y"(x)  = f (x )y (x ) ,  xE  [0, c~], (4.1) 
where f (x )  = w(x) - E, and w(x) --- l(1 + 1)/x 2 + V(x) is an effective potential with w(x)~ 0 as 
x---, co, l is a given integer, E is a real number denoting the energy and V(x) is a given function 
which denotes the potential. The problem is one of the boundary-value type, with y (0 )= 0, and the 
other boundary condition for large values of x determined by physical considerations. 
Equations of this type occur very frequently in theoretical chemistry, astrophysics, laser physics, 
pollution of the atmosphere, nuclear reactions, etc., and there is a real need to be able to solve 
them both efficiently and reliably by numerical methods. Boundary value methods are not very 
popular for the solution of (4.1) due to the fact that the problem is posed on an infinite interval 
and shooting methods need to take into account the fact that y'(x) is very large near x = 0. It is 
therefore inappropriate to use standard library packages for the solution of (4.1) and, as a result, 
many alternative methods have been proposed in an attempt to solve (4.1) efficiently. 
In Equation (4.1), if E= q52>0, then, the potential function V(x) generally dies away faster than 
the term l( l + 1)Ix z and effectively reduces to y"(x) + (E - I(l + 1)/xZ)y(x) = O, for x greater than 
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Table 3 
Deviations of the computed phase-shifts from the exact value n/2, in 10 -6 units for various choices of step-size h shown 
in the second column 
Ej h Method 1 Method 2 Method 3 Method 4 Method 5 
1 53.588872 ~ 11 815 
± 199 16 
4 
191019 
Tg 3454 
58 
Tg 39 940 
571 
989.701916 1 
I 
I 19 566 
163.215341 
341.495874 
144 108 64 31 
0 0 0 0 
0 0 0 0 
4114 2996 2885 1451 
1 1 0 0 
0 0 0 0 
252122 41625 28121 16422 
296 99 41 21 
1 0 0 0 
- -  960826 37139 25451 
65 095 3979 2014 1552 
135 10 1 0 
some value R depends on the potential function V(x). The above equation has linearly independent 
solutions d/xjt(c~z ) and ~%n,(q~z), where Jt(q~z) and nt(qbz) are the spherical Bessel and Neumann 
functions, respectively. Thus, the solution of  Eq. (4.1) has the asymptotic form 
y(x) ,~ A~xjt(q~z) - B~kxnl(q~x) 
X ---~ O¢)  
x~o A[sin(~bx - ln l )  + tan 3t cos(~b z - ½rrl)], 
where 61 is the phase shift which may be calculated from the formula 
tan 6t = [y(x2 )S(Xl ) - y(x, )S(x2 )]/[y(xl )C(x2) - y(x2 )C(xl )] 
for xl and x2, the distinct points on the asymptotic region with S(x) = ~xjt(c~z) and C(x) = -~bxnt 
In this section we present some numerical results to illustrate the performance of  our new methods 
on a problem of  practical interest, we consider the numerical integration of  the Schrodinger equation 
y"(x) = (V(x) - E)y(x), 
in the well-known case where the potential V(x) is the Wood-Saxon potential [9]: 
Uo Uot 
W(x) = V(x)= - -  (4.2) 
1 + t a(1 + t )  2 
with t = exp((x - xo/a), U0 = -50.0 ,  a = 0.6, x0 = 7.0 and l = 0. 
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In order to solve this problem numerically we need to approximate the true (infinite) range of 
integration [0, c~) by the finite range. For the purpose of our numerical computation we take the 
domain of integration as 0~<x~< 15. The problem we consider is the so-called resonance problem. 
That is, we wish to find those eigenenergies Ej of E in the range 1 ~<E ~< 1000 for which the phase 
1 shift 61(Ej) is equal to ~.  
In our numerical example we shall use, for convenience, the exact eigenenergies E with six 
decimal digits accuracy, and we shall successively compute the phase shifts by the next algorithms: 
Method 1: the method eveloped by Chawla et al. [6]; 
Method 2: the method M6(1-~2) developed by Chawla and Rao [7]; 
Method 3: the method (method 2 of Table 1 in [12]) developed by Simos [12]; 
Method 4: the sixth-order Method 3 of Table 1; 
Method 5: the eight-order Method III of Table 2. 
1 The deviations of the computed phase shifts from the exact value 5rt are presented in Table 3, 
the empty areas indicate that the corresponding variations are larger than the format allowed in the 
table. 
From the results obtained we conclude that all new methods presented here are more accurate 
than previous methods with minimal phase-lag. We note that Method 1 is an implicit method while 
Methods 2-5 are explicit methods. 
In order to illustrate numericality, we shall apply our eighth-order methods to the resonance 
problem and compare the accuracy and the computing time with some variable step procedures 
included in [2, 13, 14]. 
In our numerical i lustration we find the phase shifts 61 by the next three variable-step methods: 
(ALG1) the variable step procedure developed in [13]; 
(ALG2) the variable step procedure developed in [14]; 
(ALG3) the generator of P-step methods developed in [2]; 
(ALG4) the eighth-order Method II of Table 2. 
The numerical results obtained for these methods were compared with the analytic solution & = 
57t.1 Table 4 shows the absolute errors in 10 -6, hmax and the CPU time of computation for the 
calculation. 
From the Table 4 it can be seen that new eighth-order methods (ALG4) presented in this 
Section 3 is more accurate and takes less computing time than the variable step procedure developed 
in [13, 14]. At the same time, we note that our new eighth-order methods (ALG4), comparing with 
the P-stable methods developed by [2] (ALG3), are very close in accuracy and computing time. We 
also note that ALG3 is an implicit method while ALG4 is an explicit method. 
All computations were carried out on a PC/486 using double-precision arithmetic (16 significant 
digits accuracy). 
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