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ESTIMATES FOR J-CURVES AS SUBMANIFOLDS
JOEL W. FISH
Abstract. Here we develop some basic analytic tools to study compactness
properties of J-curves (i.e. pseudo-holomorphic curves) when regarded as sub-
manifolds. Incorporating techniques from the theory of minimal surfaces, we
derive an inhomogeneous mean curvature equation for such curves, we estab-
lish an extrinsic monotonicity principle for non-negative functions f satisfying
∆f ≥ −c2f , we show that curves locally parameterized as a graph over a coor-
dinate tangent plane have all derivatives a priori bounded in terms of curvature
and ambient geometry, and we establish ǫ-regularity for the square length of
their second fundamental forms. These results are all provided for J-curves
either with or without Lagrangian boundary and hold in almost Hermitian
manifolds of arbitrary even dimension (i.e. Riemannian manifolds for which
the almost complex structure is an isometry).
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1. Introduction
In his seminal 1985 paper [7], Gromov introduced the notion of a “pseudo-
holomorphic curve” and established the fundamental notion of compactness for
families of such J-curves. Since then, the vast majority of modifications and gen-
eralizations to Gromov’s compactness theorem have all followed the same basic
recipe, namely to study J-curves as a type of special harmonic map. This essen-
tially reduces the compactness problem to applying Deligne-Mumford compactness
to the underlying Riemann surfaces and then applying bubbling analysis. However,
there are a growing number of examples in which this approach badly breaks down
– for instance, J-curves in a family of symplectic manifolds which lacks a uniform
energy threshold. Such a case was considered in the author’s Ph.D. thesis [4], in
which a compactness result was proved for J-curves in the connected sum of two
contact manifolds for which the connecting handle collapsed to a point. The key
difficulty there and in several current research directions (particularly J-curves in
symplectic cobordisms between non-compact and/or degenerate contact manifolds)
is the lack of a uniform energy threshold. Indeed, the lack of this quantity is so
fundamental that it necessitates an alternate approach to the compactness problem:
namely, to regard J-curves as submanifolds and to prove compactness by incorpo-
rating elements from minimal surface theory. Such an approach was taken in [3],
and the results proved below constitute the core analytic estimates on which those
arguments rely, namely extrinsic monotonicity, graphical parameterizations with
a priori bounds, and ǫ-regularity of the square-length of the second fundamental
form. In Section 1.2 below, we restate the main result from [3] and sketch a proof
with an emphasis on applications of the estimates proved below.
We now make two important points. First, the results that follow are established
for J-curves either with or without a partial Lagrangian boundary condition. Con-
sequently, the target-local results proved in [3] (which impose no such boundary
condition) appear to be generalizable to the Lagrangian boundary case.
The second point is that (the image of) a J-curve satisfies an inhomogeneous
mean curvature equation of a form which allows for a variety of minimal surface
techniques to be adapted to prove the main results of this article. While these
arguments appear to be familiar (if not well known) to the Riemannian geometry
community, they seem to be unknown to the pseudo-holomorphic curve community
at large. Furthermore the main theorems proved in [?] and [3] critically rely on the
estimates below, necessitating a precise formulation of these results. Consequently,
a distinct effort has been made to keep the Riemannian aspects of the analysis as
clear as possible and reasonably elementary. For instance, we attempt to either
reference well-known results or else provide proofs of basic results for completeness.
Although this approach lengthens the exposition, it has hopefully increased the
paper’s readability and accessibility for the target audience.
1.1. Statement of results. Here we collect slightly simplified versions of the main
results established in this article; see Section 2 for relevant definitions. For con-
venience, we will only state here the results for J-curves which lack a partial La-
grangian boundary condition. The first such result concerns extrinsic monotonicity,
and is a modified statement of Theorem 1 from Section 3.2 below. The Lagrangian
boundary case is stated as Theorem 2 from Section 3.3 below.
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Theorem A. Let (M,J, g) be an almost Hermitian manifold. Then there exists a
constant C, depending only on the geometry of (M,J, g), with the following signif-
icance. For any compact J-curve u : S →M which lacks constant components and
satisfies ∂S = u−1(∂M), and for any point p ∈ u(S \ ∂S) ⊂M \ ∂M , and positive
constants b and λ where b is sufficiently small relative to the geometry of (M,J, g)
near p, and function f : S → R for which f ≥ 0 and ∆Sf ≥ −λb2f , the following
holds for any 0 < a < b:
e
λa
2b +2Caa−2
∫
u−1(Ba(p))
f ≤ eλ2+2Cbb−2
∫
u−1(Bb(p))
f.
Here Br(p) = {q ∈ M : dist(p, q) < r}, and integration is taken with respect to
the Hausdorff measure associated to u∗g, or equivalently (since u parameterizes a
J-curve) the two-form u∗ω with ω := g ◦ (J × 1).
Although the above estimate is perhaps foreign in its current form, it is not too
difficult to see that for particular choices of f and constants, a number of results can
quickly be deduced, such as the extrinsic mean value inequality for sub-harmonic
functions and a version of the monotonicity of area lemma which is stronger than
the version commonly cited for J-curves; see Corollaries 3.6, 3.7, 3.12, 3.13 below.
It should also be pointed out that the above result holds regardless of the topology
of u−1
(Br(p)). Also of possible interest is that a very similar result holds for J-
curves which have two (totally geodesic) Lagrangian boundary conditions and the
Lagrangians intersect transversally. See Section 3 below.
The next result, Theorem B below, should not be regarded as a stand-alone
result, but rather as a very convenient computational tool when working in local
coordinates in M . Indeed, it is used in Section 5 to establish various regularity
results for the second fundamental form of a J-curve, and it is critically used in
[3] to obtain compactness results for sequences of immersed J-curves with a priori
bounded curvature but potentially unbounded topology. It is a modified restate-
ment of Theorem 3 from Section 4.1 below. The case with partial Lagrangian
boundary condition can be found in Section 4.2 and is stated there as Theorem 4.
Theorem B. Let (M,J, g) be an almost Hermitian manifold, ǫ > 0, and u : S →M
a compact immersed J-curve with ∂S = u−1(∂M) which has second fundamental
form B that satisfies ‖B‖L∞ ≤ 1. Then there exists constants r0 > 0 and C0, C1, . . .
which depend only on ǫ and the local geometry of (M,J, g) with the following signif-
icance. For each ζ ∈ S for which dist (u(ζ), ∂M) ≥ ǫ, there exist maps φ : Dr0 → S
and geodesic normal coordinates Φ : B2r0
(
u(ζ)
)→ R2n for which the following hold
(1) u˜(s, t) := Φ ◦ u ◦ φ(s, t) = (s, t, u˜3(s, t), . . . , u˜2n(s, t)),
(2) φ(0) = ζ, u˜(0, 0) = 0, and Dαu˜
i(0, 0) = 0 for |α| = 1 and i = 3, . . . , 2n,
(3) ‖u˜‖Ck(Dr0) ≤ Ck for k ∈ N.
In short, Theorem B guarantees that any J-curve with a priori bounded cur-
vature can be locally parameterized as a graph over a disc (of radius uniformly
bounded away from zero) in a coordinate tangent plane in such a way that all
derivatives of said parameterization are uniformly bounded independent of the J-
curve.
The final consequence of this article is an ǫ-regularity result for the square length
of the second fundamental form. These are stated below as Theorem 5 and Theorem
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6, however rather than restate them here, we instead state Theorem C, which follows
as an immediate corollary and has more transparent applications.
Theorem C. Let (M,J, g) be a compact almost Hermitian manifold, and ǫ > 0.
Then there exists ~ > 0 depending only on ǫ and the local geometry of (M,J, g)
with the following significance. For each compact immersed J-curve u : S → M
with ∂S := u−1(∂M) and each ζ ∈ S with dist (u(ζ), ∂M) > ǫ, the following holds
for every 0 < r < ~:
if ‖Bu(ζ)‖g ≥ 1
r
then
∫
u−1(Br(u(ζ)))
‖Bu‖2 ≥ ~.
Here Bu is the second fundamental form of the immersion u, and Br(p) := {q ∈
M : distg(p, q) < r}.
Roughly speaking, Theorem C guarantees that if the curvature ‖B‖ of a J-curve
is large at a point, then a small neighborhood of this point captures a threshold
amount of total curvature
∫ ‖B‖2. This is relevant since integrating the Gauss
equations for immersed closed J-curves shows that the total curvature
∫
S ‖B‖2 is
bounded in terms of the genus of S, the area of S, and the geometry of (M,J, g).
Indeed, this estimate and such an a priori bound on the total curvature form the
foundation of the compactness results given in [3]; a sketch of this argument is
provided in the next section.
1.2. Applications. The above results are technical in nature, so we take a moment
to discuss their application in the target-local compactness result proved in [3].
Indeed, the main result of that article is the following:
Theorem D. Let (M,J, g) be a compact almost Hermitian1 manifold with bound-
ary. Let (Jk, gk) be a sequence of almost Hermitian structures which converge to
(J, g) in C∞(M), and let (uk, Sk, jk, Jk) be a sequence of compact Jk-curves (pos-
sibly disconnected, but having no constant components) satisfying the following:
(1) uk : ∂Sk → ∂M ,
(2) areau∗
k
gk(Sk) ≤ CA,
(3) Genus(Sk) ≤ CG.
Then there exists a subsequence (still denoted with subscripts k) of the uk, an ǫ > 0,
and an open dense set I ⊂ [0, ǫ) with the following significance. For each δ ∈ I,
define S˜δk := {ζ ∈ Sk : distg
(
uk(ζ), ∂M) ≥ δ}; then the Jk-curves (uk, S˜δk, jk, Jk)
converge in a Gromov sense.
There are a variety subtleties which make the proof of this theorem less than
obvious. For instance, one serious problem here is that we have not assumed that
the number of connected components of the ∂Sk is uniformly bounded. Since the
Sk need not be diffeomorphic, we see that the standard arguments (i.e. Deligne-
Mumford convergence of the underlying Riemann surfaces and then bubbling anal-
ysis) will be useless. On the other hand, if one could pass to a subsequence and
find 0 < δ < ǫ for arbitrarily small δ such that the curves (uk, S˜
ǫ,δ
k , jk, Jk) with
S˜ǫ,δk := {ζ ∈ Sk : ǫ ≥ distg
(
uk(ζ), ∂M) ≥ δ}
1That is, for (M, J, g) we require that g is a Riemannian metric, and the almost complex
structure J is an isometry.
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converged in C∞ to an immersed curve, then one could use this convergence plus
standard techniques to prove the above theorem. Indeed, this is precisely the tack
taken in [3], so let us now see the relevance of the estimates proved below.
We begin by assuming the uk : Sk →M are immersed; this is not an assumption
in [3], but it will make the discussion in this section clearer. The desired result
is then proved in three steps. The first step is to prove Theorem D under the
additional assumption that the second fundamental forms Buk of the immersions
uk are uniformly bounded in L
∞, and that the limit curve is immersed and not
nodal. Since it is again the case that the domains Sk (or trimmed domains S˜
δ
k)
are not diffeomorphic, one may still not employ standard arguments for Gromov
compactness. Instead, one employs Theorem B to cover the S˜δk by open sets of the
form Uk,i = φk,i(Dr0), where i ∈ {1, . . . , nk}; a further consequence of Theorem B
is that the maps u˜k,i := Φk,i ◦ uk ◦ φk,i have a priori bounds on all derivatives and
r0 is independent of i and k. Furthermore, by employing the uniform area bound,
Theorem A (or other weaker versions of monotonicity), and a standard covering
argument, one finds that the Uk,i can be chosen so that the nk are uniformly
bounded. Since the u˜k,i are graphical with uniformly bounded derivatives, it follows
from Arzela`-Ascoli that after passing to a subsequence the u˜k,i → u˜∞,i in C∞.
Using these limit maps, one passes to a further subsequence, constructs a surface
S˜, an immersion u˜ : S˜ →M , and diffeomorphisms ψk : S˜ → ψk(S˜) ⊂ Sk such that
Sδ ⊂ ψk(S˜) and uk ◦ψk → u˜ in C∞. This shows the desired convergence under the
additional L∞ curvature bound.
Of course, sequences of immersed J-curves often have unbounded curvature
‖Buk‖L∞ . Indeed, consider the formation of a critical point: uk(z) = (k−1z, z2),
or the formation of the standard node: {(z1, z2) ∈ C2 : z1z2 = 1/k} appropriately
parameterized. Thus the second step is to prove Theorem D for immersed curves
under the additional assumption that the total curvature
∫
Sk
‖Buk‖2 is uniformly
bounded. Note that if the Sk were each closed, then the total curvature would
be bounded in terms of CG, CA, ‖Ksec‖L∞ , and ‖∇J‖L∞. Indeed this follows by
integrating the Gauss equations, employing the Gauss-Bonnet theorem, and using
the fact that J-curves have mean curvature Hν which is L
∞-bounded in terms
of ‖∇J‖L∞. The difficulty with deriving a similar bound for non-closed Sk once
again arises from the lack of a priori control of boundary behavior. Nevertheless,
assuming uniformly bounded total curvature
∫
Sk
‖Buk‖2 ≤ CB , we see that The-
orem C guarantees that the curvature of our curves cannot blowup at arbitrarily
many points in the interior of M . More precisely, if {ζ1,k, . . . , ζn,k} ⊂ Sk is a
sequence of finite sets for which limk→∞min{‖Buk(ζ1,k)‖, . . . , ‖Buk(ζn,k)‖} = ∞,
infi,k{distgk
(
uk(ζi,k), ∂M
)} > 0, and infk∈N mini6=j distgk (uk(ζi,k), uk(ζj,k)) > 0,
then n is bounded in terms of CB, and the geometry of (M,J, g). Consequently,
by passing to a subsequence one may find ǫ, δ > 0 as small as we like such that the
‖Buk‖L∞(S˜ǫ,δ) are uniformly bounded. This reduces the problem to the one solved
in our first step, and the desired result is immediate.
The third and final step in proving Theorem D for immersed curves is then to
show the following. For each δ > 0 there exists a Cδ > 0 such that
∫
S˜δk
‖Buk‖2 < Cδ.
Here Cδ will depend on CA, CG, and the geometry of (M,J, g). The proof is via
contradiction, and employs the results of the previous two steps. The key idea of
the proof is the following. Since J-curves have mean curvature bounded in terms
of ‖∇J‖, it follows from the Gauss equations that the Gaussian curvature of such
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curves is bounded from above in terms of the sectional curvature of M and ∇J .
One can then write down a differential equation relating the area and curvature
of intrinsic disks Dr := {ζ ∈ S : distu∗g(ζ, ζ0)}, from which in can be concluded
that if the total curvature on Dr is very large, then the area of D2r is very large as
well. Since area is a priori bounded, so too must the total curvature. The desired
estimate is then obtained via a covering argument. By the work in step two, the
desired result is then immediate. This completes the sketch proof the Theorem D
for immersed curves, and it shows how the proof of that theorem critically relies on
the estimates proved below.
1.3. Acknowledgements. The following is an extension of ideas developed in my
Ph.D. thesis [4] at New York University, and as such I would like to thank my
advisor, Helmut Hofer, for his encouragement, support, and for creating a vibrant
symplectic and contact research group at the Courant Institute.
2. Preliminaries
The purpose of this section is to establish some definitions, notation, and ele-
mentary results which will be used throughout the remainder of this article. More
precisely, in Section 2.1 we define generally immersed J-curves of various Types in
almost Hermitian manifolds, and in Section 2.2 we define the second fundamental
forms A and B and the mean curvature vector H of generally immersed curves,
and we show that J-curves satisfy an inhomogeneous mean curvature equation (see
Lemma 2.10 below).
2.1. Definitions and notation. Let M be a compact real 2n-dimensional mani-
fold (possibly with boundary) equipped with a smooth section J ∈ Γ(End(TM))
for which J2 = −1; we call (M,J) an almost complex manifold, and J the almost
complex structure. Note that J need not be integrable; that is, it need not be
induced from local complex coordinates. Indeed, this will only be true if the Ni-
jenhuis tensor NJ associated to J vanishes identically, and do not make such an
assumption.
If (M,J) is equipped with a smooth Riemannian metric g for which J is an
isometry (i.e. g(x, y) = g(Jx, Jy) for all x, y ∈ TM), then we call (M,J, g) an
almost Hermitian manifold. Observe that any almost complex manifold can be
given an almost Hermitian structure (J, g) by choosing an arbitrary Reimannian
metric g˜, and defining g(x, y) := 12
(
g˜(x, y) + g˜(Jx, Jy)
)
.
To an almost Hermitian manifold (M,J, g) one can associate a fundamental two
form (c.f. [9]) ω ∈ Γ(Λ2TM) given by ω(x, y) := g(Jx, y). We call ω the almost
symplectic form associated to (J, g), where the “almost” refers to the fact that in
general dω 6= 0. Indeed, ω is non-degenerate by definition, so if ω is closed then it is
a symplectic form, and in such case J is an ω-compatible almost complex structure.
Again, we do not make this additional assumption.
Suppose (M,J, g) is an almost Hermitian manifold of dimension 2n with asso-
ciated almost symplectic form ω, and suppose L ⊂ M is a compact embedded
submanifold of dimension n, which may be disconnected and may have bound-
ary. Letting TL ⊂ TM ∣∣
L
denote the tangent sub-bundle of L, we will say that
L is totally real provided JTL ∩ TL ≡ 0. We will say L is Lagrangian provided
JTL = TL⊥ where TL⊥ denotes the normal bundle of L ⊂ M ; equivalently L is
Lagrangian if the restriction of ω to L vanishes identically. There is an obvious
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extension of this definition to Lagrangian immersions, however since the following
analysis is all local in nature, it will be sufficient here to assume that L ⊂ M is
embedded.
We will often be interested in Lagrangians which are totally geodesic; in other
words when each geodesic in (L, g
∣∣
L
) is also a geodesic in (M, g), or equivalently
when the second fundamental form of L vanishes identically. While such sub-
manifolds are difficult to find in a given almost Hermitian manifold, we note that
the metric only plays an auxiliary role in what follows, so the following result is
particularly useful.
Lemma 2.1 (Frauenfelder). Let (M,J) be an almost complex manifold, and let
L ⊂ M be an embedded totally real submanifold. Then there exists a metric g
on M for which (M,J, g) is almost Hermitian, L is Lagrangian, and L is totally
geodesic.
Proof. See [5] or Chapter 4.3 of [10]. 
Continuing with our definitions, we shall say a smooth map u : S →M between
smooth manifolds (which may have boundary and corners, be disconnected, or
be non-compact) is a generally immersed provided that for each point z ∈ S for
which Tzu 6= 0 we have Rank(Tzu) = dimS, and the set of critical points, which
we henceforth denote as Zu := {z ∈ S : Tzu = 0}, has no accumulation points.
Furthermore if M is equipped with a Riemannian metric g, then we require that
the conformal structure [u∗g] on S admits a smooth extension across Zu. If S has
real dimension two, then we call (u, S) a generally immersed curve.
Remark 2.2. Given a generally immersed curve u : S → M into an Riemannian
manifold (M, g), we note that u∗g is not a Riemannian metric, however it does
induce the following metric:
distu∗g(ζ0, ζ1) := inf
{∫ 1
0 〈γ˙(t), γ˙(t)〉
1
2
u∗gdt : γ ∈ C1
(
[0, 1], S
)
and γ(i) = ζi
}
.
In the case that ζ0 and ζ1 lie in different connected components, our convention will
be to define dist(ζ0, ζ1) :=∞. Consequently, we may regard (S, distu∗g) as a metric
space, in which case it can be equipped with Hausdorff measures dHk. Note that if
O ⊂ S is an open set on which u is an immersion, then dH2(O) = areau∗g(O).
As such, our convention will be to simply define the area of an arbitrary open set
U ⊂ S to be areau∗g(U) := dH2(U). Furthermore, throughout the remainder of
this article, all integration in S will be with respect to these Hausdorff measures
unless otherwise specified, and for convenience we shall suppress the measure dH
in subsequent computations.
Given a smooth immersion u : S → M into a Riemannian manifold, one can
associate several important bundles over S:
u∗TM := {(z,X) ∈ S × TM : X ∈ Tu(z)M}
T := {X ∈ u∗TM : there exists x ∈ TzS such that X = u∗x}
N := {X ∈ u∗TM : 〈X,Y 〉 = 0 for all Y ∈ T }.
In the case that u : S → M is only generally immersed, then T and N will be
considered only as bundles over the regular points S \ Zu. In this manner we may
still regard T and N as smooth bundles.
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Remark 2.3 (An abuse of notation). In what follows, we aim analyze J-curves
not as holomorphically parametrized maps, but rather as sub-manifolds which satisfy
an inhomogeneous mean curvature equation. Unfortunately, it will frequently be the
case that J-curves need be neither embedded nor immersed, so to proceed with our
extrinsic analysis we will employ the following abuse of notation. If u : S → M is
generally immersed, then on the set of regular points S \ Zu we identify TS and T
via Tu; furthermore if E → M is a bundle and σ ∈ Γ(E) is a section, we denote
the pulled-back section u∗σ simply as σ and refer to it as the restriction to S. For
example, if f : M → R is a smooth function, we will often write the restriction as
f : S → R instead of f ◦ u.
Given an almost Hermitian manifold (M,J, g), and a generally immersed curve
u : S →M , one can consider the non-linear Cauchy-Riemann operator, ∂¯J , defined
by ∂¯Ju := (JTu)
⊥ ∈ Γ(Hom(T ,N )). We shall call any generally immersed curve
(u, S) which satisfies ∂¯Ju ≡ 0 a pseudo-holomorphic curve, or simply a J-curve. We
are primarily interested in J-curves in three similar set-ups which we enumerate
as Type 0 maps, Type 1 maps, and Type 2 maps. Roughly speaking, the “type”
measures the number of Lagrangian boundary conditions of the map. We now make
this precise.
Definition 2.4 (Type 0 maps). Given a compact manifold M , a Type 0 map
u : S → M is a smooth and proper generally immersed map from a compact two-
dimensional manifold S (possibly with boundary) which satisfies ∂S = u−1(∂M).
Definition 2.5 (Type 1 maps). Given a compact manifold M of dimension 2n and
a compact embedded submanifold L ⊂ M of dimension n for which ∂L = L ∩ ∂M ,
we define a Type 1 map u : S →M to be a smooth and proper generally immersed
map from a compact two-dimensional manifold S with piece-wise smooth boundary
for which ∂S = ∂0S ∪ ∂1S where the subsets ∂0S, ∂1S ⊂ ∂S satisfy
(1) ∂0S = u
−1(∂M);
(2) u(∂1S) ⊂ L;
(3) ∂0S ∩ ∂1S is finite;
(4) ∂0S ∩ ∂1S is the set of non-smooth boundary points of S (i.e. corners).
Definition 2.6 (Type 2 maps). Given a compact Riemannian manifold (M, g) of
dimension 2n, two compact embedded submanifolds L1, L2 ⊂M each of dimension n
which intersect each other transversely and satisfy ∂Li = Li∩∂M , we define a Type
2 map u : S →M to be a smooth generally immersed map from a two-dimensional
manifold S with piece-wise smooth boundary for which ∂S = ∂0S ∪ ∂1S ∪ ∂2S, and
the following hold.
(1) areau∗g S <∞.
(2) L1 ∩ L2 ⊂M \ ∂M .
(3) For each compact set K ⊂M \ (L1 ∩ L2), the set u−1(K) is compact.
(4) ∂0S = u
−1(∂M);
(5) u(∂iS) ⊂ Li;
(6) The set ∪i<j
(
∂iS ∩ ∂jS
)
is finite;
(7) The set ∪i<j
(
∂iS ∩ ∂jS
)
is the set of non-smooth boundary points of S.
Remark 2.7. We note that maps u : S →M of Type 0 and Type 1 are both proper
with compact domains, whereas Type 2 maps are only proper when the target is
restricted to M \ (L1 ∩ L2) and may have non-compact domains. Indeed, unlike
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the former cases, there are some non-trivial subtleties regarding the behavior of J-
curves of Type 2 near the intersection points L1∩L2. A standard manner to analyze
this behavior is to regard M \ (L1 ∩ L2) as a manifold with finitely many negative
cylindrical ends. Since we wish to allow for such analysis, we allow J-curves of a
Type 2 to have non-compact domains, rather than a priori demanding some sort of
corner structure near the intersection of the Lagrangians. It should also be noted
that finite area condition is standard in all reasonable applications of J-curves, and
here it is essentially a technical convenience.
2.2. A mean curvature equation. In this section, we derive an inhomogeneous
mean curvature equation for J-curves. To that end, we start by recalling some
important metric properties of almost complex structures.
Lemma 2.8 (Computational). Let (M,J, g) be an almost Hermitian manifold, and
let ∇ denote the Levi-Civita connection associated to g. Then the following hold.
0 = (∇XJ)J + J(∇XJ)(1)
0 = 〈(∇J)X,Y 〉+ 〈X, (∇J)Y 〉(2)
0 = 〈(∇ZJ)X,αX + βJX〉 ∀α, β ∈ R(3)
Proof. To prove equation (1), we covariantly differentiate J2 = −1. To prove
equation (2), we fix a vector field Z and covariantly differentiate the equation
0 = 〈JX, Y 〉+ 〈X, JY 〉 to find that
0 = 〈∇Z(JX), Y 〉+ 〈JX,∇ZY 〉+ 〈∇ZX, JY 〉+ 〈X,∇Z(JY )〉
= 〈(∇ZJ)X,Y 〉+ 〈J∇ZX,Y 〉 − 〈X, J∇ZY 〉
− 〈J∇ZX,Y 〉+ 〈X, (∇ZJ)Y 〉+ 〈X, J∇ZY 〉
= 〈(∇ZJ)X,Y 〉+ 〈X, (∇ZJ)Y 〉 .
By (2), it follows that 〈(∇ZJ)X,X〉 = −〈X, (∇ZJ)X〉; by (1) and (2) it follows
that 〈(∇ZJ)X, JX〉 = −〈JX, (∇ZJ)X〉; (3) then follows immediately.

Next, recall that given an immersion u : S → M into a Riemannian manifold
(M, g), one may associate second fundamental forms A and B by the following:
Aν(x) := −(∇xν)⊤ and B(x, y) := (∇xy)⊥,
where x, y ∈ Γ(T ), ν ∈ Γ(N ), ∇ is the Levi-Civita connection associated to g, and
x 7→ x⊤ and x 7→ x⊥ are the orthogonal projections from u∗TM to T andN respec-
tively. Using fact that ∇ is torsion free, one easily verifies that B(x, y) = B(y, x).
Furthermore, defining the bundle S → S of symmetric linear transformations of T
by
(4) S := {s ∈ Hom(T , T ) : 〈sx, y〉 = 〈x, sy〉 for all x, y ∈ T },
one can use the the Leibniz rule and the fact that ∇ also preserves the metric g to
show that A and B are sections of Γ
(
Hom(N ,S)) and Γ(Hom(T ⊗T ,N )) respec-
tively (in particular they are tensors), and they also are related by the following:
(5) 〈Aw(x), y〉 = 〈w,B(x, y)〉.
As an immediate consequence, on finds
(6) ‖A‖ = ‖B‖.
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Definition 2.9 (mean curvature H). For immersion u : S → M , let {ei}dimSi=1 be
an orthonormal frame for Tζ . Define Hν(ζ) ∈ Nζ by
Hν(ζ) := trS Bζ =
dimS∑
i=1
Bζ(ei, ei).
It is straight-forward to show that H does not depend on the choices of {ei}, and
thus we define the mean curvature vector field Hν ∈ Γ(N ) by Hν := trS B.
We are now ready to derive a mean curvature equation for J-curves.
Lemma 2.10. Let (M,J, g) be an almost Hermitian manifold, and define Q, a
(1, 2)-tensor on M , by
(7) Q(X,Y ) := J(∇XJ)Y.
Then immersed J-curves satisfy the following inhomogeneous mean curvature equa-
tion:
Hν = trS Q := Q(e1, e1) +Q(e2, e2),
where {e1, e2} is any locally defined orthonormal frame field of T .
Proof. Without loss of generality, we assume e2 = Je1, and for clarity we define
e := e1. Then we compute
Hν :=
(∇e1e1 +∇e2e2)⊥ = (∇ee+∇JeJe)⊥ = (∇ee+ (∇JeJ)e + J∇Jee)⊥
=
(∇ee+ (∇JeJ)e+ J∇e(Je) + J [e, Je])⊥
=
(∇ee+ (∇JeJ)e+ J(∇eJ)e −∇ee)⊥ = ((∇JeJ)e+ J(∇eJ)e)⊥
= (∇JeJ)e+ J(∇eJ)e = J(∇JeJ)Je + J(∇eJ)e
= trS Q,
where on the second to last line we have made use of both (1) and (3). 
Recall that if the almost symplectic form ω is closed, then ∇JXJ = −J∇XJ
(c.f. [10] Appendix C.7) in which case J-curves have vanishing mean curvature;
i.e. they are minimal surfaces. Furthermore, it is straight-forward to show that
‖Q‖ ≤ supM ‖∇J‖, so that J-curves have a priori bounded mean curvature in any
compact almost Hermitian manifold.
3. Monotonicity
The purpose of this section is to establish extrinsic monotonicity results for non-
negative functions f : S → R which satisfy ∆Sf ≥ −λb2f on J-curves u : S →M .
The approach below follows the basic argument for minimal surfaces in three-
dimensional Riemannian manifolds given in [2], but with necessary generalizations
for J-curves in almost Hermitian manifolds of arbitrary (even) codimension. The
interior case is established in Section 3.2, and Lagrangian boundary case is estab-
lished in Section 3.3. Before deriving these results however, we recall the definition
and properties of the Laplace-Beltrami operator ∆ in Section 3.1. The most im-
portant result in that section is Lemma 3.1, in which establishes a useful estimate
for ∆β2 where β : O ⊂M → R is the distance to a point; that is β(q) := dist(p, q)
for some fixed p ∈M .
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3.1. The Laplace-Beltrami operator. Here we recall ∆M , and provide some
elementary estimates which will be useful later on. Indeed, recall that for an m-
dimensional Riemannian manifoldM , one can define the Laplace-Beltrami operator
∆M by the following:
∆Mf := divM ∇Mf,
where the gradient and divergence are given respectively by
∇Mf :=
m∑
i=1
(∇eif)ei and divM X :=
m∑
i=1
〈∇eiX, ei〉;
here e1, . . . , em is any locally defined orthonormal frame field of TM . We take a
moment to point out a subtlety in our notation, namely that ∇M or ∇S denote gra-
dients on Riemannian manifolds M or S, whereas ∇ denotes a covariant derivative
with respect to a Levi-Civita connection.
Given an immersion u : S →M with dimS = n, and a function f :M → R, one
can compute the S-gradient of the restriction2 of f to S:
∇Sf =
∑n
i=1(∇eif)ei = (∇Mf)⊤;
Here e1, . . . , en is an orthonormal frame of the tangent plane T . Similarly, for a
vector field X ⊂ Γ(TM) along M , one can also compute the divergence of X along
a submanifold Σ ⊂M by the following:
divΣ(X) :=
∑n
i=1〈∇eiX, ei〉
=
∑n
i=1〈∇eiX⊤, ei〉+
∑n
i=1〈∇eiX⊥, ei〉
= divS(X
⊤)− 〈X⊥,∑ni=1∇eiei〉
= divS(X
⊤)− 〈X⊥, Hν〉.
Given a function f : M → R, and a smooth immersion u : S → M , it will be
convenient to have a formula for ∆Sf , where we abuse notation as above by letting
f denote the restriction f ◦ u : S → R. To that end, we fix a point ζ ∈ S,
and let e1, . . . , en be a locally defined orthonormal frame field of T along S for
which ∇eiej
∣∣
ζ
= (∇eiej)⊥
∣∣
ζ
for i, j ∈ {1, . . . , n}. We then extend e1, . . . , en to a
locally defined orthonormal frame field e1, . . . , em of TM in a neighborhood of u(ζ).
Letting Σ be the image of S by u, we then compute as follows.
∆Sf = divS ∇Sf
= divS(∇Mf⊤)
= divΣ∇Mf + 〈∇Mf⊥, Hν〉
= 〈∇Mf⊥, Hν〉+
∑n
j=1
∑m
i=1〈∇ej
(
(∇eif)ei
)
, ej〉
= 〈∇Mf⊥, Hν〉+
∑n
i=1∇ei(∇eif) +
∑n
j=1
∑m
i=1(∇eif)〈∇ej ei, ej〉.
Evaluating at ζ ∈ S we find that
(∆Sf)(ζ) =
∑n
i=1∇ei(∇eif)
= trS Hess
f
M +
∑n
i=1∇(∇ejej )⊥f
= trS Hess
f
M +〈∇Mf,Hν〉;
2Recall our abuse of notation discussed in Remark 2.3.
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here HessfM denotes the Hessian of f :M → R and is given by
HessfM (X,Y ) : = X(Y (f))− (∇XY )f
= ∇X(∇Y f)−∇∇XY f.
Consequently, for any immersed J-curve u : S →M with image Σ and vector field
X ⊂ Γ(TM), we have
divΣ(X) = divS(X
⊤)− 〈X⊥, trS Q〉(8)
∆Sf = trS Hess
f
M +〈∇Mf, trS Q〉.(9)
Next, we estimate ∆Sβ
2 along a J-curve where β :M → R is the distance from a
specified point. To that end, it will be convenient to define the injectivity radius of
M at the point p by inj(p), and to denote the sectional curvature of a Riemannian
manifold (M, g) at the point p as
Ksec(X,Y ) :=
〈R(X,Y )Y,X〉
‖X‖2‖Y ‖2 − 〈X,Y 〉2 ,
where R is the Riemann curvature tensor given by
(10) R(X,Y )Z := ∇X∇Y Z −∇Y∇XZ −∇∇XY Z.
Given p ∈M , it will be convenient to define the continuous function p 7→ |Ksec(p)|
by the following
(11) |Ksec(p)| := sup{|Ksec(X,Y )| : X,Y ∈ TpM and X ∧ Y 6= 0}.
We now provide the desired estimate.
Lemma 3.1. Fix a constant C > 0, and let (M,J, g) be a compact almost Hermit-
ian manifold, possibly with boundary, for which
sup
p∈M
|Ksec(p)| ≤ 14C2 and sup
e∈TM
‖e‖=1
‖Q(e, e) +Q(Je, Je)‖ ≤ 12C;
Fix p ∈ M and define the function β : M → R by β(q) = dist(p, q). Then for
any J-curve u : S → Br(p) where r ≤ 12 min
(
inj(p), C−1
)
, the following point-wise
inequality holds:
(12)
∣∣∆Sβ2 − 4∣∣ ≤ 4Cβ;
here we have abused notation in inequality (12) by letting β denote the restriction,
β ◦ u, to the given J-curve.
Proof. First observe that for any function f : S → R, it follows from the definition
of ∆S that ∆Sf
2 = 2f∆Sf + 2‖∇Sf‖2. Thus making use of (9), we find∣∣∆Sβ2 − 4∣∣ = ∣∣2‖∇Sβ‖2 + 2β∆Sβ − 4∣∣
=
∣∣2‖∇Sβ‖2 + 2β trS HessβM +2β〈∇Mβ, trS Q〉 − 4∣∣.
To further massage this equation, we observe that ‖∇Mβ‖ ≡ 1, and thus we may
define the orthogonal projection
π⊥β : TM → TM by π⊥β (X) := X − 〈X,∇Mβ〉∇Mβ,
so that ∑2
i=1‖π⊥β (ei)‖2 =
∑2
i=1
(
1− 〈ei,∇Mβ〉2
)
= 2− ‖∇Sβ‖2.
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Consequently,
|∆Sβ2 − 4| =
∣∣2β〈∇Mβ, trS Q〉+ 2(β trS HessβM −∑2i=1‖π⊥β (ei)‖2)∣∣
≤ 2|β| ‖ trS Q‖+ 2
∑2
i=1
∣∣βHessβM (ei, ei)− ‖π⊥β (ei)‖2∣∣
≤ βC + 2∑2i=1∣∣βHessβM (ei, ei)− ‖π⊥β (ei)‖2∣∣.
The proof of Lemma 3.1 then follows immediately from Lemma 3.2 below. 
Lemma 3.2. Let (M, g) be a Riemannian manifold, p ∈ M , and let β, C, and r
be defined as in Lemma 3.1. Then for each unit vector e ∈ TqM with β(q) ≤ r, we
have
(13)
∣∣βHessβM (e, e)− ‖π⊥β (e)‖2∣∣ ≤ βC/2
Proof. We begin by noting that HessβM (∇Mβ, ·) ≡ 0, so it is sufficient to prove the
above result for the e ∈ TqM which are perpendicular to ∇Mβ. Next we recall that
the Hessian comparison theorem (c.f. Theorem 1.1 in [13]) guarantees that if for
i = 1, 2, the (Mi, gi) are m-dimensional Riemannian manifolds, and pi ∈ Mi, and
βi(qi) := distgi(qi, pi), and
inf
q1∈M1
Kg1sec(q1) ≥ sup
q2∈M2
Kg2sec(q2),
then for any unit vectors ei ∈ TqiMi with β1(q1) = β2(q2) < min
(
inj(p1), inj(p2)
)
and 〈Xi,∇Miβi〉 = 0, the following holds:
Hessβ1M1(e1, e1) ≤ Hessβ2M2(e2, e2).
Consequently
Hessβ1M1(e1, e1) ≤ HessβM (e, e) ≤ Hessβ2M2(e2, e2),
where (Mi, gi) are m-dimensional Riemannian manifolds with constant sectional
curvatures Kg1sec ≡ C2/4 and Kg2sec ≡ −C2/4 (i.e. space forms of curvature ±C2/4
respectively), and βi and ei are as in the hypotheses of the Hessian comparison
theorem. Thus to finish the proof of Lemma 3.2, it is sufficient to prove
(14) −β1C/2 ≤ β1Hessβ1M1(e1, e1)− 1 and β2Hessβ2M2(e2, e2)− 1 ≤ β2C/2.
To that end, recall (c.f. [13], Chapter 1) that for any Riemannian manifold (M, g)
with p, q ∈M , dist(p, q) < inj(p), γ : [0, s]→M a unit speed geodesic with γ(0) = p
and γ(s) = q, X ∈ TqM and 〈X, γ˙〉 = 0 we have
(15) HessβM (X,X) =
∫ s
0
(‖∇γ˙X˜‖2 − 〈R(X˜, γ˙)γ˙, X˜〉)dt,
where R is defined as in (10) and X˜ is a Jacobi field (i.e. a solution to the following
differential equation)
(16) ∇γ˙∇γ˙X˜ +R(X˜, γ˙)γ˙ = 0 and X˜(p) = 0 , X˜(q) = X.
Next, recall (c.f. [8]) that for a space form (Mκ, gκ) of curvature κ, we have
R(X,Y )Z = κ
(〈Y, Z〉X − 〈Z,X〉Y ), in which case solutions to the Jacobi equa-
tion (16) have the form X˜γ(t) = f(t)Xγ(t), where ∇γ˙Xγ(·) ≡ 0, Xγ(s) = X ,
f ′′(t) + κf(t) = 0, f(0) = 0, and f(s) = 1. Observe that
f(t) =
sin(
√
κt)
sin(
√
κs)
if κ > 0 and f(t) =
sinh(
√|κ|t)
sinh(
√|κ|s) if κ < 0.
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Combining this with (15) for the space forms (Mi, gi) with curvatures ±C2/4 as
defined above, we have
Hessβ1M1(e1, e1) =
1
2C cot(Cβ1/2) and Hess
β2
M2
(e2, e2) =
1
2C coth(Cβ2/2),
and thus for Cβi ≤ 1 we find
β2 Hess
β2
M2
(e2, e2)− 1 ≤ 12Cβ2 coth(Cβ2/2)− 1 ≤ cosh(Cβ2/2)− 1 ≤ 12Cβ2,
and
β1Hess
β1
M1
(e1, e1)− 1 ≥ 12Cβ1 cot(Cβ1/2)− 1 ≥ − 12Cβ1.
Thus we have proved (14), which also completes the proof of Lemma 3.2.

3.2. Interior case. Here we prove the aforementioned monotonicity results for J-
curves of Type 0. We begin with a computational lemma, which will be convenient
later.
Lemma 3.3. Let (M,J, g) be a compact almost Hermitian manifold of dimension
2n, and possibly with boundary. Let u : S → M be a J-curve of Type 0, fix
ζ0 ∈ S \ ∂S, let f ∈ C2(S,R), let β : S → R be defined by
(17) β(ζ) := distg
(
u(ζ), u(ζ0)
)
,
and define the set Sr := β
−1([0, r]). Then for every regular value r ≤ 12 inj(p) of β,
the following holds∫
Sr
f∆Sβ
2 =
∫
Sr
(β2 − r2)∆Sf + 2r
∫
∂Sr
f‖∇Sβ‖.
Proof. Let ν ∈ Γ(T )∣∣
∂Sr
be an outward pointing unit normal vector. Then∫
Sr
f∆Sβ
2 =
∫
Sr
β2∆Sf −
∫
∂Sr
β2〈∇Sf, ν〉+
∫
∂Sr
2βf〈∇Sβ, ν〉
=
∫
Sr
β2∆Sf − r2
∫
Sr
∆Sf + 2r
∫
∂Sr
f‖∇Sβ‖,
where to obtain equality of the second terms on the right hand side we have made
use of the fact that β
∣∣
∂Sr
≡ r so that β2 pulls out of the integrand, and we
then integrated by parts once more. Equality of the third terms follows since
∇Sβ
∣∣
∂Sr
= hν for some positive function h : ∂Sr → R. The desired result is then
immediate. 
Theorem 1 (Monotonicity - Type 0). Fix a constant C > 0, and let (M,J, g) be
a compact almost Hermitian manifold, possibly with boundary, for which
sup
p∈M
|Ksec(p)| ≤ 14C2 and sup
e∈TM
‖e‖=1
‖Q(e, e) +Q(Je, Je)‖ ≤ 12C;
here |Ksec(p)| is defined as in (11), and Q is the tensor defined in Lemma 2.10.
Let u : S → M be a J-curve of Type 0, fix ζ0 ∈ S \ ∂S, define β as above so that
β(ζ0) = 0, fix positive constants λ and b so that b <
1
2 min
(
inj
(
u(ζ0)
)
, C−1
)
, and
let f ∈ C2(S,R) satisfy f ≥ 0 and ∆Sf ≥ −λb2f . Then for any a ∈ [0, b] the
following holds
e
λa
2b +2Caa−2
∫
Sa
f ≤ eλ2+2Cbb−2
∫
Sb
f,
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where Sr := β
−1([0, r]).
Proof. We begin by defining the functions
F (τ) =
∫
Sτ
f and G(τ) = e
λτ
2b e2Cττ−2.
Our goal will be to show that the map τ 7→ G(τ)F (τ) is monotone increasing on
(0, b), and we accomplish this in two steps. The first step is to show that (GF )′ ≥ 0
on its set of regular values (which is open and dense), and the second step is to
show that this is sufficient to conclude that GF is monotone increasing. Recall
the smooth coarea formula states that if f : S → R is an integrable function, and
β : S → R is as above and has no critical values in the interval [a, b], then
(18)
∫
Sb\Sa
f =
∫ b
a
( ∫
∂Sτ
f‖∇Sβ‖−1
)
dτ,
where the integrals over Sb \ Sa and ∂Sτ are respectively taken with respect to the
Hausdorff measures associated to the metric u∗g. Note that proof of (18) follows
from an elementary change of variables formula. Also note that as an immediate
consequence of (18), we have
(19)
d
dτ
∣∣∣
τ=τ0
∫
Sτ
f =
∫
∂Sτ0
f
‖∇Sβ‖
for every regular value τ0 of β.
We are now ready to show that (GF )′ ≥ 0 on the set of regular values Ireg of β.
Indeed, for τ ∈ Ireg we compute as follows:
(
e−
λτ
2b e−2Cττ3
)
(GF )′(τ) = e−
λτ
2b e−2Cττ3
d
dτ
(
e
λτ
2b e2Cττ−2
∫
Sτ
f
)
=
λτ
2b
∫
Sτ
f +
1
2
∫
Sτ
(
4Cτ +∆Sβ
2 − 4)f
+ τ
∫
∂Sτ
f
1
‖∇Sβ‖ −
1
2
∫
Sτ
f∆Sβ
2
=
λτ
2b
∫
Sτ
f +
1
2
∫
Sτ
(
4Cτ +∆Sβ
2 − 4) f
+
1
2
∫
Sτ
(
τ2 − β2)∆Sf + τ
∫
∂Sτ
f
‖∇Mβ⊥‖2
‖∇Sβ‖
≥ λτ
2b
∫
Sτ
f +
1
2
∫
Sτ
(
τ2 − β2)∆Sf
≥ λτ
2b
∫
Sτ
f − 1
2
∫
Sτ
(
τ2 − β2)λb−2f
=
λτ
2b
∫
Sτ
(
1− τ
b
+
β2
bτ
)
f
≥ 0,
where the second equality follows from differentiating and applying equation (19);
the third equality follows from Lemma 3.3 together with the fact that 1−‖∇Sβ‖2 =
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‖∇Mβ⊥‖2; finally, the first inequality is obtained by employing Lemma 3.1. Con-
sequently (GF )′(τ0) ≥ 0 for every point τ0 ∈ Ireg. Theorem 1 now follows immedi-
ately from Lemma 3.4 below. 
Lemma 3.4. Consider two functions f, g : [a, b] → R for which f, g ≥ 0, g is
continuously differentiable, and f is monotone increasing. Suppose further that the
set of regular3 points of f , Ireg ⊂ [a, b], is open, and that at every point τ0 ∈ Ireg
we have (gf)′(τ0) ≥ 0. Then τ 7→ g(τ)f(τ) is monotone increasing.
Before providing the proof of Lemma 3.4, let us first make a few remarks regard-
ing Theorem 1 and state a few immediate corollaries. Indeed, the first observation
is rather elementary in that the above result holds not just for embedded or im-
mersed curves, but also for generally immersed curves. The second observation is
that the the above result holds regardless of the topology of the Sr. Indeed, for
small b the manifold Sb may be a disk, and for larger b the manifold might be a
cylinder or pair of pants or a much more complicated surface, and yet Theorem 1
holds. Still postponing the proof, let us deduce some well known corollaries from
this single estimate.
Corollary 3.5. Theorem 1 also holds when the Sr are alternatively defined to be
the closure of the connected component of β−1
(
[0, r)
)
which contains ζ0.
Proof. The proof is identical to that of the theorem: show the newly defined map
τ 7→ F (τ)G(τ) has non-negative derivative on its set of regular values, which are
identical to those of the old map τ 7→ F (τ)G(τ), then apply Lemma 3.4 to finish
the proof. 
Corollary 3.6 (Mean Value Inequality). Assume the same hypotheses as in The-
orem 1. Then for each ǫ > 0 there exists r0 <
1
2 inj(p) which depends only on the
constant C with the property that whenever 0 < b < r0, the following holds:
(20)
∑
ζ∈u−1
(
u(ζ0)
) f(ζ)µ(ζ) ≤
(1 + ǫ)e
λ
2
πb2
∫
Sb
f,
where µ(ζ) := lima→0 1πa2 area
(
Sa(ζ)
)
and Sa(ζ) is the connected component of
u−1
(Ba(u(ζ))) which contains ζ. In particular, if ζ0 = u−1(u(ζ0)) and ζ0 is not a
critical point of u, then
f(ζ0) ≤ (1 + ǫ)e
λ
2
πb2
∫
Sb
f.
Proof. Observe that for each ǫ > 0 there exists r0 > 0 depending only on C such
that e2Cb < 1 + ǫ for all 0 < b < r0. Define r0 as such, and then let a → 0 in
Corollary 3.5. 
Note in the above, the mass µ(ζ) can alternatively be defined as the unique k ∈ N
such that there exist coordinates centered at ζ ∈ S and u(ζ) ∈ M so that in these
coordinates u has the form
u(z) = (zk, 0, . . . , 0) +O(|z|k+1).
The existence of such a k is well known (c.f. [10] or [11]).
3In other words, Ireg is the set of points at which f is differentiable.
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Corollary 3.7 (Monotonicity of Area). Assume the same hypotheses as in Theorem
1. Then for each ǫ > 0 there exists r0 <
1
2 inj(p) which depends only on the constant
C with the property that whenever 0 < b < r0, the following holds:
1
a2
areau∗g(Sa(ζ0)) ≤ 1 + ǫ
b2
areau∗g
(
Sb(ζ0)
)
.
Or more commonly,
(1 + ǫ)−1πb2 ≤ areau∗g
(
Sb(ζ0)
)
.
Proof. Let f = 1 and observe that ∆Sf = 0 ≥ −λb2f for all λ > 0. Apply Theorem
1, and let λ→ 0.The result is immediate. 
We now complete the proof of Theorem 1 by proving Lemma 3.4.
Proof of Lemma 3.4. We begin by recalling that any function h : [a, b] → R of
bounded variation may be written as h = hcont + hsing, where hcont is absolutely
continuous, and hsing is differentiable almost everywhere and satisfies
(21) h′sing(τ0) = 0
for every regular point τ0. In particular, an explicit decomposition can be written
as
(22) hcont(τ) =
∫ τ
a
h′(σ)dσ and hsing = h− hcont.
We furthermore recall (c.f. Chapter 5 in [12]) that if h is monotone increasing then
h(t) − h(s) ≥ ∫ ts h′(σ)dσ, from which it immediately follows that both hcont and
hsing are monotone increasing.
We now recall that since g is continuously differentiable and f is monotone, they
are each of bounded variation, and so too is their product. Thus we may write
(23) gf = (gf)cont + (gfcont)sing + (gfsing)sing ,
and observe that it is sufficient to prove that each of the three terms on the right
hand side of (23) is monotone increasing. To that end, we first consider the first
term (gf)cont. Recall that f is differentiable on the set of full measure Ireg, and
g is continuously differentiable by assumption, so gf is also differentiable on Ireg.
Furthermore by our definition of (gf)cont it follows that for all τ ∈ Ireg we have
(gf)′cont(τ) = (gf)′(τ) which is non-negative by assumption. Consequently
(gf)cont(t)− (gf)cont(s) =
∫ t
s
(
(gf)cont
)′
(σ)dσ =
∫ t
s
(gf)′(σ)dσ ≥ 0,
which proves that (gf)cont is monotone increasing.
Next, we consider the second term (gfcont)sing . We again note that g is continu-
ously differentiable by assumption, and fcont is absolutely continuous by definition,
so gfcont is also absolutely continuous, and hence (gfcont)sing ≡ 0 by (22). Conse-
quently (gfcont)sing is trivially monotonic.
Thus to finish the proof of Lemma 3.4, it is now sufficient to prove that (gfsing)sing
is monotone increasing. For clarity, we will write f˜ := fsing, and we fix s, t such
18 JOEL W. FISH
that a ≤ s < t ≤ b. Then we have
(gf˜)sing(t)− (gf˜)sing(s) = (gf˜)(t)− (gf˜)(s)−
∫ t
s
(gf˜)′(σ)dσ(24)
= (gf˜)(t)− (gf˜)(s)−
∫ t
s
(g′f˜)(σ)dσ,
where we have made use of the fact that f˜ ′ = f ′sing = 0 on Ireg – a set of full
measure. Furthermore, Ireg is open by assumption, so there exist a countable
collection of disjoint non-empty open intervals Ik for which Ireg ∩ (s, t) = ∪k∈NIk,
and f˜
∣∣
Ik = const. For each k ∈ N, define
x+k := sup Ik x−k := inf Ik x0k := 12 (x+k + x−k ) ∈ Ik.
Then by construction
f˜
∣∣
(s,t)
=
∑
k∈N
f˜(x0k)χIk almost everywhere,
where χIk is the characteristic function on the interval Ik. For each n ∈ N, it
will be convenient to define x±,0k;n by {x±,01;n , . . . , x±,0n;n} := {x±,01 , . . . , x±,0n } so that
x±,0k−1;n < x
±,0
k;n for each k = 2, . . . , n; similarly, define Ik;n, and for notational
convenience also define x−n+1;n = t = x
0
n+1;n and x
+
0;n = s = x
0
0;n. Next, observe
that since g is continuously differentiable, there exists a constant M such that
sup[a,b] |g′| ≤M , so by the dominated convergence theorem we have
g(t)f˜(t)− g(s)f˜(s)−
∫ t
s
(g′f˜)(σ)dσ
= g(t)f˜(t)− g(s)f˜(s)− lim
n→∞
n∑
k=1
f˜(x0k;n)
∫ t
s
g′(σ)χIk;n(σ)dσ
= lim
n→∞
n+1∑
k=1
(
g(x−k;n)f˜(x
0
k;n)− g(x+k−1;n)f˜(x0k−1;n)
)
= lim
n→∞
( n+1∑
k=1
g(x−k;n)
(
f˜(x0k;n)− f˜(x0k−1;n)
)
+
n+1∑
k=1
f˜(x0k−1;n)
(
g(x−k;n)− g(x+k−1;n)
))
,
≥ −f˜(t)M lim
n→∞
n+1∑
k=1
(x−k;n − x+k−1;n)
= −f˜(t)M lim
n→∞µ
(
(s, t) \ ∪nk=1Ik;n
)
= 0
where the first inequality makes use of the fact that g ≥ 0, and (as previously
discussed) the fact that f is monotone increasing implies that f˜ = fsing is also;
in the final equality we have let µ denote the Lebesgue measure. Combining this
estimate with (24) proves that the final term in (23) is monotone increasing, and
thus Lemma 3.4 is proved.
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
3.3. Lagrangian boundary case. Here we extend the results of Section 3.2 to
the case in which the J-curves of interest have Lagrangian boundary condition. For
such results, we will need to take some additional care near the boundaries, so we
begin with some observations in that direction.
Here and throughout, (M,J, g) will be a compact almost Hermitian manifold,
possibly with boundary. We will also consider either one or two compact embedded
totally geodesic Lagrangians L1, L2 ⊂M which satisfy ∂Li = Li∩∂M . When con-
sidering the two Lagranigans, we will also demand that and L1 has finite transverse
intersections with L2.
Consider (M,J, g, L) as above, and fix p ∈ L, and fix r0 so that 0 < r0 < 12 inj(p)
and so that L ∩ Br0(p) is connected. As above, define the distance function β :
Br0(p)→ R by β(q) := dist(p, q). Observe that by construction, the gradient field
∇Mβ is a smooth vector field on Br0(p) \ {p}, with ‖∇Mβ‖ ≡ 1, and the integral
curves of ∇Mβ are unit-speed geodesics in M which emanate radially from from
p. Furthermore, L is totally geodesic, connected, and contains p. Consequently we
have ∇Mβ
∣∣
L
⊂ TL, or in other words the gradient field ∇Mβ is parallel to L. As
a further consequence, we see that for any vector normal to L given by X ∈ TL⊥,
we have 〈X,∇Mβ〉 = 0. This is of particular interest, since if u : S → Br0(p) is a
J-curve of Type 1, and we define ν ∈ Γ(TS)∣∣
∂1S
to be an outward pointing u∗g-unit
normal vector along the Lagrangian-type boundary ∂1S, then Jν ∈ T∂1S ⊂ TL so
that
(25) 〈ν,∇Mβ〉 = 〈ν,∇Sβ〉 = 0.
To make use of this fact, it will be convenient to define the sets
(26) Sr := (β ◦ u)−1
(
[0, r]
)
= u−1
(Br(p)),
for r ∈ [0, r0]. It then follows from (25) that the set of critical values of β ◦ u
∣∣
∂1S
is
contained in the set of critical values of β ◦ u∣∣
S
; we conclude from this observation,
and the fact that u is a proper map into M , that for each regular value r of β ◦ u∣∣
S
the set Sr has the structure of a smooth manifold with boundary and a finite
number of corners. In fact, we can conclude even more, namely that the boundary
portions ∂0S and ∂1S intersect orthogonally. We make this precise with Lemma
3.8 below.
Lemma 3.8. Letting u : S → Br(p) be a J-curve of Type 1 as above, with r a
regular value of β ◦ u, then then ∂0Sr⊥u∗g∂1Sr.
Proof. Fix ζ ∈ ∂1Sr where β
(
u(ζ)
)
= r and r is a regular value of β ◦ u. Let
τ1 ∈ Tζ(∂1Sr) and τ0 ∈ Tζ(∂0Sr) be unit vectors. We now abuse notation by
letting each τi denote the push-forward u∗τi. Our goal is to show that 〈τ0, τ1〉g = 0.
To that end we choose an orthonormal basis {e1, . . . , en, f1, . . . , fn} ∈ Tu(ζ)M so
that Jei = fi for all i = 1, . . . , n, and so that Tu(ζ)L = span(e1, . . . , en), ∇Mβ = e1,
and τ1 = a
1
1e1 + a
2
1e2. Then τ0 can be written as τ0 = (
∑
j≥2 a
j
0ej) + (
∑
j≥1 b
j
0fj).
Since r is a regular value of β, it follows that a11 6= 0, and since τ0 and τ1 span a
J-complex line, it follows that there exist x, y ∈ R such that τ0 = xτ1+yJτ1, which
can be restated in our given basis as(∑
j≥2
aj0ej
)
+
(∑
j≥1
bj0fj
)
= xa11e1 + xa
2
1e2 + ya
1
1f1 + ya
2
1f2.
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Since a11 6= 0 it follows that x = 0, and thus τ0 ∈ span(f1, . . . , fn) = Tu(ζ)L⊥ while
τ1 ∈ span(e1, . . . , en) = Tu(ζ)L. The result is then immediate. 
Next, consider the case in which L1 and L2 are transversely intersecting La-
grangians as above, and suppose p ∈ L1∩L2. Also fix r0 such that 0 < r < 12 inj(p)
and so that each of Li ∩ Br0(p) is connected. Then arguing precisely as above, one
concludes that for J-curves u : S → Br0(p) of Type 2, the set of critical values of
each of β ◦ u∣∣
∂1S
and β ◦ u∣∣
∂2S
is contained in the set of critical values of β ◦ u∣∣
S
,
so that again for each regular value r of β ◦ u∣∣
S
the set Sr has the structure of a
(not necessarily compact) smooth manifold with boundary and a finite number of
corners, and the proof of Lemma 3.8 guarantees that for i ∈ {1, 2} we again have
∂0Sr⊥u∗g∂iSr.
Recall that J-curves u : S →M of Type 2 need not be proper near the finite set
L1 ∩ L2. In order to proceed, we will need the following technical result.
Lemma 3.9. Let (M,J, g, L1, L2) be as above, and let u : S → M be a J-curve
of Type 2. Then there exists a decreasing sequence ǫk → 0 of positive numbers for
which ∂Sβǫk has the structure of a smooth compact one-dimensional manifold with
boundary, and
ǫk
∫
∂Sβǫk
1→ 0.
Proof. We begin by recalling that ‖∇Mβ‖ ≡ 1, ∇Sβ = (∇Mβ)⊤, and therefore∫
∂Sǫ
‖∇Sβ‖−1 ≥
∫
∂Sǫ
1, whenever ǫ is a regular value of β ◦ u. Consequently,
to prove Lemma 3.9, it is sufficient to prove the existence of a sequence ǫk → 0
of positive numbers for which ∂Sβǫk has the structure of a smooth compact one-
dimensional manifold with boundary, and
(27) ǫk
∫
∂Sβǫk
‖∇Sβ‖−1 → 0.
To that end, we suppose not. Observe that the regular values of β ◦u are open and
dense in [0, r], so if the result does not hold, then it must be the case that there
exist δ, ǫ0 > 0 such that for almost every ǫ ∈ [0, ǫ0] we have
(28) ǫ
∫
∂Sβǫ
‖∇Sβ‖−1 ≥ δ > 0.
By applying the coarea formula and inequality (28), which holds for almost every
ǫ, we find
areau∗g(S
β
ǫ0) =
∫
Sβǫ0
1 =
∫ ǫ0
0
( ∫
∂Sβǫ
‖∇Sβ‖−1
)
dǫ
≥
∫ ǫ0
0
δ
ǫ
dǫ = ∞.
However, S has finite u∗g-area, which provides the desired contradiction. This
completes the proof of Lemma 3.9. 
We now prove the analogue of Lemma 3.3 for the Lagrangian boundary case.
Again, it is essentially just integration by parts while carefully managing the bound-
ary terms.
ESTIMATES FOR J-CURVES AS SUBMANIFOLDS 21
Lemma 3.10. Let u : S → M be a J-curve either of Type 1 into (M,J, g, L1) or
else of Type 2 into (M,J, g, L1, L2) where L1 and L2 transversely intersecting totally
geodesic Lagrangians as above. Next suppose f ∈ C2 ∩W 2,∞(S,R). Furthermore,
letting ν ∈ Γ(TS)∣∣
∂Sr
denote an outward pointing u∗g-unit normal vector, and
using the decompositions ∂Sr = ∂0Sr ∪ ∂1Sr in the Type 1 case and ∂Sr = ∂0Sr ∪
∂1Sr∪∂2Sr in the Type 2 case, we assume that 〈∇Sf, ν〉
∣∣
∂iSr
= 0 for i = 1, 2. Then
for every regular value r of β = β ◦ u we have∫
Sr
f∆Sβ
2 =
∫
Sr
(β2 − r2)∆Sf + 2r
∫
∂0Sr
f‖∇Sβ‖.
Proof. We prove the case in which u : S →M is Type 2; the Type 1 case is simpler
since the domain is compact, and the result in that case is easily deduced. We
begin by letting ǫk → 0 be the sequence guaranteed by Lemma 3.9, we define Sr,ǫk
to be the closure of Sr \ Sǫk and integrate by parts twice to find∫
Sr
f∆Sβ
2 = lim
k→∞
∫
Sr,ǫk
f∆Sβ
2
= lim
k→∞
( ∫
Sr,ǫk
β2∆Sf −
∫
∂Sr,ǫk
β2〈∇Sf, ν〉+
∫
∂Sr,ǫk
2βf〈∇Sβ, ν〉
)
=
∫
Sr
β2∆Sf −
∫
∂0Sr
β2〈∇Sf, ν〉+
∫
∂0Sr
2βf〈∇Sβ, ν〉
− lim
k→∞
∫
∂0Sǫk
β2〈∇Sf, ν〉+ lim
k→∞
∫
∂0Sǫk
2βf〈∇Sβ, ν〉,
=
∫
Sr
β2∆Sf −
∫
∂0Sr
β2〈∇Sf, ν〉+
∫
∂0Sr
2βf〈∇Sβ, ν〉(29)
where to obtain the first inequality, we recall that S is a finite measure space and
f ∈ L∞ and ∆Sβ2 ∈ L∞ (this latter statement follows from Lemma 3.1). To obtain
the third equality, we made use of the fact that by assumption 〈∇Sf, ν〉
∣∣
∂iS
β
r
= 0
for i = 1, 2, and by the discussion at the beginning of this section, in particular
equation (25), we have 〈∇Sβ, ν〉
∣∣
∂Sβr,ǫk
= 0 for i = 1, 2; to obtain the final equality,
we have made use of the fact that the functions β‖∇Sf‖ and f are in C0∩L∞(S,R),
β
∣∣
∂0S
β
ǫk
≡ ǫk, and Lemma 3.9. Finally, pulling the β terms outside the boundary
integrals, observing that ν
∣∣
∂0S
β
r
= ‖∇Sβ‖−1∇Sβ, and integrating by parts once
more on the second term in (29) (and again arguing via limits and Lemma 3.9)
yields ∫
Sr
f∆Sβ
2 =
∫
Sr
β2∆Sf − r2
∫
Sr
∆Sf + 2r
∫
∂0Sr
f‖∇Sβ‖,
which is precisely the desired result. 
Theorem 2 (Monotonicity). Fix a constant C > 0, and let u : S →M be a J-curve
either of Type 1 into (M,J, g, L1) or else of Type 2 into (M,J, g, L1, L2), where L1
and L2 are compact embedded totally geodesic Lagrangians for which ∂Li = Li ∩
∂M . If there are two such Lagrangians, we also assume they have finite transverse
intersections on the interior of M . Suppose further that
sup
p∈M
|Ksec(p)| ≤ 14C2 and sup
e∈TM
‖e‖=1
‖Q(e, e) +Q(Je, Je)‖ ≤ 12C;
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here |Ksec(p)| is defined as in (11) and Q is the tensor defined in Lemma 2.10.
Fix p ∈ L1 or p ∈ L1 ∩ L2 as appropriate, and fix b ∈ R such that 0 < b <
1
2 min
(
inj(p), C−1
)
and such that Bb(p)∩Li is connected for each i. Lastly, suppose
f ∈ C2 ∩W 2,∞(S,R) with f ≥ 0 and ∆Sf ≥ −λb2f for some λ > 0. Then for any
a ∈ [0, b] the following holds
e
λa
2b +2Caa−2
∫
Sa
f ≤ eλ2+2Cbb−2
∫
Sb
f,
where Sr := u
−1(Br(p)).
Proof. The proof of Theorem 2 is identical to that of Theorem 1 after the follow-
ing two modifications are made: first, all references to ∂Sr must be replaced with
references to ∂0Sr, and second, references to Lemma 3.3 must be replaced with
references to Lemma 3.10. Also note that by Lemma 3.8 and the discussion pro-
ceeding it, the coarea formula (18) and its consequence (19) again hold for these
curves. 
As in Section 3.2 we deduce some immediate corollaries.
Corollary 3.11. Theorem 2 also holds in the Type 1 case when ζ0 ∈ ∂1S is fixed
and the Sr are alternatively defined to be the connected component of u
−1(Br(p))
which contains ζ0.
Corollary 3.12 (Mean Value Inequality). Assume the same hypotheses as in The-
orem 2, with u : S → M a J-curve of Type 1. Then for each ǫ > 0 there exists a
positive r0 depending only on C such that, the following also holds:
(30)
∑
ζ∈u−1
(
u(ζ0)
) f(ζ)µ(ζ) ≤
(1 + ǫ)e
λ
2
πb2
∫
Sb
f,
where µ(ζ) := lima→0 1πa2 area
(
Sa(ζ)
)
and Sa(ζ) is the connected component of
u−1
(Ba(u(ζ))) which contains ζ. In particular, if ζ0 = u−1(u(ζ0)) ∈ ∂1S and ζ0 is
not a critical point of u, then
f(ζ0) ≤ 2(1 + ǫ)e
λ
2
πb2
∫
Sb
f.
Corollary 3.13 (Monotonicity of Area). Fix the same assumptions as in Theorem
2 with a J-curve u : S → R of Type 1, fix ζ0 ∈ ∂1S a regular point of u, and define
Sr(ζ0) as in Corollary 3.12. Then for each ǫ > 0 there exists an r0 > 0 depending
on C such that whenever 0 < b < r0 the following holds:
1
a2
areau∗g(Sa(ζ0)) ≤ (1 + ǫ)
b2
areau∗g(Sb(ζ0)).
Or in more common form:
(1 + ǫ)−1
πb2
2
≤ areau∗g(Sb(ζ0)).
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4. Graphs with a priori bounds
The purpose of this section is to prove Theorems 3 and 4, which essentially estab-
lish that J-curves (with or without Lagrangian boundary) which have L∞-bounded
second fundamental forms, can locally be graphed over a coordinate tangent plane
with a priori bounds on all derivatives. Also of importance here is that the domain
of these graphical parameterizations are disks or half-disks with radii bounded away
from 0 depending only on the curvature bound and properties of the geometry of the
ambient manifold (M,J, g) or (M,J, g, L) as appropriate. Such parameterizations
with a priori bounds are necessary for the analysis in Section 5, as well as in the
analysis in [3]. In Section 4.1 we consider the case without Lagrangian boundary,
and in Section 4.2 we consider the case with Lagrangian boundary.
4.1. Interior case. Here and throughout this Section 4, K will denote a compact
set contained in a manifold M , and we will say K ⊂⊂ M provided K ⊂ Int(M).
Also, given a Riemannian metric g on M , we will let ∇ denote the associated Levi-
Civita connection, and for any immersion u : S →M , we letB denote the associated
second fundamental form as defined in Section 2.2. It will also be convenient to use
the notation
Dr := {(s, t) ∈ R2 : s2 + t2 < r2}
Bǫ(p) := {q ∈M : distg(p, q) < ǫ}.
Definition 4.1 (‖T ‖Ckg (K) and ‖T ‖Ck,αg (K)). Let (M, g) be a Riemannian manifold
and let T be a tensor on M . For each point p ∈ K we define the ball B(p) :=
B 3
4
inj(p)(p), and equip it with geodesic normal coordinates (x
1, . . . , xm) centered at
p. For multi-indices I1 and I2, we let T
I2
I1
denote the components of T in the
coordinates (x1, . . . , xm), and then define
[T ]Ckg (p) := sup
q∈B(p)
( ∑
|α|=k
∑
I1,I2
|DαT I2I1 (q)|2
)1/2
and ‖T ‖Ckg (p) :=
k∑
j=0
[T ]Cjg(p).
Similarly for each α ∈ (0, 1] we define
‖T ‖Ck,αg (p) := ‖T ‖Ckg (p) + sup
q1,q2∈B(p)
q1 6=q2
( ∑
|α|=k
∑
I1,I2
|DαT I2I1 (q1)−DαT I2I1 (q2)|2
|q1 − q2|2α
)1/2
,
where |q1 − q2| is the distance between q1 and q2 computed with respect to the flat
metric dxi ⊗ dxi. More generally, if K ⊂ M \ ∂M is a set, then by repeating the
above construction for each p ∈ K, we also define
[T ]Ckg (K) := sup
p∈K
[T ]Ckg (p), ‖T ‖Ckg (K) := sup
p∈K
‖T ‖Ckg (p), and
‖T ‖Ck,αg (K) := sup
p∈K
‖T ‖Ck,αg (p).
Definition 4.2 (admissible). The triple (M, g,K), where (M, g) is a compact Rie-
mannian manifold of dimension m (possibly with boundary) and K ⊂M is a com-
pact subset, is said to be admissible provided the following hold.
10m2[g]C2g(K) ≤ 1 and infq∈K inj(q) ≥ 2.
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Remark 4.3. The notion of the admissibility of a triple (M, g,K) is purely a
computational convenience. Indeed, if K ⊂ M is compact and contained in the
interior of M , and g is any twice differentiable Riemannian metric on M , then
there exists a C0 > 0 with the property that for all C ≥ C0 the triple (M,Cg,K)
is admissible. The existence of such a C0 can be deduced from Lemma 4.4 below
which describes the behavior of some geometric quantities under such a conformal
rescaling of g.
Lemma 4.4. Let (M, g) be a Riemannian manifold, let K ⊂ M be a compact set
contained in the interior of M , and define another metric on M by gc := c2g where
c > 0. Also suppose u : S →M is an immersion. Then the following hold.
(R1) injg
c
(p) = c injg(p);
(R2) [gc]Ck
gc
(K) = c
−k[g]Ckg (K);
(R3) [J ]Ck
gc
(K) = c−k[J ]Ckg (K);
(R4) Kg
c
sec(X,Y ) = c
−2Kgsec(X,Y );
(R5) ‖Bu(ζ)gc‖gc = c−1‖Bu(ζ)g‖g;
where Bgu(ζ) and B
gc
u (ζ) denote the second fundamental forms of the immersion
u : S → M evaluated at ζ ∈ S and computed with respect to the metrics g and gc
respectively.
Proof. We begin by observing that if ∇ and ∇c are the Levi-Civita connections
associated to g and gc respectively, then ∇ = ∇c. This can be proved by observing
that the Christoffel symbols of ∇ are invariant under rescaling the metric. Conse-
quently, it follows that paths which are constant speed g-geodesics are also constant
speed gc-geodesics, and thus
expgp(X) = exp
gc
p (X).
It is then straightforward to deduce (R1).
Next observe that if e1, . . . , em is a g-orthonormal frame for TpM , then the
vectors c−1e1, . . . , c−1em form a gc-orthonormal frame for TpM . Consequently, if
O ⊂ M is some small neighborhood of p, and Φ : O → R2n are g-geodesic normal
coordinates, and Φc : O → R2n are gc-geodesic normal coordinates, then Φc = cΦ.
However, for x ∈ R2n and Y, Z ∈ TxR2n, we can then compute(
Φc∗g
c
)
x
(Y, Z) = gc(Φc)−1(x)
(
Φc∗Y,Φc∗Z
)
= c2gΦ−1(x/c)
(
c−1Φ∗Y, c−1Φ∗Z
)
= gΦ−1(x/c)
(
Φ∗Y,Φ∗Z
)
=
(
Φ∗g)(x/c)(Y, Z).
Thus letting gcij and gij denote the components of g
c and g respectively in gc and g
geodesic normal coordinates, we find that gcij(x) = gij(x/c), and then (R2) is easily
deduced. Arguing similarly, one finds that (Φc∗J)ij(x) = (Φ∗J)ij(x/c), and (R3)
follows immediately.
Next, recall that for smooth sections Y, Z ∈ Γ(TM) which are point-wise linearly
independent, the sectional curvature of the plane spanned by Y and Z is given by
Kgsec(Y, Z) =
〈∇Y∇ZZ −∇Z∇Y Z −∇[Y,Z]Z, Y 〉g
‖Y ‖2g‖Z‖2g − 〈Y, Z〉2g
.
As observed above, ∇ = ∇c, so (R4) is then quickly deduced. Similarly, since
Bgu(Y, Z) = (∇Y Z)⊥ for sections Y, Z ∈ Γ(T ) of the tangent bundle of the immer-
sion u : S →M , we see that (R5) also follows immediately. 
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It will be convenient for later computations to have the following basic estimates
at our disposal. The proof of Lemma 4.5 below is elementary.
Lemma 4.5. Let (M, g,K) be an admissible triple, p ∈ K a point, (x1, . . . , xm) geo-
desic normal coordinates centered at p, gij the components of g in these coordinates,
gij which satisfy giℓg
ℓj = δji , and Γ
k
ij the Christoffel symbols of the Levi-Civita con-
nection associated to g in these coordinates. Then for all points q ∈ M for which
|q| := dist(p, q) ≤ 1, the following inequalities hold.∑m
ij=1|gij(q)− δij |2 ≤ |q|4,
∑m
ijk=1 |Γkij(q)|2 ≤ |q|2∑m
ij=1|gij(q)− δij |2 ≤ |q|4 sup
p∈K
|Ksec(p)| ≤ 1.
Furthermore, for g¯ := dxi ⊗ dxi, the following inequalities hold.∣∣〈Y, Z〉g − 〈Y, Z〉g¯∣∣ ≤ |q|2‖Y ‖g¯‖Z‖g¯(
1− |q|2)‖Y ‖2g¯ ≤ ‖Y ‖2g ≤ (1 + |q|2)‖Y ‖2g¯.
Lastly, for V ⊂ TqM , a vector space of dimension k, we let πgV and πg¯V respectively
denote the g and g¯ orthogonal projections onto V. Then for q as above, and Y, Z ∈
TqM , the following inequalities also hold.∥∥πgV(Y )− πg¯V(Y )∥∥g¯ ≤ |q|2‖Y ‖g¯.
We are now prepared to prove a a key result about graphical parameterizations.
Lemma 4.6 (Uniform Local Graphs). There exists a constant r0 > 0 with the
following significance. Let (M, g,K) be an admissible triple with dimM = m, and
suppose u : S →M is a Type 0 immersion for which
sup
ζ∈S
‖Bu(ζ)‖g ≤ 1.
Then for each ζ ∈ u−1(K), there exists a map φ : Dr0 → S and geodesic normal
coordinates Φ : B2r0
(
u(ζ)
)→ Rm with the following properties.
(P1) φ(0) = ζ
(P2) u˜(s, t) := Φ ◦ u ◦ φ(s, t) = (s, t, u˜3(s, t), . . . , u˜m(s, t)).
(P3) u˜i(0, 0) = 0 for i = 1, . . . ,m
(P4) Dαu˜
i(0, 0) = 0 whenever |α| = 1 and i = 3, . . . ,m
(P5)
∑
|α|=1
∑m
i=3 ‖Dαu˜i‖2C0(Dr0) ≤ 10
−20
(P6) For Euclidian coordinates ρ = (s, t), on Dr0 , we have
1
2 |ρ| ≤ dist(u◦φ)∗g(0, ρ) ≤ 2|ρ|
(P7) For |α| = 2 and i = 1, . . . ,m, ‖Dαu˜i‖C0(Dr0) ≤ 10
(P8) With ρ as above, we have
1
2 |ρ| ≤ distg
(
u(φ(ρ)), u(φ(0))
) ≤ 2|ρ|.
Furthermore, letting subscripts s and t denote partial derivatives, and denoting
γ11 = 〈us, us〉g, γ12 = γ21 = 〈us, ut〉g, γ22 = 〈ut, ut〉g, and γikγkj = δji , the
following inequalities also hold.
(P9) 14 |ξ|2 ≤ infρ∈Dr0 γijξiξj
(P10) ‖γij‖C0,α(Dr0) ≤ 2 · 103.
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Proof. Begin by defining a constant δ := 10−10. Assume that Φ : B2δ
(
u(ζ)
)→ Rm
has been chosen so that Φ
(
u(ζ)
)
= 0 and the image of Tζ(Φ◦u) is R2×{(0, . . . , 0)}.
We next claim (and shall prove) that
(31) expζ : {X ∈ TζS : ‖X‖u∗g ≤ δ} → S
is well defined and is an immersion. Indeed, the map is well defined since
distu∗g(ζ, ∂S) ≥ distg
(
u(ζ), ∂M) ≥ distg(K, ∂M) ≥ 2 ≥ δ,
where the second-to-last inequality follows from the admissibility of (M, g,K). If
the map were not an immersion, then the Riemannian manifold (S, u∗g) would
have conjugate points ζ, ζ′ for which distu∗g(ζ, ζ′) ≤ δ. By considering the Jacobi
equation along the shortest connecting geodesic, one can show that there must
be some point ζ′′ ∈ S at which the Gaussian curvature satisfies Ku∗g(ζ′′) ≥ δ−2.
However recall the Gauss equations for immersions:
Ksec(e1, e2) = Ku∗g(ζ
′′)− 〈B(e1, e1), B(e2, e2)〉g + ‖B(e1, e2)‖2g
where e1, e2 ∈ Tζ′′ is an orthonormal basis; consequently
(32) 1020 = δ−2 ≤ Ku∗g(ζ′′) ≤ 2,
where we have made use of the fact that the length of the second fundamental form
is bounded by assumption, and that supK |Ksec| ≤ 1. Indeed, this latter statement
follows from the fact that (M, g,K) is an admissible triple, together with Lemma
4.5. The contradiction (32) then shows that indeed the exponential map in (31) is
an immersion.
Next observe that for any X ∈ TζS with ‖X‖u∗g = 1, the path given by α(t) :=
u ◦ expu∗gζ (tX) is the image by u of a u∗g-unit speed geodesic in S emanating from
ζ, and it is defined for t ∈ [0, δ]. Furthermore, for geodesic normal coordinates
Φ = (x1, . . . , xm), we can locally define the flat metric g¯ := dxi ⊗ dxi; we also
locally define the (2, 1) tensor Γ by
Γ(X,Y ) := ∇XY − ∇¯XY,
where ∇ and ∇¯ are the Levi-Civita connections associated to g and g¯ respectively.
Note that conveniently the components of Γ are precisely the Christoffel symbols
of ∇ in the specified geodesic normal coordinates. We then estimate as follows:
d
dt
dxi
(
α˙(t)
)
= dxi
(∇α˙α˙)− dxi(Γ(α˙, α˙))
= dxi
(
(∇α˙α˙)⊥
)− dxi(Γ(α˙, α˙))
= dxi
(
B(α˙, α˙)
) − dxi(Γ(α˙, α˙));
here X 7→ X⊥ is the g-orthogonal projection to the normal bundle of N → S.
Making use of the fact that ‖B‖g ≤ 1, we integrate up to find that∣∣dxi(α˙(t)) − dxi(α˙(0))∣∣ ≤ t(‖B(α˙, α˙)‖g‖dxi‖g + ‖Γ‖g¯‖dxi‖g¯)(33)
≤ t(‖dxi‖g + ‖Γ‖g¯)
≤ 3t,
where we have made use of the following facts: ‖dxi‖g ≤ 2 and ‖Γ‖g¯ ≤ 1; these
estimates are easily deduced from Lemma 4.5. Similarly for a continuous unit vector
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field η along α which is locally tangent to the image of u but orthogonal to α˙, one
finds
(34)
∣∣dxi(η(t))− dxi(η(0))∣∣ ≤ 3t.
Let pr : Rm → R2 be the coordinate projection pr(x1, . . . , xm) = (x1, x2). It follows
from inequalities (33) and (34) that there exists a r0 ∈ (0, δ) such that the map
ϕ := pr ◦Φ ◦ u ◦ expu∗gζ : {X ∈ TζS : ‖X‖u∗g < 2r0} → R2
is a diffeomorphism with its image, its image contains Dr0 , and the map
φ := expu
∗g
ζ ◦ϕ−1 : Dr0 → S
is well defined and satisfies properties (P1) - (P6). We postpone the proof of (P7)
for the moment, and instead prove (P8). To that end, we note that by integrating
(P5) it follows that for ρ = (s, t)
(35)
m∑
i=3
(
u˜i(ρ)
)2 ≤
m∑
i=3
(|s|‖u˜is‖C0(Dr0) + |t|‖u˜it‖C0(Dr0)
)2 ≤ 2 · 10−20|ρ|2 ≤ 14 |ρ|2.
Making use of the fact that distΦ∗g
(
u˜(ρ), 0
)2
=
∑m
i=1
(
u˜i(ρ)
)2
, we see that the
right-most inequality of property (P8) follows from inequality (35). However the
left-most inequality of property (P8) also holds, since
|ρ|2 ≤ |ρ|2 +
m∑
i=3
(
u˜i(ρ)
)2
= distΦ∗g
(
u˜(ρ), 0
)2
.
To prove property (P7) it will be convenient to work in Rm rather than B2δ(p),
so we will abuse notation by allowing g and g¯ to respectively denote Φ∗g and Φ∗g¯.
Roughly speaking, property (P7) will follow from the fact that the length of the
second fundamental form Bu is a priori bounded; the proof would be obvious if
second derivatives of u˜ (when regarded as vector fields along u˜(Dr0)) were always
g-orthogonal to the surface u˜(Dr0), however this is not the case. Thus we need the
following computational lemma to bound the second derivatives by their normal
components.
Lemma 4.7. Let u˜ : Dr0 → Rm be as above. Suppose q ∈ u˜(Dr0), and X ∈ TqRm
with dx1(X) = 0 = dx2(X), and let πgN : TqR
m → Nq denote the g-orthogonal
projection to the fiber Nq of the g-normal bundle N → u˜(Dr0). Then
(36) ‖X‖g ≤ 2‖πgN (X)‖g.
Proof. Here and throughout, we will regard u˜s = u˜s(ρ) and u˜t = u˜t(ρ) as vectors in
Tu˜(ρ)R
m. We then observe that the graphical parametrization u˜ and the definition
of g¯ yield
‖ sin(θ)u˜s + cos(θ)u˜t‖2g¯ = 1 +
∑m
i=3
(
sin(θ)u˜is + cos(θ)u˜
i
t
)2
;
combining this with (P5) then yields
‖ sin(θ)u˜s + cos(θ)u˜t‖g¯ ≥ 1−
√
2 · 10−10.
28 JOEL W. FISH
Thus for any X ∈ TqRm with dx1(X) = 0 = dx2(X), we find
‖πg¯T (X)‖g¯ = sup
θ∈[0,2π]
∣∣〈X, sin(θ)u˜s + cos(θ)u˜t〉g¯∣∣
‖ sin(θ)u˜s + cos(θ)u˜t‖g¯(37)
≤ (1−
√
2 · 10−10)−1(∣∣〈X, u˜s〉g¯∣∣+ ∣∣〈X, u˜t〉g¯∣∣)
≤ 10−9‖X‖g¯.
Next, recall that for each q ∈ u˜(Dr0) we have distg(0, q) ≤ δ, so by so by Lemma
4.5, it follows that for each Y ∈ TqRm, the following estimates hold:
(1− 10−10)‖Y ‖g¯ ≤ ‖Y ‖g ≤ (1 + 10−10)‖Y ‖g¯
‖πgT (X)− πg¯T (X)‖g¯ ≤ 10−9‖X‖g¯,
where T is the plane tangent to u˜(Dr0) at q. Combining these estimates with
inequality (37), we find that for each X ∈ TqRm with dx1(X) = 0 = dx2(X), the
following holds:
‖πgT (X)‖g ≤ (1 + 10−10)‖πgT (X)‖g¯
≤ (1 + 10−10)(‖πgT (X)− πg¯T (X)‖g¯ + ‖πg¯T (X)‖g¯)
≤ (1 + 10−10) · 2 · 10−9‖X‖g¯
≤ 12‖X‖g,
from which we conclude that
(38) ‖X‖g ≤ 2‖πgN (X)‖g,
which is precisely the desired inequality. This completes the proof of Lemma 4.7.

We are now ready to prove (P7). Indeed, observe that for any multi-index α with
|α| = 2, the first two components of Dαu˜ vanish; thus regardingDαu˜(ρ) ∈ Tu˜(ρ)Rm,
we see that Lemma 4.7 applies. For instance, we then have
‖u˜st‖g¯ ≤ 2‖πgN (u˜st)‖g = 2
∥∥πgN (∇u˜s u˜t)− πgN (Γ(u˜s, u˜t))∥∥g ≤ 10
The same estimate holds for the other second derivatives, and thus property (P7)
follows immediately.
To prove property (P9), recall that ρ ∈ Dr0 guarantees distg
(
u˜(ρ), u˜(0)
) ≤ δ =
10−10, so by Lemma 4.5 it follows that∣∣〈X,Y 〉g − 〈X,Y 〉g¯∣∣ ≤ 10−10‖X‖g¯‖Y ‖g¯;
combining this inequality with (P5) then guarantees that |γij−δij | ≤ 10−9. Letting
[γij ] and [γ
ij ] denote the symmetric positive definite 2× 2 matrices with entries γij
and γij respectively, it then follows that
(39) ‖[γij ]‖ ≤ 1 + 10−8, |1− det[γij ]| ≤ 10−8, and |γij − δij | ≤ 10−8.
The first inequality of (39) together with the fact that [γij ] is a positive symmetric
definite matrix and [γij ]
−1 = [γij ] proves (P9).
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To prove (P10), we first note that the third inequality of (39) guarantees that
‖γij‖C0(Dr0) ≤ 2, so it remains to estimate the Ho¨lder seminorm [·]0,α given by
(40) [f ]0,α := sup
ρ,ρ′∈Dr0
ρ6=ρ′
|f(ρ)− f(ρ′)|
|ρ− ρ′|α .
Recall that [f ]0,α ≤ (2r0)1−α‖Df‖C0(Dr0), and γij = ±γi′j′/|γ| for some i′ and j′
and |γ| := det[γij ], so
[γij ]0,α ≤ ‖Dγi′j′‖ · ‖1/|γ|‖+ 2‖Dγi′j′‖ · ‖γi′j′‖ · ‖1/|γ|2‖
≤ 10‖Dγi′j′‖,
where ‖·‖ denotes the C0(Dr0) norm. To estimate the right-most term we compute∣∣∂s(γ11)∣∣ = ∣∣∂s〈u˜s, u˜s〉g∣∣
≤ ∣∣gij,ku˜isu˜jsu˜ks ∣∣+ ∣∣(gij − δij)u˜issu˜js∣∣+ ∣∣(gij − δij)u˜isu˜jss∣∣+ 2∣∣u˜issu˜is∣∣
≤ 20,
where we have made use of properties (P5) and (P7). The same argument holds
for the partial of the γij with respect to s and t, so conclude that ‖Dγi′j′‖ ≤ 20,
and thus
‖γij‖C0,α(Dr0) ≤ 2 · 103
This verifies property (P10), and completes the proof of Lemma 4.6. 
We are now prepared to state and prove the main result of Section 4.1, namely
Theorem 3, which guarantees that J-curves with a priori bounded curvature, can be
graphically parameterized in such a way that all derivatives of the parameterization
are bounded a priori. We now make this precise.
Theorem 3 (A priori derivative bounds). Fix constants m ∈ N with m ≥ 2, C > 0,
and α ∈ (0, 1). Then there exists a constant C′ = C′(m,C, α) with the following
significance. Let (M,J, g) be a compact almost Hermitian manifold of dimension
2n, possibly with boundary, let K ⊂ M be a compact set for which (M, g,K) is an
admissible triple and ‖g‖Cm−1,αg (K) + ‖J‖Cm−1,αg (K) ≤ C, and let u : S → M be an
immersed J-curve of Type 0 for which
sup
ζ∈S
‖Bu(ζ)‖g ≤ 1.
Letting r0 be the constant guaranteed by Lemma 4.6, we fix ζ ∈ u−1(K) and let
φ : Dr0 → S and Φ : B2r0 → R2n denote the maps also guaranteed by that Lemma.
Then for u˜ := Φ ◦ u ◦ φ, the following estimate holds.
(41) ‖u˜‖Cm,α(Dr0/2) ≤ C
′.
Proof. We begin by defining the constants rk :=
1
2 (1 +
1
2k )r0, and note that rk ∈
(12r0, r0) for all positive k ∈ N. Note that a consequence of Proposition A.4 is that
for u˜ := Φ ◦ u ◦ φ and µ = 3, . . . , 2n the u˜µ satisfy the equation γijDij u˜µ = Fµ,
where
γij = 〈Diu˜, Dju˜〉Φ∗g, γiℓγℓj = δji ,
and
Fµ := γij(Diu˜α)(Dj u˜β)
(
(Dℓu˜
µ)Γℓαβ − (Dℓu˜µ)Qℓαβ +Qµαβ − Γµαβ
)
;
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here the Γµαβ are the Christoffel symbols associated to geodesic normal coordinates,
the component functions Qµαβ are defined by Q
µ
αβ∂xµ = J(∇∂xαJ)∂xβ , repeated
Roman indices indicate a summation from 1 to 2, and repeated Greek indices
indicate summation from 1 to 2n. Also recall that properties (P9) and (P10) of
Lemma 4.6 guarantee that
‖γij‖C0,α(Dr0) ≤ 2 · 103 and infρ∈Dr0
ξ∈R2
γij(ρ)ξiξj ≥ 14 |ξ|2.
Furthermore property (P5) guarantees ‖Diu˜‖C0(Dr0) ≤ 2, and property (P7) guar-
antees ‖Dij u˜‖C0(Dr0) ≤ 10. We thus observe that the C0,α(Dr0)-norms of the Fµ
are bounded in terms of r0, α, ‖u˜‖C1,α(Dr0), ‖g‖C1,αg (K) and ‖J‖C1,αg (K). However, r0
is a universal constant, α is fixed by assumption, ‖u˜‖C1,α(Dr0) is bounded in terms
of α and ‖u˜‖C2(Dr0), and ‖g‖C1,αg (K) + ‖J‖C1,αg (K) < C by assumption. Thus by
elliptic regularity (c.f. [6], Chapter 6), it follows that there exists a C2 = C2(α,C)
such that
(42) ‖u˜‖C2,α(Dr2) ≤ C2.
By the usual elliptic bootstrapping argument (i.e. differentiating the equation
γijDij u˜
µ = Fµ, to show that higher order derivatives of u˜µ solve the same partial
differential equation with a different inhomogeneous term), there exist constants
Ck = Ck
(
α, k, C
)
for k = 2, . . . ,m so that
‖u˜‖Ck,α(Drk ) ≤ Ck.
Since this estimate holds for k = m, we let C′ := Cm, and the proof of Theorem 3
is complete. 
4.2. Lagrangian boundary case. In this section we prove results analogous to
those of Section 4.1 in the case that the J-curves of interest have a partial La-
grangian boundary condition, or more precisely the J-curves are Type 1 immer-
sions.
Here and throughout, the 4-tuple (M,J, g, L) will consist of a smooth compact
almost Hermitian manifold (M,J, g) of dimension 2n (possibly with boundary),
and a compact embedded totally geodesic Lagrangian submanifold L ⊂ M with
∂L = L ∩ ∂M .
Definition 4.8 (L-adapted geodesic normal coordinates). Let (M,J, g, L) be as
above, and fix p ∈ L \ ∂L. Define the map
expLp : TpL× TpL⊥ ≃ TpM →M by expLp (ℓ, ν) := expexpp(ℓ)(ν˜),
where ν˜expp(ℓ) ∈ Texpp(ℓ)M is the vector obtained by parallel transport of νp along
the path t 7→ expp(tℓ). Extend any orthonormal frame {f∗1 , . . . , f∗n} ⊂ T ∗pL to
an orthonormal frame {e∗1, . . . , e∗2n} ⊂ T ∗pM by defining e∗2k−1 := f∗k and e∗2k :=
−e∗2k−1 ◦ J for k = 1, . . . , n, and we define the associated L-adapted geodesic
normal coordinates (x1, . . . , x2n) by the following:
xk(q) := e∗k
(
(expLp )
−1(q)
)
.
Just as the injectivity radius is associated to the exp map, we also define an
L-adapted injectivity radius associated to the expL map by the following.
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Definition 4.9 (injL). For each p ∈ L, ǫ > 0, define Bǫ := {X ∈ TpL : ‖X‖ < ǫ}
and B⊥ǫ := {X ∈ TpL⊥ : ‖X‖ < ǫ}. We then define the L-adapted injectivity radius
at p to be the following:
injL(p) := sup{ǫ : conditions (C1) and (C2) hold};
where the conditions (C1) and (C2) are given by
(C1) expLp : Bǫ × B⊥ǫ →M is a diffeomorphism with its image
(C2) Bǫ × {0} ⊃ (expLp )−1
(
L ∩ expLp
(Bǫ × B⊥ǫ )) .
Similarly, for a set K ⊂ L define
(43) injL(K) := inf
p∈K
injL(p).
Note that when comparing the L-adapted injectivity radius to the usual injec-
tivity radius, the first condition (C1) is an obvious adaptation from the usual defi-
nition, whereas the second condition (C2) guarantees that if p ∈ L and ǫ < injL(p),
then L ∩ expLp (Bǫ × B⊥ǫ ) is connected. Moreover, consider the torus S1 × S1 with
the standard structures, and consider the Lagrangians Lδ := {0} × S1 ∪ {δ} × S1
for each δ > 0; for cases such as this in what follows, it will be important that
injLδ (Lδ)→ 0 as δ → 0.
Also note that for Bǫ ⊂ TpL and B⊥ǫ ⊂ TpL⊥ as above, and for BMǫ (p) ⊂M the
metric ball of radius ǫ > 0, and for each sufficiently small ǫ > 0, it is straightforward
to verify that BMǫ (p) ⊂ expLp
(Bǫ × B⊥ǫ ).
Since L-adapted geodesic normal coordinates are a bit non-standard, we take a
moment to discuss properties of the metric components gij in these coordinates.
We make this precise with Lemma 4.10 below.
Lemma 4.10. Let (M,J, g, L) be as above. Then in local L-adapted geodesic nor-
mal coordinates Φ = (x1, . . . , x2n) centered at p ∈ L \∂L, the following hold locally.
(L1) L = ∩nk=1{x2k = 0}.
(L2) TL = span
({∂x2k−1}nk=1)∣∣L and TL⊥ = span
({∂x2k}nk=1)∣∣L.
(L3) For any odd i, j ∈ 1, . . . , 2n − 1 the components of the metric satisfy the
following along L(
gij gi,j+1
gi+1,j gi+1,j+1
)
=
(
gij 0
0 1
)
.
(L4) At p = Φ−1(0), gij = δij, ∂xkgij = 0, and hence Γkij(p) = 0, for all i, j, k ∈
{1, . . . , 2n}.
(L5) The Christoffel symbols satisfy Γekoioj (q) = 0 = Γ
oj
oiek(q), whenever q ∈ L,
oi, oj ∈ 1, . . . , 2n− 1 are odd, and ek ∈ 2, . . . , 2n is even.
Proof. The validity of (L1) follows from the definition. Consequently, along L,
the vector fields {∂x2k−1}nk=1 form a basis for the fibers of TL, which proves the
first half of (L2). Next observe that since L is totally geodesic, it follows that
for any sections τ1, τ2 ∈ Γ(TL) and ν ∈ Γ(TL⊥) we have ∇τ1τ2 ∈ Γ(TL) and
∇τ1ν ∈ Γ(TL⊥). Consequently for (τ, ν) ∈ TpL× TpL⊥, we have
expLp (τ, ν) = expexpp(τ)(ν˜)
where ν˜ ∈ Texpp(τ)L⊥ (instead of just ν˜ ∈ Texpp(τ)M). We conclude that (L3) and
the second half of (L2) hold. It is clear from the definition that gij(p) = δij . We
now claim that Γkij(p) = 0 whenever i and j are both even or both odd. To prove
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this, we will consider the former case; the latter follows by the same argument.
Recall that in L-adapted geodesic normal coordinates, the paths
γ(t) = (0, a2t, 0, a4t, . . . , 0, a2nt)
are geodesics. In other words,
0 = ∇γ˙ γ˙ = aiajΓkij
(
γ(t)
)
∂xk .
Thus aiajΓ
k
ij(0) = 0 whenever a2k−1 = 0 for all k = 1, . . . , n. By considering
aℓ = δiℓ with i even, one quickly concludes that Γ
k
ij(0) = 0 whenever i = j and
i is even. By considering aℓ = δiℓ + δjℓ with i and j even, and recalling that
∇ is torsion free, one deduces that Γkij(0) = 0 whenever i and j are even; the
same argument holds when i and j are both odd. Observe that we have just
verified that ∇∂xi ∂xj
∣∣
p
= 0 whenever i and j are both even or both odd. Also
by construction, the ∂x2k are parallel along geodesics in L emanating from p, so
Γkij(0)∂xk = ∇∂xi∂xj
∣∣
p
= 0 whenever i is odd and j is even. Since ∇ is torsion free,
one concludes that Γkij(0)∂xk = ∇∂xi∂xj
∣∣
p
= 0 for all i, j = 1, . . . , 2n. Property
(L4) then follows from the computation
∂xkgij(p) = 〈∇∂xk∂xi
∣∣
p
, ∂xj〉g + 〈∂xi ,∇∂xk∂xj
∣∣
p
〉g = 0.
Lastly, note that property (L3) and the fact that L is totally geodesic guarantee
property (L5). 
Definition 4.11 (‖T ‖Ckg,L(K)). Let (M,J, g, L) be as above and let T be a tensor
on M . For each point p ∈ L \ ∂L we define the bi-ball
B2 := expLp
(B3 injL(p)/4 × B⊥3 injL(p)/4),
and equip it with L-adapted geodesic normal coordinates (x1, . . . , x2n) centered at
p. For multi-indices I1 and I2, we let T
I2
I1
denote the components of T in the
coordinates (x1, . . . , x2n), and then define
[T ]Ckg,L(p) := sup
q∈B2
( ∑
|α|=k
∑
I1,I2
|DαT I2I1 (q)|2
)1/2
and ‖T ‖Ckg,L(p) :=
k∑
j=0
[T ]Cjg,L(p)
.
Similarly for each α ∈ (0, 1] we define
‖T ‖Ck,αg,L(p) := ‖T ‖Ckg,L(p) + sup
q1,q2∈B2
q1 6=q2
( ∑
|α|=k
∑
I1,I2
|DαT I2I1 (q1)−DαT I2I1 (q2)|2
|q1 − q2|2α
)1/2
,
where |q1 − q2| is the distance between q1 and q2 computed with respect to the flat
metric dxi ⊗ dxi. More generally, for any subset K ⊂ L \ ∂L, we repeat the above
construction for each p ∈ K, to define
[T ]Ckg,L(K) := sup
p∈K
[T ]Ckg,L(p) ‖T ‖Ckg,L(K) := sup
p∈K
‖T ‖Ckg,L(p), and
‖T ‖Ck,αg,L(K) := supp∈K ‖T ‖Ck,αg,L(p).
Definition 4.12 (L-admissible). The 5-tuple (M,J, g, L,K) is said to be L-admissible
provided the following hold. The triple (M,J, g) is a compact almost Hermitian
manifold of dimension 2n (possibly with boundary), L ⊂M is a compact embedded
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totally geodesic Lagrangian submanifold with ∂L = L ∩ ∂M , the subset K ⊂ M is
compact, (M, g,K) is an admissible triple, and
10(2n)2[g]C2g,L(L∩K) ≤ 1 and infq∈L∩K inj
L(q) ≥ 2.
As in Section 4.1, it will be convenient for later computations to have the fol-
lowing elementary estimates at our disposal. The proof of Lemma 4.13 is both
elementary and identical to that of Lemma 4.5.
Lemma 4.13. Let (M,J, g, L,K) be an L-admissible 5-tuple, p ∈ L ∩ K a point,
(x1, . . . , x2n) L-adapted geodesic normal coordinates centered at p, gij the compo-
nents of g in these coordinates which satisfy giℓg
ℓj = δji , and Γ
k
ij be the Christoffel
symbols of the Levi-Civita connection associated to g in these coordinates. Then for
all points q ∈M for which |q| := dist(p, q) ≤ 1, the following inequalities hold.∑2n
ij=1|gij(q)− δij |2 ≤ |q|4,
∑2n
ijk=1 |Γkij(q)|2 ≤ |q|2∑2n
ij=1|gij(q)− δij |2 ≤ |q|4 sup
p∈K
|Ksec(p)| ≤ 1.
Furthermore, for g¯ := dxi ⊗ dxi, the following inequalities hold.∣∣〈Y, Z〉g − 〈Y, Z〉g¯∣∣ ≤ |q|2‖Y ‖g¯‖Z‖g¯(
1− |q|2)‖Y ‖2g¯ ≤ ‖Y ‖2g ≤ (1 + |q|2)‖Y ‖2g¯.
Lastly, for V ⊂ TqM , a vector space of dimension k, we let πgV and πg¯V respectively
denote the g and g¯ orthogonal projections onto V. Then for q as above, and Y, Z ∈
TqM , the following inequalities also hold.∥∥πgV(Y )− πg¯V(Y )∥∥g¯ ≤ |q|2‖Y ‖g¯.
In what follows, it will be convenient to have the following result at our disposal.
Lemma 4.14. Let (M,J, g, L,K) be an L-admissible 5-tuple, p ∈ L ∩ K a point,
and γ : [0, ℓ] → B1/2(p) ⊂ M a C2 path for which γ(0), γ(ℓ) ∈ L, ‖γ˙‖ ≡ 1, and
γ˙(0) ∈ TL⊥. If ℓ < 1/2, then
sup
t∈[0,ℓ]
κg(t) ≥ 1
2ℓ
− 1,
where κg(t) is the geodesic curvature of γ at the point t.
Proof. We begin by recalling that the geodesic curvature is given by κg(t) =
‖(∇γ˙(t)γ˙(t))⊥‖, and (∇γ˙(t)γ˙(t))⊥ = ∇γ˙(t)γ˙(t); this follows since ‖γ˙‖ ≡ 1. Next
we let (x1, . . . , x2n) denote L-adapted geodesic normal coordinates centered at p.
Since dist
(
p, γ(t)
)
< 1/2 for all t ∈ [0, ℓ], we see that γ has image in the neighbor-
hood on which the coordinates area defined. In local coordinates, we then find
∇γ˙(t)γ˙(t) = γ¨(t) + Γ(γ˙, γ˙)
where Γ is the locally defined bilinear operator associated the Christoffel symbols
of the Levi-Civita connection. As a consequence of Lemma 4.13 and the fact that
γ˙ ≡ 1, we see that ‖Γ(γ˙, γ˙)‖ ≤ 1.
As a consequence of Lemma 4.10, we may assume with out loss of generality that
the coordinates are chosen so that ddt
∣∣
t=0
γ2(t) = γ
′
2(0) = 1, where γ2(t) := x
2
(
γ(t)
)
.
Since γ(ℓ) ∈ L, and since injL(p) ≥ 2 (this follows from admissibility of the given
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5-tuple) we see that γ2(ℓ) = 0. Furthermore, there exist ℓ
′ ∈ (0, ℓ) such that
γ′2(ℓ′) ≤ 0. The mean value inequality then guarantees that there exists a ℓ′′ ∈ (0, ℓ′)
such that |γ′′2 (ℓ′′)| ≥ ℓ−1. The desired estimate then follows from this inequality
and another application of Lemma 4.13. 
In what follows, it will be convenient to have a notion of an immersion being
“adapted” to totally geodesic Lagrangian. We make this precise with Definition
4.15 below.
Definition 4.15. Let (M,J, g, L) be as above, and let u : S →M be smooth immer-
sion of Type 1 (see Definition 2.5). We say that (u, S) is adapted to (M,J, g, L)
provided that any locally defined, continuous, and outward pointing u∗g-normal vec-
tor field ν ∈ Γ(TS)∣∣
∂1S
satisfies u∗ν⊥gTL, or equivalently u∗ν ∈ Γ(TL⊥)
∣∣
∂1S
.
Immersions (u, S) which are adapted to totally geodesic Lagrangian submanifolds
as above have a particularly useful property which we state and prove at present.
Lemma 4.16 (geodesic ∂1-boundary). Let (M,J, g, L) and (u, S) be as in Defini-
tion 4.15. Suppose further that α : (−ǫ, ǫ)→ ∂1S is a u∗g-unit speed path. Then α
is a u∗g-geodesic.
Proof. Let ν be continuous unit vector field along α for which 〈ν, α˙〉u∗g ≡ 0. To
show that α is a geodesic it is sufficient to show that 〈∇Sα˙α˙, ν〉u∗g ≡ 0, where ∇S is
the Levi-Civita connection on S associated to u∗g (in other words ∇S = πgT ◦ ∇ ).
Since (u, S) is adapted to L it follows that u∗ν⊥L. Thus to show 〈∇Sα˙α˙, ν〉u∗g = 0,
it is sufficient to show that πg
TL⊥
(∇β˙ β˙) = 0 where β = u◦α, and TL⊥ is the normal
bundle to L ⊂ M . However, the second fundamental form BL : TL⊗ TL→ TL⊥
of L ⊂ M is defined to be πg
TL⊥
(∇XY ), and it vanishes identically because L is
totally geodesic. Consequently πg
TL⊥
(∇β˙ β˙) = BL(β˙, β˙) = 0, and we immediately
conclude that ∂1S is a u
∗g-geodesic. This completes the proof of Lemma 4.16. 
For the following lemma, it will be convenient to define
(44) Hr := {(s, t) ∈ R2 : |s| < r and 0 ≤ t < r}.
Lemma 4.17 (Uniform Local Graphs with Lagrangian Boundary). There exists a
constant r0 > 0 with the following significance. Let (M,J, g, L,K) be an admissible
5-tuple with dimM = 2n, and suppose u : S →M is a Type 1 immersion which is
adapted to (M,J, g, L) and which satisfies
sup
ζ∈S
‖Bu(ζ)‖g ≤ 1.
Then for each ζ ∈ u−1(L∩K)∩∂1S, there exists a map φ : Hr0 → S and L-adapted
geodesic normal coordinates4 Φ : expLu(ζ)
(B2r0 × B⊥2r0) → R2n with the following
properties.
(PL.1) Φ(L) ⊂ (R× {0})n
(PL.2) φ(0) = ζ and φ(s, 0) ⊂ ∂1S
(PL.3) u˜(s, t) := Φ ◦ u ◦ φ(s, t) = (s, t, u˜3(s, t), . . . , u˜2n(s, t))
(PL.4) u˜i(0, 0) = 0 for i = 1, . . . ,m
(PL.5) Dαu˜
i(0, 0) = 0 whenever |α| = 1 and i = 3, . . . , 2n
(PL.6) u˜(s, 0) ∈ (R× {0})n and u˜t(s, 0) ∈ ({0} × R)n
4See Definition 4.8.
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(PL.7)
∑
|α|=1
∑2n
i=3 ‖Dαu˜i‖2C0(Hr0) ≤ 10
−20
(PL.8) For Euclidian coordinates ρ = (s, t), on Hr0 , we have
1
2 |ρ| ≤ distu∗g(0, ρ) ≤ 2|ρ|
(PL.9) For |α| = 2 and i = 1, . . . , 2n, ‖Dαu˜i‖C0(Hr0) ≤ 10
(PL.10) With ρ as above, we have
1
2 |ρ| ≤ distg
(
u(φ(ρ)), u(φ(0))
) ≤ 2|ρ|.
Furthermore, letting subscripts s and t denote partial derivatives, and denoting
γ11 = 〈us, us〉g, γ12 = γ21 = 〈us, ut〉g, γ22 = 〈ut, ut〉g, and γikγkj = δji , the
following inequalities also hold.
(PL.11) 14 |ξ|2 ≤ infρ∈Hr0 γijξiξj
(PL.12) ‖γij‖C0,α(Hr0 ) ≤ 2 · 103
Proof. After a change in the construction of φ and choice of Φ, the proof of Lemma
4.17 is essentially no different than that of Lemma 4.6. As such, we will only
discuss the necessary modifications, and then refer to the proof of Lemma 4.6 for
verification of the appropriate estimates.
Begin by defining δ := 10−10. Next, since L is a totally geodesic Lagrangian,
it follows that there exist L-adapted geodesic normal coordinates Φ such that
Φ
(
u(ζ)
)
= 0 and (PL.1) holds. Furthermore, since (u, S) is an immersion (in par-
ticular at ζ) and it is adapted to L, it follows that for u∗g-unit vectors τ, ν ∈ TζS
for which τ ∈ Tζ∂1S, 〈ν, τ〉u∗g = 0, and ν “inward pointing”, we see that Φ can be
chosen so that
(Φ ◦ u)∗τ = (1, 0, . . . , 0) and (Φ ◦ u)∗ν = (0, 1, 0, . . . , 0);
this will guarantee that (PL.5) holds for any parameterization φ. To construct the
map φ, we extend ν to be a continuous “inward pointing” u∗g-unit vector field
along ∂1S which is u
∗g-orthogonal to ∂1S, and define an exponential-type map
(45) ϕ˜ : Hδ → S by ϕ˜(s, t) := expexp(sτ)(tν).
We now claim (and shall prove) that ϕ˜ is well defined and is an immersion. In-
deed, as a consequence of Lemma 4.16 it follows that ∂1S consists of u
∗g-geodesics;
furthermore since (u, S) is adapted to (M,J, g, L) it follows that the set of non-
smooth boundary points of S is precisely ∂0S ∩ ∂1S ⊂ ∂0S and by assumption
distu∗g(∂0S, ζ) ≥ distg
(
∂M, u(ζ)
) ≥ 2. Consequently ϕ˜∣∣
(−δ,δ)×{0} → ∂1S is well de-
fined. Thus to show ϕ˜ is well-defined onHδ, it is sufficient to show that for ζ′ ∈ ∂1S
with distu∗g(ζ, ζ
′) < δ, the map α(t) := expζ′(tν) is well defined for t ∈ [0, δ). To
that end, suppose not; then there exists a smooth path β := u ◦ α : [0, δ′] → M
which must satisfy the following conditions: ‖β˙‖ ≡ 1, β(t) ∈ B1/2
(
u(ζ)
) ⊂⊂ M
for all t ∈ [0, δ′], β(0), β(δ′) ∈ L, β˙(0) ∈ TL⊥, δ′ ≤ 10−10 ≤ 1/2, and ‖∇β˙β˙‖ =
‖Bu(β˙, β˙)‖ ≤ 1. However, by Lemma 4.14 we see that
2 ≤ sup
t∈[0,δ′]
κg(t) = sup
t∈[0,δ′]
‖∇β˙(t)β˙(t)‖ = sup
t∈[0,δ′]
‖Bu
(
β˙(t), β˙(t)
)‖ ≤ 1.
From this contradiction we conclude that ϕ˜ : Hδ → S given in (45) is well defined.
The proof that ϕ˜ is an immersion is identical to the proof that expζ : {X ∈ TζS :
‖X‖u∗g ≤ δ} → S is an immersion in Lemma 4.6.
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Next, define the coordinate projection pr(x1, . . . , x2n) = (x1, x2), and the map
ϕ : Hδ → R2 by ϕ := pr ◦Φ ◦ u ◦ ϕ˜.
At this point, we observe that since ϕ˜ : R × {0} → ∂1S, u(∂1S) ⊂ L, and Φ(L) ⊂(
R×{0})n, it follows that ϕ((−δ, δ)×{0}) ⊂ R×{0}. Furthermore, by our choice
of Φ, it follows that (T0ϕ)(0, 1) = (0, 1), and thus ϕ : Hδ → H∞. Thus by defining
φ := ϕ˜ ◦ ϕ−1, we see that with the exception of proving (PL.6), and some obvious
modifications from working in “polar” coordinates to “bi-polar” coordinates, the
remainder of the proof Lemma 4.17 is essentially identical to that of Lemma 4.6,
with references to ‖g‖Ckg (K), Definition 4.1, and Lemma 4.5 respectively replaced
with ‖g‖Ckg,L(K), Definition 4.11, and Lemma 4.13.
Thus to finish the proof of Lemma 4.17, it is sufficient to prove (PL.6). To that
end, we first note that we have already established that Φ(L) ⊂ (R×{0})n, so it is
sufficient to prove that u˜t(s, 0) ∈
({0}×R)n. Next we recall three important facts.
(1) The immersion ϕ˜ : (Hδ, ds2 + dt2)→ (S, u∗g) is isometric along {t = 0}.
(2) For vectors ν ∈ TS∣∣
∂1S
for which ν⊥u∗g∂1S we have u∗ν⊥gL.
(3) Φ(L) ⊂ (R×{0})n, and along Φ(L) the metric Φ∗g expressed in coordinates
as a block matrix with 2× 2 entries each of the form ( ∗ 00 1 ).
Note that the second part of the third fact was established in Lemma 4.10. We can
now conclude that (Φ ◦ u ◦ ϕ˜)t(s, 0) ∈
({0} × R)n. Since ϕ = pr ◦Φ ◦ u ◦ ϕ˜, it then
follows that ϕt(s, 0) ∈ {0} × R. Since φ = ϕ˜ ◦ ϕ−1 and u˜ = Φ ◦ u ◦ φ, it follows
from the above three facts that u˜t(s, 0) ∈
({0} × R)n. This completes the proof of
(PL.6), as well as the proof of Lemma 4.17. 
Theorem 4 (A priori derivative bounds). Fix constants m ∈ N, C > 0, and α ∈
(0, 1). Then there exists a constant C′ = C′(m,C, α) with the following significance.
Let (M,J, g) be a compact almost Hermitian manifold of dimension 2n (possibly
with boundary), let L ⊂M be a totally geodesic Lagrangian submanifold with ∂L =
L∩ ∂M , and let K ⊂M be a compact set for which (M,J, g, L,K) is an admissible
5-tuple. Suppose further that
‖g‖Cm−1,αg,L (L∩K) + ‖J‖Cm−1,αg,L (L∩K) ≤ C,
and let u : S →M be an immersed J-curve of Type 1 for which
sup
ζ∈S
‖Bu(ζ)‖g ≤ 1.
Letting r0 be the constant guaranteed by Lemma 4.17, we fix ζ ∈ u−1(L ∩ K) and
let φ : Hr0 → S and Φ : B2r0 ×B⊥2r0 → R2n denote the maps also guaranteed by that
Lemma. Then for u˜ := Φ ◦ u ◦ φ, the following estimate holds.
(46) ‖u˜‖Cm,α(Hr0/2) ≤ C
′.
Proof. The proof of Theorem 4 parallels the proof of Theorem 3 exactly. Indeed, the
only modification of any non-trivial importance is that the local parameterizations
yielded by Lemma 4.17 satisfy an elliptic partial differential equation with either
a partial Dirichlet or partial Neumann boundary condition. Nevertheless, elliptic
bootstrapping at the boundary still applies, and the desired result is immediate. 
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5. Regularity of the second fundamental form
The purpose of this section is to establish several regularity results for the sec-
ond fundamental form of an immersed J-curve u : S → M of either Type 0 or
Type 1. The key results of this section are Theorem 5 and Theorem 6 which estab-
lish ǫ-regularity of ‖B‖2 for curves with or without partial Lagrangian boundary.
Of perhaps more practical importance are Corollary 5.4 and Corollary 5.7 which
guarantee that if the curvature of a J-curve is sufficiently large at a point ζ ∈ S,
then there is a threshold amount of “total” curvature in a small neighborhood of
ζ. Note that these theorems and corollaries depend heavily upon other regularity
results, namely Proposition 5.2 and Proposition 5.6, which establish elliptic regu-
larity for the second fundamental form. These two propositions can be regarded as
a parametrization-independent version of elliptic regularity for J-curves.
5.1. Interior case. Here we establish the aforementioned regularity results for im-
mersed J-curves without partial Lagrangian boundary conditions, or more precisely
for those J-curves which are Type 0 (see Definition 2.4). To that end, we begin
with an useful elementary result regarding covariant derivatives of the two second
fundamental forms A ∈ Hom (N ,Hom(T , T )) and B ∈ Hom (T ⊗ T ,N ) of an im-
mersion u : S →M . Recall A and B are respectively defined by Aν(τ1) := (∇τ1ν)⊤
and B(τ1, τ2) = (∇τ1τ2)⊥.
Lemma 5.1. Let u : S →M be an immersion into a Riemannian manifold (M, g),
and let A and B be the associated second fundamental forms. Then for each ζ ∈ S,
k ∈ N, and τ1, τ2, X1, . . . , Xk ∈ Tζ and ν ∈ Nζ , the following holds
(47) 0 =
〈
(∇kX1,...,XkB)(τ1, τ2), ν
〉
+
〈
τ2, (∇kX1,...,XkA)ν(τ1), ν
〉
where ∇kA and ∇kB denote the kth covariant derivative of A and B respectively.
Furthermore
(48) ‖∇kA‖ = ‖∇kB‖,
for all k ∈ N.
Proof. We begin by letting τ1, τ2, X1 ∈ Γ(T ) and ν ∈ Γ(N ) be extensions of the
given vectors so that
0 = (∇X1τ1)⊤
∣∣
ζ
= (∇X1τ2)⊤
∣∣
ζ
= (∇X1ν)⊥
∣∣
ζ
.
Then by taking successive derivatives we find
0 = 〈τ2, ν〉
⇒
0 = 〈(∇τ1τ2)⊥, ν〉+ 〈τ2, (∇τ1ν)⊤〉
= 〈B(τ1, τ2), ν〉+ 〈τ2, Aν(τ1)〉
⇒
0 = 〈(∇X1B)(τ1, τ2), ν〉+ 〈B(∇⊤X1τ1, τ2), ν〉
+ 〈B(τ1,∇⊤X1τ2), ν〉+ 〈B(τ1, τ2),∇⊥X1ν〉
+ 〈∇⊤X1τ2, Aν(τ1)〉+ 〈τ2, (∇X1A)ν(τ1)〉
+ 〈τ2, A∇
⊥
X1
ν(τ1)〉+ 〈τ2, Aν(∇⊤X1τ1)〉,
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and thus by evaluating at ζ we find that (47) holds for k = 0, 1. Since the quantities
on the right hand side of that equation do not depend on the extensions of τ1, τ2,
and ν, we conclude that (47) holds for k = 0, 1 in general for arbitrary vectors
X1, τ1, τ2 and ν. Iterating this procedure, and making sure to take extensions of
the X1, . . . , Xk−1 so that
0 = (∇Xkτ1)⊤
∣∣
ζ
= (∇Xkτ2)⊤
∣∣
ζ
= (∇Xkν)⊥
∣∣
ζ
= (∇XkXj)⊤
∣∣
ζ
for j = 1, . . . , k − 1, will prove (47) for all k ∈ N. Equation (48) then follows
immediately. 
We are now prepared to prove elliptic regularity of the second fundamental form.
Proposition 5.2 (elliptic regularity of B). Fix a constant α ∈ (0, 1), and an in-
creasing sequence {Ck}∞k=0 ⊂ R+, then there exists another increasing sequence
{C′k}∞k=0 ⊂ R+ for which C′k = C′k(α,C1, . . . , Ck+1) and which has the follow-
ing significance. Let (M,J, g) be a smooth compact almost Hermitian manifold
of dimension 2n which possibly has boundary. Define the set M˜ := {p ∈ M :
dist(p, ∂M) ≥ 2}, and suppose (M, g, M˜) is an admissible triple. Suppose further
that
‖g‖Ck,αg (M\∂M) + ‖J‖Ck,αg (M\∂M) ≤ Ck,
for each k ∈ N. Then for any immersed J-curve u : S →M of Type 0 for which
sup
ζ∈S
‖Bu‖g ≤ 1,
the following also holds
‖∇kBu‖C0,αg (u−1(M˜)) ≤ C′k,
where ∇kBu ∈ Γ
(
Hom(
⊗k+2 T ,N )) denotes the kth covariant derivative of the
second fundamental form Bu of the immersion u.
Proof. For any smooth immersion u˜ : R2 → Rm we will use the following notation
for coordinate tangent vectors: D1u˜ = u˜,1 = u˜s = u˜∗∂s, D2u˜ = u˜,2 = u˜t = u˜∗∂t.
Suppose that Rm is equipped with coordinates (x1, . . . , xm), and a Riemannian
metric g, with components gij and associated inverse components g
ij for which
δji = giℓg
ℓj. Then for any tangent vector fields of the form τi = u˜,ji , repeated use
of the Leibniz rule and the fact that ∇ = ∇⊤ +∇⊥ shows that
(49) (∇kτk+2,...,τ3B)(τ2, τ1) = Fℓk,j1,...,jk+2∂xℓ
where the Fℓk,j1,...,jk+2 are polynomials of their arguments which we denote as
(50) F = F(
m⋃
i=1
k+2⋃
|a|=0
Dau˜
i,
2⋃
i,j=1
γij ,
m⋃
i,j=1
gij ,
m⋃
i,j=1
k+1⋃
|a|=0
Dagij
)
;
Here the γij satisfy δji = γiℓγ
ℓj and γij = gαβ u˜
α
,i, u˜
β
,j. For an immersed J-curve
u : S →M , we consider the maps u˜ = Φ◦u◦φ−1 as in Lemma 4.6. A consequence of
Theorem 3 is that that for fixed k, the Ck+2,α-norms of the u˜ are uniformly bounded
in terms of ‖g, J‖Ck+1,αg (M\∂M), which are bounded by Ck+1. A consequence of
Lemma 4.6 is that the ‖γij‖C0,α are uniformly bounded by a universal constant. A
consequence of Lemma 4.5 is that the ‖gij‖C0 are bounded by a universal constant,
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and it is straight forward to show that the ‖gij‖C0,α are bounded in terms of C0.
Combining (49), (50), and these estimates then proves the desired result. 
It will often be convenient to locally consider J-curves in small balls Bǫ(p) ⊂M
(in particular for ǫ < 2). In such cases the following result is useful.
Corollary 5.3. Fix ǫ ∈ (0, 2] and let M , J , g, M˜ , α, Ck and C′k be as in Propo-
sition 5.2; in particular assume
‖g‖Ck,αg (M\∂M) + ‖J‖Ck,αg (M\∂M) ≤ Ck
for each k ∈ N. Fix p ∈ M˜ , and suppose u : S → Bgǫ (p) ⊂ M is an immersed
J-curve of Type 0 in Bgǫ (p) which satisfies
sup
S
‖Bu‖g ≤ 1.
Then
sup
ζ∈u−1(Bg
ǫ/3
(p))
‖∇kBu‖g ≤ (3/ǫ)k+1C′k.
Proof. We begin by defining N := Bgǫ (p), N˜ := Bgǫ/3(p)
)
and g˜ := (3/ǫ)2g. Then
observe that (N, g˜, N˜) is an admissible triple. Furthermore, since ǫ/3 < 1 it follows
from Lemma 4.4 that
‖g˜‖Ck,αg˜ (N\∂N) + ‖J‖Ck,αg˜ (N\∂N) ≤ Ck,
and supζ∈S ‖Bg˜u‖g˜ ≤ 1. By Proposition 5.2, it then follows that
sup
ζ∈u−1(N˜)
‖∇kBg˜u‖g˜ ≤ C′k.
However, by the definition of N˜ , the fact that ∇kBg˜u = ∇kBgu, and another appli-
cation of Lemma 4.4, we then find
sup
ζ∈u−1(Bg
ǫ/3
(p))
‖∇kBgu‖g ≤ (3/ǫ)k+1C′k,
which is precisely the desired estimate. 
With Proposition 5.2 established, we are now prepared to state and prove the
main result of Section 5.1, namely Theorem 5 below. To that end, it will be
convenient to have the following notation at our disposal. If (M, g) is a compact
Riemannian manifold which possibly has boundary, then for each δ ≥ 0 we define
M δ to be the compact set given by M δ := {q ∈ M : dist(q, ∂M) ≥ δ}. In the case
that ∂M = ∅, then M δ :=M for all δ ≥ 0.
Theorem 5 (ǫ-regularity of ‖B‖2). Fix positive constants C, δ, c > 0 and n ∈
N. Then there exists a positive constant ~ = ~(C, δ, c, n) < δ with the following
significance. Let (M,J, g) be a compact almost Hermitian manifold of dimension
2n which possibly has boundary, and which satisfies
‖g‖C2,αg (M\∂M) + ‖J‖C2,αg (M\∂M) ≤ C and infq∈M2δ inj(q) ≥ δ.
Let u : S →M be an immersed J-curve of Type 0. Then for each ζ ∈ u−1(M3δ) ⊂ S
and r ∈ (0, ~) for which ∫
Sr(ζ)
‖Bgu‖2 ≤ ~
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the following inequality also holds
max
0≤σ≤r
(
σ2 sup
Sr−σ(ζ)
‖Bgu‖2
) ≤ c2.
Proof. The proof is similar to the Choi and Schoen’s proof of ǫ-regularity of ‖B‖2
for minimal surfaces as in [1]. That is, we argue by contradiction and rescaling
methods. Thus we proceed by assuming the theorem is false. Then there exist
sequences of almost Hermitian manifolds (Mk, Jk, gk), and Jk-curves uk : Sk →Mk
which satisfy the hypotheses of the Theorem, and there also exists a sequence
ǫk → 0 and a sequence of points ζk ∈ u−1(M3δk ) ⊂ Sk and a sequence rk ∈ (0, ǫk]
for which∫
Srk (ζk)
‖Bgkuk‖2gk = ǫk and max0≤σ≤rk
(
σ2 sup
Srk−σ(ζk)
‖Bgkuk‖2gk
) ≥ c2.
Next we let σk ∈ (0, rk] be chosen so that
σ2k sup
Srk−σk (ζk)
‖Bgkuk‖2gk = maxσ∈[0,rk]
(
σ2 sup
Srk−σ(ζk)
‖Bgkuk‖2gk
)
,
and we let ζ′k ∈ Srk−σk(ζk) be chosen so that
‖Bgkuk(ζ′k)‖2gk = sup
Srk−σk (ζk)
‖Bgkuk‖2gk .
Consequently, c2 ≤ max0≤σ≤rk
(
σ2 supSrk−σ(ζ
′
k)
‖Bgkuk‖2gk
)
= σ2k‖Bgkuk(ζ′k)‖2gk . Fur-
thermore, (σk
2
)2
sup
Sσk/2(ζ
′
k
)
‖Bgkuk‖2gk ≤
(σk
2
)2
sup
Srk−σk/2(ζ
′
k
)
‖Bgkuk‖2gk
≤ max
0≤σ≤rk
(
σ2 sup
Srk−σ(ζ
′
k)
‖Bgkuk‖2gk
)
,
from which we conclude
(51) sup
Sσk/2(ζ
′
k)
‖Bgkuk‖2gk ≤ 4‖Bgkuk(ζ′k)‖2gk .
Also observe that since σk ≤ rk ≤ ǫk → 0 it follows that
(52)
c2
c2k
:= ‖Bgkuk(ζ′k)‖2gk ≥
c2
σ2k
→∞.
Next we define the metrics g˜k := (ℓ/ck)
2gk where ℓ := max(6, 2c). Observe that
the (Mk, g˜k, Jk) are again almost Hermitian manifolds. Also, it is straightforward
to show that Bgkuk = B
g˜k
uk and that the following point-wise estimate holds:
(53) ‖Bg˜kuk‖g˜k =
ck
ℓ
‖Bgkuk‖gk ;
consequently ‖Bg˜kuk(ζ′k)‖g˜k = c/ℓ. For clarity, for each r > 0 and ζk, define the set
S˜r(ζ
′
k) to be the connected component of {ζ′ ∈ Sk : uk(ζ′) ∈ Bg˜kr
(
uk(ζ
′
k)
)} which
contains ζ′k. It is straightforward to show that
Bgkr (p) = Bg˜kℓr/ck(p) and Sr(ζ′k) = S˜ℓr/ck(ζ′k).
We then conclude from (51) - (53), ck ≤ σk, and ℓ := max(6, 2c) that
sup
S˜3(ζ′k)
‖Bg˜kuk‖g˜k =
ck
ℓ
sup
S3ck/ℓ(ζ
′
k)
‖Bgkuk‖gk ≤
ck
ℓ
sup
Sσk/2(ζ
′
k)
‖Bgkuk‖gk ≤
2c
ℓ
≤ 1.
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Next since uk(ζk) ∈M3δk , and ck, ǫk → 0, it follows that for all sufficiently large k,
we have
Bg˜k3
(
uk(ζ
′
k)
)
= Bgk3ck/ℓ
(
uk(ζ
′
k)
) ⊂ Bgk3ck/ℓ+ǫk
(
uk(ζk)
) ⊂M2δk ,
so that inf
q∈Bg˜k3 (uk(ζ′k))
injgk(q) ≥ δ. Since g˜k = (ℓ/ck)2gk and ck → 0, we conclude
inf
q∈Bg˜k1 (uk(ζ′k))
injg˜k(q) ≥ 2.
We then define the compact manifolds (with boundary) Nk and Kk to be the clo-
sures of Bg˜k3
(
uk(ζ
′
k)
)
and Bg˜k1
(
uk(ζ
′
k)
)
respectively. We conclude that the triples
(Nk, g˜k,Kk) are admissible for all sufficiently large k, and the Jk-curves with re-
stricted domains given by u˜k := uk : S˜3(ζ
′
k) → Nk, with image in the almost
Hermitian manifolds
(
Nk, Jk, g˜k
)
, are immersed and of Type 0 and satisfy
‖Bg˜ku˜k(ζ′k)‖g˜k = cℓ−1 and sup
S˜3(ζ′k)
‖Bg˜ku˜k‖g˜k ≤ 1.
By Proposition 5.2 we conclude that there exists a C1 > 0 which is independent of
k, for which
sup
S˜1(ζ′k)
‖∇Bg˜ku˜k‖g˜k ≤ C1.
Then either arguing directly, or applying Lemma 4.6, one finds that there exist
constants k0 ∈ N and cˆ > 0 such that for all k ≥ k0 the following holds:
cˆ ≤ min (1, 12 inju˜∗k g˜k(ζ′k), c(2ℓC1)−1)(54)
πcˆ2/2 ≤ areau˜∗kg˜k(Σk) where Σk := {ζ ∈ S˜3(ζ′k) : distu˜∗kgk(ζ, ζ′k) ≤ cˆ}.(55)
However, for each ζ ∈ Σk there exists a u˜∗kgk-unit speed geodesic γ for which
γ(0) = ζ′k and γ(ℓ) = ζ and ℓ ∈ (0, cˆ]. Consequently, by inequality (54)∣∣cℓ−1 − ‖Bg˜ku˜ (ζ)‖g˜k ∣∣ = ∣∣‖Bg˜ku˜ (ζ′k)‖g˜k − ‖Bg˜ku˜ (ζ)‖g˜k ∣∣
≤
∫ ℓ
0
∣∣ d
dt‖Bg˜ku˜k(γ(t))‖g˜k
∣∣dt ≤
∫ cˆ
0
‖(∇Bg˜ku˜k)(γ(t))‖g˜kdt
≤ c(2ℓ)−1,
and thus infζ∈Σk ‖Bg˜ku˜k‖g˜k ≥ c(2ℓ)−1. Let dH2k and dH˜2k denote that Hausdorff
measures associated to the metrics u∗kgk and u˜
∗
kg˜k = u
∗
kg˜k respectively, and observe
that dH˜2k = (ℓ/ck)2dH2k. Then by inequality (55) we find
πcˆ2
2
( c
2ℓ
)2 ≤
∫
Σk
‖Bg˜ku˜k‖2g˜kdH˜2k ≤
∫
S˜3(ζ′k)
‖Bg˜ku˜k‖2g˜kdH˜2k =
∫
S3ck/ℓ(ζ
′
k)
‖Bgkuk‖2gkdH2k
≤
∫
Sσk/2(ζ
′
k)
‖Bgkuk‖2gkdH2k ≤
∫
Srk (ζk)
‖Bgkuk‖2gkdH2k = ǫk → 0.
Since cˆ, c, ℓ > 0 are independent of k, we have obtained the desired contradiction.
This completes the proof of Theorem 5. 
While useful as stated above, it will be convenient to state the “curvature thresh-
old” version of Theorem 5 above, namely Corollary 5.4 below.
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Corollary 5.4 (Curvature Threshold). Fix real constants C, δ > 0 and n ∈ N.
Then there exists a positive constant ~ = ~(C, δ, n) < δ with the following signif-
icance. Let (M,J, g) be a compact almost Hermitian manifold of dimension 2n
which possibly has boundary, and which satisfies
‖g‖C2,αg (M\∂M) + ‖J‖C2,αg (M\∂M) ≤ C and infq∈M2δ inj(q) ≥ δ.
Let u : S →M be an immersed J-curve of Type 0. Then for each ζ ∈ u−1(M3δ) ⊂ S
the following statement holds for every 0 < r < ~:
if ‖Bgu(ζ)‖g ≥
1
r
then
∫
Sr(ζ)
‖Bgu‖2 ≥ ~.
Proof. Let ~ > 0 be the constant yielded from Theorem 5 for c = 1/3, and C, δ,
and n as above. Then
1
9
<
1
4
≤ (r/2)2‖Bgu(ζ)‖2g ≤ (r/2)2 sup
Sr/2(ζ)
‖Bgu‖2g ≤ max
0≤σ≤r
(
σ2 sup
Sr−σ(ζ)
‖Bgu‖2
)
.
We conclude from Theorem 5 that it cannot be the case that
∫
Sr(ζ)
‖B‖2 ≤ ~, so
the desired conclusion is immediate. 
5.2. Lagrangian boundary case. Here we establish the aforementioned regular-
ity results for immersed J-curves with partial Lagrangian boundary conditions, or
more precisely for those J-curves which are Type 1 (see Definition 2.5). It should
not be surprising that many of the results below are proved by considering two
types of points ζ ∈ S, namely those that are uniformly bounded away from ∂1S,
and those which are sufficiently close to ∂1S. For the former points, we apply
results of Section 5.1 directly, and for the latter points we mimic the proofs in Sec-
tion 5.1 while making references to results in Section 4.2 instead of Section 4.1. To
help establish this dichotomy, it will be convenient to have the following estimate
comparing extrinsic and intrinsic distances.
Lemma 5.5 (extrinsic/intrisic estimate). Let (M, g) be a compact Riemannian
manifold of dimension 2n which possibly has boundary, define M˜ := {q ∈ M :
distg(q, ∂M) ≥ 2}, and suppose that (M, g, M˜) is an admissible triple (in the sense
of Definition 4.2). Suppose further that u : S → M is an immersion, for which S
is compact but possibly has boundary, and assume that supS ‖Bu‖ ≤ 1. Then for
each ζ ∈ S \ ∂S with the property that u(ζ) ∈ M˜ , the following also holds for all
0 < r ≤ min (1/10, distu∗g(ζ, ∂S)):
Sr/2(ζ) ⊂ {ζ′ ∈ S : distu∗g(ζ′, ζ) < r};
here Sr(ζ) is defined to be the connected component of u
−1(Bgr (u(ζ))) which contains
ζ.
Proof. Begin by considering a u∗g-unit speed geodesic γ : [0, r] → S such that
γ(0) = ζ. Next, choose geodesic-normal coordinates Φ = (x1, . . . , x2n) : B1
(
u(ζ)
)→
R2n so that Φ
(
u(ζ)
)
= 0, and ddt
∣∣
t=0
x1
(
u(γ(t))
)
= 1. For convenience, define
g¯ := dxi ⊗ dxi, and the path α := (α1, . . . , α2n) = Φ ◦ u ◦ γ, so that α(0) = 0 and
α˙1(0) = 1. We will also abuse notation by letting g denote the pushed forward
metric Φ∗g.
Observe that by definition γ is a u∗g-geodesic in S, and thus ∇(u◦γ)′(u ◦ γ)′ =
(∇(u◦γ)′(u ◦ γ)′)⊥ = Bu(γ˙, γ˙), which is bounded in norm by 1 by assumption.
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Consequently ‖∇α˙α˙‖g ≤ 1 which implies ‖α¨ + Γα(α˙, α˙)‖g ≤ 1, where Γ is the
locally defined bi-linear form on R2n associated to the Christoffel symbols in the
coordinates Φ. However, since r ≤ 110 and ‖α˙‖g ≡ 1, it follows that |α(t)| :=
distg
(
α(0), α(t)
) ≤ 110 for all t ∈ [0, r]. Furthermore, since (M, g, M˜) is admissible
and u(ζ) ∈ M˜ , it follows by Lemma 4.5 that ‖Γ(α˙, α˙)‖g ≤ 12 , and thus for all
t ∈ [0, r] we have
|α¨1| ≤ ‖α¨‖g¯ ≤ 2‖α¨‖g ≤ 3.
Since α˙1(0) = 1, the mean value theorem then guarantees that for t ∈ [0, 1/10]
we have α˙1(t) ≥ 1/2. Integrating up, we then find that α1(t) ≥ t/2. Since
distg
(
α(0), α(t)
)2
=
∑
i
(
αi(t)
)2
, we conclude that distg
(
u ◦ γ(0), u ◦ γ(t)) ≥ t/2
for all t ∈ [0, r]. The desired result is immediate. 
We next move on to our first main result, namely elliptic regularity for the second
fundamental form.
Proposition 5.6 (higher order curvature bounds). Fix a constant α ∈ (0, 1),
and an increasing sequence {Ck}∞k=0 ⊂ R+, then there exists another increasing
sequence {C′k}∞k=0 ⊂ R+ for which C′k = C′k(α,C1, . . . , Ck+1) and which has the
following significance. Let (M,J, g) be a smooth compact almost Hermitian manifold
of dimension 2n which possibly has boundary, and let L ⊂M be a compact embedded
totally geodesic Lagrangian submanifold for which ∂L = L ∩ ∂M . For each ǫ > 0
define the set Kǫ := {p ∈ M : dist(p, ∂M) ≥ ǫ}, and suppose (M,J, g, L,K2) is an
admissible 5-tuple. Suppose further that
‖g‖Ck,αg (M\∂M) + ‖g‖Ck,αg,L(L∩M\∂M) + ‖J‖Ck,αg (M\∂M) + ‖J‖Ck,αg,L(L∩M\∂M) ≤ Ck,
for each k ∈ N. Then for any immersed J-curve u : S →M of Type 1 for which
sup
ζ∈S
‖Bu‖g ≤ 1,
the following also holds
‖∇kBu‖C0,α(u−1(K3)) ≤ C′k,
where ∇kBu ∈ Γ
(
Hom(
⊗k+2 T ,N )) denotes the kth covariant derivative of the
second fundamental form Bu of the immersion u.
Proof. We begin by letting r0 be the positive constant guaranteed by Lemma 4.17.
Since (M,J, g, L,K2) is an admissible 5-tuple, it also follows from Lemma 4.17 that
for each point ζ ∈ u−1(K2) ∩ ∂1S, there exists a map φζ : Hr0/2 → S which is a
diffeomorphism with its image, satisfies φζ(0) = ζ, and satisfies the conclusions of
that lemma. Arguing as in the proof of Proposition 5.2, one proves the existence of
constants C˜′k = C˜
′
k(α,C1, . . . , Ck+1) with the property that ‖∇kBu‖C0,α(O) ≤ C˜′k
whenever
(56) O ⊂
⋃
ζ∈u−1(K2)∩∂1S
φζ(Hr0/2).
For each ζ ∈ S, we define Sr(ζ) to be the connected component of u−1
(Br(u(ζ)))
that contains ζ. We then note that a consequence of Corollary 5.3 is that there exist
constants Cˆk := Cˆk(α,C1, . . . , Ck+1) such that ‖∇kBu‖C0,α(O) ≤ Cˆ′k whenever
(57) ∂S ∩
⋃
ζ∈O
Sr0/10(ζ) = ∅.
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Letting C′k := max(C˜
′
k, Cˆ
′
k), we see that to finish the proof of Proposition 5.6, it is
sufficient to show that for each ζ′ ∈ u−1(K3), there exists an open neighborhood O
of ζ′ such that either (56) holds or (57) holds. To that end, fix ζ′ ∈ u−1(K3) and
consider two cases.
Case I: distu∗g(ζ
′, ∂1S) ≤ r0/5.
Since distu∗g(ζ
′, ∂0S) ≥ 3 and r0/5 ≤ 1, there must exist ζ ∈ u−1(K2) ∩ ∂1S
and a u∗g-unit speed geodesic γ : [0, ℓ] → S such that γ(0) = ζ, γ(ℓ) = ζ′, and
0 ≤ ℓ ≤ r0/5. Consequently distu∗g(ζ, ζ′) ≤ ℓ ≤ r0/5. However by property (PL.8)
of Lemma 4.17 it follows that there exists an open neighborhood O of ζ′ such that
O ⊂ φζ(Hr0/2), and thus (56) is satisfied.
Case II: distu∗g(ζ
′, ∂1S) > r0/5.
Since ζ′ ∈ u−1(K3), we can then conclude that distu∗g(ζ′, ∂S) > r0/5. Since r0 ≤
1/2, we can then conclude from Lemma 5.5 that there exists an open neighborhood
O of ζ′ such that
Sr0/10(ζ
′′) ⊂ {ζ ∈ S : distu∗g(ζ, ζ′′) < r0/5},
for all ζ′′ ∈ O. Since {ζ ∈ S : distu∗g(ζ, ζ′) ≤ r0/5} ∩ ∂S = ∅, we see that (57)
holds. This completes the proof of Proposition 5.6. 
As in Section 5.1, the establishment of elliptic regularity of B allows one to prove
ǫ-regularity of ‖B‖2 and a “curvature threshold.” We accomplish this at present.
Theorem 6 (ǫ-regularity of ‖B‖2). Fix real constants C, δ, c > 0 and n ∈ N. Then
there exists a positive constant ~ = ~(C, δ, c, n) < δ with the following significance.
Let (M,J, g) be a compact almost Hermitian manifold of dimension 2n which pos-
sibly has boundary, and which satisfies
‖g‖C2,αg (M\∂M) + ‖J‖C2,αg (M\∂M) ≤ C and infq∈M2δ inj(q) ≥ δ.
Suppose further that L ⊂ M is a compact embedded totally geodesic Lagrangian
submanifold for which ∂L = L ∩ ∂M , and
‖g‖C2,αg,L(L\∂L) + ‖J‖C2,αg,L(L\∂L) ≤ C and infq∈L∩M2δ inj
L(q) ≥ δ.
Let u : S → M be an immersed J-curve of Type 1. Then for each ζ ∈ u−1(M3δ)
and r ∈ (0, ~) for which ∫
Sr(ζ)
‖Bgu‖2 ≤ ~
the following inequality also holds
max
0≤σ≤r
(
σ2 sup
Sr−σ(ζ)
‖Bgu‖2
) ≤ c2.
Proof. The proof is very similar to that of Theorem 5. Indeed, suppose not, then
argue that there must exist sequences of almost Hermitian manifolds (Mk, Jk, gk),
Lagrangian submanifolds Lk ⊂Mk, and Jk-curves uk : Sk →Mk which satisfy the
hypotheses of the Theorem, and there also exists a sequence ǫk → 0 and a sequence
of points ζk ∈ u−1(M3δk ) ⊂ Sk and a sequence rk ∈ (0, ǫk] for which∫
Srk (ζk)
‖Bgkuk‖2gk = ǫk and max0≤σ≤rk
(
σ2 sup
Srk−σ(ζk)
‖Bgkuk‖2gk
) ≥ c2.
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Choose σk ∈ (0, rk] and ζ′k ∈ Srk−σk(ζk) as in the proof of Theorem 5, in particular
so that max0≤σ≤rk
(
σ2 supSrk−σ(ζ
′
k)
‖Bgkuk‖2gk
)
= σ2k‖Bgkuk(ζ′k)‖2gk ≥ c2; define ck :=
c‖Bgkuk(ζ′k)‖−1gk and Sr(ζ′k) as before, so that
(58) sup
Sσk/2(ζ
′
k)
‖Bgkuk‖gk ≤ 2‖Bgkuk(ζ′k)‖gk = 2c/ck.
Also as before, define g˜k : (ℓ/ck)
2gk, where ℓ := max(8, 2c), so that
(59) ‖Bg˜kuk(ζ′k)‖g˜k = cℓ−1 and sup
S˜4(ζ′k)
‖Bg˜kuk‖g˜k ≤ 1.
Letting Nk denote the closure of Bg˜k4
(
uk(ζ
′
k)
)
, we see that the restricted maps
u˜k : S˜4(ζ
′
k) → Nk are immersed Jk-curves of Type 1 which satisfy (59). It follows
from Proposition 5.6 that there exists a C1 > 0 with the property that for all
sufficiently large k, the following holds
sup
S˜1(ζ′k)
‖∇Bg˜ku˜k‖g˜k ≤ C1.
At this point we pass to a subsequence so that precisely one of the two following
cases holds.
Case I: There exists ǫ′ > 0 such that distu˜∗k g˜k(ζ
′
k, ∂1Sk) ≥ ǫ′.
In this case one employs Lemma 4.6 to find a cˆ > 0 such that for
(60) Σk := {ζ ∈ S˜4(ζ′k) : distu˜∗kgk(ζ, ζ′k) ≤ cˆ},
the following hold
πcˆ2/2 ≤ areau˜∗
k
g˜k(Σk) and inf
ζ∈Σk
‖Bg˜ku˜k‖g˜k ≥ c(2ℓ)−1.
As the proof of Theorem 5, the desired contradiction follows from the scale in-
variance of the “total” curvature
∫ ‖B‖2dH2, and the fact that by construction
Σk ⊂ Srk(ζk), on which the total curvature is assumed to be arbitrarily small.
Case II: distu˜∗kg˜k(ζ
′
k, ∂1Sk)→ 0.
In this case one employs Lemma 4.17 to find a cˆ > 0 such that for Σk defined as
in (60), the following hold
πcˆ2/4 ≤ areau˜∗k g˜k(Σk) and infζ∈Σk ‖B
g˜k
u˜k
‖g˜k ≥ c(2ℓ)−1.
The remainder of the proof then follows as in Case I. 
As in the previous section, we now state the associated “curvature threshold”
version of the above result for the Lagrangian boundary case.
Corollary 5.7. Fix real constants C, δ > 0 and n ∈ N. Then there exists a positive
constant ~ = ~(C, δ, n) < δ with the following significance. Let (M,J, g) be a
compact almost Hermitian manifold of dimension 2n which possibly has boundary,
and which satisfies
‖g‖C2,αg (M\∂M) + ‖J‖C2,αg (M\∂M) ≤ C and infq∈M2δ inj(q) ≥ δ.
Suppose further that L ⊂ M is a compact embedded totally geodesic Lagrangian
submanifold for which ∂L = L ∩ ∂M , and
‖g‖C2,αg,L(L\∂L) + ‖J‖C2,αg,L(L\∂L) ≤ C and infq∈L∩M2δ inj
L(q) ≥ δ.
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Let u : S → M be an immersed J-curve of Type 1. Then for each ζ ∈ u−1(M3δ)
and 0 < r < ~ the following statement holds
if ‖Bgu(ζ)‖g ≥
1
r
then
∫
Sr(ζ)
‖Bgu‖2 ≥ ~.
Proof. The proof is essentially identical to that of Corollary 5.4, with reference to
Theorem 5 replaced with reference to Theorem 6. 
Appendix A. The inhomogeneous equation in local coordinates
The purpose of this section is to prove Proposition A.4, which is a quasi-linear
elliptic partial differential equation for graphically (but not conformally) param-
eterized J-curves. The following argument closely follows Micallef and White’s
argument for minimal sub-manifolds in the appendix of [11] with some additional
details and modifications for the inhomogeneous mean curvature equation which
J-curves satisfy.
We begin by establishing some notation. Indeed, let (M,J, g) be an almost
Hermitian manifold, x : M → R2n local coordinates on M , (u, S) a generally
immersed (but not necessarily pseudo-holomorphic) curve, with local coordinates
y : S → R2. Suppose further that the map x ◦ u ◦ y−1 : O ⊂ R2 → R2n can be
written as
x1(y1, y2) :=
(
π1 ◦ x ◦ u ◦ y−1
)
(y1, y2)
x2(y1, y2) :=
(
π2 ◦ x ◦ u ◦ y−1
)
(y1, y2)
...
x2n(y1, y2) :=
(
π2n ◦ x ◦ u ◦ y−1
)
(y1, y2),
where πµ : R
2n → R denotes the canonical projection of the µth component.
Here and throughout, we will employ the Einstein summation notation of sum-
ming over repeated indices; furthermore, for clairity, we will use Roman indices to
denote summations from 1 to 2, and Greek indices to denote summations from 1 to
2n. As a consequence of this notation, we can express the metrics g and γ := u∗g
in local coordinates respectively as gαβdx
α ⊗ dxβ and γijdyi ⊗ dyj ; define gαβ and
γij respectively by gαµg
µβ = δαβ and δij = γikγ
kj , and note that γij and gαβ are
related by the following
(61) γij = x
α
,ix
β
,jgαβ ,
where we have employed the notation xα,i = ∂yi(x
α). Recall that in these local
coordinates, we can express the Levi-Civita connection as
∇∂xα∂xβ = Γµαβ∂xµ where Γµαβ = 12gνµ(gνα,β + gβν,α − gαβ,ν),
and gαβ,µ := ∂xµ(gαβ). Throughout the remainder of this section, we will let ∆
denote the Laplace-Beltrami operator on S, which is given by
∆f =
1√
γ
(
√
γγijf,i),j ,
where we have abused notation in standard fashion by letting γ := det(γij). Lastly,
recall the (2, 1)-tensor Q on M given by Q(X,Y ) = J(∇XJ)Y ; we then write the
components of Q as
Q(∂xα , ∂xβ) = Q
µ
αβ∂xµ .
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With our notation established, we now move on to proving the main result of this
section. To that end we first establish a second order partial differential equation
satisfied by arbitrary smooth (or at least C2) maps u : S →M .
Lemma A.1. Any immersion u : S → M expressed in local coordinates as above
satisfies the following equation,(
(∆xµ)∂xµ + γ
ijxα,ix
β
,jΓ
µ
αβ∂xµ
)⊤
= 0,
where ∂xα 7→ (∂xα)⊤ denotes the orthogonal projection onto the tangent bundle T ,
and ∆, γij, and Γµαβ are as in the beginning of this section.
Proof. We begin by verifying the following equation:
(62)
1√
γ
(
√
γ),k =
1
2γ
ij(xα,ikx
β
,jgαβ + x
α
,ix
β
,jkgαβ + x
α
,ix
β
,jx
ν
,kgαβ,ν).
Indeed, to see that equation (62) holds, we recall Jacobi’s formula for invertible
matrices: d det(A) = det(A)AijdAij , from which it follows that
1
γ (γ),k = γ
ijγij,k,
and hence 1√γ (
√
γ),k =
1
2γ
ijγij,k. The validity of equation (62) then follows by
differentiating equation (61).
Next we recall that in our local coordinates, the vector fields ∂x∂yi = x
α
,i∂xα for
i = 1, 2 form a (non-orthonormal) frame field for the tangent bundle T → S. Thus
to prove Lemma A.1, it suffices to show that
(63) 〈∆xµ∂xµ , xν,ℓ∂xν 〉 = −〈γijxα,ixβ,jΓµαβ∂xµ , xν,ℓ∂xν 〉,
for ℓ = 1, 2. To that end, we compute as follows.
〈∆xµ∂xµ , xν,ℓ∂xν 〉 = (∆xµ)xν,ℓgµν
= gµνx
ν
,ℓ
1√
γ
(
√
γγijxµ,i),j
=
1√
γ
(
√
γ),ℓ + γℓiγ
ij
,j + gµνx
ν
,ℓγ
ijxµ,ji
= 12γ
ij(xα,iℓx
β
,jgαβ + x
α
,ix
β
,jℓgαβ + x
α
,ix
β
,jx
ρ
,ℓgαβ,ρ)
− γij(xα,ℓjxβ,igαβ + xα,ℓxβ,ijgαβ + xα,ℓxβ,igαβ,ρxρ,j)
+ gµνx
ν
,ℓγ
ijxµ,ji
= 12γ
ijxα,ix
β
,jx
ρ
,ℓgαβ,ρ − γijxα,ℓxβ,igαβ,ρxρ,j
= γijxα,ix
β
,ℓx
ρ
,j(
1
2gαρ,β − gαβ,ρ).
We similarly compute
〈γijxα,ixβ,jΓµαβ∂xµ , xρ,ℓ∂xρ〉 = γijxα,ixβ,j 12gνµ(gβν,α + gαν,β − gαβ,ν)xρ,ℓgµρ
= −γijxα,ixβ,ℓxρ,j(12gαρ,β − gαβ,ρ),
which proves equation (63) as well as Lemma A.1. 
Lemma A.2. Any immersion u : S → M expressed in local coordinates as above
satisfies the following mean curvature equation,
(64) H =
(
(∆xµ)∂xµ
)⊥
+
(
γijxα,ix
β
,jΓ
µ
αβ∂xµ
)⊥
,
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where ∂xµ 7→ (∂xµ)⊥ denotes the orthogonal projection to the normal bundle N → S,
and ∆, γij, and Γµαβ are defined as in the beginning of this section.
Proof. We begin by choosing an locally defined orthonormal frame field {e1, e2} of
the tangent bundle T → S, and we define the functions aij = 〈 ∂x∂yi , ej〉. Define aij
so that aika
kj = δij ; then ei = a
ij ∂x
∂yj , so
δℓk = a
ℓiakjγij ⇒ aik = akjγij ⇒ γjiaik = akj ⇒ γij = akiakj .
Then
H = trS B = B(ek, ek) =
(∇ekek)⊥ = akiakj(∇ ∂x
∂yi
∂x
∂yj
)⊥
= γij
(
xµ,ij∂xµ + x
α
,ix
β
,jΓ
µ
αβ∂xµ
)⊥
=
(
(∆xµ)∂xµ
)⊥
+
(
γijxα,ix
β
,jΓ
µ
αβ∂xµ
)⊥
,
where we have made use of the fact that
(
(∆xµ)∂xµ
)⊥
=
1√
γ
(γij
√
γxµ,j),i(∂xµ)
⊥
=
1√
γ
(γij
√
γ),i
( ∂x
∂yj
)⊥
+ (γijxµ,ij∂xµ)
⊥
= (γijxµ,ij∂xµ)
⊥.
Thus we have established equation (64) and Lemma A.2. 
Proposition A.3. Let (u, S) be an immersed J-curve expressed in local coordinates
as above. Then
(65) ∆xµ + γijxα,ix
β
,j(Γ
µ
αβ −Qµαβ) = 0,
where ∆, γij, Γµαβ and Q
µ
αβ are defined as in the beginning of this section.
Proof. We begin by recalling Lemma 2.10, which guarantees that (u, S) satisfies
the inhomogeneous mean curvature equation H = trS Q. Next we recall that as a
consequence of Lemma 2.8 (equation (3) in particular) we see that for any J-curve
(u, S), the restricted tensor
Q⊤ : T ⊗ T → T given by Q⊤(X,Y ) = (Q(X,Y ))⊤,
vanishes identically. Thus with {e1, e2}, aij , and aij defined as in the proof of
Lemma A.2, we deduce from Lemmas A.1 and A.2 that
(∆xµ)∂xµ + γ
ijxα,ix
β
,jΓ
µ
αβ∂xµ = trS Q = Q(ek, ek) = a
kiakjQ
( ∂x
∂yi
,
∂x
∂yj
)
= γijxα,ix
β
,jQ
µ
αβ∂xµ .
Equation (65) and Proposition A.3 follow immediately. 
Proposition A.4. Let (u, S) be an immersed J-curve parameterized in local co-
ordinates as above. Suppose further that this (non-conformal) parametrization is
graphical, that is
x1(y1, y2) = y1 and x2(y1, y2) = y2,
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with notation as in the beginning of this section. Then for µ = 3, . . . , 2n, the xµ
satisfy the following partial differential equation
γijDijx
µ = Fµ,
where Di =
∂
∂yi , Dij =
∂2
∂yi∂yj , and Fµ is given by
Fµ := γij(Dixα)(Djxβ)
(
(Dkx
µ)Γkαβ − (Dkxµ)Qkαβ +Qµαβ − Γµαβ
)
,
and γij, Γµαβ, and Q
µ
αβ are defined as in the beginning of this section.
Proof. Begin by observing that in this graphical case we have xj,i = δij for i, j = 1, 2;
substituting this equality into equation (65) for µ = 1, 2 then yields
(66)
1√
γ
(
√
γγij),j + γ
pqxα,px
β
,q(Γ
i
αβ −Qiαβ) = 0,
for i = 1, 2. Consequently, for µ = 3, . . . , 2n we find
0 =
1√
γ
(
√
γγijxµ,i),j + γ
ijxα,ix
β
,j(Γ
µ
αβ −Qµαβ),
= γijxµ,ij +
1√
γ
(
√
γγij),jx
µ
,i + γ
ijxα,ix
β
,j(Γ
µ
αβ −Qµαβ),
= γijxµ,ij + γ
pqxα,px
β
,q(Q
i
αβ − Γiαβ)xµ,i + γijxα,ixβ,j(Γµαβ −Qµαβ).
Rearranging and relabeling terms then yields
γijxµ,ij = γ
ijxα,ix
β
,j
(
xµ,kΓ
k
αβ − xµ,kQkαβ +Qµαβ − Γµαβ
)
,
for µ = 3, . . . 2n, which is precisely the desired equation. This completes the proof
of Lemma A.4. 
References
1. Hyeong In Choi and Richard Schoen, The space of minimal embeddings of a surface into
a three-dimensional manifold of positive Ricci curvature, Invent. Math. 81 (1985), no. 3,
387–394.
2. Tobias H. Colding and William P. Minicozzi, II, Minimal surfaces, Courant Lecture Notes in
Mathematics, vol. 4, New York University Courant Institute of Mathematical Sciences, New
York, 1999.
3. Joel W. Fish, Target-local Gromov compactness, arXiv:0912.4435.
4. , Compactness results for pseudo-holomorphic curves, PhD dissertation, New York
University, 2007.
5. Urs Frauenfelder, Gromov convergence of pseudoholomorphic disks, J. Fixed Point Theory
Appl. 3 (2008), no. 2, 215–271.
6. David Gilbarg and Neil S. Trudinger, Elliptic partial differential equations of second order,
Classics in Mathematics, Springer-Verlag, Berlin, 2001, Reprint of the 1998 edition.
7. M. Gromov, Pseudoholomorphic curves in symplectic manifolds, Invent. Math. 82 (1985),
no. 2, 307–347.
8. Shoshichi Kobayashi and Katsumi Nomizu, Foundations of differential geometry. Vol. I, Wiley
Classics Library, John Wiley & Sons Inc., New York, 1996, Reprint of the 1963 original, A
Wiley-Interscience Publication.
9. , Foundations of differential geometry. Vol. II, Wiley Classics Library, John Wiley &
Sons Inc., New York, 1996, Reprint of the 1969 original, A Wiley-Interscience Publication.
10. Dusa McDuff and Dietmar Salamon, J-holomorphic curves and symplectic topology, Ameri-
can Mathematical Society Colloquium Publications, vol. 52, American Mathematical Society,
Providence, RI, 2004.
11. Mario J. Micallef and Brian White, The structure of branch points in minimal surfaces and
in pseudoholomorphic curves, Ann. of Math. (2) 141 (1995), no. 1, 35–85.
50 JOEL W. FISH
12. H. L. Royden, Real analysis, third ed., Macmillan Publishing Company, New York, 1988.
13. R. Schoen and S.-T. Yau, Lectures on differential geometry, Conference Proceedings and Lec-
ture Notes in Geometry and Topology, I, International Press, Cambridge, MA, 1994, Lecture
notes prepared by Wei Yue Ding, Kung Ching Chang [Gong Qing Zhang], Jia Qing Zhong
and Yi Chao Xu, Translated from the Chinese by Ding and S. Y. Cheng, Preface translated
from the Chinese by Kaising Tso.
Department of Mathematics, Stanford University, Stanford, CA 94305
E-mail address: joelfish@math.stanford.edu
URL: http://www.stanford.edu/~joelfish
