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Laura Havener
Jets are a useful probe of the hot, dense medium produced in heavy ion collisions since
partons are expected to lose energy in interactions with the medium through a phenomena
called jet quenching. Recent results studying jet quenching in relativistic heavy ion collisions
at the LHC with the ATLAS detector are presented here. The jets are reconstructed using
the anti-kt algorithm with a background subtraction that removes the large underlying
event. A fully unfolded measurement of the dijet asymmetry in Pb+Pb and pp collisions
with an integrated luminosity of 0.14 nb−1 and 4.0 pb−1, respectively, at
√
sNN = 2.76 TeV
is shown. The dijets are found to be highly asymmetric in central Pb+Pb collisions and
become more symmetric, or like pp, in more peripheral collisions. A strong pT dependence
to the asymmetry is also observed. This measurement is shown to have similar qualitative
features at jet radii of R = 0.3 and R = 0.4, implying that the underlying event is under
control. Measurements of the nuclear modification factor, RAA, for R = 0.4 jets in Pb+Pb
and pp collisions with an integrated luminosity of 0.49 nb−1 and 25 pb−1, respectively, at
√
sNN = 5.02 TeV are also presented. The RAA shows the strongest suppression in central
collisions and the least suppression in peripheral collisions. It shows a slight increase with
jet pT and a decrease with increasing rapidity at high pT. Finally, the dijet asymmetry
for R = 0.4 jets is also reported in Xe+Xe collisions at
√
sNN = 5.44 TeV compared to
Pb+Pb and pp collisions at
√
sNN = 5.02 TeV. No difference is observed between Pb+Pb
and Xe+Xe collisions, within the uncertainties of the measurement, as a function of the
number of participants or the collision centrality.
Table of Contents
List of Figures vii




2.1 Quantum Chromodynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.1 Fundamentals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.2 Confinement and Asymptotic Freedom . . . . . . . . . . . . . . . . . 8
2.1.3 Non-perturbative QCD . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1.3.1 Lattice QCD . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1.3.2 AdS/CFT Correspondance . . . . . . . . . . . . . . . . . . 12
2.1.3.3 Effective Field Theory . . . . . . . . . . . . . . . . . . . . . 13
2.2 Perturbative QCD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.1 Parton Model and Factorization . . . . . . . . . . . . . . . . . . . . 14
2.2.2 Parton Distribution Functions . . . . . . . . . . . . . . . . . . . . . 16
2.2.3 Deep Inelastic Scattering . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.4 Fragmentation and Hadronization . . . . . . . . . . . . . . . . . . . 22
2.2.5 Jets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.6 MC generators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3 Quark Gluon Plasma . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
i
2.3.1 Phase Diagram and Transition . . . . . . . . . . . . . . . . . . . . . 29
2.3.1.1 Bag Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.3.1.2 Lattice Thermodynamics . . . . . . . . . . . . . . . . . . . 33
2.4 Relativistic Heavy Ion Collisions . . . . . . . . . . . . . . . . . . . . . . . . 35
2.4.1 Hydrodynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.4.2 Nuclear Geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.4.3 Signatures of QGP . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.4.3.1 Collective flow . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.4.3.2 Hard Processes . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.4.4 Cold Nuclear Matter Effects . . . . . . . . . . . . . . . . . . . . . . . 49
2.5 Jet Quenching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.5.1 Energy Loss Mechanisms . . . . . . . . . . . . . . . . . . . . . . . . 52
2.5.1.1 Weakly-coupled Limit . . . . . . . . . . . . . . . . . . . . . 53
2.5.1.2 Strongly-coupled Limit . . . . . . . . . . . . . . . . . . . . 57
2.5.2 Theoretical Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
2.5.2.1 BDMPS-Z . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
2.5.2.2 DGLV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
2.5.2.3 Higher Twist . . . . . . . . . . . . . . . . . . . . . . . . . . 62
2.5.2.4 Field Theory Approaches . . . . . . . . . . . . . . . . . . . 62
2.5.2.5 MC implementations . . . . . . . . . . . . . . . . . . . . . 64
2.5.3 Consequences of E-loss . . . . . . . . . . . . . . . . . . . . . . . . . . 66
2.5.4 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . 73
2.5.4.1 RHIC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
2.5.4.2 LHC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3 Experimental Setup 80
3.1 The Large Hadron Collider . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.1.1 LHC Injection Chain . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.1.2 Main Ring Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.1.3 Detectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.1.4 Luminosity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
ii
3.2 The ATLAS Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
3.2.1 Magnet system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
3.2.2 Inner Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
3.2.2.1 Pixel Detector . . . . . . . . . . . . . . . . . . . . . . . . . 92
3.2.2.2 Silicon Microstrip Tracker . . . . . . . . . . . . . . . . . . . 94
3.2.2.3 Transition Radiation Tracker . . . . . . . . . . . . . . . . . 94
3.2.3 Calorimeters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
3.2.3.1 Particle Showers . . . . . . . . . . . . . . . . . . . . . . . . 96
3.2.3.2 EM Calorimeters . . . . . . . . . . . . . . . . . . . . . . . . 102
3.2.3.3 Hadronic Calorimeters . . . . . . . . . . . . . . . . . . . . . 105
3.2.4 Forward Detectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
3.2.4.1 Luminosity Detectors . . . . . . . . . . . . . . . . . . . . . 108
3.2.4.2 Zero-Degree Calorimeters . . . . . . . . . . . . . . . . . . . 110
3.2.4.3 Minimum Bias Scintillating Trigger . . . . . . . . . . . . . 110
3.2.5 Trigger and Data Acquisition . . . . . . . . . . . . . . . . . . . . . . 111
4 Jet Reconstruction and Performance 115
4.1 Background Subtraction Procedure . . . . . . . . . . . . . . . . . . . . . . . 117
4.2 Track jets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.3 MC samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
4.4 Calibration derivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
4.5 Jet Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
4.5.1 Subtracted ET . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
4.5.2 JES and JER . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
4.5.3 Reconstruction Efficiency . . . . . . . . . . . . . . . . . . . . . . . . 134
4.6 Unfolding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
4.6.1 Convergence and Prior . . . . . . . . . . . . . . . . . . . . . . . . . . 138
4.6.2 Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
4.6.3 Distribution Shape . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
4.6.4 Systematic Uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . 140
iii
5 Dijet Asymmetry 142
5.1 Data and MC Samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
5.1.1 2011 Pb+Pb Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
5.1.1.1 Centrality Determination . . . . . . . . . . . . . . . . . . . 143
5.1.2 2013 pp Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
5.1.3 Monte Carlo samples . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
5.2 Jet Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
5.3 Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
5.3.1 Pb+Pb Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 148
5.3.1.1 Combining Trigger Samples . . . . . . . . . . . . . . . . . . 150
5.3.1.2 vn Subtraction . . . . . . . . . . . . . . . . . . . . . . . . . 153
5.3.1.3 ∆φ Combinatoric Subtraction . . . . . . . . . . . . . . . . 154
5.3.1.4 Raw Spectra . . . . . . . . . . . . . . . . . . . . . . . . . . 162
5.3.1.5 xJ Projection . . . . . . . . . . . . . . . . . . . . . . . . . . 163
5.3.2 pp Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
5.4 Unfolding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
5.4.1 Response Matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
5.4.2 MC Closure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
5.4.3 Reweight Prior . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
5.4.4 Convergence with Iterations . . . . . . . . . . . . . . . . . . . . . . . 183
5.4.5 Refolding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
5.4.6 Method to Determine niter . . . . . . . . . . . . . . . . . . . . . . . . 190
5.4.7 Unfolding Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
5.5 Systematic Uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
5.5.1 Jet energy scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
5.5.2 Jet energy resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
5.5.3 Additional scale and resolution uncertainties for R=0.3 jets . . . . . 198
5.5.4 Combinatoric subtraction . . . . . . . . . . . . . . . . . . . . . . . . 202
5.5.5 Unfolding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
5.5.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
iv
5.6 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204
6 Inclusive Jet Suppression 217
6.1 Data and MC Samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
6.1.1 2015 Pb+Pb Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
6.1.1.1 Centrality . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
6.1.2 2015 pp Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220
6.1.2.1 Cleaning . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221
6.1.3 MC Samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221
6.2 Jet Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223
6.2.1 Fake Rejection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223
6.3 Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 230
6.3.1 Raw Inclusive Jet Yields . . . . . . . . . . . . . . . . . . . . . . . . . 230
6.3.1.1 MC Weighting . . . . . . . . . . . . . . . . . . . . . . . . . 232
6.3.2 Raw RAA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233
6.3.3 Unfolding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 234
6.3.3.1 Response . . . . . . . . . . . . . . . . . . . . . . . . . . . . 235
6.3.3.2 Reweight Prior . . . . . . . . . . . . . . . . . . . . . . . . . 236
6.3.3.3 MC Closure . . . . . . . . . . . . . . . . . . . . . . . . . . 238
6.3.3.4 Stability with Iterations . . . . . . . . . . . . . . . . . . . . 238
6.3.3.5 Unfolding Summary . . . . . . . . . . . . . . . . . . . . . . 238
6.4 Systematic Uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 242
6.4.1 Jet Energy Scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247
6.4.2 Jet Energy Resolution . . . . . . . . . . . . . . . . . . . . . . . . . . 249
6.4.3 Unfolding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 249
6.4.4 〈TAA〉 and Luminosity . . . . . . . . . . . . . . . . . . . . . . . . . . 250
6.4.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 250
6.5 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251
6.5.1 Inclusive Jet Cross-section . . . . . . . . . . . . . . . . . . . . . . . . 251
6.5.2 Inclusive Jet Yields in Pb+Pb Collisions . . . . . . . . . . . . . . . . 251
6.5.3 Unfolded RAA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251
v
6.5.4 Rapidity Dependence . . . . . . . . . . . . . . . . . . . . . . . . . . 256
7 Dijet Asymmetry in Xe+Xe Collisions 259
7.1 Data and MC Samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 259
7.1.1 2017 Xe+Xe Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . 259
7.1.1.1 Centrality . . . . . . . . . . . . . . . . . . . . . . . . . . . . 260
7.1.2 2017 pp Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 261
7.1.3 MC Samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 262
7.2 Underlying Event Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 262
7.3 Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 264
7.4 Systematic Uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 268
7.4.1 Jet Energy Scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 268
7.4.2 Jet energy resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . 269
7.4.3 Summary and Correlations . . . . . . . . . . . . . . . . . . . . . . . 270




A Dijet Asymmetry Analysis R = 0.3 315
B Dijet Asymmetry Covariance 322
C Dijet Asymmetry Additional Response 325
D Dijet Asymmetry Additional Results 329
E Jet Suppression Additional Figures 345
vi
List of Figures
1.1 An ATLAS heavy ion event display of a dijet event in 2010 Pb+Pb collisions
at 2.76 TeV at the LHC [3]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2.1 The possible QCD interactions from the QCD Lagrangian: quark-gluon (left),
three-gluon (center), and four-gluon (right). . . . . . . . . . . . . . . . . . . 7
2.2 The QCD potential as a function of r, where a QCD potential calculated
in perturbative QCD from Ref. [15] has been matched to a calculation from
lattice QCD from Ref. [16]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Diagram of what happens to quark anti-quark pairs when they are pulled
apart because of confinement. . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 The QCD running coupling as a function of Q2 compared to data [8]. . . . 11
2.5 A schematic of the lattice in Lattice QCD. . . . . . . . . . . . . . . . . . . . 13
2.6 Diagrams of the different kinds of splitting that can occur in the DGLAP
functions for LO PDF calculations [39]. . . . . . . . . . . . . . . . . . . . . 17
2.7 The kinematic reach in x and Q2 for different colliders and fixed target ex-
periments [8]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.8 The NNPDF3.1 NNLO PDFs at µ2 = 10 GeV2 and 104 GeV2 [46]. . . . . . 19
2.9 Diagram of a lepton and a hadron DIS process, where the squiggle represents
a virtual photon [47]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.10 The structure function, F2, of the proton as a function of Q
2 for different
values of x. Data is taken from different experiments and all plotted on the
same graph. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
vii
2.11 Left: A diagram depicting angular ordering. Right:The multiplicity of the
FFs as a function of ln kR, where k is the particles energy and R is the
size of the jet. The shaded grey region shows the distribution with no
bremsstrahlung radiation, the dotted line shows it with radiation (incoher-
ent), and the solid line shows it for coherent radiation [53]. . . . . . . . . . 23
2.12 The FFs as a function of ln 1/x at different center-of-mass energies and Q2
values, including the hump-back plateau structure, is shown on the left. The
distributions on the left are fit with a gaussian and the peak position is
plotted as a function of s on the right [8]. . . . . . . . . . . . . . . . . . . . 24
2.13 The string hadronization model is shown on the left and the cluster hadroniza-
tion model is shown on the right. . . . . . . . . . . . . . . . . . . . . . . . . 25
2.14 Diagram of the evolution of a jet originating from a QCD hard scattering [59] 26
2.15 The two panels show the y-φ distributions of cells in an event where the
left panel clusters the cells to form jets using the kt algorithm and the right
panel uses the anti-kt algorithm. The colors represent the jets defined by the
algorithms [63] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.16 A schematic of the QCD phase diagram. . . . . . . . . . . . . . . . . . . . . 30
2.17 A timeline for the expansion of the Universe after the big bang. . . . . . . . 30
2.18 Curves of pressure versus temperature for the hadronic (Pπ) and QGP (Pp)
phase of QCD matter, where the QGP phase is calculated using the MIT bag
model [87]. The panels are for different values of αs. . . . . . . . . . . . . . 34
2.19 The pressure, energy density, and entropy density divided by T 4 as a function
of temperature using Lattice calculations. The yellow band indicates the
transition region between 145 and 163 MeV [76]. . . . . . . . . . . . . . . . 35
2.20 The evolution of a relativistic heavy ion collision. . . . . . . . . . . . . . . . 37
2.21 Diagram of the geometry for the Glauber model where the left side (a) is
the longitudinal view and the right side (b) is the transverse view [101]. The
impact parameter b is also shown. . . . . . . . . . . . . . . . . . . . . . . . 39
viii
2.22 Outcome of the MC Glauber simulation for a Au+Au event at
√
sNN =
200 GeV with b = 6 fm viewed in the transverse plane on the left and the
longitudinal plane on the right. The darker nucleons are the participating
nucleons [101]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.23 An example of a MC Glauber calculation of the dNevt/dNch with the cen-
trality quantiles, b values, and Npart indicated [101]. . . . . . . . . . . . . . 42
2.24 A diagram of the flow of soft particles (red vectors) after the collision of
two nuclei that create an elliptical initial geometry indicated by the orange
almond shape. The event plane is also indicated on the figure and the event
plane angle (Ψ) is the azimuthal angle of the event plane to the x-axis. The
left panel shows what happens geometrically and the right panel shows what
happens in momentum space. . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.25 A diagram of the shape of the initial geometry for the different flow harmonics. 44
2.26 The left panel shows the ∆φ-∆η distribution of the two particle correlations
measured with ATLAS for 2-3 GeV and 0–5% centrality. The right panel
shows the correlation function projected on ∆φ for 2 < |∆η| < 5 overlaid with
the different Fourier components (colored lines) and their sum (black line).
The residual between the data and sum is shown in the bottom panel [107]. 46
2.27 The vn (nth harmonics in the different colors) as a function of pT as measured
by the ATLAS detector for different centrality bins in the panels [107]. . . . 47
2.28 The left panel shows a diagram of a boson moving through the plasma pro-
duced in HI collisions (image credit: Martin Rybar). The right panel shows
the Z-boson yield in Pb+Pb collisions divided by 〈TAA〉 as a function of Npart
and the cross section for pp collisions at Npart = 2 on the top and the RAA
as a function of Npart in the bottom [108]. . . . . . . . . . . . . . . . . . . . 48
2.29 The left panel shows a diagram of the temperatures that different quarkonia
states melt in the plasma, where the charmonia states J/ψ(1S) and ψ(2S)
are shown [111]. The right panel shows the ratio of the RAA for prompt
ψ(2S) to J/ψ, ρPbPbψ(2S)/J/ψ , in Pb+Pb collisions with ATLAS [110]. . . . . 49
ix
2.30 The energy loss per unit length dE/dl for positive muons in copper as a
function of the momentum or βγ [8]. . . . . . . . . . . . . . . . . . . . . . . 50
2.31 The nuclear modification factor as a function of x [117]. . . . . . . . . . . . 51
2.32 Diagram of collisional energy loss (left) and radiative energy loss (right) [59]. 54
2.33 Depiction of a parton moving through a strongly-coupled plasma in the gauge
theory on the white plane, with strings that represent the soft interactions
of jet with the plasma that pull the parton down to the horizon (in black) in
the dual gravitational view [119]. . . . . . . . . . . . . . . . . . . . . . . . . 59
2.34 Dijet in pp (left) and AA (right) collisions, where in AA collisions the jets
move through a medium (Image credit: Martin Rybar). . . . . . . . . . . . 67
2.35 The left panel shows the gluon fraction for single jets as a function of jet pT
and |y| in Pythia 8. The right panel shows the pair fractions (gg, qq, gq, qg)
for dijets in Pythia 8. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
2.36 Diagram of a jet moving through a medium before (left) and after (right)
experiencing momentum broadening. . . . . . . . . . . . . . . . . . . . . . . 72
2.37 Diagram of a the medium recoiling as a jet moves through it and the soft
particles (red) that get added back into the jet cone as a result of the wake
from the recoil. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
2.38 Diagram of the medium produced in Pb+Pb collisions (left) and Xe+Xe
collisions (right). The darkness of the orange medium represents how dense
the medium is and the purple line represents the path length. . . . . . . . . 73
2.39 The RAA as a function of pT for different mesons in PHENIX [180] on the left
and for inclusive hadrons in STAR [181] on the right in d+Au and Au+Au
collision systems. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
2.40 Di-hadron azimuthal correlations as a function of pT for pp, d+Au, and
central Au+Au collisions measured by STAR at
√
sNN = 200 GeV [182]. . . 75
2.41 The RAA as a function of pT for π0 in the 0–10% centrality interval in Au+Au
collisions (top panel) and Cu+Cu collisions (bottom panel) at
√
sNN =
200 GeV [183]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
x
2.42 The distributions of the dijet asymmetry measured by ATLAS in Pb+Pb
data at 2.76 TeV (black closed circles), pp data at 7 TeV (black open circles),
and MC (yellow) in different centralities is shown on the top 4 panels. The
bottom 4 panels show the same thing but for the distribution in ∆φ [1]. . . 77
2.43 The RAA as a function of the jet pT measured by ATLAS at 2.76 TeV,
with different centrality bins indicated by different markers and colors and a
different rapidity intervals in each panel [5]. . . . . . . . . . . . . . . . . . . 79
3.1 The LHC injection chain for both ions and protons. The location of the
different LHC experiments are also indicated [187]. . . . . . . . . . . . . . 81
3.2 The horizontal and vertical vdM scan profiles in the horizontal (left) and
vertical (right) directions from a vdM scan from reference [199]. This is for
the first scan, the lucidEvtOR detector, and BCID 41. . . . . . . . . . . . . 85
3.3 The σvis values as a function of BCID for both the uncorrelated fit (Eq. 3.8)
in black and the correlated fit (Eq. 3.9) in red from the vdM scan in refer-
ence [199]. The result of a constant fit for both sets of points are given on
the legend. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
3.4 The total integrated luminosity as a function of time for the 2015 Pb+Pb
run at 5.02 TeV. The luminosity delivered by the LHC is shown in dark blue
and the total luminosity that ATLAS recorded is shown in light blue. . . . 88
3.5 A cut-away view ATLAS detector is shown, with a person included for scale.
The main detector components are indicated [190]. . . . . . . . . . . . . . . 89
3.6 The left panel shows the ATLAS central solenoid magnet before installation.
The right panel shows the central solenoid magnetic field as a function z for
different values of the radius from the center axis. [190]. . . . . . . . . . . . 91
3.7 The left panel shows the ATLAS barrel toroid magnets after installation is
shown, next to a physicist for scale. The right panel shows the intergral of
the magnetic field as a function of rapidity for both the barrel and the endcap
regions of the magnet system [190]. . . . . . . . . . . . . . . . . . . . . . . . 92
3.8 Schematic of the inner detector showing the various components’ locations
in radius and z [190]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
xi
3.9 The left panel shows a cut-out view of the barrel ID and the right panel
shows a cut-out view of the end cap ID [190]. . . . . . . . . . . . . . . . . . 93
3.10 Diagram of the Liquid Argon and Tile Calorimeters which sit outside the
Inner Detector and solenoid magnet [190]. . . . . . . . . . . . . . . . . . . . 96
3.11 A diagram of how each type of particle showers and is detected in the ATLAS
detector. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
3.12 The fractional energy loss per radiation length of an electron/positron in lead
as a function of the energy of the particle [8]. . . . . . . . . . . . . . . . . . 99
3.13 A diagram of the simple cascade model for an EM shower [203]. . . . . . . . 100
3.14 A diagram of the components of a hadronic shower [204, 205]. . . . . . . . . 101
3.15 The |η| dependence of the radiation length in the EM calorimeter at ATLAS.
The left shows the barrel region and the right shows the end-cap. . . . . . . 102
3.16 The |η| dependence of the nuclear interaction length in the hadronic calorime-
ter at ATLAS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
3.17 The segmentation of a barrel module in the EM calorimeter depicting the
accordion geometry. The granularity of the layers are shown. . . . . . . . . 104
3.18 A diagram of the a tile module in the Tile Calorimeter. . . . . . . . . . . . 106
3.19 A diagram of the HEC, where the left image is in the radial and azimuth
direction and the right image is in the radial and z direction. . . . . . . . . 107
3.20 The left panel is a diagram of the FCal showing the location of the three layers
with respect to the EM end-cap and HEC. The right panel is a schematic of
the electrode structure in the copper plates of the first layer of the FCal. The
tubes and rods, along with the LAr gaps are indicated. The Moliere Radius
(RM ) is shown for scale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
3.21 A diagram of the ATLAS TDAQ system in run 2 showing the trigger and
DAQ components and the flow of data from one to the other. . . . . . . . . 113
4.1 A diagram of how energy deposits in a calorimeter are grouped together to
form jets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
xii
4.2 An ATLAS heavy ion event is shown from the 2.76 TeV Pb+Pb run in 2010.
The left panel shows the calorimeter towers and tracks in the detector in the
transverse plane. The center panel shows the ET values of the calorimeter
towers in η-φ space. The right panel shows the same thing but for the pT of
the tracks [1]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
4.3 Diagrams depicting the UE event subtraction procedure. . . . . . . . . . . . 118
4.4 The subtraction energy ∆ET as a function of ΣE
FCal
T in four different η
intervals for 2015 Pb+Pb data at
√
sNN = 5.02 TeV. . . . . . . . . . . . . . 124
4.5 Distributions of subtracted jet transverse energy, ∆ET, vs ΣE
FCal
T for jets
having pT > 35 GeV in different intervals of jet rapidity. . . . . . . . . . . 125
4.6 The precoT /p
truth
T as a function of p
truth
T for 0-10% 2015 Pb+Pb MC at
√
sNN =
5.02 TeVin |η| < 0.4. The mean of the distribution is shown in the black circles.126
4.7 A diagram of a slice of the precoT /p
truth
T distribution where the mean (JES) is
shown in red and the width (JER) is shown in blue. . . . . . . . . . . . . . 127




T distribution for 0-10% 2015 Pb+Pb MC at
√
sNN = 5.02 TeVin |η| < 0.4 fit to a gaussian. . . . . . . . . . . . . . . . . . 127
4.9 The left panel shows the JES as a function of ptruthT and the right panel shows
the JER as a function of ptruthT . Both are for jets inclusive in |η| < 2.8. The
curves are for pp and Pb+Pb with different centralities in 2015 at
√
sNN =
5.02 TeV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
4.10 The JES as a function of ptruthT in different η bins and centralities. . . . . . 128
4.11 The JER as a function of ptruthT in different η bins and centralities. . . . . . 129
4.12 The a (left) and c (right) parameters from the fits of the JER using equa-
tion 4.11. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
4.13 The b parameter from the fits of the JER using equation 4.11. . . . . . . . . 130
4.14 The left panel shows the JES as a function of ptruthT and the right panel shows
the JER as a function of ptruthT . The curves are for Pb+Pb with different
centralities in 2011 at
√
sNN = 2.76 TeV. . . . . . . . . . . . . . . . . . . . 130
xiii
4.15 The left panel shows the JES as a function of ptruthT and the right panel shows
the JER as a function of ptruthT . The curves are for Xe+Xe with different
centralities in 201y at
√
sNN = 5.44 TeV. . . . . . . . . . . . . . . . . . . . 131
4.16 The top panel shows the difference in the JES between central and peripheral
Pb+Pb collisions as a function of ptruthT for quark and gluon jets. The bottom
panel shows the JER as a function of ptruthT for central Pb+Pb on the left
and peripheral on the right for quark and gluon jets. The curves are for 2015
Pb+Pb data at
√
sNN = 5.02 TeV. . . . . . . . . . . . . . . . . . . . . . . . 131
4.17 The JES as a function of 2|Ψ2−φtruth| (left) and 3|Ψ3−φtruth| (right) for jets
with ptruthT between 100-200 GeV. The black unfilled points are for centrality
of 0-10% without the flow subtraction. The filled points show the JES with
the flow subtraction applied for different centralities. . . . . . . . . . . . . 132
4.18 The JER as a function of ptruthT for 0-10% centrality with and without the
flow subtraction included in the reconstruction. . . . . . . . . . . . . . . . . 133
4.19 The JES as a function of n|Ψn−φtruth| (n=2 left, n=3 middle, n=4 right) for
jets with ptruthT between 100-200 GeV in 0-10% centrality. The colors indi-
cated the effects of turning on different aspects of the background subtraction
in the reconstruction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
4.20 The left panel shows the JER as a function of ptruthT for 0-10% centrality
with different types of UE subtraction in the reconstruction, where each
curve represents an improvement to the previous curve. The right panel
shows the difference in the final and initial JER (
√
σ2f − σ2i ) for the successive
improvements to the reconstruction. . . . . . . . . . . . . . . . . . . . . . . 134
4.21 The jet reconstruction efficiency for
√
sNN = 5.02 TeV jets as a function of
ptruthT in different η bins with pp and different Pb+Pb centrality overlaid. . 135
4.22 The jet reconstruction efficiency as a function of ptruthT for |η| < 2.8 for pp
and the different centralities in Pb+Pb. . . . . . . . . . . . . . . . . . . . . 135
4.23 A diagram showing the effect of the fakes on a steeply falling pT spectrum.
The fake rate is shown in red, the real distribution in blue, and the fake+real
distribution in black. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
xiv
5.1 The left-hand side shows the sum of the total transverse energy in the
calorimeter within |η| < 3.2 (
∑
ET) as a function of the ΣE
FCal
T [1]. The
right-hand side shows the ΣEFCalT partitioned into centrality quantiles [214]. 144
5.2 Correction factors applied to the leading jet pT as a function of η and φ in
0-10% and 60-80% collisions in the left and right panels, respectively. . . . . 147
5.3 The dijet ∆φ distribution in different bins of leading jet pT before and after
the vn subtraction for the 0–10% centrality interval. . . . . . . . . . . . . . 148
5.4 ∆ET for the contribution that is subtracted for the v3 modulation in the
background in the minimum bias sample in different centrality bins. . . . . 149
5.5 ∆ET for the contribution that is subtracted for the v4 modulation in the
background in the minimum bias sample in different centrality bins. . . . . 149
5.6 Trigger efficiencies fit between 60-100 GeV for different centralities in R = 0.4
jets. The fit parameters are given on each plot in red. The fit residuals (data-
fit) are shown below each efficiency distribution. . . . . . . . . . . . . . . . 151
5.7 Ratio of the minimum bias to jet triggered samples in centrality bins for
R = 0.4 jets. The transition region was chosen from this plot to be 85 GeV. 152
5.8 The minimum bias, jet triggered, and combined samples overlaid in centrality
bins for R = 0.4 jets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
5.9 The 2D distributions for the minimum bias, jet triggered, and combine sam-
ples for R = 0.4 jets. The symmetric distribution is also shown after it was
reflected over the diagonal. . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
5.10 The two-dimensional (pT1 , pT2) distributions after correction and symmetri-
sation for Pb+Pb data in the 0–10% (left) and 60–80% (center) centrality
bins and for pp data (right) for R = 0.4 jets. The dashed lines indicate the
boundaries used in selecting the different triggers where, for example, the line
called j10–j20 indicates the boundary between the j10 and j20 triggers. The
Pb+Pb data distributions have their combinatoric contribution subtracted. 154
5.11 The ∆φ distribution binned in centrality as a function of leading jet pT for
R = 0.4 jets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
xv
5.12 Sample of bins in the 2D jet pT distribution with the background in red fit
to a flow modulation. This is for the 0-10% centrality bin and for R = 0.4 jets.155
5.13 The ∆φ distribution for R = 0.4 jet pairs with 89 < pT1 < 100 GeV in the
0–10% centrality interval. The distribution for all jet pairs is indicated by
the black circles. The combinatoric contribution given by Eq. 5.3 is shown
as a blue line. The ranges of ∆φ used to fix the value of Y and to define
the signal region (∆φ > 7π8 ) are indicated by yellow and green shaded re-
gions, respectively. The parameters c3 and c4 are obtained by fitting the ∆φ
distribution for jet pairs with |∆η| > 1 in the region 0 < ∆φ < π2 , which is
indicated by the red squares (scaled to match the black circles in the yellow
region for presentation purposes). The error bars denote statistical errors. . 156
5.14 The ∆φ distributions for dijet pairs with fake rejection and without fake
rejection in different centrality bins for R = 0.4 jets. The background region
is selected between 1.0 and 1.4. . . . . . . . . . . . . . . . . . . . . . . . . . 157
5.15 The background subtraction method in different centrality bins for 100 <
pT1 < 112 GeV for R = 0.4 jets. The red curve is before subtraction for
∆φ > 7π/8, the blue curve is the contribution to the background between
∆φ = 7π/8 to π, and the black is the data with the background subtracted. 159
5.16 The background subtraction method in different pT1 bins for 0-10% centrality
for R = 0.4 jets. The red curve is before subtraction for ∆φ > 7π/8, the blue
curve is the contribution to the background between ∆φ = 7π/8 to π, and
the black is the data with the background subtracted. . . . . . . . . . . . . 159
5.17 The data with the background subtracted for ∆φ regions of 1.0-1.4 (nominal)
in black and 1.1-1.5 in red in different centrality bins for 100 < pT1 < 112
GeV for R = 0.4 jets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
5.18 Ratio of the data with the background subtracted for 1.1 < ∆φ < 1.5 to
1.0 < ∆φ < 1.4 in different centrality bins for 100 < pT1 < 112 GeV for
R = 0.4 jets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
xvi
5.19 The data with the background subtracted for ∆φ regions of 1.0-1.4 (nominal)
in black and 1.1-1.5 in red in different pT1 bins for 0-10% centrality forR = 0.4
jets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
5.20 Ratio of the data with the background subtracted for 1.1 < ∆φ < 1.5 to
1.0 < ∆φ < 1.4 in different pT1 bins for 0-10% centrality for R = 0.4 jets. . 162
5.21 The inefficiency as a function of sub-leading jet pT in different centrality bins
centrality for R = 0.4 Pb+Pb jets. . . . . . . . . . . . . . . . . . . . . . . . 163
5.22 The raw (before unfolding) data sub-leading jet distributions binned in cen-
trality as a function of leading jet pT for R = 0.4 jets. . . . . . . . . . . . . 163
5.23 The raw (before unfolding) sub-leading jet distributions binned in leading jet
pT as a function of centrality for R = 0.4 jets. . . . . . . . . . . . . . . . . . 164
5.24 A schematic demonstrating the procedure to project a symmetric 2D pT1/pT2
distribution into xJ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
5.25 Comparison between xJ distributions filled directly and filled by projecting
from a 2D distribution. The ratio of the two is shown in the bottom part of
the panel. The left demonstrates the comparison in the MC and the right is
the MC reweighted by 1/xJ
2. . . . . . . . . . . . . . . . . . . . . . . . . . . 166
5.26 The raw (before unfolding) xJ distributions binned in centrality as a function
of leading jet pT for R = 0.4 jets. . . . . . . . . . . . . . . . . . . . . . . . . 167
5.27 The raw (before unfolding) xJ distributions binned in leading jet pT as a
function of centrality for R = 0.4 jets. . . . . . . . . . . . . . . . . . . . . . 167
5.28 The ∆φ distribution binned in leading jet pT for the pp data. . . . . . . . 168
5.29 Efficiency of the jets for applying the ”isUgly” and ”isBadMedium” cleaning
cuts for the different triggers. . . . . . . . . . . . . . . . . . . . . . . . . . 169
5.30 The top panel is an overlay of the different R = 0.4 trigger sample leading
jet pT spectrums with the combined spectrum in black. The bottom panel is
the combined spectrum 2D jet 1/jet 2 distribution. . . . . . . . . . . . . . 170
xvii
5.31 The left panel shows the ratio of each R = 0.4 trigger sample leading jet pT
distribution to the lower pT sample (for example j75/j60 and j20/j10. The
right panel shows the ratio of the j75, j60, and j50 trigger samples leading
jet pT distribution to the j40. . . . . . . . . . . . . . . . . . . . . . . . . . 171
5.32 Left panel is the distribution of the sub-leading jet pT in bins of leading jet
pT for R = 0.3 jets. Right panel is the xJ distributions in bins of leading jet
pT. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
5.33 The Pb+Pb xJ distributions for R = 0.4 jets in different centrality bins
compared to the pp data in the 100-112 GeV leading jet pT bin. . . . . . . 172
5.34 The top left panel is the truth level symmetric 2D distribution (pT1 , pT2)
and the top right panel is the truth folded over the diagonal. The bottom
left panel is the reconstructed symmetric 2D distribution (pT1 , pT2) and the
bottom right panel is the reconstructed folded over the diagonal. All the
distributions are for Pb+Pb in the 0–10% centrality bin and for R = 0.4 jets. 174
5.35 The top left panel is the truth level symmetric 2D distributionpT1/pT2 and
the top right panel is the truth folded over the diagonal. The bottom left
panel is the reconstructed symmetric 2D distribution pT1/pT2 and the bottom
right panel is the reconstructed folded over the diagonal. All the distributions
are for pp R = 0.4 jets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
5.36 The response of the reconstructed jets to the truth jets in the MC for R = 0.4
jets in different centrality bins for the Pb+Pb. . . . . . . . . . . . . . . . . 176
5.37 The response of the reconstructed jets to the truth jets in the MC for R = 0.4
pp jets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
5.38 The reconstructed 2D distributions from the 4D response is shown in 2 dif-
ferent pT truth 1 and 2 bins for the 0-10 % centrality R = 0.4 jets. The left
panel shows the distribution before smoothing and the right panel after. . 178
5.39 The unfolded xJ distributions in data using the nominal response and the
most drastic alteration to the response (factorization with significance of 2.0)
are overlaid. This is for R = 0.4 Pb+Pb jets with leading jet pT between
100-126 GeV in the 0-10% centrality bin. . . . . . . . . . . . . . . . . . . . 179
xviii
5.40 The closure in the unfolding is demonstrated in the MC for the 0–10% cen-
trality and 100–126 GeV bin for different number of iterations: 2 (left), 10
(center), and 20 (right). The top sub-panel overlays xJ distributions where
the black is the truth distribution from half the response matrix and the
blue is the unfolded distribution for the other half of the MC. The bottom
sub-panel has the ratio between the unfolded distribution and the truth. . . 179
5.41 The relative statical, relative MC closure, and their quadrature sum as a
function of number of iterations for xJ=0.38, 0.53, .75, and 0.95. This is in
the 0–10% centrality and 100-126 GeV leading pT bin. . . . . . . . . . . . . 180
5.42 The weighted prior that is used as the nominal in the unfolding (equation 5.5)
in different leading jet pT bins: 100-126 GeV (top left), 126-158 GeV (top
right), 158-200 GeV (bottom left), >200 (bottom right) overlaid for different
centrality bins: 0-10% (black), 10-20% (red), 20-30% (blue), 30-40% (green),
40-60% (purple), 60-80% (teal). . . . . . . . . . . . . . . . . . . . . . . . . . 181
5.43 The weighted prior that is used as the systematic in the unfolding (equa-
tion 5.6) in different leading jet pT bins: 100-126 GeV (top left), 126-158
GeV (top right), 158-200 GeV (bottom left), >200 (bottom right) overlaid
for different centrality bins: 0-10% (black), 10-20% (red), 20-30% (blue),
30-40% (green), 40-60% (purple), 60-80% (teal). . . . . . . . . . . . . . . . . 182
5.44 Left: the (1/N)dN/dxJ distributions used as priors in the unfolding for the
nominal (red) and systematic (blue) for the 100 < pT1 < 126 GeV and 0–10%
centrality interval. The same distribution from the Pythia MC sample is
shown in black. Right: the unfolded (1/N)dN/dxJ distributions from data
using the nominal (red) and systematic (blue) priors. The ratio of nominal
to systematic is shown in the bottom panel. . . . . . . . . . . . . . . . . . . 183
xix
5.45 The closure in the reweighting is demonstrated in the MC for the 0-10%
centrality and 100-126 GeV bin for different number of iterations: 10 (top
left), 20 (top right), 30 (bottom left), and 40 (bottom right). The top sub-
panel overlays xJ distributions where the black is the truth distribution from
the original MC and the blue is the unfolded distribution using the 1/xJ
weighted response. The bottom sub-panel has the ratio between the unfolded
distribution and the truth. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
5.46 Projections onto the pT2 axis of the unfolded jet 1/jet 2 distribution in dif-
ferent centrality bins for Pb+Pb R = 0.4 jets with leading jet pT between
100-112 GeV. Different number of iterations from 20 to 30 in increments of
2 are overlaid. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
5.47 Projections onto the pT2 axis of the unfolded jet 1/jet 2 distribution in differ-
ent leading jet pT bins for Pb+Pb R = 0.4 jets in 0-10% centrality. Different
number of iterations from 20 to 30 in increments of 2 are overlaid. . . . . . 185
5.48 Projections onto the pT2 axis of the unfolded jet 1/jet 2 distribution in dif-
ferent leading jet pT bins for pp R = 0.4 jets. Different number of iterations
from 9 to 19 in increments of 2 are overlaid. . . . . . . . . . . . . . . . . . 186
5.49 Ratio of projections onto the pT2 axis of different number of iterations in the
unfolded jet 1/jet 2 distribution to the nominal result at 26 iterations. This
is shown in different centrality bins for Pb+Pb R = 0.4 jets with leading jet
pT between 100-112 GeV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
5.50 Ratio of projections onto the pT2 axis of different number of iterations in the
unfolded jet 1/jet 2 distribution to the nominal result at 26 iterations. This
is shown in different leading jet pT bins for Pb+Pb R = 0.4 jets in 0-10%
centrality. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
5.51 Ratio of projections onto the pT2 axis of different number of iterations in the
unfolded jet 1/jet 2 distribution to the nominal result at 15 iterations. This
is shown in different leading jet pT bins for pp R = 0.4 jets. . . . . . . . . 188
xx
5.52 2D distributions for the rata data in the left panel, unfolded result in the
middle panel and refolded result in right panel. This is for R = 0.4 Pb+Pb
jets in the 0-10% centrality bin. . . . . . . . . . . . . . . . . . . . . . . . . 188
5.53 Ratio of projections onto the pT2 axis of different number of iterations in the
refolded jet 1/jet 2 distribution to the original raw data. This is shown in
different centrality bins for Pb+Pb R = 0.4 jets with leading jet pT between
100-112 GeV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
5.54 Ratio of projections onto the pT2 axis of different number of iterations in the
refolded jet 1/jet 2 distribution to the original raw data. This is shown in
different leading jet pT bins for Pb+Pb R = 0.4 jets in 0-10% centrality. . 189
5.55 Ratio of projections onto the pT2 axis of different number of iterations in the
refolded jet 1/jet 2 distribution to the original raw data. This is shown in
different leading jet pT bins for pp R = 0.4 jets. . . . . . . . . . . . . . . . 190
5.56 The left panel shows the different contributions to the error for 100 < pT <
126 GeV. The reweighting error is shown in red, the statistical error is shown
in blue, and the quadrature sum in black. The right panel shows the total
errors overlaid for different leading jet pT bins for R = 0.4 jets. The 0–10%
bin is on the top and the 20–30% bin is on the right. . . . . . . . . . . . . . 192
5.57 The left panel shows the different contributions to the error for 100 < pT <
126 GeV. The reweighting error is shown in red, the statistical error is shown
in blue, and the quadrature sum in black. The right panel shows the total
errors overlaid for different leading jet pT bins for R = 0.4 jets. The 30–40%
bin is on the top and the 60–80% bin is on the right. . . . . . . . . . . . . . 193
5.58 The total errors overlaid for different leading jet pT bins for pp R = 0.4 jets. 193
5.59 2D unfolded distribution for R = 0.4 Pb+Pb jets for different centrality bins
for 20 iterations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
5.60 2D unfolded distribution for R = 0.4 pp jets for 8 iterations (left) and for
R = 0.3 for 12 interactions (right). . . . . . . . . . . . . . . . . . . . . . . . 194
xxi
5.61 The two-dimensional pT1-pT2 distributions after unfolding for Pb+Pb data in
the 0–10% (left) and 60–80% (center) centrality bins and for pp data (right)
for R = 0.4 jets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
5.62 Comparing the R = 0.4 jets before (black) and after (red) unfolding for 100
¡pT1 ¡126 GeV jets in 0-10% Pb+Pb (left), 60-80% (middle), and pp(right). . 195
5.63 Comparing the R = 0.4 jets before (black) and after (red) unfolding for
pT1¿200 GeV jets in 0-10% Pb+Pb (left), 60-80% (middle), and pp(right). . 195
5.64 The total JES uncertainty on the 2013
√
s = 2.76 TeV pp data (filled blue),
with the total uncertainty in 2011
√
sNN = 2.76 TeV Pb+Pb data in the 60–
80% (filled blue plus red) and 0–10% (filled blue plus red plus green) show
for different ranges of |η|. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
5.65 The quadratic difference of the fractional JER between central and peripheral
collisions, shown as a function of pT, for different centrality bins. Each
centrality interval is fit with a ∆b2MC/p
2
T functional form with the extracted
fit parameters compared to data. . . . . . . . . . . . . . . . . . . . . . . . . 199
5.66 Left: the quadratic difference between the central and peripheral b terms in
data and in the MC JER study. Right: Additional JER contribution arising
from data/MC difference as a function of jet pT, shown for different centralities.199
5.67 The ratio between of the average values pR=0.3T /p
R=0.4
T evaluated in data and
the MC sample at the reconstructed level for three different ranges of jet η.
The horizontal lines indicate a fit to a constant. The largest value, including
the fit uncertainties was in the |η| < 0.3 bin and was found to be 1.0027. . 200
5.68 Comparison between the ATLAS differential jet shape measurement and
Pythia 6 AUET2B tune for three bins in jet pT. A similar level of agreement
is present in those not shown with the difference between the central value of
the data and the Pythia 6 much smaller than the experimental uncertainty. 201
5.69 Values of
∫ 0.4
0.3 ρ(r)dr as a function of pT extracted from the ATLAS jet shape
measurement along with a fit to the form
√
a2/pT2 + b2/pT + c2. . . . . . . 201
5.70 The variances of R, T and R − T along with the correlation terms as a
function of pT in the MC sample. . . . . . . . . . . . . . . . . . . . . . . . . 202
xxii
5.71 The left panel shows the δσ2R and two estimates of the uncertainty using
different estimates for |δΓ|. The most conservative uncertainty (red) is used
in the analysis. The right panel shows the smearing parameters corresponding
to the various uncertainty estimates. . . . . . . . . . . . . . . . . . . . . . . 202
5.72 The total systematic uncertainty and its various components for 100 < pT1 <
126 GeV for R = 0.4 jets in Pb+Pb collisions with 0–10% centrality (left)
and pp collisions (right). In the figure on the left the first two bins are off
scale with bins centers of xJ=0.34 and 0.38 and bins contents of 1.25 and
0.75, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204
5.73 The total systematic uncertainty and its various components for 100 < pT1 <
126 GeV for the 0–10% centrality bin. . . . . . . . . . . . . . . . . . . . . . 205
5.74 The total systematic uncertainty and its various components for pT1 >
200 GeV for the 0–10% centrality bin. . . . . . . . . . . . . . . . . . . . . . 205
5.75 The total systematic uncertainty and its various components in various pT1
bins for the pp analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
5.76 The total systematic uncertainty and its various components for 100 < pT1 <
126 GeV for the 0–10% centrality bin. . . . . . . . . . . . . . . . . . . . . . 206
5.77 The unfolded (1/N)dN/dxJdistribution normalized to the number of dijet
pairs for Pb+Pb R = 0.4 jets (black) and pp R = 0.4 jets (red). Each panel
is a different centrality bin in the Pb+Pb with the pp being the same in
each panel: 0-10% (top left), 10-20% (top middle), 20-30% (top right), 30-
40% (top right), 40-60% (bottom middle), and 60-80% (bottom right). Each
curve is for leading jet pT from 100-126 GeV. The statistical errors are given
by the error bars on each curve and the systematics are given by the error
bands. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208
xxiii
5.78 The unfolded (1/N)dN/dxJdistribution normalized to the number of dijet
pairs for Pb+Pb R = 0.3 jets (black) and pp R = 0.3 jets (red). Each panel
is a different centrality bin in the Pb+Pb with the pp being the same in
each panel: 0-10% (top left), 10-20% (top middle), 20-30% (top right), 30-
40% (top right), 40-60% (bottom middle), and 60-80% (bottom right). Each
curve is for leading jet pT from 79-100 GeV. The statistical errors are given
by the error bars on each curve and the systematics are given by the error
bands. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209
5.79 The unfolded (1/N)dN/dxJdistribution normalized to the number of dijet
pairs for peripheral Pb+Pb (60-80%) R = 0.4 jets (black) and pp R = 0.4
jets (red) where each panel is a different leading jet bin: 100-126 GeV (top
left), 126-158 GeV (top right), 158-200 GeV (bottom left), and >200 GeV
(bottom right). The statistical errors are given by the error bars on each
curve and the systematics are given by the error bands. . . . . . . . . . . . 210
5.80 The unfolded (1/N)dN/dxJdistribution normalized to the number of dijet
pairs for peripheral Pb+Pb (60-80%) R = 0.3 jets (black) and pp R = 0.3
jets (red) where each panel is a different leading jet bin: GeV 79-100 (top
left), 100-126 GeV (top right), 126-158 GeV (bottom left), and >158 GeV
(bottom right). The statistical errors are given by the error bars on each
curve and the systematics are given by the error bands. . . . . . . . . . . . 211
5.81 The unfolded (1/N)dN/dxJdistribution normalized to the number of dijet
pairs for central Pb+Pb (0-10%) R = 0.4 jets (black) and pp R = 0.4 jets
(red) where each panel is a different leading jet bin: 100-126 GeV (top left),
126-158 GeV (top right), 158-200 GeV (bottom left), and >200 GeV (bottom
right). The statistical errors are given by the error bars on each curve and
the systematics are given by the error bands. . . . . . . . . . . . . . . . . . 212
xxiv
5.82 The unfolded (1/N)dN/dxJ distribution normalized to the number of dijet
pairs for central Pb+Pb (0-10%) R = 0.3 jets (black) and pp R = 0.3 jets
(red) where each panel is a different leading jet bin: 79-100 GeV (top left),
100-126 GeV (top right), 126-158 GeV (bottom left), and >158 GeV (bottom
right). The statistical errors are given by the error bars on each curve and
the systematics are given by the error bands. . . . . . . . . . . . . . . . . . 213
5.83 The leading jet pT dependence of the xJ distribution in 0–10% Pb+Pb colli-
sions and pp collisions compared to a theoretical model from Ref. [138]. . . 215
5.84 The unfolded (1/N)dN/dxJdistribution normalized to the number of dijet
pairs is shown in the top panel for pp R = 0.4 jets (black) in the 100-126
GeV leading jet pT bin compared to the following MC generators: Pythia
6 (red squares), Pythia 8 (blue diamonds), Herwig++ (green crosses), and
POWHEG+Pythia 8 (purple stars). The statistical errors are given by the
error bars on the points and the systematics are given by the error bands (only
for the data). The bottom panel represents the ratio of each MC generator
(same colors apply) to the data and the shaded band represents to error on
the ratio from the systematic errors on the data. . . . . . . . . . . . . . . . 216
6.1 The left panel shows the trigger efficiencies for R = 0.4 offline jets for pp
HLT jet triggers at 5.02 TeV. The right panel shows the trigger efficiencies
for R = 0.4 offline jets for Pb+Pb HLT jets at 5.02 TeV. . . . . . . . . . . . 218
6.2 The jet cross section for jets with pT > 100 GeV as a function of run number
for Pb+Pb collision data. The blue line represents the integrated luminosity
and the red points are the cross sections. . . . . . . . . . . . . . . . . . . . . 219
6.3 The ΣEFCalT distributions for 2015 Pb+Pb data at
√
sNN = 5.02 TeV parti-
tioned into centrality quantiles [231]. . . . . . . . . . . . . . . . . . . . . . . 220
6.4 The jet cross section for jets with pT > 100 GeVas a function of run number
for the pp collision data. The blue line represents the integrated luminosity
and the red points are the cross sections. . . . . . . . . . . . . . . . . . . . 221
6.5 The cleaning efficiency for jets in pp collisions as a function of pT (left) and
η (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222
xxv
6.6 The pT spectrum for pp jets before (black) and after (red) cleaning. The jets
that were removed by the cleaning are also shown in blue. . . . . . . . . . . 222
6.7 The jet yield as a function of φ for truth pT > 50 GeV in different η intervales
with pp (black) and centrality bins in the colors. . . . . . . . . . . . . . . . 224
6.8 The pT spectrum with no fake rejection (black), with fake rejection (red),
and for jets rejected by fake rejection (blue) in central collisions with y < 0.3
for
∑
pT = 4 GeV (left) and 8 GeV (right). . . . . . . . . . . . . . . . . . . 225
6.9 The efficiency of the fake rejection in the MC as a function of ptruthT in central
collisions with y < 0.3 for
∑
pT = 4 GeV (left) and 8 GeV (right). . . . . . 225
6.10 This figure is only shown to demonstrate how the fake rejection cut was
determined and shows what the unfolding looks like when no fake rejection
is applied. The figure is showing the unfolding results for different numbers
of iterations in central Pb+Pb collisions within |y| < 2.8. The top left panel
shows the unfolded pT spectra and the top right panel shows the refolded
pT spectra. The bottom left panel shows the ratio of the unfolded to truth
distribution and bottom right panel shows the ratio of the refolded to data
distribution. The unfolding is shown to be unstable in this case. . . . . . . 226
6.11 This figure is only shown to demonstrate how the fake rejection cut was
determined and shows what the unfolding looks like when only a
∑
pT >
4 GeV is applied. The figure is showing the unfolding results for different
numbers of iterations in central Pb+Pb collisions within |y| < 2.8. The top
left panel shows the unfolded pT spectra and the top right panel shows the
refolded pT spectra. The bottom left panel shows the ratio of the unfolded
to truth distribution and bottom right panel shows the ratio of the refolded
to data distribution. The unfolding is still shown to be unstable but is an
improvement from Figure 6.10. . . . . . . . . . . . . . . . . . . . . . . . . . 227
xxvi
6.12 This figure is only shown to demonstrate how the fake rejection cut was
determined and shows what the unfolding looks like when only a
∑
pT >
8 GeV is applied. The figure is showing the unfolding results for different
numbers of iterations in central Pb+Pb collisions within |y| < 2.8. The top
left panel shows the unfolded pT spectrum and the top right panel shows the
refolded pT spectrum. The bottom left panel shows the ratio of the unfolded
to truth distribution and bottom right panel shows the ratio of the refolded
to data distribution.The unfolding is shown to be stable in this case. . . . . 228
6.13 The RAA as a function of pT for different
∑
pT cuts (or fake rejection cuts).
This is shown in 0–10% in the top panal, 20–30% in the center panel, and
50–60% in the bottom panel. . . . . . . . . . . . . . . . . . . . . . . . . . . 229
6.14 The η−φ distribution for R = 0.4 jets with pT > 100 GeVand |y| < 2.8 in pp
data (top left), Pb+Pb data in 0-10% (center), and Pb+Pb data in 60-70%
(right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231
6.15 The y distribution for R = 0.4 jets with pT > 100 GeVin pp and different
centrality intervals in Pb+Pb. . . . . . . . . . . . . . . . . . . . . . . . . . 231
6.16 The raw pT distributions for jets with pT > 40 GeV in different rapidity bins
for pp on the left and central Pb+Pb in the center. The raw pT distribution
for jets with pT > 40 GeV for all centrality classes in Pb+Pb within |y| < 2.8
is shown on the right (the pp distribution is overlaid in the black lines for
comparison). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 232
6.17 The left panel shows ΣEFCalT distributions in Pb+Pb MC (black) and data
(red). The right panel is the ratio of the data to the MC. This ratio is then
applied to the MC and the result is shown in blue on the left. . . . . . . . 233
6.18 The left panel shows the ratio of the pp to the Pb+Pb MC as a function of
ptruthT in the 0-10% interval. The middle panel shows the same thing but for
the 70-80% interval. The right panel shows the average ratio as a function of
centrality, which is applied to the Pb+b MC to correct for the POWHEG weights.234
xxvii
6.19 The pT distributions (before unfolding) for jets with pT > 100 GeV and
|y| < 2.8 in data (black) and MC truth (red) in pp (left) and the centrality
bins in Pb+Pb (other panels). . . . . . . . . . . . . . . . . . . . . . . . . . 234
6.20 The pT distributions for jets (before unfolding) with pT > 100 GeV and
|y| < 2.8 in data (black) and reconstructed MC (red) in pp (left) and the
centrality bins in Pb+Pb (other panels). . . . . . . . . . . . . . . . . . . . . 235
6.21 The raw (before unfolding) RAA as a function of pT for jets with pT >
100 GeV in central and peripheral collisions in the two panels and different
rapidity intervals in the colored points. . . . . . . . . . . . . . . . . . . . . . 235
6.22 The response matrixes (ptruthT vs. p
reco
T ) generated from the MC in central
Pb+Pb (left), peripheral Pb+Pb (middle), and pp collisions (right). . . . . 236
6.23 The left panel shows the overlay and the right panel shows the ratio of Pb+Pb
data to MC as a function of pT in pp (top) and 0-10% Pb+Pb (bottom). The
ratio is fitted with a linear function. . . . . . . . . . . . . . . . . . . . . . . 237
6.24 The left panel shows the values of the offset in the linear fit of the data/MC
ratios in each y and centrality bin in the analysis. The first bin in y, |y| < 2.8
is included. The first bin on the centrality axis is pp collisions and then it
increases in 8 bins of 10% centrality. The right panel is the same thing but
for the slope from the fit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237
6.25 The ratio of the unfolded result with and without reweighting as a function
of number of iterations for pp on the left and 0–10% Pb+Pb on the right. . 238
6.26 Unfolding results for the MC closure test for different numbers of iterations
in central Pb+Pb collisions within |y| < 2.8. The top left panel shows the
unfolded pT spectra and the top right panel shows the refolded pT spectra.
The bottom left panel shows the ratio of the unfolded truth to truth distribu-
tion (the MC closure) and bottom right panel shows the ratio of the refolded
to data distribution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 239
xxviii
6.27 Unfolding results for the MC closure test for different numbers of iterations
in peripheral Pb+Pb collisions within |y| < 2.8. The top left panel shows
the unfolded pT spectra and the top right panel shows the refolded pT spec-
tra. The bottom left panel shows the ratio of the unfolded truth to truth
distribution (the MC closure) and bottom right panel shows the ratio of the
refolded to data distribution. . . . . . . . . . . . . . . . . . . . . . . . . . . 240
6.28 Unfolding results for the MC closure test for different numbers of iterations
in pp collisions within |y| < 2.8. The top left panel shows the unfolded pT
spectra and the top right panel shows the refolded pT spectra. The bottom
left panel shows the ratio of the unfolded truth to truth distribution (the
MC closure) and bottom right panel shows the ratio of the refolded to data
distribution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241
6.29 The unfolded spectra for different number of iterations is shown on the top
panel of each figure. The bottom panels show the stability of the unfolding
through the ratio of the unfolded spectra using a given number of iterations
with respect to 3 iterations for central Pb+Pb collisions (right) and pp col-
lisions (left). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 242
6.30 Unfolding results summary plot for central Pb+Pb collisions in |y| < 2.8.
The top left panel shows the reconstructed MC (blue), the reconstructed data
(black), the matched truth MC (green), and the full truth MC distribution
(blue). The top right panel shows the 2D response (ptruthT vs. p
reco
T ). The
bottom left panel shows the reconstructed data (black), the refolded data
(green), the full truth MC (red), and the unfolded data (blue). The bottom
right panel shows the effect of unfolding through the unfolded/data ratio
(blue), the bin-by-bin correction factors through the ratio of the truth MC
to the reconstructed MC (green), and the refolded to raw ratio (red). . . . . 243
xxix
6.31 Unfolding results summary plot for peripheral Pb+Pb collisions in |y| < 2.8.
The top left panel shows the reconstructed MC (blue), the reconstructed data
(black), the matched truth MC (green), and the full truth MC distribution
(blue). The top right panel shows the 2D response (ptruthT vs. p
reco
T ). The
bottom left panel shows the reconstructed data (black), the refolded data
(green), the full truth MC (red), and the unfolded data (blue). The bottom
right panel shows the effect of unfolding through the unfolded/data ratio
(blue), the bin-by-bin correction factors through the ratio of the truth MC
to the reconstructed MC (green), and the refolded to raw ratio (red). . . . . 244
6.32 Unfolding results summary plot for pp collisions in |y| < 2.8. The top left
panel shows the reconstructed MC (blue), the reconstructed data (black),
the matched truth MC (green), and the full truth MC distribution (blue).
The top right panel shows the 2D response (ptruthT vs. p
reco
T ). The bottom
left panel shows the reconstructed data (black), the refolded data (green),
the full truth MC (red), and the unfolded data (blue). The bottom right
panel shows the effect of unfolding through the unfolded/data ratio (blue),
the bin-by-bin correction factors through the ratio of the truth MC to the
reconstructed MC (green), and the refolded to raw ratio (red). . . . . . . . 245
6.33 A schematic showing the effect of the JER (purple gaussians and arrows) on
the “truth” spectrum (blue) to make the reconstructed data (red). The effect
of the unfolding (green) to reverse the effect of the JER is also shown. . . 246
6.34 A schematic showing the effect of unfolding (purple) on the pT spectrums in
Pb+Pb (red) and pp (blue) on the top panels (before unfolding is on the left
and after is on the right). The effect of unfolding (green) on the RAA (red)
is also shown on the bottom panels. . . . . . . . . . . . . . . . . . . . . . . 246
6.35 A break down of different systematic uncertainties due to JES on the pp
cross-section. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247
6.36 The 2D distribution (and average) rtrk as a function of
∑
ptrkT in data (left)
and MC (middle) are shown for pp (top) and central Pb+Pb (bottom) for
|η| < 0.8. The ratio of 〈rtrk〉 in the data to MC is shown in right panels. . 248
xxx
6.37 The data-to-MC rtrk double ratio between Pb+Pb and pp as a function of
centrality for |η| < 0.8 (left) and 1.2 < |η| < 2.1 (right). . . . . . . . . . . . 249
6.38 The systematic uncertainty breakdown in the pp jet cross-section (left), the
central Pb+Pb jet yields (middle), and the RAA (right). . . . . . . . . . . 251
6.39 Left: Inclusive jet cross-section in pp data evaluated as a function of jet pT
scaled by successive powers of 102. Right: Per event jet yield in Pb+Pb
collisions, multiplied by 〈TAA〉, as a function of jet pT scaled by successive
powers of 102. The solid lines represent the pp cross-section for the same
rapidity selection scaled by the same factor to allow for a comparison with
the Pb+Pb data at different centralities. The error bars represent statisti-
cal uncertainties, shaded boxes represent systematic uncertainties including
uncertainties on 〈TAA〉 and luminosity. . . . . . . . . . . . . . . . . . . . . 252
6.40 Upper panel: The RAA as a function of jet pT for jets with |y| < 2.8 for
different centrality bins. Bottom panel: The RAA as a function of jet pT for
jets with |y| < 2.1 in 0-10% central collisions compared to the same quantity
measured in
√
sNN = 2.76 Pb+Pb collisions published in Ref. [5]. The error
bars represent statistical uncertainties, the shaded boxes around the data
points represent correlated systematic uncertainties. In the upper panel, the
colored shaded boxes at unity represent 〈TAA〉 uncertainties and the gray
shaded box represents the uncertainty on pp luminosity. The horizontal
width on the shaded boxes represent the width of the pT interval and the
horizontal width on the open boxes are arbitrary for better visibility. In
the bottom panel, the colored shaded boxes at unity represent the combined
〈TAA〉 uncertainties with the uncertainties on pp luminosity. . . . . . . . . 253
6.41 The RAA as a function of jet pT for jets with |y| < 2.1 in 0–10% collisions
compared to theoretical predictions. The error bars on the data represent
combined statistical and systematic uncertainties. . . . . . . . . . . . . . . 255
xxxi
6.42 The RAA for jets with pT = 100 − −125 GeV and pT = 200 − −251 GeV
within |y| < 2.8 evaluated as a function of 〈Npart〉. The black and red open
boxes represent correlated and uncorrelated systematic uncertainties, respec-
tively. The horizontal size of error boxes represents the uncertainty in the
determination of 〈Npart〉. The statistical uncertainties are smaller than the
data-points. Gray shaded box represents the uncertainty on pp luminosity. 256
6.43 The ratio of the RAA as a function of |y| to the RAA at |y| < 0.3 for jets with
centrality of 0-10% in the following pT bins on each panel: 158 < pT < 200
GeV (red squares), 200 < pT < 251 GeV (blue diamonds), 251 < pT < 316
GeV (green crosses), and 316 < pT < 562 GeV (purple stars). The error bars
represent statistical uncertainties, the shaded boxes around the data points
represent correlated systematic uncertainties. . . . . . . . . . . . . . . . . . 258
7.1 Left: Correlation between ΣEFCalT and track multiplicity. The line represents
a cut to remove pile-up events. Right: The fraction of of events without
pile-up. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 260
7.2 The ΣEFCalT distributions in Xe+Xe in round and Pb+Pb in square points.
The lines on the figure indicate the respective centrality intervals for each
collision system: 0–10%, 10–20%, 20–30%, 30–40%, 40–60%, and 60–80%. 261
7.3 A schematic of the sliding window analysis for 7× 7 windows of calorimeter
towers in η − φ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 264
7.4 Distribution of per-event single-tower (left) and 7 × 7 tower sums (right)
standard deviation versus event FCal ΣET obtained from Pb+Pb data. . . 264
7.5 Distribution of per-event single-tower (left) and 7 × 7 tower sums (right)
standard deviation versus event FCal ΣET obtained from Xe+Xe data. . . 265
7.6 Comparison of σ(ΣET ) (top) and σ(〈ET 〉) (bottom) in single towers (left)
and in 7× 7 tower sums (right) evaluated in Xe+Xe and Pb+Pb collisions. 265
7.7 Comparison of the b−term estimated from the fitting of the JER evaluated
in the MC HIJING and from the fluctuation study as a function of centrality. 266
7.8 Distributions of pT for reconstructed jets in Xe+Xe data in the different
centrality intervals used in the analysis (left) and pp (right). . . . . . . . . 266
xxxii
7.9 Distributions of η for reconstructed jets in Xe+Xe having pT > 75 GeV for
the different centrality selections used in the analysis (left) and pp (right). 267
7.10 Distributions of leading jet pT for the different centrality selections used in
the analysis. The number of leading jets in each centrality bin is given in the
legend. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267
7.11 JES as a function of truth pT fit with a logaritm for residual non-closure in
pp and centrality intervals in Xe+Xe. . . . . . . . . . . . . . . . . . . . . . 269
7.12 Relative systematic uncertainties on 1/NdN/dxJ as a function of xJ for pp
collisions for 100 < pT < 126GeV used in the analysis. . . . . . . . . . . . . 271
7.13 Relative systematic uncertainties on 1/NdN/dxJ as a function of xJ for 0–
10% Xe+Xe collisions for 100 < pT1 < 126 GeV jets. . . . . . . . . . . . . 272
7.14 Relative systematic uncertainties on 1/NdN/dxJ as a function of xJ for 60–
80% Xe+Xe collisions for 100 < pT1 < 126 GeV jets. . . . . . . . . . . . . 273
7.15 Relative systematic uncertainties on 1/NdN/dxJ as a function of xJ for 0–
10% Pb+Pb collisions for 100 < pT1 < 126 GeV jets. . . . . . . . . . . . . 274
7.16 The systematic uncertainty for 100 < pT1 < 126 GeV jets in Xe+Xe (left) and
Pb+Pb (centre) collisions in the 0–10% interval and pp collisions (right). The
left panel includes all the JES and JER uncertainties on Xe+Xe data. The
middle panel includes only the uncertainties that are uncorrelated between
Xe+Xe and Pb+Pb which include the difference between the JES non-closure
uncertainty in Pb+Pb and Xe+Xe and the JES uncertainty due to quenching
in Pb+Pb. The right panel only includes the uncertainties that are uncorre-
lated between Xe+Xe and pp which include the difference between the JES
non-closure uncertainty in pp and Xe+Xe and the JES uncertainty due to
quenching in Xe+Xe. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 275
7.17 Xe+Xe and pp dijet xmeasJ distributions for 100 < p
lead
T < 126 GeV in the
different collision centrality intervals used in this analysis. . . . . . . . . . 277
7.18 Xe+Xe and pp dijet xmeasJ distribution in different p
lead
T intervals for the 0–
10% centrality interval. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 278
xxxiii
7.19 Xe+Xe and Pb+Pb dijet xmeasJ distributions for 100 < p
lead
T < 126 GeV in
the different collision centrality intervals used in this analysis. The black line
represents the results after applying the additional smearing. . . . . . . . . 279
7.20 Xe+Xe and Pb+Pb dijet xmeasJ distribution in different p
lead
T intervals for the
0–10% centrality interval. The black line represents the results after applying
the additional smearing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 280
7.21 Xe+Xe and Pb+Pb dijet xmeasJ distributions for 100 < p
lead
T < 126 GeV in
the same ΣEFCalT (obtained from the Pb+Pb defined centrality bins). The
black line represents the results after applying the additional smearing. . . . 281
7.22 Xe+Xe and Pb+Pb dijet xmeasJ distribution in different p
lead
T intervals for
2.05 < ΣEFCalT < 2.99 TeV. The black line represents the results after
applying the additional smearing. . . . . . . . . . . . . . . . . . . . . . . . 282
A.1 Trigger efficiencies fit between 60-100 GeV for different centralities in R = 0.4
jets. The fix parameters are given on each plot in red. The fit residuals (data-
fit) are shown below each efficiency distribution. . . . . . . . . . . . . . . . 315
A.2 Ratio of the minimum bias to jet triggered samples in centrality bins for
R = 0.3 jets. The transition region was chosen from this plot to be 85 GeV. 316
A.3 The minimum bias, jet triggered, and combined samples overlaid in centrality
bins for R = 0.3 jets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 316
A.4 The inefficiency as a function of sub-leading jet pT in different centrality bins
centrality for R = 0.3 Pb+Pb jets. . . . . . . . . . . . . . . . . . . . . . . . 317
A.5 The ∆φ distribution binned in centrality as a function of leading jet pT for
R = 0.3 jets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 317
A.6 The raw data sub-leading jet distributions binned in centrality as a function
of leading jet pT for R = 0.3 jets. . . . . . . . . . . . . . . . . . . . . . . . . 318
A.7 The raw sub-leading jet distributions binned in leading jet pT as a function
of centrality for R = 0.3 jets. . . . . . . . . . . . . . . . . . . . . . . . . . . 319
A.8 The raw xJ distributions binned in centrality as a function of leading jet pT
for R = 0.3 jets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 319
xxxiv
A.9 The raw xJ distributions binned in leading jet pT as a function of centrality
for R = 0.3 jets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 320
A.10 The top panel is an overlay of the different R = 0.3 trigger sample leading
jet pT spectrums with the combined spectrum in black. The bottom panel is
the combined spectrum 2D jet 1/jet 2 distribution. . . . . . . . . . . . . . 320
A.11 The ratio of each R = 0.3 trigger sample leading jet pT distribution to the
lower pT sample (for example j75/j60 and j20/j10.) . . . . . . . . . . . . . 321
A.12 Left panel is the distribution of the sub-leading jet pT in bins of leading jet
pT for R = 0.3 jets. Right panel is the xJ distributions in bins of leading jet
pT. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 321
B.1 The normalized covariance for R = 0.4 jets on (1/N)dN/dxJ for 0-10% cen-
trality in different leading jet pT bins. . . . . . . . . . . . . . . . . . . . . . 322
B.2 The normalized covariance for R = 0.4 jets on (1/N)dN/dxJ for pT1 between
100–126 GeV in different centrality bins. . . . . . . . . . . . . . . . . . . . . 323
B.3 The normalized covariance for R = 0.3 jets on (1/N)dN/dxJ for 0-10% cen-
trality in different leading jet pT bins. . . . . . . . . . . . . . . . . . . . . . 323
B.4 The normalized covariance for R = 0.3 jets on (1/N)dN/dxJ for pT1 between
79–100 GeV in different centrality bins. . . . . . . . . . . . . . . . . . . . . 323
B.5 The normalized covariance for R = 0.4 pp jets on (1/N)dN/dxJ in different
leading jet pT bins. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 324
B.6 The normalized covariance for R = 0.3 pp jets on (1/N)dN/dxJ in different
leading jet pT bins. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 324
C.1 The top left panel is the truth level symmetric 2D distribution (pT1 , pT2) and
the top right panel is the truth folded over the diagonal. The bottom left
panel is the reconstructed symmetric 2D distribution(pT1 , pT2) and the top
right panel is the reconstructed folded over the diagonal. All the distributions
are for Pb+Pb in the 0-10% centrality bin and for R = 0.3 jets. . . . . . . 326
C.2 The 2D jet 1/jet 2 truth distribution from the 4D response matrix R = 0.4
jets in different centrality bins. . . . . . . . . . . . . . . . . . . . . . . . . . 326
xxxv
C.3 The 2D jet 1/jet 2 reconstructed distribution from the 4D response matrix
R = 0.4 jets in different centrality bins. . . . . . . . . . . . . . . . . . . . . 327
C.4 The 2D jet 1/jet 2 truth distribution from the 4D response matrix R = 0.3
jets in different centrality bins. . . . . . . . . . . . . . . . . . . . . . . . . . 327
C.5 The 2D jet 1/jet 2 reconstructed distribution from the 4D response matrix
R = 0.3 jets in different centrality bins. . . . . . . . . . . . . . . . . . . . . 328
C.6 The response of the reconstructed jets to the truth jets in the MC for R = 0.3
jets in different centrality bins for the Pb+Pb. . . . . . . . . . . . . . . . . 328
D.1 The unfolded dN/dxJ distribution normalized to the number of dijet pairs for
Pb+Pb R=0.4 jets (black) and pp R=0.4 jets (red). Each panel is a different
centrality bin in the Pb+Pb with the pp being the same in each panel: 0-10%
(top left), 10-20% (top middle), 20-30% (top right), 30-40% (top right), 40-
60% (bottom middle), and 60-80% (bottom right). Each curve is for leading
jet pT from 126-158 GeV. The statistical errors are given by the error bars
on each curve and the systematics are given by the error bands. . . . . . . . 330
D.2 The unfolded dN/dxJ distribution normalized to the number of dijet pairs for
Pb+Pb R=0.4 jets (black) and pp R=0.4 jets (red). Each panel is a different
centrality bin in the Pb+Pb with the pp being the same in each panel: 0-10%
(top left), 10-20% (top middle), 20-30% (top right), 30-40% (top right), 40-
60% (bottom middle), and 60-80% (bottom right). Each curve is for leading
jet pT from 158-200 GeV. The statistical errors are given by the error bars
on each curve and the systematics are given by the error bands. . . . . . . . 331
D.3 The unfolded dN/dxJ distribution normalized to the number of dijet pairs for
Pb+Pb R=0.4 jets (black) and pp R=0.4 jets (red). Each panel is a different
centrality bin in the Pb+Pb with the pp being the same in each panel: 0-10%
(top left), 10-20% (top middle), 20-30% (top right), 30-40% (top right), 40-
60% (bottom middle), and 60-80% (bottom right). Each curve is for leading
jet pT ¿200 GeV. The statistical errors are given by the error bars on each
curve and the systematics are given by the error bands. . . . . . . . . . . . 332
xxxvi
D.4 The unfolded dN/dxJ distribution normalized to the number of dijet pairs for
Pb+Pb R=0.3 jets (black) and pp R=0.3 jets (red). Each panel is a different
centrality bin in the Pb+Pb with the pp being the same in each panel: 0-10%
(top left), 10-20% (top middle), 20-30% (top right), 30-40% (top right), 40-
60% (bottom middle), and 60-80% (bottom right). Each curve is for leading
jet pT from 100-126 GeV. The statistical errors are given by the error bars
on each curve and the systematics are given by the error bands. . . . . . . . 333
D.5 The unfolded dN/dxJ distribution normalized to the number of dijet pairs for
Pb+Pb R=0.3 jets (black) and pp R=0.3 jets (red). Each panel is a different
centrality bin in the Pb+Pb with the pp being the same in each panel: 0-10%
(top left), 10-20% (top middle), 20-30% (top right), 30-40% (top right), 40-
60% (bottom middle), and 60-80% (bottom right). Each curve is for leading
jet pT from 126-158 GeV. The statistical errors are given by the error bars
on each curve and the systematics are given by the error bands. . . . . . . . 334
D.6 The unfolded dN/dxJ distribution normalized to the number of dijet pairs for
Pb+Pb R=0.3 jets (black) and pp R=0.3 jets (red). Each panel is a different
centrality bin in the Pb+Pb with the pp being the same in each panel: 0-10%
(top left), 10-20% (top middle), 20-30% (top right), 30-40% (top right), 40-
60% (bottom middle), and 60-80% (bottom right). Each curve is for leading
jet pT ¿158 GeV. The statistical errors are given by the error bars on each
curve and the systematics are given by the error bands. . . . . . . . . . . . 335
D.7 The unfolded dN/dxJ distribution normalized to the number of dijet pairs
for Pb+Pb (10-20%) R=0.4 jets (black) and pp R=0.4 jets (red) where each
panel is a different leading jet bin: 100-126 GeV (top left), 126-158 GeV
(top right), 158-200 GeV (bottom left), and ¿200 GeV (bottom right). The
statistical errors are given by the error bars on each curve and the systematics
are given by the error bands. . . . . . . . . . . . . . . . . . . . . . . . . . . 336
xxxvii
D.8 The unfolded dN/dxJ distribution normalized to the number of dijet pairs
for Pb+Pb (20-30%) R=0.4 jets (black) and pp R=0.4 jets (red) where each
panel is a different leading jet bin: 100-126 GeV (top left), 126-158 GeV
(top right), 158-200 GeV (bottom left), and ¿200 GeV (bottom right). The
statistical errors are given by the error bars on each curve and the systematics
are given by the error bands. . . . . . . . . . . . . . . . . . . . . . . . . . . 337
D.9 The unfolded dN/dxJ distribution normalized to the number of dijet pairs
for Pb+Pb (30-40%) R=0.4 jets (black) and pp R=0.4 jets (red) where each
panel is a different leading jet bin: 100-126 GeV (top left), 126-158 GeV
(top right), 158-200 GeV (bottom left), and ¿200 GeV (bottom right). The
statistical errors are given by the error bars on each curve and the systematics
are given by the error bands. . . . . . . . . . . . . . . . . . . . . . . . . . . 338
D.10 The unfolded dN/dxJ distribution normalized to the number of dijet pairs
for Pb+Pb (40-60%) R=0.4 jets (black) and pp R=0.4 jets (red) where each
panel is a different leading jet bin: 100-126 GeV (top left), 126-158 GeV
(top right), 158-200 GeV (bottom left), and ¿200 GeV (bottom right). The
statistical errors are given by the error bars on each curve and the systematics
are given by the error bands. . . . . . . . . . . . . . . . . . . . . . . . . . . 339
D.11 The unfolded dN/dxJ distribution normalized to the number of dijet pairs
for Pb+Pb (10-20%) R=0.3 jets (black) and pp R=0.3 jets (red) where each
panel is a different leading jet bin: 79-100 GeV (top left), 100-126 GeV
(top right), 126-158 GeV (bottom left), and ¿158 GeV (bottom right). The
statistical errors are given by the error bars on each curve and the systematics
are given by the error bands. . . . . . . . . . . . . . . . . . . . . . . . . . . 340
D.12 The unfolded dN/dxJ distribution normalized to the number of dijet pairs
for Pb+Pb (20-30%) R=0.3 jets (black) and pp R=0.3 jets (red) where each
panel is a different leading jet bin: 79-100 GeV (top left), 100-126 GeV
(top right), 126-158 GeV (bottom left), and ¿158 GeV (bottom right). The
statistical errors are given by the error bars on each curve and the systematics
are given by the error bands. . . . . . . . . . . . . . . . . . . . . . . . . . . 341
xxxviii
D.13 The unfolded dN/dxJ distribution normalized to the number of dijet pairs
for Pb+Pb (30-40%) R=0.3 jets (black) and pp R=0.3 jets (red) where each
panel is a different leading jet bin: 79-100 GeV (top left), 100-126 GeV
(top right), 126-158 GeV (bottom left), and ¿158 GeV (bottom right). The
statistical errors are given by the error bars on each curve and the systematics
are given by the error bands. . . . . . . . . . . . . . . . . . . . . . . . . . . 342
D.14 The unfolded dN/dxJ distribution normalized to the number of dijet pairs
for Pb+Pb (40-60%) R=0.3 jets (black) and pp R=0.3 jets (red) where each
panel is a different leading jet bin: 79-100 GeV (top left), 100-126 GeV
(top right), 126-158 GeV (bottom left), and ¿158 GeV (bottom right). The
statistical errors are given by the error bars on each curve and the systematics
are given by the error bands. . . . . . . . . . . . . . . . . . . . . . . . . . . 343
D.15 The unfolded dN/dxJ distribution normalized to the number of dijet pairs
is shown in the top panel for pp R=0.4 jets (black) in different leading jet
pT bins in the panels compared to the following MC generators: PYTHIA6
(red squares), PYTHIA8 (blue diamonds), HERWIG++ (green crosses), and
POWHEG+PYTHIA8 (purple stars). The statistical errors are given by the
error bars on the points and the systematics are given by the error bands (only
for the data). The bottom panel represents the ratio of each MC generator
(same colors apply) to the data and the shaded band represents to error on
the ratio from the systematic errors on the data. . . . . . . . . . . . . . . . 344
E.1 The raw pT distribution for jets with pT > 40 GeV in different rapidity bins
for 10–20% (left),30–40% (center), and 60–70% (right) Pb+Pb collisions. . . 345
E.2 Unfolding results for the MC closure test for different numbers of iterations
in 10–20% Pb+Pb collisions within |y| < 2.8. The top left panel shows
the unfolded pT spectrum and the top right panel shows the refolded pT
spectrum. The bottom left panel shows the ratio of the unfolded truth to
truth distribution (the MC closure) and bottom right panel shows the ratio
of the refolded to data distribution. . . . . . . . . . . . . . . . . . . . . . . . 346
xxxix
E.3 Unfolding results for the MC closure test for different numbers of iterations
in 30–40% Pb+Pb collisions within |y| < 2.8. The top left panel shows
the unfolded pT spectrum and the top right panel shows the refolded pT
spectrum. The bottom left panel shows the ratio of the unfolded truth to
truth distribution (the MC closure) and bottom right panel shows the ratio
of the refolded to data distribution. . . . . . . . . . . . . . . . . . . . . . . . 347
E.4 Unfolding results for the MC closure test for different numbers of iterations
in 60–70% Pb+Pb collisions within |y| < 2.8. The top left panel shows
the unfolded pT spectrum and the top right panel shows the refolded pT
spectrum. The bottom left panel shows the ratio of the unfolded truth to
truth distribution (the MC closure) and bottom right panel shows the ratio
of the refolded to data distribution. . . . . . . . . . . . . . . . . . . . . . . . 348
E.5 Unfolding results summary plot for 10–20% Pb+Pb collisions in |y| < 2.8.
The top left panel shows the reconstructed MC (blue), the reconstructed data
(black), the matched truth MC (green), and the full truth MC distribution
(blue). The top right panel shows the 2D response (ptruthT vs. p
reco
T ). The
bottom left panel shows the reconstructed data (black), the refolded data
(green), the full truth MC (red), and the unfolded data (blue). The bottom
right panel shows the effect of unfolding through the unfolded/data ratio
(blue), the bin-by-bin correction factors through the ratio of the truth MC
to the reconstructed MC (green), and the refolded to raw ratio (red). . . . . 349
E.6 Unfolding results summary plot for 30–40% Pb+Pb collisions in |y| < 2.8.
The top left panel shows the reconstructed MC (blue), the reconstructed data
(black), the matched truth MC (green), and the full truth MC distribution
(blue). The top right panel shows the 2D response (ptruthT vs. p
reco
T ). The
bottom left panel shows the reconstructed data (black), the refolded data
(green), the full truth MC (red), and the unfolded data (blue). The bottom
right panel shows the effect of unfolding through the unfolded/data ratio
(blue), the bin-by-bin correction factors through the ratio of the truth MC
to the reconstructed MC (green), and the refolded to raw ratio (red). . . . . 350
xl
E.7 Unfolding results summary plot for 60–70% Pb+Pb collisions in |y| < 2.8.
The top left panel shows the reconstructed MC (blue), the reconstructed data
(black), the matched truth MC (green), and the full truth MC distribution
(blue). The top right panel shows the 2D response (ptruthT vs. p
reco
T ). The
bottom left panel shows the reconstructed data (black), the refolded data
(green), the full truth MC (red), and the unfolded data (blue). The bottom
right panel shows the effect of unfolding through the unfolded/data ratio
(blue), the bin-by-bin correction factors through the ratio of the truth MC
to the reconstructed MC (green), and the refolded to raw ratio (red). . . . . 351
E.8 The systematic uncertainty breakdown in for the RAA in 10–20% (left), 30–
40% (center), and 60–70% (right). . . . . . . . . . . . . . . . . . . . . . . . 352
E.9 Per event jet yield in Pb+Pb collisions, multiplied by 〈TAA〉, as a function
of jet pT scaled by successive powers of 10
2. The solid lines represent the pp
cross-section for the same rapidity selection scaled by the same factor to allow
for a comparison with the Pb+Pb data at different centralities. The error
bars represent statistical uncertainties, shaded boxes represent systematic
uncertainties including uncertainties on 〈TAA〉 and luminosity. This is shown
in |y| < 0.3 (left), 0.8 < |y| < 1.2 (center), and |y| < 2.1. . . . . . . . . . . 352
xli
List of Tables
3.1 The luminosity and uncertainty for the 2011 Pb+Pb data at 2.76 TeV, the
2013 pp data at 2.76 TeV [200], the 2015 Pb+Pb data at 5.02 TeV [201], the
2015 pp data at 5.02 TeV [199], the 2017 Xe+Xe data at 5.44 TeV, and the
2017 pp at 5.02 TeV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
3.2 Layers, coverage, and granularity of the ATLAS calorimeter system. . . . . 97
3.3 Location and coverage of the forward detectors. . . . . . . . . . . . . . . . . 108
5.1 The centrality ranges used to the analysis with their corresponding ΣEFCalT
values. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
5.2 Trigger scheme in the pp data, listing which triggers were used in the pT bins
and the total luminosity sampled. . . . . . . . . . . . . . . . . . . . . . . . . 145
5.3 Definitions of Pythia samples used in embedding for the Pb+Pb MC and
the names of the overlaid datasets. . . . . . . . . . . . . . . . . . . . . . . . 146
5.4 Definitions of Pythia samples used in embedding for the pp MC and the
names of the overlaid datasets. . . . . . . . . . . . . . . . . . . . . . . . . . 146
5.5 The final number of iterations for each jet radius and centrality bin. . . . . 191
6.1 The rigger scheme for the 2015 Pb+Pb data including the trigger names and
pT ranges over which the triggers were used. . . . . . . . . . . . . . . . . . . 218
6.2 The centrality ranges used for the 2015 Pb+Pb data and their corresponding
ΣEFCalT ranges, Npart, and 〈TAA〉 values. . . . . . . . . . . . . . . . . . . . . 219
6.3 The trigger scheme in the pp data, including the names of the triggers and
the pT ranges over which the triggers were used. . . . . . . . . . . . . . . . 220
xlii
6.4 MC samples for simulation of dijets in pp events. . . . . . . . . . . . . . . . 223
6.5 MC samples for simulation of inclusive jets in Pb+Pb events based on POWHEG+PYTHIA8
dijets embedded to minimum bias heavy ion data. The ε represents the fil-
tering efficiency from AMI which is applied at the level of sample generation.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223
6.6 The various pT cuts made before unfolding (reconstructed pT) and after un-
folding (unfolded pT) for each centrality bin. . . . . . . . . . . . . . . . . . . 232
6.7 The nuclear thickness function 〈TAA〉 and its uncertainty. . . . . . . . . . . 250
7.1 The centrality ranges used to the analysis with their corresponding ΣEFCalT
values. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 261
7.2 5.02 TeVpp MC samples. Column “σ×ε” denotes samples’ cross sections and
filtering efficiencies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 262
7.3 5.44 TeVXe+Xe MC samples. Column “σ × ε” denotes samples’ cross sec-
tions and filtering efficiencies. Only the total number of events for all vertex
positions combined is listed. . . . . . . . . . . . . . . . . . . . . . . . . . . . 262
7.4 Summary of correlation of different systematic uncertainties. . . . . . . . . 275
xliii
Acknowledgments
First and foremost I would like to thank my adviser, Brian Cole. Your passion and
enthusiasm for physics and determination to work tirelessly to address a question, despite
the challenges an analysis presents, is contagious. You taught me to always “dig deeper”
even when a solution seemed impossible and that doing so is what produces good science.
You continuously pushed and challenged me beyond what I thought was possible, but at
the same time were always supportive, understanding, caring, and immensely patient.
I would like to thank the past and present members of the Columbia Heavy Ion group
who I’ve had the privilege of interacting with: Aaron Angerami, Sarah Campbell, Felix
Clark, Soumya Mohapatra, Dennis Perepelitsa, Yun Tian, Xiao Tu, Tingting Wang, Bill
Zajz. From useful discussions and analysis insight, to conferences and heavy ion runs at
CERN, you all made my research experience at Columbia exceptional. I am especially
thankful to Aaron for being so patient with me and for teaching me all about jets and
how to be a good experimentalist. I appreciate the advice, encouragement, guidance, and
friendship through the years. Your example has, and will continue, to serve as inspiration.
Thank you to the women in heavy ions who have been my role models and whose advice
and encouragement has been invaluable, especially Sarah, Jaki Noronha-Hostler, Christine
Nattrass, and Eliane Epple. I am grateful to members of the ATLAS Heavy Ion group,
especially Martin Spousta, Radim Slovak, Martin Rybar, Peter Steinberg, and Anne Sickles,
for analysis help, collaboration on projects, and of course a “heavy ion beer” or two. The
research in this thesis would not have been possible without you all.
My time at Columbia has been shaped by many wonderful people. I would like to thank
Jeremy Dodd for being a tireless advocate for women and Lam Hui for starting Reading
Team Math which has been enriching and fun. I also owe a huge amount of gratitude to
my fellow graduate students, particularly Matt, Ryne, Felix, Zach, and Russell, for being
there through quals, coursework, and the ups and downs of research and life. Because of
this, you all have become some of dearest friends. I am deeply appreciative to my academic
brother, Felix, for traveling with me all over Europe and for simply being there for me as a
colleague and close friend. I am lucky to have had you as a constant in this journey.
xliv
I have been surrounded by a strong group of supportive girl friends (and sisters), in
the order that I met them: Amanda, Sara, Kailyn, Halie, Katie, Spenser, Dimitra, Blaire,
Meredith, Kelsey, Susan, Alex, Alee, Karo. You ladies inspire me every day in all that you
do and have been my rock through all the milestones in my life.
I am thankful to a superstar physicist and dear friend, Susan Clark. From problem set
all-nighters at UNC, to being roomies and graduate students together at Columbia, we’ve
been through it all and this thesis wouldn’t exist if it wasn’t for your support and friendship.
Thank you for being the only person at times who truly “gets it” and for always believing
in me and saying “you can do it” when I needed it most. Despite you no longer being in
NYC, your success and encouragement from afar has inspired me more than you can know.
I owe everything to the unconditional love and support of my parents, Henry and Geor-
giana. You pushed me in all my endeavors and always believed in me, despite how crazy my
goals seemed. Thank you for answering every panicked phone call about exams, conference
deadlines, and finally this thesis, and for always telling me that you are proud of me no
matter what. Thank you to my wonderful, intelligent, hilarious sisters, Sara and Halie -
you are my biggest fans and knowing you are routing for me keeps me going when continu-
ing seems impossible. Thank you to my grandparents, David, Georgiana, Pen, and Laura,
whose passion for education and investment in my own inspired me to pursue graduate
studies. I’m grateful for my parents-in-law, Betty and Bob, who even made a trip to CERN
to see where I do research. They, along with Kurt, Ryan, Alex, Alee, and my nephew,
James, have been the supportive, loving, and fun-advocating family I needed while living
far from home. And to my dog Chloe, thanks for making me smile and laugh every day.
Finally, to my wonderful, intelligent, supportive husband, Matt, thank you for being the
push I need to reach for goals way beyond those I set for myself, including encouraging me
to apply to Columbia for graduate school. You’ve picked me up and kept me going when
I was convinced otherwise. Thank you for struggling through every practice qual problem
with me and reading every email, application, and stressed out text I sent your way. You
inspire me every day by example. Thank you for being there, with champagne, to celebrate
even the tinniest of successes and for never failing to make me laugh. This thesis wouldn’t
exist without your love and support, and I’m thrilled to finally join you on the other side.
xlv
for my parents, Georgiana and Henry, and my husband, Matt
xlvi
CHAPTER 1. INTRODUCTION 1
Chapter 1
Introduction
This purpose of this thesis is to discuss precision measurements of jet quenching in exper-
imental relativistic heavy ion collisions with the ATLAS detector. Jet quenching is the
phenomena where partons inside jets lose energy in the hot, dense medium produced in
heavy ion collisions. Quantum Chromodynamics (QCD) is the theory of the strong inter-
action between quarks and gluons, where quarks and gluons are confined inside of hadrons.
QCD predicts that at high temperatures the quarks and gluons will become asymptotically
free and a new state of matter where the quarks and gluons are deconfined will form, called
quark-gluon plasma (QGP). Heavy ion (HI) collisions at the LHC (specifically Pb+Pb col-
lisions) are used to produce and study the dynamics of the QGP. The medium will be
strongly coupled in the temperatures produced at the LHC, which means it should have a
low viscosity and expand collective as a nearly perfect fluid. The medium will also be very
opaque which allows for large parton energy loss. This large parton energy loss in the QGP
(or jet quenching) is the topic of this thesis.
Jets are highly collimated clusters of partons from a QCD high momentum (hard) scat-
tering. They are an effective probe of the QGP since the initial state of the hard processes
are mostly understood such that any final state differences from what is expected in standard
pp collisions can be attributed to in-medium effects. Many measurements of jet quenching
have been performed at RHIC and at the LHC. The measurements presented in this thesis
are improvements over previous results because they are more precise due to unfolding for
detector effects, increased statistics, and better determined systematic uncertainties. The
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Figure 1.1: An ATLAS heavy ion event display of a dijet event in 2010 Pb+Pb collisions
at 2.76 TeV at the LHC [3].
increased statistics also allow for more differential measurements in jet kinematics which
probe the flavor and path length dependence of energy loss, as well as reach significantly
higher values in the jet pT. The unfolded measurements can be compared directly to theo-
retical models of jet energy loss to help constrain our understanding of jet quenching.
Jets are used to study inclusive energy loss through the suppression of single jets and
differential energy loss through jet correlations. The latter can be seen directly in an event
display of a dijet event in the ATLAS detector in Figure 1.1, where one high pT jet is
clearly observed and the other has disappeared. This imbalance is a consequence of energy
loss since the jets travel different paths in the plasma and thus lose different amounts of
energy. This imbalance is quantified through the variable xJ = pT1/pT2 , where pT1 is the
higher energy jet (or leading jet) and pT2 is lower energy jet (or sub-leading jet). This dijet
asymmetry was first observed by ATLAS in Ref. [1], but this measurement was not corrected
for detector effects. The jet imbalance measurements in this thesis are fully unfolded for
detector effects and are measured differential in the leading jet pT [2] to probe the flavor
dependence of energy loss.
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Jet imbalance can be used to study the collision system dependence of energy loss by
comparing the xJ distribution in Pb+Pb (A = 208) and Xe+Xe collisions (A = 129). The
different atomic masses will create mediums of different densities and sizes, where in this
case the medium density and size will be larger in the Pb+Pb collisions. This thesis presents
a measurement of the xJ comparison in Pb+Pb and Xe+Xe collisions [4] to probe the path
length and medium density dependence, as well as the collision geometry dependence, of
energy loss.
Single jets are expected to be suppressed inclusively at a fixed value of the jet momentum
when compared to jets in standard pp collisions. This suppression is quantified by comparing
the number of jets in Pb+Pb collisions to that in pp through the nuclear modification factor
(RAA), which is just the ratio of the jet yield in Pb+Pb collisions to the cross section in
pp collisions scaled by a factor to account for differences in the nuclear geometry. ATLAS
previously measured jet suppression through the nuclear modification factor in Ref. [5].
This thesis presents a new measurement of the RAA at a different center-of-mass energy
with significantly reduced systematics, a much further reach in jet pT, and the ability to
measure differentially in the jet rapidity [6]. The rapidity dependence studies the flavor
dependence of energy loss, and the higher statistics and reduced uncertainties allow for
detailed comparisons to theoretical models.
This thesis is organized as follows. Chapter 2 describes the theoretical and experimental
background of QCD, HI collisions, jets, and jet quenching. It also motivates the measure-
ments presented in this dissertation. Chapter 3 describes the LHC and the components of
the ATLAS detector. Chapter 4 outlines how the jets are measured including a descrip-
tion of the jet reconstruction and performance, as well as general details about unfolding.
Chapter 5 presents the fully unfolded measurement of the dijet asymmetry in Pb+Pb and
pp collisions. Chapter 6 details the measurement of jet suppression through the RAA in
Pb+Pb collisions. Chapter 7 also discusses a dijet asymmetry measurement, but now in
Xe+Xe collisions. Finally, Chapter 8 provides a summary and discussion of the results.





Quantum Chromodynamics (QCD) is the theory of the strong interaction between quarks
and gluons. It is a SU(3) Yang-Mills theory [7] which is a non-abelian gauge theory [8, 9, 10,
11]. QCD differs from QED (Quantum Electrodynamics) in that it is non-abelian instead
of abelian and that the force carrier is a gluon with color charge instead of a photon with
no charge. The color charges are conserved like electric charges in QED. The spin-12 quarks
can have three color charges (red, green, and blue) can interact via the strong nuclear force













where f is the quark flavor (in the Standard Model there are six: up, down, charm, strange,
top bottom), a is the gluon color index (with 8 possible values), i and j are the color
charges (with 3 possible values), γµ is the Dirac matrix which connects the spinor to the
vector representation of the Lorentz group, and mf is the quark mass.
The spin-12 quark field, ψf , is in the fundamental representation of the SU(3) gauge
group. It has local gauge symmetry and transforms under the SU(3) space-dependent
rotation






where i and j are again the quark charges. This local symmetry is non-commuting which
makes it non-abelian. The generator ta of the gauge group (represented by eight 3 × 3
matrixes called Gell-Mann matrixes) obey the Lie algebra
[ta, tb] = ifabct
c (2.3)
where fabc are the structure constants of SU(3).
The gauge covariant derivative Dµ is defined as
Dµ = ∂µ − igtaAaµ (2.4)
where Aaµ is the gluon field and g is the coupling strength between the quarks and the gluons
(represented by the gauge field). It is defined in this way because the covariant derivative
must be gauge invariant, i.e.
Dµ → U(x)DµU(x)† . (2.5)
Since the partial derivative ∂µ is not invariant, the potential A needs to be added to the
partial derivative ∂ to form a covariant operator D. The potential Aµ transforms under a
local gauge transformation as





The gluon field tensor, F aµν , from Equation 2.1 is given by
F aµν = ∂µA
a
ν − ∂νAaµ − gfabcAbµAcν (2.7)
and is defined by
[Dµ, Dν ] = −igF aµνta . (2.8)
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The fields of the Lagrangian are in representations of the gauge group G, which is allowed
once the local symmetry group is defined. The fermion fields ψ are in the fundamental
representation of SU(3) and thus have dimension 3 corresponding to the three colors (red,
blue, green). The vector boson fields Aaµ are in the adjoint representation of SU(3), which
has dimensions equal to 8 = 32 − 1. Physically in QCD, the bosons are the gluons which
must represent interactions between the colors since the gluons are the mediators between
the quark interactions (red-green, blue-red, etc.). Naively, nine would be expected since
there would be 3 × 3 possible interactions but the states need to be linearly independent
and it turns out that only 8 are needed. The ninth state would be a color singlet state
which has a color charge of zero. This is not physical since the states need color charge to
interact in the theory.
Setting g = 0 in equation 2.1 gives the free field Lagrangian without interactions. The
free field theory has the number of vector bosons equal to the number of generators of the
gauge group (8) and the number of free fermions equal to the dimension of the representation
of the gauge group (3). The free field Lagrangian L0 becomes
L0 = Lquarks0 + L
gluons
0 (2.9)















µAνa − ∂νAaµ∂νAµa) . (2.11)
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Figure 2.1: The possible QCD interactions from the QCD Lagrangian: quark-gluon (left),
three-gluon (center), and four-gluon (right).
The three terms represent three possible interactions between the fields. The first is
the quark-gluon vertex with strength proportional to g. The second and third represent
gluon-gluon interactions, where the second term is between three gluons (with strength
proportional to g) and the third term is between four gluons (with strength proportional to
g2). The gluon-gluon interactions are from the non-abelian gauge theory where the gluon
has a color charge and can interact strongly and thus self-interacts. This is different than
QED, where the structure constants fabc = 0, because the photon has no charge and doesn’t
interact with itself. These are represented by Feynman diagrams in Figure 2.1.
The covariant gauge-fixing term must be supplemented by a ghost Lagrangian term.
This additional Fadeev-Popov ghost term is added to be consistent with the path integral
formalism since this is typically used to quantize the theory. The path intergral over-counts
solutions for the same physical state which leads to unphysical degrees of freedom. The
ghost term
Lghost = ∂µcaDµca (2.13)
where ca is a ghost field, serves to cancel it out. Ghosts show up as virtual particles in
internal closed loops and only couple to gluons.
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Figure 2.2: The QCD potential as a function of r, where a QCD potential calculated in
perturbative QCD from Ref. [15] has been matched to a calculation from lattice QCD from
Ref. [16].
2.1.2 Confinement and Asymptotic Freedom
QCD predicts both confinement and asymptotic freedom. Confinement is the idea that
quarks and gluons are always bound inside of hadrons. They will not be found in an isolated
state under normal conditions since there needs to be zero color charge because of the gluon
self-interactions. This can be understood qualitatively by writing the potential between qq̄







which is derived in Lattice QCD (described more in Section 2.1.3.1) [12, 13, 14].
At large distances the second term dominates, which shows that the potential grows with
distances, as seen in Figure 2.2. This means the interaction between two quarks does not
weaken the further away they are from each other. When the quarks are pulled away from
each other a narrow flux tube (or string) exists between the two quarks where the strong
force is constant between the two of them. As the two quarks are separated it eventually
becomes more energetically favorable for a qq̄ pair to pop out of the vacuum than for the
flux tube to grow anymore. These then form additional qq̄ pairs with the original quarks
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Figure 2.3: Diagram of what happens to quark anti-quark pairs when they are pulled apart
because of confinement.
as shown in Figure 2.3.
At short distance scales the potential in equation 2.14 becomes dominated by the first
term which is Coulomb-like. In this regime the potential is much weaker and thus the force
is weaker. The field lines start to spread out and the quarks become less bound. This
phenomena is called asymptotic freedom, where the interactions between the quarks and
gluons become weaker at short distance scales (or high energies).
This can be derived using the running coupling constant,αs(Q
2) which depends on the
momentum transfer Q2 and represents the strength of the strong interaction. It is smaller
at small distances or high energy and larger at large distances or low energy, which is in
contrast with the strength of the QED interaction. In field theory renormalization is used
to make the coupling in the field theory depend on some energy scale such that that changes
of the physical system can be observed at different scales. This particular renormalization
scheme is used to remove infinities in observables calculated from Lagrangians that are
present due to self-interactions of fields in the Lagrangian.
Renormalization of QCD theory involves a renormalization scale called µ and a renor-
malized coupling constant, αs or g. A dimensionless physical quantity R in renormalization












]R = 0 . (2.15)
If a β function is defined in the following way





















where β(αs) can be expanded perturbatively as








where Nf is the number of degrees of freedom and αs = g






= −β0α2s(Q)(1 + β1αs(Q) +O(α2s(0))) . (2.20)








It can be seen in this equation that if Q2 increases the running coupling decreases to zero,
which is the property of asymptotic freedom. If β was negative (as it is in QED) then the
coupling would increase with increasing Q2. Note that the decrease is gradual because of
the natural log. This can be rewritten as
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where ΛQCD = µ
2e
− 1
αs(µ)β0 . ΛQCD becomes the mass scale of QCD at approximately
200 GeV and replaces the dimensionless coupling constant. It is like a dividing scale be-
tween low and high energy QCD, where the low energy behavior can be described using
perturbative QCD (pQCD) which will be described in detail in Section 2.2 and the high en-
ergy behavior is described by non-perturbative QCD through frameworks like lattice QCD
(Section 2.1.3.1) and effective field theories. Figure 2.4 demonstrates this phenomena with
the running coupling shown as a function of Q2. At low energies (Q << ΛQCD) and large
distances, αs(Q) → ∞ and confinement occurs in a non-perturbative regime. At high en-
ergies (Q >> ΛQCD) and small distances, αs(Q) → 0 and asymptotic freedom occurs in
the pQCD regime. This one-loop β-function for SU(N) non-abelian gauge theory was first
calculated in 1973 by Gross, Politzer, and Wilczek [18, 19] and earned them the Nobel Prize
in Physics in 2004.
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2.1.3 Non-perturbative QCD
QCD at low energies and strong coupling can not be described by perturbative techniques
and thus requires non-perturbative QCD methods. The current models to describe non-
perturbative effects are Lattice QCD [20], AdS/CFT correspondance [21, 22, 23], QCD sum
rules [24], and effective field theory models like the Nambu-Jona-Lasinio (NJL) model [25,
26], the chiral perturbation theory [27], and soft collinear effect field theory (SCET) [28].
2.1.3.1 Lattice QCD
Lattice QCD begins with a Euclidean space-time grid or lattice of points [29]. The quark
fields are the lattice sites and the gluon fields are the links between each site (also called
Wilson lines). The spacing between the lattice is denoted as a and the momentum cut-off
in the theory becomes 1/a. A schematic of the spacing is shown in Figure 2.5. To make the
theory continuous instead of discrete, the sites are taken to be infinitesimally close to each
other (a→ 0) and the overall size of the lattice is infinitely large. Lattice calculations use a
Feynman path integral approach with the QCD action. A complication known as fermion
doubling arises from the fermion fields on the lattice which creates 24 spurious states instead
of just one [30, 31]. This can be remedied by using Wilson fermions or staggered fermions.
Lattice QCD calculations are done using Monte-Carlo simulations but they are very
computationally intensive and require the use of supercomputers. The simulations have
statistical errors due to the MC and systematic errors due to the discrete lattice. Lattice
QCD was used to calculate the equation for the qq̄ potential in equation 2.14.
2.1.3.2 AdS/CFT Correspondance
Anti-de Sitter/conformal field theory (AdS/CFT) correspondance relates two theories in
a gauge/string duality: the AdS spaces where quantum gravity is formulated in string
theory and CFT which are quantum field theories like those that describe particles. It
describes a weak-strong duality such that it can be used to study strongly coupled field
theories since when the quantum field theory is weak the gravitational theory is strong,
and vice-versa. Therefore, the difficult problems in strongly-interacting nuclear physics
can be translated into problems that are more easily solved in a weakly-interacting grav-
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Figure 2.5: A schematic of the lattice in Lattice QCD.
itational theory. Non-abelian gauge theories can be described as gravitation theories in
4 + 1-dimensional space-time with a black hole horizon. For the strongly interacting QCD
phase at nonzero temperature, the simplest model is a N = 4 supersymmetric Yang Mills
(SYM) theory where holographic calculations can be performed to gain a better qualitative
understanding of strongly-coupled QCD.
2.1.3.3 Effective Field Theory
Effective field theories (EFT) are approximations to field theories that can be solved in cer-
tain physical limits. The QCD partition function is not solvable to date so approximations
are necessary to solve it. Chiral perturbative theory is an EFT for low energy properties of
QCD and has a chiral symmetry in QCD. SCET is an EFT for soft (low energy) or collinear
(moving in the same direction as other particles in the process) particles. It models highly
energetic quarks interacting with soft gluons. The NJL model parallels superconductivity
where Cooper pairs are formed from electrons except Dirac fermions interact with chiral
symmetry. It doesn’t actually model confinement but there will be a chiral condensate.
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2.2 Perturbative QCD
Section 2.1.2 showed that at high energies (or Q2) and small distances, the quarks and
gluons become asymptotically free. Perturbation theory techniques [32, 11, 33, 34] can
be used when αs << 1 and the infinite number of possible interactions in QCD can be
approximated by a finite number of terms.
2.2.1 Parton Model and Factorization
In the parton model, a hadron can be thought of as being made of many pointlike particles
that move together colinearly. It can be applied to any process that has a large momentum
transfer Q. In this model the cross section for a hard (or high momentum) process can be
described by the cross sections of the partons inside the hadrons interacting convolved with
parton distribution functions (PDFs), which are the probability distributions of partons in






dxadxbfi(xa, µf )fj(xb, µf )σij(pa, pb, αs(µ), Q) (2.23)
where xa,b is the parton’s momentum fraction of the total hadron’s momentum (0 ≤ x ≤ 1),
fi,j(x, µ) are the PDFs where i and j represent quarks, anti-quarks, and gluons, µf is the
factorization scale, µ is the renormalization scale (discussed in Section 2.1.2), pa = xapA,
and σab is the partonic scattering cross section where Q is the characteristic scale of the
hard scattering. The cross section for parton scattering is a short distance cross section
and can be calculated in perturbation theory as an expansion in αs. This needs to be
factorized from the long-distance, non-perturbative behavior since the short distance cross
section does not depend on the long-distance behaviors in the PDFs or the details of the
initial and final state hadrons. The ability to separate these is called factorization [35].
This is useful because the short-distance cross sections can be calculated perturbatively
and the long-distance behavior can be measured experimentally. A more generalized form
of equation 2.23 that includes all the long-distance behavior is written as






dxadxbdzfa(xa, µf )fb(xb, µf )σab→cd(pa, pb, αs(µ), Q)D
h
c (z, µf )
(2.24)
where now the fragmentation functions (FFs), Dhc (z, µf ), are included in the calculation
which are how the final state partons fragment into a hadron (described more in Sec-
tion 2.2.4), where z is the fraction of the momentum that the parton carries of the frag-
mented hadron. The FFs and PDFs are the non-perturbative parts that are separated out
by the factorization scale µf from the perturbative cross section. The factorization scale µf
is usually defined to be equal to Q.
The factorized part of the cross section in equation 2.24 is computed in perturbation





2/µ2,m2/µ2)αns (µ) . (2.25)
It is shown be infrared safe, meaning that it doesn’t depend on any long distance behavior
and the coefficients an are finite. An infrared divergent cross section has infinities that blow
up since the gluon mass and light quark masses are close to zero but infrared safe quantities
have a finite limit for the vanishing mass. The distributions should have no sensitivity to
emissions of low momentum gluons (stable in the soft limit) or to collinear splitting (stable
in the collinear limit where all particles are moving parallel)
σ(Q2/µ2,m2/µ2, αs(µ)) = σ(Q
2/µ2, 0, αs(µ))(1 +O(m
2/µ2))
σ(Q2/µ2, 0, αs(µ)) = σ(1, 0, αs(µ)) .
(2.26)
The momentum dependence is contained within the running coupling which vanishes when
Q is large such that the perturbative calculation keeps getting more precise. The PDFs
and FFs contain the infrared divergent part and depends on the initial hadron but are
independent of the hard scattering process.
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2.2.2 Parton Distribution Functions
PDFs are functions that describe the probability density of finding a parton inside of a
hadron with momentum fraction x and Q2. They represent the initial state of the hadron
before a collision occurs. The 13 functions are for the gluon and each quark and anti-quark,
where the heavy quarks evolve from the gluon and light quark PDF. They can be written






+y−〈P |ψ̄(0, y−, 0T )γ+ψ(0, 0, 0T )|P 〉 (2.27)
but the momentum state of the hadron |P 〉 is not known so these can’t be directly calculated.
Everything discussed so far has been at a fixed value of Q2 but a PDF at one scale µ can be
used to predict a PDF at another scale µ′, as long as µ and µ′ are both large enough such
that that αs(µ) and αs(µ
′) are small. The evolution of the PDFs with Q2 can be described












































x′ ) are the splitting functions (equation 2.29) for a parton a with momentum
fraction x from a parton b with momentum fraction x′, shown in Figure 2.6. The q represents
quarks and the g represents gluons. The DGLAP equations in equation 2.28 are leading
order (LO) calculations. The splitting functions are given by the following formulas, where
z is the fraction of momentum in the split parton of the original parton and CF = 4/3,






























1−x dx for a generic function f(x).
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Figure 2.6: Diagrams of the different kinds of splitting that can occur in the DGLAP
functions for LO PDF calculations [39].
The PDFs are calculated by doing a global fit to data and then the evolution with Q2 is
used to find the value at another Q2. The data available from different fixed target experi-
ments and colliders span a large range of Q2 and x, as shown in Figure 2.7. PDFs can also be
fit to next-to-leading order (NLO) and next-to-next-to-leading order (NNLO) and are cal-
culated in various groups including MMHT [40], NNPDF [41], CTEQ [42], HERAPDF [43],
ABMP [44], and JR [45]. An example of PDFs from the NNLO NNPDF analysis [46] is
shown in Figure 2.8, where the PDF is shown as function of x for the different types of
partons at µ2 = 10 GeV2 and 104 GeV2. In general, the gluon PDF dominates over the
quarks at low values of x such that it is more likely to find gluons with a lower momentum
fraction of the hadron and thus the soft parts of the hadron are more likely to be gluons.
The quarks dominate over gluons at high x indicating that the harder partons within the
hadron tend to be quarks, in particular up and down quarks. Also, the PDFs decrease with
increasing x indicating that it is less likely to find particles having more of the momentum
of the hadron. Finally, at low x, the PDF increases with increasing values of µ2.
2.2.3 Deep Inelastic Scattering
Deep inelastic scattering (DIS) of a high energy lepton off of a hadron is an example of a
process calculable in pQCD using factorization. A DIS process is represented by
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l(k) + h(p)→ l′(k′) +X (2.30)
where the momentum of the incoming and outgoing lepton are kµ and k′µ and pµ is the
momentum of the hadron. The four momentum transfer is qµ = kµ − k′µ and the Lorentz-
invariant magnitude is given by Q2 = −q2 > 0. The Bjorken scaling variable (or total


















Figure 2.7: The kinematic reach in x and Q2 for different colliders and fixed target experi-
ments [8].
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Figure 2.8: The NNPDF3.1 NNLO PDFs at µ2 = 10 GeV2 and 104 GeV2 [46].
The energy in both equations refers to the energy in the rest frame of the target. The
invariant mass of the hadronic state, W 2 = (p+ q)2, becomes




This will be much larger than m2 and thus the collision is deeply inelastic. The differential



















2) are structure functions that describe the structure of the target as seen by
the virtual photon. The virtual photon is exchanged in the interaction between the lepton
and the hadron as seen in Figure 2.9.
Experiments of electron-proton scattering were performed at SLAC (Standford Linear
Accelerator Center) to try to measure the structure functions as a function of x and Q2 [48,
49]. Similar experiments have been performed at other accelerators and the findings are
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Figure 2.9: Diagram of a lepton and a hadron DIS process, where the squiggle represents a
virtual photon [47].
shown in Figure 2.10. This shows the structure functions as a function of Q2 for different
values of x. At intermediate values of x the structure function is shown to be independent
of x. This phenomenon is called Bjorken scaling [50] and is the idea that as Q2 → ∞
the structure functions no longer depend on Q2. This doesn’t hold for lower values of x
or higher values of x. Finding this in experiment is what prompted the acceptance of the
parton model and the discovery of asymptotic freedom since the scaling implies that no
matter how hard the proton is probed, the structure is the same and consists of point-like
particles.


















where fa/A are the PDFs discussed in Section 2.2.2.
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Figure 2.10: The structure function, F2, of the proton as a function of Q
2 for different
values of x. Data is taken from different experiments and all plotted on the same graph.
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2.2.4 Fragmentation and Hadronization
The FFs describe the final state of the partons after a collision in the same manner as the
PDFs describe the initial state [51, 8]. They are defined as the probability that a parton
i will fragment into a hadron h with momentum fraction z = pi·ph|pi|2 . It describes how the
color-carrying quarks and gluons transform into color neutral particles. This transformation
happens because of color confinement (Section 2.1.2) which says that quarks and gluons














where Ci are the coefficients for particular processes. FFs are not calculable perturbatively
but they do evolve via the DGLAP equations in the same way as the PDFs do in equa-
tion 2.28 where the splitting functions now depend on z instead of x. These functions are







2) = 1 . (2.38)
The process by which fragmented partons are recombined into final-state hadrons is
called hadronization. Two processes contribute to hadronization [52]. The first process
begins with the idea that when partons are produced in a parton scattering they have color
and color confinement requires them to be colorless. Thus the partons are connected by
a “gluon string” or “flux tube” which is a strong QCD field between them. When the
string is stretched it produces quark and anti-quark pairs between the partons which then
form many hadrons in the final state that are color neutral [53]. The second is from QCD
bremsstrahlung radiation which is gluon radiation from the production and scattering of
colored partons that occurs when the partons experience an acceleration. This can occur
before the partons interact (initial state radiation) or after (final state radiation). These
gluons can split into more gluons or quarks as well, producing a cascade. The cascading
parton shower from both parton splitting and gluon radiation tend to form into narrow
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cones around the original parton and the partons in the shower eventually come together
and hadronize. Clusters of these final state hadrons are what are experimentally measured
as jets, described in more detail in Section 2.2.5. The gluon radiation that is produced at
large angles and high energy can actually become another jet leading to multi-jet events.
Others will be soft and/or collinear along the jet axis and become secondary partons inside
the jet. There can also be interjet contributions, which can change the structure of the jet.
QCD predicts color coherence which is the idea that a gluon radiating from partons may
not be able to resolve the partons as two separate partons [54, 53]. There are two types of
coherence, intrajet and interjet. Interjet processes involve three or more partons interacting
and can lead to drag effects which is the depletion of particle flow between two quarks
relative to between a quark and a gluon. Intrajet coherence leads to angle ordering and also
suppresses the production of very soft gluons. Angular ordering is a condition where the
opening angles of the partons in a cascade have to decrease with sequential splittings, as
shown in the left panel of Figure 2.11. This phenomenon leads to the hump-back plateau,
which is seen in the right panel of Figure 2.11 [53] where the jet FFs as a function of the
logarithm of their energy is shown. The shaded grey area represents what it would look like
with no gluon radiation in the simple parton model. Adding in gluon radiation leads to the
dashed line where the multiplicity will rise significantly. Finally, accounting for coherence
effects, gives the black line which shows the soft gluon suppression due to angular ordering.
Figure 2.11: Left: A diagram depicting angular ordering. Right:The multiplicity of the FFs
as a function of ln kR, where k is the particles energy and R is the size of the jet. The
shaded grey region shows the distribution with no bremsstrahlung radiation, the dotted line
shows it with radiation (incoherent), and the solid line shows it for coherent radiation [53].
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Figure 2.12: The FFs as a function of ln 1/x at different center-of-mass energies and Q2
values, including the hump-back plateau structure, is shown on the left. The distributions
on the left are fit with a gaussian and the peak position is plotted as a function of s on the
right [8].
Higher-order corrections can be enhanced by large logarithms at small x. A modified-
leading-log approximation (MLLA) [55, 56, 53, 51] is used where the single and double
logarithms ([αs ln 1/x]
m terms) are both summed. It takes into account all of the parton
multiplication up to NLO including the parton splitting functions, the dependence of the
split partons transverse momentum on the running coupling, and the exact angle ordering.
This is necessary because even though these soft particles at low x take away a negligible
portion of the jet energy, there are many of them such that they contribute the most to the
jet multiplicity. The MMLA is compared to experimental data for the FFs as a function of
ln 1/x in the left-hand side of Figure 2.12, where the peak is seen at ∼ 12 ln s, where s is the
center-of-mass energy (or Q2) [8]. The distributions can be fit with a gaussian and the peak
value can be extracted. The right-hand side shows this peak position plotted as a function
of s, where it is seen to increase with increasing energies. Observing the hump-back plateau
in data is confirmation of jet fragmentation in pQCD.
There are two main models for hadronization [51, 57], the string and cluster, which are
both shown in Figure 2.13. In general it is assumed that the momentum and color flow
is similar at the parton level and at the hadron level. The cluster model starts with pre-
confinement [58], where partons that are color-connected are lumped together into color-
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Figure 2.13: The string hadronization model is shown on the left and the cluster hadroniza-
tion model is shown on the right.
singlet clusters that have finite masses. These clusters then decay into hadrons during
confinement. The string model is based on the idea that there is a colour flux in the form
of a string connecting the partons. The string is stretched and breaks into hadron pieces
from qq̄ pairs. Gluons represent kinks on the string that gives rise to a stronger color force
on the gluons than the quarks.
2.2.5 Jets
Jets are collimated streams of particles from the hadronization of a parton shower from QCD
hard (high momentum) scatterings. A depiction of the entire evolution of a jet from a QCD
hard scattering is shown in Figure 2.14. The process starts with partons confined inside of a
proton with a PDF, as described in Section 2.2.2. The partons then interact through a hard
scattering with a cross section. Before and after the collision the partons can experience
initial and final state radiation (ISR and FSR) due to gluon radiation. After the collision the
partons undergo a parton shower and then form hadrons during the hadronization process,
as described in Section 2.2.4. The hadrons tend to form narrow cones which can be grouped
together to form jets in the final state.
Jets are defined through a particle jet clustering algorithm which clusters the hadrons
together in a particular way and assigns a momentum that gives a close estimate of the
original parton momentum [60, 61]. They are a useful experimental and theoretical quantity,
CHAPTER 2. BACKGROUND 26
Figure 2.14: Diagram of the evolution of a jet originating from a QCD hard scattering [59]
but they need to be well defined theoretically in the context of pQCD and be simple to
implement theoretically or experimentally. The jet should be infrared and collinear safe
(IRC), which means the jet’s observables need to remain unchanged by the addition of a
collinear splitting (“collinear safe”) or a soft emission (“infrared safe”). The definition also
needs to be sensitive to the underlying physics of interest. There are two different types of
algorithms: cone, or “top down”, and sequential recombination, or “bottom up”. The cone
algorithms were one group of the earlier suggested algorithms and work by simply groups
particles together into cones around peaks in energy, but many turned out to not be IRC
safe.
Many of the sequential recombination algorithms were found to be IRC safe. They com-
bine pairs of nearby partons, mimicking the physics of the parton shower. These algorithms
start with a list of particles in an event and define ∆R2ij = (φi − φj)2 + (yi − yj)2 as the
distance between the particles, where y is the particle rapidity and φ is the azimuthal angle.









where R is the size of the jet and can be any fixed value. At the LHC, the R values typically
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range from 0.2 up to 1.0 (0.4 is the most common radius in this thesis). The exponent p
can be set to different values that each represent different algorithms. A value of p = 1
corresponds to the kt algorithm [62], p = −1 corresponds to the anti-kt algorithm [63], and
p = 0 corresponds to the Cambridge-Aachen algorithm [64]. The algorithm works in the
following way, starting from a list of jets in a given event:
1. Calculate the dij values for each possible pair. Also, determine the distance of each
particle to the beam diB = p
2p
Ti.
2. Find the minimum between dij and diB.
3. If dij is the minimum, combine i and j and return to step 1.
4. If the minimum is diB then i is a final state jet and it is removed from the list of
particles. Return to step 1.
5. Repeat until there are no more particles.
The kt algorithm is not preferred by experimentalists since it is slow (N
3 or N logN in
FastJet [65]) and leads to some irregular geometries in the jet shape (see the left panel of
Figure 2.15). The Cambridge-Aachen only uses the geometry of the particles to cluster the
jet. It has the same speed and shape issues as the kt algorithm, but is useful because it
reflects the angular ordering of the hadrons inside the jet. The anti-kt algorithm starts with
the hard part of the jet, unlike the kt which starts with the soft part, and grows outward
from hard “seeds”. This creates more realistic circular jets with a hard core as shown in
Figure 2.15, but the substructure from the clustering in this algorithm doesn’t reflect the
QCD branching like in the other algorithms. The anti-kt algorithm is the jet algorithm used
in this thesis.
2.2.6 MC generators
Monte-Carlo (MC) generators are useful in high energy physics to compare experimental
results to predictions from theoretical models. A MC is any model that uses random
numbers to solve a problem. Specifically in high energy, it corresponds to a simulation of
CHAPTER 2. BACKGROUND 28
Figure 2.15: The two panels show the y-φ distributions of cells in an event where the left
panel clusters the cells to form jets using the kt algorithm and the right panel uses the
anti-kt algorithm. The colors represent the jets defined by the algorithms [63]
high energy reactions with random numbers using physical models to generate a MC event.
This is why they are called MC event generators [59, 66, 67]. MC generators can represent
a theory or a phenomenological model where a parameter needs to be tuned to the data.
HI simulations fall in the latter category and jets in a vacuum fall somewhere in the middle
(closer to the former). MC generators are useful to gain some insight into the underlying
theory and what mechanisms are at play (discussion in Section 2.5.2.5). They are also used
for experimental corrections, background, and unfolding (discussed in Chapter 4).
The most common generators for jets in high energy physics are Pythia [68], Her-
wig [69] (or Herwig++ [70] which is the same but written in C++ instead of Fortran),
Sherpa [71], and more recently Powheg [72]. MC generators can simulate many aspects
of an event (tracks, bosons, etc.) but here the focus will be on jets. The main elements of
a MC generator are matrix elements (ME), initial state radiation (ISR) or the initial state
parton shower, final state radiation (FSR) or the final state parton shower, and hadroniza-
tion. ME are fixed order calculations in perturbation theory at leading (LO) or next-to
leading order (NLO). ISR and FSR were defined in the beginning of Section 2.2.5 and
hadronization was discussed in Section 2.2.4.
MC generators model the parton shower where splitting functions (equation 2.29) de-
termine how a parton may branch into two partons. The MC establishes random jet pa-
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rameters to evaluate the splitting for each event. The probability of not splitting dur-
ing an evolution between two scales (Q2a and Q
2







2)dz. The integral over z has an infared cut-off below which
the parton splittings are not resolvable. For each event the probability for scattering can
be calculated from those factors and the splitting continues until the cut-off is reached.
Pythia 6 [68] uses coherent scattering where the parton shower is angle ordered (discussed
in Section 2.2.4) and Herwig and Pythia 8 [74] use dipole showering where instead of a
parton splitting there is a dipole radiation pattern for gluon emission. For the hadroniza-
tion, Pythia uses the Lund string model and Herwig uses the cluster model which are
both discussed in Section 2.2.4. There is also an underlying event (UE) contribution from
collisions of partons in the incoming hadrons that don’t directly participate in the hard
processes (most common is from multiple parton interactions) and thus are not part of the
shower. This UE is larger in minimum bias events in high energy collisions than events that
are triggered on hard processes. Herwig and Pythia are typically for LO calculations,
whereas Powheg includes NLO.
2.3 Quark Gluon Plasma
2.3.1 Phase Diagram and Transition
The fact that QCD predicts confinement and asymptotic freedom suggests that there are
two states of QCD matter that can be described by a phase diagram and a phase tran-
sition. Figure 2.16 shows the QCD phase diagram as temperature versus baryon density.
It demonstrates that at low temperatures and baryon density the quarks and gluons are
confined inside hadrons but at higher temperatures and baryon densities the quarks become
free in a new state of matter called quark-gluon plasma [75]. This transition occurs at a
temperature of about ∼ 154 MeV and an energy density ε above ∼ 0.2 GeV/fm3 [76].
The conditions for this QGP phase to form existed in the early Universe right after the
big bang [77]. During the expansion of the universe, the temperature was high enough right
after the big bang for the quarks and gluons to be deconfined in a hot phase of matter,
as shown in Figure 2.17 (age of leptons). This phase lasted until around 1 µs when the
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temperature was cool enough for the quarks and gluons to confine into hadrons.
High temperatures and pressures can cause this phase transition to occur. At low baryon
density the transition is a smooth crossover where there is no distinct phase transition [78,
Figure 2.16: A schematic of the QCD phase diagram.
Figure 2.17: A timeline for the expansion of the Universe after the big bang.
CHAPTER 2. BACKGROUND 31
79, 80], indicated by the dashed lines in Figure 2.16. At higher baryon density the transition
is expected to become a first order phase transition [81, 82], indicated by the solid line. This
means that there must be a critical point at the boundary between the crossover and the
first order phase transition, which is indicated by the orange dot on the figure. Finding the
critical point is crucial for understanding the full phase structure of QCD. This is being
targeted experimentally by the Beam Energy Scan (BES) at RHIC [83, 84].
The dynamics of the phase transition can be calculated and understood in different ways
including through thermodynamics and statistical mechanics or lattice QCD.
2.3.1.1 Bag Model
The MIT bag model [85, 86], which uses the physics of confinement along with thermody-
namics and statistical mechanics, can describe the basic features of the hadronic and QGP
phases of QCD matter. In the model, quarks are massless particles confined inside a bag
and infinitely massive outside of the bag. A bag pressure B that is directed inward balanced
with the stress from the kinetic energy of the quarks inside the bag represents confinement.
The gluons are also confined inside the bag in this model and the total color of the bag is
colorless. The bag pressure B represents the non-perturbative aspects of QCD. The bag
pressure B can be calculated by considering the total energy of the gas (where the partons
are the particles in the gas) to be the energy from the bag pressure, or the pressure times








The second term comes from E = ~c/λ, where λ can be approximated as the cubed root of
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or B ≈ V −4/3. The bag pressure B ends up being approximately 200 MeV/fm3. In the
bag model, there are two balancing pressures but eventually the outward pressure becomes
greater than the inward bag pressure. When this happens the bag no longer confines the
partons and a new state of matter is produced. This outward pressure can become large
by either increasing the temperature or the baryon density. Thus to understand the two
phases it is useful to compare the pressure and energy density of both.





where n(p)dp is the number density and E(p) is the energy, which in the relativistic realm







which comes from the Fermi-Dirac distribution, where the + sign is used for fermions,
and the Bose-Einstein distribution, where the − sign is used for bosons. The constant g









Once the energy density is obtained, the pressure can also be found using P = 13ε. The
integral is done separately for gluons, which are treated as bosons, and quarks, which are
























The energy density and pressure for hadrons can be easily found since they are bosons. If
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For the quark-gluon plasma, the pressures for the quarks and gluons need to be added









The number of degrees of freedom for gluons in the QGP is 2 × 8 = 16 since there are
8 gluons with two possible polarizations. The number of degrees of freedom for quarks is




T 4 −B (2.49)




T 4 +B (2.50)
The state with the higher pressure at a particular value of the temperature will be
the state that the matter will be in. The two pressures can be plotted as a function
of temperature, as shown in Figure 2.18. These pressures can be used to determine the
critical temperature for the phase transition to occur by setting them equal, PH = PQGP ,
π2
30









which makes TC ≈ 158 MeV. The critical temperature is at zero baryon density on the
phase diagram in Figure 2.16. For non-zero baryon density the critical temperature will
be somewhere between 0 and TC . This temperature can be plugged into equation 2.50 to
determine the minimum energy density of the plasma (εQGP ≈ 1.6 GeV/fm3).
2.3.1.2 Lattice Thermodynamics
To obtain a more accurate description of the phase transition and the thermodynamics of the
QGP state, lattice calculations [88, 89, 76] (previously described in Section 2.1.3.1) are used.
As mentioned earlier, these require significant computing resources which limits the extend
CHAPTER 2. BACKGROUND 34
Figure 2.18: Curves of pressure versus temperature for the hadronic (Pπ) and QGP (Pp)
phase of QCD matter, where the QGP phase is calculated using the MIT bag model [87].
The panels are for different values of αs.
to which calculations can be made. Lattice calculations are performed by doing a Feymann
path integral in four-dimensional Euclidean space-time with N3sNτ lattice sites and a as the
lattice spacing (Ns is spatial and Nτ is time). The formalism involves the calculation of a
partition function Z using the sum of the gauge and the fermionic actions. The gauge action
is the Wilson gauge action [20]. The fermionic action is given by Sf =
∑
q ψ̄(D + mq)ψ,
where D +mq is the fermionic matrix and q is summed over all quark flavors. Integrating
over the fermion fields results in the fermion determinant which can be negative sometimes
for non-zero chemical potential µ. This fact, referred to as the sign problem, makes it
hard to do calculations at finite chemical potential, so most lattice calculations are done for
µ = 0. In order to do the calculation for non-zero temperature the temperature has to be
related to the lattice spacing T = 1/(Nτa) and then Nτ →∞.
The equation of state can be derived from the partition function by calculating the trace


















After calculating Θµµ from the partition function Z, the value of p/T
4 and thus the pressure
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Figure 2.19: The pressure, energy density, and entropy density divided by T 4 as a function
of temperature using Lattice calculations. The yellow band indicates the transition region
between 145 and 163 MeV [76].
where T0 is chosen in the low temperature regime where the pressure is suppressed by a
Boltzmann factor. It is sometimes chosen to be T = 0 such that p = 0. Given the pressure





and the speed of sound using cs = dp/dε. The pressure and energy density
divided by T 4 as a function of temperature are shown in Figure 2.19. They demonstrate
a rapid but continuous rise with a large increase in the number of degrees of freedom at
TC ≈ 154 MeV, which is indicative of a crossover and not a first or second order phase
transition. The sign problem makes it hard to study the first order phase transition and
critical point for non-zero chemical potential using Lattice calculations.
2.4 Relativistic Heavy Ion Collisions
The phase diagram in Figure 2.16 shows that the Large Hadron Collider (LHC) [90] at
CERN and the Relativistic Heavy Ion Collider (RHIC) at Brookhaven National Lab (BNL)
reach energies that can access the formation of the QGP. Therefore, high energy particle
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accelerators are used to study the plasma and also the phase transition back to hadronic
matter (also depicted on the diagram). Heavy ions are collided at high energies in an
attempt to produce the plasma. Heavy ions are used because they consist of many protons
and neutrons that when smashed together at high temperatures and pressures will break
apart and form a plasma of their constituent quarks and gluons.
The evolution of a heavy ion collisions is shown in Figure 2.20 and described briefly
here [91]. First the heavy ions are accelerated towards each other at speeds close to the
speed of light such that they are Lorentz contracted into pancakes. After they hit, there
is a pre-equilibrium phase that creates the initial energy density and its fluctuations. The
initial state can be modeled initially as a Color Glass Condensate (CGC) [92] before the
ions collide, where the valence quarks are surrounded by dense clouds of gluons. After
the collision the CGC briefly becomes a Glasma, which are longitudinal color electric and
magnetic fields [93, 94]. The Glasma then forms a QGP phase after ∼ 1 fm/c. This plasma
is a strongly-coupled QGP (sQGP) that behaves as a nearly perfect fluid in contrast to an
ideal gas which would be the case for weakly-coupled. The plasma quickly hadronizes to
form a Hadron Gas phase as the system cools and the temperature drops below Tc. The
hadrons are formed at the chemical freeze-out temperature Tchem and interact with each-
other until they reach the kinetic freeze-out temperature Tkin. The hadrons are formed
through recombination and coalesce at low pT, where the quarks and anti-quarks combine
into mesons and baryons, or fragmentation and hadronization at high pT (discussed in
Section 2.2.4). These become the final state particles that are detected in a particle detector.
Throughout the evolution the system is expanding collectively due to the strong coupling
of the plasma that gives the system a low shear viscosity, making it a nearly perfect fluid.
The expansion can be described using viscous hydrodynamics (Section 2.4.3.1). The strong
coupling also makes the system very opaque, which allows for large parton energy loss
(Section 2.4.3.2). This large parton energy loss is the focus of this thesis.
The first evidence of the QGP was at CERN’s Super Proton Synchrotron (SPS) at
√
sNN = 20 GeV with Pb+Pb collisions [95]. At RHIC, Cu+Cu and Au+Au collisions
at
√
sNN = 200 GeV are used and measurements to study the QGP have been made by
the STAR, PHENIX, BRAHMS, and PHOBOS collaborations. At the LHC, Pb+Pb and
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Figure 2.20: The evolution of a relativistic heavy ion collision.
Xe+Xe collisions are used to probe the QGP at
√
sNN = 2.76 and 5.02 TeV and measure-
ments have been made by the ALICE, ATLAS, and CMS collaborations.
The initial energy density can be estimated using a geometrical model proposed by
Bjorken [91]. In the model, after the collision there will be two pancakes moving away from
each other and the energy density is between the two pancakes in the form of a cylinder. Take
a slab of length 2d between the pancakes and the volume of the slab becomes 2dπR2, where
R is the nuclear radius, 1.2A1/3 fm, and A is the atomic mass. The spatial information can’t
be measured so it needs to be related to the rapidity y since the energy can be measured
experimentally as dET /dy. Then dy = dθ ≈ 2d/ctf , where c = 1 and tf is the formation












For Au+Au collisions at
√
sNN = 130 GeV the dET /dy was found to be about 680 GeV by
PHENIX [96]. This value, along with a formation time of 1 fm, can be used to calculate
an energy density of about 5 GeV/fm3 which is larger than the εQGP = 1.6GeV/fm
3 from
Section 2.3.1.1. This indicates that the phase transition can happen at RHIC energies.
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The energy density at the LHC will be larger (by about a factor of 5) and thus the phase
transition can happen there as well.
2.4.1 Hydrodynamics
It was already mentioned that the space-time evolution of the medium can be described by
hydrodynamics since it flows like a nearly perfect fluid. For zero viscosity (an ideal fluid)
the evolution of the system is modeled by the following equation
∂µT
µν = ∂µ(ε+ P )u
µuν − Pgµν (2.55)
where gµν is the metric tensor, Tµν is the energy momentum tensor, and u
µ is the local four
velocity. The viscosity is not necessarily zero, just low, such that viscous hydrodynamics is
typically used instead of the ideal fluid case just described. Here the ideal version of the
energy momentum tensor is expanded using the second-order Israel-Stewart formalism [97].
In order to model the evolution via viscous hydrodynamics, numerical hydro frameworks
are used like the 3+1D viscous hydro model [97, 98]. These models need specific inputs
including event-by-event distributions of in the initial geometry of the system, a description
of the evolution of the medium before equilibrium, and information about hadronization. It
also needs transport coefficients the value of the ratio of the shear viscosity to the entropy
of the system η/s or the ratio of the bulk viscosity to the entropy. This was calculated
using AdS/CFT (described in Section 2.1.3.1) to be η/s ≥ 1/4π [99, 100].
2.4.2 Nuclear Geometry
When the ions collide in heavy ion collisions they can overlap by different amounts. This
degree of overlap is used to characterize events because the geometry of the collision (and
thus the physics) changes with this value. The degree of overlap is given by the impact
parameter b, which is the distance between the center of the two nuclei in the transverse
direction. This is demonstrated in Figure 2.21, where the colliding nuclei are shown in
orange and blue and b is the distance between the centers. The beam-line view shows
how much of the nuclei actually overlap and the shape of that overlap region. The smaller
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Figure 2.21: Diagram of the geometry for the Glauber model where the left side (a) is the
longitudinal view and the right side (b) is the transverse view [101]. The impact parameter
b is also shown.
the impact parameter the larger the nucleon flux which forms a larger, denser plasma. In
experiment, events with similar overlap are grouped into centrality classes, where central
collisions are events with the largest amount of overlap and peripheral events are events
with the least amount of overlap.
Given the importance of the nuclear geometry to the experimental measurements in
heavy ion collisions it is necessary to have a good model for describing it. The Glauber
model [101, 102, 103] framework is typically used to describe the nuclear geometry in heavy
ion experiments. It assumes that the inelastic collision of the nuclei can be treated as a
superposition of the same number of individual nucleon-nucleon collisions. The calculations
are performed in the optical limit where the overall phase shift is a sum over all the possible








where R is the nuclear radius, a is the skin depth, and ρ0 is the density at the center of the
nucleus. The Glauber Model is used to derive the nuclear thickness function TAB(b) which
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represents the flux of the nucleons determined by the amount of overlapping geometry. It is
used to normalize many quantities in heavy ion collisions to account for the nuclear geometry
in different centralities. The calculation begins by evaluating the transverse density or the




where ρ(s, zA) is the probability per unit volume (normalized to unity) and zA is the distance
along the beam-line. TAB is found by taking the product of this value for nuclei A and B









NN is the nucleon-nucleon inelastic cross section. The probability
of having n nucleon-nucleon interactions between nucleus A with A nucleons and nucleus
B with B nucleons at position b is given by the binomial distribution









where the first term is the number of combinations for n out of AB possible interactions.






P (n, b) = 1− [1− TAB(b)σNNinel]AB (2.60)
and the total cross section can be found by integrating. The total number of nucleon-nucleon
collisions becomes Ncoll(b) = ABTAB(b)σ
NN
inel. The expected number of participants, or the
number of nucleons in the nuclei that interact, (also “number of wounded nucleons”) at b
can be found from
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Figure 2.22: Outcome of the MC Glauber simulation for a Au+Au event at
√
sNN = 200 GeV
with b = 6 fm viewed in the transverse plane on the left and the longitudinal plane on the







This analytical integral approach in the optical limit assumes the nucleon density dis-
tributions are continuous. Another approach is the MC formalism which allows for per
event local density fluctuations. The nucleons inside nuclei A and B are distributed in a
3D space based on the full Woods-Saxon distribution. Then a random b value is sampled





The number of collisions Ncoll is the number of times this happened and the number of
participants Npart is number of nucleons where this was satisfied at least once. An exampled
is shown in Figure 2.22.
In experiment, b is not directly measurable so it needs to be related to a measurable
quantity and then that quantity has to be translated back into Glauber quantities. Exper-
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imental quantities with similar distributions to the Npart and Ncoll distributions are used.
Some examples are the multiplicity (number of charged particles) and transverse energy dis-
tributions. These distributions are then broken up into centrality quantiles that correspond
to a value of b (and thus Npart and Ncoll). The most central collisions (or most degree of
overlap) are the lower percentiles and the most peripheral (or least degree of overlap) are
the higher percentiles. Figure 2.23 shows a multiplicity distribution from the MC Glauber
model broken up into centrality percentiles. ATLAS heavy ion measurements use the total
transverse energy in the forward calorimeter of the detector to classify centrality (discussed
further in Section 5.1.1.1).
2.4.3 Signatures of QGP
There are some signatures for the formation of the QGP in experiment. These signatures
span the soft and hard sector, as well as utilize a variety of final state particle species. They
stem directly from consequences of the sQGP, where the plasma expands collectively and
Figure 2.23: An example of a MC Glauber calculation of the dNevt/dNch with the centrality
quantiles, b values, and Npart indicated [101].
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is very opaque with large parton energy loss.
2.4.3.1 Collective flow
The collective expansion of the medium that is modeled via hydrodynamics can be studied
through a phenomenon called flow. Collective flow is apparent in measurements of soft
particle correlations and is a global property of the system. The system has an initial
anisotropy that causes transverse pressure gradients in specific directions. These pressure
gradients are larger where the thickness of the medium is smaller and thus pushes particles
in that direction [104]. This causes more particle production in these locations in the
detector. This is shown in Figure 2.24, where the overlap region between the colliding
nuclei in orange creates particle flow out along the transverse plane (azimuthally) in both
the geometric and momentum space. This azimuthal anisotropy is typically flat along η
since the particles are correlated with the event plane along each longitudinal direction, but













This is a Fourier decomposition where vn is the amplitude of the modulations and Ψn is
the event plane angle, shown in Figure 2.24. The different flow harmonics correspond to
different initial shapes as shown in Figure 2.25, where the second order harmonic is elliptical
flow, the third order is triangular, the fourth order is square, etc.
Correlations between two particles are used to study properties of the medium through
the correlation function defined in terms of the relative azimuthal angle, ∆φ = φa − φb,
and pseudorapidity, ∆η = ηa − ηb. The distribution of pairs can also be decomposed in a














T) cosn∆φ . (2.64)
This distribution is shown on the left side of Figure 2.26 in a measurement in Pb+Pb
collisions at
√
sNN = 2.76 GeV by ATLAS. It is flat with ∆η and has a modulation with

















Figure 2.24: A diagram of the flow of soft particles (red vectors) after the collision of two
nuclei that create an elliptical initial geometry indicated by the orange almond shape. The
event plane is also indicated on the figure and the event plane angle (Ψ) is the azimuthal
angle of the event plane to the x-axis. The left panel shows what happens geometrically
and the right panel shows what happens in momentum space.
Figure 2.25: A diagram of the shape of the initial geometry for the different flow harmonics.
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∆φ, except for the jet peak on the near-side (∆η ∼ 0). This distribution is projected in ∆φ
in the away-side ∆η region (2 < ∆η < 5) and fit to extra the Fourier components (shown on
the right side of Figure 2.26). This shows the typical “ridge” structure of the correlations.
The vn values are then extracted using a discreet Fourier transform
vn,n = 〈cosn∆φ〉 (2.65)
where vn =
√
vn,n. Results from ATLAS for these vn are plotted as a function pT and in
different centrality bins in Figure 2.27. All the vn values increase with pT until 3–4 GeV
where they begins to decrease. This is consistent with the idea that the flow is coming from
the azimuthal anisotropy at low pT and from path-length dependent energy loss at higher pT.
The vn values also decrease with increasing n such that the elliptical flow is the dominant
effect, except in the most central collisions where the v3 is the highest. This is because
the nuclei are almost completely overlapping here and thus the initial geometry wouldn’t
be dominantly almond-shaped. The v2 value increases with centrality and is largest in the
mid-central bins before it starts to decrease, which can be explained by the collisions being
the most almond-shaped in mid-central configurations.
2.4.3.2 Hard Processes
High momentum processes are produced early on in the collisions such that their initial
state is mostly understood when considering cold nuclear matter (CNM) effects (discussed
in Section 2.4.4). Thus the products from the hard interactions (hard probes) are used to
probe the properties of the QGP in HI collisions since any differences from standard pp
collisions can be attributed to interactions with the medium. The initial state effects from
CNM can be separated out from the medium effects by comparing p+Pb collisions to pp
collisions since little to no medium is expected to be produced in p+Pb, but CNM effects
will be present due to the lead ion. The hard probes include electro-weak bosons, heavy
flavor, jets, hadrons, and quarkonia.
Electroweak (EW) bosons like photons, Z, and W bosons are useful controls in HI colli-
sions since they are colorless and only interact electromagnetically and thus won’t interact
strongly with the medium. They should exit the medium unscathed with no modification
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Figure 2.26: The left panel shows the ∆φ-∆η distribution of the two particle correlations
measured with ATLAS for 2-3 GeV and 0–5% centrality. The right panel shows the cor-
relation function projected on ∆φ for 2 < |∆η| < 5 overlaid with the different Fourier
components (colored lines) and their sum (black line). The residual between the data and
sum is shown in the bottom panel [107].
to their production rates as shown in the left panel in Figure 2.28. They are useful for
verifying that we understand the nuclear geometry of the collision (from Section 2.4.2) by
looking at the nuclear modification factor, RAA, (discussed in detail in Section 2.5.3) for








should be close to unity since there should be no modification but if the 〈TAA〉 factors are
wrong the RAA will not be one. They can also be used to study CNM effects since any
deviations from unity could be attributed to this. The Z boson production from the di-muon
decay channel in 5.02 TeV Pb+Pb and pp collisions with ATLAS was used to calculate the
Z boson rates, which are compared through the RAA [108]. The RAA as a function of Npart
is shown in the right panel in Figure 2.28. It is consistent with unity, within the statistical
and systematic uncertainties in the measurement, indicating that the 〈TAA〉 factor is under
control.
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Figure 2.27: The vn (nth harmonics in the different colors) as a function of pT as measured
by the ATLAS detector for different centrality bins in the panels [107].
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Figure 2.28: The left panel shows a diagram of a boson moving through the plasma produced
in HI collisions (image credit: Martin Rybar). The right panel shows the Z-boson yield in
Pb+Pb collisions divided by 〈TAA〉 as a function of Npart and the cross section for pp
collisions at Npart = 2 on the top and the RAA as a function of Npart in the bottom [108].
Quarkonia are flavorless mesons with a heavy quark and its anti-quark as its constituents.
An example is J/ψ which is a ground state of charmonia (cc̄). Quarkonia serve as another
probe of the QGP because it experiences color charge screening where bound quarkonia
states screen themselves from the medium as they move through it [109]. This is because
the formula for the strong potential (equation 2.14) in the presence of a medium includes an
exponential Debye screening e
− r
λD(T ) on the first term. The quarkonia states will eventually
break up, resulting in a suppression in that bound state. Quarkonia states have different
bound states and the more loosely bound the state is, the easier it is to break up (or
melt) and the stronger the suppression will be at a fixed temperature of the plasma. This
phenomenon is called sequential melting and can be used as a probe of the temperature of the
medium since the different quarkonia states will “melt” at different temperatures as shown
in the left side of Figure 2.29. The right side of Figure 2.29 shows the ratio of the prompt
(immediate formation of composite cc̄ states) RAA for J/ψ → µ+µ− and ψ(2S) → µ+µ−
charmonia production (ρPbPbψ(2S)/J/ψ) as a function of pT in Pb+Pb collisions at 5.02 TeV
with ATLAS [110]. The ratio is less than unity indicating the that ψ(2S) is more suppressed
than the J/ψ, which is consistent with sequential melting since the excited ψ(2S) state is
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Figure 2.29: The left panel shows a diagram of the temperatures that different quarkonia
states melt in the plasma, where the charmonia states J/ψ(1S) and ψ(2S) are shown [111].
The right panel shows the ratio of the RAA for prompt ψ(2S) to J/ψ, ρPbPbψ(2S)/J/ψ , in
Pb+Pb collisions with ATLAS [110].
less bound than the ground state J/ψ.
2.4.4 Cold Nuclear Matter Effects
As previously mentioned, cold nuclear matter (CNM) effects can affect the initial state in a
heavy ion collision. The CNM effects can modify the rates and processes due to a nuclear
environment but not necessarily a QGP medium. The CNM effects include the isospin
effects, the Cronin effect, parton energy loss, and shadowing. The isospin effect is a conse-
quence of protons having a different up and down quark content than nuclei which consist of
both protons and neutrons. The Cronin effect was observed in p+A collisions, where high
pT particles were enhanced in p+A collisions when compared to pp [112, 113]. There are
a few ideas of what could cause this, but a popular one is through transverse momentum
broadening due to multiple particle elastic scatterings in the nuclear matter. Parton energy
loss is due to the partons moving through the nuclear matter elastically and inelastically
(bremsstrahlung radiation) scattering with the nucleons. These processes are described in
more detail in Section 2.5.1.1 in the context of energy loss in the QGP, but similar effects
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Figure 2.30: The energy loss per unit length dE/dl for positive muons in copper as a
function of the momentum or βγ [8].
are at play here in the QED realm [8, 59]. This is also shown in Figure 2.30, where the
energy loss is shown as a function of momentum for muons in copper. It demonstrates that
inelastic, or radiative, energy loss dominates at high momentum and elastic (collisional or
Bethe-Bloch) dominates at low momentum.
The nuclear PDFs (nPDFs) represent the probability of finding a parton inside a nucleon
that is inside a nucleus. This is different than that for a free nucleon (PDFs) and thus
comparing the two can be used to see the effects of CNM. The comparison is done through






where fAi are the nPDFs and f
p
i are the PDFs. This is shown in Figure 2.31 as a function
of x, which is the momentum fraction of the parton of the total nucleon. In this figure there
are four regions with different features. The first is a suppression at low x, or the shadow-
ing region. The second is an enhancement at intermediate x, or the anti-shadowing region.
The third is another suppression at large x, or the EMC region. Finally, there is another
enhancement at very high x due to Fermi motion. Shadowing is the destructive interference
of multiple soft scatterings which hides the inner nucleons by the exterior nucleons [114].
Anti-shadowing is due to energy-momentum conservation with the suppression from shad-
CHAPTER 2. BACKGROUND 51
Figure 2.31: The nuclear modification factor as a function of x [117].
owing and is from the constructive interference of the multiple soft scatterings. The EMC
effect [115] may be due to either the mean-field effect where the components of different nu-
cleons interact directly leading to structure modification or short-range correlations between
nucleons [116].
2.5 Jet Quenching
Hard processes that have a large transverse momentum or mass (larger than ΛQCD ≈
0.2 GeV) are useful for studying the QGP. They have cross sections that are predicted
by QCD such that the initial state is mostly understood and are produced at time scales
that are short enough to allow them to propagate through the medium and potentially
interact [59]. When a parton moves through, it will lose energy through strong interactions
with the dense medium produced. This is a final state effect, such that any differences from
the initial state results from QCD calculations with possible CNM effects (Section 2.4.4)
are due to the QGP. There are many hard processes that could be used (discussed in
Section 2.4.3.2) but jets are particularly useful because of the large modifications expected
from the medium. The idea to use jets specifically was first suggested by Bjorken [118].
He proposed that dijets should be a strong signature of jet quenching since the two back-
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to-back jets would travel through different path lengths of the plasma and thus experience
different amounts of energy loss, resulting in an imbalance.
The jets can interact with the medium in different ways depending on the energy of the
jet and the scale of the coupling to the plasma [119]. Although the jet production at high
momentum is weakly coupled and thus can be described by pQCD, the medium produced
is strongly coupled for the temperatures produced in our current heavy ion colliders (as dis-
cussed in Section 2.4.3.1). Therefore, energy loss can be described in two limits, the weakly
coupled limit (or pQCD) and the strongly coupled limit (the non-perturbative regime), and
the dynamics of the jet in the strongly coupled medium is based on an interplay between
the different scales. The jet evolves perturbatively as in the vacuum but the branches of
the parton shower are at low enough momentum that the interactions of those partons with
the medium are not weak, making part of the jet evolution not calculable in pQCD. Thus
the jet is a probe of both the strong and weak regimes of QCD and any model must incor-
porate aspects of both to properly describe the jet energy loss. Section 2.5.1 will describe
the different energy loss mechanisms in detail and Section 2.5.2 will describe the current
theoretical models.
2.5.1 Energy Loss Mechanisms
Before discussing the mechanisms it is useful to define a few common variables that are
used in discussions of how different aspects of the medium and the jet can affect how the jet
loses energy [59]. The energy loss ∆E depends on characteristics of the jet like its energy,
mass and charge and also on properties of the plasma like it’s temperature T , thickness L,
and the particle-medium interaction coupling α (which can be αs = g
2/4π or αem = e
2/4π).





where ρ is the density of the medium, which for an idea gas is proportional to T 3, and σ is
the integrated cross section of the particle-medium interactions, σel ∝ α/T 2. Thus the path
length is proportional to 1/(αT ) for an ideal gas. The opacity, or the number of scatterings
a particle experiences in a medium with thickness L is





The Debye mass mD gives the typical momentum exchanges in the medium and the order
of the thermal mass of the plasma constituents
mD ≈ gT . (2.70)
The transport coefficient q̂ is the average transverse momentum squared transferred to





= m2Dρσ . (2.71)
In the approximations from above it becomes proportional to 4πα2sT
3. A typical value for
a strongly coupled plasma (αs ≈ 0.5) and a temperature of 400 MeV would be around
2 GeV2/fm.
There can also be CNM effects that contribute to energy loss in the initial state. These
are described in more detail in Section 2.4.4.
2.5.1.1 Weakly-coupled Limit
In the weakly-coupled limit there are two ways the particles can lose energy, radiatively
(inelastic collisions) or collisional (elastic collisions), shown in Figure 2.32. Collisional en-
ergy loss (e-loss) dominates at low momentum and radiative energy loss dominates at high
momentum. The total energy loss ∆E is the sum of these two contributions.
Collisional E-loss:
Collisional energy loss is when the particles moving through the medium elastically
scatter with particles in the plasma. It is subdominant for hard partons but has been
shown to be important, especially for heavy quarks. It was first calculated by Bjorken [118]
and then later improved in further calculations [120, 121, 122, 123, 124, 125]. The average
energy loss per unit length is given by
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(E − E′)dt (2.72)
where t = Q2, E−E′ is the energy loss in the collision, ρi is the number density, Φ = 1−cos θ
is the flux where θ is the angle between the momentum of the incoming parton and the
medium, and k is the momentum of the target particle in the medium. The momentum

































The tmax can be set to 2〈k〉E and 〈k〉 ≈ T such that tmax = 4ET and tmin = m2D. The color
factor CR is 4/3 for quarks and 3 for gluons. Thus the final energy loss formula becomes
dE
dx







Equation 2.74 shows that the energy loss is proportional to the medium thickness
(∆Ecol ∝ L) and depends logarithmically on the energy of the initial parton (∆Ecol ∝ lnE).
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It also depends on the temperature of the medium and on the flavor (quark vs. gluon)
(∆Ecol ∝ CR). Recent models have found that the average collisional loss remains signifi-
cant over a large range in parton pT and thus can not be neglected for hard probes [66].
Radiative E-loss:
Radiative energy loss is due to inelastic collisions of the particles with the medium via
medium-induced gluon emission (or bremsstrahlung radiation as discussed in Section 2.2.4).
This dominates at high momentum and thus is the dominant contribution to energy loss
for hard jets. The energy loss in one scattering is found by integrating over the gluon
bremsstrahlung spectrum [59, 126, 119]
∆Erad =





where ω is the energy and kT is the momentum of the emitted gluon. Then the total energy
loss when there are multiple incoherent scatterings is ∆Etotrad = N∆Erad, where N is the









The radiated gluon spectrum is proportional to the DGLAP splitting functions Pqg and Pgg
from equation 2.29 and has been computed using various approximations. The treatment
of the spectrum is different depending on if the medium is thick (L >> λ) or thin (L << λ)
compared to the mean free path. In the thin case the Bethe-Heitler (BH) [127] formalism
is used to describe processes with a single hard momentum transfer and in the thick case
the Landau-Pomeranchuk-Migdal (LPM) [128] formalism is used to describe processes with
multiple soft momentum transfers [66, 129, 130].
For the LPM region there are multiple soft scatterings that experience Brownian motion.
In the path intergral formulation it is equivalent to a harmonic oscillator with the “spring
constant” being the transport coefficient q̂. Thus the scale of the radiated energy distribu-
tion is set by ωc =
1
2 q̂L
2, which is the characteristic energy of the gluon bremsstrahlung
radiation [126] with a formation time of tf = 2ω/k
2
T . A gluon is emitted if it obtains a
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significant amount of transverse momentum to decohere from the original parton. These
gluons will have ω > ωc and pick up a phase of


















ω ω < ωc
ωc
ω ω > ωc
(2.78)
Here there is a suppression of the coherent radiation, relative to the incoherent radiation,
above ωc, where coherence is when the parton shower is angle-ordered and decoherence is
when this ordering is broken up by the medium. Plugging into equation 2.75 results in
∆ELPMrad ≈ αsCR
 ωc ω < ωcωc ln Eωc ω > ωc (2.79)
For the BH region, there are very few single hard scatterings within the length L in
an incoherent superposition. The behavior will be different depending on if ω is larger or
smaller than the typical gluon energy ω′ = 12m
2
DL, which comes from the formation length
of the gluon being 2ω/(µ2L) and the formation length being greater than or less than L.







ω ω < ω
′
ωc
ω ω > ω
′
(2.80)
Plugging into equation 2.75 and integrating gives




Combining both regions and replacing ωc and ω
′ with a dependence on L gives
∆Erad ≈ αsCRq̂L2

ln Eq̂Lλ ω <
1
2 q̂Lλ






ω > 12 q̂L
2
(2.82)
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Equation 2.82 shows that the energy loss is proportional to the medium thickness squared
(∆Erad ∝ L2) and depends logarithmically on the energy of the initial parton in the soft and
hard part of the spectrum (∆Erad ∝ lnE). It also depends on the flavor (∆Erad ∝ CR).
Finally, it depends linearly on q̂ which is proportional to the density of the medium ρ
(∆Erad ∝ ρ).
The radiative energy loss of heavy quarks is different from massless partons (described











This is the “dead cone effect” [131] where the total gluon emission is reduced for radiation
off a heavy quark. This means that there is a hierarchy in the energy loss for heavy quarks,
light quarks, and gluons [66]. The gluon vs. quark difference comes from the CR factor in
equation 2.82.
∆Egluon > ∆Elightquark > ∆Eheavyquark (2.84)
2.5.1.2 Strongly-coupled Limit
The strongly-coupled limit uses non-perturbative calculations like the AdS/CFT correspon-
dance discussed in Section 2.1.3.2, where a strongly-coupled gauge theory corresponds to a
weakly-coupled gravity. It says that a string theory in an AdS space times a 5-dimensional
sphere are the same as a CFT on the 4D boundary of this space [59, 132, 133, 134]. The
simplest way this has been applied to the QGP is with N = 4 supersymmetric Yang Mills
(SYM) for large number of colors (Nc) or large ’t Hooft coupling (λ = g
2
SYMNc >> 1).
In this regime, calculations can be made analytically in gravity and then mapped to gauge
theory. For finite temperature calculations, the AdS5 space can be replaced with an AdS
Schwarzchild black hole. Then the temperature in gauge theory is the same as the black-
hole hawking temperature, T = r0/(πR
2), where r0 is the black-hole horizon and R is the
AdS metric. This representation can determine the energy loss and modification of jets as
they move through the the sQGP and to calculate the q̂ parameter of jet quenching using
holographic calculations. The jets are treated as if they are moving through the medium
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with a drag force acting on them slowing them down. The parton moving through the








In one picture [119, 135] the partons are described as a string moving in the dual
gravity spacetime whose endpoint is attached to a brane and thus the string can fall into
the horizon. In this set-up, a quark jet is incident on a ’slab’ of strongly-interacting plasma
with temperature T and thickness L. In the dual gravity the jet is represented by a falling
string into the bulk, as shown in Figure 2.33. The dragging of the string to the horizon
is what causes the energy loss. In this formalism the energy loss can be calculated, where










where κSC = 1.05λ
1/6 is the strong coupling constant. This is different for gluons than
quarks, where κGSC = κSC(
9
4)












In the limit where L is small, dEdx ∝ x





and the energy loss gets larger and larger. The energy loss also depends on
the flavor since xstop ∝ (CA/CF )1/3, where CA/CF is 9/4 for gluons and 1 for quarks. The
energy loss is also independent of the initial energy of the parton in the limit where L is
small compared to xstop.
In this theory the jet also exits the plasma with a larger opening angle than it started
with and since θ ≈ m/E, the final mass is expected to be larger than the initial mass.
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Figure 2.33: Depiction of a parton moving through a strongly-coupled plasma in the gauge
theory on the white plane, with strings that represent the soft interactions of jet with
the plasma that pull the parton down to the horizon (in black) in the dual gravitational
view [119].
2.5.2 Theoretical Models
The descriptions of energy loss in Section 2.5.1.1 is for the ideal case where the medium
is static and uniform. The medium properties like q̂ and mD are both space and time
dependent and the medium is expanding with large longitudinal and transverse veloci-
ties. There are various approaches including path-integral (BDMPS-Z), reaction operator
(DGLV), higher twist (HT), finite temperature field theory (AMY, SCET), and various
MC implementations. The models make different assumptions about the dynamics of the
medium and the relationship between the parameters involved in energy loss like the energy
of the parton and the extent of the medium. Most models use pQCD approaches unless
otherwise specified.
Outside of the MC simulations, there are two different groups of models. The first,
which includes BDMPS-Z and GLV, involve calculating the radiated gluon spectrum or
the energy loss from a parton. These can be used for both thin and thick mediums but
don’t account for energy flowing into the medium from the propagating parton (no recoil).
The second, which includes HT and AMY, involve calculating the final distribution of the
transversing parton. HT is only useful for thin mediums but can directly calculate the
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FFs and di-hadron correlations. AMY accounts for thermal gluons being absorbed by the
propagating parton and can include elastic energy loss but doesn’t take into account vacuum
radiation or medium-vacuum interference. The models can also differ in the approximations
they make, the types of physical processes they use, the fitting parameters allowed, and the
description of the medium. Each model depends on a fit to data for a different parameter
to run the model that will be mentioned in their descriptions below.
2.5.2.1 BDMPS-Z
The Baier, Dokshitzer, Mueller, Peigne and Schiff (BDMPS) [129, 136, 137] approach solves
energy loss in the multiple soft-scattering limit as in the LPM effect (Section 2.5.1.1) for
radiative energy loss. It uses a finite length of hot matter, where L <
√
λE/m2D, and the
radiated gluon spectrum ω dIdω is treated as a Schrodinger-like equation with a potential in












which has a L2 dependence for the energy loss but no dependence on the energy of the par-
ton. The same L2 dependence was found by Zakharov [139, 140, 141] for the LPM regime
but using a path integral approach where the propagation of the partons are described by
Green’s functions that are obtained from a path integral over the field. The two formalisms
together are called BDMPS-Z. It also found that jets broaden in the QGP and the momen-
tum broadening of the jet is p2T ∝
m2D
λ L such that the jet gets wider the further it moves
through the plasma.
The FFs in the medium can be determined from the FsF in a vacuum using quenching
weights PE(ε, q̂), where ε is the fraction of energy loss, derived by Armesto, Salgado and
Wiedemann (ASW) [130].
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These calculations are done for a static medium, but in this model for an expanding medium





where α = 0 is for a static medium and q̂0 is the maximum value at the time of highest






dτ(τ − τ0)q̂(τ) . (2.92)
When τ0 << L, ¯̂q = 2q̂0τ0/L. The value of q̂ is extracted from experimental data before
running the model.
2.5.2.2 DGLV
The Gyulassy-Levai-Vitev (GLV) [142, 143, 144] or DGLV [145, 146] approach is similar to
the BDMPS-Z except it starts with a single hard radiation spectrum that is expanded in
opacity for gluon emission from multiple scattering. This is done using a reaction operator
R̂n to derive the recursion relations for the inclusive gluon distribution. This approach
tries to calculate the energy loss for in between the thick and thin plasmas, where the
“thick” case with multiple soft scatterings is done by BDMPS-Z. The ASW formalism from
Section 2.5.2.1 can be done for both multiple scatterings and hard single scatterings, where









where N(E) is determined numerically. It has a dependence on the natural log of the energy,
unlike BDMPS-Z in equation 2.89. In equation 2.93, q̂ ∝ ρ, where the density, ρ = n/AT
(AT is the surface area and n is the opacity). The opacity n ∝ dNg/dy where dNg/dy is
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the initial gluon density and is the medium property that is extracted from fits to the data
in this formalism.
2.5.2.3 Higher Twist
The higher twist (HT) [147, 148, 149] formalism describes the multiple scatterings of a
parton by replacing the vacuum splitting functions (equation 2.29) with in-medium splitting
functions, which are found from power corrections to the leading-twist cross section for
parton scattering
∆Pa→b ∝ Pa→bCAαsTAqg (2.94)
where TAqg is a correlator that contains all the medium effects. The normalization C of the
correlator is what is extracted from experimental data and ends up being a measure of the
average energy lost. The in-medium FFs can then be found from an additive contribution





The energy loss has a simple L2 dependence and at minimum is ∆E = 12 q̂L
2.
2.5.2.4 Field Theory Approaches
Field theory approaches were discussed briefly in Section 2.1.3.3 but are discussed in the
context of jets here. The Arnold, Moore, and Yafte (AMY) [150] formalism uses Hard
Thermal Loop (HTL) effective field theory to describe the medium and the interactions
and dispersion relations of the quark gluon constituents. It describes a parton scattering off
medium partons and inducing collinear radiation. The collinear enhanced radiation terms
are identified and resummed to calculate the rate of gluon emission. The jet has the same
virtuality as the mass of the thermal parton (≈ gT ). The change in the distribution of hard
partons with time is calculated in the Fokker-Planck equation (shown here for a quark)













dT gqq(p+ k, k)
dkdt
(2.96)
where k is the gluon momentum, p is the quark momentum, T qqg are the transitions rates
for a quark to a gluon and a quark. The dT/dkdt include the Bose-Einstein (gluons) or
Fermi-Dirac (quarks) temperature dependent exponentials. The FFs can be calculated by












where z = ph/pi and z
′ = ph/pf , and pi and pf are the initial and final momenta of
the partons before and after they interact with the plasma. The rates depend on the
temperature T of the medium, which is the parameter extracted from data in this formalism.
This is the only formalism so far that naturally incorporates the medium reacting to the
partons moving through it.
Another field theory approach uses soft collinear effective field theory (SCET) [151, 28,
152, 153, 154] (discussed briefly in Section 2.1.3.3). SCET involves QCD calculations that
are soft and collinear to try to control for infared divergences by integrating out all the hard
modes and leaving only high energy quarks interacting with the soft or collinear gluons. It
was extended to include jets propagating in a medium by modeling the interactions with
the medium as being mediated by a Glauber gluon exchange (transverse t-channel gluons)
(SCETG) [155, 156, 157]. SCETG uses medium-modified DGLAP evolution equations for
the FFs in a dense strongly-interacting matter. This formalism is useful because other
models that use only the radiative energy loss approach (HT and DGLV) only work in the
soft gluon emission limit (small x limit) where the parent parton can not change its identity
and large energy loss can only come from multiple gluon emission. Large energy loss can
also come from collisional energy loss or strong coupling. This limit also doesn’t allow for
the incorporation of higher-order calculations and resummation. The SCET framework for
QCD evolution does not make the soft gluon approximation so is valid for all x, including
changes to the parton flavor. SCET agrees with the energy loss formalisms in the soft gluon
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limit. In this model, including CNM effects gives better agreement with data. The coupling
g is the fit parameter in this theory.
2.5.2.5 MC implementations
There are many MC implementations of energy loss that try to model a prescription of how
the jets lose energy in the plasma. The previous models are based on some final energy-
rescaling of the FFs but the MC models try to implement the evolution of the FFs in a
medium using the DGLAP evolution equations for FFs (equation 2.28). The MC mod-
els allow for calculations of the modification beyond the leading parton including how the
medium is modified by the jet which provides a better understanding of the background.
Section 2.2.6 discusses the MC implementation of jets in a vacuum in Pythia and Her-
wig. These can be modified to include medium effects by modifying the splitting functions
(equation 2.29). There are two main issues when doing this: specifying the length and time
scales for the probe and the medium and specifying the interactions between the probe and
the medium. The medium is important because the parton energy loss depends strongly on
the path it takes in the medium. The interactions matter because the amount that the FFs
are modified depends on the strength and the kinematics of the interactions, the relative
amount of inelastic and elastic collisions, and the probability that the interactions will occur.
There are many MC models on the market that make different choices on how to implement
the energy loss (collisional and radiative), how to model the medium, and how to model
the hadronization of the final state particles after moving through the medium [59, 66, 67].
Common HI models are listed and described below:
• HIJING [158, 159]: This generator simulates complete HI events with both hard and
soft components. The hard partons are simulated with Pythia and the soft parts are
modeled based on the formation and decay of color strings. The model uses radiative
but not collinear energy loss that is modeled with collinear parton splitting. The
medium is modeled through the mean free path and screening length in the energy
loss calculations and the hadronization is from the Lund string model.
• HYDJET [160]: This generator is very similar to HIJING in that it simulates full HI
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events and that it uses the Lund model for hadronization but it models the soft
component with a hydrodynamical model. The jets and interactions of the jets in the
medium are modeled with PYQUEN [161], which is built off of Pythia and modifies
the branching ratios to include radiative and collisional energy loss, where the former
samples a BDMPS radiation spectrum at each scattering and the latter uses LO parton
scattering matrix elements. The medium is modeled with the Bjorken model which
treats the medium as a fluid of quarks and gluons that is longitudinally expanding
with boost invariance.
• JEWEL [162]: This generator models final state parton showers and hadronization.
It uses BDMPS-Z for radiative energy loss and implements elastic scattering in the
DGLAP evolution. The medium can be modeled with hydrodynamics or the Bjorken
model and the Lund string model is also used for hadronization.
• Q-PYTHIA/HERWIG [163, 164]: These models add on quenching to the splitting func-
tions of the final state parton shower in Pythia and Herwig. The radiative energy
loss uses BDMPS-Z to calculate the additive contribution to the splitting function




a→bc. There is no collisional
energy loss. The medium model can vary and the hadronization is modeled with the
Lung string for Q-PYTHIA and Q-HERWIG uses the Herwig implementation of cluster
hadronization.
• YAJEM [165, 166]: This model modifies the PYTHIA parton shower. It increases the
virtuality of the partons by an amount given by a local q̂ for radiative energy loss and
has a local drag coefficient for collisional energy loss. The medium is also modeled by
hydrodynamics and the hadronization by the Lund model.
• Martini [167]: This model is built on the AMY model for energy loss where the
transition rates are used to calculate radiative and collisional energy loss. Again the
medium is modeled by hydrodynamics and hadronization by the Lund model.
• Lorentz Boltzmann Transport (LBT) [168, 169]: This model describes the scattering of
partons in a thermal medium using the Boltzmann equation and energy loss models. It
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incorporates both radiative and collisional energy loss by calculating their probabilities
and combining them. The elastic scattering probability is Pel = 1−e−Tel∆t, where Tel
is the elastic scattering rate. The inelastic scattering probability is Pinel = 1−e−<Ng>,
where 〈Ng〉 is the average number of emitted gluons from a hard parton. The total is
Ptot = Pel + Pinel − PelPinel. Using this probability and the kinematics of the jet, a
MC determines what type of interaction it will be. This model also includes hydro-
dynamical calculations of the background and it accounts for jet-medium interactions
and the recoil of the thermal partons from the jet.
• Holographic jets [134]: Models of holographic jets use MC to simulate AdS/CFT for
the strong coupling regime of energy loss.
• Hybrid model [119]: This model uses MC to implement radiative and collisional en-
ergy loss, as well as AdS/CFT for the non-perturbative regime, with a cut-off that
determines the transition between the two regions.
2.5.3 Consequences of E-loss
The effects of energy loss from the interactions of jets with the plasma will result in dif-
ferences between collisions involving heavy nuclei (AA) and standard pp collisions where
no medium is produced and the jets behave as if in a vacuum. The energy loss will cause
jets at a particular transverse momentum to lose energy with respect to jets that don’t
move through a plasma. This is demonstrated in Figure 2.34, where two quarks collide in
two different cases. The left-hand side shows two jets in standard pp collisions where no
jet quenching should occur and the right shows two jets in AA collisions that propagate
through the plasma. The vacuum jets stay narrow and balanced in energy, whereas the
medium jets interact with the plasma, lose energy, and spread out.
This energy loss leads to a suppression on average of the pT spectra, dN/dpT, at a fixed
pT in AA compared to pp collisions. This can be seen through the suppression of single
hard scattering rates for inclusive jets (all the jets in the event). This suppression can be
quantified by comparing the actual number of jets in the AA collisions (with quenching) to
the expected number (with no quenching) as a function of pT. The expected number of jets






Figure 2.34: Dijet in pp (left) and AA (right) collisions, where in AA collisions the jets
move through a medium (Image credit: Martin Rybar).
is just a superposition of A independent nucleons (where A is the mass number). The PDFs
become fa/A ≈ Afa/p, where p is a proton. This means that the expected cross section in
AA collisions is a scaled version of the cross section in pp first given in equation 2.24,
dσAA = A
2dσpp. From Section 5.1.1.1, the jets in AA collisions are measured in centrality
classes so to get the expected number of jets in a given centrality class, the 〈TAA〉 factor is
used, which is just the amount of nuclear overlap between the colliding nuclei. The expected
number of jets in each centrality class becomes
dNAA(cent) = Nevt〈TAA〉centdσpp (2.98)
where Nevt is the number of events in that particular centrality class. The RAA is the ratio
of the number of events found in AA collisions (when the quenching effects are present)
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The RAA is typically evaluated as a function of rapidity y and pT such that the numbers





|cent. The RAA becomes










The meaning of the RAA is simple: RAA > 1 indicates an enhancement in AA collisions,
RAA < 1 indicates a suppression, and RAA = 1 means there is neither an enhancement or
a suppression.
The RAA can be used to determine various jet quenching parameters and thus gives
information about the plasma. The amount of energy loss εloss = ∆pT/pT can be extracted
from the RAA since the yield follows a power law in the jet pT in both pp and AA collisions,











T, where the initial pT in AA and
pp are not equivalent but their final pT is since they are being compared at a fixed pT. The












The initial pT in AA collisions can be written in terms of the final pT in AA collisions using
























−n = (1− εloss)n−1(pfT)
−n (2.104)
and the RAA becomes










= (1− εloss)n−1 (2.105)
Therefore, the energy loss can be calculated from the RAA,
εloss = 1−RAA1/(n−1) (2.106)
Using ε = ∆E/E, the energy loss ∆E can be obtained for a given value of energy (or pT).
From ∆E, the value of q̂ can be extracted since the energy loss models from Section 2.5.1.1
showed that ∆E ∝ CRαsq̂L2 if radiative energy loss is assumed and L ∝ A1/3. Information
about the path dependence, flavor dependence, density dependence, and pT dependence can
be obtained and help constrain the models and type of energy loss (radiative, collisional, or
strong coupling) since they have different dependencies on these factors.
It is important to note that a couple of assumptions were made in the above derivation.
First, the energy loss was taken to be a constant fractional shift in the jet pT as ∆E = εlossE,
making it linear in the jet pT. Second, a power law distribution for the pT spectra was used
where the power n was assumed to be constant. Finally, it assumes that quarks and gluons
lose the same amount of energy. A phenomenological model in Ref. [170] shows that this
interpretation is not the full picture. In the reference, an analytical model was used that
includes the flavor dependence of energy loss through different “shifts” in their pT, where
the gluon “shift” is larger than the quark “shift”. In addition, the power n in the power-law




T). Including these two factors
results in a fractional shift that increases slower than linearly with jet pT. This will be
discussed in more detail in Section 6.5.3.
Figure 2.34 shows that for standard pp collisions the jets are back-to-back and approx-
imately balanced in energy. In AA collisions, where the jets are moving through the dense
plasma, the jets travel different paths in the plasma and thus lose different amounts of
energy. This is due to the path-length dependence of energy loss where energy loss can
depend on the distance traveled in the plasma and different fluctuations in the medium.
Therefore, jets in dijet configurations may experience unbalanced azimuthal correlations
dNpair/dφ. This imbalance can also be seen by comparing the pT of the jets since one jet
CHAPTER 2. BACKGROUND 70
loses more energy than the other. This can be studied quantitatively with the variables
AJ or xJ which are given by the following equations where pT1 is the pT of the highest










A value of AJ > 0 or xJ < 1 indicates an energy imbalance. These variables can be compared
to standard pp collisions where AJ ≈ 0 and xJ ≈ 1. The dijet asymmetry gives us insight
into relative energy loss since it is a measure of how one jet loses energy with respect to the
other. It also shines light on the path length dependence of energy loss due to the different
paths the jets move through.
Jets also have an internal structure that is complicated even in a vacuum. The internal
structure of the jet is expected to be modified in the medium. The FFs can be used to
investigate this modification by comparing the FFs in AA collisions to those in standard pp
collisions. This is measured by looking at the distribution of charged particles inside of the
jet. The jet mass can also be used which is expected to be larger due to the modification
of jets in the medium. Other variables like the jet shape and the splitting of the jet have
been used as well. Jet structure is not the focus of this thesis so the details are left out of
this discussion.
The flavor dependence of jet quenching can be investigated since the different models
for jet quenching have different dependencies on the flavor factor, CR. Also, a hierarchy is
expected for the energy loss, given by equation 2.84, where in general, comparing gluons
and quarks gives ∆Eg ∝ 94∆Eq for weakly-coupled energy loss. The flavor dependence can
be probed by varying the kinematics of the jet including the jet pT and the jet rapidity y
because the fractions of the quarks and gluons vary with pT and y. This is shown on the left
side of Figure 2.35, where the gluon fraction for inclusive jets is plotted as a function of |y|
and pT. The gluon fraction decreases with increasing rapidity and pT, meaning that there
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Figure 2.35: The left panel shows the gluon fraction for single jets as a function of jet pT
and |y| in Pythia 8. The right panel shows the pair fractions (gg, qq, gq, qg) for dijets in
Pythia 8.
are more gluon jets at low pT and central rapidity and there are more quark jets at high pT
and forward rapidity. The flavor dependence can also be investigated for dijets by looking
at the fraction of different flavor composition in pairs of jets. The right side of Figure 2.35
shows the fraction of qq, qg, gq, and gg pairs in dijet events as a function of leading jet pT,
where the qq pairs dominate at high pT and the gg pairs dominate at low pT. Since gluons
are expected to lose more energy than quarks, the pairs where the quark is the leading jet
and the gluon is the sub-leading jet (qg) should be the most imbalanced on average, which
dominate at a pT range between 80 and 200 GeV.
The jet-medium interactions can change the structure of the jet as it propagates through
the medium. The jet interacts with the medium causing soft gluons to radiate from the jet
which changes the momentum perpendicular to the jet axis through a phenomenon called
momentum broadening. This widens the jet and allows the jet to lose energy outside of the
defined jet cone as shown in the before and after images in Figure 2.36. This was predicted
by BDMPS-Z to have the dependence k2T ∝ q̂L in Section 2.5.2.1.
The medium also responds to the jet as the jet moves through it with a recoil in the
form of a wake of low energy gluons (second panel of Figure 2.37). The wake is like a Mach
cone (shockwave) induced in the medium fluid along the direction of the jet that carries
energy and momentum and enhances particle emission around the jet [171, 172, 173, 174].
These particles are soft and spread out but are correlated with the jet. Therefore, there
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Figure 2.36: Diagram of a jet moving through a medium before (left) and after (right)
experiencing momentum broadening.
are soft particles added in the direction of the jet that will contribute energy back inside
the jet cone (third panel of Figure 2.37). Many jet quenching models include this effect
into their calculations including Martini (AMY energy loss), LBT (HT energy loss), and
JEWEL (BDMPS-Z energy loss).
The collision system dependence of energy loss is also interesting because it probes both
the path length, density, and geometrical dependence of energy loss. For example, in this
thesis Pb+Pb will be compared to Xe+Xe collision. Xenon has a lower mass number of 129
than lead at 208 which will result in a lower medium density and smaller path lengths due to
the smaller size plasma produced in xenon collisions. In Section 2.5.1.1 radiative energy loss
predicted a linear dependence on the density of the medium such that a lower density should
lead to less energy loss. This is shown in Figure 2.38, where the left-hand side depicts the
Figure 2.37: Diagram of a the medium recoiling as a jet moves through it and the soft
particles (red) that get added back into the jet cone as a result of the wake from the recoil.
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Pb+Pb Xe+Xe
Figure 2.38: Diagram of the medium produced in Pb+Pb collisions (left) and Xe+Xe
collisions (right). The darkness of the orange medium represents how dense the medium is
and the purple line represents the path length.
medium produced in Pb+Pb collisions and the right-hand side depicts the medium produced
in Xe+Xe collisions. The darker orange color indicates a denser medium for the Pb and the
purple line depicts a longer path length. The geometry dependence is probed by comparing





= A1/3 ∝ N1/3part)
but at different centralities since the different centralities have different geometry (circular,
almond shaped, triangular, etc.) as discussed in Section 2.4.3.1.
AXe < APb → ρXe < ρPb and LXe < LPb → ∆EXe < ∆EPb (2.109)
In general, it is expected that any jet observable should have a centrality dependence
since the larger the degree of overlap the larger the medium produced will be. The more
peripheral the system becomes the more the system is like the standard pp collisions and
the observables should start to behave more like they would in a vacuum.
2.5.4 Experimental Results
Different measurements at RHIC and at the LHC that investigate the above expectations
will be discussed below. Measurements that motivate the studies of this thesis will also be
presented.
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Figure 2.39: The RAA as a function of pT for different mesons in PHENIX [180] on the
left and for inclusive hadrons in STAR [181] on the right in d+Au and Au+Au collision
systems.
2.5.4.1 RHIC
The first observations of jet quenching was made at RHIC using the nuclear modification
factor RAA to measure the high pT suppression of hadrons. The RAA was measured with
PHENIX [175, 176] (shown on the left-hand side of Figure 2.39), STAR [177, 178] (shown
on the right-hand side of Figure 2.39), and BRAHMS [179]. It was seen in both STAR and
PHENIX that for Au+Au collisions the RAA is less than one for hadrons. The PHENIX
figure shows the RAA for many different types of final state particles. The mesons are shown
to have a strong suppression, whereas the direct photons shown no suppression which is
expected since they only interact electromagnetically.
Jet quenching was also first observed at RHIC through di-hadron correlations at STAR [181,
177] as shown in Figure 2.40. This is a measurement of the azimuthal angular difference
∆φ between hadrons, where ∆φ = 0 is when the hadrons come from the same jet (near side
peak) and ∆φ = π is when one hadron is from one jet and the other is from a jet on the op-
posite side (away side peak). The measurement shows a suppression of the away-side peak
in central Au+Au collisions which is indicative of one jet losing more energy in the plasma
than the other jet due to the different paths traveled in the medium. The suppression is
especially significant when compared to pp and d+Au collisions where no plasma (and thus
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Figure 2.40: Di-hadron azimuthal correlations as a function of pT for pp, d+Au, and central
Au+Au collisions measured by STAR at
√
sNN = 200 GeV [182].
no energy loss) is expected.
In general hadrons are not the most direct way to measure jet quenching since the energy
loss happens to the partons, not the final state hadrons. The final state hadrons are formed
during hadronization after the propagation of the parton shower and thus a particular
hadron is not directly connected to the initial parton since multiple hadrons form from one
parton shower. A more direct measurement of energy loss is through fully reconstructed
jets which are more experimentally challenging. Recently, many measurements of fully
reconstructed jets have been performed at RHIC and at the LHC. Some of the first jet
measurements at the LHC will be discussion in Section 2.5.4.2.
RHIC also performed the first measurements comparing energy loss in different colliding
systems to probe the path and density dependence of energy loss. Figure 2.41 shows the
π0 RAA at
√
sNN = 200 GeV for Au+Au collisions in the top panel compared to Cu+Cu
collisions in the bottom panel in the 0–10% centrality interval [183]. The Au+Au collisions
show a larger suppression than Cu+Cu collisions which is consistent with the picture that
the denser, larger system (Au+Au) will have more energy loss than the smaller system
(Cu+Cu).
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Figure 2.41: The RAA as a function of pT for π0 in the 0–10% centrality interval in Au+Au
collisions (top panel) and Cu+Cu collisions (bottom panel) at
√
sNN = 200 GeV [183].
2.5.4.2 LHC
The LHC opened a new horizon for studying the QGP, especially for jet measurements.
It operates at a much higher center-of-mass energy (2.76 TeV compared to 200 GeV) and
luminosity. The state of the art detectors (ATLAS, CMS, and ALICE) allow for more
precise measurements that extend further in azimuth and pseudorapidity and also reach
much higher values of the jet pT. Combining measurements at RHIC and the LHC gives a
better understanding of the full spectrum of energy loss in the QGP since RHIC probes the
lower energy scale and the transition region, whereas the LHC probes the highest energies
possible to date.
The first jet measurement from the LHC was a measurement of the dijet asymmetry
through the variable AJ [1] (equation 2.107) by ATLAS. The AJ was measured in Pb+Pb
collisions at
√
sNN = 2.76 TeV in 2010 and compared to
√
s = 7 TeV pp collisions and a
HIJING+Pythia MC generator. The jets were selected by looking for back-to-back jets with
∆φ = |φ1−φ2| > π/2 and |η| < 2.1. The leading jet, or pT1 , had to be greater than 100 GeV
and the sub-leading jet, or pT2 , had to be greater than 25 GeV. The AJ was evaluated as a
function of centrality in four centrality intervals (0–10%, 10–20%, 20–40%, and 40–100%)
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Figure 2.42: The distributions of the dijet asymmetry measured by ATLAS in Pb+Pb data
at 2.76 TeV (black closed circles), pp data at 7 TeV (black open circles), and MC (yellow)
in different centralities is shown on the top 4 panels. The bottom 4 panels show the same
thing but for the distribution in ∆φ [1].
as shown in Figure 2.42. The jets are shown to be more asymmetric in central collisions
as compared to pp and MC as expected from predictions of energy loss in the QGP. The
jets also become more symmetric with decreasing centrality where they become like the jets
in pp in the most peripheral collisions. Although this measurement was very enlightening
and was the first direct measurement of fully reconstructed jets, it has limitations. First, it
was not unfolded (unfolding discussed in Section 4.6) for detector effects such that features
could be smeared out by the detector resolution. Also, this measurement had limited
statistics compared to the full collection of datasets taken in 2011. It is compared to a pp
reference at a different center-of-mass energy and should be compared to a pp reference at
√
s = 2.76 TeV. The results presented in this thesis will improve upon this result to better
understand relative energy loss.
ALTAS measured jet suppression using the nuclear modification factor RAA at
√
sNN =
2.76 TeV withPb+Pb collision data from 2011 and pp collision data from 2013 [5]. This
measurement is fully unfolded for detector effects. The jets were selected inclusively, mean-
ing all jets in the event that pass kinematic selections. The kinematic selections were jets
with a pT above 40 GeV (50 GeV in central collisions) and a rapidity of |y| < 2.1. The mea-
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surement was performed differentially in four rapidity intervals, |y| < 0.3, 0.3 < |y| < 0.8,
0.8 < |y| < 1.2, and 1.2 < |y| < 2.1, and six centrality intervals, 0–10%, 10–20%, 20–30%,
30–40%, 40–60%, and 60–80%. Figure 2.43 shows the RAA as a function of jet pT overlaid
for different centrality intervals and in different rapidity intervals in the panels. The jets
are found to be suppressed more in central collisions than in peripheral collisions, where
in central collisions the suppression factor is about 0.5. The RAA has a weak, smooth pT
dependence and no dependence on rapidity within the statistical limitations of the mea-
surement. This measurement could be improved upon by using the 2015 Pb+Pb data with
increased statistics to try to investigate the rapidity dependence and go to higher pT. The
results presented in this thesis will also improve upon this result by using a larger collection
of data from 2015 with reduced systematic uncertainties to better understand how single
jets lose energy in the QGP.
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Figure 2.43: The RAA as a function of the jet pT measured by ATLAS at 2.76 TeV, with
different centrality bins indicated by different markers and colors and a different rapidity
intervals in each panel [5].
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Chapter 3
Experimental Setup
3.1 The Large Hadron Collider
The Large Hadron Collider (LHC) [90, 184, 185, 186] is a particle accelerator located at
the European Organization for Nuclear Research (CERN) near Geneva, Switzerland on
the Swiss-French border. The LHC is the largest particle accelerator in the world at 26.7
kilometers in circumference and is located in a deep underground tunnel between 45 and
170 m below the surface. The LHC has taken data for two runs, with a long shut-down in
between, indicated by Run 1 (2010-2013) and Run 2 (2015-2018). This thesis uses results
from both runs and thus both are discussed in the following sections.
3.1.1 LHC Injection Chain
The LHC typically collides protons, but also collides heavy ions including both lead ions
(Z = 82, A = 208), starting in 2010, and more recently, xenon ions (Z = 54, A = 129) in
October 2017. The colliding species are accelerated through stages that each increase the
energy of the particles as shown in Figure 3.1. The protons start as a hydrogen gas which
is then stripped of it’s electrons using an electric field to become hydrogen ions, or protons,
that are injected into the linear particle accelerator (LINAC 2) where they reach an energy
of 50 MeV. From there they reach the Proton Synchrotron Booster (PSB) where they are
accelerated to 1.4 GeV. Next, the protons are injected into the Proton Synchrotron (PS)
where they reach 450 GeV. Finally, they are injected into the main ring where they reach
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their peak energy. Protons have been collided at 3.5 or 4 TeV per beam in 2013 (or 7 to 8
TeV total) and 6.5 TeV per beam in 2015 (or 13 TeV total), as well as 2.76 TeV in 2013,
5.02 TeV in 2015, and 8.02 TeV in 2017 to serve as reference to heavy ion data. The Pb208
ions follow a similar path as the protons except they start in the Linac 3 where they are
accelerated to 4.2 MeV per nucleon (/n) and are injected into the Low Energy Ion Ring
(LEIR) where they reach 72.2 MeV/n. The ions are then accelerated to 5.9 GeV/n in the
PS and 177 GeV/n in the SPS. From the SPS they are injected into the main ring where
they have been collided at a center-of-mass energies of 2.76 and 5.02 TeV/n. The Xe129 ions
follow the same pattern as the lead ions and have been collided in the main ring at 5.44
TeV/n [186].
3.1.2 Main Ring Design
The main ring, or the LHC, consists of two parallel beam pipes where particles can travel in
opposite directions around the ring. The LHC was built inside the already existing tunnel
Figure 3.1: The LHC injection chain for both ions and protons. The location of the different
LHC experiments are also indicated [187].
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that previously contained the Large Electron-Positron collider [188]. The beams are kept
inside the beam using 1,232 superconducting dipole magnets that produce an 8.3 T field,
which bend the beam so the particles move around the ring in a circle. There are also
392 quadrupole magnets with an alternate-gradient focusing scheme that focuses the beam
in both the horizontal and vertical directions. These are spaced throughout the tunnel
but are stronger near the places where the beams will interact. The magnets are made
of niobium-titanium (NbTi) and are cooled to an operating temperature of 1.9 K using
superfluid helium-4 (He-4) [184].
The LHC groups ions together into tight bunches spaced along the beam. The tight
bunches increase the chance of a collision happening each time the beam crosses and al-
lows time for the machine and detectors to process the collision before another collision
occurs. Each bunch contains about 100 billion protons or 10 million ions. The LHC uses
16 superconducting RF cavities along the ring, 8 for each beam, with a 400 MHz oscillating
electric field to accelerate the particles to their peak energies and to focus them together
into bunches. This allows for (400MHz×26.7km/(3×108m/s) =) 35650 RF “buckets” that
can contain ions. The SPS actually limits the LHC to 40 Hz or 25 ns bunch spacing, which
results in 3560 bunches, called Bunch Crossing IDs (BCIDs). This results in 10 RF “buck-
ets” per BCID. Only a maximum of 2808 BCIDs are occupied when the LHC is running
because there needs to be spaces to allow the beam to be dumped which takes a significant
amount of time. In Run 1 the design limitation of 25 ns was not reached and the smallest
spacing used for protons was 50 ns. In Run 2, 25 ns has been used for protons but for lead
ions the smallest bunch spacing was 150 ns [184, 189].
3.1.3 Detectors
The LHC has eight arcs and straight regions with an interaction reaction in the middle of
each. At each interaction region the beams are either brought together for a collision at an
interaction point (IP) or there are services and utilities performed. There are four IP with
four main detectors located at each one, which can be seen in Figure 3.1. ATLAS (A Toroidal
LHC ApparatuS) [190] and CMS (Compact Muon Solenoid) [191] are general-purpose, high-
luminosity detectors and are the largest of the four, located at IP 1 and IP 5, respectively.
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ALICE (A Large Ion Collider Experiment) [192] is a dedicated heavy ion detector located
at IP 2 and LHCb (LHC-beauty) [193] specializes in b-physics experiments and is located at
IP 8. In addition to ALICE, ATLAS and CMS are used for heavy ion experiments. There
are three additional detectors located near the IPs of the main detectors: TOTEM (TOTal
Elastic and diffractive cross section Measurement) [194], LHCf (LHC-forward) [195], and
MoEDAL (Monopole and Exotics Detector At the LHC) [196].
3.1.4 Luminosity
The luminosity is a major factor in determining the performance of the collider. It is a
measure of number of events per cm2, or per cross section, where the number of events is
given by
N = σL (3.1)
where σ is the cross section for a given process and L is the integrated luminosity. The
instantaneous luminosity, or the luminosity per unit time, is L = dL/dt = R/σ, where
R = dN/dt. In general, the more luminosity the larger the number of events for a given
cross section will be and the more data can be taken for a particular analysis. Thus it is
important to try to maximize the luminosity of the collider.





where nb is the number of colliding bunches, n1 and n2 are the number of particles per
bunch, fr is the revolution frequency, and Σx and Σy are the gaussian widths of horizontal
and vertical profiles of the colliding beams [197].
The Σx and Σy can be measured using “van der Meer” (vdM) scans [198]. vdM scans
are a special running period during which the the beams are stepped through a sequence
of separations, first horizontally and then vertically, that span the full profile in each di-
rection. Each horizontal and vertical sweep is referred to as a scan and there are multiple
scans performed in a given vdM run. In the vdM scan analysis, the instantaneous lumi-
CHAPTER 3. EXPERIMENTAL SETUP 84
nosity can also be defined in terms of a number of collisions per bunch crossing (BCID, see






L = R/σinel =
frnbµ
σinel
Detectors that measure luminosity are not fully efficient, thus the total inelastic cross
section is not seen by the detectors. The σinel can be written in terms of the detector





The µvis is obtained by luminosity detectors using event counting algorithms. There
are two main luminosity detectors in ATLAS, LUCID and BCM, that are described in
more detail in Section 3.2.4.1. Event counting algorithms determine the fraction of bunch
crossings where an event was registered that satisfies selection criteria. When µvis << 1, it





where N is the number of events passing a selection criteria and NBC is the number of
bunch crossings, both in a specific time interval. When µvis does not meet this requirement
poisson statistics are needed. This is done in two different ways: EventOR (inclusive) or
EventAND ( coincidence). In EventOR, a bunch crossing is counted if the sum of the hits
on both sides of the detector is at least one. In EventAND, a bunch crossing is counted
if there is at least one hit on both sides of the detector. The detector+algorithm used
is depicted as one label. For example, the Lucid detector and the EventOR algorithm is
written as LucidEventOR [197].
In the vdM analysis, the σvis is calculated as function of the BCID by measuring the
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Measurements of the collision rates Rsp as a function of separation allows for the direct
evaluation of Σx and Σy, where the Σx,y can be found by integrating the fit functions over












The distributions are fit in two-dimensions, the horizontal and vertical directions, for both
beams and for each BCID. For example the fits can be uncorrelated (Eq. 3.8) or correlated
(Eq. 3.9) double gaussians [199].
gx,y;1,2 = e
(−∆x,y−∆maxx,y;1,2)2/2σ2x,y;1,2 (3.7)
f(∆x,∆y) = A[fgx1gy1 + (1− f)gx2gy2] + C (3.8)






































































Figure 3.2: The horizontal and vertical vdM scan profiles in the horizontal (left) and vertical
(right) directions from a vdM scan from reference [199]. This is for the first scan, the
lucidEvtOR detector, and BCID 41.
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The σvis values as a function of BCID can be extracted from this and a direct measure-
ment of n1 and n2. They are shown in Figure 3.3. The overall σvis values are obtained
from a constant fit and then are used, along with the µvis values, to calculate the luminosity
under the conditions of the vdM scans. Then, the luminosity measured during the vdM
scan is used to calibrate the response of the luminosity detectors since the σvis are the
same [197, 199].
The σvis values required various corrections and background subtractions before being
used to calibrate. The background comes from noise, after-glow which is from time-delayed
particles hitting the detector, and beam-gas interactions or interactions between residual gas
and the beam. The beam currents, n1 and n2, are corrected for “ghost” charge when charge
occupies unfilled bunches and “satellite” charge when charges are outside of the nominal RF
buckets. Also, there are corrections to the beam positions and β∗ due to electromagnetic
interactions between the bunches as the beams sweep past each other at non-zero separation.
There is an additional correction to the beam seperation due to the orbit drift where the
beams drifts due to changes in the magnetic field of the LHC [200, 201, 199].
The vdM scan is also used to determine the systematic uncertainty for the luminosity.
BCID












 0.008 mb±UnCorr: 21.35 
 0.007 mb±Corr: 21.63 
Figure 3.3: The σvis values as a function of BCID for both the uncorrelated fit (Eq. 3.8)
in black and the correlated fit (Eq. 3.9) in red from the vdM scan in reference [199]. The
result of a constant fit for both sets of points are given on the legend.
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These can be due to many factors including the consistency of the σvis with BCID which can
be seen in Figure 3.3, scan-to-scan reproducibility, and algorithm dependence. There are
uncertainties due to the differences in the fit model and the difference between correlated
and uncorrelated fits (Eq. 3.8– 3.9) called transverse coupling. There are also uncertainties
in the corrections applied, as well as many others [200, 201, 199].
The final luminosity along with it’s systematic uncertainty is used for any measurements
of cross sections. The luminosities for the datasets used in this thesis, along with their
uncertainty when available, is shown in Table 3.1. It is important to mention that only
measurements of cross sections need the luminosity value and uncertainty although, it is
still useful for other measurements to get an idea of the statistics of the sample. An
example of the total integrated luminosity as a function of time for the 2015 Pb+Pb data
at 5.02 TeVis shown in Figure 3.4.
Collision type Year center-of-mass Luminosity Uncertainty
energy [TeV]
Pb+Pb 2011 2.76 0.14 nb−1 N/A
pp 2013 2.76 4 pb−1 3.1%
Pb+Pb 2015 5.02 0.49 nb−1 6.1%
pp 2015 5.02 25 pb−1 5.4%
Xe+Xe 2017 5.44 3 µb−1 N/A
pp 2017 5.02 278 pb−1 N/A
Table 3.1: The luminosity and uncertainty for the 2011 Pb+Pb data at 2.76 TeV, the 2013
pp data at 2.76 TeV [200], the 2015 Pb+Pb data at 5.02 TeV [201], the 2015 pp data at
5.02 TeV [199], the 2017 Xe+Xe data at 5.44 TeV, and the 2017 pp at 5.02 TeV.
3.2 The ATLAS Detector
The ATLAS detector [190] is a general purpose detector that collects data from proton (pp)
and heavy ion (Pb+Pb, p+Pb, Xe+Xe, etc.) collisions at the LHC. It is located at IP1
along the LHC ring. The ATLAS detector is the largest volume detector ever constructed,
measuring 46 m long, 25 m high, and 25 m wide, and weighing 7000 tons. It is a forward-
backward detector with respect to the interaction point that has 2π azimuthal coverage.
The detector is shown in Figure 3.5, where the size can be compared to the size of a person
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in the figure. It was built to take advantage of the high energy and luminosity from the LHC
that will produce increased cross sections and measurements out to a TeV in energy scale.
It needs to take large amounts of data to look for rare phenomena and be very precise to
take precision measurements. ATLAS is designed to search for the Higgs boson, which was
discovered in July 2012, look for physics beyond the Standard Model, and measure Standard
Model particles and interactions to better precision, as well as study the properties of the
strongly interacting matter at high densities (QGP) that can be produced in heavy ion
collisions.
The coordinate system used for the ATLAS detector is described here and will be used
throughout this thesis. It is defined with the interaction point as it’s origin, the beam
direction as the z-axis, and the x-y plane is transverse to the beam direction. The +z
direction is towards the “A” side of the detector and the −z direction is towards the “B”
side. The “+x” direction is towards the center of the LHC ring and the “+y” points
upwards. The azimuthal angle φ is around the beam, or z-axis, and the polar angle θ is
around the x-axis defined from the beam. The polar angle is typically reported in terms of
the pseudorapidity η = − ln tan (θ/2). In the limit where the particle is moving at close the
the speed of light, the mass can be treated as negligible and E ≈ p. Thus,
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Figure 3.4: The total integrated luminosity as a function of time for the 2015 Pb+Pb run
at 5.02 TeV. The luminosity delivered by the LHC is shown in dark blue and the total
luminosity that ATLAS recorded is shown in light blue.












) = y (3.10)
where y is the rapidity, which is a lorentz invariant quantity. High pseudorapidity is along
the beam axis and is referred to as forward, such that η =∞ is at θ = 0. Low pseudorapidty
is perpendicular to the beam axis and is referred to as central, such that η = 0 at θ = π. The
angular seperation between particles in the detector is defined as ∆R =
√
∆η2 + ∆φ2. The
transverse energy (ET) and transverse momentum (pT) are projections on the transverse,
or x-y plane. This is how the momenta and energy are typically expressed in particle
physics since they are lorentz invariant and separate the transverse momentum out from
the momentum along the beam-line that might be leftover from beam particles.
After the particles collide at ATLAS many new particles are produced that fly out
in all directions with a large range of energies into the detector. The path, momentum,
energy and charge of each particle needs to be determined so that each particle can be
identified. This requires a large azimuthal and psuedoprapidity coverage, as well as high
detector granularity. ATLAS is made up of six different subsystems, organized in layers,
Figure 3.5: A cut-away view ATLAS detector is shown, with a person included for scale.
The main detector components are indicated [190].
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that are each designed to detect different types of particles. The innermost part is called
the Inner Detector (ID), which is immersed in a 2T solenoidal magnetic field, and is used to
measure charged particle momentum, reconstruct vertexes, and identify electrons. This is
surrounded by the calorimeter which measures energy deposition to determine the energy
and position of particles. It consists of both electromagnetic (EM) calorimetry for electron
and photon identification and hadronic calorimetry for measuring hadrons in the form of
jets. The calorimeter is surrounded by a muon spectrometer which is used to identify and
measure the momentum of muons by utilizing the strong toroidal magnetic field surrounding
the detector. The subsystems relevant to this work are described in the next sections, with a
focus on calorimetry (Section 3.2.3) which is the main part of the detector used in this thesis.
The muon spectrometer is not used in this work so it is not discussed beyond mentioning
it’s purpose above.
Due to the large number of collisions that happen (over a billion interactions per sec-
ond), ATLAS needs to be able to take data fast, select only interesting data to record,
and be able to store large amounts of data for processing. This requires a vast “trigger”
system that selects only about one million of those events that are interesting and a data
acquisition system (DAQ) that channels the data from the detectors to storage. These are
both discussed in more detail in Section 3.2.5.
3.2.1 Magnet system
ATLAS has a large magnet system that allows for charged particle momentum measure-
ments by bending the particles trajectories in the field. The magnet system consists of a
solenoid magnet in the center that supports the ID and three toroids (barrel and two end-
caps) that support the muon spectrometer. The central solenoid has a 2T magnetic field
directed along the beam axis with a current of 7.3 kA. It sits right outside the ID and right
inside the calorimeter and is only ≈ 0.66X0, where X0 is the radiation length, to make sure
the calorimeter has optimal performance. The cylinder consists of a single layer of coil made
of Al-stabilized NbTi conductor that sits inside of a 12 mm thinking Al support chamber.
It has an inner diameter of 2.46 m and 2.56 m, with a length of 5.8 m and a weight of 5
tonnes. An image of the central solenoid and the map of the magnetic field dependence on
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the radius and the z position is shown in Figure 3.6.
The barrel toroid consists of eight coils, as shown in Figure 3.7, and produces a 0.5
T magnetic field with a 20.5 kA current. The coils are made of Al-stabilized Nb/Ti/Cu
conductor. It has an inner diameter of 9.4 m and an outer diameter of 20.1 m, with a length
of 25.3 m and a weight of 830 tonnes. The end cap toroids consist of a single coil mass
made of the same conductor as the barrel toroid and produces a magnetic field of 1T and a
current of 20.5 kA. They are both 5.0 m long and have a 1.7 m inner diameter and a 10.7
m outer diameter. They both weigh 240 tonnes. A map of the field integral as a function
of |η| is shown in Figure 3.7.
3.2.2 Inner Detector
The purpose of the ID is for charged particle tracking which involves using the solenoidal
field to bend the particles into the detector and then determine their position and momen-
tum based on their track trajectories. There are thousands of particles that emerge from
a collision point in every event, with significantly more tracks in heavy ion events than
in standard pp events. The ID can measure charged particle with track ptrkT > 0.5 GeV,
within |η| < 2.5, and 2π in azimuth. The ID is also used for electron identification and
primary and secondary vertex reconstruction. It is cylindrical with a length of 5.3 m and
a diameter of 2.5 m. It consists of three subsystems: the pixel tracker, Silicon Microstrip
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Figure 3.6: The left panel shows the ATLAS central solenoid magnet before installation.
The right panel shows the central solenoid magnetic field as a function z for different values
of the radius from the center axis. [190].
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Tracker (SCT), and the Transition Radiation Tracker (TRT). Figure 3.8 shows the layout
and positions of each sub-component, including their psuedorapidity coverage. The high
radiation environment puts strict requirements on the ID design. The pixel and SCT com-
ponents must be kept at an operating temperature of −5◦ to −10◦, while the TRT is kept
at room temperature.
3.2.2.1 Pixel Detector
The pixel detector consists of pixel modules that are arranged cylindrically in three barrel
layers (ID0–2) and two end-cap layers consisting of three disk layers each. The barrel layers
are located at radial distances of 50.5, 88.5, and 122.5 mm and the end-cap layers are
located at z distances along the beam line of 495, 580, and 650 mm on one side. The layout
can be seen for the barrel and end-cap on the left and right side of Figure 3.9, respectively.
There are 1744 identical pixel sensors that are each ∼ 250 µm thick and 19× 63 mm2. The
sensors are oxygenated n-type wafers with readout pixels on the n± implanted side of the
detector. They operate at a bias voltage of ∼ 150 V, but will take up to 600 V during
operation. Each pixel module is organized in a stack consisting of electronic chips on the
bottom, then bump bonds which connect the electronic channels to pixel sensor elements,
then the sensor tile area, and then a printed circuit board on top. There are 47,232 pixels
|η|




























Figure 3.7: The left panel shows the ATLAS barrel toroid magnets after installation is
shown, next to a physicist for scale. The right panel shows the intergral of the magnetic
field as a function of rapidity for both the barrel and the endcap regions of the magnet
system [190].
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on each sensor, which makes a total of 80 million pixel channels (there are some ganged
pixels on the front-end caps that lead to slightly less read-out channels). The nominal pixel
size on each sensor is 50 µm2. The pixel detector has a resolution of 14 µm in the transverse
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Figure 3.8: Schematic of the inner detector showing the various components’ locations in
radius and z [190].
Figure 3.9: The left panel shows a cut-out view of the barrel ID and the right panel shows
a cut-out view of the end cap ID [190].
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3.2.2.2 Silicon Microstrip Tracker
The SCT consists of four cylindrical barrel layers (ID3–6) and two end-cap layers with nine
disk layers each. The barrel layers are located at radial distances of 284, 355, 427, and 498
mm and the end-cap layers are located at z distances 854 and 2720 mm. The layout can
be seen for the barrel and end-cap on the left and right side of Figure 3.9, respectively.
There are 4,088 modules (2112 in the barrel and 988 in each end-cap) that are 285±15 µm
thick and cover 60 m2 of silicon. The module planes in the barrel are rectangular shape
and are at an angle of approximately 11◦ with respect to the tangent of the cylinder. Each
module consist of two 6 cm sensors daisy–chained together at an angle of 40 mrad and strip
pitch of 80 µm. The end-cap sensors are trapezoidal and have radial strips of constant
azimuth. The end-cap mean pitch is 80 µm. The sensors use a p-in-n technology meaning
p-type implanted in n-type bulk, with AC-coupled readout strips. The sensors will operate
at a ∼ 150 V bias, but will take from 250–350 V during operation. Each sensor has 768
readout strips, which means that in total there are over 6 million implanted readout strips
(6 million channels) in both the barrel and end-cap. The SCT has a resolution of 17 µm in
the transverse plane by 580 µm in the z direction.
3.2.2.3 Transition Radiation Tracker
The TRT is the remaining part of the ID and sits radially further out than the others. It
has a barrel and two end-cap components. It can detect charged tracks with pT > 0.5 GeV
with 36 hits per track in |η| < 2 (22 hits per track in the barrel/end-cap transition region
from 0.8< |η| <1.0). It is also used for electron identification using transition radiation
(TR). The barrel is located at 780 mm in the z direction and extends radially from 554-
1084 mm. One of the end-caps is located between 927 and 2744 mm in the z direction and
extends radially from 615 to 1106 mm. The TRT consists of multiple layers of about 300
thousand gaseous straw tubes with transition radiation material in between. The barrel has
96 modules in 73 layers with 52544 total straws. The modules are divided into three rings
with 32 modules per ring, all surrounded by a carbon-fiber lament shell. The straws are
144 cm long and form an axial array with about 7 mm spacing and fiber in between. Each
straw has electronic read-out on both ends. The end-caps have 20 modules in 160 layers
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with 122880 total straws in each. The modules are divided into two independent wheels
where the first set has 12 wheels with 8 layers that are 8 mm apart. The second set has 8
wheels with 8 layers that are 15 mm apart. Each layer has 768 straws radially oriented that
are 37 cm long with foil in between. Each straw contains electronic read-out at the outer
radial end.
The straws are made of polyimide and are 4 mm in diameter. The wall of the straws
is made of two 35 µm thick films that are bonded together. Each film has a 25 µm layer
of polyimide in the center with one side being a 0.2 µm Al layer with a 5-6 µm graphite
polyimide layer on top and the other side being a 5 µm polyurethane layer that is heated
to seal the two sides of the films together. The walls of the straw are kept at −1.53 kV
and serve as the cathode. The anode is a 31 µm diameter tungsten wire in the center of
the straw coated in 0.5-0.7 µm gold that is kept at ground potential. The straws are filled
with a Xenon gas mixture that consists of 70% Xe, 27% CO2 and 3% O2. The gas detects
transition radiation photons that are used for electron identification and have larger signal
amplitude than the minimum-ionizing charged particles used for tracking. Thus the TR
and the tracking hits can be discriminated using high and low thresholds in the electronics.
The position resolution determined in the individual straws is 130 µm.
3.2.3 Calorimeters
The ATLAS calorimeter system consists of both electromagnetic (EM) and hadronic calorime-
try since photons and electrons shower differently than hadrons. It is a sampling calorime-
ter that incorporates both liquid-argon and scintillating tile calorimeter designs. They use
dense layers, called absorbers, that cause the particles to shower, along with active layers
in between to collect the energy deposition. The calorimeter has full azimuthal coverage
and covers a pseudorapidity range of |η| < 4.9. The layout of the calorimeters is shown
in Fig. 3.10. The EM calorimeter overlaps with the ID and consists of a LAr EM barrel for
mid-rapidity and an end-cap for forward rapidity coverage. It has a very fine granularity
for precision measurements of electron and photons. The hadronic calorimeter consists of a
tile barrel for mid-rapidity coverage, an extended tile barrel and LAr hadronic end-cap for
forward rapidity coverage, and a forward calorimeter (FCal) for even more forward mea-
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surements. It covers the full rapidity of the detector to enable full reconstruction of energy
deposites to form jets. The locations and granularity of the various parts of the calorimeter
are described in detail in Table 3.2. The LAr needs to be kept cold so the calorimeter struc-
tures are supported by cryostats. One central cryostat contains the EM barrel along with
the central solenoid. There are also two end-cap cryostats on each side that each contain
both the EM and hadronic end-cap wheels as well as an FCal. The barrel tile then supports
the central cryostat and the extended tile supports the end-cap cryostats.
3.2.3.1 Particle Showers
The calorimetry system is designed to collect all of the energy from leptons and hadrons ex-
cept for muons which are detected in the muon spectrometer outside the calorimeter. The
neutrinos will fly out undetected. Electrons traveling through matter at low energy pri-
marily lose energy through ionization but also through Möeller scattering (electron-electron
scattering), Bhabha scattering (electron-positron scattering), and e+ and e− annihilation
(yields two photons), which all fall logarithmically with energy. Electrons at high energy
Figure 3.10: Diagram of the Liquid Argon and Tile Calorimeters which sit outside the Inner
Detector and solenoid magnet [190].
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Layer |η|-coverage Granularity ∆η ×∆φ
EM Barrel Presampler |η| < 1.52 0.025× 0.1
EM Barrel 1 |η| < 1.475 0.003× 0.1 (|η| < 1.40)
EM Barrel 2 0.025× 0.025 (1.40 < |η| < 1.475)
EM Barrel 3 |η| < 1.35 0.025× 0.025
EM End-cap Presampler |η| < 1.35 0.025× 0.025
EM End-cap 1 1.375 < |η| < 3.2 0.050× 0.1 (1.375 < |η| < 1.425)
0.025× 0.1 (1.475 < |η| < 1.5)
0.003× 0.1 (1.5 < |η| < 1.8)
0.004× 0.1 (1.8 < |η| < 2.0)
0.006× 0.1 (2.0 < |η| < 2.4)
0.025× 0.1 (2.4 < |η| < 2.5)
0.1× 0.1 (2.5 < |η| < 3.2)
EM End-cap 2 1.375 < |η| < 3.2 0.050× 0.1 (1.375 < |η| < 1.425)
0.025× 0.1 (1.425 < |η| < 2.5)
0.1× 0.1 (2.5 < |η| < 3.2)
EM End-cap 3 1.5 < |η| < 2.5 0.050× 0.025
Hadronic End-cap 0
1.5 < |η| < 3.2 0.1× 0.1 (1.5 < |η| < 2.5)Hadronic End-cap 1
0.2× 0.2 (2.5 < |η| < 3.2)Hadronic End-cap 2
Hadronic End-cap 3
Forward Cal 1
3.1 < |η| < 4.9 ≈ 0.2× 0.2Forward Cal 2
Forward Cal 3
Tile Barrel 1
|η| < 1.0 0.1× 0.1Tile Barrel 2
Tile Barrel 3 0.2× 0.1
Tile Extended 1
0.8 < |η| < 1.7 0.1× 0.1Tile Extended 2
Tile Extended 3 0.2× 0.1
Table 3.2: Layers, coverage, and granularity of the ATLAS calorimeter system.
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lose energy though bremsstrahlung (photon emission through radiation during deceleration
or acceleration when scattering) which rises approximately linearly with energy as shown
in Figure 3.12. High energy photons lose energy primarily through e+e− pair production.
Hadrons lose energy differently than electrons and photons in that they interact via the
strong force and produce showers that look different and are harder to detect (see Fig-
ure 3.11).
The radiation length X0 is the mean distance over which a particle loses 1/e of it’s orig-
inal energy through bremsstrahlung radiation. It is also defined as 7/9 the mean free path
over which a photon travels before it undergoes pair production. It is the appropriate length
scale for electromagnetic cascades and has units of g/cm2. It depends on the specifications
of the material the particle is propagating through and increases with increasing atomic
number A and decreases with increasing Z (∼ A/Z2) [8]. The transition between where
electron energy loss is dominated by bremsstrahlung and ionization is called the critical
energy Ec. For an electron in lead it is about 7.6 MeV [202].
When electrons and photons move through the detector they produce electromagnetic
showers. Bremsstrahlung radiation by electrons produces photons and e+e− pair production
Figure 3.11: A diagram of how each type of particle showers and is detected in the ATLAS
detector.
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produces positrons and electrons. These electrons and photons then undergo these processes
again and again, which produces a shower of many particles in the detector. As the shower
progresses the energy of the initial particle is distributed to the showering particles and once
those particles in the shower are at energies below the critical energy they no longer radiate
and thus no longer contribution to the shower. This can be described using the simplified
cascade model, where each photon travels one radiation length and then gives up half it’s
energy into a photon and each electron travels one radiation length and gives up half it’s
energy into both an electron and a positron [203]. This is demonstrated in Figure 3.13. This
keeps happening until the photon and electron energies drop below Ec. Thus the energy
drops by a factor of two each radiation length, resulting in the relation E = E0/2
t, where t
is the number of radiation lengths traveled, x/X0, and x is the total shower depth. Using
this relationship, the shower depth for EM showers is given in Eq. 3.11, which shows that
the shower varies logarithmically with the original energy of the particle. More complicated
models describe this in more detail and it has also been observed experimentally. This
describes the longitudinal size of the shower but the transverse size is also important. This
is given by the Moliére radius, RM = X0(21 MeV/Ec) [8].
Figure 3.12: The fractional energy loss per radiation length of an electron/positron in lead
as a function of the energy of the particle [8].





Particles that are not electrons or photons, or particles that decay into them like π0, are
measured through hadronic showers instead of exclusively EM showers. The processes that
dictate hadronic showers are much more complicated than those for EM showers because
they involve the strong interaction from QCD. Hadronic showers come from both charged
and neutral hadrons like pions, kaons, protons, and neutrons that undergo mainly inelastic
hadronic interactions that result in multiple secondary particles. About 1/3 of the time
the resulting hadrons produce EM showers (from neutral particles like π0) and decay into
photons and electrons. The hadrons also lose energy via ionization, excitation, and interac-
tions with the nuclei. The ionizing particles and photons from de-excitation produce energy
in the calorimeter but recoiling nuclei do not. Neutrons interact via elastic collisions then
thermalize and are captured, thus their energy isn’t detected. This lost energy that is not
detected is called “invisible” energy and accounts for about 30% of the total. A diagram of a
hadronic shower and the different components (or types of energy) is shown in Figure 3.14.
Hadronic showers are slower than EM showers and are longitudinally and transversely larger
Figure 3.13: A diagram of the simple cascade model for an EM shower [203].
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so the hadronic calorimeter sits behind the EM calorimeter in the ATLAS detector so the
EM calorimeter can catch some of the shower that is EM. The large fluctuations in the
fraction of the shower that is EM and the “invisible” energy make the hadronic showers
more challenging to measure.
The nuclear interaction length λ is the mean path length over which a hadron loses 1/e
of it’s original energy. It is proportional to A1/3, thus is about A4/3 longer than X0. For
lead that means that the hadronic shower has a depth 30 times the EM shower.
The radiation lengths in the EM calorimeters in ATLAS are shown in Figure 3.15. In
the barrel EM calorimeter X0 is always greater than 22 (left) and in the end-cap it is
always greater than 24. The nuclear interaction length in the hadronic calorimeters in
ATLAS is shown in Figure 3.16. In the barrel it is approximately 9.7λ and in the end-cap
it is approximately 10λ. The calorimeter is this thick to avoid “punch through” where the
shower is not contained in the calorimeter and goes into the muon spectrometer making the
shower not fully reconstructed.
Figure 3.14: A diagram of the components of a hadronic shower [204, 205].
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3.2.3.2 EM Calorimeters
The ATLAS EM calorimeter [206] consists of a barrel component (EMB) that covers |η| <
1.475 and the two-end caps (EMEC) that cover 1.375 < |η| < 3.2 each. All the systems
use LAr technology with lead plates as the absorber and LAr as the active medium. The
LAr is kept at around 80 K by nitrogen refrigeration. When a particle hits the absorber
it’s energy is converted into a shower of particles. The particles ionize the LAr gas, which
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Figure 3.15: The |η| dependence of the radiation length in the EM calorimeter at ATLAS.
The left shows the barrel region and the right shows the end-cap.

































Figure 3.16: The |η| dependence of the nuclear interaction length in the hadronic calorimeter
at ATLAS.
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frees electrons that can be read out as a measurable current. The calorimeter alternates
between the absorber and LAr layers in regular intervals to make sure it is deep enough to
capture the energy of the full shower.
The EMB consists of two identical half barrels that are separated in the center by 4 mm
at η = 0. The total length of the barrel is 3.2 m with an inner radius of 2.8 m and an outer
radius of 4 m. Each of the half barrels have 16 modules. The EMEC has two coaxial wheels
with a boundary at |η| = 2.5 of 3mm, where the outer wheel covers 1.375 < |η| < 2.5 and
the inner wheel covers 2.5 < |η| < 3.2. Each wheel is 63 cm thick with an external radius of
2098 mm and an internal radius of 330 mm and is divided into 8 modules that are shaped
like a wedge.
The lead absorbers are accordion shaped and interweaved with kapton electrodes. This
particular geometry allows for full φ coverage and symmetry with no cracks. The EMB has
1024 accordion absorbers and the EMEC has 768 absorbers in the outer wheel and 256 in
the inner wheel. The folds of the accordion are axial in the barrel and radial in the end-cap
and the sizes and angle of the folds change with the radius in order to keep the LAr gaps
even. The accordion geometry is demonstrated in Figure 3.17. In the EMB the lead plates
are 1.55 mm thick for |η| < 0.8 and 1.13 mm thick for |η| > 0.8 which keeps the fraction
of the energy sampled from decreasing with increasing |η|. In the EMEC the plates are 1.7
mm thick for |η| < 2.5 and 2.2 mm thick for |η| > 2.5. The read-out electrodes consist of
three layers of conductive copper with polyimide sheets in between. The outer layers are
kept at a high voltage potential of 2000 V which allows the electrons to drift across a gap
of 2.1 mm with a drift time of 450 ns, to the inner layer that is then used for reading the
signal. In the end-cap the gap sizes increases with radius in order to keep the response
constant. The η granularity is determined by etching the cells onto the readout boards.
The EMB region within |η| < 2.5 is where the precision physics can be measured. There-
for, this region has been split into three layers with different granularity, shown in Table 3.2.
The granularity and interaction lengths of the layers have been optimized to measure the
full calorimeter shower’s energy and position. The first layer in finely segmented in pseudo-
rapidity (0.003×0.1) to measure the details of the shower over a shorter interaction length.
The fine η granularity helps separate photons from neutral pions decaying to photons. The
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second layer is coarser in pseudorapidity but finer in azimuth, covering the majority of the
interaction length (0.025× 0.025) to absorb the largest part of the shower. The third layer
captures the remainder of the shower from particles with high energies and covers different
lengths depending on the psuedorapidity. It has a coarser granularity (0.05 × 0.025). The
EMEC has a similar depth and granularity design as in the EMB.
Both the EMB and the EMEC have a presampler detector (|η| < 1.8) that corrects for
the energy lost by electrons and photons upstream of the calorimeter. There is a 1.1 cm
LAr layer in front of the barrel and a 0.5 cm layer in front of each end-cap. The barrel has
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Figure 3.17: The segmentation of a barrel module in the EM calorimeter depicting the
accordion geometry. The granularity of the layers are shown.
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3.2.3.3 Hadronic Calorimeters
The hadronic calorimeter consists of Tile Calorimeters with a barrel portion that covers
|η| < 1.0 and an extended barrel that covers 0.8 < |η| < 1.7 which sit behind the EMB.
There is also a LAr hadronic end-cap (HEC) component that uses similar technology to
the EM LAr calorimeters described in Section 3.2.3.2 which covers 1.5 < |η| < 3.2 and sits
behind the EMEC. Finally, there is a forward calorimeter (FCal) which covers 3.1 < |η| <
4.9 and has the first layer for EM calorimetry and the next two for hadronic calorimetry.
The Tile Calorimeter [207] is a sampling calorimeter that uses alternating layers of steel
as the absorber and scintillating tile made of poylysterene plastic as the active material. It
contains a central barrel that is 5.8 m in length and two extended barrels that are 2.8 m in
length, both with an inner radius of 2.28 m and an outer radius of 4.25 m. The gaps between
the barrel and the extended barrel are filled with smaller steel scintillators which allow for
partial recovery of the energy lost in the gaps. Each barrel has 64 modules in azimuth with
wedge sizes of ∆φ ≈ 0.1 that have 11 layers of tile stacked on top of each other. Each
tile is 3 mm long and have radii that vary between 97 and 187 mm and azimuthal lengths
between 200 and 400 m. In order to obtain full azimuthal coverage the tiles are laid out
radially normal to the beam line. The high energy particles hit the scintillating tile and are
ionized, creating UV scintillating light. The UV light is then converted to visible light using
wave-length shifting fibers at the end of tiles for read-out. The fibers are 1 mm in diameter
and are grouped together into photomultiplier tubes (PMTs) that collect the light. The
groupings make up three layers of depth that are 1.5, 4.1, and 1.8λ thick for the barrel and
1.5, 2.6, and 3.3 λ for the extended barrel, each with different granularities. A diagram of
a tile module is shown in Figure 3.18.
The HEC is very similar to the LAr EM calorimeter components except that it uses
copper plates as absorbers instead of lead and does not use the accordion geometry. It
simply has alternating stacks of absorbers and LAr medium that are perpendicular to the
beam axis. The HEC covers the overlap between the Tile Calorimeter and the FCal. It
consists of two independent wheels per end-cap that each have 32 wedge-shaped modules.
Each wheel is divided into two layers in depth so that there are four layers total in each
end-cap, where the front wheel has four times finer granularity than the back wheel. The
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front wheel contains 24 copper plates that are 25 mm thick and the back wheel contains 16
copper plates that are 50 mm thick. The plates extend radially from 0.475 m (except for
the first nine which start at 0.372 m) to 2.03 m. The LAr gaps are 8.5 mm thick and have
three electrodes with four drift zones that are each 1.8 mm wide. The outer electrodes hold
the high voltage at 1800 V and the center electrodes are the read-out. Figure 3.19 shows a
diagram of the HEC.
The FCal contains three layers, which are shown on the left panel of Figure 3.20. The
first layer is for EM calorimetry and have copper as the absorber. The next two layers
are for hadronic calorimetry and have tungsten as the absorber. They all have LAr as the
active medium. It sits 1.2 m back from the EM calorimeter very close to the beam pipe so
it experiences large particle fluxes and thus needs to have a high density design in order to






Figure 3.18: A diagram of the a tile module in the Tile Calorimeter.
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gaps are much smaller so the calorimeter is denser. The first layer has holes drilled into the
plates where cylindrical electrodes that are parallel to the beam-pipe sit. The electrodes
consist of a copper rod inside a copper tube separated by a plastic fiber wrapped around
the rod. The space between the electrodes are filled with LAr and make 0.249 mm gaps.
The layout of the electrodes in the first FCal is shown in the right panel of Figure 3.20.
The second and third layer have a similar geometry except the electrodes have a tungsten
rod inside a copper tube to maximize the number of interaction lengths for the layers. The
FCal is extremely important for heavy ion collisions since it is used to measure centrality.
3.2.4 Forward Detectors
There are a number of detectors that sit at very forward psuedorapidity, close to the beam
line, in order to measure global quantities such as luminosity or centrality or to perform
a global trigger. The location of the forward detectors is summarized in Table 3.3. The
luminosity detectors consist of LUCID, BCM, and ALFA. The ZDC is another forward
Figure 3.19: A diagram of the HEC, where the left image is in the radial and azimuth
direction and the right image is in the radial and z direction.
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detector useful for measuring centrality in heavy ion collisions and the MBTS is a detector
that serves as a trigger.
Detector Coverage Dist. from IP
(|z| [m])
LUCID 5.6 < |η| < 5.9 17
BCM |η| ≈ 4.2 1.9
ZDC 8.3 < |η| 140
ALFA 10.6 < |η| < 13.5 240
Table 3.3: Location and coverage of the forward detectors.
3.2.4.1 Luminosity Detectors
LUCID stands for LUminosity measurement using Cherenkov Integrating Detector and is
located 17 m from the interaction point on either side of the detector. It is the main relative
luminosity monitor in ATLAS. It detects inelastic scattering in the forward direction to
perform measurements of the integrated luminosity and the online instantaneous luminosity
and beam conditions. The detector needs to be radiation hard and have good timing
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Figure 3.20: The left panel is a diagram of the FCal showing the location of the three layers
with respect to the EM end-cap and HEC. The right panel is a schematic of the electrode
structure in the copper plates of the first layer of the FCal. The tubes and rods, along with
the LAr gaps are indicated. The Moliere Radius (RM ) is shown for scale.
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at a radial distance of about 10 cm from the beam which corresponds to a pseudorapidity
of about 5.8. It is made of 20 aluminum tubes that surround the beam pipe directed toward
the interacting point. Each tube is 1.5 m long and 15 mm in diameter and is filled with
C4F10 at a constant pressure of 1.2 to 1.4 bar. This allows for the measurement of Cherenkov
radiation from the incident particles that is then collected in the PMTs. The pulse-height
of the read-out is then used to count the number of particles that entered a tube and the
number of particles is proportional to the number of interactions per bunch crossing µ
which can be used to calculate the luminosity as described in Section 3.1.4. LUCID uses
two algorithms (see Section 3.1.4): LucidEvtOR algoritm which requires greater or equal to
one hit on either side of the interaction point and the LucidEvtAND which requires greater
than or equal to one hit on both sides.
The BCM (Beam Condition Monitors) [208] are located 1.9 m from the interaction
point on either side. Their primary purpose is the detect multiple proton bunches hitting
collimators that are supposed to protect the detector systems and trigger an abort before
radiation detector damage can happen. They also serve as complementary luminosity mon-
itors to LUCID. There are four BCM detectors on each side of the interaction point that
are positioned at a radius of 55 mm outside of the beam-pipe, which corresponds to a pseu-
dorapidity of about 4.2. at equal locations in azimuth. They are made of Chemical Vapour
Deposited (CVD) diamond sensors which ionizes when charged particles pass through them.
The diamond is useful because it is very radiation hard which is needed for detectors that
sit close to the beam pipe. At 5 cm radially out from the diamonds there are RF amplifiers
that collect the signal from the diamonds. The BCM uses two different algorithms (briefly
described in Section 3.1.4) BCMVEvtOR and BCMVEvtOR which correspond to one hit on either
side of the interaction point in the horizontal or vertical pairs of detectors, respectively.
The ALFA (Absolute Luminosity For ATLAS) detectors are located 240 m from the
interaction point on either side. They are used to determine the absolute cross section and
luminosity by measuring elastic scattering a small angles since the optical theorem relates
the elastic-scattering amplitude in the forward direction directly to the total cross-section.
They can get very close to the beam (1 mm away) in order to measure at the very small
angle of 3 µrad. They are made of scintillating fiber trackers inside of Roman pots. A
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Roman pot is a detector volume (the pot) that is separated from the vacuum system of the
beam but is connected to the beam-pipe such that it can be moved very close to the beam.
Each detector is made of ten double-sided modules that each have 64 fibers with a width of
0.5 mm. This detector can only be ran with special conditions where there is low emittance
and high β∗.
3.2.4.2 Zero-Degree Calorimeters
The ZDC (Zero-Degree Calorimeters) measure neutral particles at |η| > 8.2 and are located
140 m in both directions from the interaction point. There are four modules on each
side where the first is an EM module and the last three are hadronic modules. Each
module consists of 11 tungsten plates whose faces are perpendicular to the beam direction
alternating with steel absorbers and 1.5 mm quartz strips. The incident particles shower
when they hit the absorber and produce Cherenkov light in the quartz that are fed through
air light-guides to the PMTs at the top of the detectors. There are additional quartz rods
that penetrate the tungsten to measure the position of incident particles.
Each side produces a L1 trigger signal called ZDC A and ZDC C that are made by passing
the signal through a discriminator to the Central Trigger Processor (CTP) (more details in
Section 3.2.5). The coincidence trigger, ZDC A C, is the logical AND of these two triggers. It’s
main purpose is to look for forward neutrons in heavy ion collisions to measure centrality
and more recently to perform measurements in ultra-peripheral collisions (UPC).
3.2.4.3 Minimum Bias Scintillating Trigger
The MBTS, which stands for Minimum Bias Scintillating Trigger [209], is used as a trigger on
minimum bias events, which are events selected with as little bias as possible, and to remove
background events offline. It consists of 32 octagonal scintillator counters that are each 2
cm thick separated into two disks on each side of the ATLAS detector (A and C). They are
located in front of the EMEC cryostats at 3560 mm in either direction from the interaction
point so the surface of the disks are perpendicular to the beam-pipe. The disks have an
inner and outer ring from 153 to 426 mm and 426 to 890 mm, respectively. The inner ring
covers a range of 2.82 < |η| < 3.84 and the outer ring covers a range of 2.09 < |η| < 2.82.
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The rings were divided into eight independent trapezoidal sectors in azimuth that are π/4
radians each. When particles hit the detectors, light from the scintillators is transferred
through wavelength-shifting fibers to the PMTs.
The signals from the PMT are amplified by the Tile Calorimeter electronics and put
through a leading edge discriminator that sends a pulse to the CTP (see Section 3.2.5). A
hit in the MBTS is a signal above the discriminator threshold. This is done separately for
each module over the threshold. Coincidence triggers are made from the individual hits to
make L1 triggers (see Section 3.2.5) named MBTS N, which is a total of N hits in either of
the sides, or MBTS N N, which is N hits in each side.
In additional to a minimum bias trigger, the MBTS is used for timing. A time is reported
for each side of the detector (tA and tC) relative to the LHC clock that is the average time
over the wedges that have a hit. The time difference (tA − tC) is used as a cut offline to
reject out of time background which is background that is not connected to a collision or
left-over signal from previous bunch crossings.
3.2.5 Trigger and Data Acquisition
At the LHC the events are so large (25 MB per event) and the rate is so high (40 million
Hz) that the amount of data per second (1 thousand TB/s) is too large to be recorded
due to processing power limitations and storage. Triggers are a way to quickly select a
small portion of the total that are useful events for physics to record so that all of the
events do not have to be processed and stored. Triggers use a combination of hardware
level and software level criteria, where the hardware decisions are made in µs and use data
from subsets of the detector and the software decisions make subsequent decisions with
more detailed information from all the detectors with more complicated algorithms. The
trigger system at ATLAS [210, 211] has three components: Level 1 (L1), Level 2 (L2), and
event filter (EF) triggers. The L1 trigger is hardware based and the L2 and EF trigger are
software based and make up the HLT (High-Level Trigger). Each layer of the trigger builds
on each other and adds additional selection criteria when necessary. The L1 trigger makes
the decision in less than 2.5 µs (which is 100 bunch crossings) and reduces the rate to 75
kHz in Run 1 and 100 kHz in Run 2. The HLT triggers reduce the rate again to 200 Hz in
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Run 1 and 1 kHz in Run 2 and to an event size of 1.6 MB in Run 1 and 2.4 MB in Run 2.
The L1 trigger looks for high pT jets, photons, muons, electrons, τ -leptons that de-
cay into hadrons, and large EmissT and E
tot
T . It utilizes reduced granularity information
from a subset of detectors that include muon spectrometer components, all the calorime-
ter sub-systems for EM clusters, jets, τ -leptons, EmissT , and total transverse energy. The
L1 Calorimeter Trigger (L1Calo) tries to find high-ET objects using information from
all the calorimeter components and sums of 7000 trigger towers with a granularity of
∆η × ∆φ = 0.1 × 0.1. This information is moved to the Cluster Processor (CP) which
identifies photons and electrons and the Jet/Energy-sum Processor (JEP) which uses jet
trigger components to identify jets and calculate scalar ET and E
miss
T . There is also a
L1Muon that is not relevant to this thesis and thus not described. This information is then
sent to the Central Trigger Processor (CTP) where the final L1 trigger decision is made. The
CTP can process 512 items in a trigger menu with different requirements on the detector
signals. The trigger items can be prescaled so that a fraction of the events that pass a given
trigger are randomly ignored to reduce the rate of triggers that produce a high number of
events regardless. The CTP also gives the number of the current luminosity block which is
the smallest interval over which the instantaneous luminosity can be measured.
The Data Acquisition System (DAQ) is what receives all the information from readout
electronics at L1 trigger rates. The data from the event is buffered until the L1 trigger
decision is given and when it is accepted the data is transmitted over point-to-point Readout
Links (ROL’s) to the L2 trigger where event building is performed. This data is then moved
again by the DAQ to the event filter, which are then moved to permanent storage. The
DAQ also monitors, controls, and provides configurations for the ATLAS detector.
The L1 trigger defines Regions-of-Interest (RoI) which are η and φ regions in the detector
that have been selected to have interesting features. This information is then used by the
HLT. The L2 trigger uses the detector information, like energy, position, and signature
type, within the RoIs at full granularity and precision. The information from the RoI
contain information on energy deposited in the calorimeter which improves threshold cuts
and information from the inner detector so tracks can be reconstructed to improve particle
identification. Events that pass the L2 trigger are then fully reconstructed and the events
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that do not are removed from memory. The next step is the Event Filter (EF) which looks
at fully built events and can make more sophisticated cuts like on fully reconstructed jets
(including subtraction procedures) or tracks. The ROIs are seeds to about 2500 “trigger
chains” which are EF items seeded on an L1 and L2 trigger. Events the pass the EF are
then passed to be recorded at TIER-0 by the DAQ so they can be fully reconstructed offline.
An overview of the ATLAS TDAQ (Trigger and DAQ) system in run 2 is shown in
Figure 3.21.
In this thesis, both Run 1 and Run 2 data is used, including pp, Pb+Pb, and Xe+Xe
collisions systems. Each system in each run utilizes different trigger streams that will be
detailed in dedicated dataset sections of their corresponding chapters. There are two main
streams that are used: MinBias stream which contains data from the MBTS or ZDC triggers
and HardProbes stream which contains high energy heavy ion objects like jets or photons
that do not happen as often. The HardProbes triggers can be used to select events with a
Figure 3.21: A diagram of the ATLAS TDAQ system in run 2 showing the trigger and DAQ
components and the flow of data from one to the other.
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reconstructed jet above some energy threshold and since these events are rare, saving the
data only when this occurs allows more events to be stored.




Jets need to be reconstructed from energy deposits in the calorimeter of the detector and
calibrated before being used in a measurement. The jets in this thesis have been recon-
structed in ATLAS using a similar reconstruction procedure detailed in Section 4.1 (and in
Ref. [212]), that is developed specifically for heavy ions. Despite the measurements in this
thesis being from different runs (Run 1 and Run 2), different center-of-mass energies (2.76,
5.02, and 5.44 TeV) and different collision systems (Pb+Pb, Xe+Xe, and pp), they all use
a similar reconstruction procedure. This procedure will be discussed generally here and the
jet performance will be shown for all the energies and systems used in the measurements
with a focus on Run 2 in Section 4.5. Unfolding procedures will also be discussed in general
(with some references to examples in the analysis chapters) in Section 4.6.
Jets in ATLAS HI collisions (and pp collisions) are constructed from 0.1× 0.1 towers in
the calorimeter using the anti-kt algorithm [63] (discussed in Section 2.2.5). They can be
grouped into various radii like R = 0.2, 0.3, 0.4, 0.5. This is shown in Figure 4.1, where the
parton-level jets after the collision hadronize and then deposit energy in the calorimeter.
These energy deposits are grouped together to form the jets. The energy of the towers are
constructed from cells within the towers that are at the electromagnetic scale.
The jets in HI collisions have a large background due to the underlying event (UE) that
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Figure 4.1: A diagram of how energy deposits in a calorimeter are grouped together to form
jets.
Figure 4.2: An ATLAS heavy ion event is shown from the 2.76 TeV Pb+Pb run in 2010.
The left panel shows the calorimeter towers and tracks in the detector in the transverse
plane. The center panel shows the ET values of the calorimeter towers in η-φ space. The
right panel shows the same thing but for the pT of the tracks [1].
contributes energy inside the jet cone. It needs to be removed from the jet before the jets
are used in a measurement. Figure 4.2 shows the ET for each calorimeter tower in η and φ
in the center panel. In this figure a jet can be seen above the large UE, where the UE varies
largely with η and φ (and also event-by-event). This background needs to be subtracted
from the jet shown in the figure. There can also be jets hidden underneath the background
that need to be found by removing the background. The procedure for removing this UE
background is detailed in Section 4.1.
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4.1 Background Subtraction Procedure
The UE is subtracted from each cell in each calorimeter layer within the towers inside of
jets. The procedure is iterative and uses a per-event average UE that is modulated by










where Ψn is the angle with respect to the event plane of the different flow harmonics and
vn are the amplitudes of the different flow harmonics (discussed in detail in Section 2.4.3.1).













so it can be subtracted in each cell in each layer within the jet. The subtraction is done layer-
by-layer and cell-by-cell and the background density and harmonics values are determined




T −Aijρi(ηj)(1 + 2vni cos 2(φj −Ψn)) (4.3)
where j represents the cells, i represents the layers, and Aij = ∆φ∆η is the area of the cell.
The ρ(η) is the per-event average energy density measured in strips of η and over the full
2π in azimuth.
The jets bias the estimation of the UE by overestimating the background since the
jet’s energies will be part of the total background. This causes an underestimation in the
jet energy once this background is removed, called self energy bias (SEB). Therefore, this
procedure is iterative so that the jets can be first found and then removed before estimating
the background density. These jets are referred to as seeds. The procedure is described
step-by-step below (and in Ref. [213]) with Figure 4.3 illustrating each step.
1. Find jet seeds: The jet finding algorithm is run on towers in the calorimeter without
any background subtraction (left-most panel of Figure 4.3). This will find many jets









Figure 4.3: Diagrams depicting the UE event subtraction procedure.
that could be real or background so a “seed” is defined to try to distinguish the two.
Here the seeds are defined to be R = 0.2 jets with at least one tower inside the jet





where EmaxT is the maximum tower ET and 〈ET〉 is the average tower ET inside the jet,
is required to be greater than 4 (D > 4). These selections find jets with denser cores
because the background jets will have a more uniformly distribution of ET values and
a real jet will have core particles within that carry most of the energy.
2. Remove seeds and estimate vn and Ψn: The jet seeds are removed from the distribution
of towers in the calorimeter and the amplitude and the phase of the background
modulation are estimated. In Run 1 only the n = 2 harmonics were used but in Run
2, n = 2− 4 were used to get a better estimate of the background. This decision will














where wj are tower weights that correct for local variations in the detector response.
The index j represents summing over all the towers that are not in η regions where
there are jets (as shown in the center right panel of Figure 4.3). This exclusion is
done so that the harmonic modulation is not overestimated by the presence of the
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jets. The amplitude is calculated in each layer of the calorimeter using









where the towers are again only outside of η regions containing jets. The harmonic
variables are only calculated in the FCal region in Run 1 and in the full calorimeter
in Run 2.









1 + 2vin cos 2(φj −Ψn)
(4.7)
where the cells are only used if they are not inside or within ∆R < 0.4 of the jet seeds
(as shown in the center left panel of Figure 4.3).
4. Subtract the background: Using equation 4.3 the background is subtracted from each
cell in each layer of the calorimeter.
5. Re-find jet seeds: The cells are grouped back into towers. Any negative energy cells
from an over subtraction should be averaged out in this sum. The jet finding algorithm
is then run again to find new jet seeds with R = 0.2 (as shown in the right-most panel
of Figure 4.3). These new jets seeds are defined to be jets with ET > 25 GeV in Run
1 and > 30 GeV in Run 2. Track jets (defined in Section 4.2) that have pT > 10 GeV
in Run 1 and pT > 7 GeV in Run 2 were also stored as seeds in this iteration step.
6. Determine the ρ(η), vn, and Ψn again excluding the new seeds and subtract this new
background estimate from the original calorimeter cells using equation 4.3 but with
these new variables.
7. Run the jet reconstruction again at any jet radii R = 0.2, 0.3, 0.4, 0.5. These are the
final jets that come out of the jet reconstruction.
8. SEB and mutual energy bias (MEB) corrections: Although the jets were removed
from the UE estimation to remove the SEB, the jets around the seed selection can
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still have some impact from the SEB if the final jets don’t match the seeds used.
A SEB correction is applied to any jet that was not associated with a seed (this
information is stored during the reconstruction). This selection classified jets as either
biased or not, but there is an in between case where the region around the jet seed
doesn’t contain the entire geometry of a jet (just part of it). There can be a bias from
the region where there is no overlap. There is also a MEB where any jet that isn’t
excluded from the background can cause an over subtraction of energy in another jet
in the same η interval. The procedure to remove these effects looks at strips of η for
jets that pass fake rejection (described in Section 6.2.1) but that have towers that
weren’t associated with a seed (∆R > 0.4) and sums the energies of those towers.
This over subtracted energy is then added back into the real jets in that η strip.
For jets correlated with seeds this is negligible but for jets with no overlap with
the seeds the effect is 10 %. This is a geometric effect that comes from a scale of
the areas since the new added energy would be ρ′Ajet, where ρ
′ is the density of
the correction which is the summed energy found (or the original energy of the jet,
EoldT ) divided by the area of the η slice 2 ∗ R ∗ 2π. The energy added the becomes,
∆E = EoldT ∗ (πR2/4Rπ) = EoldT ∗ (R/4) = EoldT ∗ (0.4/4) = 0.1 ∗ EoldT such that
EnewT = E
old
T + ∆E = E
old
T (1 + 0.1), which is a 10 % effect.
9. Calibration: The jets are at the EM scale after the reconstruction and need to be
calibrated to the hadronic scale. This is done using a multiplicative constant that
depends on the jet’s energy and η. The details of the calibration procedure is discussed
in Section 4.4.
After this procedure the jets can be used in an analysis. In this thesis, jets using R = 0.3
and R = 0.4 from both Run 1 and Run 2 are used.
4.2 Track jets
It was mentioned that track jets are also stored which are used as a cross-check on the
calorimeter jet energies. Track jets are jets that have been reconstructed from the energy
of charged particle tracks using the anti-kt algorithm at R = 0.4. The tracks included in
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the sum are required to have a pT > 4 GeV in order to suppress the UE. The tracks were
also required to pass some track selection requirements.
4.3 MC samples
The measurements in this thesis use different MC samples. MC generators were discussed
in Section 2.2.6) and the specific MC samples used in the different analyses are discussed in
their respective MC sections. Here a general description of what type of MC samples are
used for HI collisions will be discussed.
Typically in HI collisions the MC simulations start with some signal of “truth” (or
generator level) jets in pp collisions. These jets usually come from some version of Pythia,
where the jets are constructed from a parton shower modeled by the MC generator. These
“truth” jets are then embedded into some background meant to represent the HI background
in data. In some cases minimum bias HIJING (discussed in Section 2.5.2.5) Pb+Pb events
are used with an afterburner to simulate the flow modulation using vn values from data.
A more effective way to simulate the background is to embed the jets into real minimum
bias Pb+Pb data so that the MC has the same UE as the data. The MC generator signal
and background are put through a GEANT4 [215] simulation of the ATLAS detector. The
signals are then combined during the digitization state and reconstructed together as a
combined event. This combined event is reconstructed in the same way as the data so that
the effects of the UE and detector response can be seen in MC. The resulting jet after the
reconstruction is called a “reconstructed” jet. The “truth” and “reconstructed” jets can be
used to derive the calibration and also to evaluate the jet performance.
The Pythia samples are divided into J samples with fixed ranges on the jet ˆpminT to
ˆpmaxT in the hard scattering with each having the same number of events. This allows the
full pT spectrum in the MC to have good statistics instead of relying on the power law
behavior of jet pT spectrum that will have low statistics at high pT. A single background
event is used once in each of the J samples. The ranges could be different for the different
samples used in the analyses and are thus given in their respective analysis chapters. The
J samples are then combined using cross-section weights from Pythia.
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An issue can arrise when the overlaid background contains real jets that get recon-
structed on top of the truth jets. In this case the energy of the reconstructed jet comes
from both the truth jet and the real jet in the background and thus doesn’t correspond to
the original jet energy. In order to remove this effect a MinBiasOverlay stream [216] is
produced, where the events used in the MC overlay from the minimum bias data or HIJING
are separately analyzed to identify real jets. This sample was then used to remove all truth
jets that overlapped with a real jet in the MinBiasOverlay.
The MC samples now have a background distribution with a ΣEFCalT distribution like
in the MinBias data, not like in the jet-triggered HardProbes jet data (discussed in Sec-
tion 3.2.5), since the MinBias data was used for the overlay. The ΣEFCalT distribution is
used to characterize centrality and is discussed in Section 5.1.1.1. The events in the MC are
re-weighted at a given ΣEFCalT value using weights derived by taking the ratio of the ΣE
FCal
T
in the jet-triggered sample to the minimum bias sample. An example of this procedure is
described in Section 6.3.1.1.
4.4 Calibration derivation
As already mentioned the jets have to be calibrated from the EM to the hadronic scale. This
is done through a MC-based procedure called “EM+JES” [217] that is used in standard
pp collisions. The procedure derives a multiplicative constant that can be applied to the
jet four-momentum that depends on the η and pT of the jet. It uses a numerical inversion
procedure and is derived using HI jets in pp MC with data overlay. Standard EMTopo pp
jets are different than HI jets (the jets described in all the steps above) in that the EMTopo
jets use topological clusters of energy to form jets instead of the calorimeter towers. The
calorimeter towers are used for HI jets because the conditions in the HI environment make
the topo-clusters ill-defined. The calibration procedure for HI jets is described in Ref. [218].
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which is evaluated for all calorimeter jets that are isolated from other calorimeter jets and
that match a truth and a track jet (within ∆R < 0.3). This response is evaluated as
a function of the truth ET and η. For each truth jet ET and η the values of the mean
response 〈R〉 and the mean EM-scale reconstructed ET, 〈EEMT 〉, is found using gaussian
fits. The mean response is fitted as a function of 〈EEMT 〉 for each truth ET and η bin
using a fourth-order polynomial in logEEMT . This function, Fcalib(E
EM
T ), is used as the







This calibration is applied in AA and pp in both data and MC. An additional “cross
calibration” is applied to the data to account for the difference between the calorimeter
response in data and MC since the calibration factors are derived in MC. It is found by
comparing the response between HI jet and EMTopo jets, since the EMTopo jets have a















and fitting it to a polynomial. The fit contants as a function of pHIT and η are then used as
multiplicative factors to the jet pT.
4.5 Jet Performance
In this section the performance will mainly be discussed in the context of Run 2 jets at
√
sNN = 5.02 TeV in 2015 Pb+Pb and pp data and MC from Powheg+Pythia 8 with
minimum-bias data overlay. The jet performance in Run 1 at
√
sNN = 2.76 TeV in 2011
Pb+Pb and 2013 pp data and MC from Pythia with minimum-bias data overlay has
previously been investigated for the analysis in Ref. [5], but some results are shown here as
well. Run 2 jets at
√
sNN = 5.44 TeV in 2017 Xe+Xe data and
√
sNN = 5.02 TeV in 2017
pp data and MC from Pythia 8+HIJING are also discussed.
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Figure 4.4: The subtraction energy ∆ET as a function of ΣE
FCal
T in four different η intervals
for 2015 Pb+Pb data at
√
sNN = 5.02 TeV.
4.5.1 Subtracted ET
The background subtraction procedure can be verified in HI data by looking at the energy
that was subtracted, ∆ET, as a function of ΣE
FCal
T . The UE is expected to increase with
centrality or increasing ΣEFCalT . This is shown for Run 2 jets in Pb+Pb collision in Figure 4.4
in different η intervals since the UE varies with η as well as centrality. The subtracted ET
is shown to be linearly correlated with the ΣEFCalT as expected.
This is also shown for the Xe+Xe data in run 2 in Figure 4.5 for jets having subtracted
transverse momenta pT > 35 GeV. The η intervals use here are wider than the intervals
used for the Pb+Pb case because of the limited statistics in Xe+Xe. The distributions also
show the expected behavior.











































































































| < 2.8η2.1 < |
Figure 4.5: Distributions of subtracted jet transverse energy, ∆ET, vs ΣE
FCal
T for jets having
pT > 35 GeV in different intervals of jet rapidity.
4.5.2 JES and JER
After the jet reconstruction, the jet performance is evaluated to determine how well any jet
measurement can be done. The MC samples described in Section 4.3 are used where the
Pythia jets are embedded in real minimum bias data (or HIJING for the Xe+Xe analysis)
and reconstructed in the same way as data. This way the jets in the MC have the same
UE as in the data. If the background subtraction is working, the energy of the jet after
reconstruction should be back to energy of the before (“truth”). This is evaluated by
looking at the jet energy scale (JES) and jet energy resolution (JER), which are found
by evaluating the distribution of precoT /p
truth
T as a function of p
truth
T . If the background was
completely removed this would be a gaussian centered at unity with the width of the gaussian
equal to the detector resolution. Any deviations from unity are due to imperfections in the
background subtraction procedure.
In MC the precoT /p
truth
T is found by matching truth and reconstructed jets within a ∆R =√
∆η2 + ∆φ2 < 0.3. This is done in bins of η in pp collisions and in bins of centrality and η
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in Pb+Pb collisions. The 2D distribution is shown in Figure 4.6, with the mean indicated

























| < 0.4η0-10%, |
2015 Pb+Pb MC
Figure 4.6: The precoT /p
truth
T as a function of p
truth
T for 0-10% 2015 Pb+Pb MC at
√
sNN =
5.02 TeVin |η| < 0.4. The mean of the distribution is shown in the black circles.
The JES and JER are the mean and width of this distribution, respectively. These are
found by fitting gaussians in slices of ptruthT . A schematic of this is shown in Figure 4.7 with
the JES and JER indicated. Figure 4.8 shows some examples of gaussian fits to the slides
in the 2D distribution. The fit is performed by fitting the gaussian once to get an estimate
of the mean and width, which are used to truncate the distribution to remove non-gaussian
tails. The distribution is then fit with a gaussian again to extract a new mean and width.
The gaussian also needs to be truncated at low ptruthT where the kinematic cuts are reached.
The means and widths of each slice in η and centrality (including pp) are extracted
and plotted as a function of the ptruthT in Figure 4.9, where the left shows the JES and
the right shows the JER. The JES (or closure) is shown to be at most 1% at high pT. It
has a small centrality dependence which is expected since the UE is harder to remove in
central collisions where it is the largest. The JER is shown to be largest in the most central
collisions as well, where it is ∼ 16% at 100 GeV and decreases to a value of about 5–6% at
high pT.
The JES in different η bins for different centralities in Pb+Pb are shown in Fig 4.10.




Figure 4.7: A diagram of a slice of the precoT /p
truth
T distribution where the mean (JES) is
shown in red and the width (JER) is shown in blue.
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T distribution for 0-10% 2015 Pb+Pb MC at√
sNN = 5.02 TeVin |η| < 0.4 fit to a gaussian.
The JES tends to be worse in more forward rapidity where the detector response is less
understood.
The JER in different η bins for different centralities in Pb+Pb are shown in Fig 4.11.
The JER can be parameterized as
σ(∆pT) = a
√
pT ⊕ b⊕ cpT (4.11)
where a, b, and c are free parameters.
The parameters a and c are sensitive to the detector response and are expected to be
























pp 0 - 10 % 10 - 20 %
20 - 30 % 30 - 40 % 40 - 50 %
50 - 60 % 60 - 70 % 70 - 80 %
40 60 100 200 400 600 1000
 SimulationATLAS Powheg + Pythia 8
Pb+Pb data overlay
 = 5.02 TeV
NN
s



























40 60 100 200 400 600 1000
pp
0 - 10 %
10 - 20 %
20 - 30 %
30 - 40 %
40 - 50 %
50 - 60 %
60 - 70 %
70 - 80 %
 SimulationATLAS
Powheg + Pythia 8
Pb+Pb data overlay
 = 5.02 TeV
NN
s









a = σFits: 
Figure 4.9: The left panel shows the JES as a function of ptruthT and the right panel shows
the JER as a function of ptruthT . Both are for jets inclusive in |η| < 2.8. The curves are for
pp and Pb+Pb with different centralities in 2015 at
√
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Figure 4.10: The JES as a function of ptruthT in different η bins and centralities.
independent of centrality. The b term is from fluctuations uncorrelated with the jet pT. It
is called the “noise” term because it is expected to be from electronic or pileup noise, but in
HI (in all but the most peripheral HI collisions) it is actually from the UE fluctuations and
the noise terms are small in comparison. The JER distributions are fit using equation 4.11
and the values for a and c are shown in Fig. 4.12 to be independent of centrality. The b term
is shown in Fig. 4.13 to have a strong centrality dependence. The b term can be directly
compared to an independent study of fluctuations in the data. This study is described in
Section 5.5.2 and 7.2.
The JES and JER in
√
sNN = 2.76 TeV Pb+Pb and pp collisions from Run 1 data is


























40 60 100 200 400 600 1000
| <0.4η0 < |
 0.00025±=0.048 c 0.08; ±=14.32 b 0.012; ±=0.75 a0 - 10: 
 0.00025±=0.047 c 0.082; ±=11.85 b 0.011; ±=0.77 a10 - 20: 
 0.0003±=0.047 c 0.1; ±=9.653 b 0.013; ±=0.78 a20 - 30: 
 0.00027±=0.048 c 0.1; ±=7.942 b 0.011; ±=0.75 a30 - 40: 
 0.00036±=0.047 c 0.15; ±=5.67 b 0.013; ±=0.8 a40 - 50: 
 0.00034±=0.047 c 0.17; ±=4.43 b 0.013; ±=0.77 a50 - 60: 
 0.00031±=0.048 c 0.18; ±=3.448 b 0.011; ±=0.76 a60 - 70: 


























40 60 100 200 400 600 1000
| <0.8η0.4 < |
 0.0003±=0.047 c 0.086; ±=13.78 b 0.013; ±=0.8 a0 - 10: 
 0.00029±=0.047 c 0.087; ±=11.32 b 0.012; ±=0.8 a10 - 20: 
 0.00034±=0.048 c 0.11; ±=9.27 b 0.013; ±=0.78 a20 - 30: 
 0.00032±=0.047 c 0.11; ±=7.303 b 0.012; ±=0.8 a30 - 40: 
 0.00042±=0.046 c 0.17; ±=5.334 b 0.014; ±=0.81 a40 - 50: 
 0.00039±=0.047 c 0.19; ±=4.373 b 0.014; ±=0.79 a50 - 60: 
 0.00038±=0.047 c 0.23; ±=2.966 b 0.012; ±=0.78 a60 - 70: 


























40 60 100 200 400 600 1000
| <1.2η0.8 < |
 0.00041±=0.053 c 0.098; ±=14.03 b 0.018; ±=0.74 a0 - 10: 
 0.00042±=0.053 c 0.1; ±=11.39 b 0.016; ±=0.77 a10 - 20: 
 0.0005±=0.052 c 0.13; ±=9.293 b 0.017; ±=0.81 a20 - 30: 
 0.00047±=0.053 c 0.13; ±=7.662 b 0.016; ±=0.78 a30 - 40: 
 0.00061±=0.053 c 0.19; ±=5.931 b 0.02; ±=0.78 a40 - 50: 
 0.00061±=0.052 c 0.25; ±=3.909 b 0.018; ±=0.83 a50 - 60: 
 0.00058±=0.052 c 0.29; ±=2.943 b 0.017; ±=0.82 a60 - 70: 
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| <1.6η1.2 < |
 0.00094±=0.042 c 0.13; ±=13.67 b 0.022; ±=0.88 a0 - 10: 
 0.00094±=0.04 c 0.13; ±=11.01 b 0.019; ±=0.92 a10 - 20: 
 0.0011±=0.041 c 0.17; ±=8.587 b 0.021; ±=0.92 a20 - 30: 
 0.00098±=0.042 c 0.17; ±=6.827 b 0.018; ±=0.91 a30 - 40: 
 0.0014±=0.038 c 0.28; ±=4.869 b 0.022; ±=0.95 a40 - 50: 
 0.0013±=0.038 c 0.5; ±=2.267 b 0.02; ±=0.96 a50 - 60: 
 0.0011±=0.044 c 0.45; ±=2.341 b 0.02; ±=0.88 a60 - 70: 


























40 60 100 200 400 600 1000
| <2η1.6 < |
 0.0014±=0.051 c 0.15; ±=13.59 b 0.061; ±=0.44 a0 - 10: 
 0.0015±=0.045 c 0.15; ±=10.87 b 0.037; ±=0.63 a10 - 20: 
 0.0016±=0.05 c 0.18; ±=9.366 b 0.051; ±=0.51 a20 - 30: 
 0.0018±=0.036 c 0.19; ±=6.609 b 0.026; ±=0.79 a30 - 40: 
 8.1e-08±=7.9e-12 c 4.2e-05; ±=1.489e-05 b 2.4e-06; ±=4.1e-10 a40 - 50: 
 0.0033±=3.6e-08 c 3; ±=8.424e-05 b 0.0045; ±=0.96 a50 - 60: 
 0.0017±=0.045 c 0.3; ±=3.698 b 0.033; ±=0.65 a60 - 70: 


























40 60 100 200 400 600 1000
| <2.8η2.4 < |
 0.011±=0.037 c 0.37; ±=12.78 b 0.18; ±=0.53 a0 - 10: 
 5.5e-08±=1.2e-08 c 2.2e-05; ±=1.586e-08 b 1.1e-06; ±=2.3e-10 a10 - 20: 
 0.0094±=2.5e-06 c 0.2; ±=8.09 b 0.026; ±=0.77 a20 - 30: 
 0.0079±=0.042 c 0.42; ±=7.125 b 0.12; ±=0.58 a30 - 40: 
 0.017±=0.024 c 0.68; ±=4.618 b 0.1; ±=0.76 a40 - 50: 
 0.022±=1.4e-05 c 0.53; ±=2.138 b 0.02; ±=0.84 a50 - 60: 
 0.0052±=1.1e-06 c 0.61; ±=1.424 b 0.017; ±=0.79 a60 - 70: 
 0.012±=1.6e-06 c 1.4; ±=7.341e-05 b 0.0089; ±=0.72 a70 - 80: 
Figure 4.11: The JER as a function of ptruthT in different η bins and centralities.
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Figure 4.12: The a (left) and c (right) parameters from the fits of the JER using equa-
tion 4.11.
shown in Figure 4.14. Both the JES and JER have similar trends to the Run 2 results
but the resolution is slightly lower due to the different center-of-mass energy that should
produce a lower UE. The same thing is shown for
√
sNN = 5.44 TeV Xe+Xe and pp collisions
from Run 2 data in Figure 4.15. The JER shows similar trends to Pb+Pb data except it
is slightly low, which is expected due to the smaller system size. This is quantified in
Section 7.2. The JES has a slight shift downward (corrected for in the analysis) that could
be due to the fact that this analysis uses HIJING for the background.
The performance can have a flavor dependence since the detector can respond differently
to quark and gluon jets. The difference between the JES and JER for quarks and gluons
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 | < 2.1η 0 < | 
Figure 4.14: The left panel shows the JES as a function of ptruthT and the right panel shows
the JER as a function of ptruthT . The curves are for Pb+Pb with different centralities in 2011
at
√
sNN = 2.76 TeV.
in central and peripheral Pb+Pb collisions in shown in Figure 4.16. The top panel shows
the difference in the JES between central and peripheral collisions, where the quarks have
a slightly higher JES (especially at lower pT) than gluons. The bottom panel shows the
JER for central collisions on the left and peripheral on the right, where for central collisions
the resolution is worse for gluon jets at low pT and worse for quark jets at high pT. In
peripheral collisions the quark jet resolution tends to be worse.
As mentioned in Section 4.1, the reconstruction does a lot of work to remove the back-
ground due to the UE that is modulated by the harmonic flow. It was also mentioned that
in Run 1 only n = 2 was used, but that in Run 2 the subtraction was extended to include
n = 3 − 4 because it was found to improve the jet performance. The effectiveness of the
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a = σFits: 
 | < 2.8η = 0.4 HI jets, | R tkanti-
Figure 4.15: The left panel shows the JES as a function of ptruthT and the right panel shows
the JER as a function of ptruthT . The curves are for Xe+Xe with different centralities in 201y
at
√
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Figure 4.16: The top panel shows the difference in the JES between central and peripheral
Pb+Pb collisions as a function of ptruthT for quark and gluon jets. The bottom panel shows
the JER as a function of ptruthT for central Pb+Pb on the left and peripheral on the right for
quark and gluon jets. The curves are for 2015 Pb+Pb data at
√
sNN = 5.02 TeV.
background subtraction procedure can be investigated by looking at the JES relative to the
n = 2 and n = 3 phase, n|Ψn − φ|, where Ψn is the phase of the harmonic modulation
due to flow as described in Section 2.4.3.1 and shown in equation 4.1. This is shown in the
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left and right panel of Figure 4.17, where the open black points on each figure show the
distribution without including harmonic flow in the UE subtraction and the filled points
show the impact of including the harmonic flow correction. It can be seen that including
the harmonics greatly reduces the JES ∆φn dependence and results in only a small residual
dependence on event plane angle. This translates into a substantial improvement in the
overall JER, which is shown in Figure 4.18.
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Figure 4.17: The JES as a function of 2|Ψ2 − φtruth| (left) and 3|Ψ3 − φtruth| (right) for
jets with ptruthT between 100-200 GeV. The black unfilled points are for centrality of 0-10%
without the flow subtraction. The filled points show the JES with the flow subtraction
applied for different centralities.
The motivation for including higher harmonics is shown in Figure 4.19. The colors
represent turning on different aspects of the jet reconstruction, where “no flow” represents
no harmonic flow in the subtraction, “vnonlybarrel” means that only that particular nth
harmonic was turned on and it was estimated in the barrel, “v2v3barrel” means that just the
n = 2 and 3 harmonics were turned on, “v2v3v4barrel” means that n = 2−4 were turned on,
and “ARA06v2v3v4barrel” means that remodulation was turned on. Remodulation is when
the flow harmonics are recalculated in the second iteration of the background subtraction
(step 6 in Section 4.1). In the left panel the JES as a function of ∆φ2 is shown for turning on
different aspects of the jet reconstruction, where turning on the v2 subtraction significantly
improves the JES. The center panel shows the JES as a function of ∆φ3, where turning on
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Figure 4.18: The JER as a function of ptruthT for 0-10% centrality with and without the flow
subtraction included in the reconstruction.
the v3 subtraction improves the JES. Finally, the right panel shows the JES as a function
of ∆φ4, where turning on the n = 2− 3 subtraction reduces the JES but turning on the v4

















































































Figure 4.19: The JES as a function of n|Ψn − φtruth| (n=2 left, n=3 middle, n=4 right) for
jets with ptruthT between 100-200 GeV in 0-10% centrality. The colors indicated the effects
of turning on different aspects of the background subtraction in the reconstruction.
Despite the slight over subtraction, the n = 4 harmonic is still included in the subtraction
because it improved the JER as shown in Figure 4.20. The left panel shows the JER as
a function of ptruthT , where the v2 is shown to significantly reduce the JER, especially at
low ptruthT . Adding in additional harmonics also reduces the JER but it is difficult to see
which ones have the biggest effect so the right side of Figure 4.20 shows the difference in
the squares of the JER for each successive improvement to the reconstruction. It can be
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Figure 4.20: The left panel shows the JER as a function of ptruthT for 0-10% centrality with
different types of UE subtraction in the reconstruction, where each curve represents an
improvement to the previous curve. The right panel shows the difference in the final and
initial JER (
√
σ2f − σ2i ) for the successive improvements to the reconstruction.
Figures 4.9, 4.14, and 4.15 shows the status of the jets after the reconstruction and how
well the jets are measured for any jet measurement. The remaining effects of the JES and
JER are removed through an unfolding procedure discussed in Section 4.6.
4.5.3 Reconstruction Efficiency
The efficiency of the jet reconstruction for reconstructing a jet at a given ptruthT is evaluated
by taking the ratio of the distribution oftruth jets that are matched to a reconstructed jet to
all of the truth jets. This is shown for Run 2 jets in Pb+Pb and pp collisions in Figure 4.21
for different η intervals. This demonstrates that the reconstruction is efficient above 100 GeV
for central collisions (where the efficiency is the worst). The reconstruction efficiency is also
shown for Run 2 jets in Xe+Xe collisions in Figure 4.22, where the reconstruction is also
fully efficient above 100 GeV.





























































































Figure 4.21: The jet reconstruction efficiency for
√
sNN = 5.02 TeV jets as a function of




















pp 0 - 10 % 10 - 20 %
20 - 30 % 30 - 40 % 40-60%
60-80%
30 40 60 100 200 400 600 1000
 Simulation InternalATLAS Powheg + Pythia 8
Xe+Xe data overlay
 = 5.44 TeV
NN
s
 | < 2.8η = 0.4 HI jets, | R tkanti-
Figure 4.22: The jet reconstruction efficiency as a function of ptruthT for |η| < 2.8 for pp and
the different centralities in Pb+Pb.
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4.6 Unfolding
The jets are unfolded to remove residual detector and UE effects. The unfolding is un-
der better control the more effective the background subtraction is at removing the UE.
Unfolding corrects the data from the detector to a generator (or truth) level distribution.
The data is reconstructed and is thus at the reconstructed level in the same vein as the
reconstructed MC. This correction is achieved by using the response between the truth and






where R is the response between truth and reconstructed jets (example in Figure 6.22).
To find the ~pT
truth
data from the ~pT
reco








It is not this simple though because sometimes the pT distributions are actually distributions
of multiple variables and the response matrix has to be inverted in a controlled way. This can
be done using Bayesian unfolding techniques. Specifically, iterative Bayesian unfolding [219]











where Aij is the response between the truth and reconstructed MC, εj =
∑
iAij , t represents
truth level and r represents reconstructed level. The truth level MC or tMCi is called the
prior and a good unfolding procedure should not depend on the prior. This is because
any dependence on an input truth level distribution can bias the eventual truth level data
distribution. Therefore, Bayesian iterative unfolding iterates on the truth distribution by








j . This is then repeated until convergence.
Unfolding can be done in multiple dimensions but this thesis includes unfolding problem
in 1D and 2D. For a 1D unfolding problem, where the data is a one-dimension distribution
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like a pT spectrum, the response is in 2D. For example, the pT spectra in the RAA result
discussed in Chapter 6. For a 2D unfolding, where the data is a two-dimensional distri-





1 , and v
reco
2 . An example of a 2D unfolding problem is the leading/sub-leading
(pT1-pT2) distribution that produces the xJ distributions in Chapter 5. When unfolding a
binned distribution, counts are moved around and redistributed through an effect called bin
migration.
Any unfolding problem requires a detailed understanding of the response and the more
diagonal the response is the easier it is to unfold. A diagonal response comes from jets that
have high resolution, meaning the JER is smaller. The effect of unfolding can vary depending
on the variable at hand and how different the data is from the MC. For example, the effect
of unfolding on jet RAA isn’t that large, especially at high pT (shown in Section 6.3.3.5),
but the xJ distribution changes significantly with unfolding (shown in Section 5.4). The
response must also include bins outside of the kinematic ranges desired for the final results
because bin migration will cause counts to move in and out of the kinematic boundaries
during unfolding.
Unfolding is useful because the unfolded response can be compared directly to theoretical
calculations since unfolding removes the effect of the detector and thus the bias in the
measurement to the particular detector used. This is particularly useful for jets where
there are numerous theories and questions about which jet energy loss mechanisms and
jet-medium interaction effects are important and dominant in different kinematic regimes
(described in detail in Section 2.5). Thus comparisons to theory can help constrain different
models to better understand how the jets lose energy in the QGP. This comparison can
also be achieved by smearing out theoretical models using a MC response to produce a
“reconstructed” version of the theory that can be compared directly to the data without
unfolding. This method can be useful to constrain models but sometimes distinct features
in data are lost in unfolding, or unfolding can reveal features that can tell us something
about what the medium is doing to the partons. This is particularly true in the xJ analysis
and will be discussed in detail in Section 5.4. Unfolding is also more useful than smearing
when trying to compare results between experiments.
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Unfolding problems can be hard to solve and there are some common issues that come
up in each unfolding problem which will be discussed in general here and in detail for specific
examples in the analysis sections of this thesis.
4.6.1 Convergence and Prior
In the Bayesian unfolding method detailed above, the unfolded result must converge with
the number of iterations. In theory, this means that the data could be iterated until infinity
but the statistical uncertainties in the data actually increase with the number of iterations.
Therefore, the point of convergence needs to be found so that the iterating can stop and a
reasonable estimate of the statistical uncertainties can be made. In an unfolding problem,
a check that the unfolding is working is looking at the stability of the results to number of
iterations meaning that the result can not change much within a certain amount of iterations
from the nominal result. The “nominal” refers to the distribution at the fixed number of
iterations determined to be the final unfolded result.
As mentioned previously, when discussing the Bayesian unfolding method, an unfolded
result should not depend on the prior or original truth level MC distribution. Therefore,
any number of priors should be able to be used in an unfolding problem and the same
“truth” should come out. In theory, a flat prior could be used and convergence to “truth”
would still happen. The prior used for the nominal result should also be carefully chosen
to be as close to the data as possible since the result converges faster the closer the prior is
to the “truth” and the faster the convergence the less the statistical uncertainties blow up.
The dependence on the prior must always be checked with a carefully selected number of
priors that fully encapsulates plausible changes to the reconstructed MC. An “alternative”
prior is then used as for a systematic uncertainty in the final measurement.
A method for deciding when the result has converged to the truth is needed in each
unfolding problem. For simpler unfolding problems, where the data and the MC aren’t that
different, the “nominal” is chosen when the result is stable with the number of iterations.
This method is used in the RAA analysis and is discussed in Section 6.3.3.4. For more
complicated unfolding problems the convergence criterion is based on a comparison between
dependence on the prior and the statistical uncertainties. The dependence on the prior is
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determined by comparing the result with two different priors at a fixed number of iterations
and is expected to decrease with the number of iterations. Since the statistical uncertainties
increase with number of iterations, a number of iterations can be found that collectively
minimizes the two. This is used for the xJ analysis and is described in detail in Section 5.4.6.
4.6.2 Statistics
Unfolding requires a careful treatment of both how the statistics in the data and MC are
propagated to the final unfolded results and how the limited statistics can affect the unfold-
ing. The statistics on the final unfolded result are determined through pseudo-experiments
on the data, where a new data distribution is generated and re-unfolded N times based on
the statistical uncertainties in the data. The same thing is done for the response based on
the statistical uncertainties in the MC. The difference between the nominal result and the
pseudo-experiments is taken as the statistical uncertainty in the data.
Sometimes the MC samples have limited statistics, like in the xJ analysis discussed in
Section 5.5.5, which can cause the edges of the response distributions to be sparse. This can
result in fluctuations in the response matrix that are propagated through the unfolding and
cause fluctuations in the unfolded result. This effect is accounted for by building a factorized
response that is generated by sampling the response between the truth and reconstructed
jets to fill out all the edges of the response distributions. The response is factorized because
it is filled without taking into account the correlation between the individual variables in a
2D unfolding problem. The difference between the result from unfolding with the factorized
response and the nominal is taken as a systematic uncertainty.
4.6.3 Distribution Shape
Abnormal shapes in the data like kinks or changes in curvature can make the unfolding
more difficult. These shapes typically come from some residual background in the data
like fake or combinatoric jets. These backgrounds need to be removed before unfolding
the data. These background contributions usually come into the distributions in unique
ways depending on the analysis and thus the procedures to remove them can be different
in each individual measurement. “Fake” jets or “UE jets” are jets that are reconstructed








Figure 4.23: A diagram showing the effect of the fakes on a steeply falling pT spectrum.
The fake rate is shown in red, the real distribution in blue, and the fake+real distribution
in black.
from fluctuations in the UE. An over exaggerated demonstration of the effect of this on
a pT spectrum is shown in Figure 4.23. The fakes typically have a gaussian shape in jet
pT and are more prominent at lower pT where the background subtraction is more difficult
due to the UE size being more comparable to the size of the jets. The data with the fakes
included is shown to cause a broader shape and kink due to a curvature change when added
to the real distribution. This is discussed in more detail in Section 6.2.1. There can also be
combinatoric jets that do not originate from the same hard scattering due to uncorrelated
hard scatterings in the same event as the signal jets. This is relevant in the xJ analysis and
the method to remove them is discussed in Section 5.3.1.3.
4.6.4 Systematic Uncertainties
The systematic uncertainties are treated in a specific way in an unfolding problem, where
the dominant uncertainties are due to the JES and JER (discused in detail in Section 5.5)
since the dominant uncertainty is from the UE. The systematic uncertainties are evaluated
by building a new response with a systematically varied relationship between the truth
and reconstructed jet kinematics and re-unfolding the data with the new response. The
systematic uncertainty then becomes the quadratic difference between the nominal and
systematically varied results. There are analysis specific systematic uncertainties that will
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be discussed in the corresponding analysis sections. Finally, there are specific uncertainties
due to the unfolding procedure that were already mentioned above: sensitivity to the prior
discussed in Section 4.6.1 and sensitivity to MC statistics discussed in Section 4.6.2.
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Chapter 5
Dijet Asymmetry
5.1 Data and MC Samples




5.1.1 2011 Pb+Pb Data
The Pb+Pb data used is this analysis was taken during run 1 in 2011 at
√
sNN = 2.76 TeV
with a total luminosity of 0.14 nb−1. A combination of minimum bias and jet-triggered
triggers were used. The minimum bias events were selected using a logical OR between
the EF_L1TE50_NoAlg, which is a transverse energy (TE) trigger with an EtotT = 50 GeV
and EF_mbZdc_a_c_L1VTE50_trk, which is ZDC coincidence trigger. When just the ZDC
trigger is fired, empty events are removed by imposing a requirement of at least one track.
This trigger was prescaled by a factor of 18, which means that a factor of 18 less data
was stored, and was fully efficient for the kinematic ranges in this analysis. The jet-trigger
EF_j20_a2hi_EFFS_L1TE10 [220] was used to improve the statistics at high pT. It is an
unprescaled trigger that is seeded off of the L1TE10 trigger. This is also a TE trigger
with EtotT = 20 GeV that had the full jet reconstruction applied to it (Section 4.1) during
data taking. The trigger then selects events with at least one jet with ET > 20 GeV at
the electromagnetic scale. This trigger is fully efficient above the threshold at 20 GeV for
R = 0.2 jets (the radius that the reconstruction was performed at), but larger R jets that
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are reconstructed offline (offline being not during data-taking) will have an efficiency with a
broad turn-on around the threshold. The trigger efficiencies are discussed in Section 5.3.1.1.
The events were also required to pass typical HI event-level selection criteria which try
to remove non-collisional background and EM inelastic interactions between the nuclei:
• At least one reconstructed primary vertex.
• A MBTS timing cut of ∆tMBTS < 5 ns which is determined by a timing difference
between the two MBTS detectors on the A and C sides of the detector.
• Good data quality selections which include being in a running period with stable beam
and detector conditions by selecting on lumi-blocks specified in the HI good runs list
(GRL).
• Removal of events containing detector or DAQ errors.
After all of the event level selections the minimum bias data contained 53 million events
with an integrated luminosity of 8 µb−1 and the jet-triggered data contained 14 million
events with an integrated luminosity of 0.14 nb−1. The average number of collisions per
bunch crossing µ was less than 0.001.
5.1.1.1 Centrality Determination
As mentioned in Section 2.4.2, HI events are divided into centrality classes based on the
degree of overlap of the colliding nuclei. The centrality is used as a proxy for the impact
parameter b. The more overlap, the more central the collision, and the less overlap, the
more peripheral the collision. In-medium effects are expected to have a dependence on the
centrality since the more overlap the more medium is created and the less overlap the more
the collision is like a standard pp collision. Section 2.4.2 described how experiments use
measurable quantities with similar distribution to the Glauber variables Npart and Ncoll to
classify centrality. These quantities are somehow representative of the total particle pro-
duction in the event. In ATLAS the sum of the transverse energy in the forward calorimeter
(FCal) is used ΣEFCalT which covers 3.2 < |η| < 4.9. It is located very far forward so is
separated from the centrality-dependent physics but is correlated with the remaining energy
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Figure 5.1: The left-hand side shows the sum of the total transverse energy in the calorimeter
within |η| < 3.2 (
∑
ET) as a function of the ΣE
FCal
T [1]. The right-hand side shows the
ΣEFCalT partitioned into centrality quantiles [214].
Table 5.1: The centrality ranges used to the analysis with their corresponding ΣEFCalT
values.







in the rest of the calorimeter (|η| < 3.2) which represents the total event activity. This is
shown in the left-hand side of Figure 5.1.
The right-side of Figure 5.1 shows the ΣEFCalT distribution in minimum bias, where all
the minimum bias cuts defined above are applied. This ends up being about 98% of the total
minimum bias data. The distribution was partitioned in 10% centrality intervals except for
40–80% which is divided into 20% intervals. In this analysis six centrality intervals are used:
0–10%, 10–20%, 20–30%, 30–40%, 40–60%, and 60–80% and their ΣEFCalT values are given
in Table 5.1.
5.1.2 2013 pp Data
The pp data used in this analysis was taken during run 1 in 2013 at
√
sNN = 2.76 TeV with
a total luminosity of 4.1 pb−1. It is composed of multiple triggers from the HardProbes
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Table 5.2: Trigger scheme in the pp data, listing which triggers were used in the pT bins





EF_j10_a4tchad_EFFS_L2mbMbts_L1RD0 20 32 11.268
EF_j20_a4tchad_EFFS_L2mbMbts_L1RD0 32 50 12.478
EF_j40_a4tchad_EFFS_L1J5 50 65 277.38
EF_j50_a4tchad_EFFS_L1J10 65 79 800.455
EF_j60_a4tchad_EFFS_L1J15 79 100 1594.7
EF_j75_a4tchad_EFFS_L1J15 100 – 3935.65
stream that have different pT thresholds and different prescales. These triggers were re-
constructed in the same way as standard pp jets [220]. The lowest threshold triggers were
seeded off the L1RD0 trigger and the higher thresholds were seeded of the L1 jet triggers.
Table 5.2 lists the trigger names and luminosities.
The pp data was alo required to have a reconstructed primary vertex and be in the
GRL. The µ was between 0.3 and 0.6.
5.1.3 Monte Carlo samples
The MC samples in this analysis use a signal from Pythia version 6.423 [68] with AUET2B
tune [221] and CTEQ6L1 PDFs [222]. As mentioned in Section 4.3, the Pythia events are
divided into ranges of p̂T, which is the pT of the outgoing partons in a 2→ 2 hard scattering,
and combined using weights from their cross sections. Separate samples are generated for
the Pb+Pb and pp data analyses because of the different detector conditions during the
different recording periods. The J slices and their cross sections for the Pythia used to
generate the HI MC are shown in Table 5.3. The pp samples are overlaid with minimum
bias pp collisions generated by Pythia 8 version 8.160 [74] using the A2 tune [223] and CT10
PDFs [224] to account for pile-up which are additional collisions in the same bunch crossing.
The JZ slices and their cross sections for the MC used for the pp is shown in Table 5.4.
Here JZ samples, instead of J, are used, where the JZ ranges are on the pT of the hard
scattering. The Pb+Pb MC is overlaid with real minimum bias Pb+Pb data as discussed
in Section 4.3.
There are some additional pp datasets used to compare to the unfolded pp result which
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Table 5.3: Definitions of Pythia samples used in embedding for the Pb+Pb MC and the
names of the overlaid datasets.
J Slice p̂minT [GeV] p̂
max
T [GeV] σ [nb]
0 8 17 3576900
1 17 35 187600
2 35 70 8279
3 70 140 294.2
4 140 280 6.445
5 280 560 0.06388
Table 5.4: Definitions of Pythia samples used in embedding for the pp MC and the names
of the overlaid datasets.
JZ Slice p̂minT [GeV] p̂
max
T [GeV] σ [nb]
0 0 20 41300000
1 20 80 41300000
2 80 200 3226.2
3 200 500 33.335
4 500 1000 0.12851
include Pythia 8 with the AU2 tune, Herwig++ [70] with the UE-EE-3 tune [225], and
Powheg+Pythia 8 which is generated using Powheg-Box 2.0 [72, 226, 227] interfaced with
Pythia 8. They all use CTEQ6L1 PDFs except for the Powheg+Pythia 8 which uses CT10
PDFs. These different generators were described in Section 2.2.6.
Finally, the detector’s response to quenching jets (used for a systematic uncertainty) is
quantified using PYQUEN [161], which was described in Section 2.5.2.5.
5.2 Jet Reconstruction
The jet reconstruction procedure was described in detail in Section 4.1 and in this analysis
the run 1 jet reconstruction was used. In addition to all the corrections mentioned in that
section, there was some additional corrections applied.
The first is a residual correction at the tower level that accounts for a slight deviation
from uniformity of the calorimeter response in φ. There is also a small over-subtraction in
certain regions of the calorimeter, especially in regions where the geometry of the detector
changes, that is corrected for. Figure 5.2 shows the average additive correction applied to
the leading jet, as a function of η and φ.
The run 1 reconstruction only corrects for v2, but in this analysis the higher order har-
monics can affect the ∆φ distributions, especially when one of the jets has pT . 45 GeV,
























































Figure 5.2: Correction factors applied to the leading jet pT as a function of η and φ in
0-10% and 60-80% collisions in the left and right panels, respectively.
since this region is dominated by fakes jets. The UE fluctuations that are above the (av-
eraged) subtracted background are largest at φ values that are in phase with the higher
order harmonics, so there are more fakes in those regions. In the regions where one or both
jets is likely to be a fake, the pairs are more likely to occur when both jets are in phase
with the higher order flow harmonics. Therefore, they have a cosn∆φ modulation to their
∆φ correlations. This is shown in Figure 5.3 in the 0–10% centrality interval for different
selections on the leading jet pT. The third and fourth order flow harmonics are clearly
visible in the red curve on top of the expected dijet contribution.
To account for this, a correction was applied to each tower within a jet. The v3 and v4
(and Ψ3,4) are measured event-by-event in the FCal (described in Section 3.2.3), where the









tower −ΨFCaln ). (5.1)
where cn(ΣE
FCal
T ) is the correlation between the mean vn in the region |η| < 3.2 as a
function of the vFCaln in narrow bins of ΣE
FCal
T . This correlation is needed because the
harmonic modulation in two different η regions can be different due to uncorrelated particle
multiplicity fluctuations. The correlation is the slope between these two quantities which
increases with ΣEFCalT . These slopes as a function of ΣE
FCal
T were parametrized using a
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Figure 5.3: The dijet ∆φ distribution in different bins of leading jet pT before and after the
vn subtraction for the 0–10% centrality interval.
fourth order polynomial. This correction was performed for n = 3 and 4, and higher order
flow harmonics were found to be negligible. The ∆ET
jet vs n(φjet−ΨFCaln ) distributions are
shown for n = 3 and 4 in Figures 5.4 and 5.5, respectively for different centrality bins. The
black line in Figure 5.3 shows the effect of the correction, where the correction reduces the
modulation at low pT and helps reveal the dijet peak.
5.3 Data Analysis
5.3.1 Pb+Pb Data Analysis
In the Pb+Pb data the jets were reconstructed and calibrated as described Section 4.1
and in Section 4.4. In this analysis dijet pairs were selected from the raw data and then
unfolded using a response built from the MC. The final unfolded results will have a pT cut
at 100 GeV on the leading jet but the raw data needs to include all the pairs to allow for
bin migration from lower pT bins to higher pT bins. Therefore, a 2D distribution in pT1
and pT2 was filled where both jets are required to have pT >25 GeV. In each event, pT1















































































































































Figure 5.4: ∆ET for the contribution that is subtracted for the v3 modulation in the












































































































































Figure 5.5: ∆ET for the contribution that is subtracted for the v4 modulation in the
background in the minimum bias sample in different centrality bins.
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is the highest pT jet with |η| < 2.1 and pT2 is the second highest. The leading jets must
match a trigger jet (either minimum bias or jet triggered depending on the pT of the jet)
within ∆R < 0.4. In order for the jet pair to be considered a dijet in the analysis they
must be back-to-back, or within ∆φ > 7π/8, where ∆φ ≡ |φ1 − φ2|. This cut was chosen
to guarantee that the dijets have minimal background contribution and the least amount
of bias. A tighter cut could bias the distribution to select more balanced jets and a looser
cut could introduce fake background into the data. The binning was chosen such that there
are 40 logarithmic bins with 10 GeV as the lowest bin boundary and 1 TeV is the highest
bin boundary. This guarantees that our cut in the leading jet pT at 100 GeV is at a bin
boundary.
The Pb+Pb analysis was performed on both R = 0.4 and R = 0.3 jets. The R = 0.3
analysis serves to verify the result in the R = 0.4 since the R = 0.3 jets have less background
in the jet selection because smaller jet radii will lead to less fake contribution. The R = 0.3
jets have a potential bias because the jet radius can broaden as the energy of the jet
decreases. This could cause the analysis to miss quenched jets in the R = 0.3 jets. The
data analysis is the same for both the R = 0.4 and R = 0.3 so the R = 0.4 jets are shown
in the following sections and the R = 0.3 figures are included in Appendix A.
5.3.1.1 Combining Trigger Samples
The first step in the data analysis is to use the Pb+Pb jet triggered (hard probes jet
trigger) data to select the jets in the way described above. It was found that at low pT
the jet triggered data has a large inefficiency that is steeply falling as seen in Figure 5.6.
Therefore, the minimum bias sample (which has no inefficiency due to the trigger) was used
instead of the jet triggered sample in the low pT region. The minimum bias sample has
less statistics, especially at higher pT, so it could not be used for the full spectrum. Thus,
at high pT the analysis switches back to the jet triggered sample with a trigger efficiency
correction. The samples were combined by selecting specific pT regions from the samples
and then scaling the minimum bias data up by its pre-scale of 12. The inefficiency in the
jet triggered data is determined by fitting the efficiency distribution between 60 and 100
GeV (where the efficiency goes to 1) as shown in Figure 5.6.
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Figure 5.6: Trigger efficiencies fit between 60-100 GeV for different centralities in R = 0.4
jets. The fit parameters are given on each plot in red. The fit residuals (data-fit) are shown
below each efficiency distribution.
The function used to fit the efficiency is given by:
ε(ET ) =
p0




The fit residual shown in Figure 5.6 demonstrates that the fit represents the data within
less than 1%. In order to choose the transition pT value between the two samples the ratio
of the samples for all pT was taken as shown in Figure 5.7. The location where the ratio
fluctuates around 1 without being systematically above or below 1 is where the crossover
was chosen. Here the value was selected to be 85 GeV.
The combined spectra are shown in Figure 5.8. The 2D distribution needed to be
symmetric before it can be unfolded so the distribution is reflected over the diagonal as
shown in Figure 5.9.















































































































































































Figure 5.7: Ratio of the minimum bias to jet triggered samples in centrality bins for R = 0.4

























































Figure 5.8: The minimum bias, jet triggered, and combined samples overlaid in centrality
bins for R = 0.4 jets.
The left and center panels of Figure 5.10 show the 2D distribution (pT1 , pT2) before
unfolding, where the trigger boundary between the minimum bias and hard probe trigger
























































































Figure 5.9: The 2D distributions for the minimum bias, jet triggered, and combine samples
for R = 0.4 jets. The symmetric distribution is also shown after it was reflected over the
diagonal.
is indicated with the black dashed line.
5.3.1.2 vn Subtraction
The flow contribution to the underlying event were subtracted in the jet reconstruction
and also a correction was applied after the fact to remove the n = 3 and 4 contributions
(described in Section 5.2). This correction does not completely remove all of the contribution
from v3 and v4 so an additional modification to the ∆φ distribution was made. This can
be seen in Figure 5.11, where the ∆φ distributions for R = 0.4 jets show a clear residual
modulation, especially at low pT1 . This demonstrates that at low pT a modulation in the
background remains after the flow subtraction.
This can also be seen in Figure 5.12 where the red distributions have a ∆η cut greater
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Figure 5.10: The two-dimensional (pT1 , pT2) distributions after correction and symmetri-
sation for Pb+Pb data in the 0–10% (left) and 60–80% (center) centrality bins and for pp
data (right) for R = 0.4 jets. The dashed lines indicate the boundaries used in selecting
the different triggers where, for example, the line called j10–j20 indicates the boundary
between the j10 and j20 triggers. The Pb+Pb data distributions have their combinatoric
contribution subtracted.
than 1.0 to remove the contribution from nearby jets, where ∆η is the distance in η between
the two jets in the pair. This contribution was fit to the following function:
C(∆φ) = Y (1 + 2c3 cos 3∆φ+ 2c4 cos 4∆φ) (5.3)
The c3 and c4 were extracted using this fit and then applied when calculating the background
that will eventually be subtracted from the data (described in Section 5.3.1.3). This is done
in each (pT1 , pT2) bin for low pT and then integrated over more bins for higher pT where
the statistics are lower.
Figure 5.13 shows a summary of the fit and correction for central collisions for pT1
between 80 and 100 GeV. The black points show a clear nearby jet peak when zoomed in
on in the square. The distributions with the η cut that were fit (fit shown in blue) show the
nearby jet peak removed. This blue fit was used to extract the cn values of the modulation
that were then used to perform a combinatoric subtraction described in Section 5.3.1.3.
5.3.1.3 ∆φ Combinatoric Subtraction
A method was developed to remove the combinatoric background from the raw 2D (pT1 ,
pT2) distributions used in the unfolding. The combinatoric background comes from jets
not originating from the same hard scattering, which can be independent hard scatterings
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Figure 5.11: The ∆φ distribution binned in centrality as a function of leading jet pT for
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Figure 5.12: Sample of bins in the 2D jet pT distribution with the background in red fit to
a flow modulation. This is for the 0-10% centrality bin and for R = 0.4 jets.
CHAPTER 5. DIJET ASYMMETRY 156
φ∆













































-12011 Pb+Pb data, 0.14 nb
 = 0.4 jetsR tkanti-
 = 2.76 TeVNNs
Figure 5.13: The ∆φ distribution for R = 0.4 jet pairs with 89 < pT1 < 100 GeV in the
0–10% centrality interval. The distribution for all jet pairs is indicated by the black circles.
The combinatoric contribution given by Eq. 5.3 is shown as a blue line. The ranges of ∆φ
used to fix the value of Y and to define the signal region (∆φ > 7π8 ) are indicated by yellow
and green shaded regions, respectively. The parameters c3 and c4 are obtained by fitting
the ∆φ distribution for jet pairs with |∆η| > 1 in the region 0 < ∆φ < π2 , which is indicated
by the red squares (scaled to match the black circles in the yellow region for presentation
purposes). The error bars denote statistical errors.
or fake jets (described in Section 4.6.3). This is a replacement for using fake rejection to
eliminate the background since fake rejection is inefficient at low pT. The background was
estimated using the ∆φ distribution between the leading and sub-leading jet in the region
where the jets are uncorrelated (∆φ < π/2). The ∆φ distributions were compared between
dijet pairs with and without fake rejection as shown in Figure 5.14. The distribution without
fake rejection has a clear background where the distribution with fake rejection does not.
The background decreases with decreasing centrality until the most peripheral dijet pairs
have no background contribution. Figure 5.14 indicates in yellow the background between
φmin = 1.0 and φmax = 1.4 that was selected for the analysis. The φmin was chosen to be
1.0 because when determining the background a ∆R cut at 1.0 (∆R12 > 1.0) was made
between the leading and sub-leading jets to eliminate split jets. The φmax was chosen to be
1.4 in order to get the largest background region possible without going into the correlated
region that begins around π/2.
The background is modulated by the residual flow contributions especially at low pT.
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Figure 5.14: The ∆φ distributions for dijet pairs with fake rejection and without fake
rejection in different centrality bins for R = 0.4 jets. The background region is selected
between 1.0 and 1.4.
Corrections were made to reduce this contribution as described in Section 5.3.1.2 including
fitting the residual background in a region of large ∆η to extract v3 and v4. The background
was estimated by using these values in the full background region (no ∆η cut) between ∆φ
of 1.0 to 1.4 to determine the amplitude of the flow modulation. This amplitude is the same
throughout the full ∆φ range. This was done through the following integral where A is the
amplitude and Nbkgr is the number of counts in the ∆φ distribution between ∆φmin = 1.0
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Then the amplitude A was used to determine the contribution of the background to the
signal region of back-to-back correlated jets by integrating the same function between




A[1 + 2v3 cos (3∆φ) + 2v4 cos (4∆φ)]
∆φ−signal = π −∆φsignal
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Figure 5.13 shows a summary of the procedure for 0–10% centrality in a pT1 range between
80 and 100 GeV. The fit is shown in the blue and the area used to estimate the amplitude of
the background A is shown in the yellow shaded region. The location where the background
was removed from the signal is shown in green.
In the 2D (pT1 ,pT2) distributions each bin has a background in the signal region so this
background was calculated bin-by-bin. Then the background was subtracted bin-by-bin
from the signal region for ∆φ > 7π/8 to obtain the data to unfold in the analysis. The
signal before and after the background subtraction is overlaid with the background in the
100 < pT1 < 112 GeV bin as a function of centrality in Figure 5.15 and in the 0–10%
centrality bin as a function of leading jet pT in Figure 5.16. The background is the largest
for the most central bins and for the lowest leading jet pT. The background is significantly
less than the signal for leading jets greater than 100 GeV which is the region of interest for
this analysis.
The systematics on the background subtraction were examined by comparing results
using a different ∆φ range to estimate the amplitude of the modulation to the nominal
one from 1.0 to 1.4. Figures 5.17 and 5.19 compares the two ranges for the data with the
background subtracted (signal). The small difference between the different ranges in the
signal indicate that this is small effect but the ratios to the nominal range were evaluated to
quantitatively assess the magnitude of the difference. The ratios are shown in Figures 5.18









































































Figure 5.15: The background subtraction method in different centrality bins for 100 <
pT1 < 112 GeV for R = 0.4 jets. The red curve is before subtraction for ∆φ > 7π/8, the
blue curve is the contribution to the background between ∆φ = 7π/8 to π, and the black
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T1
178 < p
Figure 5.16: The background subtraction method in different pT1 bins for 0-10% centrality
for R = 0.4 jets. The red curve is before subtraction for ∆φ > 7π/8, the blue curve is the
contribution to the background between ∆φ = 7π/8 to π, and the black is the data with
the background subtracted.
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and 5.20. The biggest difference is in the most central bin for the lowest pT leading jets.
The difference for leading jets around 50 GeV in the 0–10% centrality bin is greater than
10% for sub-leading jets less than 30 GeV then becomes less than 1% for sub-leading jets
above 70 GeV. For leading jets greater than 100 GeV, which is the region of interest for this
analysis, the difference is about 10% for sub-leading jets less than 30 GeV and becomes less
than 3% for sub-leading jets greater than 30 GeV (and less than 1% for sub-leading jets
greater than 50 GeV). The data will be unfolded for this different ∆φ range and compared









































































Figure 5.17: The data with the background subtracted for ∆φ regions of 1.0-1.4 (nominal)
in black and 1.1-1.5 in red in different centrality bins for 100 < pT1 < 112 GeV for R = 0.4
jets.
The combinatoric subtraction leads to an inefficiency because there will be real pairs that
have a sub-leading jet that is lower pT than the combinatoric sub-leading jet. This causes the
pair to be subtracted as background when it is actually real and should be in the signal. The
data after the combinatoric subtraction was corrected for this inefficiency on a pair-by-pair
basis. The inefficiency was calculated by first estimating the number of times there is a jet
in an event above a particular pT value using the inclusive jet spectrum. This number was
then used to calculate the probability this occured zero times using the Poisson distribution
for zero events. This probability becomes the inefficiency at that particular value of pT



















































































































Figure 5.18: Ratio of the data with the background subtracted for 1.1 < ∆φ < 1.5 to
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178 < p
Figure 5.19: The data with the background subtracted for ∆φ regions of 1.0-1.4 (nominal)
in black and 1.1-1.5 in red in different pT1 bins for 0-10% centrality for R = 0.4 jets.
and this was calculated for all possible sub-leading jet pT values. The inefficiency as a
function of the sub-leading jet pT is shown in Figure 5.21 in different centrality bins. It is
independent of the leading jet pT. The effects of the combinatoric jet pairs are accounted
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Figure 5.20: Ratio of the data with the background subtracted for 1.1 < ∆φ < 1.5 to
1.0 < ∆φ < 1.4 in different pT1 bins for 0-10% centrality for R = 0.4 jets.
for by first subtracting the estimated background and then correcting for the efficiency, ε,




(N raw −B) ,
where N raw is the number of jet pairs after correcting for trigger efficiency.
5.3.1.4 Raw Spectra
The final raw (before unfolding) data in Pb+Pb collisions is shown in Figure 5.22 and
Figure 5.23. Figure 5.22 shows sub-leading jet distributions in different centrality bins
with selections on the leading jet pT. It demonstrates that as the pT of the leading jet is
increased, the peak in the sub-leading jet distribution increases and widens. Figure 5.23 is
the same plot except now the distribution is binned in leading jet pT and the projections are
shown as a function of centrality. At higher pT the peak in the sub-leading jet distribution
decreases with increasing centrality such that the most peripheral jet pairs are the most
balanced in energy.



















































































































Figure 5.21: The inefficiency as a function of sub-leading jet pT in different centrality bins






























































































































Figure 5.22: The raw (before unfolding) data sub-leading jet distributions binned in cen-
trality as a function of leading jet pT for R = 0.4 jets.
5.3.1.5 xJ Projection
The final measurement will be the xJ distribution of the dijet pairs which is calculated from
the leading and sub-leading jet in the following way, where pT1 is the leading jet and pT2 is




























































































































Figure 5.23: The raw (before unfolding) sub-leading jet distributions binned in leading jet






This is a quantity that goes from 0 to 1 where 1 is fully symmetric dijets and anything
less than 1 indicates an asymmetry. In the analysis the xJ was generated from the 2D
pT1 and pT2 distribution by first folding over the diagonal and then projecting into a 1D
xJ distribution. This is demonstrated in the cartoon in Figure 5.24. In the first panel
the 2D distribution after the different trigger samples are combined is shown. This was
symmeterized in panel 2 because a symmetric distribution is needed in order to unfold.
Panel 3 shows the distribution folded back over the diagonal after unfolding to obtain a
leading/sub-leading jet distribution again. Notice that the number of jets in the diagonal
bin doesn’t change in the first 3 panels. This is so that the total number of jets is always
the same regardless of whether the distribution is symmetric or folded. Panel 4 shows what
the distribution looks like with more bins filled (numbers were added arbitrarily so that the
projection into xJ can be better described). The diagonal lines across the 2D distribution
indicate where the bin boundaries of the xJ distribution will be. These bin boundaries
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divide the bins in half so the counts have to be distributed accordingly. The way the counts
in the bins are combined is shown in the panel 5. Here the counts in each 2D bin are divided
by two so half goes to one xJ bin and the other half goes to the other. The first and the
last bin in xJ are unique in that the first bin is only half the counts and the last bin (xJ=1)
includes the full diagonal bin plus half of the first off diagonal bin. Then the projection into







































































Figure 5.24: A schematic demonstrating the procedure to project a symmetric 2D pT1/pT2
distribution into xJ.
A mathematic description of the binning choices and how the projection is achieved is
as follows. The two-dimensional distribution uses binning in both the x and y axis such
that the upper edge of the ith bin obeys
pT i = pT 0 α





where N is the total number of bins and pT 0 and pTN are the minimum and maximum
bin edges, respectively. The bins are actually the same size when plotted on a logarithmic
axis. In this binning scheme, the range of xJ values in any given (pT1 , pT2) bin is completely
contained within two adjacent xJ bins, which have boundaries at xJ i = α
i−N .
This procedure introduces an inherent bias since the counts are divided by two and
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distributed into the corresponding xJ bins. This assumes that the counts are distributed
in an approximately constant manner across the 2D bins which is not necessarily true.
The accuracy of this procedure was evaluated by sampling a 2D distribution in the MC to
directly fill a xJ distribution and fill a new 2D distribution. Then the 2D distribution was
projected into xJ using the above procedure and the two distributions were compared in
the left panel of Figure 5.25 (making sure the binning in the two curves are the same). The
ratio in the bottom part of the panel indicates good closure until very low xJ values where
it differs up to a few percent. This analysis does not use xJ below 0.3 where the agreement
is less that 1%. Then the original 2D distribution in the MC was weighted by 1/xJ
2 and the
check described above was repeated. This weighting was done to verify that the projection
procedure works for a xJ distribution with a wider shape. This again demonstrated good
closure in the method above 0.3.
Jx















































Figure 5.25: Comparison between xJ distributions filled directly and filled by projecting
from a 2D distribution. The ratio of the two is shown in the bottom part of the panel. The
left demonstrates the comparison in the MC and the right is the MC reweighted by 1/xJ
2.
Figure 5.26 and Figure 5.27 demonstrate what the xJ distributions look like for the raw
data. The raw data doesn’t need to be symmeterized or folded because the projection into
xJ can be evaluated from the raw 2D distributions after the trigger samples are combined.
These distributions demonstrate similar qualitative effects as the slices in the previous
section but the spectra are smeared out. At high pT the dijet pairs become more asymmetric
in more central collisions and with increasing leading jet pT.
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Figure 5.26: The raw (before unfolding) xJ distributions binned in centrality as a function
of leading jet pT for R = 0.4 jets.
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Figure 5.27: The raw (before unfolding) xJ distributions binned in leading jet pT as a
function of centrality for R = 0.4 jets.
5.3.2 pp Data Analysis
The pp data is generated in almost the same way as the Pb+Pb data with respect to the
jet selection and corrections. The difference in the corrections is that for the pp there is no
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Figure 5.28: The ∆φ distribution binned in leading jet pT for the pp data.
η-φ, self-energy bias, or flow correction. There is no combinatoric background subtraction
in the pp jets because there is a negligible background as seen in Figure 5.28.
The pp jets are required to pass ”isUgly” and ”isBadMedium” cleaning cuts. The
”isUgly” cut is designed to reject jets depositing a majority of their energy in the Tile
Barrel to Tile Extension transition region or in dead cells, since the total energy is not well
measured in these cases. The ”isBadMedium” cut rejects jets consistent with noise spikes
in the HEC, coherent noise in the EM calorimeter and out-of-time energy deposits from
cosmic rays and beam backgrounds. The efficiency for these cuts in the different trigger
samples is shown in Figure 5.29.
The pp data was generated by combining 6 different trigger samples. They were com-
bined using the same method that was used for the Pb+Pb minimum bias and jet triggered
data except here the trigger samples are scaled by the luminosity of the different triggers.
Table 5.2 shows the luminosity for the different samples and the pT ranges over which they
are efficient to > 99%.
The different trigger samples were generated by finding the events and jets in the sample









































































Figure 5.29: Efficiency of the jets for applying the ”isUgly” and ”isBadMedium” cleaning
cuts for the different triggers.
that fired each corresponding trigger in the following way:
• Check that the event fired the trigger by checking the PID of the event.
• For each event check if the leading jet matches to a trigger jet:
– Find the trigger jets that pass a4tchad branch .
– Check that the trigger jet ET is above the corresponding trigger threshold:
∗ j10: 10 GeV
∗ j20: 20 GeV
∗ j40: 40 GeV
∗ j50: 50 GeV
∗ j60: 60 GeV
∗ j75: 75 GeV
– Check that the leading jet is within ∆R =
√
∆φ2 + ∆η2 of 0.4 of the trigger jet.
Then the samples were combined by selecting on the leading jet pT as shown in Fig-
ure 5.30. On the top panel in the plot each trigger sample matches the combined spectrum
in black in the region over which it is efficient and then falls off around a specific value.










































Figure 5.30: The top panel is an overlay of the different R = 0.4 trigger sample leading
jet pT spectrums with the combined spectrum in black. The bottom panel is the combined
spectrum 2D jet 1/jet 2 distribution.
The 2D distribution (shown in the bottom panel) demonstrates that when the samples are
combined and weighted by the luminosity the distribution is smooth. Ratios were evalu-
ated between the different trigger samples in order to visualize how well the samples match.
The left panel of Figure 5.31 shows the ratio of each trigger sample to the previous trigger
sample for R = 0.4 and R = 0.3. In the regions where both samples are efficient the ratio
fluctuates around one which indicates that the scaled samples match. The right panel of
Figure 5.31 shows the ratio of the high pT triggers to the j40. This was investigated because
the region we care the most about is at high pT. Again the ratio fluctuates about 1 in the
regions where the triggers are efficient indicating that the spectra were combined correctly.
Figure 5.10 shows the final 2D (pT1 , pT2) distributions in central Pb+Pb, peripheral
Pb+Pb, and pp. The trigger boundaries for the pp data are shown in the colored lines on
the figure. In a given event, the pT resolution may result in the jet with the highest true pT
being measured with the second highest pT and vice-versa. To properly account for such
migration effects, (pT1 , pT2) distributions are symmetrized before unfolding by reflecting































Figure 5.31: The left panel shows the ratio of each R = 0.4 trigger sample leading jet pT
distribution to the lower pT sample (for example j75/j60 and j20/j10. The right panel shows
the ratio of the j75, j60, and j50 trigger samples leading jet pT distribution to the j40.
half the distribution over the diagonal as demonstrated in the figure.
Slices in the leading jet pT were taken to investigate how the spectrum changes as the
leading jet pT was increased. This is shown in Figure 5.32 in the left panel. The peak
of the sub-leading jet spectrum increases as the leading jet pT increases. The xJ was also
evaluated in the same way as for Pb+Pb. The right side of Figure 5.32 shows what the
distributions look like when projected into xJ.
A comparison of the Pb+Pb centrality dependence in xJ before unfolding to pp data
is shown in Figure 5.33. The pp agrees with the Pb+Pb in more peripheral collisions and
then starts to differ in more central.
5.4 Unfolding
The results are unfolded using a two-dimensional Bayesian iterative unfolding method based
on Bayes theorem [219] from the RooUnfold software package [228] (described in more detail
in Section 4.6. The results are unfolded to account for bin migration due to the finite jet
energy resolution from intrinsic detector resolution. The order of the leading jet pT can be
reversed due to bin migration over the diagonal so the results are unfolded simultaneously in
2D with a four-dimensional response matrix built from the MC that is filled symmetrically.
The response matrix for the unfolding is generated separately in the Pb+Pb and pp and


























































Figure 5.32: Left panel is the distribution of the sub-leading jet pT in bins of leading jet pT
for R = 0.3 jets. Right panel is the xJ distributions in bins of leading jet pT.
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Figure 5.33: The Pb+Pb xJ distributions for R = 0.4 jets in different centrality bins
compared to the pp data in the 100-112 GeV leading jet pT bin.
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the unfolding is done separately as well. The data is unfolded with the response matrix for
a given number of iterations that is determined based on the dependence of the unfolding
on the prior and the statistical uncertainties (described in general in Section 4.6.1 and
in this analysis in Section 5.4.4). Iterating too much can cause amplification of statistical
fluctuations in the data so a careful balance has to be obtained between the prior dependence
and the statistical fluctuations in the unfolded result. The statistical errors in the unfolding
are calculated by generating 100 toys (or MC sampling) using gaussian statistics which
accounts for the error due to many different variations of the data. This uses the initial




The covariance is discussed in detail in Appendix B.
5.4.1 Response Matrix
The response matrix was built from truth level pairs that are matched to reconstructed
pairs in the MC. The truth level dijet pairs are selected by finding the two highest jets in
the event that have |η| < 2.1 and pT > 10 GeV. In order to keep the event the jets in the
truth level dijet pair have to be within ∆φ > 7π/8. Each of these truth jets were then
matched to the nearest reconstructed jet (within ∆R < 0.3) that has pT > 25 GeV and
η < 2.1. The reconstructed jets in the MC are reconstructed the same way as the data and
receive the same JES and JER level calibrations and corrections. These reconstructed jets
need to be within ∆φ > 7π/8 for the event to be considered for the response. The truth
and reconstructed dijet pairs only contribute to the response if the previous conditions are
fulfilled.





bin migration across the diagonal can cause the leading jet distinction to switch. The 2D
truth and reconstructed distributions are shown in Figure 5.34 for Pb+Pb and Figure 5.35
for pp. The distributions are shown as a symmetric distribution and folded over the diagonal.
The symmetric distribution is used in the unfolding and the folded distribution is the correct
physical result. The response was made such that each axis has 40 logarithmic bins starting
at 10 GeV and going to 1 TeV. This was chosen so that the reconstructed axes match those
in the data. The response is filled in the same way for the R = 0.4 and R = 0.3 jets so the
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R = 0.3 jets are shown Appendix C. The response in different centrality bins in the truth



























































































































Figure 5.34: The top left panel is the truth level symmetric 2D distribution (pT1 , pT2)
and the top right panel is the truth folded over the diagonal. The bottom left panel is
the reconstructed symmetric 2D distribution (pT1 , pT2) and the bottom right panel is the
reconstructed folded over the diagonal. All the distributions are for Pb+Pb in the 0–10%
centrality bin and for R = 0.4 jets.
The actual response for the jets are demonstrated in the reconstructed versus truth
distributions so the response in the reconstructed to the truth is shown in Figure 5.36 for
Pb+Pb as a function of centrality and in Figure 5.37 for pp.
The response is a complicated four-dimensional object that is subject to many fluc-
tuations. The response was sliced into different truth 1 and truth 2 bins so that the 2D
reconstructed distributions could be investigated further. This is shown in Figure 5.38 for
Pb+Pb in the left-hand panels. Since fluctuations were found in the response and the un-
folding is very sensitive to these fluctuations, smoothing was attempted on the response in



























































































































Figure 5.35: The top left panel is the truth level symmetric 2D distributionpT1/pT2 and the
top right panel is the truth folded over the diagonal. The bottom left panel is the recon-
structed symmetric 2D distribution pT1/pT2 and the bottom right panel is the reconstructed
folded over the diagonal. All the distributions are for pp R = 0.4 jets.
the reconstructed distribution for each truth jet 1 and jet 2 bin. Bins are smoothed only
if the bin didn’t pass a significance cut that is based on the ratio of the error in that bin
to the number of counts in that bin. Here the significance cut was chosen to be 2.0. The
right-hand side of the previously described figures show the distributions after smoothing.
The main part of the distribution with the most counts is unaltered but the fluctuations
on the edges get smoothed out. Each row in the figures is a different bin in truth pT 1 and
2. Another attempt to account for the fluctuations was made by implementing a filter in
the JX-sample weighting in the MC. Anytime there was low counts in a bin in the response
that would be amplified by the weighting of that particular J-sample that contribution was
not included. Another improvement on the response was made by filling out the sparsely























































































































































Figure 5.36: The response of the reconstructed jets to the truth jets in the MC for R = 0.4

























Figure 5.37: The response of the reconstructed jets to the truth jets in the MC for R = 0.4
pp jets.
populated bins in the 2D truth distribution that could be populated by data when unfolded.
These bins were filled using a factorized response generated from the single jet response so
that there is no correlation in the truth or reconstructed distribution but there is still cor-
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relation between the truth and reconstructed jets. Bins were chosen to be filled based on a
significance cut and different significance cuts were investigated. The largest variation from
all of these modifications to the response was chosen to be a systematic due to alternative
responses (more details in Section 5.5) and the difference between this and the nominal
unfolded xJ distribution in different centrality bins is shown in Figure 5.39. The biggest
difference in the unfolded result was observed for implementing the factorization with a
significance of 2.0.
5.4.2 MC Closure
The unfolding procedure was verified by looking at the closure in the MC. This was done
by splitting the MC in half and using one half to fill the response and the other half as the
”data” to unfold. The ”data” was unfolded using the response from half the MC and this
result was compared to the original truth in xJ. Figure 5.40 demonstrates this for increasing
number of iterations in 0–10% centrality for 100–126 GeV leading jet pT. As the number
of iterations increases the amount non-closure (difference in the ratio from unity) becomes
within the statistical error indicating good MC closure.
The closure can also be investigated by comparing the statistical error due to the MC
closure. This is demonstrated in Figure 5.41 where the relative statistical error, relative
error from the MC closure, and the quadrature sum are shown as a function of iterations
for a selection of xJ bins. The MC closure becomes smaller than the statistical error at a
particular large number of iterations in each xJ bin indicating more evidence for closure.
5.4.3 Reweight Prior
The response was reweighted because the MC truth distribution is significantly different
from the data. Therefore, the following reweighting was used as the nominal MC:











































































Figure 5.38: The reconstructed 2D distributions from the 4D response is shown in 2 different
pT truth 1 and 2 bins for the 0-10 % centrality R = 0.4 jets. The left panel shows the
distribution before smoothing and the right panel after.
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Figure 5.39: The unfolded xJ distributions in data using the nominal response and the most
drastic alteration to the response (factorization with significance of 2.0) are overlaid. This
















































































Figure 5.40: The closure in the unfolding is demonstrated in the MC for the 0–10% centrality
and 100–126 GeV bin for different number of iterations: 2 (left), 10 (center), and 20 (right).
The top sub-panel overlays xJ distributions where the black is the truth distribution from
half the response matrix and the blue is the unfolded distribution for the other half of the
MC. The bottom sub-panel has the ratio between the unfolded distribution and the truth.
w(xJ, pT1 , cent) =
0.52 + C(pT1 , cent)
(xJ − 0.5)2 + C(pT, cent)




C0 = (0.01, 0.02, 0.04, 0.08, 0.1, 0.5)
pminT |R=0.4 = 100 GeV
pminT |R=0.3 = 79 GeV
(5.5)
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Figure 5.41: The relative statical, relative MC closure, and their quadrature sum as a
function of number of iterations for xJ=0.38, 0.53, .75, and 0.95. This is in the 0–10%
centrality and 100-126 GeV leading pT bin.
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where w(xJ, pT1 , cent) is a weight that is applied to the response in each truth pT1 , pT1 , and
centrality bin. This is shown for different centrality and leading jet pT bins in Figure 5.42.
Jx
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Figure 5.42: The weighted prior that is used as the nominal in the unfolding (equation 5.5)
in different leading jet pT bins: 100-126 GeV (top left), 126-158 GeV (top right), 158-200
GeV (bottom left), >200 (bottom right) overlaid for different centrality bins: 0-10% (black),
10-20% (red), 20-30% (blue), 30-40% (green), 40-60% (purple), 60-80% (teal).
To investigate the stability of the unfolding result to the choice of prior the values of
C0 were changed to generate a substantial difference from the nominal. This was used as
systematic due to the reweighting procedure. The C0 values are as follows:
C0 = (0.1, 0.1, 0.01, 0.01, 0.02,pythia) (5.6)
The MC with the reweighting systematic in centrality and leading jet pT intervals is shown
in Figure 5.43.
In order to validate this procedure, the unfolded results for the original unweighted MC,
the nominal weighted MC, and the weighted MC for the systematic were compared as a
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Figure 5.43: The weighted prior that is used as the systematic in the unfolding (equation 5.6)
in different leading jet pT bins: 100-126 GeV (top left), 126-158 GeV (top right), 158-200
GeV (bottom left), >200 (bottom right) overlaid for different centrality bins: 0-10% (black),
10-20% (red), 20-30% (blue), 30-40% (green), 40-60% (purple), 60-80% (teal).
function of centrality in Figure 5.44. There are small disagreements between the unfolded
results for the different weightings indicating that the sensitivity of the result to the choice
of prior is small even though the reweighting significantly modifies the prior as seen in
Figure 5.42. The ratio on the right is the ratio of the unfolded result using the nominal
weighted response to the unfolded result using the systematic weighted response.
The stability of the response weighting was also investigated in the MC closure as
shown in Figure 5.45. The top sub-panels show the xJ distributions, where the black
curve is the truth in the MC systematic and the blue is the MC systematic as the ”data”
which has been unfolded with the nominal response for different number of iterations in the
corresponding figures. The unfolding should eventually return the truth associated with
the ”data” regardless of what the prior is in the response.
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Figure 5.44: Left: the (1/N)dN/dxJ distributions used as priors in the unfolding for the
nominal (red) and systematic (blue) for the 100 < pT1 < 126 GeV and 0–10% centrality
interval. The same distribution from the Pythia MC sample is shown in black. Right:
the unfolded (1/N)dN/dxJ distributions from data using the nominal (red) and systematic
(blue) priors. The ratio of nominal to systematic is shown in the bottom panel.
5.4.4 Convergence with Iterations
After the response matrix was generated from the MC and the closure was checked the data
was then unfolded using the 2D Bayesian unfolding method (described in Section 4.6). In
Bayesian unfolding the unfolding procedure is iterated until convergence is reached. The
result needs to be stable with the number of iterations. Figure 5.46 shows the Pb+Pb data
for R = 0.4 jets with leading jet pT between 100–112 GeV in different centrality bins with
different numbers of iterations in increments of two overlaid.
Another important aspect of the unfolding is that statistical fluctuations can be ampli-
fied through the unfolding procedure. The number of iterations has to be chosen in a way
that carefully considers the point at which this effect dominates. This effect can be seen in
the 60–80% bin for 30 iterations in orange where the statistical uncertainties have become
very large. Figure 5.47 is also looking at the stability of the number of iterations but now
at fixed centrality (0–10% where we saw the most instability from the previous figure) and
in different leading jet pT bins. Fluctuations like the point at 35 GeV in the 126–141 GeV

























































































































Figure 5.45: The closure in the reweighting is demonstrated in the MC for the 0-10%
centrality and 100-126 GeV bin for different number of iterations: 10 (top left), 20 (top
right), 30 (bottom left), and 40 (bottom right). The top sub-panel overlays xJ distributions
where the black is the truth distribution from the original MC and the blue is the unfolded
distribution using the 1/xJ weighted response. The bottom sub-panel has the ratio between
the unfolded distribution and the truth.
are due to fluctuations in the response that get amplified each time the result is unfolded.
Smoothing reduced this effect but will not completely remove it in the final unfolded result.
Also, the result is less stable in the lower pT bins because here the data is the most different
from the prior in the MC.
Figure 5.48 shows the stability with the number of iterations in pp collisions in leading
jet pT bins. The pp is very stable with number of iterations because the data is very close
to the prior from the MC in pp collisions.
In order to investigate the stability with number of iterations further the ratio of all the
unfolded results to the nominal result was taken. Figure 5.49 shows this for the centrality
dependence and Figure 5.50 for the pT1 dependence in Pb+Pb collisions. These indicate






































































































Figure 5.46: Projections onto the pT2 axis of the unfolded jet 1/jet 2 distribution in different
centrality bins for Pb+Pb R = 0.4 jets with leading jet pT between 100-112 GeV. Different

































































































Figure 5.47: Projections onto the pT2 axis of the unfolded jet 1/jet 2 distribution in different
leading jet pT bins for Pb+Pb R = 0.4 jets in 0-10% centrality. Different number of
iterations from 20 to 30 in increments of 2 are overlaid.











































































































Figure 5.48: Projections onto the pT2 axis of the unfolded jet 1/jet 2 distribution in different
leading jet pT bins for pp R = 0.4 jets. Different number of iterations from 9 to 19 in
increments of 2 are overlaid.
that the results are stable to within 5% above 50 GeV in the sub-leading jet except at higher
leading jet pT. The instability in higher pT bins can be attributed to low statistics.
Figure 5.51 shows this for the pT1 dependence in pp collisions. The results are stable to
within 5% for sub-leading jets above 40 GeV until the highest pT bins in the leading jet.
5.4.5 Refolding
The stability of the result can also be investigated by looking at the refolded result compared
to the original data. The refolded result is taking the unfolding result and multiplying it by
the inverse of the response matrix. The RooUnfold software package has a method to refold
the unfolded data. This is demonstrated in 2D in Figure 5.52 where the left panel is the
original data, the middle panel is the unfolded result for the nominal number of iterations
and the right is the refolded result.
Figure 5.53 has the centrality dependence and Figure 5.54 has the leading jet pT depen-
dence of the ratio of the refolded result for different numbers of iterations to the original
data in slices of sub-leading jet pT in Pb+Pb collisions. The refolded shows closure to




























































































































































Figure 5.49: Ratio of projections onto the pT2 axis of different number of iterations in the
unfolded jet 1/jet 2 distribution to the nominal result at 26 iterations. This is shown in
different centrality bins for Pb+Pb R = 0.4 jets with leading jet pT between 100-112 GeV.























































































































































Figure 5.50: Ratio of projections onto the pT2 axis of different number of iterations in the
unfolded jet 1/jet 2 distribution to the nominal result at 26 iterations. This is shown in
different leading jet pT bins for Pb+Pb R = 0.4 jets in 0-10% centrality.










































































































































































Figure 5.51: Ratio of projections onto the pT2 axis of different number of iterations in the
unfolded jet 1/jet 2 distribution to the nominal result at 15 iterations. This is shown in































































Figure 5.52: 2D distributions for the rata data in the left panel, unfolded result in the
middle panel and refolded result in right panel. This is for R = 0.4 Pb+Pb jets in the
0-10% centrality bin.
within 10% except at pT value below 40 GeV. The refolding result is also stable with the
number of iterations indicating that the stability to the number of iterations is uncorrelated
with the refolding.
Figure 5.55 has the leading jet pT dependence of the ratio of the refolded result for
different numbers of iterations to the original data in slices of sub-leading jet pT in the
R = 0.4 jets in pp. The pp has better closure in the refolding than the Pb+Pb and also
becomes worse at low pT.

























































































































Figure 5.53: Ratio of projections onto the pT2 axis of different number of iterations in the
refolded jet 1/jet 2 distribution to the original raw data. This is shown in different centrality





































































































































Figure 5.54: Ratio of projections onto the pT2 axis of different number of iterations in the
refolded jet 1/jet 2 distribution to the original raw data. This is shown in different leading
jet pT bins for Pb+Pb R = 0.4 jets in 0-10% centrality.

















































































































































Figure 5.55: Ratio of projections onto the pT2 axis of different number of iterations in the
refolded jet 1/jet 2 distribution to the original raw data. This is shown in different leading
jet pT bins for pp R = 0.4 jets.
5.4.6 Method to Determine niter
In order to determine the number of iterations in a quantitative way, a method was devel-
oped to evaluate the different factors that contribute to determining the number of iterations
as a function of number of iterations. The full spectra of different number of iterations from
1 to 60 were investigated. The sum of the square of each source of error was computed
for each bin in the xJ distribution. This was them summed over all xJ bins for each lead-
ing jet pT bin and each centrality bin. The sources of error that were taken into account
to determine the number of iterations are the statistical error and the error due to the
reweighting discussed in Section 5.4.3. The following formulas demonstrates how each error
was calculated for each iteration i at each xJ value and then how the total error was found
by summing over each error and over each xJ bin:
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Table 5.5: The final number of iterations for each jet radius and centrality bin.
Collision Type Jet Radius Centrality [%] Iterations
Pb+Pb 0.4 0-10 20
Pb+Pb 0.4 10-20 17
Pb+Pb 0.4 20-30 12
Pb+Pb 0.4 30-40 10
Pb+Pb 0.4 40-60 8
Pb+Pb 0.4 60-80 6
pp 0.4 pp 8
Pb+Pb 0.3 0-10 21
Pb+Pb 0.3 10-20 15
Pb+Pb 0.3 20-30 12
Pb+Pb 0.3 30-40 10
Pb+Pb 0.3 40-60 8
Pb+Pb 0.3 60-80 6
pp 0.3 pp 12












σ2i |stat = (σnomi )2





Figures 5.56– 5.57 show the different contributions to the error as a function of number
of iterations in the lowest leading jet pT bin on the left for each centrality bin. The total
errors for R = 0.4 jets in different pT1 bins are shown on the right of each figure. The black
curve shows the total errors with all the different pT bins added in quadrature. In order
to determine the optimum number of iterations (which has to be determined separately
for each centrality bin but not in each pT bin) the minima in the different curves were
determined. The minima is not the same in each pT bins so the place that minimizes there
error in all four bins should be used. The distribution of the total errors for pp for R = 0.4
is shown in Figure 5.58. A table summarizing the chosen number of iterations for all the
jet samples is shown in Table 5.5.
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Figure 5.56: The left panel shows the different contributions to the error for 100 < pT <
126 GeV. The reweighting error is shown in red, the statistical error is shown in blue, and
the quadrature sum in black. The right panel shows the total errors overlaid for different
leading jet pT bins for R = 0.4 jets. The 0–10% bin is on the top and the 20–30% bin is on
the right.
5.4.7 Unfolding Results
The final 2D unfolded results for the nominal number of iterations in different centrality
bins are shown in Figure 5.59 for R = 0.4 jets. The final 2D unfolded result for pp jets
for R = 0.4 jets at the nominal number of iterations is shown in Figure 5.60. Figure 5.61
shows the 2D distributions after unfolding for central Pb+Pb, peripheral Pb+Pb, and pp
collisions, where the distributions have been folded back over the diagonal.
The unfolded results were compared to the raw data in Figures 5.62 and 5.63 in 0–10%
on the left, 60–80% in the middle, and pp on the right. This is shown for all the pT bins in
the corresponding figures. The effect of the unfolding is stronger in the more central bins
and lower leading jet pT intervals. In general, the unfolding sharpens in pp and peripheral
Pb+Pb to more symmetric configurations at xJ = 1, which is expected since xJ = 1 should
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Figure 5.57: The left panel shows the different contributions to the error for 100 < pT <
126 GeV. The reweighting error is shown in red, the statistical error is shown in blue, and
the quadrature sum in black. The right panel shows the total errors overlaid for different
leading jet pT bins for R = 0.4 jets. The 30–40% bin is on the top and the 60–80% bin is
on the right.
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Figure 5.58: The total errors overlaid for different leading jet pT bins for pp R = 0.4 jets.
be the most probable configuration for balanced jets. In central Pb+Pb the unfolding moves
some jets to symmetric configurations but also pushes jets into a peak at lower asymmetry




































































































































































Figure 5.60: 2D unfolded distribution for R = 0.4 pp jets for 8 iterations (left) and for
R = 0.3 for 12 interactions (right).
around xJ = 0.5. Here is a clear example of an interesting feature that was smeared out by
the unfolding. In the reverse comparison, before and after smearing, the peak looks like it
has been smeared out by detector effects.
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Figure 5.61: The two-dimensional pT1-pT2 distributions after unfolding for Pb+Pb data in
the 0–10% (left) and 60–80% (center) centrality bins and for pp data (right) for R = 0.4
jets.
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Figure 5.62: Comparing the R = 0.4 jets before (black) and after (red) unfolding for 100
¡pT1 ¡126 GeV jets in 0-10% Pb+Pb (left), 60-80% (middle), and pp(right).
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Figure 5.63: Comparing the R = 0.4 jets before (black) and after (red) unfolding for pT1¿200
GeV jets in 0-10% Pb+Pb (left), 60-80% (middle), and pp(right).
5.5 Systematic Uncertainties
The systematic uncertainties in the measurement are due to the following sources:
1. Jet energy scale (JES)
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2. Jet energy resolution (JER)
3. Combinatoric subtraction
4. Unfolding: choice of Bayesian prior
5. Unfolding: factorization of response
The JES and JER uncertainties were evaluated by rebuilding the response matrix with a
systematically varied relationship between the truth and reconstructed jet kinematics using
standard tools.
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Figure 5.64: The total JES uncertainty on the 2013
√
s = 2.76 TeV pp data (filled blue),
with the total uncertainty in 2011
√
sNN = 2.76 TeV Pb+Pb data in the 60–80% (filled blue
plus red) and 0–10% (filled blue plus red plus green) show for different ranges of |η|.
In HI jet analyses there are a set of standard JES uncertainties that are applied. These
are described in detail in Ref. [218] and summarized in Figure 5.64. First there are a stan-
dard set of uncertainties that are used in standard pp EMTopo jets that are implemented in
both pp and Pb+Pb HI data. These uncertainties were derived using the existing calibra-
tion for EMTopo jets from 2012 8 TeV data. This includes an uncertainty associated with
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the cross calibration due to using the JES and uncertainties from one dataset in another
(described in Section 4.4), which comes from the differences in the jets, differences in detec-
tor settings, and statistics. The uncertainties inherited from EMTopo are called “baseline”
and are broken down into 8 nuisance parameters. These “baseline” uncertainties are due to
the in situ calibration and are derived using Z/γ+jets. There are additional uncertainties
due the difference in the flavor response and composition since quarks and gluons have dif-
ferent responses and the different generators (Herwig++ and Pythia) which use different
fragmentation models (string vs. cluster). The difference in the JES is seen in Figure 4.16.
This is evaluated using flavor fractions from this beam energy and the differences in the
response for quarks and gluons in Pythia and Herwig++.
All of the above uncertainties are common to both Pb+Pb and pp data, but there
are two HI specific uncertainties used in Pb+Pb only. The first is the uncertainty due to
the response to quenched jets, which is centrality dependent. This is evaluated by using
PYQUEN [161], which is a generator that applies medium energy loss to parton showers from
Pythia 6, to evaluate the JES. This generator produces a FF that is different from the
Pythia in a similar way that the FF evaluated in Pb+Pb data is different from pp [229].
The difference in the JES is at most 1% in central collisions and decreases linearly with





where δcent = 1% and C is the centrality in the event in percent. The peripheral collisions
starting at about 60% get no quenching uncertainty. The last uncertainty on the JES is
due to the difference in the data-taking periods between Pb+Pb and pp collisions. This
was evaluated by comparing the response of the calorimeter with respect to the pT of the
matched track jets (sum of the track pT associated with the jets) in pp and peripheral
Pb+Pb.
5.5.2 Jet energy resolution
There are also uncertainties due to the JER which consists of a centrality independent
and centrality dependent component. The JER systematic uncertainties are applied to the
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reconstructed pT by smearing it out with a gaussian with mean 0 and standard deviation
of σsys =
√
(σ + δσ)2 − σ2, where σ is the JER and δσ is the uncertainty on the JER.
psysT = p
reco
T +N(0, σsys) (5.8)
This is motivated from equation 4.11, where the a and c terms are not centrality dependent
and the b term is such that
σ(∆pT)|tot =
√
σ(∆pT)2|peri,pp + σ(∆pT)2|cent (5.9)
where the centrality dependent part can be separated out from the centrality independent
part which is the JER in peripheral or pp. The uncertainty on the first term comes from
the standard pp JER from EMTopo jets, which is derived through the cross calibration in
Ref. [218].
The second term is evaluated by comparing the resolution in the MC (where the UE is
the same as the data due to the overlay) to a data-driven analysis of the fluctuations that
uses a non-overlapping sliding window analysis (discussed in Section 7.2). The b term in










where ∆b2MC is the fluctuations, which is shown in Figure 5.65. These are fit and ∆b
2
MC is
extracted and compared to the values of the fluctuations extracted from data, ∆b2data, in
the left panel of Figure 5.66. The value used for δσ to vary the response is |∆b2MC−∆b2data|,
which is shown in the right panel of Figure 5.66.
5.5.3 Additional scale and resolution uncertainties for R=0.3 jets
This analysis was performed for both R = 0.3 and R = 0.4 jets but all of the JES and
JER systematics were derived for R = 0.4 jets but then also applied to the R = 0.3
jets. Therefore, a systematic uncertainty was derived to account for this by matching the
R = 0.3 and R = 0.4 jets in MC and data and comparing the relative response. The
fractional difference between the pT in truth and reconstructed is,
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Figure 5.65: The quadratic difference of the fractional JER between central and peripheral
collisions, shown as a function of pT, for different centrality bins. Each centrality interval
is fit with a ∆b2MC/p
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Figure 5.66: Left: the quadratic difference between the central and peripheral b terms in
data and in the MC JER study. Right: Additional JER contribution arising from data/MC












and the response is R− T , so the variance and mean of the response are,
δR−T = 〈R−T 〉|Data−〈R−T 〉|MC = 〈R〉|Data−〈R〉|MC+〈T 〉|Data−〈T 〉|MC = δR−δT . (5.12)
where δR can be evaluated by comparing < R > in the data and MC, which is shown in
Figure 5.67. Each ratio was fit to a constant and the largest value found yields an estimate
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of δR = 0.27%.
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Figure 5.67: The ratio between of the average values pR=0.3T /p
R=0.4
T evaluated in data and
the MC sample at the reconstructed level for three different ranges of jet η. The horizontal
lines indicate a fit to a constant. The largest value, including the fit uncertainties was in
the |η| < 0.3 bin and was found to be 1.0027.
The δT term comes from the fact that the angular distribution of particles in the jet
between 0.3 < R < 0.4 from Pythia can differ in data and MC. This is estimated using a
differential jet shape in ATLAS at
√
s=7 TeV using the 2010 data [230]. This is compared
to the jet shape in MC in Figure 5.68, where the agreement is expected to be good because
the data was used to tune this MC. The uncertainty was estimated by providing an upper
limit to equation 5.12,




where d was set to 10% and the integral was evaluated from the ATLAS measurement in
bins of pT and then fit as a function of pT as shown in Figure 5.69. The uncertainty is
shown in Figure 5.70, along with the individual contributions in truth and reconstructed.
The JER uncertainty is evaluated by,
σ2R−T = σ
2
R − (2Cov[R, T ]−Var[T ]) = σ2R − Γ , (5.14)
where σ2R can be found in both data and MC. There is no data analogy for Γ so it can




R − δΓ ≤ |δσ2R − δΓ| ≤ |δσ2R|+ |δΓ| . (5.15)
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Figure 5.68: Comparison between the ATLAS differential jet shape measurement and
Pythia 6 AUET2B tune for three bins in jet pT. A similar level of agreement is present in
those not shown with the difference between the central value of the data and the Pythia





















Figure 5.69: Values of
∫ 0.4
0.3 ρ(r)dr as a function of pT extracted from the ATLAS jet shape
measurement along with a fit to the form
√
a2/pT2 + b2/pT + c2.
The δΓ gets a conservative upper limit of,
|δΓ| ≤ |ΓMC , (5.16)
since it is only evaluated in the MC. This says that the data and MC could differ by
100%. This conservative estimate of the uncertainty, a less conservative estimate that is
proportional to the uncertainty on σ2R, and the data/MC difference for σ
2
R are shown on
the left panel in Figure 5.71.
This uncertainty is added as an additional smearing and is just the square root of the σ2
values. This is shown to be small on the right panel of Figure 5.71 and have no observable
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Figure 5.70: The variances of R, T and R−T along with the correlation terms as a function
of pT in the MC sample.












































































Figure 5.71: The left panel shows the δσ2R and two estimates of the uncertainty using
different estimates for |δΓ|. The most conservative uncertainty (red) is used in the analysis.
The right panel shows the smearing parameters corresponding to the various uncertainty
estimates.
5.5.4 Combinatoric subtraction
The uncertainty in the measurement due to uncertainties in the combinatoric subtraction
procedure was evaluated by changing the procedure used to estimate the combinatoric con-
tribution. This was performed by changing the ∆φ region used in the estimation from
1.0− 1.4 to 1.1− 1.5. This change varies the contribution of the flow modulation and any
residual contribution from the di-jet signal leaking into the background region. The effects
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of this change on the raw distributions were shown in Section 5.3.1.3. The raw distribu-
tions with this alternate subtraction were propagated through the unfolding procedure and
the difference between the resulting distributions and the unfolded distributions using the
nominal subtraction were used as a systematic uncertainty.
5.5.5 Unfolding
Uncertainties in the unfolding procedure account for the sensitivity of the unfolded result
to the choice of prior. The unfolding was repeated by using a prior that was reweighted.
Following the discussion in Section 5.4.3, this reweighting was chosen to be the “alternate”
prior in Figures 5.56– 5.57 and the uncertainty comes from the ratio in the bottom of the
right-hand panel of each of the figures.
The method of populating the response matrix, using samples with different p̂T ranges
and applying a weighting, suffers from the fact that large fluctuations may occur in bins
where two samples contribute with one containing many fewer counts but a much larger
cross section. As the response matrix is sparsely populated (containing 404 bins), such
fluctuations could introduce instabilities in the unfolding. To evaluate the sensitivity to
such effects, along with any other defects in the response, a new response matrix was
constructed as a factorised product of single jet response distributions, i.e. assuming the
response in pT1 and pT2 were independent. The data were unfolded using this new response
and the differences in the unfolded distributions were taken as a systematic.
5.5.6 Summary
A summary of the different contributions to the total systematic uncertainty is shown for
100 < pT1 < 126 GeV in the 0–10% centrality interval and for pp collisions in Figure 7.16.
In general, the uncertainties tend to decrease with increasing xJ, where the total uncertainty
at xJ ∼ 1 reaches ≈ 12% in most of the pT1 and centrality bins in the Pb+Pb data. The
relative uncertainty becomes large for xJ < 0.4, but this region is a small part of the total
(1/N)dN/dxJ distribution. The largest contribution is from the JER, where in Pb+Pb data
it reaches values of ≈ 10% at xJ ∼ 1 and 15% at xJ = 0.5. The next largest contribution
is from the JES which is between 5% and 10%. The unfolding uncertainty can becomes as
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large as the JES in central collisions.
Jx





















0 - 10 %
-12011 Pb+Pb data, 0.14 nb









0.4 0.5 0.6 0.7 0.8 0.9 1
pp
-1 data, 4.0 pbpp2013 
 = 0.4 jetsR tkanti-
 = 2.76 TeVNNs
ATLAS
Figure 5.72: The total systematic uncertainty and its various components for 100 < pT1 <
126 GeV for R = 0.4 jets in Pb+Pb collisions with 0–10% centrality (left) and pp collisions
(right). In the figure on the left the first two bins are off scale with bins centers of xJ=0.34
and 0.38 and bins contents of 1.25 and 0.75, respectively.
The other centrality intervals and the pp data have similar trends as those in the 0–10%
centrality interval, but the uncertainties are smaller in more peripheral collisions. In the pp
data they are smaller by about a factor of two compared to the 0–10% Pb+Pb data. This
is shown for the other centrality bins in Pb+Pb (and different pT1 intervals) in Figures 5.73
and 5.74. The different pT1 intervals in pp collisions are shown in Figure 5.75. The trends
are similar in the different pT1 bins as well. A more detailed breakdown of the various
components that contribute to the total uncertainty is shown in Figure 5.76, where it is
seen that for the unfolding uncertainty the factorization dominates and for the JES/JER
uncertainties the data period dominates.
The R = 0.3 uncertainties have similar features as the R = 0.4 uncertainties but they
are slightly larger due to the two additional R = 0.3 sources of uncertainties.
5.6 Results and Discussion
The centrality dependence of the fully unfolded (1/N)dN/dxJ distributions normalized to
the number of dijet pairs for pp R = 0.4 jets are compared to Pb+Pb R = 0.4 jets in
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Figure 5.73: The total systematic uncertainty and its various components for 100 < pT1 <
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Figure 5.74: The total systematic uncertainty and its various components for pT1 > 200 GeV
for the 0–10% centrality bin.
Figure 5.77 for the 100–126 GeV leading jet pT bin. Here the error bars indicate statistical
errors and the bands represent systematic errors. The Pb+Pb dijets differ substantially
from the pp jets in the most central bins and then agree with the pp jets in the most
peripheral bin (60–80%).
The same distributions are showing for the R=0.3 jets in Figure 5.78. The pT of an
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Figure 5.75: The total systematic uncertainty and its various components in various pT1
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Figure 5.76: The total systematic uncertainty and its various components for 100 < pT1 <
126 GeV for the 0–10% centrality bin.
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R = 0.3 jet is generally lower than that of an R = 0.4 jet originating from the same hard
scattering, so features in the (1/N)dN/dxJ distributions for R = 0.4 jets should appear at
lower values of pT1 for R = 0.3 jets. In order to compare the two R values, the R = 0.3
jet results include an additional pT1 interval, 79 < pT1 < 100 GeV. The R = 0.3 results
show similar qualitative trends as the R = 0.4 jets when the lower pT bin in the R = 0.3
dijets is included. The R = 0.3 jets should have less contribution from the UE due to the
smaller cone size, so observing similar trends between the two cone sizes implies that the
results are robust with respect to the UE. This indicates that the data analysis properly
account for UE effects through the combinatoric subtraction and unfolding procedures. The
distributions are flatter for R = 0.3 jets, including in pp collisions, which is consistent with
the expectation that the correlation between the jets in the pair is weaker for smaller-R jets
due to parton radiation outside the jet cone.
The centrality dependence shows a clear decrease in asymmetric jets with increasing
centrality. This effect is most significant in the 100–126 GeV bin in R = 0.4 jet and the
79.4–100 GeV bin in R = 0.3 jets. In the 0–10% bin there is a sharp peak in the xJ
distribution at around 0.55 that decreases with centrality and with leading jet pT. This
decrease is particularly distinct when moving from 0–10% to 10–20% in both R = 0.3 and
R = 0.4 jets and when moving from 100–126 GeV to 126–158 GeV for R = 0.4 and when
moving from 79.4–100 GeV to 100–126 GeV in R = 0.3.
The R = 0.4 pp jets are compared to the most peripheral (60–80%) Pb+Pb jets for
different leading jet pT bins in the panels in Figure 5.79. The Pb+Pb agrees with the pp
in all of the pT bins. A similar trend is demonstrated in Figure 5.80 for the R = 0.3 jets.
The R = 0.4 pp dijets are also compared to the most central (0–10%) Pb+Pb jets for
different leading jet pT bins in the panels in Figure 5.81. The difference between the two
is most distinctive in the 100–126 GeV bin and then becomes less significant as the leading
jet pT is increased. In the highest pT1 bin the Pb+Pb dijet pairs become better balanced
in momentum. This is showing relative energy loss though and doesn’t mean that the high
energy jets didn’t lose energy, it just means they lost approximately the same amount of
energy. The same trend is seen in Figure 5.82 for the R = 0.3 jets except the R = 0.3 jets
start at one lower leading jet pT bin. Appendix D shows these results in all the different
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Figure 5.77: The unfolded (1/N)dN/dxJdistribution normalized to the number of dijet
pairs for Pb+Pb R = 0.4 jets (black) and pp R = 0.4 jets (red). Each panel is a different
centrality bin in the Pb+Pb with the pp being the same in each panel: 0-10% (top left),
10-20% (top middle), 20-30% (top right), 30-40% (top right), 40-60% (bottom middle), and
60-80% (bottom right). Each curve is for leading jet pT from 100-126 GeV. The statistical
errors are given by the error bars on each curve and the systematics are given by the error
bands.
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Figure 5.78: The unfolded (1/N)dN/dxJdistribution normalized to the number of dijet
pairs for Pb+Pb R = 0.3 jets (black) and pp R = 0.3 jets (red). Each panel is a different
centrality bin in the Pb+Pb with the pp being the same in each panel: 0-10% (top left),
10-20% (top middle), 20-30% (top right), 30-40% (top right), 40-60% (bottom middle), and
60-80% (bottom right). Each curve is for leading jet pT from 79-100 GeV. The statistical
errors are given by the error bars on each curve and the systematics are given by the error
bands.
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Figure 5.79: The unfolded (1/N)dN/dxJdistribution normalized to the number of dijet
pairs for peripheral Pb+Pb (60-80%) R = 0.4 jets (black) and pp R = 0.4 jets (red) where
each panel is a different leading jet bin: 100-126 GeV (top left), 126-158 GeV (top right),
158-200 GeV (bottom left), and >200 GeV (bottom right). The statistical errors are given
by the error bars on each curve and the systematics are given by the error bands.
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Figure 5.80: The unfolded (1/N)dN/dxJdistribution normalized to the number of dijet
pairs for peripheral Pb+Pb (60-80%) R = 0.3 jets (black) and pp R = 0.3 jets (red) where
each panel is a different leading jet bin: GeV 79-100 (top left), 100-126 GeV (top right),
126-158 GeV (bottom left), and >158 GeV (bottom right). The statistical errors are given
by the error bars on each curve and the systematics are given by the error bands.
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Figure 5.81: The unfolded (1/N)dN/dxJdistribution normalized to the number of dijet
pairs for central Pb+Pb (0-10%) R = 0.4 jets (black) and pp R = 0.4 jets (red) where
each panel is a different leading jet bin: 100-126 GeV (top left), 126-158 GeV (top right),
158-200 GeV (bottom left), and >200 GeV (bottom right). The statistical errors are given
by the error bars on each curve and the systematics are given by the error bands.
centrality and pT bins included in the analysis. This drastic pT1 dependence could possibly
be attributed to the changing flavor composition of the pairs, as shown in the right panel
of Figure 2.35, since the energy loss depends on flavor. The figure implies that gg pairs
dominate at low pT, qq pairs at high pT, and qg and gq at intermediate pT. It should be
noted that this is based on the pT1 of dijets where the leading jet has not undergone in-
medium energy loss. The leading jet has undergone some energy loss in this result and thus
originally comes from a higher pT jet. The qg pairs are expected to be the most imbalanced
so it is possible that the lowest pT1 bin is dominated by these pairs and then the flavor
fractions quickly change such that qq pairs dominate at high pT.
The interesting features in the unfolded xJ distribution in Pb+Pb collisions can be in-
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Figure 5.82: The unfolded (1/N)dN/dxJ distribution normalized to the number of dijet
pairs for central Pb+Pb (0-10%) R = 0.3 jets (black) and pp R = 0.3 jets (red) where each
panel is a different leading jet bin: 79-100 GeV (top left), 100-126 GeV (top right), 126-158
GeV (bottom left), and >158 GeV (bottom right). The statistical errors are given by the
error bars on each curve and the systematics are given by the error bands.
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vestigated by comparing to theoretical models of jet energy loss. The distinct xJ shape and
dependence on pT1 can be used to constrain different jet quenching models and help the
field better understand jet energy loss in the medium. Unfortunately, not many theoretical
comparisons have been made to this result since it was published. The only cited compari-
son is shown in Figure 5.83 from Ref. [138], which uses the BDMPS-Z formalism (radiative
energy loss in the multiple soft-scattering limit) with Sudakov resummation to correctly ac-
count for the broadening effect in back-to-back dijet azimuthal correlations. The theoretical
model for pp collisions is compared to the pp data in different pT1 intervals, where it mostly
describes the low xJ region of the data but over predicts the high xJ region indicating that
NNLO effects should be included. The model for Pb+Pb collisions is compared to central
Pb+Pb data, where it describes the three higher pT1 intervals fairly well but misses the
peak structure in the lowest pT1 interval. This demonstrates that a model with strictly
radiative energy loss in the limit of multiple soft gluon emmission doesn’t fully describe the
energy loss in this pT1 range. Given that radiative energy loss models rely heavily on a path
length dependence to energy loss, the path length may not be the dominant effect in jet
energy loss. The dominant effect could instead be from jet-by-jet fluctuations in the energy
loss due to medium fluctuations or fluctuations in the energy loss mechanisms themselves.
The R = 0.4 pp results were compared to different MC generators for 100–126 GeV
leading jet pT in Figure 5.84. The MC generators used for the comparison are the Pythia 6
sample that is used in the MC studies in this analysis, a sample from Pythia 8 using the AU2
tune, a sample using Herwig++ with the UE-EE-3 tune, and a sample using POWHEG
which is accurate to next-to-leading order in perturbative QCD and interfaced with the
Pythia 8 to provide a description of the parton shower and hadronization. The ratio of each
MC generator to the pp data is shown in the bottom panel where the shaded grey represents
the error on the ratio from the data. All of the generators are in good agreement with the
data with most of the higher xJ points agree within error. POWHEG+Pythia 8 shows the best
agreement, which is most likely due to the inclusion of the NLO calculations. Appendix D
shows these results in all the leading jet pT bins used in the analysis.
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Figure 5.83: The leading jet pT dependence of the xJ distribution in 0–10% Pb+Pb collisions
and pp collisions compared to a theoretical model from Ref. [138].
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Figure 5.84: The unfolded (1/N)dN/dxJdistribution normalized to the number of dijet
pairs is shown in the top panel for pp R = 0.4 jets (black) in the 100-126 GeV leading
jet pT bin compared to the following MC generators: Pythia 6 (red squares), Pythia 8
(blue diamonds), Herwig++ (green crosses), and POWHEG+Pythia 8 (purple stars). The
statistical errors are given by the error bars on the points and the systematics are given
by the error bands (only for the data). The bottom panel represents the ratio of each MC
generator (same colors apply) to the data and the shaded band represents to error on the
ratio from the systematic errors on the data.
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Chapter 6
Inclusive Jet Suppression
6.1 Data and MC Samples
This analysis used data from 2015 of Pb+Pb and pp collisions at
√
sNN = 5.02 TeV.
6.1.1 2015 Pb+Pb Data
The Pb+Pb data used is this analysis was taking during run 2 in 2015 at
√
sNN = 5.02 TeV
with a total luminosity of 0.52 nb−1. A combination of minimum bias and jet-triggered
high level triggers (HLT) were used. The minimum bias events were selected using a logical
OR between the HLT_noalg_mb_L1TE50, which is a transverse energy (TE) trigger with
an EtotT = 50 GeV and HLT_mb_sptrk_ion_L1ZDC_A_C_VTE50, which is ZDC coincidence
trigger. When just the ZDC trigger is fired, empty events are removed by imposing a
requirement of at least one track. The data is also composed of multiple triggers from the
HardProbes stream that have different pT thresholds and different prescales as indicated in
Table 6.1. These are seeded off the L1 trigger and then use the jet reconstruction algorithm
as in the Pb+Pb reconstruction (Section 4.1). The highest trigger (j75) is an unprescaled
trigger that sees the full luminosity. The pT ranges are based on where the trigger is fully
efficient (> 99%) for R = 0.4 jets, which are shown in Figure 6.1.
The events were also required to pass typical HI event-level selection criteria which
was outline in the list 5.1.1 in Chapter 5. Pile-up was rejected by cutting out the end
of the ΣEFCalT distribution at ΣE
FCal
T > 4.9 which is less than 1% of the data in the 0–
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Table 6.1: The rigger scheme for the 2015 Pb+Pb data including the trigger names and pT






10% centrality bin since the 0.1% centrality bin starts at an ΣEFCalT of 4.54 TeV. If the
pile-up rates in this region are extrapolated to the ΣEFCalT < 4.9 TeV region the residual
pile-up rate in the measurement region ends up being less than 0.1%, which indicates this
cut is sufficient for cutting out the pile-up. Also, there are no expectation of real events
in the region being rejected which was determined through extrapolations of the ΣEFCalT
distribution into the rejected region.
It is extremely important to make sure the analysis is using every event in each run of
the data-taking period with the correct luminosity. Figure 6.2 shows the cross section as a
function of run number for jets above 100 GeV that fire the highest jet trigger (j75). This
cross section is calculated from the total number of jets that fired the trigger scaled by the
luminosity (also shown in the figure). The cross section should be constant as a function
of run number, which is shown to be true except for a small fraction of events (< 1%) that
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Figure 6.1: The left panel shows the trigger efficiencies for R = 0.4 offline jets for pp HLT
jet triggers at 5.02 TeV. The right panel shows the trigger efficiencies for R = 0.4 offline
jets for Pb+Pb HLT jets at 5.02 TeV.
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Centrality ΣEFCalT [ TeV] Npart 〈TAA〉 [1/mb]
70-80% 0.144–0.064 15.4±1.0 0.22±0.02
60-70% 0.290–0.144 30.6±1.6 0.57±0.04
50-60% 0.525–0.290 53.9±2.0 1.28±0.07
40-50% 0.875–0.525 87.0±2.3 2.63±0.11
30-40% 1.369–0.875 131.4±2.6 4.94±0.15
20-30% 2.047–1.369 189.2±2.8 8.64±0.17
10-20% 2.989–2.047 264.0±2.8 14.33±0.18
0-10% > 2.989 358.8±2.2 23.35±0.20
Table 6.2: The centrality ranges used for the 2015 Pb+Pb data and their corresponding
ΣEFCalT ranges, Npart, and 〈TAA〉 values.
bunch crossing µ was less than 0.0001.
6.1.1.1 Centrality
The centrality was determined by the same methods as discussed in Section 5.1.1.1 but for
the 2015 Pb+Pb data. The ΣEFCalT distribution with the corresponding quantiles is shown
in Figure 6.3. The minimum bias trigger and event selection sampled 84.5% of the total
inelastic cross section. In this analysis 8 centrality interval were used: 0-10%, 10-20%, 20-
30%, 30-40%, 40-50%, 50-60%, 60-70% and 70-80%. The RAA also needs to 〈TAA〉 factors
























































Figure 6.2: The jet cross section for jets with pT > 100 GeV as a function of run number
for Pb+Pb collision data. The blue line represents the integrated luminosity and the red
points are the cross sections.
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Figure 6.3: The ΣEFCalT distributions for 2015 Pb+Pb data at
√
sNN = 5.02 TeV partitioned
into centrality quantiles [231].
Table 6.3: The trigger scheme in the pp data, including the names of the triggers and the








6.1.2 2015 pp Data
The pp data used in this analysis was taken in run 2 during 2015 at
√
sNN = 5.02 TeV
with a total luminosity of 25 pb−1.The data is also composed of multiple triggers from the
HardProbes stream that have different pT thresholds and different prescales as indicated in
Table 6.3. These are seeded off the L1 trigger and then uses jets build from topoclusters
with no UE subtraction. The highest trigger (j85) is an unprescaled trigger that sees the
full luminosity. The pT ranges are based on where the trigger is fully efficient (> 99%) for
R = 0.4 jets, which are shown in Figure 6.1.
The pp data was also required to have a reconstructed primary vertex and be in the
GRL. Figure 6.4 shows the cross section as a function of run number for jets above 100 GeV
that fires the highest jet trigger (j85). This was also found to be constant. The µ for the
pp data-taking period was less than 1.4.
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6.1.2.1 Cleaning
The pp jets were cleaned using standard cleaning tools to remove non-collisional background,
cosmic ray background, and noise. The “BadLoose” cut level from Ref. [232] was used which
is defined to have a high efficiency for real jets while still having as high a fake rejection as
possible.
A tag and probe method was used to evaluate the cleaning efficiency in the 2015 pp
dataset. This method identities balanced dijet pairs with AJ < 0.3 and ∆φ > 3. In each
pair one of the jets had to pass the cleaning cut and was designated the probe. Then the
other jet (the tag) is checked to see if it passes the cleaning cut as well. The efficiency is
evaluated based on this and is shown as a function of pT on the left panel of Figure 6.5 and
as a function of η on the right.
The pp jets before and after cleaning are shown in Figure 6.6. The jets that failed the
cleaning are shown in blue.
6.1.3 MC Samples
The MC samples in this analysis use a signal from POWHEG+Pythia 8 where muti-jet pro-
cesses were simulated using POWHEG-BOX v2 [72, 226, 227] interfaced with Pythia 8.186 [74]
using the A14 tune [233] and CT10 PDFs [224] along with NNPDF2.3LO PDFs [234] to
model non-perturbative effects. As mentioned in Section 4.3, the Pythia events are divided
into ranges of p̂T, which is the pT of the outgoing partons in a 2→ 2 hard scattering, and




















Figure 6.4: The jet cross section for jets with pT > 100 GeVas a function of run number for
the pp collision data. The blue line represents the integrated luminosity and the red points
are the cross sections.
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combined using weights from their cross sections. The J slices and their cross sections for
the Pythia used to generate the pp MC are shown in Table 6.4. For the Pb+Pb MC,
the same signal was used but overlaid with real minimum bias Pb+Pb data as discussed in

























































Figure 6.6: The pT spectrum for pp jets before (black) and after (red) cleaning. The jets
that were removed by the cleaning are also shown in blue.
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J R = 0.4 ptruthT [GeV] σ [nb] × ε #events
1 20–60 ( 1.28× 108) × ( 1.59× 10−3) 5.9 M
2 60–160 ( 1.97× 107) × ( 1.30× 10−4) 5.9 M
3 160–400 ( 5.76× 105) × ( 4.21× 10−5) 5.9 M
4 400–800 ( 4.15× 104) × ( 2.86× 10−6) 5.4 M
5 800–1300 ( 8.43× 102) × ( 5.99× 10−7) 5.9 M
Table 6.4: MC samples for simulation of dijets in pp events.
J R = 0.4 ptruthT [GeV] σ [nb] × ε #events
1 20–60 ( 1.28× 108) × ( 1.59× 10−3) 5.9 M
2 60–160 ( 1.97× 107) × ( 1.30× 10−4) 5.8 M
3 160–400 ( 5.76× 105) × ( 4.21× 10−5) 5.9 M
4 400–800 ( 4.15× 104) × ( 2.86× 10−6) 5.8 M
5 800–1300 ( 8.43× 102) × ( 5.99× 10−7) 5.9 M
Table 6.5: MC samples for simulation of inclusive jets in Pb+Pb events based on
POWHEG+PYTHIA8 dijets embedded to minimum bias heavy ion data. The ε repre-
sents the filtering efficiency from AMI which is applied at the level of sample generation.
6.2 Jet Reconstruction
The jet reconstruction procedure was described in detail in Section 4.1 and in this analysis
the run 2 jet reconstruction was used. In addition to all the corrections mentioned in that
section, there were some additional corrections applied.
The first is an η-φ dependent weighting which accounts for a large φ dependence to
the JES. These weights were applied cluster by cluster during the reconstruction and were
derived from the average response in the calorimeter as a function of η-φ. The jet yield as
a function of φ is shown in Figure 6.7 after the weights were applied. This shows that the
JES no longer has a large φ dependence and this effect has been effectively removed.
6.2.1 Fake Rejection
There is also a contribution from “fake” jets, especially at low pT. This was discussed in
Section 4.6.3. A procedure to remove the fake jets from the pT spectrum was developed
and is described here.
A way to remove fake jets is by requiring that the jet is associated with a track jet,
since this is consistent with a hard particle production from the jet. The procedure looks
CHAPTER 6. INCLUSIVE JET SUPPRESSION 224
for tracks with pT > 4 GeV that pass standard track selections and that are associated
with the jet. The sum of the pT of all of the tracks associated with the jet that follow
these requirements,
∑
pT, is evaluated. Different cuts on this
∑
pT value are investigated
as a potential fake rejection where the idea is to remove as much fakes as possible without
biasing the spectrum. Therefore, the first cut where the fakes are removed is used for the
cut.
First the effect of this cut on the pT spectrum was investigated in Figure 6.8, where the
pT spectrum before any fake rejection, with fake rejection, and the jets that were rejected
are shown in data for two different cuts. It can be seen here that the fakes start to dominate
at less than 80 GeV, implying that even with a fake rejection, jets below this shouldn’t be
used in the analysis because those jets are dominated by fakes. The fake rejection is applied
in both the data and MC and the efficiency as a function of ptruthT is shown in Figure 6.9.
The fake rejection is fully efficient around 100 GeV for the 4 GeV cut and 125 GeV for the
φ



































































Figure 6.7: The jet yield as a function of φ for truth pT > 50 GeV in different η intervales
with pp (black) and centrality bins in the colors.
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Figure 6.8: The pT spectrum with no fake rejection (black), with fake rejection (red), and
for jets rejected by fake rejection (blue) in central collisions with y < 0.3 for
∑
pT = 4 GeV
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Figure 6.9: The efficiency of the fake rejection in the MC as a function of ptruthT in central
collisions with y < 0.3 for
∑
pT = 4 GeV (left) and 8 GeV (right).
8 GeV cut, which means that in either case an efficiency correction should be used after the
cut is applied.
Determining if the fakes are effectively rejected can be done by looking at the stability
of the unfolding since (as discussed in Section 4.6.3) backgrounds can distort the shape
of the distributions which causes problems for unfolding. Therefore, the unfolding was
investigated as a function of the number of iterations. Figures 6.10, 6.11, and 6.12 include
four panels demonstrating the unfolding in central Pb+Pb collisions and |y| < 2.8. The first
panel shows the unfolded pT spectrum for different numbers of iterations, the second panel
shows the refolded pT spectra, the third panel shows the unfolded to truth ratio, and the
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fourth panel shows the refolded to data ratio. The refolded to truth ratio shows instability
in Figure 6.10, where no fake rejection has been applied. Figure 6.11 is for a fake rejection
of 4 GeV and shows a slight improvement to the instability. Finally, Figure 6.12 is for a fake
rejection of 8 GeV and shows the instability removed. This indicates that a fake rejection





































































































Figure 6.10: This figure is only shown to demonstrate how the fake rejection cut was
determined and shows what the unfolding looks like when no fake rejection is applied. The
figure is showing the unfolding results for different numbers of iterations in central Pb+Pb
collisions within |y| < 2.8. The top left panel shows the unfolded pT spectra and the top
right panel shows the refolded pT spectra. The bottom left panel shows the ratio of the
unfolded to truth distribution and bottom right panel shows the ratio of the refolded to
data distribution. The unfolding is shown to be unstable in this case.
The effect of the fake rejection can also be investigated by looking at the effect of the
different cuts on the unfolded RAA. This was done for different cuts between 5 and 12 GeV,




































































































Figure 6.11: This figure is only shown to demonstrate how the fake rejection cut was
determined and shows what the unfolding looks like when only a
∑
pT > 4 GeV is applied.
The figure is showing the unfolding results for different numbers of iterations in central
Pb+Pb collisions within |y| < 2.8. The top left panel shows the unfolded pT spectra and
the top right panel shows the refolded pT spectra. The bottom left panel shows the ratio of
the unfolded to truth distribution and bottom right panel shows the ratio of the refolded to
data distribution. The unfolding is still shown to be unstable but is an improvement from
Figure 6.10.
in Figure 6.13. It can be seen in the top panel for 0–10% that the RAA changes dramatically
for the different cuts below ≈ 80 GeV. This indicates that the fakes are still contributing
significantly in this region since the RAA increases with decreasing fake rejection (which is
allowing more fakes to contribute). Figure 4.23 demonstrates that fakes broaden the pT
distribution at low pT and thus raise the number of jets at low pT causing a higher RAA.
Above 80 GeV, the RAA is unchanged with the different rejections, indicating that the fakes
are not contributing significantly in this region. Therefore, the fake rejection is applied but





































































































Figure 6.12: This figure is only shown to demonstrate how the fake rejection cut was
determined and shows what the unfolding looks like when only a
∑
pT > 8 GeV is applied.
The figure is showing the unfolding results for different numbers of iterations in central
Pb+Pb collisions within |y| < 2.8. The top left panel shows the unfolded pT spectrum and
the top right panel shows the refolded pT spectrum. The bottom left panel shows the ratio
of the unfolded to truth distribution and bottom right panel shows the ratio of the refolded
to data distribution.The unfolding is shown to be stable in this case.
a cut is made at 80 GeV in the data analysis. The effect of fakes decrease as the collisions
becomes less central. This is shown in the remaining figures where, for example for 40–50%,
the effect is not significant and the cut can be at 40 GeV. These cuts are at the reconstructed
level (before unfolding), but the unfolding needs room for bin migration (Section 4.6). Both
the reconstructed and truth cuts are given in Table 6.6.
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Figure 6.13: The RAA as a function of pT for different
∑
pT cuts (or fake rejection cuts).
This is shown in 0–10% in the top panal, 20–30% in the center panel, and 50–60% in the
bottom panel.
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6.3 Data Analysis
The first step in the analysis is to measure the jet spectra in pp and Pb+Pb collisions in
various kinematic intervals. The spectra is measured six bins of rapidity for both Pb+Pb
and pp, |y| < 0.3, 0.3 < |y| < 0.8, 0.8 < |y| < 1.2, 1.2 < |y| < 1.6, 1.6 < |y| < 2.1, and
2.1 < |y| < 2.8 and between 40 and 1000 GeV in jet pT. The Pb+Pb jet spectra is also
measured differentially in eight bins of centrality: 0-10%, 10-20%, 20-30%, 30-40%, 50-60%,
60-70%, and 70-80%. This is the raw jet spectra and any corrections are made at this level
before unfolding and evaluating the ratio to obtain the final RAA.
In order to validate the jets going into the analysis, the η−φ distributions for jets with
pT > 100 GeV are checked for irregularities. This is shown in Figure 6.14 for pp and for
central and peripheral collisions in Pb+Pb. There is a clear hole in the region 0 < y < 1
and π/4 < φ < 11π/32. To fix this, jets in the hole are removed in the data analysis and the
remaining jets in that y region are scaled by the amount removed in φ, which ends up being
(2π/(2π−3π/32). This needs to be done in both the analysis and for the reconstructed jets
in the MC since the MC is overlaid with the same data. The projection of this onto the
y axis is shown in Figure 6.15 for pp and various centrality bins in Pb+Pb. The rapidity
distribution is shown to be smooth except for in places that are known to be transition
regions in the ATLAS detector (or the holes mentioned above). Therefore, the rapidity
intervals in the analysis are chosen to avoid irregularities such that the response does not
dramatically change within one bin since the detector response in different regions of the
calorimeter can be different. These rapidity intervals are also selected to match those used
in the previous RAA result in Ref. [5] such that comparisons between the two can easily be
made.
6.3.1 Raw Inclusive Jet Yields
The raw pT distributions before unfolding are shown in Figure 6.16 for the different rapidity
intervals in pp in the left panel and central Pb+Pb in the central panel. The right panel
shows all the centrality intervals in Pb+Pb but inclusive in rapidity (|y| < 2.8). Each
centrality bin begins at a different pT based on where the fake rates were found to contribute.
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Figure 6.14: The η − φ distribution for R = 0.4 jets with pT > 100 GeVand |y| < 2.8 in pp
data (top left), Pb+Pb data in 0-10% (center), and Pb+Pb data in 60-70% (right).
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Figure 6.15: The y distribution for R = 0.4 jets with pT > 100 GeVin pp and different
centrality intervals in Pb+Pb.
These values are given in Table 6.6. Here the pp data, also inclusive in rapidity, is overlaid
with each centrality bin in black lines for comparison. The y dependence is as expected
in that the distributions are steeper in the more forward rapidity intervals. In the central
Pb+Pb bins a suppression can already be observed when comparing the pp. Appendix E
provides the rapidity dependence for additional centrality bins in Pb+Pb.
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Table 6.6: The various pT cuts made before unfolding (reconstructed pT) and after unfolding
(unfolded pT) for each centrality bin.










The Pb+Pb MC needs to be weighted by the ΣEFCalT distribution in the data before it can
be used for the response matrix when unfolding because of the different total energy triggers
in the MC overlay. The trigger boundaries can be seen in MC distribution before weighting
in Figure 6.17. The ratio of the distribution in the data (in red) to the MC (black) is shown
on the right panel and is used to weight to the MC. The weighted version of the MC is
shown in blue and is in agreement with the data which verifies that the weighting is valid.
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Figure 6.16: The raw pT distributions for jets with pT > 40 GeV in different rapidity bins
for pp on the left and central Pb+Pb in the center. The raw pT distribution for jets with
pT > 40 GeV for all centrality classes in Pb+Pb within |y| < 2.8 is shown on the right (the
pp distribution is overlaid in the black lines for comparison).
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Figure 6.17: The left panel shows ΣEFCalT distributions in Pb+Pb MC (black) and data
(red). The right panel is the ratio of the data to the MC. This ratio is then applied to the
MC and the result is shown in blue on the left.
weights such that the underlying pT distribution in the MC represents a cross section. The
correct weights can be obtained from the pp MC. The weighting is performed by taking
the ratio of the pp to the Pb+Pb MC is each centrality bin, as shown in the left panel of
Figure 6.18 for central collions and the middle panel for peripheral collisions. The spikes
in the ratio are the incorrect weights in POWHEG. The average ratio is evaluated and plotted
as a function of centrality in the right panel. This weight is applied jet-by-jet based on the
pT of the jet in order to correct for the difference in the shape between the Pb+Pb and pp
MC, as well as rescale the Pb+Pb MC appropriately.
Figure 6.19 shows a comparison between the Pb+Pb data and truth MC on the top
panel and the ratio of the two on the bottom panel for different centrality bins in the
panels. Figure 6.20 shows a comparison between the Pb+Pb data and reconstructed MC
on the top panel and the ratio of the two on the bottom panel for different centrality bins
in the panels.
6.3.2 Raw RAA
The raw (before unfolding) Pb+Pb and pp spectra were used to evaluate the RAA before
unfolding, which is shown in Figure 6.21 for different centrality bins. There is a clear
suppression seen in each centrality bin, with the largest suppression in the most central bin.


















































Figure 6.18: The left panel shows the ratio of the pp to the Pb+Pb MC as a function of
ptruthT in the 0-10% interval. The middle panel shows the same thing but for the 70-80%
interval. The right panel shows the average ratio as a function of centrality, which is applied





































































































Figure 6.19: The pT distributions (before unfolding) for jets with pT > 100 GeV and
|y| < 2.8 in data (black) and MC truth (red) in pp (left) and the centrality bins in Pb+Pb
(other panels).
The RAA also has a dependence on the jet pT, which implies that the pp distributions are
steeper than the Pb+Pb distributions.
6.3.3 Unfolding
The jet yields and cross sections are unfolded using 1D Bayesian unfolding [219] as discussed
in Section 4.6 to account for bin migration due the JER and a residual JES. The cross section
is unfolded in pp using a response generated from the pp MC in the six rapidity bins. The








































































































Figure 6.20: The pT distributions for jets (before unfolding) with pT > 100 GeV and
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Figure 6.21: The raw (before unfolding) RAA as a function of pT for jets with pT > 100
GeV in central and peripheral collisions in the two panels and different rapidity intervals in
the colored points.
jet yield in Pb+Pb is unfolded in the eight bins of centrality and the six rapidity intervals
using a response generated from the Pb+Pb MC.
6.3.3.1 Response
The response is generated by matching truth jets to reconstructed jets in the MC within a
∆R < 0.2. The truth jets are selected to be above 25 GeV and the reconstructed jets have
different pT cuts depending on where they are cut in the data and listed in Table 6.6. Each
rapidity and centrality bin in the analysis get it’s own response matrix. Some examples of
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Figure 6.22: The response matrixes (ptruthT vs. p
reco
T ) generated from the MC in central
Pb+Pb (left), peripheral Pb+Pb (middle), and pp collisions (right).
6.3.3.2 Reweight Prior
The response matrixes are reweighted before unfolding to better represent the data. This
reweighting is applied to the prior (or truth distribution) but the effect is to redistribute
counts in the entire response. Reweighting the prior to be closer to the data allows for
the unfolding to converge more quickly when iterating. A faster convergence can reduce
the statistical uncertainties, as discussed in Section 4.6.1. The reweighting used in this
analysis is taken from the ratio of the reconstructed data to the reconstructed MC. This
ratio is taken as a function of the pT and is shown in Figure 6.23 for pp and central Pb+Pb
collisions. This ratio was fit with a linear function and the parameters (slope and offset)
of the fits are saved for each centrality and rapidity interval. These parameters are shown
in Figure 6.24. As the respones matrix is filled in the analysis, the truth pT of each jet is
used to calculate the weight from these parameters and the weight is then applied to the
response. This reweighted version of the response is the response used to unfold the nominal
result. The unfolded result with the reweighted response is compared to the unfolded result
with the unweighted response in Figure 6.25 as a function of iterations. The result is shown
to converge after 2–3 iterations and the difference between the two results is within 2%.
This confirms the choice of the number of iterations at 3 and this difference is taken as a
systematic uncertainty on the final result.







































Figure 6.23: The left panel shows the overlay and the right panel shows the ratio of Pb+Pb
data to MC as a function of pT in pp (top) and 0-10% Pb+Pb (bottom). The ratio is fitted















































Figure 6.24: The left panel shows the values of the offset in the linear fit of the data/MC
ratios in each y and centrality bin in the analysis. The first bin in y, |y| < 2.8 is included.
The first bin on the centrality axis is pp collisions and then it increases in 8 bins of 10%
centrality. The right panel is the same thing but for the slope from the fit.



































































Figure 6.25: The ratio of the unfolded result with and without reweighting as a function of
number of iterations for pp on the left and 0–10% Pb+Pb on the right.
6.3.3.3 MC Closure
The closure in the MC was investigated by splitting the MC in half and using one half as
the response and the other half as the “data”, as described in Section 5.4.2. This is shown
in Figures 6.26– 6.28, which are similar figures as in Figure 6.12. The MC closure is in
the bottom left plot which is the ratio of the unfolded truth distribution to the original
truth from the MC. This ratio is shown to be unity within statistical fluctuations and is
stable with the number of iterations for the bins shown. Additional centralities are shown
in Appendix E.
6.3.3.4 Stability with Iterations
The stability with the number of iterations was investigated in the unfolded data by unfold-
ing for different number of iterations and evaluating the ratio of each successive iteration to
the result at 3 iterations. This is shown in Figure 6.29 for central Pb+Pb and pp collisions.
The result is shown to be stable with the number of iterations after 2-3 iterations to within
3%. This set the number of iterations at 3.
6.3.3.5 Unfolding Summary
Figure 6.30– 6.32 show a summary of the unfolding. The top left panel shows the compo-
nents of the response, including the reconstructed MC, the truth MC that match to the





























































































Figure 6.26: Unfolding results for the MC closure test for different numbers of iterations in
central Pb+Pb collisions within |y| < 2.8. The top left panel shows the unfolded pT spectra
and the top right panel shows the refolded pT spectra. The bottom left panel shows the
ratio of the unfolded truth to truth distribution (the MC closure) and bottom right panel
shows the ratio of the refolded to data distribution.
reconstructed, the full truth spectrum, and the measured reconstructed data. The top right
panel shows the 2D response. The bottom left panel shows full truth distribution and the
reconstructed data again along with the unfolded data and the refolded data. These dis-
tributions are the spectra that go into making the bottom right panel figure which shows
details of the unfolding.
The first distribution is the unfolded to raw ratio which is the distribution in the data
before and after unfolding. This shows the effect of unfolding which is to lower the dis-
tribution, especially at low pT values. This makes sense because the JER has the largest
effect on the unfolding (Figure 4.9), especially at low pT. The effect of the JER on the pT



























































































Figure 6.27: Unfolding results for the MC closure test for different numbers of iterations
in peripheral Pb+Pb collisions within |y| < 2.8. The top left panel shows the unfolded pT
spectra and the top right panel shows the refolded pT spectra. The bottom left panel shows
the ratio of the unfolded truth to truth distribution (the MC closure) and bottom right
panel shows the ratio of the refolded to data distribution.
spectrum is demonstrated in a schematic in Figure 6.33, where the JER originally pushed
jets out in pT (blue to red) such that the unfolding pushes jets back to lower pT (green
line). This effect is shown to be larger at lower pT. When the Pb+Pb results in Figure 6.30
are taken with the pp results in Figure 6.32, the overall effect on the unfolded RAA can be
determined. It can be seen that the effect of unfolding in pp is much less drastic than in
Pb+Pb in the unfolded/raw ratios. Therefore, the Pb+Pb spectrum gets shifted down in
pT significantly more than the pp spectrum during the unfolding as shown in top panels in
Figure 6.34 where the left is before unfolding and the right is after. The ratio of the two, or
the RAA, is shown on the bottom panels and the effect of unfolding is to decrease to RAA,




























































































Figure 6.28: Unfolding results for the MC closure test for different numbers of iterations
in pp collisions within |y| < 2.8. The top left panel shows the unfolded pT spectra and the
top right panel shows the refolded pT spectra. The bottom left panel shows the ratio of the
unfolded truth to truth distribution (the MC closure) and bottom right panel shows the
ratio of the refolded to data distribution.
especially at lower pT.
The second ratio is the bin-by-bin correction factors which are the factors that would
be applied if the unfolding was done by just using the ratio of the reconstructed to truth
distribution and applying this to the data. The factor is evaluated by taking the ratio of
the truth to the reconstructed MC. This can be compared to the effect of unfolding to see
how much non-linear bin migration exists. The pp unfolding is closer to the bin-by-bin
unfolding than the Pb+Pb which makes sense since the pp data is much closer to the MC
than the Pb+Pb data.
The third ratio is a check that the unfolding is working through refolding (described in





































































































Figure 6.29: The unfolded spectra for different number of iterations is shown on the top
panel of each figure. The bottom panels show the stability of the unfolding through the
ratio of the unfolded spectra using a given number of iterations with respect to 3 iterations
for central Pb+Pb collisions (right) and pp collisions (left).
Section 5.4.5), which is evaluated by taking the ratio of the refolded result to the original
data. The refolding should return the original data so this ratio should be close to unity.
It can be seen that the refolding ratio is approximately unity in Pb+Pb and pp collisions
which gives confidence that the unfolding is working.
6.4 Systematic Uncertainties
The systematic uncertainties in the measurement are due to the following sources:
1. Jet energy scale (JES)
2. Jet energy resolution (JER)
3. Unfolding: choice of Bayesian prior
4. 〈TAA〉 and luminosity
The JES and JER uncertainties were evaluated by rebuilding the response matrix with a
systematically varied relationship between the truth and reconstructed jet kinematics using

























































































Figure 6.30: Unfolding results summary plot for central Pb+Pb collisions in |y| < 2.8.
The top left panel shows the reconstructed MC (blue), the reconstructed data (black), the
matched truth MC (green), and the full truth MC distribution (blue). The top right panel
shows the 2D response (ptruthT vs. p
reco
T ). The bottom left panel shows the reconstructed
data (black), the refolded data (green), the full truth MC (red), and the unfolded data
(blue). The bottom right panel shows the effect of unfolding through the unfolded/data
ratio (blue), the bin-by-bin correction factors through the ratio of the truth MC to the
reconstructed MC (green), and the refolded to raw ratio (red).
standard tools. The difference between the data unfolded with the new response and the
nominal result is the systematic uncertainty on the pT spectra. These uncertainties need to
be propagated through the RAA.
All the uncertainties, except for ones that just effect the normalization are broken up
again into two categories. The first case is uncertainties that are common between the
numerator and denominator and thus are correlated uncertainties in pp and Pb+Pb. For
this case the uncertainty propagation to the RAA is done in the following way, where R =
























































































Figure 6.31: Unfolding results summary plot for peripheral Pb+Pb collisions in |y| < 2.8.
The top left panel shows the reconstructed MC (blue), the reconstructed data (black), the
matched truth MC (green), and the full truth MC distribution (blue). The top right panel
shows the 2D response (ptruthT vs. p
reco
T ). The bottom left panel shows the reconstructed
data (black), the refolded data (green), the full truth MC (red), and the unfolded data
(blue). The bottom right panel shows the effect of unfolding through the unfolded/data
ratio (blue), the bin-by-bin correction factors through the ratio of the truth MC to the
reconstructed MC (green), and the refolded to raw ratio (red).
A/B:





The uncertainties that are not common between the numerator and denominator are un-
correlated between pp and Pb+Pb and the uncertainty is propagated by
























































































Figure 6.32: Unfolding results summary plot for pp collisions in |y| < 2.8. The top left
panel shows the reconstructed MC (blue), the reconstructed data (black), the matched
truth MC (green), and the full truth MC distribution (blue). The top right panel shows the
2D response (ptruthT vs. p
reco
T ). The bottom left panel shows the reconstructed data (black),
the refolded data (green), the full truth MC (red), and the unfolded data (blue). The
bottom right panel shows the effect of unfolding through the unfolded/data ratio (blue),
the bin-by-bin correction factors through the ratio of the truth MC to the reconstructed













After taking the ratio, the uncertainties are broken down again into three categories. The
first was already mentioned (overall normalization) and are typically represented by one
band on the figure at RAA = 1 since they are common to every point. These uncertainties
are fully correlated such that the points move up and down together within the uncertainties.








Figure 6.33: A schematic showing the effect of the JER (purple gaussians and arrows) on the
“truth” spectrum (blue) to make the reconstructed data (red). The effect of the unfolding















Figure 6.34: A schematic showing the effect of unfolding (purple) on the pT spectrums in
Pb+Pb (red) and pp (blue) on the top panels (before unfolding is on the left and after is
on the right). The effect of unfolding (green) on the RAA (red) is also shown on the bottom
panels.
The second is the uncertainties that are correlated in pT or y. These uncertainties are
combined to be one correlated uncertainty and are indicated by shaded boxes on the RAA
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figures. The third is uncertainties that are uncorrelated in pT and y. These are separately
combined into one uncorrelated uncertainty and are indicated by open boxes on the RAA
figures.
6.4.1 Jet Energy Scale
The standard JES uncertainties are very similar to the ones described in Section 5.5.1,
except they were derived in run 2 with some slight differences. First the standard baseline
uncertainties came from 2015 pp data at 13 TeV [235]. All the JES uncertainties (except
for the Pb+Pb specific ones discussed next) were found to be correlated between Pb+Pb





















































Figure 6.35: A break down of different systematic uncertainties due to JES on the pp
cross-section.
This analysis also has a JES uncertainty due to quenching but does not have a data
period uncertainty since the Pb+Pb and pp data were taken during the same data-taking
period.
The uncertainty due to quenching was derived in a different way for run 2. This proce-
dure uses the rtrk which is the ratio of the pT of the calorimeter jets to the
∑
ptrkT of track
jets. The systematic uncertainty was evaluated through the double ratio









The rtrk distributions in data and MC for pp and central Pb+Pb collisions in two panels
on the left and the center of Figure 6.36. The ratio of the average rtrk as a function of∑
ptrkT is shown in the right panels. The average of these ratios is calculated and then
used to evaluated the double ratio of each centrality bin to the average ratio in pp. This
is shown in Figure 6.37. This ends up being a measure of the difference in the FFs in
Pb+Pb and pp which represents the difference in the JES in Pb+Pb and pp. It is seen that
the maximum value is 0.5% in forward rapidity and that it decreases with centrality. The


















































































































































| < 0.8, 0-10%η|
Figure 6.36: The 2D distribution (and average) rtrk as a function of
∑
ptrkT in data (left)
and MC (middle) are shown for pp (top) and central Pb+Pb (bottom) for |η| < 0.8. The
ratio of 〈rtrk〉 in the data to MC is shown in right panels.
For each component of the JES uncertainty a new response matrix is generated with
the precoT shifted both up and down by each JES uncertainty in the following way:
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Figure 6.37: The data-to-MC rtrk double ratio between Pb+Pb and pp as a function of
centrality for |η| < 0.8 (left) and 1.2 < |η| < 2.1 (right).
p?,recoT = p
reco
T (1± UJES(ptruthT , η)). (6.5)
This new response matrix is then used to unfold the data and this unfolded result is com-
pared to the nominal result where the difference is taken as the uncertainty.
6.4.2 Jet Energy Resolution
The uncertainties due to the JER are also similar to what was described in Section 5.5.2
except using run 2 derivations from Ref. [236]. There is also an additional HI uncertainty
that is calculated in the same way as in Section 5.5.2 except using the run 2 data and MC at
√
sNN = 5.02 TeV. The JER uncertainties are used to smear the p
reco
T as in equation 5.8 and
generate a new response matrix. This response matrix is used to unfold the data and this
result is compared to the nominal result where the difference is taken as the uncertainty.
6.4.3 Unfolding
As mentioned in Section 6.3.3.2 the response was reweighted for the nominal result (and all
of the above systematic uncertainties) in order to better represent the data and converge
quicker in the unfolding. The response without any weighting is used to evaluated to
systematic due to reweighting and the difference between the two results, as shown in
Figure 6.25, is used for the uncertainty due to the unfolding procedure, or specifically the
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range 〈TAA〉[1/mb] AbsErr(〈TAA〉) RelErr(〈TAA〉)
0-10% 23.35 0.20 0.0087
10-20% 14.33 0.18 0.012
20-30% 8.64 0.17 0.020
30-40% 4.95 0.15 0.030
40-50% 2.63 0.11 0.043
50-60% 1.28 0.07 0.058
60-70% 0.56 0.04 0.076
70-80% 0.22 0.02 0.095
Table 6.7: The nuclear thickness function 〈TAA〉 and its uncertainty.
sensitivity to the prior.
6.4.4 〈TAA〉 and Luminosity
The uncertainty on the nuclear thickness function 〈TAA〉 comes from geometric modeling
which includes an uncertainty on the nucleon-nucleon cross section and an uncertainty on
the nucleon positions evaluated in the Woods-Saxon parameterization. There was also
an uncertainty due to the efficiency of selecting real inelastic Pb+Pb collisions. These
uncertainty values are shown in Table 6.7.
The 2015 pp luminosity was calibrated using a specific set of data generated during
vdM scans which are described in Section 3.1.4. The systematic uncertainty on the pp
luminosity is the uncertainty on the calibration and is also derived using the dedicated
scans. The relative uncertainty is δL/L = 5.4% [237].
6.4.5 Summary
The breakdown of the systematic uncertainties for pp and central Pb+Pb is shown in
Figure 6.38, where the uncertainty due to the JES is shown to be the largest. The right
panel shows the uncertainties propagated to the RAA. Here the standard JES and JER
are shown to decrease due to the near cancellation of the correlated uncertainties. The
largest uncertainty on the RAA is the HI uncertainty on the JES due to the difference in the
response of quenched jets. The systematic uncertainties on the RAA for additional centrality
bins are shown in Appendix E.
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Figure 6.38: The systematic uncertainty breakdown in the pp jet cross-section (left), the
central Pb+Pb jet yields (middle), and the RAA (right).
6.5 Results and Discussion
6.5.1 Inclusive Jet Cross-section
The inclusive jet cross-section obtained from pp data is shown in the left panel of Fig-
ure 6.39. The cross-section is reported for six intervals of rapidity. The error bars in the
figure represent statistical uncertainties while the shaded boxes represent systematic uncer-
tainties. Systematic uncertainties also include the uncertainty due to the luminosity which
is correlated for all the data points.
6.5.2 Inclusive Jet Yields in Pb+Pb Collisions
The right panel of Figure 6.39 shows the Pb+Pb jet yields scaled by 〈TAA〉. These are
shown for all centrality intervals for jets with |y| < 2.8. For a direct comparison with the
jet production in pp collisions, the values of pp cross-section are included on the figure
int the black lines (scaled appropriately). Some additional rapidity intervals are shown in
Appendix E.
6.5.3 Unfolded RAA
The nuclear modification factor evaluated as a function of jet pT is shown in the upper panels
of Figure 6.40 for all centrality intervals. The RAA is evaluated for jets with pT between
100–1000 GeV and within |y| < 2.8. The higher pT intervals are combined in the cross
section and yields before evaluating the RAA because of the large statistical uncertainties
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at high pT. The error bars in the figure represent the statistical uncertainties. The shaded
boxes represent fully correlated systematic uncertainties for which all the data-points can
move up or down together for a given change in the uncertainty. A clear suppression of
the jet production in central Pb+Pb collisions with respect to pp collisions is observed. In
the 0–10% centrality the RAA is approximately 0.45 near pT = 100 GeV. The RAA is then
observed to grow slowly with increasing jet momentum reaching a value of approximately
0.6 for jets with pT around 800 GeV.
The RAA was seen to be less than unity in all centrality intervals. In the most peripheral
interval it was ≈ 0.9, which is expected because the energy loss (for radiative models) is
proportional to N
2/3
part and the peripheral collisions have Npart ≈ 15. From equation 2.105,
RAA ≈ (1 − κN2/3part)5 ≈ (1 − 6.1 ∗ κ)5, where κ is some constant. Therefore, unless κ is
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Figure 6.39: Left: Inclusive jet cross-section in pp data evaluated as a function of jet
pT scaled by successive powers of 10
2. Right: Per event jet yield in Pb+Pb collisions,
multiplied by 〈TAA〉, as a function of jet pT scaled by successive powers of 102. The solid
lines represent the pp cross-section for the same rapidity selection scaled by the same factor
to allow for a comparison with the Pb+Pb data at different centralities. The error bars
represent statistical uncertainties, shaded boxes represent systematic uncertainties including
uncertainties on 〈TAA〉 and luminosity.
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collisions the RAA was found to be ≈ 0.6, which results in an energy loss, εloss ≈ 0.097, from
equation 2.106. Given that for central collisions Npart ≈ 359, this results in κ ≈ 0.0019.
Using this value and going back to peripheral collisions, the RAA in peripheral collisions is
predicted to be ≈ 0.94, which is consistent within the uncertainties of the measurement.
This suggests that radiative energy loss is dominating the jet suppression in this particular
kinematic range since the Npart dependence is derived from the L
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Figure 6.40: Upper panel: The RAA as a function of jet pT for jets with |y| < 2.8 for different
centrality bins. Bottom panel: The RAA as a function of jet pT for jets with |y| < 2.1 in
0-10% central collisions compared to the same quantity measured in
√
sNN = 2.76 Pb+Pb
collisions published in Ref. [5]. The error bars represent statistical uncertainties, the shaded
boxes around the data points represent correlated systematic uncertainties. In the upper
panel, the colored shaded boxes at unity represent 〈TAA〉 uncertainties and the gray shaded
box represents the uncertainty on pp luminosity. The horizontal width on the shaded
boxes represent the width of the pT interval and the horizontal width on the open boxes
are arbitrary for better visibility. In the bottom panel, the colored shaded boxes at unity
represent the combined 〈TAA〉 uncertainties with the uncertainties on pp luminosity.
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for radiative energy loss.
As mentioned above, the RAA also demonstrates an interesting dependence with the jet
pT. First, the RAA shows jet suppression out to a TeV which is striking because it suggests
that those jets are still losing approximately 10% of their energy, despite being at such high
pT. The RAA is observed to increase with increasing jet pT until around 400 GeV where it
begins to level off, although this is hard to discern within the statistical uncertainties. This
suggests that the energy loss could have a slight dependence on the parton energy until
very high energies where it could become independent of parton energy. Equation 2.82
shows that different kinematic regimes have either a logarithmic or no dependence on the
parton energy which could explain the behavior. Also, some models, like the collisional and
radiative energy loss mechanisms or the DGLV model, predict a logarithmic dependence on
the energy of the parton, while others, like the strong coupling energy loss mechanism or
the BDMPS-Z model, predict no dependence.
The pT dependence and overall suppression can be further investigated by comparing
to various jet quenching models. This is shown in Figure 6.41, where the central RAA is
compared to multiple theoretical predictions. The LBT model (described in Section 2.5.2.5)
incorporates both radiative and collisional energy loss and jet-medium interactions, includ-
ing the jet recoil. This model describes the high pT dependence but misses the lower pT
dependence. The SCETG model (described in Section 2.5.2.4) extends beyond the typical
radiative energy loss models to include calculations beyond the small x limit where only
multiple gluon emissions can cause energy loss. It also incorporates CNM effects into the
calculation. When the coupling constant, g = 2.2, this model describes the lower pT de-
pendence but underestimates the suppression at high pT. The third model, the Effective
Quenching (EQ) model [170] (introduced in Section 2.5.3), is an analytical model that in-
corporates energy loss through two downward shifts to the pT spectrum, a larger one for
gluons and a smaller one for quarks. This model requires energy loss parameters that are
extracted from data, where here the values were taken from
√
sNN = 2.76 TeV. This could
explain why the predicted suppression is higher than the data since the quenching should
be stronger at 5.02 TeV. This model seems to describe the pT dependence well which can
be attributed to treating the energy loss differently for quarks and gluons, having the quark
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fraction increase with pT, and including a pT dependent power law distribution. In this
model, including both the difference in the energy loss for quarks and gluons and the non-
constant power law distribution but assuming a constant energy loss with jet pT gives the
wrong dependence of the RAA on the jet pT. Interestingly, when instead the energy loss is
assumed to depend on the jet pT (in potentially different ways for quarks and gluons) the
RAA dependence on jet pT is restored. In this model the energy loss ∆E actually varies like
√
pT. This can explain why the RAA begins to flatten at higher jet pT since the fractional
energy loss decreases (increasing the RAA) but the spectra become steeper (decreasing the
RAA). These two effects could cancel at high pT.
The RAA evaluated for jets with |y| < 2.1 can be compared with the previous measure-
ment of the RAA at
√
sNN = 2.76 TeV [5]. This is shown for both central and peripheral
collisions in the bottom panel of Figure 6.40. The two measurements are observed to agree
within uncertainties, implying that jet suppression is independent of the center-of-mass
energy within this narrow range. The new measurement also has significantly reduced un-
certainties, which is mainly attributed to the pp data being taken at the same time as the
Pb+Pb data (no data period uncertainty), and has a much further reach in jet pT.
TheRAA as a function ofNpart is shown in Figure 6.42 for two jet pT bins. The error band
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Figure 6.41: The RAA as a function of jet pT for jets with |y| < 2.1 in 0–10% collisions com-
pared to theoretical predictions. The error bars on the data represent combined statistical
and systematic uncertainties.
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〈TAA〉. The open boxes represent the uncorrelated systematic uncertainties. The statistical
uncertainties are smaller than the data points for all RAA values. A smooth evolution of the
RAA is seen, where the largest values are in the most peripheral collision and the smallest
values are in the most central collisions. The RAA is shown to be lower at all values of Npart
in the lower pT interval.
6.5.4 Rapidity Dependence
The rapidity dependence is interesting because it can probe the flavor dependence of energy
loss since the quark and gluon fraction changes with jet pT and rapidity. There are more
quarks at high jet pT and forward rapidity, as seen in the left panel of Figure 2.35. Quark
jets should lose less energy than gluon jets, as discussed in Section 2.5.3, so the RAA at
forward rapidity and high pT should be higher. This competes with the effect of the pT
spectrum becoming steeper at more forward rapidity, as seen in left panel of Figure 6.39,
which will lead to a lower RAA for the same amount of energy loss. Therefore, there are
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Figure 6.42: The RAA for jets with pT = 100 − −125 GeV and pT = 200 − −251 GeV
within |y| < 2.8 evaluated as a function of 〈Npart〉. The black and red open boxes represent
correlated and uncorrelated systematic uncertainties, respectively. The horizontal size of
error boxes represents the uncertainty in the determination of 〈Npart〉. The statistical
uncertainties are smaller than the data-points. Gray shaded box represents the uncertainty
on pp luminosity.
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out.
The rapidity dependence of the RAA is shown in Figure 6.43 by evaluating the ratio of
the RAA as a function of rapidity to the RAA at |y| < 0.3. This representation was chosen
because all systematic uncertainties largely cancel in the ratio. This is shown in intervals of
increasing values of pT in the four panels. The rapidity dependence is shown to be flat with
rapidity at lower pT. As the pT is increased the RAA starts to decrease with rapidity and
this decrease is the most significant in the highest pT interval. This is consistent with the
steepness of the spectrum causing a lower RAA at forward rapidity. This is the first time a
significant rapidity dependence has been observed.
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Figure 6.43: The ratio of the RAA as a function of |y| to the RAA at |y| < 0.3 for jets
with centrality of 0-10% in the following pT bins on each panel: 158 < pT < 200 GeV (red
squares), 200 < pT < 251 GeV (blue diamonds), 251 < pT < 316 GeV (green crosses), and
316 < pT < 562 GeV (purple stars). The error bars represent statistical uncertainties, the
shaded boxes around the data points represent correlated systematic uncertainties.
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Chapter 7
Dijet Asymmetry in Xe+Xe
Collisions
7.1 Data and MC Samples
This analysis used data from 2015 Pb+Pb collisions (described in Section 6.1.1), and 2017
pp collisions at
√
sNN = 5.02 TeV and Xe+Xe collisions at
√
sNN = 5.44 TeV. The Pb+Pb
data only consists of higher pT jets above 100 GeV so the highest unprescaled jet trigger is
used (HLT_j75_ion_L1TE50) which is fully efficient above 91 GeV.
7.1.1 2017 Xe+Xe Data
The Xe+Xe data used is this analysis was taking during a short run during the 2017 data-
taking period at
√
sNN = 5.44 TeV with a total luminosity of 3µb
−1. The Xe+Xe events
are selected with two minimum-bias triggers. If the total calorimeter
∑
ET < 4 GeV then
the HLT_mb_sptrk_L1VTE4 is used which requires at least one reconstructed track in the
ID. If the
∑
ET in the calorimeter is higher than this cut then the HLT_noalg_mb_L1TE4 is
used, which requires no additional cuts on the events except that the
∑
ET > 4 GeV. The
HLT_noalg_mb_L1TE5 is also used for the first seven LB.
The events were also required to pass typical HI event-level selection criteria which was
outlined in the list 5.1.1. An additional cut to remove a small number of pile-up events is
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made through a simple cut that assumes a tight correlation between the ΣEFCalT and the
number of reconstructed tracks. This correlation is shown in Figure 7.1 along with a line
that represents the cut where anything below the line is rejected
FCal ET < 0.21047 + 0.0015335 ·Ntrk,
where Ntrk is number of tracks with pT > 0.5 GeV that pass standard track selections with
“HILoose”. This cut was derived previously for the centrality estimate. The right panel of
Figure 7.1 shows the fraction of events without pile-up after the rejection has been applied
and indicates that the fraction of removed jets is very small at most ΣEFCalT values. At it’s
largest, events with ΣEFCalT ∼ 2.9 TeVhave around 1% contamination, while events with
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Figure 7.1: Left: Correlation between ΣEFCalT and track multiplicity. The line represents a
cut to remove pile-up events. Right: The fraction of of events without pile-up.
7.1.1.1 Centrality
The centrality was determined by the same methods as discussed in Section 5.1.1.1 but for
the 2017 Xe+Xe data. The ΣEFCalT distribution with the corresponding quantiles is shown
in Figure 7.2, overlaid with the 2015 Pb+Pb distribution since the two collisions systems are
compared in this analysis. There were 15.3 million events recorded and the event selections
and trigger sampled 82.4% of the total inelastic cross-section in Xe+Xe with an uncertainty
of 1% [238, 239]. In this analysis 8 centrality interval were used: 0-10%, 10-20%, 20-30%,
30-40%, 40-50%, 50-60%, 60-70% and 70-80% and the ΣEFCalT values are shown in Table 7.1
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Table 7.1: The centrality ranges used to the analysis with their corresponding ΣEFCalT
values.







for Xe+Xe and in Table 6.2 for Pb+Pb.
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Figure 7.2: The ΣEFCalT distributions in Xe+Xe in round and Pb+Pb in square points.
The lines on the figure indicate the respective centrality intervals for each collision system:
0–10%, 10–20%, 20–30%, 30–40%, 40–60%, and 60–80%.
7.1.2 2017 pp Data
The pp data used in this analysis was taken in run 2 during the 2017 at
√
sNN = 5.02 TeV
with a total luminosity of 278 pb−1. The jets are selected using only the highest prescale jet
trigger (similar definition as in Section 6.1.2) HLT_j85 which is fully efficient above 95 GeV.
The pp data was alo required to have a reconstructed primary vertex and be in the GRL.
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7.1.3 MC Samples
The MC samples used in the Xe+Xe and pp analysis used signal from Pythia 8.215 [74]
with the A14 set of tuned parameters [233] and NNPDF2.3 LO PDFs [234]. As mentioned
in Section 4.3, the Pythia events are divided into ranges of p̂T, which is the pT of the
outgoing partons in a 2 → 2 hard scattering, and combined using weights from their cross
sections. The J slices and their cross sections for the Pythia used to generate the pp MC
are shown in Table 7.2. For the Pb+Pb MC, the same signal was used but overlaid onto
HIJING-simulated [158] Xe+Xe collisions (as discussed in Section 4.3) at
√
sNN = 5.44 TeV
generated at five fixed vertex positions. The J slices and their cross sections for the Pythia
used to generate the pp MC are shown in Table 7.3. The MC samples used for the 2015
Pb+Pb jets are described in Section 6.1.3.
MC sample Nevt σ × ε [nb] jet pT [GeV]
JZ1 20k 6.8E+07 × 2.9E-03 20–60
JZ2 20k 6.4E+05 × 4.3E-03 60–160
JZ3 20k 4.7E+03 × 5.3E-03 160–400
JZ4 20k 27 × 4.6E-03 400–700
JZ5 20k 0.22 × 2.2E-03 700+
Table 7.2: 5.02 TeVpp MC samples. Column “σ × ε” denotes samples’ cross sections and
filtering efficiencies.
MC sample Nevt σ × ε [nb] jet pT [GeV]
JZ1 1M 6.872E+07 × 3.25E-03 20–60
JZ2 1.5M 7.21E+05 × 4.51E-02 60–160
JZ3 1.5M 5.52E+03 × 5.64E-02 160–400
Table 7.3: 5.44 TeVXe+Xe MC samples. Column “σ × ε” denotes samples’ cross sections
and filtering efficiencies. Only the total number of events for all vertex positions combined
is listed.
7.2 Underlying Event Study
The HI events have a large UE that is removed in the jet reconstruction but there are
UE fluctuations that cause a large JER (discussed in detail in Chapter 4). These UE
fluctuations are dependent on the centrality or the Npart. This is usually removed by an
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unfolding procedure that is sensitive to how well the MC describes these UE fluctuations,
where the difference between the UE fluctuations in the data and the MC is evaluated by
comparing the b term in the MC (equation 4.11) and the size of the fluctuations in the data.
This procedure was described in Section 5.5.2. In this analysis the results have not been
unfolded and thus are not sensitive to this effect. The analysis does compare Pb+Pb and
Xe+Xe collisions which are expected to have different sizes of UE fluctuations in a fixed
centrality since the UE is characterized by the ΣEFCalT and the two collisions systems will
have different values of the ΣEFCalT in the same centrality interval (see Figure 7.2). At the
same ΣEFCalT value the size of the UE fluctuations are expected to be more comparable but
the difference between the system size can also change the size of the fluctuations.
This difference is studied by comparing the size of the UE in data between Pb+Pb and
Xe+Xe. The fluctuation size in data is estimated using a non-overlapping sliding window
analysis like in Ref. [240]. It this analysis, the
∑
ET at the electromagnetic scale of the
towers in defined windows in η−φ in the calorimeter are evaluated. First 1×1 single towers
were used and then those were further combined into 7× 7 windows which are comparable
to the size of R = 0.4 jets. This window is slid through the entire η − φ space in each
event (making sure to not have overlapping windows), as illustrated in Figure 7.3, and the
average <
∑






E2T > − <
∑
ET >2 of all
the windows was evaluated in each event. At this point there is a σ(
∑
ET) for each event
and this is shown as a function of the ΣEFCalT in Pb+Pb in Figure 7.4 and in Xe+Xe in
Figure 7.5 for both window sizes discussed.
The correlation can be seen to be tight and thus the average standard deviation (σ(
∑
ET))
in slices of ΣEFCalT in each of these distributions was evaluated and then compared between
Pb+Pb and Xe+Xe in Figure 7.6. The ratio of the two is in the bottom panel, where they
are seem to be comparable with the difference being as large as 3% for single towers and
13% for the windows. This difference in the 7 × 7 window is represents the difference in
the UE event contribution in the JER and is used in the data analysis to smear to Xe+Xe
results to the Pb+Pb results to take into account the difference in the UE so that a better
comparison between the two systems can be made.
The UE fluctuation estimate in the data can be compared to the b term in the MC. The




Figure 7.3: A schematic of the sliding window analysis for 7 × 7 windows of calorimeter
towers in η − φ.
Figure 7.4: Distribution of per-event single-tower (left) and 7×7 tower sums (right) standard
deviation versus event FCal ΣET obtained from Pb+Pb data.
b term in the MC is evaluated in Figure 4.15. The comparison is shown in Figure 7.7, where
they are shown to be in good agreement which verifies that the HIJING overlay describes
the UE in the data well.
7.3 Data Analysis
Jets selected in this analysis are required to have |η| < 2.1 and pT > 30 GeV. The left
panels of Figures 7.8 and 7.9 show the pT distribution and the η distribution for jets having
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Figure 7.5: Distribution of per-event single-tower (left) and 7×7 tower sums (right) standard
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Figure 7.6: Comparison of σ(ΣET ) (top) and σ(〈ET 〉) (bottom) in single towers (left) and
in 7× 7 tower sums (right) evaluated in Xe+Xe and Pb+Pb collisions.
pT > 75 GeV, respectively, in the different centrality intervals used in the analysis. This is
shown for Xe+Xe since the 2015 Pb+Pb jets have been validated in previous analyses of
2015 data in Chapter 6. The same thing is show in the right panels in Figures 7.8 and 7.9
but for pp jets in data. These figures have the expected features for jets and indicate that
are jets are working in the analysis.
The jet with the highest pT value in each event is the leading jet and the jet having the
highest pT value within, |∆φ| > 7π/8 of the leading jet, is the sub-leading jet. For events
selected by a jet trigger, the leading jet is required to match a jet identified by the trigger
algorithm responsible for selecting the jet where the trigger is fully efficient. Distributions
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Figure 7.7: Comparison of the b−term estimated from the fitting of the JER evaluated in
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pp
Figure 7.8: Distributions of pT for reconstructed jets in Xe+Xe data in the different cen-
trality intervals used in the analysis (left) and pp (right).
of leading jet pT are shown in Figure 7.10. The kinematic cuts for this analysis are the
same as for the 2.76 TeV Pb+Pb analysis described in Section 5.3.1 that are made after
unfolding. After unfolding typically means that the cuts were made at the truth level but in
this measurement the results are not unfolded so these cuts are made at the reconstructed
level.
The dijet xmeasJ is defined, x
meas
J ≡ psubT /pleadT , where pleadT and psubT represent the leading
and sub-leading jet pT values, respectively. The results are presented as area-normalized
distributions of (1/N)dN/dxJ.
The measurement of the xmeasJ distributions is performed in four intervals of p
lead
T : 100–
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Figure 7.9: Distributions of η for reconstructed jets in Xe+Xe having pT > 75 GeV for the

















Figure 7.10: Distributions of leading jet pT for the different centrality selections used in the
analysis. The number of leading jets in each centrality bin is given in the legend.
126 GeV, 126–158 GeV, 158–200 GeV, and >200 GeV, and centrality intervals: 0–10%,
10–20%, 20–30%, 30–40%, 40–60%, 60–80%. These intervals are selected to be the same
as those used for the dijet asymmetry at 2.76 TeV, described in Chapter 5. For the 0–10%
centrality interval, a total of 1637, 511, 406, and 77 pairs were obtained for the 100–126 GeV,
126–158 GeV, 158–200 GeV, and >200 GeV pleadT intervals, respectively. The measurement
was also performed in the centrality intervals defined for the 2015 Pb+Pb data so that a
comparison can be made between Pb+Pb and Xe+Xe in the same ΣEFCalT intervals. The
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entire measurement is also done in 2015 Pb+Pb data at 5.02 TeV for comparison. The
measurement is also compared to the same pleadT intervals in pp data.
7.4 Systematic Uncertainties
The systematic uncertainties in the measurement are due to the following sources:
• Jet energy scale
• Jet energy resolution
The systematic uncertainties are evaluated separately for Xe+Xe, Pb+Pb, and pp and
as a function of pT1 and centrality. The systematic uncertainty procedure and components
are similar to those in the xJ analysis in Section 5.5, except this analysis is not unfolded so
the systematic variations are evaluated as a function of the reconstructed jet pT and not the
truth pT so there are no response matrices to re-unfold with and there are no uncertainties
due to unfolding or due to the response. Here the analysis procedure is repeated for each
systematic variation by varying the reconstructed data. Then the difference between the
upward variation and the nominal result is the upper bound of the uncertainty and the
difference between the downward variation and the nominal result is the lower bound on
the uncertainty. All of the systematic uncertainties are treated as uncorrelated and thus
combined in quadrature to obtain the total systematic uncertainty on the final result.
7.4.1 Jet Energy Scale
The description of the JES uncertainties are the same as in Section 6.4.1 and Section 5.5.1,
where the Pb+Pb, pp, and Xe+Xe data received all the standard baseline JES uncertainties,
as well as the flavor uncertainties using flavor fractions from the corresponding datasets.
The Xe+Xe and Pb+Pb data also have the HI specific uncertainty due to the difference in
the response to quenched jets that is described in Section 6.4.1.
There is an additional JES uncertainty due to a residual non-closure in the MC as seen
in Fig. 4.10 for Xe+Xe and pp. This is accounted for by parameterizing the JES in pp and
in each centrality interval in Xe+Xe as shown in Fig. 7.11.





























 0.004±a: 0.971 






























 0.004±a: 1.03 






























 0.003±a: 0.983 






























 0.001±a: 0.964 
 0.0003±b: 0.00441 
 Simulation InternalATLAS
Figure 7.11: JES as a function of truth pT fit with a logaritm for residual non-closure in pp
and centrality intervals in Xe+Xe.
For each component of the variation the pT is shifted in the same way as equation 6.5,
except the variation is performed on the reconstructed jets in data and it is evaluated as





T (1± UJES(pT, η)). (7.1)
The variation in the xJ distributions with the uncertainty applied and without is taken as
the systematic uncertainty.
7.4.2 Jet energy resolution
The uncertainties due to the JER are also similar to what was described in Section 5.5.2 and
Section 6.4.2. This includes the HI specific JER uncertainty due to the difference between
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the reconstruction procedure in pp and HI, which is only applied to Xe+Xe and Pb+Pb.
An additional systematic in Xe+Xe accounts for the difference between the UE fluc-
tuations and data. This is an evaluation of the accuracy of HIJING to describe the UE
fluctuations in the data. This was described in Section 7.2 and shown in Figure 7.7. A sim-
ilar uncertainty to this is also present in the Pb+Pb data but here it is comparing the UE
fluctuations in data to the minimum bias overlay in MC. This is described in Section 5.5.2.
The JER uncertainties are used to smear the precoT as in equation 5.8 and the analysis is
redone and the difference between the xJ distributions with the varied pT and the nominal
result is taken as the systematic uncertainty to the JER.
7.4.3 Summary and Correlations
The systematics in pp data are shown in Figure 7.12 in the lowest leading pT interval in
the analysis. The uncertainty on the JER was found to be the largest.
The systematics in Xe+Xe data are shown in Figure 7.13 for central collisions in the
lowest leading jet pT interval in the analysis. The systematics for the lowest leading jet
pT interval in peripheral collisions are shown in Figure 7.14. The uncertainty on the JER
was also found to be the largest in most pT bins with the pp baseline JES and the flavor
response JES also contributing significantly.
The systematics in Pb+Pb data are shown in Figure 7.15 for central collisions in the
lowest leading jet pT interval in the analysis. The uncertainty on the JER was also found
to be the largest in most pT bins with the pp baseline JES and the flavor response JES also
contributing significantly.
Due to the common analysis and reconstruction procedure, and detector conditions, the
systematic uncertainties are correlated between the Pb+Pb and Xe+Xe collisions in many
cases. Table 7.4 summarizes correlations between pp Xe+Xe, and Pb+Pb collisions and
also point-to-point correlations of individual distributions.
The Pb+Pb and pp results are only used as a comparison to the Xe+Xe results so only
the uncertainties that are different between them and the Xe+Xe results are actually shown
on the data points. The breakdown of the systematic uncertainty is shown in Figure 7.16
for the 100<pT1<126 GeV interval in pp collisions and for the 0–10% centrality interval
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Figure 7.12: Relative systematic uncertainties on 1/NdN/dxJ as a function of xJ for pp
collisions for 100 < pT < 126 GeV used in the analysis.
in Xe+Xe and Pb+Pb collisions. For the Xe+Xe results in the left panel, the systematic
uncertainties are shown for both the JES and JER contributions as well as the combination.
For the Pb+Pb results in the center panel, the systematics uncertainties that are uncorre-
lated with those in Xe+Xe collisions are shown. This includes the difference between the
non-closure in the JES evaluated in the MC in Pb+Pb and Xe+Xe collisions and the heavy-
ion specific JES uncertainty due to quenching in Pb+Pb collisions. For the pp results in the
right panel, the systematic uncertainties that are uncorrelated with those in Xe+Xe colli-
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Figure 7.13: Relative systematic uncertainties on 1/NdN/dxJ as a function of xJ for 0–10%
Xe+Xe collisions for 100 < pT1 < 126 GeV jets.
sions are shown. Similarly, this includes the difference between the non-closure in the JES
evaluated in the MC in pp and Xe+Xe collisions and the heavy-ion specific JES uncertainty
due to quenching in Xe+Xe collisions. The uncertainty tends to decrease with increasing
xJ. The total uncertainty at xJ ∼ 1 reaches approximately 10% in the Xe+Xe data. For
xJ < 0.4, the relative uncertainty on Xe+Xe becomes large, but this region represents only
a small contribution to the total (1/N)dN/dxJ distribution.
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Figure 7.14: Relative systematic uncertainties on 1/NdN/dxJ as a function of xJ for 60–80%
Xe+Xe collisions for 100 < pT1 < 126 GeV jets.
7.5 Results and Discussion
The 1/NdN/dxmeasJ in Xe+Xe collisions are compared to pp collisions at the same center-
of-mass energy. This is show in Figure 7.17 for the centrality dependence in the lowest
pleadT bin. The trend is similar to that seen in 2.76 TeV Pb+Pb collisions where the jets are
more asymmetric in more central collisions as compared to pp but become like the pp in
more peripheral collisions in Section 5.6. Figure 7.18 shows results for the 0–10% centrality
interval for different pleadT intervals. This is also similar to what is seen in Pb+Pb collisions
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Figure 7.15: Relative systematic uncertainties on 1/NdN/dxJ as a function of xJ for 0–10%
Pb+Pb collisions for 100 < pT1 < 126 GeV jets.
in Section 5.6.
The different mass numbers for Xe129 and Pb208 indicate that the medium produced
in Xe+Xe collisions will have a lower medium density and associated path length than in
Pb+Pb collisions. Based on discussions in Section 2.5.3, this should result in less energy
loss in Xe+Xe than in Pb+Pb collisions. The primary results of the analysis are shown
in Figures 7.19 and 7.20. The figures show the differential xmeasJ distributions normalized
by the total number of pairs 1/NdN/dxmeasJ in Xe+Xe collisions compared to the same
distribution in 5.02 TeV Pb+Pb collisions. Figure 7.19 shows the xmeasJ distribution in
different centrality bins for the lowest pleadT interval, while Figure 7.20 shows results for the
0–10% centrality interval for different pleadT intervals. Fixing the centrality of the collision
means that the collision systems are being compared at different medium densities, which
means that the Pb+Pb collisions would be expected to be more asymmetric than in Xe+Xe
collisions. In both figures, the Xe+Xe and Pb+Pb data are consistent within statistical and
systematic uncertainties. The black line represents the results after applying the additional
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uncertainty pp and HI Pb+Pb and Xe+Xe point-to-point one/two sided/symmetrized
JES (pp) correlated correlated correlated two sided
JES (HI) uncorrelated uncorrelated correlated two sided
JER (intrinsic) correlated correlated correlated symmetrized
JER (UE) uncorrelated uncorrelated correlated one sided
Table 7.4: Summary of correlation of different systematic uncertainties.
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Figure 7.16: The systematic uncertainty for 100 < pT1 < 126 GeV jets in Xe+Xe (left) and
Pb+Pb (centre) collisions in the 0–10% interval and pp collisions (right). The left panel
includes all the JES and JER uncertainties on Xe+Xe data. The middle panel includes
only the uncertainties that are uncorrelated between Xe+Xe and Pb+Pb which include the
difference between the JES non-closure uncertainty in Pb+Pb and Xe+Xe and the JES
uncertainty due to quenching in Pb+Pb. The right panel only includes the uncertainties
that are uncorrelated between Xe+Xe and pp which include the difference between the JES
non-closure uncertainty in pp and Xe+Xe and the JES uncertainty due to quenching in
Xe+Xe.
smearing to account for a difference between Pb+Pb and Xe+Xe in the JER induced by
small differences in the UE fluctuations as discussed in Section 7.2. This also doesn’t
deviate from the Pb+Pb results. The energy loss should be proportional to A2/3 such that
εXe/εPb ∝ (129/208)2/3 = 0.7. This is potentially not a large enough difference to be seen
when using the xJ variable since the effect was seen in the hadron RAA where the jets
in Pb+Pb were more suppressed than the jets in Xe+Xe collisions [4]. Also, the lack of
difference could be attributed to the large uncertainties in the Xe+Xe data.
The 1/NdN/dxmeasJ in Xe+Xe collisions were also evaluated in the same ΣE
FCal
T intervals
as the 2015 Pb+Pb analysis to get a better direct comparison of the results. This is
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useful because the two collision systems should have a comparable UE. This also probes
the geometry dependence (discussed in Section 2.4.3.1 and Section 2.5.3) because at a fixed
value of ΣEFCalT (or Npart), the Xe+Xe collisions will be more central than the Pb+Pb
collisions. The ΣEFCalT dependence is shown in Figure 7.21 and the p
lead
T dependence for
a fixed ΣEFCalT interval is shown in Figure 7.22. These results show that Xe+Xe and
Pb+Pb are still consistent within statistical and systematic uncertainties. The black line
again represents the results after applying the additional smearing, but now for the ΣEFCalT
intervals. These result also doesn’t deviate systematically from the Xe+Xe results.
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Figure 7.17: Xe+Xe and pp dijet xmeasJ distributions for 100 < p
lead
T < 126 GeV in the
different collision centrality intervals used in this analysis.
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Figure 7.19: Xe+Xe and Pb+Pb dijet xmeasJ distributions for 100 < p
lead
T < 126 GeV in the
different collision centrality intervals used in this analysis. The black line represents the
results after applying the additional smearing.
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Figure 7.20: Xe+Xe and Pb+Pb dijet xmeasJ distribution in different p
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0–10% centrality interval. The black line represents the results after applying the additional
smearing.
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Figure 7.21: Xe+Xe and Pb+Pb dijet xmeasJ distributions for 100 < p
lead
T < 126 GeV in the
same ΣEFCalT (obtained from the Pb+Pb defined centrality bins). The black line represents
the results after applying the additional smearing.
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Figure 7.22: Xe+Xe and Pb+Pb dijet xmeasJ distribution in different p
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Chapter 8
Conclusions
This thesis presented precision measurements of jet suppression and imbalance in relativistic
heavy ion collisions with the ATLAS detector. All the measurements presented here take
advantage of increased statistics and improved measurement techniques to build upon pre-
vious measurements of jet quenching. Specifically, the measurements emphasize unfolding
techniques to remove the detector effects such that the results can be compared directly to
theoretical models of jet quenching. As discussed in Section 2.5.1, there are many mecha-
nisms for jet energy loss that are expected to contribute in different kinematic regimes and
have different dependencies on jet and medium parameters, which are modeled through a
wealth of theoretical frameworks (Section 2.5.2). These models need to be constrained in
order to understand the mechanisms behind energy loss. The higher statistics measure-
ments not only provide better measurements with reduced uncertainties, but also allow
for more differential measurements in the jet kinematics. Energy loss depends on various
parameters of the jets and the medium like the flavor, path length, and medium density
that can be probed through differential measurements in the jet pT, rapidity, and even the
collision system size (Section 2.5.3).
Inclusive jet suppression addresses the question of how single jets lose energy in the
medium on average. In this thesis, jet suppression was measured through the nuclear
modification factor (RAA) in Pb+Pb collisions at
√
sNN = 5.02 TeV. This measurement
improved upon a previous measurement of the RAA at
√
sNN = 2.76 TeV through increased
statistics that allowed the RAA to be measured out to a TeV in jet pT and more differential
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in jet pT and rapidity. It is also benefited from a significant reduction in the systematic
uncertainties. The RAA as a function of pT was compared to the RAA at
√
sNN = 2.76 TeV,
where it was shown to be consistent within uncertainties in central and peripheral collisions,
but with significantly reduced uncertainties and a further reach in jet pT. This indicates
that jet suppression is independent of the center-of-mass of the collisions over a narrow
range. The RAA was seen to be less than unity in all centrality intervals. In the most
peripheral interval RAA ≈ 0.9, while in the most central interval RAA ≈ 0.6. This was
found to be consistent with radiative energy loss with an εloss ≈ 0.097 for central collisions
and an εloss ≈ 0.021 for peripheral collisions, meaning that jets loss approximately 10% of
their energy in central collisions and 2% in peripheral collisions.
The RAA was found to have a slight pT dependence. It slowly increases before leveling
off at high pT, with significant suppresion still present out to TeV. This might be explained
through different models of energy loss where some predict a logarithmic dependence on
parton energy (collisional and radiative e-loss, DGLV) and some predict no dependence
on parton energy (strong coupling e-loss, BDMPS-Z). Also, radiative energy loss predicts
both dependencies in different kinematic regimes. This could also be explained by the EQ
model, where the energy loss is no longer fractional with jet pT but increases slower than
linearly with jet pT which would cause the RAA to increase with jet pT. This model also
incorporates a jet pT dependence to the power law distribution which causes the spectra
to become steeper at high jet pT and would cause the RAA to decrease with jet pT. These
two effects could cancel resulting in a RAA that flattens at high pT. The RAA was also
compared to various jet quenching models in central collisions, which can help understand
the pT dependence and magnitude of the suppression. It was found that both the LBT and
SCETG models describe the overall magnitude of the suppression fairly well, but the LBT
model best describes the high pT behavior and the SCETG model best describes the low
pT behavior. In general, the models may not describe the full pT dependence because, as
shown in the EQ model, the RAA depends significantly on the definition of the steeply falling
nature of the pT spectra and the treatment of the flavor dependence of energy loss. The
flavor dependence of energy loss was probed by looking at the dependence of the RAA on
rapidity. There are two competing effects here: the high quark fraction at forward rapidity
CHAPTER 8. CONCLUSIONS 285
and the steeper spectra at forward rapidity. The RAA was found to decrease with rapidity
at high pT, which is probably caused by the steepness of the spectrum. This is the first to
measurement of the rapidity dependence of the RAA with enough statistics to see an effect
and the first measurement to reach a TeV in jet energy.
Relative energy loss is investigated through measurements of jet correlations. In this
thesis, the jet imbalance was measured using the variable xJ in Pb+Pb and pp collisions at
√
sNN = 2.76 TeV and 5.02 TeV and in Xe+Xe collisions at 5.44 TeV. The
√
sNN = 2.76 TeV
measurement is an improvement on the first measurement of the dijet asymmetry by ATLAS
due to the increased statistics and the comparison to pp collisions at the same center-of-
mass energy. Also, a full background subtraction for the UE effects was implemented
and the results were unfolded for detector effects. The xJ distribution was shown to change
significantly before and after unfolding, where a peak-like feature in central Pb+Pb collisions
was revealed once smearing from the resolution was removed. This peak indicates that the
most probable value for central Pb+Pb collisions is at xJ ≈ 0.5. In contrast, in pp collisions
the most probable configuration is at xJ ≈ 1, which is expected since pp dijets should be
mostly balanced. The centrality dependence of the xJ distribution demonstrated that the
Pb+Pb dijets were most asymmetric in central collisions and became like the pp dijets in
peripheral collisions. The peripheral Pb+Pb isn’t expected to be exactly like pp since the
RAA is less than unity for peripheral collisions indicating that some energy loss still occurs.
The leading jet pT dependence showed a drastic pT1 dependence to the xJ distribution
where the Pb+Pb dijets became like the pp dijets at high pT. This does not contradict
the RAA result that demonstrated that the jets are still significantly suppressed at high
pT because xJ measures relative energy loss. Both of the jets still lost energy, they just
lost approximately the same amount of energy at high pT1 . The pT1 dependence can be
attributed to the changing flavor composition of the pairs, where potentially the distribu-
tion is dominated by qg pairs a lower pT which should have the most imbalance but then
quickly changes to qq pairs at higher pT which should be more balanced. This drastic
pT1 dependence and peak structure can be further investigated by comparing to theoretical
models. One comparision (BDMPS-Z with Sudakov resummation) was shown to describe
the high pT1 intervals, but not the lowest pT1 interval where the peak at xJ ∼ 0.5 is the
CHAPTER 8. CONCLUSIONS 286
most prominent.
Despite the desire to have the fully unfolded result to compare directly to theoretical
models, most of the models are still comparing to uncorrected data that have detector
effects, which does not allow for detailed quantitive comparisons. Therefore, theoretical
models are encouraged to compare to these unfolded results. It has been suggested that the
reason these comparisons haven’t been made is that the models have difficulties getting the
shape of the peak as well as the drastic leading jet pT1 dependence. This could be due to
an incorrect dependence on the flavor since the flavor composition could be different in the
lower pT1 interval. It could also indicate that other energy loss mechanisms like collisional
energy loss or strongly coupled energy loss are needed at lower pT. The strongly coupled
energy loss could be particularly useful because it predicts a cubic dependence on the path
length, although it also predicts less dependence on the flavor and no dependence on the
initial parton energy. The lack of agreement with these results could also indicate that
our understanding of the path length dependence of the energy loss is either flawed or too
simple. The fluctuations in the medium and the energy mechanisms could instead be the
dominate effect here.
Finally, the collision system and path length dependence of energy loss was probed
by looking at the jet imbalance in a different collision system. An analysis of the dijet
asymmetry in Xe+Xe collisions at
√
sNN = 5.44 TeV was compared to pp and Pb+Pb
collisions at 5.02 TeV. The different mass numbers for Xe129 and Pb208 indicate that the
medium produced in Xe+Xe collisions will have a lower medium density and path length
than in Pb+Pb collisions. This should result in less energy loss in Xe+Xe than in Pb+Pb
collisions. The xJ distributions were first compared between Xe+Xe and Pb+Pb collisions
as a function of centrality. At a fixed value of the centrality (or fixed geometry) the ΣEFCalT
and Npart values (and thus the density) and the path length should be different between
the two collision systems. This should result in the Xe+Xe being more symmetric than
the Pb+Pb pairs, but the Xe+Xe and Pb+Pb data were shown to have comparable xJ
distributions at all values of centrality and pT1 within the measurement uncertainties. This
again suggests that the path length dependence is not the dominant effect in jet energy
loss. More statistics for the Xe+Xe collisions or a smaller system size would be useful
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to understand the lack of a system-size dependence in this result. The xJ distributions
were also compared between Xe+Xe and Pb+Pb collisions at a fixed value of ΣEFCalT (or
Npart). This is a comparison of the geometry of the collision since at a fixed value of Npart
the Xe+Xe collisions will be more “central” than the Pb+Pb collisions. It was seen, once
again, that there is no significant difference between the Xe+Xe and Pb+Pb collisions in
any pT1 or ΣE
FCal
T intervals within the measurement uncertainties.
The Xe+Xe analysis was not unfolded for detector effects so the next step in this mea-
surement is to unfold the Pb+Pb and Xe+Xe xJ distributions to remove the effect of the
detector resolution. This should allow for a more direct comparison and also could reduce
the systematic uncertainties. This is also useful because xJ distributions could be compared
directly to theoretical predictions. The unfolded Pb+Pb results will be particularly useful
for further model comparisons because of the reduced systematic and statistical uncertain-
ties at 5.02 TeV from the previous measurement at 2.76 TeV.
In general, the measurements presented in this thesis have contributed to our under-
standing jet energy loss through differential studies in the jet kinematics that allow the
flavor and pT dependence of energy loss to be probed. The dijet asymmetry measurements
also further our understanding of the medium density and path length dependence of energy
loss. These results are part of a new era of precision jet quenching measurements that allow
for detailed comparisons to theoretical models and other experiments due careful unfolding
and reduced uncertainties.
In the future, the higher statistics data that will be taken in 2018 and during Run 3
will allow for more precision measurements of jet quenching to be performed. The careful
unfolding performed here will allow for comparisons to other experiments, especially to
sPHENIX [241], which is the next generation HI detector at RHIC. sPHENIX will measure
fully reconstructed jets at lower energies which, when combined with LHC results at higher
pT, allow for a more complete understanding of energy loss over the full jet pT spectrum.
These precision results are also useful for comparisons using JETSCAPE (Jet Energy-loss
Tomography with a Statistically and Computationally Advanced Program Envelope) [242],
which is a theoretical framework designed to model the full evolution of a HI collision
including multiple models of jet energy loss. JETSCAPE is designed to be very usable for
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a non-expert and contains advanced statistical tools that allow for detailed comparisons
between experiment and theory. Also, it has been proposed to collide oxygen ions during
the 2018 data-taking period which will be useful for understanding the xenon and lead
results since oxygen (A=16) will produce a much smaller system.
Finally, the missing piece of the puzzle for a complete picture of jet quenching from this
thesis is jet substructure measurements. The medium is expected to modify the internal
structure of the jet as the jet moves through the plasma. The different theoretical models
have different predictions for the modification of the internal structure and thus combined
with the inclusive and relative energy loss calculations can help constrain the models even
more. It is also useful to understand what actually happens to the constituents of the jet
as it moves through the plasma because this can shine light into how the partons and the
medium interact. Many measurements of this have already been performed, for example
measurements of the jet shape [243], jet mass [244] and FFs [229, 245, 246] with ATLAS and
jet splitting functions and other related substructure variables with ALICE and CMS [247].
It will be useful to perform additional substructure measurements with ATLAS at higher
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Appendix A
Dijet Asymmetry Analysis R = 0.3
The data analysis for the R = 0.3 jets is the same as the R = 0.4 jets. The trigger efficiencies
in different centralities are shown with the fits between 60-100 GeV in Figure A.1. The
minimum bias and jet triggered samples were combined at 85 GeV as shown in Figure A.3.
The ratio of the minimum bias to jet triggered samples is shown in Figure A.2.
The ∆φ distributions for R = 0.3 jets are shown in Figures A.5. There is stil a modu-
lation here but it is smaller the for R = 0.4.
The raw pT2 slices for R = 0.3 jets are shown in Figure A.6 and Figure A.7. The trends
for the R = 0.3 jets are qualitatively the same as for the R = 0.4 jets just shifted to lower
pT. This is due to the difference in the energy scales for the R = 0.3 and R = 0.4 jets. The
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Figure A.1: Trigger efficiencies fit between 60-100 GeV for different centralities in R = 0.4
jets. The fix parameters are given on each plot in red. The fit residuals (data-fit) are shown
below each efficiency distribution.















































































































































































Figure A.2: Ratio of the minimum bias to jet triggered samples in centrality bins for R = 0.3
























































Figure A.3: The minimum bias, jet triggered, and combined samples overlaid in centrality
bins for R = 0.3 jets.







































































































Figure A.4: The inefficiency as a function of sub-leading jet pT in different centrality bins
centrality for R = 0.3 Pb+Pb jets.
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Figure A.5: The ∆φ distribution binned in centrality as a function of leading jet pT for
R = 0.3 jets.
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R = 0.3 jets will contain less energy for the same jet due to the smaller jet cone.
The xJ distributions for R = 0.3 jets are shown in Figure A.8 and Figure A.9.
The pp trigger boundaries are shown for the R = 0.3 jets in Figure A.10. It was
determined that the same trigger boundaries worked for the R = 0.3 as the R = 0.4 sample.
Figure 5.32 shows the pT2 distribution on the left and the xJ distributions on right for















































































































Figure A.6: The raw data sub-leading jet distributions binned in centrality as a function of
leading jet pT for R = 0.3 jets.

















































































































Figure A.7: The raw sub-leading jet distributions binned in leading jet pT as a function of
centrality for R = 0.3 jets.
Jx

























































































Figure A.8: The raw xJ distributions binned in centrality as a function of leading jet pT for
R = 0.3 jets.
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Jx

























































































Figure A.9: The raw xJ distributions binned in leading jet pT as a function of centrality for










































Figure A.10: The top panel is an overlay of the different R = 0.3 trigger sample leading
jet pT spectrums with the combined spectrum in black. The bottom panel is the combined
spectrum 2D jet 1/jet 2 distribution.


















Figure A.11: The ratio of each R = 0.3 trigger sample leading jet pT distribution to the

























































Figure A.12: Left panel is the distribution of the sub-leading jet pT in bins of leading jet
pT for R = 0.3 jets. Right panel is the xJ distributions in bins of leading jet pT.
APPENDIX B. DIJET ASYMMETRY COVARIANCE 322
Appendix B
Dijet Asymmetry Covariance
The individual point in the normalized (1/N)dN/dxJ distributions have a covariance be-
tween each of the points. This was evaluated by generating 100 toys on the raw data before
unfolding based on gaussian fluctuations on the errors. Then the covariance was evaluated
between the 100 unfolded results from the toys. Figure B.1 - B.6 show all of the covari-
ances for R = 0.3 and R = 0.4 Pb+Pb and pp results for every centrality and pT bins. The





where σ2ij is (i, j) element of the
covariance matrix which can be positive or negative. The diagonal elements of covariance
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Figure B.1: The normalized covariance for R = 0.4 jets on (1/N)dN/dxJ for 0-10% cen-
trality in different leading jet pT bins.
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Figure B.2: The normalized covariance for R = 0.4 jets on (1/N)dN/dxJ for pT1 between
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Figure B.3: The normalized covariance for R = 0.3 jets on (1/N)dN/dxJ for 0-10% cen-
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Figure B.4: The normalized covariance for R = 0.3 jets on (1/N)dN/dxJ for pT1 between
79–100 GeV in different centrality bins.
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Figure B.5: The normalized covariance for R = 0.4 pp jets on (1/N)dN/dxJ in different
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Figure B.6: The normalized covariance for R = 0.3 pp jets on (1/N)dN/dxJ in different
leading jet pT bins.




Figure C.1 shows the 2D truth and reconstructed distributions before and after folding
over the diagonal for R = 0.3 jets. Figure C.2 and Figure C.4 demonstrates the centrality
dependence of the truth (pT1 , pT2) distributions from the response matrix for R = 0.4 and
R = 0.3 respectively. Figure C.3 and Figure C.4 are the same figures but now with the
reconstructed (pT1 , pT2) distributions from the response matrix.















































































































Figure C.1: The top left panel is the truth level symmetric 2D distribution (pT1 , pT2)
and the top right panel is the truth folded over the diagonal. The bottom left panel
is the reconstructed symmetric 2D distribution(pT1 , pT2) and the top right panel is the
reconstructed folded over the diagonal. All the distributions are for Pb+Pb in the 0-10%









































































































































































Figure C.2: The 2D jet 1/jet 2 truth distribution from the 4D response matrix R = 0.4 jets
in different centrality bins.





















































































































































































Figure C.3: The 2D jet 1/jet 2 reconstructed distribution from the 4D response matrix









































































































































































Figure C.4: The 2D jet 1/jet 2 truth distribution from the 4D response matrix R = 0.3 jets
in different centrality bins.





















































































































































































Figure C.5: The 2D jet 1/jet 2 reconstructed distribution from the 4D response matrix











































































































































Figure C.6: The response of the reconstructed jets to the truth jets in the MC for R = 0.3
jets in different centrality bins for the Pb+Pb.




APPENDIX D. DIJET ASYMMETRY ADDITIONAL RESULTS 330










 < 158 GeV
T1
p126 < 0 - 10 %
Pb+Pb
pp
10 - 20 %ATLAS
 = 0.4 jetsR tkanti-










20 - 30 % 30 - 40 %
Jx
0.3 0.4 0.5 0.6 0.7 0.8 0.9 1










40 - 60 %
Jx
0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
60 - 80 % = 2.76 TeVNNs
-1 data, 4.0 pbpp2013 
-12011 Pb+Pb data, 0.14 nb
Figure D.1: The unfolded dN/dxJ distribution normalized to the number of dijet pairs for
Pb+Pb R=0.4 jets (black) and pp R=0.4 jets (red). Each panel is a different centrality
bin in the Pb+Pb with the pp being the same in each panel: 0-10% (top left), 10-20%
(top middle), 20-30% (top right), 30-40% (top right), 40-60% (bottom middle), and 60-80%
(bottom right). Each curve is for leading jet pT from 126-158 GeV. The statistical errors
are given by the error bars on each curve and the systematics are given by the error bands.
APPENDIX D. DIJET ASYMMETRY ADDITIONAL RESULTS 331










 < 200 GeV
T1
p158 < 0 - 10 %
Pb+Pb
pp
10 - 20 % InternalATLAS
 = 0.4 jetsR tkanti-










20 - 30 % 30 - 40 %
Jx
0.3 0.4 0.5 0.6 0.7 0.8 0.9 1










40 - 60 %
Jx
0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
60 - 80 % = 2.76 TeVNNs
-1 data, 4.0 pbpp2013 
-12011 Pb+Pb data, 0.14 nb
Figure D.2: The unfolded dN/dxJ distribution normalized to the number of dijet pairs for
Pb+Pb R=0.4 jets (black) and pp R=0.4 jets (red). Each panel is a different centrality
bin in the Pb+Pb with the pp being the same in each panel: 0-10% (top left), 10-20%
(top middle), 20-30% (top right), 30-40% (top right), 40-60% (bottom middle), and 60-80%
(bottom right). Each curve is for leading jet pT from 158-200 GeV. The statistical errors
are given by the error bars on each curve and the systematics are given by the error bands.
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Figure D.3: The unfolded dN/dxJ distribution normalized to the number of dijet pairs for
Pb+Pb R=0.4 jets (black) and pp R=0.4 jets (red). Each panel is a different centrality
bin in the Pb+Pb with the pp being the same in each panel: 0-10% (top left), 10-20%
(top middle), 20-30% (top right), 30-40% (top right), 40-60% (bottom middle), and 60-80%
(bottom right). Each curve is for leading jet pT ¿200 GeV. The statistical errors are given
by the error bars on each curve and the systematics are given by the error bands.
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Figure D.4: The unfolded dN/dxJ distribution normalized to the number of dijet pairs for
Pb+Pb R=0.3 jets (black) and pp R=0.3 jets (red). Each panel is a different centrality
bin in the Pb+Pb with the pp being the same in each panel: 0-10% (top left), 10-20%
(top middle), 20-30% (top right), 30-40% (top right), 40-60% (bottom middle), and 60-80%
(bottom right). Each curve is for leading jet pT from 100-126 GeV. The statistical errors
are given by the error bars on each curve and the systematics are given by the error bands.
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Figure D.5: The unfolded dN/dxJ distribution normalized to the number of dijet pairs for
Pb+Pb R=0.3 jets (black) and pp R=0.3 jets (red). Each panel is a different centrality
bin in the Pb+Pb with the pp being the same in each panel: 0-10% (top left), 10-20%
(top middle), 20-30% (top right), 30-40% (top right), 40-60% (bottom middle), and 60-80%
(bottom right). Each curve is for leading jet pT from 126-158 GeV. The statistical errors
are given by the error bars on each curve and the systematics are given by the error bands.
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Figure D.6: The unfolded dN/dxJ distribution normalized to the number of dijet pairs for
Pb+Pb R=0.3 jets (black) and pp R=0.3 jets (red). Each panel is a different centrality
bin in the Pb+Pb with the pp being the same in each panel: 0-10% (top left), 10-20%
(top middle), 20-30% (top right), 30-40% (top right), 40-60% (bottom middle), and 60-80%
(bottom right). Each curve is for leading jet pT ¿158 GeV. The statistical errors are given
by the error bars on each curve and the systematics are given by the error bands.
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Figure D.7: The unfolded dN/dxJ distribution normalized to the number of dijet pairs for
Pb+Pb (10-20%) R=0.4 jets (black) and pp R=0.4 jets (red) where each panel is a different
leading jet bin: 100-126 GeV (top left), 126-158 GeV (top right), 158-200 GeV (bottom
left), and ¿200 GeV (bottom right). The statistical errors are given by the error bars on
each curve and the systematics are given by the error bands.
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Figure D.8: The unfolded dN/dxJ distribution normalized to the number of dijet pairs for
Pb+Pb (20-30%) R=0.4 jets (black) and pp R=0.4 jets (red) where each panel is a different
leading jet bin: 100-126 GeV (top left), 126-158 GeV (top right), 158-200 GeV (bottom
left), and ¿200 GeV (bottom right). The statistical errors are given by the error bars on
each curve and the systematics are given by the error bands.
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Figure D.9: The unfolded dN/dxJ distribution normalized to the number of dijet pairs for
Pb+Pb (30-40%) R=0.4 jets (black) and pp R=0.4 jets (red) where each panel is a different
leading jet bin: 100-126 GeV (top left), 126-158 GeV (top right), 158-200 GeV (bottom
left), and ¿200 GeV (bottom right). The statistical errors are given by the error bars on
each curve and the systematics are given by the error bands.
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Figure D.10: The unfolded dN/dxJ distribution normalized to the number of dijet pairs for
Pb+Pb (40-60%) R=0.4 jets (black) and pp R=0.4 jets (red) where each panel is a different
leading jet bin: 100-126 GeV (top left), 126-158 GeV (top right), 158-200 GeV (bottom
left), and ¿200 GeV (bottom right). The statistical errors are given by the error bars on
each curve and the systematics are given by the error bands.
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Figure D.11: The unfolded dN/dxJ distribution normalized to the number of dijet pairs for
Pb+Pb (10-20%) R=0.3 jets (black) and pp R=0.3 jets (red) where each panel is a different
leading jet bin: 79-100 GeV (top left), 100-126 GeV (top right), 126-158 GeV (bottom left),
and ¿158 GeV (bottom right). The statistical errors are given by the error bars on each
curve and the systematics are given by the error bands.
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Figure D.12: The unfolded dN/dxJ distribution normalized to the number of dijet pairs for
Pb+Pb (20-30%) R=0.3 jets (black) and pp R=0.3 jets (red) where each panel is a different
leading jet bin: 79-100 GeV (top left), 100-126 GeV (top right), 126-158 GeV (bottom left),
and ¿158 GeV (bottom right). The statistical errors are given by the error bars on each
curve and the systematics are given by the error bands.
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Figure D.13: The unfolded dN/dxJ distribution normalized to the number of dijet pairs for
Pb+Pb (30-40%) R=0.3 jets (black) and pp R=0.3 jets (red) where each panel is a different
leading jet bin: 79-100 GeV (top left), 100-126 GeV (top right), 126-158 GeV (bottom left),
and ¿158 GeV (bottom right). The statistical errors are given by the error bars on each
curve and the systematics are given by the error bands.
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Figure D.14: The unfolded dN/dxJ distribution normalized to the number of dijet pairs for
Pb+Pb (40-60%) R=0.3 jets (black) and pp R=0.3 jets (red) where each panel is a different
leading jet bin: 79-100 GeV (top left), 100-126 GeV (top right), 126-158 GeV (bottom left),
and ¿158 GeV (bottom right). The statistical errors are given by the error bars on each
curve and the systematics are given by the error bands.
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Figure D.15: The unfolded dN/dxJ distribution normalized to the number of dijet pairs
is shown in the top panel for pp R=0.4 jets (black) in different leading jet pT bins in the
panels compared to the following MC generators: PYTHIA6 (red squares), PYTHIA8 (blue
diamonds), HERWIG++ (green crosses), and POWHEG+PYTHIA8 (purple stars). The
statistical errors are given by the error bars on the points and the systematics are given
by the error bands (only for the data). The bottom panel represents the ratio of each MC
generator (same colors apply) to the data and the shaded band represents to error on the
ratio from the systematic errors on the data.
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Figure E.1: The raw pT distribution for jets with pT > 40 GeV in different rapidity bins
for 10–20% (left),30–40% (center), and 60–70% (right) Pb+Pb collisions.





























































































Figure E.2: Unfolding results for the MC closure test for different numbers of iterations
in 10–20% Pb+Pb collisions within |y| < 2.8. The top left panel shows the unfolded pT
spectrum and the top right panel shows the refolded pT spectrum. The bottom left panel
shows the ratio of the unfolded truth to truth distribution (the MC closure) and bottom
right panel shows the ratio of the refolded to data distribution.





























































































Figure E.3: Unfolding results for the MC closure test for different numbers of iterations
in 30–40% Pb+Pb collisions within |y| < 2.8. The top left panel shows the unfolded pT
spectrum and the top right panel shows the refolded pT spectrum. The bottom left panel
shows the ratio of the unfolded truth to truth distribution (the MC closure) and bottom
right panel shows the ratio of the refolded to data distribution.





























































































Figure E.4: Unfolding results for the MC closure test for different numbers of iterations
in 60–70% Pb+Pb collisions within |y| < 2.8. The top left panel shows the unfolded pT
spectrum and the top right panel shows the refolded pT spectrum. The bottom left panel
shows the ratio of the unfolded truth to truth distribution (the MC closure) and bottom
right panel shows the ratio of the refolded to data distribution.
























































































Figure E.5: Unfolding results summary plot for 10–20% Pb+Pb collisions in |y| < 2.8.
The top left panel shows the reconstructed MC (blue), the reconstructed data (black), the
matched truth MC (green), and the full truth MC distribution (blue). The top right panel
shows the 2D response (ptruthT vs. p
reco
T ). The bottom left panel shows the reconstructed
data (black), the refolded data (green), the full truth MC (red), and the unfolded data
(blue). The bottom right panel shows the effect of unfolding through the unfolded/data
ratio (blue), the bin-by-bin correction factors through the ratio of the truth MC to the
reconstructed MC (green), and the refolded to raw ratio (red).
























































































Figure E.6: Unfolding results summary plot for 30–40% Pb+Pb collisions in |y| < 2.8.
The top left panel shows the reconstructed MC (blue), the reconstructed data (black), the
matched truth MC (green), and the full truth MC distribution (blue). The top right panel
shows the 2D response (ptruthT vs. p
reco
T ). The bottom left panel shows the reconstructed
data (black), the refolded data (green), the full truth MC (red), and the unfolded data
(blue). The bottom right panel shows the effect of unfolding through the unfolded/data
ratio (blue), the bin-by-bin correction factors through the ratio of the truth MC to the
reconstructed MC (green), and the refolded to raw ratio (red).
























































































Figure E.7: Unfolding results summary plot for 60–70% Pb+Pb collisions in |y| < 2.8.
The top left panel shows the reconstructed MC (blue), the reconstructed data (black), the
matched truth MC (green), and the full truth MC distribution (blue). The top right panel
shows the 2D response (ptruthT vs. p
reco
T ). The bottom left panel shows the reconstructed
data (black), the refolded data (green), the full truth MC (red), and the unfolded data
(blue). The bottom right panel shows the effect of unfolding through the unfolded/data
ratio (blue), the bin-by-bin correction factors through the ratio of the truth MC to the
reconstructed MC (green), and the refolded to raw ratio (red).





















































































Figure E.8: The systematic uncertainty breakdown in for the RAA in 10–20% (left), 30–40%
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Figure E.9: Per event jet yield in Pb+Pb collisions, multiplied by 〈TAA〉, as a function of jet
pT scaled by successive powers of 10
2. The solid lines represent the pp cross-section for the
same rapidity selection scaled by the same factor to allow for a comparison with the Pb+Pb
data at different centralities. The error bars represent statistical uncertainties, shaded boxes
represent systematic uncertainties including uncertainties on 〈TAA〉 and luminosity. This is
shown in |y| < 0.3 (left), 0.8 < |y| < 1.2 (center), and |y| < 2.1.
