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Abstract 
Sensor networks consisting of distributed sensors and intelligent devices are widely 
used in our daily applications. Since sensor networks must be well-organized and 
properly placed for opt imum detection performance and maximum lifetime, node 
placement becomes a crit ical challenging problem for the successful realization of 
sensor networks. 
One major class of sensor networks is mobile sensor networks. In addition to the gen-
eral sensing, communications and computation capabilities, mobile sensor networks 
also possess the locomotive capability, which makes them capable of self deployment, 
namely, the sensor nodes can spread out and reallocate themselves to maximize the 
coverage area of the whole sensor network. 
This thesis presents a novel viewpoint and method for the mobile sensor network 
deployment problem. By selecting sufficient sample points from the sensing field, we 
formulate the problem in the framework of nonlinear least squares analysis, which is 
solved iteratively by the Gauss-Newton method. Our method is empirically proved 
to be effective in dissipating and deploying sensor networks to achieve better cover-
age performances in condition of binary sensor models and attenuated disk coverage 
models. Furthermore, the experimental results demonstrate that the method we 
propose outperforms other intelligent deployment methods in terms of coverage and 
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network uniformity, which implies the node placement derived from our method is 
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W i t h the rapid progress in sensor design, manufacturing techniques and communica-
tions technology, the recent few decades have witnessed a flourishing development of 
sensors and sensor networks in both research and practical domains. Taking the ad-
vantages of continually reducing costs as well as versatile and flexible usages, sensors 
and sensor networks have emerged in almost all fields of our lives. Their applications 
range from civi l facilities (environmental monitoring), industrial productions (indus-
t r ia l diagnostics), to mi l i tary usage (battlefield surveillance). Conversely, their vast 
applications also greatly motivate and accelerate the research efforts in the advances 
of sensor and sensor networks. 
Among the numerous challenges in the study of sensor networks, the coverage issue 
can be regarded as one of the critical problems. In the tradit ional infrastructured 
networks, data are collected and transmitted via a group of fixed sensor nodes. 
Thus, sensor networks are planned and deployed wi th the goal of maximizing cov-
erage whilst minimizing the number of sensor nodes. More recently, efforts have 
been shifted and intensively devoted to the researches of wireless sensor networks 
(WSN) that employ ad hoc networking. This trend is a consequence of the avail-
1 
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abil i ty of inexpensive sensor nodes, and more importantly, the advances of wireless 
communications techniques. In these networks, mobile sensor nodes are generally 
applied to enable the networks to dynamically self-organize their topology without 
requiring any prior infrastructure. Rather than minimizing the number of nodes, 
one of the main problems for deploying these networks is focused on the design of 
effective strategies to organize themselves into desirable configurations. 
This thesis addresses a novel outlook on this mobile sensor network deployment 
problem. Based on nonlinear least squares analysis, which is well established in 
data f i t t ing, we shall propose a refinement strategy that can be effectively used to 
deploy sensor nodes, and hence, improve the performances of mobile sensor networks. 
1.1 Background of Sensors and Sensor Networks 
Due to a wide range of applications, sensors are one class of most commonly used 
devices in our lives. In general, sensors are devices that can respond to physical stim-
ulus, and simultaneously convert parameters into recordable digital sensing data [1 . 
They come in a large variety of types and shapes in different practical situations. 
For example, engineers usually use sensors to measure mechanical quantities such as 
position, displacement, velocity and acceleration; chemists may focus on chemical 
indicators such as concentration, PH values, and ions; while meteorologists make an 
extensive use of sensors to measure meteorological quantities such as temperature 
and humidity. 
A sensor cannot function without any other maintenance device. Instead, a sen-
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sor node integrating sensor(s) and other units to process and deliver sensing data, 
is a basic component that composes a sensor network. Apart from sensor unit, a 
typical sensor node consists of memory, microcontroller unit , communication unit 
and power unit . Memory, the top of a node structure, is used to store program 
codings and sensing data. The microcontroller unit is the core unit , which controls 
the act iv i ty of the sensor node, including deciding when to activate the sensor, how 
to collect and process sensing data, and where to send and/or receive data f rom/to 
other sensor nodes, etc. The communication unit undertakes the responsibility of 
exchanging data among individual sensor nodes. And lastly, the power unit is gen-
erally composed of one or several non-rechargeable batteries that provide energy 
necessary for the entire node. As sensors cannot be in service without the support 
of sensor nodes, these two terms wi l l be used interchangeably in the following para-
graphs. 
In addit ion to the requisite units introduced above, a sensor node can also be 
equipped w i th some other devices to meet the demands of specific applications. For 
example, a locomotive unit can be embedded in a node, ensuring the sensor node 
to move around in the sensing field. Moreover, a global positioning system (GPS) 
unit may further provide useful information about the instant node geographical 
locations, which can be used to make decisions for deployment and detection. 
In the recent decade, as the innovative design and manufacturing procedures con-
t inual ly advance, the size and cost of sensor nodes have sharply decreased. As 
a consequence, sensor networks and collections of individual sensor networks have 
drawn much attention of research and practical applications. 
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A sensor network is composed of one or more sinks and a large number of sensor 
nodes, which collaborate together to accomplish some complicated tasks. The sink 
is the “ brain" of the network that is responsible for implementing network control 
algorithms, instructing sensor nodes and collecting sensing data from each node. 
Sensor networks can be classified according to their different characteristics. For in-
stance, sensor networks can be categorized as either homogenous or heterogeneous. 
In a homogenous network, all of the sensor nodes deployed in the sensing field have 
the same capacities and features, such as sensing, processing and communications 
capacity. In a heterogenous network, different sensor nodes are deployed simulta-
neously to detect different kinds of targets. For example, a heterogenous network 
mixing smoke and relative humidity (RH) sensors can be deployed to detect and 
alarm fire accidents in office buildings. 
A second classification can be defined by the locomotive capacity of sensor nodes, 
as either stationary or mobile. I t can be understood that sensor nodes are fixed in 
a stationary network, whereas in a mobile network, sensor nodes have the capacity 
to move around. A pure mobile network, however, may be too expensive and inef-
ficient to construct, since lots of power may be consumed by active movements of 
sensor nodes. Consequently, a hybrid network that combines both stationary and 
mobile sensor nodes seems to be a compromising choice. As stationary nodes are 
first deployed in the sensing field, mobile sensors can then be activated to move 
around to improve the performance of coverage and meantime collect sensing data 
from stationary sensors. 
As mentioned, since sensors can be broadly used to detect almost all kinds of physi-
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cal phenomena, sensor networks have been introduced in almost every environment. 
Furthermore, they are also actively assigned in a number of strategic applications, 
such as coordinated target detection, surveillance and localization. As many more 
applications of sensor networks are expected to spring out in the near future, there 
are substantial challenges and technical issues that deserve great dedication of re-
search efforts. Some of the most important challenges are briefly listed as follow [1 . 
• Energy efficient. As the power of each sensor node is usually l imited and 
nonchargeable, the detection performance of a sensor network may degrade if 
a fraction of its components consume up their energies. Therefore, the design 
of efficient operational strategies is desirable to save energies and prolong the 
network lifetime. 
• Network autonomy. Not all sensor networks are human mandated. In some 
cases such as dangerous environments, randomly scattered nodes may be the 
only choice to deploy sensor networks. These sensor networks should have the 
capacity to self-organize to be autonomous, including deciding the deployment 
configurations, implementing the sensing tasks, and monitoring its own health. 
• Network scalability. Many sensor networks are composed of thousands, or even 
millions of sensor nodes. However, i t is problematic whether an algorithm or 
protocol which is designed for small scale networks are suitable for such large 
scale ones. In general, distributed algorithms are more likely to be insensitive 
to the network scales. 
• Data accuracy. Detecting sensing data accurately is one of the main goals of 
applications of sensor networks. However, this may conflict w i th another goal 
of extending network lifetime, since i t requires more sensors to cooperatively 
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collect more accurate sensing data. As a result, the balance between data ac-
curacy and energy efficiency should be taken into consideration when relevant 
strategies are designed. 
• Information security. As usual, sensing data should be detected and transmit-
ted securely and privately. 
The topic of this thesis, sensor nodes placement is also one of the most fundamental 
and crucial issues of sensor networks. I t is desirable that a sensor network can be 
deployed into a uniform topology and cover as more targets or area as possible, since 
a well organized and elaborately deployed sensor network can significantly improve 
the coverage quality provided for the sensing field, and meanwhile prolong the life-
t ime of the network. This problem is closely related to the issue of network coverage. 
1.2 Introduction to Coverage Problems 
In a sensor network, sensor nodes located in different geographical positions collab-
orate to achieve high performances and accomplish complex tasks. In this context, 
network coverage is referred to as the coverage relationship between field-wide points 
and network-wide sensors [1], which can be regarded as the collective measure of 
the detection qualities provided by the network of sensor nodes. Thus, the locations 
of sensor nodes directly determine the network coverage, which is a critical issue in 
the study of sensor networks. 
According to the subjects to be covered, coverage problems can be classified into 
three different coverage types, as target coverage, area coverage and barrier cover-
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age. In the target coverage problems, a set of discrete (and generally finite) targets 
w i th in the sensing field are to be covered. While in the area coverage problems, 
every point in the sensing field is equally treated such that these problems concern 
how to cover the whole sensing field efficiently. These two kinds of problems are 
closely related, as area coverage problems can be approximated as target coverage 
problems by introducing appropriately sized grids. The barrier coverage, however, 
is quite different in that i t concerns the construction of a barrier to detect any in-
trusion of unfavorable events or conversely, to find out a penetration path across the 
sensing field. 
Depending on different coverage types and application environments, sensor net-
works can be deployed in two methods. If the network size is relatively small and 
the sensing field is friendly, the sensor networks can be deterministically placed by 
human. Then the main objective is to determine the minimal number of sensor 
nodes that are required to fulf i l l the coverage requirements, and where to place the 
opt imal sensor network. On the other hand, if the network scale is large or the 
sensing field is dangerous, the random deployment method may be the only choice. 
In such cases, we may use a network composed of much more nodes than optimum 
to compensate for the lack of exact positioning, or alternatively, self-deployment 
methods, which we shall discuss in this thesis, should be designed and implemented 
to relocate sensor nodes to achieve a more favorable deployment configuration. 
Apart from coverage types and methods, there are several other issues that should 
be taken into consideration in the coverage problems. First, network connectivity 
cannot be ignored in the design of coverage methods. In wireless sensor networks, 
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nodes can transmit data only wi th in the communication range. Therefore, each 
sensor node must be in connection wi th other nodes, for f inding at least one route 
to send sensing data to the sink(s) of the network. Second, node heterogeneity is an 
important feature of a network. Either the differences of sensing capacity, energy 
storage, or the locomotive capacity has a profound influence on the design and de-
ployment of sensor networks. Third, performance metrics that are used to compare 
different coverage methods can be defined in different situations. For example, one 
of the most commonly used performance metrics is the number of sensor nodes to 
achieve coverage requirements. Networks composed of fewer nodes are superior to 
those of redundant nodes. The definition of performance metrics wi l l be further dis-
cussed in Section 4.3. Other aspects of coverage problems include coverage degree, 
coverage ratio, etc. 
In this thesis, we shall propose a novel self-deployment method to relocate heteroge-
nous mobile wireless sensor networks, which can be regarded as another solution to 
the area coverage problems. The primary objective of our method as well as the 
overall coverage problems can be boiled down to the energy efficiency, which is to 
reduce network setup costs, preserve node energy, and prolong the network lifetime 
while meeting the requirements of coverage and detection. 
1.3 Literature Review 
The main task of sensor network deployment is to design effective methods to (op-
t imal ly) deploy a sensor network to a region of interest (ROI) in the sensing field, 
in which targets or events that are desired to detect may take place [2]. Before 
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activated to collect data, a sensor network must be properly deployed and placed to 
provide an acceptable coverage of ROI; otherwise, informat ion rising from regions 
tha t are not covered is missing. In addit ion to what has been discussed in the pre-
ceding section, sensor network deployment must take other issues such as the nature 
of terrain, redundancy due to the likelihood of sensor failures and energy constraints 
into consideration. This problem has been broadly studied in the literatures, and 
a variety of methods have been proposed from different perspectives. In general, 
deployment approaches can be divided into two categories, which are determinis-
t ic deployment of stat ionary networks, and dynamic deployment methods of mobile 
networks. 
1.3.1 Deterministic Deployment Methods 
A deterministic deployment approach is usually uti l ized in a small scale and sensing-
fr iendly environment [1,4,17,40], in that the availabil i ty of prior knowledge about 
the environment makes i t possible to purposefully place sensor nodes by human. In 
these methods, a net of grids is generally assigned to R〇I. Then, the locations of 
the targets to be covered, as well as the available locations to place nodes (called 
sites) are l imi ted only on the given grids. Under such circumstances, the placement 
of sensor nodes can be solved by permutat ion or other more efficient approaches, 
such as greedy algori thm [17], simulated annealing [18,29] or genetic algorithm [30:. 
In [4], the node placement problem is converted to an integral linear programming 
( ILP) problem by introducing binary parameters (i.e. 0 - 1 variables), and then 
algorithms for I LP problems can be applied to solve this node placement problem. 
Once the locations of nodes are determined, stationary sensor nodes can be placed 
to the specific places derived from algorithms by human or other methods. 
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This category of methods originates from the well-knwon tradit ional art gallery 
problem (AGP) in computational geometry [28] in the 1980s. The AGP aims to de-
termine the minimal number and optimal positions of guards or cameras, such that 
every space in a gallery wi l l be observed by at least one guard or camera. Numerous 
algorithms have been proposed to deterministically find the solutions for AGP as 
well as its variants, which provide lots of useful guidance and hints for solving the 
node placement problems in a deterministic manner. 
The deterministic approaches, however, are suffered from several disadvantages. 
First, they fail to work in a larger scale sensing environment. As the number of nodes 
increases and the size of grids ascends, the computation complexity wi l l greatly ad-
vance and becomes liable to errors. Second, the deployment of a stationary network 
is often human monitored. I t may be costly or even impossible for human to place 
nodes in some environments, such as hazardous rooms or deep ocean. Third, since 
the locations available to place nodes are finite, node deployment in a grid framework 
lacks flexibil ity, and the resulting nodes placement may not be of good uniformity 
in configuration. Therefore, these deficiencies l imi t the applications of deterministic 
methods to place sensor networks. 
1.3.2 Dynamic Deployment Methods 
The second deployment category accounts for randomly scattered deployment and/or 
subsequent dynamic refinement schemes. In cases where deterministic deployment 
is difficult to implement, random distribution approach becomes the only choice to 
deploy networks. This can be achieved via airdrop from an aircraft or deployed by 
other methods. The main desirable advantage of a random distribution is that i t 
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can avoid large amounts of computational costs. However, this approach holds the 
disadvantage that the required coverage cannot be guaranteed and/or nodes may 
be separated into disconnected sub-networks simply due to randomness. Even if a 
large number of redundant nodes are scattered to ROI, the resulting node placement 
cannot be optimized. 
The deficiency of randomly scattered deployment reveals the necessity of the de-
velopment of dynamic deployment methods. By substi tut ing mobile sensor nodes 
that have the capacity to patrol in a wide region, a network can relocate itself by 
means of dynamic deployment methods for an improvement of detection perfor-
mance. Start ing from an in i t ia l deployment, a variety of self-deployment methods 
have been proposed, which in general, can be further classified into three groups: 
potent ial fields based, energy equil ibrium based and Voronoi diagram based meth-
ods. 
The p o t e n t i a l fields based m e t h o d s are a class of effective approaches for mobile 
sensor network deployment problems [3，5,6]. The main principle of sensor move-
ments is that nodes should move from high potential fields to lower fields. In [3], a 
distr ibuted and scalable potential fields based approach (DAPF) is presented for the 
deployment of mobile nodes. The potential functions are constructed in a form such 
that each node is repelled by both other sensor nodes and obstacles (or boundaries), 
and hence, forcing the network to spread out and navigate in an environment wi th 
obstacles. In the incremental deployment algorithm [27], exactly one sensor node is 
added to the network each time, and the network is self-deployed based on the same 
mechanism. The underlying idea and tool, potential functions, is first studied in 
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detail by R. Volpe and P. Khosla [7], which has been widely used for obstacle avoid-
ance in robotics motions. The deficiency of this approach lies at the local minima of 
potential functions: the nodes that fall into the local minima of potential functions 
wi l l not escape wi thout any external force. Thus, several special potential functions 
such as harmonic functions [8,9], have been addressed to avoid local minima so that 
sensor nodes can navigate to the desired targets. 
E n e r g y e q u i l i b r i u m based me thods [10,12] are similar to potential function 
based counterparts, except that they are inspired by the equil ibrium of molecules, 
which minimizes molecular electronic energy and internuclear repulsion. In [10], 
a distr ibuted self-spreading algorithm (DSSA) is proposed to promote the config-
uration of networks. In this algorithm, the location of each node is affected and 
balanced by other sensor nodes. If two sensor nodes are located too close to each 
other, they repel each other to improve coverage, and vice versa. Since each node 
wi l l eventually travel towards its lowest energy point, the resulting node placement 
is highly likely to approach to a uniform topology. However, as the refinement mech-
anism of this method aims at the improvement of uniformity, i t may not lead to a 
best coverage of ROI, as shown in Chapter 4. 
V o r o n o i d i a g r a m based me thods make an extensive use of Voronoi diagrams to 
develop deployment strategies. Voronoi diagrams are broadly used in various fields, 
including mathematics, computational geometry and coding theory [26]. Given a 
set of points in ROI, the corresponding Voronoi diagram divides the region in such a 
way that each given point is associated wi th the subregion that contains all points in 
the ROI that are closest to i t . Cortes, et al. [11] have proved that for a specific set of 
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sensor nodes, the node placement that provides the best coverage of ROI is achieved 
when the sensor nodes coincide wi th the centroids of the corresponding Voronoi 
cells. In [10], a similar VD-based deployment algorithm (VDDA) is presented. In 
this algorithm, sensor networks are refined by continuously searching for better node 
placement, from current locations to the centroids of Voronoi cells. This group of 
algorithms, however, requires a massive amount of computations. Therefore, they 
can hardly be uti l ized in a large scale sensing environment. 
More details of the principles and the representative algorithms for these three meth-
ods are presented in the appendices at the end of this thesis. 
Other related research issues in WSN include sensor spatial localization [15, 25], 
coverage verification [22,23], etc. If sensor nodes are not equipped wi th GPS unit 
or any other similar device, a spatial localization algorithm must be implemented to 
acquire the geographical location information of sensor nodes. After sensor deploy-
ment is finished, verification algorithms based on various theories such as topology, 
can be applied to verify the coverage quality of the resulting network. 
1.4 A Brief Introduction to Least Squares Anal-
ysis 
Our network deployment method is developed based on the nonlinear least squares 
analysis. The method of least squares, a special form of optimization problems, is a 
standard and time-honored approach to approximate solutions for overdetermined 
systems. Discovered by Gauss in the late 18th century but first published by Leg-
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endre [24,32], least squares analysis has been mainly applied to the subject of data 
fitting, which aims at minimizing the sum of squared residuals between observed 
values and the corresponding f i t ted value derived from a model. Our method, how-
ever, is not exactly an application of data f i t t ing problems. Instead, by introducing 
the idea of residuals that measure the differences between required coverage and 
actual coverage, our model can be vir tual ly developed into an optimization problem 
w i th the form analogous to least squares analysis. The details wi l l be elaborated in 
Chapter 3. 
Least squares problems can be divided into two categories, linear least squares and 
nonlinear least squares problems, according to whether the residuals are linear wi th 
respect to parameters to be estimated. Linear least squares problems, commonly 
seen in statistical regression analysis, have been well established in many literatures 
and textbooks [19-21,32,34]. They are much easier to solve than nonlinear problems, 
in that they have closed-form solutions. Given a linear least squares problem 
S = \ \ Y - X P W l (1.1) 
where Y e R"", X G and the parameters ^ € IIT, (m > n), i t can be 
analytically worked out by finding the solution of the following normal equations 
= X ^ y (1.2) 
Both algorithms and applications for least squares problems have been broadly stud-
ied in the past half century. The development of numerical methods for solving 
normal equations (1.2) took place in the 1960s. Golub published the renowned QR 
decomposition by Householder transformation in 1965, and a variant, singular value 
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decomposition, was further proposed in 1970 [32]. These algorithms ignited the de-
velopment of the computation of least squares problems, and great progress has ever 
been made in methods for generalized and modified least squares problems, which 
also greatly benefits the development of the estimation methods for nonlinear least 
squares problems. 
The nonlinear least squares problems are a bit more complicated, as they have no ex-
plicit solutions. However, the understanding of nonlinear problems can be achieved 
by approximating the nonlinear model by a locally linearized one, and then refining 
parameters by successive iterations. The linearized least squares problems, shown 
as (1.1), can be efficiently computed by various algorithms stated above. Although 
nonlinear least squares problems is closely related to the linear ones, they have sev-
eral significant differences, which wi l l be discussed in detail in Section 3.4. 
As the capacity of frequent data capturing is rapidly growing, applications of least 
squares analysis are getting more crucial and complicated in many fields of applied 
and engineering domain. In additional to statistics, they have appeared in the sub-
jects of computer-aided geometry design, signal processing and control theory, etc. 
The increasing demands for the feasibility of least squares analysis lead to renewed 
interest in modified algorithms that are tailored to more sophisticated applications. 
1.5 Thesis Outline 
In this thesis, we shall review the network deployment and node placement problems 
from a different prospective - least squares analysis. As mentioned in the previous 
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section, the motivat ion to apply least squares to the sensor network deployment 
problems originates from data f itt ing. By selecting sufficient sample points from 
ROI，we obtain a set of actual point coverage quality provided by the current sensor 
network measured at each sample point. If we assign a threshold value of required 
coverage to these sample points, say 1 (i.e. ful l detection required) in this thesis, 
the least squares problems can be formed by defining residuals as the differences 
between actual value and the threshold value, and therefore, the network can be 
refined in the sense of minimizing the sum of squared residuals. 
In summary, the scope and purpose of our study is to propose a new network de-
ployment strategy to improve the performances of sensor networks. The well-known 
Gauss-Newton method, collaborated wi th some other means of approximation, is 
used to solve the derived nonlinear least squares problems. By minimizing the sum 
of squared residuals iteratively, our ultimate objective is to find out a sensor nodes 
placement that provides an optimal coverage of ROI. 
Our refinement method is evaluated by experiments in Matlab and details are pre-
sented in Chapter 4. The results empirically confirm that our method is feasible, 
efficient and performs well under the assumption of most commonly used sensor cov-
erage models. Moreover, compared wi th methods based on the other three principles, 
our approach outperforms all other candidates in terms of coverage and uniformity, 
which means the node placement derived from our method provides the best cov-
erage of ROI and the most regular network configuration. Although the time for 
deployment is slightly slower than the distributed methods, our method is sti l l ac-
ceptable considering it is a centralized approach. 
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The organization of this thesis is as follows. In Chapter 2, sensor coverage models, 
both binary sensor models and attenuated disk models are introduced first. They 
act a fundamental role in our study, as we shall establish our network refinement 
method mainly based on these coverage models. In Chapter 3, we shall elaborate the 
theory of (nonlinear) least squares. The most frequently used algorithms are intro-
duced and some special phenomena of nonlinear least squares such as convergence 
and mult iple minima wi l l be discussed in detail. Chapter 4 presents the experimen-
ta l results of our deployment method. Furthermore, by defining four performance 
metrics, we shall compare and contrast our method wi th the other three existing 
well-establish methods, and details wi l l be analyzed thereafter. In Chapter 5, we 
draw a conclusion to our method and address the direction for future studies. 
Chapter 2 
Mobile Sensor Network 
Deployment Problem 
As introduced in Chapter 1, sensor network self-organization is one of the few meth-
ods to find the opt imal network coverage in a mobile wireless sensor network (WSN). 
The problem of node placement is of great significance, as sensor nodes must be 
properly deployed and placed in R〇I prior to the network is activated to detect, 
collect, process and transmit data internally. The main objective of this chapter is 
to formally formulate the sensor network deployment problem, where the important 
assumptions wi l l be presented to develop our method. Before that, we shall first 
introduce the sensor coverage models, which forms the basis of the whole problem. 
2.1 Sensor Coverage Models 
Sensor coverage models, which directly determine the coverage of ROI as well as the 
refinement process, play a critical role in the construction of our sensor deployment 
method. These models are used to reflect and describe the sensing capability and 
quality of a single sensor or sensor networks. There is no doubt that a single sensor 
cannot cover an infinite field. Therefore, the introduction of sensor coverage models 
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aims to measure how well sensor or sensor networks can cover space regions. 
Since there exist sensors of various characteristics in diverse application scenarios, 
sensor coverage models can be defined in rather different forms depending on specific 
situations. In general, the sensing capabil i ty and coverage qual i ty at a space point is 
more l ikely to be associated w i th its distances relative to the sensor locations. Con-
sequently, a sensor coverage model can be formulated as a funct ion of the Euclidean 
distances between a space point and sensors. In this chapter, we shall discuss some 
of the most commonly used coverage models in the context of two-dimensional space. 
2.1.1 Binary Sensor Models 
Binary sensor models, also known as Boolean disk coverage models, can be consid-
ered as the most frequently used coverage models in the literatures. As the name 
indicates, the coverage measure of binary sensor models for a space point is either 
0 or 1, given by [1,10 
f l , ifd(s^z)<R, 
JB[S,Z) = < . (2.1) 
I 0， otherwise 
where z) represents the Euclidean distance between a specific sensor node s and 
a space point z] Rs > 0 is called the sensing range, which is used to characterize the 
sensing capacity of a sensor. In the binary models, a space point z is covered by a 
sensor s if and only i f z is located wi th in the disk centered at sensor s w i th a radius 
Rs-
A space point can also be covered by a set of sensors to gain access to robust-
ness. Assuming that n sensor nodes are deployed in ROI, we can define the coverage 
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measure of a specific space point by a network, as 
n 
hn(s,z) = J2fB(Si,z) (2.2) 
i=l 
in the context of b inary sensor models. 
I n some literatures, a space point that is located w i th in the sensing disks of ex-
act ly k sensor nodes is called A:-covered. Since a A:-covered point may withstand at 
most k — 1 sensor node breakdowns, its robustness can be greatly improved. 
2.1.2 Attenuated and Truncated Attenuated Disk Models 
The binary sensor models assume that sensor reading capabil i ty has no associated 
uncertainty w i th in the corresponding sensing range. In reality, sensor detections 
may be imprecise and subjected to noise, and consequently, the coverage measure 
needs to be expressed in probabilistic terms. A typical example is given by the 
attenuated disk coverage model, defined as [17 
= (2.3) 
where a and P are parameters representing the physical characteristics of the sensor 
uni t . In this model, the coverage measure descends exponentially w i th the enlarge-
ment of the distance between a sensor node and a space point. 
The expressions of attenuated disk models can, inodifkxl to describe the realistic 
cliaracteristics of sensor ca.pa,city. tlieretore tlie generalized Gaussian model (2.3) 
gives an example to the class of a.t;t,emiate(l disk mcKiels. Some otlier expressions 
siich as sii.b-Gaiissiaii or siipef-Gaiissiati models could a.lso l)e generated to better 
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fit the im(、(、],t,aiiit:y of sensor detection. However, tlie bask; idea of converting tlie 
s(、ns(:)r (leploymeiit. problem. un(l(、r tliese more generalized attenuated disk :Li.iu(ids to 
nonlinear least sqimros problems is still vial)le aft.er slight cuiitmgem: iiioclificatioii 
uf t.lie alguritliriis. 
In the attenuated disk coverage models, when a sensor is located too far away from 
a space point, the detection probabil ity becomes so small that i t is mostly negligi-
ble. Thus, some approximation can be made by truncating the coverage measure 
for larger values of distances. For example, Zou and Chakrabarty [12] propose the 
following truncated attenuated disk coverage function: 
, ( 、 J e - 妳 ( 3 ’ 劝 〜 i f d{s,z)<Rs . ^^ 
f n { s , z ) = . (2.4) 
10, otherwise 
Another frequently used truncated attenuated disk model is defined as follows: 
1, if d{s, z) < Rs — Ru 
hAs, z) = e - « (咖，只 f 礼 ) ) 〜 i f Rs — Ru < d(s, z) < R, (2.5) 
0, otherwise 
where Rg is the sensing range and Ru is called the uncertain range such that it 
captures the reducing but not yet vanishing detection probabil ity when the distance 
between a sensor and a space point increases. Fig. 2.1 gives an example to illus-
trate the relationships between the coverage measure and relative distances for the 
aforementioned coverage models. 
In terms of attenuated and truncated attenuated disk models, the detection capa-
bi l i ty and quality provided by a multi-sensor network is defined slightly different 
from equation (2.2), because the probability of being detected for a space point by 
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Figure 2.1: Sensor Coverage Models 
a network cannot be larger than one. Instead of simply summing the coverage mea-
sure provided by each sensor node, we make use of the OR model, which is widely 
applied in the literatures [16,17]. In this model, the probabil i ty of detection by the 
whole network (composed of n nodes) is given by 
n 
U s , z ) = l - \ { ( l - f A { s i ^ z ) ) (2.6) 
The expression (2.6) implies that a space point is detected if at least one sensor 
succeeds in exploring it . 
In the remaining paragraphs of this thesis, we mainly make use of the attenuated 
disk model (2.3) and the OR model (2.6) to preliminarily construct our network 
deployment method. On the other hand, since most of the existing methods are 
presented based on binary sensor models, we shall also extend our approach to the 
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binary models (2.1) by means of approximation via a sigmoid function. Moreover, 
as the truncated attenuated disk models can be seen as a modified, hybrid class of 
both binary sensor models and attenuated disk models, our method can be applied 
to this class of models after slight modifications. 
A t last, i t should be mentioned that the models introduced above are the most 
popular ones among a large variety of coverage models. In fact, the coverage ca-
pacity of a sensor node can be defined in rather distinct forms, or even cannot be 
modeled at all [1]. For example, the coverage measure of a camera is generally mod-
eled by both distances and angles, which belongs to the class of directional models. 
The directional models are beyond the studies of this thesis. However, apart from 
the differences of coverage models, we shall emphasize that our method is indepen-
dent of the parameters in the coverage models, such as 凡 in binary sensor models, 
and a, /3 in the attenuated disk models. 
2.2 Problem Statement 
As introduced in the preceding section, we shall employ the attenuated disk models 
to develop the central part of our nonlinear least squares based deployment method, 
and then extend i t to binary sensor models as a variant. In addition to the coverage 
measure models, another four assumptions are presented as follows for a formulation 
of the network deployment problem. 
First, we assume that the sensor network is both mobile and homogenous. This 
means sensor nodes in the network have the identical capacities of sensing, commu-
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nication, computation and mobility. The sensing and communication regions have 
a circular shape w i th radii of R^ and R。Al though our approach is also applicable 
and viable to a heterogeneous network, this assumption is made for convenience in 
our analysis. 
Second, i t is assumed that our deployment method is executed starting from a 
given in i t ia l deployment distribution. This ini t ial deployment, acting as the init ial 
value of the iterative process, can be achieved by a randomly scattered distribution. 
Thi rd, the location of each sensor node in ROI is assumed to be available by some 
methods. This information can be acquired by using the global positioning system 
(GPS) unit or localization algorithms [15,25]. The location information is used to 
compute the coverage service provided for ROI, and thus, to decide the movements 
of network in each step of iterations. 
Last, we assume there are no errors during calculation of locations and transmission 
of data, which facilitates the development of our method. If the actual errors occur 
and the magnitude is not negligible, tliey caii be tiirtlier explicitly modeled by a 
proloabilistic term z) and tiieii rescale tlie coverage measures (2.1) or (2.3) by 
tiuiltiplyiiig this dmupirig fa.ctcjr z). 
Based on the aforementioned models and assumptions, our network deployment 
method can be formulated as follows. Given a mobile network composed of a cer-
ta in number of sensor nodes that is init ial ly deployed in ROI, our objective is to 
generate a novel method based on nonlinear least squares analysis, which can find 
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out the positions and movements of sensor nodes that achieve the best coverage of 
ROI, and meantime, reallocate the network into a more uniform configuration. 
Chapter 3 
Coverage Optimization as 
Nonlinear Least Squares Problems 
3.1 Introduction 
Network deployment is a significant procedure and approach to leverage the cover-
age performances of mobile sensor networks. The existing refinement methods intro-
duced in section 1.3.2 are derived from three different perspectives, potential fields, 
molecular energy equilibrium, and computational geometry, respectively. Prom the 
mathematical point of view, this deployment scheme can also be regarded as an 
optimization problem that minimizes the "gap" between the actual coverage and 
the desired coverage targets. One of the sound and logical measures of this gap can 
be expressed by the integral given by 
= J j ^ w { z ) [ l - U ^ , z ) ] ^ d z (3.1) 
where w{z) is a weight function used to describe the probabil ity that a target might 
appear wi th in the ROI region D, whilst 2；)，introduced in section 2.1, mea-
sures the actual coverage associated wi th the current network placement. Since 
z) < 1 for z e D, the expression (3.1) makes sense as i t captures the coverage 
shortfall quadratically wi th in the region D. 
26 
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However, the integral G{s) cannot be analytically computed. Moreover, the nons-
moothness of b inary sensor models and the nonlinear feature of the coverage measure 
funct ion fn{s,z) make i t rather diff icult to find out the min imum of G{s) directly. 
Therefore, a natural and wise compromise is discretization, which is to minimize 
m 
G{s) = J2w(Zi)ADAl 一 (3.2) 
i 
where { A } £ i is a set of mutual ly exclusive patches such that D = |J. BI. Ai de-
notes the area of each small patch A , and Zi is an arbi t rary point w i th in i t . Further 
define w{z i ) = w{zi )AD., then the discretetized version (3.2) coincides w i th the form 
of weighted least squares problems, which consists of our mot ivat ion to solve the mo-
bile sensor network deployment problem in the nonlinear least squares framework. 
As introduced in section 1.4, nonlinear least squares is a form of least squares 
analysis, which is generally used to fit an over determined system w i th a set of m 
observations f rom a nonlinear model that contains n (m > n) unknown parameters. 
A l though the method to solve a nonlinear least squares problem is closely related 
to linear ones, these two categories have several significant differences that deserve 
in-depth studies and discussions. 
In this chapter, we shall elaborate on the theoretical analysis of our nonlinear least 
squares based method. First of all, we cast focus on the establishment of the node 
deployment problem in terms of nonlinear least squares scheme in condition of at-
tenuated disk models. Af ter an extensive analysis on the solution process, the frame-
work is extended to the binary sensor models by means of a sigmoid function. Then, 
two common issues in nonlinear least squares solutions, convergence and multiple 
min ima phenomenon wi l l be discussed. A brief summary wi l l conclude this chapter 
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in the end. 
3.2 Network Deployment as Least Squares Prob-
lems 
To simplify the statement, we first construct and formulate our target problem in 
the mathematical notations. 
Suppose that a wireless sensor network composed of n mobile nodes is distributed 
to a plane ROI D. Each individual node is equipped wi th a sensor unit whose detec-
t ion capabil ity is defined as the attenuated disk model (2.3). Denote the locations 
of sensor nodes by a set of vectors {s^} = {(工j，約)，j = 1 , . . . , n } , where { x j , y j ) 
represents the Cartesian coordinates of node Sj. Since each node is located in a 
two-dimensional space, a total number of 2n parameters need to be estimated in 
our model. For convenience, let p = (x i , . . . , Xn,yi,y2, • • •, Vn)^ G M^" be the 
position vector of these n sensor nodes. Then the sensor network deployment prob-
lem can be stated as follows: starting from an init ial deployment distribution p。， 
our least squares based refinement algorithm is implemented to find out the vector 
p, which improves the network coverage as well as configuration performances by 
minimizing the least squares problem developed as follows. 
3.2.1 Assignment of Sample Points 
To develop a least squares problem, a set of m (m > 2n) sample points must be as-
signed wi th in the ROI to construct a group of overdetermined equations. Similarly, 
we denote the geographic locations of these samples points by { z j = {(&,r/i)， i = 
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1, . . •, m } . The assignment method of sample points may be subjective, which varies 
in different situations or objectives. 
In condition of target coverage problems, some specific targets in ROI are required 
to be covered by the network. I f we have access to the corresponding geographical 
information, sample points can be selected as the spatial locations of these targets. 
However, one possible problem may arise when the number of targets is insufficient, 
such that the resulting equations are underdetermined (i.e. m < 2n). We should 
note that, although least squares analysis is inapplicable to underdetermined equa-
tions, our algori thm can sti l l solve this problem efficiently by treating i t as a special 
case of rank deficiency situations, as discussed in section 3.2.4. 
The underdetermined issue, on the other hand, can be avoided in area coverage 
problems by assigning sufficient sample points. In these cases, the whole ROI is 
desired to be covered. In general, sample points should be adequately dispersive to 
avoid unfavorable circumstances in the process of local linearization. Therefore, a 
set of uniformly distributed sample points is usually selected such that every subre-
gion in ROI is equally weighted. 
Weights of items in the least squares problems play an important role in data fit-
t ing. Whi le in our model, the weight function is used to describe the prior knowledge 
about the probabil i ty that a target might appear wi th in the ROI region. For ex-
ample, if w{z) follows a two-dimensional normal distribution, the weights should 
be generated correspondingly at each sample point. However, in most cases, infor-
mation is rather scarce that a prior distribution can be hardly predicted. Thus, to 
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simplify, we assume uni t weights for all sample points in the following analysis. 
3.2.2 Least Squares Function 
Now tha t m sample points { z j , i = l,...,m have been assigned across ROI, their 
coverage measures associated w i th the sensor network is given by (2.3) and (2.6), as 
follows 
n 
Vi = /n (Z i ,P) = 1 — J J ( 1 - fA{d{Zi,Sj))) 
7 = 1 
n (3.3) 
= 1 — — e-… 
for z = 1 , . . . , m. We assume that perfect detection by the network is desired at each 
sample point . Thus, define the residuals as the coverage shortfalls, given by 
n 
ri = l - /n(z,,p) = n( l - e—+广sj勺 (3.4) 
for i = 1, 2 , . . . , m. The problem is formulated that we shall estimate the locations 
of sensor nodes p , such that the sum of squares of the residuals 
m 
s = (3.5) 
is minimized. 
Before we start to solve this least squares problem, there are several issues that need 
to be clarified. On one hand, although a net of sample points grids are introduced 
in the construction of our model, i t is different from the t radi t ional deterministic 
approaches in two aspects. First, only sample points, similar to the targets in a de-
terminist ic framework, are located on grids. The sensor nodes are flexible and can 
be placed anywhere in ROI. Second, instead of hand-placed to the predetermined 
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locations, the final placement of sensor nodes in our approach results from the re-
finement algorithm, and sensor nodes are self-deployed by activating the mobil i ty 
capacity of the sensor network. 
On the other hand, our model is similar, but rather different from the tradit ional re-
gression problems. The development of the least squares function is quite analogous 
to a data f i t t ing problem that, given a set of m sample points and desired coverage 
measure (Zi, 1), (Z2,1),. . •, (z^ , 1), estimator p is solved to fit best the nonlinear 
model (3.3). However, as discussed in Section 2.2, we assume that there are no 
errors in detection, calculation and transmission. As error items are eliminated in 
our model, the least squares function (3.5) is no longer a regression problem, which 
implies that the relevant statistical inferences theories in the regression analysis (e.g. 
estimates of parameters uncertainty cTp), generally based on the assumption that the 
errors in the data are uncorrelated and normally distributed, are inapplicable to our 
model and analysis. 
In terms of the objective function (3.5), the minimum value of the sum of squared 
residuals S is achieved when the gradient of S is zero. Since the network contains 
n sensor nodes w i th 2n parameters, we can easily deduce a group of 2n gradient 
equations, given by 
dS dvi 
F = 2 > T i — 二 0 
OXj OXj 
dS V dvi 
dvj V 
for j 二 1 , . . . , n. In such nonlinear equations, the expressions of the derivatives 结 
and are functions of both the independent variable { z j and the parameters p. 
Therefore, this group of gradient equations does not have a closed-form solution, 
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and numerical methods have to be applied to iteratively achieve a solution. 
In general, there are two different methods to solve the problem (3.5), or in the 
vector notation, 
m i n S ' = ||r(p)||2 (3.6) 
First, as a natural strategy in the field of applied mathematics, the nonlinear model 
can be locally approximated and replaced by a linearized one in a neighborhood of 
a given point, say p^, 
r ( p ) ^ r ( p , ) + J ( p , ) ( p - p , ) (3.7) 
where J (p ) = is the Jacobian matrix of the residual vector r about the 
position vector p. Then we can solve the linear least squares problem 
m in l | r (p , ) + J ( p , ) ( p - p , ) | | 2 (3.8) 
to approximate the solution for (3.6). This iterative process, which contains only 
the first order derivative information, is known as the Gauss-Newton method. This 
method is used in the least squares analysis only. 
In the second approach, the problem (3.6) is considered as an unconstrained op-
t imizat ion problem. The first and second order derivatives of the objective function 
can be easily derived as follows 
VS = 2 [J(p)^r (p) ] (3.9) 
and 
V ' 5 = 2[J{pfJ{p) + Q(p)] 
QCP) = f > ( p 鋼 （3.10) 
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where J denotes the Jacobian of residuals stated above, and Gi are defined as the 
Hessian matrices of 厂“ i.e. 
W = V V . ( p ) = [ 淨 ] 诉 
Opjdpk 
for i = Then the steepest descent method that uses only first order 
derivative informat ion is given by 
dfc = -VS(p,) = - 2 [ J ( p , ) ^ r ( p , ) ] (3.11) 
This method is quite straightforward, but suffered from low rate of convergence. To 
incorporate the second order derivative information, we can employ a more accurate 
quadratic model 
^ ( P . + d) a ^ ( P . ) + + 臺d 〜 2 5 ( p 。 d 
This establishes the foundation of Newton's method, given by 
d . = = - [ J ( p , ) ^ J ( p , ) + (3.12) 
Newton's method, however, may be problematic since the cost of computing m(2n)^ 
second order derivatives G i (p ) can be unbearably large for a nonlinear model. There-
fore, we make use of the Gauss-Newton method (3.7) and (3.8) to solve the problem 
in the fol lowing sections. We shall show later that this method is v i r tual ly an ap-
proximat ion to Newton's method (3.12). 
3.2.3 Gauss-Newton Method 
The Gauss-Newton method is developed to solve the nonlinear least squares prob-
lems (3.6) only. In this method, the solution to (3.6) is approximated by solving a 
sequence of linearized least squares problems. Start ing from the in i t ia l value p。，the 
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final estimator p is the result of an iterative refinement process 
p — _ = p ⑷ + A p (3.13) 
where k denotes the iteration number. In (3.13), the vector of variants A p is known 
as the shift vector. 
A t each step of iterations, we replace the residuals by a first order Taylor series 
expansion w i th respect to p⑷ ’ namely 
你 ) ^ 咖 力 + 1 - + E - . f ) 
r ] ] (3.14) 
for i = l , . . . , m . The Jacobian matrix, evaluated at the current estimator p⑷， 
is actually composed of two equivalent submatrices J 二 (Jx, Jy) € R 饥 w h e r e 
Jx = [加念⑷ ) ] i j and Jy = 广 忿 ( r e p r e s e n t the Jacobian matrices of residuals 
relative to the horizontal and vertical coordinates, respectively. 
The Jacobian matr ix J is constant in each step of iterations, but changes from 
one to the next. However, thanks to the feature of residuals, the Jacobian can be 
computed cheaply. Take Jx as an example. The element of this submatrix is given 
by 
A r f r f i - e - * - ^ ' ! ! ' ) ! 
Pir /^ T••丄丄 
OI] 1=1 (3.15) 
= [ J ] ( l — 广 s 』 " ) ] . . 11^. _ S j f - \ x j — G 
If Xj + Zi, i.e. the location of node Sj does not coincide wi th that of the sample 
point Zi, which is true in almost all cases, (3.15) can be rewritten in a simplified 
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form, given by 
drj = n • … 广 . _ s j f - ^ X j - ^j) 
d X j 1 -
gQ||Zi-Sj||/3 — 1 
If, on the other hand, x^ = z^ holds, then r^ = 0 and by (3.16) the remaining elements 
in the zth row of Jacobian matr ix must be zero. A l l of these statements also hold 
for submatr ix Jy, except that x and ^ should be substituted by y and r j , respectively. 
B y means of l inearization, the original nonlinear least squares problem (3.5) is locally 
approximated by a linear one, as 
m 2n 
min 妒 ) = ⑷ ) + ； ^ 而 A p / 
i=l j = l 
or in the vector notat ion 
min ⑷ 二 | |r(p⑷）+ JAp\\l (3.17) 
The solution to (3.17) is straightforward. Differentiate aS⑷ w i t h respect to A p , and 
set the result ing expression to zero, i.e. 
⑷ = 2 [ j T r ( p ⑷ ) + ( J ^ J ) A p ] = 0 
This yields the normal equations 
( j T j ) A p = - j T r ( p ⑷） (3.18) 
which completes the Gauss-Newton method. 
Note that the Gauss-Newton method can be regarded as a modification of New-
ton's method discussed in the preceding section. In fact, the algebraic solution to 
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the normal equations can be writ ten as (assuming Jacobian J is ful l rank) 
= (3.19) 
Compare (3.19) to (3.12) derived from Newton's method, we may find that the 
Gauss-Newton method (3.19) can be considered as arising from eliminating the term 
(5(p⑷ ) f rom Newton's method (3.12). This item, as shown in expression (3.10)，is 
negligible if the parts 
丨她)<^“P)I 
are small for z = 1 , . . . , m, which implies that either the residuals r j (p ) are small, 
or Ti are only mildly nonlinear at the expansion point. Therefore, we can expect 
that the more sensor nodes are dispersed, the smaller the residuals and meanwhile, 
the more likely the behavior of the Gauss-Newton method can approach that of 
Newton's method. However, regardless of the values of the quadratic terms, the 
Gauss-Newton method preserves the advantage that the second order derivatives, 
which could be difficult to compute, are not required at all. 
3.2.4 Solutions 
Solving the linear least squares problem (3.17) is naturally a direct follow-up to 
the Gauss-Newton method. Various algorithms have been proposed in the litera-
tures [19, 20] to settle this problem. In practice, the three most classical and fre-
quently used algorithms include matrix inversion, QR decomposition and singular 
value decomposition. 
In the matr ix inversion approach, the shift vector A p is given by 
A p = - [ j T j ) - i j T r = - J+ r (3.20) 
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where J+ denotes the Moore-Penrose pseudoinverse of Jacobian J. If the Jacobian is 
positive definite, namely i t has full rank, the solution to the normal equations (3.18) 
can be computed directly by the Cholesky decomposition (see [19]). This method, 
however, is suffered from two problems. First, although the equation (3.20) is cor-
rect, i t is not computational inefficient in some cases, especially when JTj is not 
sparse matrix. Second, if the Jacobian J is ill-conditioned (i.e. rank deficient), the 
computation may become problematic and unstable. 
The methods based on orthogonal decomposition are a class of alternatives to solve 
the linear least squares problem (3.17). They are different from the matrix inversion 
approach, because the normal equations are not required in this sort of methods. 
Furthermore, orthogonal decomposition based methods are much more stable in 
computation, which leads to the preference for these methods. 
In QR decomposition, for the linearized residuals 
r = r (p ⑷）+ J A p (3.21) 
the Jacobian matr ix is subjected to an orthogonal decomposition, given by 
J = QR 
/ ^ \ 
where Q is an orthogonal m x m matrix and R = 、 J is an m x 2n matrix 
composed of a 2n x 2n upper triangular block i?2n, and an (m - 2n) x 2n zero block. 
Left-mult iplying to the residuals (3.21), we get 
without changing the sum of squared residual, since Q is orthogonal, i.e. 
S ⑷=WQ^vWl = ||r||2 
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As the lower block in (3.22) is fixed, S is minimized when the upper block is zero, 
which leads to equations 
i?2nAp = —[Q、(p ⑷ ( 3 . 2 3 ) 
Then the shift vector A p can be computed efficiently from (3.23), as the block 
is upper tr iangular. 
A variant version of orthogonal decomposition is singular value decomposition. In 
this method, the Jacobian matr ix is diagonalized by two orthogonal transformations, 
such that 
J 二 U -
where E is a diagonal matr ix consisting of the singular values of J , and U, V are 
two orthogonal matrices. Similar to QR decomposition, the shift vector A p can be 
expressed as 
for those components whose singular values are nonzero. This method, however, is 
the most computationally intensive among the three candidates. 
Judging these three computational methods, we prefer the QR decomposition to 
explore new shift vectors to proceed iterations. As discussed above, QR decomposi-
t ion has the advantage that i t can prevent our method from both time-costly matrix 
inverse computation, and double orthogonal decomposition as well. 
Note that the upper triangle matrix R^n derived from QR decomposition has the 
same matr ix rank as the Jacobian matrix J. Thus, there exists probability that 
丑2n, as well as J is not ful l rank, i.e. ill-conditioned. This wi l l be the case when 
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a large number of sensor nodes are distributed to ROI, which leads to a l imited re-
finement potential. I f is ill-conditioned, equations (3.23) are vir tual ly changed 
to be underdetermined, which have infinite solutions to the least squares problem 
(3.17). Fortunately, our method wi l l not fail even under this extreme circumstance. 
I f equations (3.23) are underdetermined, we assume arbitrari ly the redundant, free 
shift vector component(s) to be zero, which can control the length of the shift vec-
tor in one iteration. This specific solution is reasonable in our method, as Taylor 
expansion holds only locally, in the neighborhood of the expansion point. Moreover, 
this step makes our method workable for cases that the number of sample points is 
insufficient (i.e. m < 2n), although they cannot form typical least squares problems. 
By means of a sequence of refinement via local linearization and QR decomposition, 
sensor network deployment can be updated unt i l a certain termination criterion is 
triggered, which wi l l be discussed in Section 3.5. 
3.3 Extension to Binary Sensor Models 
In this section, we shall extend our nonlinear least squares based method to the 
binary sensor models (2.1). Since most of the existing deployment and placement 
methods, both deterministic and random-then-deployment, are developed based on 
binary sensor models, i t is necessary to adapt our method to these simple but com-
mon situations. 
The reason why our method elaborated in the preceding section cannot be directly 
applied to a binary sensor model is that the analytical expression of the Jacobian 
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matr ix J cannot be obtained for a binary sensor model, since the coverage measure 
is actually a step function. On one hand, the step function is nonsmooth at the 
crit ical point Sc such that d{sc, z) = R, for some sample point z. Furthermore, for 
points where the step function is smooth, the coverage measure curve is flat locally, 
so that the corresponding first order derivatives in Taylor expansion are 
召n (P ) 二 3 / N ( Z “ P ) 二 0 
dzj dzj 
This leads to the situation that the Jacobian J in the linearization process is a zero 
matr ix in almost all cases, which implies that the gradient V 5 = 0 always holds 
locally. As a result, the value of the objective function (3.5) cannot be reduced be-
cause of the zero Jacobian matrix. To improve sensor network coverage, our method 
should be modified to cope wi th these two unique challenges, nonsmoothness and 
zero gradients. 
3.3.1 Restrictions of Subgradient Methods 
Subgradient methods are a class of iterative methods for solving nonsmooth opti-
mization problems [36]. In fact, they are considered as the pioneering methods [31 
developed by Shor [33] in the field of nonsmooth optimization. Although a great 
deal of research efforts have been devoted to the study of nonsmooth optimization, 
and several promising methods such as bundle methods have been proposed in the 
last th i r ty years, subgradient methods are sti l l listed as one of the most commonly 
used methods to solve nonsmooth optimization problems. 
The subgradient methods can be seen as the modification of the steepest descent 
method. The basic idea is to generalize the steepest descent method by replacing 
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the gradient w i th an arbitrary subgradient, i.e. 
x ( 叫 二 X ⑷ - A ( 义 ⑷ 
where《⑷ denotes an arbitrary subgradient of the objective function at x⑷，and 
A⑷ is the step size that is usually predetermined offline. However, due to the unique 
features of our problem, subgradient methods have several obvious deficiencies. 
First of all, subgradient methods, as general methods for nonsmooth optimization, 
are suffered from two major problems. First, the direction opposite to an arbitrary 
subgradient may not necessarily be a descent direction. Hence, not every step of 
iterations can positively update the estimator, which causes unnecessary cost of 
computations. Moreover, the stopping criterion for subgradient methods is hard 
to be identified, since an arbitrary subgradient does not provide any information 
of the optimali ty condition [31]. In brief, the computation is usually inefficient for 
subgradient methods. 
Second, subgradient methods are originally developed for convex minimization prob-
lems. Convex functions defined on convex sets have a great property that every local 
minimum must also be a global minimum. However, i t is clear that our problem 
is nonconvex, which implies that a subgradient algorithm may not necessarily con-
verge, or i t may reach a nonoptimal solution. 
The most significant handicap for subgradient methods being applied to our model 
is that subgradient methods do not help to resolve the predicament of zero gradients. 
Since the step function is smooth (flat actually) except at the critical points, the 
subgradients are unique at almost all points, which are zero. As a result, there is 
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no effective improvement mechanism yet, and the iteration of subgradients methods 
wi l l be highly likely to terminate immediately. 
In short, applying subgradient methods alone is not feasible to solve our problem in 
condition of binary sensor models. I t is inevitable to replace a step function wi th a 
smoothed one, which also possesses nonzero gradients. 
3.3.2 Sigmoid Functions 
In the field of engineering, a sigmoid function is usually used to approximate a step 
function. Sigmoid functions are a category of mathematical functions that have an 
"S" shape. For a binary sensor model wi th sensing radius Rs, a sigmoid function is 
tailored to approximate i t , which is given by 
風 . ) = 1 + 丄 - 叫 (3.24) 
where dij denotes the Euclidean distance between a sample point zj and a sensor 
node Si. This sigmoid function fulfills both of the requirements that, i t is not only 
sufficiently smooth, but also has nonzero gradients except when the location of the 
sensor node coincides w i th that of the sample point (i.e. dij 二 0). 
Fig. 3.1 illustrates the shapes of the sigmoid function (3.24) as the parameter j i 
varies from 1 to 10, assuming sensing radius R^ = 2. Prom Fig. 3.1, we can ob-
serve that as the value of / i increases, the sigmoid function gets closer to the step 
function, but on the other hand, the slope of curves gets flatter. Clearly, assigning 
an appropriate parameter / i is a tradeoff between the preciseness of sensor coverage 
models against the feasibility of our method. I t seems to be more problematic if we 
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Figure 3.1: Sigmoid Function wi th Different Index 
set a too large value of /i, since this makes the resulting Jacobian matrix J more 
likely to be ill-conditioned. 
Based on experiments of various parameters, we propose to use a value of // = 2. 
The experiments show that i t works well to approximate the binary sensor models, 
and also performs perfectly to deploy sensor networks in ROI. 
By substitut ing the sigmoid function (3.24) for the attenuated disk model / ^ K j ) , 
our nonlinear least squares based self-deployment method can be applied to the sit-
uation of binary sensor models. The process and solution are similar as those for 
attenuated disk models, and hence, we shall skip them for the sake of brevity. 
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3.4 Convergence and Multiple Minima Issues 
Although nonlinear least squares problems are closely related to their linear counter-
parts, there certainly exist significant differences between them. The most important 
two issues that call for special considerations are convergence and multiple minima 
phenomenon. We shall have a deep discussion about these two issues in this section. 
3.4.1 Convergence 
The basic question arising from all nonlinear least squares problems is whether the 
iterations can converge to a solution. Divergence is an undesirable phenomenon, 
when the algori thm fails to find a solution caused by oscillation or other factors. 
Whi le divergence is not expected to occur in linear least squares analysis as linear 
problems are globally concave, achieving convergence is not a simple matter for some 
nonlinear problems. The probabil ity of convergence differs from problem to prob-
lem, and meantime, i t is often difficult to predict in advance whether a particular 
problem wi l l converge or not. 
The convergence issue depends on many factors. One important factor is the proper-
ties of objective functions. In section 3.2, we have mentioned that the Gauss-Newton 
method (3.18) is an approximation to the Newton's method (3.12) by ignoring the 
second order derivatives terms 
0 = 说 ， = [ 禱 ” . 
I t is well known that the rate of convergence for the Newton's method is quadratic. 
Hence, convergence of nonlinear problems can be expected if the second order deriva-
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tives terms are relatively small, i.e. 
^ 《 d u dn 
'dpjdpk dpj dpk 
for al l This implies that either the residuals n are negligible in magnitude, 
or the functions are only mi ld ly nonlinear so that the norms of Hessian matrices Gi 
are relat ively small. 
Furthermore, the in i t ia l values that start iterations also have an important impact 
on convergence. To i l lustrate the effect of the in i t ia l value, a series of numerical ex-
periments were provided by Wolberg [34]. He studied the convergence performances 
of the same objective funct ion w i th different in i t ia l values. The experiments showed 
tha t the farther the in i t ia l values are from the least squares solution, the more likely 
the divergence occurs, which leaves us a useful hint to assign in i t ia l values. 
Other than the factors stated above, several modified methods have been stud-
ied and proposed to improve convergence in the literatures [19,22]. We shall briefly 
introduce two most renowned methods derived from the Gauss-Newton method, and 
thereafter discuss our expedient for convergence. 
T h e d a m p e d G a u s s - N e w t o n m e t h o d 
Divergence is usually caused by oscillations that are common in nonlinear least 
squares. Even though the solution in each step of iterations of the Gauss-Newton 
method is a m in imum to the linearized least squares problem (3.8), the updated 
objective value may not necessarily be reduced if the higher order derivatives terms 
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have a great effect on the original objective function (3.5), i.e. 
| | r ( p ⑷ + AAp)||2 > ||r(p⑷)||2 
However, this solution A p actually forms a descent direction [32], i.e. for sufficiently 
small A > 0 
| |r(p ⑷ + AAAp)| |2<| | r (p ⑷)||2 
i f the Jacobian is nonzero. This follows from the Taylor expansion and the fact that 
| | r (p ⑷ + AAp)||2 = ||r(p ⑷)||2 — 2A|| J ( J ) - ! j T r ( p ⑷)||2 + o{X') 
A 
Hence, the vector A p is sometimes called the Gauss-Newton direction. 
In the damped Gauss-Newton method, the length of the shift vector is reduced 
by a fraction A, i.e. parameters are updated by 
p _ ) = p ⑷ + A A p 
where A (0 < A < 1) is a step size such that the updated value of sums of squared 
residuals S is lower than the current one. This step size can be determined by 
various strategies, such as line search method. By appropriately cutt ing the length 
of shift vector in each step, the damped Gauss-Newton method becomes a descent 
directional method, and convergence can be expected at least locally for almost all 
nonlinear least squares problems. 
L e v e n b e r g - M a r q u a r d t m e t h o d 
The damped Gauss-Newton method is st i l l suffered from a disadvantage that the 
rate of convergence may be quite slow. If the angle between the Gauss-Newton di-
rection and the steepest descent direction is too large, the reduction of the objective 
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function may become too small in magnitude. 
The Levenberg-Marquardt method interpolates between the Gauss-Newton method 
and the steepest descent method. As mentioned in section 3.2, the steepest descent 
direction, opposite to the gradient direction, is given by (3.11) 
d = - J了 r ( p , ) 
The Levenberg-Marquardt method modifies and replaces the normal equations (3.18) 
w i th the following equations: 
where I is an identi ty matrix. The nonnegative Marquardt parameter A is adjusted 
at each step according to the reduction rate of the objective function S. If the 
reduction is rapid, then a smaller value of A is used such that this method is an 
approximation to the Gauss-Newton method. On the other hand, if the reduction 
of S is insufficient, A can be increased and consequently, the length of the shift vec-
tor is changed at the same time its direction is rotated towards the steepest descent 
direction. However, the value of A cannot be too large, otherwise this method may 
preserve the undesirable property of low rate of convergence, as in the steepest de-
scent method. Therefore, the choice of the Marquardt parameter is rather difficult, 
and various arguments have been put forward to deal w i th i t . 
Since the occurrence of divergence needs to be detected and the parameters must be 
determined as an affiliated problem, both of these methods are time and computa-
tionally costly. Hence, we propose a compromising expedient in our method, which 
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is simple to implement, given by 
/S 
= p ⑷ + (3.25) 
|Ap||oo 
A 
if II A p I loo > 1, where ||x||oo denotes the maximum norm of a vector x. The new up-
date rule (3.25) “ localizes" the shift vector if its step length is too large in magnitude. 
This expedient makes sense in the following two reasons. First, i t is a variant of the 
damped Gauss-Newton method, since we assign the fraction A =丨丨么•丨 . A l t h o u g h 
this A cannot guarantee that the resulting objective function reduces in values, this 
expedient indeed cuts the shift vector and hence, decreases the probabil i ty of the 
occurrence of oscillation. Second, the length of some shift vectors is controlled and 
shortened by (3.25). Since Taylor expansion is only the local approximation at the 
evaluated point, too large a step size may greatly deviate the local information given 
by Taylor linearizaiton, while a smaller length may increase the likelihood of staying 
wi th in the neighborhood of validity of the linearized problem. Hence, even though i t 
w i l l take more steps for our method to terminate, expression (3.25) is sti l l favorable, 
especially when the local area is greatly nonlinear. Our expedient is empirically 
proved to be effective in eliminating divergence by experiments, as shown in Chap-
ter 4. 
3.4.2 Multiple Minima 
I f our method succeeds to converge towards a solution, the next question arising 
naturally is whether this solution is indeed a global minimum of the objective func-
tion. Such a consideration leads to another critical issue in nonlinear least squares 
problems, which is multiple minima. Since linear least squares problems are globally 
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concave, their opt imal solutions are thereby unique. On the contrary, i t is highly 
likely that a nonlinear least squares problem demonstrates the mult i -minima phe-
nomenon. In our model, this issue can be interpreted in two aspects. 
First, not all of the minima are necessarily the global ones of the objective func-
t ion (3.5). To show the common phenomenon of the existence of local minima, we 
present a simple example in the context of one dimensional space as follows. In this 
example, only one sensor node is distributed to an interval [0,10]. The detection 
capacity of this sensor is assumed to follow the attenuated disk model (2.3) wi th 
the parameters set to be a = /3 = 2, Rs = 2, respectively. We further assign 
five sample points that are uniformly distributed as {2；0<=1,...，5 = {1,3,5, 7,9}. As 
there is only one unknown to be estimated in this example, the objective function 
(sums of squared residuals composed of five terms) associated wi th the location of 
this sensor node can be clearly delineated, shown in Fig. 3.2. We may read from 
Fig. 3.2 that there are total ly four minima in the interval, but only two of them are 
global minima (3.265 vs 3.286). In other words, there is probabil i ty that an iteration 
reaches a local minimum when i t converges. 
The second situation lies in the fact that there must be multiple global minima 
in our model. Apart from the special case in the previous example, this situation 
is more common and can be easily understood. Imagine that we exchange the loca-
tions of any two sensor nodes in a multi-sensor network. Under the assumption of 
homogenous network, this exchange wi l l not cause any effect on the network cover-
age or detection performances. More generally, the locations of any sensor nodes in 
the network can be arbitrari ly interchanged without affecting the value of the objec-
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Figure 3.2: Existence of Local Minima 
tive function. Therefore, multiple global minima must exist in our node placement 
problem. 
Sometimes the multiple minima phenomenon can be eliminated by the approxi-
mation of convexation. As a local minimum must be a global one for a convex 
objective function, the minimum can be achieved as long as the global minimum 
can be preserved in a convexation method [35]. This approach, however, does not 
work in our model because of the existence of multiple global minima. To demon-
strate, we may find the convex envelope of the objective function in the preceding 
example, shown in Fig. 3.3. We may realize that even if the global minima are 
preserved, they are no longer solvable since the minima have been expanded to an 
interval [4, 5]. Convexation may be useful only to find out the optimal objective 
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Figure 3.3: Convex Envelope of Objective Function 
value, and then to identify whether a min imum converged is a global or local mini-
mum. 
Broadly speaking, start ing from different in i t ia l values, the final locations are dif-
ferent and a min imum can be reached, either locally or globally. So far, there is no 
effective methods or theories to eliminate this issue from our model. The only pos-
sible expedient is that the refinement should be started w i th wider ini t ia l starting 
points, i f possible. 
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3.5 Stopping Criteria 
The stopping criteria control the iterative steps in our method, and thus have a 
direct effect on the coverage and configuration of the final node placement. The 
common stopping criteria in the literatures are generally expressed in a relative 
form, such as 
I 〜 e 
Pj 
for j = 1, • •. ,2n. However, such a relative term is not reasonable, since the pa-
rameters p in our model represents the Cartesian coordinates of sensor nodes. For 
example, let p j = 0.1, pk = 100 and Apj 二 Apfc = 0.1, then we may find that even 
though the length of movement of each component is the same, the relative values 
are greatly different, which are 1 and 0.001, respectively. 
In our method we prefer absolute values to identify convergence. I f any of the 
following three criteria is satisfied, the iteration is drawn to an end, and the final 
node locations are derived. These three termination rules are 
1. ||Ap|| < ei 
2. S ⑷ - < (62)2 and < m X (1 - crf 
3. the iteration goes through kmax step. 
The first criterion measures the length of one step of movement. Once the length 
of the shift vector in some step is negligible, then we conclude that a (global or 
local) minimum has been achieved, and thus the iteration is terminated. In case 
of oscillation, we add the second criterion that covers the rate of reduction in the 
value of objective function. However, to avoid early termination, we restrict this 
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criterion to be triggered by exerting an affiliated condition, as shown in the latter 
part of the second criterion. This term implies that only when the average coverage 
of m sample points reaches a threshold or, say ct = 0.95, the iteration is allowed to 
terminate if the gain from a new iteration is very l i t t le or even negative. If, however, 
this coverage threshold ct cannot be archived either, the divergence iteration can be 
stopped unt i l i t has run sufficiently many (k紐)s teps . Prom our experiments, we 
observe that the first termination criterion is mostly likely to be triggered in both 
sensor coverage models. 
3.6 Summary 
In this chapter, we elaborate the motivation and the detailed procedure of applying 
the nonlinear least squares analysis to the node placement problem. By introducing 
a set of sufficient sample points, our basic idea is quite analogous to the discretized 
integral of coverage shortfalls in the entire ROI. However, due to the nonlinear fea-
ture of the network coverage measures, the corresponding least squares problem 
cannot be solved analytically. Hence, a procedure of iterations, commonly used to 
understand nonlinear systems, has to be designed to approximate the solution. In 
our method, we make use of the renowned Gauss-Newton method to continually up-
date the estimates, since this method requires the first order derivatives information 
only, which is computationally affordable. To mitigate the eliminated quadratic ef-
fect, the Gauss-Newton method is further modified to incorporate a damping factor, 
which aims to control the step length of shift vector in each iteration, and therefore, 
ensure the validity of Taylor expansion. 
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Our method is viable for both attenuated disk models and binary sensor models, 
although there are several unique challenges for the latter one. As discussed in sec-
t ion 3.3, we introduce a sigmoid function to approximate the step function, which 
helps to resolve the cruxes of the problems, nonsmoothness and zero gradients. By 
replacing the step function w i th an appropriate sigmoid function, the iterations, 
which is similar to that in condition of attenuated disk models, can be stimulated 
to promote the performances of sensor networks. 
A t last, two significant issues for our method and all nonlinear least squares prob-
lems, convergence and multiple minima phenomenon, are taken into consideration. 
By means of the modified damped Gauss-Newton method, iterations can be con-
verged to a solution in almost all cases. Nevertheless, we cannot guarantee that 
such a solution must be a global minimum. Each solution derived from iterations is 
heavily dependent on the ini t ia l estimates of unknown parameters. 
In fact, the in i t ia l parameter estimates hold great importance for reliable computa-
t ion of our nonlinear least squares based method. Problems such as ill-conditioned 
Jacobian matrices and divergence can be ameliorated by assuming the ini t ial values 
that are nearby to the optimal values. Despite that this optimal node placement can 
be hardly known in advance, i t is always better if the ini t ia l random distribution 
of sensor nodes are elaborately scattered wi th in ROI according to the distribution 
of sample points. In summary, i t is essential and desirable to find a good starting 




Upon completely interpreting our deployment method based on nonlinear least 
squares analysis (abbr. NLS), we shall evaluate the performances of our method by 
numerical experiments in this chapter. Due to various constraints, simulation ex-
periments of sensor network deployment methods are generally investigated by com-
puter programming. For instance, given the targets and sensor models, Penny [16 
studied the opt imal locations of sensor networks in both one-dimensional and two-
dimensional spaces by maximizing coverage expectations. More intuitively, Heo, 
et al. [10] evaluated the performances of the Distributed Self-Spreading Algorithm 
(DSSA) and VD-Based Deployment Algori thm (VDDA) they proposed, in a ROI of 
size 10 X 10 and concluded that their methods overwhelmed the probabilistic alter-
natives such as simulated annealing based algorithm. 
In this chapter, we mainly focus on two objectives. The first one is how well our 
nonlinear least squares based method can help to solve sensor network deployment 
problem. If this method is verified to be effective, then the second problem that 
appeals to us is whether our method is superior to the other existing intellectual 
55 
CHAPTER 4. EXPERIMENTAL RESULTS 56 
sensor deployment methods. We shall compare our method wi th three competitive 
candidates we elaborately choose to investigate their pros and cons. 
This chapter is organized as follows. A t first, several experiments wi l l be con-
duced to i l lustrate the feasibility of our method in condition of both attenuated disk 
models and binary sensor models. And then we would like to compare our method 
w i th the three existing sensor deployment methods introduced in section 1.3.2. Of 
course, four important performance matrices used to measure candidate methods as 
benchmarks wi l l be introduced before the comparison. And lastly, a brief summary 
concludes this chapter. 
4.2 Numerical Examples 
In this section, a series of experiments wi l l be presented to evaluate the perfor-
mances of our nonlinear least squares based method. In these experiments, a sensor 
network composed of n mobile nodes (n wi l l be specified in each experiment) are 
distr ibuted to a ROI, which is assumed to be a square region of size 10 x 10 if no 
further specification is clarified. The parameters in the attenuated disk model (2.3) 
are set as a = P = 2, which makes the coverage measure to be analogous to a 
Gaussian function. Meantime, the sensing radius that affects the detection range in 
the binary sensor model (2.1) is assumed to be Rg — 2. The threshold values in the 
termination criteria are set to be ei = 0.01, 62 = 0.01, c t = 0.95 and kmax = 1000 
steps, respectively. 
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4.2.1 Examples of Attenuated Disk Models 
The first group of experiments is conducted in condition of attenuated disk model. 
Fig. 4.1 depicts the in i t ia l node locations of a network composed of 20 sensor nodes 
before our method is implemented. Following the uniform distribution, these 20 
sensor nodes are ini t ia l ly randomly scattered to the 10 x 10 ROI, which results in a 
poor coverage as shown in Fig. 4.1. The star points in the plot represent the loca-
tions of sensor nodes, whereas the sample points are selected as the intersections of 
the grids including regional boundaries, namely all integral points. The t iny circles 
denote the detection areas of each sensor node, which attenuates exponentially in 
the detection disks. For convenience to contrast w i th the cases of binary sensor mod-
els, the radius of these circles are 2 (same as the sensing radius Rs), which implies 
that each point w i th in the circle has a probabil ity of at least 0.135 to be detected 
by the entire network. The figure indicates the regions in the left lower corner is 
out of detection, while a major i ty of other regions are under weak detection yet. 
This situation explains why coverage improvement methods are desired to refine the 
coverage performances. 
Fig. 4.2 shows the final near-optimal node locations and coverage performance af-
ter 253 iterations, in which the small circles represent the final locations of sensor 
nodes. Contrasting the ini t ial deployment and final locations, we can observe that 
sensor nodes have been completely dispersed across ROI such that the network is 
both ful ly covered (but not fully detected) and connected as well. Moreover, the 
final node placement is distributed in a much more uniform configuration than the 
ini t ia l deployment, which is beneficial to the network to consume its energy more 
efficiently, and hence, to prolong its overall lifetime. 
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Fig. 4.3 illustrates the movement paths of sensor nodes during the process of self-
deployment. Carefully inspecting the tracks of each sensor node from this figure, 
we may conclude that “ normalization" of the shift vector (3.25) in the iterations 
is effective in preventing nodes from oscillations, at the light cost of an increasing 
iterative loop number. 
In terms of mult iple minima phenomenon, the final sum of squared residuals in 
this experiment is S = 10.8172. To test whether this residual is globally minimized, 
we investigate additional 30 runs, starting from different ini t ial random deploy-
ments. The results of iterative loop numbers and final residuals are listed in Table 
4.1. The minimal, average and maximal figures of the sum of squared residuals are 
10.4257, 10.9349 and 11.7704, respectively. Therefore, the node placement in the 
above experiment is not globally optimal, but wi th a value lower than the average 
level, which may be considered to be acceptable. 
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No. Loop Residual || No. Loop Residual 
1 253 10.8172 16 246 10.6337 
2 318 11.1090 17 270 11.7704 
3 108 11.6893 18 368 10.6701 
4 251 11.2793 19 295 10.4593 
5 257 10.4983 20 135 10.5866 
6 241 10.5769 21 214 10.6007 
7 138 10.9356 22 228 11.3774 
8 214 10.8811 23 317 10.7287 
9 158 10.9850 24 244 10.4605 
10 318 10.4257 25 224 11.3460 
11 216 11.2170 26 171 11.2335 
12 180 10.8611 27 132 11.3119 
13 339 11.1776 28 185 10.5081 
14 263 10.9663 29 467 10.7868 
15 239 10.7346 30 268 11.4190 
min 108 10.4257 mean 241.9 10.9349 
max 467 11.7704 std 77.1315 0.3769 
Table 4.1: Simulation Data (Attenuated Disk Model) 
As we have demonstrated that the ult imate residuals is directly dependent on init ial 
values, a natural question arise is to what extent the ini t ia l values wi l l influence 
the final residuals. To investigate the effect of ini t ial values, in the next group of 
experiments, we assume that 20 sensor nodes are ini t ial ly distributed to a compact 
region of size 1 x 1 , centered in the ROI of 10 x 10 square. Fig. 4.4 - 4.6 illustrate 
the in i t ia l deployment, the final locations, as well as the movement paths of sensor 
nodes, respectively. This experiment reveals that even concentrated in a compact 
region, sensor nodes can sti l l disperse themselves and enhance coverage by means of 
our method, despite there is evidence of slight oscillation in the very beginning of 
the deployment process, observed from Figure 4.6. 
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Figure 4.4: In i t ia l Node Dist r ibut ion (Ex. 2) 
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Figure 4.6: The Node Movements (Ex. 2) 
The ult imate objective value in this experiment is 11.3179, larger than the average 
level derived in the first group of experiments. To gain a more general overview of 
the effect of in i t ia l values on the final sum of squared residuals, we similarly run 
another 30 simulations starting from compact ini t ial values. The key statistical in-
dicators relative to the resulting residuals are presented in Table 4.2. 
Residual 
Measure Disperse Compact Ratio 
min 10.4257 10.5274 1.0% 
max 11.7704 12.2641 4.2% 
mean 10.9349 11.1466 1.9% 
std 0.3769 0.4050 -
Table 4.2: Residuals from Different Ini t ia l Values 
As expected, the final residuals derived from compact ini t ial values are 2% larger 
than those from dispersive ini t ial values on average. Therefore, an init ial value that 
is close to the opt imum is favorable to find out a better node placement. 
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Figure 4.7: Ini t ia l Node Distr ibut ion (Ex. 3) 
4.2.2 Examples of Binary Sensor Models 
The th i rd group of experiments aims to verify the validity of our deployment method 
in condition of binary sensor models. In these experiments, the assumptions, the 
parameters as well as the sensing environment are the same as those in the first 
group of experiments, while the sigmoid function (3.24) w i th /n = 2 is additionally 
adopted to smooth the step function. Similarly, Fig. 4.7 - 4.9 capture the init ial 
node distr ibution, the final node placement and the sensor movements from one 
simulation. 
In Fig. 4.7, we observe again that a random deployment cannot provide full cov-
erage for ROI, regardless of the fact that the number of sensor nodes is actually 
adequate (see Fig. 4.8). Different from previous experiments, in condition of binary 
sensor models, the t iny circles in these figures represent the disk regions that a sen-
sor node can ful ly detect. I t is clear that the entire ROI is perfectly covered after 
C H A P T E R 4 . EXPER IMENTAL RESULTS 64 
Final Node Placement 
1 / W V 1 
^ O c ) I j 
O I ^ _ _ I A I / , \ I L L _ _ 
0 1 2 3 4 5 6 7 8 9 1 0 
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Figure 4.9: The Node Movements (Ex. 3) 
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deployment (Fig. 4.8) but prior to deployment, there is a leak in the middle of ROI, 
which accounts for approximately 0.0988 of the whole areas of ROI (Fig. 4.7). After 
implementing our method, the final node placement, achieved after only 12 steps of 
iterations, is ful ly dispersed and almost symmetric in configuration. The final sum 
of squared residuals is reduced to a remarkably low value of 0.0967. Once more, to 
investigate how closely this value approaches to the optimal one, we run another 30 
simulations under the same assumptions, as listed in Table 4.3. 
No. Loop Residual || No. Loop Residual 
1 16 0.1472 16 10 0.1395 
2 21 0.1374 17 19 0.1197 
3 18 0.1114 18 17 0.1321 
4 20 0.1126 19 15 0.1187 
5 17 0.0980 20 17 0.1173 
6 9 0.1359 21 17 0.1000 
7 24 0.1098 22 18 0.1404 
8 18 0.1427 23 15 0.1276 
9 18 0.1264 24 11 0.1232 
10 25 0.1028 25 26 0.1351 
11 20 0.1269 26 19 0.1197 
12 34 0.1237 27 12 0.0967 
13 23 0.1108 28 10 0.1362 
14 12 0.1164 29 27 0.1265 
15 20 0.1712 30 22 0.1381 
min 9 0.0967 max 34 0.1712 
mean 18.3333 0.1248 std 5.5791 0.0164 
Table 4.3: Simulation Data (Binary Sensor Model) 
Compared vvitli Table 4.1, our method (X)sts imicli less m:iml)(T of itcra.tive loops in 
comlitioii of binary sensor nicjclels. Moreover, we may observe that the final objective 
value (lerived from the previous (、xp(Tiiiieiit readies tlie niinimal value of this group 
of 30 simulations, which pruves that the (X):nes|)C)tiding final node cement is al-
CHAPTER 4. EXPERIMENTAL RESULTS 66 
Initial Node Distribution 
16—： i y 丨 : . . . 
： 爵 € 蒙 
2 4 6 8 1 0 1 2 1 4 1 6 1 8 2 0 
Figure 4.10: In i t ia l Node Distr ibut ion (Ex. 4) 
most optmml. Hijwever, we sli(川l(i rm、ntion that aJl.lioiigh ROI ca.n l)e fully covered 
r)y 20 nodes, the residuals camiut be reduced t,u zem because of the iiitrxjdiictioii of 
tlie sigmuid fiuictioii. 
Up to now, we may observe an interesting phenomenon that none of the sensor nodes 
in the preceding experiments escapes from ROI, even if we have not exerted any con-
straints in our deployment method. To further test this desirable phenomenon, we 
next present a more practical experiment, in which the sensing field ROI is assumed 
to be a hollow shape, a size 20 x 20 space without a central 16 x 16 square. This ex-
periment can be used to simulate some practical applications. For example, imagine 
that we plan to equip a network of smoke and RH sensors used to detect fire alarms 
in a hollow shape storey of an office building, our method can be applied to find 
out the ideal locations, and thus, to deploy the sensor network in a more efficient 
pattern. 
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Figure 4.12: The Node Movements (Ex. 4) 
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Fig. 4.10 il lustrates the in i t ia l deployment of 20 nodes in one simulation, in which 
the central gray block may be considered as an obstacle where nodes should not be 
located. The sample points in this experiment are slightly different from the previ-
ous，as they are not assigned in the central gray region. Fig. 4.11 and 4.12 depict 
the final sensor locations as well as the sensor movements after our unconstrained 
refinement method is implemented. We may observe that 2 out of 20 nodes passes 
through the obstacle in the process of deployment, but f inally they st i l l converge to a 
location w i th in the ROI. One of the promising explanations is that the distribution 
of sample points controls the movements and the final placement of sensor nodes. 
Sensor nodes can scarcely move out of the ROI, as i t does not help to minimize the 
residuals if nodes move too far away from sample points. 
The uniformly distr ibuted sensor nodes in Fig. 4.11，along w i th the previous experi-
ments, may come to a preliminary conclusion that our nonlinear least squares based 
method is feasible and performs well to solve the sensor node deployment problem 
under both of the sensor coverage models. 
4.3 Performance Metrics of Mobile Sensor De-
ployment Schemes 
In the previous section, we demonstrate that our method works effectively to drive 
and reallocate a sensor network to promote its coverage and uniformity in a given 
ROI. Thus, we shall present a comparison of the performances between our method 
and three existing well-established approaches in the remaining part of this chapter. 
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Although various approaches refined from different subjects have been proposed 
to study the sensor network coverage problems, there are few literatures that have 
ever addressed the comparison of their features and performances. Heo, et al. [lOj, 
once compared the three different algorithms presented in their works wi th a simu-
lated annealing-based algorithm. However, the kind of comparison they conducted 
is rather incomplete in the sense of algorithm schemes. As simulated annealing 
is a generic probabilistic algorithm for global optimization problems, a simulated 
annealing-based algorithm lacks mechanisms of feedback and refinement in deter-
mining the searching path. In other words, at each step of iterations, a new point 
is randomly selected from the neighborhood of the current point instead of finding 
out a potential decreasing direction, which results in a lower rate of convergence 
and poorer performances of coverage and uniformity. Consequently, i t is simply the 
randomness that makes a simulated annealing-based algorithm underperform the 
other intelligent algorithms. 
In our work, we intentionally select three well recognized intelligent deployment 
methods: Distr ibuted Algor i thm based on Potential Fields (DAPF), Distributed 
Self-Spreading Algor i thm (DSSA) and VD-Based Deployment Algor i thm (VDDA). 
Details about these three algorithms can be found in section 1.3.2 and the appen-
dices to this thesis. A l l of them, along wi th our nonlinear least square based method 
(NLS) have their own unique refinement strategies, which guarantees the high ef-
ficiencies and performances during the process of improving network coverage and 
configurations. 
The selection and definition of appropriate performance metrics are of great im-
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portance to compare different methods and the corresponding resulting deployment 
configurations. Heo, et al. [10] suggest four performance metrics: coverage, unifor-
mity, t ime and distance traveled prior to convergence or a stop criterion is triggered. 
The former two metrics, coverage and uniformity measure the performances of dis-
t r ibut ion over ROI after the deployment process is finished. The latter two, time 
and distance traveled are measures of the efficiency of the deployment strategies 
themselves. 
Coverage 
In general, coverage measures the quality of detection provided by a sensor network 
over ROI. The definition of coverage may vary in different situations. For example, 
as described in Chapter 2, for binary sensor models, a space point is assumed to 
be ful ly detected by a sensor if i t locates wi th in its sensing radius Rs. While the 
coverage measure provided by the entire sensor network is defined as the sum of 
coverage measures by individual nodes, shown in equation (2.2). This definition, 
however, fails to provide any information about the proportion of space areas that 
cannot be detected. 
In our comparison, we define the coverage as the ratio of the union of areas covered 
by each sensor node over the whole area of ROI, i.e. 
丁 
where is the area covered by sensor Si and A represents the area of the entire 
ROI, which is 100 in our experiments. 
I t is clear that this definition accounts for the percentage of regions in the sensing 
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field that are covered by the sensor network, which only depends on the locations of 
sensor nodes. I f a sensor node and its sensing disk locate wi th in the ROI, the region 
i t covers is a ful l circle w i th an area of ttR]. However, due to potential overlaps be-
tween sensing disks and boundary factors, i t may be costly to calculate the covered 
area analytically. In our experiments, we discretize this problem by "scanning" a 
set of uniform 1001 x 1001 grids and then, the coverage indicator C is approximated 
as the rat io of the number of points that are covered by the network over the total 
number of points on grids. 
I t is worth mentioning that connectivity of the sensor network is not considered 
in the coverage measure defined above. A wireless sensor network communicates 
and exchanges its information internally and to the sink or beacon by wireless link. 
I f the network is separated into different subgroups, the information rising from re-
gions covered by the subgroup that has no access to the sink or beacon is lost, and 
thus the coverage measure must be reduced accordingly. However, given abundant 
sensor nodes, our experiments show that all of the four candidates reallocate nodes 
rather uniformly over ROI and the phenomenon of disconnection is actually rather 
rare. 
Uniformity 
Uniformity is an important measure of configuration and topology of sensor net-
works. A uniformly distributed sensor network consumes its energies more evenly 
than a sensor network w i th irregular configuration does. Therefore, the lifetime 
of the sensor network is prolonged when the distances between sensor nodes are 
becoming similar. Moreover, a uniformly distributed sensor networks requires less 
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sensor nodes to provide a ful l coverage for ROI, which may reduce the costs of excess 
sensor nodes. 
In our experiment, the uniformity metric is defined as the average of local stan-
dard deviation of distances between nodes, given by 
1 “ 
I i = i 
去 f x 
•7=1 
where n is the number of sensor nodes in the network; Ki is the number of nodes in 
the neighborhood of the zth node and D、j represents the distance between the zth 
node and its neighbor, jth. node. 
In the computation of uniformity, only local nodes that wi th in the communica-
t ion radius Rc is considered. In general, a smaller value of U is desirable, since this 
implies sensors are more likely to be uniformly distributed in the ROI. In such a 
network, the regular configuration may lead to a ful l uti l ization of sensor energies 
and thus, a prolonged network lifetime as a whole. 
However, we have to mention that uniformity may be artif icially reduced in some 
cases. For instance, in the DAPF method, a sensor node may escape from the ROI 
simply due to a large value of repulsive force exerted by other nodes. If the escaped 
node terminates at a position that is far away from ROI, no nodes wi l l be located 
wi th in its communication disk and thus, the uniformity value for this single node is 
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zero. Should more nodes escape from ROI, the uniformity metric U wi l l be severely 
suppressed. Therefore, we introduce an additional indicate, E 讓 n , to measure the 
average number of escaping nodes for DAPF in our experiments. 
Time 
The t ime of deployment for a specific method is of great significance as well. In some 
situations such as search and rescue, a quick deployment and detection is required 
for various reasons. In general, the total t ime of deployment is composed of time 
for deployment algorithm, t ime for node movements and t ime for data transmission. 
Since the purpose of this section is to compare different deployment strategies, we 
focus on the t ime spent on deployment method only. In our experiments, the time 
T is defined as the t ime elapsed from ini t ial deployment unt i l each node reaches its 
final location, measured by the " t ic tac" function in Mat lab. 
Distance 
Since any movement of sensor nodes in ROI consumes energies, the distances trav-
eled is another factor that should be taken into consideration, especially when the 
batteries of sensor nodes are non-rechargeable. Therefore, i t is wise to execute re-
finement strategies and compute the final locations of sensor nodes in a central 
computation device, and then drive each node to its destination directly. Thus, the 
distance indicator D is defined as the average length of displacements of nodes in 
the sensor networks. In cases of DAPF, the distance is modified by eliminating the 
escaping nodes for comparison purpose. 
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4.4 Comparison to Existing Methods 
In this section, we propose a series of experiments to compare the four different 
deployment strategies, our nonlinear least square based node deployment method 
(NLS), Distr ibuted Algor i thm based on Potential Fields (DAPF), Distributed Self-
Spreading Algor i thm (DSSA) and VD-Based Deployment Algor i thm (VDDA), in 
terms of the four performance metrics introduced previously. 
For the sake of fair competition, our experiments wi l l be conducted under the fol-
lowing environments and assumptions. First of all, sensor networks composed of a 
set of sensor nodes ranging from 10 to 30 wi l l be distributed to a square ROI of size 
10 X 10. The sensor nodes are init ial ly randomly scattered into ROI and then the 
candidate deployment strategies are implemented to improve the node placement. 
Second, a binary sensor model that is most frequently studied in the literatures is 
used, and thus, the sigmoid function (3.24) is again adopted to approximate the 
step function in our NLS approach. Third, all of the other general assumptions 
described in Chapter 2, such as the access to location information of sensor nodes 
as well as free-of-error, are preserved in our experiments. The performance metrics 
are evaluated as the average over 30 runs (10 runs for V D D A due to computation 
complexity consideration) at each network density. 
The parameters in each algorithms are assigned as follows. The sensing radius Rg 
and communication radius Rc are assumed to be 2 and 4, respectively. In DAPF, 
the control gain due to nodes k^ and obstacles k。are set to unit. The viscosity 
coefficient is 0.5 and the time interval for each step movement is 0.05 sec. In DSSA, 
stable status l imi t Sum = 5, oscillation l imit Oum = 5, and the threshold for stability 
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Figure 4.13: Coverage Performances 
and oscillation is e = 0.1522, as suggested by Heo [10]. In V D D A , the loop stopping 
threshold is set to e = 95. The results of experiments are summarized and listed in 
Fig. 4.13-4.17. 
Fig. 4.13 demonstrates the improvement of coverage as the number of sensor nodes 
increases. A l l of the four methods show a similar performance over the changing 
network scales. In general, as the network size increases, the refined sensor networks 
derived from all deployment strategies provide an increasing coverage of ROI, but 
in decreasing margins. The only two exceptions occur in VDDA, which may result 
from the extreme unfavorable ini t ial values, or small number of simulation repeats 
(10 runs for VDDA) . 
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The figure also explains the reason why an intelligent deployment algorithm is 
needed. In most cases, a randomly scattered network provides poor coverage of 
ROI. In our experiments, when a network composed of 10 sensor nodes is distributed, 
random deployment only covers 0.6766 of the entire ROI on average, while this pro-
port ion promotes to 0.935 after our NLS method is adopted. Even though in a 
network w i th abundant sensor nodes, for instance 30 nodes, a random deployment 
cannot provide a ful l detection and potential improvement of coverage can sti l l be 
expected in all of the four methods. 
As expected, compared w i th other deployment methods, our NLS outperforms all of 
the three counterparts, especially DSSA and VDDA. This is because the improve-
ment mechanism of our method can be attr ibuted to the advancement of coverage 
area. In other words, advancement of coverage is the pr ior i ty in our method, since 
its underlying principle is to minimize the shortfalls of coverage measured at sample 
points. 
Fig. 4.14 exhibits the uniformity of the four methods over different network scales. 
We can observe that the uniformity measures increase as the number of sensor nodes 
increases. However, in most cases, the rate of increase is again declining. As in-
dicated above, the uniformity averages the standard deviation of distances within 
the communication disk of sensor nodes. The results reveal that all of the four 
intelligent algorithms also outperform the randomly scattered network on average. 
Among them, our NLS method has the lowest value of uniformity in a wide range 
of network scales, which indicates our method can lead to the most uniformly dis-
t r ibuted networks after deployment and thus the most prolonged network lifetime. 
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Figure 4.14: Coverage Uniformity 
As mentioned previously, the time for deployment, defined as the time spent in 
one simulation, is an indicator of the efficiency of deployment methods instead of 
the resulting node placement. Fig. 4.15 illustrates the average t ime spent for each 
method. Not surprisingly, V D D A is much slower in t ime than any other three can-
didates. This is because V D D A is a centralized Voronoi-based algorithm which 
requires intensive computation in each step of iterations. Furthermore, V D D A is an 
unscalable method that the t ime for deployment increases shapely as network scale 
increases. As a result, the application of V D D A is l imited only to small to medium 
size of networks. 
A zoomed-in plot of t ime for deployment of NLS, DAPF and DSSA is shown as 
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Fig. 4.16. In all cases, the time increases as the number of sensor nodes increases. 
Our centralized NLS method requires more time than DAPF and DSSA, both of 
which are distr ibuted algorithms. However, the differences between these three al-
gorithms is surprisingly pretty slight. Moreover, these three methods are much less 
sensitive to the number of nodes, i.e. all of them are scalable algorithms. DSSA is 
outstanding in this measure, since its variation in t ime is almost negligible over the 
network size. Thus, DSSA may be more competitive in larger scale networks. 
The last measure, average distances traveled prior to convergence are shown in Fig. 
4.17, This performance metric greatly varies in different algorithm schemes. VDDA 
requires much less node displacement, partially because nodes are only allowed to 
move wi th in the corresponding Voronoi cells in each step of iterations. DSSA re-
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suits in a moderate displacement distances, while NLS and D A P F require relatively 
higher values of distances. However, we may observe f rom the figure that the aver-
age distances of displacement are st i l l declining as the density of nodes increases. 
To gain a clear overview of the pros and cons of these four intelligent sensor de-
ployment methods, we rank them in terms of the performances metrics. Details are 
summarized and presented in the following table. 
Method Cent . /Dist . Coverage Uni formi ty T ime Distance 
NLS Cent. 1 1 3 3 
D A P F Dist. 2 3 2 4 
DSSA Dist. 3 2 1 2 
V D D A Cent. 4 4 4 1 
Note: Cent.=Centralized; Dist. -Distributed. 
Table 4.4: Ranks of Intelligent Deployment Methods 
From Fig. 4.13-4.17 and Table 4.4, we may draw a brief conclusion in terms of 
the four deployment strategies. Our NLS method performs best in coverage and 
uni formi ty w i t h an acceptable consumption of t ime for deployment. I t 's slightly 
slower than distr ibuted algorithms but much faster than V D D A . Due to its prior-
i ty objective of finding the best coverage and uni formly topology, i t requires more 
displacement distances. As abundant sensor nodes are added to the network, the 
in i t ia l coverage wi l l increase, and this may cut the potential of further improvement 
in coverage, which wi l l negatively influence the performances of NLS method. As a 
result, NLS is most applicable in small to medium networks, where improvements 
of coverage and configuration are desired. 
D A P F is a moderate method w i th good coverage and uni formity improvement ca-
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pacity but requires larger displacement distances. Although i t is a distributed algo-
r i thm, which is insensitive to network scales, the control gain due to nodes k^ and 
obstacles k。must be deliberately assigned according to the density of nodes and dis-
tances to obstacles. In cases where sensor nodes are compacted in a relatively small 
region, the corresponding gains should be reduced to prevent nodes from escaping 
the ROI. However, DAPF may be the only choice if the environment that needs to 
be detected is total ly unknown in advance. 
DSSA is a distr ibuted algorithm that requires least t ime for deployment. Owing 
to its insensitivity to network scales, DSSA can be easily applied in sensor networks 
of higher density. Moreover, since its principle is to ful ly disperse nodes, i t may help 
to improve network uniformity even if coverage cannot be further increased. Its dis-
advantage, however, is that i t cannot provide a best coverage of ROI in a relatively 
small scale of networks. Therefore, DSSA is an algorithm that balances the coverage 
performance against deployment efficiency, which may be more applicable in larger 
scale, crowded networks. 
V D D A requires least sensor movements among the four deployment strategies. How-
ever, due to its prodigious computation costs, its application is heavily restrained 
in practice. 
4.5 Summary 
In this chapter, we evaluate our nonlinear least squares based self-deployment method 
by simulation experiments. The experiment results prove that our method has the 
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capacity to ful ly disperse sensor nodes, and greatly improve the coverage and uni-
formity of sensor networks in condition of both attenuated disk models and binary 
sensor models. Owing to the effect of sample points, the trajectories of sensor nodes 
during the process of deployment is considerably influenced and controlled. This 
leads to a favorable consequence that sensor nodes are highly likely to be placed 
wi th in ROI after deployment, even when the ini t ial values are quite concentrated. 
Furthermore, the issue of divergence or oscillation is significantly eliminated by 
means of the modified damped Gauss-Newton method. However, the phenomenon 
of mult iple minima has not been settled yet, so that we cannot guarantee a con-
verged solution is exactly a global minimum. 
Compared w i th other intelligent deployment methods, our method has the advan-
tage that i t can provide the best coverage of ROI and most regular configuration 
of sensor networks under the same circumstances. As explained, this is because 
the principle of our method is to minimize the shortfalls of coverage measured at 
sample points, and uniformity is a by-product of the best coverage. However, since 
our method is centralized, i t wi l l cost more time for computation and hence, our 




In this thesis, we present a novel method based on the classical nonlinear least 
squares analysis to study the mobile sensor network deployment problem, which 
aims to search for the sensor nodes placement that can achieve better performances 
of coverage and uniformity. The construction and development of our method are 
elaborated under the assumptions of attenuated disk models and binary sensor mod-
els, followed by a detailed discussion about the issues of convergence and multiple 
minima embedded in the general nonlinear least squares problems. Our method is 
evaluated by simulation experiments via Mat lab, and a thorough comparison with 
the existing intelligent deployment methods is conducted from the viewpoints of re-
sulting node placement performances and the computational efficiency of methods. 
The main results of this thesis can be summarized as follows. 
1. By assigning sufficient sample points, the sensor network deployment problem 
can be formulated into a form of least squares problems. This is achieved 
by defining residuals as the differences between the required coverage and the 
actual coverage measured at sample points. Due to the nonlinearity of the OR 
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model，the solution to the nonlinear least squares is i terat ively approximated 
by a series of first order local linearized problems, i.e. the renowned Gauss-
Newton method. A t each step of iterations, the linear least squares problem 
can be efficiently solved by QR decomposition. 
2. The solution for binary sensor models is more complicated, since the method 
for attenuated disk models cannot be applied direct ly to step functions due 
to two challenges, nonsmoothness and zero gradients. We introduce a sigmoid 
funct ion w i t h an "S" shape, which is commonly used in applied engineering, 
to approximate the step functions. By slightly modif ied to incorporate the 
sigmoid function, our method can be adapted to solving the problems for 
binary sensor models. 
3. Convergence is one of the pr imary challenges for iterative methods, as os-
ci l lat ion is an undesirable phenomenon that we cannot obtain a simple esti-
mation. A l though convergence is not guaranteed for nonlinear least squares 
problems, the occurrence of divergence is greatly reduced by means of the mod-
ified damped Gauss-Newton method we propose in our thesis. In each step of 
iterations, the length of shift is controlled and shortened if necessary, because 
the first order Taylor expansion holds only locally w i th in the neighborhood of 
the evaluation point. 
4. Mul t ip le min ima is another issue that calls for considerations. While i t is a 
problem whether a solution which is converged by iterations is t ru ly a mini-
mum, i t is also doubtful whether a min imum is a global one or only a local 
one. There has been no effective methods to solve these problems so far. The 
only phenomenon we observe is that the in i t ia l values have a great influence 
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on the final results. A n ini t ia l value that is closer to the optimal value is more 
likely to achieve the global minimum. 
5. Our method is empirically proved to be effective by a number of simulation 
experiments. In both attenuated disk models and binary sensor models, our 
method successfully disperses and deploys sensor networks to achieve better 
coverage performances. Compared to the random ini t ia l distributions, the 
resulting final node placements are scattered in a much more uniform con-
figuration. Moreover, experiments show that the distr ibution of final node 
placement is pr imari ly determined by the distr ibution of sample points, which 
can be deliberately tailored to control the movement paths and final deploy-
ment of sensor networks. 
6. Experiments are proposed to compare our method w i th three existing deploy-
ment methods in terms of four performance metrics, coverage, uniformity, time 
for deployment, and distance traveled prior to convergence. The results reveal 
that our method outperforms in coverage and uniformity, which implies the 
sensor node placement derived from our method can be considered to be the 
best among the four candidates. In terms of computational efficiency, even 
though our method is centralized, it does not fall behind too much compared 
wi th the distributed methods. 
5.2 Future Research Directions 
There st i l l exist a lot of challenges and problems wi th respect to our method as 
well as the node placement problem. We put forward several main directions that 
deserve future studies. 
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• Design of distr ibuted methods. As distributed methods are more efficient and 
scalable than centralized ones, our method slightly underperforms DAPF and 
DSSA in terms of the algorithm efficiency. This motivates us to search for the 
improvement of our current method, and the shift to more efficient distributed 
methods is quite necessary. 
• Least squares w i th constraints. In our method, the constraints of boundaries is 
impl ic i t ly modeled by distr ibution of sample points. Al though this approach is 
generally feasible, i t cannot guarantee every sensor node wi l l not travel outside 
the ROI. We are interested in introducing explicit constraints to our model, 
and observing the solutions and performances of least squares wi th constrained 
conditions. 
• Directional sensor models. The sensor models we study in this thesis are 
omnidirectional, while many other sensor are directional, whose capacity of 
coverage is related to both distances and angles. In the literatures, the de-
ployment of this kind of sensors are less frequently studied, and there must 
be great difficulties in modifying our method to fit directional sensors. One 
possible expedient is to use polar coordinates to algebraically formulate the 
directional sensor models. 
• Mult iple minima issue. Rather than the other issues, the phenomenon of 
multiple minima is a general challenge for nonlinear least squares. In our first 
group of simulations, the largest objective value after deployment is around 
20% higher than the lowest one. This issue is undesirable, as we have no idea 
how close the resulting value is relative to the true optimal one. More research 
efforts should be devoted to the relevant studies of nonlinear least squares, not 
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l imited to the node placement problem only. 
Appendix A 
An Overview of Existing 
Deployment Methods 
A. l Potential Fields and Virtual Forces 
The distr ibuted algorithm based on potential fields (DAPF) for area coverage prob-
lems was first presented by Howard, et al. [3] in 2002. The underlying principle, 
potential fields, have been shown as an effective approach in the study of mobile 
robotics, which is widely used in realizing tasks such as robot navigation and obsta-
cle avoidance. Potential fields, normally formulated by potential functions, naturally 
give rise to v i r tual forces that guide the movements of objects from regions of high 
potential to lower potential regions. In this section, we briefly review the mobile 
sensor network deployment method based on potential fields. 
Provided that a prior knowledge of sensing field environment is available, the method 
based on potential fields is constructed as follows. Each node in the network is sub-
ject to a v i r tual force F, which is the gradient of a scalar potential function U, given 
by 
F = -VU (A . l ) 
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We can further divide the potential fields into two components: potential fields Un 
due to sensor nodes, and U。due to obstacles and/or boundaries. These two sub-
potential fields give rise to two vir tual forces, repulsive force and repulsive force 
Fo, respectively. Then we have C/ = + and F = + F。. 
Repuls ive force among sensor nodes 
Imagine that each sensor node acts like an electromagnetic particle. Then we can 
write the expression for the sub-potential fields Un,i for a sensor node Si as 
Un,i = 、 X I 丄 （A-2) 
计i『幻 
where k^ is a parameter to control the strength of this sort of potential fields, and 
Tij = ||si — Sj\\ denotes the Euclidean distance from node Si to another node sj for 
any j ^ i. By equation (A. l ) , the resultant repulsive force exerted on Si that pulls 
i t away from other nodes is given by 
r — 
dSi 
—dUn,i d r j j 
一 dvij dSi ( A - 3 ) 
—-k 
一 / ^ 2 
f f^ nr^ T * . . 
计 i 
Note that the vector r^ ^ = Sj — Si is exactly the relative position of Sj from Si. 
Repuls ive force f r o m obstacles 
The obstacles and/or boundaries are extremely important constraints in the sensor 
deployment problem, since mobile sensor nodes must not collide wi th any of them. 
Therefore, much more attention has been paid for the modeling of obstacles and/or 
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boundaries. Due to their similarity, we wi l l not separate obstacles and boundaries 
in the fol lowing paragraphs for simplicity. 
Again we start f rom cases where obstacles consist of finite points. As discussed 
previously, we may consider these points as electromagnetic particles. Then the 
corresponding potent ial fields for sensor node Si is given by 
= (A.4) 
• ‘ i j 
J •‘ 
where k。is a parameter of the control gain, and r^j represents the Euclidean dis-
tance f rom node i to obstacle j . Consequently, the derivation of the repulsive force 
is equivalent to that of equation (A.3). 
I f the obstacle is a curve or region such as a circle or rectangle, the potential fields 
described above becomes complicated, since the potential fields should be computed 
as the integral along the curve or w i th in the region. Thus, a more straightforward 
approach, the F IRAS function [6], is proposed to tackle this problem, which is de-
fined as 
= 0<r<ro (A.5) 
z r 7*0 
where r is the closet distance between the sensor node and the surface of obstacles, 
and To is an effective influence range. The corresponding v i r tua l force can be derived 
as 
’ dsi 
^ dUp^i dr 
dr dSi ‘ 
= — k o { ) 了 
r ro r f j 
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where the vector r = Sp — s，and Sp is the projection point of node s on the surface 
of obstacles. 
The FIRAS function possesses several amazing advantages as follows. 
• The potential contours exactly follow the surface contour of obstacles. 
• The potential of an obstacle has a l imited range of influence such that the 
motion of sensor nodes that are located far away from the obstacle wi l l not be 
affected. 
• The potential function and its gradient are both continuous. 
By controll ing parameter ko, the repulsive force F。can effectively prevent sensor 
nodes from colliding w i th obstacles. 
T h e E q u a t i o n o f M o t i o n 
The trajectory of a sensor node subject to the v i r tual force F^ can be approximated 
by the equation of motion in the following form: 
Fi - i^Si 
Si == (A.7) 
m 
where s^  and Sj denote the velocity and acceleration of the node Si, respectively, m 
denotes the mass of a node, and without any loss of generalization, we may assume 
m to be unity in the process of computation. 
The second term on the right hand side of equation (A.7) is a viscous friction term, 
in which v is the viscosity coefficient. This term is used to stabilize the sensor 
network in the absence of extra forces. Imagine that each node in the network has 
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both potential and kinetic energy. The former one arises from the node's interac-
t ion w i th the potential fields, and the latter from the node's motion. Therefore, 
the in i t ia l to ta l energy of the network is the sum of these two energies across all 
nodes. Then, the viscosity term has the effect of gradually eliminating the energy 
from the network as the dynamic system evolves. I f the environment itself is static, 
which implies that no additional energy wi l l be introduced into the system, the total 
energy of the system wi l l decrease monotonically over t ime and asymptotes to zero. 
Therefore, the network must asymptotically approach the static equilibrium. 
For more detailed analysis about this method, please refer to [3 . 
A.2 Distributed Self-Spreading Algorithm 
The following two intelligent deployment methods are presented by Heo, et al. [10 
The first one, distributed self-spreading algorithm (DSSA), is inspired by the equi-
l ibr ium of molecules, which balances the spacing among sensor nodes by minimizing 
the molecular electronic energy. Similar to internuclear repulsion and attraction 
between molecules, i f two sensor nodes are located too close to each other, the area 
each covers may overlap and the gain of coverage for multiple sensor nodes is limited. 
Thus, they should repel each other in the opposite directions. On the contrary, if 
two sensor nodes are located too far in distance, a part i t ioning of the network may 
occur so that both nodes should be attracted to each other. As a consequence, the 
spacing of the network can be rearranged and averaged based on this mechanism. 







calculate local-density D; 
calculate expected-density 
w h i l e Not (Oscillation occurred OR In a region of stability) do 
2.Partial Force Calculation 
calculate partial-force f l ' j [ f i , D, Rc,Pk)] 
update temporary —position pL+i; 
3. Oscillation? 
i f \pI-i — pI+i\ < thresholdi t h e n 
Increase oscillation—count by 1; 
i f oscillation.count < oscillationJimit t h e n 
Update next location to the temporary.position] 
Update local-density D; 
else 
Move to the centroid of oscillating points] 
Update local-density D ] 
Stop node i's movement] 
e n d i f 
else 
Update next location to the temporary-position; 
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Update local-density D ; 
e n d i f 
4. Stability? 
i f - Pk\ < threshold? t h e n 
Increase stability.count by 1; 
i f stability-Count < stability Jimit t h e n 
Go to while loop] 
else 
Stop node i's movement] 
e n d i f 
else 
Go to while loop; 
e n d i f 
e n d w h i l e 
Table A . l : Pseudocode for the DSSA 
Initialization. In the ini t ial izat ion step, the node locations, as well as the values of 
Rs, Rc are assumed to be given prior to computation. A parameter called expected 
density, is defined to measure the desired density of network deployment, given by 
fi(Rc) = n . 7 r . R l j A 
where n and A denote the number of sensor nodes and the area of ROI, respectively. 
This quant i ty represents the average number of nodes required to cover ROI, sup-
pose that the network is uniformly distributed. Another parameter, local density D, 
the number of nodes located wi th in Rc, captures the information about compactness 
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or sparseness in the neighborhood of nodes. 
Partial force calculation. The part ia l force defined in this method is not only nega-
t ively correlated w i t h the distance between nodes, but also posit ively correlated w i th 
the local density. A t step k, the part ia l force exerted on node Si f rom its neighbor 
node Sj is given by 
= (A.8) 
where pj^  stands for the location of node Si at step k. By adding all of the part ial 
forces at the current node, the movement of each node is determined, which incor-
porates informat ion of nodes distr ibutions and local density. 
Oscillation check. The check of convergence of this algor i thm is conducted in two 
respects. The first one is by examining whether oscillations occur. I f a sensor node 
moves back and forth, the number of oscillation Ocount is added by one, and the al-
gor i thm terminates whenever the counter Ocount exceeds a predetermined threshold 
Oiim-
Stability check. The second criterion is to check whether sensor nodes achieve stable 
status. This occurs when the movement for a sensor node in one iteration is less 
than threshold:, and the algori thm wi l l terminate i f the stabi l i ty indicator Scount is 
over the stabi l i ty l imi t Sum-
APPENDICES GG 
A.3 VD-Based Deployment Algorithm 
The principle of Voronoi diagrams based deployment method is first proposed by 
Cortes，et al. [11], in which they claimed that the coverage of network is opt imal when 
the sensor nodes coincide w i t h the centroid points of the corresponding Voronoi cells. 
The VD-based deployment algori thm ( V D D A ) is a modif icat ion that takes energy 
efficiency into consideration. The pesudocode for a simplif ied version of V D D A is 
presented in Table A.2. 
1 .Initialization 
initial -node-locations po] 
sensing-range Rs] 
communication-range R。; 
calculate initial VD(po, Re); 
calculate initiaLef fective—area Ai fromVD(po, R^) and Sensing Area{成,Rs); 
calculate initial一utility Uq = sum of Aq； 
w h i l e Not(utility > a predefined threshold) do 
2. Find the maximal utilization point 
set the current solution as the last solution of previous step : Umax,k = t4-i5 
calculate VD{pk, Re)., 
find the centroid of VD : VDi] 
{search the maximal utilization point among the points linearly spaced 
between pi and VDi ； 
calculate effective—area Al from VD{pkj Rc) and SensingArea{p\, Rs); 
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calculate utility Uk = sum of A\] 
i f Uk > Umax,k t h e n 
Umax ,k — 
else 
keep searching] 
e n d i f 
update Pi； 
} 
find the mean of max VD and min VD : VD2； 
{search the maximal utilization point among the points linear spaced 
between pi and VD2] 
calculate effective.area A^ from VD{pk,Rc) and Sensing AT ea{p{, Rs); 
calculate utility Uk = sum of A\] 
i f Uk > Umax,k t h e n 
Umax,k — Uk] 
else 
keep searching] 
e n d i f 
} 
update Pi; 
update Uk = Umax,k] 
e n d w h i l e 
Table A.2: Pseudocode for the V D D A 
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Initialization. Once more, the values of the R^ and R,, along w i t h the in i t ia l node 
deployment are specified. The V D is determined by the node locations po, and the 
effective area A^ for node Si is defined as the area of the intersection of its V D and 
its sensing disk. The ut i l i ty , defined by 
i 
is exactly the to ta l area the network covers, since VDs w i l l not overlap each other. 
Finding the best utilization point In this part , the best ut i l izat ion point is found 
by comparing the uti l i t ies of different possible node locations. This is achieved by a 
line search f rom the current point to the centroid of Voronoi region. Another point, 
the center of the Voronoi range, which is defined as the midpoint of the minimum 
and max imum along the horizontal and vertical coordinates, can also be used for 
searching the best ut i l izat ion point. In this method, the best u t i l i t y point is found 
by evaluating the possible points from the current one to the centroid, then from 
the centroid to the center of the local Voronoi cell. However, since the effective area 
must be computed at each candidate point on the search path, the amount and cost 
of to ta l computat ion are greatly augmented. 
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