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1. INTRODUCTION 
In the paper [3], we used an optimization theoretical approach to show 
that the generalized Haar condition is necessary and sufficient for the 
uniqueness of the best generalized rational Chebyshev approximation to 
functions defined on a compact Hausdorff space. This general approach 
includes, in a unified way, weighted, one-sided, asymmetric, and also more 
general Chebyshev approximation problems with side conditions. It has been 
known for many years that, in the case of ordinary Chebyshev approx- 
imation, best linear or rational approximation to differentiable functions can 
be unique even when the generalized Haar-condition is not fulfilled. In 1956 
Collatz [6] showed that in a strictly convex region of the plane, the linear 
polynomial of best Chebyshev approximation to a function with continuous 
first partial derivatives is unique. Four years later Rivlin and Shapiro [ 121 
generalized this result to linear polynomials in several variables and showed 
that no extension to polynomials of degree higher than one is possible. These 
results were not derived from a general uniqueness condition for the approx- 
imation of differentiable functions and the authors used the special structure 
of the space of linear polynomials. General uniqueness conditions were given 
* Partially supported by Financiadora de Estudos e Projetos (FINEP), Brasil. 
7 Partially supported by Conselho National de Pesquisas (CNPq), Brasil. 
149 
0021.9045/84 $3.00 
Copyright 0 1984 by Academic Press, Inc. 
All rights of reproduction m any form reserved. 
150 BROSOWSKI AND GUERREIRO 
by Garkavi [8] and later by Brosowski [ 1 ] for the case of linear approx- 
imation to differentiable functions defined on a compact interval. These 
conditions correspond to condition (j?) (resp. (a)) in our main theorem. 
These results were also extended to ordinary rational Chebyshev approx- 
imation by Brosowski [ 11, Brosowski and Loeb [4], and Browoski and Stoer 
[5]. The extension to manifolds was first considered by Miller [lo], but his 
results do not include the above-mentioned results. 
In this paper we use the same optimization theoretical approach of [3] to 
derive necessary and sufficient conditions for the uniqueness of best rational 
Chebyshev approximation to differentiable and real analytic functions 
defined on a compact differentiable manifold (resp. real analytic manifold). 
As in [3], our results include, besides the ordinary Chebyshev approx- 
imation, weighted, one-sided, asymmetric, and also general approximation 
problems with side conditions. From our general uniqueness conditions we 
derive the results of Collatz [6] and of Rivlin and Shapiro [ 121, and also 
improvements of their results. Further, we show that certain subspaces of 
quadratic polynomials always satisfy our uniqueness conditions. 
It should be mentioned that there exist linear subspaces of C(S) of 
arbitrary high finite dimensions which satisfy the uniqueness condition when 
S is a compact manifold of dimension 1. However, it is not known whether 
the same is true when S has dimension 22. 
Now we introduce the necessary definitions. The minimization problem we 
will consider is: 
Let S be a compact n-dimensional real manifold of class Ck, 
k E N U {co, o}, where C” denotes the analytic case. The manifold S can be 
with or without boundary, that is, for each chart (W, o) the set W is mapped 
homeomorphically onto an open subset of 
R; := l(Yl,Y,Y..,Y,)E IT” IYl >Ol. 
Define the compact Hausdorff space T := (-1, 1) x S. Let t, be any point 
not in T and let To denote the compact Hausdorff space T U {to} with &, as 
an isolated point. 
Let { g,, g2,..., gl} and {h,, h, ,..., h,} be in Ck(S) and, for every 
t = (a, s) E T, define the vectors 
Jw) := Gm := r(g,(s), g2(s),..., g,(s), 0, o,..., 01, 
C(t) := C(s) := (0,O ,..*, 0, h,(s), h*(S) )...) h,(s)), 
of iRlfm. In the following we will assume that the open convex set 
u := n {v E R’+m 1 (c(t), 0) > 0) 
tcT 
is nonempty, where (a, .) denotes the usual inner product in IR’+m. 
BEST RATIONAL APPROXIMATION UNIQUENESS 151 
Further let y: T+ IR be a nonnegative function such that ~(1, .) and 
~(-1, e) are in Ck(S). For every (t, U, z) E T,, x U x IR with 
we define 
A (t, v, z) := z if t=t,, 
._ W), v> *- (C@), v) - Y(% s) z if tET. 
Then for every x in Ck(S), we consider the minimization problem 
MPR(x): 
Minimize p(v, z) := z subject to 
v A(% s, 0, z) < v-e>. 
(a,s)ET 
The problem MPR(x) is equivalent to certain rational Chebyshev approx- 
imation problems. In fact, consider 
v:= CL”i& 
! 
cy= p,h, E c(s) V f P, hi(s) > O * 
I 1 I I sss i=l !  
If y(v, s) = w(s) > 0, then the problem MPR(x) is equivalent to the 
problem of finding a best rational Chebyshev approximation to x from V 
with weight function w, that is, (v,, zO) E U x IR with 
is a solution of MPR(x) iff 
where 
r. = ZIf= 1 aOi gi 
CE"=IBOihi' 
If y(~, S) = ((1 + 47)/Z) w(s) resp. y(r], s) = ((1 - q)/2) w(s)), where w  is a 
strictly positive continuous function on S, we have one-sided best rational 
Chebyshev approximation to x from 
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V+ := r E V V r(s) ax(s) 
i I se.7 I 
with weight function w. 
More generally, if y( 1, s) = 0 (resp. y(- 1, s) = 0) for some s, we obtain 
r(s) < x(s) (resp. r(s) > x(s)). 
If y( 1, s) = y(- 1, s) = 0, then r(s) = x(s), that is, the problem MPR 
includes also best Chebyshev approximation with interpolatory side con- 
ditions. 
For each rO E V define the linear subspace 
L(r,) := {(II, u) - r,(C, u) E Ck(S) 121 E R’+“}. 
Let {ui, Us,..., ud} be a basis for L(r,) and define the vectors of IRdt ‘: 
We say that a subset Mc T is critical for rO iff 
0 E con({D(t) E IRd+’ 1 t E MU {to}}). 
Let fE C’(S). A point s, E S will be called a special zero off iff 
(1) f&J = 0, and 
(2) grdf(s,) = 0, or s0 E 83 and dim 3s = 0, or s0 E as, dim &S > 1, 
and grad,,f(s,) = 0, 
where grad,,f(s,) denotes the gradient with respect to the boundary 
manifold 8s. It is easy to see that this definition is independent of the chosen 
chart (IV, o). When no misunderstanding could arise we denote also in other 
cases the grad f o q -’ by gradf: 
The main result of this paper is 
THEOREM 1.1. Let S be an n-dimensional real compact manifold of class 
Ck, k E N U { 00, w}, and let ~(1, .), ~(-1, a) E Ck(S) be such that 
v y(-1, s) + Y(L s> > 0. SE.7 
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Assume g,, g2,..., g,, h,, h2,..., h,,, belong to Ck(S) and, hence, Vc Ck(S). 
For each x in Ck(S) there exists at most one best rational Chebyshev approx- 
imation from V tf and only tffor each r0 E V one of the following equivalent 
conditions is satisJed: 
(a) For each critical set A4 c T for r0 such that 
(r, s) E M =j (-v, 8) sf M, 
and for each f E L(r,)\( 0) there exists a pair (n, s) E M, such that s is not a 
special zero 0fJ 
(p) For p = 1, 2,..., d we have: each element of a set of linearly 
independent functions 
has at most (d - p) special zeros in the set 
z, := fi (s E s Ifi = 0). 
i=l 
(y) For each critical set M c T for r0 such that 
and for each r E V, r # rO, there exists a pair (n, s) E M, such that s is not a 
special zero of r - rO. 
In the case k = 1 we assume for the necessity part that &IS = QJ or 
dim S = 1. We do not know whether the theorem is true for the case k = 1 
without the restrictions mentioned. 
2. UNIQUENESS CONDITIONS 
In the case of best rational approximation to continuous functions the 
Haar condition for the spaces L(r) is equivalent to the uniqueness. In [3] we 
used implicitly that the Haar condition is equivalent to the following con- 
dition: 
(a& For each critical set M c T for r,, such that 
(r,s)EM*(--r,s)@M 
and for each f E L(r,,)\{O} there exists a pair (n, s) E M, such that s is not a 
zero off: 
The Haar condition could also have been stated: 
640/42/2-4 
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(J,) For p = 1, 2,..., d we have: p linearly independent functions can 
have at most (d-p) common zeros in S. 
In the case of differentiable functions we have 
PROPOSITION 2.1. ZfL(r,) is contained in C’(S), then the conditions (a), 
(J?), and (y) of the theorem are equivalent. 
Proof. (a) s- (j?). A ssume there exists a set f,, f,,...,f, of linearly 
independent functions in L(r,) and a function fj, 1 < i <p (we can assume 
i = 1) such that f, has q := d -p + 1 special zeros in Z,, say s, , s2 ,..., s,. 
Consider the linear equations 
i a”u”(sJ = 0, 
u=l 
K = 1, 2,..., q. This system has at least p linearly independent solutions; 
consequently, the rank p of the matrix (u,(s,)) is less than or equal to 
(d -P). 
Since q=d-p+ 1 >d-pap, the vectors 
uI(sj) 
w j  := 
kZCsj) 
i4 
3 j = 1) 2 ,.*., q, 
ud(sj) 
are linearly dependent in Rd. Thus, there exist a1, a2,..., aq E R, not all zero, 
such that 
9 
C ajwj=O. 
j=l 
Without loss of generality, we can assume aI # 0 and y(sgn a,, s,) > 0. NOW 
define 
‘li := 1 ifCrja0, 
:= -1 if aj < 0. 
Then there exist nonnegative /-I,, , /I, ,..., p, with C$‘=O /Ij = 1, such that 
2 pj~jwj=o and i PjY(Vj, sj> =/Jo, 
j=l j=l 
which imply 
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where tj := (vj, sj), j = 1,2 ,..., q. Consequently, the set 
M I= { (vj, sj) E T lj = 1, 2,..., q} 
is critical for r,,, has the property 
and all the points s,, s2 ,..., s, are special zeros off,, contradicting (a). 
(/I) * (y). Assume there is a critical set M c T for r,, such that 
(I?, s) E M 3 (-u, s) 6Z M, and a rotational function 
such that for all (v, s) EM the point s is a special zero of r - r,,. We can 
assume that M is finite, say 
Obviously, s,, s2 ,..., sq are also zeros of the function 
f = (B, v> - r,(C, v), 
which is an element of L(r,)\{O}. 
Moreover, we have at the points sj the equations 
(C, v) grad@, v) - (& v) grad(C, v) _ grad r. 
(C, 4’ 
(R v> 
graWv)- cc, v) -grad(C,u)-(C,v)grad r. 1 
=& grad@, v) - r. grad(C, v) - (C, v) grad r0 1 
=& grad .L 
which prove that s,, s2 ,..., s, are also special zeros 0fJ 
Since M is critical, the linear system 
2 PjU,(Sj) = 0, 
j=l 
i = 1, 2 ,..., d, 
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has nontrivial solutions. Then the matrix (ui(sj)) has rank p < q - 1. Thus, 
the transposed linear system 
,J$ ajuj(si) = OT  i = 1, 2 ,..., q, 
has at least p := d - p linearly independent solutions f, , f. ,...,f,. We can 
assumef, =J: Then 
and by (j?) it follows that q < d -p. Thus 
which is a contradiction. 
(y) S- (a). Assume, there is a critical subset M c T for 
@ uo> 
r”=(C,v,). 
such that (u, s) E Ma (-v, s) G M, and a function f~ L(r,)\{O} such that 
for all (q, s) E M the point s is a special zero ofJ We can assume that M is 
finite, say 
The function f has a representation 
f = (B, v) - r,(C, 27). 
We choose A > 0 such that 
VI := u. + Iv E u. 
The function 
belongs to V\{r,) and the difference rI - r. has s1 , sZ,..., sq as special zeros, 
which contradicts (y). 1 
We conclude this section with some examples. 
EXAMPLE 2.2. Let L(r,) c C’(S) satisfy the Haar condition and let p 
linearly independent functions f,, f2,..., f, in L(r,), 1 <p < d, be given. By 
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the condition (/I,,), the set Zp contains at most (d -p) elements, hence, each 
of the functions fi , f2 ,...,f, can have at most (d -p) special zeros in Z,, that 
is, the condition @) is fulfilled. 
There are linear spaces in C’(S), which do not satisfy the Haar condition 
but satisfy the condition Q3). A simple example is the linear subspace L in 
C’ [-f , 1 ] generated by the functions 1 and s*. 
Before we present further examples, we give a characterization of the 
special zeros in the boundary of n-dimensional compact manifolds in R”. We 
have 
LEMMA 2.3. Let S be an n-dimensional compact Cl-manifold in R”. A 
point s,, E aS is a special zero of a function f E C’(R”) if and only if the 
boundary X? and the set 
have a contact of order one in sO, that is, they have in sO the same tangential 
plane. 
ProoJ We show that grad f (SO) is orthogonal to the tangential plane of 
X3 in the point sO. To determine the tangential plane of X3 in s,, choose a 
chart (IV, (D) in &S such that o(s,) := x, E R ‘- ‘. Then the tangential plane is 
given by 
span W’(%) W-I(%) 
i 
au, - 1 (x0) 
ax, ' ax, '-' axn-, 1 ' 
where arp-‘(x,)/ax, denotes the vector 
i 
a9,;‘w a6’(Xo) a~3a 
ax, ' ax, ,***, 1 ax, ' 
v = 1, 2 ,..., n - 1. 
By its definition, a point sO E aS is a special zero off E C’(S) iff 
af 0 OX,) = o 
ax, ' 
v = 1, 2 ,..., n - 1, 
Using the chain rule, the last equations are equivalent to the equations 
t  
a9 - ‘(x0) 
twlf(sd~ ax 
) 
= 0, v  = 1, 2 ,..., n - 1, 
” 
that is, equivalent to r and aS have the same tangential plane in s,,. 1 
EXAMPLE 2.4. Let S be an n-dimensional compact C’-manifold in R” 
with the following property: If a hyperplane touches the boundary in q > 2 
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points, then these points are not contained in a (q - 2)-dimensional plane of 
R”. We call such a manifold admissible. Examples of such manifolds are 
strictly convex Cl-manifolds and the union of two disjoint strictly convex 
Cl-manifolds. 
Then the linear space L of all linear polynomials 
satisfies the condition co). 
The space L has dimension d := n + 1. Choose p < n + 1 linearly 
independent linear polynomials f,, f2 ,..., f,. Since the set Z,,, , is empty, we 
have only to consider the case p < n. Assume there exists a function fi, 
l~i~p(wecanassumei=l),suchthatf,hasq:=d-p+l=n-p+2 
special zeros in Z,, say s,, s2 ,..., s,. It is easy to see, that these zeros are in 
3s. By Lemma 2.$ the hyperplane’ 
H,:={xER” If,(x) = 01 
touches aS in the points si, s, ,..., s,. 
dimensional set Z, contains the point s, 
is an admissible manifold. 
On the other hand, the (n -p)- 
, s2 ,..., s,. This is impossible, since S 
EXAMPLE 2.5. The preceding result does not extend to arbitrary 
quadratic or higher degree polynomials as the following example shows. Let 
S be an n-dimensional compact C’-manifold in R” and let 
f(Y)=ao + .i U”Y” 
v=l 
be a linear polynomial such that the hyperplane 
r, := { y E R” If(y) = O} 
has a nonempty intersection with the interior of S. Then, the quadratic 
polynomial f * has infinitely many special zeros in S. 
However, linear subspaces of quadratic polynomials can satisfy the 
condition (J) for special manifolds. In fact, let L be the space of all 
polynomials 
f 0, >Y2> = a0 + a, Yl + 4 Y, + %(Y: + v:>, 
and let S, be the Cl-manifold 
a # b. 
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We show that each polynomialff 0 has at most two special zeros in S. If 
a3 = 0, then, by Example 2.4, f has at most one special zero in as, (strict 
convexity of S,). If a3 f 0 and y, is a special zero offin the interior of S,, 
then f has at the point y0 its unique maximum or minimum. Thus, f cannot 
be zero in any other point of S,. If y,, is a special zero in the boundary, then 
r, and aS, have a first-order contact at y,. Since T’ is a circle, it can touch 
aS, in at most two points. 
Next we show that L satisfies condition co). We have only to consider the 
cases of three and four linearly independent functions in L. It is easy to see 
that Z, consists of at most one point and that Z, is empty. 
It should be mentioned that strict convexity of S is not sufficient for L to 
satisfy condition (J3) on S. For instance, let S be the unit circle in IR2. Then 
the polynomial 
has all boundary points of S as special zeros. 
A further example of a linear subspace of quadratic polynomials which 
satisfies condition (/I) in S, is given by the polynomials 
“WI YY2) = a0 + a, Yl + a2 Y,  + %(Y: 4) + a‘l Y,  Y2. 
In this case each f # 0 can have at most three special zeros (one in int S, 
and two in as,). To prove condition (/I) one has to check only the cases of 
5,4, and 3 linearly independent functions. Like before, we can show that 
Z, = 0, #(Z,) < 1, and #(Z,) < 2. 
3. THE CONDITIONS ARE SUFFICIENT 
The sufficiency part of the theorem follows from Proposition 2.1 and the 
more general 
THEOREM 3.1. Let S be an n-dimensional compact real manifold of class 
Ck, k E N U {co, w}, and let ~(1, e), ~(-1, .) in Ck(S) be such that 
v Y(L s) + Y(-1, s> > 0. 
ses 
Assume gl,g2,...,gl, h,, h2,..., h,, belong to Ck(S) hnd, hence, Vc Ck(S). 
Let x be in Ck(S) such that u. := (u,,, zJ and u1 := (ul, to) are minimal 
points of MPR(x). Zf r. satisfies condition (y), then r. = rl. 
160 BROSOWSKIANDGUERREIRO 
Proof. We can assume x & V. By Theorem 3.1 and Lemma 4.2 of [3], 
the set 
is critical for ro. Moreover, (q, s) E A4 and (-q, s) E A4 would imply 
Since x& V, we have zo# 0 and, hence, y(q,s) + y(-q, s) = 0, which is 
impossible. 
Next we show that for each (Q s) E M the point s is a special zero for 
rl - rO. By the definition of A4 we have P-~(S) - ro(s) = 0 for every (Q s) E M. 
Moreover, each of the functions 
and 
A, :=v,-y(r,.)z,-vx 
has a maximum in s E W, for every (q, s) E M. Choose a chart (W, rp) such 
that s E W and let y := q(s). Then we have 
for i = 0, 1 and v = 1, 2 ,..., n, if s is an interior point of S and v = 2, 3 ,..., n, if 
s E 8s. These equations imply 
for v = 1, 2,..., n, if s E int(S) and v = 2, 3 ,..., FZ, if s E 85’. Hence, s is a 
special zero of r0 - r,. By condition (8) we have r. = I,. fi 
EXAMPLE 3.2. Let S be the unit circle in Rz and let L be the linear 
space of all linear polynomials 
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By Example 2.4, L satisfies condition @) on S. Consequently, there exists 
a unique linear polynomial of best approximation to each x E C’(S). 
In the case of ordinary best Chebyshev approximation this result is due to 
Collatz [6], who proved it in a different way. The result we present here is 
more general, since it includes also other types of Chebyshev approximation 
like, for instance, one-sided and asymmetric approximation. 
EXAMPLE 3.3. Let S be an n-dimensional compact Cl-manifold in iR” 
which is admissible in the sense of Example 2.4. Let L be the linear space of 
all linear polynomials 
By Example 2.4, L satisfies condition @) on S. So, there exists a unique 
linear polynomial of best approximation to each x E C’(S). 
In the case y(r, s) = 1 (ordinary Chebyshev approximation), this result is 
essentially due to Rivlin and Shapiro [ 121, who proved it in a different way. 
Like in the example before, our result includes other types of approximation 
problems. 
EXAMPLE 3.4. Let S, be the Cl-manifold 
a # b, 
and let L, (resp. L2), denote the linear space of all polynomials 
a, + a1 Yl + a, Y2 + %(Y: + y:> 
(rev. a0 + al Yl + a2 Y2 + add -vZ> + a4 Yl y2>. 
By Example 2.5, the spaces L, and L, satisfy condition (J3) on S,. So, 
there exists for each x E C’(S,) a unique best approximation from L, (resp. 
from LJ. 
4. THE CONDITIONS ARE NECESSARY 
The necessity part of the theorem follows from Proposition 2.1 and the 
more general 
THEOREM 4.1. Let S be an n-dimensional compact real manifold of class 
Ck, kE N U {co, co}, and let ~(1, e), ~(-1, a) in Ck(S) be such that 
v y(1, s) + y(-1, s) > 0. 
SE.7 
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Assume g,, e,..., g,, 4, h,..., h,, belong to Ck(S) and, hence, Vc Ck(S). In 
the case k = 1, we assume that 8s = 0 or dim S = 1. Zf there is an r,, E V 
which does not satisfy condition (y), then we can find a function x E Ck(S) 
such that the problem MPR(x) has two minimal points (u,,, q,) and (ul, z,J 
with r,, - r, # 0. 
The proof of this theorem is an immediate consequence of the next 
lemmas. For the proof of the lemmas, we remark that there exist functions 
x,:=s4, p = 1, z..., 4, 
of class Ck, k E N U { co, w  }, such that the function 
s 3 s + (x,(s), x2(s) )...) x&s)) E R4 
is of class Ck, k E M U {co, o}, injective and with Jacobians of rank n 
(compare Hirsch [9]). 
LEMMA 4.2. Let S be an n-dimensional real compact manifold of class 
Ck, kE NU{a,o}. In the case k= 1, we assume that as=0 or 
dim S = 1. Let N c S be a finite set and w,, w2 E Ck(S) be such that each 
point of N is a special zero of v := w, - w2. Then there exists h E Ck(S) 
such that 
V 4s) > max{w,(s>, w2(s)17 
SES 
and each point of N is a special zero of H - v, and H - w/2. 
For the proof see Section 5. 
LEMMA 4.3. Let S be an n-dimensional real compact mantfold of class 
Ck, k E R\J u { 03, w} and let ~(1, .), ~(-1, .) in Ck(S) be such that 
v  lJ(Ls)+y(-Ls)>O. 
SC.9 
In the case k = 1, we assume that aS = 0 or dim S = 1. Assume further, 
g, 9 gz,..., g,, 4, hz,..., h,, belong to Ck(S) and, hence, V c Ck(S). Let vO, 
v E U and M c T be finite such that for all (n, s) E M the point s is a special 
zero of r0 - r. Zf M is critical for rO and 
then there are x E Ck(S) and z0 E R such that (v,,, z,,) and (v,zO) are 
minimal points for MPR(x). 
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Proof We first show: If N c T is finite, (q, s) E N =P (-q, s) & N, and for 
each (q, s) E N the point s is a special zero of r0 -r, then there are 
x E Ck(S) and z,, E R such that 
and 
By Lemma 4.2, there exist functions h,fin Ck(S) such that 
4s) > maxlr,(s>, r(s)], 
f(s) < minlr,(s>, r@>l, 
and for all (q, s) E N, the point s is a special zero of 
h-ro, h-r, f-rO, f-r. 
Further we define 
ZO 
4s) -f(s) > o 
:=rflEasxy(l,s)+y(-l,s)’ * 
Let Nt := (s E S ( (1, s) E N} and NP := (s E S 1 (-1, s) EN). We claim 
that there exists a fuction g in Ck(S) such that 0 < g < 1, g = 1 in Nt , and 
g=O inN-. 
For the proof we consider a function S 3 s tr (x1(s), x*(s),..., x4(s)) E IR’ 
of class Ck and injective. For constructing the function g, we define for each 
point sKO E N the function 
D,.(s) := i (x(s) -x&J)*. 
u=l 
For each point sKO E N-, lchoose a real number aKO > 0 so small that 
and define the function 
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Then the function 
[ 1 
2 
T(s) := 1 - 1 z-&) 
SxOEN- 
has the following properties: 
(i) V,,,- T(s) = 0; 
(ii) each point s E N+ is a strict local maximum of r and we have 
T(s) = 1 for s E N+. 
By (ii), there exists for each point s0 E N+ a neighborhood Us0 of s, such 
that 
Now consider the set 
s, := s E s 
1 \ 
(J us, 1 T(s) > 1 . 
SoEN+ i 
If this set is empty, then we set g := r. 
If not, then we can choose an q > 0 such that the function 
is strictly positive in S. Since 
SUP Q(s) < 1, 
sss, 
the function 
g(s) := r(s) . Q(s)‘, 
for p large enough, satisfies 0 < g < 1, g = 1 in N’ and g = 0 in N-. 
Then the function 
x(s) := g(s)[h(s) - Y(l, s) zol + (1 - g(s))Lf(s) + d-1, S)%l 
has the required properties. 
For the other part of the proof, we can use the proof of [3, Lemma 5.3, 
pp. 162-1691 together with [3, Lemma4.21. 1 
A corollary of Theorem 4.1 is the following refinement of Theorem 3 of 
Rivlin and Shapiro [ 121. 
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COROLLARY 4.4. Let S be an n-dimensional compact manifold in R” of 
class Ck, k E N U { 00, w} and let ~(1, .), ~(-1, .) be in Ck(S) such that 
In the case k = 1, we assume that 8s = 0 or dim s = 1. Assume further there 
exists a hyperplane tangent to the boundary of S at p > 3 distinct points, 
which are contained in a (p - 2)-dimensional plane of R”. 
Then there exists a function x E Ck(S), which has two best approximations 
from the linear space L of linear polynomials 
n 
a,+ x a,y,,. 
UY(-1, ~1 and ~(1, .> are constant functions and k # 1, then the function x 
can be chosen as the restriction of a real analytic function deJined on R”. 
Proof. We denote by r, the hyperplane ( y E IR” 1 f(y) = 0) tangent to 
the boundary of S in the points of set 
M, := (s,, sz,..., SD}, 
By a theorem of Radon [7], the set MO is the union of two disjoint subsets 
M, and M-, of MO such that the convex hull of M, and the convex hull of 
M-, have a nonempty intersection. Then the set 
M:= {(q,s)E TIsEMjan=i} 
is critical for the linear space L. By Lemma 2.3, each point of MO is a special 
zero of the linear polynomial f, that is, f has special zeros for each s with 
(q, s) in the critical set M. Then, by Theorem 4.1 and Proposition 2.1, there 
exists a function x E Ck(S) such that x has two best approximations from L. 
Now assume ~(-1, 0) and y( 1,0) are constant and k # 1. In the proofs of 
Lemma 4.2 and 4.3 we used for the construction of the above-mentioned 
function x a mapping 
s 3 s + (XI(S), x2(s) )...) x4(s)) E IRq. (1) 
The constructed function x was then a polynomial in the functions 
x1 5 x2,..., xq, and f. In the case of an n-dimensional manifold in R”, we can 
choose q = n and for the mapping (1) the identity map on S. Then the 
construction leads to a polynomial in the coordinates y,, y2,..., y, which is 
defined on IR” and is, of course, analytic. 1 
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Remark. Rivlin and Shapiro [ 121 proved in the case k = 2, y(q, s) = 1, and 
p = n + 1, the existence of a P-function x defined on IR”. 
5. PROOF OF LEMMA 4.2 
For the case k = 1 we prove the lemma in a more general situation. We 
will assume that one of the following conditions is satisfied: 
(1) as=0; 
(2) dimS= 1; 
(3) asnN=0; 
(4) For each s E N we have grad w(s) = 0. 
These conditions can be used to generalize Theorem 4.1. 
It suffices to prove the existence of a function P in Ck(S) such that all 
points in N are special zeros of P and 
V P(s) > max{u/(s>, 0). 
SES 
Then H := P + wZ has the required properties. 
As in the remark after Theorem 4.1, consider a function 
s 3 s -+ (x1(s), x*(s),..., x4(s)) E IRq 
of class Ck, injective, and with Jacobian of rank n. For constructing the 
function P, we define for each point s,~ in N the function 
4Js) := i (x,(s) - x,(%oN21 
JL=l 
and the function 
:= %q)‘Y(s> + cg,(s> if kf 1, 
where clKo (resp. aKo), are real (resp. positive real) parameters, which will be 
chosen later. 
The functions JK, are of class Ck. Only the case k = 1 needs a proof for 
the points s E S, where v(s)’ + ~z~D,~(s) = 0, that is, for s = sKo. First let sKO 
be a point in S\aS and let (IV, rp) be a chart with sKo E W and y, := q(s,,>. 
Then we have 
a.p p-1 
8Y” 
(YlJ = 03 v = 1, 2 ,..., 12, 
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and for y f y,, , the estimate 
< - mw o v- WY”)(YN2 + 4ow.o o P-WY,)(Y))* 9 
v = 1, 2,..., IZ, which is an application of the Cauchy-Schwartz inequality. 
This estimate shows that 
aJ,, o (o-’ 
8Y” 
(Y>‘O for Y-+Y,, 
which proves the continuity of grad Jgo in sKO E S\B. 
Now let sKO be in X3 and let (IV, 9) be a chart such that stiO E W and 
o(s,,) = 0. Then the function JK, o 9-l is in a neighborhood of zero the 
restriction of the continuous function r, which is defined by 
r(Y1TY 2,--., Y,,) := JKo 0 v)-‘(Y, ,yz,..., Y,> if y,>O, 
*- 2Jx, o C’(O,Y,,...,Y,) .- 
.- .- -JKo 0 v, -‘(-YI>Y2>...,Yn) if ~~(0. 
This function is of class C’. This is obvious for the points y # 0. To prove 
the continuity of grad r(O) in y = 0, we observe that 
grad r(O) = 
Then, we define for each y E R” elements 9 and 9 by setting 
y’ := (0, Y, 7 Y3 ,*-*> Y,> 
and 
y” := (-VI 9 Y2,..., Y,) if yl<O, 
.- .- Y if y1 > 0. 
Like in the case sxO E S\aS, the use of the Cauchy-Schwartz inequality 
yields the estimate 
+ d/(@Y o ul-LI~Y”~v))2 + 4,((~~,o o C’PY”)bw2~ 
which proves the continuity of aI’/ay, in the case Z(O)/ay, = 0. 
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Consequently, JK, is a Cl-function in the case k = 1, provided one of the 
conditions (l), (3), or (4) is satisfied. To prove the case of dim S = 1, we 
have only to consider (ar/ay,)(O) # 0. Then we have 
Dividing on the right-hand side numerator and denominator by y, , we obtain 
for y+ 0, which proves the continuity of aT/ay, also in the case 
ayoyay, # 0. 
Consequently, JK, is also a Cl-function in this case. 
The (xX0 are chosen as follows: let (IV, q) be a chart with sKn E W such that 
y, = rp(s,,). Then we set 
a Kg := sgn ‘Vi;-1 (yJ. 
1 
We claim that we can choose real numbers ax0 so large that 
J&> > 0 if s#sKO, 
and that there exists a neighborhood UK, of sXO such that 
v J,@> > w(s)* 
SEUKO 
(2) 
(3) 
Remark. Once we have proved this, then we can also choose the aK SO 
large, that for a suitable neighborhood UK, (we can assume that this is the 
same neighborhood as in (3)), we have 
v v J&l > 1. 
K#KO SEUxO 
The claims (2) and (3) are trivial for k = 1 and the claim (2) is also for 
k # 1 and grad J,,(s,J = 0. 
Assume now k # 1 and consider for the real numbers j3 = czKO (resp. 
P=a,,- 1) the matrix 
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The matrix 
B, := 
t 
2 “fla;“-’ (yo). “q-l Qo)), 
p=l ” 0 
v = 1, 2 )...) n, u = 1) 2 )...) n, 
is positive definite, since B, can be written as a product A,. A z, where A, is 
the Jacobian matrix 
t “3”’ (vo)), v = 1, 2 ,..., n, p = 1, 2 ,..., q, 
u 
which has rank 12. We can choose uKO so large, that the matrix Co (,fI) is 
positive definite for both values of /I. To prove the claims (2) and (3) in the 
case grad JK,,(sK,,) # 0, we consider the second-order Taylor expansion of JKO 
(resp. JKO - v/) at the point sKn: 
J x0 o (o-‘(Y) = a,;lp-’ (0) Yl + (Y, Co(a,Jy> + o(ll ~11’) 
1 
(resp. 
+ (.h Co(aKo - l)Y) + 4ll YII’NY 
where we can assume y, = 0. Since the matrices C,(aKo) and CO(aKO - 1) are 
positive definite, there exists a neighborhood UK, of sXO such that 
and 
Consider the set S, := S\ UK0 and let 
E. := E;x I aKo w(s)1 and 1 Do := glis” D,.(s) > 0. I 
Then we have for all aKO > E,/D, and for all s E S, the estimate 
~,$&) + a,,w(s> > DOaKo - E. > 0, 
which proves the claims in the case grad v/(s,,) # 0. 
640/42/2-5 
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To prove the claim (3) in the case grad JKO(sK.) = 0, we consider second- 
order Taylor expansion of JK, - w  at the point sKO :
J .,~u,-‘(Y)-vwl(Y) 
= (Y --Yo, co@,o - l)(Y -Yo)) + 41 Y -Yol12) 
Since the matrix CO(aKO- 1) is positive definite, there exists a neighborhood 
UK, of sXO such that 
V J,o(s> - v(s) > 0. 
SEUKO 
Now define for each b > 0 the function 
Gb(s) := b fi J,(s), 
x=1 
where K := #N. The function G, is of class Ck and has the property 
Gb(s) = 0 if s=s,, 
>o if s # s,. 
Next we will show that there is a real number b > 0 such that 
V G&) > w@>, 
SES 
If not, then there exist sequences (bj) c R and (sbj) c S such that 
bj-, 0~) and %,-, sO, 
and such that 
V 1 <bj<bj+l 
jeN 
and Gbj6bj) < v@bj)’ 
We claim that so is different from s,, K = 1, 2,..., K. By claim (3) and by 
the remark after it, there is for each sKO in N a neighborhood UK, such that 
V J,,,(s) - v(s> 2 0, 
SEVq 
and such that all functions J, with K # K, satisfy in UK, the estimate J, > 1. 
Then we have in UK, the estimate 
G,(s) - w(s) = fi J,(s) - v(s) > J&) - Y’(S) > 0. 
x=1 
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Assume now that s,, = sKO. Then we have sbjE UK0 for j large enough. 
Consequently, we have 
which is a contradiction. 
Consequently, there exists a compact neighborhood U, of s,, and real 
number a such that 
Forj sufficiently large we have sb, E U, and 
then we have 
which is a contradiction. 
Consequently, there exists a nonnegative number b such that 
Y f’(s) := G&l > v(s); 
SES 
since Gb(s) > 0, we have also P(s) > 0 for all s E S. It is easy to see, that P 
has the points of N as special zeros, which completes the proof. 
REFERENCES 
1. B. BROSOWSKI, Tschebyscheffsche Approximationen an differenzierbare Funktionen, Z. 
Angew. Math. Mech. 46 (1966), 39-40. 
2. B. BROSOWSKI, Rationale Tschebysheff-Approximation differenzierbarer Funktionen, in 
“Numerische Mathematik, Differentialgleichungen, Approximationstheorie,” pp. 229-250, 
Internat. Ser. Numer. Math. No. 9, Birkhiuser, Basel/Stuttgart, 1968. 
3. B. BROSOWSKI AND C. GUERREIRO, On the characterization of a set of optimal points and 
some applications, in “Approximation and Optimization in Mathematical Physics,” 
pp. 141-174, Lang, Frankfurt(M)/Bern, 1983. 
4. B. BROSOWSKI AND H. L. LOEB, Zur Eindeutigkeit der rationalen Tschebyscheff-Approx- 
imationen an stetig differenzierbaren Funktionen, Numer. Math. 10 (1967), 51-55. 
5. B. BROSOWSKI AND J. DOER, Zur rationalen Tschebyscheff-Approximation differenzier- 
barer und analytischer Funktionen, Numer. Math. I2 (1968), 57-65. 
172 BROSOWSKI AND GUERREIRO 
6. L. COLLA~Z, Approximation von Funktionen bei einer und bei mehreren unabhiingigen 
Vergnderlichen, Z. Angew. Math. Mech. 36 (1956), 198-211. 
7. L. DANNZER, B. GRONBAUM, AND V. KLEE, Helly’s theorem and its relatives, Proc. 
Sympos. Pure Math. VII, pp. 101-108, Amer. Math. Sot., Providence, R.I., 1963. 
8. A. L. GARKAVI, On the dimension of the polyhedron of best approximation to differen- 
tiable functions, Izu. Akad. Nuuk SSSR Ser. Mar. 23 (1959), 93-l 14. [Russian 1 
9. M. W. HIRSCH, “Differential Topology,” Springer-Verlag, New York/Heidelberg/Berlin, 
1976. 
10. A. MOLLER, Tschebyscheff-Approximation an differenzierbare Funktionen mehrerer 
Veriinderlicher, Z. Angew. Math. Mech. 50 (1970), 66-67. 
II. R. NARA~IMHAN, “Analysis on Real and Complex Manifolds,“. North-Holland, 
Amsterdam, 1968. 
12. T. J. RIVLIN AND H. S. SHAPIRO, Some uniqueness problems in approximation theory. 
Comm. Pure Appl. Math. 13 (1960), 3547 
