In this study we investigated the statistical relationship between particle and semivolatile organic chemical constituents in gasoline and diesel vehicle exhaust samples, and toxicity as measured by inflammation and tissue damage in rat lungs and mutagenicity in bacteria. Exhaust samples were collected from "normal" and "high-emitting" gasoline and diesel light-duty vehicles. We employed a combination of principal component analysis (PCA) and partial least-squares regression (PLS; also known as projection to latent structures) to evaluate the relationships between chemical composition of vehicle exhaust and toxicity. The PLS analysis revealed the chemical constituents covarying most strongly with toxicity and produced models predicting the relative toxicity of the samples with good accuracy. The specific nitro-polycyclic aromatic hydrocarbons important for mutagenicity were the same chemicals that have been implicated by decades of bioassay-directed fractionation. These chemicals were not related to lung toxicity, which was associated with organic carbon and select organic compounds that are present in lubricating oil. The results demonstrate the utility of the PCA/PLS approach for evaluating composition-response relationships in complex mixture exposures and also provide a starting point for confirming causality and determining the mechanisms of the lung effects. Key words: diesel exhaust, gasoline exhaust, hopane, mutagenicity, PAHs, particulate matter health effects, principal component analysis, semivolatile organic carbon, sterane, toxicity of motor vehicle emissions.
Mobile source emissions are important contributors to ambient air pollution and have been associated with cancer-related and noncancer-related health effects. Recent work has shown that health effects and ambient air pollution increase with proximity to roadways, suggesting that motor vehicle traffic (engine emissions) contributes a large share to ambient health effects (Nicolai et al. 2003; Pearson et al. 2000; van Vliet et al. 1997; Venn et al. 2001) . Two interrelated issues pertaining to the health hazards of motor vehicle emissions continue to present serious challenges to manufacturers, regulatory decision makers, toxicologists, and risk assessors. First, it is important to identify the most important contributors to health risk among the myriad physical-chemical species contained in emissions. Second, it is important to be able to estimate changes in health risks that will result from changes in the composition of emissions. Both issues are important for ensuring that the most health-relevant components are controlled and that technologic strategies for meeting emissions regulations reduce rather than increase hazards. The current knowledge base does little to support such judgments because there have been few direct comparisons of the health effects of different types of emissions. Moreover, except for bioassay-directed fractionation schemes that have identified nitro-polycyclic aromatic hydrocarbons as major drivers of bacterial mutagenicity, few approaches have been used to determine the chemical species driving the health hazards of complex emissions.
We have reported the results of studies in which both bacterial mutagenicity (by Ames tests) and lung toxicity assays of inflammation, cytotoxicity, and lung tissue damage (Seagrave et al. 2002) were assessed to rank the toxic potency of motor vehicle exhaust samples of different chemical composition. That work used combined suspensions of particulate material (PM) and vapor-phase semivolatile organic carbon (SVOC) samples collected from a range of in-use (rented from owners) gasoline-and diesel-powered vehicles, including "high-emitting" vehicles. Preliminary studies showed that it was important to include the vapor-phase SVOC because it comprised a large portion of the mass [defined by gravimetric weight as described by Seagrave et al. (2002) ] emitted from some vehicles and could contribute substantially to toxicity as evidenced by evaluation of lung inflammatory responses of separated PM and SVOC samples collected from a traffic tunnel (Seagrave et al. 2001) . The samples were combined into seven distinct groups of gasoline and diesel-powered vehicles. There was a 5-fold range in the potency of the samples for lung injury, and samples from high-emitting vehicles (both diesel and gasoline powered) had the highest pulmonary toxicity per unit of mass. There was also up to a 10-fold difference in the bacterial mutagenicity among these samples, with no clear difference between the potency of diesel exhaust and gasoline exhaust on the basis of mutations per milligram of sample.
We also reported the results of detailed compositional measurements of the exhaust samples described above (Zielinska et al. 2004) . In the present work, we applied multivariate data analysis to determine the relationship between composition and health response. We selected a statistical approach that had been successfully used to determine the key components of organic extracts of diesel exhaust particles causing mutations in bacteria (Eide et al. 2001 (Eide et al. , 2002 Sjogren et al. 1996) and aryl hydrocarbon receptor induction (Sjogren et al. 1996) . The combined principal component analysis (PCA) and partial least-squares regression (PLS; also known as projections to latent structures) approach allows analysis of the similarities and differences in the specific health responses (e.g., mutagenicity vs. lung toxicity) relative to composition. The product of this work is an assessment of the ability of the PLS to "explain" the composition-response relationship and an indication of which chemical compounds in the exhaust samples were most strongly associated with the health response.
Materials and Methods
In this article we summarize only the general approaches used for collection, chemical characterization, and toxicity evaluation of vehicle exhaust samples that have been reported in detail elsewhere (Seagrave et al. 2002; Zielinska et al. 2004 ). The classifications of vehicle samples, chemical/physical classes measured in these samples, and the Environmental Health Perspectives • VOLUME 112 | NUMBER 15 | November 2004 toxicologic evaluations conducted (including health response category) are summarized in Table 1 .
Emission samples. Particle and vaporphase SVOC fractions were collected using filters (for particles) and polyurethane foam/XAD-4 resin traps (for vapor-phase SVOC), respectively, from diluted, fresh emissions from vehicles operated on chassis dynamometers over the unified driving cycle at the Southwest Research Institute (San Antonio, TX, USA) (Whitney 2000 , Zielinska et al. 2004 ). The unified driving cycle is a high-speed, rapid-acceleration test cycle, consisting of a 300-sec cold start phase followed by a 1,135-sec hot stabilized phase, and a 300-sec hot start phase, which is a repeat of the first phase. The maximum speed employed in the cycle was 67.2 mph, with a maximum acceleration of 6.9 mph/sec. Five vehicles or composite groups of vehicles were included: a group of five "normal-emitting" gasoline vehicles (G); a group of three normal-emitting diesel vehicles (D); two "highemitting" single gasoline vehicles emitting white (WG) or black (BG) smoke; and a single high-emitting diesel vehicle (HD). Specific emission rates for these vehicles are reported elsewhere (Zielinska et al. 2004 ). All vehicles were in-use light-or medium-duty passenger cars, pickup trucks, or vans, ranging from 1976 to 2000 model years and were tested with fuel and crankcase oil as received (recruited in San Antonio, TX, USA). The normal-emitting groups were sampled while operating both at room temperature and at approximately 30°F (~ -1°C; G 30 , D 30 ).
Chemical characterization of emission samples. The chemical composition of the particle and SVOC fractions of each of the seven samples was analyzed at the Desert Research Institute (Reno, NV, USA) as described elsewhere (Zielinska et al. 2004) . Analyses included temperature fractions of organic and elemental carbon, elements (metals and associated analytes), inorganic ions (sulfate, nitrate), and speciation of resolvable organic compounds. The temperature fractions were obtained using the IMPROVE thermal carbon analysis technique (Chow et al. 2001) , in which eight discrete fractions of carbon are vaporized in a changing temperature and helium/oxygen atmosphere. The temperature fractions are grouped into four "organic" and four "elemental" carbon designations as shown in Table 2 . Although these are not explicitly chemical fractions (related to both chemical and physical properties), they provide data on differences among the emission samples and have been used in source apportionment modeling studies to differentiate among motor vehicle and other types of emissions (e.g., Maykut et al. 2003; Watson et al. 2002) . The organic species measured focused on components that have been used in previous studies to illustrate differences among motor vehicle and other types of emissions. The classes of organic compounds included polycyclic aromatic hydrocarbons (PAHs), ranging in molecular weight from 128 to 300 Da, a mass range that spans from compounds that are considered to be exclusively gases to species found exclusively in the particle phase. Several subclasses of PAHs, including oxygenated PAHs (oxyPAHs: ketones, aldehydes, quinones), nitroPAHs, and sulfur-containing PAHs were measured. Hopanes and steranes, two classes of compounds that are found in lubricating oil (McDonald et al. 2003; Rogge et al. 1993 ), were also measured. A total of 184 composition variables were measured.
Toxicologic evaluations. Aliquots of the PM and SVOC extracts (in acetone) were provided (by Desert Research Institute) to the Lovelace Respiratory Research Institute for toxicity testing [description of sample extraction and handling described briefly below and in more detail by Seagrave et al. (2002) ]. The PM and SVOC samples were combined (original PM and SVOC were extracted separately) and either mixed with Salmonella culture media (Ames bacterial reverse mutation assay) or instilled into lungs of F344/CRL rats (Charles River Laboratory, Wilmington, MA, USA) over a range of total mass (PM plus SVOC) doses (Seagrave et al. 2002) . Responses in rat lungs were evaluated at 4 hr (the cytokine MIP-2) or 24 hr (all other responses) after dosing, as described previously (Seagrave et al. 2002) . Lungs were removed and weighed, and then cells, protein, enzymes, and chemical mediators of inflammation were measured in bronchoalveolar lavage collected from the right cardiac, diaphragmatic, and intermediate lobes.
The left lung was then fixed and examined by light microscopy for histologic evidence of inflammation and tissue damage. In all, 11 lung response variables were measured. Bacterial mutagenicity was evaluated in Ames tester strains TA98 and TA100, both with and without metabolic activation by a liver microsome preparation (S9) (Seagrave et al. 2002) . Dose-response relationships were analyzed for each variable and for each emission sample, and (toxic) potency factors were derived from these analyses (Seagrave et al. 2002) .
Normalization of data for multivariate data analysis. Data were normalized to weight fraction before statistical analysis by dividing the composition values by the sum of PM and SVOC mass (i.e., composition per unit of total mass). PM was the mass determined on the filter and extracted into solution. As discussed previously (Seagrave et al. 2002) , the extraction protocol used to transfer PM into suspension involved agitation, gentle brushing, and sonication in acetone. Analysis of aliquots of the particle extracts was used to measure the recovery of the mass of material in solution compared with the mass weighed on filters before extraction. The recovery for PM was 80-100% for gasoline exhaust samples and 65-70% for diesel exhaust samples. The decreased extraction efficiency for the diesel exhaust samples was likely caused by difficulty in removing elemental carbon from the filters. The SVOC mass was determined by gravimetric analysis of spikes of extracts that were evaporated to dryness to remove the solvent (acetone). Because the compositional data are not reported as weight fractions elsewhere (Zielinska et al. 2004 reported emission rates), we include discussion on the mass composition of the samples and also include the data as Appendix 1 of this report. Multivariate data analysis (pattern recognition and prediction). The compositional data were structured in an X-matrix with one row per exhaust sample (i.e., a total of seven rows) and one column per predictor variable (initially, 184 compositional parameters). The mutagenicity and lung toxicity data were structured in a Y-matrix with seven rows and one column per response variable (i.e., a total of 15 responses). Multivariate data analysis was performed with Simca-P 10.0 (Umetrics, Umeå, Sweden). PCA (Jackson 1991) was performed on the X-matrix to evaluate similarities between mixtures and on the Y-matrix to group responses. PLS was used for the regression modeling to correlate the measured responses to the compositional parameters (Wold et al. 1984) . PLS was used for the regression modeling because it overcomes the problems of intercorrelated predictor variables and data matrices where the number of variables exceeds the number of samples (Kettaneh-Wold 1992; Kvalheim 1989) .
The purpose of PCA is to define "structure," or patterns, in data that exist in multiple dimensions. Both the PCA and PLS techniques use the same basic data simplification principles by projecting linear planes (or hyperplanes) into a multidimensional grouping of data (Kettaneh-Wold 1992; Kvalheim 1989) . A principal component or a PLS component is a straight least-squares regression line (or plane) through the sample points in the multidimensional space (Sjogren et al. 1996) . Each component will "explain" a portion of the variance in the data set. Typically, multiple components are required to explain most of the variance. However, it is desirable to have few principal or PLS components relative to the number of samples for optimal confidence in the outcome of the analysis.
The primary difference between PCA and PLS is that PCA is performed on one data matrix (e.g., X or Y) and PLS evaluates both (X and Y) simultaneously to both develop a predictive model (e.g., predict Y from X) and to evaluate relationships between specific X and Y variables (e.g., which chemicals covary with toxicity?). PCA is first used to identify characteristics of data in either the X-or Y-matrix. The principal outcome of this analysis is the identification of data that "cluster" together similarly and thus are assumed to have a systematic relationship. This application of PCA is illustrated in "Results" by the finding that mutagenicity and pulmonary toxicity variables did not cluster together but that variables within each category did cluster together. This indicated that separate PLS models would be needed for mutagenicity and toxicity.
A PCA analysis was first conducted on the 7 × 184 X-matrix to evaluate similarities between samples by "score plots" and on the on subsets and groups of predictor variables, as explained in "Results." Before analyses, the data were mean centered and scaled to unit variance as described previously (Jackson 1991; Wold et al. 1984) . Data distributions were evaluated and determined to require no further normalization (e.g., log transformations) before analysis. The results of the PLS analysis were evaluated in terms of both goodness of fit (R 2 , analogous to Pearson correlation coefficient) and goodness of prediction (Q 2 , determined by cross-validation procedures described in Appendix 2). Each response end point was modeled individually (15 total), and the model results were evaluated by cross-validation procedures. To ascertain that the overall PLS models contained systematic (nonrandom) associations, we validated the models by performing PLS after randomizing (reordering) the values in the Y-matrix as described previously (Eide et al. 2001) . This validation procedure is referred to as validation by response permutation (van der Voet 1994). A more detailed description of the validation approach and an example for the validation of one model are included in Appendix 2.
Results
Composition of emission samples. The mass composition of the emission samples is summarized in Figure 1 . These results have been reported elsewhere (Zielinska et al. 2004 ) but only in units of mass/mile traveled. The normalemitter and black-smoker gasoline samples were composed primarily of vapor-phase SVOC mass, whereas the others were composed primarily of PM. The PM composition ranged from approximately 20 to 95% organic carbon, with no obvious distinction in the proportion of organic carbon between diesel-and gasolinepowered vehicles. This plot does not portray the differences in specific organic classes; the data for individual chemical species are reported in Appendix 1.
The proportions of elements and PAH compounds among these samples were variable, and there was no clear difference in the classifications of vehicles (e.g., high emitter vs. normal emitter or gasoline vs. diesel) that emit higher proportions (as a weight fraction) of any of these classes. In contrast, the higher-emitting vehicles clearly showed higher proportions of the hopane and sterane compounds (components of lubricating oils).
Principal component analysis. The loading plot shown in Figure 2 was obtained from PCA on the toxicity data and shows the clustering of the 15 different toxicity measurements according to their similarity in responses to the exhaust samples. The 11 lung toxicity responses clustered together in one group, whereas the four bacterial mutagenicity responses occurred at different spots. This indicated that the lung toxicity responses were associated with similar chemical components and that these components were different from those associated with the mutagenicity responses. As a consequence, regression modeling with PLS was done with the 11 lung toxicity end points simultaneously (it is advantageous to use multiple responses because they will support one another in the model), and the four mutagenicity end points were modeled separately.
PLS analysis of lung toxicity data. The goal in developing the PLS model was to explain the most variation in the data using the smallest number of PLS components. Initially, PLS was performed with all 184 compositional variables versus the 11 lung toxicity responses. Although it was possible to obtain a PLS model with high R 2 and relatively high Q 2 with all 184 predictor variables, validation by response permutation showed that the overall PLS model could be due to chance because of the large number of compositional variables relative to the relatively small number of samples. To alleviate this, we performed the PLS analysis after grouping most of the individual compositional variables by chemical class (e.g., hopanes) or subclass (e.g., two-ring PAHs). ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ The number of variables was reduced from 184 to 34, and PLS was carried out with these 34 variables versus the 11 lung toxicity responses. The resulting PLS model performance was acceptable (R 2 = 0.95; Q 2 = 0.35) with only two PLS components and was hence used only to obtain first-pass indication of which groups of compounds associated (covaried) most strongly with the lung toxicity responses. According to loadings and PLS regression coefficients (not shown), the variables that associated most strongly with the 11 toxicity responses were particulate organic carbon, select thermal fractions of the carbon analysis, and the hopane and sterane classes of compounds.
The 34-variable PLS model was followed by a PLS model in which some compositional variables were ungrouped into their individual compounds (the hopanes and steranes). This gave a final 68-variable X-matrix ( Table 2) that performed well ( Figure 3 shows performance for each lung toxicity measurement; overall model performance: R 2 = 0.93; Q 2 = 0.72), accounting for approximately 70% of the variation in the data by just two PLS components (53 and 15% by the first and second PLS components, respectively). Each of the 11 toxicity response PLS models showed satisfactory-to-excellent performance in the validation by permutation tests (results of validations not shown, except the example given in Appendix 2). The model performance indicators for each lung response category (Figure 3 ) indicated that the model had better predictive capability for direct measures of inflammation (e.g., cell count, histopathology) than for indirect indicators (e.g., MIP-2). An example of the high quality of the model prediction is shown in Figure 4 , which illustrates the observed versus predicted response for histologic evidence of lung inflammation.
Once the predictive model was determined, the strength of association (PLS loadings) between the chemical components and the individual lung toxicity responses was evaluated in a loading plot ( Figure 5 ). This plot, analogous to the plot shown in Figure 2 for the 15 toxicity variables, shows the clustering of toxicity and chemical component variables, illustrating the chemical components that were most closely associated (covaried) with lung toxicity. The plot combines the covariance from the two PLS components that were required for the 68-variable model. The chemical variables have been abbreviated or grouped in the plot, and the full names associated with the abbreviations are given in Table 2 (the abbreviations give an indication of the chemical class). The components that had the strongest association with lung toxicity were most of the hopanes, steranes, and particle-phase organic carbon. The hopanes and steranes are compounds that are found in crude oil and are thus emitted as part of the crankcase oil emissions. These compounds are derived from the diagenesis of plant materials (e.g., conversion of phytosterols to steranes). Their characteristic structures have been described elsewhere (e.g., Rogge et al. 1993 ). The analysis of fuel and crankcase oil collected from the vehicles studied here (reported in Zielinska et al. 2004) showed that the hopanes and steranes were in high concentrations in oil (as expected) and only trace amounts of the steranes were observed in fuel. High-oil-burning vehicles will also show large amounts of particle-phase organic carbon. The most volatile thermal fractions from the carbon analysis along with one elemental carbon temperature fraction and nitrate also covaried with the lung toxicity responses. Other components, namely, the metals and PAHs, had little or no correlation with the lung responses.
PLS analysis of mutagenicity data. PLS of the mutagenicity data using either the complete set (184) or the first reduced set (34) of chemical variables in the X data matrix was performed without satisfactory results. The 34-variable data set grouped together the chemical components that were known, based on previous studies, to be mutagenic. However, grouping by compound classes did not reveal associations between composition and mutagenicity and did not yield satisfactory performance in the PLS model. A separate strategy for configuring the X data matrix was adapted that ungrouped the individual nitro-and oxy-PAHs known to be direct mutagens and used them in a reduced data set of 23 variables (Table 3 ). The best model performance (R 2 = 0.98; Q 2 = 0.73) was obtained with these variables applied to the TA98 and TA100 strains without S9 metabolic activation. Figure 6 shows the observed versus predicted mutagenicity with this PLS model for strain TA100. The models for TA98 and TA100 could explain approximately 60% of the variation with three PLS components. In contrast, PLS models did not perform well for TA98 and TA100 strains with metabolic activation (not shown). This was not surprising because most of the mutagens that have been implicated in engine exhaust are direct acting (e.g., do not require metabolic activation). In addition, the presence of S9 may suppress mutagenicity by inactivating or adsorbing certain mutagens (Shah et al. 1990) . Figure 7 shows the loading plot with combined mutagenicity and chemical variables. Similar to what was expected based on the known mutagenicity of these compounds, the particle-bound higher-molecular-weight nitro-PAH compounds had the highest association with mutagenicity, whereas most of the oxy-PAHs and volatile nitro-PAHs had poor or no association. The similarity between the PLS model associations identified in this study and chemical components that were previously known to drive mutagenicity helped validate the PCA/PLS approach for evaluating composition-response relationships for lung toxicity, for which composition-response relationships were not known in advance.
Discussion
The present study represents a step toward a better understanding of the physical-chemical components of engine emissions presenting the greatest lung health hazards. There is growing recognition of the need to develop a more integrated understanding of the air quality-health relationship (Mauderly 2003 Table 2 for abbreviations.
a Carbon analysis fractions. ▲ ▲ ▲ ▲ ▲ ▲ ■ ■ ▲ ▲ ▲ ▲ ▲ ■ ■ ■ ■ ■ ■ ■ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ■ ■ ▲ ▲▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ■ National Research Council 2001), but disentangling the relative roles of air contaminants in complex environmental pollution and source emissions has progressed slowly. Except for the biodirected fractionation approach that identified certain nitro-PAHs as driving bacterial mutagenic responses, there has been little progress in determining the specific species causing the effects of physically and chemically complex combustion emission mixtures. Most epidemiology and toxicology has focused on specific pollutants (e.g., unspeciated PM or nitrogen dioxide) or treated complex emission exposure atmospheres as a single material. Studies comparing the effects of filtered and unfiltered emissions (Maejima et al. 2001) or the effects of the elemental carbon and extractable organic fractions of diesel soot (Nel et al. 2001 ) are examples of simplified biodirected fractionation but fall far short of testing the roles of the full range of emission species. Epidemiologists commonly employ multivariate analyses involving multiple environmental pollutants, but have data for only a few pollutant species and usually focus on determining the influence of copollutants on estimates of the effects of the single pollutant (or class, e.g., PM) of chief interest (Samet et al. 2000) . In a study conceptually more similar to the present study, Wellenius et al.
(2003) applied multivariate regression modeling to data from multiple exposures of dogs to concentrated ambient air PM to identify an association between silicon and cardiac effects, but studied only the PM fraction of pollution and did not have data on speciated organic compounds. There are no previous reports of the use of multivariate analyses to disentangle the roles of both the vapor and PM organic phases of engine emissions. This study, although certainly an oversimplification of environmental exposures to inhaled emissions, demonstrates that PCA/PLS has potential for exploring complex exposure composition-health response associations, given a suitable data set. The utility of this approach in identifying putative causal agents in diesel exhaust samples had been demonstrated but with only a single health response (mutagenicity) and a larger number of samples (Eide et al. 2002) . A challenge in applying PLS in the present study was the inclusion of many health responses (15) and composition variables (184) but only seven samples-a very practical situation in view of the limited sample (or exposure) number and diversity typical of environmental studies. The approach worked well largely because of success in grouping covarying composition and response variables and reducing their relationships into a number of principal components smaller than the number of samples. Grouping compositional components by class, however, has the disadvantage of making the often-false assumption that all species within the class are equally toxic per unit of mass or that the proportions among the grouped compounds are similar. This assumption was certainly not true for mutagenicity, in which case total nitro-PAH mass was poorly predictive, but foreknowledge of the mutagenicity of particular species allowed development of a more focused and highly predictive model. In the absence of little previous information on the contributions of individual components, as was the case for lung toxicity, iterative approaches to grouping the composition into classes and disaggregating classes into individual compounds can be used to explore and optimize models. The small number of samples also raised the possibility that apparently meaningful composition-response relationships could reflect random (nonsystematic) statistical associations. The cross-validation and confirmatory steps were critical to developing confidence that the associations portrayed by the models having the best fit and predictive performance were in fact systematic (nonrandom). Overall, the results suggested that PCA/PLS can be useful for identifying composition-response associations for complex exposures even when the number of exposure cases is small. An alternative to grouping and variable selection is hierarchical PLS [described by Wold et al. (1996) ], which was used (not shown) to confirm the conclusions of the PCA/PLS results presented in this article.
The use of collected and processed samples, wherein acetone was used to extract species from the collected exhaust material, was a limitation of this study. First, the exhaust collections account for only a portion of the exhaust. Although attempts were made to quantitatively remove 100% of the PM from the filters, only approximately 65-70% of the PM from diesel exhaust samples with high amounts of inorganic carbon could be removed. Although the vapor-phase SVOCs were collected, the samples did not include the most volatile vapor and gas components of the exhaust. In addition, it is known that chemical artifacts can be induced during sample collection and processing (Arey et al. 1988) , and it is possible that there were potentially important compositional differences between the collected samples used for this study and the original emissions. However, confidence in the present results derives from the fact that the hopanes and steranes having the strongest associations with toxicity are not formed by artifact, are chemically stable (not prone to decomposition), and are known components of lubricating oil. Thus, although the roles of components that might have been lost during sample processing could not be tested, the components most strongly associated with the lung responses were extremely unlikely to be artifacts. Instillation of extracted material into the lung has limitations in evaluation of the health hazard of materials that are inhaled in the environment. The instillation of collected nonvolatile material could not accurately mimic the particle size-dependent deposition pattern of inhaled PM. The comparative utility of dosing by inhalation and instillation has been reviewed (Driscoll et al. 2000) , and although inhalation remains the "gold standard" for hazard assessment, instillation has proven useful for comparing effects among samples and screening for potential cause-effect relationships. Exposure of cultured cells is another alternative to inhalation for comparative toxicity screening, but work preceding the present analysis demonstrated that lung responses to instilled samples and responses of cultured epithelial cells and lung macrophages to the same samples gave quite different sample rankings (Seagrave et al. 2003) . Compared with cell culture, lung instillation was considered the more relevant approach for identifying potential public health hazards. In view of the difficulty, cost, and time requirements of conducting inhalation exposures to a wide range of vehicle emissions, the study provided a test of the utility of a practical, albeit limited, approach to identifying chemical composition-toxicity associations warranting closer examination.
However good the models developed from the present sample set might be, caution must be exercised in extrapolating these results broadly to all gasoline and diesel engine emissions. The concordance of the present results for mutagenicity with preexisting information on the importance of nitrogenated PAHs in different combustion emissions (e.g., Lewtas et al. 1992) suggests that the mutagenicity model might be broadly applicable to normal-and highemitting gasoline and diesel engines and lends confidence that the lung toxicity results are also likely to be valid beyond this sample set. However, it is clear that lung toxicity was driven largely by the coincident differences in composition and toxicity between the samples from high-emitting and normal-emitting vehicles. The finding that lubricating oil tracers were highly associated with lung toxicity in this sample set does not necessarily mean that oil emissions would be the major determinant of lung toxicity in all engine emissions, and especially among emissions from engines having low oil consumption. The addition of more samples to the analysis, and especially samples differing even more markedly in composition, would bolster confidence in the results and their applicability across a broader spectrum of engine emissions. Regardless, the present results strongly indicate that attention should be given to oilderived as well as fuel-derived emissions and suggest that as total emissions from fuel combustion continue to fall, oil-derived emissions could contribute relatively more to any residual health hazards.
There is little information on the effects of motor oil in the lung. Subchronic inhalation exposure of rats to high concentrations of aerosolized petroleum oils, including a formulation representing unused motor oil, produced only modest toxicity (Dalbey 2001) . It is likely that the toxicity of motor oil increases with use. Zielinska et al. (2004) analyzed the composition of fuel and crankcase oil from the vehicles used in the present study. They reported that diesel fuel was enriched in light and semivolatile PAHs compared with gasoline fuel. In contrast, used oil from the gasoline-powered vehicles in this study was enriched in PAHs, including heavy, particlephase PAHs, compared with used diesel oil. Lubricating oil in the gasoline vehicles apparently serves as a "sink" for the partitioning of combustion-or fuel-derived components; thus, it is important to consider the time in use of oil in studies of the contribution of oil components to the toxicity of engine emissions. Only one study has investigated the toxicity of used motor oil; Costa and Amdur (1979) reported a 28% increase in pulmonary resistance in guinea pigs exposed to used motor oil, but the variability in the pulmonary measurements rendered the difference from control animals insignificant. Clearly, more work needs to be done to investigate the toxicity of used motor oil as it is emitted in motor vehicle emissions.
A final caveat is that the statistical composition-response associations resulting from this work do not prove causality. There is considerable information indicating that nitro-PAHs cause mutations in bacteria, but there is little information on the effects of hopanes and steranes in the lung. It is possible that these putative agents could have covaried in mass concentration with unknown proximal causal species, rather than actually causing the responses. Although the composition of the samples was determined in detail, the measured mass by organic speciation accounted for only a small percentage (average ~10%) of the total SVOC + PM mass. Additional samples having different toxicity and chemical composition would strengthen the confidence in the observed associations. The causality of specific chemical classes or components of exhaust can be examined in complementary studies, including exposure to inhaled emissions containing different contributions from crankcase oil, "doping" samples with the putative causal agents, and/or progressive fractionation and testing of samples (i.e., bioassay directed fractionation).
The bioassay-directed fractionation approach may be useful for confirming and further evaluating the components that correlate with pulmonary toxicity. However, an important consideration in applying bioassaydirected fractionation for pulmonary toxicity is the much larger effort and cost of the in vivo assays relative to the simpler, less expensive bacterial mutagenicity assays that have been used. As mentioned above, in vitro testing with lung cells ranked the samples quite differently from the in vivo results (Seagrave et al. 2003) . Because in vivo toxicity should be more relevant to human health hazard than in vitro results, it appears unlikely that biodirected fractionation for nonmutagenic lung toxicity can be done using in vitro assays.
Conclusions
Despite its several limitations, this study provides important insights into the physicalchemical components of engine emissions that most strongly influence the toxicity of inhaled emissions. We extend the previous conclusion (Seagrave et al. 2002 ) that highemitting vehicles contribute disproportionately to the health hazards of engine emissions, to conclude now that crankcase oil-derived, particle-associated organic compounds may contribute strongly to the inflammatory effects of inhaled emissions from high-emitting vehicles. Importantly, the chemicals most closely associated with pulmonary toxicity were different from the chemicals (e.g., nitro-PAHs and oxyPAHs such as quinones) that were associated with bacterial mutagenicity. This is especially important considering the small amount of information available on chemicals that are associated with pulmonary toxicity. Further work is warranted to confirm the causality of specific classes and compounds, to confirm that oil-derived components are important to the toxicity of inhaled (as well as instilled) emissions, and to determine the relative importance of oil-versus fuel-derived components to the health hazards of emissions from a broader range of normal-and high-emitting vehicles. Moreover, we conclude that the PCA/PLS analytical strategy shows promise for disentangling composition-response associations, even when the exposures are extremely complex, the number of exposures is limited, and multiple responses are measured. In such situations, the success of the approach hinges on the extent to which composition and response variables can be lumped into covarying groups such that predictive models require a number of principal components substantially less than the number of exposures. Methods for evaluation of statistical modeling results. The PLS model results were evaluated based on indices of goodness of fit (R 2 ) and prediction capacity (Q 2 ). The R 2 goodness of fit coefficient is analogous to the multiple regression correlation coefficient (squared Pearson product-moment correlation between observed and predicted Y-values). Although this index provides insight into the strength of the observed association between model-predicted and observed health outcomes, it is not necessarily a reliable measure of the predictive capacity of models. Q 2 is calculated for this purpose. Based on the cross-validation technique described by Wold (1978) , Q 2 assesses the model's ability to predict health outcomes for each individual sample when that sample is not used in the PLS model. The Q 2 goodness of prediction parameter is similar to R 2 in that it is based on the sums of squares of prediction errors. However, unlike the prediction errors used in calculating R 2 , the prediction errors for Q 2 are independent of the prediction itself, rendering Q 2 a more reliable index of prediction performance. Both R 2 and Q 2 values were calculated for model predictions on the original data matrix as well as for 20 random orderings of the Y (health outcomes) data matrix, while keeping the X-matrix (emissions sample composition) fixed. should exhibit a linear relationship, and the estimated intercept should be near zero. The R 2 value may be in the acceptable range even when the variation in the Y-matrix yields an unacceptable Q 2 , indicating that data exhibit correlations by chance but there are no clear differences in the associations between specific predictor variables and the dependent variables. This illustrates the importance of using the Q 2 criterion with permutation testing of these models, which is not always conducted and reported in the literature.
The overriding difficulty in performing the present analysis was the large number of predictor (composition) variables and relatively smaller number of emission samples on which to examine health outcomes. Without some strategy to group (and reduce) the number of composition variables, the identification of systematic (nonrandom) relationships between the composition variables and health outcomes might prove impossible. The strategy for grouping predictor variables focused on composites (sums) of chemical classes or subclasses. This strategy allowed greater interpretive ability because the importance of specific classes of components could be identified. Compounds were also grouped because the lower number of predictor variables improved the model performance (R 2 , Q 2 ). The problem with grouping compounds in a particular chemical class is that the assumption is made that the individual compounds within that group contribute equally to toxicity. If there are differences among the toxicity of individual components, combining them might mask the effects of the most important components. In addition, grouping compounds masks the differences in the concentrations of individual compounds among the group.
Validation of statistical model, example. Each iteration of the PLS model was systematically validated as described herein. This began with evaluation of the performance parameters (R 2 and Q 2 , with 1.0 being perfect correlation or goodness of fit or prediction, respectively) of the base model, and was followed by validation by response permutation to ensure that the overall model was robust and not due to chance (random associations). As described, the final model plausibility was based on the relationship between corr[Y 1 ,Y r ] and the Q 2 associated with reordered response (in this study, response is toxicity) data. Here we give one example ( Figure A2-1 Figure A2-1) had an intercept near zero, indicating that the base model associations were nonrandom. An important point that is illustrated by this scatter plot is that each of the reordered Y-matrix models showed acceptable R 2 , even when there was poor Q 2 . This is important because models that rely on R 2 alone may show correlations between variables that are actually random associations, and this would not be detected without validation using the Q 2 criteria.
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