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1
Abstract
In this paper, we examine covering graphs that are obtained from
the d-dimensional integer lattice by adding pendant edges. In the
case of d = 1, we show that the Laplacian on the graph has a spectral
gap and establish a necessary and sufficient condition under which the
Laplacian has no eigenvalues. In the case of d = 2, we show that there
exists an arrangement of the pendant edges such that the Laplacian
has no spectral gap.
1 Introduction
1.1 Definitions and examples
Let G = (V (G), E(G)) be an undirected graph, where V (G) and E(G) are
the sets of vertices and edges, respectively. We denote an edge that connects
vertices x and y as an unordered pair {x, y} and write x ∼ y if {x, y} ∈ E(G).
For a vertex x ∈ V (G), we denote the number of edges incident to x as degx,
i.e., degx = #{y | y ∼ x}. A vertex x is called an end vertex if degx = 1,
and an edge that contains an end vertex is called a pendant edge. In this
paper, we first consider a graph satisfying the following conditions:
(G1) {(n, 0) ∈ Z × {0, 1} | n ∈ Z} ⊂ V (G) ⊂ Z × {0, 1} and a vertex
(n, 0) ∈ V (G) is connected to (n± 1, 0) ∈ V (G).
(G2) If (n, 1) ∈ V (G), then (n, 1) is an end vertex connected to (n, 0) and
deg(n, 0) = 3. If (n, 1) 6∈ V (G), then deg(n, 0) = 2.
Such a graph is obtained by adding pendant edges to the one-dimensional
lattice Z, in which case a vertex n ∈ Z and an end vertex connected to n ∈ Z
are identified with (n, 0) ∈ V (G) and (n, 1) ∈ V (G), respectively. Let
ℓ2(V (G)) =
{
ψ : V (G)→ C
∣∣∣ 〈ψ|ψ〉 <∞}
be the Hilbert space of square summable functions on V (G) with the inner
product:
〈ψ|φ〉 =
∑
x∈V (G)
ψ(x)φ(x)degx, ψ, φ ∈ ℓ2(V (G)).
The transition operator LG is a bounded self-adjoint operator on ℓ
2(V (G))
defined as
(LGψ)(x) =
1
degx
∑
y∼x
ψ(y), ψ ∈ ℓ2(V (G)).
2
We are interested in the spectrum σ(−∆G) of the (negative) Laplacian −∆G
defined by −∆G = 1 − LG. From the spectral mapping theorem, we know
that σ(−∆G) = {1−l | l ∈ σ(LG)} and that σp(−∆G) = {1−l | l ∈ σp(LG)},
where σp(L) denotes the set of eigenvalues of the operator L. Hence, we know
that LG has a spectral gap (resp. an eigenvalue) if and only if −∆G has a
spectral gap (resp. an eigenvalue). In this paper, we consider the spectrum
σ(LG) of the transition operator LG.
A trivial example of a graph G with properties (G1) and (G2) is the one
dimensional lattice Z, i.e. G has no pendant edges. It is well known and
easy to show that σ(LZ) = [−1, 1] and that LZ has no eigenvalues.
Adding a single pendant edge to each vertex of the lattice Z, we obtain a
graph G1,1 such that V (G1,1) = Z× {0, 1} (see Figure 1, where we denote a
vertex identified with an integer and an end vertex by© and△, respectively).
G1,1 satisfies properties (G1) and (G2). Simple calculations establish that
σ(LG1,1) =
[
−1,−1
3
]
∪
[
1
3
, 1
]
and that LG has no eigenvalues. In particular, LG1,1 has a spectral gap.
Figure 1: Graph G1,1.
In what follows, we consider a graph G2,1 whose pendant edges are connected
to alternate vertices of Z: V (G2,1) = {(n, 0) | n ∈ Z} ∪ {(2n+ 1, 1) | n ∈ Z}
(see Figure 2). G2,1 satisfies (G1) and (G2). Simple calculations show that
σ(LG2,1) =
[
−1,− 1√
3
]
∪ {0} ∪
[
1√
3
, 1
]
and that 0 is an eigenvalue of LG2,1 . Hence, LG2,1 has a spectral gap and a
zero eigenvalue.
3
Figure 2: Graph G2,1.
We note that graphs G such as G1,0 ≡ Z, G1,1 and G2,1 have the following
periodicity:
(G3) There exists a number r ∈ N such that
(n+ r, 1) ∈ V (G) if and only if (n, 1) ∈ V (G). (1.1)
We use G to denote the set of graphs that satisfy conditions (G1) - (G3). Each
graph G ∈ G is a covering graph. The spectral properties of the Laplacian
on general covering graphs are reported in [2]. In this paper, we focus on the
covering graphs G ∈ G and investigate the spectrum of LG in detail. Give an
n ∈ N and r satisfying (1.1), we define the following subset of V (G), which
we call a cell of G:
Vn,r(G) = {(n+m, s) ∈ V (G) | m = 0, 1, · · · , r − 1, s = 0, 1}.
We note that the following relationships hold:
V (G) =
⋃
n∈Z
Vnr,r(G), Vnr,r(G) ∩ Vmr,r(G) = ∅ (n 6= m).
We use s(r) to denote the number of end vertices in the cell V1,r(G) :
s(r) = #{(n, 1) ∈ V (G) | n = 1, 2, · · · , r}.
For instance, we have r(G1,0) = 1, s(G1,0) = 0; r(G1,1) = 1, s(G1,1) = 1 and
r(G2,1) = 2, s(G2,1) = 1.
We say that G and H are isomorphic and write this as G ≃ H if there
exists a bijection φ : V (G) −→ V (H) such that φ(x) ∼ φ(y) if and only if
x ∼ y. For any graphs G, H ∈ G , G ≃ H holds if and only if there exists a
number r satisfying (1.1) for both G and H such that V1,r(G) = Vn,r(H) for
some n ∈ Z. If G ≃ H , then σ(LG) = σ(LH).
A graph G ∈ G is uniquely determined (up to isomorphism) by the num-
ber s(r) of (n, 1) ∈ V1,r(G) and the arrangement of (n, 1) ∈ V1,r(G). In par-
ticular, the graph G ∈ G with s(1) = 1 has a single end vertex (1, 1) ∈ V (G)
in the cell V1,1(G), and hence G = G1,1. A graph G ∈ G with s(2) = 1 has
a single end vertex (n, 1) ∈ V (G) in the cell V1,2(G); hence, G is isomorphic
to G2,1. Similarly, for any r ∈ N we can define a graph Gr,1 ∈ G that has a
single end vertex (n, 1) ∈ V (G) in the cell V1,r(G). Clearly, Gr,1 is uniquely
determined up to isomorphism. For any r ∈ N, we can define a graph Gr,r−1
such that s(r) = r − 1, i.e. the number of end vertices (n, 1) ∈ V (G) in the
cell V1,r(G) is equal to r − 1.
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On the other hand, in the case where s(r) 6= 1 or s(r) 6= r − 1, there
are a variety of graphs that are not isomorphic to each other. In general,
for two graphs G and G˜ which are not isomorphic to each other, we cannot
expect that σ(LG) = σ(LG˜). For instance, assuming r = 4 and s(r) = 2, we
have two different graphs as follows: 1) if the end vertices (n, 1) ∈ V1,4(G4,2)
are connected to alternate vertices, then the graph G4,2 ∈ G is isomorphic to
G2,1, and 2) the graph G˜4,2 ∈ G with end vertices (1, 1) and (2, 1) ∈ V1,4(G˜4,2)
satisfies s(4) = 2 but is not isomorphic to G2,1. See Figures 3 and 4.
V1,4(G4,2)
Figure 3: Graph G4,2 ∈ G has end vertices (1, 1) and (3, 1) ∈ V1,4(G4,2).
V1,4(G˜4,2)
Figure 4: Graph G˜4,2 ∈ G has end vertices (1, 1) and (2, 1) ∈ V1,4(G˜4,2).
As we shall see later, the spectra of LG2,1 and LG4,2 are different. In particular,
LG2,1 has zero as an eigenvalue whereas LG4,2 has no eigenvalue.
1.2 Results
Let G× = G \ {Z}. We first identify spectral properties of LG that hold for
all graphs G ∈ G×.
Theorem 1.1. Let G ∈ G×. Then the following hold:
(1) σ(LG) ⊂ [−1, 1] is symmetric with respect to zero.
(2) There exists a constant ǫ > 0 such that
(−ǫ, 0) ∪ (0, ǫ) ⊂ ρ(LG),
where ρ(LG) denotes the resolvent set of LG.
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(3) There is no eigenvalue in σ(LG) \ {0}.
We will prove Theorem 1.1 in Section 3; here we will make two comments
about the theorem: (i) The symmetry of σ(LG) with respect to zero in The-
orem 1.1 (1) comes from the bipartiteness of G ∈ G . If we remove condition
(G2) from the assumptions of Theorem 1.1, (1) will not hold true in general,
as shown in Figure 5.
Figure 5: Let G be a graph satisfying (G1) and (G3) with r = 2 and suppose
that s(2) = 1, deg(n, 0) = 3, and (1, 1) ∈ V1,2(G) is connected to vertices
(1, 0) and (2, 0). Then (G2) does not hold. We observe that 1 ∈ σ(LG), but
−1 6∈ σ(LG); hence, Theorem 1.1 (1) does not hold.
(ii) Theorem 1.1 (2) implies that for all graphs G ∈ G×, LG has a spectral
gap around zero. The situation is different from the two-dimensional case. In
Section 5, we will prove the following for graphs obtained from Z2 by adding
pendant edges:
(a) there is an arrangement of pendant edges such that the Laplacian has
no spectral gap (Theorem 5.1 (a));
(b) there is an arrangement of pendant edges such that the Laplacian has
a spectral gap (Theorem 5.1 (b)).
In a companion paper [4], we study graphs obtained from the hexagonal lat-
tice by adding pendant edges and establish results similar to that mentioned
above. We believe that the spectra of the Laplacians on such graphs are
related to the electronic structure of hydrogenated graphenes and graphane;
see [1] for details.
Subsequently, we introduce a decomposition of the cells of a graph G in
order to formulate the condition under which LG has an eigenvalue. From
Theorem 1.1 (3), we know that only the zero eigenvalue can exist: if it exists,
then it is an isolated eigenvalue of LG. For any r satisfying (1.1), we define
Ur(G) = {(n, 0) ∈ V1,r(G) | (n, 1) 6∈ V1,r(G)}.
Without loss of generality, we can assume that (1, 1) ∈ V1,r(G) because there
exists a graph G˜ isomorphic to G such that (1, 1) ∈ V1,r(G˜). Letting p˜(r) =
#Ur(G), we can write
Ur(G) = {(n1, 0), (n2, 0), · · · , (np˜(r), 0)}
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with 1 < n1 < n2 < · · · < np˜(r). Then there exist a p(r) with 1 ≤ p(r) ≤ p˜(r)
and l1, l2, · · · , lp(r) ≥ 1 such that Ur(G) can be decomposed into the connected
subgraphs Ui (i = 1, 2, · · · , p(r)):
Ur(G) =
p(r)⋃
i=1
Ui, (1.2)
where
Ui =
{(
m1+∑i−1j=1 lj
, 0
)
,
(
m2+∑i−1j=1 lj
, 0
)
, · · · ,
(
m∑i
j=1 lj
, 0
)}
(1.3)
with
mt+1 −mt = 1, t = 1 +
i−1∑
j=1
lj , 2 +
i−1∑
j=1
lj , · · · , li − 1 +
i−1∑
j=1
lj
mt+1 −mt > 1, t =
i∑
j=1
lj , i = 1, 2, · · · , p(r)− 1
and
∑p(r)
i=1 li = p˜(r). See Figure 6 for an example. We use •, ◦ and △
to denote the vertices (n, 0) ∈ Ur(G), (n, 0) 6∈ Ur(G) and (n, 1) ∈ V1,r(G),
respectively. Clearly, this decomposition is unique.
V1,r(G)
U2U1
Figure 6: Let G ∈ G satisfy (1.1) with r = 6, and let (1, 1), (5, 1) ∈ V1,6(G) be
the end vertices of G. Then the decomposition of U6(G) is U6(G) = U1 ∪ U2
with U1 = {(2, 0), (3, 0), (4, 0)} and U2 = {(6, 0)}.
We have the following theorem:
Theorem 1.2. Let G ∈ G× and let Ur(G) =
⋃p(r)
i=1 Ui be the decomposition
defined in (1.2). Then zero is an eigenvalue of LG if and only if there exists
an i ∈ {1, 2, · · · , p(r)} such that li = #Ui is odd.
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We will prove Theorem 1.2 in Subsection 3.3.
Because, by virtue of (G3), LG is translation invariant for any G ∈ G , we
can produce more detailed information about the spectrum of LG. For an r
that satisfies (1.1), we define the operator Tr : ℓ
2(V (G)) −→ ℓ2(V (G)) as
(Trψ)(n, s) = ψ(τr(n, s)), ψ ∈ ℓ2(V (G)),
where τr(n, s) = (n + r, s). We can show that LG commutes with Tr, i.e.
[LG, Tr] = 0 because for any ψ ∈ ℓ2(V (G)),
(TrLGψ)(n, s) = (Lψ)(τr(n, s)) =
1
deg(τr(n, s))
∑
y∼τr(n,s)
ψ(y)
=
1
deg(n, s)
∑
τ−1r (y)∼(n,s)
ψ(y) =
1
deg(n, s)
∑
y˜∼(n,s)
ψ(τr(y˜))
= (LGTrψ)(n, s),
where we have used the fact that deg(τr(n, s)) = deg(n, s) and set y˜ = τr(y).
Let Xr(G) = {(n, 0) ∈ V1,r(G) | (n, 0) 6∈ Ur(G)} and set
Xr(G) = {(i1, 0), (i2, 0), · · · , (is(r), 0)}, i1 < i2 < · · · < is(r). (1.4)
As mentioned above, we can assume that i1 = 1 without loss of generality.
We define an identification ι : V (G) −→ Z× {1, 2, · · · , r + s(r)} with
ι(nr + j, s) =
{
(n, j) if j = 1, · · · , r and s = 0,
(n, r + p) if j = ip, p = 1, 2, · · · , s(r) and s = 1.
for (nr+ j, s) ∈ Vnr,r(G), and we define a unitary operator J : ℓ2(V (G)) −→
ℓ2(Z;Cr+s(r)) as
(Jψ)(n) =
 ψ1(n)···
ψr+s(r)(n)

with ψi(n) = ψ(ι
−1(n, i)) (i = 1, 2, · · · , r + s(r)). The inner product of
ℓ2(Z;Cr+s(r)) is
〈Jψ|J φ〉 :=
∑
n∈Z
〈Jψ(n), DJ φ(n)〉Cr+s(r)
with D = diag(d1, d2, · · · , dr+s(r)) and
di = deg(ι
−1(n, i)), i = 1, · · · , r + s(r).
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Note that di is independent of n ∈ Z because if ι−1(n, i) = (nr + j, s), then
ι−1(n + 1, i) = ((n + 1)r + j, s) = τr(nr + j, s). Let F : ℓ2(Z;Cr+s(r)) −→
L2([−π, π];Cr+s(r)) be the discrete Fourier transformation:
(FJψ)(k) =
 ψ̂1(k)···
ψ̂r+s(r)(k)
 , k ∈ [−π, π],
where f̂(k) = (2π)−1/2
∑
n∈Z e
−iknf(n). We define the quasi momentum op-
erator P as
P = (FJ )−1Mk(FJ ),
whereMg(k) denotes the multiplication operator by a function g(k) on L
2([−π, π];Cr+s(r)).
Clearly, we have σ(P ) = [−π, π]. We have the following lemma:
Lemma 1.3. Let r satisfy (1.1). Then Tr = e
iP .
Proof. Since we know from the functional calculus that eiP = (FJ )−1Meik(FJ ),
it suffices to prove that (FJ )Tr = Meik(FJ ). Because
eikψ̂i(k) = (2π)
−1/2
∑
n∈Z
e−ik(n−1)ψi(n) = ̂ψi(·+ 1)(k),
we have
(Meik(FJ )ψ)(k) =

̂ψ1(·+ 1)(k)
··
·
̂ψr+s(r)(·+ 1)(k)
 = (FJ Trψ)(k),
where we have used the following:
ψi(n+ 1) = ψ(ι
−1(n+ 1, i))
=
{
ψ((n+ 1)r + j, 0), i = j (j = 1, · · · , r)
ψ((n+ 1)r + j, 1), i = r + p (j = ip, p = 1, · · · , s(r))
and
ψ((n+ 1)r + j, s) = ψ(τr(nr + j, s)) = (Trψ)(nr + j, s) = (Trψ)i(n).
From Lemma 1.3, we know that Tr is diagonalized by U := (FJ )−1 and
σ(Tr) = {eik | k ∈ [−π, π]}. These facts imply that U can decompose LG into
a direct integral over the spectrum [−π, π] of the quasi momentum operator
P :
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Proposition 1.4. Let G ∈ G and let r satisfy (1.1). Then we have
U−1LGU =
∫ ⊕
[−π,π]
Lkdk, (1.5)
where Lk is an operator on Hk = Cr+s(r) (k ∈ [−π, π]) and
U−1ℓ2(V (G)) =
∫ ⊕
[−π,π]
Hkdk.
In Subsetion 2.1 we provide an explicit formula for Lk in Proposition 1.4.
Let r satisfy (1.1) and Ur(G) =
⋃p(r)
i=1 Ui be the decomposition in (1.2). Then
we use q(r) to denote the number of the Ui for which li = #Ui is odd:
q(r) = #{Ui | li is odd}. (1.6)
Proposition 1.5. Let r satisfy (1.1). Then
q(r) = dimkerLk (1.7)
for any k ∈ [−π, π].
From Proposition 1.5, we know that the multiplicity of the zero eigenvalue
of Lk is independent of k ∈ [−π, π] and equal to q(r). Thus, we know that
there are at most r + s(r) − q(r) non-zero eigenvalues of Lk. Let λi(k)
(i = 1, 2, · · · , r + s(r)− q(r)) be the non-zero eigenvalues of Lk such that
λ1(k) ≥ λ2(k) ≥ · · · ≥ λr+s(r)−q(r)(k).
Note that
σ(LG) \ {0} =
r+s(r)−q(r)⋃
i=1
{λi(k) | k ∈ [−π, π]}. (1.8)
Because the number of end vertices equals the number of vertices connected
to end vertices, q(r) is even (resp. odd) if r+ s(r) is even (resp. odd). Hence
we know that r+ s(r)− q(r) is always even. Thus, we can define t(r) ∈ N as
t(r) =
1
2
(r + s(r)− q(r)). (1.9)
We are now in a position to state our main result.
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Theorem 1.6. Let G ∈ G× and λi(k) (i = 1, 2, · · · , r + s(r) − q(r)) be as
given above. Then
σ(LG) \ {0} =
t(r)⋃
i=1
[ai, bi] ∪ [−bi,−ai],
where
ai =
{
λi(π) if i is odd
λi(0) if i is even
, bi =
{
λi(0) if i is odd
λi(π) if i is even
for i = 1, · · · , t(r).
This theorem has the following corollary:
Corollary 1.7. Let G ∈ G×. Then σ(LG) has at least one and at most
2t(r)− 1(= r + s(r)− q(r)) spectral gaps.
This corollary provides an estimate of the number of spectral gaps. It
remains an open problem to determine the exact number of spectral gaps.
The rest of this paper is organized as follows. In Section 2, we present
the proof of Proposition 1.4 with the explicit formula for Lk and derive the
characteristic equation for Lk. In Section 3, we prove Proposition 1.5, parts
(1) and (2) of Theorem 1.1 and Theorem 1.2. In Section 4, we prove Theorem
1.6 and part (3) of Theorem 1.1.
2 Characteristic equation
In subsequent sections, unless otherwise specified, we take it for granted that
G ∈ G×.
2.1 Decomposition of the transition operator
In this subsection, we prove Proposition 1.4. By definition, we know that
(JLGψ)(n) =
 (LGψ)1(n)···
(LGψ)r+s(r)(n)
 =

1
d1
(ψr(n− 1) + ψ2(n) + φ1(n))
1
d2
(ψ1(n) + ψ3(n) + φ2(n))
··
·
1
dr−1
(ψr−2(n) + ψr(n) + φr−1(n))
1
dr
(ψr−1(n) + ψ1(n+ 1) + φr(n))
ψi1(n)
··
·
ψis(r)(n)

,
11
where
φi(n) =
{
ψr+p(n), i = ip
0, i 6= ip
, p = 1, 2, · · · , s(r).
Hence, we have
(FJLGψ)(k) =

1
d1
(e−ikψˆr(k) + ψˆ2(k) + φˆ1(k))
1
d2
(ψˆ1(k) + ψˆ3(k) + φˆ2(k))
··
·
1
dr−1
(ψˆr−2(k) + ψˆr(k) + φˆr−1(k))
1
dr
(ψˆr−1(k) + e
ikψˆ1(k) + φˆr(k))
ψˆi1(k)
··
·
ψˆis(r)(k)

= Lk(FJψ)(k),
where
Lk =
(
L11 L12
L21 L22
)
(2.1)
with
L11 =

0 1
d1
0 · · · 0 e−ik
d1
1
d2
0 ···
·
0 · · · 0
0 ···
·
···
·
···
·
···
·
··
·
··
·
···
·
···
·
···
·
···
·
0
0 · · · 0 ···
·
···
·
1
dr−1
eik
dr
0 · · · 0 1
dr
0

, (2.2)
L22 =

0 1
dr+1
0 · · · 0
1
dr+2
0 ···
·
···
·
··
·
0 ···
·
···
·
···
·
0
··
·
···
·
···
·
···
·
1
dr+s(r)−1
0 · · · 0 1
dr+s(r)
0

. (2.3)
Here L12 = (bi.j) and L21 = (ci,j) are given by
bi,j =
{
1
di
, i = ip, j = p, p = 1, · · · , s(r)
0, otherwise,
(2.4)
ci,j =
{
1
dr+i
, i = p, j = ip, p = 1, · · · , s(r)
0, otherwise.
(2.5)
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Thus, we know that U−1LGU · (U−1ψ)(k) = Lk(U−1ψ)(k), which establishes
Proposition 1.4.
We conclude this subsection with the following lemma:
Lemma 2.1. Let k = 0. Then L0 is a stochastic matrix, i.e. the elements
of L0 are all nonnegative and the sum of each row (resp. column) of L0 is 1.
2.2 Characteristic equation
Let
U−1LGU =
∫ ⊕
[−π,π]
Lkdk
be the decomposition in (1.5). In this subsection, we investigate the charac-
teristic polynomial for Lk and prove the following:
Proposition 2.2. LetG ∈ G . Then there exist a positive constant A(r+s(r)−⋆)/2
and nonnegative constants Am (m = 0, 1, 2, . . . , (r + s(r) − ⋆)/2 − 1) inde-
pendent of k ∈ [−π, π] such that λ = λ(k) is an eigenvalue of Lk if and only
if
(r+s(r)−⋆)/2∑
m=0
Amλ
2m+⋆ − 2(cos k)λs(r) = 0, (2.6)
where
⋆ =
{
0, if r + s(r) is even,
1, if r + s(r) is odd.
(2.7)
In this proposition, r + s(r) − ⋆ is always even; hence, (r + s(r) −
⋆)/2 ∈ N. To prove this proposition, we introduce a directed weighted
graph Gk = (V (Gk), A(Gk)) for Lk as follows. We use the ordered pair
[x, y] of two vertices x and y to denote the directed edge whose initial and
terminal vertices are x and y, respectively. The set of vertices V (Gk) of
Gk is V (Gk) = {1, 2, · · · , r + s(r)} and the set of directed edges of Gk is
A(Gk) = {[i, i′] | i ∼ i′, i, i′ ∈ V (Gk)}, where i ∼ i′ if i and i′ satisfy one of
the following three conditions:
(a) There exists an n such that ι−1(n, i) ∼ ι−1(n, i′) as vertices of G.
(b) (i, i′) = (1, r) or (i, i′) = (r, 1).
(c) i = i′, i = 1, 2, · · · , r + s(r).
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Note that in the case of (c), the edge [i, i] is a loop. We define the weight
ai,i′ of the edge [i, i
′] as
ai,i′ =

−diλ if i = i′,
1 if ι−1(n, i) ∼ ι−1(n, i′),
eik if (i, i′) = (r, 1),
e−ik if (i, i′) = (1, r)
with λ ∈ C. As a notational convention, we set ai,i′ = 0 if [i, i′] 6∈ A(Gk). We
define square matrices of order r + s(r) by
Ak(λ) = Ak − λD, λ ∈ C,
where Ak = (ai,i′) and D = diag(d1, · · · , dr+s(r)). We observe that from
direct calculation,
Ak(λ) = (ai,i′).
We now establish
Lemma 2.3. λ is an eigenvalue of Lk if and only if Ak(λ) has a zero eigen-
value.
Proof. Since DLk = Ak, we have
Ak(λ) = D(Lk − λ). (2.8)
λ is an eigenvalue of Lk if and only if det(Lk−λ) = 0. Because D is invertible
and det(Lk − λ) = det(D−1) · det(Ak(λ)), we have the desired result.
From Lemma 2.3, we know that the solution of the equation
det(Ak(λ)) = 0
is an eigenvalue of Lk. Note that
det(Ak(λ)) =
∑
σ∈Sr+s(r)
Aσ, (2.9)
where Sn denotes the set of all permutations of degree n and
Aσ = sgn(σ)
r+s(r)∏
i=1
ai,σ(i), σ ∈ Sr+s(r).
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For σ ∈ Sr+s(r), there exist integers 1 ≤ n ≤ r + s(r) and nj ≥ 1
(j = 1, · · · , n) such that r + s(r) =∑nj=1 µj and
σ = (i
(1)
1 , · · · , i(1)µ1 ) · · · (i(n)1 , · · · , i(n)µn ), (2.10)
where, for µj ≥ 2, (i(j)1 , · · · , i(j)µj ) denotes a cycle such that i(j)1 , · · · , i(j)µj satisfy
σ(i
(j)
1 ) = i
(j)
2 , σ(i
(j)
2 ) = i
(j)
3 , · · · , σ(i(j)µj ) = i(j)1 ,
and for µj = 1, σ(i
(j)
1 ) = i
(j)
1 . For σ ∈ Sr+s(r), we define n disjoint graphs
G
(j)
k (j = 1, 2, · · · , n) by
V (G
(j)
k ) = {i(j)1 , · · · , i(j)µj }, A(G(j)k ) = {[iν , σ(iν)] | ν = 1, · · · , µj}. (2.11)
We say that a finite directed graph H = (V (H), E(H)) with vertices V (H) =
{h1, · · · , hm} is a cycle of length m if
A(H) = {[h1, h2], [h2, h3], · · · , [hm, h1]}.
In particular, we call a cycle of length 1 a loop. We use H1∪˙H2 to denote the
disjoint union of two disjoint graphs H1 and H2, i.e. a graph whose vertices
and edges are V (H1∪˙H2) = V (H1)∪V (H2) and A(H1∪˙H2) = A(H1)∪A(H2),
respectively. We say that H is a spanning subgraph of G if V (H) = V (G)
and A(H) ⊂ A(G). From definition, we know that G(i)k (j = 1, · · · , n) are
cycles, and if µj = 1, then G
(j)
k is a loop. Because r + s(r) =
∑n
j=1 µj and
the graphs G
(j)
k (j = 1, 2, · · · , n) are disjoint, we have V (Gk) = ∪nj=1V (G(j)k ).
Thus, we know that each σ ∈ Sr+s(r) corresponds to a disjoint union Gσ =
G
(1)
k ∪˙ · · · ∪˙G(n)k with G(j)k defined by (2.11). Let Gk be the set of graphs G˜
that satisfy V (G˜) = V (Gk). Then we define a map Q : Sr+s(r) → Gk as
Q(σ) = Gσ, σ ∈ Sr+s(r).
From its construction, the map Q is injective. Conversely, we suppose that
disjoint graphs G
(j)
k (j = 1, 2, · · · , n) are cycles with vertices {i(j)1 , · · · , i(j)µj } ⊂
V (Gk) such that r+s(r) =
∑n
j=1 µj. Then the disjoint union G
(1)
k ∪˙ · · · ∪˙G(n)k
satisfies V (Gk) = ∪nj=1V (G(j)k ). Let σ ∈ Sr+s(r) be a permutation defined by
(2.10). Then we have Q(σ) = Gσ = G
(1)
k ∪˙ · · · ∪˙G(n)k . Hence, we know that Q
is bijective. The following lemma also holds:
Lemma 2.4. Let σ ∈ Sr+s(r), Aσ and Gσ = G(1)k ∪˙ · · · ∪˙G(n)k be as above.
Then Aσ 6= 0 if and only if Gσ is a spanning subgraph of Gk.
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Proof. It is clear that Aσ 6= 0 if and only if ai,σ(i) 6= 0 for any i ∈ {1, 2, · · · , r+
s(r)}. Because, by definition, ai,σ(i) 6= 0 if and only if [i, σ(i)] ∈ A(Gk), we
have the desired result.
We can now present the
Proof of Proposition 2.2. By virtue of Lemma 2.4, it suffices to consider the
case where Gσ = G
(1)
k ∪˙ · · · ∪˙G(n)k is a spanning subgraph of Gk.
Let Hk be a cycle given by
V (Hk) = {1, 2, · · · , r}, A(Hk) = {[1, 2], [2, 3], · · · , [r, 1]}
We first consider a spanning subgraph G
(1)
k ∪˙ · · · ∪˙G(n)k of Gk that includes a
cycle Hk. Without loss of generality, we can set Hk = G
(1)
k . In this case,
G
(j)
k (j ≥ 2) cannot be cycles of length greater than 2 because V (G(j)k ) ⊂
{r + 1, · · · , r + s(r)}. Hence, we observe that n = s(r) + 1 and G(J+1)k
(j = 1, · · · , s(r)) are loops with V (G(J+1)k ) = {r + j}. Let σ+ ∈ Sr+s(r)
be the permutation such that Gσ+ = G
(1)
k ∪˙ · · · ∪˙G(s(r)+1)k with G(j)k (j =
1, · · · , s(r) + 1) as mentioned above. Then we have σ+(1) = 2, σ+(2) = 3,
· · · , σ+(r) = 1 and
r∏
i=1
ai,σ+(i) = e
ik.
Because σ+(i) = i holds for r + 1 ≤ i ≤ r + s(r), we obtain
r+s(r)∏
i=r+1
ai,σ+(i) = (−λ)s(r).
Note that sgnσ+ = (−1)r−1 since the length of the cycle Hk is r. Thus, we
have
Aσ+ = (−1)r−1(−λ)s(r)eik.
Similarly, we set σ− ∈ Sr+s(r) such that Gσ− = G(1)k ∪˙ · · · ∪˙G(s(r)+1)k with G(1)k
replaced by H ′k, where H
′
k is a cycle given by
V (H ′k) = {1, 2, · · · , r}, A(H ′k) = {[1, r], [r, r − 1], · · · , [2, 1]}.
Then we have
Aσ− = (−1)r−1(−λ)s(r)e−ik.
Hence, we also have
Aσ+ + Aσ− = 2(−1)r+s(r)−1(cos k)λs(r). (2.12)
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Note that Hk (resp. H
′
k) is the only cycle of length greater than 3 that
contains [1, r] (resp. [r, 1]); a cycle H0 of length 2 that contains [1, r] or [r, 1]
is given by
V (H0) = {1, r}, A(H) = {[1, r], [r, 1]}.
Hence, we know that if Aσ depends on k ∈ [−π, π], then the edges A(Gσ) of
the spanning subgraph Gσ includes either Hk or H
′
k. Let
S
′
r+s(r) = {σ ∈ Sr+s(r) | σ(1) = r, σ(r) = 1}.
From the argument presented above, we have
{σ ∈ Sr+s(r) | σ(1) = r or σ(r) = 1} = S′r+s(r) ∪ {σ+, σ−}.
Next we consider a cycle whose edges include both [1, r] and [r, 1]. The
cycle H0 defined above is the only cycle that includes both [1, r] and [r, 1].
We set G
(1)
k = H0. Let G
(j)
k (j = 2, · · · , n) be disjoint cycles and assume that
G˜ := H(0)∪˙G(2)k ∪˙ · · · ∪˙G(n)k is a spanning subgraph of Gk. Because there is
no cycle of length grater than 3 that does not include edges [1, r] and [r, 1],
the length of each G
(j)
k (j = 2, · · · , n) is at most 2. We now claim that the
number of loops included in the spanning subgraph G˜ is even if r + s(r) is
even. Note that if r+s(r) is even, then #V (Gk)\V (H0) = r+s(r)−2, which
is even. If the spanning subgraph G˜ has 2ν + 1 loops, then cycles of length
at most 2 must be constructed from the remaining r + s(r)− 2 − (2m + 1)
vertices. Because r+ s(r)− 2− (2m+ 1) is odd, these cycles include an odd
number of loops. Thus, the claim is proven. Similarly, we can prove that
the number of loops included in the spanning subgraph G˜ is odd if r + s(r)
is odd. Let 2m + ⋆ (0 ≤ m ≤ (r + s(r)− 2 − ⋆)/2) be the number of loops
included in the spanning subgraph G˜, where ⋆ is defined as given in (2.7).
Then the number of cycles of length 2 included in the spanning subgraph G˜
is (r + s(r)− (2m+ ⋆))/2. Let σG˜ be the permutation which corresponds to
G˜. Then σG˜ ∈ Sr+s(r) and we have sgnσG˜ = (−1)1+(r+s(r)−(2m+⋆))/2. Because
σG˜(1) = r and σG˜(r) = 1, it follows that a1,σG˜(1)ar,σG˜(r) = e
−ik ·eik = 1. Hence,
we can write
∑
σ∈S′
r+s(r)
Aσ =
(r+s(r)−2−⋆)/2∑
m=0
Bm(−λ)2m+⋆(−1)(r+s(r)−(2m+⋆))/2
=
(r+s(r)−2−⋆)/2∑
m=0
Bm(−1)(r+s(r)+⋆−2m)/2λ2m+⋆ (2.13)
with constants Bm ≥ 0 that are independent of k ∈ [−π, π].
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Let us calculate Aσ for σ ∈ Sr+s(r) such that σ 6∈ S′r+s(r) and σ 6=
σ±. In this case, we have σ(1) 6= r and σ(r) 6= 1. By reasoning similar
to that mentioned above, we can assume that there are 2m + ⋆ loops and
(r + s(r) − (2m + ⋆))/2 cycles of length 2 in the spanning subgraph that
corresponds to σ, where 0 ≤ m ≤ (r + s(r)− ⋆)/2. Hence, we obtain
∑
σ:σ(1)6=r,σ(r)6=1
Aσ =
(r+s(r)−⋆)/2∑
m=0
Cm(−λ)2m+⋆(−1)(r+s(r)−(2m+⋆))/2
=
(r+s(r)−⋆)/2∑
m=0
Cm(−1)(r+s(r)+⋆−2m)/2λ2m+⋆ (2.14)
with Cm ≥ 0 independent of k ∈ [−π, π]. We observe that
C(r+s(r)−⋆)/2 =
r+s(r)∏
i=1
di > 0 (2.15)
because the cycles included in the corresponding spanning subgraph are
loops.
From (2.12), (2.13) and (2.14), we have∑
σ∈Sr+s(r)
Aσ = C(r+s(r)−⋆)/2(−1)⋆λr+s(r)
+
(r+s(r)−2−⋆)/2∑
m=0
(Bm + Cm)(−1)(r+s(r)+⋆−2m)/2λ2m+⋆
+ 2(−1)r+s(r)−1(cos k)λs(r)
Based on Lemma 2.3 and (2.9), we know that λ is an eigenvalue of Lk if and
only if
C(r+s(r)−⋆)/2λ
r+s(r)
+
(r+s(r)−2−⋆)/2∑
m=0
(−1)−⋆+(r+s(r)+⋆−2m)/2(Bm + Cm)λ2m+⋆
− 2(−1)−⋆+r+s(r)(cos k)λs(r) = 0.
Let A(r+s(r)−⋆)/2 = C(r+s(r)−⋆)/2 and
Am = (−1)(r+s(r)−2m−⋆)/2(Bm+Cm), 0 ≤ m ≤ (r+ s(r)−2−⋆)/2. (2.16)
From (2.15), we know that A(r+s(r)−⋆)/2 is strictly positive. Since −⋆+r+s(r)
is always even and (−1)−⋆+r+s(r) = 1, Proposition 2.2 is proven.
18
2.3 Lowest degree of the characteristic polynomial
In this subsection, we prove the following proposition:
Proposition 2.5. Let Am be as in Proposition 2.2 and let q(r) be defined
by (1.6). Then the following holds:
q(r) = inf{2m+ ⋆ | Am 6= 0}.
To prove this proposition, let Ur(G) =
⋃p(r)
i=1 Ui, where
Ui =
{(
m1+∑i−1
j=1 lj
, 0
)
,
(
m2+∑i−1
j=1 lj
, 0
)
, · · · ,
(
m∑i
j=1 lj
, 0
)}
is the decomposition defined in (1.2) and (1.3). Then we define a correspond-
ing decomposition for Gk by
Uk =
p(r)⋃
i=1
U
(i)
k ,
where
U
(i)
k =
{
m1+∑i−1j=1 lj
, m2+∑i−1j=1 lj
, · · · , m∑i
j=1 lj
}
.
For each U
(i)
k , we define cycles K
(i)
α whose vertices are included in U
(i)
k as
follows: If #U
(i)
k = #Ui is even, then we set
V (K(i)α ) = {m2α−1+∑i−1j=1 lj , m2α+∑i−1j=1 lj}, 1 ≤ α ≤ m∑ij=1 lj/2.
If #U
(i)
k = #Ui is odd, then we define a loopK
(i)
1 with V (K
(i)
1 ) = {m1+∑i−1j=1 lj}
and cycles K
(i)
α of length 2 with
V (K(i)α ) = {m2α+∑i−1j=1 lj , m1+2α+∑i−1j=1 lj}, 1 ≤ α ≤ (m∑ij=1 lj − 1)/2.
Let 1 = i1 < i2 < · · · < is(r) be as in (1.4). Then, by definition, we know
that ij 6∈ Uk and
[ij , r + j], [r + j, ij ] ∈ A(Gk), j = 1, · · · , s(r).
We define cycles H
(j)
k (j = 1, · · · , s(r)) of length 2 with
V (H
(j)
k ) = {ij , r + j}, A(H(j)k ) = {[ij, r + j], [r + j, ij ]}.
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Since V (Gk) \ (∪jV (H(j)k )) = Uk, we have a spanning graph
K =
(⋃˙
j
H
(j)
k
)
∪˙
(⋃˙
i,α
K(i)α
)
. (2.17)
By definition, K has exactly q(r) loops. In general, K is not a unique span-
ning subgraph of Gk that has exactly q(r) loops. Indeed, if q(r) ≥ 1, then
we can construct such a spanning subgraph of Gk as follows: Since q(r) ≥ 1,
there is a number i0 such that #U
(i)
k is odd. Hence, by definition, K
(i0)
1 is
a loop with the vertex m1+
∑i−1
j=1 lj
. Then there is a cycle H
(j0)
k with vertices
ij0 , r + j0 such that
[ij0, m1+
∑i−1
j=1 lj
] ∈ A(Gk).
Hence, we can define a spanning subgraph K ′ with exactly q(r) loops by
K ′ =
(⋃˙
j 6=j0
H
(j)
k
)
∪˙
 ⋃˙
(i,α)6=(i0,1)
K(i)α
 ∪˙M,
where M is the disjoint union of a loop with vertex r + j0 and a cycle with
vertices ij0 and m1+
∑i−1
j=1 lj
.
Let
m0 =
1
2
(q(r)− ⋆).
Since q(r)− ⋆ is always even, we know that m0 is a nonnegative integer. In
particular, m0 = 0 if q(r) = 0 or q(r) = 1. We shall now prove
Lemma 2.6. The following hold:
(a) If q(r) = 0, then |A0| = 1.
(b) If q(r) ≥ 1, then |Am0 | > 2.
In particular, we have
inf{2m+ ⋆ | Am 6= 0} ≤ q(r). (2.18)
Proof. Let aσ denote the absolute value of the coefficient of Aσ. Then for
any spanning subgraph K˜ of Gk which has exactly q(r) loops, we have Aσ
K˜
=
(sgnσK˜)aσK˜λ
q(r). We assume that σK˜ 6= σ± if q(r) = s(r). Because every K˜
has the same number of cycles of length 2 as K, we know that σK˜ = σK .
Hence we have |Am0 | =
∑
K˜ aσK˜ .
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To prove (a), we assume that q(r) = 0. Then #U
(i)
k is even for i =
1, · · · , p(r) and all disjoint subgraphs included in K are cycles of length 2.
Since all the spanning subgraphs of Gk that do not have loops include H
(j)
k
(j = 1, · · · , s(r)), K is a unique spanning subgraph of Gk without loops.
Hence |A0| = aσK = 1.
To prove (b), we assume that q(r) ≥ 1. Then, as mentioned above, K and
K ′ have exactly q(r) loops. We know aσK ≥ 2, because K(i0)1 is the loop with
the vertex m1+
∑i−1
j=1 lj
and deg m1+
∑i−1
j=1 lj
= 2. Hence, |Am0 | ≥ aσK+aσK′ > 2.
Because q(r) = 2m0 + ⋆, (2.18) is obtained from (a) and (b).
We use K({M (i)}si=1) to denote the set of all spanning subgraphs of Gk
that include disjoint graphs M (i) (i = 1, · · · , s). Let q(G˜) be the number of
loops included in a spanning subgraph G˜ of Gk. For any spanning subgraph
G˜ in K({H(j)k }s(r)j=1), the lengths of the cycles included in G˜ are all less than
or equal to 2 because [1, r+1] ∈ A(H(1)k ). Hence, q(G˜) equals the number of
loops with a vertex in Uk. If li = #U
(i)
k is odd, then G˜ ∈ K({H(j)k }s(r)j=1) has
at least one loop with a vertex of U
(i)
k ; if li = #U
(i)
k is odd, then G˜ contains
no loop with a vertex of U
(i)
k . Therefore, q(r) is the minimum of the number
of loops included in a spanning subgraph in K({H(j)k }s(r)j=1):
q(r) = min{q(G˜) | G˜ ∈ K({H(j)k }s(r)j=1)}. (2.19)
Let 1 ≤ j1 < j2 < · · · < js ≤ s(r) (1 ≤ s ≤ s(r)) and i0 = 1, · · · , s. Because
K({H(ji)k }si=1) ⊂ K({H(ji)k }i 6=i0), we have
min{q(G˜) | G˜ ∈ K({H(ji)k }i 6=i0)} ≤ min{q(G˜) | G˜ ∈ K({H(ji)k }si=1)}. (2.20)
Indeed, the converse inequality of (2.20) holds as well as the following:
Lemma 2.7. Let 1 ≤ j1 < j2 < · · · < js ≤ s(r) (1 ≤ s ≤ s(r)). Then
min
i0=1,2,··· ,s
min{q(G˜) | G˜ ∈ K({H(ji)k }i 6=i0)} = min{q(G˜) | G˜ ∈ K({H(ji)k }si=1)}.
Before proving Lemma 2.7, we complete the proof of Proposition 2.5:
Proof. We only require to prove the converse of the inequality (2.18). From
Lemma 2.7 and (2.19), we know that
min
s=1,··· ,s(r)
min
1≤j1<···<js≤s(r)
min{q(G˜) | G˜ ∈ K({H(ji)k }si=1)} = q(r).
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Note that the set of all spanning subgraphs of Gk is
{Gσ+ , Gσ−} ∪
s(r)⋃
s=1
⋃
1≤j1<···<js≤s(r)
K({H(ji)k }si=1)
 .
Since the number of loops included in a spanning subgraph G˜ equals the
degree of AQ−1(G˜) in λ, we have
inf{2m+ ⋆ | Am 6= 0} ≥ q(r).
This completes the proof of Proposition 2.5.
Proof of Lemma 2.7. We prove the lemma for the case where s = s(r); the
other case can be similarly proven. It suffices to prove that
min{q(G˜) | G˜ ∈ K({H(j)k }j 6=j0)} ≥ q(r). (2.21)
If G˜ ∈ K({H(j)k }j 6=j0)\K({H(j)k }s(r)j=1), then G˜ includes the loop with the vertex
r + j0, because G˜ does not include H
(j0)
k . Hence, we have
K({H(j)k }j 6=j0) = K({H(j)k }s(r)j=1) ∪ K({H˜(j)k }s(r)j=1),
where H˜
(j)
k = H
(j)
k (j 6= j0) and H˜(j0)k denotes the loop with vertex r + j0.
Thus, we observe that
min{q(G˜) | G˜ ∈ K({H(j)k }j 6=j0)} = min{q(r), q0(r)},
where
q0(r) = min{q(G˜) | G˜ ∈ K({H˜(j)k }s(r)j=1)}.
Therefore, (2.21) will be proven if the following holds:
q0(r) ≥ q(r). (2.22)
We will only prove (2.22) for the case where 1 < j0 < s(r); (2.22) can be
proven in a similar manner for i0 = 1, s(r). The following cases are possible
for G˜ ∈ K({H˜(j)k }s(r)j=1):
(i) There exists an i1 such that ij0 − 1 ∈ U (i1)k and ij0 + 1 ∈ U (i1+1)k ;
(ii) There exists an i1 such that ij0 − 1 ∈ H(j0−1)k and ij0 + 1 ∈ H(j0+1)k ;
(iii) There exists an i1 such that ij0 − 1 ∈ U (i1)k and ij0 + 1 ∈ H(j0+1)k ;
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(iv) There exists an i1 such that ij0 − 1 ∈ H(j0−1)k and ij0 + 1 ∈ U (i1)k .
We consider case (i) first. Since there is no cycle of length grater than 2, we
need only consider the following three subcases: G˜ ∈ K({H˜(j)k }s(r)j=1) includes
(a) the loop with the vertex ij0 ∈ V (G˜), (b) the cycle with the vertices ij0
and ij0 − 1, and (c) the cycle with the vertices ij0 and ij0 + 1. If (a) holds,
then so does the following:
q(G˜) ≥ 2 + q(r). (2.23)
Next, we consider the cases (b) and (c). We define
U˜
(i)
k :=

U
(i)
k , 1 ≤ i ≤ i1 − 1,
U i1k ∪ {ij0} ∪ U i1+1k , i = i1,
U
(i+1)
k , i ≥ i1 + 1.
Then we have
Uk ∪ {ij0} =
p(r)−1⋃
i=1
U˜
(i)
k .
Let
q˜ = #{U˜ (i)k | #U˜ (i)k is odd}.
By an argument similar to the above, we can show that
q(G˜) ≥ q˜ + 1. (2.24)
Let us calculate q˜. Since #U˜
(i1)
k is odd if and only if both #U
(i1)
k and #U
(i1+1)
k
are even or both are odd, we have
q˜ =

q(r)− 1, if both #U (i1)k and #U (i1+1)k are odd,
q(r) + 1, if both #U
(i1)
k and #U
(i1+1)
k are even,
q(r), otherwise.
From (2.24), we know that if (b) or (c) holds, then
q(G˜) ≥ q(r). (2.25)
From (2.23) and (2.25), we obtain (2.22) for case (i).
For case (ii), we observe that G˜ ∈ K({H˜(j)k }s(r)j=1) includes the loop with
the vertex ij0. By an argument similar to the above, we have
q(r) + 2 = q0(r).
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This establishes (2.22) for case (ii).
By an argument similar to the above, we know that in case (iii) G˜ ∈
K({H˜(j)k }s(r)j=1) must include include the cycle with vertices ij0 and ij0−1. We
set
Uˆ
(i)
k :=
{
U
(i)
k , i 6= i1,
U
(i1)
k ∪ {ij0}, i = i1
and qˆ = #{Uˆ (i)k | #Uˆ (i)k is odd }. Then q(G˜) ≥ qˆ + 1 holds. Since Uˆ (i)k is
odd if and only if U
(i1)
k is even, we have
qˆ =
{
q(r) + 1, if U
(i1)
k is even,
q(r)− 1, if U (i1)k is odd.
This establishes (2.22) for case (iii), and (2.22) is proven for case (iv) holds
in a similar manner.
3 Spectrum
In this section, we prove parts (1) and (2) of Theorem 1.1, along with The-
orem 1.2.
3.1 Symmetry of the spectrum
We first prove part (1) of Theorem 1.1. Let λ ∈ σ(LG) \ {0}. It suffices to
show that −λ ∈ σ(LG). From Proposition 2.2, λ ∈ σ(LG) if and only if there
exists a k ∈ [−π, π] such that (2.2) holds. Hence, we have
(r+s(r)−⋆)/2∑
m=0
Amλ
2m+⋆ = 2(cos k)λs(r)
for some k ∈ [−π, π]. Then
(r+s(r)−⋆)/2∑
m=0
Am(−λ)2m+⋆ = (−1)⋆
(r+s(r)−⋆)/2∑
m=0
Amλ
2m+⋆
= 2(−1)s(r)+⋆(cos k)(−λ)s(r). (3.1)
If s(r) + ⋆ is even, then (3.1) means that −λ ∈ σ(L). If s(r) + ⋆ is odd, then
(r+s(r)−⋆)/2∑
m=0
Am(−λ)2m+⋆ = 2 cos(k ± π)(−λ)s(r),
which also implies that −λ ∈ σ(LG).
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3.2 Spectral gap
Next, we prove part (2) of Theorem 1.1. From part (1) of Theorem 1.1, we
know that ρ(LG) is symmetric with respect to 0. It suffices to show that
(0, ǫ) ⊂ ρ(LG) (3.2)
for some (possibly small) ǫ > 0. From Propositions 2.2 and 2.5, we know
that λ ∈ ρ(LG) if and only if
(r+s(r)−⋆)/2∑
m=m0
Amλ
2m+⋆ 6= 2(cos k)λs(r) for any k ∈ [−π, π], (3.3)
where m0 = (q(r)− ⋆)/2. Suppose that λ > 0. Then (3.3) is equivalent to(r+s(r)−⋆)/2∑
m=m0
Am
2
λ2m+⋆−s(r)
2 > 1. (3.4)
We first suppose that q(r) = 0. Then, from (a) of Lemma 2.6, we know
that ⋆ = 0 and the left hand side of (3.4) is(r+s(r)−⋆)/2∑
m=0
Am
2
λ2m−s(r)
2 = C0λ−2s(r) +O(λ4−2s(r))
with C0 = (Am0/2)
2 = 1/4. Since s(r) ≥ 1, this establishes (3.4) for suffi-
ciently small λ > 0.
Let us next assume that q(r) ≥ 1. Then, from part (b) of Lemma 2.6, it
follows that the left hand side of (3.4) is(r+s(r)−⋆)/2∑
m=m0+1
Am
2
λ2m+⋆−s(r)
2 = C1λ2q(r)−2s(r) +O(λ4+2q(r)−2s(r)) (3.5)
with C1 = (Am0/2)
2 > 1. Since, by definition, q(r) ≤ p(r) and p(r) ≤ s(r),
we know that q(r) ≤ s(r). If q(r) = s(r), then the left hand side of (3.5) is
equal to C1 + O(λ
4). In this case, since C1 > 1, (3.4) holds for sufficiently
small λ > 0. If q(r) < s(r), then, because 2q(r)− 2s(r) ≤ −2 and C1 > 0,
(3.4) holds for sufficiently small λ > 0. Thus, (3.2) is proven.
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3.3 Existence of the zero eigenvalue
In this subsection, we prove Theorem 1.2 and Proposition 1.5. From Propo-
sitions 2.2 and 2.5, we know that λ is an eigenvalue of Lk if and only if
λq(r)F (k, λ) = 0, (3.6)
where m0 = (q(r)− ⋆)/2 and
F (k, λ) =
(r+s(r)−⋆)/2∑
m=m0
Amλ
2(m−m0) − 2(cos k)λs(r)−q(r)
=
(r+s(r)−q(r))/2∑
m=0
Am+m0λ
2m − 2(cos k)λs(r)−q(r). (3.7)
From Lemma 2.6, we have
F (k, 0) = Am0 − 2δs(r),q(r) cos k 6= 0, k ∈ [−π, π],
where
δs(r),q(r) =
{
1, if s(r) = q(r),
0, if s(r) > q(r).
From [5, Theorem XIII.85], we know that LG has 0 as an eigenvalue if and
only if the Lebesgue measure of the set
{k ∈ [−π, π] | Lk has 0 as an eigenvalue}
is positive. Hence, we observe that 0 ∈ σp(LG) is equivalent to q(r) ≥ 1.
Since q(r) ≥ 1 if and only if #Ui is odd for some i ∈ {1, 2, · · · , p(r)}, Theorem
1.2 is proven.
To prove (1.7) in Proposition 1.5, we review some basic facts. Let L be a
self-adjoint operator on a Hilbert space L and λ0 an eigenvalue of L. Then
the geometric multiplicity mg(λ0) = dimker(L − λ0) of λ0 is equal to the
algebraic multiplicity ma(λ0). If L is a finite dimensional space and λi are
eigenvalues of L, then
det(L− λ) =
∏
i
(λi − λ)ma(λi)
(see [3, p.42]). From this general fact, we know that (1.7) holds.
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4 Band structure of the spectrum
4.1 Band functions
We consider the solution λ = λ(k) of
F (k, λ) = 0, (4.1)
where F (k, λ) is a polynomial of degree r + s(r) − q(r) as defined in (3.7).
Let λi(k) (i = 1, · · · , r + s(r)− q(r)) be solutions of (4.1) and assume that
λ1(k) ≥ λ2(k) ≥ · · · ≥ λr+s(r)−q(r).
Then
F (k, λ) = A(r+s(r)−q(r))/2
r+s(r)−q(r)∏
i=1
(λi(k)− λ). (4.2)
We also have the following lemmas:
Lemma 4.1. λ1(0) = 1 and
dimker(L0 − λ1(0)) = 1.
Proof. From Lemma 2.1, L0 is a stochastic matrix. The well-known fact that
the largest eigenvalue of a stochastic matrix is unique and equal to 1 yields
the desired result.
Lemma 4.2. Let λi(k) (i = 1, · · · , r + s(r) − q(r)) be as described above.
Then the following hold for i = 1, 2, · · · , r + s(r)− q(r):
(1) For any k ∈ (−π, 0)∪ (0, π), dim ker(Lk− λi(k)) = 1. In particular, we
have
λ1(k) > λ2(k) > · · · > λr+s(r)−q(r)(k), k ∈ (−π, 0) ∪ (0, π). (4.3)
(2) For k = 0,±π, dim ker(Lk − λi(k)) ≤ 2.
We postpone the proof of Lemma 4.2 until the next subsection.
Because we know, from (3.7), that F (k, λ) = F (−k, λ), we have
λi(−k) = λi(k), k ∈ [−π, π]. (4.4)
From (1.8) and (4.4), we have
σ(LG) \ {0} =
r+s(r)−q(r)⋃
i=1
{λi(k) | k ∈ [0, π]}. (4.5)
Therefore, we only require to study the behaviour of the solutions λi(k) for
k ∈ [0, π].
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Lemma 4.3. Let λi(k) (i = 1, · · · , r + s(r) − q(r)) be as described above.
Then λi is analytic in a region that includes (0, π) and is continuous in [0, π].
Proof. We first prove the first half of the lemma. From (4.2) and (4.3), we
have
∂
∂λ
F (k, λ)|λ=λi(k) = −A(r+s(r)−q(r))/2
∏
j 6=i
(λj(k)− λi(k)) 6= 0, k ∈ (0, π)
for i = 1, · · · , r + s(r) − q(r). Because F (k, λi(k)) = 0, we know from the
implicit function theorem that λi(k) is a unique analytic function in a region
which includes (0, π).
We next prove the second half of the lemma. From Lemma 4.2, λi(0) is
a discrete eigenvalue of multiplicity at most 2. Because {Lk}k is an analytic
family in the sense of Kato for k near 0 (see [5, Theorem XII.13]), we know
that λi(k) is continuous at k = 0. The proof of the continuity at k = π is
similar.
Now let
D(λ) =
1
2
t(r)∑
m=0
Am+m0λ
2m−s(r)+q(r),
where t(r) is defined in (1.9). We observe that D(λ) is an even (resp. odd)
function if r is odd (resp. even), because s(r)−q(r) is even (resp. odd) if r is
odd (resp. even). From (3.7) and (4.1), we know that λ = λ(k) is a solution
of (4.1) if and only if
D(λ(k)) = cos k. (4.6)
Lemma 4.4. Let λi(k) (i = 1, · · · , r + s(r) − q(r)) be as described above.
Then:
(1) If r is even,
λ2t(r)+1−i(k) = −λi(k), k ∈ [0, π], i = 1, · · · , t(r).
(2) If r is odd,
λ2t(r)+1−i(k) = −λi(k − π), k ∈ [0, π], i = 1, · · · , t(r).
Proof. We first prove (i). Suppose that r is even. Because, as mentioned
above, D(λ) is an even function in this case, we have
D(−λi(k)) = cos k.
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Hence, −λi(k) is also a solution of (4.1). From Lemma 4.2, we obtain the
desired result.
In the case where r is odd, from an argument similar to that mentioned
above, we have
D(−λi(k − π)) = cos k.
This proves (ii), again by Lemma 4.2.
Next we present the
Proof of Theorem 1.6. Because, from (4.6), we have
Arc cosD(λi(k)) = k, k ∈ [0, π],
we know that λi(k) (i = 1, 2, · · · , r + s(r) − q(r)) are strictly monotone
functions in k ∈ [0, π]. From Lemma 4.3, we have
{λi(k) | k ∈ [0, π]} = [ai, bi]
with ai = min{λi(0).λi(π)} and bi = max{λi(0).λi(π)}. Because we know
from the first half of Theorem 1.1 (2) and Lemma 4.4 that
λt(r)(k) ≥ at(r) > 0 > bt(r)+1 ≥ λt(r)+1(k),
it follows from (4.5) and Lemma 4.4 once again that
σ(LG) \ {0} =
t(r)⋃
i=1
[ai, bi] ∪ [−bi,−ai].
From (2.16), we know that
Am0 = (−1)t(r)(Bm0 + Cm0).
Let us first assume that t(r) is even. Then, from Lemma 2.6, we have{
limλ→0D(λ) = +∞ if s(r) > q(r),
limλ→0D(λ) > 1 if s(r) = q(r).
From Proposition 2.2, we have At(r)+m0 = A(r+s(r)−⋆)/2 > 0. Hence, we obtain
ai =
{
λi(π), if i = 1, 3, · · · , t(r)− 1,
λi(0), if i = 2, 4, · · · , t(r),
bi =
{
λi(0), if i = 1, 3, · · · , t(r)− 1,
λi(π), if i = 2, 4, · · · , t(r).
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In the case where t(r) is odd, we have{
limλ→0D(λ) = −∞ if s(r) > q(r),
limλ→0D(λ) < −1 ifs(r) = q(r).
From an argument similar to that mentioned above, we know that
ai =
{
λi(π), if i = 1, 3, · · · , t(r),
λi(0), if i = 2, 4, · · · , t(r)− 1,
bi =
{
λi(0), if i = 1, 3, · · · , t(r),
λi(π), if i = 2, 4, · · · , t(r)− 1.
This completes the proof of the theorem.
4.2 Absence of nonzero eigenvalues
We now prove part (3) of Theorem 1.1. From [5, Theorem XIII.85], we may
observe that λ is an eigenvalue of LG if and only if the Lebesgue measure of
the set {k ∈ [−π, π] | λ is an eigenvalue of Lk} is positive. Hence, it suffices
to show that for any λ ∈ σ(LG) \ {0}, the Lebesgue measure of
Eλ = {k ∈ [−k, k] | F (k, λ) = 0}
is 0.
Let us assume that λ0 ∈ σ(LG). Then we know, from (4.5), that there
exists an i such that λ0 ∈ {λi(k) | k ∈ [0, π]}. Because λi is strictly monotone
in [0, π], there exists a k0 ∈ [0, π] such that λ0 = λi(k0) and Eλ0 = {±k0}.
Hence, the Lebesgue measure of Eλ0 is 0, and part (3) of Theorem 1.1 is
proven.
4.3 Multiplicity
We still have to prove Lemma 4.2. From (2.8), we know that
dim ker(Lk − λ) = dimkerAk(λ).
By definition, we have
Ak(λ) =
(
A11 A12
A21 A22,
)
(4.7)
30
where A11 = A11(k, λ) ∈Mr(C), A21 = tA12 ∈Ms,r(C), A22 ∈Ms(C) and
A11(k, λ) =

−d1λ 1 0 · · · 0 e−ik
1 −d2λ ···
·
0 · · · 0
0 ···
·
···
·
···
·
···
·
··
·
··
·
···
·
···
·
···
·
···
·
0
0 · · · 0 ···
·
···
·
1
eik 0 · · · 0 1 −drλ

,
A22 =

−λ 0 · · · 0
0 −λ ···
·
··
·
··
·
···
·
···
·
0
0 · · · 0 −λ
 .
Here A12 = (ei,j) is given by
ei,j =
{
1, i = ip, j = p
0, otherwise
.
From direct calculation, we have
A12A21 = diag(δ1, · · · , δr),
where
δi =
{
1, i = ip, p = 1, · · · , s,
0, otherwise.
Henceforth, we assume that λ 6= 0. Then A22 has the inverse A−122 = λ−1I ∈
Ms(C). Hence, we obtain
A12A
−1
22 A21 = λ
−1diag(δ1, · · · , δr). (4.8)
Let x = t(x1,x2) ∈ Cr⊕Cs. From (4.7) and (4.8), we know that Ak(λ)x = 0
if and only if {
A11x1 = λ
−1diag(δ1, · · · , δr)x1,
x2 = −A−122 A21x1.
(4.9)
From (4.9), we observe that
dim ker(A11 − λ−1diag(δ1, · · · , δr)) = dim kerAk(λ).
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To prove Lemma 4.2, it therefor suffices to examine the dimension of the
kernel of the matrix E := A11 − λ−1diag(δ1, · · · , δr). Let Ex1 = 0 and
x1 =
t(x1, · · · , xr) ∈ Cr \ {0}. Then, from (4.9), we have
x1 = e
−ikgrxr − e−ikxr−1 (4.10)
x2 = g1x1 − e−ikxr (4.11)
xi = λ
−1(δi + di−1λ
2)xi−1 − xi−2, 3 ≤ i ≤ r, (4.12)
where we have set gi ≡ gi(λ) := λ−1(δi + diλ2), i = 1, · · · , r. Because, from
(4.11) and (4.12), we can write
xi = c
(1)
i x1 + c
(r)
i xr, i = 1, · · · , r
for some c
(1)
i and c
(r)
i , we have
x1 = x1c1 + xrcr (4.13)
with c1 =
t(c
(1)
1 , · · · , c(1)r ) and cr = t(c(r)1 , · · · , c(r)r ). Hence, dim kerE ≤ 2
and part (2) of Lemma 4.2 is proven.
Next we prove part (1) of the lemma. Let xi (i = 1, · · · , r) be as described
above. From (4.12), we know that(
xr
xr−1
)
= K
(
x2
x1
)
, (4.14)
where
K =
(
gr−1 −1
1 0
)
· · ·
(
g2 −1
1 0
)
.
We also have
Lemma 4.5. The following holds:
(eikI − T )
(
x1
xr
)
= 0, (4.15)
where T = (Ti,j) is given by
T11 = g1(grK11 −K21) + grK12 −K22,
T12 = −e−ik(grK11 −K21),
T21 = e
ik(g1K11 +K12),
T22 = −K11
with K = (Ki,j).
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Proof. From (4.10), we have
xr−1 = grxr − eikx1. (4.16)
Substituting (4.11) and (4.16) in (4.14), we obtain(
0 1
−eik gr
)(
x1
xr
)
= K
(
g1 −e−ik
1 0
)(
x1
xr
)
. (4.17)
Several calculations establish (4.15).
By (4.16), we have
(eik − T11)x1 − T12xr = 0, (4.18)
− T21x1 + (eik − T22)xr = 0. (4.19)
By definition, gi (i = 1, · · · , r) are real numbers, so are Ki,j, T11 and T22.
Assume that k ∈ (−π, 0) ∪ (0, π). Then we have (eik − T22) 6= 0 and, by
(4.19),
xr =
T21x1
eik − T22 . (4.20)
If T21 = 0, then g1K11 +K12 = 0. Hence, we know from (4.17) that
(1 + e−ikK11)xr = 0.
Because 1 + e−ikK11 6= 0, we have xr = 0. From (4.18) and the fact that
eik − T11 6= 0, we have x1 = 0. However, this contradicts x1 6= 0. Thus, we
know that T21 6= 0. From (4.13) and (4.20), we have x1 = x1(c1 + (eik −
T22)
−1T21cr). This completes the proof of Lemma 4.5.
5 Two dimensional lattice
In this section, we first form a class G d (d ≥ 1) of graphs that are obtained
from Zd by adding pendant edges in a manner similar to the way in which
G ∈ G is obtained from Z. We will say that G ∈ G d if G satisfies the
following:
(G
(d)
1 ) {(n, 0) ∈ Zd × {0, 1} | n ∈ Zd} ⊂ V (G) ⊂ Zd × {0, 1} and a vertex
(n, 0) ∈ V (G) is connected to (n± 1, 0) ∈ V (G).
(G
(d)
2 ) If (n, 1) ∈ V (G), then (n, 1) is an end vertex connected to (n, 0) and
deg(n, 0) = 2d+ 1. If (n, 1) 6∈ V (G), then deg(n, 0) = 2d.
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(G
(d)
3 ) There exist vectors a1, . . . ,ad ∈ Zd linearly independent (as vectors
in Rd) such that (n + a1, 1), . . . , (n + ad, 1) ∈ V (G) if and only if
(n, 1) ∈ V (G).
It is clear that G 1 = G by definition.
Let d = 2. We consider two graphs Gj = (V (Gj), E(Gj)) ∈ G 2 (j = 1, 2)
satisfying the condition that (n, 1) ∈ V (Gj) if and only if
n =
2∑
i=1
nia
(j)
i , (n1, n2) ∈ Z2,
where a
(1)
1 = (2, 0), a
(1)
2 = (0, 1), a
(1)
1 = (2, 0) and a
(1)
2 = (1, 1) ∈ Z2. Clearly,
Gj satisfies the condition (G
(d)
3 ) with ai = a
(j)
i . The following theorem
reveals that the spectrum of graphs belonging to G 2 is more complex than
the spectrum of those belonging to G 1.
Theorem 5.1. Let Gj ∈ G 2 (j = 1, 2) be defined as above. Then:
(a) LG1 has no spectral gap, i.e. σ(LG1) = [−1, 1].
(b) LG2 has a spectral gap, i.e. σ(LG2) 6= [−1, 1].
Proof. By an argument similar to that in the proof of of Proposition 2.2, we
observe that λ ∈ σ(LG1) if and only if there exists a pair (k1, k2) ∈ [−π, π]2
such that
20λ3 − 18(cos k2)λ2 − 2(3− 2 cos2 k2)λ+ 2 cos k2 − 2(cos k1)λ = 0. (5.1)
Let u = cos k1 and v = cos k2. Then we have
2λv2 + (1− 9λ2)v + λ(10λ2 − u− 3) = 0. (5.2)
We now consider a solution of the form λ = v/a. In this case, (5.2) reduces
to
v{(2a− 5)(a− 2)v2 − a2(u+ 3− a)} = 0 (5.3)
Let a = 2. Then, from (5.3) we observe that λ = v/2 is the solution of (5.2)
for any v in the range −1 ≤ v ≤ 1 if u = −1. Hence we have [−1/2, 1/2] ⊂
σ(LG1). Now let a = 1. It is easy to observe from (5.3) that λ = v is the
solution of (5.2) whenever |v| = √(u+ 2)/3. Since −1 ≤ u ≤ 1, we have
[−1,−1/√3] ∪ [1/√3, 1] ⊂ σ(LG1). Finally, let a = 1/2. From (5.3) we can
show that λ = 2v is a solution of (5.3) if |v| =√(2u+ 5)/28. Hence we have
[−√7/12,−1/2] ∪ [1/2,√7/12] ⊂ σ(LG1). Thus, (a) is established.
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Similarly to the proof of (a), we observe that λ ∈ σ(LG2) if and only if
there exists a pair (k1, k2) ∈ [−π, π]2 such that
λ
{
20λ2 − 6− 4 cos k2 − 4 cos2 k2 − 2(1 + 2 cos k2) cos k1
}
= 0. (5.4)
We shall prove that λ ∈ ρ(LG1) if 0 < λ < 1/
√
5. We fix λ0 ∈ (0, 1/
√
5) and
assume that λ0 ∈ σ(LG1). Let u = cos k1 and v = cos k2. Then we know,
from (5.4), that there exist a pair (u, v) ∈ [−1, 1]2 such that
v2 + (1 + u)v +
3 + u− 10λ20
2
= 0.
Because the above quadratic polynomial in v has a solution, its discriminant
satisfies u2 + 20λ20 − 5 ≥ 0. On the other hand, by assumption, we have
u2 + 20λ20 − 5 < 0. This is a contradiction, and (b) is therefore proven.
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