We develop tests of the hypothesis of no effect for selected predictors in regression, without assuming a model for the conditional distribution of the response given the predictors. Predictor effects need not be limited to the mean function and smoothing is not required. The general approach is based on sufficient dimension reduction, the idea being to replace the predictor vector with a lower dimensional version without loss of information on the regression. Methodology using sliced inverse regression is developed in detail. §
Introduction
In full generality, the goal of a regression is to infer about the conditional distribution of the univariate response variable ¡ given the ¢ ¤ £ ¦ ¥ vector of predictors 0 3 24 5 7 is called the structural dimension of the regression. There are several methods available that can be used to estimate the CS, including sliced inverse regression (SIR; Li 1991) , sliced average variance estimation (SAVE; Cook and Weisberg 1991) , graphical regression (Cook 1994 (Cook , 1998a , parametric inverse regression (Bura and Cook 2001b) , and partial SIR (Chiaromonte, Cook and Li 2002) when categorical predictors are present. gave an introductory account of studying regressions via central subspaces.
Other dimension reduction methods estimate the central mean subspace (Cook and Li 2002) , which is a subspace of the CS that captures the mean function. These include ordinary least squares (OLS) and related methods based on convex objective functions, principal Hessian directions (Li 1992 , Cook 1998b , iterative Hessian transformation (Cook and Li 2002) and minimum average variance estimation (Xia, et al. 2002) . In this article we are concerned only with the CS.
The estimation methods for the CS mentioned previously are all consistent under reasonable conditions when the dimension of the CS is known. Inference on is often based on hypothesis testing: Starting with ! , test the hypothesis versus # " ! . If the test is rejected, increment by one and test again, stopping with the first nonsignificant result. This type of procedure is fairly common for estimating the dimension of a subspace (see, for example, Rao 1965, p. 472 Chen and Li (1998) , Cook and Lee (1999) and Chiaromonte, Cook and Li (2002) .
The ability to test the significance of subsets of predictors is often important in model-based regression, but is currently unavailable in SDR. In this article we develop tests of hypotheses involving statements of the form Marginal dimension hypotheses are considered extensively in the literature and are mentioned here for completeness. The other two forms are new and tests for them are developed in this article. Any of the dimension reduction methods mentioned previously (eg. SIR, SAVE or PIR) could in principle be a foundation for tests of these hypotheses. In effect, graphical regression (Cook 1994 (Cook , 1998a is built on our ability to assess coordinate hypotheses in a series of three-dimensional plots. In this article we use SIR to develop formal asymptotic tests of the two new hypotheses. Our use of SIR to develop tests of hypotheses involving coordinate restrictions depends on re-deriving it as the solution to a multivariate nonlinear least squares problem. This is done in Section 3.1, following further discussion of preliminary issues in Section 2. The population structure of SIR is related to the coordinate hypotheses in Section 3.2, and general results on test statistic construction are described in Section 4. In Sections 5 and 6 we develop the tests for the marginal and conditional coordinate hypotheses, including asymptotic null distributions and suggestions for implementation. Simulation results on level and power along with an illustrative data analysis are reported in Section 7. Concluding comments are given in Section 8, along with additional discussion of the literature and its relation to this work. To avoid interrupting the discussion, proofs for most results are given in the Appendix.
Preparations
We assume throughout this article that the data (Cook 1998a, proposition 4.2) . Li's (1991) design condition is equivalent to (C1), which applies to the marginal distribution of the predictors and not to the conditional distribution of ¡ 6
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as is common in regression modeling. Consequently, we are free to use experimental design, one-to-one predictor transformations ¤ , or re-weighting (Cook and Nachtsheim 1994) , predictor transformations just change the way in which the conditional distribution of ¡ 6 § is indexed. The linearity condition holds for elliptically contoured predictors. Additionally, Hall and Li (1993) showed that as ¢ increases with fixed the linearity condition holds to a reasonable approximation in many problems.
The linearity condition implies that the conditional means ! 5¡ 7 lie in the CS for all values of ¡ (Li 1991) . We take this a step further and assume the 
Assuming that § has a multivariate normal distribution and implicitly assuming the coverage condition, Li (1991) proved that the distribution of be a nonrandom matrix. Normality of § implies the linearity and constant covariance conditions, but not the coverage condition. Bura and Cook (2001a) also proved that in general 8 5 7 is distributed as a weighted sum of independent chi-squared random variables and showed how to construct consistent estimates of the weights for use in practice.
In the next section we relate the coordinate hypothesis 5 6 A 7 $ to the population structure of SIR. The following two propositions relate coordinate hypotheses to the population structure of SIR. The proofs seem straightforward and are omitted.
Coordinate Hypotheses and SIR
Proposition 2 Assume that the linearity and coverage conditions hold. Then each of the following two conditions is equivalent to the coordinate hypothesis
In addition, the coordinate hypothesis implies 
Test Statistic Construction
In this section we discuss results that will facilitate construction of statistics for testing the two new hypothesis described in Section 1. Proceeding by analogy with the nonlinear least squares derivation of SIR described in Section 3.1, the test statistics will be constructed as the difference between the residual sum of squares under null and alternative hypotheses. The residual sum of squares under a dimension hypothesis can be written using (3)-(5) as
Here we define 8 5 ¢ 7 so that (3) and (4) are both covered by (7).
We will also need the residual sum of squares under a coordinate constraint @ 5 A 7 $ and a dimension constraint . Because ¥ is typically unknown, it will have to be estimated for use in practice. Thus we let
. To construct the residual sum of squares under coordinate and dimension constraints, write
where the prime on indicates the imposition of the coordinate constraint. For fixed
, the minimum is attained by . In the next two sections we use (7) and (9) to construct test statistics for the new hypotheses introduced in Section 1.
Marginal Coordinate Hypotheses
The marginal coordinate hypothesis 
where © is the usual operator that maps a matrix into a vector by stacking its columns, given by (10) is what might be expected based on intuition: To test if
we consider the size of the projection of onto the subspace specified by the hypothesis. Before using (11) to describe the asymptotic distribution of 8 58 7
, we consider another form of the statistic that might provide additional insights.
Because
Consequently under the coordinate hypothesis we must have
, the test statistic can be written in terms of the hypoth- Consequently, from (11) 
Implementation
The test statistic 8 58 7
i s the same for all versions of the test, but the reference distribution changes depending on conditions C1-C3. In the most general case described in Theorem 1 we need to estimate the eigenvalues of the . There is a substantial literature on computing tail probabilities of the distribution of a linear combination of chi-squared random variables. See Field (1993) for an introduction. Alternatively, tail areas can usually be approximated adequately by using Satterthwaite's approximation.
We can proceed similarly under conditions C1-C3. The p-value can be found by comparing 8 58 7
to the percentage points of the distribution of ) 4
are the eigenvalues of . For ease of reference, we refer to the test using the weighted chi-squared reference distribution constructed from (14) as the general test. The test using reference distribution constructed from (15) will be called the constrained test. Both tests use the same statistic 8 58 7
, but the reference distribution depends on applicable constraints, as given in Corollary 1.
Conditional Coordinate Hypotheses
The conditional coordinate hypothesis 
The next corollary gives the asymptotic distribution of 
The generalized inverse of
(
in Corollary 4 could be used to construct a Wald test statistic with an asymptotic chi-squared distribution under the coordinate hypothesis of Theorem 2. A similar comment applies to (13) under the coordinate hypothesis of Theorem 1.
Implementation
The results of Theorem 2 can be implemented in a manner similar to the implementation of Theorem 1 described in Section 5. 
. Following the terminology for tests of marginal coordinate hypotheses, we refer to the test using reference distribution constructed from (20) as the general test. The constrained test uses the weighted chi-squared reference distribution based on (21). These two tests use the same statistic 8 58 7 , only the reference distribution changes.
Simulation Results and Data Analysis
Simulation studies were conducted to insure that the asymptotic tests behave as expected and to provide a little insight about their operating characteristics. Each study was based on one of the following two models. Test results were tabulated over 1,000 replications for each sampling configuration.
Estimated versus nominal levels
In this section we report some representative results to compare estimated and nominal levels. The estimates were obtained by counting the number of p-values that were less than or equal to a nominal level in the 1,000 replications for each sample configuration. These p-values were obtained by applying the tests to a predictor not represented in the mean function of the model, so
Estimated levels of all seven statistics described here are shown in Table 1 for simulations from model (22) were included in Table 1 to provide numerical support for the asymptotic calculations described previously. An investigation of possible roles for them in data analysis is outside the scope of this report. Discussion in the remainder of this section is confined to tests of the marginal and conditional coordinate hypotheses.
A substantial increase in the number of predictors typically required that the sample size be increased to achieve consistent agreement between the estimated and nominal levels. Shown in Table 2 are estimated levels for the two general and two constrained tests based on model (23) (see (20)). The two general tests, one for marginal coordinate hypotheses and one for conditional coordinate hypotheses, will probably be the most useful in practice since they require the fewest assumptions. In comparison, the corresponding constrained tests achieved similar agreement between the estimated and nominal levels with somewhat smaller sample sizes.
The results in Table 3 are intended to give some idea about the impact of the predictor distribution on the actual level of the two general tests. The subtables are designated as A and C to correspond to their designations in Tables 1 and 2. The simulation setup leading to Table 3 was repeated with other predictor distributions, including the distribution with 5 degrees of freedom and the uniform 5& 9 7 distribution. The results for these predictor distributions were quite similar to the results in Table 3 .
Over the range of simulations represented in this study it was observed that the 
20) 100 1.6 7.2 12.7 18.7 200 1.6 7.3 12.5 18.9 400 0.7 3.2 7.9 12.9 800 1.0 5.6 10.0 16.0 estimated level of a nominal 1 percent test was nearly always between 1 and 5 percent. And the estimated level of a nominal 5 percent test was nearly always between 5 and 10 percent. No simulations were conducted with more than 12 predictors or more than 800 observations.
Power
In this section we report results from a power study to gain insight into the operating characteristics of the proposed tests. It is not difficult to find examples where the power is near 1, the nominal level or anywhere between these extremes. To provide a benchmark for interpretation, the standard linear model test was included in the study.
The results reported in Table 4 are from model (22) with 5 independent standard normal predictors, £ and three different errors¨. For each model configuration, the power of the standard test for the hypothesis that the coefficient of ¢ equals 0, and the power of the general marginal coordinate test for ¢ were estimated by computing the fraction of rejections in 1,000 replications. The first column of Table 4 indicates the test. The second column indicates the nature of the error and will be described shortly. The third and fourth columns give the estimated power ( ¢ ¡ ) at the nominal 1 and 5 percent levels. The differences between the estimated and nominal levels for all tests in Table 4 were found to be roughly as those of Table 1 .
To provide some information about estimation in addition to that for testing, we also computed the absolute sample correlations tests can be attributed to the differential information on dimension. tests were found to be similar for around 5 or 6. 
Lean Body Mass Regression
We revisit the lean body mass regression to illustrate practical aspects of the previous development. Lean body mass (LBM) is regressed on the logarithms of height Ht, weight Wt, sum of skin folds SSF, and the logarithms of the five hematological variables red cell count RCC, white cell count WCC, plasma ferritin concentration PFC, Hematocrit Hc and Hemoglobin Hg for 202 athletes at the Australian Institute of Sport. Logarithms of the eight predictors were used to help insure the linearity condition. Both females and males are represented in the data in approximately equal proportions. However, for this illustration we neglect gender in the regression. The SIR chi-squared p-values for the marginal dimension hypotheses 9 9 ¥ 9 9 W , are about 0.000, 0.000, 0.13 and 0.46. Consequently, we initially inferred that , keeping in mind that W is also a possibility. The first two SIR directions $ % ¢ and $ % A are shown in the second and third columns of Table 5 . The numbers in parentheses are the approximate standard errors proposed by Chen and Li (1998, p. 297 Figure 1b . In the context of SDR there are now at least three options to aid in assessing the significance of the individual predictors to the regression. We might develop a model . Predictors could then be tested in the context of the resulting model. This type of procedure has produced useful results in the past, but there could be a worrisome possibility that the modeling process would effectively invalidate nominal characteristics of subsequent tests. Another possibility is to follow the case study by Chen and Li (1998, Section 5.2) and use the approximate standard errors to guide variable selection. The assessment here is based on the general versions of the marginal and conditional coordinate tests.
The last three columns of Table 5 give is about 0.9995, so these two identified predictors largely account for the shape of the plot in Figure 1a . The correlation between the second SIR predictors from the same regressions is about 0.83. Evidently, SSF and Wt contribute significantly to the first two directions, while other predictors contribute mostly to the second direction. As in linear regression, two correlated predictors might both have relatively large p-values, while deleting either causes the p-value for the remaining predictor to decrease substantially. Using 8 58 7
to test si- . Conclusions regarding the remaining three predictors were relatively ambiguous, depending on a dimension specification. One of the advantages of this type of analysis may be the ability to see which conclusions are firmly supported by the data without pre-specifying a dimension for and which depend on specification of a dimension and perhaps eventually a model. Nevertheless, to focus the analysis we deleted the three predictors that were judged to be unimportant and started over. The SIR chi-squared p-values from this regression for the hypotheses 9 9 ¥ 9 9 W were about 0.000, 0.000, 0.010 and 0.31. Consequently, we now inferred that W , a conclusion that remained stable for the rest of the analysis. This situation is consistent with the known propensity of the marginal dimension test to lose power when irrelevant predictors are added to the regression. Additionally, there was no notable evidence in this five-predictor regression to indicate that ¦ 5 © 7 is relevant, leaving us with the reduced regression of LBM on the remaining four predictors (SSF, Wt, RCC, PFC).
Additional results for the reduced regression are given in Table 6 . The sample correlations between the first, second and third SIR predictors from the full regression and the corresponding predictors from the reduced regression are 0.9997, 0.93 and 0.98, suggesting that the two regressions are giving essentially the same Data analytic techniques (eg. SIR, SAVE, PIR) for pursuing sufficient dimension reduction have mostly lived in a world apart from main stream methodology, although there are threads leading to other ideas and methods (See Chen and Li 1998 for a discussion). By outlining a general context for testing predictors and developing a specific implementation using SIR, this article moves the inferential capabilities of SDR a step closer to main stream regression methodology. The connection with tradition is also strengthened by casting SIR in terms of nonlinear least squares.
SIR has generated considerable interest since it was introduced. Hsing and Carroll (1992) develop a version of SIR in which each slice contains two observations so that the number of slices grows with the sample size. This two-slice method was extended by Zhu and Ng (1995) to allow for slices with more than two observations. The version in this article uses fixed slicing in which the number of observations per slice grows with the sample size. Zhu and Fang (1996) bypass the slicing step and use kernel smoothing instead. Schott (1994) investigated inference methods for when the predictors follow an elliptically contoured distribution. Elliptically contoured distributions are not required for the general methods in this article. Cook and Critchley (2000) showed that SDR methods can be useful for identifying outliers and regression mixtures. Assuming to be known, Gather, Torsten and Becker (2001) developed a robust version of SIR by replacing its components (eg. % § , $ ¥ and ) with robust estimates. The nonlinear least squares formulation of SIR described in Section 3 allows for alternative robust versions of SIR that involve using a loss function other than least squares.
The linearity condition (C1) and the coverage condition (C2) are the only two population conditions necessary for the theoretical justification of SIR. The constant covariance condition (C3) A that provides an informative link with the population. As argued previously, the linearity condition need not be worrisome in practice, particularly if we use the adaptation methods discussed in Section 3.1. Li (1997) studied what can happen when the linearity condition fails, and Chen and Li (1998) 
Theorem 1
The ' -th column 
Proposition 5
To find the limiting distribution of 8 58 7 u nder the coordinate hypothesis, we first use (19) and (16) 
