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Re´sume´
L2S / SUPELEC – SYS’COM / ENIT
Universite´ Paris Sud XI – Universite´ Tunis El-Manar
Docteur en Physique – Docteur en Ge´nie E´lectrique
par Habib DIMASSI
Dans ce travail de the`se, nous de´veloppons des me´thodes de synchronisation des syste`mes chaotiques
pour les applications de transmission d’informations. La premie`re me´thode de synchronisation que
nous proposons est base´e sur les observateurs adaptatifs a` entre´es inconnues pour une classe des
syste`mes chaotiques pre´sentant des incertitudes parame´triques et des perturbations dans leurs dy-
namiques et du bruit dans les signaux de sortie (bruit dans le canal de communication). La me´thode
de´veloppe´e repose sur les techniques adaptatives pour la compensation des non-line´arite´s et des
incertitudes parame´triques et pour la restauration des messages transmis. Elle se base e´galement sur
les me´thodes de synthe`se d’observateurs a` entre´es inconnues pour supprimer l’influence des pertur-
bations et du bruit. Ensuite, nous de´veloppons une deuxie`me me´thode de synchronisation utilisant
un observateur adaptatif a` “modes glissants” pour une classe des syste`mes chaotiques pre´sentant des
entre´es inconnues et dont les signaux de sortie sont bruite´s. La synthe`se de l’observateur s’appuie sur
la the´orie des modes glissants, les techniques de synthe`se d’observateurs singuliers et les techniques
adaptatives dans le but d’estimer conjointement l’e´tat et les entre´es inconnues malgre´ la pre´sence du
bruit dans les e´quations de sortie. Cette approche de synchronisation est ensuite employe´e dans un
nouveau sche´ma de communication chaotique se´curise´e dont l’objectif est d’augmenter le nombre
et l’amplitude des messages transmis, ame´liorer le niveau de se´curite´ ainsi que la robustesse aux
bruits pre´sents dans le canal de communication. En outre, le sce´nario de pre´sence des retards de
transmission est e´tudie´ en e´laborant une troisie`me approche de synchronisation a` base d’observa-
teurs adaptatifs pour une classe des syste`mes chaotiques de Lur’e avec des non-line´arite´s a` pente
restreinte et des signaux de sortie retarde´s. En se basant sur la the´orie de Lyapunov-Krasovskii et en
utilisant une hypothe`se d’excitation persistante, l’observateur adaptatif propose´ garantit la synchro-
nisation maitre-esclave et la restauration des informations transmises malgre´ l’existence des retards
de transmission. Les re´sultats the´oriques obtenus dans ce travail de the`se sont ve´rifie´s a` travers des
applications de transmission d’informations utilisant diffe´rents mode`les des syste`mes chaotiques tout
en e´tudiant les diffe´rents sce´narios et cas de figure pouvant se pre´senter en pratique et en analysant
les aspects de se´curite´ de ces syste`mes.
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Introduction ge´ne´rale
0.1 Contexte et motivations
Ce travail de the`se porte sur la synchronisation des syste`mes chaotiques a` base d’observateurs non
line´aires et ses applications dans les syste`mes de transmission d’informations.
Le phe´nome`ne de synchronisation peut eˆtre de´crit comme e´tant un processus d’ajustement des
rythmes des e´ve`nements re´pe´titifs par l’interme´diaire des faibles interactions. Ce phe´nome`ne a e´te´
observe´ pour la premie`re fois par Huygens, en 1673, en e´tudiant un syste`me de deux pendules
couple´es. Depuis le constat de Huygens, la synchronisation des syste`mes dynamiques a trouve´ ses
applications en the´orie et en pratique et plusieurs types de synchronisation ont e´te´ distingue´s tels que
l’auto-synchronisation qui se manifeste par les interactions internes entre les syste`mes conside´re´s et
la synchronisation commande´e qui ne´cessite une intervention externe pour forcer deux ou plusieurs
syste`mes dynamiques a` se synchroniser. La synchronisation maˆıtre-esclave appartient a` la cate´gorie
de la synchronisation commande´e, pour laquelle on dispose d’un syste`me dominant (le syste`me
maˆıtre) qui impose son rythme a` un second syste`me (le syste`me esclave). Pendant les deux dernie`res
de´cennies, la configuration maˆıtre-esclave a e´te´ applique´e avec succe`s, dans les syste`mes de commu-
nication se´curise´e base´s sur la synchronisation des syste`mes chaotiques ou` un e´metteur chaotique
(le syste`me maˆıtre) ge´ne`re un signal d’information chiffre´ transmis dans le canal de communication
vers un syste`me re´cepteur (le syste`me esclave) qui a pour objectif de synchroniser avec l’e´metteur et
de restaurer le signal d’information. L’utilisation du chaos dans les applications de communication
se´curise´e est motive´e par les proprie´te´s des syste`mes chaotiques qui sont des syste`mes de´terministes,
a` comportement complexe et qui sont caracte´rise´s par une forte sensibilite´ aux conditions initiales et
aux variations parame´triques. Par ailleurs, plusieurs similitudes entre les syste`mes chaotiques et les
syste`mes cryptographiques ont e´te´ constate´es par la communaute´ scientifique, notamment les pro-
prie´te´s de confusion, de diffusion et de possession d’une cle´ secre`te. Le premier travail de recherche
ayant sugge´re´ une re´ponse a` la question de synchronisation des syste`mes chaotiques a e´te´ re´alise´
en 1990 par les chercheurs Pecora et Caroll qui ont re´ussi a` synchroniser deux syste`mes chaotiques
maˆıtre et esclave en utilisant la me´thode de de´composition en sous-syste`mes.
D’autre part, en 1997, Nijmeijer et Mareels ont de´montre´ que la synchronisation maˆıtre-esclave
peut eˆtre conside´re´e comme e´tant un proble`me d’estimation d’e´tat ou` le syste`me esclave est conc¸u
a` base d’un estimateur d’e´tat (observateur) pour le syste`me maˆıtre. Depuis ce constat, la the´orie
1
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des observateurs non line´aires a joue´ un roˆle fondamental dans le de´veloppement des me´thodes
de synchronisation des syste`mes chaotiques et ses applications dans les syste`mes de transmission
se´curise´e d’informations.
Le proble`me d’estimation d’e´tat et de synthe`se d’observateurs pour les syste`mes dynamiques est
un domaine de recherche qui a e´te´ aborde´ depuis les anne´es soixante et qui reste actuellement un
domaine tre`s actif. En effet, le besoin d’estimation d’e´tat est motive´ par de nombreuses applications
telles que la de´tection de de´fauts, la commande, l’identification (mode´lisation), la synchronisation
des syste`mes dynamiques, etc.
Il s’agit de concevoir un syste`me dynamique appele´ observateur dont l’objectif est de reconstruire
l’e´tat du syste`me a` partir des informations partielles accessibles telles que les signaux d’entre´e et
de sortie. Dans ce contexte, diverses strate´gies de synthe`se d’observateurs pour diffe´rentes classes
des syste`mes line´aires et non line´aires ont e´te´ de´veloppe´es, telles que les syste`mes Lipschitziens,
les syste`mes satisfaisant les proprie´te´s de secteur et de restriction de pente, les syste`mes ayant des
formes particulie`res telles que la forme canonique et la forme normale de l’observabilite´, et pour
lesquelles plusieurs types d’observateurs line´aires et non line´aires ont e´te´ propose´s tels que l’ob-
servateur de Luenberger, le filtre de Kalman, l’observateur a` grand gain, l’observateur de Thau,
l’observateur d’Arcak, etc. Ces observateurs ont e´te´ utilise´s et re´alise´s avec succe`s dans les condi-
tions ide´ales, cependant en pratique, on se trouve souvent face a` des situations particulie`res pour
lesquelles ces strate´gies ne re´ussissent pas a` estimer parfaitement l’e´tat du syste`me. Il s’agit des
contraintes et des incertitudes qui sont impose´es par l’environnement exte´rieur et les imperfections
des circuits e´lectroniques et qui se manifestent sous la forme d’incertitudes parame´triques, d’er-
reurs de mode´lisation, de perturbations, des dynamiques non mode´lise´es, d’entre´es inconnues, de
de´fauts, du bruit de mesure, de retards, etc. Afin d’ame´liorer la performance de l’estimateur d’e´tat
dans des telles conditions, les chercheurs ont de´veloppe´ des strate´gies de plus en plus avance´es qui
tiennent compte des conside´rations pratiques : des strate´gies robustes et adaptatives. Ainsi, les ob-
servateurs a` entre´es inconnues ont donc e´te´ de´veloppe´s dans le but d’estimer l’e´tat du syste`me tout
en de´couplant les entre´es inconnues, les observateurs a` modes glissants base´s sur la the´orie de la
commande a` structure variable sont des observateurs robustes et permettent l’estimation conjointe
de l’e´tat et de l’entre´e inconnue et les observateurs adaptatifs ont e´te´ de´veloppe´s dans l’objectif de
reconstruire simultane´ment l’e´tat et les parame`tres inconnus.
Plus particulie`rement, ces imperfections se produisent fre´quemment dans le contexte de la synchro-
nisation maˆıtre-esclave et ses applications dans les syste`mes de communication ou` elles sont souvent
ne´glige´es ou uniquement analyse´es et quantifie´es.
Par ailleurs, les syste`mes de communication traditionnels base´s sur la synchronisation des syste`mes
chaotiques sont caracte´rise´s par un faible niveau de se´curite´ et de confidentialite´. En effet, plusieurs
techniques d’attaques ont e´te´ de´veloppe´es, telles que la technique d’analyse spectrale, la me´thode
d’identification parame´trique, la synchronisation ge´ne´ralise´e, les attaques cryptographiques, etc. Ces
syste`mes pre´sentent e´galement plusieurs autres limites telles que les restrictions sur l’amplitude, le
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nombre et la nature des informations a` transmettre ; ces restrictions sont impose´es par les proprie´te´s
structurelles du syste`me e´metteur et les techniques de synchronisation et de cryptage utilise´es.
0.2 Objectifs de la the`se
L’objectif principal de cette the`se est d’apporter a` partir du domaine de l’automatique et plus
pre´cise´ment, a` partir de la the´orie des observateurs non line´aires, des solutions aux proble`mes ren-
contre´s dans les applications de communications base´es sur la synchronisation des syste`mes chao-
tiques :
a. De´veloppement de me´thodes de synchronisation a` base d’observateurs non line´aires en tenant
compte de diffe´rents sce´narios qui peuvent exister en pratique.
b. Application des me´thodes de synchronisation dans des syste`mes de transmission a` base du chaos
qui sont soumis aux imperfections, incertitudes, bruit pre´sent dans le canal de communication, etc.
c. Ame´lioration de performances en termes de se´curite´, relaxation des restrictions et e´limination des
limitations des syste`mes de communication traditionnels.
d. De´veloppement de me´thodes de synchronisation pour la transmission d’informations dans le cas
de pre´sence de retards de communication.
0.3 Organisation du me´moire et contributions
La structure de ce me´moire se pre´sente comme suit. Le chapitre 1 est consacre´ aux syste`mes chao-
tiques et cryptographiques dans les applications de transmission se´curise´e d’informations base´es sur
la synchronisation de syste`mes chaotiques. Apre`s avoir bien e´tabli la connexion entre le proble`me de
synchronisation et le proble`me d’estimation d’e´tat, nous faisons un tour d’horizon des me´thodes de
synthe`se d’observateurs non line´aires, et en particulier celles qui sont en liaison avec ce travail de
the`se.
Dans le chapitre 2, nous pre´sentons une me´thode de synchronisation robuste et adaptative base´e
sur les observateurs adaptatifs a` entre´es inconnues et son application dans un syste`me de com-
munication chaotique. Le syste`me maˆıtre conside´re´ est un syste`me chaotique pre´sentant dans sa
dynamique des parame`tres inconnus constants par morceaux ainsi que des perturbations externes.
Pour la transmission de l’information, nous utilisons la technique de modulation parame´trique : le
message a` transmettre (suppose´ constant par morceaux) module l’un des parame`tres du syste`me
maˆıtre. L’e´quation de sortie est e´galement affecte´e par un bruit (le bruit pre´sent dans le canal de
communication). Les diffe´rents signaux utilise´s (perturbations, bruit, signal d’information, etc) sont
suppose´s borne´s. Le syste`me esclave propose´ est un observateur adaptatif a` entre´es inconnues qui
a pour objectif de synchroniser avec le syste`me maˆıtre, rejeter le bruit pre´sent dans le canal de
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transmission et les perturbations pre´sentes dans la dynamique du syste`me et reconstruire l’infor-
mation transmise. Nous pre´sentons les conditions ne´cessaires et suffisantes pour la synchronisation
maˆıtre-esclave et les conditions de convergence parame´trique (reconstruction du message envoye´ et
des parame`tres inconnues), notamment la condition d’excitation persistante. Pour mettre en relief
notre contribution, nous pre´sentons des exemples de simulation dans une application de transmission
d’informations tout en mettant l’accent sur les avantages de notre approche par rapport a` la me´thode
traditionnelle utilisant les observateurs adaptatifs classiques (sans e´limination des perturbations et
du bruit).
Dans le chapitre 3, une me´thodologie de synchronisation a` base d’un observateur adaptatif par modes
glissants est de´veloppe´e. Les syste`mes conside´re´s sont des syste`mes non line´aires couvrant une large
classe des syste`mes chaotiques dont on peut appliquer la technique de transformation de Lipschitz
sous l’hypothe`se de bornitude des solutions du syste`me. La dynamique du syste`me en conside´ration
pre´sente e´galement des entre´es inconnues borne´es et la sortie mesure´e est contamine´e par un bruit
borne´. L’observateur que nous proposons est un observateur adaptatif par modes glissants dont la
re´alisation ne de´pend pas de la connaissance des bornes supe´rieures des e´tats, des entre´es inconnues
et du bruit dans l’e´quation de sortie, ni la valeur exacte de la constante de Lipschitz qui peut prendre
des grandes valeurs. La me´thode propose´e est base´e sur les techniques de conception d’observateurs
singuliers, la the´orie de commande par modes glissants et la commande adaptative. Nous pre´sentons
les e´tapes de construction de l’observateur et les conditions ne´cessaires et suffisantes garantissant la
stabilite´ pratique et la convergence de l’erreur d’estimation vers un ensemble compact centre´ autour
de l’origine et qu’on peut re´duire arbitrairement en agissant convenablement sur les parame`tres de
l’observateur.
La me´thode de synchronisation a` base d’observateurs adaptatifs a` modes glissants est ensuite ex-
ploite´e dans un nouveau sche´ma de communication se´curise´e base´ sur la synchronisation maˆıtre-
esclave des syste`mes chaotiques. L’approche propose´e est compatible avec des informations de type
analogiques/nume´riques et de grandes amplitudes et garantit un bon niveau de se´curite´ et une ro-
bustesse aux diffe´rentes attaques spe´cifiques aux syste`mes de communication analogiques. L’ide´e
principale est de se´parer les ope´rations de cryptage et de synchronisation en utilisant deux syste`mes
chaotiques en cascade. Nous de´montrons que le sche´ma de transmission propose´ re´siste aux attaques
base´es sur l’analyse des caracte´ristiques du signal de texte chiffre´ et les attaques base´es sur l’identi-
fication de la structure et des parame`tres du syste`me e´metteur. Une analyse de la cle´ secre`te a e´te´
e´galement re´alise´e pour e´valuer la robustesse du sche´ma propose´ aux attaques cryptographiques. Le
sche´ma est e´galement robuste au bruit affectant le canal de communication.
Dans le chapitre 4, nous pre´sentons une me´thode de synchronisation a` base d’observateurs adaptatifs
pour une classe des syste`mes de Lur’e avec des non-line´arite´s a` pente restreinte en pre´sence d’un
retard de transmission a` temps variant. La technique de transmission chaotique employe´e est la
technique de modulation parame´trique et les messages a` transmettre sont suppose´s constants par
morceaux. En se basant sur l’approche de Lyapunov-Krasovskii, nous de´montrons que pour des
valeurs de la borne supe´rieure du retard suffisamment petites, l’estimation d’e´tat et la restauration
des informations transmises sont obtenues sous une hypothe`se d’excitation persistante et apre`s la
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re´solution d’un proble`me convexe d’optimisation. Ensuite, nous ge´ne´ralisons ce re´sultat au cas des
longs retards de transmission en pre´sentant un sche´ma de synchronisation a` base d’observateurs en
cascade. La performance de l’approche propose´e est teste´e a` l’aide des applications des syste`mes
de communication pre´sentant des retards de transmission. En particulier, un nouveau sche´ma de
communication se´curise´e garantissant a` la fois un niveau e´leve´ de se´curite´ et une robustesse aux
retards de transmission, a e´te´ de´veloppe´ en combinant cette me´thode de synchronisation avec des
techniques cryptographiques.
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Chapitre 1
Etat de l’art
1.1 Introduction
Dans ce chapitre, nous pre´sentons dans une premie`re partie les notions relatifs a` la the´orie du chaos et
au proble`me de synchronisation des syste`mes chaotiques. Ensuite, nous faisons un tour d’horizon des
techniques de transmission d’informations utilise´es dans les syste`mes de communications analogiques
base´s sur la synchronisation de syste`mes chaotiques. Apre`s avoir bien explique´ la connexion entre le
proble`me de synchronisation et le proble`me d’estimation d’e´tat, nous pre´sentons, dans une deuxie`me
partie, un e´tat de l’art de la the´orie des observateurs en exposant une liste de me´thodes de synthe`se
d’observateurs non line´aires tout en analysant les conditions ne´cessaires et suffisantes de convergence
et de stabilite´. Nous commenc¸ons par pre´senter des exemples d’observateurs pour des syste`mes non
affecte´s par des incertitudes ni par des perturbations, puis nous e´tudions des exemples d’observateurs
adaptatifs et robustes pour des syste`mes incertains et perturbe´s tels que l’observateur adaptatif,
l’observateur a` modes glissants et l’observateur a` entre´es inconnues.
1.2 Syste`mes de communications base´s sur la synchronisation des
syste`mes chaotiques
1.2.1 Les syste`mes chaotiques
Pendant plusieurs sie`cles de l’histoire de la science et jusqu’a` la fin du dix-neuvie`me sie`cle, les scien-
tifiques interpre´taient les phe´nome`nes naturelles par la physique de´terministe. Dans la conception
de´terministe, l’e´tat pre´sent d’un phe´nome`ne physique est l’effet d’un e´tat ante´rieur et la cause d’un
e´tat futur. Ne´anmoins, plusieurs comportements complexes qui existaient a` cette e´poque tels que
les phe´nome`nes me´te´orologiques ne trouvaient pas d’explication avec cette vision de´terministe. Au
de´but du vingtie`me sie`cle, Henri Poincare´ a explique´ ces phe´nome`nes par leur sensibilite´ aux condi-
tions initiales. En 1967, Edwards Lorenz a pre´sente´ un syste`me dynamique de´terministe ayant un
6
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comportement complexe manifeste´ par un attracteur e´trange et caracte´rise´ par une forte sensibilite´
aux conditions initiales. Quatre ans plus tard, James Yorke a introduit pour la premie`re fois le terme
chaos pour de´crire les syste`mes de´terministes et impre´visibles. Depuis ces de´couvertes, la the´orie du
chaos a trouve´ diverses applications en mathe´matiques, en physique, en e´lectronique, en biologie, en
me´decine et plus re´cemment en te´le´communications.
Un syste`me chaotique est caracte´rise´ par :
-Un comportement ape´riodique a` long terme : la trajectoire d’un syste`me chaotique dans l’espace
de phase ne converge vers aucun point fixe ni orbite pe´riodique lorsque le temps tend vers l’infini.
-Son de´terminisme : le comportement irre´gulier provient des non-line´arite´s intrinse`ques plutoˆt que
des bruits ale´atoires. Un syste`me chaotique ne pre´sente pas des parame`tres stochastiques (probabi-
listes).
-Sa forte sensibilite´ aux conditions initiales : deux trajectoires initialise´es a` deux valeurs tre`s proches
divergent exponentiellement.
-Des solutions globalement borne´es.
On trouve dans la litte´rature plusieurs de´finitions mathe´matiques du chaos, mais jusqu’a` pre´sent, il
n’existe aucune de´finition mathe´matique universelle du chaos. Les nouvelles me´thodes d’analyse des
syste`mes dynamiques qui ont e´te´ de´veloppe´es conside`rent les syste`mes chaotiques comme e´tant des
syste`mes non line´aires pre´sentant des trajectoires globalement borne´es et localement instables.
De´finition 1.1. [1] On conside`re le syste`me dynamique continu suivant
x˙ = f(x); x ∈ Rn. (1.1)
Le syste`me (1.1) est dit chaotique s’il existe un ensemble compact Ω ∈ Rn et un ensemble ouvert
Ω0 tels que toutes les trajectoires x(t) du syste`me (1.1) initialise´es a` x(0) ∈ Ω0 et de´finies ∀t ≥ 0
ve´rifient la condition suivante :
lim
t→∞
inf
ω∈Ω
|x(t)− ω| = 0, (1.2)
et que toute trajectoire X(t, 0,X(0)) commenc¸ant dans Ω est instable au sens de Lyapunov.
Remarque 1.2. On peut interpre´ter cette de´finition comme suit. Un syste`me chaotique posse`de au
moins un attracteur borne´ Ω. L’instabilite´ au sens de Lyapunov des trajectoires met l’accent sur la
proprie´te´ de sensibilite´ aux conditions initiales qui caracte´rise les syste`mes chaotiques.
Pour mettre en e´vidence les caracte´ristiques d’un syste`me chaotique, prenons comme exemple le
mode`le de Ro¨ssler :
x˙1 = −(x2 + x3), (1.3a)
x˙2 = x1 + ax2, (1.3b)
x˙3 = b+ x3(x1 − c). (1.3c)
(1.3d)
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Pour les valeurs des parame`tres (a = 0.398, b = 2 et c = 4), le syste`me de Ro¨ssler fonctionne en
re´gime chaotique.
La figure 1.1 repre´sente l’e´volution en fonction du temps des trajectoires chaotiques du syste`me de
Ro¨ssler et illustre une e´volution complexe, non pe´riodique et impre´visible. C’est l’aspect ale´atoire des
syste`mes chaotiques.
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Figure 1.1: E´volution dans le temps de la solution x2(t)
L’e´volution dans le temps d’une trajectoire chaotique au cours du temps apparaˆıt comme ale´atoire,
cependant l’observation de la trajectoire dans l’espace des phases, lorsque t tend vers l’infini, de´crit
une forme particulie`re qui pre´sente une structure fractale : c’est l’attracteur e´trange – voir la figure
1.2.
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Figure 1.2: Attracteur du syste`mes chaotique de Ro¨ssler
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Dans le domaine fre´quentiel, le spectre d’une solution chaotique a une large gamme de fre´quences
comme montre´ dans la figure 1.3. Le syste`me chaotique de Ro¨ssler se caracte´rise par une transforme´e
de Fourier ou spectre de puissance illustrant l’aspect non pe´riodique de la trajectoire chaotique.
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Figure 1.3: Spectre du syste`mes chaotique de Ro¨ssler
Il existe plusieurs autres mode`les des syste`mes chaotiques qui posse`dent des caracte´ristiques simi-
laires au syste`me de Ro¨ssler. A titre d’exemple nous citons le mode`le de Lorenz, le mode`le de Chua,
l’oscillateur de Duffing, le syste`me de Van Der Pol, le syste`me de Lu¨, etc.
La sensibilite´ aux conditions initiales, l’attracteur e´trange, l’e´volution ale´atoire et le spectre sont mises
en e´vidence par simulation ou expe´rimentalement pour caracte´riser le comportement des syste`mes
chaotiques. Afin de re´pondre aux besoins de quantifier le chaos et mesurer la sensibilite´ des syste`mes
aux conditions initiales et les taux de divergence des trajectoires, une me´thode analytique base´e sur
le calcul des exposants de Lyapunov a e´te´ de´veloppe´e. On conside`re une trajectoire “re´fe´rence” x¯(t)
du syste`me (1.1) commenc¸ant avec la condition initiale x¯(0). La line´arisation de (1.1) autour de
x¯(0) donne
dw(t)
dt
=
∂f
∂x
(x(t))w(t)
∣∣∣
x(t)=x¯(0)
, (1.4)
avec w(t) = x(t) − x¯(t). Le taux d’accroissement exponentiel de |w(t)| dans la direction de w(0)
est caracte´rise´ par un nombre λ tel que
|w(t)| = eλt |w(0)| , (1.5)
et par conse´quent, on a :
λ =
1
t
log
|w(t)|
|w(0)| . (1.6)
De´finition 1.3. [2] Soit w(t) la solution de l’e´quation (1.4). Soient x(0) et w(0) les conditions
initiales de x(t) et w(t). L’exposant de Lyapunov dans la direction de w(0) est l’indice caracte´ristique
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de´fini par
λ(x(0), w(0)) = lim
t→∞
1
t
log
|w(t)|
|w(0)| , (1.7)
dans la mesure ou` la limite existe.
Remarque 1.4. Le nombre des exposants de Lyapunov est un nombre fini. D’ailleurs, il existe une
base {bi, i = 1, . . . , n} telle que λ(x(0), bi) = λi, i = 1, . . . , n et λ1 ≥ λ2 ≥ · · · ≥ λn.
Une fois les exposants de Lyapunov calcule´s, on peut de´finir la nature des syste`mes en conside´ration.
Si les exposants sont tous ne´gatifs ou nuls et que leur somme est ne´gative donc l’attracteur est
non chaotique. Par contre, s’il existe au moins un exposant de Lyapunov positif alors que la somme
des exposants est ne´gative, alors il s’agit d’un attracteur chaotique [3]. En particulier, les syste`me
hyperchaotiques tels que le syste`me de Chen posse`dent plus qu’un exposant de lyapunov positif.
Le comportement complexe des syste`mes chaotiques a attire´ l’attention des chercheurs travaillant,
dans le domaine de la te´le´communication, sur les me´thodes de transmission se´curise´e d’informations
base´es sur les techniques de la cryptographie. Depuis l’anne´e 1990, plusieurs analogies entre les
syste`mes chaotiques et cryptographiques ont e´te´ constate´es, ce qui a ouvert une grande voie pour
l’utilisation du chaos dans les syste`mes de communication se´curise´e. Dans la section suivante, nous
rappelons les notions de base de la cryptographie tout en mettant en relief l’analogie entre les
syste`mes chaotiques et les syste`mes cryptographiques.
1.2.2 Analogie entre les syste`mes chaotiques et les syste`mes cryptographiques
La cryptographie est l’e´tude des me´thodes de cryptage d’informations et les aspects associe´s tels
que la se´curite´, la confidentialite´, l’inte´grite´, l’authentification, etc. Nous rappelons ici les principes
et les notions de base lie´es a` la cryptographie.
Un cryptosyste`me de´fini par (P, C, K, D, E) est illustre´ par la figure 1.4.
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CRYPTAGE DECRYPTAGE
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c ∈ C
Figure 1.4: Sche´ma repre´sentatif d’un cryptosyste`me
L’espace texte clair P est un ensemble fini des textes clairs possibles (messages) , l’espace texte
chiffre´ C est un ensemble fini des textes chiffre´s possibles et l’espace cle´ K est un ensemble fini des
cle´s possibles. E = {ek : k ∈ K} et D = {dk : k ∈ K} repre´sentent les ensembles des fonctions
du cryptage et du de´cryptage, respectivement. Pour chaque cle´ k ∈ K, il existe une fonction de
cryptage ek : P → C ∈ E et une fonction de de´cryptage dk : P → C ∈ D tels que dk(ek(p)) = p,
pour tout texte clair p ∈ P – voir [4].
Les cryptosyste`mes peuvent eˆtre classifie´s en deux cate´gories. La premie`re cate´gorie repose sur le
cryptage syme´trique (a` cle´ prive´e) dont on utilise la meˆme cle´ secre`te au niveau du cryptage et
au niveau du de´cryptage. Ces cryptosyste`mes posse`dent une grande vitesse de transmission, ce qui
leurs permet de transmettre des quantite´s conside´rables d’informations. Contrairement au cryptage
syme´trique, le principe due cryptage asyme´trique (a` cle´ publique) consiste a` attribuer a` chaque
re´cepteur deux cle´s : une cle´ publique connue de tous les e´metteurs potentiels et une autre cle´
garde´e prive´e. L’inconve´nient des cryptosyste`mes a` cryptage asyme´trique est leur faible vitesse de
transmission.
Plusieurs similitudes entre les syste`mes cryptographiques et les syste`mes chaotiques ont e´te´ constate´es
par la communaute´ scientifique, ce qui a motive´ les chercheurs a` exploiter des proprie´te´s cryptogra-
phiques du chaos dans les applications de te´le´communication et de transmission se´curise´e d’infor-
mations. Le tableau 1.1 illustre l’analogie entre les syste`mes cryptographiques et chaotiques –voir
[5]. Bien que les syste`mes chaotiques pre´sentent des caracte´ristiques cryptographiques approprie´es
pour la transmission se´curise´e d’informations, il est tre`s difficile de concevoir deux circuits chaotiques
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Syste`me cryptographique Syste`me chaotique
Diffusion avec une le´ge`re modification dans le Hypersensibilite´ aux conditions initiales
texte clair ou la cle´ secre`te
Confusion : complexite´ de la relation entre Ergodicite´ : caracte´ristiques
la cle´ secre`te et le texte chiffre´ macroscopiques de l’attracteur e´trange
De´terminisme des ge´ne´rateurs pseudo-ale´atoires De´terminisme des syste`mes chaotiques
Complexite´ des algorithmes de cryptage Comportements complexes
Cle´ secre`te Parame`tres de bifurcation
comme cle´s secre`tes
Table 1.1: Analogie entre les syste`mes cryptographiques et chaotiques
identiques a` cause de leur hypersensibilite´ aux conditions initiales et aux variations parame´triques.
La synchronisation entre l’e´metteur et le re´cepteur chaotiques dans les syste`mes de communications
analogiques est un the`me de recherche tre`s actif qui a fait l’objet des nombreux travaux pendant les
deux dernie`res de´cennies.
1.2.3 Synchronisation des syste`mes chaotiques
Paralle`lement aux grandes avance´es re´alise´es dans la the´orie de chaos, les perspectives de l’utilisation
du chaos dans diverses applications, notamment en te´le´communication, ont motive´ les chercheurs a`
e´tudier la question de l’e´ventuelle possibilite´ de synchroniser le chaos.
La synchronisation des oscillateurs non line´aires est un phe´nome`ne qui a attire´ l’attention des cher-
cheurs depuis le constat et la description de ce phe´nome`ne par Huygens en 1673, dans un exemple
de deux syste`mes me´caniques couple´s. Le phe´nome`ne de synchronisation est manifeste´ lorsque deux
syste`mes dynamiques e´voluent d’une manie`re identique en fonction de temps. L’une des configu-
rations de synchronisation les plus populaires est la configuration maˆıtre-esclave pour laquelle un
syste`me dynamique, appele´ syste`me esclave suit le rythme et la trajectoire impose´s par un autre
syste`me dynamique, appele´ syste`me maˆıtre. D’ou` la de´finition suivante :
De´finition 1.5. [6] On dit qu’un syste`me esclave :
x˙s = fs(xs), xs ∈ Rn (1.8)
se synchronise avec un syste`me maˆıtre :
x˙m = fm(xm), xm ∈ Rn, (1.9)
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si pour toute paire de conditions initiales (xm(0), xs(0)),
lim
t→∞
|xs(t)− xm(t)| = 0. (1.10)
L’un de premiers travaux de recherche proposant une approche de synchronisation maˆıtre-esclave a
e´te´ re´alise´ par Pecora et Caroll en 1990 [7]. L’ide´e de base de leur approche consiste a` trouver une
de´composition approprie´e du vecteur d’e´tat x = (x1;x2) du syste`me maˆıtre (e´metteur) : x˙ = f(x),
couple´ par l’interme´diaire de x1 avec un syste`me esclave (re´cepteur) : y˙2 = f2(x1, y2), de telle
manie`re que les exposants de Lyapunov (dits conditionnels) de la dynamique du syste`me esclave
soient ne´gatives.
Depuis cette de´couverte innovatrice, diffe´rents re´gimes de synchronisation ont e´te´ distingue´s tels
que la synchronisation identique [7], [8] (Voir de´finition 1.1), la synchronisation ge´ne´ralise´e [9], la
synchronisation retarde´e [10], la synchronisation projective [11], la synchronisation impulsive [12], la
synchronisation de phase [13] et la synchronisation adaptative [14], nous rappelons ici brie`vement
les principales caracte´ristiques de ces re´gimes de synchronisation :
1- On dit que deux syste`mes (1.8) et (1.9) se synchronisent au sens ge´ne´ralise´ s’il existe un
diffe´omorphisme D tel que limt→∞ |x1(t)−Dx2(t)| = 0, ainsi la synchronisation identique ap-
pele´e aussi “synchronisation comple`te” est un cas particulier de la synchronisation ge´ne´ralise´e.
2- La synchronisation projective est une autre forme spe´ciale de la synchronisation ge´ne´ralise´e, elle
est e´tablie s’il existe une constante α telle que limt→∞ |x1(t)− αx2(t)| = 0. Par ailleurs, la syn-
chronisation retarde´e entre deux syste`mes (1.8) et (1.9) est re´alise´e s’il existe un retard τ > 0 tel
que limt→∞|x1(t)− x2(t− τ)| = 0.
3- Pour re´aliser la synchronisation impulsive, un signal de sortie y(t) du syste`me maˆıtre de la forme
(1.8) est envoye´ au syste`me esclave sous forme d’impulsions aux instants discrets pre´de´finis.
4-La synchronisation adaptative concerne les syste`mes maˆıtres pre´sentant des incertitudes parame´triques
ou des parame`tres inconnus ; dans ce cas, l’objectif est de synchroniser les syste`mes maˆıtre et esclave
d’une manie`re adaptative et robuste en de´pit de ces incertitudes.
La the´orie de commande des syste`mes a joue´ un roˆle fondamental dans le de´veloppement des
me´thodes de synchronisation des syste`mes chaotiques. Parmi ces techniques, on cite notamment la
technique de synchronisation avec commande par retour d’e´tat [15], la synchronisation par “backs-
tepping” [16] et la synchronisation par observateurs [14], [17], [18]. L’approche de synchronisation par
observateurs est l’approche qui nous inte´resse particulie`rement dans ce travail de the`se. La deuxie`me
partie 1.3 de ce chapitre sera exclusivement consacre´e a` la the´orie des observateurs non line´aires
et leurs me´thodes de synthe`se. La connexion entre le proble`me de synchronisation et le proble`me
d’estimation d’e´tat a e´te´ bien mise en relief dans les re´fe´rences [19] et [20]. En effet, en examinant la
de´finition de synchronisation maˆıtre-esclave 1.5, si on conside`re le syste`me (1.9) comme e´tant un es-
timateur d’e´tat (observateur) pour le syste`me (1.8) conforme´ment a` la de´finition d’observation d’e´tat
donne´e plus loin dans la section 1.3.1, alors on constate bien la liaison entre les deux de´finitions.
Ainsi, le proble`me de synchronisation peut eˆtre examine´ de ce point de vue comme e´tant un proble`me
d’estimation d’e´tat. Cette connexion entre les deux proble`mes a ouvert la voie pour des nombreux
travaux de recherche exploitant les proprie´te´s des observateurs non line´aires dans les applications de
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synchronisation des syste`mes dynamiques, et plus particulie`rement dans les applications de synchro-
nisation des syste`mes chaotiques pour la transmission se´curise´e d’informations. Dans ce travail de
the`se, nous avons de´veloppe´ diffe´rentes me´thodologies de synchronisation de syste`mes chaotiques a`
base d’observateurs non line´aires applique´es aux syste`mes de communications dans divers sce´narios
pouvant exister en pratique tels que la pre´sence de perturbations, d’incertitudes parame´triques, du
bruit dans le canal public, de retards de transmission, etc. Comme nous allons voir dans les prochains
chapitres, les techniques de synchronisation e´labore´es sont robustes et adaptatives et s’appuient sur
diffe´rents types d’observateurs : des observateurs a` entre´es inconnues, des observateurs adaptatifs,
des observateurs a` modes glissants, des observateurs singuliers, etc. Dans la section suivante, nous
nous inte´ressons au principe de transmission d’informations base´ sur la synchronisation des syste`mes
chaotiques et nous faisons un tour d’horizon des techniques de communications traditionnelles.
1.2.4 Syste`mes de communications base´s sur la synchronisation des syste`mes
chaotiques
Dans cette section, on s’inte´resse aux techniques de transmission se´curise´e d’informations qui re-
posent sur le principe de synchronisation chaotique. Le point commun constate´ dans la majorite´ des
techniques de´veloppe´es dans la litte´rature est l’utilisation de la configuration maˆıtre-esclave pour
laquelle on dispose d’un e´metteur chaotique (syste`me maˆıtre) qui ge´ne`re le signal du texte chiffre´
transmis dans le canal de communication vers un syste`me re´cepteur (syste`me esclave) qui a pour
objectif de synchroniser avec le syste`me maˆıtre et de restaurer le signal d’information. Parmi les
techniques de communications traditionnelles a` base du chaos, on cite : le masquage chaotique [21],
la modulation parame´trique [21], [22], la commutation chaotique [23], [24], le cryptage par injection
[25], la transmission a` deux voies [26] et le cryptage combine´ [27].
1.2.4.1 Le masquage chaotique
Le masquage chaotique [21] est la technique de transmission d’information la plus simple et la plus
e´le´mentaire. La figure 1.5 illustre le principe de base de cette technique. Le signal d’information
M(t) de nature binaire ou analogique est additionne´ a` un signal porteur chaotique X(t) ge´ne´re´
par le syste`me e´metteur. Le signal du texte chiffre´ T (t) ainsi obtenu est transmis a` travers le canal
de transmission vers le syste`me re´cepteur qui se synchronise identiquement avec le syste`me maˆıtre.
Le signal d’information reconstruit M ′(t) est obtenu apre`s la soustraction entre le signal chiffre´
(transmis) T (t) et le signal porteur estime´ X ′(t).
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Figure 1.5: Sche´ma repre´sentatif de la technique de masquage chaotique
Ce syste`me est efficace seulement en absence du bruit de canal. Par ailleurs, la puissance du signal
d’information doit eˆtre de 35 a` 65 db moins e´leve´e que le signal porteur en absence de bruit de
canal et le spectre de fre´quences du signal chaotique porteur doit eˆtre plus large que celui du signal
du texte clair. En revanche, en utilisant un canal de transmission bruite´ et si l’e´metteur chaotique
pre´sente des incertitudes parame´triques, les performances du syste`me se de´gradent conside´rablement
et on peut meˆme perdre la synchronisation entre les syste`mes maˆıtre et esclave. De plus, du point
de vue se´curite´, il s’est ave´re´ que cette technique est tre`s fragile par rapport a` diverses me´thodes
d’attaques.
1.2.4.2 La modulation parame´trique
Le principe de modulation parame´trique consiste a` utiliser le signal d’information, ge´ne´ralement de
nature binaire, pour moduler l’un des parame`tres du syste`me chaotique e´metteur – voir [21], [22]. La
figure 1.6 repre´sente le sche´ma d’un syste`me de communication utilisant cette technique. Le syste`me
re´cepteur synchronise d’une manie`re adaptative avec l’e´metteur chaotique et le signal d’information
est restaure´ par l’interme´diaire d’une loi d’adaptation. Cette technique peut eˆtre interpre´te´e comme
e´tant un proble`me d’estimation conjointe des e´tats et des parame`tres inconnus : le syste`me re´cepteur
est conc¸u a` l’aide d’un observateur adaptatif pour le syste`me e´metteur.
EMETTEUR RECEPTEUR
LOI D'ADAPTATION
-
+
X(t)
Z(t)
Signal chatique 
M(t)
M'(t)
message 
restauré
transmis
message
Figure 1.6: Sche´ma repre´sentatif de la technique de modulation parame´trique
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Afin de pre´server le comportement chaotique du syste`me maˆıtre, l’amplitude du signal d’information
ne doit pas de´passer certaines valeurs limites. Notons e´galement que la dure´e d’un bit du signal
d’information doit eˆtre suffisamment long puisque la convergence du syste`me re´cepteur passe par
une pe´riode transitoire a` chaque changement de bit. Cette technique s’est ave´re´e e´galement sensible
a` quelques techniques d’attaques [28]. Dans les chapitres 2 et 4, nous allons voir avec plus de de´tails
comment des techniques similaires a` la modulation parame´trique seront utilise´es conjointement avec
des me´thodes de synchronisation a` base d’observateurs adaptatifs pour garantir la transmission et
la re´ception des messages de type binaire et constants par morceaux.
1.2.4.3 La commutation chaotique
Le sche´ma de principe de cette technique est repre´sente´ par la figure 1.7. Au niveau de l’e´metteur,
on dispose de deux oscillateurs ge´ne´rant les signaux chaotiques A(t) et B(t). Le signal d’information
de type binaire M(t) est utilise´ pour commuter entre A(t) encodant le bit 1 et B(t) encodant le bit
0. Le signal re´sultant X(t) est transmis a` travers le canal de transmission vers le syste`me re´cepteur
constitue´ de deux syste`me esclaves. Le premier syste`me esclave synchronise exclusivement avec le
premier oscillateur (correspondant au signal chaotique A(t)) de telle fac¸on que le bit 1 est de´tecte´
par la convergence de l’erreur de synchronisation vers ze´ro et par conse´quent le signal d’information
peut eˆtre enfin restaure´ a` la fin du processus de de´tection.
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Figure 1.7: Sche´ma repre´entatif de la technique de commutation chaotique
Compare´e a` la technique de masquage chaotique, la commutation chaotique pre´sente relative-
ment plus de robustesse au bruit de canal ; ne´anmoins, les cryptosyste`mes utilisant cette technique
posse`dent une faible vitesse de transmission car a` chaque changement de bit on doit tenir compte
du temps de convergence ne´cessaire pour la mise en place de la synchronisation. Cette me´thode est
caracte´rise´e par un faible niveau de se´curite´ puisqu’a` chaque changement du niveau binaire, on peut
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observer la modification du signal du texte chiffre´, surtout lorsque les deux oscillateurs utilise´s au
niveau de l’e´metteur posse`dent deux attracteurs tre`s diffe´rents – voir [23], [24].
1.2.4.4 Cryptage par injection
Le sche´ma de principe de cette technique est repre´sente´ dans la figure 1.8. Il s’agit d’injecter le signal
d’information dans la dynamique de l’e´metteur chaotique. Le re´cepteur a pour but de synchroniser
avec l’e´metteur et de reconstruire le signal d’information. Conforme´ment au constat de Nijmeijer et
Mareels [19], le syste`me esclave peut eˆtre conc¸u sous la forme d’un observateur a` entre´es inconnues
ou un observateur a` modes glissants – Voir les sections 1.3.5 et 1.3.6.
EMETTEUR RECEPTEURM(t)
message M'(t)
message
restauré
Z(t)
X(t)
signal chaotique
transmis
signal chaotique
réconstruit
Figure 1.8: Sche´ma repre´sentatif de la technique de cryptage par injection
Cette technique est valable pour transmettre un message de nature binaire ou analogique, mais
la puissance de ce dernier doit eˆtre suffisamment petite pour ne pas de´te´riorer le comportement
chaotique du syste`me maˆıtre. Cette technique pre´sente un niveau de se´curite´ nettement e´leve´ par
rapport aux techniques pre´ce´dentes puisque le signal d’information est masque´ dans la dynamique du
syste`me maˆıtre et que le signal chaotique disponible dans le canal public ne porte pas l’information
d’une manie`re directe comme dans le cas de la technique de masquage chaotique. Pour plus de
de´tails, le lecteur peut consulter la re´fe´rence [25].
1.2.4.5 Transmission a` deux voies
Le sche´ma de principe de la transmission a` deux voies est illustre´ dans la figure 1.9. L’ide´e de
base consiste a` se´parer les taˆches de synchronisation et de cryptage en utilisant deux voies de
communication [26]. L’e´metteur chaotique ge´ne`re un signal chaotique Y (t) transmis dans un premier
canal de communication (Canal 1) vers le re´cepteur qui doit synchroniser avec le syste`me maˆıtre.
L’e´metteur ge´ne`re e´galement un autre signal chaotique X(t) utilise´ par une fonction de cryptage qui
produit le signal du texte chiffre´ C(t) transmis dans un deuxie`me canal de transmission (Canal 2).
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Figure 1.9: Sche´ma repre´sentatif de la technique de transmission a` deux voies
Graˆce de cette inde´pendance entre les taˆches de synchronisation et de cryptage, il n’y a pas de
contrainte a` imposer sur l’amplitude du signal d’information puisque dans ce cas, ce dernier n’agit
ni sur la dynamique de l’e´metteur chaotique ni sur le signal transmis Y (t) contrairement aux autres
techniques. De plus, le signal d’information n’a aucune influence sur l’ope´ration de synchronisation
qui s’e´tablit d’une fac¸on ide´ale, ce qui permet de garantir une meilleure qualite´ de l’image re´cupe´re´e
au niveau du re´cepteur. D’un autre coˆte´, cette me´thode garantit un meilleur niveau de se´curite´
par rapport aux autres techniques puisque la se´paration entre les ope´rations de cryptage et de
synchronisation permet de concevoir une fonction de cryptage de plus en plus complexe sans se
soucier de de´te´riorer l’aspect chaotique de l’e´metteur ou de perdre la synchronisation entre les
syste`mes maˆıtre et esclave. Cependant, cette technique pre´sente des mauvaises performances en
pre´sence du bruit de transmission puisque l’effet du bruit est double´ en agissant a` la fois sur le
signal transmis Y (t) dans la premie`re voie et e´galement sur le signal du texte chiffre´ C(t) pre´sent
dans la deuxie`me voie de transmission. Dans le chapitre 3, la technique de transmission a` deux
voies sera combine´e avec la technique de cryptage par injection dans un syste`me de communication
utilisant des observateurs adaptatifs a` modes glissants. Afin d’ame´liorer la se´curite´ du syste`me, des
modifications approprie´es ont e´te´ apporte´ au niveau de l’architecture du sche´ma de communication
tout en exploitant les avantages de deux techniques et en proposant une reme`de au proble`me de
robustesse au bruit pre´sent dans le canal public, qui repre´sente l’inconve´nient majeur de la technique
de transmission a` deux voies.
1.2.4.6 Cryptage combine´
Cette technique est un mixage entre les syste`mes cryptographiques classiques et les syste`mes de
communication reposant sur le principe de synchronisation des syste`mes chaotiques (voir la re´fe´rence
[27]). Le principe de cette me´thode est illustre´ dans la figure 1.10. La fonction de cryptage utilise le
signal d’information M(t) et un signal chaotique de cryptage X(t) ge´ne´re´ par l’e´metteur chaotique
pour produire le signal crypte´ C(t) re´injecte´ dans la dynamique de l’e´metteur chaotique. Au niveau
de la re´ception, un syste`me esclave se synchronise avec le syste`me maˆıtre et ge´ne`re les signaux
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C ′(t) et Z(t) qui repre´sentent les estimations respectives des signaux C(t) et X(t). Enfin, un
algorithme de de´cryptage utilise les signaux obtenus pour restaurer le signal d’information en ge´ne´rant
le signal M ′(t). Dans le chapitre 4, l’ide´e du cryptage combine´ sera exploite´e dans un syste`me
de communication se´curise´e pre´sentant des retards de transmission, tout en apportant quelques
ame´liorations par rapport a` l’architecture de base.
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Figure 1.10: Sche´ma repre´sentatif de la technique de cryptage combine´
Cette technique pre´sente un bon niveau de se´curite´ graˆce a` la complexite´ de l’algorithme de cryptage,
et plus de robustesse aux attaques cryptographiques.
1.2.5 Analyse de se´curite´
1.2.5.1 Cryptanalyse et attaques cryptographiques
L’analyse de la se´curite´ (cryptanalyse) est une e´tape indispensable pour tester la robustesse du
cryptosyste`me aux diffe´rentes attaques possibles, e´valuer le niveau de se´curite´ du cryptosyste`me et
corriger les e´ventuelles de´faillances. Un cryptosyste`me doit avoir deux proprie´te´s cryptographiques
fondamentales : la confusion et la diffusion. La confusion consiste a` rendre la relation entre le cle´
et le texte chiffre´ la plus complexe possible. La diffusion signifie qu’un petit changement dans le
texte clair ou dans la cle´, induit un grand changement dans le texte chiffre´. Selon la re´fe´rence [4],
on conside`re quatre nivaux d’attaques :
1. Attaque utilisant le texte chiffre´ choisi : L’intrus acce`de temporairement aux algorithmes de
de´cryptage, ainsi il peut choisir un texte chiffre´ y ∈ C et obtenir le texte clair correspondant x ∈ P.
2. Attaque utilisant le texte clair choisi : L’intrus acce`de temporairement aux algorithmes de cryp-
tage, il peut choisir un texte clair x ∈ P et obtenir le texte chiffre´ correspondant y ∈ C.
3. Attaque utilisant le texte clair connu : L’intrus acce`de a` un ou a` plusieurs textes clairs x1, x2, . . . , xn ∈
P et les textes chiffre´s correspondants y1, y2, . . . , yn ∈ C.
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4. Attaque utilisant le texte chiffre´ uniquement : L’intrus a acce`s uniquement a` un ou plusieurs
textes chiffre´s y1, y2, . . . , yn ∈ C.
L’objectif de chacune des ces attaques est de restaurer la cle´ secre`te k ∈ K. Selon le principe
de Kerckhoff [29], la se´curite´ d’un cryptosyste`me doit de´pendre uniquement de sa cle´ secre`te. Un
cryptosyste`me de bon niveau de se´curite´ doit posse´der une cle´ secre`te bien de´finie et ayant un espace
cle´ suffisamment large. L’analyse de la cle´ secre`te repre´sente une taˆche centrale dans la conception
de tout syste`me de communication se´curise´e.
Tout d’abord, la cle´ secre`te doit eˆtre de´finie d’une manie`re tre`s pre´cise. Ensuite, une caracte´risation
de l’espace cle´ doit eˆtre re´alise´e. La taille de l’espace cle´ K est de´finie par le nombre des paires
des cle´s au niveau du cryptage et du de´cryptage. Ainsi, l’espace cle´ K = {k1, k2, . . . , kr} repre´sente
l’ensemble fini de cle´s possibles ki, pour i = 1..r. La se´curite´ du cryptosyste`me de´pend e´troitement
de la taille de l’espace cle´. Une taille suffisamment large de l’espace cle´ repre´sente une condition
ne´cessaire (mais pas suffisante) pour de´tenir un syste`me de communication se´curise´e et robuste aux
attaques a` “force brute”.
Dans [30], l’auteur de´finit trois crite`res de base que doit satisfaire un cryptosyste`me de “ bon niveau
de se´curite´”. Le premier crite`re est la sensibilite´ par rapport aux cle´s, i.e : modifier un bit dans une
cle´ ge´ne`re un texte chiffre´ comple`tement diffe´rent sachant que le texte clair restant inchange´. Le
deuxie`me crite`re est la sensibilite´ par rapport au texte clair. Enfin, le troisie`me crite`re consiste a`
produire a` partir du texte clair, un texte chiffre´ statistiquement ale´atoire. Les deux premiers crite`res
correspondent a` la proprie´te´ de diffusion et le troisie`me crite`re correspond a` la proprie´te´ de confusion.
1.2.5.2 Cryptanalyse spe´cifique aux syste`mes de communications analogiques a` base des
syste`mes chaotiques
Diverses me´thodes d’attaques spe´cifiques au cryptosyste`mes chaotiques analogiques ont e´te´ de´veloppe´es.
Elles peuvent eˆtre classe´es en deux cate´gories :
1. Les attaques base´es sur l’analyse des caracte´ristiques du signal du texte chiffre´ : parmi ces attaques,
il y a celles qui permettent l’extraction directe du signal correspondant au texte clair (message) a`
partir du signal du texte chiffre´ disponible dans le canal public, ou bien celles qui permettent la
restauration de la porteuse chaotique a` partir du signal du texte chiffre´ afin d’extraire indirectement
le texte clair.
2. Les attaques base´es sur l’identification de la structure et des parame`tres du syste`me e´metteur : le
principe de ces attaques consiste a` identifier les parame`tres secrets de l’e´metteur chaotique a` partir
du signal correspondant au texte chiffre´ disponible dans le canal de communication.
Parmi ces attaques, on cite la technique d’analyse de la puissance spectrale [31], [32], la me´thode
du plan de retour [33], la technique de synchronisation ge´ne´ralise´e [34], etc.
La technique d’analyse de puissance spectrale est une me´thode basique et efficace qui peut eˆtre ap-
plique´e a` tout cryptosyste`me chaotique analogique puisqu’elle agit uniquement sur le signal du texte
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chiffre´ et ne ne´cessite pas la connaissance de la structure du syste`me e´metteur. L’objectif de cette
analyse est de ve´rifier si le spectre du signal d’information (texte clair) est constitue´ des fre´quences
moins e´leve´es que celles retrouve´es dans le spectre du signal porteur et que la densite´ de puissance
de ce dernier est plus e´leve´e que celle du signal d’information. De cette manie`re, le spectre du signal
d’information est bien masque´ par celui du signal porteur. Si ces conditions ne sont pas satisfaites,
le cryptosyste`me n’est pas se´curise´ et il est facile d’extraire le message par les techniques de filtrage.
Dans la technique de plan de retour, on trace le plan de phase (plan de retour) de An =
Xn+Yn
2
par rapport a` Bn = Xn − Yn, ou` Xn et Yn repre´sentent respectivement le n-ie`me maximum local
et le n-ie`me minimum local du signal transmis du texte chiffre´ y. L’examen de l’attracteur ainsi
trace´ permet de de´tecter les e´ventuelles de´faillances de se´curite´. Par exemple, dans les syste`mes
de communication utilisant la technique de modulation parame´trique, il a e´te´ de´montre´ dans [31],
qu’une petite modification dans un parame`tre de bifurcation entraˆıne deux bandes paralle`les se´pare´es
par une fente dans le plan de phase, et par conse´quent, il est possible de distinguer les variations
parame´triques et d’extraire le message transmis. Cette me´thode est e´galement applicable sur les
syste`mes de communication a` commutation (CSK) et les cryptosyste`mes base´s sur la technique de
masquage chaotique.
La technique d’attaque base´e sur la synchronisation ge´ne´ralise´e introduite pour la premie`re fois
dans [34], contrairement aux me´thodes pre´ce´dentes, doit supposer la connaissance de la structure
du syste`me e´metteur sans acce´der aux valeurs exactes des parame`tres, ge´ne´ralement utilise´s comme
cle´ secre`tes. Dans la re´fe´rence [28], cette technique a e´te´ utilise´e pour attaquer un syste`me de
communication base´ sur la technique de modulation parame´trique : afin d’extraire le texte clair
(message), l’intrus construit un re´cepteur avec des parame`tres choisis arbitrairement et calcule l’er-
reur de synchronisation en ligne, ensuite l’erreur de synchronisation est multiplie´e par le signal du
texte chiffre´ et enfin un filtrage passe bas de fre´quence de coupure approprie´e permet de restaurer
le signal d’information transmis.
La premie`re partie du premier chapitre a e´te´ de´volue au proble`me de synchronisation des syste`mes
chaotiques et ses applications dans les syste`mes de transmission se´curise´e d’informations. Nous avons
mentionne´ que le proble`me de synchronisation maˆıtre-esclave peut eˆtre conside´re´ comme e´tant un
proble`me d’estimation d’e´tat. Dans la seconde partie du chapitre, nous nous inte´ressons a` la the´orie
des observateurs non line´aires et nous faisons un tour d’horizon de leurs me´thodes de synthe`se.
1.3 Observateurs non line´aires
Dans cette section, nous pre´sentons le contexte et les motivations du proble`me d’estimation d’e´tat,
nous abordons ensuite la notion de l’observabilite´, une proprie´te´ importante qui doit eˆtre ve´rifie´e
avant toute synthe`se d’observateurs et enfin nous faisons un tour d’horizon des me´thodes de synthe`se
d’observateurs pour diffe´rentes classes des syste`mes non line´aires.
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1.3.1 Position du proble`me
Dans l’e´tude des phe´nome`nes physiques, tous les signaux ne sont pas accessibles aux mesures, pour
de diffe´rentes raisons techniques et e´conomiques. Le proble`me d’estimation d’e´tat est motive´ par
le besoin d’acce´der aux informations implicites du syste`me, a` partir des signaux mesurables. En
effet, l’acce`s a` l’e´tat du syste`me est ne´cessaire dans diverses applications telles que la de´tection de
de´fauts, la commande des syste`mes, l’identification (mode´lisation), la synchronisation des syste`mes
dynamiques, etc.
Si le mode`le en conside´ration est de´fini par une repre´sentation d’espace d’e´tat, le proble`me consiste
a` concevoir un syste`me dynamique auxiliaire qui permet d’estimer les variables d’e´tat a` partir des
variables d’entre´e et de sortie. Un tel syste`me est appele´ observateur.
Le proble`me de synthe`se d’observateurs peut eˆtre formule´ comme suit :
On conside`re le syste`me non line´aire suivant
x˙ = f(x, u, t)
y = h(x, u, t),
(1.11)
ou` x ∈ Rn est le vecteur d’e´tat, u ∈ Rm est le vecteur d’entre´e et y ∈ Rp repre´sente le vecteur de
sortie mesure´e. Les fonctions f et h sont suppose´es de classe C∞ .
Afin de produire l’estimation de x, on a besoin de concevoir deux fonctions Ψ et Φ telles que le
syste`me dynamique de´fini par les e´quations suivantes
ξ˙ = Ψ(ξ, u, y, t)
xˆ = Φ(ξ, u, t),
(1.12)
avec ξ ∈ Rs, s ≤ n, xˆ ∈ Rn, ve´rifie les deux conditions suivantes [35] :
(C1) Si x(0) = xˆ(0) donc x(t) = xˆ(t), ∀t ≥ 0,
(C2) limt→∞ |x(t)− xˆ(t)| = 0.
La condition (C2) signifie que xˆ(t) converge asymptotiquement vers x(t). On dit que le syste`me
(1.12) est un observateur asymptotique pour le syste`me (1.11).
Si la convergence est exponentielle, l’observateur est dit exponentiel.
Si la condition (C2) est satisfaite ∀x(0), xˆ(0), l’observateur est dit global.
Ce proble`me a e´te´ largement e´tudie´ dans la litte´rature et diffe´rentes approches ont e´te´ de´veloppe´es.
La technique souvent employe´e dans la litte´rature consiste a` concevoir une copie du syste`me original
en ajoutant un terme correctif K(·) dans la dynamique de l’observateur afin de corriger l’inte´gration
de l’e´tat estime´ xˆ(t) a` partir de l’e´tat initial xˆ(0). Ce terme correctif utilise principalement l’informa-
tion disponible fournie par l’erreur d’observation y − h(xˆ, u, t). Ainsi, les e´quations de l’observateur
sont de´crites par
˙ˆx = f(xˆ, u, t) +K(t, y − h(xˆ, u, t)),
yˆ = h(xˆ, u, t).
(1.13)
Le proble`me d’observation, dans sa phase d’analyse, se rame`ne a` e´tudier la stabilite´ au sens de
Lyapunov de la dynamique de l’erreur d’observation x− xˆ.
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1.3.2 Observabilite´ des syste`mes non line´aires
Avant d’entamer l’e´tape de synthe`se de l’observateur, les questions suivantes doivent eˆtre pose´es :
Est ce qu’on a suffisamment d’informations disponibles (variables d’entre´e et de sortie) pour nous
permettre de concevoir l’observateur ? Est ce que l’e´tat du syste`me peut eˆtre de´termine´ d’une fac¸on
unique ? Il s’agit du proble`me d’analyse de l’observabilite´ des syste`mes dynamiques. Dans cette
section, nous pre´sentons le principe d’observabilite´ des syste`mes non line´aires ainsi que les notions
et les de´finitions annexes.
De´finition 1.6. [35] (Indiscernabilite´)
Soient x0 et x1 deux conditions initiales du syste`me (1.11). SoientXu(t, x0) etXu(t, x1) les solutions
de l’e´quation d’e´tat du syste`me (1.11) correspondant aux e´tats initiaux x0 et x1 respectivement. La
paire (x0, x1) est dite indiscernable si :
∀u ∈ Rm, ∀t ≥ 0, h(Xu(t, x0)) = h(Xu(t, x1)).
Un e´tat x est indiscernable de x0 si la paire (x, x0) est indiscernable.
De´finition 1.7. [35] (observabilite´)
Un syste`me (1.11) est dit observable en x0 s’il n’existe aucun e´tat indiscernable de x0.
(1.11) est dit observable s’il n’admet aucune paire indiscernable.
Cependant, il est e´galement indispensable d’analyser le proble`me en tenant compte des entre´es et de
ve´rifier s’il existent parmi elles, des entre´es qui pourraient affecter l’observabilite´ du syste`me. Ainsi,
des conditions supple´mentaires sont ne´cessaires pour e´tudier la faisabilite´ de synthe`se de l’observateur
inde´pendamment des entre´es. C’est la notion d’observabilite´ uniforme.
De´finition 1.8. [35] (Entre´es universelles)
Soient x0 et x1 deux conditions initiales du syste`me (1.11). SoientXu(t, x0) etXu(t, x1) les solutions
de l’e´quation d’e´tat du syste`me (1.11) correspondant aux e´tats initiaux x0 et x1 respectivement.
L’entre´e u est dite universelle si :
∀x0 6= x1, ∃τ > 0 tel que h(Xu(τ, x0)) 6= h(Xu(τ, x1)).
Une entre´e est singulie`re si elle n’est pas universelle.
De´finition 1.9. [36] (Observabilite´ uniforme) Un syste`me est uniforme´ment observable si toutes ses
entre´es sont universelles.
Dans [36], une liaison a e´te´ e´tablie entre les syste`mes uniforme´ment observables et leur transformation
sous la forme canonique d’observabilite´.
Afin de mieux comprendre la proble´matique, on conside`re le syste`me suivant
x˙ = f0(x) + u1f1(x) + · · · + umfm(x),
y = h(x),
(1.14)
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et la transformation
T (x) =


h(x)
L1f0(h)(x)
...
Ln−1f0 (h)(x)


ou`
Lkf0(h)(x) = Lf0 [L
k−1
f0
(h)(x)], k = 1, 2, . . . , n, (1.15)
ou` Lkf0(h) est la ie`me-de´rive´e de Lie de h dans la direction de f0, et L
0
f0
(h) = h.
The´ore`me 1.10. [36] Si le syste`me (1.14) est uniforme´ment observable, alors il existe un sous-
ensemble M ⊂ Rn ouvert et dense tel que, ∀x0 ∈ M , il existe un voisinage V , tel que la transfor-
mation T est un diffe´omorphisme de V dans son domaine.
En plus, T transforme le syste`me (1.14), restreint dans V , en un syste`me ayant la forme canonique
suivante
z˙ = Az + η0(z) +
∑m
i=1 ηi(z)ui
y = Cz,
(1.16)
avec
A =


0 1 . . . 0
0 0 1
...
...
... . . . 1
0 . . . . . . 0

 , η0(z) =


0
...
ηn(z)

 , ηk(z) =


ηk1(z1)
ηk2(z1, z2)
...
ηki(z1, . . . , zi)
...
ηkn(z)


et C =
(
1 0 . . . 0
)
.
Inversement, si le syste`me (1.14) est transformable sous la forme canonique (1.16), donc le syste`me
est uniforme´ment observable dans le domaine de de´finition du diffe´omorphisme.
Apre`s l’analyse de l’observabilite´, on passe a` l’e´tape de conception de l’observateur. Dans la litte´rature,
il existe diverses me´thodes de synthe`se d’observateurs pour plusieurs classes des syste`mes non
line´aires. Dans la section suivante, nous pre´sentons une liste non exhaustive des me´thodes spe´cifiques
aux syste`mes non line´aires continus parmi lesquelles les me´thodes standards et celles qui sont en
liaison directe avec ce travail de the`se.
1.3.3 Diffe´rentes approches de synthe`se des observateurs non line´aires
Le proble`me d’estimation d’e´tat a e´te´ e´tudie´ depuis les anne´es soixante par Luenberger [37] et
Kalman [38] pour une classe des syste`mes line´aires continus de´terministes et une classe des syste`mes
line´aires stochastiques, respectivement.
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On conside`re le syste`me line´aire ayant la forme suivante
x˙ = Ax+Bu
y = Cx.
(1.17)
Dans le cas ou` (1.17) est un syste`me line´aire a` temps invariant (A, B et C sont des matrices
constantes), Luenberger propose l’observateur suivant
˙ˆx = Axˆ+Bu+ L(y − Cxˆ)
yˆ = Cxˆ.
(1.18)
Si le syste`me (1.17) est observable, il suffit, pour que l’erreur d’observation e = x − xˆ converge
asymptotiquement vers 0, de choisir la matrice de gain L telle que les valeurs propres de la matrice A−
LC soient a` partie re´elle strictement ne´gative [37], et qui peuvent eˆtre convenablement se´lectionne´es
en utilisant la me´thode de placement des poˆles.
Cependant, dans le cas ou` le syste`me (1.17) est un syste`me line´aire a` temps variant (A := A(t),
B := B(t) et C := C(t)) sont des matrices qui de´pendent du temps), l’observateur propose´ par
Kalman posse`de la meˆme structure que celle de l’observateur de Luenberger (1.18) ou` L := L(t) est
a` temps variant. Si (1.17) est observable et que les matrices A(t), C(t) sont borne´es, alors il suffit
de choisir L(t) telle que [35]
Υ˙(t) = Υ(t)AT (t) +A(t)Υ(t)−ΥCT (t)W−1(t)C(t)P (t) + V (t) + λΥ(t)
L(t) = Υ(t)CT (t)W−1(t)
Υ(0) = ΥT (0) > 0,
(1.19)
ou` V (t), W (t) et Υ(t) sont des matrices syme´triques de´finies positives. le parame`tre λ est choisi tel
que λ > 2 |A(t)|, ∀t.
Les approches de synthe`se d’observateurs line´aires ont fortement inspire´ les chercheurs pour ge´ne´raliser
les me´thodes de´ja` de´veloppe´es au cas non line´aire. En effet, on trouve que, dans des nombreuses
re´fe´rences, la structure de base des observateurs non line´aires propose´s est celle de l’observateur
de Luenberger, ensuite la taˆche la plus complexe consiste a` faire face au termes non line´aires
afin d’assurer la convergence de l’erreur d’observation. Les approches qui ont e´te´ de´veloppe´es sont
e´troitement lie´es a` la nature et aux proprie´te´s des termes non line´aires dont on associe des hypothe`ses
supple´mentaires telles que la condition de Lipschitz et la proprie´te´ de restriction de pente. Par
exemple, les observateurs propose´s dans [39] ainsi que les observateurs de´veloppe´s plus re´cemment
dans les re´fe´rences [40] et [41] appartiennent a` cette cate´gorie d’observateurs.
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1.3.3.1 Synthe`se d’observateur pour une classe de syste`mes non line´aires satisfaisant la
condition de Lipschitz
Une classe de syste`mes non line´aires qui a attire´ l’attention des chercheurs dans la litte´rature des
observateurs non line´aires est repre´sente´e par les e´quations suivantes
x˙ = Ax+ f(x, u, t) + g(y, u, t)
y = Cx,
(1.20)
ou` x ∈ Rn repre´sente le vecteur d’e´tat, u ∈ Rm repre´sente le vecteur d’entre´e et y ∈ Rp est le
vecteur de sortie mesure´e. A et C sont des matrices constantes.
Hypothe`se 1.11. La fonction f(x, u, t) est globalement Lipschitzienne en x uniforme´ment en u et
t, i.e : il existe une constante c > 0 telle que
|f(ξ1, u, t)− f(ξ2, u, t)| ≤ c |ξ1 − ξ2| , ∀ξ1, ξ2 ∈ Rn. (1.21)
Ces syste`mes peuvent contenir diffe´rents types des non-line´arite´s, notamment les fonctions trigo-
nome´triques utilise´es dans plusieurs applications en robotique et les fonctions polynomiales (cubiques,
carre´s, etc.). La fonction f(x, u, t) peut eˆtre e´galement conside´re´e comme e´tant une perturbation
affectant le syste`me. D’autre part, un syste`me dont la fonction non line´aire est de classe C1 et dont
la solution est globalement borne´e, peut eˆtre transforme´ en utilisant les me´thodes parfois nomme´es
techniques d’extension de Lipschitz, afin d’appartenir a` la classe des syste`mes (1.20) satisfaisant
la condition de Lipschitz. Ainsi, on remarque bien que cette classe des syste`mes couvre plusieurs
types des syste`mes non line´aires et diverses applications. Un observateur pour le syste`me de la
forme (1.20) et satisfaisant l’hypothe`se (1.11) a e´te´ de´veloppe´ pour la premie`re fois par Thau qui a
pre´sente´, dans la re´fe´rence [39], une condition suffisante pour garantir la convergence asymptotique
de l’observateur. L’observateur propose´ a la structure suivante :
˙ˆx = Axˆ+ f(xˆ, u, t) + g(y, u, t) + L(y − Cxˆ),
yˆ = Cxˆ.
(1.22)
Le re´sultat de son travail est pre´sente´ dans le the´ore`me suivant.
The´ore`me 1.12. [39] L’erreur d’observation e := x− xˆ converge asymptotiquement vers ze´ro si la
matrice de gain L ve´rifie la condition :
c ≤ λmin(Q)
2λmax(P )
, (1.23)
ou` P et Q sont deux matrices de´finies positives telles que
(A− LC)TP + P (A− LC) = −Q. (1.24)
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Le re´sultat de Thau a motive´ par la suite plusieurs autres chercheurs qui ont essaye´ d’ame´liorer la
me´thode de conception de l’observateur et de relaxer les conditions utilise´es. Dans la re´fe´rence [42],
les auteurs proposent un algorithme pour re´soudre une e´quation alge´brique de Riccatti de´crite par
l’e´quation
AP + PAT + P (γ2I − 1
ε
CTC)P + I + εI = 0, (1.25)
dont une solution P = P T > 0 engendre un choix de la matrice de gain L telle que L = 12εPC
T .
Ensuite, dans [43], ce proble`me a e´te´ traduit en un proble`me de minimisation H∞ et un algorithme
ite´ratif a e´te´ de´veloppe´ pour la synthe`se de l’observateur. Plus re´cemment, dans la re´fe´rence [44],
un nouveau proble`me d’optimisation LMI a e´te´ e´tudie´ pour la conception d’un observateur H∞ dans
le cas de pre´sence des perturbations dans la dynamique du syste`me en conside´ration.
1.3.3.2 Me´thode base´e sur la transformation en syste`mes line´aires a` parame`tres variants
Cette approche a e´te´ introduite par Zemouche et al dans [41]. L’approche est base´e sur l’utilisation
du the´ore`me des accroissements finis pour la synthe`se d’observateurs pour une classe de syste`mes
pre´sentant des non-line´arite´s de classe C1 et satisfaisant la condition de Lipschitz en partant de l’ide´e
de transformer le syste`me de l’erreur d’observation sous la forme d’un syste`me line´aire a` parame`tres
variants (LPV). Le syste`me conside´re´ est de´crit par les e´quations suivantes
x˙ = Ax+Bf(x, y, u)
y = Cx,
(1.26)
ou` x ∈ Rn est le vecteur d’e´tat, u ∈ Rm est le vecteur d’entre´e et y ∈ Rp est le vecteur de sortie. A,
B et C sont des matrices constantes. La fonction f : Rn×Rp×Rm → Rq est suppose´e diffe´rentiable
en x.
Hypothe`se 1.13. La matrice Jacobienne de f ve´rifie la condition suivante
aij ≤ ∂fi
∂Xj
(X, y, u) ≤ bij, ∀X ∈ Rn, ∀y ∈ Rp, ∀u ∈ Rm, (1.27)
avec
aij = min
Z∈Rn×Rp×Rm
∂fi
∂Xj
(Z), bij = sup
Z∈Rn×Rp×Rm
∂fi
∂Xj
(Z). (1.28)
L’observateur propose´ a la forme standard suivante
˙ˆx = Axˆ+Bf(xˆ, y, u) + L(y − Cxˆ),
yˆ = Cxˆ,
(1.29)
ou` xˆ est l’estimation de x. Soit e = x− xˆ l’erreur d’observation.
On de´finit un ensemble convexe Co(a, b) := {λa+ (1− λ)b, 0 ≤ λ ≤ 1} .
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En appliquant le the´ore`me des accroissements finis [41], il existe zi ∈ Co(x, xˆ) ; i = 1..q tels que
f(x)− f(xˆ) =
q,n∑
i,j=1
eq(i)e
T
n (j)hi,je, (1.30)
ou` ek(i) := (0, . . . , 0, 1, 0, . . . , 0)
T ∈ Rk est un vecteur de la base canonique de Rk et 1 est le iieme
e´le´ment de ek(i). Soit h := (h11, . . . , h1n, . . . , hqn), avec hi,j =
∂fi
∂xj
(zi, y, u).
Par conse´quent, la dynamique de l’erreur d’observation peut s’e´crire sous la forme d’un syste`me
line´aire a` parame`tres variants (LPV) :
e˙ = [A(h(t)) − LC]e, (1.31)
avec A(h(t)) := A+B∑q,ni,j=1 eq(i)eTn (j)hi,j(t).
Ainsi, Le proble`me de conception de l’observateur pour le syste`me (1.26) est transforme´ en un
proble`me d’analyse de stabilite´ d’un syste`me a` parame`tres variants (1.31). La de´monstration de la
stabilite´ asymptotique est effectue´e en appliquant la the´orie de Lyapunov, en choisissant une fonc-
tion de Lyapunov approprie´e et en utilisant le principe de convexite´. Le re´sultat est re´sume´ dans le
the´ore`me suivant.
The´ore`me 1.14. [41] L’erreur d’observation e(t) converge asymptotiquement vers ze´ro s’il existe
une matrice P de´finie positive et une matrice R de dimensions approprie´es telles que les ine´galite´s
matricielles line´aires (LMIs) suivantes soient satisfaites
Block-diag(Γ(α1), . . . ,Γ(α2
qn
)) < 0 (1.32)
Γ(αr) = AT (αr)P − CTS + PA(αr)− STC, r = 1..2qn. (1.33)
La matrice de gain L est donne´e par L = P−1S.
Cette approche a e´te´ e´galement applique´e pour les syste`mes discrets et une extension du re´sultat a
e´te´ re´alise´e pour tester la performance H∞ en pre´sence des bruits. L’avantage principal qui peut eˆtre
tire´ de l’approche base´e sur la transformation en syste`mes a` parame`tres variants est le fait qu’elle
pre´sente de bonnes performances dans le cas ou` la constante de Lipschitz prend de grandes valeurs.
En plus, avec la me´thode de conception de l’observateur base´e sur la re´solution des LMIs (1.33), on
a plus de marge de manœuvre pour e´viter les grands gains.
1.3.3.3 Me´thode base´e sur la proprie´te´ du secteur et sur le crite`re du cercle
Dans [40], Arcak et Kokotovic´ proposent un observateur global pour une classe des syste`mes avec
des non-line´arite´s monotones. Leur me´thode e´vite la condition de Lipschitz, cependant elle utilise une
nouvelle restriction qui consiste a` supposer que la non-line´arite´ est non de´croissante. L’ide´e principale
est de repre´senter le syste`me de l’erreur d’observation sous la forme d’une interconnexion entre un
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syste`me line´aire et une non-line´arite´ variant dans le temps et satisfaisant la proprie´te´ du secteur.
Ensuite, il faut re´soudre une ine´galite´ matricielle line´aire (LMI) afin de choisir les matrices de gain
de l’observateur tel que le crite`re de cercle soit ve´rifie´. Le syste`me conside´re´ posse`de la structure
suivante
x˙ = Ax+Gγ(Hx) + ρ(y, u)
y = Cx,
(1.34)
ou` x ∈ Rn repre´sente le vecteur d’e´tat, u ∈ Rm repre´sente le vecteur d’entre´e et y ∈ Rp est le
vecteur de sortie mesure´e. La non-line´arite´ γ(Hx) = [γ1, γ2, . . . , γr] avec :
γi := γi(
n∑
j=1
Hijxj), i = 1, . . . , r. (1.35)
D’apre`s [40], la non-line´arite´ γ(Hx) doit satisfaire la condition du secteur suivante :
Hypothe`se 1.15. Pour i = 1, . . . , r, γi(·) est non de´croissante. Ainsi, ∀ξ1, ξ2 ∈ R
(ξ1 − ξ2)[γi(ξ1)− γi(ξ2)] ≥ 0 (1.36)
On conside`re l’observateur suivant pour le syste`me (1.34) :
˙ˆx = Axˆ+ L(Cxˆ− y) +Gγ(Hxˆ+K(Cxˆ− y)) + ρ(y, u)
yˆ = Cxˆ.
(1.37)
Les matrices de gain de l’observateur K ∈ Rn×p et L ∈ Rn×p sont a` de´terminer.
La dynamique de l’erreur d’observation e = xˆ− x est de´crite par l’e´quation
e˙ = (A+ LC)e+G[γ(ξ1)− γ(ξ2)], (1.38)
avec ξ1 := Hx et ξ2 := Hxˆ+K(Cxˆ− y).
Soient z := ξ1 − ξ2 et φ(t, z) := γ(v) − γ(w). Le syste`me de l’erreur d’observation est re´e´crit sous
la forme
e˙ = (A+ LC)e+Gφ(t, z)
z = (H +KC)e.
(1.39)
En utilisant l’hypothe`se (1.15), on en de´duit que chaque composante φi(t, zi) de la non-line´arite´
φ(t, z) ve´rifie la condition de secteur suivante
ziφi(t, zi) ≥ 0, ∀zi ∈ R. (1.40)
On de´duit que φ(t, z)TΛz est non ne´gative ∀Λ > 0. En appliquant le crite`re de cercle, la stabilite´
asymptotique est garantie s’il existe une matrice de´finie positive P , une constante ε > 0 et une
matrice diagonale Λ > 0 telles que[
(A+ LC)TP + P (A+ LC) + εI PG+ (H +KC)TΛ
GTP + Λ(H +KC) 0
]
≤ 0 (1.41)
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Ce re´sultat a e´te´ e´tendu, dans [40], pour une classe de syste`mes ayant la structure (1.34) sachant
que le signal de sortie et la fonction γ(·) sont des scalaires, et que l’hypothe`se (1.15) est remplace´e
par l’hypothe`se suivante qui est moins contraignante :
Hypothe`se 1.16. Il existe a, b ≥ 0 tels que γ : R→ R ve´rifie :
a ≤ γ(ξ1)− γ(ξ2)
ξ1 − ξ2 ≤ b, ∀ξ1, ξ2 ∈ R, ξ1 6= ξ2. (1.42)
D’apre`s cette hypothe`se, on peut de´duire que γ(·) est globalement Lipschitzienne si −a = b > 0 et
non de´croissante si a = 0 et b = +∞. D’autre part, si γ(·) est diffe´rentiable avec une pente ve´rifiant
a ≤ ∂γ(ξ)∂ξ ≤ b, ∀ξ ∈ R, alors elle ve´rifie la condition (1.16).
The´ore`me 1.17. Conside´rons le syste`me (1.34) et l’observateur (1.37). Supposons que l’hypothe`se
1.16 est ve´rifie´e. Si, en outre, il existe une matrice de´finie positive P et une constante ε > 0 telles
que [
(A+ LC)TP + P (A+ LC) + εI PG+ (H +KC)TΛ
GTP + Λ(H +KC) −2b
]
≤ 0 (1.43)
alors, l’erreur d’observation e = x− xˆ converge exponentiellement vers ze´ro, c’est a` dire qu’il existe
deux constantes κ et β tels que |e(t)| ≤ κ |e(0)| e−βt, ∀t ≥ 0
On remarque que l’ine´galite´ (1.43) est moins restrictive que (1.41) graˆce au terme −2b et si b = +∞,
on retrouve donc l’ine´galite´ (1.41). La me´thode d’Arcak a e´te´ applique´e pour la commande des
syste`mes (1.34) a` base de l’observateur (1.37). Le proble`me a e´te´ e´galement analyse´ dans le cas
de pre´sence de perturbations et d’erreurs de mode´lisation des non-line´arite´s [40]. Dans la re´fe´rence
[45], une extension de cette me´thode a e´te´ effectue´e dans le cas d’existence des parame`tres inconnus
(constants) en proposant un observateur adaptatif ayant la structure de base (1.37) associe´e a`
une loi d’adaptation. Plus re´cemment, dans [46], les auteurs proposent une me´thode unifie´e de
synthe`se d’un observateur H∞ adaptatif pour une classe des syste`mes pre´sentant des non-line´arite´s
monotones et Lipschitziennes. L’ide´e de base consiste a` combiner la me´thode d’Arcak avec l’approche
pre´sente´e dans [41] base´e sur le the´ore`me d’accroissements finis et la transformation en un syste`me
a` parame`tres variants (LPV).
Remarque 1.18. Les conditions de “Lipschitz” et de “restriction de pente” sont particulie`rement
satisfaites pour plusieurs mode`les des syste`mes chaotiques. Comme nous allons le de´tailler dans
les prochains chapitres, nous allons utiliser ces deux hypothe`ses dans les diffe´rentes me´thodes de
synchronisation e´labore´es, tout en essayant de relaxer le conservatisme sur les ine´galite´s matricielles
line´aires : par exemple, dans les chapitres 2 et 3, nous allons utiliser des techniques adaptatives
afin de compenser l’effet des constantes de Lipschitz qui sont suppose´es inconnues et qui peuvent
e´ventuellement prendre des larges valeurs.
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1.3.3.4 Observateurs a` grand gain
Dans cette section, nous reconside´rons la classe des syste`mes uniforme´ment observables e´tudie´e dans
la section 1.3.2. Nous avons explique´ que ces syste`mes peuvent eˆtre transforme´s localement sous la
forme canonique d’observabilite´. Dans la re´fe´rence [36], Gauthier et al. ont de´veloppe´ un algorithme
garantissant la convergence exponentielle de l’erreur d’observation vers ze´ro et dont le re´glage de
la vitesse de convergence est effectue´ d’une fac¸on arbitraire. Cet algorithme est bien connu sous
le nom d’observateur a` grand gain. Dans ce qui suit, nous rappelons les e´tapes de synthe`se de cet
observateur.
On conside`re le syste`me ayant la forme canonique de l’observabilite´ :
x˙ = Ax+ η(x, u)
y = Cx,
(1.44)
avec
A =


0 1 . . . 0
0 0 1
...
...
... . . . 1
0 . . . . . . 0

 , η(x, u) =


η1(x1, u)
η2(x1, x2, u)
...
ηn(x, u)

 , C =
(
1 0 . . . 0
)
.
La classe des syste`mes (1.44) est plus ge´ne´rale que celle des syste`mes (1.14) e´tudie´e dans la section
1.3.2 puisque la non-line´arite´ η(u, x) n’est pas ne´cessairement affine en u. Les deux hypothe`ses
suivantes sont utilise´es pour la synthe`se de l’observateur a` grand gain.
Hypothe`se 1.19. La fonction η(u, x) est globalement Lipschitzienne en x uniforme´ment en u, i.e :
il existe c > 0 tel que
|η(ξ1, u)− η(ξ2, u)| ≤ c |ξ1 − ξ2| , ∀ξ1, ξ2 ∈ R. (1.45)
Un observateur pour le syste`me (1.44) posse`de la forme :
˙ˆx = Axˆ+ η(xˆ, u) + ∆δ(Cxˆ− y)
yˆ = Cxˆ,
(1.46)
avec ∆δ = Diag(δ, δ
2, . . . , δn) et K = (k1, k2, . . . , kn)
T .
The´ore`me 1.20. Le syste`me (1.46) est un observateur exponentiel pour le syste`me (1.44), i.e : il
existe δ0 > 0 tel que ∀δ > δ0, ∃α > 0, ∃β > 0, ∀xˆ(0),
|xˆ(t)− x(t)| ≤ αe−βt |xˆ(0) − x(0)| , (1.47)
si l’hypothe`se 1.19 est satisfaite et si la matrice A+KC est Hurwitz.
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La forme triangulaire et la condition de Lipschitz jouent un roˆle capital dans la de´monstration du
the´ore`me (Voir de´monstration de´taille´e dans [35]). La vitesse de convergence de cet observateur
peut eˆtre ajuste´e arbitrairement ; en effet, β de´pend de δ et limδ→+∞ β(δ) = 0.
Plusieurs extensions de ce re´sultat ont e´te´ re´alise´es. En particulier, le re´sultat a e´te´ ge´ne´ralise´ dans
la re´fe´rence [47] pour le cas des syste`mes uniforme´ment observables multi-sorties. Plus re´cemment,
dans [48], un observateur a` grand gain a e´te´ de´veloppe´ pour une classe des syste`mes multi-entre´es,
multi-sorties pre´sentant des incertitudes. Le syste`me conside´re´ est compose´ d’une chaine de sous-
syste`mes tels que la de´rive´e de la dernie`re composante de chaque sous-syste`me peut de´pendre de
tout l’e´tat. La convergence de cet observateur est exponentielle en absence d’incertitudes ; et en cas
de pre´sence d’incertitudes, l’erreur d’observation peut eˆtre arbitrairement re´duite en agissant sur le
gain de l’observateur.
Par ailleurs, Praly propose, dans [49], un nouvel observateur a` grand gain pour une classe des
syste`mes non line´aires sous la forme canonique de l’observabilite´ sachant que les termes non line´aires
ve´rifient l’hypothe`se suivante :
Hypothe`se 1.21. Pour i = 1..n, pour tout u ∈ Rq, pour tout x ∈ Rn et ξ ∈ Rn,
|ηi(x1, x2 + ξ2, . . . , xi + ξi, u)− ηi(x1, x2, . . . , xi, u)) ≤ γ(y1)(|ξ2|+ · · ·+ |ξi|)| . (1.48)
Notons que la condition 1.48 est analogue a` la condition de Lipschitz sauf que la “constante de
Lipschitz” n’est pas constante mais de´pend du signal de sortie y1. Afin de compenser l’effet des
termes non line´aires, une loi d’adaptation conc¸ue sous la forme d’une e´quation de Riccatti est
utilise´e pour modifier le gain de l’observateur en ligne. L’observateur ainsi de´veloppe´ est le suivant :
˙ˆx1 = η1(y1) + xˆ2 + k1r(y1 − xˆ1)
˙ˆx2 = η2(y1, xˆ2, u) + xˆ3 + k2r
2(y1 − xˆ1)
... (1.49a)
˙ˆxn = ηn(y1, xˆ2, . . . , xˆn, u) + xˆ2 + knr
n(y1 − xˆ1)
r˙ = −1
b
r
(a
3
(r − 1)− 2(p − 1)√
q
γ(y1)
)
.
L’observateur (1.49a) a e´te´ employe´ pour la stabilisation asymptotique a` base d’une commande par
retour de sortie. Plus re´cemment, dans [50], les auteurs proposent un nouvel observateur a` grand gain
avec un gain mis a` jour en ligne et des termes correctionnels homoge`nes, permettant des meilleures
performances sous des conditions moins restrictives.
Dans les me´thodes pre´sente´es pre´ce´demment, les mode`les des syste`mes non line´aires conside´re´s
sont exactement connus. Nous nous inte´ressons maintenant aux cas ou` surgissent des perturbations,
des bruits de mesures, des parame`tres inconnues. Ces imperfections se produisent particulie`rement
dans les syste`mes de communication base´s sur la synchronisation maˆıtre-esclave avec transmission
et restauration des informations transmises (proble`me d’estimation conjointe des e´tats et des entre´es
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inconnues), en pre´sence des perturbations et incertitudes au niveau du syste`me e´metteur, du bruit
dans le canal de communication, etc. Dans le reste de ce chapitre, nous exposons des me´thodes
de synthe`se d’observateurs utilisant des strate´gies robustes et adaptatives tels que les observateurs
adaptatifs, les observateurs a` entre´es inconnues, les observateurs singuliers et les observateurs par
modes glissants.
1.3.4 Observateurs non line´aires adaptatifs
D’apre`s ce qui pre´ce`de, la structure et les parame`tres des syste`mes conside´re´s sont exactement
de´termine´s et les mode`les e´tudie´s ne pre´sentent ni d’incertitudes, ni d’erreurs de mode´lisation.
Ne´anmoins, dans les syste`mes physiques parame´triques, on a souvent besoin d’estimer les parame`tres
inconnus : ce proble`me a e´te´ e´tudie´ dans le cadre d’identification des syste`mes. Ce besoin s’impose
e´galement dans les applications ou` surgissent des incertitudes parame´triques, en particulier dans les
applications de de´tection de de´fauts. Plus re´cemment, l’ide´e d’estimation des parame`tres inconnus
a e´te´ exploite´e dans les applications des communications dans lesquelles on utilise la technique de
modulation parame´trique qui consiste a` moduler l’un des parame`tres du syste`me e´metteur par l’in-
formation de type binaire a` transmettre. En particulier, nous proposons dans les chapitres 2 et 4,
des me´thodes de synchronisation base´es sur des observateurs adaptatifs et leur utilisation pour la
transmission des informations en se basant sur la technique de modulation parame´trique.
Une alternative pour re´soudre le proble`me de synthe`se d’observateurs adaptatifs consiste a` conside´rer
les parame`tres inconnus comme des variables d’e´tat constants ; ainsi, le proble`me est ramene´ au
cas des syste`mes e´tudie´s dans la section pre´ce´dente et par conse´quent, on peut appliquer l’une des
me´thodes pre´sente´es auparavant. L’inconve´nient majeur de cette approche, qui re´duit conside´rablement
son applicabilite´, consiste au fait qu’en augmentant le vecteur d’e´tat par les parame`tres inconnus, les
proprie´te´s structurelles du syste`me telles que les proprie´te´s de´tectabilite´ et l’observabilite´ peuvent se
perdre. L’autre alternative consiste a` associer aux observateurs des lois d’adaptation qui permettent
de re´aliser l’estimation conjointe des variables d’e´tat et des parame`tres inconnus du syste`me ; ces ob-
servateurs sont de´sormais nomme´s observateurs adaptatifs. Dans cette section, nous nous inte´ressons
a` la deuxie`me alternative et nous pre´sentons quelques exemples d’observateurs non line´aires adap-
tatifs.
1.3.4.1 Observateurs non line´aires adaptatifs utilisant la condition de Lipschitz et la pro-
prie´te´ d’excitation persistante
On conside`re la classe des syste`mes non line´aires pre´sentant des parame`tres inconnus et ayant la
structure suivante
x˙ = f(x, u, t) + g(x, u, t)θ
y = h(x),
(1.50)
L2S-SUPELEC / CNRS / Univ. Paris Sud 11 – SYS’COM / ENIT / Univ. Tunis El-Manar
Chapitre 1. E´tat de l’art 34
avec x ∈ Rn, u(t) ∈ Rm, y ∈ Rp, et θ ∈ Rq repre´sentent les vecteurs d’e´tat, d’entre´e, de sortie et
de parame`tres inconnus.
On conside`re l’observateur adaptatif suivant [51], pour le syste`me (1.50) :
˙ˆx(t) = f(y, zˆ, u, t) + g(y, zˆ, u, t)θˆ + k(h(xˆ)− y, t)
xˆ = [yˆ, zˆ]T ,
(1.51)
ou` θˆ est mise a` jour selon la loi d’adaptation
˙ˆ
θ = −ΛφT (yˆ − y, y, zˆ, u, t), Λ = ΛT > 0. (1.52)
Afin de garantir la convergence parame´trique (estimation des parame`tre inconnus), la fonction g(·)
doit satisfaire une condition supple´mentaire : la condition d’excitation persistante.
De´finition 1.22. [51] Un signal g : R+ → Rq satisfait la proprie´te´ d’excitation persistante s’il existe
T, k1, k2 > 0 tels que ∀t ≥ 0 :
k1Iq ≥
∫ t+T
t
g(x(τ), u(τ), τ)gT (x(τ), u(τ), τ)dτ ≥ k2Iq. (1.53)
On de´finit ey := yˆ− y, ez := zˆ− z et e := xˆ−x. La proposition suivante repre´sente une formulation
ge´ne´ralise´e de la convergence des observateurs adaptatifs pour les syste`mes de la forme (1.50).
Proposition 1.23. [51] Le syste`me (1.52)–(1.51) est un observateur asymptotique de (1.50) avec
θ˙ = 0, s’il existe une fonction V (t, e) de´croissante de´finie positive de classe C1 avec
∣∣(∂V∂e )(t, e)∣∣
de´croissante et une fonction continue (ey, t)→ k borne´e, avec k(0, t) ≡ 0 telles que
∀u, ∀e = (ey, ez)T , ∀y ∈ Rp, ∀σ ∈ Rn−p, ∀α > 0, ∀t ≥ 0 :
(i)
∂V
∂t
+
∂V
∂e
[f(y, σ, u, t) − f(y, σ − ez, u, t) +
(g(y, σ, u, t) − g(y, σ − ez , u, t))θ + k(ey , t)] ≤ −α |e|2 (1.54a)
(ii)
∂V
∂e
g(y, σ, u, t) = φ(ey , y, σ, u, t) (1.54b)
(iii) g est globalement borne´e et f , g sont globalement Lipschitziennes en z uniforme´ment en u, y
et t.
Si, en plus, g(x, u, t) satisfait la condition d’excitation persistante (1.53) et ∀t ≥ 0 et g˙ est borne´e
donc limt→∞
∣∣∣θˆ(t)− θ∣∣∣ = 0.
Conside´rons maintenant un cas particulier des syste`mes (1.50) [52]
x˙ = Ax+ ψ1(u, x) +Bψ2(u, x)θ
y = Cx,
(1.55)
ou` les fonctions ψ1 et ψ2 sont suppose´es globalement Lipschitziennes avec les constantes de Lipschitz
respectives k1 et k2. On suppose e´galement que le syste`me (1.55) est a` minimum de phase et qu’il
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existe deux matrices de´finies positives P , Q et une matrice L telles que
P (A− LC) + (A− LC)TP = −Q (1.56a)
PB = CT (1.56b)
k1 + k2max(θ) |B| < λmin(Q)
2λmax(P )
(1.56c)
Ces conditions garantissent la faisabilite´ de synthe`se d’un observateur adaptatif pour les syste`mes
(1.55) – voir [52].
1.3.4.2 Observateurs adaptatifs pour les syste`mes MIMO a` temps variant
Dans [53], Zhang propose une nouvelle approche de conception d’observateurs adaptatifs pour une
classe des syste`mes line´aires multi-entre´es-multi-sorties (MIMO) a` temps variant. Les syste`mes en
conside´ration posse`dent la forme suivante
x˙ = A(t)x+B(t)u+ ψ(t)θ
y = C(t)x,
(1.57)
avec x ∈ Rn, u ∈ Rm, y ∈ Rp et θ ∈ Rp repre´sentent les vecteurs respectifs d’e´tat, d’entre´e, de
sortie et des parame`tre inconnus. Les fonctions A, B, C et ψ sont suppose´es continues par morceaux
et uniforme´ment borne´es .
L’observateur adaptatif propose´ est de´crit par les e´quations suivantes
˙ˆx = A(t)xˆ+B(t)u+ ψ(t)θˆ + [K(t) + Υ(t)ΓΥT (t)CTΣ(t)](y)− C(t)xˆ), (1.58a)
˙ˆ
θ = ΓΥTCT (t)Σ(t)(y − C(t)xˆ), (1.58b)
Υ˙ = [A(t) −K(t)C(t)]Υ + ψ(t), (1.58c)
sous les deux hypothe`ses suivantes :
Hypothe`se 1.24. Il existe une fonction t→ K borne´e tel que le syste`me : η˙ = [A(t)−K(t)C(t)]η
est globalement asymptotiquement stable.
Hypothe`se 1.25. La matrice Υ(t) de´finie par le syste`me (1.58c) satisfait la condition d’excitation
persistante suivante : il existe deux constantes δ, T et une matrice syme´trique de´finie positive borne´e
Σ(t) tels que ∫ t+T
t
ΥT (τ)CT (τ)Σ(τ)C(τ)Υ(τ)dτ ≥ δI (1.59)
The´ore`me 1.26. [53] Si les hypothe`ses (1.24) et (1.25) sont satisfaites, alors le syste`me (1.58) est
un observateur adaptatif exponentiel pour le syste`me (1.57).
Cette approche a e´te´ ensuite adopte´e dans d’autres travaux et plusieurs extensions et ge´ne´ralisations
ont e´te´ effectue´es. Une premie`re tentative d’e´tendre ce re´sultat pour une classe des syste`mes non
line´aires uniforme´ment observables mono-sortie a e´te´ re´alise´, dans [54], et une me´thode constructive
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d’observateurs adaptatifs a` convergence exponentielle globale [53] a e´te´ de´veloppe´e. Plus re´cemment,
dans [55], la technique de Zhang a e´te´ combine´e avec les techniques de conception d’observateurs a`
grand gain pour construire un observateur adaptatif pour une classe de syste`mes non line´aires multi-
entre´es-multi-sorties uniforme´ment observables avec parame´trisation non line´aire. Dans la section
suivante, nous nous inte´ressons a` une autre famille d’observateurs : les observateurs a` modes glissants.
1.3.5 Observateurs a` modes glissants
La commande a` structure variable a trouve´ un grand succe`s dans diverses applications en the´orie et
en pratique graˆce a` sa robustesse vis-a`-vis des incertitudes et des perturbations. Le principe de com-
mande a` structure variable a e´te´ exploite´ pour re´soudre le proble`me d’estimation d’e´tat des syste`mes
line´aires incertains et diffe´rentes approches de synthe`se d’observateurs a` modes glissants ont e´te´
de´veloppe´es. L’ide´e de base consiste a` contraindre les trajectoires de l’observateur a` e´voluer, apre`s
un temps fini, dans une surface de glissement qui de´pend ge´ne´ralement de l’erreur d’observation de
la sortie mesurable. Une des proprie´te´s des observateurs a` modes glissants qui nous inte´resse dans
cette the`se est la possibilite´ de joindre l’estimation simultane´e des e´tats et des entre´es inconnues, ce
qui permet de re´aliser a` la fois la synchronisation maˆıtre-esclave (e´metteur-re´cepteur) et la restaura-
tion des informations transmises dans un syste`me de communication. La the´orie des modes glissants
a e´te´ particulie`rement utilise´e dans le chapitre 3 et une me´thode des synchronisation des syste`mes
chaotiques a` base d’observateurs adaptatifs a` “modes glissants” a e´te´ de´veloppe´e et exploite´e dans
un nouveau sche´ma de communication.
On conside`re, maintenant, le syste`me incertain :
x˙ = Ax+Bu+Df(x, t),
y = Cx,
(1.60)
ou` x ∈ Rn est le vecteur d’e´tat, u ∈ Rm est le vecteur d’entre´e et y ∈ Rp est le vecteur de sortie
mesure´e.
f(x, t) est une fonction inconnue satisfaisant :
|f(x, u, t)| ≤ ρ, ∀x ∈ Rn, ∀u ∈ Rm,∀ t ≥ 0. (1.61)
Le proble`me consiste a` concevoir un observateur qui garantit l’estimation d’e´tat et la reconstruction
de l’entre´e inconnue f(x, t). Dans ce qui suit, nous explicitons trois types d’observateurs a` modes
glissants : l’observateur de Walcott-Zak, l’observateur de Edwards-Spurgeon et l’observateur a` modes
glissants d’ordre supe´rieur.
1.3.5.1 Observateur de Walcott-Zak
Dans l’approche de Walcott-Zak [56], une contrainte structurelle du syste`me (1.60) est ne´cessaire
pour garantir la faisabilite´ de l’observateur a` modes glissants.
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Hypothe`se 1.27. On suppose que la paire (A,C) est observable et qu’il existe deux matrices de´finies
positives P et Q et deux matrices de dimensions approprie´es L et F telles que
(A− LC)TP + P (A− LC) = −Q,
PD = CTF T .
(1.62)
L’observateur de Walcott-Zak est de´crit par les e´quations
˙ˆx = Axˆ+Bu− L(Cxˆ− y) + µ(t), (1.63)
ou` t→ µ est une fonction discontinue de´finie par
µ =
{
−ρP−1CTFTFCe|FCe| , si FCe 6= 0
0 si FCe = 0.
La de´monstration de la convergence exponentielle de l’erreur d’observation e = xˆ−x est obtenue en
appliquant l’approche de Lyapunov en conside´rant une fonction de Lyapunov V (e) = eTPe – voir
la re´fe´rence [57] pour plus des de´tails.
Notons que la discontinuite´ de µ engendre en pratique un phe´nome`ne oscillatoire a` hautes fre´quences
qui apparaˆıt dans la dynamique de l’erreur d’observation. C’est l’inconve´nient principal d’utiliser les
structures variables.
1.3.5.2 Observateur de Edwards-Spurgeon
L’objectif est d’estimer les vecteurs d’e´tat xˆ(t) et de sortie yˆ(t) = Cxˆ(t) tel que les trajectoires
sont force´es d’atteindre la surface de glissement {ey(t) = yˆ(t) − y(t) = 0} en temps fini. Pour
garantir la faisabilite´ de synthe`se de l’observateur, le syste`me conside´re´ de la forme (1.60) doit
satisfaire l’hypothe`se que la matrice de la fonction de transfert entre l’entre´e non mesurable et la
sortie mesure´e est a` “minimum de phase” et du “degre´ relatif 1”, i.e
Hypothe`se 1.28. Rang(CD)=Rang(D) et les ze´ros invariants de (A,D,C) doivent eˆtre dans C−.
Il a e´te´ de´montre´ dans [58] qu’il existe une transformation matricielle non singulie`re T qui transforme
le syste`me (1.60) en un syste`me ayant la forme canonique suivante
x˙1 = A11x1 +A12x2 +B1u
x˙2 = A21x1 +A22x2 +B2u+D2f(x, t)
y = x2,
(1.64)
avec x1 ∈ Rn−p, x2 ∈ Rp et A11 Hurwitz. L’observateur de Edwards-Spurgeon posse`de la structure
suivante
˙ˆx1 = A11xˆ1 +A12xˆ2 +B1u
˙ˆx2 = A21xˆ1 +A22xˆ2A22 −As22)ey +B2u+ ν
yˆ = xˆ2,
(1.65)
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avec A22 Hurwitz et ν est une fonction discontinue donne´e par
ν =

−ρ |D2|
P2ey
|P2ey|
si ey 6= 0
0 si ey = 0,
ou` ey = yˆ − y = xˆ2 − x2 et P2 la solution de l’e´quation (As22)TP2 + P2As22 = −Q2 ; avec Q2 une
matrice de´finie positive. L’estimation xˆ du vecteur d’e´tat original est donne´e par xˆ = T−1[xˆ1, xˆ2]
T .
1.3.5.3 Observateur a` modes glissants d’ordre supe´rieur
Les inconve´nients des observateurs par modes glissants conventionnels tels que l’observateur de Zak
et l’observateur de Edwards-Spurgeon sont le phe´nome`ne oscillatoire de haute fre´quences ainsi que
l’hypothe`se du “degre´ relatif 1” qui n’est pas toujours ve´rifie´e. Les observateurs a` modes glissants
d’ordre supe´rieur [59–62] sont conc¸us essentiellement pour e´viter ces limites tout en pre´servant les
avantages des observateurs a` modes glissants de premier ordre tels que la convergence en temps fini
et la robustesse aux entre´es inconnues et aux perturbations.
On conside`re le syste`me non line´aire sous la forme triangulaire suivante :
x˙ = Anx+HnVn(x,w),
y = Cnz,
(1.66)
ou`
An =


0 1 . . . 0
0 0 1
...
...
... . . . 1
0 . . . . . . 0

 ∈ R
n×n, Hn =


0
...
1

 , Cn = (1 0 . . . 0) ,
x = [x1, . . . , xn]
T ∈ Rn est le vecteur d’e´tat, y ∈ R est le vecteur de sortie et w ∈ R est l’entre´e
inconnue. On suppose que l’e´tat du syste`me est uniforme´ment borne´, i.e |xi(t)| < di, pour i = 1..n.
L’entre´e inconnue et sa de´rive´e sont e´galement suppose´es borne´es.
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Un observateur a` modes glissants de dimension 2n a e´te´ propose´, dans [59], pour les syste`mes ayant
la forme canonique (1.66) :
˙ˆx1 = z1 + λ1 |x1 − xˆ1|1/2 sign(x1 − xˆ1)
z˙1 = α1sign(x1 − xˆ1)
˙ˆx2 = z2 + λ2 |z1 − xˆ2|1/2 sign(x1 − xˆ2)
z˙2 = α2sign(z1 − xˆ2)
... (1.67)
˙ˆxn = zn + λn |zn−1 − xˆn|1/2 sign(zn−1 − xˆn)
z˙n = αnsign(zn−1 − xˆn).
On de´finit les erreurs d’observation ei = xi − xˆi et ξi = xi+1 − zi, pour i = 1, . . . , n, avec
xn+1 = Vn(x,w). Les gains de l’observateur λi et αi sont des scalaires positifs a` de´terminer. La
dynamique de l’erreur d’observation est donne´e par :
e˙1 = z1 + λ1 |e1|1/2 sign(e1) (1.68)
ξ˙1 = x3 − α1sign(e1) (1.69)
e˙2 = ξ2 − λ2 |e2 − ξ1|1/2 sign(e2 − ξ1)
ξ˙2 = x4 − α2sign(e2 − ξ1)
... (1.70)
e˙n = ξn − λn |en − ξn−1|1/2 sign(en − ξn− 1)
ξn = x˙n+1 − αnsign(en − ξn− 1).
On conside`re les deux premie`res e´quations (1.68)–(1.69) et on de´finit ψ =
(
ψ1
ψ2
)
=
(
|e1|1/2 sign(e1)
ξ1
)
.
En de´finissant la fonction de LyapunovW = ψTPψ, ou` P est une matrice de´finie, positive. Le calcul
et l’analyse de la de´rive´e de W le long des trajectoires de la dynamique de ψ donne :
W˙ ≤ −kpW 1/2, (1.71)
ou` kp est une constante positive de´pendant de valeurs propres minimale et maximale de la matrice
P . L’ine´galite´ (1.71) implique que ψ converge vers ze´ro en temps fini, et par conse´quent e1 et ξ1
convergent vers ze´ro en temps fini. D’une manie`re similaire, on peut de´montrer la convergence des
trajectoires en temps fini vers {e2 = ξ2 = 0}. En appliquant la meˆme de´marche re´cursivement, on
obtient : ei = xi − xˆi = 0 et ξi = xi+1 − zi = 0, en temps fini. L’e´tape finale (i = n) permet de
ge´ne´rer une estimation en temps fini de V (x,w) = zn. Cette proce´dure a e´te´ e´galement ge´ne´ralise´e
dans [59] pour le cas des syste`mes a` entre´es multiples et sorties multiples (MIMO).
Dans la section suivante, nous nous inte´ressons a` une autre famille des observateurs conside´rant le
proble`me d’estimation d’e´tat en pre´sence d’incertitudes et de perturbations (entre´es inconnues) :
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c’est la famille des observateurs a` entre´es inconnues.
1.3.6 Observateurs a` entre´es inconnus
Les observateurs a` entre´es inconnus ont e´te´ de´veloppe´s dans le but d’estimer l’e´tat d’un syste`me en
de´pit des entre´es inconnues non mesurables. Ces entre´es inconnues apparaissent dans les processus
physiques sous la forme des erreurs de mode´lisation, des incertitudes, des perturbations, des de´fauts,
etc. Les premie`res approches qui ont e´te´ e´labore´es dans les anne´es soixante-dix partent du principe
d’utiliser une transformation line´aire. Ainsi, le vecteur d’e´tat est divise´ en une partie influence´e par
les entre´es inconnues et une autre partie non influence´e. Cette me´thode permet de concevoir un
observateur d’ordre re´duit [63].
Plus re´cemment, les me´thodes alge´briques ne´cessitant la re´solution d’e´quations matricielles line´aires
ont e´te´ e´galement de´veloppe´es [64]. Ces me´thodes conside`rent les syste`mes line´aires de la forme
x˙ = Ax+Bu+ Fw
y = Cx,
(1.72)
ou` x ∈ Rn est le vecteur d’e´tat, u ∈ Rm est le vecteur d’entre´e connue, w ∈ Rq repre´sente le vecteur
d’entre´e inconnue et y ∈ Rp est le vecteur de sortie mesure´e. La matrice F est de plein rang et la
paire (A,C) est suppose´e observable. La structure de l’observateur a` entre´es inconnues d’ordre plein
est de´crite par [65], [64]
z˙ = Nz +Gu+ Ly
xˆ = z − Ey. (1.73)
La dynamique de l’erreur d’observation e = x− xˆ est donne´e par
e˙ = x˙− z˙ +ECx˙
= Ne+ (PB −G)u+ (PA−NP − LC)x, ou` P = I +EC.
L’erreur d’observation converge asymptotiquement vers ze´ro si et seulement si
N est stable (1.74a)
P = I + EC (1.74b)
LC = PA−NP (1.74c)
G = PB (1.74d)
PF = 0. (1.74e)
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Les conditions ne´cessaires et suffisantes d’existence des solutions pour ces e´quations matricielles sont
[64] :
(i) rang(CF ) = rang(F )
(ii) rang
[
sP − PA
C
]
= n, ∀s ∈ C, Re(s) ≥ 0 (1.75)
Ces conditions signifient que le syste`me (1.72) est a` minimum de phase et de degre´ relatif 1, ainsi,
on retrouve les meˆmes conditions utilise´es pour la conception d’observateurs a` modes glissants de
premier ordre. La re´solution des e´quations matricielles (1.74) est base´e sur le calcul de la pseudo-
inverse de la matrice (CF ) afin d’obtenir les diffe´rentes matrices de l’observateur. Ces re´sultats ont
e´te´ e´tendus dans [66] au cas ou` les entre´es inconnues apparaissent a` la fois dans la dynamique du
syste`me et dans les e´quations de la sortie. Le syste`me en conside´ration est de´crit par
x˙ = Ax+Bu+ F1w
y = Cx+ F2w,
(1.76)
et (1.76) ve´rifie les contraintes structurelles suivantes
rang
[
CF1 F2
F2 0
]
= rang(G) + rang
[
F1
F2
]
(1.77)
rang
[
sI −A −F1
C F2
]
= n+ rang
[
F1
F2
]
, ∀s ∈ C, Re(s) ≥ 0 (1.78)
L’observateur propose´ dans [66] posse`de la structure suivante
z˙ = Nz +Hu+ Jy
xˆ = z − Ey. (1.79)
Proposition 1.29. L’erreur d’observation e = x − xˆ converge vers ze´ro asymptotiquement si les
conditions suivantes sont satisfaites
N est stable (1.80a)
P = I + EC (1.80b)
PA−NP − JC = 0 (1.80c)
PF1 −NEG− JG = 0 (1.80d)
EF2 = 0 (1.80e)
H = PB. (1.80f)
La re´solution des diffe´rentes e´quations matricielles line´aires est base´e sur le calcul de l’inverse
ge´ne´ralise´e de la matrice Σ =
[
CF1 F2
F2 0
]
. Un algorithme a e´te´ propose´ pour de´crire les e´tapes
de calcul de matrices de l’observateur.
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D’autre part, les syste`mes singuliers ont fait l’objet de diverses approches de synthe`se d’observateurs
a` entre´es inconnus. Un syste`me singulier posse`de la structure suivante
Ex˙ = Ax+Bu+ Fw
y = Cx
(1.81)
avec x ∈ Rn le vecteur d’e´tat et w ∈ Rq le vecteur d’entre´es inconnues. La plupart des me´thodes
e´labore´es s’appuient sur l’ide´e de transformer le syste`me (1.81) en un syste`me augmente´ en conside´rant
le nouveau vecteur d’e´tat x¯ =
[
x
w
]
:
E¯ ˙¯x = A¯x¯+ B¯u (1.82a)
y = C¯x¯, (1.82b)
avec E¯ =
[
E 0
0 I
]
, A¯ =
[
A N
0 0
]
, B¯ =
[
B
0
]
et C¯ =
[
C 0
]
.
D’apre`s [67], [68], un observateur pour le syste`me (1.82) est donne´ par [64]
z˙ = Rz +Hu+ Ly
xˆ = Mz −Ny (1.83)
The´ore`me 1.30. [68] Conside´rons le syste`me singulier (1.82) ve´rifiant les conditions structurelles :
rang
[
sE¯ − A¯
C¯
]
= n, ∀s ∈ C (1.84)
rang
[
sI −R
M
]
= n, ∀s ∈ C. (1.85)
Il existe une matrice K de dimensions approprie´es telle que limt→+∞Kx− xˆ = 0, ∀x(0), z(0) si
et seulement s’il existe une matrice P sachant que les e´quations matricielles line´aires suivantes sont
ve´rifie´es :
R est stable, (1.86a)
PA¯−RPE¯ − LC¯ = 0, (1.86b)
K =MPE¯ +NC¯, (1.86c)
H = PB¯. (1.86d)
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Dans la re´fe´rence [69], un autre observateur pour l’estimation conjointe de l’e´tat et des entre´es
inconnues du syste`me (1.81) a e´te´ de´veloppe´
z˙ = Fz + L1y + L2y + Ju+ T1Nwˆ,
˙ˆw = L3(y − yˆ),
xˆ = M1z + T2y,
yˆ = Cxˆ.
(1.87)
Pour garantir la faisabilite´ de cet observateur, le syste`me augmente´ (1.82) doit satisfaire les conditions
structurelles suivantes :
rang
[
E
C¯
]
= n, (1.88)
rang


sI −A −N
0 sI
C 0

 = n+ q, ∀s ∈ C, Re(s) ≥ 0. (1.89)
La condition (1.89) est e´quivalente a` l’e´quation (1.84) utilise´e dans [68] ; ceci peut eˆtre facilement
ve´rifie´ en remplac¸ant E¯, A¯, B¯ et C¯ par leurs expressions. Si ces proprie´te´s structurelles sont satis-
faites, alors le syste`me (1.87) est un observateur asymptotique pour (1.82).
Les proprie´te´s des observateurs a` entre´es inconnues et des observateurs singuliers ont e´te´ parti-
culie`rement bien exploite´es dans les chapitres 2 et 3 pour le de´veloppement des me´thodes de syn-
chronisation plus robustes aux perturbations et au bruit pre´sent dans le canal de communication,
dans les applications de transmission d’informations a` base des syste`mes chaotiques.
1.4 Conclusion
La premie`re partie de ce chapitre a e´te´ de´volue aux syste`mes de communications analogiques qui
sont base´s sur la synchronisation des syste`mes chaotiques. Ensuite, et apre`s avoir explique´ l’utilite´
de la the´orie des observateurs non line´aires dans les applications de synchronisation et de transmis-
sion d’informations a` base des syste`mes chaotiques, une liste non exhaustive des observateurs non
line´aires a e´te´ pre´sente´e tout en e´tudiant et analysant leurs me´thodes de synthe`se. En particulier,
nous avons expose´ les approches de synthe`se des observateurs qui sont en liaison e´troite avec les
me´thodes de´veloppe´es dans cette the`se telles que les observateurs adaptatifs, les observateurs a`
entre´es inconnues et les observateurs a` modes glissants. Ce travail de the`se est principalement base´e
sur la connexion entre le proble`me d’estimation d’e´tat et le phe´nome`ne de synchronisation. Nous
verrons dans les prochains chapitres plus clairement l’utilite´ de la the´orie d’observateurs non line´aires
dans les applications de transmission de donne´es a` base du chaos. Dans ce contexte, nous pre´sentons,
dans le chapitre 2, une me´thode de synchronisation des syste`mes chaotiques a` base d’un observateur
adaptatif a` entre´es inconnues et son application dans un syste`me de transmission d’informations
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dans un sce´nario e´voquant la pre´sence des perturbations, des incertitudes parame´triques et du bruit
dans le canal public.
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Chapitre 2
Synchronisation a` base d’observateurs
adaptatifs a` entre´es inconnues
2.1 Introduction
Dans les syste`mes de communications base´s sur la synchronisation maˆıtre-esclave des syste`mes
chaotiques, les imperfections tels que les perturbations, le bruit dans le canal et les incertitudes
parame´triques sont ine´vitables. Dans ce chapitre, nous pre´sentons une me´thode de synchronisa-
tion robuste base´e sur un observateur adaptatif a` entre´es inconnues et son application dans un
syste`me de communication. Le syste`me maˆıtre conside´re´ est un syste`me chaotique pre´sentant, dans
sa dynamique, une fonction non line´aire de classe C1 pour laquelle on peut appliquer la technique
de transformation de Lipschitz sous l’hypothe`se de bornitude des solutions du syste`me maˆıtre. La
constante de Lipschitz est suppose´e inconnue et peut prendre des grandes valeurs. L’e´quation d’e´tat
pre´sente e´galement des parame`tres inconnus ainsi que des perturbations et les signaux de sortie
sont corrompus par un bruit. Pour la transmission de l’information, nous utilisons la technique de
modulation parame´trique : le message a` transmettre (suppose´ constant par morceaux) module l’un
des parame`tres du syste`me maˆıtre. Le syste`me esclave propose´ est un observateur adaptatif a` entre´es
inconnues pour le syste`me maˆıtre. Il assure le rejet du bruit dans le canal de transmission et des
perturbations pre´sentes dans la dynamique du syste`me maˆıtre et la restauration de l’information
transmise. Nous pre´sentons e´galement une analyse des conditions ne´cessaires et suffisantes pour la
synchronisation maˆıtre-esclave et la convergence parame´trique. Deux applications de transmission
d’informations sont pre´sente´es pour ve´rifier l’efficacite´ de la me´thode de synchronisation propose´e.
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2.2 Contexte et position du proble`me
On conside`re la classe des syste`mes non line´aires ve´rifiant les e´quations :
x˙ = Ax+Bf0(x) +Bg0(x)m(t) + Fd(t) (2.1a)
y = Cx+Gd(t), (2.1b)
ou` x ∈ Rn est le vecteur d’e´tat, y ∈ Rp est la sortie mesurable, f0 : Rn → Rs et g0 : Rn → Rs×q
sont de classe C1 ; A ∈ Rn×n, B ∈ Rn×s, C ∈ Rp×n, F ∈ Rn×r et G ∈ Rp×r sont des matrices
constantes.
La fonction m : R≥0 → Rq est suppose´e constante par morceaux et d : R≥0 → Rr est une fonction
mesurable au sens de Lebesgue. On suppose e´galement qu’il existe une constante Km > 0 telle que
sup
t≥0
|m(t)| ≤ KM . (2.2)
La fonction m repre´sente un vecteur compose´ des parame`tres inconnus repre´sentant les erreurs
de mode´lisation et/ou des messages a` transmettre, dans le contexte de synchronisation pour la
transmission des donne´es. Le signal transmis y(t) est affecte´ par un bruit repre´sente´ par le terme
Gd(t).
La classe des syste`mes (2.1) couvre plusieurs mode`les des syste`mes chaotiques. En effet, les syste`mes
de Duffing, de Van der Pol, de Lorenz, de Lu¨ de troisie`me et quatrie`me ordre, de Ro¨ssler et de Chua,
parmi tant d’autres, peuvent s’e´crire sous la forme
x˙ = Ax+Bf0(x). (2.3)
En particulier, le syste`me de Ro¨ssler :
x˙1 = −(x2 + x3) (2.4a)
x˙2 = x1 + ax2 (2.4b)
x˙3 = b+ x3(x1 − c) (2.4c)
est de la forme (2.3) avec A =


0 −1 −1
1 a 0
0 0 −c

 , B =


0
0
1

 , f0(x) = b+ x1x3 .
Par ailleurs, le syste`me de Lorenz :
x˙1 = σ(x2 − x1) (2.5a)
x˙2 = rx1 − x2 − x1x3 (2.5b)
x˙3 = x1x2 − bx3 (2.5c)
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est de la forme (2.3) avec A =


−σ σ 0
r −1 0
0 0 −b

 , B =


0 0
1 0
0 1

 , f0(x) =
[
−x1x3
x1x2,
]
.
D’une manie`re similaire, le syste`me de Chua
x˙1 = a(x2 − x1 − φ(x))
x˙2 = x1 − x2 + x3
x˙3 = −βx2
avec
φ(x) =


bx+ a− b if x > 1
ax if |x| ≤ 1
bx− a+ b if x < −1
appartient e´galement a` la classe des syste`mes (2.3).
Le proble`me de synchronisation maˆıtre-esclave consiste a` concevoir un syste`me dynamique
z˙ = Φ(t, y, z, mˆ) (2.7a)
xˆ = h(y, z) (2.7b)
˙ˆm = Ψ(t, y, z) (2.7c)
tel que pour tout r > 0
lim
t→∞
|x(t)− xˆ(t)| = 0, ∀ x(0), xˆ(0) ∈ Br × Rn (2.8)
avec Br := {x ∈ Rn : |x| < r}. En particulier, on a besoin de rejeter la perturbation d(t) qui affecte
a` la fois la dynamique du syste`me et la sortie mesure´e.
Pour re´soudre ce proble`me, on a besoin de la proprie´te´ suivante.
Proprie´te´ de bornitude. Les solutions x(·) de (2.1) sont globalement, uniforme´ment borne´es.
La proprie´te´ de bornitude est une hypothe`se commune dans la litte´rature de synthe`se d’observa-
teurs : plusieurs syste`mes physiques tels que les oscillateurs 1 ve´rifient cette proprie´te´, et plus par-
ticulie`rement les oscillateurs chaotiques. La proprie´te´ de bornitude permet d’utiliser la me´thode de
transformation, souvent appele´e “technique d’extension de Lipschitz” :
Soit ωi > 0, ∀i ∈ {1, . . . n}. On de´finit le compact Ω ⊂ Rn
Ω := {x ∈ Rn : |xi| ≤ ωi}
1. Le lecteur est invite´ a` consulter la re´fe´rence [70] pour voir les diffe´rentes de´finitions d’oscillateurs.
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et la fonction saturation σ : Rn → Ω telle que chaque composante σi de σ est donne´e par
i ∈ {1, . . . n},
ωi > 0
⇒ σi(x) :=

xi , if |xi| ≤ ωisgn(ωi) |ωi| , sinon
On de´finit les fonctions f : Rn → Rs et g : Rn → Rs×q pour tout x ∈ Rn telles que f(x) := f0◦σ(x)
et g(x) := g0 ◦ σ(x).
En appliquant le the´ore`me d’accroissement finis pour les fonctions vectoriels ([The´ore`me A.3],[71]),
on de´duit que pour tout w ∈ Rs, σ1 et σ2 ∈ Ω, il existe α ∈ (0, 1) et ξ := σ2 + α[σ1 − σ2] tels que
w> [ f0(σ1)− f0(σ2)] = [σ1 − σ2]>


∂f0
∂s1
∣∣∣
s=ξ
. . .
∂f0
∂sn
∣∣∣
s=ξ
...
. . .
...
∂f0
∂s1
∣∣∣
s=ξ
. . .
∂f0
∂sn
∣∣∣
s=ξ


︸ ︷︷ ︸
=:Γ(ξ)
w.
Puisque ∂f0∂si est continue pour tout i et que ξ ∈ Ω, il s’ensuit que chaque e´le´ment dans cette matrice
est borne´. Ainsi, il existe Kf > 0 tel que |Γ(ξ)| ≤ Kf pour tout ξ ∈ Ω. Ceci est vrai pour tout σ1,
σ2 ∈ Ω , par conse´quent pour σ1 := σ(a) et σ2 := σ(b), pour tout a et b ∈ Rn. En utilisant la
de´finition de σ , il s’en suit que
|σ(a)− σ(b)| ≤ |a− b|, ∀ a, b ∈ Rn .
Ainsi, on retient les deux observations suivantes :
1. pour tout x ∈ Ω, on a f(x) = f0(x) et g(x) = g0(x) ;
2. pour tout Ω, il existe deux re´els positifs Kf et Kg tels que pour tout a ∈ Rn, b ∈ Rn et
w ∈ Rs,
∣∣∣w>[f(a)− f(b)] ∣∣∣ ≤ Kf |a− b| |w| ,∣∣∣w>[g(a) − g(b)] ∣∣∣ ≤ Kg |a− b| |w| .
Il s’en suit que pour tout t tel que x(t) ∈ Ω, les trajectoires du syste`me (2.1) co¨ıncident avec celles
du syste`me :
x˙ = Ax+Bf(x) +Bg(x)m(t) + Fd(t), (2.9a)
y = Cx+Gd(t). (2.9b)
Le proble`me de synchronisation sous les hypothe`ses pre´ce´dentes peut eˆtre conside´re´ comme e´tant
un proble`me de synthe`se d’observateurs adaptatifs a` entre´es inconnues pour le syste`me maˆıtre (2.9)
de telle manie`re que l’e´quation (2.8) soit ve´rifie´e.
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2.3 Observateur adaptatif a` entre´es inconnues
2.3.1 Estimation d’e´tat et rejet des perturbations
Nous pre´sentons un observateur adaptatif a` entre´es inconnues qui accomplit l’objectif de synchro-
nisation (2.8) en pre´sence des perturbations externes, incertitudes parame´triques et bruit de canal
dans le contexte des communications a` base du chaos. L’observateur est donne´ par les e´quations
z˙ = Nz + Jy +Hf(xˆ) +Hg(xˆ)mˆ+
1
2
βˆHM(Ty − C1xˆ), (2.10a)
xˆ = z − Ey, (2.10b)
et les lois d’adaptation
˙ˆm = δg(xˆ)TM(Ty − C1xˆ), (2.11)
˙ˆ
β = γ |M(Ty − C1xˆ)|2 . (2.12)
Les constantes δ et γ sont deux nombres re´els positifs. Les matrices N , E, J , H, T , M et C1
sont constantes et de dimensions approprie´es a` de´terminer. Elles doivent satisfaire les e´quations
matricielles suivantes
EG = 0 (2.13)
PA−NP − JC = 0 (2.14)
PF −NEG− JG = 0 (2.15)
H = PB (2.16)
P = I + EC (2.17)
TG = 0 (2.18)
TC = C1 . (2.19)
En plus, le triple (N,H,C1) doit satisfaire les conditions suivantes
NTQ+QN < 0 (2.20)
HTQ = MC1. (2.21)
Proposition 2.1. Sous les conditions (2.13)–(2.21), l’expression (2.8) est satisfaite pour les solutions
x(·) du syste`me maˆıtre (2.1) et les trajectoires xˆ(·) de l’observateur (2.10), pour tous les e´tats initiaux
tels que les solutions x(·) sont borne´es et pour tous les e´tats initiaux xˆ(0) ∈ Rn.
De´monstration :
Nous commenc¸ons tout d’abord par e´crire la dynamique de l’erreur d’observation sous une forme
approprie´e, ensuite, nous utilisons des arguments standards de la the´orie de Lyapunov afin de prouver
la convergence des erreurs d’estimation vers ze´ro. Pour ce faire, nous de´finissons les variables d’erreurs
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e := x− xˆ, m˜ := m− mˆ et β˜ := β − βˆ. Donc, on a
e = x− z + Ey ⇐ (2.10b)
= x− z + ECx+ EGd ⇐ (2.1b)
= Px− z. ⇐ (2.13), (2.17)
On applique la de´rive´e a` cette dernie`re pour obtenir
e˙ = PAx+ PBf(x) + PBg(x)m(t) + PFd(t)−Nz − Jy
−Hf(xˆ)−Hg(xˆ)mˆ(t)− 1
2
βˆHM(Ty −C1xˆ).
Compte tenu des e´quations (2.18) et (2.19), on a Ty−C1xˆ = C1e. En plus, en utilisant l’e´quation(2.9b)
ainsi que z = x− e+ E(Cx+Gd), on obtient
e˙ = (PA− JC)x− JGd(t) −Nx+Ne−NECx−NEGd(t) + PBf(x) + PBg(x)m(t)
+ PFd(t) −Hf(xˆ)−Hg(xˆ)mˆ− 1
2
βˆHMC1e .
Ensuite, on regroupe les termes et on utilise l’e´quation (2.15) pour obtenir
e˙ = (PA− JC −NEC)x−Nxˆ− 1
2
βˆHMC1e+ PB[f(x) + g(x)m(t)] −H[f(xˆ) + g(xˆ)mˆ] .
A` partir de (2.17), il s’en suit que l’e´quation (2.14) est e´quivalente a` PA−NEC − JC = N . Par
conse´quent, en utilisant l’e´quation (2.16), on obtient
e˙ = Ne+H[f(x)− f(xˆ)] +H[g(x)m(t) − g(xˆ)mˆ]− 1
2
βˆHMC1e . (2.23)
Soit β > 0 une constante a` de´terminer et β˜ := β − βˆ. En additionnant Hg(xˆ)m(t) de chaque coˆte´
de l’e´quation (2.23), il en re´sulte que
e˙ = Ne+H[f(x)− f(xˆ)] +H[g(x) − g(xˆ)]m(t)
− 1
2
βHMC1e+
[
Hg(xˆ)
1
2
HMC1e
][
m˜
β˜
]
. (2.24)
En utilisant les expressions des lois d’adaptation (2.11) et (2.12), m˜ et β˜ sont les solutions du
syste`me 2
˙˜m = −δg(xˆ)TMC1e− m˙ p.p, (2.25)
˙˜
β = −γ |MC1e|2 . (2.26)
2. Noter que m˙(t) = 0 pour presque pour tout t puisque m est constant par morceaux.
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On conside`re maintenant la fonction positive de´finie et radialement non borne´e
V1(e, β˜, m˜) := e
>Qe+
1
δ
m˜2 +
1
2γ
β˜2 . (2.27)
La de´rive´e totale le long des trajectoires de (2.24)–(2.26) est donne´e par 3
V˙1 = e
>[N>Q+QN ]e+ 2e>QH[f(x)− f(xˆ)]− e>Q[HMC1e]β + 2e>QH[g(x)− g(xˆ)]m(t)
+ 2e>QHm˜g(xˆ)− 2
δ
m˜>[δg(xˆ)>MC1e− m˙(t)],
ou` nous avons utilise´ (2.21). Ensuite, si la condition (2.20) ge´ne`re un nombre re´el positif constant
η tel que N>Q+QN ≤ −2η. En posant w> = e>QH et en utilisant (2.21) et (2.2), on obtient
V˙1 ≤ −2η |e|2 + 2 |MC1e| [Kf +KgKm] |e| − β |MC1e|2 − 2
δ
m˜>m˙(t) .
Soit β := [Kf + KgKm]
2/η. En appliquant l’ine´galite´ de “Young” au terme 2 |MC1e| [Kf +
KgKm] |e|, il en re´sulte finalement que
V˙1(e, m˜, β˜) ≤ −η |e|2 − 2
δ
m˜>m˙(t)
qui est satisfaite pour tout e telle que x ∈ Ω et pour tout t ≥ 0 presque partout. Ainsi, pour tout
compact Ω et pour toutes les conditions initiales x◦ ∈ Rn telles que les solutions x(·) restent dans
l’ensemble Ω et pour presque tout t , nous avons
V˙1(e(t), m˜(t), β˜(t)) ≤ −η |e(t)|2 − 2
δ
m˜(t)>m˙(t).
D’apre`s l’hypothe`se m˙(t) = 0 presque partout, il en re´sulte que
V˙1(e(t), m˜(t), β˜(t)) ≤ −η |e(t)|2 , p.p. (2.28)
En inte´grant de chaque coˆte´ de cette dernie`re de 0 a` ∞, on de´duit que e(t), m˜(t) et β˜(t) sont
borne´s pour tout t et en plus, e(t) ∈ L2. Ensuite, nous appliquons les substitutions suivantes dans
l’e´quation (2.24) :
x = x(t) xˆ = x(t)− e(t) e˙ = e˙(t)
m˜ = m˜(t) β˜ = β˜(t),
pour conclure que e˙(t) est aussi uniforme´ment borne´ pour tout t puisque m(t) est borne´. En faisant
appel au lemme de Barba˘lat, nous de´duisons que
lim
t→+∞
|e(t)| = 0,
ainsi, l’e´quation(2.8) est bien satisfaite. 
3. Ceci est valide, a` l’exception ou` m˙ n’existe pas, ce qui correspond a` un nombre compte´ des points
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2.3.2 Convergence parame´trique
Dans les articles [14, 72], l’analyse de la convergence parame´trique a e´te´ traite´e a` travers deux
diffe´rentes approches : la commande par suivi de trajectoires et l’approche de synthe`se d’observateurs,
respectivement. Dans cette section, nous discutons brie`vement la the´orie fondamentale utilise´e pour
de´montrer la convergence parame´trique pour les syste`mes non line´aires non autonomes, qui couvrent
notamment les syste`mes chaotiques.
La proposition 2.1 e´tablit la convergence de l’erreur d’observation vers ze´ro. Cependant, il s’agit en
ge´ne´ral d’une proprie´te´ faible qui n’implique pas la robustesse. Dans cette section, nous montrons que
sous les conditions de la proposition 2.1 et une hypothe`se supple´mentaire d’excitation persistante, il
est possible d’e´tablir la stabilite´ globale, uniforme et asymptotique de l’origine du syste`me d’erreur
i.e., (e, m˜, β˜) = (0, 0, 0). Une de´finition de l’excitation persistante est pre´sente´e ci-apre`s.
De´finition 2.2. [14] Une fonction continue φ : R+ → Rm×n est a` excitation persistante s’il existe
deux nombres positifs µ et T tels que
∫ t+T
t
φ(s)φ(s)T ds ≥ µI, ∀t ≥ 0. (2.29)
Remarque 2.3. La proprie´te´ d’excitation persistante a e´te´ de´finie a` l’origine pour les fonctions uti-
lise´es dans les the´ore`mes de stabilite´ des syste`mes line´aires. Les notions ge´ne´rales qui concernent
les syste`mes non line´aires a` temps variant (que nous allons de´tailler dans la suite du chapitre)
sont utilise´es pour la de´monstration de notre re´sultat principal. Le lecteur est invite´ a` consulter
la re´fe´rence [14] pour des discussions supple´mentaires et plus d’illustrations sur l’utilisation de la
proprie´te´ d’excitation persistante des syste`mes chaotiques. 
Avant de pre´senter notre re´sultat principal, nous introduisons les conditions ne´cessaires et suffisantes
pour la convergence uniforme, globale et asymptotique (UGAS), sous la condition d’excitation per-
sistante et qui ont e´te´ bien e´tablies dans [73] :
On conside`re les syste`mes non line´aires a` temps variant z˙ = F (t, z) avec
F (t, z) :=
[
A(t, z) +B(t, z)
C(t, z)
]
, (2.30)
On suppose que A(·, 0) ≡ 0, B(·, 0) ≡ 0 et C(·, 0) ≡ 0. En outre, on de´finit
B◦(t, z2) := B(t, z)
∣∣
z1=0
, (2.31)
Supposons que les hypothe`ses suivantes sont satisfaites.
Hypothe`se 2.4. Il existe une fonction localement Lipschitzienne V : R × Rn → Rn, des fonctions
α1, α2 de classe K∞ et une fonction continue, positive et de´finie α3 telles que
α1(|z|) ≤ V (t, z) ≤ α2(|z|) (2.32)
V˙ (t, z) ≤ −α3(z1). (2.33)
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Hypothe`se 2.5. Les fonctions A, B et C sont localement Lipschitziennes en z uniforme´ment en t. De
plus, pour tout ∆ ≥ 0, il existe bM > 0 et des fonctions continues non de´croissantes ρi : R≥0 → R≥0
telles que ρi(0) = 0 et pour presque tout t ∈ R et z ∈ Rn
max|z2|≤∆
{
|B◦(t, z2)| ,
∣∣∣∣∂B◦∂t
∣∣∣∣ ,
∣∣∣∣∂B◦∂z2
∣∣∣∣
}
≤ bM , (2.34)
|B(t, z)−B◦(t, z2)| ≤ ρ1(|z1|) (2.35)
max|z2|≤∆ {|A(t, z)| , |C(t, z)|} ≤ ρ2(|z1|) (2.36)
The´ore`me 2.6. [73] Le syste`me (2.30) sous les hypothe`ses 2.4-2.5 est uniforme´ment, globalement,
asymptotiquement stable si et seulement si B◦(·, ·) ve´rifie la condition de δ-excitation persistante
uniforme 4.
Nous sommes maintenant preˆts a` pre´senter notre principal re´sultat (2.10).
The´ore`me 2.7. On conside`re le syste`me (2.1) et l’observateur (2.10) avec les lois d’adaptation
(2.11), (2.12). Supposons que les conditions (2.13)–(2.21) soient ve´rifie´es. Donc, l’origine (e, m˜, β˜) =
(0, 0, 0) du syste`me d’erreur (2.24)–(2.26) est uniforme´ment, globalement, asymptotiquement stable
si et seulement s’il existe µ, T > 0 tels que
∫ t+T
t
g(x(s))>H>Hg(x(s))ds ≥ µ, ∀ t ≥ 0 . (2.37)
Remarque 2.8. Signalons que la proprie´te´ d’excitation persistante est suppose´e ve´rifie´e pour la fonc-
tion g le long des trajectoires du syste`me maˆıtre et non pas le long les trajectoires de l’erreur
d’estimation destine´e a` converger vers ze´ro. Ceci est crucial puisque le syste`me maˆıtre doit rester en
re´gime chaotique.
De´monstration du the´ore`me 2.7 :
La de´monstration est base´e sur le the´ore`me 2.6 conjointement avec les de´finitions suivantes : z1 = e,
z2 = col[m˜ , β˜], donc en utilisant xˆ(t) = x(t)− z1,
A(t, z) := Ne+H[f(x(t))− f(x(t)− z1)] +H[g(x(t)) − g(x(t)− z1)]m(t)− 1
2
βHMC1z1
B(t, z) :=
[
Hg(x(t)− z1) 1
2
HMC1z1
][
m˜
β˜
]
C(t, z) :=
[
−δg(x(t) − z1)>MC1z1 − m˙
−γ |MC1z1|2
]
.
4. Une fonction φ(·, ·) : R×Rn → Rm ve´rifie la condition de δ-excitation persistante si pour tout x = col[x1, x2] ∈
D1 := R
n1/{0} × Rn2 (ou` x1 ∈ R
n1 et x2 ∈ R
n2), il existe δ > 0, T > 0 et µ > 0 tels que ∀t ∈ R,
|z − x| ≤ δ =⇒
∫ t+T
t
|φ(s, z)| ds ≥ µ. ([74], De´finition 3)
Pour plus de de´tails, le lecteur est invite´ a` consulter la re´fe´rence [74].
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Clairement, l’hypothe`se 2.5 du the´ore`me 2.6 est ve´rifie´e. La condition ne´cessaire et suffisante d’exci-
tation persistante est e´quivalente a` (2.37) puisque 5 B◦(t, z2) = Hg(x(t))m˜. Le fait que l’hypothe`se
2.4 soit ve´rifie´e re´sulte de la de´monstration de la proposition 2.1. 
2.3.3 Proce´dure de synthe`se de l’observateur
Nous avons montre´ que le syste`me esclave (2.10) accomplit l’objectif de synchronisation si les
conditions (2.13)–(2.21) sont ve´rifie´es. Dans cette section, nous montrons en de´tail comment ces
conditions peuvent eˆtre satisfaites. En particulier, nous pre´sentons une proce´dure pour de´terminer
les matrices utilise´es dans les e´quations (2.13)–(2.21). Tout d’abord, nous conside´rons les e´quations
(2.18) et (2.19). Elles peuvent s’e´crire sous la forme
T
[
C G
]
=
[
C1 0
]
, (2.38)
qui est de la forme
XR1 = R2, (2.39)
pour laquelle, e´tant donne´es les matrices R1 et R2, le but est de trouver X. D’apre`s [66], l’e´quation
(2.39) est solvable si et seulement si
Rang
[
R1
R2
]
= Rang[R1] (2.40)
et pour toute matrice Z de dimensions approprie´es, la solution est donne´e par
X = R2R
+
1 − Z(I −R1R+1 ), (2.41)
ou` R+ repre´sente la pseudo-inverse de R i.e., telle que 6 RR+R = R. Par conse´quent, T peut eˆtre
obtenue a` partir de l’e´quation (2.41) avec
X = T, R1 =
[
C G
]
, R2 =
[
C1 0
]
(2.42)
Conside´rons ensuite les e´quations (2.14) et (2.15). E´tant donne´e une matrice arbitraire K telle que
J = −NE −K, les e´quations (2.14) et (2.15) deviennent respectivement,
PA+KC = N (2.43)
KG = −PF . (2.44)
5. D’apre`s la proprie´te´ [[74], Proprie´te´ 3, p191], la condition d’excitation persistante au sens usuel (2.37) est
e´quivalente a` l’hypothe`se de δ-excitation persistante uniforme.
6. Une me´thode pratique pour calculer R+, consiste a` trouver une de´composition en valeurs singulie`res de R telle
que R = USV > avec U et V sont des matrices unitaires et e.g., S := [S1 0] est non-ne´gative et de meˆme dimension
que R, avec S1 carre´e et diagonale. Donc, R
+ = V S˜U> avec S˜ := [S−11 0]
>. Par de´finition, R+ = 0 if R = 0.
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La condition ne´cessaire et suffisante pour la solvabilite´ de (2.44) est
Rang
[
G
−PF
]
= Rang[G] (2.45)
et, selon (2.41), sa solution ge´ne´rale est
K = −PFG+ − L(I −GG+) (2.46)
ou` G+ est l’inverse ge´ne´ralise´e de G et L une matrice arbitraire de dimensions approprie´es. Utilisant
(2.43) dans (2.46), on de´duit que
N = A1 − LC1 (2.47)
avec
A1 = PA− PFG+C (2.48)
C1 = (I −GG+)C. (2.49)
D’apre`s [75], Les conditions ne´cessaires et suffisantes de solvabilite´ des e´quations (2.20) et (2.21)
sont
Rang[C1H] = Rang[H] (2.50)
Rang
[
A1 − λI H
C1 0
]
= n+ Rang[H] (2.51)
pour tout nombre complexe λ tel que Re(λ) ≥ 0. Pour re´soudre (2.20), (2.21) avec N = A1−LC1,
on conside`re le proble`me convexe d’optimisation suivant [75] : Minimiser ρ tel que
Q > 0 (2.52)
QA1 +A
>
1 Q+WC1 + C
>
1 W
> < 0 (2.53)[
ρI H>Q−MC1
QH − C>1 M> ρI
]
≤ 0 . (2.54)
La solution a` ce proble`me implique un minimum ρ = 0, Q et M tels que L = −Q−1W satisfassent
(2.20), (2.21) avec N = A1 − LC1. 
Nous avons de´montre´ que l’observateur adaptatif (2.10) – (2.12) garantit la convergence de l’er-
reur d’estimation pour une classe ge´ne´rale des syste`mes non line´aires (chaotiques). Les conditions
ne´cessaires et suffisantes sont donne´es par (2.40), (2.45), (2.50) et (2.51) qui imposent des proprie´te´s
structurelles au syste`me maˆıtre.
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Pour conclure, un algorithme pour calculer les matrices de l’observateur se pre´sente comme suit.
E´tape 1 : calculer C1 en utilisant l’e´quation (2.49) ;
E´tape 2 : calculer T en utilisant les e´quations (2.41) and (2.42) ;
E´tape 3 : si p = n, choisir E = T . Sinon, si p < n, choisir E =
[
T
0
]
;
E´tape 4 : calculer H et P en utilisant respectivement les e´quations (2.16) et (2.17) ;
E´tape 5 : calculer A1 en utilisant l’e´quation (2.48) ;
E´tape 6 : trouver les matricesM , L et Q apre`s la re´solution du proble`me convexe d’optimisation
pre´sente´ dans l’analyse pre´ce´dente. Nous pouvons e´galement appliquer la me´thode de´taille´e
dans [75], pour de´terminer les matrices M , L et Q.
E´tape 7 : calculer K et N en utilisant respectivement les e´quations (2.46) et (2.47) ;
E´tape 8 : calculer J = −NE −K.
2.4 Applications : synchronisation des syste`mes chaotiques pour la
transmission d’informations
Nous pre´sentons maintenant deux exemples d’application de notre me´thode de synchronisation pour
la transmission d’informations en utilisant des porteuses chaotiques. La technique que nous utilisons
pour la transmission d’informations est la technique de modulation parame´trique. Notons que cette
me´thode doit eˆtre utilise´e avec pre´caution dans le cas des transmissions se´curise´es. En effet, cette
me´thode s’est ave´re´e sensible a` quelques techniques d’attaques et d’interception des informations
transmises. Par exemple, dans [31], les auteurs pre´sentent des cas pour lesquels la technique de
modulation parame´trique e´choue dans la se´curisation l’information ; en effet, l’information transmise
peut eˆtre restaure´e en utilisant des technologies simples tels que les filtres passe-bas – voir e´galement
la re´fe´rence [76]. Ne´anmoins, la technique de modulation parame´trique est efficace dans les appli-
cations qui n’exigent pas un niveau e´leve´ de confidentialite´ telles que les sche´mas de transmission
CDMA (code-division-multiple-access, en Anglais).
2.4.1 Exemple 1 : E´metteur a` base du syste`me de Ro¨ssler
On conside`re un e´metteur a` base du syste`me de Ro¨ssler avec les parame`tres a = 0.398, b = 2 et
c = 4. On suppose que la meˆme perturbation d(t) agit dans les trois dynamiques ainsi que dans
les e´quations de sortie. Pour la transmission d’informations, on utilise la technique de modulation
parame´trique en injectant un message binaire m(t) dans la dynamique du syste`me maˆıtre. Ainsi
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l’e´metteur est repre´sente´ par le syste`me suivant
x˙1 = −(x2 + x3) + d(t) (2.55a)
x˙2 = x1 + ax2 + d(t) (2.55b)
x˙3 = b+ x3(x1 − c) +m(t)x3 + d(t) (2.55c)
y1 = x1 + 2d(t) (2.55d)
y2 = x3 + d(t) (2.55e)
qui posse`de la forme (2.1) avec g0(x) = x3,
C =
[
1 0 0
0 0 1
]
, G =
[
2
1
]
, F =


1
1
1

 .
Sous ces conditions, l’e´metteur (2.55) fonctionne en re´gime chaotique malgre´ la pre´sence des per-
turbations additives et l’injection du signal d’information. La figure 2.1 repre´sente les attracteurs des
syste`mes (2.55) et (2.4) sous les conditions initiales fixe´es a` x0 = [0.2,−0.4,−0.2]> pour les deux
syste`mes (avec et sans perturbations).
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X3
attracteur du système chaotique original
attracteur du système chaotique perturbé
Figure 2.1: Attracteurs du syste`me de Ro¨ssler (2.4) et de l’e´metteur a` base du syste`me de Ro¨ssler-
perturbe´ (2.55)
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Figure 2.2: Graphe des signaux de sortie y1(t) et y2(t)
Soit Ω := {x ∈ R3 : |xi| ≤ ωi ∀ i ∈ {1 . . . 3} }. Observons a` partir de la figure 2.1 que Ω contient
strictement l’attracteur du syste`me.
On fixe les niveaux de saturation a` ω1 = ω2 = ω3 = 12 et on de´finit f(x) := f0(σ(x)) et g(x) :=
g0(σ(x)). Clairement, f(x) = f0(x) et g(x) = g0(x) pour tout x ∈ Ω. Ainsi, l’e´metteur (2.55) prend
la forme (2.9) avec f(x) = 2 + σ1(x)σ3(x) et g(x) = σ3(x).
Remarque 2.9. Notons que la condition d’excitation persistante est ge´ne´ralement satisfaite dans le
cas des syste`mes chaotiques qui pre´sentent des dynamiques suffisamment riches, elle est notamment
satisfaite dans le cas du syste`me de Ro¨ssler e´tudie´ dans cet exemple et le cas du syste`me de Genesio
Tsei qui sera pre´sente´, par la suite, dans le deuxie`me exemple. La proprie´te´ d’excitation persistante
peut eˆtre ve´rifie´e nume´riquement a` l’aide des simulations sous Matlab en calculant une approximation
du terme N(t) =
∫ t+T
t g(x(s))
>H>Hg(x(s))ds, sur un temps de simulation arbitraire : par exemple
t ∈ [0, 1000], sachant que la valeur de T est fixe´e arbitrairement.
Le syste`me re´cepteur est de´crit par les e´quations (2.10) et les lois d’adaptation (2.11) et (2.12).
Pour trouver les valeurs des matrices de l’observateur, nous utilisons la proce´dure de calcul de´crite
pre´ce´demment dans la section 2.3.3. On obtient :
T =
[
0.2 −0.4
−0.4 0.8
]
, E =


0.2 −0.4
−0.4 0.8
0 0

 ,H =


−0.4
0.8
1

 , P =


1.2 0 −0.4
−0.4 1 0.8
0 0 1

 ,
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A1 =


−0.32 −1.2 0.24
0.44 0.798 −3.08
−0.4 0 −4.2

 , C1 =
[
0.2 0 −0.4
−0.4 0 0.8
]
, Q =


5.1283 4.9395 −2.6505
4.9395 6.5315 −3.2496
−2.6505 −3.2496 3.0395

 ,
L =


ccc19.9972 −39.9943
−40.0010 80.0020
−50.0030 100.0059

 , M> =
[
−0.75
1.5
]
,K =


−20.3172 39.8343
39.441 −80.282
49.603 −100.2059


N =


−20.3172 −1.2 40.2343
40.4410 0.798 −83.082
49.603 0 −104.2059

 , J =


23.9006 −47.0012
−47.21 95.82
−59.5235 120.0471


Les gains d’adaptation sont δ = 200 et γ = 5000.
Pour mettre notre contribution en perspective, nous avons re´alise´ des simulations avec l’observateur
adaptatif (2.10) ainsi que l’observateur adaptatif classique de type ’Luenberger’
˙ˆx = Ax+ f(xˆ) +Bg(xˆ)mˆ+ L2(y − Cxˆ) (2.56a)
mˆ = kg(xˆ)>M2(y − Cxˆ) (2.56b)
ou` k est un nombre positif. D’apre`s les re´fe´rences [22, 75], on obtient
L2 =


0.8424 0
−0.6459 0
0 20

 , M2 = [ 0 1 ]
et k = 200. Supposons que le message transmis est un signal binaire tel quem(t) = 0.5sign(sin(0.2t))
Les conditions initiales de deux re´cepteurs (2.10) et (2.56) sont fixe´es a` xˆ0 = [−0.12, 0.24, 0]> et
le message estime´ mˆ est initialise´ a` mˆ0 = 0. Ainsi, les deux syste`mes esclaves (2.10) et (2.56) qui
doivent synchroniser avec le meˆme syste`me maˆıtre (2.4) sont soumis aux meˆme conditions initiales
et dont l’objectif est de restaurer le signal m(·).
Les re´sultats de simulation se pre´sentent comme suit. Tout d’abord, des tests sont re´alise´s sans
bruit (i.e., avec d = 0) ; les re´sultats obtenus sont repre´sente´s dans les figures 2.4, 2.5, 2.6 et
2.7. Remarquons que les deux re´cepteurs posse`dent des performances acceptables en termes de
synchronisation et restauration de l’information transmise.
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Figure 2.3: Diagramme de spectre du signal chaotique porteur et de l’information
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Figure 2.4: Erreur de synchronisation e1 = x1− xˆ1 pour l’observateur adaptatif (2.10) en absence
du bruit et perturbations
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Figure 2.5: Erreur de synchronisation e1 = x1− xˆ1 en appliquant l’observateur (2.56) en absence
du bruit et perturbations
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Figure 2.6: Le message transmis m et le message restaure´ mˆ par l’observateur adaptatif classique
(2.10) en pre´sence du bruit et perturbations
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Figure 2.7: Le message transmis met le message restaure´ mˆ en appliquant notre observateur
(2.56) en pre´sence du bruit et perturbations
Ensuite, les simulations sont re´alise´es dans le cas ou` l’e´metteur (2.55) est perturbe´. La perturbation
d(t) est un bruit ale´atoire uniforme´ment distribue´ ge´ne´re´ entre les bornes infe´rieure et supe´rieure
respectivement e´gales a` 0 et 0.4. Ce qui corresponds a` un rapport signal/bruit (SNR) e´gal a` −17.5dB.
Les re´sultats de simulation sont montre´s dans les figures 2.8 et 2.9. Notons que l’effet du bruit et
des perturbations est parfaitement annule´. En effet, l’erreur de synchronisation n’est pas affecte´e
comme illustre´ dans la figure 2.8. Afin de comparer entre les deux observateurs, nous montrons dans
la figure 2.9 les performances du re´cepteur (2.56).
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Figure 2.8: Erreur de synchronisation e1 = x1 − xˆ1 en utilisant l’observateur (2.10) en pre´sence
du bruit et perturbations
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Figure 2.9: Erreur de synchronisation e1 = x1 − xˆ1 en utilisant l’observateur (2.56) en pre´sence
du bruit et perturbations
L’ame´lioration des performances en pre´sence du bruit et des perturbations est clairement illustre´e
dans les figures 2.10 et 2.11 qui repre´sentent les informations transmises et restaure´es pour les deux
observateurs (2.10) et (2.56), respectivement.
0 20 40 60 80 100 120 140 160 180 200−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
Temps[s]
 
 
 message transmis
 message restauré
Figure 2.10: Le message transmis m et le message restaure´ mˆ en appliquant l’observateur (2.10)
en pre´sence du bruit et perturbations
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Figure 2.11: Le message transmis m et le message restaure´ mˆ en appliquant l’observateur (2.56)
en pre´sence du bruit et perturbations
Dans les simulations pre´ce´dentes, le signal d’information utilise´ est de faible fre´quence. Autres tests
sont e´galement re´alise´s dans le cas de fre´quences plus e´leve´es de la fonction m(t). Les figures
2.12 et 2.13 repre´sentent l’estimation du message avec des fre´quences relativement e´leve´es et en
appliquant deux gains d’adaptation diffe´rents δ1 = 20000 et δ2 = 5000, respectivement. Comme
illustre´ dans les deux figures, dans le cas des fre´quences e´leve´es, nous devons augmenter suffisamment
les gains d’adaptation pour ame´liorer la qualite´ de restauration du message transmis. Nous observons
e´galement qu’en augmentant le gain adaptatif, on diminue le temps de convergence parame´trique.
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Figure 2.12: Le message de haute fre´quence m et le message restaure´ mˆ en appliquant l’obser-
vateur (2.10) en pre´sence du bruit et perturbations ; gain d’adaptation δ = 5000
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Figure 2.13: Le message de haute fre´quence m et le message restaure´ mˆ en appliquant l’obser-
vateur (2.10) en pre´sence du bruit et perturbations ; gain d’adaptation δ = 20000
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2.4.2 Exemple 2 : E´metteur a` base du syste`me Genesio-Tesi avec incertitudes
Dans cette section, nous pre´sentons un autre cas d’e´tude ou` le syste`me e´metteur est un syste`me
chaotique de Genesio-Tesi pre´sentant des incertitudes parame´triques. En plus, la dynamique du
syste`me maˆıtre et les e´quations de sortie sont affecte´es par des perturbations. Le signal d’information
de type binaire est injecte´ dans la dynamique de l’e´metteur en modulant l’un de ses parame`tres.
Ainsi, le syste`me maˆıtre se pre´sente comme suit
x˙1 = x2 + d(t) (2.57a)
x˙2 = x3 + d(t) (2.57b)
x˙3 = −[c+m1(t)]x1 − bx2 − ax3 + x21 + d(t) (2.57c)
avec d une perturbation borne´e. les sorties mesure´es sont
y1 = x1 + 2d(t), y2 = x1 + x3 + d(t) . (2.58)
Selon les de´veloppements pre´ce´dents, nous re´e´crivons le syste`me sous la forme :{
x˙ = Ax+Bf0(x) +Bg0(x)m+ Fd,
y = Cx+Gd
(2.59)
avec x = [x1, x2, x3]
T , y = [y1, y2]
T ,
A =


0 1 0
0 0 1
−1 0 0

 , B =


0
0
1

 , C =
[
1 0 0
1 0 1
]
G =
[
2
1
]
, F =


1
1
1

 , m =


a
b
m1

 ,
f0(x) = x
2
1 et g0(x) = [−x3,−x2,−x1]. Les parame`tres a et b sont suppose´s inconnus. Le signal
d’information est le signal binaire m1(t) = 0.05sgn(sin(0.05t)). Nous initialisons l’e´tat du syste`me
(2.57) a` x0 = [0.2,−0.4,−0.2]T . La figure 2.14 repre´sente l’attracteur du syste`me (2.57) sans
bruit (d = 0) et en pre´sence d’un bruit uniforme´ment distribue´ ge´ne´re´ entre les bornes infe´rieure et
supe´rieure respectivement e´gales a` 0 et 0.1 (2.15). On remarque qu’en pre´sence des perturbations,
l’attracteur est re´tracte´. La figure 2.16 illustre l’effet du bruit additif sur le signal transmis y1 =
x1 + 2d. Le rapport signal/bruit (SNR) est e´gal a` = −14db.
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Figure 2.14: Attracteurs du syste`me chaotique (2.57) avec et sans perturbations
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Figure 2.15: Le bruit uniforme´ment distribue´
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Figure 2.16: Effet du bruit additif sur le signal transmis y1
On conside`re l’ensemble compact Ω = {x ∈ Rn : |xi| ≤ ωi, 1 ≤ i ≤ 3} avec ω1 = ω2 = ω3 = 2.
Nous de´duisons a` partir de la figure 2.14, que Ω contient strictement l’attracteur du syste`me (2.57).
Soit σ(x) une fonction de saturation de´finie par : σ(x) = [σ1(x), σ2(x), σ3(x)]
> , et pour 1 ≤ i ≤ 3,
σi(x) =


ωi if xi > ωi
xi if −ωi ≤ xi ≤ ωi
−ωi if xi < −ωi.
(2.60)
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Dans ce cas, pour tout x ∈ Ω, f(x) = f0(σ(x)) = f0(x) et g(x) = g0(σ(x)) = g0(x). En plus, f(x)
et g(x) sont globalement Lipschitziennes en x avec les constantes de Lipschitz respectives Kf et
Kg. Donc, le syste`me peut eˆtre re´e´crit sous la forme{
x˙ = Ax+Bf(x) +Bg(x)m+ Fd
y = Cx+Gd
(2.61)
avec f(x) = σ1(x)
2 et g(x) = [−σ3(x), −σ2(x), −σ1(x)]. Signalons que [Hg(x(t))]T est a` exci-
tation persistante (puisque le syste`me e´metteur (2.61) posse`de un comportement chaotique). Le
signal de sortie y est transmis vers le re´cepteur conc¸u a` base de l’observateur adaptatif a` entre´es
inconnues (2.10). Les gains d’adaptation sont δ = 150 et γ = 5000. Les matrices de l’observateur
sont calcule´es a` partir de l’algorithme donne´ dans la section 2.3.3 :
T =
[
0.2 −0.4
−0.4 0.8
]
, E =


0.2 −0.4
−0.4 0.8
0 0

 ,H =


−0.4
0.8
1

 , P =


1.2 0 −0.4
−0.4 1 0.8
0 0 1

 ,
A1 =


−0.24 0.8 −0.08
−1.32 0.4 0.56
−0.6 0 −0.2

 , C1 =
[
−0.2 0 −0.4
0.4 0 0.8
]
, Q =


9.7684 −3.4037 7.7542
−3.4037 4.5589 −5.0082
7.7542 −5.0082 9.3571

 ,
L =


4.9987 −9.9973
−9.999 19.998
−12.4992 24.9984

 , M> = −1.06292.1258 ,K =


−5.1587 9.9173
9.119 −20.438
12.0992 −25.1984

 ,
N =


1.3763 0.8 9.9173
−4.2530 0.4 −19.438
−3.4198 0 −25.1984

 , J =


1.4210 −2.4420
−0.2424 2.6848
−0.7359 2.4717

 .
L’e´tat de l’observateur est initialise´ a` xˆ0 = [−0.12, 0.24, 0]T et le vecteur mˆ constitue´ par les
parame`tres inconnus et le message estime´ est initialise´ a` mˆ0 = 0.
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Figure 2.17: Erreurs de synchronisation e1 = x1 − xˆ1, e2 = x2 − xˆ2 et e3 = x3 − xˆ3
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Figure 2.18: Comparaison entre l’e´tat x1 et son estimation xˆ1
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Figure 2.19: Estimation du parame`tre a
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Figure 2.20: Estimation du parame`tre b
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Figure 2.21: Le signal d’information transmis m(t) et le signal restaure´ mˆ(t)
Les re´sultats de simulation repre´sente´s dans les figures 2.17 et 2.18 montrent que le bruit est parfai-
tement annule´ par l’observateur et l’erreur de synchronisation n’est pas affecte´e. De plus, en pre´sence
des perturbations, les parame`tres inconnus a et b ainsi que le signal d’information m(t) sont bien
restaure´s comme illustre´ dans les figures 2.19, 2.20 et 2.21.
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2.5 Conclusion
Nous avons pre´sente´ une me´thode de synchronisation maˆıtre-esclave base´e sur l’estimation robuste et
adaptative pour une classe des syste`mes non line´aires affecte´s par des perturbations additives et des
incertitudes parame´triques et telle que les signaux mesure´s sont soumis a` un bruit (affectant le canal
de transmission). L’approche est applique´e a` des mode`les des syste`mes chaotiques utilise´s pour la
transmission d’informations mode´lise´es par des fonctions constantes par morceaux. Nous avons e´tabli
les conditions ne´cessaires et suffisantes pour l’estimation des parame`tres inconnus, la restauration
des informations transmises et le rejet des perturbations. En particulier, nous avons pre´sente´ deux
exemples de syste`mes chaotiques utilise´s dans un sche´ma de synchronisation maˆıtre-esclave classique
pour la transmission des informations. Nous avons de´montre´ que la me´thodologie propose´e posse`de
des bonnes performances et une robustesse face aux bruits. En effet, ni la stabilite´, ni la qualite´
de restauration de l’information sont compromises par les perturbations et le bruit pre´sent dans le
canal public. Notons, en revanche, que la me´thode de transmission par modulation parame´trique
est spe´cifique seulement aux messages binaires lentement variants. Dans le chapitre suivant, nous
proposons une me´thode de synchronisation adaptative a` base d’observateurs a` modes glissants et
son application dans un nouveau sche´ma de communication.
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Chapitre 3
Synchronisation a` base d’observateurs
adaptatifs a` “ modes glissants”
3.1 Introduction
Dans ce chapitre, nous proposons une me´thodologie de synchronisation a` base d’un observateur
adaptatif par modes glissants et son application dans un sche´ma de communication se´curise´e. La
me´thode de synthe`se de l’observateur repose essentiellement sur les techniques de conception d’ob-
servateurs singuliers, la the´orie des modes glissants et la commande adaptative. En utilisant des
arguments a` partir de la the´orie de Lyapunov, nous de´montrons la stabilite´ pratique et la conver-
gence de l’erreur d’estimation vers un ensemble compact centre´ autour de l’origine.
Dans la deuxie`me partie de ce chapitre, les observateurs adaptatifs par modes glissants sont utilise´s
dans un nouveau sche´ma de communication se´curise´e base´ sur la synchronisation maˆıtre-esclave des
syste`mes chaotiques. Les performances du sche´ma en termes de se´curite´, de robustesse aux attaques
et de qualite´ de transmission, sont teste´es a` travers deux cas d’e´tude utilisant diffe´rents mode`les des
syste`mes chaotiques et a` travers une application de cryptage des images binaires.
3.2 Synthe`se d’observateurs adaptatifs a` “modes glissants”
Dans cette section, nous de´veloppons un observateur adaptatif a` “modes glissants” pour une classe de
syste`mes non line´aires pre´sentant des non-line´arite´s “Lipschitziennes” 1, des entre´es inconnues dans
sa dynamique et du bruit dans les signaux de sortie. On suppose que les e´tats, les entre´es inconnues
et le bruit dans l’e´quation de sortie sont borne´s tel que les valeurs exactes des bornes supe´rieures sont
inconnues ; la constante de Lipschitz est e´galement suppose´e inconnue. L’objectif de l’observateur est
d’estimer conjointement les e´tats et les entre´es inconnues malgre´ la pre´sence du bruit dans l’e´quation
de sortie. En particulier, le proble`me de synthe`se d’observateurs a` modes glissants pour les syste`mes
1. On suppose que les non-line´arite´s sont de classe C1, ne´anmoins on utilise la bornitude des trajectoires et on
applique la technique de transformation de Lipschitz. Voir p. 72.
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pre´sentant des entre´es inconnues et dont les signaux de sortie sont affecte´s par du bruit reste un
proble`me ouvert. Notons ne´anmoins que dans la re´fe´rence [58], les auteurs conside`rent un syste`me
line´aire en pre´sence des entre´es inconnues ou du bruit de mesure, mais pas simultane´ment. Dans le
meˆme contexte, dans [77], les auteurs proposent un observateur par modes glissants d’ordre supe´rieur
pour une classe des syste`mes line´aires ou` la meˆme perturbation affecte la dynamique et la sortie
mesure´e. Notre approche repose sur la combinaison entre les techniques de synthe`se d’observateurs
singuliers, la the´orie des observateurs par modes glissants et la commande adaptative.
Dans une premie`re e´tape et apre`s avoir formule´ le proble`me, nous faisons une e´tude pre´liminaire
dans la section 3.2.2 dans laquelle nous analysons le proble`me et nous expliquons les e´tapes de
construction de notre observateur. Suite a` cette analyse, nous constaterons que l’utilisation des lois
d’adaptation, dont l’objectif est de compenser l’effet des non-line´arite´s et des incertitudes sur les
bornes de diffe´rents signaux, ne permet pas d’atteindre le mode glissant ide´al, ni la convergence
en temps fini de l’erreur d’estimation. Dans la section 3.2.3, nous apportons des modifications
approprie´es sur la structure de l’observateur afin d’e´tablir la stabilite´ pratique et nous prouvons que
l’erreur d’estimation converge vers un ensemble compact centre´ autour de l’origine et qu’on peut
re´duire arbitrairement en agissant convenablement sur les parame`tres de l’observateur : ainsi, les
e´tats du syste`me ainsi que les entre´es inconnues peuvent eˆtre reconstruits avec une faible tole´rance
malgre´ la pre´sence du bruit dans l’e´quation de sortie. Dans la section 3.2.5, nous pre´sentons un
exemple nume´rique d’un robot flexible afin d’illustrer nos re´sultats the´oriques.
3.2.1 Contexte et position du proble`me
On conside`re les syste`mes non line´aires
x˙∗ = A0x∗ +Bf0(x∗) + Fη1(t) (3.1a)
y = C0x∗ +G0η2(t), (3.1b)
ou` x∗ ∈ Rn repre´sente le vecteur d’e´tat et η1 ∈ Rq1 repre´sente les vecteur des entre´es inconnues.
La sortie mesure´e y ∈ Rp est contamine´e par un bruit additif η2 ∈ Rq2 et la fonction f0 : Rn → Rs
est de classe C1.
Dans les me´thodes conventionnelles de synthe`se d’observateurs a` modes glissants de premier ordre
[58, 78–80] en absence du bruit dans l’e´quation de sortie , on utilise souvent l’hypothe`se que le nombre
d’entre´es inconnues ne doit pas de´passer celui des sorties mesure´es, c’est a` dire que q1 ≤ p (voir par
exemple [79, 80]) et que la condition du “degre´ relatif e´gal a`1” soit ve´rifie´e. En particulier, cette
condition est utilise´e dans les me´thodes de conception d’observateurs par modes glissants convention-
nels (du premier ordre) qui sont base´es sur l’approche de Lyapunov – voir [78] et les me´thodes base´es
sur la transformation du syste`me sous une forme canonique (Observateur de Edwards-Supergeon)
comme dans les re´fe´rences [79] et [58]. En contre partie, il faut bien noter que les observateurs a`
modes glissants d’ordre supe´rieur [59–62] ont l’avantage d’e´viter l’hypothe`se du “degre´ relatif e´gal
a` 1” : par exemple, dans la re´fe´rence [60], les auteurs proposent une me´thode de transformation
sous une nouvelle forme canonique en e´vitant la condition du “degre´ relatif e´gal a`1” ; sachant que
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la sortie mesure´e n’est pas affecte´e par un bruit, i.e. y = C0x∗. Ce travail a e´te´ ensuite e´tendu,
dans [59], au cas des syste`mes non line´aires localement transformables sous une forme triangulaire
spe´cifique d’observabilite´ pour laquelle est propose´ un nouvel observateur a` modes glissants d’ordre
supe´rieur.
Remarque 3.1. Dans le proble`me e´tudie´ dans ce chapitre, il est question d’estimer conjointement
les e´tats et les entre´es inconnues du syste`me. Ce proble`me peut eˆtre vu comme e´tant un proble`me
d’inversion a` gauche. En effet, le vecteur de sortie du syste`me conside´re´ (3.1) est un vecteur d’entre´e
pour l’observateur et le vecteur de sortie de ce dernier est constitue´ des estime´es des entre´es incon-
nues. Pour plus de de´tails sur les proble`mes d’inversions, le lecteur est invite´ a` consulter la re´fe´rence
[81] ou` Respondek pre´sentait les conditions ne´cessaires et suffisantes pour la re´solution du proble`me
d’inversion a` gauche ainsi que le proble`me d’inversion a` droite pour les cas line´aire et non line´aire.
Dans le pre´sent sce´nario, en pre´sence du bruit dans l’e´quation de sortie, nous avons besoin d’imposer
q2 ≤ p afin que G0 soit de plein rang : cette condition sera utilise´e dans la proce´dure de synthe`se
de l’observateur comme nous allons le de´tailler dans la prochaine section. Par ailleurs, nous avons
besoin de l’hypothe`se suivante :
Hypothe`se 3.2.
a) η1, η2 et y sont tels que q1 + q2 ≤ p ;
b) F et G0 sont de plein rang et rang(C0F ) = rang(F ) ;
c) L’entre´e inconnue η1(t) et le bruit η2(t) dans l’e´quation de sortie sont borne´s et leurs
de´rive´es premie`res sont borne´es ;
d) les solutions x∗(t) de (3.1) sont globalement uniforme´ment borne´es.
Le crite`re q1 + q2 ≤ p conside´re´ dans la condition 3.2a) est impose´ comme e´tant une condition
suffisante pour que q1 ≤ p et q2 ≤ p soient ve´rifie´es simultane´ment. En pratique, cette hypothe`se
est acheve´e si tous les signaux de sortie ne sont pas corrompues par du bruit ou bien si tous les
signaux de sortie sont affecte´es par le meˆme bruit ; ce qui restreint clairement la classe des syste`mes
en conside´ration.
La condition 3.2c) est une condition technique re´currente dans la litte´rature de la commande par
modes glissants.
La condition 3.2d) est utilise´e afin de permettre l’application de la technique de transformation de
Lipschitz sur la non-line´arite´ f0. Soit x∗ = [x∗1, . . . , x∗n]
>, Ω = {x∗ ∈ Rn, |x∗i| ≤ ωi, 1 ≤ i ≤ n}
pour un ensemble de n nombres donne´s ωi > 0. Soit ς : R
n → Ω une fonction de saturation line´aire
telle que ς(x∗) = x∗ pour tout x∗ ∈ Ω et |ς(x∗i)| = 1 ailleurs, pour toute composante x∗. On de´finit
f1 : R
n → Rs telle que f1(x∗) = f0(ς(x∗)) ; et par conse´quent f1(x∗) = f0(x∗) pour tout x∗ ∈ Ω.
En proce´dant comme dans le chapitre 1, en appliquant le the´ore`me d’accroissement finis pour les
fonctions vectoriels ([The´ore`me A.3],[71]), on peut de´montrer que f1 est globalement Lipschitzienne
avec une constante de Lipschitz Kf i.e.,
|f1(x1)− f1(x2)| ≤ Kf |x1 − x2| , ∀ x1, x2 ∈ Rn. (3.2)
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Il s’en suit que pour tout t tel que x∗(t) ∈ Ω, les trajectoires du syste`me (3.1) co¨ıncident avec celles
du syste`me :
x˙∗ = A0x∗ +Bf1(x∗) + Fη1(t) (3.3a)
y = C0x∗ +G0η2(t). (3.3b)
Ainsi, sans perte de ge´ne´ralite´, on suppose que le point (d) de l’hypothe`se 3.2 est ve´rifie´ pour
l’ensemble compact Ω. Le proble`me de conception d’un observateur pour le syste`me (3.1) est donc
adresse´ maintenant au syste`me (3.3).
Ensuite, nous introduisons l’e´tat augmente´ x = [x>∗ , η
>
2 ]
>, les matrices
A =
[
A0 0
]
, C =
[
C0 G0
]
, T =
[
In 0
]
et f : Rn+q2 → Rs telle que f(x) = f1(x∗). Par conse´quent, le syste`me (3.3) peut s’e´crire sous la
forme singulie`re suivante :
T x˙ = Ax+Bf(x) + Fη1(t), (3.4a)
y = Cx. (3.4b)
Le proble`me revient donc a` concevoir un observateur pour le syste`me (3.4a) ayant comme objectif
d’estimer conjointement le vecteur d’e´tat et le vecteur d’entre´es inconnues malgre´ la pre´sence du
bruit dans la sortie mesure´e.
3.2.2 Observateur adaptatif a` modes glissants : analyse du proble`me
Notre approche d’estimation consiste en trois parties principales : tout d’abord, apre`s avoir transforme´
le syste`me original sous la forme singulie`re (3.3) comme de´ja` explique´ dans la section pre´ce´dente,
nous commenc¸ons par de´velopper un observateur pour la partie line´aire de ce syste`me. Ensuite,
nous utilisons des termes inspire´s de la the´orie des modes glissants et du concept de commande
e´quivalente pour reconstruire les entre´es inconnues. Enfin, en se basant sur la the´orie de Lyapunov,
nous introduisons une loi d’adaptation afin de compenser l’effet d’une constante de´pendant des
bornes inconnues des e´tats, des entre´es inconnues et du bruit affectant l’e´quation de sortie. D’une
manie`re similaire, l’adaptation est employe´e afin de compenser l’effet de la constante de Lipschitz.
3.2.2.1 Un observateur pour le syste`me T x˙ = Ax
Soit P : Rn+q2×n et E : Rn+q2×p deux matrices telles que
PT = I + EC (3.5)
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pour les matrices C et T . Afin d’e´tudier la solvabilite´ de l’e´quation matricielle line´aire (3.5), nous
commenc¸ons par la re´e´crire sous la forme
[
P E
] [ T
−C
]
= In+q2 (3.6)
avec In+q2 la matrice identite´ de dimension n+ q2. L’e´quation (3.6) est de la forme XR1 = R2 avec
R1 =
[
T
−C
]
, R2 = In+q2 et X =
[
P E
]
. Cette e´quation est solvable en X si et seulement si
Rang
[
R1
R2
]
= Rang
[
R1
]
. (3.7)
De plus, pour toute matrice arbitraire Za, la solution de (3.7) est
X = R2R
+
1 − Za(I −R1R+1 ) (3.8)
ou` R+1 repre´sente l’inverse ge´ne´ralise´e de R1. La condition (3.7) est e´quivalente a`
Rang


In 0
−C0 −G0
In 0
0 Iq2

 = Rang
[
In 0
−C0 −G0
]
.
Cette dernie`re est satisfaite si et seulement si G0 est de plein rang – voir Hypothe`se 1.1b) et [85, 86].
Maintenant, nous faisons ce choix naturel d’un observateur pour le syste`me singulier “nominal”
T x˙ = Ax :
PT ˙ˆx = PAxˆ− v1, (3.9)
ou` v1 repre´sente un terme correctif additionnel tel que la dynamique de l’erreur d’observation e =
x− xˆ devient :
e˙ = Ke (3.10)
avec K est Hurwitz.
PT (x˙− ˙ˆx) = PA(x− xˆ) + v1. (3.11)
En utilisant les e´quations (3.5) dans (3.11), on obtient :
e˙+ ECe˙ = PAe+ v1
e˙+ Ey˙ − EC ˙ˆx = PAe+ v1 − ˙ˆx+ ˙ˆx
e˙ = PAe+ v1 − Ey˙ + (EC + I) ˙ˆx− ˙ˆx
= PAe+ v1 + PT ˙ˆx− (Ey˙ + ˙ˆx).
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Ensuite, soit z := Ey + xˆ, ainsi on obtient :
e˙ = PAe+ v1 + PT ˙ˆx− z˙,
et en introduisant la matrice L telle que
K = PA− LC (3.12)
soit Hurwitz et si on impose
v1 = −LCe+ z˙ − PT ˙ˆx, (3.13)
le syste`me de l’erreur d’observation (3.10) est exponentiellement stable a` l’origine.
Maintenant, on remplace v1 par son expression dans (3.9) pour obtenir :
z˙ = PAz − PAEy + LCe
= PAz − PAEy − LCxˆ+ LCx
= PAz − PAEy − LC(z − Ey) + LCx
= Kz −KEy + Ly
= Kz + (L−KE)y.
En re´sume´, l’observateur ayant la structure suivante :
z˙ = Kz + Jy, (3.14a)
xˆ = z −Ey (3.14b)
avec L telle que PA − LC = K et J = L−KE, est un observateur exponentiel pour le syste`me
T x˙ = Ax – voir e´galement [86].
3.2.2.2 Compensation adaptative des non-line´arite´s
Dans cette section, nous apportons des modifications sur la structure de l’observateur (3.9) en
introduisant les termes de compensation H1f(xˆ) , H2u et
1
2 βˆH1M(y − Cxˆ), avec H1 := PB et
H2 = PF . A` la place de (3.9), nous introduisons
PT ˙ˆx = PAxˆ− v1 + 1
2
βˆH1M(y − Cxˆ) +H1f(xˆ) +H2u (3.15)
et nous remplac¸ons v1 par son expression (3.13) dans l’e´quation (3.15) pour enfin obtenir la nouvelle
structure de l’observateur :
z˙ = Kz + Jy +H1f(xˆ) +
1
2
βˆH1M(y −Cxˆ) +H2u (3.16a)
xˆ = z − Ey (3.16b)
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ou` l’entre´e u a pour but d’estimer η1. Comme nous allons de´tailler dans la section suivante, la
conception de u est base´e sur la notion de commande e´quivalente : c’est a` dire u ≡ η1 si le mode
glissant ide´al est atteint – voir les re´fe´rences [87, 88]. Notons que les termes correctifs H1f(xˆ)
et 12 βˆH1M(y − Cxˆ) sont utilise´s pour compenser l’effet des non-line´arite´s. Cependant, puisque la
constante de Lipschitz Kf est inconnue, nous utilisons la loi d’adaptation :
˙ˆ
β = γ1 |M(y − Cxˆ)|2 − σ2βˆ (3.17)
avec γ1 et σ2 > 0, βˆ est l’estimation d’une constante β qui de´pend de Kf et de M est une matrice
a` de´terminer. Soit G = NC ∈ Rq1×(n+q2) avec N ∈ Rq1×p est telle que GH2 est inversible. On
de´finit les matrices :
AG =
[
I −H2(GH2)−1G
]
PA (3.18)
BG =
[
I −H2(GH2)−1G
]
H1. (3.19)
D’apre`s [75], pour toute matrice de´finie positive Q, il existe PG = P
>
G , L et M telles que
[AG − LC]>PG + PG[AG − LC] = −Q (3.20)
PGBG = (MC)
>, (3.21)
si (et seulement si) pour tout nombre complexe λ tel que Re(λ) ≥ 0,
rang(CBG) = rang(BG) (3.22)
rang
(
AG − λI BG
C 0
)
= n+ rang(BG) (3.23)
Afin de re´soudre (3.20), (3.21), nous conside´rons le proble`me d’optimisation suivant :
Minimiser ρ∗ tel que
PG > 0 (3.24)
PGAG +A
>
GPG +RC + C
>R> < 0 (3.25)[
ρ∗I B
>
GPG −MC
PGBG − C>M> ρ∗I
]
≥ 0 . (3.26)
Une solution pour ce dernier donne le minimum ρ∗ = 0 tel que PG, M , R et L = −P−1G R ve´rifient
(3.20) et (3.21).
L’entre´e u dans (3.16) est un signal discontinu qui a pour objectif d’atteindre une surface invariante
{S ≡ 0} dans laquelle l’erreur d’observation e(t) converge vers ze´ro. La variable de glissement S est
de´finie par
S(t) := NCe(t) +
∫ t
0
GLCe(τ)dτ, (3.27)
qui est e´quivalente a`
S˙ = Ge˙+GLCe . (3.28)
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On multiplie (3.4a) par P et on soustrait (3.15). Ensuite, en proce´dant comme dans la section
3.2.2.1, on obtient :
e˙ = PAe− LCe− 1
2
βˆH1M(y − Cxˆ) +H1
[
f(x)− f(xˆ)
]
+H2(η1 − u) (3.29)
ou` nous avons utilise´ l’e´quation (3.13). Remplac¸ant (3.29) dans (3.28), on obtient
S˙ = G(PA−LC)e+GH1
[
f(x)− f(xˆ)
]
+GH2(η1−u)− 1
2
βˆGH1M(y−Cxˆ)+GLCe. (3.30)
Soit
u = (GH2)
−1
[
(δ + ρˆ)
S
|S| −GPAxˆ−GH1f(xˆ)−
1
2
GH1βˆM(y −Cxˆ)
]
, (3.31)
ou` ρˆ est un parame`tre adaptatif mis a` jour suivant la loi d’adaptation
˙ˆρ = γ2 |S| − σρˆ. (3.32)
Ensuite, on remplace u par son expression (3.31) dans l’e´quation (3.30) pour obtenir :
S˙ = −(ρˆ+ δ) S|S| +Φ(η1, x), (3.33a)
Φ(η1, x) := GH2η1 +GPAx+GH1f(x). (3.33b)
Compte tenu de l’hypothe`se 3.2, ϕ(t) := Φ(η1(t), x(t)) est majore´e par un nombre ρ de´fini par :
ρ := sup
t≥0
|ϕ(t)| . (3.34)
De´finissons e´galement l’erreur d’adaptation ρ˜ = ρ− ρˆ et conside´rons la fonction de´finie positive et
radialement borne´e
V1(S, ρ˜) =
1
2
|S|2 + 1
2γ2
ρ˜2. (3.35)
La de´rive´e totale de V1 le long des trajectoires de (3.33a) et (3.32) est donne´e par
V˙1 ≤ |ϕ(t)| |S| − (ρˆ+ δ) |S|+ ρ˜
[
− |S|+ σ
γ2
(ρ− ρ˜)
]
≤ −δ |S| − σ
γ2
ρ˜2 +
σ
γ2
ρρ˜ (3.36)
En utilisant l’ine´galite´ de Young 2ρρ˜ ≤ ρ2 + ρ˜2, on obtient V˙ ≤ −δ |S| − σ2γ2 ρ˜2 + σ2γ2 ρ2, ce qui
implique que les trajectoires de (3.33a)–(3.32) sont borne´es.
Corollaire 3.3. Soit Ω un ensemble compact tel que x(t) ∈ Ω pour tout t. On conside`re l’observateur
donne´ par les e´quations (3.16), (3.31) et (3.17). Si ρˆ ≡ ρ, donc le mode glissant {S = 0} est atteint
en temps fini.
La de´monstration s’en suit directement de l’observation que V1(S) est une fonction quadratique de
S et que sa de´rive´e est ne´gative de´finie et ve´rifie V˙1 ≤ −2δV 1/21 .
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3.2.2.3 Convergence de l’erreur d’estimation
Nous nous inte´ressons maintenant a` l’e´tude du comportement dynamique des trajectoires de l’erreur
d’observation lorsque les trajectoires sont proches de la surface de glissement. D’apre`s (3.30), on
obtient
(η1 − u) = (GH2)−1
[1
2
βˆGH1MCe−GLCe−GH1 [f(x)− f(xˆ)]−GKe+ S˙
]
(3.37)
ou` nous avons utilise´ K = PA − LC. Nous remplac¸ons (η1 − u) par son expression (3.37) dans
(3.29) pour obtenir
e˙ = [AG − LC]e+BG
[
f(x)− f(xˆ)− 1
2
βˆMCe
]
+H2(GH2)
−1S˙. (3.38)
Soient β une constante de´finie par
det
∣∣∣∣∣
λm(Q)
2 Kf
Kf β
∣∣∣∣∣ ≥ 0, (3.39)
et β˜ = β − βˆ. La de´rive´e totale de la fonction de´finie, positive et radialement borne´e
V2(e, β˜) = e
>PGe+
1
2γ1
β˜2, (3.40)
le long des trajectoires de l’erreur d’observation (3.38) et
˙˜β = −γ1 |M(y − Cxˆ)|2 + σ2βˆ,
donne
V˙2 ≤ −e>Qe+ 2e>PGBG
[
f(x)− f(xˆ)− 1
2
βMCe
]
− 2e>PGH2(GH2)−1S˙ + 1
γ1
β˜
[
σ2(β − β˜)
]
,
pour laquelle nous avons utilise´ les e´quations (3.20) et (3.21). De plus, en utilisant encore une fois
(3.21) ainsi que (3.2), nous obtenons
V˙2 ≤ −λm(Q) |e|2 − β |MCe|2 + 2Kf |e| |MCe|+ 2
∣∣PGH2(GH2)−1∣∣ |e| ∣∣∣S˙∣∣∣− σ2
γ1
β˜2 +
σ2
γ1
ββ˜.
D’ou`,
V˙2 ≤ −λm(Q)
2
|e|2 −
(
|e|
|MCe|
)>( λm(Q)
2 −Kf
−Kf β
)(
|e|
|MCe|
)
+ 2
∣∣PGH2(GH2)−1∣∣ |e| ∣∣∣S˙∣∣∣− σ2
γ1
β˜2 +
σ2
γ1
ββ˜ . (3.41)
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Ensuite, nous utilisons la de´finition de la constante inconnue β introduite ci-dessus dans l’e´quation
(3.39) pour de´duire que
V˙2 ≤ −λm(Q)
2
|e|2 + 2 ∣∣PGH2(GH2)−1∣∣ |e| ∣∣∣S˙∣∣∣− σ2
γ1
β˜2 +
σ2
γ1
ββ˜ . (3.42)
Soit la constante cb telle que
∣∣PGH2(GH2)−1∣∣ ≤ cb. En utilisant l’ine´galite´ de Young 2cb |e| ∣∣∣S˙∣∣∣ ≤
c2b
∣∣∣S˙∣∣∣2 + |e|2, on obtient
V˙2 ≤ −
[
λm(Q)
2
− 1
]
|e|2 + c2b
∣∣∣S˙∣∣∣2 − σ2
2γ1
β˜2 +
σ2
2γ1
β2. (3.43)
Nous concluons que si le mode glissant est e´tabli ({S ≡ 0}), les trajectoires e(t) convergent vers un
petit voisinage de l’origine de rayon de´pendant de β, σ2 et γ1 pourvu que λm(Q) > 2 – voir [89].
Notons que dans le cas particulier ou` le gain σ2 = 0 ou si la constante β est connue, (3.42) devient
V˙2 ≤ −
[
λm(Q)
2
− 1
]
|e|2 .
Dans ce cas, on peut conclure en faisant appel au lemme de Barba˘lat que e(t) converge vers ze´ro
asymptotiquement a` condition que les trajectoires soient dans sur la surface de glissement. Malgre´
que ceci n’est pas faisable puisqu’en effet, β est inconnu compte tenu des incertitudes sur les bornes
supe´rieures des diffe´rents signaux (e´tats, entre´es inconnues, bruit), cette analyse nous a permis de
fixer les modifications ne´cessaires pour e´tablir notre re´sultat principal que nous de´taillons dans la
section suivante.
3.2.3 Observateur adaptatif a` “modes glissants” modifie´
Dans ce qui pre´ce`de, nous avons de´montre´ que dans le cas ou` les parame`tres ρ et β sont exactement
connus, le mode glissant est atteint en temps fini et que l’erreur d’estimation converge asymptoti-
quement vers ze´ro. Ne´anmoins, dans le sce´nario e´tudie´ dans notre cas, les constantes ρ et β sont
suppose´es inconnues. Dans cette partie, nous apportons des modifications sur la structure de l’entre´e
u et nous de´montrons que les trajectoires de l’erreur d’observation convergent vers la surface de glis-
sement et que par conse´quent, elles tendent arbitrairement vers un petit ensemble compact arbitraire
centre´ autour de l’origine.
The´ore`me 3.4. Conside´rons le syste`me (3.1) ve´rifiant l’hypothe`se 3.2 et l’observateur de´fini par les
e´quations (3.16), (3.17), (3.27), (3.32) et la version modifie´e de l’entre´e u dans (3.31),
u = (GH2)
−1
[
δS + ρˆ
S
ε+ |S| −GPAxˆ−GH1f(xˆ)−
1
2
GH1βˆM(y − Cxˆ)
]
, ε > 0. (3.44)
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Supposons que les conditions (3.22) et (3.23) sont ve´rifie´es et que
I + EC − PT = 0, (3.45a)
H1 = PB, (3.45b)
H2 = PF, (3.45c)
K = PA− LC, est Hurwitz (3.45d)
J = L−KE. (3.45e)
Donc, les trajectoires de l’erreur d’estimation convergent vers un ensemble compact centre´ autour
de {e = 0} et qui peut eˆtre diminue´ arbitrairement pour des larges valeurs de γ1 et δ.
Remarque 3.5. Les conditions du the´ore`me restreignent clairement la classe de syste`mes pour la
quelle l’observateur que nous proposons est applicable. Il s’agit des conditions structurelles que
doit satisfaire le syste`me en conside´ration pour que les e´quations matricielles line´aires ainsi que le
proble`me d’optimisation convexe soient solubles. A cet e´gard et afin de satisfaire toutes les conditions,
les matrices de l’observateur sont calcule´es dans l’ordre suivant :
(1) P et E sont ge´ne´re´es par l’e´quation (3.8) avec X = [P E], R1 = [T
> −C>]>, et R2 = In+q2 ;
(2) H1 et H2 sont de´finies par les e´quations (3.45b) et (3.45c) ;
(3) N et G sont se´lectionne´es telles que GH2 = NCH2 est inversible ;
(4) Les matrices AG et BG sont obtenues via les e´quations (3.18) et (3.19) et sous les conditions
(3.22)–(3.23) ;
(5) L = −P−1G R avec PG et M ge´ne´re´es par la solution le proble`me d’optimisation de´finie dans la
section pre´ce´dente par les e´quations (3.24)–(4.17) ;
(6) K est de´finie par (3.45d) ;
(7) J est de´finie par (3.45e).
De´monstration du The´ore`me 3.4
La preuve est e´troitement lie´e a` l’analyse de´veloppe´e dans la section pre´ce´dente. Nous de´montrons
tout d’abord que S(t) et ρ˜(t) convergent vers un voisinage de l’origine. Ensuite, nous prouvons la
convergence de S˙(t) vers un voisinage de ze´ro et enfin nous de´duisons la stabilite´ asymptotique
pratique de l’origine du syste`me de l’erreur d’observation. En outre, pour de´montrer la convergence
de S˙, nous utilisons le lemme suivant obtenu comme corollaire du [90, The´ore`me 2].
Lemme 3.6. On conside`re l’e´quation diffe´rentielle ordinaire
ζ˙(t) = −δζ(t) + ν(t), t0 ∈ R≥0, ζ(t0) = ζo ∈ Rn, δ > 0 (3.46)
ou` ν est uniforme´ment continuellement borne´ dans son domaine Rp. Donc,
lim
δ→+∞
ζ˙(t, δ) = 0, (3.47)
uniforme´ment pour tout t > t0.
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1.– Convergence de S(t) et ρ˜(t).
D’apre`s les de´veloppements dans la section 3.2.2.3, les trajectoires de l’erreur d’observation ve´rifient
l’e´quation (3.38). D’autre part, la dynamique de la surface de glissement est de´finie par (3.30). En
remplac¸ant dans cette dernie`re l’expression de u donne´e par (3.44), on obtient
S˙ = −δS +Φ(η1, x)− ρˆ S
ε+ |S| . (3.48)
En utilisant l’e´quation (3.48) et ρˆ = ρ− ρ˜, la de´rive´e totale de V1 de´finie dans (3.35) satisfait
V˙1 ≤ S>
[
− δS + ϕ(t)
]
+
ρ˜
γ2
[−γ2 |S|+ σ(ρ− ρ˜)] +
(
ρ− ρ˜
) [
|S| − |S|
2
|S|+ ε
]
≤ −δ |S|2 − σ
γ2
ρ˜2 +
σ
γ2
ρρ˜+ (ρ− ρ˜) ε |S||S|+ ε , (3.49)
et compte tenu des ine´galite´s
|S|
|S|+ ε ≤ 1
ρρ˜ ≤ 1
2
(
ρ2 + ρ˜2
)
ρ˜ε =
(
ρ˜
[ σ
2γ2
]1/2)(
ε
[2γ2
σ
]1/2)
≤ 1
2
[
ρ˜2σ
2γ2
+
2ε2γ2
σ
]
,
on observe que
V˙1 ≤ −δ |S|2 − σ
4γ2
ρ˜2 +
σ
2γ2
ρ2 + ρε+ ε2
γ2
σ
. (3.50)
Ensuite, on de´finit
c2(ρ, ε, γ2, σ) :=
σ
2γ2
ρ2 + ρε+ ε2
γ2
σ
, (3.51)
donc
V˙1 ≤ −min
{
2δ,
σ
2
}[ |S|2
2
+
ρ˜2
2γ2
]
+ c2. (3.52)
Soit K0 := min
{
2δ, σ2
}
. On de´duit que
V˙1(S(t), ρ˜(t)) ≤ −K0V1(S(t), ρ˜(t)) + c2.
En inte´grant de deux coˆte´s et en invoquant le the´ore`me de comparaison, il s’en suit que
lim
t→∞
V1(S(t), ρ˜(t)) ≤ c2(ρ, ε, γ2, σ)
K0(σ, δ)
.
Soit ε ∝ (1/γ2), donc le quotient c2/K0 peut eˆtre arbitrairement re´duit en e´largissant γ2 et δ.
Par conse´quent, S(t) et ρ˜(t) tendent asymptotiquement vers un ensemble compact arbitraire centre´
autour de l’origine {S = 0, ρ˜ = 0}.
2.– Convergence de S˙(t)
L2S-SUPELEC / CNRS / Univ. Paris Sud 11 – SYS’COM / ENIT / Univ. Tunis El-Manar
Chapitre 3. Synchronisation a` base d’observateurs adaptatifs a` “ modes glissants” 82
Pour de´montrer la convergence de S˙(t), nous faisons appel au lemme 3.6 avec ζ = S et ν(t) =
ν˜(t, ρˆ(t), S(t)) avec
ν˜(t, ρˆ, S) := ϕ(t)− ρˆ S|S|+ ε , avecϕ(t) := Φ(η1(t), x(t)). (3.53)
Pour ce faire, nous commenc¸ons par de´montrer que ν(t) est borne´ et uniforme´ment continu en t.
La bornitude uniforme de ν(t) est de´duite de la bornitude de ρ˜(t) (donc de ρˆ(t) = ρ − ρ˜(t) ), de
S(t) et de ϕ(t) – voir (3.34). La continuite´ uniforme re´sulte du fait que ν˙(t) est e´galement borne´.
En effet, on a
˙˜ν = ϕ˙(t)− ˙ˆρ S|S|+ ε − ρˆF (S)S˙
avec
F (S) =
ε
(|S|+ ε)2 ≤
1
ε
,
donc
ν˙(t) ≤ |ϕ˙(t)|+
∣∣ ˙˜ρ(t)∣∣ + 1
ε
[
ρ+ |ρ˜(t)|
] ∣∣∣S˙(t)∣∣∣ . (3.54)
Afin d’e´tudier la bornitude de ν˙(t), nous analysons l’e´quation (3.54) terme par terme. A` partir de
l’e´quation (3.48), il en re´sulte que
S˙(t) = −δS(t) + ϕ(t)−
[
ρ− ρ˜(t)
] S(t)
|S(t)|+ ε .
Puisque S(t), ρ˜(t) et ϕ(t) sont borne´s, S˙(t) est donc borne´. De plus, la norme de
ϕ˙(t) = GH2η˙1(t) +GPAx˙(t) +GH1
∂f
∂x
(x(t))x˙(t)
est borne´e compte tenu de l’hypothe`se 3.2. Finalement, on observe a` partir de l’e´quation (3.32) que
∣∣ ˙˜ρ(t)∣∣ ≤ σρ+ γ2 |S(t)|+ σ |ρ˜(t)| ,
qui est borne´ pour tout t ≥ 0. Nous concluons que ν˙(t) est borne´e et par conse´quent, ν(t) est
uniforme´ment continu.
Ainsi, en appliquant le lemme 3.6 a` l’e´quation (3.48), on de´duit que
lim
δ→∞
S˙(t, δ) = 0,
uniforme´ment pour tout t > t0 ≥ 0. Ainsi, pour toute constante ∆c > 0, il existe une constante
δc > 0 telle que pour tout δ ≥ δc =⇒∣∣∣S˙(t)∣∣∣ ≤ ∆c, ∀t > t0. (3.55)
3.– Convergence de e(t)
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Nous rappelons que la fonction V2 est de´finie dans l’e´quation (3.40). Sa de´rive´e totale ve´rifie
l’ine´galite´ (3.43) inde´pendamment de u et que le mode glissant soit atteint ou non. Soit pm > 0 tel
que e>PGe ≥ pm |e|2. Soit ∆c > 0 : d’apre`s ce qui pre´ce`de, il existe δc telle que pour tout δ ≥ δc,
l’ine´galite´ (3.55) est satisfaite, et par conse´quent, la de´rive´e de V2 ve´rifie :
V˙2 ≤ −σ2
(
1
2γ1
β˜2
)
− λm(Q)− 2
pm
(
1
2
pm |e|2
)
+
σ2
2γ1
β2 +∆2cc
2
b︸ ︷︷ ︸
c3
≤ −min
{
σ2,
λm(Q)− 2
pm
}
V2 + c3.
En inte´grant de deux coˆte´s de cette ine´galite´ le long des trajectoires, de t0 a` t, nous de´duisons que
V2(e(t), β˜(t)) tend asymptotiquement vers l’ensemble compact suivant
(e, β˜) ∈ Rn+q2 × R : V2(e, β˜) ≤ c3min{σ2, λm(Q)−2pm }

 .
Notons que la borne pre´ce´dente majorant V2(e, β˜) peut eˆtre re´duite pour toute constante fixe σ2,
en e´largissant γ1 et δ. L’e´nonce´ du the´ore`me s’en suit. 
3.2.4 Reconstruction de l’entre´e inconnue η1
L’estimation de l’entre´e inconnues η1 de´coule des re´sultats e´tablis pre´ce´demment a` partir desquels
le corollaire suivant est obtenu.
Corollaire 3.7. Pour tout re´el εη > 0, il existe des parame`tres δ, γ1, γ2, σ2 et 0 < Tη <∞ tels que
|u(t)− η1(t)| ≤ εη, ∀t ≥ t0 + Tη.
De´monstration :
A partir de (3.37), on obtient
|u(t)− η1(t)| ≤
∣∣(GH2)−1∣∣ [1
2
∣∣∣βˆ(t)∣∣∣ |GH1| |MCe(t)|+ |GLCe(t)|+ (|GH1Kf |+ |GK|) |e(t)| + ∣∣∣S˙(t)∣∣∣ ] .
Nous avons de´montre´ que βˆ(t) = β− β˜(t) est borne´ et que tous les termes de l’expression ci-dessus
sont facteurs de e(t) et S˙(t) qui convergent vers un petit ensemble compact arbitraire centre´ autour
de l’origine. L’e´nonce´ du corollaire s’en suit. 
Avant de pre´senter notre principale application qui consiste en un syste`me de communication
se´curise´e a` base de l’approche de synchronisation propose´e (voir la section 3.3), nous illustrons,
tout d’abord, les re´sultats the´oriques a` l’aide d’une application d’estimation conjointe de l’e´tat et
d’une entre´e inconnue d’un robot flexible en pre´sence d’un bruit de mesure.
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3.2.5 Exemple nume´rique : robot flexible
Afin d’illustrer les re´sultats the´oriques, nous pre´sentons un exemple d’estimation d’e´tat d’un robot
flexible avec des mesures bruite´es et sous l’influence d’un signal de friction inconnu.
On conside`re le mode`le d’un robot flexible a` un bras, excite´ par une entre´e sinuso¨ıdale i.e.,
J2θ¨2 + F2θ˙1 +K(θ2 − θ1) +mgl cos(θ2) = 0 (3.56a)
J1θ¨1 + F1θ˙1 +K(θ1 − θ2) = Kt sin(t) (3.56b)
ou` θ1 et θ2 repre´sentent la rotation angulaire du moteur et du bras, respectivement. Les parame`tres
du robot se pre´sentent comme suit : J1 = 3.7 × 10−3 kgm2 et J2 = 3.7 × 10−3 kgm2 sont les
inerties du moteur et du bras ; m = 2.1× 10−1kg est la masse du bras, l = 0.15m est la position du
centre de gravite´ du bras, K = 0.18Nms/rad est un parame`tre constant, F1 = 4.6 × 10−3Nms/rad
et F2 = 6.4 × 10−3Nms/rad repre´sentent les coefficients du friction du moteur et du bras et Kt =
32× 10−3Nms/rad est un gain d’entre´e.
On de´finit l’e´tat x∗ = [x∗1, x∗2, x∗3, x4∗]
> avec x1∗ = θ1, x2∗ = θ2, x3∗ = θ˙1 et x4∗ = θ˙2. Soit
y = [y1 = x∗1 + η2, y2 = x∗2 + x4∗]
> le vecteur de sortie mesure´e ou` η2(t) repre´sente le bruit de
mesure (bruit Gaussien de moyenne e´gale a` ze´ro ). Nous supposons, comme dans la re´fe´rence [79], que
la rotation angulaire du moteur ainsi que la somme de la rotation angulaire et de la ve´locite´ du bras
sont mesure´es. Nous rappelons e´galement que x = [x∗, η2]
> repre´sente l’e´tat augmente´. Supposons
que que le parame`tre de friction F2 est inconnu et qu’il ge´ne`re un signal inconnu η1(t) =
F2
J2
θ˙2.
Donc, le syste`me (3.56) peut s’e´crire sous la forme (3.1) avec
A0 =


0 0 1 0
0 0 0 1
−48.6486 48.6486 −12.4324 0
19.3548 619.3548 0 0

 , B =


0
0
0
−33.1935

 , F =


0
0
0
−1

 ,
C0 =
[
1 0 0 0
0 1 0 1
]
, G0 =
[
1
0
]
, f0(x∗) = cos(x∗2).
Les matrices de l’observateur sont obtenues en appliquant la proce´dure de´crite dans la remarque
3.5 :
E =


0 0
0 −0.33
0 0
0 −0.33
−1 0


, P =


1.0000 0 0 0
0 0.66 0 −0.33
0 0 1 0
0 −0.33 0 0.66
−1 0 0 0


, L =


0.4955 −0.0013
0.0002 0.9969
−24.3170 24.3251
0.0001 −0.0001
0.4954 0.0011


,
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K =


−0.4955 0.0013 1 0.0013 −0.4955
−6.4512 5.4541 0 −0.3302 −0.0002
−24.3316 24.3235 −12.4324 −24.3251 24.3170
12.9037 −12.9038 0 −0.3332 −0.0001
−0.4954 −0.0011 −1 −0.0011 −0.4954


, N =
[
0 3
]
.
Les parame`tres de l’observateur sont choisis comme suit : ε = 0.001, δ = 100, σ = 100 et γ2 = 1000.
Les conditions initiales sont : x(0) = [3, 1, 1, 2, −0.8]>, xˆ(0) = [−2, 0, 2, 4, 2.17]> et ρˆ = 0.
Les re´sultats de simulations se pre´sentent comme suit. La figure 3.1 illustre que les e´tats et le bruit
η2 sont effectivement estime´s, donc l’effet du bruit est parfaitement annule´ (nous rappelons que
e5 = x5 − xˆ5 repre´sente l’erreur d’estimation du bruit affectant l’e´quation de sortie). La figure 3.2
montre que l’entre´e inconnue η1 est bien reconstruite.
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Figure 3.1: Les erreurs d’estimation e1 = x1 − xˆ1, e2 = x2 − xˆ2 , e3 = x3 − xˆ3, e4 = x4 − xˆ4
and e5 = x5 − xˆ5
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Figure 3.2: L’entre´e inconnue η1 et son estime´e
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3.3 Un syste`me de communication se´curise´e base´ sur la synchronisa-
tion de syste`mes chaotiques utilisant les observateurs adaptatifs
a` “modes glissants”
Dans cette section, nous exploitons les proprie´te´s de l’observateur adaptatif a` “modes glissants”
dans un nouveau sche´ma de communication se´curise´e base´e sur la synchronisation des syste`mes
chaotiques. Le syste`me de communication que nous proposons est de´die´ pour le cryptage et la trans-
mission des informations de type analogiques/nume´riques et de grandes amplitudes. L’architecture
du syste`me repose sur la se´paration entre les ope´rations de cryptage et de synchronisation en uti-
lisant deux syste`mes chaotiques en cascade au niveau de l’e´metteur. Le syste`me de transmission
propose´ est robuste aux diffe´rents types d’attaques, notamment les attaques base´es sur l’analyse des
caracte´ristiques du signal de texte chiffre´ et les attaques base´es sur l’identification de la structure
et des parame`tres du syste`me e´metteur. Une analyse de la cle´ secre`te est effectue´e pour e´valuer sa
robustesse aux attaques a` force brute.
Les bruits dans le canal de communication sont souvent ne´glige´s dans la litte´rature, cependant ces
bruits sont ine´vitables en pratique et influencent conside´rablement les performances des syste`mes de
transmissions puisqu’ils changent le comportement des syste`mes dynamiques et de´te´riorent l’ope´ration
de synchronisation. Le sche´ma que nous proposons est robuste aux bruits de canal. La performance
du syste`me de communication propose´ est illustre´e a` travers des simulations nume´riques dans une
application pour la transmission des signaux harmoniques et une application de cryptage des images
binaires.
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3.3.1 Description du syste`me de communication
SYSTEME CHAOTIQUE
CRYPTAGE
FONCTION DE
DECRYPTAGE
FONCTION DE
y2
OBSERVATEUR pour SCA
m(t)
message
restaure´
message
SYSTEME DYNAMIQUE OBSERVATEUR pour SD
(OSD)
bruit
d(t)
SYSTEMESYSTEME CHAOTIQUE
AUXILIAIRE (SCA)
MAITRE (SCM)
(OSCA)
ESCLAVE (SE)
d(t)
bruit
Ψ Φ
E Eˆ
x1
k k−1
mˆ(t)
xˆ1
AUXILIAIRE (SD)
+
yt
y1 yˆ1
+
Figure 3.3: Sche´ma de communication se´curise´e
Les me´thodes classiques de communications se´curise´es telles que la technique de masquage chao-
tique, la modulation parame´trique, le cryptage par injection et la commutation chaotique sont
condamne´es par leur faible niveau de se´curite´, le nombre relativement faible des messages a` trans-
mettre, les restrictions sur l’amplitude du signal information qui sont impose´es pour ne pas compro-
mettre le comportement chaotique de l’e´metteur ainsi que les restrictions sur la nature du message
a` transmettre. Par exemple, la technique de modulation parame´trique base´e sur les techniques adap-
tatives utilisant l’hypothe`se que les messages soient lentement variants en fonction du temps ou
constants par morceaux et la technique de commutation chaotique est spe´cifique aux messages
binaires. Par ailleurs, la plupart des techniques de communications traditionnelles ne tiennent pas
compte du bruit pre´sent dans le canal public. Dans ce qui suit, nous proposons une me´thode qui ne
pre´sente aucun de ces inconve´nients.
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Le sche´ma de communication que nous proposons est repre´sente´ dans la figure 3.3. L’e´metteur
consiste en trois syste`mes dynamiques : un syste`me chaotique auxiliaire (SCA) employe´ pour crypter
le message a` transmettre, m(t) ; le syste`me chaotique maˆıtre (SCM) qui produit un signal de sortie
y2 pour entraˆıner la synchronisation avec le syste`me re´cepteur, et un syste`me dynamique auxiliaire
(SD) qui produit l’information crypte´e yt envoye´e a` travers le canal public pre´sentant du bruit additif.
Le processus est comme suit. Un message nume´rique ou analogiquem(t) est crypte´ par l’interme´diaire
d’une fonction de cryptage Ψ(·, ·) qui de´pend d’un signal chaotique x1 ge´ne´re´ par le SCA. Ensuite,
afin d’ame´liorer d’avantage la se´curite´ contre les attaques externes, le signal de sortie y1 du SCA
n’est pas directement envoye´ a` travers le canal public mais inse´re´ dans un autre syste`me dynamique
modulo un facteur d’atte´nuation k de manie`re que le comportement chaotique du syste`me SCM soit
pre´serve´. Le signal de sortie y2 de ce dernier est transmis a` travers le canal de communication bruite´.
Une fonction de cryptage Ψ(·, ·) qui de´pend du signal chaotique x1 (ge´ne´re´ par le SCA) et du
message m(t) ge´ne`re le signal crypte´ E(t) = Ψ(x1(t),m(t)). Notons que Ψ(x1(t),m(t)) doit eˆtre
inversible par rapport a` m(t), i.e., m(t) peut eˆtre exprime´ en termes de E(t) et de x1(t) dans le
but de re´soudre le proble`me d’inversibilite´ au niveau du re´cepteur. Le niveau de se´curite´ de´pend
e´troitement de la complexite´ de la fonction Ψ(·, ·).
Contrairement aux sche´mas de transmission classiques, le message a` transmettre n’est pas inse´re´
dans la dynamique du syste`me chaotique e´metteur, ni additionne´ au signal de sortie, cependant
le signal E(t) dans lequel le message est masque´, est injecte´ dans la dynamique d’un syste`me
dynamique auxiliaire (SD). De cette manie`re, les ope´rations de synchronisation et de cryptage sont
se´pare´es, ce qui permet d’augmenter la taille et l’amplitude du message m(t), e´viter l’affectation du
comportement chaotique du syste`me (SCA) ainsi que la de´te´rioration de la synchronisation entre les
syste`mes maˆıtre et esclave. Le signal de sortie yt du syste`me SD est transmis a` travers le canal de
communication bruite´.
D’une autre part, le re´cepteur est constitue´ de trois syste`mes dynamiques : le syste`me esclave (SE)
dont l’objectif est de synchroniser avec le syste`me SCM et de reconstruire l’entre´e inconnue ky1(t)
malgre´ le bruit du canal, le syste`me auxiliaire (OSCA) excite´ par le signal reconstruit yˆ1 dont le but est
de synchroniser avec le syste`me SCA et finalement, l’observateur auxiliaire (OSD) doit synchroniser
avec le syste`me SD en utilisant le signal yt et estimer le signal crypte´ E(t). Les signaux reconstruits
Eˆ(t) et xˆ1 sont employe´s par la fonction de de´cryptage Φ(·, ·) afin de restaurer le message transmis
mˆ(t).
Si la capacite´ du canal de communication est limite´e a` un seul signal alors que plusieurs signaux sont
a` transmettre, il est convenable d’utiliser un multiplexeur. Au niveau du re´cepteur, nous ajoutons
un de´multiplexeur qui re´cupe`re tous les signaux transmis. Une me´thode pratique de re´alisation du
multiplexeur et du de´multiplexeur dans un tel syste`me de transmission (capacite´ limite´e du canal)
est de´taille´e dans [17].
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3.3.2 Description des diffe´rents syste`mes dynamiques
L’e´metteur : Le syste`me SCA est un syste`me chaotique de´crit par l’e´quation
SCA :
{
x˙1 = A1x1 +B1f1(x1),
y1 = C1x1,
(3.57)
ou` f1 est de classe C1. Un grand nombre d’oscillateurs chaotiques sont de la forme (3.57) comme
par exemple les syste`mes de Ro¨ssler, de Lu¨, de Chua, de Van der Pol, etc. Le syste`me SCM est un
syste`me chaotique de structure similaire telle que le signal ky1(t) est injecte´ dans sa dynamique. De
plus, le canal de communication est corrompu par le bruit d(t). Donc, on a
SCM :
{
x˙2 = A2x2 +B2f2(x2) + kF2y1
y2 = C2x2 +G2d(t).
(3.58)
Le syste`me SD est un syste`me line´aire stable,{
x˙t = Atxt,
yt = Ctxt.
(3.59)
ou` At est Hurwitz. Ensuite, l’information crypte´e E(t) = Φ(x1(t),m(t)) est injecte´e dans la dyna-
mique du syste`me SD et puisque le signal de sortie yt est corrompu par le bruit de canal d(t), le
syste`me SD devient
SD :
{
x˙t = Atxt + FtE(t)
yt = Ctxt +Gtd(t),
(3.60)
ou` x1, x2 et xt sont des vecteurs d’e´tat ; y1, y2 et yt repre´sentent les signaux de sortie ; A1, A2, At,
B1, B2, C1, C2, Ct,G2, Gt, F2 et Ft sont des matrices constantes a` de´terminer.
Les syste`mes SCM et SD ve´rifient l’hypothe`se 3.2 – Voir section 3.2.1
Le re´cepteur : Les syste`mes (SE) et (OSD) au niveau re´cepteur sont respectivement deux observa-
teurs adaptatifs a` “modes glissants” pour les syste`mes SCM (3.58) et SD (3.59) synthe´tise´s selon
l’approche de´taille´e dans la section (3.2). Ils sont de´crits par les e´quations (3.17), (3.27) et (3.32).
Le signal de sortie y1(t) du syste`me SCA n’est pas directement envoye´ a` travers le canal public
mais injecte´ dans la dynamique du syste`me SCM ; ky1 est reconstruit par le syste`me esclave RS.
Le signal yˆ1(t) ainsi obtenu est rec¸u par le syste`me OSCA dont l’objectif est de synchroniser avec
le syste`me SCA. Il est clair que la relation entre y1(t) et son estimation yˆ1(t) peut eˆtre de´finie par
yˆ1(t) = y1(t) + ε¯(t) sachant que ε¯(t) repre´sente une fonction de´pendant de l’erreur d’estimation.
Puisque ε¯(t) est de faible amplitude, nous pouvons utiliser un simple observateur de Luenberger (voir
[19]). Une autre alternative consiste a` utiliser l’observateur inte´gral propose´ dans la re´fe´rence [18].
L’avantage de cette alternative est la re´duction de l’effet de ε¯(t).
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3.3.3 Simulations nume´riques
Afin de tester le sche´ma de communication propose´, nous pre´sentons deux applications de commu-
nication se´curise´e : dans la premie`re application, nous utilisons les syste`mes de Ro¨ssler et de Lorenz
pour la transmission des signaux harmoniques et la deuxie`me application est de´die´e au cryptage et a`
la transmission des images binaires. Une analyse de se´curite´ et de la cle´ secre`te sont effectue´es pour
ve´rifier les proprie´te´s cryptographiques du syste`me.
3.3.3.1 Transmission des signaux harmoniques
Dans le premier cas d’e´tude, le message a` transmette m(t) = [m1(t),m2(t)]
T est de type analogique
repre´sente´ par des signaux sinuso¨ıdaux d’amplitudes respectives : m1max = 5, m2max = 4 et des
fre´quences : f1 = 0.796Hz et f2 = 0.557Hz.
Pour re´aliser le syste`me e´metteur, nous utilisons le syste`me de Ro¨ssler

x˙11 = −(x12 + x13)
x˙12 = x11 + ax12
x˙13 = b+ x13(x11 − c)
(3.61)
avec les signaux de sortie {
y11 = x11
y12 = x13
(3.62)
a` la place du syste`me (SCA). Les parame`tres sont fixe´s comme suit : a = 0.398, b = 2 et c = 4,
tels que le syste`me (3.61) posse`de un comportement chaotique. Le syste`me (SCM) est un syste`me
de Lorenz pour lequel on injecte dans sa dynamique le signal de sortie y1 du syste`me SCA i.e.,

x˙21 = −a1x21 + a2x22
x˙22 = rx21 − x22 − x21x23 + ky11
x˙23 = x21x22 − b2x23 + ky12
(3.63)
Les signaux de sortie sont : 

y21 = x21 + d(t)
y22 = 2x22 + d(t)
y23 = x23 + d(t).
(3.64)
Nous fixons les parame`tres comme suit : a1 = a2 = 10, b2 = 8/3 et r = 28 tels que le syste`me
(3.63) fonctionne en re´gime chaotique. Notons que le syste`me (3.63) peut eˆtre re´e´crit sous la forme
(3.3) avec x = x2 = [x21, x22, x23]
T le vecteur d’e´tat, y = y2 = [y21, y22, y23]
T le vecteur de sortie
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et η1(t) = y1(t) l’entre´e inconnue. Ainsi, on a
A0 =


−10 10 0
28 −1 0
0 0 −8/3

 , B =


0 0
1 0
0 1

 , F =


0 0
1 0
0 1

 , C0 =


1 0 0
0 2 0
0 0 1

 , G0 =


1
1
1

 ,
k = 1, f(x) =
[
−x21x23
x21x22
]
, η2(t) = d(t).
Supposons que le bruit dans le canal de communication d(t) est un bruit Gaussien de moyenne e´gale
a` ze´ro, de fre´quence e´gale a` 10Hz et de variance 1, ge´ne´re´ entre les bornes infe´rieure et supe´rieure
respectivement e´gales a` −3 et 3. On initialise les e´tats du syste`me SCA et SCM respectivement a`
x1(0) = [0.2,−0.4,−0.2]T et x2(0) = [0.3 − 0.2 − 0.4]T . Les attracteurs respectifs des syste`mes
SCA et SCM sont illustre´s dans la figure 3.4.
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Figure 3.4: Attracteurs des syste`mes chaotiques SCA-Ro¨ssler (droite) et SCM-Lorenz (gauche)
Le signal crypte´ E = [E1, E2]
T est ge´ne´re´ par la fonction de cryptage Ψ, le signal chaotique x1(t)
et l’information m(t) :
E(t) = Ψ(x1,m(t)) =
[
30.5x11 + 30.3x12 + (7.5x
2
12 + 1.25x
2
13 + 2)m1(t)
55x11 + 44x13 + (2x
2
12 + 5x
2
11 + 1)m2(t)
]
.
Le syste`me dynamique auxiliaire (SD) est donne´ par
{
x˙t = −xt + FtE(t)
yt = xt +G0d(t),
(3.65)
qui repre´sente un cas particulier de (3.3) avec x = xt = [xt1, xt2, xt3]
T le vecteur d’e´tat, yt =
[yt1, yt2, yt3]
T le vecteur de sortie et η1(t) = E(t) l’entre´e inconnue, A = −I3, B = 0,
F =


0 0
1 0
0 1

 , G0 =


1
1
1

 , C0 = I3, f(x) = 0 et η2(t) = d(t).
L2S-SUPELEC / CNRS / Univ. Paris Sud 11 – SYS’COM / ENIT / Univ. Tunis El-Manar
Chapitre 3. Synchronisation a` base d’observateurs adaptatifs a` “ modes glissants” 92
Le syste`me SD est initialise´ a` xt(0) = [0.3,−0.2,−0.4]T . Les syste`mes SE et OSD sont des obser-
vateurs adaptatifs a` “modes glissants” de´crits par les e´quations (3.17), (3.27) et (3.32).
Synthe`se de l’observateur RS :
L’observateur SE est synthe´tise´ suivant l’algorithme propose´ dans la remarque (3.5). On obtient les
valeurs nume´riques des matrices de l’observateur
E =


−0.2917 0.0833 0.2083
0.1667 −0.3333 0.1667
0.2083 0.0833 −0.2917
−0.4167 −0.1667 −0.4167

,H1 = H2 =


0.1667 0.2083
0.3333 0.1667
0.1667 0.7083
−0.3333 −0.4167

,G =
[
0 2 0 1
0 0 1 1
]
,
K =


12.5547 −14.9125 −0.6923 3.9188
23.3386 −22.5158 −0.8919 3.3011
25.5741 −25.4770 −5.8261 5.3555
−31.6960 30.7092 2.3883 −7.9821

 et J =


−7.0448 5.6092 1.4386
−3.5506 3.1007 0.4547
−7.8373 4.4529 3.3894
8.3421 −5.9254 −2.4235

 .
Les parame`tres de l’observateur sont choisis comme suit : ε = 0.0001, δ = 1000, σ = 1000 et
γ1 = 10000. Les e´tats du syste`me SE sont initialise´s a`xˆ(0) = [−0.11,−0.14, 0.2,−0.38]T et le
parame`tre adaptatif ρˆ est initialise´ a` ρˆ(0) = 0.
Synthe`se de l’observateur ARS :
Puisque la dynamique du syste`me SCA ne pre´sente pas des entre´es inconnues et que le signal de
sortie n’est pas affecte´ par un bruit, l’observateur OSCA est un simple observateur de “Luenberger”
dont la matrice de gain est donne´e par :
L =


0.8424 0
−0.6459 0
0 20

 .
Synthe`se de l’observateur AO :
De manie`re similaire, nous appliquons l’algorithme propose´ dans la remarque (3.5) afin d’obtenir les
matrices de l’observateur (OSD) :
E =


−0.3333 0.1667 0.1667
0.1667 −0.3333 0.1667
0.1667 0.1667 −0.3333
−0.3333 −0.3333 −0.3333

 H1 = 0, H2 =


0.1667 0.1667
0.6667 0.1667
0.1667 0.6667
−0.3333 −0.3333

 , G =
[
0 1 0 1
0 0 1 1
]
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K =


−0.4172 −0.2796 −0.2796 0.0237
0.6924 −1.2927 −0.2365 0.1632
0.6924 −0.2365 −1.2927 0.1632
−0.4048 0.3502 0.3502 −0.7043

 and J =


−0.2874 0.1438 0.1438
−0.3190 0.1736 0.1455
−0.3190 0.1455 0.1736
0.2517 −0.1258 −0.1258

 .
Finalement, les parame`tres de l’observateur sont se´lectionne´s comme suit : ε = 0.0001, δ = 1000,
σ = 1000 et γ1 = 10000. La condition initiale de l’e´tat de l’observateur OSD est donne´e par
xˆ(0) = [−0.11,−0.14, 0.2,−0.38]T et le parame`tre adaptatif est initialise´ a` ρˆ a` ρˆ(0) = 0. Le
message rec¸u mˆ(t) est extrait a` partir de la fonction de de´cryptage Φ(·, ·) apre`s avoir re´solu le
proble`me d’inversibilite´ :
mˆ(t) = Φ(E(t), xˆ1(t)) =


E1(t)− 30.5xˆ11 − 30.3xˆ12
75xˆ212 + 1.25xˆ
2
13 + 2
E2(t)− 55xˆ11 − 44xˆ13
2xˆ212 + 5xˆ
2
11 + 1

 .
Les re´sultats de simulation se pre´sentent comme suit. La figure 3.5 repre´sente les erreurs de syn-
chronisation du syste`me OSCA avec le syste`me SCA, et du syste`me SE avec le syste`me SCM,
respectivement. La figure 3.6 illustre le bruit Gaussien du canal et son estimation via le syste`me RS.
0 20 40 60−0.03
−0.02
−0.01
0
0.01
0.02
0.03
0.04
0.05
0.06
Temps[s]
 
 
e21
e22
e23
0 20 40 60−1
−0.5
0
0.5
1
1.5
Temps[s]
 
 
e11
e12
e13
0 0.5
0
0.1
0.2
 
 
0 5 10
−2
0
2
4
 
 
Figure 3.5: Erreurs de synchronisation (SCA)-(OSCA) (droite) et (SCM)-(SE) (gauche)
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Figure 3.6: Le bruit de canal et son estimation par l’observateur (SE)
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Dans la figure 3.7, il est illustre´ que les signaux de cryptage E1 et E2 sont bien reconstruits par
l’observateur OSD et la figure 3.8 repre´sente les messages transmis et leurs estimations respectives.
Notons que la reconstruction de l’information m2 est effectue´e apre`s une pe´riode de temps e´gale a`
8s, ceci peut eˆtre justifie´ par le re´gime transitoire relativement long de l’erreur de synchronisation
correspondant au syste`me de Ro¨ssler – voir la figure 3.5. Dans ce qui suit, nous remplac¸ons les syste`me
de Ro¨ssler par le syste`me de Chua et nous montrons l’utilite´ de ce dernier dans une application de
transmission des images binaires.
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Figure 3.7: Reconstruction des signaux de cryptage E1 (gauche) et E2 (droite)
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Figure 3.8: Les informations analogiques m1 et son estimation mˆ1 (gauche) & m2 est son esti-
mation mˆ2 (droite)
3.3.3.2 Cryptage d’images binaires
Dans cette application, nous gardons le meˆme syste`me chaotique (SCM) maˆıtre en utilisant l’os-
cillateur de Lorenz. Cependant, le syste`me SCA que nous utilisons pour crypter une image de type
binaire est le syste`me de Chua modifie´ propose´ dans [91]. Le circuit de Chua modifie´ permet d’ajus-
ter arbitrairement les re´gions de distribution des spectres de fre´quences des signaux chaotiques en
se´lectionnant convenablement une re´sistance et une capacite´ qui de´terminent le facteur de trans-
formation de l’e´chelle du temps. Par conse´quent, nous pouvons e´tendre la bande de fre´quences des
signaux chaotiques afin d’obtenir des signaux de hautes fre´quences. Ce degre´ de liberte´ est tre`s utile
pour le cryptage de l’image a` transmettre puisque nous pouvons ajuster la largeur des spectres des
signaux chaotiques en fonction de la fre´quence du signal correspondant a` l’image binaire.
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La dynamique du circuit de Chua modifie´ est donne´e par

T−1s x˙31 = −α(x32 − a¯x31 + b¯x31 |x31|+ c¯x331)
T−1s x˙32 = x31 − x32 + x33
T−1s x˙33 = −β¯x32
(3.66)
Le signal de sortie est y3 = x31. Nous fixons le facteur de transformation de l’e´chelle de temps
a` Ts = 100. Le vecteur d’e´tat x3 = [x31;x32;x33] est initialise´ a` [0.7 ;0.2 ;-0.5]. En choisissant
α = 12.8, β¯ = 19.1, a¯ = 0.472, b¯ = −1 et c¯ = 0.47, le syste`me (4.75) est caracte´rise´ par un
attracteur a` triple spirale comme montre´ dans la figure 3.9.
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Figure 3.9: Plan de phase du syste`me chaotique de Chua : x31%x32 (gauche) et x31%x33 (droite)
L’information a` crypter est une image binaire (voir Figure 3.10a). Nous concate´nons les lignes de la
matrice carre´e de dimension (256× 256) correspondant a` l’image afin d’obtenir un vecteur de taille
65536. Nous utilisons les coefficients de ce dernier pour ge´ne´rer un signal discret m3(t) en choisissant
convenablement la pe´riode d’e´chantillonnage (T = 10−3s) et nous envoyons le signal crypte´ E3(t) =
55x31 + 44x33 + (0.5x
2
31 + 1)m3(t) via le syste`me SD a` travers le canal de communication bruite´.
Pour le re´cepteur, nous utilisons la fonction de de´cryptage afin de re´cupe´rer le message mˆ3(t) =
Eˆ3−55xˆ31+44xˆ33
0.5xˆ2
31
+1
a` partir duquel nous obtenons les coefficients de la matrice correspondant a` l’image
de´crypte´e graˆce au processus inverse. Les figures 3.10a, 3.10b et 3.10c illustrent respectivement les
images (originale, crypte´e et de´crypte´e). La reconstruction du signal discret ge´ne´re´ a` partir de l’image
originale est illustre´e dans la figure 3.11.
Figure 3.10: a) Image originale b) Image crypte´e c) Image de´crypte´e
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Figure 3.11: Reconstruction du signal discret ge´ne´re´ a` partir de l’image originale
3.3.3.3 Analyse de se´curite´
Comme il est montre´ dans la figure 3.3, les signaux disponibles dans le canal public sont yt e´mettant le
signal de cryptage E(t) et y2 ge´ne´re´ par le syste`me SCM ; ces signaux sont totalement inde´pendants.
De plus, le signal de sortie y1 du syste`me SCA est masque´ a` l’inte´rieur de la dynamique du syste`me
SCM et non directement transmis a` travers le canal public. Donc, un espion ne peut pas utiliser les
attaques base´es sur l’identification de la structure et des parame`tres du syste`me e´metteur – pour
plus de de´tails, voir le chapitre 1.
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Figure 3.12: Cryptage des informations sinuso¨ıdales analogiques dans les domaines temporel et
fre´quentiel
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Figure 3.13: Cryptage de l’image binaire dans les domaines temporel et fre´quentiel
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La se´paration entre les ope´rations de synchronisation et de cryptage permet de compliquer d’avantage
le signal de cryptage E(t) en combinant les ope´rations de multiplication et d’addition entre les
diffe´rents signaux chaotiques et les messages sans affecter le comportement chaotique du syste`me
SCA ni compromettre la synchronisation entre les syste`mes maˆıtre et esclave. Graˆce a` la fonction de
cryptage Ψ(·, ·) qui peut eˆtre convenablement conc¸ue, on obtient un signal crypte´ E(t) qui assure
un niveau e´leve´ de se´curite´. Cependant, notons qu’il y a un compromis entre la qualite´ du message
de´crypte´ et le niveau de´sire´ de confidentialite´.
En observant la figure 3.7, nous de´duisons que les messages m1 et m2 sont bien crypte´s. La figure
3.12 illustre les spectres des messages transmis et celui des signaux crypte´s. Finalement, la figure
3.13 illustre le processus de cryptage de l’image dans les domaines temporels et fre´quentiels. On
constate que le spectre du message transmis est bien masque´ a` l’inte´rieur de celui du signal crypte´
correspondant et qu’il est effectivement cache´ dans le domaine temporel. Donc, un espion ne peut
pas utiliser les me´thodes des attaques base´es sur l’analyse des caracte´ristiques du signal du texte
chiffre´ (Voir le chapitre 1).
3.3.3.4 Analyse de la cle´ secre`te
Dans l’application de cryptage d’images binaires pour laquelle on a utilise´ deux syste`mes chaotiques
en cascade au niveau de l’e´metteur (un syste`me de Lorenz et un syste`me de Chua modifie´), on
suppose que les conditions initiales sont exactement connues par un espion. Nous conside´rons les
parame`tres du syste`me de Lorenz et de Chua afin de construire la cle´ secre`te. Tout d’abord, on
suppose qu’un espion connait la structure de deux syste`mes chaotiques en cascade sans connaitre
exactement les valeurs re´elles de ces parame`tres. Soit Pi := (p1 = β¯, p2 = α, p3 = a¯, p4 = b¯, p5 =
c¯, p6 = r, p7 = b2, p8 = a1) la cle´ secre`te. Notre objectif est de de´terminer la taille r de l’espace
cle´ Ks = {P1, P2, ...., Pr} qui repre´sente un ensemble fini de toutes les cle´s secre`tes afin d’e´valuer
le niveau de se´curite´ produit par la cle´ secre`te. Pour ce faire, on de´finit la marge de variation et la
sensibilite´ de chaque parame`tre pi ; pour i = 1..8.
On suppose que la taille s de l’intervalle de variation de chaque parame`tre pi correspondant a` un
comportement chaotique du syste`me de Lorenz et du syste`me de Chua modifie´ est e´gale a` 10−1. Les
simulations sont re´alise´es afin d’e´valuer la sensibilite´ Si de chaque parame`tre pi en de´terminant la
plus petite variation parame´trique qui ge´ne`re deux comportements chaotiques diffe´rents (i.e., deux
attracteurs diffe´rents) alors que le reste des parame`tres pj ; pour j ∈ {1, 2..8}/{i} sont fixe´s. La figure
3.14 illustre la sensibilite´ des syste`mes de Lorenz et de Chua aux petites variations parame´triques β¯
et r. La sensibilite´ aux parame`tres est illustre´e dans le tableau 4.1.
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Syste`me chaotique Parame`tres Sensibilite´ Nb. de possibilite´s :
(Ni = s× Si−1)
Syste`me de Chua p1 = β¯ = 19.1 S1 = 10
−14 N1 = 10
13
p2 = α = 12.8 S2 = 10
−15 N2 = 10
14
p3 = a¯ = 0.47 S3 = 10
−15 N3 = 10
14
p4 = b¯ = −1 S4 = 10−16 N4 = 1015
p5 = c¯ = 0.472 S5 = 10
−16 N5 = 10
15
Syste`me de Lorenz p6 = r = 28 S6 = 10
−14 N6 = 10
13
p7 = b2 =
8
3 S7 = 10
−15 N7 = 10
14
p8 = a1 = 10 S8 = 10
−15 N8 = 10
14
Table 3.1: Sensibilite´ des parame`tres
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Figure 3.14: Les e´tats du syste`me de Lorenz (droite) et du syste`me de Chua modifie´ (gauche)
sous l’influence des petites variations (10−14) des parame`tres r et β¯
La taille de l’espace cle´ est : r =
∏8
i=1(Ni) = 10
(13×2+14×4+15×2) = 10112. Il a e´te´ e´voque´ dans
la re´cente litte´rature des syste`mes cryptographiques qu’un espace cle´ de taille O(2100) est exige´
pour re´sister aux attaques a` force brute. Dans notre cas, r = 10112  2100, ce qui implique
que l’espace cle´ posse`de un niveau de se´curite´ satisfaisant d’un point de vue cryptographique. Le
meˆme raisonnement est applicable pour de´finir et caracte´riser une cle´ secre`te pour l’application de
transmission des signaux harmoniques.
3.4 Conclusion
Dans ce chapitre, nous avons pre´sente´ une me´thode de synchronisation a` base d’un observateur
adaptatif a` modes glissants. La me´thode de synthe`se de l’observateur repose sur des techniques
adaptatives pour compenser l’effet des termes re´siduels incertains tels que les bornes supe´rieures des
e´tats du syste`me, des entre´es inconnues et du bruit pre´sent dans les signaux de sortie, ainsi que la
“constante de Lipschitz” pouvant e´ventuellement prendre des grandes valeurs. La me´thode propose´e
s’appuie e´galement sur les techniques de conception d’observateurs singuliers et sur la the´orie des
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modes glissants (concept du commande e´quivalente) afin de reconstruire les entre´es inconnues en
pre´sence du bruit dans les signaux de sortie. En se basant sur la the´orie de Lyapunov, la stabilite´
pratique a e´te´ prouve´ en de´montrant que les e´tats du syste`me et les entre´es inconnues peuvent eˆtre
estime´s avec une faible tole´rance malgre´ la pre´sence du bruit pre´sent dans les e´quations de sortie.
Ensuite, nous avons applique´ l’observateur e´labore´ dans un nouveau sche´ma de communication
chaotique se´curise´e pour la transmission des donne´es crypte´es et repre´sente´es par des signaux de
grande amplitude. L’architecture du syste`me de communication propose´ est base´e sur l’utilisation de
deux syste`mes chaotiques en cascade au niveau de l’e´metteur pour ame´liorer la se´curite´. Par ailleurs,
le syste`me propose´ est e´galement robuste au bruit affectant le canal de communication. Les re´sultats
the´oriques ont e´te´ teste´s a` travers des simulations nume´riques et une application de transmission
des images binaires. Afin de ve´rifier l’efficacite´ du syste`me de´veloppe´, une analyse de robustesse aux
diffe´rentes me´thodes d’attaques connues et une e´tude de la cle´ secre`te ont e´te´ effectue´es et ont
prouve´ que le sche´ma de communication propose´ posse`de des bonnes performances en terme de
se´curite´.
Dans le chapitre 4, nous nous inte´ressons a` un autre cas de figure qui se pre´sente en pratique ou`
les syste`mes de communications sont soumis a` des retards de transmission et nous de´veloppons une
me´thode de synchronisation a` base d’observateurs adaptatifs pour une classe des syste`mes chaotiques
de Lur’e.
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Synchronisation a` base d’observateurs
adaptatifs en pre´sence des retards de
transmission
4.1 Introduction
Dans les sche´mas de communications base´s sur la synchronisation des syste`mes chaotiques, les re-
tards de transmission se produisent fre´quemment dans les configurations de synchronisation maˆıtre-
esclave. Dans ce chapitre, nous proposons une me´thode de synchronisation a` base d’observateurs
adaptatifs pour une classe des syste`mes de Lur’e avec des non-line´arite´s a` pente limite´e en pre´sence
d’un retard de transmission. La me´thode de synchronisation e´labore´e est utilise´e dans un syste`me de
communication chaotique pre´sentant un retard dans le canal public. Le retard est suppose´ a` temps
variant et borne´, et l’information a` transmettre est un signal constant par morceaux. En se basant sur
l’approche de Lyapunov-Krasovskii, nous montrons que pour des valeurs de la borne supe´rieure du
retard suffisamment petites, les objectifs de synchronisation et de reconstruction des messages trans-
mis sont accomplis sous une condition d’excitation persistante et apre`s la re´solution d’un proble`me
d’optimisation convexe. Ensuite, l’approche ainsi de´veloppe´e a e´te´ e´tendue pour le cas des longs
retards de transmission et un sche´ma de synchronisation base´ sur les observateurs en cascade a
e´te´ propose´. Les re´sultats the´oriques sont illustre´s a` travers des exemples nume´riques des syste`mes
de communication pre´sentant des retards de transmission. La me´thode de synchronisation propose´e
est e´galement exploite´e dans un syste`me de communication se´curise´e, base´e sur la combinaison de
notre approche avec des techniques de cryptage garantissant un niveau e´leve´ de confidentialite´. Une
analyse de´taille´e de la se´curite´ du syste`me de communication ainsi propose´ est pre´sente´e a` la fin du
chapitre.
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4.2 Contexte et motivations
Dans la dernie`re de´cennie, une attention particulie`re a e´te´ accorde´e au proble`me de synchronisation
des syste`mes chaotiques de Lur’e avec propagation du retard. L’approche de communication adopte´e
dans la litte´rature est base´e sur les commandes par retour d’e´tat/sortie et l’exploitation des proprie´te´s
du secteur et de restriction de pente des syste`mes de Lur’e – voir les re´fe´rences [92], [93], [94], [95],
[96].
Le premier travail traitant ce proble`me a e´te´ re´alise´ dans la re´fe´rence [92] dans laquelle un crite`re
de synchronisation de´pendant du retard a e´te´ de´veloppe´ en se basant sur la the´orie de Lyapunov-
Krasovskii. Ce re´sultat a motive´ plusieurs travaux de recherche abordant le proble`me de synchro-
nisation des syste`mes chaotiques de Lur’e. Dans la re´fe´rence [93], deux crite`res de synchronisation
ont e´te´ propose´s : le premier crite`re est de´pendant du retard et le deuxie`me est inde´pendant du
retard. Dans [94], les auteurs proposent une me´thode de synchronisation utilisant une commande
qui comprend a` la fois un retour de l’erreur de l’e´tat actuel et un retour de l’erreur de sortie statique,
et en conside´rant une fonctionnelle de Lur’e-Postnikov-Lyapunov de forme plus ge´ne´rale, des nou-
veaux crite`res de´pendant du retard sont pre´sente´s sous la forme des ine´galite´s matricielles line´aires
(LMIs). Plus re´cemment, ce re´sultat a e´te´ e´tendu dans [95] pour le cas des retards a` temps variant
uniforme´ment borne´s et le cas des retards a` temps variant uniforme´ment borne´s et diffe´rentiables
avec des de´rive´es borne´es.
Dans ce chapitre, le proble`me de synchronisation des syste`mes de Lur’e est conside´re´ comme e´tant
un proble`me d’estimation d’e´tat ou` le syste`me esclave est un observateur pour le syste`me maˆıtre.
Plusieurs approches de synchronisation a` base d’observateurs ont e´te´ de´veloppe´es exclusivement
dans le cas d’absence des retards de transmission (les retards sont souvent suppose´s ne´gligeables).
Cependant, le cas des sorties retarde´es dans les proble`mes de synthe`se d’observateurs a e´te´ re´cemment
traite´ dans la litte´rature de la the´orie des commandes et syste`mes.
Par exemple, dans la re´fe´rence [97], les auteurs proposent une chaˆıne d’algorithmes d’observation
pour une classe des syste`mes observables avec des sorties retarde´es et qui assurent la convergence
globale exponentielle de l’erreur d’estimation. Une conception similaire a e´te´ adopte´e dans [98],
ne´anmoins l’observateur non line´aire propose´ posse`de un gain de´pendant de l’e´tat qui calcule a` partir
de la solution du syste`me des e´quations diffe´rentielles partielles du premier ordre et les conditions
garantissant la convergence de l’erreur d’observation ont e´te´ pre´sente´es.
D’autre part, dans la re´fe´rence [99], les auteurs proposent un observateur pour une classe des syste`mes
non line´aires observables en pre´sence d’un retard d’observation a` temps variant borne´. La convergence
asymptotique et la convergence exponentielle de l’erreur d’estimation ont e´te´ de´montre´es en se basant
sur l’approche de Lyapunov-Razumikhiin.
Plus re´cemment, dans les re´fe´rences [100],[101], une approche e´le´gante base´e sur la me´thode de
synthe`se d’observateurs a` grand gain a e´te´ introduite pour une classe des syste`mes non line´aires
triangulaires avec respectivement des retards de mesure constants et a` temps variant. La convergence
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asymptotique a e´te´ de´montre´e graˆce a` une fonctionnelle de Lyapunov-Krasovskii approprie´e et sous
une certaine condition reliant le gain de l’observateur et la borne supe´rieure du retard de mesure.
Dans ce chapitre, nous proposons une me´thode de synchronisation a` base d’observateurs pour une
classe des syste`mes chaotiques de Lur’e avec des non-line´arite´s a` pente limite´e, en pre´sence des retards
de transmission. La me´thode de synchronisation propose´e est e´galement applique´e dans un syste`me
de communication chaotique, et par conse´quent se pose e´galement la question de restauration des
messages transmis. Pour re´soudre ce proble`me, la me´thode de synchronisation que nous proposons
est adaptative et permet l’estimation conjointe des e´tats et des messages envoye´s malgre´ la pre´sence
du retard de transmission (dans le cas d’un message binaire, la dure´e d’un bit est suppose´e plus
longue que le retard de transmission). D’apre`s notre connaissance, le proble`me de synchronisation
a` base d’observateurs adaptatifs dans un tel sce´nario complet n’est pas encore re´solu. En se basant
sur l’approche de Lyapunov-Krasovskii, nous montrons que pour des valeurs suffisamment petites
des retards, l’estimation des e´tats et la reconstruction des messages transmis sont assure´es sous une
condition d’excitation persistante et apre`s la re´solution d’un proble`me convexe d’optimisation.
4.3 Position du proble`me
Conside´rons le syste`me de communication compose´ d’un syste`me e´metteur et d’un syste`me re´cepteur.
La technique de transmission que nous utilisons consiste a` injecter d’une manie`re approprie´e les mes-
sages (constants par morceaux) dans la dynamique de l’e´metteur chaotique. On suppose que le canal
public de communication pre´sente un retard de transmission h(t). L’e´metteur est base´ sur une classe
des syste`mes chaotiques de Lur’e et repre´sente´ par les e´quations :
x˙ = Ax+ Ff(Hx, u) +B
q∑
k=1
Ψk(Rkx, u)mk (4.1a)
y = Cx(t− h(t)) (4.1b)
ou` x ∈ Rn est le vecteur d’e´tat, y ∈ Rp repre´sente le vecteur de sortie affecte´e par le retard de
transmission h et u ∈ Rl repre´sente un signal d’entre´e d’excitation. On suppose que h(t) est une
fonction a` temps variant satisfaisant 0 ≤ h(t) ≤ hm, ∀t ≥ 0. A ∈ Rn×n, B ∈ Rn×s, F ∈ Rn×m,
C ∈ Rp×n et H = (H1,H2, . . . ,Hm)T ∈ Rm×n et Rk = (Rk1, . . . , Rks)T ∈ Rs×n sont des matrices
constantes ; ou` Hi est la i-e`me ligne de H ; pour i = 1..m et Rki est la i-e`me ligne de Rk ; pour
i = 1..s. Soit m := (m1, . . . ,mq)
T le vecteur du signal information, avec mk ∈ R suppose´ constant
par morceaux ( la dure´e de chaque morceau constant du message est suppose´e supe´rieure a` la valeur
de la borne supe´rieure hm du retard de transmission), f : R
m × Rl → Rm est une fonction non
line´aire telle que f(Hx, u) = (f1(H1x, u), . . . , fm(Hmx, u)) et Ψ
k : Rs×Rl → Rs repre´sentent des
fonctions a` excitation persistante telles que Ψk(Rkx, u) = (Ψ
k
1(Rk1x, u), . . . ,Ψ
k
s(Rksx, u)).
On suppose que ∀i ∈ 1..m, fi(·) satisfait la condition de restriction de pente :
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∀u ∈ Rl, ∀ξ1, ξ2 ∈ R telles que ξ1 6= ξ2, on a
0 ≤ fi(ξ1, u)− fi(ξ2, u)
ξ1 − ξ2 ≤ b (4.2)
D’une manie`re similaire, on suppose que Ψk(Rkx, u) satisfait les meˆmes proprie´te´s que f(Hx, u) tel
que la pente est limite´e dans l’intervalle [0, b¯k], avec b¯k est une constante positive avec k = 1..q.
Remarque 4.1. Si fi est continuellement diffe´rentiable et que ai ≤ ∂fi(w)∂w ≤ bi , ∀w ∈ R, ce qui est
le cas des syste`mes chaotiques (puisque les solutions sont globalement borne´es), donc en appliquant
le the´ore`me d’accroissements finis, fi ve´rifie la condition de restriction de pente (4.2). De cette
manie`re, la classe des syste`mes conside´re´s dans ce chapitre est e´largie.
Notons qu’a` l’origine, le syste`me e´metteur (4.1) est conc¸u a` base des syste`mes de Lur’e sous la
forme nominale suivante :
x˙(t) = A0x(t) + F0f(Hx(t), u(t)). (4.3)
La classe des syste`mes (4.3) couvrent particulie`rement les syste`mes chaotiques non autonomes (a`
temps variant) sous la forme de Lur’e ou` le chaos est ge´ne´re´ en appliquant un signal d’excitation
harmonique. Un exemple typique de ces syste`mes est l’oscillateur de Duffing :
x˙1 = x2,
x˙2 = −a2x2 − 1.1θx31 + b2cos(ω2t), (4.4)
qui est sous la forme nominale (4.3). Dans ce cas, le signal d’excitation est u(t) = cos(ω2t), le terme
non line´aire f0(x) = θx
3
1 est continuellement diffe´rentiable et les trajectoires du syste`me (4.4) sont
globalement borne´es dans le re´gime chaotique, donc, conforme´ment a` la remarque 4.1, la fonction
f0 ve´rifie la proprie´te´ de restriction de pente (4.2).
La classe des syste`mes conside´re´s dans ce chapitre couvre e´galement les syste`mes chaotiques auto-
nomes (a` temps invariant) sous la forme de Lur’e tels que les syste`mes de Chua, les syste`mes de Chua
couple´s, l’oscillateur de Van der Pol, etc. Puisqu’a` la origine, ces derniers ne sont pas excite´s par des
signaux d’excitation (a` temps variant) et afin d’obtenir la forme finale (4.1) du syste`me e´metteur,
leur structure peut eˆtre soigneusement modifie´e en injectant convenablement le signal d’information
m(t) et le signal d’excitation u(t) de telle manie`re que leurs amplitudes soient suffisamment petites
pour pre´server le comportement chaotique. Comme nous allons de´tailler plus loin, nous avons besoin
que le signal u(t) ve´rifie la condition d’excitation persistante afin de pouvoir reconstruire l’informa-
tion transmise.
En particulier, le syste`me de Chua ge´ne´ralise´
x˙1 = a(x2 − g1(x1)) (4.5a)
x˙2 = x1 − x2 + x3 (4.5b)
x˙3 = −bx2 (4.5c)
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avec
g1(x1) = m2q−1x1 +
1
2
2q−1∑
i=1
(mi−1 −mi)(|x1 + 1| − |x1 − 1|), (4.6)
est sous la forme (4.3) ; les parame`tres a, b et mi pouri ∈ {1, . . . , 2q− 1} sont se´lectionne´s tels que
le syste`me (4.5) fonctionne en re´gime chaotique.
Notre objectif consiste a` concevoir un syste`me esclave (le re´cepteur) qui synchronise avec le syste`me
maˆıtre (4.1) et reconstruit le signal d’information m(t) malgre´ la pre´sence du retard de transmission
h(t). Le proble`me de synchronisation est formule´ comme suit : il s’agit de synthe´tiser un syste`me
dynamique :
z˙(t) = Φ(t, y(t), z(t), z(t − h(t)), mˆ(t)) (4.7a)
˙ˆm(t) = Ψ(t, y(t), z(t), z(t − h(t))) (4.7b)
tel que
lim
t→∞
|x(t)− z(t)| = 0. (4.8)
et
lim
t→∞
|m(t)− mˆ(t)| = 0. (4.9)
4.4 Synthe`se du syste`me esclave
Le proble`me de synthe`se d’observateurs pour les syste`mes non line´aires avec des non-line´arite´s a` pente
limite´e a e´te´ particulie`rement e´tudie´ dans la re´fe´rence [40] par Arcak et Kokotovic´ qui ont pre´sente´
une approche utilisant les bornes de la pente du terme non line´aire pour prouver la convergence de
l’erreur d’estimation. Cette me´thode a e´te´ e´tendue dans [46] dans lequel les auteurs pre´sentent un
observateur H∞ adaptatif pour une classe des syste`mes avec des non-line´arite´s Lipschitziennes et
monotones. En particulier, les proprie´te´s de restriction de pente ont e´te´ utilise´es pour re´soudre le
proble`me de synchronisation des syste`mes de Lur’e a` base des commandes a` retour d’e´tat [102] en
pre´sence des retards [103], [92].
D’un autre coˆte´, le proble`me d’estimation conjointe des e´tats et des parame`tres inconnus a` base
d’observateurs adaptatifs dans le sce´nario sans retard dans l’e´quation de sortie a e´te´ e´tudie´ dans la
litte´rature – voir [51], [53], [54]. La re´fe´rence [14] traite ce proble`me dans le contexte de synchroni-
sation des syste`mes chaotiques avec des incertitudes parame´triques.
Motive´s par les me´thodes de synthe`se des observateurs pour les syste`mes avec des non-line´arite´s
a` pente limite´e et les approches de synthe`se d’observateurs adaptatifs, nous proposons un obser-
vateur (le syste`me esclave) pour le syste`me (4.1) qui assure la synchronisation entre les syste`mes
maˆıtre et esclave ainsi que l’estimation de l’information transmise malgre´ la pre´sence des retards de
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transmission :
z˙ = Az + Ff(Hz, u) +B
q∑
k=1
Ψk(Rkz, u)mˆk +K(yˆ − Cz(t− h(t))) (4.10a)
˙ˆmk = ρΥ
−1
k Ψ
k(Rkz, u)
TM(y(t)− Cz(t− h(t)))
(4.10b)
Υ˙k = −αΥk +Ψk(Rkz, u)TBTBΨk(Rkz, u)
(4.10c)
Υk(0) > 0, k = 1..q, (4.10d)
ou` z(t) est l’e´tat estime´ et mˆk(t) repre´sente les informations restaure´es ; ρ et α sont deux constantes
positives.
On de´finit l’erreur de synchronisation e(t) := x(t)−z(t) et l’erreur d’adaptation m˜(t) := (m˜1(t), . . . , m˜q(t)),
avec m˜k(t) := mk(t)− mˆk(t), pour k = 1..q. En utilisant le fait que m˙k(t) = 0 presque partout, le
syste`me d’erreurs est de´crit par les e´quations :
e˙ = Ae−KCe(t− h) + Fη(He, x, u)
+B
s∑
k=1
(η¯k(Rke, x, u)mk +Ψ
k(Rkz, u)m˜k) (4.11a)
˙˜mk = −ρΥ−1k Ψk(Rkz, u)TMCe(t− h), (4.11b)
avec η(He, x, u) = (η1(H1e, x, u), . . . , ηm(Hme, x, u)), tel que pour i = 1..m :
ηi(Hie, x, u) = fi(Hix, u)− fi(Hix−Hie, u) ; et η¯k(Rke, x, u) = (η¯k1 (R1e, x, u), . . . , η¯ks (Rse, x, u)
tel que pour i = 1..s,
η¯ki (Rkie, x, u) = Ψ
k(Rkix, u)−Ψk(Rkix−Rkie, u).
Le syste`me d’erreurs (4.11) est initialise´ comme suit :
e(ϑ) = φs(ϑ), (4.12a)
m˜(ϑ) = φa(ϑ), ∀ϑ ∈ [−hm, 0]. (4.12b)
ou` φs(·) et φs(·) sont des fonctions continues de´finies dans l’intervalle [−hm, 0].
Maintenant, compte tenu la proprie´te´ de restriction de pente (4.2) avec ξ1 = Hix et ξ2 = Hix−Hie,
on suppose que ∀e 6= 0,∀x,∀u
0 ≤ ηi(Hie, x, u)
Hie
≤ b. (4.13)
En multipliant de deux coˆte´s de (4.13) par ηi(Hie, x, u)Hie, on obtient :
pour i = 1..m, ∀t ≥ 0, ∀e,∀x,∀u
ηi(Hie, x, u)[ηi(Hie, x, u) − bHie] ≤ 0 (4.14)
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qui signifie que η(He, x, u) appartient au secteur [0, b]. Soit D = diag(d1, d2, . . . , dm) avec di > 0,
∀i = 1..m,. Ensuite, on obtient facilement la relation suivante :
−ηT (He, x, u)Dη(He, x, u) + bη(He, x, u)DHe ≥ 0. (4.15)
On proce`de avec le meˆme raisonnement dans le cas de Ψk(Rkx, u), on obtient :
∀k = 1..q et D¯k = diag(d¯k1, . . . , d¯ks) avec d¯ki > 0, ∀i = 1..s.
−η¯kT (Rke, x, u)D¯k η¯(Rke, x, u) + b¯kη¯k(Rke, x, u)D¯kRke ≥ 0. (4.16)
Hypothe`se 4.2. On suppose qu’il existe une matrice de´finie positive P , des matrices diagonales
positives D, D¯1, . . . , D¯q ; des matrices M et K de dimensions approprie´es et une constante positive
ε telles que
S =


−Q+ εI PF + bHTD Λ
F TP + bDH −2D 0
ΛT 0 −2D¯

 ≤ 0 (4.17a)
BTP = MC (4.17b)
avec Q = −[(A−KC)TP + P (A−KC)], Λ = (PB + b¯1RT1 D¯1, · · · , PB + b¯qRTq D¯q) et
D¯ = block − diag(D¯1, . . . , D¯q)
Des ine´galite´s matricielles similaires a` (4.17) peuvent eˆtre retrouve´es dans la litte´rature de la syn-
chronisation maˆıtre-esclave des syste`mes de Lur’e en pre´sence des retards de transmission, et par-
ticulie`rement les me´thodes base´es sur la commande par retour d’e´tat/sortie et l’exploitation des
proprie´te´s du secteur et de restriction de pente des syste`mes de Lur’e – voir les re´fe´rences [92], [93],
[94], [95], [96]. D’autre part, notons qu’une condition ne´cessaire pour la solvabilite´ de l’e´quation
matricielle (4.17b) est l’hypothe`se du “degre´ relatif 1” (i.e si Rang(CB)=Rang(B)). Cette dernie`re
est souvent utilise´e pour la conception des observateurs a` entre´es inconnues, des observateurs a`
modes glissants de premier ordre et des observateurs adaptatifs.
Afin de trouver les matrices P , D, D¯1, . . . , D¯q, M et K utilise´es dans l’hypothe`se 4.2, on conside`re
le proble`me convexe d’optimisation suivant :
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Minimiser ς tel que
P > 0 (4.18)
D > 0 (4.19)
ε > 0 (4.20)

Ξ PF + bHTD Λ
F TP + bDH −2D 0
ΛT 0 −2D¯

 ≤ 0 (4.21)

 ςI B>P −MC
PB −C>M> ςI

 ≤ 0 , (4.22)
avec Ξ = PA+A>P +WC1 + C
>W> + εI.
La solution correspondant a` ce proble`me donne un minimum ς = 0, ε, P , D, D¯1, . . . , D¯q, M et W
tels que K = −P−1W ve´rifient (4.17a). Ce proble`me peut eˆtre re´solu en utilisant des algorithmes
d’optimisation convexes bien de´veloppe´s dans LMI toolbox de Matlab. Une autre alternative consiste
a` utiliser le paquet cvx spe´cifique aux proble`mes LMIs et compatible avec Matlab.
Hypothe`se 4.3. On suppose que pour tout u borne´e, pour tout ζ ∈ Rs, Ψk(., u) et k ∈ {1 . . . q},
il existe µψ > 0 tel que : ∣∣∣Ψk(ζ, u)∣∣∣ ≤ µψ. (4.23)
On suppose e´galement que mk(t) est borne´e et qu’il existe µm > 0 tel que
sup
t≥0
|mk(t)| ≤ µm. (4.24)
Notons que dans le cas ou` Ψk(·) ne ve´rifie pas la proprie´te´ de bornitude et si les solutions x(t)
du syste`me maˆıtre (4.1) appartiennent a` un ensemble compact X, on peut utiliser une fonction
de saturation σ : Rn → X, x → σ(x) borne´e, pour tout x ∈ Rn. La bornitude des solutions est
une hypothe`se commune dans la litte´rature de synthe`se d’observateurs, elle est satisfaite dans le
cas de plusieurs syste`mes physiques tels que les oscillateurs chaotiques et en particulier les syste`mes
chaotiques de Lur’e. Ainsi, cette hypothe`se n’est pas contraignante dans le pre´sent contexte.
Hypothe`se 4.4. On suppose que le signal d’excitation u est tel que pour toute trajectoire z(t) du
syste`me (4.10), ∀k = 1..q, il existe µk, Tk > 0 , tels que ∀ t ≥ 0∫ t+Tk
t
Ψk(Rkz(s), u(s))
TBTBΨk(Rkz(s), u(s))ds ≥ µk. (4.25)
La dernie`re hypothe`se signifie que les signaux BΨk(Rkz(t), u(t)) doivent eˆtre a` excitation persis-
tante. Ceci est possible si le signal d’excitation u(t) est choisi suffisamment riche. Une hypothe`se
similaire a e´te´ utilise´e dans la re´fe´rence [55] pour la synthe`se des observateurs adaptatifs pour une
classe des syste`mes non line´aires MIMO uniforme´ment observables.
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La condition d’excitation persistante est ne´cessaire pour garantir la positivite´ des solutionsΥk(t), k =
1..q de l’e´quation (4.10c). Ceci est e´galement indispensable pour la restauration des informations
transmises comme nous allons de´tailler plus loin.
Lemme 4.5. Soit Υk(t) la solution de l’e´quation (4.10c), ∀k = 1..q. Si BΨk(Rkz(t), u(t)) ve´rifie
l’hypothe`se 4.4, donc Υk(t) est une fonction positive telle que
∀t ≥ max{Tk, k = 1..q}, Υk(t) ≥ υm, (4.26)
avec υm = min{µke−αTk , k = 1..q}.
De´monstration :
Soit Υk(t) la solution de l’e´quation (4.10c), ∀k = 1..q.
Soit Ωk(t) := Ψk(Rkz(t), u(t))
TBTBΨk(Rkz(t), u(t)).
On a
d
dt
(eαtΥk(t)) = e
αt(Υ˙k(t) + αΥk(t))
= eαtΩk(t).
Inte´grant l’e´quation pre´ce´dente de 0 a` t+ Tk,
eα(t+Tk)Υk(t+ Tk) = Υk(0) +
∫ t+Tk
0
eαsΩk(s)ds
≥
∫ t+Tk
0
eαsΩk(s)ds.
Multipliant de deux coˆte´s de e−α(t+Tk), on obtient
Υk(t+ Tk) ≥
∫ t+Tk
0
eα(s−t−Tk)Ωk(s)ds.
≥
∫ t+Tk
t
eα(s−t−Tk)Ωk(s)ds.
Pour t ≤ s ≤ t+ Tk, e−αTk ≤ eα(s−t−Tk) ≤ 1, donc
Υk(t+ Tk) ≥ e−αTk
∫ t+Tk
t
Ωk(s)ds.
Par conse´quent, en utilisant l’e´quation (4.25), ∀t ≥ Tk, on obtient
Υk(t) ≥ µke−αTk .
Finalement, il s’en suit que
∀t ≥ max{Tk, k = 1..q}, Υk(t) ≥ υm, (4.31)
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avec υm = min{µke−αTk , k = 1..q} > 0. 
Dans la section suivante, nous discutons les conditions garantissant la synchronisation entre les
syste`mes maˆıtre et esclave ainsi que la reconstruction du message en se basant sur la the´orie de
Stabilite´ de Lyapunov-Krasovskii.
4.5 Analyse de stabilite´
4.5.1 Stabilite´ des syste`mes a` retard
On conside`re l’e´quation fonctionnelle diffe´rentielle retarde´e
x˙(t) = f(xt), x0 = φ ∈ C; xt ∈ C (4.32)
ou` C = C([−r, 0],Rn) repre´sente l’ensemble des fonctions continues dans l’intervalle [−r, 0], x ∈ Rn,
f : R× C → Rn est continue, f(t, 0) = 0 pour tout t ∈ R et xt la fonction de´finie par
xt(ϑ) = x(t+ ϑ), −r ≤ ϑ ≤ 0. (4.33)
Pour une fonction ψ ∈ C, on de´finit |ψ|c := max−r≤θ≤0 |ψ(θ)|.
De´finition 4.6. (Stabilite´ asymptotique) Pour un syste`me retarde´ de´crit par (4.32), la solution
triviale x(t) ≡ 0 est stable si pour tout τ ∈ R et ε > 0, il existe δ > 0 tel que |xτ |c ≤ δ implique
|xτ |c ≤ ε pour tout t ≥ τ . Il est dit asymptotiquement stable s’il est stable et pour tout τ ∈ R et
ε > 0, il existe, en plus, δa > 0 tel que |xτ |c ≤ δa implique limt→∞ x(t) = 0. Il est globalement
asymptotiquement stable s’il est asymptotiquement stable et δa peut eˆtre choisi arbitrairement large.
De´finition 4.7. (Stabilite´ exponentielle)
La solution triviale du syste`me (4.32) est exponentiellement stable s’il existe α > 0 et γ > 0 tels
que pour toute solution x(·, t0, φ), φ ∈ C :
|x(t, t0, φ)| ≤ γ |φ|c exp(−α(t− t0)),∀t ≥ t0. (4.34)
The´ore`me 4.8. (The´ore`me de Lyapunov-Krasovskii)
On suppose que f : R×C → Rn dans l’e´quation (4.32) et que u, v, w : R+ → R+ sont des fonctions
continues non de´croissantes. En plus, u(s) et v(s) sont positives pour s > 0 et u(0) = v(0) = 0.
S’il existe une fonctionnelle continuellement diffe´rentiable V : R× C → R telle que
u(|x(t)|) ≤ V (t, xt) ≤ v(max−r≤θ≤0|x(t+ θ)|) (4.35)
et
V˙ (t, xt) ≤ −w(|x(t)|), (4.36)
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et que la solution d’e´quilibre du syste`me (4.32) est uniforme´ment stable. Si w(s) > 0 pour s > 0,
donc elle est uniforme´ment asymptotiquement stable. Si en plus, lim|s|→+∞ µ(s) = +∞, elle est
globalement uniforme´ment asymptotiquement stable.
Pour la de´finition 4.6 et le the´ore`me 4.8, voir [The´ore`me 4.1, [104]] et pour la de´finition 4.7, voir
[105].
4.5.2 Synchronisation maˆıtre-esclave et restauration des messages transmis
Le the´ore`me suivant pre´sente les conditions garantissant la synchronisation maˆıtre-esclave et la
reconstruction des messages transmis en se basant sur le the´ore`me de Lyapunov-Krasovskii .
The´ore`me 4.9. On conside`re le syste`me maˆıtre (4.1) et le syste`me esclave (4.10). Supposons que
les hypothe`ses 4.2, 4.3 et 4.4 sont satisfaites. Donc, la solution d’e´quilibre du syste`me d’erreurs
(4.11) est globalement asymptotiquement stable pour une valeur suffisamment petite de la borne
supe´rieurs hm du retard de transmission.
De´monstration :
Tout d’abord, on applique la formule de Leibniz-Newton a` l’erreur de synchronisation e(t) :
e(t)− e(t− h) =
∫ t
t−h
e˙(s)ds
=
∫ 0
−h
e˙(t+ ϑ)dϑ. (4.37)
La dynamique de e(t) peut donc eˆtre re´e´crite comme suit :
e˙ = (A−KC)e+ Fη(He, x, u) +KC
∫ 0
−h
e˙(t+ ϑ)dϑ
+B(
q∑
k=1
η¯k(Rke, x, u)mk +
q∑
k=1
Ψk(Rkz, u)m˜k). (4.38)
Soit ω(t) = (e(t), m˜(t))T et ωt la fonction de´finie par :
ωt(ϑ) = ω(t+ ϑ), −hm ≤ ϑ ≤ 0. (4.39)
On conside`re la fonctionnelle de Lyapunov-Krasovskii :
V (t, ωt) = V1(e(t)) + V2(ωt) + V3(t, m˜(t)) (4.40)
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ou`
V1(e(t)) = e(t)
TPe(t), (4.41a)
V2(ωt) =
∫ 0
−hm
(ϑ+ hm)|e˙(t+ ϑ)|2 dϑ, (4.41b)
V3(t, m˜(t)) =
q∑
k=1
ρ−1Υk(t)m˜k(t)
2, (4.41c)
et Υk(t) est une solution de l’e´quation (4.10c). Pour simplifier la pre´sentation, on introduit les
notations suivantes
Γ(t) :=
∫ 0
−h(t) e˙(t+ ϑ)dϑ ; βa := |A| ;
βb := |B| ; βc := |KC| .
La de´rive´e de V1 le long des trajectoires du syste`me (4.11) est donne´e par
V˙1 = e
T [(A−KC)TP + P (A−KC)]e+ 2eTPFη(He, x, u) + 2eTPB
q∑
k=1
η¯k(Rke, x, u)mk
+ 2eTPKC
∫ 0
−h(t)
e˙(t+ ϑ)dϑ+ 2eTPB
q∑
k=1
Ψk(Rkz, u)m˜k.
En utilisant (4.15) et (4.16), on obtient
V˙1 ≤ eT [(A−KC)TP + P (A−KC)]e+ 2bη(He, x, u)DHe + 2eTPKC
∫ 0
−h(t)
e˙(t+ ϑ)dϑ
−2
q∑
k=1
η¯kT (Rke, x, u)mkD¯kη¯(Rke, x, u) +
q∑
k=1
b¯kη¯
k(Rke, x, u)mkD¯kRke
+2eTPB
q∑
k=1
Ψk(Rkz, u)m˜k + 2e
TPFη(He, x, u) − 2ηT (He, x, u)Dη(He, x, u).
On de´finit
ζ := [e, η(He, x, u), η¯1(R1e, x, u)m1, . . . , η¯
q(Rqe, x, u)mq]
T , donc on a
V˙1 ≤ ζTSζ + 2eTPKC
∫ 0
−h(t) e˙(t+ ϑ)dϑ − ε |e|2 + 2eTCTMT
∑q
k=1Ψ
k(Rkz, u)m˜k,
ou´ nous avons utilise´ e´galement l’e´quation (4.17b). S ≤ 0 est la matrice de´finie dans l’hypothe`se
4.2. En appliquant l’ine´galite´ de Young
∣∣2cT d∣∣ ≤ γcT c + 1γ dTd au terme “2e(t)TPKCe˙(t + ϑ)”
avec cT = e(t)TPKC, d = e˙(t+ ϑ) et γ = 2, et en inte´grant entre ϑ = −h(t) et ϑ = 0, on obtient
2e(t)TPKC
∫ 0
−h(t)
e˙(t+ ϑ)dϑ ≤ 2he(t)TCTKTP 2KCe(t) + 1
2
∫ 0
−h
|e˙(t+ ϑ)|2 dϑ
≤ 2hmβ2cp2M |e(t)|2 +
1
2
∫ 0
−hm
|e˙(t+ ϑ)|2 dϑ.
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donc,
V˙1 ≤ −( ε
pM
+ 2hmβ
2
c p
2
MP
−1
m )V1 +
1
2
∫ 0
−h
|e˙(t+ ϑ)|2 dϑ+ 2eTCTMT
q∑
k=1
Ψk(Rkz, u)m˜k.
La de´rive´e de V3 le long des trajectoires du syste`me (4.11) est donne´e par
V˙3 =ρ
−1
q∑
k=1
( ˙˜mTkΥkm˜k + m˜
T
kΥk ˙˜mk + m˜
T
k Υ˙km˜k).
D’apre`s (4.10c) et (4.11b), on obtient
V˙3 = −2e(t− h)TCTMT
q∑
k=1
Ψk(Rkz, u)m˜k − αV3
+ρ−1
q∑
k=1
Ψk(Rkz, u)
TBTBΨk(Rkz, u)m˜
2
k. (4.42)
Ensuite, en appliquant l’ine´galite´ de Young et en utilisant l’e´quation (4.17b), on obtient
2ΓTCTMT
q∑
k=1
Ψk(Rkz, u)m˜k ≤ q |Γ|2 + (µψβbpM)2
q∑
k=1
m˜2k,
et en utilisant l’ine´galite´ pre´ce´dente et l’e´quation (4.37), il s’en suit que
V˙3 ≤ υ−1m ((ρ−1 + p2M)(βbµψ)2 − α)V3 − 2eTCTMT
q∑
k=1
Ψk(Rkz, u)m˜k + q |Γ|2 (4.43)
ou` nous avons e´galement utilise´ la positivite´ de Υk(t) (4.5). Par ailleurs, la de´rive´e de V2 est donne´e
par :
V˙2 = hm |e˙|2 −
∫ 0
−hm
|e˙(t+ ϑ)|2 dϑ. (4.44)
En utilisant l’e´quation (4.64) et la proprie´te´ de secteur a` η(·) et η¯k(·), on obtient
hm |e˙|2 ≤ hm(βa + βc + b+
q∑
k=1
b¯kµm)
2P−1m V1 + hmυ
−1
m (µψβb)
2V3 + hmβ
2
c |Γ|2 . (4.45)
Ensuite, en utilisant l’e´quation de Jensen ([106], Lemma 1), il s’en suit que
hm
∫ 0
−hm
|e˙(t+ ϑ)|2 dϑ ≥
∣∣∣∣∣
∫ 0
−h(t)
e˙(t+ ϑ)dϑ
∣∣∣∣∣
2
= |Γ|2 . (4.46)
D’apre`s les ine´galite´s (4.42)–(4.46) et en arrangeant les termes, la de´rive´e totale de V (t, ωt) le long
des trajectoires du syste`me (4.11) est donne´e par
V˙ ≤ [− ε
pM
+ hmCe]V1 + (q − N
2hm
+ hmβ
2
c ) |Γ|2 + (Cm + hmυ−1m (µψβb)2 − α)V3,
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ou`
Ce = p
−1
m ((βa + βc + b+
q∑
k=1
b¯kµm)
2 + 2β2c p
2
M ),
Cm = υm
−1(βbµψ)
2(ρ−1 + p2M).
Donc, si hm ve´rifie le syste`me d’e´quations suivant

hmCe − ε2pM ≤ 0
Cm + hmυ
−1
m (µψβb)
2 α
2 ≤ 0
q − 12h + hmβ2c ≤ 0,
(4.47)
on a
V˙ (t, ωt) ≤ − ε
2pM
V1(e(t)) − α
2
V3(t, m˜(t)), p.p. (4.48)
Apre`s la re´solution du syste`me d’ine´quations (4.47), on de´duit que (4.48) est ve´rifie´e pour
hm ≤ min{pia, pib, pic} (4.49)
avec pia = C
−1
e (
ε
2pM
), pic =
−q+
√
q2+2β2c
2β2c
et pib = υm(µψβb)
−2(α2 − Cm).
Ainsi, en appliquant le the´ore`me de Lyapunov-Krasovskii 4.8 ([104], The´ore`me 4.1), on de´duit que
la solution d’e´quilibre du syste`me d’erreurs (4.11) est globalement asymptotiquement stable. 
La convergence exponentielle du syste`me esclave de´coule des re´sultats pre´ce´dents.
Corollaire 4.10. Conside´rons le syste`me maˆıtre (4.1) et le syste`me esclave (4.10). Supposons que
les hypothe`ses 4.2, 4.3 et 4.4 soient satisfaites. Donc, la solution d’e´quilibre du syste`me d’erreurs
(4.11) est exponentiellement stable pour des valeurs suffisamment petites de la borne supe´rieure hm.
De´monstration : Soit θ une constante positive de´pendant de βc = |KC| et α. En proce´dant comme
dans la preuve du the´ore`me 4.9 et en utilisant le fait que
V2 ≤ hm
∫ 0
−hm
|e˙(t+ ϑ)|2 dϑ, (4.50)
nous obtenons :
V˙ + θV ≤ (θ − ε
pM
+ hmCe)V1 + (q + hmβ
2
c ) |Γ|2
+ (−1
2
+ θhm)
∫ 0
−hm
|e˙(t+ ϑ)|2 dϑ
+ (Cm + hmυ
−1
m (µψβb)
2 − α)V3 p.p. (4.51)
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Supposons que hm ve´rifie le syste`me d’ine´quations suivant :
θ + hmCe − ε
2pM
≤ 0 (4.52a)
θ + Cm + hmυ
−1
m (µψβb)
2 − α
2
≤ 0 (4.52b)
θ + q − 1
2hm
+ hmβ
2
c ≤ 0, (4.52c)
donc, on a
hm ≤ min{p¯ia, p¯ib, p¯ic} (4.53)
avec p¯ia = C
−1
e (
ε
2pM
− θ), p¯ic = −q−θ+
√
(q+θ)2+2β2c
2β2c
et pib = υm(µψβb)
−2(α2 −Cm − θ).
Ainsi, en utilisant les ine´galite´s (4.46), (4.52a) et (4.52b), il en re´sulte que
V˙ + θV ≤ − ε
2pM
V1 − α
2
V3 + (− 1
2hm
+ θ + q + hmβ
2
c ) |Γ|2 p.p, (4.54)
et, d’apre`s l’e´quation (4.52c), nous obtenons :
V˙ (t, ωt) ≤ −θV (t, ωt) p.p. (4.55)
En multipliant de deux cote´s de cette dernie`re par 1/V (t, ωt) et en inte´grant entre t0 et t, nous
obtenons :
V (t, ωt) ≤ V (t0, ωt0) exp(−θ(t− t0)) p.p. (4.56)
ou` ωt0 = (φs, φa)
T est la condition initiale du syste`me d’erreurs.
D’apre`s les e´quations (4.40), (4.41a), (4.41c) et (4.26), il s’en suit que
min{pm, ρ−1υm} |ω(t)|2 ≤ V (t, ωt). (4.57)
donc
∣∣(e(t), m˜(t))T ∣∣ ≤
√
V (t0, ωt0)
min{pm, ρ−1υm} exp
(
− θ
2
(t− t0)
)
. (4.58)
Nous concluons que la solution d’e´quilibre du syste`me d’erreurs (4.11) est exponentiellement stable.

4.6 Synchronisation a` base d’observateurs en cascade dans le cas
des longs retards de transmission
L’ine´galite´ (4.53) implique une limitation sur les valeurs admissibles de la borne supe´rieure du retard
de transmission et clairement restreint la classe des syste`mes pour lesquels notre approche s’applique.
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Ceci est une restriction technique classique rencontre´e dans la litte´rature, cependant, les retards
ne sont pas souvent ne´gligeables et peuvent prendre des valeurs e´leve´es. Afin de surmonter cette
restriction, la conception des observateurs en cascade pour les syste`mes pre´sentant des long retards
a e´te´ adopte´e dans quelques articles re´cents – voir les articles [100],[98]. L’ide´e consiste a` diviser
le long retard en des retards suffisamment courts qui sont admissibles par chacun des observateurs
de la configuration en cascade, et ainsi il est possible d’estimer l’e´tat pour des retards relativement
longs.
4.6.1 Conception du syste`me esclave en configuration cascade
Motive´s par les re´fe´rences [98] et [100], nous conside´rons le syste`me e´metteur de´crit par l’e´quation
(4.1) et les e´tats retarde´s xj = x(t − h¯ + j h¯N ) correspondant aux instants tj = t − h¯ + j h¯N , avec
j = 1, . . . , N , ou` h¯ repre´sente un retard constant et pouvant e´ventuellement prendre des larges
valeurs..
Nous obtenons les dynamiques des e´tats retarde´s xj et les syste`mes virtuels Vj suivants :
x˙j = Axj + Ff(Hxj, uj) +B
q∑
k=1
Ψk(Rkxj , uj)mkj (4.59a)
y1 = Cx1(t− h¯
N
) = y(t) = Cx(t− h¯) (4.59b)
yj = Cxj−1 = Cxj(t− h¯
N
), j = 2..N (4.59c)
ou` uj := u(t − h + j h¯N ), yj := y(t − h¯ + j h¯N ), mkj := mk(t − h¯ + j h¯N ) sont respectivement
les entre´es retarde´es , les sorties retarde´es et les messages retarde´s correspondant aux instants tj ,
pour j = 1..N . Nous pouvons facilement ve´rifier que la dynamique de l’e´tat retarde´ xN du dernier
syste`me virtuel VN correspond exactement a` la dynamique de l’e´tat actuel x(t) du syste`me maˆıtre
(4.1) (x(t) = xN (t)) et le signal de sortie y1(t) du premier syste`me virtuel est identique au signal
de sortie y(t) du syste`me maˆıtre (4.1) (y1(t) = y(t)). Le sche´ma de synchronisation base´ sur la
configuration des observateurs en cascade est repre´sente´ dans la figure 4.1.
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M ≡ V1 V2 VN
O1 O2 ON
Syste`me Syste`me Syste`me
maˆıtre virtuel 2 virtuel N
y1(t) = Cx1(t− hN )
= Cx(t− h)
= y(t)
y2(t) = Cx2(t− hN ) yN (t)
(z1, mˆk1)
z1 → x1
mˆk1 → mk1
(z2, mˆk2)
z2 → x2 zN → x
mˆk2 → mk2 mˆkN → mk
(zN , mˆkN )
SYSTEME ESCLAVE
observateur 1 observateur 2 observateur N
(x,mk) (x1,mk1) (xN ,mkN )
yˆ2 → Cx1
yˆ2 → y2 yˆ3 → y3
yˆ3 → Cx2
yˆN → CxN−1
yˆN → yN
Figure 4.1: Sche´ma de synchronisation base´ sur la configuration des observateurs en cascade
Afin d’estimer l’e´tat actuel x(t), nous concevons une chaˆıne de N observateurs tels que ∀j =
1, . . . , N , chaque observateur Oj reproduit l’e´tat retarde´ xj du syste`me virtuel Vj en pre´sence du
retard h¯N qui peut eˆtre re´duit arbitrairement pour un nombre suffisamment large N ; l’objectif du
N -ie`me observateur est d’assurer l’estimation de l’e´tat actuel x(t) et de reconstruire les messages
transmis malgre´ la pre´sence des longs retards de transmission. L’observateur en cascade que nous
proposons posse`de la structure suivante : ∀j = 1..N ,
z˙j =Azj + Ff(Hzj , uj) +B
q∑
k=1
Ψk(Rkzj , uj)mˆkj +K(yˆj − Czj(t− h¯
N
)) (4.60a)
˙ˆmkj =ρΥ
−1
kj Ψ
k(Rkzj , uj)
TM(yˆj − Czj(t− h¯
N
)) (4.60b)
Υ˙kj = −αΥkj +Ψk(Rkzj , uj)TBTBΨk(Rkzj , uj) (4.60c)
Υkj(0) > 0, k = 1..q (4.60d)
ou`
yˆ1(t) = y1(t) = y(t) = Cx(t− h¯) (4.61a)
yˆj(t) = Czj−1(t), j = 2..N, (4.61b)
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zj(t) et mˆkj(t) repre´sentent respectivement les estime´s de xj et mkj aux instants tj , pour j = 1..N .
The´ore`me 4.11. Conside´rons le syste`me (4.1) et l’observateur en cascade (4.60–4.61). Supposons
que les hypothe`ses 4.2, 4.3 et 4.4 soient satisfaites. Donc, pour tout retard de transmission constant
h¯, il existe un entier N tel que l’e´tat estime´ xˆN (t) et les messages estime´s mˆkN (t) (k = 1..s)
du N -ie`me observateur (4.60) convergent exponentiellement vers l’e´tat actuel x(t) et les messages
transmis mk(t) du syste`me maˆıtre (4.1).
De´monstration : Nous de´finissons les erreurs de synchronisation par ej(t) := xj(t) − zj(t) et les
erreurs d’estimation du message m˜kj(t) := mkj(t)− mˆkj(t).
En utilisant le fait que m˙kj(t) = 0 presque partout, ou` le syste`me des erreurs est de´crit par :
e˙j = Aej −KCej(t− h¯N ) + Fη(Hej , xj , uj)−Ke¯j−1
+B
∑s
k=1(η¯
k(Rkej , xj , uj)mkj +Ψ
k(Rkzj , uj)m˜kj)
(4.62a)
˙˜mkj = −ρΥ−1kj Ψk(Rkzj , uj)TMC(ej(t− h¯N )− e¯j−1),
(4.62b)
ou` e¯0 = y1 − yˆ1 = 0 ; e¯j−1 = Cej−1 = yj − yˆj = Cxj−1 − Czj−1, j = 2..N .
η(Hej , xj, uj) = (η1(H1ej , xj , uj), . . . , ηm(h¯ej , xj, uj)) tel que pour tout i = 1..m,
ηi(Hie, xj , uj) = fi(Hixj, uj)− fi(Hix−Hie, uj) ;
et η¯k(Rkej, xj , uj) = (η¯
k
1 (R1ej , xj , uj), . . . , η¯
k
s (Rse, xj , uj) tel que pour i = 1..s,
η¯ki (Rkiej , xj , uj) = Ψ
k(Rkixj, uj)−Ψk(Rkixj −Rkiej , uj).
Nous appliquons la formule de Leibniz-Newton a` l’erreur d’observation ej(t). Ainsi,
ej(t)− ej(t− h¯
N
) =
∫ t
t− h¯
N
e˙j(s)ds. (4.63)
Dans ce qui suit, k = 1..s et j = 1..N . La dynamique de l’erreur de synchronisation e(t) est re´e´crite
comme
e˙j = (A−KC)ej + Fη(Hej , xj , uj) +KC
∫ t
t− h¯
N
e˙j(s)ds
+B(
q∑
k=1
η¯k(Rkej , xj, uj)θkj +
q∑
k=1
Ψk(Rkzj , uj)θ˜kj)−Ke¯j−1. (4.64)
Soit ωj(t) = (ej(t), m˜j(t))
T et
ωjt(ϑ) = ωj(t+ ϑ), −h¯ ≤ ϑ ≤ 0. (4.65)
Afin de prouver l’estimation d’e´tat et la restauration des messages, nous conside´rons la fonctionnelle
de Lyapunov-Krasovskii suivante : ∀j = 1..N ,
Vj(t, ωjt) = V1j(ej) + V2j(ωjt) + V3j(t, m˜kj) (4.66)
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ou`
V1j(ej) = e
T
j Pej , (4.67)
V2j(t) =
∫ 0
− h¯
N
(ϑ+
h¯
N
)|e˙j(t+ ϑ)|2 dϑ, (4.68)
V3j(t, m˜kj) =
q∑
k=1
ρ−1Υkj(t)m˜
2
kj, (4.69)
ou` Υkj(t) est une solution de l’e´quation (4.60c).
A` chaque e´tape j, nous proce´dons comme dans la preuve du the´ore`me 4.9 et du corollaire 4.10 et
nous appliquons l’ine´galite´ de Young au terme 2eTj PKe¯j−1 :
2eTj PKe¯j−1 ≤ e¯Tj−1KTP 2Ke¯j−1 + eTj ej
≤ (|K| pM )2 |e¯j−1|2 + p−1m V1j.
Donc, en re´arrangeant les termes, nous de´duisons que la de´rive´e totale de Vj le long des trajectoires
de (4.62) satisfait :
V˙j + γVj ≤ (γ − ε
pM
+ p−1m +
h¯
N
Ce)V1j + (γ + C
′
m +
h¯
N
υ−1m (µψβb)
2 − α)V3j
+(γ + q − N
2h¯
+
h¯
N
(1 + β2c )) |Γj|2 + ((|K| pM )2 +
h¯
N
|K|2 + q(µψ |M |)2) |e¯j−1|2 p.p.
ou`
C ′m = υm
−1(1 + (βbµψ)
2(ρ−1 + p2M )).
Par conse´quent, si h¯ ve´rifie : 

γ + h¯NCe + p
−1
m − ε2pM ≤ 0
γ +C ′m +
h¯
N υ
−1
m (µψβb)
2 ≤ α2
γ + q − N
2h¯
+ h¯N (1 + β
2
c ) ≤ 0,
(4.70)
nous obtenons :
V˙j(t, ωjt) ≤ −γVj(t, ωjt) + ((|K| pM)2 + h¯
N
|K|2 + q(µψ |M |)2) |e¯j−1|2 (4.71)
et en re´solvant en h¯ le syste`me des ine´quations (4.70), nous de´duisons que (4.71) est ve´rifie´e pour
h¯ ≤ N min{pi′a, pi′b, pi′c} (4.72)
ou` pi′a = C
−1
e (
ε
2pM
− γ − p−1m ), pi′c = −(q+γ)+
√
(q+γ)2+2(1+β2c )
2(1+β2c )
et pi′b = υm(µψβb)
−2(α2 − C ′m − γ).
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Remarquons que pour toute borne h¯ du retard, il existe un entier N tel que la relation (4.72) est
satisfaite. Pour j = 1, nous avons e¯j−1 = e¯0 = y1 − yˆ1 = 0, puisque y1(t) = yˆ1(t) = y(t) =
Cx(t− h¯). Il s’en suit que
V˙1(t, ω1t) ≤ −γV1(t, ω1t),
qui implique que xˆ1(t) et mˆk1(t) convergent exponentiellement vers x1(t) et mk1(t) respectivement ;
ainsi, e¯1(t) converge exponentiellement vers ze´ro. En utilisant le lemme de comparaison [89], nous
de´duisons a` partir de (4.71), que pour j = 2, . . . , N , si e¯j−1 → 0 exponentiellement, donc ej → 0
et m˜kj → 0 exponentiellement. Par conse´quent, en se basant sur une induction mathe´matique,
nous concluons que ∀j = 1, . . . , N , ej → 0 et m˜kj → 0 exponentiellement. Nous rappelons que
eN (t) = xN (t) − xˆN (t) = x(t) − xˆN (t) et m˜kN(t) = mkN(t) − mˆkN (t) = mk(t) − mˆkN(t)
pour conclure que xˆN et mˆkN convergent exponentiellement vers l’e´tat actuel x(t) et les messages
transmis mk(t), avec k = 1..s. 
Remarque 4.12. Notons que la rapidite´ de convergence de l’observateur dans la configuration en
cascade de´pend e´troitement du nombre N d’observateurs utilise´s. En effet, le temps ne´cessaire pour
la convergence de l’observateur final ordre N est e´gal a` la somme des temps de convergence de tous
les observateurs de la configuration en cascade. En d’autres termes, plus le retard de transmission
est long, plus le nombre d’observateurs utilise´s est grand, et donc plus le temps de convergence de
l’observateur final est long.
4.7 Exemples nume´riques
Nous illustrons la performance de l’approche de synchronisation de´crite dans les sections pre´ce´dentes
en pre´sentant trois cas d’e´tude. Dans le premier cas d’e´tude, nous testons les re´sultats the´oriques
a` travers la transmission d’un message binaire en utilisant l’oscillateur de Duffing au niveau de
l’e´metteur sachant que le canal public est soumis a` un retard constant. Dans le second cas d’e´tude,
l’approche est applique´e pour transmettre un message (constant par morceaux) via un syste`me de
communication chaotique sous l’influence d’un retard de transmission a` temps variant en utilisant
des circuits de Chua couple´s. Dans le troisie`me cas, nous testons l’efficacite´ de l’observateur dans
la configuration en cascade (avec N = 2) en reprenons le syste`me de Duffing traite´ dans le premier
exemple, tout en augmentant la valeur du retard.
4.7.1 Un syste`me de communication chaotique utilisant l’oscillateur de “Duffing”
sous l’influence d’un retard de transmission constant
On conside`re l’oscillateur chaotique de “Duffing” pour lequel on injecte une information binairem(t)
dans sa dynamique. Le signal de sortie y(t) est corrompu par un retard de transmission constant
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h = 0.04s. Donc, la dynamique de l’e´metteur chaotique est donne´e par
X˙1 = X2,
X˙2 = −0.4X2 − 1.1X1 − (1 +m(t))X31 + cos(1.8t)
y(t) = X1(t− h) +X2(t− h). (4.73)
qui est clairement de la forme (4.1) avec
x =
[
X1
X2
]
, A =
[
0 1
0.4 −1.1
]
, B =
[
0
−1
]
,
F =
[
0
−1
]
, C =
[
1 1
]
, H =
[
1 0
]
,
f(Hx, u) = X31 + u, u(t) = cos(1.8t), k = 1,
R1 =
[
1 0
]
,Ψ1(R1x, u) = X
3
1 .
Le re´cepteur est donne´ par l’e´quation (4.10). En re´solvant le proble`me d’optimisation (4.17), on
obtient :
D = D¯1 = 2.6464, P =
[
12.1437 1.5679
1.5679 1.5679
]
, ε = 5.9542.
Ainsi, les valeurs nume´riques des matrices de l’observateur sont :
K =
[
0.0596
3.4896
]
, M = −1.5679, ρ = 10, α = 0.5.
L’e´tat x(t) du syste`me (4.76) est initialise´ a` x0 = [0, 0]
T , ∀s ∈ [−0.04, 0]. Les conditions initiales
de l’observateur sont z(s) = [1, 2]T , ∀s ∈ [−0.04, 0], mˆ = 0.6, Υ = 0.2.
Les re´sultats de simulation se pre´sentent comme suit. La figure 4.2 illustre la synchronisation entre
l’e´metteur et le re´cepteur, la figure 4.3 montre que l’information transmise est bien restaure´e. Notons,
que pour re´construire parfaitement le message transmis et ne pas produire des erreurs des bits, le
temps de convergence de l’erreur d’estimation du message doit eˆtre infe´rieur a` la dure´e d’un bit dans
l’information binaire.
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Figure 4.2: L’e´tat X1 et son estime´ en pre´sence du retard d transmission
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Figure 4.3: L’information transmise m(t) et son estime´ en pre´sence du retard de transmission
4.7.2 Exemple 2 : Un syste`me de communication chaotique a` base des circuits de
Chua couple´s sous l’influence d’un retard de transmission a` temps variant
On conside`re le syste`me chaotique compose´ de deux circuits de “Chua” couple´s – voir [92]. Un
message m(t) (constant par morceaux) est injecte´ dans sa dynamique. Le signal de sortie y =
[y1, y2]
> est affecte´ par un retard de transmission h(t) qui correspond a` une fonction uniforme´ment
distribue´e entre les bornes infe´rieure et supe´rieure respectivement e´gales a` 0 et hm = 0.09s. Ainsi,
la dynamique de l’e´metteur chaotique est donne´e par
x˙1 = 9(x2 − g(x1)) + Ψ(t)m(t) (4.74a)
x˙2 = x1 − x2 + x3 (4.74b)
x˙3 = −14.28x2 (4.74c)
x˙4 = 9(x2 − g(x4)) (4.74d)
x˙5 = x4 − x5 + x6 + 0.01(x5 − x2) (4.74e)
x˙6 = −14.28x5 (4.74f)
y1 = x1(t− h(t)) (4.74g)
y2 = x4(t− h(t)), (4.74h)
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ou` g(xi) =
1
2(|xi − 1| − |xi + 1|), i ∈ {1, 4}. Notons que g(·) ve´rifie la proprie´te´ de restriction de
pente (4.2) avec b = 1. Le syste`me (4.74) est de la forme (4.1), avec
A =


−2.5714 9 0 0 0 0
1 −1 1 0 0 0
0 −14.28 0 0 0 0
0 0 0 −2.5714 9 0
0 −0.01 0 1 −0.09 1
0 0 0 0 −14.28 0


,
B =
[
1 0 0 0 0 0
]T
,
F =


−3.8571 0
0 0
0 0
0 −3.8571
0 0
0 0


,
C = H =
[
1 0 0 0 0 0
0 0 0 1 0 0
]
,
f(x) = [g(x1); g(x4)], Ψ(t) = sin(3t) + cos(27t).
L’e´tat initial du syste`me (4.74) est donne´ par x(s) = [−0.2,−0.2,−0.33, 0.2, 0.9, 0.33]T , ∀s ∈
[−0.09, 0]. Sous ces conditions, l’e´metteur (4.74) fonctionne en re´gime chaotique (Voir Figure 4.4).
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Figure 4.4: Les attracteurs dans le plan (x1, x4) (droite) et le plan (x2, x3) (gauche)
Le syste`me re´cepteur est donne´ par (4.10). La solution au proble`me d’optimisation pre´sente´ dans la
section 4.4 est donne´e par
D =
[
29.8972 0
0 33.4389
]
,
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P =


10.43 0 0 0 0 0
0 122.58 −6.91 0 0 0
0 −6.91 9.11 0 0 0
0 0 0 10.96 −7.01 0.89
0 0 0 −7.01 74.57 −7.63
0 0 0 0.89 −7.63 6.32


,
ε = 8.9250 and ς = 0. On obtient e´galement les valeurs nume´riques des matrices de l’observateur :
K =


0.1992 −0.0053
1.8141 0
0.5965 0
−0.0047 1.0278
0.0005 2.5823
−0.0002 0.3639


, M =
[
10.4397 0
]
ρ = 0.25 et α = 8.
L’e´tat estime´ est initialise´ par z(s) = [0, 0, 0, 0, 0, 0]> , ∀s ∈ [−0.09, 0]. L’e´quation (4.10c) est
initialise´e Υ(0) = 1 et le message estime´ mˆ est initialise´ a` mˆ0 = 1. Les re´sultats de simulation se
pre´sentent comme suit. La figure 4.5 repre´sente l’e´volution de la fonction du retard en fonction du
temps. Les figures 4.6 et 4.7 illustrent la convergence des erreurs de synchronisation et finalement
la figure 4.8 illustre que l’information transmise est bien reconstruite par l’observateur propose´.
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Figure 4.5: E´volution de la fonction du retard h(t) en fonction du temps
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Figure 4.6: Erreurs d’estimation e1 = x1 − z1 , e2 = x2 − z2 et e3 = x3 − z3 en pre´sence du
retard de transmission
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Figure 4.7: h(t) e4 = x4−z4 , e5 = x5−z5 et e6 = x6−z6 en pre´sence du retard de transmission
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Figure 4.8: Le message transmis m et le message rec¸u mˆ en pre´sence du retard de transmission
4.7.3 Un syste`me de communication utilisant l’oscillateur de “Duffing” et la
configuration en cascade des observateurs en pre´sence d’une valeur de retard
plus e´leve´e
Dans cet exemple, nous reconside´rons l’e´metteur chaotique donne´ par l’e´quation (4.76) ; cependant,
le signal de sortie est affecte´ par un retard d’une valeur plus e´leve´e (h¯ = 0.08s) compare´ avec
le premier exemple. Dans des simulations pre´liminaires, en utilisant seulement un seul observateur
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(Syste`me (4.60) with N=1), nous constatons que l’observateur e´choue a` converger vers le syste`me
maˆıtre. Dans des simulations supple´mentaires, le syste`me re´cepteur est conc¸u a` base de deux observa-
teurs en cascade donne´ par (4.60) (N=2). L’e´tat x(t) du syste`me (4.76) est initialise´ a` x0 = [0, 0]
T ,
∀s ∈ [−0.08, 0]. Les deux observateurs en cascade (N=2) sont initialise´s a` z1(s) = z2(s) = [1, 2]T ,
∀s ∈ [−0.04, 0], mˆ10 = mˆ20 = 0.6, Υ1(0) = Υ2(0) = 0.2. Les re´sultats de simulation sont comme
suit. La figure 4.9 illustre la synchronisation entre les syste`mes e´metteur et re´cepteur et la figure
4.10 montre que l’information transmise est bien reconstruite par le syste`me re´cepteur a` base des
observateurs en cascade.
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Figure 4.9: L’e´tat X1 et son estime´ en pre´sence d’un retard de transmission h = 0.08s
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Figure 4.10: L’information transmise m(t) et son estime´e en pre´sence d’un retard de transmission
h = 0.08s
4.8 Application : Un syste`me de communication se´curise´e en pre´sence
des retards de transmissions
Afin d’ame´liorer la se´curite´ dans les syste`mes de transmission de donne´es a` base de la me´thode de
synchronisation maˆıtre-esclave de´veloppe´e dans ce chapitre (en pre´sence d’un retard dans le canal
public), nous proposons un nouveau sche´ma de communication exploitant les avantages de notre
me´thode de synchronisation, notamment la robustesse aux retards de transmission et garantissant
un bon niveau de se´curite´ et de confidentialite´. L’ide´e consiste a` faire passer l’information a` trans-
mettre par une e´tape de cryptage pour la se´curiser avant de l’injecter dans le syste`me maˆıtre en
L2S-SUPELEC / CNRS / Univ. Paris Sud 11 – SYS’COM / ENIT / Univ. Tunis El-Manar
Chapitre 4. Synchronisation a` base d’observateurs adaptatifs en pre´sence des retards de
transmission 126
utilisant la technique de modulation parame´trique. De cette manie`re, l’ope´ration de cryptage est ef-
fectue´e inde´pendamment de la configuration maˆıtre-esclave, ce qui nous permet d’e´viter le compromis
se´curite´/synchronisation qui repre´sente la faiblesse des quelques syste`mes de communications tradi-
tionnels tels que la technique de masquage chaotique ou la technique de modulation parame´trique ou`
les ope´rations de cryptage et de synchronisation de´pendent l’une de l’autre puisque le meˆme syste`me
chaotique (syste`me maˆıtre) est utilise´ dans la re´alisation de deux taˆches. La description sche´matique
du syste`me de communication propose´ est repre´sente´e dans la figure 4.11.
CRYPTAGE
ALGORITHME DE
DECRYPTAGE 
ALGORITHME DE
Cx(t)SYSTEME MAITRE SYSTEME ESCLAVE 
m
message
restauré
message
Information chiffrée
Signal de
synchronization
GENERATEUR DE
SEQUENCES
CHAOTIQUES
GENERATEUR DE
SEQUENCES
CHAOTIQUES
h(t)
Retard de 
(Système chaotique de  Lur'e)
Sequence chaotique
transmission
CLE SECRETE
(Observateur)
y(t)=Cx(t-h)
n-bits
LOI D'ADAPTATION +
-
chiffrée restauré
le signal de l'information 
Cz(t-h)
Sequence chaotique
signal de sortie  
CLE SECRETE
retardé estimé
Figure 4.11: Le syste`me de communication propose´
Le sche´ma est inspire´ de la technique de cryptage combine´e utilisant un algorithme de cryptage
pour lequel l’information doit eˆtre traite´e avant son injection dans le syste`me maˆıtre (Voir Chapitre
1), cependant avec cette me´thode, l’algorithme de cryptage utilise une se´quence chaotique ge´ne´re´e
a` partir du syste`me maˆıtre dont les parame`tres et/ou les conditions initiales sont utilise´es pour
produire une cle´ secre`te, or des techniques d’attaque telles que la technique de synchronisation
ge´ne´ralise´e ou la technique d’identification des parame`tres ont de´voile´ les limites de ces syste`mes de
communication base´es conjointement sur la synchronisation du chaos et l’exploitation des parame`tres
et des conditions initiales pour la construction de la cle´ secre`te. Afin de surmonter ce proble`me, nous
avons choisi d’utiliser deux syste`mes chaotiques inde´pendants : un premier syste`me ge´ne`re une
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se´quence chaotique utilise´e par l’algorithme de cryptage et un deuxie`me syste`me jouant le roˆle du
syste`me maˆıtre assurant seulement la transmission du signal chiffre´ obtenu a` la fin de l’ope´ration
de cryptage graˆce a` la technique de modulation parame´trique. Ainsi, les taˆches de cryptage et de
synchronisation sont totalement inde´pendantes et donc on peut utiliser, sans soucis, les parame`tres
et les conditions initiales du premier syste`me chaotique afin de produire un espace cle´ suffisamment
large pour re´sister aux attaques a` force brute. Notons que le syste`me maˆıtre est conc¸u a` base des
syste`mes chaotiques de Lur’e ayant la forme (4.1). Au niveau du re´cepteur, on dispose d’un syste`me
esclave a` base de l’observateur (4.10) qui synchronise avec le syste`me maˆıtre malgre´ l’existence
du retard h dans le canal public graˆce a` notre me´thode de synchronisation. La loi d’adaptation
de´crite par l’e´quation (4.10b) permet de restaurer le signal chiffre´ envoye´ vers un algorithme de
de´cryptage utilisant une se´quence chaotique identique a` celle utilise´e par l’algorithme de de´cryptage,
et finalement on peut restaurer l’information originale transmise. On de´duit que l’avantage principal
du sche´ma propose´ consiste a` la possibilite´ de transmission des informations dans un canal pre´sentant
des retards de transmission tout en offrant des marges de manœuvres pour garantir un niveau e´leve´
de se´curite´.
4.8.1 Illustrations et simulations nume´riques : cryptage et transmission d’une
image
Re´cemment, dans [107], une nouvelle me´thode de cryptage d’images a e´te´ e´labore´e en utilisant le
syste`me chaotique de Chen. L’algorithme de cryptage est construit a` base de deux ope´rations de
diffusion pre´sentant une forte sensibilite´ a` la cle´ secre`te et au texte clair. Bien que le syste`me de
Chen utilise´ pour la ge´ne´ration des se´quences chaotiques posse`de des proprie´te´s cryptographiques
meilleures que plusieurs autres syste`mes chaotiques, il pre´sente tout de meˆme des limites et ses
caracte´ristiques statistiques (histogramme, corre´lation, auto-corre´lation) ne sont pas tout a` fait ap-
proprie´s pour le cryptage d’images, ce qui justifie l’ope´ration supple´mentaire de pre´-traitement de la
se´quence chaotique produite a` partir du syste`me de Chen, qui a e´te´ effectue´e, dans [107], dans le but
d’avoir des se´quences pseudo-ale´atoires. Dans notre application, nous avons choisi, pour la ge´ne´ration
des se´quences chaotiques, le syste`me de Chua modifie´ introduit dans le chapitre 3 et qui a prouve´
son utilite´ pour le cryptage d’images, ce qui nous dispense d’effectuer une e´tape supple´mentaire de
pre´-traitement de la se´quence chaotique.
4.8.1.1 Ge´ne´ration de la se´quence chaotique
Le choix du syste`me de Chua modifie´ est justifie´, comme explique´ dans le chapitre 3, par la capacite´
d’e´tendre arbitrairement la bande de fre´quences jusqu’aux hautes fre´quences ce qui permet de ge´ne´rer
des se´quences chaotiques de plus en plus complexes et pre´sentant des bonnes proprie´te´s statistiques
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pour le cryptage de l’information. Nous rappelons ici les e´quations du syste`me de Chua modifie´ :


T−1s x˙1 = −α(x2 − a¯x1 + b¯x1 |x1|+ c¯x31)
T−1s x˙2 = x1 − x2 + x3
T−1s x˙3 = −β¯x2
y = x1
(4.75)
On ajuste le facteur de transformation de l’e´chelle du temps a` Ts = 100.
La figure 4.12 repre´sente les attracteurs dans les plans de phase (x1, x2) et (x2, x3). L’e´volution
dans le temps des e´tats x1 et x2 est illustre´e dans la figure 4.13. Les bonnes proprie´te´s statistiques
du syste`me de Chua modifie´ sont montre´es dans la figure (4.14) qui illustre bien que les corre´lations
sont proches de ze´ro ce qui permet d’obtenir des se´quences chaotiques pseudo-ale´atoires.
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Figure 4.12: Attracteurs dans les plan de phase (x1, x2) (gauche) et (x2, x3) (droite) du syste`me
de Chua modifie´
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Figure 4.13: L’e´volution dans le temps des e´tats x1 (gauche) et x2 (droite) du syste`me de Chua
modifie´
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Figure 4.14: Cross-correlation entre les se´quences chaotiques x1 et x2 (gauche) et l’autocorre´lation
dans la se´quence chaotique x2 (droite) du syste`me de Chua modifie´
Afin d’obtenir une se´quence d’entiers naturels entre 0 et 256, nous effectuons les traitement suivants :
for i = 1 : 16766
Ks1(i) = mod(abs(fix(x1(i) − fix(x1(i))) × 1014, 256);
Ks2(i) = mod(abs(fix(x2(i) − fix(x2(i))) × 1014, 256);
Ks3(i) = mod(abs(fix(x3(i) − fix(x3(i))) × 1014, 256);
end
Nous obtenons enfin la nouvelle se´quence d’entiers Ks = [Ks1,Ks2,Ks3] qui sera utilise´e par l’al-
gorithme de cryptage.
4.8.1.2 Algorithme de cryptage
L’information a` crypter est une image (voir Figure 4.17) (166 × 303) . Nous concate´nons les lignes
de cette dernie`re pour obtenir le vecteur Pm = {Pm(1), Pm(2), . . . , Pm(L)} de dimension L =
166× 303. Soit Cm = {Cm(1), Cm(2), . . . , Cm(L)} la se´quence de l’image chiffre´e. L’algorithme de
cryptage propose´ dans [107] consiste en deux routines de diffusion (programme e´crit sous Matlab) :
1-premie`re routine de diffusion :
Cm(0) = 1 ;
Cm(1) = bitxor(Pm(1), bitxor(uint8(mod(single(Cm(0)) + single(Ks(1)), 256)),Ks(1))) ;
for i=2 :L
Cm(i) = bitxor(Pm(i), bitxor(uint8(mod((single(Cm(i−1))+single(Ks(i))), 256)),Ks(i−1))) ;
end
2-Deuxie`me routine de diffusion :
Cm(1) = bitxor(Cm(1), bitxor(uint8(mod(single(Cm(L)) + single(Ks(1)), 256)),Ks(1))) ;
for i=2 :L
Cm(i) = bitxor(Cm(i), bitxor(uint8(mod((single(Cm(i−1))+single(Ks(i))), 256)),Ks(i−1))) ;
end
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4.8.1.3 Conception des syste`mes maˆıtre et esclave
Pour la conception du syste`me maˆıtre, nous reprenons le mode`le de “Duffing” qui appartient a`
la famille des syste`mes de Lur’e (4.1) et on injecte le signal d’information chiffre´e Cm(t) dans sa
dynamique. Le signal de sortie y(t) est corrompu par un retard de transmission constant h = 0.04s.
Donc, la dynamique de l’e´metteur chaotique est donne´e par
X˙1 = X2,
X˙2 = −0.4X2 − 1.1X1 − (1 +m(t))X31 + cos(1.8t)
y(t) = X1(t− h) +X2(t− h). (4.76)
Le re´cepteur est donne´ par l’e´quation (4.10). La solution au proble`me d’optimisation (4.17) est
donne´e par :
D = D¯1 = 2.6464, P =
[
12.1437 1.5679
1.5679 1.5679
]
, ε = 5.9542.
K =
[
0.0596
3.4896
]
, M = −1.5679, ρ = 10, α = 0.5.
L’e´tat x(t) du syste`me (4.76) est initialise´ a` x0 = [0, 0]
T , ∀s ∈ [−0.04, 0]. Les conditions initiales
de l’observateur sont z(s) = [1, 2]T , ∀s ∈ [−0.04, 0], mˆ = 0.6, Υ = 0.2.
Les re´sultats de simulation se pre´sentent comme suit. La figure 4.15 illustre la synchronisation entre
les syste`mes maˆıtre et esclave, la figure 4.16 montre que l’image chiffre´e est bien restaure´e.
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Figure 4.15: Erreurs de synchronisation e1 = X1 − Xˆ1 et e2 = X2 − Xˆ2 en pre´sence d’un retard
de transmission h = 0.04s
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Figure 4.16: L’information chiffre´e Cm(t) et son estime´e en pre´sence du retard de transmission
4.8.1.4 Algorithme de de´cryptage
L’algorithme de de´cryptage ci-dessus (e´crit sous matlab) est de´veloppe´ pour effectuer le processus
inverse de l’algorithme de cryptage.
i = L.
while i ≥ 2
Cm(i) = bitxor(Cm(i), bitxor(uint8(mod((single(Cm(i−1))+single(Ks(i))), 256)),Ks(i−1))) ;
i = i− 1;
end
Cm(1) = bitxor(Cm(1), bitxor(mod((Cm(L) +Ks(1)), 256),Ks(1)));
i = L ;
while i ≥ 2
Dm(i) = bitxor(Cm(i), bitxor(uint8(mod((single(Cm(i−1))+single(Ks(i))), 256)),Ks(i−1)));
i = i− 1;
end
Dm(1) = bitxor(Cm(1), bitxor(uint8(mod((single(Cm(0)) + single(Ks(1))), 256)),Ks(1))).
Ainsi, on obtient la se´quence de l’image de´crypte´e Dm = {Dm(1),Dm(2), . . . ,Dm(L)}, et par
conse´quent, on peut de´duire l’image de´crypte´e.
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Syste`me chaotique Parame`tres Sensibilite´ Nb. de possibilite´s :
(Ni = s× Si−1)
Syste`me de Chua modifie´ p1 = β¯ = 19.1 S1 = 10
−14 N1 = 10
13
α = 12.8 S2 = 10
−15 N2 = 10
14
a¯ = 0.47 S3 = 10
−15 N3 = 10
14
b¯ = −1 S4 = 10−16 N4 = 1015
c¯ = 0.472 S5 = 10
−16 N5 = 10
15
Table 4.1: Sensibilite´ des parame`tres
4.8.2 Analyse de se´curite´
4.8.2.1 Analyse de la cle´ secre`te
Soit R = (α, a, b, c) la cle´ secre`te. Le tableau 4.1 repre´sente la sensibilite´ de chacun des parame`tres.
Il s’agit de la plus petite variation parame´trique engendrant deux attracteurs diffe´rents. On suppose
que la marge de variation de chacun des parame`tres impliquant un re´gime chaotique est e´gale a`
10−1. La taille de l’espace cle´ est : Tl =
∏8
i=1(Ni) = 10
(13+14×2+15×2) = 1071. Un espace cle´ de
taille O(2100) est exige´ pour re´sister aux attaques a` force brute. Dans notre cas, Tl = 10
71 ≥ 2100,
ce qui implique que l’espace cle´ posse`de un niveau de se´curite´ largement satisfaisant.
4.8.2.2 Analyse statistique
Afin de ve´rifier la robustesse du cryptosyste`me aux attaques statistiques [108], nous avons re´alise´ un
test des histogrammes de l’image originale et de l’image chiffre´e (Voir Figure 4.18). Le re´sultat obtenu
montre que la distribution de l’image chiffre´e est presque uniforme contrairement a` la distribution
de l’image originale. Ceci peut eˆtre interpre´te´ par l’efficacite´ de deux ope´rations de diffusion dans
l’algorithme de cryptage.
Nous avons e´galement re´alise´ un test des proprie´te´s de corre´lations entre les pixels de l’image chiffre´e.
La figure 4.19 repre´sente une comparaison entre les corre´lations des pixels horizontalement adjacents
dans l’image originale et l’image chiffre´e. On de´duit que la corre´lation entre les pixels est tre`s faible
dans l’image chiffre´e contrairement a` l’image originale. En outre, nous avons calcule´ le coefficient
de corre´lation entre les pixels horizontalement adjacents. Pour ce faire, on choisit N paires de pixels
horizontalement adjacents (xi, yi) et on utilise la formule suivante :
Cr =
N
∑N
i=1(xiyi)−
∑N
i=1 xi
∑N
i=1 yi√
(N
∑N
i=1 x
2
i − (
∑N
i=1 xi)
2)(N
∑N
i=1 y
2
i − (
∑N
i yi)
2)
. (4.77)
Nous obtenons un coefficient de corre´lation e´gal a` 0.002301 dans le cas de l’image chiffre´e et 0.910381
dans le cas de l’image originale, ce qui confirme bien le re´sultat de la figure 4.19.
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Figure 4.17: a) Image originale b)Image chiffre´e
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Figure 4.18: a) Histogramme de l’image originale b) Histogramme de l’image chiffre´e
Nous nous inte´ressons maintenant a` la corre´lation entre l’image originale et l’image chiffre´. Pour ce
faire, nous utilisons la corre´lation 2D dont le coefficient CC est donne´ par la formule :
CC =
∑M1
i=1
∑M2
j=1(Aij − A¯)(Bij − B¯)√
(
∑M1
i=1
∑M2
j=1((Aij − A¯)2)(
∑M1
i=1
∑M2
j=1(Bij − B¯)2)
, (4.78)
avec A¯ = 1M1M2
∑M1
i=1
∑M2
j=1Aij et B¯ =
1
M1M2
∑M1
i=1
∑M2
j=1Bij. Dans notre cas, A repre´sente
l’image originale et B repre´sente l’image chiffre´e. M1 et M2 repre´sentent les dimensions des images.
La valeur calcule´e est e´gale a` CC = −6.284 × 10−4 (qui est tre`s proche de ze´ro), ce qui montre
que la corre´lation entre les deux images originale et chiffre´e est tre`s faible et qui confirme les bonnes
proprie´te´s de diffusion du cryptosyste`me.
Tous ces tests montrent que le cryptosyste`me posse`de une robustesse aux attaques statistiques [108].
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Figure 4.19: Corre´lations entre les pixels horizontalement adjacents dans l’image originale (gauche)
et dans l’image chiffre´e (droite)
Nous testons maintenons la sensibilite´ par rapport au texte clair en modifiant un seul pixel dans
l’image originale et en analysant l’effet sur l’image chiffre´e. Le coefficient NPCR permet d’e´valuer
le taux de changement des pixels dans l’image, il est donne´e par la formule suivante :
NPCR =
∑
i,jD(i, j)
M1M2
× 100%, (4.79)
ou` Dij = 0, si c1(i, j) = c2(i, j) et Dij = 1, sinon. c1(i, j) etc2(i, j) repre´sentent deux images
chiffre´es correspondant a` deux images originales le´ge`rement modifie´es (un pixel change´).
Le deuxie`me coefficient qui permet de quantifier la sensibilite´ par rapport au texte clair est le
coefficient d’intensite´ du changement moyen unifie´ (UACI) donne´ par l’expression :
NPCR =
1
M1M2
∑
i,j
|c1(i, j) − c2(i, j)|
255
× 100%. (4.80)
On effectue trois changements diffe´rents des pixels (au de´but, au centre et a` la fin), on obtient les
re´sultats suivants :
-Changement du pixel N˚ 1 : NPCR = 99.99% et UACI = 33.4636%.
-Changement du pixel N˚ 25000 : NPCR = 99.5% et UACI = 33.37%.
-Changement du pixel N˚ 50000 : NPCR = 99.18% et UACI = 33.37%.
Dans [109], les auteurs sugge`rent un crite`re pour juger si le cryptosyste`me est bon de point de vue la
sensibilite´ par rapport au texte clair. Les valeurs “re´fe´rences” propose´es sont calcule´es comme suit :
NPCRref = (1− 2−n)× 100%. (4.81)
UACIref =
1
2n
∑2−n−1
i=1 i(i+ 1)
2−n − 1 , (4.82)
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ou` n repre´sente le nombre des bits utilise´s dans la repre´sentation d’un pixel. Dans notre cas (image
8-bits), n = 8, donc les valeurs re´fe´rences obtenues sont NPCRref = 99.6094% et UACIref =
33.4635%.
On remarque bien que les valeurs de NPCR et de UACI correspondant au cryptosyste`me sont tre`s
proches des valeurs re´fe´rences NPCRref et UACIref , donc le cryptosyste`me posse`de une sensibilite´
au texte clair. Notons que les meˆmes coefficients peuvent eˆtre utilise´s pour tester la sensibilite´ a` la cle´
secre`te, mais au lieu de changer un pixel dans l’image originale, on change le´ge`rement la cle´ secre`te.
Nous avons change´ le parame`tre a = 0.47 de 10−14, les valeurs obtenues sont NPCR = 99.54% et
UACI = 33.26%.
4.9 Conclusion
Dans ce chapitre, nous avons propose´ une me´thode de synchronisation base´e sur les observateurs
adaptatifs pour une classe des syste`mes de Lur’e avec des non-line´arite´s a` pente limite´e et tels
que le canal de transmission est soumis a` un retard a` temps variant et connu. La synchronisation
maˆıtre-esclave et la reconstruction du signal d’information sont re´alise´es pour des valeurs suffi-
samment petites de la borne supe´rieure du retard et si une condition d’excitation persistante est
satisfaite. Les matrices de l’observateur sont obtenues apre`s la re´solution d’un proble`me convexe
d’optimisation. Le cas de longs retards de transmission a e´te´ e´galement e´tudie´ en de´veloppant un
syste`me esclave construit a` base des observateurs en cascade. L’approche a e´te´ e´value´e a` travers des
exemples nume´riques et exploite´e dans un syste`me de communication se´curise´ pre´sentant un retard
de transmission.
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Conclusion ge´ne´rale
Dans ce travail de the`se, nous avons de´veloppe´ des me´thodes de synchronisation des syste`mes
non line´aires tels que les syste`mes chaotiques et les syste`mes de Lur’e a` base d’observateurs non
line´aires et leur application pour la transmission d’informations. Les strate´gies qui ont e´te´ employe´es
tiennent compte de diffe´rents sce´narios pouvant se produire en pratique : la pre´sence de perturbations,
d’incertitudes parame´triques, de bruits dans le canal public, de retards de transmission, etc. La
premie`re approche de synchronisation pre´sente´e dans le chapitre 2 est base´e sur un observateur
adaptatif a` entre´es inconnues. Ce dernier posse`de l’avantage de joindre l’estimation de l’e´tat, des
parame`tres inconnus et des informations transmises et le rejet des perturbations dans la dynamique
du syste`me maˆıtre et du bruit dans le canal de transmission. La convergence parame´trique et la
restauration des messages envoye´s sont accomplies graˆce a` l’utilisation des lois d’adaptations et sous
la condition d’excitation persistante.
Le chapitre 3 a e´te´ de´die´ a` la deuxie`me me´thode de synchronisation propose´e dans cette the`se. Il
s’agit d’une me´thode de synchronisation a` base d’un observateur adaptatif a` “modes glissants” qui
repose sur la combinaison de la the´orie des modes glissants, les techniques de synthe`se d’obser-
vateurs singuliers et la commande adaptative. la me´thode e´labore´e permet l’estimation simultane´e
de l’e´tat et des entre´es inconnues (les informations a` transmettre dans contexte de communication
chaotique) malgre´ la pre´sence d’un bruit additif dans le signal de sortie (bruit dans le canal). Deux
lois d’adaptation et une commande a` “modes glissants” modifie´e sont associe´es a` l’observateur et
garantissent la compensation des non-line´arite´s et des termes re´siduels et la stabilite´ pratique des
erreurs d’estimation et d’adaptation.
Ensuite, l’observateur adaptatif a` modes glissants a e´te´ employe´ dans un nouveau sche´ma de commu-
nication base´ sur la synchronisation maitre-esclave des syste`mes chaotiques. L’ide´e de base consiste
a` se´parer les taˆches de cryptage et de synchronisation en utilisant deux syste`mes chaotiques en
cascade au niveau de l’e´metteur afin d’ame´liorer le niveau de se´curite´ et augmenter l’amplitude des
messages transmis. Le sche´ma propose´ permet e´galement la transmission des donne´es analogiques et
nume´riques et posse`de une robustesse aux bruits affectant le canal de communication. Une analyse de
se´curite´ et de la cle´ secre`te ont de´montre´ les bonnes performances du sche´ma propose´ en termes de
confidentialite´ et de robustesse aux techniques d’attaques spe´cifiques aux syste`mes de communica-
tions chaotiques et cryptographiques. Les simulations nume´riques ont e´galement confirme´ l’efficacite´
du syste`me dans une application de cryptage d’images binaires.
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Dans le chapitre 4, nous avons pre´sente´ une approche de synchronisation a` base d’observateurs
adaptatifs pour une classe des syste`mes chaotiques de Lur’e avec des non-line´arite´s a` pente restreinte
en pre´sence d’un retard de transmission a` temps variant. Nous avons montre´ que pour des valeurs de
la borne supe´rieure du retard de transmission suffisamment petites et sous l’hypothe`se d’excitation
persistante, les objectifs de synchronisation et de restauration des messages sont accomplis. La
de´monstration de stabilite´ est base´e sur la the´orie de Lyapunov-Krasovskii et la re´solution d’un
proble`me convexe d’optimisation. Une extension des re´sultats obtenus a e´te´ effectue´e pour le cas des
longs retards de transmission en pre´sentant un sche´ma de synchronisation a` base des observateurs en
cascade. Les re´sultats the´oriques ont e´te´ confirme´s a` l’aide des exemples nume´riques de simulation.
Enfin, une application de communication se´curise´e en pre´sence des retards de transmission a e´te´
pre´sente´e tout en e´tudiant les aspects relie´s a` la se´curite´ des informations transmises.
Ce travail de the`se ouvre la voie a` des diverses perspectives, extensions et ge´ne´ralisations :
Tout d’abord, l’adaptation des me´thodes de synchronisation qui ont e´te´ e´labore´es dans cette the`se
pour des syste`mes chaotiques continus aux cas des syste`mes chaotiques discrets.
Nous avant e´tudie´ dans cette the`se diffe´rents sce´narios ou` les syste`mes de transmissions d’informa-
tions sont soumis a` des contraintes de communication telles que la pre´sence du bruit dans le canal
de communication et l’existence des retards de transmission. Dans ce contexte, d’autres contraintes
de communications sont envisageables, notamment le cas d’utilisation des sorties quantifie´es et le
cas ou` le signal de sortie est envoye´ a` des instants discrets en utilisant du re´gime de synchronisation
impulsive. En outre, des sce´narios plus sophistique´s e´voquant la pre´sence simultane´e des plusieurs
contraintes peuvent eˆtre traite´s : par exemple, l’e´tude du cas de pre´sence simultane´e du bruit et du
retard de transmission dans le canal de communication.
Par ailleurs, dans ce travail de the`se, nous avons essaye´ de montrer que les syste`mes de communi-
cations base´s sur la synchronisation des syste`mes chaotiques continus peuvent garantir un niveau
satisfaisant de se´curite´, ne´anmoins il reste a` entrevoir d’autres sche´mas de communications garan-
tissant un niveau plus e´leve´ de confidentialite´ et mener des e´tudes plus approfondies de cryptanalyse
en tenant compte des diffe´rentes techniques d’attaques spe´cifiques aux syste`mes cryptographiques.
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