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Abstract
It is the aim of this thesis to present a visual body weight estimation, which is suitable for
medical applications. A typical scenario where the estimation of the body weight is essential,
is the emergency treatment of stroke patients: In case of an ischemic stroke, the patient has
to receive a body weight adapted drug, to solve a blood clot in a vessel. The accuracy of the
estimated weight influences the outcome of the therapy directly. However, the treatment has
to start as early as possible after the arrival at a trauma room, to provide sufficient treatment.
Weighing a patient takes time, and the patient has to be moved. Furthermore, patients are often
not able to communicate a value for their body weight due to their stroke symptoms. Therefore,
it is state of the art that physicians guess the body weight. A patient receiving a too low dose has
an increased risk that the blood clot does not dissolve and brain tissue is permanently damaged.
Today, about one-third gets an insufficient dosage. In contrast to that, an overdose can cause
bleedings and further complications. Physicians are aware of this issue, but a reliable alternative
is missing.
The thesis presents state-of-the-art principles and devices for the measurement and estimation
of body weight in the context of medical applications. While scales are common and available at
a hospital, the process of weighing takes too long and can hardly be integrated into the process
of stroke treatment. Sensor systems and algorithms are presented in the section for related work
and provide an overview of different approaches. The here presented system – called Libra3D
– consists of a computer installed in a real trauma room, as well as visual sensors integrated into
the ceiling. For the estimation of the body weight, the patient is on a stretcher which is placed
in the field of view of the sensors. The three sensors – two RGB-D and a thermal camera – are
calibrated intrinsically and extrinsically. Also, algorithms for sensor fusion are presented to align
the data from all sensors which is the base for a reliable segmentation of the patient.
A combination of state-of-the-art image and point cloud algorithms is used to localize the
patient on the stretcher. The challenges in the scenario with the patient on the bed is the
dynamic environment, including other people or medical devices in the field of view. After the
successful segmentation, a set of hand-crafted features is extracted from the patient’s point cloud.
These features rely on geometric and statistical values and provide a robust input to a subsequent
machine learning approach. The final estimation is done with a previously trained artificial
neural network.
The experiment section offers different configurations of the previously extracted feature
vector. Additionally, the here presented approach is compared to state-of-the-art methods; the
patient’s own assessment, the physician’s guess, and an anthropometric estimation. Besides the
patient’s own estimation, Libra3D outperforms all state-of-the-art estimation methods: 95 percent
of all patients are estimated with a relative error of less than 10 percent to ground truth body
weight. It takes only a minimal amount of time for the measurement, and the approach can
easily be integrated into the treatment of stroke patients, while physicians are not hindered.
Furthermore, the section for experiments demonstrates two additional applications: The extracted
features can also be used to estimate the body weight of people standing, or even walking in front
of a 3D camera. Also, it is possible to determine or classify the BMI of a subject on a stretcher.
A potential application for this approach is the reduction of the radiation dose of patients being
exposed to X-rays during a CT examination. During the time of this thesis, several data sets
ix
were recorded. These data sets contain the ground truth body weight, as well as the data from
the sensors. They are available for the collaboration in the field of body weight estimation for
medical applications.
x
Zusammenfassung
Diese Arbeit zeigt eine optische Ko¨rpergewichtsscha¨tzung, welche fu¨r medizinische Anwendungen
geeignet ist. Ein ga¨ngiges Szenario, in dem eine Gewichtsscha¨tzung beno¨tigt wird, ist die
Notfallbehandlung von Schlaganfallpatienten: Falls ein ischa¨mischer Schlaganfall vorliegt, erha¨lt
der Patient ein auf das Ko¨rpergewicht abgestimmtes Medikament, um einen Thrombus in einem
Gefa¨ß aufzulo¨sen. Die Genauigkeit der Gewichtsscha¨tzung hat direkten Einfluss auf den Erfolg
der Behandlung. Hinzu kommt, dass die Behandlung so schnell wie mo¨glich nach der Ankunft
im Krankenhaus erfolgen muss, um eine erfolgreiche Behandlung zu garantieren. Das Wiegen
eines Patienten ist zeitaufwa¨ndig und der Patient mu¨sste hierfu¨r bewegt werden. Des Weiteren
ko¨nnen viele Patienten aufgrund des Schlaganfalls nicht ihr eigenes Gewicht mitteilen. Daher
ist es heutzutage u¨blich, dass A¨rzte das Gewicht scha¨tzen. Erha¨lt ein Patient eine zu geringe
Dosis, steigt das Risiko, dass sich der Thrombus nicht auflo¨st und das Gehirngewebe dauerhaft
gescha¨digt bleibt. Eine U¨berdosis kann dagegen zu Blutungen und weiteren Komplikationen
fu¨hren. Ein Drittel der Patienten erha¨lt heutzutage eine unzureichende Dosis. A¨rzte sind sich
dessen bewusst, aber derzeit gibt es kein alternatives Vorgehen.
Diese Arbeit pra¨sentiert Elemente und Gera¨te zur Messung und Scha¨tzung des Ko¨rpergewichts,
die im medizinischen Umfeld verwendet werden. Zwar sind Waagen im Krankenhaus u¨blich,
aufgrund des engen Zeitfensters fu¨r die Behandlung ko¨nnen sie aber nur schlecht in den Be-
handlungsablauf von Schlaganfallpatienten integriert werden. Der Abschnitt zum Stand der
Technik zeigt verschiedene Sensorsysteme und Algorithmen. Das hier gezeigte System – genannt
Libra3D – besteht aus einem Computer im Behandlungsraum, sowie den in der Decke integrierten
optischen Sensoren. Fu¨r die Gewichtsscha¨tzung befindet sich der Patient auf einer Liege im
Blickfeld der Sensoren. Die drei Sensoren – zwei RGB-D- und einer Wa¨rmebildkamera – sind
intrinsisch und extrinsisch kalibriert.
Des Weiteren werden Algorithmen zur Sensorfusion vorgestellt, welche die Daten fu¨r eine
erfolgreiche Segmentierung des Patienten zusammenfu¨hren. Eine Kombination aus verschiedenen
ga¨ngigen Bildverarbeitungs- und Punktwolken-Algorithmen lokalisiert den Patienten auf der
Liege. Die Herausforderung in diesem Szenario mit dem Patienten auf dem Bett sind sta¨ndige
Vera¨nderungen, darunter auch andere Personen oder medizinische Gera¨te im Sichtfeld. Nach
der erfolgreichen Segmentierung werden Merkmale von der Punktwolke des Patienten extrahiert.
Diese Merkmale beruhen auf geometrischen und statistischen Eigenschaften und bieten robuste
Werte fu¨r das nachfolgende maschinelle Lernverfahren. Die Scha¨tzung des Gewichts basiert
letztlich auf einem zuvor trainierten ku¨nstlichen neuronalen Netz.
Das Kapitel zu den Experimenten zeigt verschiedene Kombinationen von Werten aus dem
Merkmalsvektor. Zusa¨tzlich wird der Ansatz mit Methoden aus dem Stand der Technik ver-
glichen: der Scha¨tzung des Patienten, des Arztes, und einer anthropometrischen Scha¨tzung.
Bis auf die eigene Scha¨tzung des Patienten u¨bertrifft Libra3D hierbei alle anderen Methoden:
95 Prozent aller Scha¨tzungen weisen einen relativen Fehler von weniger als 10 Prozent zum
realen Ko¨rpergewicht auf. Dabei beno¨tigt das System wenig Zeit fu¨r eine Messung und kann
einfach in den Behandlungsablauf von Schlaganfallpatienten integriert werden, ohne A¨rzte zu
behindern. Des Weiteren zeigt der Abschnitt fu¨r Experimente zwei weitere Anwendungen: Die
extrahierten Merkmale ko¨nnen dazu verwendet werden das Gewicht von stehenden und auch
laufenden Personen zu scha¨tzen, die sich vor einer 3D-Kamera befinden. Daru¨ber hinaus ist es
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auch mo¨glich den BMI von Patienten auf einer Liege zu bestimmen. Diese kann die Strahlenex-
position bei CT-Untersuchungen beispielsweise verringern. Wa¨hrend dieser Dissertation sind
einige Datensa¨tze entstanden. Sie enthalten das reale Gewicht, sowie die dazugeho¨rigen Sensor-
daten. Die Datensa¨tze sind fu¨r die Zusammenarbeit im Bereich der Ko¨rpergewichtsscha¨tzung fu¨r
medizinische Anwendungen verfu¨gbar.
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Chapter 1
Introduction
Although in some tasks computers outperform the human brain, for example in mathematics,
the brain can easily outperform a computer in tasks like perception. While we know precisely
which part of a computer is responsible for a certain task, this is not clear in the case of the
brain. Therefore, researchers are looking for a way to map the brain and its functions [208].
1.1 The Human Brain
Before the moment of birth, the brain controls and monitors all other organs in the human body.
These organs can be seen as the actors of a machine. Without the brain, unconscious tasks like
breathing would not be possible. The lungs would not know how to act after birth, and therefore
the body could not receive the necessary oxygen. The heart is also triggered by the brain to beat
in a given way. If higher blood flow is needed, the brain signals the heart to increase its pumping
rate. Conversely, it gives the signal to slow down when someone is resting. Conscious motions
augment these ongoing controls. To grasp a glass of water, several muscles must be monitored at
the same time. Within the control loop, feedback is gathered by the sense of touch in the tips of
the fingers. Thus, grasping small and fragile objects is possible without breaking them. Speaking
a single word is achieved by controlling 70 muscles, including those of the lips and tongue, even
for simple words [4].
The brain receives many external signals, and all signals from the senses are processed to
enable reactions. Vision, hearing, smell, taste, and touch are used to perceive the environment.
Furthermore, the brain is responsible for emotions. Being stressed, happy, frustrated or angry
are signs of ongoing processes caused by the environment. On the one hand, emotions might be
shown with facial expressions, mimicry or sounds [60]. On the other hand, they might also exist
only in the awareness of the person experiencing them.
The brain is not perfect from the beginning: it never stops learning and it remembers external
influences. Walking, speaking or learning to interpret someone’s feelings by their facial expression
are skills achieved by learning. The experiences remembered by the brain affect personality and
likes and dislikes. One person might be interested in creative tasks, such as art and music, while
someone else might be more interested in sports or research.
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The brain needs certain nutrients, especially in fetal or early postnatal life [219]. The nutrients
should contain carbohydrate, protein, fat, minerals and vitamins to achieve performance. The
brain needs one-fifth of the oxygen demand in the human body [175]. The blood flow via the
carotid artery supplies the brain with oxygen while removing carbon dioxide as a product of
metabolism. A continuous blood flow is required to provide the brain with oxygen. If this blood
flow is impaired, the brain loses its energy supply. Therefore, it cannot fulfill its tasks.
1.2 Stroke
A stroke is the sudden death of brain cells in a localized area due to inadequate blood flow.
Annually, more than 15 million people around the world suffer a stroke. Approximately one third
of these people die, and one third remain permanently disabled [136].
Stroke can have different causes. The two most common types of stroke are ischemic stroke
and intracranial hemorrhage. About 87 percent of strokes are ischemic strokes with an occlusion
of brain vessels caused either by local thrombosis or embolism (see Figure 1.1a) [41]. Early
therapeutic strategies aimed to dissolve the underlying clot and to restore sufficient blood
flow to the affected parts of the brain. This included systemic intravenous thrombolysis and
interventional approaches with mechanical thrombectomy. In the case of intracranial hemorrhage
(see Figure 1.1b), a vessel within the brain ruptures. As well as the resulting critical shortage of
blood supply, the accumulation of blood within the inflexible skull may create excess intracranial
pressure [95]. Therapeutic strategies focus on prevention of further hemorrhage and control of
intracranial pressure. Depending on the cause, size and localization of the hemorrhage, this
involves either medical or surgical approaches [201].
Initially, some stroke patients may not even realize that their symptoms are related to an acute
stroke since they or their relatives do not know the typical stroke symptoms. In contrast to a
cardiac infarction, stroke symptoms are usually not accompanied by pain. Temporary symptoms,
e.g., in the case of a transient ischemic attack, might be underestimated or not taken seriously at
first. In addition, some patients might not be able to communicate their symptoms or to call
for help because of speech disorders such as aphasia. Therefore, many stroke patients receive
very late or insufficient treatment for acute stroke. About 50 percent of all emergency calls were
made within the first hour after the onset of stroke symptoms [140]. Furthermore, the National
Hospital Ambulatory Medical Care Survey (NHAMCS) demonstrated that only 53 percent of
(a) Clot in vessel (b) Rupture of vessel
Figure 1.1: Ischemic and hemorrhagic stroke: In the case of an ischemic stroke, a blood clot in a vessel
interrupts the blood flow (a). In the event of a hemorrhagic stroke the vessel is ruptured, causing bleeding
in the brain (b). Both scenarios result in a reduced supply of oxygen to the surrounding brain tissue.
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all stroke patients use Emergency Medical Services (EMS), although the treatment of patients
brought by EMS starts earlier and leads to better chances of recovery [137]. In contrast to a
cardiac infarction, people involved can give limited aid to the person having a stroke. Even an
emergency physician can only give limited help outside a hospital setting with adequate imaging
modalities, e.g., Computer Tomography (CT) or Magnet Resonance Imaging (MRI) scanners.
Typical stroke symptoms are sudden hemiparesis, one-sided palsies or numbness in the face
or one leg or arm. Further symptoms include sudden confusion, trouble speaking or difficulty
understanding speech, sudden vision disorder in one or both eyes, double vision, sudden difficulty
in walking, dizziness, loss of balance or lack of coordination. In rare cases, sudden severe headache
with no known cause can indicate an acute stroke. Each of these symptoms can occur on its
own, although a combination of them is possible and common. Particular symptoms can indicate
the brain area where the stroke is located, e.g., a stroke in Broca’s area, which is responsible
for speaking, may lead to severe speech disorders. In addition, knowledge of grammar can be
lost, and patients may have problems forming correct sentences. In contrast to that, damage in
Wernicke’s area can lead to a loss of understanding of speech. Affected people might also have
problems assigning noises to their sources, e.g., a car driving by [215, 193].
Typical risk factors for ischemic stroke are age above 60 years, high blood pressure, and other
cardiovascular diseases. In addition, lifestyle is one of the highest risk factors. Heavy alcohol
usage and smoking increase the risk of having a stroke. Nutrition containing a large amount of
fat can lead to high cholesterol and obesity, both primary risk factors for stroke. The incidence
of stroke is declining in many industrial and developing countries because of better health care or
regulation of smoking and alcohol consumption. However, the number of strokes increases with
an aging population, higher life expectancy and increasing comorbidities in this age group. The
average age for suffering a stroke is 72 years with a standard deviation of around 12.1 years [6].
In the case of an ischemic stroke, doctors focus on dissolving the vessel-occluding blood clot
as fast as possible. In this regard, it is crucial to optimize emergency procedures, including
pre-hospital and in-hospital procedures. In this context, the Door-to-Needle Time (DNT) is
the most important benchmark parameter for in-hospital processes. It starts when the patient
arrives at the hospital, passing the entrance, and it stops when the patient receives treatment to
dissolve the blood clot via Intravenous (IV) lysis. Within this time, physicians take an anamnesis,
perform a short neurological examination, take blood samples and perform brain imaging via CT
or MRI to check whether the patient has had a stroke or whether another disease is causing the
symptoms. To reduce the DNT, hospitals set up specialized stroke teams for treatment. When an
ambulance transports a patient with stroke symptoms, pre-notification of the receiving hospital
staff is a top priority in order to improve the DNT, as shown by Learmonth et al. [116]. The
stroke team can then prepare for the newly arriving patient according to the recorded symptoms
and the patient’s medical history. A medical imaging device – CT or MRI – can be pre-reserved
for this patient, so that the team does not lose valuable time for diagnostics. International
guidelines recommend a DNT of less than 60 minutes [66, 103]. However, this recommendation
often cannot be achieved because of a delay in diagnosis or treatment. Bray et al. [29] conclude
that larger hospitals with specialized physicians can provide faster – and for this reason better
– stroke treatment. Larger hospitals treat more patients over the year, and so the physicians
have more routines for stroke treatment [195, 194]. To standardize the treatment of strokes,
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and therefore improve the outcome, Jauch et al. [95] note eight essential steps for the correct
treatment of stroke patients. Table 1.1 presents these eight steps.
1.2.1 Diagnosis
Relatives or physicians can mistake the symptoms of a stroke for other issues. Therefore,
an attending physician must check the anamnesis. One example of a mimicking disease is
hypoglycemia. For a patient with a history of diabetes, the blood glucose might be an indicator
[95]. Another example is Wernicke’s encephalopathy. Due to the lack of vitamin B1, paralysis of
motion or speech can occur. This disease often occurs in patients having a history of alcohol
abuse [95]. Mandatory tests for the diagnosis of a stroke are given by the ”Guidelines for
the Early Management of Patients With Acute Ischemic Stroke”, published by the American
Stroke Association [95, 170]. Not all test results may be available by the time treatment starts.
Nevertheless, the medical imaging, the level of blood glucose and the level of oxygen saturation
are mandatory for starting treatment [95].
Doctors can only distinguish the different types of stroke by medical imaging. Figure 1.2 shows
a CT and an MRI scan of an ischemic stroke. In the non-contrast CT image, the ischemic stroke
can hardly be seen. In contrast to that, the MRI with Diffusion Weighted Imaging (DWI) shows
a clear loss of gray matter in the right hemisphere. Kang et al. [100] showed in a small study
that CT-based screening has an average DNT of 67.5± 22.5 minutes. In contrast, MRI-based
screening leads to an average DNT of 86.8± 21.5 minutes. However, the outcome of screening did
not vary significantly. Additionally, CT scanners are more common than MRI devices. Due to
the strong magnetic field produced by the MRI, the device is not easy to access and some patients
have to be excluded from it. Patients with pacemakers, aneurysm clips or other ferromagnetic
material in their bodies cannot be safely imaged via MRI [207].
Radiologists distinguish between two states of damaged brain tissue: the umbra (infarct core)
is dead brain tissue which cannot recover from the damage. The brain cells in this area are
necrotic and perform no function for the body. The adjoining damaged brain tissue is called the
penumbra, and here, tissue can potentially recover from damage if blood flow and nutrition are
resumed in time; otherwise, the penumbra dies, and this brain tissue is also lost.
Table 1.1: Stroke chain of survival by Jauch et al. [95].
detection patient or bystander recognition of stroke signs and symptoms
dispatch immediate activation of emergency call and priority EMS dispatch
delivery prompt triage and transport to most appropriate stroke hospital and pre-hospital
notification
door immediate ED triage to high-acuity area
data prompt ED evaluation, stroke team activation, laboratory studies and brain imaging
decision diagnosis and determination of most appropriate therapy, discussion with patient and
family
drug administration of appropriate drugs or other interventions
disposition timely admission to stroke unit, intensive care unit or transfer
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(a) CT image of an ischemic stroke (b) MRI image of an ischemic stroke
Figure 1.2: Radiography of an ischemic stroke from CT and MRI with DWI imaging: While the ischemic
stroke is hardly visible in the CT image, the infarct is clearly visible in the MRI image. Source (a,b):
Case courtesy of A. Prof. Frank Gaillard, Radiopaedia.org, rID: 21849 [174].
To clinically quantify different degrees of stroke severity, several stroke measurements exist.
The National Institutes of Health Stroke Scale (NIHSS) is the most common scale for gauging
the level of stroke severity [111]. The symptoms of the patient are described in eleven categories,
giving a certain score in each category. The protocol is repeated multiple times within the
first days at a stroke unit, to check if the stroke symptoms improve but also to detect possible
neurological deterioration. Furthermore, assessing stroke severity in this way allows prediction of
stroke outcome. By adding the patient’s medical history to the NIHSS score, even mortality can
be predicted [195].
1.2.2 Treatment of Ischemic Stroke with tPA
Approved in 1996 by the U.S. Food and Drug Administration (FDA), Tissue(-type) Plasminogen
Activator (tPA) is still today’s state-of-the-art medication for IV thrombolysis of acute ischemic
stroke [232]. The enzyme tPA improves the conversion of plasminogen to plasmin within the
coagulation system. Plasmin degrades many blood plasma proteins, including fibrin (fibrinolysis)
and is therefore responsible for the breakdown of a blood clot. The time window for treatment
with tPA is narrow. The probability of a good outcome and the numbers of patients that can
potentially benefit from the treatment decrease with time. Initially, CT-based tPA treatment
was approved only within three hours of stroke symptom onset. Based on study results, systemic
IV thrombolysis is now approved within the first 4.5 hours after symptom onset [76]. Ideally, the
dose is given as soon as possible, e.g., in the first hour after symptom onset [183]. This narrow
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(a) CT scanner, Source: [198] (b) MRI scanner, Source: [127] (c) Mobile stroke unit in an ambu-
lance, Source: [200]
Figure 1.3: Medical imaging devices to diagnose strokes: The fastest way to determine if a patient
has an ischemic or hemorrhagic stroke is via a CT scan (a). In contrast, diagnosis based on MRI (b) is
time-consuming and not suitable for every patient due to the magnetic field. Nevertheless, the quality of
the acquired images is superior compared to CT. To reduce the time between the first appearance of the
symptoms of a stroke and the confirmed diagnosis, small head CT scanners are integrated into special
ambulances (c).
time window is often called the golden hour. In an extended time window, adverse effects such
as internal bleeding may dominate if the blood clot is dissolved and blood flow is restored, but
the brain tissue is already irretrievably destroyed. In addition, an intracranial hemorrhage can
appear. Furthermore, the attending physician needs to know the pre-existing conditions of the
patient, if possible. Recent surgery within the last weeks, internal bleeding or the intake of a
blood thinner all lead to exclusion from treatment with tPA. If tPA is given to a patient for whom
the drug is not suitable, it can cause internal bleeding. Nevertheless, it is the treating physician’s
task to decide in each case which treatment is most appropriate for a particular patient. Since
the release of tPA, several guidebooks for the treatment have been released [95, 2]. Every year
the American Heart Association releases the statistics for stroke [142, 18], providing the current
trends in the origin of strokes and guidelines for treatment. For carefully selected ischemic stroke
patients, (for example, with evidence of a proximal intracranial vessel occlusion, small infarct
core and large penumbra volumes), mechanical thrombectomy provides an additional treatment
opportunity [99, 7]. A catheter is used to position a stent to break up the clot mechanically
and to retrieve it from the vessel. Thrombectomy can also be considered if patients have to be
excluded from treatment with systemic tPA.
Several approaches exist to improve success in stroke treatment and health care has improved
over the last decades. Better medical imaging using MRI and CT enhances the detection of
strokes. Therefore, physicians can calculate the risks of different treatments and medications.
Figure 1.3a and Figure 1.3b show the two common medical imaging devices. New drugs are under
investigation to dissolve blood clots even faster with fewer adverse effects. Highly specialized
stroke units have been established in hospitals since 1990 in Germany, to accelerate the treatment
of stroke patients. These stroke units are led by experts with high access to monitoring and
medical imaging equipment. Today, there are even mobile stroke units to accelerate the treatment
further. In an ambulance equipped with a small head CT scanner, physicians can start the
treatment on the way to the hospital, as shown in Figure 1.3c. If a doctor is not sure about
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treatment, several physicians can be consulted using telemedicine, sharing necessary patient data
and vital signs [200].
Studies show that faster treatment might achieve the biggest gain in stroke treatment [95,
118]. The quotation time is brain refers to the rapid loss of brain tissue without treatment [182].
An average patient loses 1.9 million neurons for each minute the stroke remains untreated. The
process of care can improve the outcome of stroke significantly, as shown by Langhorne et al.
[114].
1.3 Body Weight Adapted Dosing
One of the biggest challenges for a physician in applying tPA to a patient is determining the
correct dose. The dosage must be adapted to the patient’s body weight, with 0.9mg/kg. A
maximum dose of 90mg is set for patients heavier than 100 kg. Common weighing devices, such
as scales, are hard to integrate into the process of treatment in an emergency room. Furthermore,
many stroke patients cannot stand up for weighing due to their symptoms. In addition, severe
injuries or motor symptoms prohibit easy weighing procedures for many patients. In a registry
with 27,910 stroke patients, only 14.6 percent were weighed [56]. Furthermore, asking the patient
for his or her own body weight can be problematic. In clinical routine, many emergency patients
are unable to communicate information on their body weight because of their symptoms, for
example, decreased consciousness or neurological disorders. They may simply not know their
body weight [31]. Elderly patients might suffer from dementia and therefore are not able to
provide a reliable value for their body weight. Diseases like ischemic stroke entail a very narrow
time window for treatment and do not allow for the time needed to weigh each patient in an
emergency situation. Therefore, visual estimation of the patient’s body weight by the attending
physician in the emergency room has become a common routine. This approach carries the risk
of estimation errors [42, 46, 135, 130, 63] and may result in dosing errors, which have been shown
to occur in weight-based emergency medication [37, 68]. A physician can guess a patient’s weight
more accurately if they are similar regarding age, gender, and constitutional type. Furthermore,
it is better to average the body weight estimation, with several doctors making a suggestion
independently. Nurses are often better at estimating weight than doctors [31].
Less complicated and more precise methods for evaluating body weight are required for
emergency patients, to minimize potential dosing errors.
1.4 Objectives and Contributions
The contributions of this thesis are presented to conclude the introduction. Within the thesis,
the emphasized questions will be answered concerning the topic of visual body weight estimation.
In 2012 the Technische Hochschule Nu¨rnberg Georg Simon Ohm (Engl. Nuremberg Institute
of Technology) (THN) was asked by Siemens AG in a small mission-oriented research study to
demonstrate whether body weight estimation for emergency patients can be achieved with a 3D
camera. A single Microsoft Kinect camera was used, mounted over the patient lying on a medical
stretcher. Early experiments, working with background subtraction and a familiar environment,
achieved adequate results. However, the scenario was very limited, with a fixed position for the
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camera as well as a fixed position and background for the patient lying on the stretcher. In
addition, the approach was only tested for around 10 people, mostly THN students lying on a
stretcher. Therefore, the first question is as follows.
• Does a low-cost consumer camera achieve enough accuracy for body weight estimation?
The Microsoft Kinect was released in December 2011 as a consumer 3D camera achieving
similar accuracy as state-of-the-art sensors, with a price of around 100 euros. After the release,
publications about 3D perception, registration, and scene reconstruction increased significantly.
Having such a low-cost sensor for the application of body weight estimation would ease the
clinical integration, although the sensor was not certified for clinical usage at that time. Other
comparable sensors with a certified standard for the industry can have a price several times higher
than the Kinect. In addition, some of them, such as ToF cameras, are not suited for medical
applications because their high emission of light means that they do not meet the eye-safety
requirements for the usage outside of a laboratory [157].
As already mentioned, it is still state of the art for physicians to estimate the body weight of
a patient visually. With an error rate of around one third, physicians are aware of the fact that
visual body weight estimation is not sufficient. To date, a reliable and fast approach for weight
estimation in stroke patients has been missing.
• Is a visual body weight estimation more reliable than state-of-the-art methods?
The clinical usage indicates the value of this thesis for real patients from the emergency room.
This data set reflects a wide variety of different patients, body weights, shapes, ages and more.
The direct collaboration with the Department of Neurology at the University Hospital Erlangen
and with Siemens Healthcare GmbH is ideal for such a research project, bringing the theoretical
results into real health care applications.
During this research, when experiments showed increased performance over the first two
years, people at conferences often asked if the presented method would work for standing or
even walking people. Weighing standing people can easily be done on standard spring scales.
However, the automatic weighing of several people in a short time could offer a benefit in some
applications. Since 2017, the Finnish airline Finnair has weighed passengers to obtain the total
weight of an airplane for take-off. While the weight of baggage is measured on scales, the weight
of the passengers is only roughly estimated using standardized weights [172]. Precise knowledge
about the weight allows the possibility of optimizing fuel requirements and therefore operating
costs [62]. In 1985, a McDonnell Douglas DC-8 jetliner crashed with 256 people on board. One
reason for the crash might have been the underestimation of on-board weight, as was mentioned
in the occurrence report [26]. Furthermore, the motivation for a visual weight system is increased
since objects that the subject is wearing or carrying, e.g., a backpack, can be filtered out for
weight estimation.
The body weight can further be used to improve the outcome in identification [3]. While
most soft biometrics can be altered quickly with little effort, for example, dyeing the hair or
putting on heavy makeup, the body weight cannot be changed immediately. In addition, the
shape of the body is visible from a distance, in contrast to small soft biometrics such as the color
of the eyes [49]. Therefore, the contribution in the clinical setting with the patient lying on a
stretcher is extended towards a more generalized approach.
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• How reliable is the estimation of body weight for standing or walking people?
In summer 2017, THN was contacted by the radiology unit of a local municipal hospital. One
of the employees had read about the system in the newspaper and was interested in whether
the system could also be used to estimate the BMI of lying subjects. It is common to forward
the BMI of a patient to the CT scanner to reduce the radiation dose to a minimum. Patients
with a low BMI can be scanned using less radiation to get an adequate image, while a higher
BMI demands a higher radiation dose. Receiving a high dose of radiation from a CT scan in
childhood can increase the risk of leukemia [156]. Conceptually, few adaptions would be required
to integrate the system into CT scanning, compared to the stroke scenario.
• Can the approach estimate the BMI of a patient on a stretcher?
The final contribution to this thesis consists of the recorded data sets. These data sets allow
other researchers to contribute to the field of visual body weight estimation. The data sets
contain the recorded sensor data, the ground-truth body weight and some soft biometrics.
The approach developed here provides a novel method for body weight estimation with the
focus on clinical application, by combining state-of-the-art algorithms from image processing and
machine learning. The funded project – called Libra3D – started in October 2014 and ended
in September 2016. Project partners were THN, the University Hospital Erlangen, Germany
and Siemens Healthcare GmbH, Kemnath, Germany. Most of the contributions listed here were
published as conference papers during the project.
1.5 List of Publications
The following papers were published during the last four years of this study. The content of
these papers is included in this thesis and marked with references. If necessary, the papers are
cited within the text.
Journal Articles
• Christian Pfitzner, Stefan May and Andreas Nu¨chter: Body Weight Estimation for Dose-
Finding and Health Monitoring of Lying, Standing and Walking Patients Based on RGB-D
Data, Sensors 2018, 18, 1311. [161]
Conference Proceedings
• Christian Pfitzner, Stefan May and Andreas Nu¨chter: Evaluation of Features from RGB-D
Data for Human Body Weight Estimation, In Proceedings of the 20th World Congress of
the International Federation of Automatic Control, 9-14 July 2017, Toulouse, France, 2017.
[162]
• Christian Pfitzner, Stefan May and Andreas Nu¨chter: Neural Network-based Visual Body
Weight Estimation for Drug Dosage Finding. In Proceedings of the SPIE Medical Imaging
Conference on Image Processing, San Diego, CA, USA, March 2016. [164]
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• Christian Pfitzner, Stefan May, Christian Merkl, Lorenz Breuer, Martin Ko¨hrmann, Joel
Braun, Franz Dirauf and Andreas Nu¨chter: Libra3D: Body Weight Estimation for Emer-
gency Patients in Clinical Environment with a 3D Structured Light Sensor, In Proceedings
of the IEEE International Conference on Robotics and Automation, Seattle, WA, USA,
May 2015. [163]
Attended Ph.D. Forum
• Christian Pfitzner. Robotic Vision in Medical Applications: Visual Weight Estimation
for Emergency Patients. Workshop Proposal to the Ph.D. Forum at the International
Conference on Robotics and Automation (ICRA ’15), Seattle, WA, USA, May 2015. [160]
Patents
• Christian Pfitzner, Stefan May and Christian Merkl: Vorrichtung und Verfahren zur
optischen Erfassung eines Gewichtes einer Person, Deutsches Patent. Submission date:
February 29th 2016. [158].
Data Sets
• Pfitzner, Christian. RGB-D(-T) Data sets for Body Weight Estimation of Stroke Patients
from the Libra3D Project. Open Science Framework, June 20th 2017. [159]
1.6 Structure of this Thesis
For the reader’s convenience, each chapter has a summary at the end of each section. The thesis
is structured as follows.
• Chapter 2 discusses related work on body weight measurement. Considering common
body weight measurement devices and their principles, this chapter also gives an insight
into body weight estimation with a focus on its applicability in emergency situations.
Furthermore, the state of the art presented here is structured by body weight estimation
for lying, standing, and walking subjects.
• Chapter 3 shows the clinical environment and details of experiments are described. In
addition, the sensor concept is discussed and examined with regard to its characteristics
and the benefits of a visual body weight estimation system. Various characteristics of the
applied sensors are compared and sensor fusion of three sensors is explained.
• Chapter 4 illustrates the segmentation of the patient on the stretcher from the environment.
Filters and common segmentation approaches based on the fused point cloud are presented.
• Chapter 5 shows the extraction of selected features and the calculation for body weight
estimation. The features are extracted from the segmented point cloud of the patient.
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• Chapter 6 presents the estimation of the body weight based on the previously extracted
feature vector and an Artificial Neural Network (ANN). The structure of the applied ANN
is also presented, as well as the process of learning with improved generalization based on
recorded data sets.
• Chapter 7 presents the results for body weight estimation, based on different data sets
recorded from people lying on a stretcher in a trauma room. Furthermore, the results of
Libra3D are compared to the accuracy of weight estimation by physicians, the patient’s
self-estimation and an established anthropometric method based on body height, waist
circumference, and hip circumference. Additional experiments with people standing and
walking in front of an RGB-D camera demonstrate the algorithm’s versatility. In addition,
the sensor’s characteristics are tested for accuracy of estimation by reducing the size of the
point cloud.
• Finally, Chapter 8 concludes with a discussion of future work and possible improvements.
Future applications based on the algorithm presented here are illustrated.
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Chapter 2
Related Work
The unit kilogram is the last SI unit which is not defined by a natural constant. Since 1889,
a cylinder made of a platinum-iridium alloy has represented this SI unit. The cylinder should
have the same weight as water filling a rectangular volume of 0.1× 0.1× 0.1 cubic meters with a
temperature of 4 °C, where water has the highest density [110]. Based on this cylinder, several
copies were manufactured to calibrate sets of scales. However, the cylinder which is stored in
the International Bureau of Weights and Measures (French: Bureau International des Poids et
Mesures), protected under three glass bells, changed weight over time [51]. Comparing the first
kilogram with its copies, either it became lighter or the copies became heavier. Damage, abrasion
or oxidation can change the weight. Research today is pursuing a less problematic definition of
the kilogram. One method could be via the Avogadro experiment, where the kilogram can be
defined by a fixed number of atoms in an isotope [12]. Another possibility could be the watt
balance, where the weight is related to the electrical power [202, 167]. At the General Conference
on Weights and Measures in 2018, researchers will try to define the kilogram based on a new
method; probably one of the two presented approaches.
This chapter describes state-of-the-art weight measuring devices and methods for weight
estimation applicable for medical use with a focus on stroke patients.
2.1 Traditional Weight Measurement
Measuring the weight of an object can be achieved via various physical principles. The most
common method is to use scales, although these can operate via different principles. One of the
oldest principles is the direct comparison with a given weight. This type of mechanical balance
can only show a difference in weight with respect to a given reference weight. Figure 2.1a shows
such a balance. The object to be weighed is placed on one of the scale pans, which will then
move downwards due to gravity. On the empty pan, weights are added until both scale pans
are level. Often, an additional tongue is applied to the scale to improve accuracy and comfort
for the user when checking whether both pans are level. To obtain the weight of the object, all
the weights on the other pan must be summed. The accuracy of such a scale is limited due to
friction and the discrete subdivision of the reference weights, for example, 1 g, 10 g or 1 kg.
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(a) Balance scales, Source: [222] (b) Spring scales with a rota-
tional spring.
(c) Strain gauge.
Figure 2.1: Different principles in weight measurement: The balance scales indicate whether the objects
on both pans have the same weight with the tongue in the middle of the scale (a). To obtain the weight
of an object, the other pan is filled with known reference weights. Another approach to measuring weight
is the use of spring scales (b). Often, modern scales use strain gauges (c): under tension or pressure, a
strain gauge changes its length and therefore its electrical resistance. This change is measurable using a
microcontroller with an analog-digital converter.
Another mechanical approach is weight measurement using a spring. With a linear spring
extension rate and an applied force, the spring extension corresponds linearly with the weight [48].
Spring scales can work on different principles, for example, pull springs, compression springs or
torsional springs. Pull and compression springs work because the weight force accelerates an
object with g = 9.81 m
s2
towards the ground, with force F = m · g. A torsional spring acts with
the help of the spring pressure, which is defined by Fs = Fmax · ααmax , where Fmax is the maximum
spring pressure, α is the angle of rotation and αmax is the maximum angle. Figure 2.1b shows a
scale with a pull spring. Spring scales easily reach an accuracy of 0.1 kg. The accuracy of all
mechanical scales is limited because of friction or non-linear spring extension rates [122].
Today’s most common method of weight measurement is using electronic scales. Resistance
strain gauges react to changes of pressure and therefore change their resistance value. Figure 2.1c
shows a schematic of a strain gauge. The conductive trails on a strain gauge contract under
pressure and expand when the pressure is released. The limitation in accuracy is determined
by the linear characteristics of the resistance strain gauge and the manufacturing process used.
A set of electronic scales has the advantage that the weight can be filtered in time, e.g., an
averaging window can be applied over time to minimize the impact of someone stepping on the
scales. Further, the weight can be forwarded to a display or processed for transmission to another
system. Based on the principle of strain gauges, several modern possible weighing devices for
people exist. Standing scales represent one of the most common types of scales. Figure 2.2a
shows a set of standing scales used for medical observations.
With the focus on stroke patients, this method has the disadvantage that the patient must
stand independently for successful weight rating. As an alternative to standing scales, chair
scales exist, developed for seniors to be weighed while sitting. The weighing process is eased for
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(a) Standing scales (b) Chair scales (c) Bed scale
(d) Platform bed scale (e) Bed with integrated scales
Figure 2.2: Different devices for weighing in the hospital environment: The most common way to obtain
the body weight is with a set of standing scales if the patient is able to stand (a). If not, chair scales (b)
are an alternative to balancing. If the patient is already lying in bed and cannot be moved, bed scales are
the best solution to obtain the body weight (c-e). Source (a-d): [196]; Source (d): [204]
immobile patients. However, unconscious persons cannot be weighed with these types of scales.
Figure 2.2b shows a set of chair scales for clinical usage.
The weights of patients reclining on a stretcher or patient table can be acquired in principle
via different kinds of force sensing. Scales situated on the floor which can weigh the whole bed
with the patient on it are available for use in hospitals. These scales measure the vertical force
of gravity. Bed scales exist with different constructions. Fixed bed scales are integrated into
the ground forming a rectangular weighing area. Mobile rectangular bed scales also exist, see
Figure 2.2d. These can be set up by nursing staff, as they have a small ramp for moving the bed
into the weighing area. The setup time for these is one to two minutes, which can be crucial if
time is short. A third category consists of four mobile units which are attached to the bed. By
pressing a lever, the bed is raised a few millimeters, and the scale value on each wheel is summed
to obtain the total weight. Figure 2.2c illustrates such a set of scales with a weighing unit for
each wheel [197]. Unfortunately, this type does not work with all medical stretchers. If there
are large wheels, the weighing devices might not fit, or the stretcher may have an additional
fixed fifth wheel in the middle under the bed, to ease steering. There is a high uncertainty in the
patient’s weight determination with all types of bed scales, as the exact tare for all stretchers
with their individual accessories is usually not known precisely. Additional parts of the bed might
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be attached, such as handlebars, infusion bags or other medical monitoring devices – all of these
would increase the error in measurement if a default weight for a bed is used. The only adequate
way to minimize errors for bed scales is to measure the empty bed first, set the tare weight and
then place the patient on the bed. However, this procedure is time-consuming, and the patient
has to be moved.
Swersey [204] considers a set of scales which is integrated into the bed, weighing only the
reclining area including the mattress and the stretcher. The effect of different attachments is
therefore minimized. Figure 2.2e shows a schematic of the bed with the integrated scales.
To reduce the effect of the different tare weights of beds, weighing bedspreads consisting of
several strain gauges arranged in a grid pattern are applied. The bedspread is placed between
the mattress of the stretcher and the patient. The impact of a potentially incorrect tare weight
is therefore minimized, and the weighing takes place closer to the subject [152]. Attachments
mounted on the bed do not disturb the weight measurement.
For stretchers used in medical imaging applications, there are some alternative methods in
use or proposed for patient weight acquisition, mainly utilized to improve the imaging control
parameters. In some cases, the motor current or the hydraulic pressure in the lifting device is
measured. This is proportional to the vertical force of the table itself and the patient on it. Due
to friction and other disturbing effects, the weight determination is usually very coarse [21]. An
alternative method is to accelerate the tabletop with the patient on it, using a predetermined
force F over a short distance in a horizontal direction. From the resulting velocity progression ∆v,
the mass of the patient’s body can be calculated using the equation of motion F = m · a [110].
2.2 Weight Estimation Methods
This section focuses on approximations and estimations of the weight. In case the measurement
is hardly possible, an estimation can be sufficient for some scenarios.
2.2.1 Weight Estimation Devices
To approximate body weight in a medical scenario, hardware devices exist. These devices help
to measure anthropometric features, e.g., the patient’s body height, waist or hip circumference.
Common forms are rulers or measuring tapes. The Broselow tape is such a measuring device
and was developed in 1985 by James Broselow and Robert Luten to approximate the body
weight of children for dosing and emergency treatment. It provides nine different weight groups
for children younger than 12 years having a weight lower than 36 kg [33]. A colored scale on
the measuring tape relates to various medical sets, prepared for the treatment of the different
weight groups in case of an emergency, with the focus on saving time [32]. Further, the color
assignment to different doses helps to minimize errors in dosing. Children are more sensitive to
incorrect dosages because their organs are not fully developed. Additionally, an overdose can
occur more easily for children and the concentration of the active substance in the medicine
is the same for children and adults. To overdose an adult, often several syringes are necessary.
In contrast, it might only take one syringe to overdose a child. Since the development of the
Broselow tape, several studies have illustrated that it is reliable for use by first-aid personnel [9,
5]. However, some studies demonstrate that the Broselow tape is not reliable for all ethnic groups.
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(a) Broselow tape, Source: [223] (b) Estimation ruler for children, Source: [1]
Figure 2.3: Weight approximation devices
Applying the tape to those groups can lead to an overestimation or underestimation, as shown
by Ramarajan et al. [176] who applied the tape to Indian children. For other groups, however, it
can provide an adequate body weight estimation [94]. Figure 2.3a shows the measuring tape for
performing a weight estimation for a child.
Another example of an estimation device is the pediatric weight-estimation ruler [1]. With its
help, the person’s girth and length are measured. The device combines both lengths and shows
an estimated body weight in a window. Figure 2.3b shows the ruler for weight approximation in
children.
2.2.2 Weight Estimation Based on Anthropometric Features
Obviously, there exist correlations for the body weight based on features of the human body.
Someone who is tall will probably be heavier than someone who is small; someone with thin
wrists is also more likely to be lighter than someone with thick wrists. This section describes
state-of-the-art methods which are based on measurements of the human body.
Estimating body weight m from body volume v demands knowledge about body density ρ.
To measure human body density there are various commonly used methods, such as hydrodensit-
ometry or air-displacement plethysmography [52], but they are time-consuming and therefore
not very suitable for clinical practice.
Popa et al. [168] demonstrated the measurement of body density ρ using the bioelectric
impedance rating. The body density is different from patient to patient, and also depends on
gender and age, as shown in medical studies by Durnin and Womersley [58]. Based on 481 patients,
the highest body density was measured as 1,082 kg/m3, while the lowest was 968 kg/m3. Males
have a slightly higher body density, and older persons have a slightly lower density. Furthermore,
Wang et al. showed differences in the percentage of body fat and density for various ethnic
groups [217].
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Sendroy and Collison [186] deployed the correlation between body weight m, length l, surface
area s and volume v in a study with over 700 patients in 1966:
m =
( v
s
− c
a
)b
· l,
where the parameters a, b and c represent empirical setting options for different ages, genders
and ethnic groups [186].
Several equations exist to calculate body surface area [27, 71, 141]. For some medical scenarios,
such as the treatment of cancer patients with chemotherapy or the treatment of fire victims,
knowledge of the area of the body surface is essential for good treatment. Often, these equations
relate the body height h and the body weight m. Therefore, the equations can be solved for the
body weight m. The equation proposed by Bois [27] was determined empirically with only nine
patients in 1916. The equation in terms of body mass is given by
m = 0.425
√
s
0.20247 · l0.725 ,
using empirically estimated coefficients as well as the body’s surface area s and length l. The
equations of Gehan and George [71], Haycock et al. [81] and Mosteller [141] are extensions to
the formula developed by Bois [27]. The authors of these equations generated the equations
empirically but used different data sets.
Today’s physicians can use various types of anthropometric estimation methods to determine
the body weight of a patient in emergency scenarios. Lorenz et al. [124] developed a formula
for weight approximation with a focus on stroke patients which has up to almost 94 percent
accuracy for a ±10 percent range. They used body height l, waist circumference lw and hip
circumference lh – all in centimeters. The coefficients for the equation differ with respect to the
patient’s gender. The weight is approximated by
m =
{
−137.432 + l · 0.60035 + lw · 0.785 + lh · 0.392 for males
−110.924 + l · 0.4053 + lw · 0.325 + lh · 0.836 for females
. (2.1)
Measuring the circumference of the human body may lead to unnecessary movements, which
could cause a decline in cases of fractures or internal injuries. Additionally, the measurement
takes time and is therefore hard to apply in an emergency situation. Although the equation is
easy to calculate on a computer, it still takes some time to type every measured feature and the
coefficients into a calculation program. This can cause an additional delay in treatment and there
is a risk of typographical errors, e.g., a transposed digit, which could result in incorrect dosing.
Breuer et al. [31] tested in their publication the quality of visual estimation of body weight
by physicians and nursing staff, as well as the previously described method proposed by Lorenz
et al. [124]. In experiments, they only reached an accuracy of 80 percent for the estimated weight
within ±10 percent of ground-truth body weight. However, visual estimation from the physicians
was even worse, with an accuracy of 65 percent. The body weight as provided by the patient
was sufficient for treatment in 80 percent of all cases. However, only half of the subjects were
able to provide their own body weight, due to symptoms of stroke, such as speech disorders or
unconsciousness.
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(a) Mechanical weight estimation device for live-
stock, Source: Morissette [139]
(b) Visual weight estimation of a cow, Source: John
[97]
Figure 2.4: Various methods to estimate the weight of livestock. Morissette [139] presents a mechanical
caliper to approximate the weight of pigs. A contact-less method is proposed by John [97]. He presents
an algorithm which extracts features from a cow to obtain an estimate of its weight. The features are
extracted using a camera above the animal.
Gascho et al. [70] provide in their paper a method for estimating body weight during a CT
examination. Based on a dose modulation, a correlation with body weight is determined via
linear regression. The approach was tested with 329 decedents. This approach has the benefit
that the body weight estimation is done during CT examination, a procedure which is in most
cases necessary for the treatment of acute ischemic stroke.
2.2.3 Weight Estimation with Optical Sensors
Besides weight estimation of humans in a clinical environment, there are several publications
concerning the estimation of livestock weights, based on mechanical devices – for example as
proposed by Morissette [139] and shown in Figure 2.4a – or on visual systems. Weighing livestock
is necessary to monitor health and readiness for the market but has several challenges. To weigh
a single animal, it has to be separated from the rest of the herd, which can be stressful for the
animal and for the stockman. The benefit of an optical system is that the animals can be visually
segmented from each other while walking or standing in their natural habit.
Kongsro [108] presents an approach to estimating the weights of pigs for slaughter. Based on
a depth image for a structured light sensor from above a single pig, the body weight is estimated
using a statistical relationship with a previously measured reference database. In experiments
with 142 pigs of three different breeds, they achieved an accuracy with an error of less than
5 percent. Figure 2.5a shows a depth image of a pig, recorded from above.
Another approach to obtaining the weight of livestock is presented by John [97]. Here, the
estimation is focused on cows. Four markers on the backs of the animals are localized based on a
monocular camera. Additional ultrasonic sensors measure the thickness of the cow’s back, as well
as its height. Figure 2.4b illustrates the approach using the extracted four markers, the visual
sensor and the ultrasonic sensor. The patent does not provide any results from experiments.
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(a) Setup for visual body
weight estimation of a pig
by Kongsro [108].
(b) Setup for visual body weight
estimation with 16 stereo cameras
by Pirker et al. [165].
(c) Body weight estimation by Cook
et al. [44] based on a structured light
sensor.
Figure 2.5: Various approaches to obtaining anthropometric data via a 3D sensor.
In addition, various approaches exist for performing an estimation of human body weight
based on visual and contactless methods. The applications of these methods are often related to
the treatment of emergency patients with medication dosing.
Kocabey et al. [106] present an approach for estimating the BMI of a person, based on a color
image showing the face. The authors collected 4,206 faces with corresponding genders and BMI
information, from social media pictures. The method uses the deep learning approach (VGGNet),
presented by Simonyan and Zisserman [192], to train a model. The system performance is close
to the estimations made by humans. It can estimate 56.2 percent of a given data set with an
error of less than 5.5 percent with respect to the ground-truth BMI. The pre-trained model is
only available for academic research, due to its potential abuse in social media.
The estimation of the BMI is also presented in the work by Nahavandi et al. [143]. Based on
100,000 computer-generated 3D mannequins, the body surface area is used as a feature for the
estimation. The approach uses a deep residual convolutional neural network model [82]. The
proposed system estimates the BMI with an accuracy of 95 percent.
Pirker et al. [165] employed 16 stereo cameras around a stretcher to estimate the volume
of a subject. Additional projectors are needed for complete illumination. It is complemented
with a parametric human model of the back of the body. Composed images are filtered for noise
reduction, and finally, the volume is calculated with the help of cross sections along the body.
Because of the large number of cameras around the patient’s bed, physicians would be constricted
while giving treatment. Figure 2.5b shows a stretcher with markers for calibration and the frame
for the sensors.
Another approach is presented by Robinson and Parkinson [178]: Here, anthropometric
features are extracted from a scene’s point cloud. The raw sensor data are from an Red
Green Blue Depth (RGB-D) sensor with a person standing in front of it. This approach also
demonstrated that the features from the point cloud could lead to a bias due to an uncalibrated
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sensor or to noise. Further, even thin clothes can confuse the extraction of features such as the
circumference of a body part, e.g., the waist or the hip.
Cook et al. [44] presented a framework based on a structured light sensor for radiation dose
estimation in CT examinations [44]. In preliminary experiments, they showed results for five
persons standing in front of a structured light sensor. The measured volumes of the patients differ
for various positions of their arms, and therefore a fixed posture is required for the measurement.
Figure 2.5c shows the depth image, including the extracted skeleton markers, necessary for the
body weight estimation.
With the help of skeleton tracking, Velardo and Dugelay [212] demonstrated a computer
vision system to prove the health of a person with the support of a structured light sensor. The
system estimates anthropometric features such as the circumferences of arms, legs and the body.
In addition, an operator adds the age of the patient to improve the outcome of the body weight
estimation. The authors provide a trained statistical model from a medical database containing
anthropometric measurements from more than 28,000 subjects, as well as the ground-truth
body weights. This approach has the benefit of a large sample size for training. However, the
estimation of the anthropometric features based on the RGB-D data is difficult, due to sensor
noise. The authors further presented their approach as suitable for body mass estimation in
space with no available gravity [213].
Based on a single image from an RGB-D sensor, Nguyen et al. [145] demonstrated a method
to estimate a person’s body weight using a side-view feature, as shown in Figure 2.6. A support
vector regression model is applied to the extracted feature vector. The authors divide their
experiments and data sets by gender. For females, their approach achieved an average error of
4.62 kg, while the error for males was higher at 5.59 kg. Additionally, they compared the visual
guess by surrounding people with their approach, demonstrating that the human visual guess
gives a worse estimation. Further, the authors made the RGB-D data set from the experiments
public, including the ground-truth body weights. The experiments in this thesis also use this
data set. Figure 2.6 shows the sensor together with the subject, as well as the extracted side-view
feature.
Some of the content presented here has also been published in advance of this thesis. In the
first conference paper, Pfitzner et al. [163] demonstrated a body weight estimation based on a
volume reconstruction. The volume estimation was eased because the subjects were lying on a
medical stretcher, modeled as a flat surface. With the help of a fixed value of density, the body
weight could be estimated. The focus was on clinical usage, especially the treatment of stroke
patients with a body weight-adapted dose for tPA. Results from experiments with around 100
patients showed that this approach is more suitable for medical dosing, compared to a physician’s
visual guess. In an extension, Pfitzner et al. [164] presented an approach relying on more than
just the volume. A set of 10 features is extracted from the person’s point cloud. These features
are forwarded to an artificial neural network, which was trained with a previously recorded data
set. Results from the experiment reached an accuracy of nearly 90 percent for a relative error of
±10 percent of the ground-truth body weight.
With another optimization, Pfitzner et al. [162] reached a good accuracy by extracting 23
features, extending the geometric features from the previous approach [164]. Features from
contours and from a thermal camera, as well as the ground-truth gender, improved the outcome
of the body weight estimation. These features are further analyzed for their correlation to
Visual Human Body Weight Estimation with Focus on Clinical Applications
22 Chapter 2. Related Work
(a) Setup for the recording of the
data set
(b) Setup for experiments (c) Side-view shape of human torso
Figure 2.6: Related work from Nguyen et al. [145]: The data set used for the experiments consists of
299 subjects (a). The data set is published and is also used in this thesis for experiments. All subjects
are standing in front of a Kinect camera, which is placed on the floor, pointing upwards to the subject
(b). The proposed side-view feature provides a 200-dimensional vector on the basis of an extracted depth
image (c). Source: Nguyen et al. [145]
body weight. Different feature groups are evaluated for body weight estimation via experiments.
Finally, the approach achieved an accuracy of 94.8 percent when applying data from the Microsoft
Kinect camera and 95.3 percent when applying data from the Kinect One camera. The data
from the feature extraction are published for the data set used in the hospital, to encourage joint
work in the field of body weight estimation for medical purposes. All three papers had a clear
focus on medical dosing of stroke patients and together they illustrate the progress of this study
over time.
2.2.4 Weight Estimation in Video Streams
Similarly to body weight estimation at a single moment, it is also possible to estimate body
weight using a sensor data sequence. Labati et al. [112] developed a body weight estimation
technique suitable for walking persons. The focus was on a contactless and low-cost method. It
is based on frame sequences from two cameras, which are mounted perpendicularly to obtain
a frontal and a side view of the walking person. The feature vector consists of the height of
the person, measured in pixels, an approximation of the body volume, an approximation of the
body shape and the walking direction. The extracted features are forwarded to an Artificial
Neural Network (ANN) to obtain the body weight. Experiments were performed with 20 subjects,
walking in eight different directions. A maximum absolute mean error was recorded of less
than 2.4 kg.
Arigbabu et al. [10] demonstrated the extraction of soft biometrics, e.g., body height and
weight, based on video frames from a single monocular camera. With a homogeneous background,
a person’s silhouette can easily be extracted with state-of-the-art image processing techniques
such as background subtraction. The silhouette is converted into a binary mask, where 13 features
are extracted, depending on the pixel density in segmented regions. Figure 2.7 illustrates the
feature extraction from the person’s silhouette.
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Figure 2.7: Extraction of features presented
by Arigbabu et al. [10]: Based on a binary
mask of the segmented subject in the FOV
of the camera, a feature vector is calculated.
Features 1 to 3 in the graphic describe pixel
density divided by the length of the head, the
torso and the lower legs. Other features, such
as numbers 12 and 13, measure the width of
the head or the shoulders.
The feature vector is finally forwarded to an ANN to estimate the body weight. In experiments
with 80 subjects and a total of 1,120 video frames, a mean absolute error of 4.66 kg was achieved,
with a standard deviation of 3.48 kg, for body weight estimation. The update rate of the extraction
of all the described soft biometrics was about 1Hz. The approach is compared to the previously
presented method proposed by Labati et al. [112] and Velardo and Dugelay [212].
Pfitzner et al. [161] presented an extension of the body weight estimation in medical
scenarios [163, 164, 162]. Based on almost the same feature set, estimations for standing and
walking subjects were achieved. The camera was placed in a hallway with the subjects walking
towards the camera. The results are compared with the approach presented by Nguyen et al.
[145] and are also presented in detail in the section on experiments.
2.3 Summary
This section illustrated that today, several weighing devices and approximation approaches exist.
State-of-the-art scales are superior to all estimation methods but sometimes cannot be used,
or can only be used with considerable effort. Therefore, estimation methods are sometimes
necessary to obtain a weight value. Particularly in medical applications, estimation is often
sufficient for dosing of drugs in cases of emergency. The approach for body weight estimation
discussed here will be hardly as reliable and accurate as a primitive spring scale. However, such a
weight approximation based on data from a camera system, has the benefit that it is contact-less
and – with the focus on stroke patients – the patient does not have to get on a set of standing
scales or need to be moved to be placed on a chair or on bed scales. It is the aim of the project
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Libra3D and of this study to achieve a method which outperforms the estimation accuracy of
physicians, with a focus on stroke patients. Table 2.1 compares the presented related work for
visual body weight estimation as a summary, provided the data from experiments are available.
Table 2.1: Results for contact-less human body weight estimation from related work in alphabetical
order. The results are not directly comparable due to different evaluation metrics, e.g., Mean Absolute
Error (MAE) or an error bound. The first section of this table presents related work for a single frame,
while the second part illustrates estimation based on a video stream.
Method Sensor Constraints Results
Cook et al. [44] RGB-D structured light sample size six subjects only volume estimation
Kocabey et al. [106] RGB BMI estimation
Nahavandi et al. [143] RGB simulation BMI estimation
Pirker et al. [165] 8 stereo cameras scene has to be known only volume estimation
Pfitzner et al. [163] RGB-D structured light person is lying on a flat
surface
79.1% within relative er-
ror of 10%
Pfitzner et al. [164] RGB-D structured light person is lying on a flat
surface
89.6% within relative er-
ror of 10%
Pfitzner et al. [162] RGB-D structured light
or ToF
person is lying on a flat
surface
95.3% within relative er-
ror of 10%
Nguyen et al. [145] RGB-D structured light 5.2 kg MAE
Velardo and Dugelay [212] RGB-D structured light sample size 15 subjects 2.7 kg for a single subject
Arigbabu et al. [10] RGB 4.66 kg MAE
Labati et al. [112] 2 RGB sample size 20 subjects 2.3 kg std error
Pfitzner et al. [161] RGB-D 3.30 kg MAE for walk-
ing subjects and 4.31 kg
MAE for standing sub-
jects
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Conceptual Design and Sensors
This chapter includes a conceptual design for clinical integration, as well as discussion about
applied sensors for data acquisition. While the project Libra3D started with the funding in
October 2013, the first prototype was deployed in the neurology of the University Hospital
Erlangen, Germany, in February 2014. The system was optimized over time: Sensors were added
and compared, new data was acquired, and therefore different data sets were recorded. This
section presents the final design of the system and the characteristics of the applied sensors, as
well as the sensor fusion.
3.1 Environment
An Emergency Department (ED) often has several trauma rooms for the treatment of patients
arriving at the hospital. The purpose of such a trauma room is the fast diagnosis and immediate
treatment, especially for patients being in a critical and life-threatening situation. The room is
used for all patients, independent of the patient’s issue. The trauma rooms in the hospital in
Erlangen have a size of 4× 6 meters, containing a medical stretcher for the patient, a table, a
drug cabinet and medical devices for the treatment close to the patient. The stretcher is placed
in the middle of the room, close to one wall where the medical devices, e.g., ventilator and
electrocardiogram are stored. On three sides, the stretcher is free to access, so several physicians
can treat a patient at the same time if needed. Figure 3.1a shows the trauma room with a patient
on the stretcher. The stretcher is equipped with raisable handlebars for patients with seizures
to prevent them from falling. Additionally, the backrest of the stretcher can be adjusted. For
cardiovascular disease, it is common that the patient is sitting in a more upward position to ease
breathing.
With the arrival at the emergency room, the patient’s information is recorded as far as
possible and if not done before. Every treated patient is identified with a unique barcode printed
on a wristband. This code is placed on every document concerning the patient’s anamnesis or
therapy. Therefore the physicians have to enter the number under the barcode or scan it, to
provide explicit identification. This guarantees ideal conditions for the treatment and provides
a unique identification for the habitation in the hospital. A label displaying the name of the
patient, the barcode and the patient’s Identifier (ID) is placed on all drugs the patient receives.
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(a) Trauma room with sensors integrated into the
ceiling
(b) Yellow markers on the floor to ease the position-
ing of the stretcher in the FOV
(c) Schematic of the sensor system and its connec-
tions to a computer
Figure 3.1: Clinical integration of sensors into a trauma room: Within the scenario of the trauma room
in which physicians mostly treat emergency patients the sensor system is integrated into the ceiling (a).
Besides the sensors in the ceiling, the system consists of a computer system – including a keyboard and a
mouse for interaction and a monitor for visualization and a barcode scanner to identify patients with their
ID (b). USB cables achieve the connection between the sensors and the computer.
This ID ensures that every patient receives the medication, which was meant for him or her.
Therefore, a hospital can minimize issues with patient confusion, thus reducing complications
during the treatment.
To integrate the visual body weight system into the trauma room, the environment should
be changed as little as possible, keeping the procedure for the treatment the same as without the
system. However, some changes are necessary: First, the sensors are mounted in the ceiling. The
cables for the data from the sensors are installed in the cable conduit. Some of the sensors need
an additional power supply, a power socket is set up behind the suspended ceiling. Finally, the
computer for processing and a monitor for visualization are placed on the desk in the trauma
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room. Figure 3.1c illustrates the setup in the trauma room with the sensors in the ceiling, the
computer and the patient on the stretcher.
In any case, the stretcher has to be placed inside a marked rectangle on the floor. This
rectangle is added to the room for the here presented application with yellow adhesive tape to
provide a visual feedback if the stretcher is placed correctly.
It is important that a visual body weight estimation approach is not distracted by objects in
the environment. Therefore, objects close to the patient who might affect the estimation are
segmented. Such objects are, for example, a heart monitor or a saline bag, see Figure 3.1.
3.2 Diagnostics and Treatment
Patients are prioritized when coming into the emergency room via a triage system, e.g., the
emergency severity index [225]. The index starts at one, for patients being in a life-threatening
situation, going up to a value of five, for patients who can wait some time. Typically, stroke
patients receive a severity index of one or two, depending on the symptoms of a stroke. A patient
not being able to breathe on his or her own and being unconsciousness will be given an index of
one and is therefore treated with the highest priority.
Often, physicians work as a team of several people, especially in a life-threatening situation
like a stroke. First, a doctor asks the patient for his or her symptoms. With this impression, the
responsible physician will investigate the different symptoms, e.g., touching the patient for pain,
or ask about medical history, to conclude to a possible diagnosis. In most cases, blood from the
patient is analyzed. If necessary, the patient is brought to a medical imaging device, either X-ray,
CT or MRI scanners. In case the physician suspects a stroke, the medical imaging is mandatory
to differ between an ischemic or a hemorrhagic stroke. The treatment of these types of stroke are
entirely different, and applying the wrong treatment would lead to a worsening of the patient’s
condition, as explained in the introduction of this thesis. In case of an acute ischemic stroke, the
patient can be treated with tPA, to solve the blood clot in one of the brain vessels. The patient’s
body weight is now needed because the lyse is adapted to the blood volume, which correlates to
the body weight.
3.3 Handling of the Weight Estimation with Libra3D
The sensor system and the computer are always ready for data acquisition. Only for service,
the computer will be shut down, but then the nursing staff and the physicians are informed.
The program starts up automatically after the computer is powered. In case the program is not
running, it can be started with a button on the desktop. The started program initially shows the
live stream as a point cloud on the left side, as shown in Figure 3.2 on page 28. On the right
side, the attending physician can add data of the patient or the measurement, either before the
measurement or afterward. Although it is quite common that the medical stretcher is placed at
the same position in the trauma room, additional markers are placed on the floor which indicates
the FOV, to guarantee that the stretcher is placed correctly without looking at a live stream.
This ensures that no time is lost to position the stretcher with the patient in the FOV.
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Figure 3.2: GUI with data handling for a new patient: For body weight estimation in the trauma room
the medical staff has a live stream of the sensors available. By pressing a button, a single frame of each
camera is taken to process the body weight estimation. Afterward, the physicians can add additional
information – e.g., ground truth body weight, height, gender – to the data set to improve the outcome of
sub-sequentially estimations.
Figure 3.3: GUI for oﬄine processing with the database: Additionally, the medical staff can display
previously taken data sets from the table. Filters can be applied to search for a specific data set.
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Patients have to lie flat on the stretcher, as illustrated in Figure 3.1c. A doctor can start
the measurement by pressing the button Start Measurement (see Figure 3.2). The moment
the button is pressed, the patient should be clearly visible in the FOV. Physicians close to
the patient should take a step back for the data acquisition. However, it is no problem if they
are within the FOV or within the area spanned by the markers on the floor – as shown in a
subsequent section about segmentation. After this trigger, the system takes the next frames,
processes them, and returns a value for the body weight estimation on the display. Within less
than a second, the treating physician gets the estimated weight on a monitor. Being in a stage of
development, all physicians decide if they trust the recommendation from the weight estimation,
or their own perception. Figure 3.4 illustrates the process in weight estimation with the Libra3D
system. First, the attending physician has to decide on an initial medical examination, whether
the patient is in a critical state. If yes, then the physician has to check, whether the treatment
relies on the body weight. If so, then the algorithm will try to estimate the body weight. If the
result of the estimation looks reliable to the physician, the treatment can start with this value.
If not, then the physicians start the treatment with an own visual suggestion. When the patient
is not in a critical state, the physician, the patient and the algorithm give a value successively.
On a monitor attached to the computer, the medical staff sees a live image of the sensor’s
data, as shown in Figure 3.2. Free of choice of all available sensors, different views, data can
be applied, like from the color, depth or thermal data. It is most convenient for physicians to
observe the color image to check if the patient on the stretcher is completely within the FOV.
While developing Libra3D, the Graphical User Interface (GUI) is adapted to the requirements
of the physicians. The GUI has several views: Figure 3.2 shows the starting surface, which is
responsible for data acquisition for the body weight estimation. On the left side, the physician
sees the live stream from one of the sensors. Different representation can be selected, either
Red Green Blue (RGB), thermal view or a fused image with an overlay of thermal and color
information.
The live stream ensures that the patient is positioned correctly in the FOV. Although the
range for the patient is displayed with the markers on the floor, the physicians often prefer the
additional indicator via the live view on the monitor, as shown in Figure 3.2.
In a second view, medical staff can retrieve existing measurements from the database. The
physicians can have a look at the recorded data, or modify the patient’s data in case of incorrect
insertions. With filters, a physician can look for a specific case, based on several data, e.g., date,
real body weight or gender. Figure 3.3 shows this view. On the left view, the point cloud of the
marked data set is displayed. Users can rotate the displayed point cloud or can zoom in. The
GUI further provides a virtual measuring tape, so distances between selected points from the
cloud can be extracted. The mouse cursor can set measuring spots, so the Cartesian coordinates
are displayed or the temperature of the marked point.
The system can be connected to the local network or the Internet: This has the benefit that
recorded data can be saved automatically to a remote server to prevent data loss. Furthermore,
a remote connection on the computer in the hospital, e.g., via Secure Shell (SSH), can be
established to maintain the system. With every start of the program, a logging file is generated.
Every interaction of the user is stored, as well as warnings and errors, including a time stamp.
Furthermore, the results of all performed measurements are stored in the log file, so misbehavior
can be reconstructed. The physicians do not recognize the logging of the data. It is rather a
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Figure 3.4: Process in weight acquisition for patients in the trauma room: For the study in body weight
estimation, the order in applying different methods is crucial. First, the weight of the patient is estimated
by each attending physician independently. Next, the patient should provide his or her body weight if
possible. Finally, anthropometric features are taken from the patient for a state-of-the-art estimation
method. The graphic does not show the ground truth measurement, which is done after the treatment of
the patient at the infirmary.
method to locate errors in the algorithm or the user interface. The log file does not contain the
data provided by the sensor, which is stored in an additional database.
The GUI of Libra3D offers three different operating modes: The first one is called Clinic,
providing all necessary functions for the usage in the hospital with the focus on stroke patients.
A second mode, called Expert mode, provides more possibilities for configurations. This mode
is used during development in the laboratory and provides the configuration to change the
calibration of the sensor setup or the trained model for weight estimation. The difference between
those two modes ensures that physicians are not confused by too many settings. Both modes
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Figure 3.5: Process of data acquisition in the program Libra3D: When the system is started, the GUI
shows a live stream of the sensors. When the measurement is started, the data from the sensors is
forwarded for processing. Finally, the user can select if the measurement should be saved or discarded.
After a measurement, the system returns to the live stream.
give access to the database, to check past estimations, or to export the data for post-processing
in a statistical software.
A third mode, called Event mode, is used for public presentations and demonstrations. The
initial input screen is reduced, so no hospital common parameters like the ID or the estimation of
the physicians can be entered. A user can also decide, whether the data from the sensors should
be saved to the database, in case a subject does not want to provide his or her data for research.
After the visual body weight estimation, the ground truth body weight can be added afterward.
To ensure maximum privacy for former subjects, the database can not be accessed in this mode,
in case the computer with the system installed is unattended. A password is required to switch
between the modes.
Figure 3.5 illustrates the process for a single measurement as a flow chart: While the system
waits for the user to start a measurement, the current stream of the sensors is displayed in the
GUI. After the estimation, the system returns to display the live data.
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3.4 Data Management
With every measurement, the data set is saved to the computer. Afterward, the recorded data
can be used to improve the outcome of future estimations. Therefore, a My Structured Query
Language (MySQL) database is integrated into the computer for data management [184]. This
type of database can be accessed via various frameworks. Furthermore, it can be accessed
remotely and provides additional features to backup the recorded data in case of a corrupted
hard disk. The database is structured in tables, representing objects, which can be accessed by
the algorithm. The database is integrated via the QDjango framework, a Qt-based extension for
the MySQL wrapper framework Django [24, 57]. Figure 3.6 shows the structure of the database
with its tables. Please note that the diagram does only contain elements necessary for the process
of weight estimation, while minor elements are not in this visualization, like the primary keys.
• Patient: For every patient applied to the system, a unique Patient item is defined in the
database. The patient item can be found based on a unique ID and the barcode the patient
receives with admission in the hospital. With the additional entry comment, patients can
be marked, for example for exclusion from data set due to various reasons.
• MasterData: The item MasterData stores a patient’s basic personal data, like the name,
birth date, and gender. For every patient, a unique master data is generated. This entry is
designed to not being modified afterward. The ground truth body weight is not integrated
into the MasterData element, as it can change over time. For every Patient element, exactly
one MasterData element exists.
• Measure: The Measure item is generated with every recorded measurement. The mea-
surement can be excluded from a data set with an entry isValid. In case the measurement
might not contain a valid patient, or the measurement is started by mistake, the recorded
measurement can be excluded from oﬄine processing and optimization. A single patient
can have multiple measurements. Furthermore, a time stamp is added to the table to
identify a measurement or sort them by time. One patient can have several measurements
but must have at least one, because the Patient and the Measure element are created at
the same time.
• MeasureBlob: In the MeasureBlob item, data from the sensors is stored. For each sensor,
a corresponding entry exists. If possible, the saved data is loss-free png compressed to
reduce the size of the database. Only the thermal data is saved in raw. Additionally,
the MeasureBlob item also includes the saved calibration data for extrinsic and intrinsic
calibration to perform sensor fusion afterward.
• HealthRecord: The HealthRecord table is designed to store data from the patient, which
is obtained by the optimization of the body weight estimation. Therefore, anthropometric
measurements like the circumference of the hip or the waist are stored, as well as the
patient’s and the physician’s estimation. For every patient, a single HealthRecord table
exists.
• Estimation: An Estimation table stores the result of the estimation based on an applied
algorithm. Additionally, the table stores entries of the date and the time of the estimation,
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Figure 3.6: Structure of the MySQL database applied for Libra3D: The objects MasterData and Patient
are generated if the system does not know the patient, e.g., by the identification based on the barcode.
When a measurement is triggered, a new Measure object is generated, as well as a MeasureBlob and
HealthRecord object. A single measurement can be estimated with different approaches, so multiple
Estimation objects can exist for a single measurement.
as well if the estimation is taken in the trauma room scenario, in contrast to an estimation
which was taken in the laboratory. A single measurement can have multiple estimations
when different methods or algorithms are applied for testing and optimization.
• Version: The Version table stores different versions of the applied algorithm since the
system was continuously developed. Therefore, an estimation can be traced back to a
specific applied version of the algorithm.
• Sensor: The Sensor item marks the sensor data, which is used for body weight estimation.
The algorithms can be applied to different 3D cameras, with or without thermal data.
An interaction with the hospital patient database is possible but was not achieved due to
concerns about data security issues. Having such an interface to the hospital patient database
could have the effort of a fully integrated patient treatment: Body weight indicators like height,
age, sex or previously measured body weight could be incorporated automatically into a body
weight estimation.
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3.5 Applied Sensors for contact-less Estimation
The key to perception is based on the chosen sensor, its characteristics, and the quality of data.
There exist several visual sensors to achieve contact-less measurements for human body weight
estimation. The final system consists of multiple cameras.
The sensors used for this thesis and experiments are explained for convenience in the following
section. Each applied sensor should fulfill two requirements: First, the patient should be entirely
in the FOV of a sensor. If a patient is completely visible depends on the size of the FOV, as
well as the sensor’s distance towards the patient. Second, it is expected that a sensor system
should provide depth information to estimate the weight of a subject in the FOV. In contrast
to the estimation with 2D sensors, the estimation in 3D provides more information about the
subject. Therefore the maximum range of a depth sensor should exceed the distance to the
patient. Depending on the measurement principle, the range is limited to a maximum, but also
to a minimum distance.
Besides a single sensor integrated into the ceiling, a set of sensors is possible. Two or more
sensors in different poses attached to the ceiling have the benefit of having a better side elevation
of the patient due to the larger angle of view. In contrast to that, a multi-view system has to
deal with more occlusion of the patient due to people or objects between the patient and the
sensors. Calibration of all sensors is a higher effort compared to a single view system. Therefore,
a system from a single point of view is applied for the estimation of body weight.
Figure 3.7 shows all sensors used for this thesis and in experiments. Additional, Table 3.1
presents the specifications of these sensors for convenience. First, the Microsoft Kinect camera
was installed in one of the trauma rooms of the University Hospital Erlangen in February 2014,
see Figure 3.7a. This camera was applied because it became one of the most common 3D sensors
in the robotics and perception community, since its release in 2011. The sensor provides color as
well as depth information for every pixel and is therefore called RGB-D sensor. Later, in autumn
2014, a thermal camera was added to the system in the trauma room, see Figure 3.7c. With this
sensor, the segmentation should be improved. Finally, in 2015 the system was completed with a
Microsoft Kinect One, as shown in Figure 3.7b, the successor of the Microsoft Kinect camera –
also an RGB-D sensor but based on a different principle to obtain depth measurements.
For a contact-less visual perception of a subject, other sensors would be possible: The most
common and obvious way for the perception is a monocular camera. Here, a great variety of
(a) Microsoft Kinect,
Source: [218]
(b) Microsoft Kinect One,
Source: [218]
(c) Optris PI400,
Source: [91]
Figure 3.7: Sensors tested for body weight estimation within this thesis.
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Table 3.1: Property table of the used sensors: The three sensors are selected for the body weight
estimation because of their similar FOV, which provides a total view of the patient on the stretcher. For
the 3D sensors, the measurement range is sufficient. The frame rate of at least 30 Hz is acceptable, while
the thermal camera provides a frame rate of 80 Hz. The 3D sensors are cheap compared to the thermal
camera, having a price of 3,000 EUR.
Model Kinect [218] Kinect One [218] Optris PI400 [91]
Principle structured light ToF IR thermal camera
Resolution 640× 480 pixels 512× 424 pixels 382× 288 pixels
Range 0.8 - 4.0 m 0.4 - 8 m –
FOV 57◦ × 43◦ 70◦ × 60◦ 62◦ × 49◦
Frame rate 30 FPS 30 FPS 80 FPS
Dimensions 73× 283× 73 mm 249× 66× 67 mm 46× 56× 90 mm
Weight 564 g 1,400 g 320 g
Power consumption 12 W 32 W <2.5 W via USB
Interface USB 2.0 USB 3.0 USB 2.0
Price 100 Euro 200 Euro 3,000 Euro
state-of-the-art filter and segmentation algorithms exist. However, a monocular camera alone
can not obtain a depth image from a scene. Two monocular cameras mounted together with a
known transformation between the sensor form a stereo camera: Based on triangulation, depth
can be perceived [191]. Nonetheless, also a stereo camera can only get the depth of a scene if the
surface provides enough structure for the triangulation. Another sensor which could be used in
the scenario for the weight estimation is a Terahertz scanner: These scanners are sensitive to
wavelengths shorter than 1 mm and provide the opportunity to look through clothes – therefore
they are common at airports to check passengers for unauthorized items. However, the range and
the distance for measurements is limited [154]. In contrast to common RGB-D cameras, terahertz
scanners have a bigger housing, which increases the expenditure for integration in a trauma room.
Also, the sensor is more expensive, compared to the RGB-D sensors like the Kinect.
The upcoming section illustrates the different principles of the applied sensors, their charac-
teristics in sensor data, and their issues.
3.5.1 Monocular Camera
Monocular cameras are the most common types of optical sensors. Until the beginning of the 21st
century, only a few digital cameras were available, and cameras used a photosensitive photographic
film. Today’s cameras replace the photographic film with a digital sensor. Monocular cameras
can be subdivided by the type of wavelength they can recognize. Having a monochrome sensor,
every pixel delivers an intensity value. On the other side, having a color camera, each pixel
delivers three values, red, blue and green. This pattern is known as the Bayer pattern [45]. The
intensity values of such a sensor are fused to create a color RGB image. To provide a realistic
and natural image, processors inside of such a monocular camera apply a color correction based
on non-linear curves, while processing. Exceptions are high-quality industrial cameras or digital
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single-lens reflex cameras, which can also provide a raw sensor data for post-processing on a
computer.
3.5.2 Time-of-Flight Camera
The first commercially introduced Time of Flight (ToF) camera was developed by CSEM’s Swiss
Ranger in 2006, providing an increased robustness of depth measurements [133]. A ToF camera
is based on time measurement of an emitted light source and reflected by an object. The distance
of a given point can be calculated by the time t the light travels with the help of the speed of
light c.
d =
t · c
2
.
As the speed of light has a value of c = 299, 792, 458 ms , it is hardly possible to measure the
distance precisely. Therefore, the measurement of the distance between a light source and an
object is based on the phase shift: A modulated light source emits a light pulse towards an object.
The frequency for modulation is known and a phase shift can be measured from the reflected
signal. The measurement principle is applied in parallel to a set of pixels, delivering a depth
image ID of a scenery in the FOV. The phase shift for an arbitrary pixel φi is identified with
a set of the amplitude s of a signal with four equally spaced samples si(τ0), si(τ1) and si(τ2),
si(τ3), repeated after the modulated emitted signal reaches a multiple of π/2. The phase shift is
calculated by
φi = arctan
(
si(τ0)− si(τ2)
si(τ1)− si(τ3)
)
. (3.1)
The distance between the camera and an object di for a pixel can finally be calculated based on
the wavelength of the modulated signal λm and the phase shift by
di =
λm
2
· φi
2π
.
Figure 3.8 illustrates the ToF principle, as well as the structure of the sensor: A modulated light
source is sent towards an object. A sensor detects the shift in phase of the modulated signal and
therefore the distance d can be calculated.
The maximum distance, a ToF sensor can provide, depends on the frequency of the modulated
light source. Due to the 2π-modulo, the ToF principle is limited in measuring a maximum distance
by dmax =
λm
2 with φ = 2π. A ToF sensor having a modulation frequency of 25MHz has a
wavelength of around λm =
c
fm
= c25 MHz = 12 meters and is therefore limited to measure
distances up to 6 meters. Measuring a distance of an object, which is eight meters away from the
sensor will lead to the same phase shift, as an object, which is two meters away from the sensor.
In conclusion, a lower frequency provides a bigger maximum range of the distance measurement,
while a higher frequency can provide a distance measurement with more accuracy. For some
ToF cameras the modulation frequency can be changed, to adapt to the necessary measurement
range. With a bigger distance measured, the illuminating power of the modulated light source
has to increase because the amplitude of the reflecting signal decreases proportionally to the
inverse square of the distance [177, 132]. A ToF camera has the advantage that the distance
Visual Human Body Weight Estimation with Focus on Clinical Applications
3.5. Applied Sensors for contact-less Estimation 37
τ0 τ1 τ2 τ3
φi
t
s
emitted
reflected
(a) Depth measurement via four equally spaced sam-
ples. The phase shift of the emitted and the reflected
signal is calculated by equation (3.1).
Object
Modulated Light Source
Receiver
Beam Splitter f
d
(b) Principle of the depth measurement via modu-
lated light source: The object’s distance d is deter-
mined by the phase shift between the reference and
the measurement signal. Source: [132]
Figure 3.8: ToF principle based on a sinusoidal modulated input signal.
measurement can be done quite fast, compared to a stereo or structured light sensor. ToF with
high frame rates of 160 Hz exist and are suitable for real-time applications [90].
However, the ToF principle has to deal with some systematic errors, users should be aware
of: Multiple way reflections occur at concave objects like corners of a room or object, placed on
the ground. The measured distance of a pixel appears to be closer to the sensor than ground
truth. Corners and hollows appear to be rounded off and they appear smoother when the light is
traveling several paths at once, as shown in Figure 3.9. Additionally, the modulated light source
can be outshined by other intense light sources, providing waves in the same wavelength. Also,
problems are to be expected if multiple ToF cameras are used at the same time, facing the same
FOV: When the cameras run on the same modulation frequency, interferences occur and distort
the distance measurement of the sensor.
Another characteristic for ToF sensors are jumping edges: Measuring the distance of a pixel
facing an edge in the real world, jumping edges can occur. Several approaches exist to filter
or correct this error. During pre-processing a filter is applied, calculating the angle between
neighboring pixels and filtering them out by a fixed threshold [132].
Figure 3.9 illustrates the result of the applied equation to remove jumping edge errors. In
contrast to the removal of the errors, Poppinga et al. [169] demonstrate an approach to correct
the jumping edge error. The approach is based on over 100 depth images and is computational
complex.
The ToF camera can only deliver an intensity image, based on the reflectivity and the distance
to an object. To obtain a depth image with color, a monocular camera is needed, which has to
be calibrated towards the ToF sensor. Figure 3.10 demonstrates the sensor modalities of a ToF
camera as a point cloud. May [132] illustrates approaches for segmentation and registration with
ToF cameras, while Fuchs and Hirzinger [69] demonstrate the extrinsic and depth calibration of
it.
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(a) Original scene containing jumping edges (b) Filtered scene with reduced jumping edges
Figure 3.9: Removing jumping edge error from scene recorded with a ToF sensor: The scene shows a
cube in front of a wall. The jumping edge error occurs between an edge close to the wall, resulting in
several incorrect points (a). This issue can be fixed when the method presented by May [132] is applied,
which removes the incorrect points by comparing them to their neighbors (b). Additionally to the jumping
edge error, the edge close to the ground appears rounded off, due to multiple-way reflections.
For the here presented approach, a ToF camera is suited: The background light is limited,
and sunlight cannot shine directly into the window-less trauma room. Furthermore, only a single
ToF camera is intended to be used for data acquisition, so that no interference can occur.
Microsoft Kinect One
The Microsoft Kinect One is a ToF sensor. It was released as the successor of the Microsoft
Kinect for the newer game console Microsoft XBox One. Compared to the Kinect, the Kinect
One provides a more detailed depth image, with higher resolution and less sensor noise. The aim
of this improvement was the better recognition of the player’s pose, for example, with this new
sensor it was possible to recognize the user’s finger, which allows more control for gaming. For
gaming the sensor is placed in front of a television, facing away from the screen towards the user
standing in place. The device has an Infrared (IR) sensor and a Light-emitting Diode (LED) light
source to obtain the ToF principle. The camera already provides a fused stream of the sensor’s
data and is therefore intrinsically and extrinsically calibrated. Lachat et al. [113] present the
characteristics of a Microsoft Kinect One camera and compare precision and accuracy towards
ground truth. Moreover, Yang et al. [226] present an accuracy model for different areas in the
FOV of the sensor and how the accuracy based on a trilateration method can improve accuracy
for multiple Kinects simultaneously. The data from the Kinect sensor can be received via the
OpenNI framework [151]. The framework is already integrated into the used library for point
cloud processing, the Point Cloud Library (PCL), and gives access to all available sensor streams.
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(a) Complete scene from frontal view (b) Detail view
Figure 3.10: Scene from Kinect One camera: The scene contains several objects, like a balloon, a board
with a circle pattern used for calibration, and a pile of books (a). As previously shown in Figure 3.9 jumping
edges can occur. Here they are visible in the detail image, for example, at the edge of the calibration
board. As the surface of the balloon is shiny, the resulting point cloud in this area is distorted (b).
Object
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Optical axisd
x
f
c
Figure 3.11: Depth measurement via active
triangulation: First, a light source emits a
single ray of light to the environment, and
the object reflects the light. Second, a cam-
era with a lens and a sensor recognizes the
reflected light source. In this schematic, the
offset to the sensors center x determines the
distance to the object d. Due to the known
transformation between the source and the
sensor c, as well as the focal length f , the
depth d can be calculated. Source: May [132]
3.5.3 Structured Light Sensor
Another approach to obtain a depth image is the structured light principle. Such a sensor consists
of a projector and a monocular camera. To compute the depth towards an arbitrary pixel, a
well-known pattern is emitted into the environment. With the monocular camera – and a fixed
and known transformation between the projector and the camera – the structure is seen from
a slightly different perspective. Based on active triangulation the depth can be obtained, as
illustrated in Figure 3.11 for a simple sensor with a single emitted ray. The distance of the
reflecting object d is calculated based on the focal length f , the distance between the light source
and the sensor’s centroid c, and the position on the sensor’s surface the reflected light source hits
by
d = f
c
x
.
calculated. Figure 3.12 shows the same scene with a Kinect camera, previously recorded by the
Kinect One. A structured light sensor has to deal with similar disadvantages: The light source
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(a) Complete scene (b) Detail of the balloon
Figure 3.12: Scene from a Kinect camera: The scene is the same as observed by the Kinect One. In
contrast to the scene recorded by the ToF camera, the point cloud contains more holes, for example at the
edge of the board with the circle pattern. The text on the cover of the books is hardly readable because
of the lower resolution (a). In a more detailed look, the sampling steps caused by the sensor are visible on
the yellow balloon (b).
for the structured light pattern has to be powerful to be visible in illuminated scenes. Most
structured light sensors work only in indoor lighting conditions and have issues to obtain depth
measurements outside in bright sunlight. Furthermore, applying several structured light sensors
to the same scene with an overlapping FOV can cause interferences for depth acquisition, due to
the overlapping of the projected pattern in the scene. This issue can be solved when each camera
is shaken slightly, as shown by Butler et al. [35]: They attached to several Kinect cameras a
small motor with an offset weight, causing a vibration to the sensor. Now, due to the motion,
each sensor sees only its own pattern sharply; while other projected patterns appear blurry and
are not recognized for depth acquisition. In the detail image of the scene, steps appear in the
point cloud. These steps get wider the further away an object is from the sensor. This step
pattern occurs due to a rough sampling of the Kinect for depth. The effect can be reduced with
state-of-the-art algorithms, like bilateral filtering [209] or a median filter [89].
Microsoft Kinect
The Microsoft Kinect camera is such a structured light sensor. It was released in November 2011
as an add-on for the Microsoft XBox to enable the person in front of the sensor to control games
with its movements. The sensor was the first of its kind to be used in game industry and a motor
in the base is able to pitch the sensor, so it can adapt to the player’s pose. Since its release, the
Kinect started as a cheap but usable sensor for robotic’s perception, having a big community [61].
Besides robotics, the sensor is also used in other applications, demanding for a sensor providing
depth and color at the same time, for example, applications in healthcare [166, 150]. The sensor
consists of an IR projector, an IR sensitive sensor to obtain the projected pattern and a color
sensor. The image of the IR camera and the RGB camera are calibrated intrinsically; all cameras
and the IR projector are further calibrated extrinsically by the manufacturer. Many publications
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concerning the sensor’s characteristic exist: Gonzalez-Jorge et al. [72] compare the Kinect and
the Kinect One, concerning its characteristics and sensor’s noise. Khoshelham and Elberink [102]
illustrate the characteristics of the Kinect sensor for a mapping application. Nguyen et al. [144]
analyze the sensor’s noise with a focus to improve 3D reconstruction and tracking. They differ
between axial noise and lateral noise, so a reconstruction with finer details of small objects is
possible. Their work is an extension of the KinectFusion approach, first presented by Izadi et al.
[93]. The lateral noise therefore mostly depends on the rotation angle towards a given reference
plane θ. The axial noise σz depends on the depth of an arbitrary pixel and the angle towards the
line of sight. With the equations presented by Nguyen et al. [144] for the lateral and axial noise,
a model can be generated, reducing the impact of the noise of the Kinect camera. This approach
is not limited to the Kinect camera and is suitable for all depth sensors.
3.5.4 Thermal Camera
The difference between a monocular camera which delivers data of intensities or a colored image,
a thermal camera works at a different wavelength. The visible light is in a range between 380 nm
– blue – and 780 nm – red. In contrast to that, a thermal camera works at a higher wavelength.
Depending on the used sensor, thermal cameras can have a range in wavelength from 1 to 2 µm
for Indium Gallium Arsenide sensors, 3 to 5 µm for Indium Antimony sensors, or 8 to 14 µm
for Gallium Arsenide sensors. The optimal wavelength depends on the temperature measured
in the scene: Short wavelengths close to the visible spectrum can be distracted by visible light,
but are sufficient for high temperatures. With a long wavelength sensor, these distractions are
minimized [216].
A thermal camera measures the emission of an object. Three principles for the transfer of
heat exist: Emission ǫ, transmission τ , and reflectivity ρ. The sum of the three variables is
always one, ǫ+ ρ+ τ = 1, meaning that an object with high emission close to one must have a
small value for transmission and reflectivity [216]. Every body above absolute zero (T0 = 0K)
emits energy by emission, which can be calculated by the Stefan-Boltzmann law [110].
Based on a calibration, the energy values for all pixels are converted into a temperature value.
To get an interpretable image of a scene, the range of temperature over all pixels is set to a
minimum and maximum value to amplify the gradient in the image. Figure 3.13 shows a scene
with different false-color representations.
Temperature determination based on a contact-less method like a thermal camera can lead
to lower measured value than ground truth: The reason for this is due to the different emission
coefficient. While glossy or metallic surfaces tend to have a smaller coefficient, raw and dark
surfaces have a higher coefficient closer to one. A low emission coefficient results in a reflection,
and the thermal camera percepts not the temperature of the object itself, rather than the reflected
object. In the here presented application the algorithms use only a relative temperature for
segmentation of the human body. Furthermore, the human skin has a high emission coefficient
of ǫ = 0.98 and is therefore close to ideal emission coefficient. Lower emission coefficients in the
scenario of a trauma room can appear on metal or lacquered surfaces at the medical stretchers
or shiny parts of the patient’s clothing, e.g., a belt buckle.
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Figure 3.13: Person recorded with a thermal camera in different false-color representations: The scene
was recorded with an Optris PI 400. The person in front of the camera can be easily segmented from
the background. In both images, the range of the false-color is adapted to the minimum and maximum
temperature.
Optris PI 400
For experiments, the thermal camera Optris PI 400 with a resolution of 382× 288 pixels was
used, attached to a lens of 62-degree FOV. The wavelength of this camera is in a range of
7.5 to 13 µm. Depending on the calibration, the camera can deliver a temperature range of -20 ◦C
to 100 ◦C, 0 ◦C to -250 ◦C or 150 ◦C to 900 ◦C. To sense thermal data from people – which have
in general a body temperature of about 37 ◦C – the first range was chosen to acquire test data.
The calibration file includes a function to improve the temperature measurement close to ground
truth and is provided by the manufacturer. To provide absolute temperatures the Optris PI
camera applies a thermal emission coefficient of ǫ = 0.95. The image of the sensor is not rectified
and contains radial and tangential distortions, which have to be removed by calibration (see
section 3.7.1). The PI 400 has the advantage that the resolution of 382 × 288 pixels is quite
high for a thermal camera of this size. Furthermore, the size of the FOV is similar to both 3D
sensors, which is also good for sensor fusion. The low latency and the high update rate of 90Hz
is sufficient for sensor fusion and the segmentation can also be done for moving patients.
3.6 Representations of Sensor Data
The applied algorithms for segmentation and feature reconstruction rely on different representa-
tions. Three different representations are used in this thesis:
• Intensity image: An intensity image is a grid-based structure with pixels q = (u v)T ∈ R2,
having a fixed width w and height h. Most projective sensors generate this representation:
A monocular sensor provides values for the intensity of each pixel. Depending on the
applied sensor, this intensity can either reflect the monochrome intensity of a black and
white camera, a color image, or of a thermal camera with the temperature of a pixel based
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on the pinhole camera model. An arbitrary intensity image is symbolized by Iw×h while
the number of pixels is given by |I| = w · h.
• Depth image: A range or depth image ID is provided by 3D sensors, e.g., 3D cameras or
3D Light Detection and Ranging (LIDAR)s. It has the same composition as the intensity
image based on pixels q ∈ R2. Every pixel corresponds to a distance d(u, v) based on
the pinhole camera model for a 3D camera. A range image is acquired by the previously
introduced sensor principles, stereo triangulation, structured light or ToF. In case a distance
cannot be obtained, for example, due to a limited measuring range, a distance value is
marked as invalid, zero or to be Not a Number (NaN) value. Range and intensity images
both have the benefit that the data is organized, which implies that the data is ordered
in a grid and a point’s neighbors are easily determined compared to a three-dimensional
unorganized structure.
• Point Cloud: A Cartesian point cloud can also represent data from 3D sensors. Often,
a point cloud is generated from a range image. Compared to the range image, the point
cloud is less memory efficient, due to the extension towards three coordinates. Beside
the Cartesian coordinates, each point p = (x y z)T ∈ R3 can contain additional values
from sensor fusion, e.g., the color or the temperature. A point cloud is represented by
P = {p1,p2, ...,pn}, while the number of points is given by |P| = n. The size of a projective
point cloud is defined by the width and height of the point cloud |P| = w · h. In contrast
to image-based representations, point clouds might not be organized. Therefore, the search
for neighbors can be expensive in computation, as shown in the appendix A.2 on page III.
However, projective 3D sensors commonly provide an organized point cloud, where the
neighbors can roughly be selected based on the index of a pixel in a range image.
The range and the intensity image have the benefit that they are smaller compared to a point
cloud, due to the discrete pixel values for u, v ∈ N+0 , the lower precision of the applied data types
and the two-dimensional space with R2. Depending on the applied algorithm, it is necessary to
transform from one representation to another. Intensity and range images allow processing and
filtering in two dimensions.
3.7 Sensor Calibration
To achieve a correct sensor fusion, all sensors have to be calibrated. Figure 3.14 demonstrates
the process of sensor calibration as it is presented in this section: First, all sensors are calibrated
intrinsically. Second, the relative transformations between the sensors are estimated based on
extrinsic calibration, providing the rotation R and translation t. Finally, the sensor signals
are synchronized in time. Due to the rigidly mounted sensors (see Figure 3.15), the described
calibration process has to be done once in advance to data acquisition for body weight estimation.
If the sensors are moved relatively towards each other, the calibration process has to be repeated.
It is not necessary to calibrate the sensor system towards the environment; the only constraint
for the position of the sensors is that the patient on the stretcher is completely visible in the
FOV of all sensors.
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Figure 3.14: Process of sensor calibration: First, all projective sensors are calibrated intrinsically to
remove distortions from the image and to obtain the projection matrix P and the coefficients for distortions
d = (k1 k2 k3 p1 p2). Second, the sensors are calibrated extrinsically, estimating the transformations
between the sensors T. The calibrated images are noted by I′
T
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, and I′
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. Finally, the data from the
sensors are synchronized in time based on ∆tT ,∆tK ,∆tK2. The synchronized images are noted by I
′′
K
,
I′′
K2
, and I′′
T
. After this process of calibration, sensor fusion can be applied and data is converted towards
a Cartesian point cloud P ∈ R3 .
3.7.1 Intrinsic Calibration
Three-dimensional objects from the real world are projected on a camera’s sensor and therefore
are transformed into a planar two-dimensional surface. Hence, the information is reduced from
R
3 to R2 and the depth information is lost. However, knowing the size of an object in the real
world, the distance to an object can be reconstructed.
The pinhole camera model is the elementary model to apply a projection for a camera. Pinhole
cameras were the first cameras and consisted of a box, with a photosensitive material on one side
of the box, and a tiny hole at the counterpart. Through the hole an image of the scene in front of
the box is projected to the photosensitive material, turning the scene upside down. The smaller
the hole, the sharper can be the scene projected as an image. Though, the photosensitive material
has to be exposed longer to gather a bright image from the scene. Although pinhole cameras are
free from spherical or chromatic aberrations, the obtained image is not very sharp and especially
in the border area of the image darker and blurry. To enhance sharpness and to lower exposure
time, real projective sensors use lenses, instead of a tiny hole. A bigger aperture ensures that more
reflected light from a scene can hit the sensor’s surface. Exposure time is therefore minimized.
Unfortunately, a single lens can cause additional aberrations to an image, e.g., geometric and
chromatic aberrations. To minimize the aberrations, different lenses are combined and grouped.
This model implies that every object seen by the camera is pictured without any error on the
sensor of the camera. Figure 3.16 describes the pinhole model graphically.
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Figure 3.15: Rigidly mounted Kinect, Kinect One,
and Optris Pi400: Parts of the housings of the
two RGB-D cameras are removed. All sensors are
mounted with aluminum profiles to prevent a loss of
extrinsic calibration. The top sensor is the Kinect
One, while the RGB and depth sensor, as well as the
IR emitter are hardly visible. The bottom sensor is
the Kinect with an IR projector and an RGB and
depth sensor. In the middle of the sensor system,
the Optris PI400 is mounted.
The pinhole model is applied to correct these distortions. This proceeding is called intrinsic
calibration and is often referred to Zhang [230]. The pinhole model is described with a projection
matrix P. With the intrinsic calibration, the errors in a projection of a lens are corrected and
transformed to a pinhole model. Moreover, having an intrinsically calibrated device, the scaling
factor between the sensor plane and the real world can be achieved. The pinhole model is applied
for all projective sensors, like Kinect, Kinect One, and the thermal imager. The model consists
of the focal length (fx, fy) and the center of the image has to be known (u0, v0). Additional,
skewness γ of the image axis is added in case the image axes are not perpendicular; otherwise,
the skewness is set to zero. Based on the intrinsic parameters, an equation can be formed to
project a point from the environment p = (x y z)T ∈ R3 onto the sensor, transforming it in a
two-dimensional image coordinate q = (u′ v′)T ∈ R2:

u′
v′
1

 =


fx γ u0
0 fy v0
0 0 1


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P
·


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y/z
1


︸ ︷︷ ︸
p
, (3.2)
where a different focal length can be applied for the x- and the y-axis [230].
The sensor can be illustrated as a matrix with w columns and h rows. Therefore, the pixel
coordinates u and v can only have discrete values with 0 ≤ u < w and 0 ≤ v < h where
u, v, w, h ∈ N+. The focal length f describes the distance between a lens and the focal point.
Having a lens with a small focal length, e.g., 8mm the device has a wider FOV compared to a
high focal length like 120mm. Having a pinhole camera model, a distance for an arbitrary pixel
can be calculated by applying the intercept theorem by
f
z
=
u
x
=
v
y
.
The image plane is spanned by the axis x and y. The coordinate frame for the image plane is
right-handed with the z-axis along the optical axis, as shown in Figure 3.16.
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Figure 3.16: The pinhole camera model: A point from the environment P ∈ R3 is projected onto the
image plane, which is spanned by the two vectors x and y, and is represented by q ∈ R2. Source: [45]
Based on the pinhole camera model, an object can be projected onto a sensor’s surface.
Unfortunately, camera lenses have non-linear distortions, which have to be corrected to apply the
pinhole camera model. Lines in the real world are projected to the sensor’s plane curved. These
spherical aberrations can be separated in radial and tangential distortions. Radial distortions
translate image points along radial lines from the principal point.
The coordinates from the sensor’s plane (u, v) are moved via the sensor’s center qc to (u0, v0).
First, the radial distortion is corrected: The radius r is defined as a sensor point’s distance from
the principal point by
r =
√
u2 + v2 ,
where the image points are transformed to have the principal point as their reference coordinate
frame where u = u′ − u0 and v = v′ − v0.
When the magnification decreases with growing radius, barrel distortions appear. This
distortion type often turns up at wide angle or fisheye lenses. Figure 3.17a illustrates such a
barrel distortion. Vice versa, pincushion distortions appear when the magnification increases
when the radius is growing. This kind of distortion is shown in Figure 3.17b. The correction
factor for the radial distortions is calculated by a polynomial
1 + k1r
2 + k2r
4 + k3r
6 + . . . ,
where the degree of a polynomial to calculate k can vary. For good lenses, a low degree can
be good enough for a sufficient calibration. With a growing degree of the polynomial, the
computational cost increase for calibration.
Commonly, the radial distortion has a significantly higher impact in aberration compared
to the tangential distortions. Tangential distortions occur at right angles to the radii. This
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(a) Barrel distortion
where k1 = −0.0004
(b) Pincushion distortion
where k1 = 0.0004
(c) Tangential distortion
where p1 = −0.003, p2 = 0.003
Figure 3.17: Different kind of distortions: A positive radial distortion coefficient results in a pincushion
distortion (a), while a negative coefficient will result in a barrel distortion (b). Having a tangential
distortion leads to a skewed image (c). The rectification is applied by equation (3.3).
kind of distortion is illustrated in Figure 3.17c. The parameters for the tangential distortion are
described by p1 and p2 and the distortion δt is modeled by
δt =
(
2p1u
′v′ + p2(r
2 + 2u′2)
p1(r
2 + 2y′2) + 2p2u
′v′
)
.
Finally, the image can be rectified based on the distortion parameters d = (k1, k2, k3, p1, p2) by(
u
v
)
=
(
u′
v′
)
(1 + k1r
2 + k2r
4 + k3r
6 + ...)︸ ︷︷ ︸
radial distortion
+
(
2p1u
′v′ + p2(r
2 + 2u′2)
︸ ︷︷ ︸
tangential distortion
p1(r
2 + 2y′2) + 2p2u
′v′
)
, (3.3)
where u and v describe the rectified pixels. Although the Kinect and the Kinect One are pre-
calibrated by the manufacturer and tend to have nearly no noticeable distortions, all sensors are
calibrated intrinsically. The obtained projection matrix, the radial, and the tangential distortion
are used to rectify the images received from the cameras.
3.7.2 Extrinsic Calibration
The relationship between the environment, points in the environment, and the sensors are
described by different relations and coordinate frames. Three different coordinate frames are
used:
• World coordinate frame: The world coordinate frame {0} is based on a three-dimensio-
nal Cartesian coordinate system and defines the origin of the scene’s world. This origin
can be a unique landmark in the scene or can be determined by an arbitrary point
p0 ={0}= (0 0 0)T ∈ R3.
• Camera coordinate frame: Points within the coordinate frame are relative to the
camera sensor’s center. The z-axis is usually perpendicular to the image plane. The camera
coordinate frame is related to the world coordinate frame {0} by extrinsic parameters –
rotation R3×3 and translation t = (tx ty tz)
T of the coordinates.
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• Image coordinate frame: Coordinates q = (u0 v0)
T ∈ R2 are related towards the image’s
center qc. The origin of this coordinate system is usually in the upper-left of the image.
The image coordinate frame and the camera coordinate frame are related to the perspective
projection of the points onto the image plane.
The previously explained intrinsic calibration is the basis for the now following extrinsic
calibration. The sensors are mounted rigidly towards each other, so the sensor’s frame cannot
change in translation or rotation. Extrinsic calibration aims to estimate the poses between all
sensors and therefore to determine the pose of an object’s coordinate frame with respect to the
camera’s frame. Figure 3.18 illustrates the extrinsic transformation of each sensor device to each
other in the shape of a transformation tree. All sensor frames are right-handed, with the sensor’s
plane spanned by the x- and y-vector.
Both 3D devices consist of several cameras, each having a pre-calibrated transformation T.
The Microsoft Kinect sensor consists of two sensors: One sensor for color imaging {Kc} and one
for infrared imaging {Ki}. Due to the structured light principle, the Kinect is equipped with an
infrared projector. To calculate a depth image, its pose {Kp} also has to be known. The infrared
frame of the Kinect is used as global frame {0} and therefore defines the Euclidean origin with
(0 0 0)T . The Kinect One works with the ToF principle and has, therefore, an infrared sensor
{K2i}. The relative transformation to the color sensor {Kc} is known by factory calibration.
The pose of the light source does not affect the calculation of a depth image from a ToF sensor
and can be neglected.
The thermal imager consists of one sensor with the frame {T}. The extrinsic calibration
between the sensors uses the global frame {0} as a reference. Therefore calibration is done in
relation to the infrared frame of the Kinect sensor.
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{T} Frame of the thermal camera
{Kc} Color sensor frame of the Kinect
{Ki} Infrared sensor frame of the Kinect
{Kp} Frame of the Kinect’s IR projector
{K2c} Color sensor frame of the Kinect2
{K2i} Infrared sensor frame of the Kinect2
Figure 3.18: Transformation tree for the system’s sensors: The infrared frame of the Kinect is used as a
reference for the world coordinate origin {0}. The 3D sensor’s own sensor frames are already calibrated by
the manufacturer. To obtain the transformation between the Kinect and the Kinect One, the IR sensors
from both cameras are taken as reference.
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The relative pose of a frame with respect to another coordinate frame is expressed by AξB,
which defines the relative pose from a coordinate frame {B} with respect to a frame {A}. A
point Bp can be transformed into the coordinate frame {B} by Ap =A ξB Bp.
To perform calibration, the geometry of a target has to be well known. Often, for camera
calibration, chessboards patterns are used. The corners of such a pattern can be detected reliably,
e.g., by the Harris corner detector [79]. The necessary characteristics for a calibration in this
scenario is described in the upcoming section on page 50. A calibration target delivers a set of n
points pi = (xi yi zi)
T ∈ P where i ∈ [1, n] with respect to the target’s coordinate frame. To
apply the projection of the target’s point onto the sensor’s image plane, the intrinsic parameters
have to be known.
For extrinsic calibration, the method proposed by Zhang [230] is applied. The here presented
derivation is taken from Nu¨chter [149]: Corresponding 3D and 2D points are first used to calculate
a solution based on a homography matrix H ∈ R4
s
(
p′
1
)
= H
(
p
1
)
,
where s is a scaling parameter. To estimate the homography matrix at least four points are
necessary, e.g., the four outside markers on the calibration pattern. The equation forms an
over-specified system of equations. In an initial step, the equation is solved with a low amount of
corresponding point pairs to approximate H. Furthermore, a non-linear optimization algorithm
like the Levenberg-Marquardt algorithm is used to improve the outcome of the approximation [138].
The algorithm applies a maximum likelihood criterion with
n∑
i=1
m∑
j=1
||p′ij − pˆij(Hj)|| ,
where p′ij defines projections of the 3D points in the image and pˆ represents the points which
are projected based on the homography matrix H. Afterward, the optimized homography matrix
H is taken to calculate the projection matrix P and the extrinsic parameters, the rotation R
and the translation t,
n∑
i=1
m∑
j=1
||pij − pˆij(P,Rj , tj ,d)|| ,
where pij describes the detected coordinates of the j-th corner in the i-th image. Furthermore,
pˆij defines the projection of an arbitrary point in real world coordinates with the parameters for
the intrinsic projection matrix P, the rotation matrix Rj , the translation vector tj , as well as
the radial and tangential distortion parameters d = (k1, k2, k3, p1, p2).
Finally, the extrinsic calibration can be applied to the previously known pinhole model. The
projection matrix of the intrinsic calibration P is multiplied with the transformation matrix T
and the point p ∈ R3 to get the projection onto the image plane by
s


u′
v′
1

 =


αx γ u0
0 αy v0
0 0 1


︸ ︷︷ ︸
P
·


r11 r12 r13 tx
r21 r22 r23 ty
r31 r32 r33 tz


︸ ︷︷ ︸
R,t
·


x
y
z
1

 . (3.4)
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The here presented approach for calibration is programmed based on the image processing
framework OpenCV [28, 50].
3.7.3 Multimodal Calibration Target
The applied calibration pattern for intrinsic calibration – and further also for extrinsic calibration
– has to be visible for all sensors in color, depth and thermal stream. For monocular RGB or
monochrome cameras commonly a chess or circle pattern is applied. The patterns are recognizable
with state-of-the-art algorithms, e.g Harris corner detection for a chessboard patterns [79] or the
Hough transform for circle detection [14]. Such a pattern can be printed on a piece of paper or
cardboard and represents a strong gradient, easy to detect in the sensor’s data.
Luhmann et al. [125] illustrate different calibration methods for close range application for
various types of thermal cameras. An object with a unique pattern has to be visible for the
thermal camera. Therefore, Luhmann et al. [125] build a calibration target with an aluminum
plate and a pattern of self-adhesive foil on it. The target is placed outside, facing towards the
sky. While the foil reflects the temperature of itself, the shiny aluminum plate reflects the cold
temperature of space. This leads to a high gradient in temperature, visible for the sensor and
the pattern can be recognized with low effort and state-of-the-art image processing algorithms.
Visibility in a thermal image can be achieved with two solutions: On one side the pattern can
be heated up, showing a pattern with high gradient. On the other side, a difference in emission
would also be possible. Figure 3.19 demonstrates the here applied target for calibration in a
color, and a thermal image. It consists of two layers: The back side of the pattern is made
from aluminum. It is heated up to a temperature significantly above ambient temperature.
Furthermore, the surface of the aluminum is coated white. The front side is made from a wooden
plane which has a circle pattern with holes. The wooden plane is manufactured with a laser
cutter, providing a highly precise and accurate pattern. The distance between the two surfaces
ensures that the difference in temperature is kept: Moreover, it is painted black and has a
distance of around 1 cm towards the aluminum plane. The temperature at the front stays close
to the ambient temperature, while the plane is heated and slowly loses temperature over time to
the environment. This pattern ensures to be visible in all available sensor streams. The size of
the calibration target is adapted to the clinical environment, with the sensors mounted rigidly in
the ceiling. The target board has a size of 30 × 40 cm and fits in the FOV of all sensors. On
the other side, the size of the circles on the target is big enough to be visible from the distance
close to the ground of the room.
The algorithm for calibration is integrated into the Libra3D application in the hospital.
During the calibration, the software provides a rectangular marker in the viewer of the software,
in which the target should be moved. When the target is close to the marker and steady, a frame
from the sensors is acquired for calibration. Afterward, a new marker is viewed at a different
position. The change of the marker in the viewer leads to several changes in perspective and
size, the target is visible for the sensors. This routine was developed, that also non-experts –
e.g., physicians – are able to calibrate the system on their own. The routine for calibration is
described in Listing 1.
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(a) Color image (b) Thermal image with distortions
Figure 3.19: Calibration of the color image and calibration pattern visible in thermal image: The colored
markers in the scene illustrate the detected circle pattern. While the lines for a row in the color image are
nearly straight (a), the lines visible in the thermal image appear curved (b).
Algorithm 1: Process of extrinsic calibration.
1. Search pattern in the current sensor frame. If found, add the image to a set of
calibration images. Repeat this, until a sufficient number of n frames is acquired.
2. Apply intrinsic calibration to get the distortion parameters d = (k1, k2, k3, p1, p2).
3. Remove distortions from images in the set, by applying equation (3.3).
4. Apply extrinsic calibration, to get the translation t and the rotation R, as shown
in equation (3.4).
5. Save the calibration (d,R, t) to the computer and the database.
3.7.4 Noise Model Calibration for Depth Sensors
The noise of depth sensors is often not homogeneous, due to their working principle: Small ToF
cameras with a single LED can lead to the problem that corners of the image plane are not
sufficiently lighted. This effect is known by vignetting [132]. As shown previously for the ToF
camera, the measured distance depends on the amplitude of the modulated source as well as the
amplitude of the background light.
For a static scene, a set of n continuous depth images {ID1, ..., IDi, ..., IDn} can be recorded
and averaged to a new depth image I¯D over a fixed number of n frames with
I¯D =
1
n
n∑
i=1
IDi .
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Figure 3.20: Comparison of the sensor’s noise between the Kinect and the Kinect One: While the offset
to ground truth distance of the Kinect increases over depth, the offset of the Kinect One stays close to
around -20mm, as shown in the left plot. Moreover, both sensors have an increasing standard deviation
over distance, with a square relation, as shown in the right plot. Source: [218]
This procedure is low in computational cost but demands a static scene. If an object in the FOV
is moving over the number of frames, distortions are generated. While the patient is lying on a
medical stretcher, he or she does not move much, commonly. However, the number of frames
taken for averaging should be evaluated in advance. A number of 10 frames means for a sensor
grabbing data with 30 Hz, that the subject must not move for 330ms.
Another method to minimize the impact of the sensor’s noise is a correction model for each
pixel. Therefore, the camera is aligned towards a plain surface, measuring the distance towards
the plane over several frames, averaging them and comparing it to ground truth.
Wasenmu¨ller and Stricker [218] compare the Kinect and the Kinect One concerning its
accuracy and precision, see Figure 3.20: While the accuracy and precision of the Kinect is not
affected by the color of the reflecting surface, the distance provided by the Kinect One depends
on the surface and changes the offset to ground truth. Moreover, for both sensors the standard
deviation of the sensor’s noise increase over the measured depth; both in a similar way. In
contrast to that, the offset to the ground truth distance increases over the measured distance for
the Kinect, while the Kinect One has a nearly fixed offset of around 18mm. The authors further
illustrate the jumping edge error appearing in the data from the Kinect One. Additionally, they
looked for thermal correlations: While the mean distance of the Kinect changes slightly over time
when the camera is powered, the Kinect One shows a correlation of the sensor’s temperature to
the average distance. As the Kinect One has a fan included, the mean measured distance can
change if the fan is spinning. The authors propose to run the sensor for around 25 minutes until
a stable mean distance is reached.
To improve the quality of an RGB-D sensor, bilateral filtering should be applied [209]. The
filter replaces the intensity of a pixel with an averaged intensity of the neighboring pixels. The
intensities of the nearby pixel are weighted with a Gaussian kernel. The benefit of this procedure
is that edges are preserved, while the values in areas are smoothed. Figure 3.21 shows the
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(a) Input image (b) Bilateral filter applied
with σr = 0.1 and σs = 2.0
(c) Bilateral filter applied
with σr = 0.1 and σs = 4.0
Figure 3.21: Depth image and point cloud from a scene, filtered with a bilateral filter: With the increase
of the σs value, the surface of the point cloud is smoothed, while the edges are preserved. With a high
value, jumping edges can occur. The bilateral filter has to be adapted to the scene.
smoothing of a depth image with a bilateral filter. This filter can be applied on gray, as well
as on a depth image. Two parameters control the behavior of the bilateral filter: The standard
deviation σs weights the pixels used for filtering based on a radial distance. In contrast to that,
the standard deviation σr weights the pixels used for filtering based on the distance in color.
Figure 3.21 illustrates different settings for a scene recorded with the Kinect camera.
3.7.5 Syncing of multiple Sensor Streams
Having a set of multiple sensors is the basis to apply sensor fusion. Due to the data processing
in the sensor and the communication via different transmission technology (USB, Ethernet, etc.)
the data can be delayed in time. Especially if the scene is dynamic, such a delay can cause errors
in sensor fusion, fusing old data from one sensor with up-to-date data from another sensor. One
approach is presented by Lussier and Thrun [126], syncing a thermal and an RGB-D without a
specific target: A person moving in the field-of-view generates an optical flow in both images.
The number of pixels moving in each image is summed up. Temporal minima and maxima can
be extracted from a plot. The difference in time syncing can be estimated when the extremes
are aligned by a difference in time ∆t, as presented in Figure 3.22a. This works best if the
person is easy to segment, e.g., no other heat sources and only the person is moving in the
scene. Figure 3.22b illustrates the aligned edges in the thermal, depth, and thermal frame.
For the medical scenario, most patients on the stretcher do not move much. Therefore, the
synchronization in time is not necessary.
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(a) Statistics of flow (b) Aligned thermal and depth frame via edges
Figure 3.22: Synchronization of multiple sensors based on optical flow: In the experiment provided by
Lussier and Thrun [126] a thermal camera and an RGB-D sensor are used. The data from the thermal
camera has less delay compared to the depth sensor, which is visible at the peak values in the plot (a). In
the presented approach, the extrinsic calibration is applied via edge detection of a subject moving in front
of the cameras (b).
3.8 Sensor Fusion
Based on the previously defined intrinsic and extrinsic calibration, as well as the time synchro-
nization, the data from the sensors can be fused. After this processing, the sensor’s data can
be used to generate a point cloud, containing Cartesian points p ∈ R3. After sensor fusion, all
sensor streams are converted towards a point cloud P where
P = {pi | pi ∈ R3, i = 1, .., |P|} .
Every point in the cloud is able to hold all data from all sensors: Each of these points can contain
a color pi → cRGB and additionally thermal information pi → T . Due to the more narrow FOV
of the thermal camera, some points do not contain a thermal value and are marked as NaN
value. Thermal data is represented by false-color representation. Here an iron palette is applied,
giving a dark blue color for low temperatures and a bright yellow color for high temperatures.
This palette is emulated from the glowing light of heated iron and is quite common for the
visualization of thermal data.
Pixel-wise comparison applies the visualization of sensor fusion of the color and temperature
data of the color: The color image from the RGB-D sensor IC , as well as the converted false-color
representation from the thermal camera IT are split into color channels red r, green g, and blue
b. Now, for every available pixel, the values of each channel are compared. The channel with the
biggest value for an overlying pixel is copied to the fused representation by
I(i) =


max(IT (i)→ r, IC(i)→ r)
max(IT (i)→ g, IC(i)→ g)
max(IT (i)→ b, IC(i)→ b)
where i = 1, .., n ,
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(a) Color (b) Depth (c) Color and depth (d) Normals
(e) Normals and depth (f) Thermal (g) Color and Thermal
Figure 3.23: Visualization of the sensor fusion: Figure (a) shows the raw color stream from an RGB-D
camera. The depth stream can be visualized using a colormap, here drawing blue values for far objects
and orange for nearer objects (b). Both streams could be fused in one image multiplying the depth image
with the gray-scaled intensities of the color image (c). Calculated normals can also be represented by a
color map (d). The stream from the thermal camera can be visualized in several ways: Either it is drawn
with false-color representation (f) or can be combined with other streams – here a combination of the
color stream, highlighted with temperature (g).
for n pixels. This representation for the combination of color and thermal information is first
shown by Vidas et al. [214]. The benefit of such a fusion is, that the texture of the color image
is preserved while the color gives an indicator for the temperature. Figure 3.23 illustrates the
sensor fusion and its visualizations.
3.9 Summary
The system’s conceptual design is adapted to the requirements requested by the physicians of
the stroke team of the University Hospital Erlangen. The physicians demand that they are not
hindered during treatment. The camera system is hidden under the suspended ceiling in the
trauma room. The changes in the room, for example, the markers on the floor and the cable
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conduit, are minimal and it can be removed with low effort. The system is easy to use via a
GUI and should save data for oﬄine optimization and processing, which is done in a MySQL
database. Moreover, this section presented the necessary calibration routine for sensor fusion,
which is based on state-of-the-art sensor fusion algorithms. The intrinsic and extrinsic sensor
calibration is performed on all visual sensors. Finally, a stream of sensor data is available, fusing
color, depth, and thermal data, which is necessary for the upcoming segmentation and body
weight estimation.
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Segmentation of Humans from the
Environment
Segmentation is one of the most common applications when it comes to image processing [205,
229]. An image – consisting of a set or matrix of pixels – is grouped into different parts, while those
parts receive a label. By segmentation, object classification can be established. Segmentation is
represented in different ways: Either a set of pixel forms a closed group. Or otherwise, a border
through a single set divides this sets into two groups. Such a segment consists of one or more
pixels. Whether a group or edge-based representation is chosen depends on the applied algorithm.
Segmentation can be applied to different sensor data: The most common way in image processing
is the segmentation based on a color image, provided by a monocular camera. Besides from being
ideal, segmentation can have two different other states: Having an over-segmentation will result
in a high number of segments. Different illumination with bright regions and dark shadows or
an object having a highly textured surface will likely result in an over-segmentation with too
many objects [205]. On the other side, there can also appear under-segmentation, where too
few segments are created. In such a case, the segmentation is not successful and should provide
more different segments. To prevent over- or under-segmentation, the right method should be
chosen, as well as a proper configuration. Looking for a green ball on grassland will result in an
under-segmentation if a segmentation based on color is chosen.
Segmentation of people within images and video streams is essential for various applications.
Especially if the segmentation and the detection are needed for safety application, for example,
collision avoidance of an autonomous driving system, the algorithms must provide a reliable
result of the segmentation and detection within a specified duration of time. An algorithm for
the detection of humans often has to deal with various difficulties, like partial occlusions due to
overlaps or different perspectives. Furthermore, some approaches illustrate the segmentation and
the tracking of several humans at once [185, 231].
With the focus on medical applications, segmentation helps radiologists and physicians to
detect issues in CT or MRI images [187]. Segmentation on the basis of medical imaging can
improve the diagnosis and can detect tumors or infections earlier. This guidance in medical
imaging is often referred to as Computer-Aided Diagnosis (CAD).
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Point Cloud P
Segmentation
Patient PPStretcher Environment PE
Figure 4.1: Result from segmentation: After the segmentation, a point cloud containing the patient
PP is segmented from the environment PE . Additionally, the plane model for the stretcher is estimated
within the segmentation.
Depending on the scenario, it can be hard to segment a person from the scene with a
monocular camera. Such a scenario could be a person in front of a white wall, while the person
in the FOV of the camera wears white clothes. The illumination and shadows can increase the
reliability of the segmentation in such a scenario. However, the segmentation and detection of a
human body with a 3D sensor can improve the outcome in such a situation.
With the focus on reliable and precise segmentation, sensor fusion is essential. While the
segmentation on a single sensor stream can work in most cases, there are often conditions the
segmentation might fail from time to time. Segmentation based on multiple sensor streams
increases the performance of segmentation, applying more different methods to distinguish
between various objects or people. Therefore, for the segmentation of humans in a mixed and
natural environment often the combination of a thermal, depth and color camera is used [153].
For the here applied scenario, it is essential to distinguish between the patient, the environment
or other people within the FOV. The result of the upcoming approaches for segmentation are
presented with images from the sensor’s perspective, while the filtered parts are illustrated by a
blue overlay. Parts in the image, which are not removed due to the filtering, are unmodified.
4.1 Scenario for Segmentation
The patients have different body heights, different shapes or also different clothes in shape and
color. However, it is the task of the segmentation, so the subject is recognized reliably and
with sufficient precision. Furthermore, the body weight estimation system should not rely on
a particular type of stretcher as several types of different stretchers are used in most hospitals.
Also, most beds can be adjusted in height to ease medical treatment for the physicians. This
excludes the precise modeling of such a stretcher to handle the segmentation. In case the model
for the stretcher is fixed, and only the position and orientation can be changed, the location of it
could be found via the Iterative Closest Point (ICP) algorithm [22].
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The data provided by sensor fusion contains the patient, as well as the environment from
the sensor’s view. To process the body weight, the first step is to differ which data belongs
to the patient and is therefore relevant for body weight estimation, and which part belongs to
the environment. Because the patient is lying on a flat surface – the medical stretcher – the
segmentation in a depth image is more complicated compared to a person standing with a
significant distance to the environment. The points pi belonging to the patient are described by
PP ⊂ P while the size of the patient’s data is set by the cardinality of the set |PP |. Figure 4.1
illustrates the different sets of data after the segmentation which are necessary for the upcoming
machine learning approach.
The great variety of different subjects is one problem for segmentation, and hardly any color
of the subject’s can be set as given. Another challenge in the segmentation of such a scene is the
close distance of the patient to the surface he or she is lying on. That is why the segmentation
based on depth data is challenging. Moreover, the segmentation of the stretcher can be distorted
when people are standing close to the stretcher, e.g., physicians treating the patient. Nevertheless,
the segmentation of static parts in the scene, like the floor, can be done with low afford, because
the sensors are not moving and mounted rigidly in relation to the room.
The process of segmentation is structured as follows: First, the amount of data in the scene is
reduced by removing known and static objects, like the floor, by a simple distance threshold. In a
second step, the stretcher with the patient on it is segmented and localized. Now with the scene
only containing the stretcher and the patient, the patient is segmented from the stretcher. The
surface of the bed, which is modeled as a plane, is also segmented from the rest of the stretcher.
This plane is needed for the estimation of the back surface of the patient and is necessary for the
upcoming feature extraction and body weight estimation. Finally, minor distortions are removed
from the segmented subject, and the result gains robustness and precision.
The benefit of algorithms working on bit masks is the increased speed in processing. Further-
more, data processing is kept to a minimum. Another benefit of working with binary segments
is that Boolean algebra can be applied to the different sets. However, binary mask have an
issue, because the size of the binary mask correlates with the size of the point cloud: For every
point in the point cloud, an element in the mask has to exist. Even if a point cloud is reduced
to one-tenth of its original size, the size of the filter mask would be still the same. To fix this
issue, the upcoming implemented filters rely on indices [155]. The set of indices only contains
the index of the elements in the point cloud, which are valid after filtering. Therefore, the set of
indices reduces the amount of data removed from the scene. A set of indices for a point cloud,
which is reduced to one-tenth, also has the size of one-tenth of its indices; while a binary mask
containing only valid points has the same amount of elements as in the indices set. Depending
on the scenario or the algorithm, indices can be converted to filter masks and vice-versa.
4.2 Bounding Box Filter
Because the sensors are mounted rigidly to the ceiling and the fixed environment, the easiest
way to reduce the size of the point cloud P is a depth filter. Points in a certain range of
depth d = [dmin, dmax] filter out the floor and objects close to the sensor. The range has to be
adapted to possible heights of different patients, considering especially the adjustable height
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of the medical stretcher. People like physicians close to the patient could still be included
in the weight estimation. Therefore a bounding box is applied: The box is defined in width
w = [wmin, wmax], height h = [hmin, hmax], and depth d = [dmin, dmax] and includes points to the
patient by intersection
P∗ = P∗H ∩ P∗W ∩ P∗D where (4.1)
P∗H = {pi | hmin < pi → x < hmax}
P∗W = {pi | wmin < pi → y < wmax}
P∗D = {pi | dmin < pi → z < dmax} .
The output of the filtering for the three dimensions with width P∗W , height P∗H , and depth
P∗D can be calculated independently. The bounding box for the experiments in the hospital
environment is about 2.5 meters long, 1.2 meters wide and about 0.8 meters high in order to
guarantee that the patient fits into this volume. These setting are chosen for the test application
in the trauma room. In case of a different environment with a different stretcher, these values
have to be adapted. A smaller range guarantees that only the patient is set for weight estimation
and people close to the patient are excluded. The bigger the bounding box is set in the range,
the easier the patient can be placed inside the FOV with fewer constraints. Attached markers on
the floor assist to place the stretcher – and therefore the patient – in the FOV of the sensors. In
a sensor live stream, a physician can supervise that the patient is entirely visible to the sensors.
Figure 4.2 illustrates the bounding box filter: First, the scene is visualized as a point cloud
in Figure 4.2a. The marker for the bounding box is also shown in the GUI provided for the
physicians. The point cloud and the box can be rotated to reach different perspectives of the
scene, to ensure that the patient is completely within the bounding box. The whole scene contains
307,200 points, as shown in an above view by Figure 4.2b. The amount of data is reduced by
(a) Scene with a bound-
ing box, visualized as a
wire mesh model
(b) Data size of 307,200
points
(c) Data size of 134,121
points
(d) Data size of 75,442
points
Figure 4.2: Reducing the point cloud’s size by bounding box filter: To ease the correct positioning of
the stretcher, a wireframe model visualizes the configuration of the bounding box in the scene (a). The
bounding box reduces the size of the scene in the medical scenario to around one quarter (b)-(d).
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applying the filter for x- and y-direction, see Figure 4.2c. Therefore, the output of the filter
includes the stretcher with the subject, as well as the floor of the room. The amount of data
in the input point cloud is further reduced to about one third when the bounding box filter is
applied to all dimensions, see Figure 4.2d. The reduction of the point cloud at an early stage is
essential to speed up upcoming steps in processing.
The previously presented bounding box filter is easy to apply and reduces the point cloud
dramatically. However, after this step in filtering, the scene contains the stretcher including the
subject, but also parts of the stretcher which are not necessary for weight estimation, like the
handlebars of the stretcher. The handlebars of the stretchers in the emergency room are all
coated red, but stretchers from other hospital wards can look different and therefore filtering by
color cannot always be guaranteed. The bounding box presented in the previous section is aligned
fixed to the coordinate’s axes. To minimize the data for body weight processing further, another
bounding box is generated. In contrast to the presented bounding box, this one is oriented
towards the already filtered data and is smaller in its dimensions.
Figure 4.3 illustrates the application of the minimum oriented bounding box filter: The
filter has the task to segment the patient including the stretcher. The biggest box marked in
the schematic is the previously applied bounding box filter. Afterwards, the orientation of the
resulting data is calculated, and a smaller bounding box is adapted to the scene, also containing
the patient and the stretcher. Now, the newly oriented bounding box can be reduced in size to
remove data from the point cloud aligned with the principal components.
Based on Principal Components Analysis (PCA), the input data is aligned to the coordinate’s
axis. Figure 4.4 demonstrates the oriented bounding boxes as a schematic. The appendix
illustrates the principle of the PCA on page IV.
bounding box
oriented bounding box
reduced bounding box
back rest
patient
handlebars
stretcher
Figure 4.3: Bounding box for pre-filtering and oriented minimum bounding box around the stretcher
with patient.
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−2.0 0.0 2.0 4.0 6.0−2.0
0.0
2.0
p¯
(a) Translation
−2.0 0.0 2.0 4.0 6.0−2.0
0.0
2.0
(b) Rotation
−2.0 0.0 2.0 4.0 6.0−2.0
0.0
2.0
(c) Cut to size
−2.0 0.0 2.0 4.0 6.0−2.0
0.0
2.0
p¯
(d) Back transformation
Figure 4.4: Minimum Bounding Box Filter: A set of given points P should be cut along its principal
components (a). Therefore, the set is first moved to the origin of the coordinate system based on its
centroid p¯. With the help of the PCA, the set of points can be aligned to the axis of the coordinate
system (b). The previously presented bounding box filter is then applied (c). Finally, the set of points is
rotated and translated with the help of the inverse transformation, and the final result of the minimum
bounding box filter is reached (d).
First, the scene P is moved via a translation t towards the origin of the coordinate frame, so
the centroid p¯ = (x¯ y¯ z¯)T and the scene’s origin align. The complete point cloud P is moved to
the centroid by a homogeneous transformation matrix T by
P ′ = {T · pi | pi ∈ P} where T =


1 0 0 x¯
0 1 0 y¯
0 0 1 z¯
0 0 0 1

 .
Second, the now shifted scene P ′ is rotated via the eigenvalues v1, v2, and v3, calculated from
the covariance matrix Σ, so the principal component with the highest value aligns with the x-axis.
Moreover, the second principal component aligns with the y-axis, and the third element aligns
with the z-axis. The rotation of the point cloud P ′ is calculated by
P ′′ = {V · pi | pi ∈ P ′} where V = (v1 v2 v3) ,
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(a) Oriented bounding box (b) Reduced bounding box
Figure 4.5: Filtering based on oriented minimal bounding box: The filter is applied to resize the scene
along its principal components. While the red handlebars on top and bottom the stretcher in (a) are
inside of the bounding box, they can easily be removed from it by reducing the length of the box (b).
and is shown in Figure 4.4b. Third, the bounding box filter, as shown in equation (4.1) is applied
to the transformed data set. The used filter obtains its coordinate system based on the origin of
the centroid of the set of points. Last, the point cloud is transformed back to its initial coordinate
frame.
Figure 4.5 shows the result of the filter: First, the oriented bounding box is calculated based
on previously extracted data. The box is aligned and oriented to the point cloud’s data (a).
Second, the bounding box is reduced in length with the help of a fixed value, but keeping the same
angles (b). Therefore, the handlebars at the top and the bottom of the stretcher are removed.
The calculation of the minimum oriented bounding box ensures that only the patient and
the stretcher is in the FOV. The excluded points from this filter are helpful to improve the
outcome of plane segmentation, to estimate the position and inliers of the Random Sample
Consensus (RANSAC) algorithm. To remove the handlebars and the stretcher’s grid on the
side of the stretcher (see Figure 4.3), the minimum bounding box filter is applied. To filter this
scenario the starting set of points must only contain the stretcher with the patient on it. Other
things from the environment have to be removed previously, e.g., the floor or people close to the
stretcher.
4.3 Thermal Filter
The used thermal camera provides good data for sensor fusion and segmentation: While the
trauma room is air-conditioned and kept at a temperature of around 21 ◦C, people in the FOV
mostly have a higher temperature. The human body has a temperature of around 37 ◦C on the
inside. The thermal imaging camera detects a lower temperature at the surface of the skin. The
thermal range T = [Tmin, Tmax] is set depending on the ambient temperature of the trauma room.
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A minimum and a maximum threshold for the temperature define the output of the thermal
filter P∗ by
P∗ = {pi | Tmin < pi → T < Tmax} .
Experiments showed that the minimum temperature should be set about 2 to 3 ◦C higher than
ambient temperature.
Figure 4.6 demonstrates the result of an applied thermal filter to the scene: The input point
cloud contains thermal data in a range of 23.4 to 34.6 ◦C (a). The ambient temperature in this
scene is around 23.5 ◦C and therefore close to the minimum temperature. The subject is clearly
visible due to the gradient in temperature to the environment. Skin visible to the thermal imager
has a higher temperature compared to the clothes the subject is wearing. Furthermore, the
temperature depends on the thickness of the clothes, as well if clothes are tightly or loosely fitting.
The temperature of the shirt, the subject is wearing is higher than the jeans. Especially the shoes
and the lower parts of the jeans have a temperature closer to the ambient temperature. While the
shoes consist of relatively thick material, the jeans only have few contact to the leg. If the thermal
filter is applied to the scene with a lower threshold of 27 ◦C, parts of the subject are excluded (b).
The tip of the shoe is excluded as well as parts of the jeans. To fix this issue in filtering, the
threshold temperature is lowered to 25 ◦C. This leads to a bigger segment, containing nearly
every point of the subject (c). Now the difference between the ambient temperature of 23.5 ◦C
is only 1.5 K. Lowering the threshold for filtering further leads to noise in the segmentation,
and parts of the stretcher are added to the set of the subject. If the scene does contain objects
and devices which can have a higher temperature than the ambient temperature, the maximum
threshold should be set. This should ensure that parts of a medical device, close to the patient,
do not confuse the filter.
In case a patient is hypothermic because he or she had a stroke and got unconsciousness
outside in the winter, the thermal filter can cause issues if working with a fixed temperature.
In some cases, the temperature of a subject’s hand was below 15 ◦C. Working in such a scene
with a fixed temperature close to the ambient temperature, the hand would be filtered from the
scene. For such an event the physicians are supervised to have a close look at the result of the
segmentation on the display in the trauma room.
The filtering based on the thermal camera is not essential. However, it can improve the
outcome of the segmentation and leads therefore to a more robust weight estimation.
4.4 Color Filter
As mentioned in the introduction of this section, color can be a reliable source for segmentation if
the color of an object is predictable. The surface of the bed is always covered with a blank white
sheet due to hygiene issues. Because of high hygiene standards in a trauma room, the medical
stretcher is cleaned after each patient, which includes changing the cover of the stretcher. The
white color of the sheet helps to check for contaminations. For color filtering, the value of the
color is converted to the Hue, Saturation and Value (HSV) color space which is more suitable for
filtering in this scenario. The color filter is defined by the range of the hue value ch = [chmin , chmax ],
the saturation cs = [csmin , csmax ] as well as the value cv = [cvmin , cvmax ]. Additionally, the ambient
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(a) Input point cloud containing
thermal data in a range of 23.4 to
34.6 ◦C
(b) Thermal filter with setting of
Tmin = 27
◦C, Tmax = 38
◦C
(c) Thermal filter with setting of
Tmin = 25
◦C, Tmax = 38
◦C
Figure 4.6: Applied thermal filter to segment a patient from the stretcher: The range of temperature is
between 23.4 to 34.6 ◦C – here in a fused visualization (a). Based on a lower threshold of 27 ◦C, parts
of the subject are removed from the scene (b). Lowering this threshold further can reduce this issue.
However, even with a lower threshold of 25 ◦C, the trousers are partially excluded (c).
light varies little because the trauma room is windowless and the ceiling lighting is homogeneous.
Therefore the values for filtering can be set to a fixed range. The filter is applied to the points
after the bounding box filter which still includes the medical stretcher. It is applied to differ
between the patient PP and the stretcher PS . The filter for color is applied to the point cloud by
P∗ = P∗H ∩ P∗S ∩ P∗V where
P∗H = {pi | chmin < pi → ch < chmax}
P∗S = {pi | csmin < pi → cs < csmax}
P∗V = {pi | cvmin < pi → cv < cvmax} .
Although the color filter is not necessary, it eases and speeds up the segmentation of the patient
and the stretcher. The color filter works best if there is a distinct difference in color between the
sheet and the person’s clothes. In a worst-case scenario, the patient would be covered with white
clothes, so the color filtering would not have any benefit.
Figure 4.7 illustrates the result of the filter: In a first setting, the handlebars of the bed
should be segmented (a). The color red is unique in this scene. The bars are found, but due to a
wide range of filtering also the arms of the subject are considered to be part of the handlebars.
This issue can be minimized by lowering the threshold of the filter, but then also parts of the
handlebars might be excluded due to shadows and lighting conditions. In a second setting, the
surface of the stretcher is segmented. Applying the filter with this setting to the whole scene,
the surface of the stretcher is found, but is also confused due to the light color of the floor (b).
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To improve the outcome of this filter, the bounding box filter is used previously, so the color
filter only processes on data containing the subject and the stretcher (c). Here in this example,
the surface of the stretcher is found reliable. However, also the white shoes are considered to be
part of the stretcher. To estimate the parameters of the stretcher further steps are necessary,
which are presented in section 4.6 on page 68.
4.5 Normal Filter
As described in the previous chapter, the noise in depth depends on the perspective of the sensor
to the scene. It can increase, the bigger the viewing angle is. The computation of a point cloud’s
normals is described in the appendix on page IV in detail. Based on the calculated normals of a
point cloud, a filter is used to remove points, having a certain angle towards a given reference
axis. An example: Medical stretchers often can be adapted in height and also the angle of the
backrest can be adjusted. For the localization of such a stretcher, a filter can be used, removing
all points, having a higher angle towards the optical axis than the range of the stretcher. The
angle α of a normal n towards the optical axis a = (0 0 1)T is defined by [8]
αi(n) = arccos
(
a · n
||a|| · ||n||
)
.
(a) Filter for red with settings
HSV= (0, 255, 255)
(b) Filter for white with settings
HSV= (0, 10, 180)
(c) Filter for white based the out-
put of a previously applied bound-
ing box filter with settings
HSV= (0, 10, 180)
Figure 4.7: Segmentation based on a point’s color: The left image shows the result of a color filter
applied to find the red handlebars of the stretcher (a). Figure (b) and (c) illustrate the filtering for the
white surface of the stretcher to improve upcoming processing.
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(a) Threshold of 40◦, normal
smoothing size factor of 15
(b) Threshold of 60◦, normal
smoothing size factor of 15
(c) Threshold of 60◦, normal
smoothing size factor of 5
Figure 4.8: Applied normal filter with different configurations: The normal filter takes two arguments,
first, the angle of the normal towards a given axis – here the z-axis of the sensor system – and second, a
smoothing factor. A point is removed if the normal’s angle towards the axis is above the threshold (a).
The smoothing factor is applied, to reduce noise in segmentation. The influence of the smoothing factor is
presented in (b) and (c).
The normal filter removes points from the cloud by just a simple threshold and is applied by
P∗ = {pi | ||αi(pi → n)|| < αth} .
Figure 4.8 shows different settings to remove points from a scene based on their normals. Between
the three images, the threshold for the angle varies, as well as the factor for previously applied
smoothing. The calculation of the normals in this example is based on the method proposed
by Holzer et al. [87] and Holz et al. [86]. In Figure 4.8a, the normal filter is configured with
a threshold of 40◦ and a smoothing factor of 15. The z-axis of the depth sensor coordinate
frame az = (0 0 1)
T is chosen to be the reference axis for angle calculation. Therefore, points
with a normal having a bigger value than 40◦ to the perpendicular axis are removed from the
scene. The output of the filter shows that especially jumping edges between the stretcher and
the floor are removed. Also, parts of the body are removed, and a border between the subject
and the surface of the stretcher is visible. Thin and round parts, like the red handlebars, are
removed nearly completely. Increasing the threshold to 60◦ and keeping the smoothing factor to
the same value leads to a result where fewer points are removed from the scene, as illustrated
in Figure 4.8b. Also, the depth edges are removed widely, but more of the subject’s body is
kept in the scene. Lowering the normal smoothing factor leads to two effects: The output of the
filter provides a smaller edge, for example at the border between the subject and the stretcher’s
surface. With the higher smoothing factor of 15, only parts of those edges are removed, while
now, with a factor of 5, a closed border between the subject and the stretcher exists. Due to the
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lower smoothing factor, sensor noise gains more impact on the result of the filtering. This can be
seen in Figure 4.8c, where parts of the floor are removed because of the depth sensor’s noise.
The normal filter is used for the upcoming RANSAC algorithm to estimate the inliers of the
stretcher. Although this is not necessary, it increases the reliability for the outcome in plane
localization and segmentation.
4.6 Plane Filter
For the clinical weight estimation, the subject is always on a medical stretcher. Therefore, the
stretcher is always visible in the scene. With a simplified model, the surface of the bed can be
modeled as a plane. The estimation works best if the stretcher is completely visible. However,
with the subject lying on it, most parts of the stretcher are occluded and not visible to the
sensors. Having a high gradient in color or intensity between the subject and the bed eases
the segmentation; for example, someone wearing black clothes lying on the white surface. A
worst-case scenario would be a segmentation based on an RGB camera when the subject is
wearing white clothes.
To segment the patient from the stretcher, the RANSAC algorithm [64] is applied to the
previously defined data set after color and normal filtering.
Different equations can describe a plane: First, it can be described by a point and two
directional non-collinear vectors a and b with
p(a, b) = p1 + a · a + b · b where a, b ∈ R and a 6= 0 and b 6= 0 .
The parameters a and b are used for scaling, while the two directional vectors span an affine
coordinate system. Figure 4.9a shows the modeling of a plane based on two non-collinear vectors.
Second, the plane can be described by three arbitrary points p1,p2 and p3. An additional
constraint is that these points must not lie on a straight line. Therefore (p2−p1)× (p3−p1) 6= 0
has to be fulfilled and the plane is defined by
p(a, b) = p1 + a(p2 − p1) + b(p1 − p3) where a, b ∈ R . (4.2)
origin
p1
a
b
(a) Plane defined by two
vectors
origin
p1 p2
p3
(b) A Plane defined by
three points
origin
p
a
n
(c) Plane defined by nor-
mal and point
origin
d
p
n0
n0
(d) Hesse normal form
Figure 4.9: Different definitions of a plane.
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Figure 4.9b illustrates this plane model. Furthermore, a plane can be described by a vector p1
and a normal vector n which is perpendicular to the plane. The equation for a plane is then
defined by
n · (a − p) = 0 or n · a = n · p .
Figure 4.9c demonstrates the description of the plane based on this normal form. With the
help of this equation, the parameter form of a plane can be defined. With the definition of
a = (a b c)T , the normal vector n, and a point on the plane p = (x y z)T , the equation (4.2) can
be solved to
ax+ by + c = z . (4.3)
A special variant of the previously presented definition based on a normal is the Hesse normal
form: Here the perpendicular normal vector n0 aligns with a line from the origin. The normal
vector n0 is normalized to a length of 1. Compared to the previously presented equation, the
point p can be neglect and is replaced just by the distance d so [8]
p · n0 = d .
The Hesse normal form is efficient to calculate a distance of an arbitrary point p towards the
plane. To calculate the distance of an arbitrary point p1 to the plane d(p1), the position vector
of p1 is taken and forwarded to
d(p1) = p1 · n0 − d . (4.4)
If the distance is zero d(p1) = 0, the point is part of the plane. Often, the form is written as
h = (hx hy hz d) or h = (n0 d) [8].
With the assumption that the available point cloud provides a plane, the least square algorithm
is suitable to estimate the parameters, even if the data is noisy. With the help of the parameter
form of the plane equation (eq. (4.3)), an error function is defined by [59]
e(a, b, c) =
n∑
i=1
((axi + byi + c)− zi)2 ,
where n is the total number of plane inliers and the sum of the squared errors between the plane
parameters and zi is minimized. Here the error is measured only along the z-axis. The minimum
of this nonnegative function can be found by the calculation of the gradient of the error function
∇e by 

0
0
0

 = ∇e = 2 n∑
i=1
((axi + byi + c)− zi)


xi
yi
1

 ,
and finally, the parameters can be solved by

∑n
i=1 x
2
i
∑n
i=1 xiyi
∑n
i=1 xi∑n
i=1 xiyi
∑n
i=1 y
2
i
∑n
i=1 yi∑n
i=1 xi
∑n
i=1 yi
∑n
i=1 1

 ·


a
b
c

 =


∑n
i=1 xizi∑n
i=1 yizi∑n
i=1 zi

 . (4.5)
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While this solution can lead to an ill-conditioned linear system, an alternative solution can be
applied by subtracting the point cloud by the centroid p = (x¯ y¯ z¯)T [59]. The fitted plane with
z − z¯ = a(x− x¯) + b(y − y¯) is solved by
(
a
b
)
=
( ∑n
i=1(xi − x¯)2
∑n
i=1(xi − x¯)(yi − y¯)∑n
i=1(xi − x¯)(yi − y¯)
∑n
i=1(yi − y¯)2
)−1(∑n
i=1(xi − x¯)(zi − z¯)∑n
i=1(yi − y¯)(zi − z¯)
)
.
The least square estimation can only provide a reliable output if the data set does not contain
outliers. Therefore, outliers have to be detected and excluded from the estimation. The RANSAC
algorithm has the advantage to do a robust estimation of inliers for a given model, even a high
uncertainty based on outliers is present. On the other side, RANSAC is not optimal and takes a
fixed amount of iterations – and therefore time – to do the computation. The outcome of the
estimation is influenced by the pre-processing and the number of iterations. It is essential to
set the number of iterations to a certain level to ensure a good result for the algorithm. Setting
the number of iterations too high is a waste in computational costs. Therefore, the number of
iterations k is set by the relation between outliers and inliers. The probability to choose an inlier
is given by w, while this is also the expected relation between inliers and the total size of the
available data. In addition, the probability that a subset of selected points does only contain
inliers is calculated by wn, where n is the number of points needed to apply the model. For
the here searched plane model, three points are necessary n = 3. The chances to pic a subset
containing outliers are given by 1−wn. For k iterations, the probability of choosing only subsets
with outliers is therefore defined by
p(k subsets with outliers) = (1− wn)k ,
which is also the probability, that the RANSAC algorithm fails to pic a subset with inliers in k
iterations. Following from this, the probability that the algorithm finds a valid set in k iterations
is defined by
p(success) = 1− (1− wn)k .
The equation can be solved for k by the logarithm so finally the number of iterations k is
calculated by
k =
log(1− p(success))
log(1− wn) .
Typical the probability is set to p(success) ≥ 0.99 to ensure a good and reliable outcome of
RANSAC [64]. To ensure a robust outcome of the algorithm, the points forwarded to the
RANSAC algorithm are filtered in advance. Only points included by the color filter – the surface
of the stretcher in the medical scenario is always covered with a white sheet – and excluded by
the thermal filter are forwarded as input.
Based on a Hessian plane model, the algorithm returns after several iterations a subset in
data, fitting best to the model. Algorithm 2 provides the procedure of the RANSAC algorithm.
Figure 4.10 illustrates the principle of the RANSAC algorithm in a simplified 2D version,
to estimate the inliers of a line. Due to sensor noise in a plane, a distance boundary for the
inliers is necessary to find a reliable consensus set. The distance boundary is parametrized with
a threshold dth and should be adapted to the sensor’s noise σ. If the threshold is set to low, a
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Algorithm 2: RANSAC algorithm for the estimation of plane inliers.
1. Select a sufficient number of points n = 3 randomly from the scene to apply the
model. PR is called the random set. The selected points p1, p2,p3 ∈ PR must not
be collinear in case of a plane model.
2. Compute the plane model based on the selected points p1, p2, p3 based on equa-
tion (4.2).
3. Calculate the distance of each point d(p,h) in set P towards the calculated model
h based on equation (4.4).
4. Count the number of points Pc = {pi | d(pi,h) < dth where pi ∈ P} those distance
to the model is below a set threshold. The threshold’s value should be close to
the expected noise of the plane’s inlier σ. This is the so-called consensus set Pc.
In case the current consensus set is bigger than an old set |Pc| ≥ |Pcold |, save the
size of the set and the corresponding plane model. If the number of iteration is not
reached, continue with step one.
(a) (b) (c)
Figure 4.10: Progress for RANSAC with applied line model: The data set consists of a linear function
applied with Gaussian noise on the y-axis (a). An arbitrary iteration will find a similar solution as
presented in (b) while the inliers of the consensus set are colored. The solution with the most inliers for
the consensus set is presented after the maximum number of iterations (c). The final plane is estimated
by applying the least-square optimization.
low amount of inliers is found by RANSAC, while a high threshold could lead to the selection of
outliers for the consensus set.
Figure 4.11 illustrates the result of the applied RANSAC algorithm to estimate the pose of
the stretcher, modeled as a plane. For this experiment, the scene is already filtered with the
bounding box filters and additionally with the normal filter. Furthermore, only white points
filtered by the color filter are forwarded to the RANSAC algorithm. With this filtered data, the
algorithm is started with 200 iterations. Due to the depth sensor’s noise, a distance threshold of
5 cm is configured. This ensures that most parts of the stretcher are recognized to be part of
the plane model. However, not all white points of the stretcher are marked as inliers and due to
the sensors noise some points are removed. Points below the estimated plane are removed from
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(a) Top view (b) Diagonal view with
patient
(c) Side view (d) Diagonal view with
plane inliers
Figure 4.11: Applied RANSAC algorithm to estimate the inliers of the stretchers surface: The first three
images (a-c) show the forwarded point cloud. The cloud contains the subjects, as well as the surface of the
stretcher due to previously applied filters. The result of RANSAC is shown in (d), providing the inliers of
the estimated plane.
the scene. The Figures 4.11a to 4.11d illustrate the scene after the plane estimation, including
the patient and the plane’s inliers. Figure 4.11d shows the plane’s inliers as well as the orange
square for the plane model. With the correct inliers of the plane, the final plane is calculated
based on the least-square algorithm, minimizing the distances of all inliers towards the plane
model [179, 65].
In an additional step, the found plane is tested for plausibility: Although the stretchers in
trauma rooms might vary slightly in shape, length or width, the plane must have a minimum
area spanning behind the patient. If several planes are found by RANSAC, the planes are sorted
by their area, starting with the biggest one. To test the area of a plane a rectangular shape is
defined. The four points defining the corners pi =
(
xi yi 0
)
with i = 0..3 of the rectangular
are taken to calculate the area ar via Gauss’s area formula [8] by
ar = 0.5|(y0 − y2) · (x3 − x1) + (y1 − y3) · (x0 − x2)| .
The resulting reference plane is used to segment the patient from the stretcher, while it is
also utilized for volumetric reconstruction of the patient, as shown by Pfitzner et al. [163].
Essentially the results in weight estimation of lying people are strongly correlated to the
result of the reference plane estimation. Minor errors in the parameters acquired by RANSAC
of the reference plane can lead to a big absolute error in weight estimation, due to a wrong
estimation of the volume. Especially parts of the stretcher on top and bottom of the reclining
area should be visible to the sensor to prevent errors in plane localization.
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4.7 Thermal Plane Distance Filter
It might occur that parts of the human body are not extracted correctly. As seen in Figure 4.6,
parts of the subject can be excluded, because thick and loose clothes provide a temperature
close to the ambient temperature. For example, if a patient is brought to the emergency room in
winter, the shoes will have a lower temperature than the ambient temperature. However, for the
upcoming feature extraction, it is essential that no parts of the subject’s body are excluded due
to filtering. The here presented thermal plane distance filter extends the trivial thermal filter by
concerning the pose of the points in relation to the back of the stretcher.
First, the thermal plane distance filter depends on the previously estimated plane h. For
all points above the plane the Euclidean distance between the plane h = (hx hy hz hd) and an
arbitrary point pi = (x y z)
T is calculated by
d(pi,h) =
x · hx + y · hy + z · hz + hd
||pi|| .
The formula provides a signed result. The value is positive for a point on the same side of the
plane as the normal vector is pointing [8].
Second, the filter depends on two thresholds: Based on the first threshold, points are removed
from the scene, when its temperature is below, independent of the distance towards the reference
plane. This part has now the same behavior as the previously explained thermal filter. Now,
a second threshold is introduced, which is set above the first threshold Tth1 < Tth2. If the
temperature between the first and the second threshold, the removal of the point depends on
the distance to the plane. A point being close to the plane but below the thermal threshold is
p1 → T < tth1
p2 → T < tth2
p3 → T ≥ tth
p4 → T ≥ tth
reference
plane
boundar
y
(a) Example for thermal plane distance filter (b) Result of thermal plane distance filter with dis-
tortions, as shown in the detail view
Figure 4.12: Removing points from the scene based on the thermal plane distance filter: The schematic
illustrates the principle of the thermal plane distance filter (a). The thermal plane distance filter provides
a better segmentation than just the thermal filter. Now, also the shoes and the complete trousers are kept
after filtering, compared to the thermal filter. An outlier filter or morphological operations remove the
distortions seen in the detail view.
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removed; if the point’s temperature is above, the point is kept. The output of the thermal plane
distance filter, P∗, is described by
P∗ = {pi | d(pi,h)) > dth)} .
Figure 4.12a illustrates the process of filtering: The schematic consists of four points, having
different conditions. Two points are below the boundary p1 and p3. Furthermore, one point
in the schematic has a temperature below the first threshold p1, while another point has a
temperature between the first and the second threshold p2. The point p2 is removed, because
its temperature is below the first and lower threshold, independent of the distance to the plane.
Furthermore, the point p1 is filtered because it is close to the reference plane and its temperature
is within the defined range between the first and the second threshold. The point p3 and p4
remain in the scene because they are above the boundary or have a temperature above the upper
threshold.
Figure 4.12b shows the result of the filter: In comparison to a simple single threshold, now the
subject is segmented correctly from the scene. The lower part of the jeans, which was excluded
by the simple thermal filter, remains now in the scene. Due to noise in depth, parts of the bed
can be also added in single points to the output of the filter. This issue is fixed by erosion, which
is described in detail in an upcoming section on page 77.
4.8 Background Subtraction
One obvious approach to segment an object from a static scene is the background subtraction: A
reference frame from the sensor system is needed, in which no person is visible. This approach is
only suitable if the sensors are mounted rigidly towards the scene.
Having an RGB-D sensor, the background subtraction can be done either via the color channel
or the depth data. In both cases, the values from the current sensor frame are compared pixel-wise
towards the previously recorded background frame. Therefore the background segmentation
based on the color looks for similar values, transforming the color of a pixel in HSV color space
giving a certain threshold. The background subtraction based on depth data is achieved by
comparing the distance pixel-wise between the reference frame Pr and the current scene P by
P∗ = {pi | ||pi − pri || > dth} where pi ∈ P and pri ∈ Pr ,
where pi and p
r
i are corresponding points. Due to the sensor’s noise in depth, which increases
over distance [218], the threshold can be adapted with respect to the distance in the reference
frame. For near objects, the threshold can be low, while an increasing distance in the reference
frame should provide a higher threshold. Having a sensor like the Kinect One, which has an
increasing sensor noise of around 1 centimeter per meter. Therefore, an adaptive threshold is
calculated based on the sensor’s noise model, described by the variance σ2 of the measured
distance of an arbitrary point to the sensor’s origin ||pi|| by
dthi(pi, dthmin) = σ
2(||pi||) + dthmin ,
while a minimum threshold of dthmin should always be kept.
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For the approach in the clinical environment, this segmentation approach is not the first
choice: Most objects in the FOV are movable. Nevertheless, this approach could be replaced
with the previously presented distance or bounding box filter to reduce the amount of data and
to speed up processing. The filtering based on a background subtraction can only be applied if
the sensor stays in a fixed pose towards the static environment during experiments. Otherwise, a
new reference frame has to be recorded.
Figure 4.13 shows different settings for the background subtraction: In the first image, the
scene for subtraction is taken. The here shown scene is used for the body weight estimation
of people walking towards the camera, which is presented in more detail in the section for
experiments. The scene is recorded with a Kinect One camera, while the maximum measured
distance is around 4.5 meters. Because this is also the maximum distance which can be measured
by the sensor, parts of the point cloud contain holes. Furthermore, this is reinforced because of
the steep angle towards the slightly reflecting floor. The second image, Figure 4.13b, shows the
result of the applied background subtraction with a distance threshold of 1 cm. Because this
threshold value is in the same order as the sensors noise in depth, the noise in the filtering is
also visible. Particularly on the ground and the walls, small fragments are visible. Due to the
steep viewing angle, the depth noise is here increased. To fix this issue, the threshold is increased
to 4 cm: Now the impact of the sensor’s noise is reduced, in particular on the ground. Small
and single areas can be removed with morphological operations. If the distortions on the floor
cannot be removed, an additional plane filter can be applied to remove the ground plane, while
the accuracy in filtering can be improved if the ground plane has a particular color – like the
floor in this scenario is blue. Otherwise, parts of the shoes could be missing in the filtered scene,
depending on the size of the applied threshold towards the estimated ground plane.
4.9 Segmentation based on Edges
Edges are clear features to separate sets of points or pixels based on a gradient. Most often edges
are ruptured and cannot separate the sets with an enclosed border. Nevertheless, an edge-based
filter can improve the outcome in segmentation. If the color filter cannot be applied due to
uncertain conditions of the environment, e.g., there exist several different colored sheets to be
placed on the stretchers in the trauma room, the color filter is not the best approach for the
segmentation. Although the filter could be adapted to several cases, errors in segmentation could
occur due to such an issue. An edge filter can work on several streams: Taking the color stream
from one of the sensors, the gradient between dark clothes and the light sheet on the stretcher
are reliable for segmentation. Similar, the filter could work on the data from the thermal camera,
finding the edge between warm and cold objects.
Several approaches for edge detection exist: First, an edge could be found based on the Canny
edge detection algorithm [38]. Here, a maximum suppression is needed to ensure a thickness of
the edge of only one pixel. Different filter kernels can be applied. The most common kernels are
the Roberts, Prewitt or Sobel kernel [190]. Second, edges can be found based on convolution
with the Sobel operator and a Difference of Gaussian (DOG) [129]. To get the DOG, the original
image is subtracted from the blurred original image.
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(a) Scene for background subtrac-
tion
(b) Applied Background subtrac-
tion with 1 cm threshold
(c) Applied Background subtrac-
tion with 4 cm threshold
Figure 4.13: Removing the background from a scene: First, a reference shot is saved (a). This frame
should only contain the background of the scene. Due to the sensor’s noise, distortions can appear in the
result of the filter (b). Therefore, an additional threshold is added, so the output of the filter has fewer
distortions (c).
The size of the Gaussian kernel is defined by (2k + 1) × (2k + 1) where k ∈ N+0 and can
therefore only have a size with an uneven dimension. The size of the Gaussian kernel affects the
result of the edge detection: Applying a larger kernel will lower the detector’s sensitivity to noise.
In addition, the error in localization increases with the size of the kernel. The Sobel operator
differs for the x- and y-direction in an image. The edges for the gradient in x-direction IGx and
the y-direction IGy are applied to an image I by
IGx =


1 0 −1
2 0 −2
1 0 −1

 ∗ I IGy =


1 2 1
0 0 0
−1 −2 −1

 ∗ I .
The edge detection, as proposed by Canny [38], is shown by Algorithm 3 Figure 4.14 illustrates
the result of applying Canny edge detection to the color, depth and thermal stream. While the
stretcher, including the subject, can be found clearly in the edges from the depth image, the
subject is visible in the edges from the thermal frame. Moreover, the edges can be fused: Some
edges might appear in multiple sensor streams. A dark object in front of a white wall will result
in an edge in the color stream, as well as in the depth stream. Although the edge detection in the
depth image provides an excellent feature to detect the stretcher with the patient, the bounding
box filter with the marked rectangle on the floor provides more reliable results. Furthermore, it
is more transparent for the physicians, that the estimation can provide a result with a high error
if the stretcher is not in the marked area, compared to a false segmentation based on one of the
edges.
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(a) Image (b) Blurred image (c) Extracted edges based on Can-
ny edge detection
Figure 4.14: Edges extracted from different sensor streams: The raw image from each frame is first
blurred and finally subtracted from the original image. The edges here are extracted by the Canny edge
detection algorithm.
4.10 Removing Distortions in the Segmentation
Based on the present segmentation of the subject from the environment, minor distortions can
appear. Single and small groups of points can be in the resulting point cloud. Such a distortion
is shown previously in Figure 4.12b after applying the thermal plane distance filter, where parts
of the stretcher are in the resulting point cloud, due to noise. These small errors in segmentation
are solved with state-of-the-art algorithms. Morphological operations like erosion and dilation
work on 2D images containing only Boolean data. Therefore, a Boolean mask is extracted from
the point cloud’s indices. Based on the extracted binary image, a kernel operation is applied,
either expanding the bit mask (dilation) or shrinking the bit mask (erosion). Erosion and dilation
help to fill gaps and holes in the bit mask caused by incorrect temperature measurements and
reflections to the environment, due to reflective clothing. Therefore a cross-shaped kernel of the
size of 3 × 3 is applied to the bit mask for all morphological operations. Other kernel shapes
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Algorithm 3: Canny Edge algorithm [38].
1. Remove noise in the image by applying a Gaussian filter to smooth the image.
2. Locate the intensity gradient in the image based on the sum of the gradient for x
and y by ||IG|| =
√
IG
2
x + IG
2
y.
3. Apply a non-maximum suppression to thin the edges to a minimum width. All
non-maximum values along the gradient are suppressed and set to 0.
4. Based on two thresholds, detect strong edges Es and weak edges Ew: If the intensity
of the gradient is above the threshold for strong edges Esth , classify this edge to
be strong Es = {E | E > Esth}. If the edge is below the threshold for strong
edges and above the threshold for weak edges ewth , consider the edge to be weak
Ew = {E | Ewth < E < Esth}. Edges below the weak threshold are removed.
5. Suppress edges below the lower threshold of the hysteresis. Edges about the upper
threshold Es of the hysteresis are taken as valid edges. Weaker edges Ew below
the upper threshold are excluded if they are not connected to a strong edge. Weak
edges connected to a strong edge are represented by E′w. Therefore the resulting
edges are defined by E = Es ∩ E′w.
are possible, for example, a circle or a square. Furthermore, the size of the kernel can be scaled,
while the dimension of the kernel matrix is always an uneven value for the number of columns
and rows.
Figure 4.15 shows the principle of the morphological operations. The binary mask is illustrated
as a blue overlay over the scene. The first step (Figure 4.15b) increases the binary mask. In
contrast to that, the dilate operation decreases the size of the binary mask, see Figure 4.15c.
First, to remove the noise of the filtered results, erosion is applied to the scene. This removes
the border between valid and already filtered points from the cloud. Small areas and points
with few valid neighbors are removed from the scene in this step. Second, dilation is applied to
this shrunk bit mask, increasing the size of the valid items based on the convolution with the
selected kernel. The now received result is for big areas similar, compared to the initial version
of the point cloud. However, the scene is now cleared from small noises in the bit mask and the
border between valid and removed points is smoothed. The combination of erosion and dilation
is common and is also called closing. Morphological operations have low computational cost and
are fast to apply [205].
Another way to remove outliers from the scene is the statistical outlier filter. During the
process of segmentation and filtering, it can occur that single points might stay in the scene
due to sensor noise. To remove those points, a statistical outlier removal model is applied. The
algorithm needs a point cloud P, while for each point pi the k Nearest Neighbors (kNN) Nk
have to be known. This structure is called k-nearest neighbor tree. Two different types of the
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(a) Input with noise at the left hand (b) Erode
(c) Dilate (d) Closing
Figure 4.15: Morphological operations to remove distortions from segmentation: For the here presented
experiment, the scene after applying the thermal distance plane filter is used (a) which contains noise
in the segmentation (left hand). Applying erosion with a cross-shaped kernel shrinks the filter masked
(b), while dilation increases the filter mask (c). Combining erosion and dilation removes the noises in the
forwarded scene (d). This procedure is called closing.
calculation of the nearest neighbors are presented in the appendix A.2 on page III. For every
point pi ∈ P , the average distance to the closest k neighbors d¯i is calculated by
d¯(pi) =
1
k
|k|∑
j=1
||pi − pk|| where pk ∈ N (pi) ,
while the calculation of the k neighbors is expensive in calculation and should be kept to a
minimum. Filtering the points just by a fixed threshold would lead to a misbehavior: Because of
point clouds from a projective sensor or a LIDAR, the point cloud is more sparse in the distance.
Therefore, points further from the sensor’s origin would likely be filtered out, although they
are no outliers. It is more effective to filter out points based on statistical distribution. The
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(a) Cluster tolerance of 1.0 cm (b) Cluster tolerance of 1.5 cm (c) Cluster tolerance of 2.5 cm
Figure 4.16: Filtering the scene with a Euclidean cluster: With a cluster tolerance of 1 cm the clustering
fails and provides only a minimal segment of the subject (a). The reason for this result is that the cluster
tolerance with this value is in the same range as the sensor’s noise in depth. Increasing the cluster
tolerance to 1.5 cm leads to a sufficient removal of the previously detected distortions at the left hand (b).
Increasing the tolerance further leads to hardly any noise reduction – visible in the detail view (c).
standard deviation of the previously calculated distances σd(p) based on the average distance to
the closest k-neighbors d¯ is calculated by the help of equation 4.10
σd(pi) =
√√√√ 1
n
n∑
i=1
(di − d¯)2 ,
where d¯ is the average distance to the kNN over the complete point cloud. Together with the
average standard deviation of all distances towards their nearest neighbors in the cloud σd(P) by
σd(P) =
√√√√ 1
n
n∑
i=1
(σd(pi)− σ¯d)2 , where pi ∈ P
and a threshold for the standard deviation in distance to the nearest neighbors dth, the filter
removes outliers by a given threshold by
P∗ = {pi | σd(pi)) + dth < σd(P)} .
The presented filter is described in detail by Rusu [179]. Especially the RANSAC algorithm
benefits from removing potential outliers, reducing the number of trials; or improving the
probability of finding a good solution with a fixed number of trials. Also, the upcoming feature
extraction gains robustness due to the removal of outliers.
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Another possibility to remove outliers is based on a Euclidean clustering method. Here the
given point cloud P is split into several clusters, by comparing the distance of a given point to its
neighbored point Pki . The algorithm works with a fixed threshold for the distance dth to find the
nearest neighbors. The algorithm is applied as presented by Algorithm 4. The implementation
Algorithm 4: Algorithm for Euclidean clustering [180].
1. A Kd-tree is generated [19], based on the forwarded point cloud P.
2. All points from the cloud are assigned to a queue PQ. Furthermore, an empty list
for the clusters Pc is created.
3. For every point, pi ∈ P is added to the queue PQ.
4. For every point pi ∈ PQ, do the following steps:
• Neighbors of an arbitrary point pi are searched within a given radius r < dth.
• The algorithm checks every neighbor pki ∈ Pki if the point has already been
processed; if not, the point is added to the queue PQ.
• In case all points in the set PQ have been processed, the queue PQ is added
to the list of clusters Pc.
5. The algorithm terminates if all points pi from the cloud P have been processed
and are assigned of most and at least one element of the clusters Pci .
of the Euclidean clustering is taken from the PCL [179]. The filter is applied to the scene with
the walking subject, providing a better segmentation compared to the morphological filters.
Figure 4.16 illustrates the filter with an increasing cluster tolerance.
4.11 Distinguish between several People in the Scene
During treatment, it is common that several persons are in the FOV of the camera system, e.g.,
the patient, treating physicians, nursing staff or members of the family. To ensure that a body
weight estimation is not affected by the presence of those people, the system has to distinguish
between the patient lying on the stretcher and other persons. The previously explained bounding
box reduces the whole scene to a Range of Interest (ROI) and therefore helps to minimize the
influence of people being in the FOV but outside of the set bounding box. Thus, a problem can
occur if a person is close to the patient or is bending over the patient, e.g., for better treatment.
If a person is close to the patient, but clearly separable by an edge in the color or depth frame,
the discrimination can be achieved via the contour separation: Taking the point cloud after the
applied thermal filter as input, the corresponding binary mask is most suitable for separation. In
the presence of only a single person, there should only be a single contour; the patient lying on
the stretcher. Therefore, if several contours occur, they are ordered by their size. The contour
with the biggest area is most likely to be the patient. Nevertheless, this approach might not
work sufficiently. If a person is bending over the patient, segmentation could be applied based on
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(a) Scene for filtering (b) Filtered scene
Figure 4.17: Filtering people close to the patient: Two subjects appear in the scene, one lying on the
stretcher and one close to the stretcher (a). To remove the subject close to the stretcher, the size of the
contours is compared, while only the biggest contour is kept (b).
Euclidean clustering: Here, subsets form the point cloud are generated if there is a gap with a
defined size is separating them. To minimize the impact of people standing close to the patient,
the staff using the body weight estimation is instructed, that taking a shot with the sensors
is best when no one is close to the patient. Figure 4.17 shows a scene where a second subject
is standing close to the subject on the stretcher. The person close to the stretcher is removed,
because his contour in the binary mask is smaller, compared to the person on the stretcher.
4.12 Timing Analysis for Segmentation
The previously presented approaches for segmentation differ in their complexity and also in
its computational cost. Therefore, the computational time is compared to each other. The
experiments were performed on a Dell M4800 mobile computer, containing an Intel Core i7-
4900MQ CPU with a clock speed of 2.8 GHz, 4 physical cores, and 8 threads. The timing includes
only the filter routine, without initialization or configuration of the implemented filter. Table 4.1
shows the result of the timing analysis of the different segmentation approaches. While most
filters are applied to the complete point cloud with its full-size, some approaches are applied to
already reduced point clouds, for example, the minimum bounding box or the plane filters.
The bounding box filter is applied to the full-size point cloud, reducing in the medical scenario
the scene to about one-third of its original size. With 24ms the filter takes longer, compared
to the other approaches. The minimum bounding box filter is applied to this already reduced
point cloud. The runtime of this filter correlates with the point clouds size linearly. The color
filter takes the longest in this example: It includes the conversion of the color space from RGB
to HSV color space. However, it could be optimized and commonly the color filter is not applied
to the full scene, but to an already reduced point cloud, e.g., by a bounding box filter. The
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Table 4.1: Timing for different segmentation approaches.
Segmentation Approach Number of Points Time in ms
Bounding Box Filter 307,200 24.18
Minimal Bounding Box Filter 78,546 11.36
Color Filter 307,200 33.58
RANSAC 23,577 1.99
Plane Filter 69,985 9.79
Thermal Plane Distance Filter 69,985 8.99
Erosion 307,200 0.34
Dilation 307,200 0.34
Opening 307,200 0.67
Background subtraction Filter 217,088 2.40
Table 4.2: Timing for segmentation for lying subject and a person walking towards the camera.
Scenario Time in ms
Segmentation for medical application 119
Segmentation for walking subjects 121
RANSAC algorithm to find the plane of the stretcher takes less than 2ms, while both plane
filters take around 8ms. Erosion, dilation and the opening approach to remove the distortions
are the fastest filters applied to the full scene. The reason is that all morphological operations are
implemented based on the OpenCV library [28], providing already an efficient implementation.
The background subtraction, which is used for the weight estimation of standing and walking
subjects, takes around 2ms for a point cloud provided by the Kinect One.
For a successful segmentation and an upcoming feature extraction and weight estimation,
the filters have to be aligned. Therefore, the complete process of segmentation is evaluated for
the two scenarios with a patient lying on a stretcher, as well as the subject walking towards the
camera. The timing is measured for the complete process, including the configuration of the filters.
Table 4.2 shows the timings of both scenarios. For the segmentation in the medical scenario with
the patient on the stretcher, it takes around 119ms, averaged over ten segmentations. Although
the segmentation for the walking subject is less complex, the processing time is nearly the same,
having a value of 121ms. Due to the missing bounding box filter, and the higher amount of
plane inliers, the computational costs are similar.
The segmentation could be improved with a redesign of the code, parallelization, and
optimizations, even now parts of the code use optimizations to improve performance, like
OpenMP [47]. Additionally, the algorithm could benefit from outsourcing and parallelization of
the code on a Graphical Processing Unit (GPU). The computer in the trauma room is already
equipped with a GPU which is accessible via the CUDA or OpenCL framework [146, 203].
Visual Human Body Weight Estimation with Focus on Clinical Applications
84 Chapter 4. Segmentation of Humans from the Environment
Point CloudReference Point Cloud
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tance Filter
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tions from Back-
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Segmented Subject
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Figure 4.18: Sequence in segmentation for a walking subject: The segmentation based on the background
subtraction needs a reference point cloud, recorded without a subject in the FOV. Based on the color and
normal filter, possible inliers to detect the ground plane are searched. The floor is removed with the plane
distance filter. The final result is additionally filtered to reduce outliers [161].
4.13 Summary
This section illustrated the different approaches to segment a person from the stretcher. The
here presented filters are based on state-of-the-art algorithms. Depending on the scenario and
the constraints of the environment, segmentation can be eased, e.g., with a fixed color of the
surface, the patient is lying on. However, the result of the upcoming estimation of the body
weight strongly depends on a successful and accurate segmentation; a combination of the filters is
necessary to enhance the outcome of it. Figure 4.18 provides the procedure of the segmentation
of a subject standing or walking in front of the camera. Figure 4.19 shows the complete process
of segmentation in the scenario with a subject lying on a medical stretcher.
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Figure 4.19: Sequence in segmentation for a subject on a medical stretcher: To ensure a robust outcome
of the body weight estimation, it is mandatory to differ between the patient, the stretcher, and the
surrounding environment. The size of the point cloud is reduced to one fourth based on the bounding box
filter, reducing the process time for following algorithms. The thermal filter provides a rough segmentation
of the patient and the stretcher. Based on the RANSAC algorithm, the plane of the stretcher is found.
Finally, the patient and the stretcher are segmented by the help of the thermal plane distance filter and
an outlier filter.
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Chapter 5
Feature Extraction for Body Weight
Estimation
Based on the segmentation of the scene as shown in the previous chapter, the body weight
estimation based on features is presented in this chapter. Figure 5.1 shows the process in
feature estimation and body weight estimation: First, on the basis of the extracted point cloud,
containing the patient, a feature vector is calculated. Second, the extracted features are used to
train an ANN, together with the ground truth body weight. Finally, the output of the trained
model provides a value for the body weight on the output.
This research is based on the application of classic machine learning techniques [224], by
image processing [205]. All here presented features have the focus being robust and not being
affected by the sensor’s noise or illumination. Some of the values forwarded to the ANN are
synthetic values, generated from computer vision, e.g., the length of an edge or contour. However,
some of the feature values are based on real data which is observable for a human, for example,
the volume of a human body or the circumference of waist or hip. To improve learning and the
approach for body weight estimation, it would be good to compare the estimated volume with
the ground truth volume. However, it cannot be practically applied in the medical scenario to
measure the volume precisely, although it is possible with hydro-densitometry or air displacement
plethysmography [52]. Due to the 3D sensor’s noise and further constraints, such observable data
always has an error.
Patient’s
Point Cloud
Extract
Features
Trained
Model
Body Weight
Figure 5.1: Process of body weight estimation: Based on the previously segmented point cloud features
are calculated. Those features are forwarded to an ANN.
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5.1 Feature Extraction
The here presented features rely on geometric approaches. A useful feature is invariant to scale,
rotation, translation, and perspective. If a feature is invariant against most of those cases, less
training data is needed. For the clinical scenario, the posture of the patients varies only a little:
All patients are seen from a frontal view, lying with their back on a stretcher. The size of the
stretcher also limits the variety of postures, and most people have their arms aside from their
upper body or on their stomach, and their legs stretched or crossed. Also, the perspective does
not change that much in the existing environment: The camera is mounted rigidly in the ceiling.
Therefore, the perspective can only change a little, depending on the position of the stretcher in
the FOV.
5.1.1 Geometric Features
The relation between an object’s volume and mass was already found more than 2000 years ago
by the Greek Archimedes of Syracuse. As the density of humans does only vary in a specific
range – between 968 kg/m3 and 1,082 kg/m3 – the volume of a person strongly correlates with
the body weight [58]. Therefore, the first feature presented for body weight estimation is the
volume v: Assuming that every human has the same density, the body weight m could be easily
calculated based on the volume with m = ρ ·v with the density ρ. Based on the 3D data provided
by one of the depth sensors, the volume of a body can be measured, assuming that the sensor
provides ground truth data with no noise. With the previously presented sensor configuration,
the patient is only visible from a frontal view from a fixed position. Adding more sensors with
different poses to the subject can lead to fewer occlusions, though the back side is never visible
and covered by the subject him or herself. To predict the volume of a patient, the visible surface
of the stretcher is used to model the back of the patient. Together with the frontal surface, the
volume between those two surfaces can be calculated.
In a first step, a triangle mesh M is generated to get the frontal surface, based on the
extracted patient’s point cloud PP . An arbitrary triangle in the mesh Ti ∈ M consists of the
three neighbored points pi,pj ,pk ∈ PP . The implementation is taken from the work by Holz
and Behnke [85]. The triangulation is only applied to the point cloud containing data from
the patient which is integrated into the PCL [155]. The type of meshing can be selected and
is illustrated in Figure 5.2. For the developed research, the adaptive triangle mesh was taken,
(a) Left cut mesh (b) Right cut mesh (c) Adaptive mesh
Figure 5.2: Different approaches for triangle mesh: The calculation of the left (a) and right (b) cut is
faster compared to adaptive triangulation (c). Source: Holz and Behnke [85]
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n
d · l
l0
pp0
Figure 5.3: Schematic of line-plane in-
tersection: The line li is defined by the
sensor’s origin {0} and a point from the
patient’s point cloud pi ∈ PP . The in-
tersection of the line and the previously
found plane model h is now based on equa-
tion (5.2).
although the left and right cut are faster to calculate. The adaptive triangle mesh connects points
by the shortest distance to a neighbor to generate surface triangles. The set of triangle defines
the frontal surface sf , visible to the sensor’s view {T1, T2, . . . TN} ∈ M . In a second step, the
back surface of the subject is estimated with the help of the previously extracted plane model h:
For each point on the frontal surface pi, a point on the back of the patient p
r
i is calculated. All
of the rear points lie within the previously calculated Hessian plane pri ∈ h. The position of a
point on the rear is calculated by line-plane intersection [8], which is defined by
p = d · l+ l0 , (5.1)
where p is an arbitrary point on the line, l is a vector in the direction of the line, d is a scalar
value, and l0 is a point on the line. For the scenario with the patient on the stretcher, an arbitrary
point of the patient’s frontal surface pi defines a line li ∈ R3 together with the sensor’s origin
{0}. The equation is modified therefore to
pi = d · li + {0} = d · li , (5.2)
and simplifies to pi = d · li due to the sensor’s origin {0}= (0 0 0)T . The intersection is
found via substituting the equation for the line (equation (5.2)) into the equation for the plane
(equation (5.1)), and solved for d:
0 = (d · l+ l0 − p0) · n
d =
(p0 − l0) · n
li · n ,
while an intersection exists if the denominator is unequal to zero li ·n 6= 0; otherwise the selected
line and the plane are parallel, not having an intersection. With the calculated distance towards
the plane of a given point on the line, the intersecting point can be calculated by inserting the
value for d in the equation for the line
pi = d · li + l0 = d · li .
Figure 5.3 illustrates the general form of the intersection of a plane and a line. Figure 5.4
transforms the general form of the line-plane intersection towards the approach of body weight
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Ti = {a b c}
T ri = {ar br cr}
↑ origin {0}
ar
br cr
a
b
c
Figure 5.4: Triangle mesh with front
surface triangles Ti = {a b c} and back
triangles T r
i
= {ar br cr} used for vol-
ume estimation: The front triangles are
seen by the sensor directly. The trian-
gles on the back surface are generated
by line-plane intersection as shown in
Figure 5.3.
estimation. The points on the frontal surface of the subject’s point cloud pi ∈ PP correspond to
the vector l in the line equation. The intersecting points, which model the back surface of the
subject, are noted by pr. The line-plane intersection is calculated for every point in the subject’s
point cloud.
Three neighbored intersecting points define a single triangle on the back T r = {ar br cr}.
Furthermore, the surface of the back is modeled by all triangles lying within the plane model
M r = {T r1 T r2 . . . T rN}. Now, three points on the frontal surface and three points of the
back surface are forming two tetrahedrons. The goal is now to calculate the volume of those
tetrahedrons by subtracting the back tetrahedron and the frontal tetrahedron. The volume of a
single arbitrary regular tetrahedron vT – which means that three edges have the same length –
can be calculated with its base area a0 and its height h, or via the length of a by [107]
vT =
1
3
a0h =
√
2
12
a3 =
a3
6
√
2
.
The tetrahedrons generated by the meshing of the point cloud are not regular. In this case, the
volume of a tetrahedron v is calculated based on four points a,b,c, and d. Now, the volume of a
tetrahedron can be computed by
v =
||(a − d)((b− d)× (c− d))||
6
.
If the point d is set to the coordinate’s origin d = 0 = (0 0 0)T the equation simplifies to
v =
||a · (b× c)||
6
.
One arbitrary volume element vi, established by a frontal triangle Tf and a triangle on the
back Tr, can therefore be seen as a difference of two tetrahedrons, while the volume of the
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tetrahedron containing the back surface is bigger than the frontal tetrahedron vr > vf . This
difference is calculated by
vi = vri − vfi where
vri =
||ari · (bri × cri )||
6
and
vfi =
||ai · (bi × ci)||
6
where ari ,b
r
i , c
r
i ∈ PS and ai,bi, ci ∈ PP ,
where PS is the set of points generated by the plane-line intersection which are also part of the
stretcher. To get the complete volume of a person v, all n volume elements are summed up by
v =
1
6
n∑
i=1
||ari · (bri × cri )|| − ||ai · (bi × ci)||
Of course, this volumetric reconstruction is just a rough estimation, compared to the real volume
of a person. Several errors appear: The modeling of the back with a plane is a simplification,
while the back of a person is never straight, even when lying. Also, a person breathing changes
the volume, but not the weight. For a refined volume, an algorithm for the tracking of the
breathing has to be integrated, e.g., by the provided depth information [171], or via the thermal
data [88]. Moreover, the patient is lying on a stretcher with a mattress on top. If the patient’s
back is sinking into the mattress, the volume would be lower than in reality.
The computed volume is invariant against scale, rotation, and translation. Due to sensor
noise or the sinking into the mattress, the volume can differ depending on the posture of the
patient: A patient lying with a hollow back on the stretcher will have a higher volume value
because the camera cannot see the back of the patient. Also, a change in perspective can lead to
a change in the value of volume.
For the applied data sets, the value of the volume varies as presented in Table 5.1. Based on
the publication from Brozˇek et al. [34], the volume of the human body is in a range between 71
to 126 liters, while this result is only validated by 20 subjects. However, the visually-measured
volume is higher, then the presented value. This can be explained by the sensor’s noise in depth
measurement. Furthermore, the patient is not visible from all sides, and undercuts can appear
behind the patient. Also, the simplified plane model tends to generate a higher volume than
ground truth, and the patient is wearing clothes for the measurement, adding additional volume
if loose or thick.
In one of the early related publications, see Pfitzner et al. [163], the body weight was estimated
by the volume, a fixed density, and a linear regression [163]. In contrast to the upcoming ANN,
the model for weight estimation was then only set by linear regression to calculate an average
density for all subjects. The results were already better than the estimation provided by the
physicians and are presented in detail in the chapter for experiments.
Besides the increase in volume for a heavier person, it is also suspected that the surface of
someone increases. Therefore the patient’s point cloud is converted to a surface representation.
With the help of the previously generated triangle mesh M , the surface s is computed. For an
Visual Human Body Weight Estimation with Focus on Clinical Applications
92 Chapter 5. Feature Extraction for Body Weight Estimation
arbitrary triangle Ti = {ai bi ci} ∈M the area is calculated using the Heron’s formula with the
semiperimeter ls =
ab+ac+bc
2 [107]. The surface of a single frontal surface triangle sf is defined by
sf =
√
lsi(lsi − abi)(lsi − aci)(lsi − bci) where (5.3)
abi = ||ai − bi||, aci = ||ai − ci|| and bci = ||bi − ci||,
while the surface for an arbitrary triangle on the back sr is calculated with
sr =
√
lrsi(l
r
si
− abri )(lrsi − acri )(lrsi − bcri ) where (5.4)
abri = ||ari − bri ||, acri = ||ari − cri || and bcri = ||bri − cri || .
Finally, to get the complete surface s, front and back are summed up for each triangle based on
equations (5.3) and (5.4) by
s =
n∑
i=1
(sf + sr) ,
where n is the number of triangles on the front or the back. Similar, as predicted for volume, this
is only a rough estimation. Also due to the vague back reconstruction with the plane, an error in
surface estimation can appear. Moreover, the outcome of the surface value can also depend on
the pose of a patient lying on the stretcher: Someone having the arms on his or her stomach will
result in a lower surface value, compared to the same person having the arms aside.
Another feature observed to correlate with body weight is the number of points belonging to
the patient’s point cloud PP . Therefore it is defined by the point cloud’s cardinal number by
f3 = |PP | .
Having two persons in the field of view, at the same distance, and one person contains significantly
more points than the other person, it is more likely that this person is estimated with a higher
body weight. Of course, this is only if the measurement is taken from the same distance and a
similar perspective – which is the case in this medical scenario.
Moreover, the density can be calculated, which is defined by the relation of the number
of points belonging to the patient |PP | towards the complete number of points of the whole
point cloud P. Having the data from a Microsoft Kinect camera, the total number of Cartesian
coordinates is 307, 200. In contrast to that, data from a Kinect One camera has around 217, 088
points. Feature number four is calculated by
f4 =
|PP |
|P| .
This feature makes the correlation towards the body weight more independent of the sensor’s
characteristics. Especially the distance between the sensor and the subject is now invariant and
does not influence the result of body weight estimation.
The surface is invariant against scale, rotation, and translation. Changes in perspective can
lead to deviations of the surface. Furthermore, the posture directly affects the surface: A patient
having the arms beside the body will result in a higher surface value compared to someone having
his arm crossed on the stomach.
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Table 5.1: Statistical values of geometric features: The values are based on two fused data sets, having a
total size of 233 subject. The data sets are presented in the upcoming section for experiments.
Feature Min Max Range Mean σ2
f1 Volume in liters 59.5 160.6 101.1 99.7 21.7
f2 Surface in m
2 1.7 3.0 1.3 2.3 2.8× 10−1
f3 Nr. of points 1.6× 10
4 4.8× 104 3.1× 104 2.9× 104 8.7× 103
f4 Density 7.4× 10
−2 1.5× 10−1 8× 10−2 1.1× 10−1 1.7× 10−2
Table 5.1 shows the distribution of the values for the surface, as well as the density. The
average surface in square meter was measured with 1.91m2 on average for male subjects and
on average 1.71m2 for female subjects [181]. These values were measured during a trial with
3,613 cancer patients in the United Kingdom to optimize chemotherapy drugs. The rough
approximation can explain the difference to these ground truth values from sensor’s noise in
depth, as well as that the subject is only visible from a frontal view. Furthermore, the patient is
wearing clothes and therefore the average value of 2.31m2 is probably bigger than ground truth.
5.1.2 Features from Eigenvalues
Two subjects can have the same body weight, although they have different body shapes: Someone
being thin and tall can have a similar body weight as someone who is small and wide. Via this
relation, the visual body weight estimation is performed, by looking at someone and comparing
it with the own body weight. Two observations can be declared: The body weight is positively
related to the body height m ∼ h. Also, the width of someone is positively related to the body
weight m ∼ w, while the width itself is a simplification of the circumference of someone. However,
to measure the body height and the circumference is challenging, with a 3D sensor due to noise
in depth and different postures of a subject.
To use this correlation with machine learning, the eigenvalue and derived equations are
chosen because they are more robust to the sensor’s noise and a single outlier does not change
the forwarded value for the machine learning approach dramatically. This section describes
the extraction of features which are based on eigenvalues λ of the patient’s point cloud PP .
The eigenvalues are calculated based on PCA. For a detailed explanation of the PCA, see the
appendix on page IV: For a point cloud P ∈ R3, three eigenvalues λ1, λ2 and λ3 exist. The
eigenvalues are arranged in descending order λ1 > λ2 > λ3.
Figure 5.5 illustrates the eigenvalues of different distributions of an arbitrary point cloud with
the size of n = 100: For the first set of points, Figure 5.5a, the points are distributed along the
diagonal of a xy-coordinate system. This distribution results in two eigenvalues having different
values. In the second scene, see Figure 5.5b, the set of points is aligned more homogeneous in
the x- and y-direction of a coordinate system. Therefore, the values of the eigenvalues are now
more similar. In both scenes, the eigenvalues are visualized as an ellipse or an ellipsoid in R3.
The centroids of the point clouds are marked in blue. All three eigenvalues are forwarded to the
following machine learning approach, so f5 = λ1, f6 = λ2 and f7 = λ3.
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Also, the features from eigenvalues have the benefit that they are invariant to scale, rotation,
and translation. Concerning the here presented body weight estimation, the patient’s position is
not relevant for the outcome of the algorithm. As shown in the correlation analysis on page 106,
the eigenvalues have a high correlation with the body weight and therefore provide a useful
feature for the following machine learning approach. Moreover, combinations of those eigenvalues
represent geometric features, as presented by Linder et al. [121] and Hackel et al. [77]. The first
feature forwarded to the machine learning framework for body weight estimation is the sphericity.
It describes the roundness of a set of points ∈ R3 and is defined by
f8(λ) = 3 · λ3∑
i λi
.
A sphere would have a sphericity with a value of one, based on three equal eigenvalues f3(λ1 =
λ2 = λ3) = 1. In case all points are located in a planar shape, the third eigenvalue would be
zero, and therefore the sphericity would also be zero [220].
Also, the flatness can be calculated from eigenvalues. It is defined as based on the second
and the third eigenvalue, as well as the sum of all three eigenvalues
f9 = 2 · λ2 − λ3∑
i λi
.
Having a set of points arranged in a plane would lead to a flatness with a value of one. On the
other side, a set of points having similar or equal second and third eigenvalues, the value for
flatness tends to go towards zero [77].
And last, the linearity can be calculated from eigenvalues. Here the first two eigenvalues are
used, together with the sum of all eigenvalues which is defined by
f10 =
λ1 − λ2∑
i λi
.
A set of points ordered in a line would lead to a flatness value of one. If the first and the second
eigenvalue have similar or equal values (λ1 ≈ λ2), the value for linearity goes towards zero [77].
(a) n = 100, λ1 = 0.99, λ2 = 0.09 (b) n = 100, λ1 = 0.80, λ2 = 0.59
Figure 5.5: Eigenvalues from a set of points visualized as an ellipse: Having a set of n = 100 points
with distinct eigenvalues – here λ1 ≈ 10 · λ2 – the ellipse will be drawn as shown in (a). Having similar
eigenvalues with λ1 ≈ λ2 the ellipse will be approximately drawn as a circle. The centroid of each set is
illustrated in blue.
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Table 5.2: Statistical values from features based on eigenvalues.
Feature Min Max Range Mean σ2
f5 1st Eigenvalue 2423 12,246 9,823 6,188 2096
f6 2nd Eigenvalue 234 1,547 1,313 612 242
f7 3rd Eigenvalue 34 287 252 104 46
f8 Sphericity 2.10× 10
−2 8.35× 10−2 6.25× 10−2 4.55× 10−2 1.17× 10−2
f9 Flatness 8.53× 10
−2 2.54× 10−1 1.69× 10−1 1.46× 10−1 2.92× 10−2
f10 Linearity 6.81× 10
−1 8.84× 10−1 2.04× 10−1 8.08× 10−1 3.60× 10−2
Table 5.2 illustrates the values of the eigenvalues, as well as the features based on eigenvalues.
5.1.3 Statistic Features
Furthermore, features from statistics are added. The first feature mentioned is the standard
deviation of the patient’s point cloud PP , with respect to its centroid p¯. Similar to the features
from eigenvalues, the idea for these features is based on Linder et al. [121]. The feature is
calculated by
f11 =
√√√√ 1
n− 1 ·
n∑
i=1
(pi − p¯)2 where pi ∈ PP . (5.5)
If the set of points is dense and focused on a single point, the sum of the deviation will be
low, compared to a point cloud with high variety. This feature is somehow similar with the
compactness of a set of points.
Another feature based on statistic is the kurtosis with respect to the centroid p¯. The kurtosis
is calculated based on the previously defined standard deviation (equation (5.5)) with respect to
the patient’s centroid by
f12 =
∑
i(pi − p¯)4
f11
where pi ∈ PP .
The kurtosis captures the peakedness of points: For a point cloud with normal distribution, the
value for the kurtosis is close to zero. In case more points are closer to the centroid of the point
cloud, a leptokurtic distribution arises, having a positive value for the kurtosis. In contrast to
that, a point cloud with a platykurtic distribution results in a negative value for the kurtosis.
The last feature from statistics is the average deviation from the patient’s point cloud
centroid p¯, which is defined by
f13 =
1
n
·
N∑
i=1
||pi − p¯|| where pi ∈ PP ,
where n is the amount of points in the patient’s point cloud. The extracted statistics features
f11 to f13 are invariant against scale, rotation, and translation because the features are related
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(a) Platykurtic distribu-
tion, with kurtosis < 0
(b) Normal distribution,
with kurtosis = 0
(c) Leptokurtic distribu-
tion, with kurtosis > 0
Figure 5.6: Kurtosis for different distributions: The kurtosis of a distribution affects the size of the
curvature of a distribution, widening it for a positive kurtosis (a) and narrowing for a negative kurtosis (c).
Table 5.3: Statistical values for the features based on statistics.
Feature Min Max Range Mean σ2
f11 Compactness 3.97× 10
−1 5.50× 10−1 1.53× 10−1 4.84× 10−1 3.17× 10−2
f12 Kurtosis 2.16× 10
3 1.45× 104 1.24× 104 6.55× 103 2.52× 103
f13 Alt. Compactness 8.67× 10
−1 9.02× 10−1 3.42× 10−2 8.85× 10−1 6.38× 10−3
f14 Distance 2.05 2.28 0.23 2.13 0.05
towards the centroid of the point cloud. However, the features are not invariant against the
patient’s posture. A change in perspective can also lead to changes in the feature values.
Figure 5.6 shows graphs of a normal distribution with different kurtosis: If the points in the
cloud are equally distributed, the kurtosis should have small values. Table 5.3 provides the data
of the here presented features, which are calculated on the basis of all data sets.
To increase the robustness to different distances between the camera system and a subject on
the stretcher, the distance of the subject is forwarded as an input parameter to the following
machine learning approach. For the distance d, the centroid of the patient’s point cloud PP is
used by
f14 = d = ||p¯|| where pi ∈ PP .
A different distance of the subject can occur due to the adjustable stretcher in the trauma room.
Furthermore, the mounting height of the system can vary, depending on the room the system is
installed. The recorded data sets which are presented in the experiment section already have
different mounting heights and also different stretcher heights.
5.1.4 Contour Features
The contour is a common feature for image processing when it comes to classification. Therefore
the contour from the patient’s silhouette should be used to improve the outcome of body weight
estimation. In contrast to the previously presented feature, the contour is based on a two-
dimensional projection towards the sensor plane. A contour describes the border between valid
and invalid points in the binary mask. One condition for the feature is, that the person in the
FOV is segmented and only one binary blob is visible in the binary mask. To check if an arbitrary
point is set as a contour point pc ∈ C the point’s four neighbors N4(p) = {pn0 , . . . , pn3} have
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to be evaluated: The element in the binary mask itself must have a value of zero. If one of the
neighbored points is valid, the element is considered to be a contour element c.
Furthermore, the contour C can be extracted based on morphological operations. The contour
in a binary mask is the border between the values 0 and 1. From the contour itself, two features
can be calculated: First, the length is given by the sum of all points belonging to the contour.
Therefore, all pixels belonging to a contour are enumerated to receive the contour’s length lc.
This value is added to the feature value with
f15 = lc .
To obtain the area enclosed by the contour, ac, the surrounding pixels are counted. This values
are added to the feature vector as the 16th element by
f16 = ac .
The features from the contour’s length are invariant against rotation and translation, but not
against perspective, scale or posture.
Another feature similar to contours is based on the convex hull. This hull can be calculated
by several algorithms [74, 36] providing different complexities. The convex hull itself is defined,
so all points of a given set are enclosed via a border. The shape of this border can only be convex,
always bending in one direction. In almost the same manner to the contour feature, the length
and the area of the convex hull are calculated. Both values are forwarded to the feature vector
with f17 and f18.
Equivalent to the previously calculated area of the contour it is suspected that the area of
the convex hull can be a reliable feature to improve the outcome of the estimation.
Additionally, two features can be derived based on the features from the convex hull and the
contour. First, the contour solidity sc describes the relation between the areas of the contour ac
and the convex hull ah with
f19 =
ac
ah
.
Having a subject in the field of view, keeping its legs closed or crossed, and the arms close to the
side of his or her upper body will result in a low value because the areas of the convex hull and
the contour are similar. In contrast to that, a subject with stretched out arms to the side and
space between the legs will result in a disproportion of the two values, and the contour will have
a more significant value, compared to the convex hull.
The final feature calculated from the contour is the equivalent diameter: Here the area of the
contour is used to derive the diameter of a circle, having the same area. This value is related to
the area of the contour calculated by
f20 =
√
4 · ac
π
.
Figure 5.7 visualizes the extracted contour and the convex hull: The contour is marked with
an orange set of pixels between the valid and invalid points of the subject, see Figure 5.7a. In
contrast to that, the convex hull has a shorter distance but fills a bigger surface, as illustrated in
Figure 5.7b.
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(a) Contour (b) Convex hull
Figure 5.7: Contour and convex hull from the segmented subject: The contour marks the border between
the segmented subject and the environment (a). Depending on the posture of the subject, the contour can
change in size, for example, if the patient stretches the arms to the side. The convex hull marks an edge
around the subject, while this edge can only bend in one direction (b).
Table 5.4: Statistical values for contour features.
Feature Min Max Range Mean σ2
f15 Contour Length in pixels 8.33× 10
2 2.29× 103 1.45× 103 1.26× 103 2.61× 102
f16 Contour Area in pixels 1.58× 10
4 4.88× 104 3.30× 104 2.92× 104 8.75× 103
f17 Convex Hull Length in pixels 6.10× 10
2 1.15× 103 5.38× 102 8.64× 102 1.34× 102
f18 Convex Hull Area in pixels 1.93× 10
4 6.54× 104 4.62× 104 3.69× 104 1.16× 104
f19 Solidity 2.36× 10
1 4.41× 101 2.05× 101 3.31× 101 5.28
f20 Equ. Diameter 1.42× 10
2 2.49× 102 1.07× 102 1.91× 102 2.89× 101
Of course, the contour features can differ sharply with the posture of the patient: Keeping
the arms close to the body will result in a much smaller size of the contour, compared to a
person with the arms stretched to the side. Although the patients lying on the stretcher were not
told to stay in a predefined position, most of them have the arms aside or laid on the stomach.
Moreover, with a high set of training data, it is expected that features from the contour improve
the outcome of the estimation. However, features from the contour are not invariant for scale,
perspective or the patient’s posture. Table 5.4 shows the statistic values for the features from
the contours.
5.1.5 Features from Personal Data
A patient brought into an emergency room by an ambulance might have an ID in the pocket.
Based on the ID, a physician can get the age. Woman and man have different body shapes, and
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0
1
toddler child young-adult adult senior
age
Figure 5.8: A fuzzy logic approach for the age of a subject: A fuzzy logic provides different classes, with
linear transitions between each class. The borders between the different classes are overlapping. This
approach can be useful if the exact age is not known.
Table 5.5: Statistical values for the age of the subjects. 57 percent of the subjects male and 43 percent
are female subjects.
Feature Min Max Range Mean σ2
f21 Age in years 18 87 51.3 51.3 17.7
f22 Gender 0 1 1 0.43 0.49
also their body density is different [84]. To forward the gender to the neural network, a binary
model is applied, having a value of 0 for female subjects and a value of 1 for male subjects.
For experiments in the upcoming section, the gender is added manually. Although this
is not suitable for a fully autonomous weight estimation system, the input to the network is
not time-consuming for a physician and can improve the outcome in body weight estimation.
However, there exist several different approaches based on template matching from previously
extracted faces [73] or deep convolutional neural network to estimate someone’s gender [120].
One method mentioned earlier uses similar features as the estimation of the body weight, to
perform an estimation of a subject’s gender from different perspective view [121].
Another feature to improve the estimation is the age: While aging, the density of fat-free
body mass changes [84]. Algorithms to perform an estimation of someone’s age exist [120].
However, not always the exact age is available, due to an unconscious patient or the missing
identity card. Then the subject’s age can be estimated by a treating physician. To minimize an
error in estimation, it is further possible to assign the subject to a category, like a toddler, child,
adult or senior. These classes are fuzzy without sharp borders: A subject having the ground
truth age of 60 years, could be classified as adult, but it is also correct to classify him or her
as a senior. Figure 5.8 shows the principle of this fuzzy logic approach for age. The groups for
ages are overlapping to model the uncertainty between the classified ages. The slope between
two states can be different [228, 105]. Table 5.5 illustrates the distribution of the features from
a subject’s data. The age was available for 127 subjects, 57 percent of them are male and 43
percent are female subjects.
5.1.6 Thermal Features
Up to this point, the thermal camera is only used to enhance segmentation. To improve the
estimation of body weight, the sensor’s data should also be considered as a feature. The two
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Figure 5.9: Thermal features: The raw thermal data (a) is transformed into a histogram (b) to process
the ambient temperature by finding the peak in the histogram.
features with the highest correlation – the volume and the surface – strongly depends on the
clothes someone is wearing: Thick clothes like a sweater or a down jacket result in a higher
volume, as well as a bigger surface and would, in consequence, lead to a weight estimation with a
greater error.
Figure 5.9 illustrates the data from the thermal camera in the estimation scenario, as well
as a histogram: In the thermal image, the subject is visible. While the stretcher and the floor
are colored in dark blue, the subject itself is colored in bright colors, indicating that these
parts are warmer. When looking at the histogram, a first significant peak can be noticed,
representing the temperature of the environment. The position of this peak depends on the
ambient temperature. It moves to the right on the x-scale for a warmer ambient temperature,
and to the left, if the ambient temperature is lower. The size of the peak illustrates the amount of
visible environment. If the distance to the subject is lower, fewer parts of the environment would
be visible. Furthermore, if not only the subject is in the FOV of the sensors, this peak can be
smaller because less environment with ambient temperature is visible. Features extracted from
the patient’s thermal histogram are the minimum temperature tmin, the maximum temperature
tmax, as well as the average temperature t¯.
The ambient temperature is calculated from the histogram by looking for the biggest peak.
To ensure that outliers are not taken for the ambient temperature, the data for the ambient
temperature is filtered for a range, for example, 18◦C to 26◦C. Otherwise electronic devices
which generate waste heat could confuse the finding of the ambient temperature. The approach
is only tested for the windowless trauma room: If the room has windows and the sun can shine
into the room on the floor, a false ambient temperature could be sensed from the thermal camera.
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Table 5.6: Statistical values for the minimum, maximum and average temperature of the subject, as well
as the ambient temperature.
Feature Min Max Range Mean σ2
f23 min. Temperature in
◦C 15.2 23.0 7.8 20.9 1.20
f24 max. Temperature in
◦C 31.3 37.0 5.7 34.3 0.90
f25 avg. Temperature in
◦C 25.0 29.3 4.3 27.6 0.82
f26 amb. Temperature in
◦C 19.1 26.8 7.7 23.6 1.45
To get around that issue, a simple temperature sensor could be added to the system to sense the
ambient temperature.
Another approach to handle the different kinds of clothing could be the date or the current
weather the patient is brought to the trauma room for treatment: On a summer day with
temperatures above 20◦C it is more likely that someone is wearing only thin clothes, like a shirt.
In contrast to that, the probability increases that someone is wearing thick clothes on a cold
winter day. The additional volume visible to the sensors can be an issue for the weight estimation.
However, a patient is usually undressed from thick clothes to ease medical treatment.
Apparently, the thermal features are invariant against scale, translation, and rotation. In case
the patient is wearing reflective material, e.g., a belt buckle, a change in perspective can lead to
a reflection and therefore a change of the measured temperature for some pixels. Nevertheless,
alone standing thermal features are not invariant against a change of the ambient temperature, a
machine learning approach should have few problems to learn the context of the thermal features
and the ambient temperature.
5.2 Feature Extraction for Standing and Walking People
Besides the body weight estimation for clinical applications, it should also be possible to estimate
the body weight of someone standing or even walking in front of the camera. First, the person in
the FOV has to be segmented from the background: Based on the acquired depth image and
the calculated point cloud, filters from section 4 can be applied. In an initial step, the floor
is removed from the scene based on the RANSAC algorithm, including a plane model. If the
camera remains on a static spot concerning the scene, the calculation of the plane has to be done
once. For a reasonable estimation of the floor’s inliers the scene should be filtered in advance, for
example, only points below a certain threshold should be forwarded to RANSAC. If the floor
has a homogeneous color, it could also be helpful to apply a color filter in advance. To finally
segment the person from the scene multiple solutions exist: Filtering for edges in the depth image
can be one way to segment the person. Also, background subtraction can be applied, if the scene
remains static, except the moving person. It has to be considered that RANSAC might filter
parts of the feet. Overall, the segmentation of a person standing in front of a camera does need
less computational effort in contrast to the segmentation of a patient lying on a stretcher.
Figure 5.10 illustrates the raw scene as a sequence, as well as the results from segmentation.
Markers on the floor highlight the starting and the ending of the walk, so the person is continuously
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in the FOV of the sensor. The rear marker is applied to ensure that the sensor can obtain depth
information.
The FOV, the person’s height, and the maximum distance for 3D data acquisition mark the
starting and end markers on the floor, see Figure 5.11. Figure 5.12 illustrates the poses of all
people walking towards the camera. Due to the different settings for the experiment, the path
people tend to walk differs. Furthermore, the camera did not always have the same orientation
towards the floor or was mounted at the same height.
It is expected that the accuracy of body weight estimation reduces due to the higher amount
of different poses, while walking, compared to someone lying on a medical stretcher. Moreover,
not all previously presented features can be used: Features like the volume – which has the
highest correlation with body weight – have a dependency on the obtained reference surface. This
reference plane is now missing; therefore such a feature cannot be used. Though, the recording
of a sequence of shots can help to improve the outcome, in contrast to the single shot for the
clinical approach.
5.3 Changes in Posture
Most values in the here presented feature vector are not variant against a change in posture, as
presented in Table 5.10 on page 111. Therefore this section presents the changes in the feature
vector, depending on the posture of a subject. A change of the posture is more likely for the
weight estimation of standing or walking subjects.
Table 5.7 demonstrates the changes of the feature values with different postures: The first
scene shows a subject standing straight with the arms aside. The features are listed and calculated
by the previously presented equations. In the second scene, the subject raises both hands a bit.
The values for surface and density do not change much. Also, the first eigenvalue nearly stays
the same. However, the value for the third eigenvalue changes, due to the arms raised in front of
the person. Flatness and sphericity – which correlate with the third eigenvalue – also change
significantly. Compared to the third scene, where the subject stands with legs apart, the second
eigenvalue changes most. Therefore, also flatness and linearity change. Comparing the first and
the fourth scene, the subject crosses the arms: The surface lowers, as well as all features from
the contour and the convex hull. The second eigenvalue decreases while the third eigenvalue
increases. In the last scene, the subject is wearing a backpack. Comparing the features from this
scene with the first scene, most of the features are within the same range. However, there are
differences due to slight differences in posture. The body weight estimation can ignore such a
thing as a backpack, if not visible to the sensor – in contrast to a common scale.
Concerning all here presented poses the features from contour and convex hull can vary most:
A subject having the arms aside can cause a much higher length in contour when there is a small
gap between the body and the arm. However, as shown by Pfitzner et al. [162], the length and
the area of the contour correlate with the body weight, and therefore it can be useful to enclose
such features for body weight estimation. The detailed results of the estimation of walking
subjects are presented in the experiment section.
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(k) (l) (m) (n) (o)
(p) (q) (r) (s) (t)
Figure 5.10: Sequence of someone walking towards the camera: (a) - (j) illustrate the raw scene in color
and depth, while (f) - (t) show the segmented person. The sequence was recorded over five seconds with a
Kinect One camera.
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Figure 5.11: Schematic for experiment with people walking
towards the sensor: The people stand at the first mark-
er.While walking towards the second marker close to the
camera every frame from the sensor is saved for oﬄine pro-
cessing. The recording is stopped when the second marker is
reached.
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Figure 5.12: Poses of 14 people walking
towards the camera: The complete data
set consists of several independent experi-
ments. Therefore, the poses of the people
walking differ, depending on the orienta-
tion of the camera.
5.4 Correlation between the Features and Body Weight
In this section, the extracted features from the previously presented method are compared with
each other, depending on their correlation to ground truth body weight. Figure 5.13 illustrates
the correlation of all features. For the estimation of the body weight, the correlation for an
arbitrary feature towards the ground truth body weight is essential.
The correlation coefficient between two variables (x1, y1), ..., (xn, yn) is calculated by
ρ(x,y) =
∑n
i=1(xi − x¯) · (yi − y¯)√∑n
i=1(xi − x¯)2 ·
∑n
i=1(yi − y¯)2
,
where x¯ and y¯ are the mean values of both variables. Two variables are not correlating if the
correlation coefficient has a value of zero. A value close to one means that both variables have a
strong positive correlation, while a negative coefficient is an indicator for a negative correlation [8].
The first column and the first row present the raw correlation values for an arbitrary feature
to the ground truth body weight. Especially the first seven features, including the volume,
surface, and the eigenvalues have a strong positive correlation to the ground truth body weight.
The features from eigenvalues, sphericity, and flatness also have a high positive correlation value,
while the linearity has a strong negative correlation. In contrast to that, the features from the
thermal camera have a weak value correlation with the weight; as expected.
The correlation analysis is not necessary for the body weight estimation because the ANN
adapts to the different correlation between the features and the demanded output of the ANN;
the body weight. However, it is essential to understand, which elements in the feature vector
provides a useful feature to perform the estimation.
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Table 5.7: Changes in features with different poses: Five different scenes illustrate the change in feature
values depending on the posture.
Features Scene 1 Scene 2 Scene 3 Scene 4 Scene 5
Surface 9.5× 10−1 9.7× 10−1 9.6× 10−1 8.6× 10−1 9.7× 10−1
Density 1.1× 10−1 1.1× 10−1 1.2× 10−1 1.0× 10−1 1.3× 10−1
1st eigenvalue 4.7× 103 4.7× 103 5.1× 103 4.5× 103 5.4× 103
2nd eigenvalue 3.9× 102 4.6× 102 6.9× 102 2.5× 102 5.2× 102
3rd eigenvalue 7.1× 101 3.2× 102 7.9× 101 9.4× 101 7.7× 101
Sphericity 4.1× 10−2 1.8× 10−1 4.0× 10−2 5.8× 10−2 3.8× 10−2
Flatness 1.2× 10−1 5× 10−2 2.0× 10−1 6× 10−2 1.4× 10−1
Linearity 8.3× 10−1 7.7× 10−1 7.5× 10−1 8.8× 10−1 8.1× 10−1
Compactness 4.6× 10−1 4.6× 10−1 4.6× 10−1 4.7× 10−1 4.5× 10−1
Kurtosis 5.4× 103 5.5× 103 6.2× 103 5.0× 103 6.0× 103
Alt. Compactness 8.6× 10−1 8.7× 10−1 8.6× 10−1 8.6× 10−1 8.7× 10−1
Distance 1.8 1.8 1.7 1.8 1.6
Contour length 1.0× 103 1.4× 103 1.4× 103 1.1× 103 1.4× 103
Contour area 2.5× 104 2.5× 104 2.8× 104 2.1× 104 1.4× 103
Convex hull length 8.2× 102 8.3× 102 9.3× 102 8.0× 102 8.8× 102
Convex hull area 3.0× 104 3.5× 104 4.3× 104 2.6× 104 3.7× 104
color
segmented depth
5.5 Comparison of Subject Extrema
This section should give an impression which feature values change for different subjects. The set
of two people is selected manually by similar ground truth body weight, same body height, and
same gender, if possible. Figure 5.14 shows real patients from the data set recorded in the trauma
room with strongly different characteristics; the faces of the patients are blurred unrecognizable.
Table 5.8 on page 108 provides the feature values from the volume, the surface, the density and
all three eigenvalues.
Figure 5.14a and 5.14b show two subjects, one being light with 48.6 kg and the other one
heavy with 129 kg. Besides the substantial difference in body weight, their body height is similar,
with 160 cm and 168 cm. Furthermore, both subjects are female, which gives a good selection for
a direct comparison of the difference in extracted features. Table 5.8 shows some of the extracted
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Figure 5.13: Correlation ρ between extracted feature vector against the ground truth body weight m: A
feature with a high correlation towards the body weight is a good feature for the body weight estimation
based on an ANN. Although, features with low correlation can help to improve the result in the estimation.
The values in the first column and row give the precise correlation towards the ground truth body weight.
features for better comparison: Most of the feature values are doubled or even more for the heavy
subject, due to a positive correlation between the features, which is presented in section 5.4
on page 104. The only feature which is higher for the lighter subject is the second eigenvalue.
Deriving the eigenvalue-based features from the eigenvalues, the lighter subject would have a
higher linearity, caused by the lower second eigenvalue.
Figure 5.14c and 5.14d illustrate two subjects, one being small with a body height of 166 cm
and the other subject being tall with a body height of 194 cm. Unfortunately, both patients
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have a difference of several kilograms in body weight with 84 kg for the small subject, and 91 kg
for the tall subject. When looking at the raw feature values, the first four values in the table
provide similar values for both subjects. When looking for the eigenvalues, the first eigenvalue is
higher for the tall person, which is obvious, because the first eigenvalue represents the height of
a subject. For the second eigenvalue, both subjects have similar values. The third eigenvalue is
the only values beside the volume which is higher for the smaller subject.
Figure 5.14e and 5.14f show two subjects, with similar body weight – 78.7 kg for the male and
78.5 kg for the female subject. Additionally, the difference in body height is low, with 173 cm for
the male and 165 cm for the female subject. Most of the features are in the same range. The
volume is higher for the female subject than for the male person, which indicates for the same
body weight, that the density is smaller.
Figure 5.14g and 5.14h demonstrate the difference in feature values for a young female, with
an age of 18 years, weighing 55 kg, and an old female, with an age of 86 years and a body weight
of 56 kg. Furthermore, their body height is similar with 167 cm for the young subject and 165 cm
(a) Light (b) Heavy (c) Small (d) Tall
(e) Male (f) Female (g) Young (h) Old
Figure 5.14: Comparison of strongly differing subjects with light and heavy, small and tall, male and
female, as well as young and old. The subjects are recorded in the trauma room of the Hospital in Erlangen.
The faces are blurred due to anonymization.
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Table 5.8: Comparison of features from subjects with strongly differing characteristics.
Weight Volume Surface Nr. of λ1 λ2 λ3
in kg in liters in m2 Points
weight thin 48.6 kg 6.1× 101 1.7 2.6× 104 4.7× 103 2.7× 102 3.5× 101
heavy 129 kg 1.6× 102 2.7 4.3× 104 7.6× 103 1.1× 103 2.5× 102
size small 91.7 kg 1.2× 102 2.4 3.9× 104 6.6× 103 9.1× 102 1.4× 102
tall 83.8 kg 1.1× 102 2.7 4.2× 104 1.1× 104 10.0× 102 1.1× 102
gender male 78.7 kg 6.8× 101 1.9 2.9× 104 5.5× 103 3.9× 102 5.8× 101
female 78.5 kg 8.2× 101 2.0 3.1× 104 5.6× 103 4.6× 102 6.8× 101
age young 55 kg 6.8× 101 1.9 2.9× 104 5.5× 103 3.9× 102 5.8× 101
old 56 kg 8.2× 101 2.0 3.1× 104 5.6× 103 4.6× 102 6.8× 101
Figure 5.15: Pregnant wom-
an: The woman has a ground
truth body weight of 91.1 kg
and was estimated with a
weight of 90.8 kg. She is the
only pregnant woman in the
data set and was not in the
data set for training.
for the old person. The most significant difference can be found in the volume, as well as the
second and third eigenvalue. The other features are similar. A different constitutional type or
clothing can explain the variance in volume and eigenvalues.
Figure 5.15 emphasizes a unique subject in the available data set: In one of the public events,
a pregnant woman was estimated with the Libra3D approach. While no similar data was available
for the previously applied training, the estimation of the woman was close to the ground truth
value.
5.6 Timing Analysis for Body Weight Estimation
As mentioned in the introduction, time is a crucial factor in the treatment of patients in the
trauma room, especially stroke patients. It is not essential to speed the algorithm up to a time
for a single estimation in the range of milliseconds. However, the result should be available to the
physicians within a reasonable time, e.g., less than 5 seconds. Therefore, this sections presents
the overall time needed for the estimation on different platforms.
The algorithm – including the sensor fusion, the feature extraction and the forwarding to an
artificial neural network is implemented on a conventional desktop computer, which is installed in
the trauma room. The computer is equipped with an Intel i7 of the 4th generation, can provide
the result in body weight estimation within 300 ms, including the saving of the sensor data.
The software does not rely on specialized hardware, like a high-end graphics card, although the
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Table 5.9: Tested hardware including time measurements for the estimation: The most significant
part of processing time is used to segment the patient from the environment. In contrast to that, the
extraction of the features and the processing via an artificial neural network is small. The total time
includes visualization and logging during the processing. Changing the parameterization of filters used for
segmentation can result in different timing.
Desktop
Computer
Dell M4800
Mobile
Computer
Raspberry PI 3
Asus
Tinkerboard
Processor Intel i7-4820K Intel i7-4900MQ ARM Cortex-A53 Rockchip RK3288
Nr. of Threads 8 8 4 4
max. Clock 3.90 GHz 3.80 GHz 1.2 GHz 1.8 GHz
TDP 130 W 47 W < 3.7 W 5 W
Time for Segmentation 239 ms 245 ms 5321 ms 2661 ms
Time for Estimation 22 ms 23 ms 267 ms 212 ms
Total Processing Time 263 ms 270 ms 5604 ms 2885 ms
processing speed could benefit from parallelization. For oﬄine processing, a mobile computer
(Dell M4800) is used, having a maximum power consumption of less than 80 Watt. Therefore,
the complete hardware could be designed with less than 100 W, including the mobile computer,
the thermal camera (<2.5 Watt) and the Microsoft Kinect (12 Watt) [161].
Table 5.9 shows the time for a single estimation for four different platforms, a desktop
computer, a mobile computer and two embedded computers: The processing time for the desktop
computer and the mobile computer is similar with around a quarter of a second till the result
is presented on the monitor. The time on the embedded computer is longer: With a reduced
visualization, and without the saving of the sensor’s data to the database, this configuration
provided the estimation of body weight in around 5 seconds for the raspberry pi 3. The system
is then limited in real-time visualization, as well as process time, and the estimation of the body
weight is available with a higher delay. However, the embedded computer can have the benefit
of lower power consumption and a smaller footprint, which provides easier integration in the
clinical environment. The Asus Tinkerboard, which is equipped with a more powerful processor
in contrast to the raspberry pi 3, takes about half of the time for the computation.
The estimation in less than five seconds is always faster than the measurement on a scale for
the patient in the trauma room being treated - even for the platform with the lowest computational
power. Experiments together with the University Hospital Erlangen, Germany, showed that a
time of around five seconds is acceptable for the responsible physicians.
5.7 Summary
Various hand-crafted features are presented in this section. The features are selected based on
hypotheses, which feature can improve the outcome of body weight estimation. The generated
feature vector is then forwarded to a machine learning approach, to approximate the body weight.
Because the size of the patient’s point cloud is several times smaller than the original scene’s
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point cloud, the process time and the complexity of the algorithms for feature extraction are
mostly low, compared to the segmentation of the patient, processing initially on the full point
cloud. Additionally, this section illustrated the correlation between the extracted features to
the ground truth body weight. Furthermore, the change in the feature values is presented for
different postures and different kind of subjects. Table 5.10 summarizes the extracted features
and provides.
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Table 5.10: List of features for body weight estimation. The table further lists the invariances of each
feature by scale (s), rotation (r), translation (t), perspective (pe) and posture of the person (po) with +
(invariant), 0 (invariant with limitations) and - (not invariant).
Invariance
Feature s r t pe po Equation
f1 Volume in liters + + + 0 - v
f2 Surface area in m
2 + + + 0 - s
f3 Number of Patient’s Points - + + 0 - |P
P |
f4 Density - + + 0 - |P
P |/|P|
f5 1. Eigenvalue + + + 0 - λ1
f6 2. Eigenvalue + + + 0 - λ2
f7 3. Eigenvalue + + + 0 - λ3
f8 Sphericity + + + 0 - λ3/
∑
j
λi
f9 Flatness + + + 0 - 2·(λ2−λ3)/
∑
i
λi
f10 Linearity + + + 0 - (λ1−λ2)/
∑
i
λi
f11 Compactness + + + 0 -
√
1/n−1
∑
i
(pj − p¯)2
f12 Kurtosis + + + 0 - 1/n
∑
j
||pj − p¯||
f13 Alt. compactness + + + 0 -
∑
j
(pj−p¯)
4
/f11
f14 Distance to person + + + + 0 d
f15 Contour length in pixels - + + - - lc
f16 Contour area in pixels - + + - - ac
f17 Convex hull length in pixels - + + - - lh
f18 Convex hull area in pixels - + + - - ah
f19 Solidity + + + - - ac/ah
f20 Equivalent Diameter - + + - -
√
4·ac/π
f21 Gender + + + + +
f22 Age + + + + +
f23 − f26 Temperature + + + + +
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Supervised Learning
With supervised learning, an algorithm optimizes its output by previously available data sets,
including ground truth. An ANN is such a supervised learning approach. Neural networks were
first mentioned in 1943 by Mcculloch and Pitts [134]. They wanted to find a mathematical
representation of information processing of a biological system [221] and mimic the function of a
neuron of a living being. Such networks can be used for classification or also for regression of
non-linear functions. In this early stage, the build networks were trivial because of the limited
computational processing power.
Due the last years and the gain in computational processing power, neural networks had a
revival for image processing. Especially on GPU, a high amount of data can be used for learning,
which is done with lower time consumption. Today big data sets are available for the training of
machine learning approaches, like ANN. With the higher processing power, new techniques like
deep learning emerge [117]. For a deep learning approach, a high amount of training data based
on fully labeled images is forwarded to a neural network. Often, for each pixel in an image, the
network provides an input neuron in the first layer, while a deep learning network consists of
several layers with different tasks. In contrast to that, the classic machine learning approach
first extracts features from an image and forwards them to a neural network. The amount of
data forwarded to the network is therefore reduced by a multiple. However, the classic machine
learning approach demands a selection of adequate features, suitable for training, while the deep
learning selects suitable features from the image while training. A deep learning approach for
the estimation of body weight is conceivable, but not possible with the amount of data available
in the Libra3D project.
Computer vision and adaptive self-learning algorithms are one reason for the improvement
of CAD in the last decades of medical imaging. Also in the treatment and detection of stroke,
CAD is applied to speed-up and improve the diagnosis of acute ischemic stroke [188, 211, 148].
Furthermore, the treatment of stroke is mentioned in related work [206].
This section shows, how the previously extracted features are forwarded to an ANN, its
learning behavior via backpropagation and the estimation of the body weight based on forward
propagation. The here described machine learning approach was first implemented in Matlab [131].
However, for a better integration, the ANN was applied via the Fast Artificial Neural Network
Library [147]. The core library provides all basic functionalities for classification and function
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regression based on neural networks. The library is written in C, while wrapper classes for C++
exist.
6.1 Model of a Single Neuron
The basic idea of a neuron comes from biology: Nerve cells are connected via synapses, transporting
electrical or chemical signals to other cells or actors, like muscles. The model for an artificial neuron
is simplified and focuses on the main working principle of a real neuron. Figure 6.1 illustrates
an artificial neuron, with its components. A single neuron has an input vector x = (x1, . . . , xn),
containing n elements. Each element in the input vector owns a scalar weight w, which can be
changed independently of each other. Additionally to the input vector, a bias b can be added,
providing a constant offset. The output of an artificial neuron is a single scalar value u. The
input vector x directly determines the value of the output, the scalar weights w = (w1, w2, . . . wn)
for each input value, the bias value b, and an activation function g(·). Therefore, the output of a
single neuron is defined by
u(x,w) = g
(
n∑
i=1
wixi + b
)
,
where n is the number of inputs of a neuron. Three different activation functions are common.
Figure 6.2 shows the different characteristics of activation functions.
• Step function: With a step function, the output of a neuron can have only two values, 0
and 1. The function is defined by
g(x) =
{
0 where x ≤ k
1 where x > k
. (6.1)
The threshold k is used to adapt the step function and the transition between 0 and 1.
Figure 6.2a shows the step function with k = 0. Especially for classification, the step
function is applied, to determine if a set of input values belongs to a class u = true or
x2 w2 Σ g(·)
Activation
function
u
Output
x1 w1
xn wn
Weights
Bias
b
Inputs
Figure 6.1: The structure of a single neuron: Each input is weighted by wi. The output of a neuron is
also influenced by a bias value b, and an activation function g(·).
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(a) Step function (eq. (6.1))
where k = 0
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(b) Linear function where kmin =
−1 and kmax = 1 (eq. (6.2))
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by eq. (6.3)
Figure 6.2: Common activation functions for a single artificial neuron [80]: The step function has a jump
discontinuity, and is therefore not continuously differentiable (a). The same applies to the linear function,
where the ascending points cause an issue for the differentiability (b). In contrast to that, the sigmoid
function is continuously differentiable.
not u = false. Nevertheless, the threshold function is not differentiable due to the jump
discontinuity. Noise on the input close to the jump discontinuity will forward this signal
directly to the output, causing an unstable system.
• Linear function: Here, a linear combination describes the output of the neuron. Often,
the slope of the linear function can be adapted depending on the point of ascent kmin
and kmax. The slope of the linear function between kmin and kmax is therefore defined by
k = 1/(kmax − kmin) and the output of the activation function is described by
g(x) =


0 where x ≤ kmin
k · x
1 where x > kmax
. (6.2)
Figure 6.2b illustrates a linear activation function, with the point of ascent at kmin = −1
and kmax = 1. The slope of the linear function in the example is therefore k = 0.25.
• Sigmoid function: The sigmoid function can be applied to all kind of non-linear problems.
It is defined by
g(x) = sig(x) =
1
1 + e−k·x
0 ≤ g(x) ≤ 1 , (6.3)
while the parameter k adjusts the slope of the sigmoid function. Around zero, the sigmoid
function is close to being linear. For high values of k →∞, the sigmoid function approx-
imates towards the step function. In contrast to that, for k → 0, the sigmoid function
converges towards the linear function. Figure 6.2c shows the sigmoid function. The function
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is strictly increasing and therefore differentiable. Furthermore, the sigmoid function is easy
to differentiate by
∂
∂x
sig(x) = sig(x)(1− sig(x · k)) .
The differentiability is a significant advantage for learning. Therefore, the sigmoid function
is often applied to neural networks.
The choice of the activation function is determined by the nature of the problem given, the
available data, and its distribution. A linear problem can be solved with a linear function as
activation function. For a non-linear problem, a non-linear activation function should be selected.
For the experiments with body weight estimation in the upcoming section, all networks have a
sigmoid function as activation function for all layers.
6.2 Net Architecture
The here described approach for body weight estimation is classic machine learning with regression
of an unknown function f(x). Therefore, the function should provide a value, close to the real
body weight, depending on the forwarded feature vector x = (x1, x2, ..., xn). Neural networks exist
in various shapes and structures. However, the here presented ANN is based on the multilayer
perceptron, which is common for a non-linear regression task [199]. In a multilayer perceptron,
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(a) Network for regression
x0
x1
x2
x3
x4
I
Input
layer
J
Hidden
layer
u1
u2
u3
K
Output
layer
(b) Network for classification
Figure 6.3: Network architectures for regression and classification: Both networks consist of an input
layer. The size of this layer is defined by the number of features forwarded to the network. A hidden layer
allows the network to fit non-linear functions. A bias neuron – here marked in orange – in the input and
the hidden layer helps to improve generalization. The output layer shows the difference between regression
and classification: For regression, a single neuron in the output layer is necessary (a), while a network for
regression has more than one output neuron (b); one for each class – here three classes.
Visual Human Body Weight Estimation with Focus on Clinical Applications
6.3. Forward Propagation 117
each neuron of a single layer is connected to all neurons of the following layer. Between the
neurons of a single layer, no connections are established.
Figure 6.3 shows the structure of the network, which is used for experiments:
• The first layer is used to feed the data into the network. The number of neurons in this
layer is given by the size of the feature vector forwarded to the ANN. This layer is also
called input layer. In this layer, no calculation based on a weighting is performed. For
equations in this section, the index i is used to refer to the input layer.
• The next layer is the hidden layer: An arbitrary neuron in this layer is connected to all
neurons in the input layer. An ANN can have an arbitrary number of hidden layers. For
a non-linear regression problem, the network should contain at least one hidden layer.
Furthermore, the number of neurons for each hidden layer can be adapted. The hidden
layer is essential to solve non-linear problems [23]. Also, the hidden layers can contain an
additional bias value, which is equal for all neurons in a single layer. This layer is referred
with the index j.
• Finally, the ANN has an output layer. Just as shown for the previous layers, all neurons in
the output layer are connected to all neurons in the previous layer. Also in the output layer,
a bias value can be applied. For a regression of the here presented body weight estimation
process, the output layers consist of a single neuron, with its output value is representing
the body weight. For equations in this section, the index k is used to refer to the output
layer.
The difference between classification and regression can also be found in the network’s architecture:
While the regression of a two-dimensional function demands a single neuron in the output layer,
a network for classification contains one neuron for each class to estimate. Each neuron provides
a probability that the output is the searched class. With a value of one, the network is entirely
sure that the forwarded input belongs to one class. The ANN-based classification is used in
the experiment section to classify the BMI of subjects in a medical scenario, see section 7.7 on
page 145.
For each neuron-to-neuron connection between the layers, a weight w is applied. For the
upcoming equations, each neuron is marked by an index, depending on the layer. The i-th neuron
layer is the input layer i ∈ I, the j-th layer is the hidden layer j ∈ J , and k represents the output
layer k ∈ K. Two indices describe each weight in the network: For typographical convention, the
first index illustrates the starting of the link, while the second index indicates the ending of an
arbitrary link, e.g., wij describing the weight between a neuron in the input and the hidden layer.
6.3 Forward Propagation
The explanations in this section are taken from the work by Bishop [23]. The number of neurons
in the input layer is described by the variable I, the number in the hidden layer with J , and the
number in the output layer with K.
For the forward propagation, a set of values x = (x1, . . . , xI) is passed to the network’s input.
Forwarding values from the input of the network and getting values at the output is called
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forward propagation. For the forward propagation, the weights do not change in this step and
keep its values. The change of the weights is done via backpropagation and is described in the
upcoming section.
The weights between the input and hidden layer are defined by w
(1)
ij , with the superscript (1)
illustrating that the corresponding parameters are based on the first layer of the ANN. The
input of an arbitrary neuron aj in the hidden layer is therefore described by
aj =
I∑
i=1
w
(1)
ij xi + w
(1)
j0 ,
where j = 1, . . . , J , and J being the number of neurons in the hidden layer [23]. The bias value
for this layer is represented by w
(1)
j0 . To get the output of the j-th neuron, the activation function
gj(·) is applied by,
uj = gj(aj) .
For the output layer, the equation for an arbitrary neuron is formed similar by
ak =
J∑
j=1
w
(2)
jk xi + w
(2)
k0 ,
where k = 1, . . . ,K, and K is the number of neurons in the output layer[23]. Also here, w
(2)
k0
defines the bias value for the output layer. Also in the output layer, an activation function is
applied gk(·). The output of the k-th neuron uk is therefore defined by
uk = gk(aj) .
Finally, the output of the last neuron can be described by a single equation, dependent from the
forwarded input vector x, as well as the weights between the neurons in the network w. The
combination of the three layers is now defined by
uk(x,w) = gk

 J∑
j=1
w
(2)
jk gi
(
I∑
i=1
w
(1)
ij xi + w
(1)
j0
)
+ w
(2)
k0

 ,
where all weights and bias parameters are grouped into a vector w [23]. Additionally, the equation
can be simplified, when the bias values are absorbed into an additional input parameter x0,
whose value is set constant to x0 = 1. The output of the network uk(x,w) is therefore calculated
by
uk(x,w) = gk

 J∑
j=0
w
(2)
jk gi
(
I∑
i=0
w
(1)
ij xi
)  .
Note, that the indices of the sum sign now starts with zero [23]. While this equation represents a
network with a single hidden layer, it can be expanded towards an arbitrary number of hidden
layers.
The forwarding of the values and the calculation of the network’s output can be done efficiently.
Therefore the calculation is suitable for real-time applications. In contrast to the previously
presented segmentation, the calculation of the output’s value is done in a fraction of the time.
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6.4 Learning
This section explains how the connections between the neurons and its weights are calculated to
achieve the best performance with an ANN. For the forward propagation, it is assumed that
the weights in the ANN already have values, so the network can provide a good estimation
close to the ground truth value. In this section, the finding of these weights is described via
backpropagation of errors, also called training. Receptively values are forwarded to the network,
the output of the network is compared to the ground truth value, and an error is calculated.
In advance of the training, the network is initialized randomly with values for the weights
close to zero. Together with the randomized set and order of the training data set, the outcome
of the finally trained network can differ with every new training.
The goal of a gradient-descent network is to find the global minimum. Changing the weights
of the network might reach a local minimum, and the optimization terminates. First, to prevent
this behavior, such a local minimum has to be detected. Second, a recovery behavior must exist
to overcome such a local minimum. To avoid the trap of local minima, an adaptive learning
rate can be added to the process of learning [23]. The maximum learning rate is defined at
the startup with η(0). Having a high learning rate in the beginning can help to descent the
backpropagation error quickly, jumping over local minima. However, having a high learning rate
close to the global minimum can lead to overshooting that minimum. Therefore the learning
rate η is adapted and decreased over the number of training epochs n by
η(n) = η(0)e−αn ,
where α is a constant factor to adapt the slope of the reduction of the learning rate [109]. An
epoch describes how many times the algorithm sees the entire data set for training. Figure 6.4
demonstrates the behavior of the same network with different parameters for the learning rate.
Additionally, to improve learning even more, a momentum can be added: If the weights are
receptively changed in one direction – positive or negative – the momentum is added to increase
the change for backpropagation [23, 119].
Essential for the backpropagation is the error rate: Suppose a set of features is forwarded to
the network’s inputs. In case of regression, the output of the network for every set in the training
data u = (u1, . . . , un) is compared with the target vector t = (t1, . . . tn) [109]. A sum-of-squares
error function E for the output of the neural network uk is applied by
E =
1
2
n∑
i=1
(ui(x,w)− ti)2 ,
where n is the size of a data set for training [23]. Calculating the squared error leads to an
equal result for positive or relative errors. Moreover, errors are weighted non-linearly, with high
errors being weighted more than small errors. The change of the error with respect to the given
connective weight has to be calculated, so it can be minimized. The derivation of the equation
can be found in Bishop [23]. The derivative of the error in the output layer is calculated by
∂E
∂wjk
= uj · uk(1− uk)(uk − tk) ,
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(a) Mean square error in the ANN with a learning
rate of 1× 10−3: The minimum for the testing error
of 7.3× 10−3 is reached in the 50th epoch.
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(b) Mean square error in the ANN with a learning
rate of 1× 10−5. The minimum for the testing
error of 6.4× 10−3 is reached in the 130th epoch.
Figure 6.4: Comparison of two networks having different learning rates: The network with the higher
learning rate reaches a minimum earlier after the 50th epoch (a). While the second network has a lower
learning rate, 130 epochs are necessary to reach a minimum (b). However, this minimum is lower than
the minimum reached with a higher learning rate. Additionally, the network with the lower learning rate
has less noise on the error function of the testing data.
where wjk is an arbitrary weight for a connection between a neuron of the hidden and the output
layer. The term can be rewritten providing a variable δk for the equation by
∂E
∂wjk
= uj · δk where δk = uk(1− uk)(uk − tk) ,
while the term for δk is often referred to the responsibility of a neuron – here in the output layer.
The same equations are applied for the hidden layer – which is referred by the index j. For
this layer, the error is not visible, because the target value t only exists for the output layer. The
derived error is therefore calculated based on the output by
∂E
∂wij
= ui · uj(1− uj)
∑
k∈K
(uk − tk)uk(1− uk)wjk .
Also for the hidden layer, a responsibility is defined by
∂E
∂wij
= ui · δj where δj = uj(1− uj)
∑
k∈K
δkwjk .
Now the current weights for the connections between the layers can be changed, depending on
the learning rate η. The weights in the output layer are changed by
wjk = wjk + ηδkuk ,
and finally, the weights in between the hidden and the output layer wjk are changed by
wij = wij + ηδjuj .
The algorithm for backpropagation terminates with a maximum number of epochs, or a given
bound of the error E for the testing data is reached [119].
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6.5 Issues in Training of Neural Networks
The design of a neural network and the backpropagation are straightforward. However, applying
neural networks for regression demands the knowledge about possible issues.
6.5.1 Scaling of Feature Values
The values in the input vector can have every arbitrary scalar value, positive or negative. Looking
back to the previously extracted features, all values are positive. When all elements of the input
vector are positive, the weights of the neurons will decrease in the same epoch. Especially, if
the step function is applied as an activation function, this would lead to a zigzagging behavior,
which is not efficient and would slow down learning. To prevent this win of big values in an
input vector x, the values in the feature set have to be standardized [92]. The feature vector is
standardized by
xstd(x) =
x− x¯
σ(x)
,
while the variance of the set of feature σ(x) is described by
σ(x) =
√√√√ 1
n
n∑
i=1
(xi − x¯)2 where xi ∈ x ,
where n is the size of the feature vector and x¯ its mean value. The standardization transforms a
set of data to an expected value where x¯ = 0 and a standard deviation σ(x) = 1. In case, the
standardized value should be transformed back, for example, the output value of the last value is
applied for a function regression, the de-standardization is achieved by
x(x) = σ(x) · xstd + x¯ .
Figure 6.5 shows the results from standardization of the feature values for the features f1 to f12.
The standardized feature sets all have an expected value of zero and an equal standard deviation
of one.
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Figure 6.5: Standardization of the feature vector f = (f1, ..., f12) .
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6.5.2 Overfitting
The only way to affect the output of an ANN is the change of the weights between the neurons.
With machine learning these weights are changed to achieve a small error for a single data set
between the target and the output vector. Furthermore, having a good solution will lead to a
small error for the complete training data set. One problem in machine learning is overfitting:
In this case, the change of the weights in the network adapts ideally to the training data set.
Forwarding new and unknown data to the network will lead to a significant error in the output.
One common way to prevent overfitting is the separation of the available data into two groups:
• A training data set is used to train the neural network. It should consist of 50 to 70 percent
of the complete data set. With a high amount of overall data, the size of the training set
can be increased.
• A validation data set is used to observe the progress in training. This set is never used for
the backpropagation of the network. This set ensures that the network is not overfitting
and stays generalized to possible future data. It is important that both sets contain a good
mix of all possible feature values, containing minima and maxima of a set.
Depending on the overall size of the available data for testing and training, the ratio between
testing and training can be adapted. Applying a low ratio of training data ensures a good
generalization, and the network will likely provide good results for unknown new forwarded
features. To make sure that the learning does not rely on a certain sequence of the forwarded
training data, the complete data set should be shuﬄed in advance [23].
Figure 6.6 illustrates different results from training: In 6.6a a model with underfitting is
presented. The approximated function has a low degree and therefore most of the points are
not close to the function. However, this model provides a low variance. In contrast to that, 6.6c
illustrates an overfitted model. Here, the points align good with the estimated function, leading
to a low bias. Nevertheless, the function has a high variance, which is an indicator for overfitting.
The plot in the middle – Figure 6.6b provides a model with low variance and low bias. The
relation between the bias and the variance is illustrated in Figure 6.7.
6.5.3 Number of Neurons in the Hidden Layer
Neural networks are suitable to find the optimal solution if one exists [115]. However, the solution
depends on the number of layers, and especially the number of neurons in a hidden layer. Having
a network with a low number of hidden units leads to great generalization, but might deal poor
for an overall result. In contrast to that, a network with a high amount of neurons in the hidden
layer will adapt fast and accurate to the provided training data set. However, such a network
would perform poorly to never-seen-before data. Applying a fixed number of neurons is therefore
based on several trials and evaluation of the results. However, a rule of thumb exists to start
training a multilayer perceptron with some hidden units in the range between the number of
output neurons to the number of input neurons [123]. Nevertheless, it is hard to develop a good
number of neurons for the hidden layer from the beginning. It is best to increase the number
of neurons in the hidden layer while training [23]. Figure 6.8 shows the error in training and
testing for an increasing size of units in the hidden layer.
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Figure 6.6: Function regression with three different fittings: Underfitting can appear if the structure of
the applied network is simple, e.g., does not have a sufficiently high number of neurons or layers to adapt
to the underlying function. With a proper fitting, the estimated function is close to the points (b). With
a overfitting, the network loses its capability for generalization: The regression for data used for training
fits perfectly, while the network provides poor output for new and never seen data (c). Source: Bishop [23]
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Figure 6.7: Relation between bias
and variance: A neural network hav-
ing a low complexity cannot provide
an ideal regression, which leads to an
underfitting. When the complexity
is increased by adding hidden layers
or neurons, the total error tends to
lower, while the variance in output of
the network increases. Increasing the
complexity further, the network will
lose the ability to adapt to general-
ized functions and the ANN tends to
overfit. Source: [53, 227]
With wrong parameters, neural networks will likely lead to overfitting the data. If the network
contains too many neurons, the network will adapt fast and accurate to the training data set but
will fail at other data, which the network has never seen before.
The data sets for training are often chosen randomly. However, such a random set might
not be ideal for training, because data sets are too similar: A network trained with persons
between 50 to 70 kg can hardly estimate someone weighing 90 kg. Not only the ground truth
value of the output of the neural network should have a maximum range; this counts for all
features forwarded to the input of the ANN.
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Figure 6.8: Training of networks with increasing amount of units in the hidden layer: The overall error
for the testing data set can be decreased with a higher amount of hidden units. However, this can lead to
overfitting. In (a), a low number of neurons in the hidden layer leads to an underfitted network, which can
be seen due to the gap between training and testing error. With additional neurons (b), this difference
can be reduced. Having a high number of neurons in the hidden layer can lead to a zigzagging behavior at
the beginning of the training (c-d).
6.6 Summary
Supervised learning is applied for the estimation of the body weight. The previously extracted
features are forwarded to a 3-layer neural network. The network’s structure with a single hidden
layer and a low amount of neurons in this layer provides enough variance and a low bias for a
generalized regression. Furthermore, over- and underfitting is prevented by separating the data
sets for training and testing. In the upcoming section, the here presented ANN is used to achieve
the following results. The network is designed with three layers, one input, one hidden and one
output layer. All neurons have a sigmoid activation function and are initialized with random
weights close to zero. The hidden layer contains 12 neurons, for a sufficient generalization.
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Experiments and Results
This chapter presents different settings of experiments, as well as their results. The results for
contact-less body weight estimation are discussed and compared to other state-of-the-art methods
based on anthropometric estimations, as shown in section 2. Furthermore, the section contains
an approach for the estimation and classification of BMI, which could be used to minimize the
radiation dose for CT examinations.
7.1 Data for Testing and Validation
During this thesis, several subjects were estimated by this approach. All measurements were
collected and saved in a MySQL database to be used for training and optimization of the algorithm
afterward. The statistics about the different data sets are summarized in Table 7.1. The data
sets are the following:
• Hospital Data Set (H-DS): From May to September 2014, this data set was recorded
in a trauma room of the Universita¨tsklinikum Erlangen, Germany, for preliminary testing.
In this data set, only RGB-D data from a Microsoft Kinect is available, without thermal
data. The recorded scenes were used to evaluate the different approaches for segmentation.
The thermal camera was added after these experiments. The data set does not only contain
people with stroke; independent of the visible symptoms or the diagnoses, the subjects are
added to the data set if they are treated in the trauma room with the sensor system in the
ceiling.
• Hospital with Thermal - Data Set (HT-DS): This data set contains feature values
from trauma room patients from the Universita¨tsklinikum Erlangen, Germany. The data
set contains 133 measurements from people lying on a medical stretcher, recorded with a
Microsoft Kinect. The subjects were recorded between February and July 2015. For this
data set, a good distribution is achieved by having people of different ages, body weights
and shapes, see Table 7.1. Additionally, this data set contains the patient’s self-estimation
of his or her own body weight, age, gender, as well as anthropometric features like the
body height, abdominal girth, and waist circumference. The distance between the sensors
and the subjects was around 2.3m. In both scenes from the hospital, the medical stretcher
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(a) HT-DS (b) E-DS (c) W-DS
Figure 7.1: Scenes from three different data sets: The first data sets (a-b) contain subjects on a stretcher
seen from above. The hospital data set provides people from the trauma room. The data from the event
(E-DS) contains people wearing jackets, which add an additional challenge for the estimation. The third
data set contains people walking towards the camera along a hallway (c).
was free to move in a certain range, illustrated with markers on the floor. Furthermore,
in some scenes, several physicians are in the FOV as well as medical devices close to the
patient, necessary for diagnosing and treatment.
• Event - Data Set (E-DS): The features from this data set were recorded at a public
event, called Long Night of Science in October 2015 in Nuremberg, Germany. People in
this data set were visitors of the public event. This data set contains 106 people. For this
public event, it was not convenient to take anthropometric measurements. Ground truth
was validated with a standard digital scale, after the estimation was performed. The data
set consists of sensor values from a Kinect and a thermal camera. Additionally, this data
set includes point clouds from Microsoft Kinect One. The stretcher has a fixed position in
relation to the sensor system.
• Walking - Data Set (W-DS): Based on the results of the previous three data sets,
experiments with people standing and walking in front of the camera are complemented.
The data set consists of 15 people, mostly from the Nuremberg Campus of Technology. The
people were placed in front of the camera, performing a set of movements, e.g., walking
towards the camera, walking away from it or turning on the spot. The experiments
with the recording were performed in January and February 2017. The recording of the
sensor streams was achieved via the middleware Robot Operating System (ROS) [173] and
afterwards converted to a set of Point Cloud Data (PCD) files.
Figure 7.1 shows characteristic scenes from the available data sets. The first three data sets are
available via the Open Science Foundation www.osf.io [67, 159]. The data sets only contain the
depth and thermal information, to preserve the anonymity of the subjects in the FOV. Each
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Table 7.1: Comparison of the applied data sets: The table contains the statistical values of the ground
truth body weight, the body size, as well as the distribution in sex. The minimum weight for the E-DS
comes from some children who tried the Libra3D system at a public event. The W-DS contains only a
small amount of subjects. For comparison, the last row contains the average data of body size and weight
from the German population in 2009, published by the German Federal Office for statistics [55]. The
average values for the first three data sets are close to those average values.
Data Set Real Weight in kg Body Size in m Gender
min max mean σ2 min max mean σ2 female male
H-DS 48.8 165 78.3 17.2 1.45 1.97 1.71 9.8 154 149
HT-DS 48.6 129 77.8 17.1 1.45 1.94 1.70 9.8 77 56
E-DS 26.8 114 74.7 14.8 – – – – 28 68
W-DS 68 134 84.2 16.4 – – – – 15
German Pop. [55] 73.9 1.72 41.7 M 40.1 M
measurement is already segmented by the previously presented algorithms, so the cloud data
from a subject can directly be used for weight estimation approaches. The file name of a single
PCD file contains the gender, the ground truth body weight, as well as a unique ID.
The upcoming experiments are performed with three out of the four data sets. The H-DS
data set was used to evaluate the different approaches for segmentation, in an early stage of the
project Libra3D. Because the patient is close to the stretcher, the patient’s clothes do not always
provide a sufficient contrast for color segmentation, the thermal camera is necessary for a reliable
segmentation of the patient and the stretcher.
Figure 7.2 illustrates the distribution in ground truth body weight and other anthropometric
values. To evaluate different estimation methods, it is crucial to record the ground truth body
weight for comparison. Furthermore, the gender and age is recorded because of the correlation
between those two properties with body weight, as shown by Heymsfield et al. [84]. Additionally,
body height in combination with the ground truth body weight gives a clue if someone is
underweight, normal weight, overweight, or obese by the Body Mass Index (BMI). The BMI is
defined by the body mass m in kilograms divided by the body height h in meters with
BMI =
m
h2
with


BMI < 18.5→ underweight
18.5 < BMI ≤ 25→ normal healthy weight
25.0 < BMI→ overweight .
The boundary values differ for different regions and ethnic groups around the world. Here, the
data from the World Health Organization (WHO) is presented [15]. Often, the significance of
the BMI in the context of obesity is discussed [128]. The data set presents a broad distribution
for different constitutional types: The lowest BMI was recorded at 17.8 kg/m2. On the other
side, a maximum value was set with a value of 46.6 kg/m2. No data set contains a subject with
an amputation. Therefore the scenario of the estimation of a subject with amputations is not
evaluated in this thesis.
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Figure 7.2: Distribution of different features from the HT-DS data set recorded in the trauma room: The
black diamond on the x-axis marks the mean value for each histogram. In contrast to the other recorded
data sets, here additional anthropometric features like the waist circumference or the age were recorded.
The waist and hip circumference are recorded for comparison with other anthropometric
based estimation methods, like presented by Lorenz et al. [124].
7.2 Setting for Validation
The outcome of each performed estimation is important for the patient himself or herself,
irrespective if the estimation is performed by a physician or by the Libra3D system. The goal of
the system is, that it outperforms the estimation of the physicians over a set of patients. However,
it can be, that individual subjects receive a better estimation from a physician. For the upcoming
experiments, the defined criterias for evaluation and measurement of performance are discussed.
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First, the tests for the evaluation of a single measurement are presented: Directly visible is
the absolute error e for an arbitrary body weight estimation, having the ground truth value xˆ as
well as the estimated value x˜, which is defined by a subtraction with
e = x˜− xˆ .
The absolute error would be good to compare the estimation of a group of people having the
same body weight and only differing in their visual appearance. However, the here presented
group of people applied for testing has a high variety in body weight, and also visual appearance.
Therefore the absolute error is not sufficient for comparison. Additionally, when the focus is set
on the dosing of drugs, the relative error ǫ is applied to evaluate the correct dose. Furthermore,
the relative error provides a better chance to compare the estimation over a bigger group of
people with different body weights. In general, the calculation of the relative error is based on
the absolute error e and the division of the ground truth value,
ǫ=
x˜− xˆ
xˆ
=
e
xˆ
.
In case the relative error has a positive sign, the estimated value is higher than the ground truth
value. An example: A physician performs two estimations, one for a subject weighing 100 kg and
one weighing 50 kg. In both cases, the physician overestimates 10 kg. For the heavier person,
a relative error has a value of 10 percent, which would be all right for the treatment of stroke
patients. In contrast to that, the lighter subject is estimated with a resulting relative error of
20 percent; not reliable for the dosing of stroke patients with tPA.
For the evaluation of a group of subjects, the relative error can be a good indicator: A good
body weight estimation method provides a narrow area for the relative error. Therefore, the
minimum relative error ǫmin and maximum relative error ǫmax are recorded for experiments.
Furthermore, the mean average error ǫ¯ is investigated to proof a low bias for all data sets. Ideally,
the applied model for estimation should have a low bias, and a low mean average error.
Another way to proof and benchmark the body weight estimation approach is the Mean
Absolute Error (MAE). The absolute error of each data set ei is summed up and divided with
the total number of data sets n for benchmarking. It is defined by
emea =
1
n
n∑
i=1
|ei| with ei = mˆi − m˜i ,
where mˆi is the ground truth body weight and m˜i is the estimated weight of a subject. Moreover,
the mean square error can be used for validation. Here the absolute error is squared before
summation. It is defined by
emse =
1
n
n∑
i=1
e2i with ei = mˆi − m˜i .
Compared to the mean absolute error, outliers were weighted stronger, due to the square factor.
Especially for the medical use of the here presented algorithm, it should be evaluated how many
subjects are estimated within a certain range of relative error. For the dosing with tPA for
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ischemic strokes, the FDA prescribes a maximum deviation of ±10 percent, as illustrated in the
introduction. Additionally to that range, the proportion of subjects within 5, 10 and 20 percent
are compared. Most experiments provide a cumulative plot about the relative error. The
proportion of a certain range can be read off easily.
7.3 Evaluation from different Feature Assemblies
Depending on the scenario – a patient lying on a stretcher, or a subject walking in front of a
camera – not all features can be calculated, as previously mentioned. Obviously, if all features can
be calculated, the ANN-based model should provide the best estimation for the set of subjects.
However, the calculation of all features might not be necessary, if only a rougher estimation is
needed. This section presents the estimation based on different groups of features forwarded to
the ANN. Table 7.3 shows the different assemblies of the features for the different experiments.
The groups are the same for training and validation. In all experiments, 30 percent of the data
is used for training and 70 percent are used for validation. The result of the here performed
experiments with the different feature groups are presented in scatter plots in Figure 7.3 on
page 133. Furthermore, Figure 7.4 presents the estimation in a cumulative plot, and Table 7.3
illustrates the raw error values from this section. For these experiments, the data set from the
hospital with thermal data and the event data set are used together.
Experiment 1: Estimation based on Volume
For the first experiment in this section, only the volume is taken to estimate someone’s body
weight. This approach was previously presented by Pfitzner et al. [164] due to the fact that
there is a strong correlation between body weight and the volume, see Figure 5.13. Moreover,
the density of a human body varies only in a small range. Figure 7.3a illustrates the results in a
cumulative plot as well as a scatter plot. The range of outliers for the relative error spans an area
of 38 percent between -22.9 percent and 26.8 percent. These outliers are best visible in the scatter
Table 7.2: Survey about the following experiments with different configurations for the forwarded features.
Experiment 1 2 3 4 5 6
Volume X X X X X
Surface X X X X X
Number of Points X X X X
Density X X X X
Eigenvalues X X X X
Features from Eigenvalues X X X
Features from Statistics X X X
Features from Contour X X
Gender X X
Features from Temperature X X
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plot. The absolute relative error has a value of 0.21 percent. Besides, the distribution of the
relative errors has a standard deviation of 7.6 percent. Having a look for the in-range-percentage,
50.6 percent of all data sets are estimated within a relative error of 5 percent. Looking for the
10 percent threshold in relative error, 83.7 percent are within this range. For a relative error
below 20 percent, 99.1 percent of all measurements are included. In comparison to the estimation
provided by the physicians – which estimate around two-third correctly – this estimation is
already better [31, 163].
Experiment 2: Estimation based on Volume and Surface
Additionally, besides the volume, the surface is added as an input feature for this experiment.
As shown in Figure 5.13, the surface also has a high positive correlation to the body weight.
Figure 7.3b illustrates the results as cumulative error plot and scatter plot. Compared to the
previous experiment with just the volume, the range of outliers is reduced, spanning now from
-20.3 percent to 25.3 percent. The standard deviation is also reduced to 7.3 percent. However, the
average relative error is slightly higher with 0.28 percent. The cumulative error is similar to the
previous result: For the 5 percent margin, 51.1 percent are valid. Moreover, 83.3 percent of all
measured data are included within the 10 percent margin. The cumulative error for 20 percent
stays the same with 99.1 percent. Comparing this experiment with just the volume estimation, it
is similar in results.
Experiment 3: Adding Features from Eigenvalues
Here, the features from eigenvalues are added to be forwarded to the neural network. Fig-
ure 7.3c demonstrates the results as cumulative error plot and scatter plot. The range of outliers
is reduced from -19.0 to 19.8 percent, spanning an area of 29.7 percent. This experiment has the
lowest bias over all measures: The average relative error is the best in all experiments, having a
value of 0.07 percent. This is the first experiment to reach all estimations with an error below
20 percent. Compared to both previous experiments, all rating values are better. Therefore,
adding values from eigenvalues can lead to an improved body weight estimation. Figure 7.3c
illustrates the results.
Experiment 4: Adding Features from Statistics
For this experiment values from statistics are added. The minimum relative error was recorded
with a value of -14.0 percent while the maximum was set at 14.3 percent, spanning a range of
28.3 percent. The average relative error is listed with 0.28 percent. Compared to all previous
experiments, the standard deviation is slightly lower, having a value of 5.5 percent. For the
5 percent range, 63.9 percent were below this threshold. Looking for the 10 percent range,
91.4 percent reached this boundary level. All estimations were below the relative error of
20 percent. Therefore, this experiment demonstrates that adding features from statistics, the
estimation can be improved. Figure 7.3d illustrates the results as cumulative error plot and
scatter plot.
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Experiment 5: Leaving out the Volume
This experiment should demonstrate that the body weight estimation with a volume reconstruction
is sufficiently possible. Although volume has the highest correlation for body weight, it is extensive
in calculation. Having a reference plane eases the calculation of the volume. Certainly, this causes
an error because it is only an approximation for the volume. To obtain a more precise model for
volume calculation, a person has to be seen from different perspectives: On one hand this could
be achieved by the use of several sensors from different perspectives. This has the advantage
that all sensor data can be taken from a single triggered time event. Additional work has to be
done due to calibration and time synchronizing. Another possibility is the data acquisition with
a single sensor from different perspectives. These sensor frames have to be aligned, e.g., with an
ICP algorithm and a person keeping still. Minor movements of the person could cause errors in
registration. The result could be improved having a non-rigid registration algorithm [78], with
the disadvantage of having an extra cost of algorithm.
The minimum in relative error has a value of -16.8 percent while the maximum relative error
is set with a value of 22.7 percent. Compared to previous experiment configurations, this range
is even better as shown in the first two experiments 1 and 2. The same is shown by the standard
deviation for the relative error which has a value of 6.6 percent. 58.4 percent of the data set are
estimated with a relative error of less than 5 percent. Also, this is better than shown in the first
two experiments, 50.6 for experiment 1, and 51.1 for experiment 2. For the range of ±10 percent,
about 87.1 percent were included in this range. For the area of 20 percent 98.7 percent were
within this range. Compared to all other experiments in this section, this is the worst for this
benchmark category. Figure 7.3e shows the results of this experiment as a cumulative plot and a
scatter plot. Although this experiment demonstrated to be not the best estimation method, it
shows that volume can be skipped if the need for precision is sufficient for the application.
Experiment 6: All available Features, including Gender, Age and Thermal
Features
For this experiment, the complete feature set is added: Looking for the thermal features extracted
from the patient’s data, all of these features only have a minimal correlation. Obviously, the
ambient temperature does not correlate with the ground truth body weight. With a range of
21.3 percent the results show the lowest range in outliers for relative error with a minimum value
of -12.9 percent and a maximum value of 17.9 percent. Moreover, the standard deviation has
the lowest value in the set of experiments with 5.3 percent for relative error. Looking for the
estimation with a relative error below 5 percent, 67.8 percent have a lower error. Furthermore,
94.8 percent of the data set are within an error range of 10 percent, which is the best result in this
verification category. All measurements are within a relative error range of 20 percent. Using the
sensor data from the Kinect camera, this is the best setting, having mostly the best benchmark
values in all categories.
For all here presented experiments, the subset of testing has a size of 163 subjects, while
the size of the training elements is 70. Repetitive training can change the result, therefore a
single trial was performed. As presented in the section about ANN, overfitting can be an issue.
Table 7.4 shows the statistics split for the subset of training and the subset for validation. The
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Figure 7.3: Results from experiments with different feature groups: The best result is achieved by the
fifth experiment, using all available features for the estimation. In contrast to that, the worst result is
presented by the first experiment. Here, the estimation only uses the volume of a subject.
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Table 7.3: List of features used for experiments and statistical results. The best value over all experiments
is highlighted in bold. The table presents the relative and absolute errors, as well as the in range estimations
and the MAE and MSE.
Experiment 1 2 3 4 5 6
min -22.9 -20.3 -19.0 -14.0 -16.8 -12.9
max 26.8 25.3 19.8 14.3 22.7 17.6
range 38.0 34.8 29.7 26.2 34.2 21.3
mean 0.21 0.28 -0.07 0.28 0.43 0.29
R
el
.
E
rr
o
r
in
%
σ2 7.6 7.3 5.8 5.5 6.6 5.3
min -18.8 -16.7 -15.6 -13.2 -18.4 -11.5
max 19.2 18.1 14.2 13.0 15.9 9.8
range 38.0 34.8 29.7 26.2 34.2 21.3
mean -0.3 -0.2 -0.3 -0.1 0.2 0.0
A
b
s.
E
rr
o
r
in
k
g
σ2 6.0 5.6 4.6 4.4 5.2 4.2
in 5% 50.6 51.1 61.8 63.9 58.4 67.8
in 10% 83.7 83.3 91.0 91.4 87.1 94.8
In
R
a
n
g
e
in 20% 99.1 99.1 100.0 100.0 98.7 100.0
MAE in kg 4.68 4.46 3.65 3.42 4.00 3.21
MSE in kg2 35.3 32.8 22.0 19.2 26.9 17.0
Table 7.4: Evaluation of the difference between the subset of training and testing: In case of overfitting,
the errors of the training set would be significantly lower compared to the results from the testing data set.
Data Set Size Relative Error in % In Range in % Error in kg / kg2
min max mean σ2 5 10 20 MAE MSE
train E-DS + H 163 -12.4 11.8 -0.6 5.65 65.5 91.4 100 4.47 31.7
test E-DS + H 70 -12.9 17.6 0.6 5.20 68.6 96.0 100 4.07 27.2
values for the minimum, maximum, mean and standard deviation of the relative error are in
the same order, although minor differences appear. For example, the maximum error for the
testing data set is higher with 17.6 percent compared to the maximum relative error for training
with 11.8 percent. The number of estimations within a specific range is similar for the 5 percent
margin. Also all estimations – irrespective of training or testing – is within a range of 20 percent
relative error. The amount of estimations within a range of ± 10 percent is better for the testing
subset.
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Figure 7.4: Comparison of the experiments with a cumulative plot: When all available features are used
– see experiment 5 – the performance is superior to most other experiments. The worst performance is
achieved by the first experiment, where only the volume is used.
7.4 Sensor Modalities
The here presented approach for body weight estimation is based on a fused point cloud. Until
now, the experiments in this section presented results with data from the Kinect camera, a
structured light sensor. This section should prove that the approach can provide a sufficient
result for weight estimation, irrespective of the used 3D sensor. Therefore, one experiment
with the Kinect One is presented in comparison to the estimation based on the Kinect camera.
Furthermore, the estimation based on a sub-sampled data is evaluated.
Different Working Principles
The Kinect and the Kinect One both provide a point cloud, containing the Cartesian points,
as well as color for each point. Figure 7.5a demonstrates the results of this experiment as a
cumulative plot for both sensors: In a range of the relative error of zero to 4.5 percent, both
sensors perform similarly. Up until the threshold of 10 percent is reached, the Kinect One
outperforms the Kinect sensor, estimating more people with a higher accuracy. With a relative
error of more than 10 percent, both sensors perform similar again. The difference in the estimation
of both sensors can be found in the quality of the data, provided by the Kinect One, with less
noise in depth, and as well a higher density of pixels. Figure 7.5b presents the raw data from all
available estimations based on the data from the Kinect One. Additionally to the two graphs,
Table 7.5 provides the statistical values for this experiment. The minimum and the maximum of
the absolute relative error are smaller for the Kinect One; -8.7 and 14.3 percent for the Kinect
One in contrast to -12.9 and 17.6 percent for the Kinect camera. Furthermore, the amount of
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Table 7.5: Comparison of weight estimation between Kinect and Kinect One sensor: Due to the different
working principles and the different signal and noise ratio, the Kinect One can provide a refined estimation
of body weight.
Data Set Size Relative Error in % In Range in % Error in kg / kg2
min max mean σ2 5 10 20 MAE MAE
Kinect One E-DS 106 -8.7 14.3 0.90 4.80 75.6 95.3 100 2.86 13.8
Kinect E-DS 233 -12.9 17.6 0.29 5.3 67.8 94.8 100 3.21 17.0
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(a) Comparing the results from the weight esti-
mation of the Kinect and the Kinect One camera
based on all available features.
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(b) Training and testing data for body weight esti-
mation performed with the Kinect One.
Figure 7.5: Weight estimation performed with the Kinect One.
estimations within a certain range is better for the Kinect One. For the dosing of stroke patient –
where the 10 percent range is important – the experiment with the Kinect One outperforms with
95.3 percent of all estimations with a relative error of less than 10 percent; 0.5 percent more
compared to the Kinect sensor. Also, the MAE and the MSE are smaller for the Kinect One.
According to these results, the body weight estimation works better with the Kinect One
sensor. This can be explained due to the higher data quality.
Resolution in Depth
To proof the concept of robust features, the sensor’s data is stepwise reduced. This shows, that
the estimation does not rely on the amount of data perceived from the environment. However,
it is expected, that with decreasing data, the body weight estimation gets also less reliable,
providing an estimation with lower accuracy.
Each point cloud is resized by scaling the depth, color, and thermal image. Additionally, the
data is improved by interpolation. The resizing based on a voxel grid would also be suitable,
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Figure 7.6: Resized point cloud: With every step, the point cloud is reduced by half of its total size.
however the algorithm for segmentation – with its morphological operations – relies on an ordered
point cloud. The rescaling based on a voxel filter cannot provide an ordered point cloud [155].
Figure 7.6 illustrates the resizing of the point clouds: The left image shows the color stream
in full resolution of 640× 480. In every subsampling step, the width and the height are reduced
by 25 percent of the original image; which implies that the size of the data is reduced by half.
After four steps of subsampling, the derived point cloud only consists of 4, 800 points. For this
experiment. the neural network was trained and validated for each single experiment. The
networks were trained with 70 percent of the available data. The settings for the training are
fixed for all experiments.
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Figure 7.7: Results from subsampling the size of the point clouds: Due to the reduced size, the algorithm
for the estimation can process the result faster.
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Table 7.6: Statistics from subsampled data.
Relative Error in % In Range in %
Experiment Nr. of Points min max mean σ2 5 10 20
s1.0 302,700 -13.7 15.0 0.45 5.12 67.5 93.9 100
s0.75 153,600 -18.8 26.9 0.23 3.94 75.8 91.8 98.3
s0.5 76,800 -17.4 32.8 0.15 5.34 75.8 93.9 99.5
s0.25 19,200 -16.0 25.3 0.27 6.18 61.9 89.2 99.5
s0.125 4,800 -42.0 19.1 0.40 7.90 51.1 85.3 99.1
Figure 7.7 shows the results of this experiment as cumulative plot. Additionally, Table 7.6
provides the statistics with the relative error and the percentage of estimations within a given
range. The cumulative density changes, depending on the subsampling: The original image first
reaches a density of 100 percent. Especially for estimations below a relative error of 10 percent,
the subsampling for 75 percent and 50 percent of the data outperform the original point cloud.
The more points are removed from the points cloud, the result gets worse, resulting in an absolute
relative error of 10 percent. The subsampling worsens the result in body weight estimation.
Though, there is not a clear connection between the amount of subsampling and an increase in
one of the statistic values. In most cases, the range between the minimum and the maximum
relative error increases. However, for the 25 percent, the range decreases, providing a smaller
range. These deviations can be explained by minor variances during training. The experiment for
subsampling showed, that the estimation gets worse with a reduction of the amount of applied
data. Depending on the application and the used sensor, a rough body weight estimation might
be sufficient. Additionally, the computation on fewer points needs less time, so a real-time body
weight estimation is possible with less powerful computers.
7.5 Comparison against Related Work
The here presented approach competes against methods from related work. This includes
anthropometric methods from the clinical scenarios, as well as vision-based body weight estimation
methods. The upcoming experiments are based on the data set from the clinical environment. To
prevent an influence of the physician’s estimation, a strict sequence for the estimations was set:
First, the physician makes a visual guess, not being influenced by colleagues or the patient. After
that, the patient is asked to provide his own body weight, in case the patient is knowledgeable,
does not obviously suffer from dementia, or the symptoms of stroke. Thereafter, the visual
body weight estimation is executed, providing an estimated value to the treating physician. The
anthropometric features are taken afterward in the same step the patient is weighted on a scale or
onto the stretcher. This ensures a fast treating with minimal effort for data acquisition. Table 7.7
illustrates the results from this section for comparison against other methods from related work.
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(e) Comparison between patient, physician and an anthropometric estimation
Figure 7.8: Comparison of Libra3D with related work: The cumulative plot shows the four tested
methods in one graph (d). The other three plots illustrate the results for each experiment from body
weight estimation provided by the patient (a), the treating physician (b), and the anthropometric method
proposed by Lorenz et al. [124] (c). To ease comparison, the results from Libra3D from experiment 6 are
illustrated (d).
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Physician’s Guess
The guess from a physician is still the most common solution when it comes to an emergency weight
estimation. The visual guess was taken from a single physician from the Universita¨tsklinikum
Erlangen, although several physicians were in the trauma room for treatment. The single
physician gave a guess for the patient’s weight, without a recommendation of his or her colleagues.
For benchmarking, the data set from the hospital is taken.
The minimum relative error acquired has a value of -28.1 percent while the maximum was
reached with a value of 30.2 percent. The range of those outliers is therefore more than 50 percent.
The standard deviation for this configuration was listed with 8.3 percent, having a mean value of
3.3 percent. Compared to the patient’s self-estimation, all of these benchmark values are worse.
Having a look for the 10 percent threshold set for medical dosing, only 73.9 percent of the patients
in the data set were sufficiently estimated within this range. These results coincide with related
work where only two-thirds of visual guesses by physicians are sufficient for drug dosing [31].
Patient’s self-estimation
If the patient is knowledgeable, he or she could be asked by a treating physician for his or her
body weight. Only patients being able to indicate their body weight, were taken for experiments.
The minimum in relative error was recorded with a value of -20.8 percent; the maximum with
20.2 percent. The standard deviation for the relative error is set to 3.7 percent. Furthermore,
the mean value in relative error was listed with 1.27 percent, demonstrating that people’s self-
estimation tend to be lower than ground truth. There can be multiple reasons for the outliers:
Due to anonymization, it is not reproducible which patients might suffer from dementia. Therefore
those people might not remember their own body weight. Moreover, the date of weighing is
Table 7.7: Results from comparison with related work: The results from the system Libra3D, the
physicians guess, the patient’s self-estimation, as well as the weight estimation based on the method
presented by Lorenz et al. [124] are compared. The self-estimation is superior to all other methods, but in
the scenario of stroke, patients are often not able to provide their body weight. The weight estimation
based on Libra3D can provide sufficient estimations for medication if the patient is not able to speak. The
best value in each category is marked in bold.
Libra3D Physician Patient Lorenz et al. [124]
min -12.9 -28.1 -20.8 -22.7
max 17.6 30.2 20.2 27.3
range 21.3 58.3 41.0 50.0
mean 0.29 3.3 1.3 1.7
R
el
.
E
rr
o
r
in
%
σ2 5.3 8.3 3.7 8.0
in 5% 67.8 51.0 79.5 41.9
in 10% 94.8 73.9 95.7 69.3
in
R
a
n
g
e
in 20% 100.0 96.5 99.3 94.7
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long time ago and the people’s body weight changes from that time. In addition, as shown in
previous work, having only stroke patients, only 50 percent of them would be knowledgeable [31].
Nevertheless, this experiment showed good results for the patient’s self-estimation: The number
of outliers is small and if someone is knowledgeable and does not suffer from dementia, the
chances of providing a sufficient body weight are quite high, especially for drug dosing in an
emergency scenario. This result corresponds to the related work presented by Breuer et al. [31].
Figure 7.8a illustrates the scatter plot for this experiment, while Figure 7.8e shows the
cumulative count for the relative error towards ground truth body weight. In the plot of the
cumulative density, the subject’s self-estimation is always the best solution.
Anthropometric Estimation
As shown in chapter 2, several approaches exist to estimate someone’s body weight by measuring
anthropometric landmarks. Here, the method by Lorenz et al. [124] will be compared which has
the focus on stroke patients. The measurements at a patient’s body were performed by a single
physician with a measuring tape. The equation for the estimation is based on the body size, the
hip and waist circumference, see equation (2.1) on page 18.
The extrema in relative error were recorded with a minimum of -22.7 percent and a maximum
of 27.3 percent. The range of these estimations is smaller, compared to the visual guess from the
physician. The standard deviation is listed with 8.19 percent having a bias value of 1.7 percent.
The anthropometric approach developed by Lorenz et al. [124] proposed to estimating the weight
of more than 93 percent of all subjects better than ±10 percent. In contrast to that, the here
received results differ and the number of correct dosages is lower. This can have various reasons:
Applying the measurement tape around someone’s body can produce errors in measurement.
This also depends on the physician who is taking the measurements Nevertheless, this method
seems to be more suitable than the physician’s visual guess. However, the expenditure of time is
remarkable higher than a visual guess and the patient has to be moved to apply the measuring
tape correctly.
Figure 7.8c illustrates the results in a scatter plot, while Figure 7.8e demonstrates the
cumulative count for the relative error. In the cumulative plot, the curve for the anthropometric
estimation is the worst over the complete applied data set. Figure 7.8b shows the result in a
scatter plot.
7.6 Extension for Standing People
To extend the approach for clinical usage and the body weight adapted drug dosing application
for stroke treatment, the upcoming experiments investigate if the same approach could be used
to estimate body weight of standing people.
7.6.1 Weight Estimation from Standing People
In contrast to the experiments for lying people, the most correlating feature – the volume –
cannot be used because no reference surface for the back of a person exists. Therefore, the body
weight estimation has to rely upon the remaining features. A previous experiment with the two
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data sets from hospital and E-DS illustrated that the body weight estimation gets worse if the
volume is missing.
For the experiment, the data set W8-300 generated by Nguyen et al. [145], is applied. This
data set contains 299 people standing in front of a Microsoft Kinect camera. Color and depth
frames are saved separately with a resolution for each channel of 8 bit. To perform reconstruction
towards a colored point cloud, the projection from equation (3.2) is applied. The segmentation
has been done in advance based on ground detection with the RANSAC model: The images only
contain the person’s data as a depth and color image; the background is not visible. The file
name of each data set contains first the gender, second the ground truth body weight, and ends
with the surname of the person. The ground truth body weight varies within a range starting
from 40 kg up to 104 kg. In the experiments, 202 males and 97 females participated. Figure 7.9a
shows four random subjects from the data set. Figure 7.10 illustrates the result from the applied
data set: First the ground truth ordered data sets are shuﬄed. For the training of the ANN,
70 percent of the data set was used; the other 30 percent were applied for testing.
All people were not told to hold a fixed posture but most of them were standing normally
with their arms aside. The pose of each person standing in front of the camera is not fixed and
varies, which is shown in Figure 7.9b.
Nguyen et al. [145] compared the MAE in their publication: They reached a MAE of 4.62 kg
for female and 5.59 kg for male persons. Without the discrimination in gender, the algorithm
performs with a MAE of 5.20 kg. This experiment also includes the ground truth of the gender
for the applied model. Compared to their results, the here performed experiment reaches a MAE
of 4.6 kg including estimations from male and female subjects. Figure 7.10a compares the results
for standing subjects based on the W8-300 data set and the estimations for the lying subjects
from the medical application: Until a relative error of 7.5 percent, the estimation for standing
subjects outperforms the algorithm for lying patients. However, after this value, the approach for
(a) Randomly selected subjects from the data set.
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Figure 7.9: Data from the W8-300 data set published by Nguyen et al. [145].
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(b) Results for the body weight estimation of stand-
ing subjects, based on the data set provided by
Nguyen et al. [145].
Figure 7.10: Results from the experiment with people standing in front of the camera.
lying people performs better. Table 7.8 presents the statistic values for this experiment: Both,
the minimum and the maximum error are high, compared to the previously presented results; the
minimum error has a value of 33.5 percent while the maximum error has a value of 22.8 percent.
For the estimations within a fixed range, 70 percent of all subjects are estimated with a relative
error below 5 percent, 88.6 percent of the subjects are in a range of 10 percent and 98.0 percent
are within a range of ±20 percent.
The result from this experiment indicates that the estimation for standing people is sufficiently
possible. One possible application where the estimation for standing people can have a benefit
is the previously mentioned airline which weighs passengers to save fuel [62]. In contrast to
a common scale working with force, the optical weight estimation can have the benefit that
clothing and cabin luggage can be filtered, based on a sufficiently trained model.
7.6.2 Weight Estimation from Walking Subjects
In addition to the previous experiments, also people walking are estimated for their body weight.
Therefore, a data set was recorded with students and employees of the Technische Hochschule
Nuremberg Georg Simon Ohm, walking in front of a Microsoft Kinect One. The person is walking
towards the sensor, starting at a fixed distance. A marker on the floor shows the limitation of
the recorded scene, due to the FOV of the sensor. The sensor is mounted on a tripod in a height
of around 1.5 meters. A data set of a person D consists out of several frames from the sensor
D0, D1, . . . , D|D|. Every frame can be transformed into a point cloud P.
Figure 7.11 illustrates the results of this experiment as a scatter plot: First, the person
is segmented from the background. Second, for every frame of the data set the body weight
estimation is applied. In a scatter plot together with the ground truth body weight, a line
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Figure 7.11: Results from the experiment with people walking towards the camera: The data set is
divided in training and testing. Furthermore, the plot illustrates the clustering approach which is presented
in Algorithm 5. The grey points show the 30 percent of all points for each subject used for the calculation
of the centroid and therefore the final estimation.
becomes visible for every single person. Some of the estimations are close to the ground truth
body weight. Even outliers of more than 30 percent occur. Therefore, taking an arbitrary frame
from a person’s data set will likely lead to an insufficient result. Third, a clustering method is
applied, so not only an arbitrary frame from a person’s data set provides an estimation for the
body weight. A Euclidean clustering method is applied to improve the outcome. The clustering
is applied as described in Listing 5.
Figure 7.12 illustrates the results in a cumulative plot in comparison to the results achieved
by the estimator for the lying people. Here, the results for the walking people, recorded with
the Kinect One are compared with the lying subjects, also recorded with the Kinect One. The
plot illustrates that the estimation for walking people outperforms the approach of lying people.
However, this can be explained by the limited amount of data used for evaluation of the walking
people. It is expected that increasing the data for training and validation would decrease the
performance of this application, due to a higher variety in subjects.
Table 7.8 compares the statistical values of walking and standing people for body weight
estimation, in comparison to the previously presented values for lying subjects. It is to be noted
that the number of subjects varies between the different approaches and experiments. The
comparison between lying, standing and walking subjects illustrates, that the approach for body
weight estimation is not only limited to subjects lying on a medical stretcher. With a higher
amount of subjects, providing more data for training, the model can be refined.
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Algorithm 5: Euclidean clustering and filtering to improve the outcome of weight estimation
based on a set of images.
1. For every frame in the data set Di ∈ D = {D1, . . . , Dn}, estimate the body weight
based on the extracted features m˜i(D → f) where i=1, ..., n.
2. Calculate the mean distance d¯ for n single estimations of a data set towards all
other estimations by
d¯i =
1
n
n∑
j=1
|m˜i − m˜j | i = 1, ..., n where i 6= j .
and store the calculated average distances in a vector d¯ = (d¯1, . . . , d¯n). Now, every
estimated body weight has a corresponding distance (mi, d¯i).
3. Sort the calculated distances in an ascending order d¯1 ≤ d¯1 ≤ . . . ≤ d¯n.
4. Remove outliers in the distance vector by cropping the distance vector to a reduced
size k, so high distance values are removed. For a smaller size, more estimations
are removed and therefore potential outliers.
5. Calculate the centroid based on the remaining estimations by
m˜ =
1
k
k∑
i=1
mi .
Table 7.8: Results from experiments for standing and walking people. Additionally, the results from
Pfitzner et al. [162] are added for comparison. The best results in each category are highlighted in bold.
Data Set Size Relative error in % In range in % Error in kg / kg2
min max mean σ2 5 10 20 MAE MSE
Lying [162] E-DS 127 -8.7 14.3 0.90 4.80 75.6 95.3 100 2.86 13.8
Stand W8-300 299 -33.5 22.8 -0.6 6.73 70.0 88.6 98.0 4.60 45.6
Walk W-DS 14 -6.7 9.38 0.32 3.88 78.5 100 100 3.30 20.5
7.7 Extension for BMI Estimation for CT Dose Reduction
During a CT scan, a patient can receive a high dose of X-ray. The effective radiation dose
depends on the examined body parts. CT scans increase the risk of cancer, e.g., leukemia [156,
30].
As described in the introduction, besides the direct body weight, the BMI is a useful measure
variable when it comes to dose reduction for CT examinations. Most manufacturers of CT
scanners provide the BMI as an input parameter, which is entered by a medical technical
assistant. Patients having a high BMI should be scanned with a higher dose, to enhance the
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Figure 7.12: Comparison of body weight estimation with walking and lying subjects.
Table 7.9: Results from the estimation of BMI.
Data Set Size Relative error in % In range in % Error in kg/m2 / kg2/m4
min max mean σ2 5 10 20 MAE MSE
HWT-DS 127 -26.74 23.38 0.21 6.29 78.7 89.0 96.9 1.07 3.09
output of the CT scan; otherwise necessary details for the diagnosis can be pictured poorly. For
people with a low BMI, the radiation dose should be minimized. This ensures that the tissue
of the patient is exposed to less radiation. A more precise knowledge about the tissue of the
patient can help to minimize the effective radiation dose to a minimum.
For the upcoming experiment the data set from the hospital is taken, as this one contains
also the body height of the subjects, so the ground truth BMI can be calculated. The data set
from the hospital contains subjects with a BMI of up to 46 kg / m2. Figure 7.13 illustrates the
result of the regression in a scatter plot, which is achieved by an ANN-based machine learning:
Most of the subject’s BMI can be estimated with a low relative error. Table 7.9 shows the
results of this experiment in more detail: The estimation contains outliers between -26.74 and
23.38 percent. However, nearly 90 percent of all subjects are estimated with a relative error
of less than 10 percent. The approach presented by Kocabey et al. [106] was able to estimate
the BMI, so that 56.2 percent of all subjects can be estimated with a relative error of less than
5.5 kg / m2. For the Libra3D approach, the subject has to be completely in the FOV of the
sensor, while the approach by Kocabey et al. [106] only uses images from the face.
Beside the function regression, the BMI provides specific classes, as illustrated at the beginning
of this section. In another experiment, the BMI is classified with an ANN. Now, the output
of the ANN has one neuron for a possible class, in contrast to a single neuron for the function
regression. The confusion matrix illustrates the successful rate for classification. This matrix
provides the necessary information to evaluate if a classification is successful. The value on the
diagonal represent the correct classifications. Values not being on the principal diagonal are
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Figure 7.13: Regression of BMI: The yellow area marks the range for a relative error of less than
±10 percent. Here in this experiment 89 percent of all subjects are estimated with a relative error of less
than ±10 percent.
missclassifications, where a class is mistaken for another class. The percentage for the correct
classifications of each class can be found in the right column, which is identical with the last row
in the confusion matrix. The total amount of correct classifications is found in the last cell of
the principal diagonal.
The experiment for the classification of the BMI is done with two different sets of classes:
First, the BMI of the subjects is structured in three classes – underweight, regular weight and
overweight – as presented by Table 7.10. No underweight subjects are available. Most of the
classifications are correct. Only 5 percent of the subjects with normal BMI are classified as
overweight, and vice-versa. In total, 89 percent of all subjects are classified with the correct BMI.
Second, the BMI is classified based on six classes, leaving out the class for underweight
due to no available subjects. The extension of the classes towards six classes provides a finer
classification, but also bears the risk of missclassifications, due to the smaller range. The classes
are normal weight and four classes for overweight. The results for this experiment are presented
by Table 7.11. In contrast to the experiment with three classes, more false classifications appear.
In total, 78 percent are classified correctly. Most miss-classifications appear for the subjects
with the normal weight. The performance of a human visual BMI estimation is presented
by [54]: In a study with 292 patients from an intensive care unit, nursing staff estimated the
BMI of the patients. In this study, 176 patients were classified with the correct BMI. The study
used underweight, normal obese and strongly obese for the classification. Comparing the here
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Table 7.10: Confusion matrix for BMI classification with three classes: The applied data set does not
contain underweight subjects with a BMI of less than 18. Therefore, the confusion matrix contains the
value NaN for the estimation of underweight subjects. In total 89 percent of the subjects are classified
correctly.
Target
U N O
U 0.0 0.0 0.0 NaN
N 0.0 0.39 0.05 0.88
O
u
tp
u
t
O 0.0 0.05 0.50 0.90
NaN 0.88 0.90 0.89
Class Interval
U Underweight BMI≤ 18
N Normal range 18 <BMI≤ 25
O Obese 25 <BMI
Table 7.11: Confusion matrix for BMI classification with five classes: In this experiment 78 percent of
the subjects are classified correctly.
Target
N O1 O2 O3 O4
N 0.41 0.05 0.0 0.0 0.0 0.90
O1 0.03 0.24 0.05 0.0 0.0 0.74
O2 0.04 0.01 0.09 0.0 0.0 0.65
O3 0.04 0.0 0.0 0.02 0.0 0.29O
u
tp
u
t
O4 0.0 0.0 0.0 0.0 0.02 1.0
0.79 0.82 0.61 1.0 1.0 0.78
Class Interval
U Underweight BMI ≤ 18
N Normal range 18<BMI≤ 25
O1 Obese Level 1 25<BMI≤ 30
O2 Obese Level 2 30<BMI≤ 35
O3 Obese Level 3 35<BMI≤ 40
O4 Obese Level 4 40<BMI
presented machine learning approach with a correct prediction for 78 percent, the human BMI
estimation in the study was 60 percent.
7.8 Summary
The experiments validate the previously presented approach. The evaluation of the different
sets of features is recorded by selected criteria, so comparison of different methods and feature
sets is possible. For the best body weight estimation, all available features should be used.
However, experiments with different feature groups illustrate that the estimation by physicians is
outperformed even though only the volume is used as a single feature.
When comparing the Libra3D system with related work, for example, the physician’s guess,
the patient’s self-estimation, or an anthropometric method, Libra3D provides the most reliable
estimation, if the patient is not able to provide his or her body weight. The extension with the
subjects standing and walking in front of the camera showed that in general the selected features
can be used to train a model for body weight estimation. The results for the lying subjects are
better, because the people on the stretcher have similar posture, in contrast to the people walking
in front of a 3D sensor. Also, this section showed that the estimation and the classification of
the BMI are possible and can outperform the visual estimation made by humans.
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Conclusion and Future Work
This study investigated the estimation of body weight in the context of medical applications
based on the data from 3D depth cameras.
Conclusion
The introduction mentioned five contributions to research. In the conclusion, the evidence for
the contributions is explained.
Can body weight be estimated reliably using a camera system?
As shown in the section on the experiments, even a rough measurement of the volume and a
linear regression can outperform the method of visual guessing by physicians. These results
were already achieved with low computational cost within the first year of the project. The
volume-based estimation is published in Pfitzner et al. [163]. Although the system provides a
better result for body weight estimation for more subjects, the treating physician still has the
responsibility for the correct dosing and for the outcome of treatment. Therefore, the physician
must evaluate whether the estimation seems reliable, or choose another state-of-the-art method
for validation. The legal aspects of a commercially available visual body weight estimation system
for stroke patients will form part of future work.
Does a low-cost consumer camera achieve enough accuracy for body weight
estimation?
The Microsoft Kinect and the Kinect One are both sufficient for body weight estimation. However,
the results with the Kinect One are slightly better, compared to the approach using the Kinect
camera, due to less sensor noise and a higher resolution. The price of the complete system
without the thermal camera is around 700 Euros for one 3D sensor and a computer in the
trauma room. The computer does not need to be expensive or powerful. The current approach
is based on a standard Linux system and does not rely on GPU processing. With a cheaper
computer, the time taken for the result to be presented to the physician is longer. Currently, the
most expensive part integrated into the system is the thermal camera, with a price of around
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3,000 Euros. However, the expensive camera is not necessary, and a cheaper model could be used
to achieve the segmentation of the subject and the environment. The thermal information in the
image provides a reliable source of data for an easy segmentation approach.
Is a visual body weight estimation more reliable than state-of-the-art meth-
ods?
Asking the patient is still the most reliable method for the dosing of stroke patients. This fact
was highlighted by the work of Breuer et al. [31], as well as by experiments in the hospital.
However, in around 50 percent of all cases, the patient is not able to provide his or her body
weight. The physician’s guess is only adequate in around two-thirds of all cases. The results
achieved by the formula from Lorenz et al. [124] are in a similar range. The proposed approach
in this thesis outperforms the physician’s guess and anthropometric estimation. In 95.5 percent
of all subjects, the relative error was less than 10 percent, providing a good solution for the
dosing of most stroke patients.
How reliable is the estimation of body weight for standing or walking people?
In an extension, this study showed, based on two data sets, that the estimation of body weight
for standing or even walking people is possible. Based on the W8-300 data set provided by
Nguyen et al. [145], body weight estimation for standing people is proved. The results from
Libra3D are in most cases more precise than the results proposed by Nguyen et al. [145]. For
the segmentation in this scenario, no thermal camera was used; the subject was segmented from
the environment by state-of-the-art algorithms such as background subtraction and the removal
of the floor plane by applying the RANSAC algorithm. In another experiment, the approach
was extended for the weight estimation of walking subjects. Here a clustering method over a
sequence of frames is applied, which can provide better results compared to the estimation based
on a single frame.
Can the approach estimate the BMI of a patient on a stretcher?
As shown in the experimental section, the Libra3D system can be used to estimate the BMI of
a patient lying on a stretcher. The approach was tested with patients from the trauma room.
If the system used is attached to a CT scanner, the accuracy of the estimation should improve
further. While a medical stretcher can be adapted in height and position, the stretcher of a CT
scanner is in a fixed position, without a soft mattress on top. In addition, it is expected that the
postures of subjects vary less than in the trauma room.
Future Work and Applications
As mentioned in various parts of this thesis, future work can improve the system further. The
data set collected at the public event also contains data from children, see Figure 8.1. The basis
for this event was the data collected from patients from the hospital over the age of 18 years. Due
to the previously trained model, the ANN provided for estimations of children’s body weights
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Figure 8.1: Child from da-
ta set: The estimation of chil-
dren is problematic due to a
low amount of subjects in the
data set for training. The
child here is estimated with a
body weight of 50 kg, while
the ground truth weight is
36 kg.
has a significant relative error. The network cannot adapt to something it has not seen before.
For the emergency treatment of children, methods like the Broselow table are still more reliable
compared to a visual estimation system.
To enhance the estimation for stroke patients, more data sets are necessary. A medical study
with 2,000 emergency patients at the Universita¨tsklinikum Erlangen, Germany, is still pending
and will increase the number of subjects in the data set for training. It will prove the system for
clinical applications and provide data to optimize contactless weight estimation for the future.
As well as the data set recorded in Erlangen, a cross-validation study is planned, together with
the University Hospital Essen, Germany. These two simultaneous studies ensure that new data
are available twice as fast. Furthermore, different types of subjects are expected to be used.
Currently, the approach is limited to a flat plane stretcher, although the backrest of the
stretchers used can be inclined. For some issues, such as a heart attack, it is more comfortable for
the patient to sit in an upright position. Therefore, the extraction of the plane must be extended
to a more generalized stretcher model. With this change, additional training sets are necessary,
because the geometric features will also change for a subject sitting in an upright position.
As shown in this thesis, the volume correlates the most with the body weight for all extracted
features. With the single 3D camera and a frontal view of the subject, the extraction of the
volume is only possible due to the back surface of the stretcher. Due to sinking into the mattress,
as well as breathing, the value for the volume is inaccurate. With a tracking of the breathing,
the estimated volume of a subject can be refined, while the breath tracking with a 3D camera is
already presented by Procha´zka et al. [171]. Approaches like the tensor body framework proposed
by Barmpoutis [16] provide a reconstruction of the human body based on data from an RGB-D
sensor suitable for real-time applications. Using a Cartesian tensor model, the back of a subject
can be modeled more precisely, compared to using a single plane. In addition, thick or wide
clothes can create a bias in the volume. This error can be reduced by applying a reconstruction
of the human body and virtually removing the clothes, as presented by Balan and Black [13].
Not all extracted geometric features are invariant with respect to the posture of the subject.
Most patients have a similar pose when lying on a stretcher, while the posture of a walking
subject changes from frame to frame. Posture recognition can increase the performance of the
approach for different postures of the subject. Such approaches are presented for 3D sensors [189],
as well as for monocular cameras [39, 40]. They provide the localization and classification of
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joints and body parts, which can be forwarded to the ANN. However, with a greater variety of
postures, the learning approach needs more data for training.
As mentioned in chapter 6, a deep learning approach is possible, but in this case, many more
training data are necessary. To obtain a data set with more than 100,000 images, including the
ground-truth body weight, even the planned studies would take several years. Inspired by the
state-of-the-art work on real-time human pose estimation of people in front of a 3D sensor proposed
by Shotton et al. [189], a simulation can be implemented, providing a synthetic human model
with different weights, constitutional types and postures. A framework for modeling different
body types is Blender [25], where plug-ins exist to model different human body models, which
are also movable and can be configured in different postures. Such a plug-in is MakeHuman [17].
Additional plug-ins like Blendsor [75] provide a framework to generate realistic depth data from
a virtual scene, with the characteristic sensor noise. The biggest challenge here is the production
of the human model, providing a weight which would correlate with a real human. An approach
based on deep learning to model the BMI of the human body is presented by Nahavandi et al.
[143]. The data for training, with a size of 100,000 models, are generated in Blender. With the
help of a deep residual network, the authors propose to estimate the BMI score with an accuracy
of 95 percent. This approach should be extended in the future, so that body weight estimation is
also possible.
The algorithm proposed in this thesis should not be limited to the treatment of stroke patients
in the trauma room. The work presented in this thesis will be integrated into an upcoming
research project for the health monitoring of premature infants, called NeoWatch. The project
will start at THN in 2018. As well as providing a contactless visual heart and breathing monitor,
Libra3D will also be used to monitor the weight of a baby lying in an incubator. While incubators
can be equipped with weighing devices, the weight measurement is often imprecise due objects
close to the baby, e.g., a diaper or sheets over the body. Therefore, babies are often weighed
outside the incubator, which carries a risk of infections and complications. While patients in
the trauma room mostly have similar postures, babies in an incubator can have various different
postures, so that more data are required for training. It would also be possible to combine
integrated scales with the visual weight estimation algorithm. The data can be fused in the ANN
combining the features from visual body weight estimation and the output of the scales, helping
the system to be invariant with respect to posture and clothing.
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A.1 Software structure
The developed software for this thesis is mostly written in the programming language C++. The
framework for body weight estimation is divided in several sublibraries:
• licore holds the basic data types and interfaces for data types from other software depen-
dencies. The core data type applied in the software is the point cloud: For processing, the
pcl::PointCloud<T> is used. For the C++ template the pcl::PointXYZRGBL is applied,
having three values for Cartesian coordinates (x, y, z), three values for color (r, g, b) and
one value for the raw temperature values (t). Therefore, most algorithms from PCL can be
applied with minor adaptions [155].
• lialgorithm contains the algorithms for segmentation and feature extraction. Furthermore,
the library contains wrapper classes to apply the neural network framework libFANN [147].
• lidatabase is the interface for the mySQL database which is responsible for the data
management. All data from the patient and the measurements of the sensors are saved via
lidatabase and its interfaces.
• liqt contains all classes for visualization and human-machine interaction. Moreover, this li-
brary contains classes for process control, based on a state machine, as well as multithreading
improvements to speed up of oﬄine computation.
• lisensors is responsible for the data acquisition from the sensors. Therefore, this library
contains wrappers to drivers of the Kinect, the Kinect One and the Optris thermal
camera. Additionally, this library contains the basic classes to apply intrinsic and extrinsic
calibration.
The proposed framework depends on some other libraries which are presented as follows:
• PCL: The point cloud library is the most common state-of-the-art library for all kind of
processing with point clouds [180]. The framework is programmed in C++ and provides
core functionalities for filtering, segmentation, modeling and registration.
• Open Computer Vision (OpenCV): This library for computer vision is common within the
open source community. It provides most state-of-the-art image processing algorithms for
basic operations in image processing, e.g., filtering and segmentation.
• Qt: The developed GUI is generated by the framework Qt. This framework is common
for GUIs running on different platforms, e.g., computer, embedded computers or mobile
phones.
• libFann: libFANN is a generic framework for common ANNs. The framework itself
is lightweight and delivers core functionalities to apply different learning methods and
initializations for an ANN [147].
• QDjango: QDjango is an easy-to-use interface to access data via mySQL queries. The
framework is based on Qt.
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• mySQL: MySQL is responsible to store the acquired data. The framework is common for
different kinds of databases. The database is stored locally on the computer for processing,
but can also be reached via the local network or the Internet.
• Matlab is applied for the initial version of the artificial neural network [131]. It is capable
to export the Matlab script into C++ code, which can be used in other applications.
Furthermore, Matlab is used to evaluate statistics of the accomplished experiments.
• Doxygen is an approach for the documentation of code. The Doxygen comments are
included in the header of the developed software and provide information about the author,
as well as the interfaces and usage of classes and functions. Via a script, Doxygen generates
out of these comments a documentation, e.g., in hypertext markup language or LATEX[43].
A.2 Finding the Nearest Neighbors
To support the extraction of inliers, the normals of each point are used for RANSAC estimation.
The normal vector n of an arbitrary point in an ordered point cloud is calculated by its neighbored
points. For a point cloud from a projective 3D sensor, every point has eight neighbors; except
points from the edge of the depth image.
If the point cloud relies on a projective depth sensor, the data is called ordered. Therefore,
the nearest neighbors are calculated by their index in the depth image u and v, see Figure A.1a.
To prevent affiliation over edges in depth, the Euclidean distance is calculated additionally; points
with a high distance are removed as a neighbor. The computation of nearest neighbors in an
ordered point cloud can be done efficiently.
In contrast to that, the calculation in an unordered point cloud has to deal with a higher
computational load: Here the neighbors cannot be found in linear complexity. Two possibilities
exist: Either, a fixed number of nearest neighbors for a given point is searched. This is often
referred to the k-nearest neighbor search. Therefore, the Euclidean distances to all points
in the cloud are calculated and saved in an ascending order D = (d1, d2, . . . , dn−1) where
d1 < d2 < . . . dn−1 for a point cloud with n points. To receive a list of the k-nearest
neighbors Nk, the set of saved distances are cropped to the first k elements and the corresponding
p(u−1,v−1) p(u−1,v) p(u−1,v+1)
p(u,v−1 p(u,v) p(u,v+1)
p(u+1,v−1) p(u+1,v) p(u+1,v+1)
(a) Ordered point cloud
p1
p2
p3
p4 p5
p6
p7
p8
p
(b) Unordered point cloud
Figure A.1: Nearest neighbors in an ordered point cloud (a) and in an unordered point cloud (b).
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points are added to the set of neighbors. The other possibility is to search for neighbors based on
a fixed radius. Thus, also the Euclidean distances for all other points have to be calculated. If
the distance di is below the set radius di < r, then the point is chosen to be one of the neighbors
of a point pi ∈ N . Figure A.1b illustrates the approach to find a set of neighbors with a fixed
radius.
A.3 Computation of Normals
Figure A.2 illustrates three different settings to compute the normal n for an arbitrary point p
with its k-nearest neighbors as a set of points Nk = (p1 . . . pk) ∈ R3. Three approaches are
presented by Klasing et al. [104]: The first normal estimation is based on fitting a plane to the
set points including the point p and its k-nearest neighbors. The arbitrary point p is located
in the plane, while the parameters for the plane are chosen by minimizing the distances of all
nearest neighbors for the k-nearest neighbors. Different approaches exist to weight the distance of
the nearest points to calculate the plane. One is weight-based on the Euclidean distance between
the neighbor and the point. Figure A.2a shows the calculation based on a fitting plane, e.g., via
the least square optimization as shown by equation (4.5) on page 69.
Second, the computation of a normal based on nearest neighbored points can be achieved by
maximizing angles between the normal and the tangential vectors
ni =
1
k
k∑
i=1
w
(pi − p)× (pi − p)
||(pi − p)× (pi − p)|| where pi ∈ Nk ,
where k is the size of the neighbors and w is a weighting parameter, which can be modified, e.g.,
depending on the size of the surface triangle, as presented by Jin et al. [96]. For simplicity of
the notation, it is assumed that the last-plus-one index maps onto the first neighbor again, e.g.,
k+ 1 = 1. Figure A.2b illustrates the approximation of the surface normal based on this method.
Last, the normal estimation is based on a Delaunay tessellation with non-overlapping trian-
gles [20]. Based on the k-nearest neighbors, a triangle mesh is generated. Each triangle is seen
as a surface element, having an own normal vector ni. To get the normal for the point p, the
mean value of all adjoining normal vectors is applied with
n =
1
k
k∑
i=1
ni .
Figure A.2c shows the estimation of an arbitrary normal based on the triangle mesh.
A.4 Principal Component Analysis
The PCA is a method to look for dependencies between variables, or also to reduce the dimension
of a given multi-dimensional space [98], e.g., the face recognition via the eigenfaces proposed
by Turk and Pentland [210]. The application for the PCA in the scenario of body weight estimation
is the transformation of a set of input variables, so independent and statistic significant differences
are highlighted [83, 101].
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p1
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(a) Calculation based on a fit-
ting plane
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p2 p3
p4
p5
p
n
(b) Calculation based on angle
maximization
p1
p2 p3
p4
p5
p
n
(c) Calculation by triangle sur-
face normals
Figure A.2: Different methods to estimate normals for a set of points: Here the k-nearest neighbors
towardes the point p are p1 . . .p5, with k having a size of 5. Source: Klasing et al. [104]
The here given explanation sets the focus on PCA for a given set of points P ∈ R3. PCA
aims to get the eigenvalues λ for a set of points. Based on these eigenvalues, a prediction for the
orientation of the dataset and its dimension can be given. The result of the PCA will result in a
covariance matrix Σ, which is equal to an orthogonal coordinate system, while the axes differ in
their length.
The calculation of the PCA is structured in four steps. The explanation of the following
equations are taken from Artac et al. [11], which is also the basis for the implementation in
the PCL.
1. To compute the principal components of a given point cloud P ∈ R3, the centroid has to
be known by,
p¯ =
1
n
n∑
i=1
pi,
for a point cloud containing n points [83, 8].
2. In the next step, the covariance matrix Σ3×3 ∈ R3 of the point cloud is calculated with the
help of the centroid p¯ by
Σ =
1
n
n∑
i=1
(pi − p¯)(pi − p¯)T .
The covariance matrix is symmetric as well as diagonalizable. Moreover, the covariance
matrix with its three dimensions provides the variance between the Cartesian coordinates
along the principal diagonal by
Σ =


var(x, x) cov(x, y) cov(x, z)
cov(y, x) var(y, y) cov(y, z)
cov(z, x) cov(z, y) var(z, z)

 .
Because of the symmetry of the matrix, cov(y, x) = cov(x, y). The covariance matrix can
be fractionized into the three eigenvectors v1, v2, and v3 – one for each eigenvalue. The
corresponding eigenvectors are calculated by
Σ · vi = λi · vi where i = 1, 2, 3 .
The eigenvalues are arranged by the size of their value with λ1 ≥ λ2 ≥ λ3 ∈ R3.
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3. The eigenvalues λ of the covariance matrix Σ can be calculated based on the characteristic
polynomial by
0 = det(Σ− λi1) =
∣∣∣∣∣∣∣∣
var(x, x)− λi cov(x, y) cov(x, z)
cov(y, x) var(y, y)− λi cov(y, z)
cov(z, x) cov(z, y) var(z, z)− λi
∣∣∣∣∣∣∣∣ ,
showing the covariances of each coordinate, as well as the variances of x, y, and z on the
principal diagonal.
4. Finally, the corresponding eigenvectors can be calculated. The i-th eigenvector vi processed
by solving
det(Σ− λi1) · vi = 0 .
For a covariance matrix Σ ∈ R3, three eigenvalues and three corresponding eigenvectors
exist. The eigenvector, which belongs to the highest eigenvalue, is the principal component
of the point cloud. It reflects the strongest correlation between the different dimensions of
the point cloud.
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