Abstract-A robust, flexible system for tracking the point to point nonrigid motion of the left ventricular (LV) endocardial wall in image sequences has been developed. This system is unique in its ability to model motion trajectories across multiple frames. The foundation of this system is an adaptive transversal filter based on the recursive least-squares algorithm. This filter facilitates the integration of models for periodicity and proximal smoothness as appropriate using a contour-based description of the object's boundaries. A set of correspondences between contours and an associated set of correspondence quality measures comprise the input to the system. Frame-to-frame relationships from two different frames of reference are derived and analyzed using synthetic and actual images. Two multiframe temporal models, both based on a sum of sinusoids, are derived. Illustrative examples of the system's output are presented for quantitative analysis. Validation of the system is performed by comparing computed trajectory estimates with the trajectories of physical markers implanted in the LV wall. Sample case studies of marker trajectory comparisons are presented. Ensemble statistics from comparisons with 15 marker trajectories are acquired and analyzed. A multiframe temporal model without spatial periodicity constraints was determined to provide excellent performance with the least computational cost. A multiframe spatiotemporal model provided the best performance based on statistical standard deviation, although at significant computational expense.
surfaces in images. This paper is considered a more thorough extension of initial results presented in [2] . Although LV motion is strongly three-dimensional (3-D) in reality, we intentionally constrain our efforts in this paper to two spatial dimensions to facilitate the development of multiframe temporal models of LV motion. The effectiveness of this approach becomes apparent when comparison is made between the estimated motion trajectories and the actual motion of markers implanted in the heart wall. To date, very little research has focused on the development of multiframe temporal models for the heart despite the desire to quantify wall motion over the complete cardiac cycle and the availability of a priori knowledge of general wall motion characteristics, especially its approximately periodic nature.
Periodic nonrigid motion can be observed throughout our daily lives in both people-made and biological forms. Some typical mechanical examples might be the deformation of a loaded automobile tire as it rolls down a highway or the surface movement of a bouncing ball. Some biological examples include the expansion and contraction of the lungs during breathing and, of course, the beating of the heart. The periodic parameter of all of these examples is obviously dependent on some environmental influences, however, in most cases when the event has reached a steady state, a cyclostationary condition can be reasonably assumed. This is particularly true in the case of gated cardiac image acquisitions, where the acquisition process is triggered by the electrocardiographic signal (ECG). Many acquisition cycles are averaged together to produce one final image sequence. Hence, although there may be slight variations in the actual periodic parameter of the heart, the post-acquisition data does not contain this information.
A. Motivation
Measurement of physical parameters that aid in the analysis of cardiac LV function are important in assessing regional myocardial injury. Furthermore, locating regions of abnormal motion can only be done well by observing and characterizing pointwise LV wall motion. To do this, one must first obtain local point correspondences between two given frames from an image sequence of the cardiac cycle. We have previously worked on this problem using local LV shape to estimate landmarks useful for tracking [3] . However, these frame correspondences must be concatenated into a single point-tracked trajectory. The goal of this paper is to improve the performance of this technique by more coherently and elegantly taking advantage of known periodic constraints associated with heart movement. 
B. Related Efforts in Image Sequence Analysis
The efforts conveyed in this paper were motivated largely because of the obvious relationship of object motion to the study of natural (e.g., anatomical and/or biological) objects. This continues to be an area ripe for more attention [4], [5] .
Snakes, or active contour models, have been the primary focus of many recent efforts (e.g., [6] - [11] ). This method uses a physically based description of the contours to constrain the solution of movement to future frames. The physical model requires detailed prior knowledge of stiffness and mass characteristics which are often not available. Generalizations are often made to counter this problem, but this severely compromises the premise of the method in the first place. Finally, all of these methods are frame-to-frame iterations and do not take advantage of any temporal trends, particularly periodicity.
Additional efforts in 2-D tracking related to the frame-toframe approach have been proposed [12] - [14] . The first two approaches differ in the term used for regularization of the flow vectors. Additionally, [12] uses an interpolation scheme to quantify shape between subsampled shape features. The work in [13] also optimizes a cost functional over the space of the contour, however the resulting minimization is highly nonlinear and significantly more complex due to the requirement for mapping shape-based contour correspondences back into Euclidean space values to compute the smoothing term of the functional.
The technique of harmonic analysis and enhancement used in this article is well established. While not specifically related to motion tracking, the work of [15] uses periodicity with a Fourier series to find cardiac boundaries from ultrasound sequences. Periodic models are also applied in the estimation of circular optical flow in [16] .
The major thrust of research in harmonic analysis has focused on one-dimensional (1-D) signals where the fundamental frequency is unknown (e.g., [17] , [18] ). In contrast, the research of this article deals with a known fundamental frequency. The main contribution of this work, use of multidimensional comb filtering to constrain the system solution, is a relatively new perspective.
C. Related Efforts in Medical Imaging
The tracking of specific points on the deforming LV contour through a multiframe temporal sequence is an issue that has often been avoided by researchers within the medical imaging community. For example, many LV motion quantification approaches simply use information present in, or derived from, the end-diastolic (ED) and end-systolic (ES) image frames. The LV actually goes through a temporal wave of contraction, with different types of deformation and movement occurring at each location on the heart wall. Each point effectively follows its own unique (but locally coherent) trajectory within a 3-D Euclidean space over the time. This has been shown to be very important in studying coronary artery disease [19] . Despite this need, a fully automated, reproducible and robust approach to tracking and quantifying visually-apparent point-wise trajectories of movement on the heart wall from complete image sequences has not been previously developed. Comparison of exterior phantom trajectory estimates for various frame-to-frame tracking methods. Upper left: interpolated trajectories from the landmark. Upper right: estimated trajectories using nearest Euclidean distance mapping. Lower left: estimated trajectories using the Euclidean-space method. Bottom: trajectory estimates using the contour-space method.
An approach that is noninvasive and advantageously utilizes the new imaging technology of magnetic resonance (MR) to create markers or tags is termed "MR tagging" or "MR spin-tagging" [20] , [21] . This method has several drawbacks, including the fact that the tags do not typically last over the entire cardiac cycle and that the more tags there are, the poorer the background image signal to noise (making it harder to see the walls of the LV). Another key point is the denser the number of tags in each image, the more difficult the correspondence problem of matching tags between image frames in the temporal sequence, although an approach using deformable models has been proposed to address these issues [22] . The potential yield obtained by integrating these methods with geometric models, such as the one of this paper, appears significant.
Phase contrast approaches to MRI motion analysis have shown promising gains over previous MR signal encoding techniques such as spin tagging [23] . Van Dijk and others [24] - [27] have suggested use of the MR phase to record cardiac wall velocity measurements using a spin echo gated MR imaging sequence. The phase-contrast method in itself is does not appear suitable for tracking point-wise trajectories along the LV wall due to the noise associated with nonhomogeneous material along boundaries. It does, however, provide a considerable amount of general information regarding global LV motion. An attempt at incorporating phase contrast velocity information with the methods of this paper is discussed further in [28] .
The study in [29] describes important research that attempts to track point trajectories over time using a sequence of images. These efforts were carefully validated using dog hearts, and are cited as a prominent supporting argument for the idea of tracking shape landmarks through time.
Several other approaches for tracking the nonrigid motion of cardiac surfaces have been offered in recent years. Most notably the work in [14] , [30] - [32] . However, none of these methods addresses the requirement for a multiframe temporal model. The work in [14] , specifically develops a 3-D shape-based tracking method that is analogous to the 2-D shape matching method of Section II. The potential use of this 3-D shape-matching method within the temporal framework of this article is explored further as a system extension in [33] .
Some initial analysis examining the temporal aspects of cardiac motion has been done in [34] and [35] . While presenting novel approaches to modeling the temporal aspects of cardiac motion, neither of these efforts takes advantage of the a priori knowledge of periodicity in developing a global temporal constraint.
D. Assumptions Used in this Work
This approach to tracking and quantifying nonrigid motion, is based upon several important assumptions. First, it is assumed that the boundary of the endocardial wall must be extracted to provide an estimate of its location in each image frame. Second, it is assumed that a set of reliable tokens-segments with defined geometric properties-can be derived from the extracted boundaries. Third, the motion is such that the tokens change only a small amount from frame to frame. Finally, the wall motion is assumed to be approximately periodic. Given these assumptions an algorithm has been developed for computing nonrigid object motion from a sequence of images.
The object boundary is modeled as a closed deformable contour using a parametric model as discussed in [36] . A sequence of contours output from this method provides input for our multiframe nonrigid motion tracking system. The presentation of this system begins with a review of previous methods [1] , [3] for frame-to-frame motion tracking that led to the development of the present temporal models. Two temporal models are then derived based on assumptions of periodicity. An adaptive filtering framework is derived based on these models and our frame-toframe proximal relationship. Experiments on synthetic and actual medical images are performed and quantitative comparisons with trajectories of actual implanted markers are evaluated for single cases as well as a small ensemble of sequences.
II. FRAME-TO-FRAME ESTIMATION In this approach, initial correspondences between points on a given contour and points on a successive displaced contour in the sequence are found by matching shape properties of contour segments surrounding each of the points as described in [37] . Two sets of corresponded points result: An originally ordered, monotonically increasing set, indexed by on the contour found at , and a corresponded set, indexed by that are established on the contour at . This mapping can be viewed as an the initial estimate of a final mapping.
One additional outcome of this process is match confidence measures. The need for confidence measures is brought about by notions of 1) how matches in any one region are treated in the sense of their relative strength when compared with matches created in other local regions and 2) how decisions are handled in regions where there are many plausible matches. Thus, the strength and uniqueness of a match are used to help drive the solution of the overall flow field. Guided by the work in [38] , two confidence measures modeling these characteristics are defined, both based upon the profile of the bending energy within each match search region. Details of the derivations of these values are presented in.
The objective at this juncture is to find a vector flow field that corresponds points on two contours found from two consecutive temporal frames in an image sequence by seeking a compromise between adhering to the points where the segments of the contours best match and adhering to the model where adjacent points on the contour move smoothly. Two possible approaches to solving this problem have been proposed, each having potential advantages and disadvantages. These two approaches are described in greater detail in [3] .
The first approach, referred to herein as the Euclidean space model, views the initial shape matched correspondences as a collection of vectors in the Euclidean space of the image. Specifically, the normal and tangential components of the vector associated with the shape match from point on the initial contour to point on the displaced contour are stacked into a vector. Combining this with a first order difference operator and a diagonal match confidence matrix, the solution of the resulting optimization problem yields a best compromise between shape match adherence and smooth proximal. Once the smooth flow field has been computed, the resulting vectors may or may not extend from the first contour to the second. This occurs because the above functional contains no explicit constraint on the feasible solution space. Currently, this is overcome by simply mapping each vector to its closest point on the second contour. Un- fortunately, this occasionally results in awkward or physically implausible mappings. This characteristic and the associated accumulated noise limit this method's utility for further development with temporal models.
The second approach, referred to as the contour space model, constrains the solution space of the optimization problem to the displaced contour. The mapping from a given point, , on the initial contour to a point, , on the displaced contour is characterized by an increasing, monotonic function,
. Discrete values of are stacked to form a mapping vector, . Again, as described in [3] , a diagonal confidence matrix is defined, . In this situation, is encouraged to adhere to a one-to-one relationship, hence a second order difference matrix, , is used where is a first order difference operator. The cost function for the best estimate, , of the mapping vector is then
The global minimum of this convex function is (2) The vector can be viewed as the nearest local minimum on this optimization surface which qualitatively represents a vector flow field that contains a compromise between 1) the best local matches for all points on the first contour to the second contour, with each match being weighted according to uniqueness of the shape in the match region and 2) requiring each of these vectors to have a magnitude and direction that smoothly agrees with its spatially neighboring vectors. Additionally, posing the optimization problem in the contour space implicitly constrains the displacement vectors to the contours themselves. It also forces the solution to be a linear filter.
III. MULTIFRAME ESTIMATION
The representation of endocardial motion of the previous section is periodic in both contour space ( ) and time (
). This is a unique aspect of the problem of tracking LV wall motion in 2-D which has not been previously exploited. In both models presented in this section, all the frame-to-frame continuous mapping functions of an image sequence are consolidated into one 2-D function, , representing the entire manifold (Fig. 1) . With a spatial constraint (local smoothness) incorporated into the frame-to-frame relationship of the previous section, we first concentrate on modeling the temporal dimension alone using a sum of sinusoids. The next section examines an extended spatiotemporal version of this model coupling periodic trends over both contour space and time. The superscripts and are used in these two sections exclusively to delineate between variables ( ) modeled after the temporal dimension alone and variables ( ) employing spatiotemporal modeling. 
A. Modeling Temporal Periodicity
The continuous periodic mapping function, , referenced above, can be viewed as a sum of sine waves whose frequencies are integral multiples of the lowest (or fundamental) frequency. Such a function is said to be harmonic. The trajectory of a single discrete point, , on this spatiotemporal manifold can be approximately modeled as follows: (3) where is the fundamental frequency of the contour deformation over time. The index represents harmonics of . and are the amplitude and phase of the th harmonic component of . is assigned to represent the highest significant harmonic of and represents a discrete time frame within the range of .
Through standard trigonometric manipulation, (3) can be expressed as (4) where and . If we assign and (4) can be expressed as a vector product (5) Note that (5) represents a single trajectory (where is the number of frames in the image sequence). We wish to develop an expression for each of the trajectories associated with our frame-to-frame mapping vector, , that will allow us to define a system equation in subsequent sections. Values of (5) and a given frame, , can be determined using the following vector product: (6) where and is . . .
is of size and represents the cosine and sine terms for a given .
can be viewed as a sinusoidal basis transformation matrix.
is of size and represents phases and amplitudes of harmonic components.
can be viewed as a sinusoidal parameterization of the entire manifold (i.e., all of the harmonic trajectory information is contained within ).
B. Modeling Spatiotemporal Periodicity
As stated at the beginning of this section, the representation of endocardial motion employed in this system is periodic in both contour space ( ) and time ( ). Section III-A presented a model focused solely on the temporal prior. In this section, a model is constructed that is based on the periodic nature of both time and contour space.
As before, all the continuous mapping functions are consolidated into one 2-D function,
, and expressed as a sum of sinusoids. This time, however, a term dependent on contour space, , is included. Recall represents arclength of a contour that is typically closed, hence is periodic in nature. A more general form of (3) is defined as (7) where is the fundamental frequency over the space of the contour and is the fundamental frequency of the cardiac cycle over time. The index represents harmonics of , and similarly indexes . and are the amplitude and phase of the th harmonic component of , respectively. and represent the highest significant harmonics of and , respectively, and represents a discrete time frame within the range of .
Through standard trigonometric manipulation this can be expressed as (8) where and . For the purpose of developing a system equation, (8) can be converted into a vector product in the following manner for a given frame : (9) where is the mapping function for frame , , and is the dimension . of dimension .
As in Section III-A, represents a parameterization of the entire manifold suitable for use as a state vector. It is important to note that although we arrived at a definition for and in a manner similar to the definition of and , and of this section are a significantly different representation of than those derived in the previous section.
C. Adaptive Estimation
The design of a Wiener filter [39] , which is optimum in the mean-square sense, requires a priori information about the statistics of the data processed. When a priori information is not available, the Wiener filter design is either not possible or no longer optimum. An efficient alternative approach that may be used in such situations is an adaptive filter.
An adaptive filter is a self-designing device that relies on a recursive algorithm for its operation. The use of a recursive algorithm makes it possible for the filter to perform in environments where complete knowledge of the relevant signal characteristics is not available. In a stationary environment, the recursive algorithm actually converges to the optimum Wiener solution in a statistical sense after successive iterations [40] .
The classic method of least squares approach differs from Wiener filtering in that it is deterministic in its formulation from the start. The method of least squares minimizes an index of performance consisting of the sum of weighted error squares, where the error is defined as the difference between some observed response and the actual filter output. The recursive least squares (RLS) algorithm uses a transversal filter similar to a Wiener filter as the structural basis of the adaptive filter.
The above reasoning supports the use of an RLS driven adaptive filter for estimating pointwise cardiac motion trajectories. To date, no statistical information is available or can be reasonably approximated that accurately represents pointwise cardiac motion. Consequently, our approach to cardiac motion analysis is purely deterministic in nature. Additionally, the linear models developed in Sections II, III-A, and III-B facilitate the use of a transversal filter.
The shape-based correspondence vectors, , are viewed as the observed response in the RLS scheme. Either or may be substituted for in the following section depending on the choice of temporal model from Section III-A. Equation (2) established a relationship that will define the observation equation. If we assign (recall that represents the correspondence confidence matrix and is a first order difference operator), and note that is positive definite, (2) and (6) can be combined as where represents observation error at frame due to the truncation of harmonics, proximal smoothing and the accompanying ill-determined relationship ( ). Recall that is the sinusoidal basis transformation matrix of Sections III-A and III-B, where the choice between and depends on the selection of temporal model. For convenience we assign . This provides us with the following:
Equation (10) is considered the observation equation because it relates the data-derived shape-based mapping to the state vector.
The following development of the RLS filter is based upon work in [41] . The difference between our observed values, , and the estimated mappings, , in (10) is the observation error, , hence the index of performance we wish to minimize, , is defined as follows: (11) where remains the . The optimum value of for which the performance index, , attains its minimum value is obtained by solving the classic least squares relationship (12) where the correlation matrix is of size or , depending on the temporal model ( or -is the number of temporal harmonics, the number of spatial harmonics).
is defined by (13) represents the cross-correlation of and as (14) A recursive relationship for may be derived by first isolating the term corresponding to from the rest of the summation, allowing (13) to be written as (15) Note that the matrix plays the role of a corrective term. In a similar fashion, (14) can be used to derive the following recursion for updating the deterministic cross-correlation vector: (16) To compute the least-square estimate of for in accordance with (12) , the inverse of the correlation matrix, , needs to be determined. If we let , using basic inversion techniques, can be expressed as (17) where is the RLS gain matrix and is defined by (18) The final step in our RLS formulation is to develop a recursive equation for updating the least-squares estimate of at iteration . Using (12) , (16) , and (17) the new estimate of the state vector is formed (19) Fig. 5 . Qualitative comparison of trajectory estimates from all configurations for a typical image sequence. Clarity is achieved in this case by dividing the sequence in half-frames one through ten (on left) (ED to ES), and frames 11 through 16 (on right) (ES to ED). Note the divergence of trajectories estimated with the frame-to-frame methods as compared to those from the RLS filter.
The rightmost term of (19) is referred to as the a priori estimation error and is defined as . The product represents an estimate of the observed response based on the old least squares estimate of the state vector, , that was made at time . The single constraint on the initial conditions of the RLS algorithm is imposed by (17) . must be chosen so that the covariance matrix, , is nonsingular. For the experiments of this article, , where 10 000. This causes values of to be nearly 1, thus forming initial estimates based primarily on the observed data until the system learns further information about temporal trends. The choice for the initial value of the state vector, , is illustrative of the initial lack of statistical knowledge associated with this problem.
The final state of is retrieved after successive iterations of the adaptive filter have satisfied where is the number of frames in the image sequence. The value 0.01 was chosen because it represents an average error of 0.1 pixels-enough to ensure no change occurs between cyclic iterations of discrete mapping function versions. The quantity is incorporated to ensure the information from a complete image sequence cycle is considered before the filter iteration is brought to a halt. In the case of the temporal model, substantial computational reductions, on the order of multiplications, can be realized by taking advantage of the highly banded nature of the error covariance matrix, . The solution mapping is determined by carrying out the following assignment :
. This final mapping represents a shape-driven, spatially and temporally smooth, and periodically constrained solution to the posed problem.
IV. SYSTEM EXPERIMENTS
The intent of this section is to provide a thorough examination of the relevant critical parameters of system performance. First, an image sequence of simulated motion is analyzed to verify basic intentions of system design and performance. Studies of sample cardiac image sequences are then presented for qualitative evaluation. Validation comparisons are made with the motion of physical markers actually implanted in the heart wall. Finally, an ensemble of cardiac image sequences is examined to obtain a statistical sense of system performance in general.
For brevity, the following abbreviations are used in tables and figures throughout this section to denote the various filtering methods described in Sections II and III: ( )-Euclidean-space frame-to-frame tracking; ( )-Contour-space frame-to-frame tracking; ( )-RLS filtering employing the temporal model; and ( )-RLS filtering employing the spatiotemporal model. ( is not applicable). Rows of tables in boldface highlight the best performance parameters of the group under consideration.
A. Evaluation
The noninvasive requirement for tracking cardiac motion makes verification of estimated trajectories particularly difficult. Additionally, as we will see with the imaged phantom, even pointwise trajectories of a known global rigid motion are not entirely intuitive. A clearly visible implanted marker may be used to provide a reference landmark on the LV wall, however, this represents one trajectory of many along an entire contour which by its very nature deforms differently in different regions. Details of the marker implantation technique can be found in [29] . Unfortunately, implanting more than a few markers along the LV wall increases the amount of stress the heart is under and causes the heart to function abnormally or not at all.
Consequently, both qualitative evaluation and marker comparison should be considered in appraising the performance of the methods of this article. Qualitative assessments provide a general idea of the shape-related motion for all points over the image sequence. Marker comparisons provide a measure of locally specified motion.
The magnitude of the difference between estimated correspondence and marker location in Euclidean space is the method of error measurement used predominantly throughout this section. This error measure was chosen because knowing the correspondence location at each point in time and the temporal correspondence flow over the sequence are the primary objectives of the trajectory estimates and the most appropriate basis for further strain analysis. Additionally, the standard deviation of the error is used as a significant measure of trajectory flow error because it highlights consistency in the mean error measurement.
Quantitative assessments of marker comparisons are presented in tables throughout this section. Specific categories of data examined are as follows.
Max Error Maximum single frame distance, in pixels, between the marker correspondence and the estimated correspondence occurring over all frames of the sequence.
@ Frame
Frame at which the maximum single frame error occurred.
Mean Error
Mean distance between the marker correspondence and estimated corre- spondence, in pixels, computed for all frames of the sequence.
Std. Dev. Standard deviation of the correspondence error, in pixels, computed for all frames of the sequence.
Mean Disp. Error Average difference in trajectory displacement, in pixels, computed for all frames of the sequence.
Mean/Disp. Mean of the single frame correspondence error divided by marker displacement over all frames of the sequence.
B. Simulated Motion
To provide an initial testing environment, a cylindrical phantom Fig. 4(b) was imaged (512 × 512 pixels) as it underwent a periodic rigid arcing motion. The exterior of the phantom had four distinct shape landmarks for use in verifying tracking methods. Figs. 2 and 3 are provided to allow qualitative evaluation of trajectory estimates around the entire cylinder. In this example, 32 trajectories are illustrated. Trajectories interpolated from the movement of the four landmarks are used as the defining standard. Trajectories estimated using nearest Euclidean distance correspondence [42] are provided as a control reference. We note how our methods using frame-to-frame regularization in Euclidean space and contour space both do a satisfactory job of capturing the rigid arcing motion of the cylinder. This is in stark contrast to the trajectories estimated with basic nearest Euclidean distance mapping. We also note, however, that both frame-to-frame filtering methods fail to return to their origin. This problem is solved using recursive filtering with temporal models as shown in Fig. 3 . The trajectories in this instance appear to be somewhat smoother over time as well. This distinction is further illuminated in Fig. 4 . Note how the error curves of all our estimation methods are fairly flat indicating a flow that approximates that of the actual vectors. In contrast, the nearest Euclidean distance mapping shows two humps that indicate frames where the actual trajectory has moved away from the estimate. The recursive filtered trajectories present the most consistent profile of all methods as well as the lowest overall error. Table I provides quantitative comparisons of the trajectory estimates for all five estimation methods illustrated in Figs. 2 and 3 .
C. Sample Studies
The experiments of this section are intended to provide in-depth examinations of specific cardiac image sequences. The image sequences examined are gated MR short-axis acquisitions (256 × 256 pixels) of normal canine hearts. In general, image sequences are 16 frames long.
1) Qualitative: Qualitative assessments on trajectory estimates are made by examining the trajectory set as a whole for characteristics such as smoothness and plausibility. In general, vectors should not cross or drift together over time. General adherence to prominent shape features with a smooth flow among neighbors are the ideal characteristics. Fig. 5 illustrates the estimated trajectories of various system configurations for a typical short-axis canine MR image sequence. The sequence begins showing the most expanded view of the LV, end-diastole (ED), cycling through the most contracted frame, end-systole (ES), and returns to ED. The results of the frame-to-frame methods on this study are presented in the upper two rows of Fig. 5 . The Euclidean space method is particularly erratic in this contour sequence, indicated by the lack of trajectories in certain areas along the LV wall. Many of the trajectories finish the cycle far from their original starting position. The contour space method fares much better, providing stable trajectories all around the LV wall. There are still frequent instances of trajectories not returning to their origin, however, in general this condition does not appear to be as significant as with the Euclidean space method.
Trajectory estimates from various RLS filtering configurations are presented in the lower half of Fig. 5 . One immediately notices how the RLS filter produces much smoother and realistic trajectories. There does not appear to be very much difference between the estimates employing the temporal model and spatiotemporal model in this study.
2) Marker Comparison: As discussed above, comparison with implanted markers provides a means for validating estimated trajectories, even though the extent of its usefulness is somewhat limited due to the lack of representation for other regions of the LV wall. This section will concentrate on examining specific cases of implanted trajectories and the error associated with estimated trajectories.
A graphic comparison between the trajectory of a single implanted marker and trajectory estimates from all the tracking methods is presented in Fig. 6 . The most immediate observation is how well all the methods estimate the LV wall motion over the first nine frames. Although the Euclidean space method starts to drift off, it still maintains the relative flow of the marker trajectory. Unfortunately, the contour space method falls off the marker trajectory significantly after the ninth frame.
The performance of both RLS filtered approaches is outstanding. The spatiotemporal model estimate in particular almost exactly mimics the motion of the marker. Note that the gray levels of this marker-as with all markers in this article-were smoothed over before edges and boundaries were detected eliminating any possible bias the marker's shape might have provided. Thus, the trajectory of the marker had absolutely nothing to do with the estimate of this trajectory.
Error analysis of this marker comparison for each of the tracking methods is provided in Table II . As anticipated from Fig. 6 , the spatiotemporal model offers the best performance in terms of mean error and error standard deviation. Fig. 7 depicts a two-marker sequence in a comparison with each methods' estimates with their associated markers. In the case of the Euclidean space frame-to-frame approach, we observe that the trajectories diverge from the actual tracks soon into the sequence and complete the cycle far from their initial starting position. With the contour space approach, we note that the trajectories diverge as well though not as significantly.
Examination of the RLS filtered trajectory estimates versus the marker trajectories in Fig. 7 leads to some interesting observations. Although the spatiotemporal model drifts slightly from both marker trajectories over the cycle, the flow of the trajectory estimates is almost identical, even at sharp turns. The estimates for the temporal model are quite good as well, although the flow of the trajectories does not match that produced by the spatiotemporal model. RLS filtered estimates discussed in Fig. 7 especially in terms of the flow criteria given by the standard deviation.
D. Ensemble Studies
The purpose of this section is to present a basic statistical analysis of tracking performance based on marker comparison for an ensemble of image sequences. Trajectory estimates from all four tracking approaches were collected and compared with 15 marker trajectories in 12 image sequences from seven normal canine hearts. MRI parameter settings remained consistent throughout all studies. Fig. 8(a) depicts cluster plots of the mean error over a sequence versus the maximum single frame error within the same sequence. Fig. 8(b) illustrates clusters of the mean error versus the standard deviation of error over a sequence. In general, both figures present a nice cluster of data in the lower left quadrant, indicating positive and consistent performance. Four of the 15 markers, however, yield very poor estimates. These cases highlight situations where a torsional component of motion exists that was not reflected in the movement of a characteristic shape feature along the wall. This is most likely an example of out-of-plane motion and further justification for extending the temporal models of this article to analysis of 3-D surface movement. Examination of the graphics of Fig. 8 alone provides no discernible difference in positive performance between estimates of the temporal model and those of the spatiotemporal model. When examining negative performance data points (those further from the origin), however, the temporal model actually appears to hold an edge over the spatiotemporal model. Thus, when the spatiotemporal model performs poorly, it performs very poorly.
1) Performance Summary: Table IV provides a summary of the ensemble statistics analyzed in this section. Interestingly, RLS filtering using the temporal model provides the lowest average ensemble mean error. This can be reinterpreted to mean estimates using the temporal model land closer to the marker trajectories than any other approach.
Estimates from the spatiotemporal model clearly outperform the other approaches in terms of standard deviation of error. As stated above, standard deviation of error is a good indicator of flow, hence RLS filtering with the spatiotemporal model produces estimates that more closely approximate the flow of the marker trajectories.
V. SUMMARY
A flexible system for tracking pointwise nonrigid motion in image sequences has been presented, analyzed and shown to be useful in the application of tracking LV wall motion. This system takes as input a set of initial correspondences and accompanying descriptions of correspondence quality. It processes them with an adaptive filtering scheme using models for spatial and temporal smoothness and periodicity as appropriate, then produces a set of sinusoidal parameters that are transformed into quantified motion trajectories. The resultant trajectories are spatially and temporally smooth and periodically constrained. The system is not restricted to any one imaging modality and can be applied to any object undergoing nonrigid motion.
This system has been validated using MR image sequences containing MR contrast markers actually implanted in the LV wall. In most cases, this validation process has shown the system to be quite accurate. For this reason, the use of segment shape appears suitable for determining contour correspondence in this application. With four of the 15 compared markers, however, input comprised solely of shape-based correspondences produced estimates which completely missed the actual motion. These four marker trajectories exhibited a strong component of torsional motion (most likely due to 3-D out-of-plane motion). Consequently, a limitation of shape matching in 2-D is its inability to accurately capture torsional motion occasionally present in 3-D heart motion. However, 2-D motion captured in this way might be useful as a metric to compare visual motion in image sequences for database searching/sorting.
The heart is a 3-D object undergoing motion in three-dimensions. Our primary objective in this effort was to develop geometric techniques which could be extended to 3-D. The results of this work show considerable promise toward that end and present a strong argument for using an adaptive filter with a periodic temporal model when estimating the trajectories of heart wall motion in 2-D or 3-D.
This system establishes a framework from which a system for 3-D tracking might be constructed. Such a system is analyzed in more detail in [33] . In this circumstance, we're concerned with the correspondence of surface shape patches between surfaces at different temporal instances. The objective function combines a set of best-matched, shape-based motion correspondences with a weighting constraint based on the distance from immediate, neighboring surface patches. This objective function can be represented as a vector relationship which can be applied in similar fashion to the temporal model of this paper. Work in this area is ongoing.
In general, use of the temporal model is a prudent choice when implementing the RLS filter. Although use of a spatiotemporal model may offer some increased performance in instances of high quality contours with prominent shape variations, the performance gain does not seem so significant as to justify the additional computational cost.
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