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ur kontinuierlich gesprochene Sprache zum Ziel










ullen mu reichen von der Sprachsig
nalaufbereitung

uber Spracherkennung Sprachverarbeitung und

Ubersetzung bis
zur Generierung und Synthetisierung von Sprachausgabe Als Voraussetzung f

ur
die eektive Verarbeitung m

ussen Daten wie Sprach und Dom

anenmodelle Lexi
kon und Grammatik existieren Die Vielzahl der beteiligten Projektpartner stellt




ur die komplexen Teilaufgaben in VERBMOBIL
bereit Sofern diese L

osungen in Form von Softwaremodulen vorliegen ist es die
Aufgabe der Systemintegration 	SI im Teilprojekt  diese zu einem Gesamt
system zu komponieren das sich dem Benutzer






asentiert Die den Modulen zugrundeliegenden Verarbeitungsstrategi
en sollen auch in diesem resultierenden Gesamtsystem nachvollziehbar sein





keit des Gesamtsystems besonders intuitive und explizite Hervorhebung der Sy
stemfunktionalit

at Erstere ist nur durch die geeignete Festlegung der Benutzer
schnittstelle zu erreichen letztere durch die Bereitstellung von speziellen Medien
zur Visualisierung der w

ahrend der Verarbeitung anfallenden Daten Erst auf
den zweiten Blick oenbaren sich weitere Optionen die das System bereitstel
len soll Es wird eine Experimentierumgebung notwendig die die Evaluierung
einzelner Softwaremodule erlaubt Hierzu geh

ort die Bewertung konkurrierender
Ans

atze der Teilverarbeitung ebenso wie die automatische Datenerhebung zur
R

uckmeldung von Fehlern Performanz und Abdeckungsproblemen an die Mo
dulentwickler Eine notwendige Voraussetzung ist die Austauschbarkeit einzelner









Die Verwendung der unterschiedlichsten Programmiersprachen zur Implementie
rung der Module stellt eine besondere Herausforderung dar
Die SI verfolgt die o g Ziele mit Hilfe einer Strategie die auf der Anwendung






beschreibt einen Ansatz der zugunsten eines Modells kooperierender Agen
ten auf zentrale Kontrolle verzichtet	 Die Einf













ur die Sprachverarbeitung in VERBMOBIL
men kommunizierendenModulen gepr

agte Architektur ist also obligatorisch Das








ullbarkeit dieser Anforderungen hat die System
gruppe den Projektpartnern und Gutachtern am  Februar  im Rahmen
des DemonstratorWorkshops gegeben Der pr

asentierte VERBMOBILDemon
strator enthielt zwei alternative Spracherkennermodule die w

ahrend der Laufzeit
wahlweise aktiviert werden konnten
Weniger oensichtlich wurde im Rahmen eines Posters ebenfalls auf dem Demon
stratorWorkshop eine Alternative vorgestellt in der mehrere Module der Sprach
verarbeitung ausgetauscht sind W

ahrend im oziellen Demonstrator das Modul
zur syntaktischen Analyse von der Fa Siemens gestellt wird die Konstruktion





tet der alternative Demonstrator eine integrierte Komponente zur syntaktisch
semantischen Analyse der Fa IBM Dieser alternative Demonstrator soll im Hin
blick auf die genannten Ziele der SI vorgestellt und diskutiert werden
Zun

achst erscheint es notwendig die Architektur des Demonstrators kurz zu skiz
zieren 	Kap  Besonderer Raum ist dabei der Sprachverarbeitungskomponen
te MDS

vorbehalten die in direkten Vergleich mit der Modulgruppe Syntax
SemantikTransfer 	SST gesetzt werden soll Als wesentlich wird sich das ver





 insbesondere die Festlegung der Schnittstellen
zwischen MDSSST und den anderen Systemkomponenten Auch die Kommu
nikation innerhalb der linguistischen Komponenten wird angesprochen 	Kap 
Einer zusammenfassende Bewertung 	Kap  folgt der Blick auf den zuk

unftigen
Weg in VERBMOBIL 	Kap 
 Der VERBMOBILDemonstrator





drei Modi der Verarbeitung  Erkennung Keywordspotting und Buchstabierer
kennung  von denen nur der erste f

ur den Austausch linguistischer Komponen
ten relevant ist Der Flu der Information f

uhrt im Modus Erkennung von der
Spracheingabe

uber den jeweils aktiven Erkenner ggf

uber die Prosodieanalyse
in das MDS 	Syntax Semantikkonstruktion Semantikauswertung Transfer von

Die Herkunft der Bezeichnung

MDS ist Geschichte und mittlerweile irrelevant	

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dort in die Generierung und weiter in die englische Synthese Das MDS interagiert
auerdem mit dem Modul Dialog
Betrachtet man die linguistischen Module als Einheit

 so ergibt sich eine lineare
Verarbeitungfolge Innerhalb des MDS ndet ein Informationsu auch in entge







ur den Benutzer existieren zwei weitere im Schaubild nicht vorhan
dene Prozesse zur Unterst

utzung der Integration der Testbedmanager  der die
Funktion einer Kommunikationsschaltstelle erf

ullt und der Visualisierungsmana
ger  der an den Modulschnittstellen anfallende Daten abgreift um sie graphisch
aufzubereiten
Der Rahmen der Integration  Anzahl Art und Bezeichnung der Module so












MDS bezeichnet einen Softwareproze innerhalb des Demonstrators der die fach
lichen Module Syntax Semantikkonstruktion Semantikauswertung und Transfer
umfat
Die syntaktische Analyse erfolgt durch einen Parser der Fa Siemens der mit ei
ner TreeUnicationGrammar und einem gegen

uber demVERBMOBILLexikon





oth und Plannerer 

aus einer Datei erzeugt wird ein HPSGSign
	Head Driven Phrase Structure Grammar 





notwendig steht zur Disambiguierung Information aus dem Dom

anenmodell im
Modul Semantikauswertung zur Verf

ugung Die erzeugte Datenstruktur wird von







Mastenbroek und McGlashan 

 Da




orre et al 

 eingesetzt Eine kompositionale semantische Theorie die Dis
kursrepr

asentationstheorie 	DRT ist mit Hilfe des CUFFormalismus codiert





zu und fordert von hier den Sprechhandlungstyp

Diese Betrachtungsweise ist durch die Softwarearchitektur motiviert in der das MDS als
ein einziger PROLOGProzess realisiert wurde	

Alternativ existiert eine in CUF codierte Version des Dom






ur die Sprachverarbeitung in VERBMOBIL





 Dazu ist eine Konvertierung der Daten in ein sog Information Prole er
forderlich Beim Information Prole handelt es sich um die Zusammenfassung
informeller Schnittstellen zwischen CUF und NichtCUFProzessen
Resultat der Semantikkonstruktion ist ein weiter speziziertes HPSGSign 	vgl





Bos und McGlashan 

 das direkt von der Transfer
komponente verarbeitet werden kann Im Idealfalle werden die Verarbeitungs












ergebnissen kann so jedoch nicht gew

ahrleistet werden Das Ergebnis des Trans
fers  wiederum ein HPSGSign dessen semantische Informationen jedoch auf
das Englische bezogen sind  mu vor der weiteren Verarbeitung durch die eng
lische Generierung noch der Konvertierung in ein weiteres Information Prole
unterzogen werden Die resultierende semantische Struktur ist acher und kom
pakter als ihr HPSGPendant was auch ihrer Kommunizierbarkeit zugute kommt
   Die Modulgruppe SyntaxSemantikTransfer
IBMDemonstratormodul 	IBMDM ist die Bezeichnung f

ur die integrierte syn
taktischsemantische Analyse die die Fa IBM in Form eines PROLOGProzesses
bereitstellt Sie enth

alt  in dem auf CUF basierenden linguistischen Verarbei
tungsmodell STUF III codiert  eine HPSG und dieMinimal Recursion Seman
tics

	MRS sowie einen Chartparser als externe Inferenzkomponente Details
zur Verarbeitung innerhalb dieses Moduls nden sich in Anhang A
Der Integration des MDS in den VERBMOBILDemonstrator ist in der Pro
jektierungsphase Vorrang einger






at Performanz und Abdeckung konkurrenzlos ist So ergab sich
die Notwendigkeit o g Rahmenbedingungen f

ur die Integration der das IBMDM











Andererseits ist es langfristig erw

unscht mit der Softwarearchitektur die fachliche
Architektur in VERBMOBIL zu reektieren
















	 Hier werden auch Unterschiede zur
Semantikkonstruktion des MDS deutlich	

Angestrebte ist ein isomorphe Relation zwischen fachlichen Modulen und Softwaremodulen
jedes fachliche Modul wird durch genau ein Softwaremodul repr


asentiert das jedoch aus meh








orz und Menzel 


Bedingungen und Ziele f

ur die Integration der SST lassen sich nun zusammen
fassen
 Die Architektur des MDS ist zu beachten
 Die

aueren Schnittstellen des MDS sind einzuhalten
 Es sollen vier eigenst

andige Prozesse existieren Syntax Semantikkonstruk
tion Semantikauswertung und Transfer
Oensichtlich ist es notwendig das MDS aufzubrechen um die eigenst

andige Rea
lisierung der Module Transfer und Semantikauswertung zu erzwingen 	Abb 
Auszutauschen ist die Komponente Semantikkonstruktion des MDS Sie wird
durch das IBMDM ersetzt Das Modul Syntax in der SST erf

ahrt eine Sonder
rolle zur Vorbereitung der Integration inkrementell kommunizierender Erkenner





tragung durch ICE auf und sendet die einzelnen Worthypothesen an das Modul
Semantikkonstruktion das die inkrementelle Verarbeitung durch den Parser des
IBMDM erlaubt
Der Informationsu innerhalb der SST ist dem innerhalb des MDS

ahnlich





osungen An der Schnittstelle zwischen den Modulen Syntax und Se
mantikkonstruktion wird der aufbereitete Worthypothesengraph

ubergeben Re
sultat der syntaktischsemantischen Analyse ist ein HPSGSign Die Angleichung
der Datenformate an die Erfordernisse des Transfers ist f

ur die Weiterverarbei




aten und die Festlegung des
Sprechhandlungstyps durch die Semantikauswertung Interaktionen mit Testbed
und Visualisierungsmanager nden statt Da die Module durch getrennte Prozes





Die Kommunikationsmechanismen die Inhalte der Kommunikation und die Fest
legung der Kommunikationschnittstellen haben sich f

ur die Integration als we








ur die Sprachverarbeitung in VERBMOBIL
sentlich herausgestellt Ein Vergleich der konkurrierenden Ans

atze MDS und SST
mu also hier ansetzen
Entgegen fr

uher verfolgter Bestrebungen die einzelnen Softwaremodule als Sub
prozesse eines sog Testbeds zu starten und so die Variablen

ubergabemechanis
men der Implementierungssprache C als Kommunikationsmedium zu verwen
den sollte Kommunikation im Demonstrator durch einen exiblen Mechanismus
auf Betriebssystemebene erfolgen Wichtige Eigenschaften waren Verf

ugbarkeit
zu Projektbeginn Kongurierbarkeit und Adaptierbarkeit Die Kriterien wurden







 Durch die hervorragende Kooperation mit dem Entwickler von ICE





oglich ICE basiert auf dem Kommunikationspaket
Parallel Virtual Machine 	PVM welches eine stetige Aktualisierung und Ver
besserung erf






Geist et al 


Die Systemgruppe hat die Adressen und Kommunikationswege f

ur den Demon





erswald und Amtrup 

 Diese Angaben muten im Verlauf der Integrati














erkenner uka Erkenner der Universit

at Karlsruhe




Linguistische Module haben die Adressen
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Adresse Modul
syntax MDS syntaktische Analyse













osung der Modulgruppe MDS aus dem Demonstrator
und deren Ersetzung durch die Modulgruppe SST sind naturgem

a die Schnitt
stellen die den Rand dieses Teilsystems denieren Sie gilt es unver

andert beizu
behalten Im einzelnen sind dies die in Tab  aufgelisteten Verbindungen
Vorl

augen Charakter haben die Verbindungen zumVisualisierungsmanager Die






ubertragen sind sollten nur in Form nulltermi
nierter Zeichenketten 	CFormat auftreten Dazu waren zT Konvertierungen



























testbed   syntax Datenquelle 	Erkenner  Prosodie




erkenner uka   syntax Dateiname f

ur Worthypothesengraphen
erkenner db   syntax Dateiname f

ur Worthypothesengraphen
prosodie   syntax Dateiname f

ur Worthypothesengraphen
syntax   synthesedt Wortkette der besten syntaktischen
Analyse
syntax   dialog Scheitern der syntaktischen Analyse
transfer   semantische Information im Information
generierungengl Prole
semaus   dialog Anforderung des Sprechhandlungstyps
dialog   semaus Sprechhandlungstyp
semkon   vim resultierendes Sign im
FegramEdFormat





exit veranlat das Herunterfahren des gesamten Systems reset die Reinitia
lisierung des Moduls Die Nachrichten guion  guioff bewirken soweit imple
mentiert die Aktivierung einer modulinternen Visualisierung 	Graphical User
Interface Im Gegenzug versorgen die einzelnen Module den Testbedmanager
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mit Information

uber den aktuellen Modulzustand soweit dies m

oglich ist In
einzelnen bedeutet die Nachricht ready da das Modul arbeitsbereit ist 	nur
nach Systemstart oder Reinitialisierung active bzw inactivebeschreiben den
Aktivierungszustand des Moduls pfi 	Prozefortschrittsinformation indiziert
die

Ubermittlung des prozentualen Prozefortschritts N
Kontrollierbare Fehler k






uber das Modul Dialog oder einer verbalisierten Fehlerausgabe
gemeldet werden
Absendererrorerrorfatalwarning
Eine Fehlerklassikation ist damit vorbereitet
Modulspezische Nachrichtenformate f

ur den Informationsaustausch an den

aue






erkenner uka   syntax
Dateiname
Zeichenkette die den relativen Dateinamen repr

asentiert









ur die Sprachverarbeitung in VERBMOBIL
Zeichenkette die getrennt durch Leerzeichen die W

orter des Satzes ent
h

alt der nach der syntaktischsemantischen Analyse aus dem Worthypo






Das Format wurde direkt aus dem MDS







ort ebenfalls zum Information Prole unterscheidet sich





Konvertierung des HPSGSigns in eine Zeichenkette die als Eingabe f

ur











Konverter K	 Czuba Systemgruppe FEGRAMED Bernie u	 Tom DFKI	





syntax   semkon Worthypothesen
semkon   syntax beste Wortkette des Resultats der syntaktisch
semantischen Analyse
semkon   semaus zu disambiguierende Struktur im Information
Prole
semaus   semkon disambiguierte Struktur im Information Prole
semkon   transfer HPSGSign als Resultat der syntaktischseman
tischen Analyse






Tabelle  Innere Schnittstellen
  Innere Schnittstellen
Die inneren Schnittstellen des MDS sind virtuell da die verschiedenen fachlichen
Module in einem Softwareproze zusammengefat sind Datentransfer erfolgt so
mit durch Unikation auf PROLOGEbene Strebt man im Gegensatz dazu die
bereits propagierte Isomorphie zwischen fachlicher Architektur und Softwarear
chitektur an ergibt sich sowohl die Notwendigkeit Kommunikation explizit zu
machen als auch die Freiheit sie ohne Restriktionen zu gestalten Selbstverst

and
lich sollte als Medium ausschlielich ICE zum Einsatz kommen
Die realisierten Kommunikationswege sind im einzelnen aus Tab  zu ersehen
	vgl auch Abb 
Eine bidirektionale Verbindung transfer semaus ist bei Bedarf leicht zu
erstellen z Z aber noch nicht notwendig
 Nachrichtenformate







ur die Sprachverarbeitung in VERBMOBIL
Eintr

age der vomErkenner  Prosodie

ubermitteltenDatei zeilenweise ohne
















angigkeit davon ob der Transfer mit den angebotenen Daten erfolg
reich arbeiten konnte
 Konvertierung
Einzig zugelassener Datentypen f

ur die ICEKommunikation war IDL String







Verbmobil VM Report 
Verbindung Konvertierungstyp
syntax   semkon coded
syntax   synthesedt string
semkon   syntax coded
semkon   transfer ft
semkon   semaus coded
semkon   vim string
semaus   semkon coded
transfer   semkon coded
transfer   generierungengl coded
transfer   vim string
generierungengl   synthesedt string




Auerswald und Amtrup 

 Alle Module innerhalb der SST sind in
PROLOG implementiert die externen Kommunikationspartner in den drei an
deren genannten Programmiersprachen Teilweise sind Daten von komplexerer
Struktur 	Terme von PROLOG aus zu

ubertragen Eine fallbasierte Konvertie
rung der ICENachrichten ist also unumg

anglich Die zur Codierung verwendete
Tabelle 	Tab  enth

alt vier verschiedene Konvertierungstypen coded string
ft und uncoded die auf die automatische Konvertierung von Nachrichten vor
dem Senden und nach dem Empfangen durch ICE Einu nehmen 	Tab 
Die Konvertierung erfolgt i dR in den Schritten
 Schreiben eines Terms in eine Zeichenkette
 Konvertierung der Zeichenkette in ein Atom





Diese Vorgehensweise unterliegt technischen Restriktionen So kann ein Atom in
QuintusPROLOG  nur die max L

ange von   Zeichen haben 	gilt nicht
f

ur die Version  Die max L

ange einer Zeichenkette ist aufgrund der internen
Repr

asentation identisch mit der max L

ange einer Liste  KB Diese Grenze













ur die Sprachverarbeitung in VERBMOBIL
Konvertierungstyp Eekt
coded Senden beliebiger Datentyp wird in Atom
konvertiert






string Senden direkte Konvertierung einer Zeichenkette
in ein Atom  ezienter als mit coded
Empfangen wie coded
ft Senden direkte Konvertierung eines HPSGSigns
in ein Atom  ezienter als mit coded
Empfangen wie coded
uncoded es erfolgt keine Konvertierung
	nur sinnvoll f

ur Atome in PROLOG




Es ist gelungen den praktischen Nachweis der in Kap  eingeforderten Flexibi
lit

at des VERBMOBILDemonstrators zu geben indem der Austausch des Teil
systems der linguistischen Verarbeitung durchgef

uhrt wurde  ein komplexeres
Szenario als der Austausch einzelner Module 	z B des Erkenners
Die nach obiger Analyse erstellte Implementierung der Modulgruppe Syntax
SemantikTranfer 	SST die das IBMDemonstratormodul 	IBMDM enth

alt
erlaubt die Realisierung des alternativen Demonstrators bei ansonsten gleicher
Konguration des Gesamtsystems auf einfache Art statt dem initialen Start des
Prozesses MDS sind die SSTProzesse Syntax Semantikkonstruktion Semantik
auswertung und Transfer zu starten
Angesichts der genannten Probleme kann das Erreichte nur als Erfolg und Best

ati
gung der Strategie der Systemgruppe gewertet werden Der objektorientierte In
tegrationsansatz ist durchf





Die resultierenden Gesamtsysteme sind anhand typischer Eigenschaften der kon
kurrierenden Teilsysteme MDS und SST vergleichbar Der augenf

alligste Unter
schied die Kapselung der Module in einem Softwareprozess im MDS und die
Aufteilung auf vier Softwareprozesse bei der SST bestimmt den Bedarf an inter

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ner Kommunikation Das MDS wartet so mit einem geringen Ressourcenbedarf
auf Durch eine bestehende Vorabintegration






augkeiten bspw in der Konvertierung und

Ubert
ragung von Daten zur Visualisierungskomponente k

onnen jedoch nicht ausge
nutzt werden Die internen Schnittstellen sind nur durch Manipulationen am
bereits integrierten Teilsystem MDS abzugreifen Bei der Existenz einer explizi
ten Kommunikationsschnittstelle ist die kurzfristige Modikation der Formate zu

ubertragender Daten die bei der Integration des Demonstrators zu Problemen
gef

uhrt hat kaum m

oglich
Die Abbildung der fachlichen Architektur auf die Softwarearchitektur entspricht
einer oft ge

auerten Forderung Nachvollziehbar inkrementelles Systemverhalten
Ausnutzung von Nebenl

augkeit und die Flexibilit

at bei der Systemevaluierung
sind vorbereitet Der Zwang Schnittstellen zu spezizieren f

uhrt zur empirischen
Validierung der fachlichen Architektur
Bedingt durch den sp

aten Einstieg in die Entwicklungsarbeit bendet sich das
IBMDM noch in einer experimentellen Phase So war es bis zum Termin der De
monstratorabnahme nicht gelungen die Schnittstelle zumTransfer anzupassen so
da ein voll funktionsf

ahiges Gesamtsystem nicht vorgef

uhrt werden konnte Der








ornige Integration der Module Syntaxanalyse und Semantikkonstrukti
on wie sie durch die Verwendung von HPSG intendiert und im IBMDM realisiert
ist kann kritisch betrachtet werden 	vgl Kap  Die Verwendung des Basisfor
malismus STUF III ist innerhalb des Projektes z T umstritten
 Ausblick
Eine die Systemintegration betreende Zusammenfassung von Standpunkten zur
zuk








 Die dort aufgestellten Forderungen und Vorschl

age haben ihre Rea
lisierung zT mit dem Demonstrator bzw mit dem alternativen Demonstra
tor erfahren Es ndet sich ebenso die Anregung auf die Kommunikation ICE
aus TP  zur

uckzugreifen wie auch die Forderung auf konzeptionelle Unter
schiede zwischen fachlicher Architektur und Systemarchitektur zu verzichten
Besondere Bedeutung wird der Inkrementalit

at der Verarbeitung zugemessen













Ubersetzungssystem sollte auch die tiefe inhaltliche Analyse der syn
taktischen und semantischen Strukturen hinter einer auf den Transfer ausgerich
teten Vorgehensweise zur

uckstehen 	die Minimal Recursion Semantics des IBM
Demonstratormoduls erhebt diesen Anspruch Die bestehende Architektur sollte
nicht als fest angesehen sondern bei Bedarf angepat werden
Dar

uber hinaus fordern die Autoren eine Verlagerung vom text zum sprachori




aftigen sich mit den Problemen der Kontrolle bei verschie









orz und Kesseler 


Die Diskussionen die auf den j

ungsten Treen 	Arbeitstreen SyntaxSemantik
TransferGenerierung am 




uhrt wurden verdeutlichen den Bedarf an langfristigen Archi
tekturentscheidungen besonders im Hinblick auf den Forschungsprototypen Ex
emplarisch ist hier der Konsens bei Verwendung acher semantischer Strukturen
die Frage nach sequentieller oder inkrementell interaktiver Ablaufstrategie oder
die Festlegung von Datenformaten zu nennen
Innerhalb der Systemgruppe gibt es

Uberlegungen die Softwareentwicklung unter
Einbeziehung der Projektpartner durch geeignete Methoden des Softwareengin
eerings zu standardisieren und zu koordinieren um von wissenschaftlichexpe
rimentellen Implementierungen zu ezienten dokumentierten und leicht wart
baren Modulen zu kommen Gegenw

artig steht eine Version des Demonstrators
zur Diskussion die eine Verteilung der zu integrierenden Module

uber mehrere









Abb und BuschbeckWolf 

Bernd Abb und Bianca BuschbeckWolf




Jan Willers Amtrup ICE  INTARC Communication Environ
ment Users Guide and Reference Manual VERBMOBIL Technisches Doku
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Auerswald und Amtrup 

Marko Auerswald und Jan Willers Amtrup
Kommunikationsarchitektur f

ur den Demonstrator VERBMOBIL Technisches
Dokument Nr  Dezember  TP   Systemintegration DFKI GmbH




Bos et al 

Johan Bos Elsbeth Mastenbroek Scott McGlashan Sebastian
Millies und Manfred Pinkal The VERBMOBIL Semantic Formalism 	Version





Bos und McGlashan 

Johan Bos und Scott McGlashan Extensions to the
VERBMOBIL Semantic Formalismand Analysis of the Referenzdialog VERB






Thomas Bub Der VERBMOBILDemonstrator VERBMOBIL Re
port Juni  TP   Systemintegration DFKI GmbH Kaiserslautern

Copestake et al 

Ann Copestake Dan Flickinger Rob Malouf Susanne
Riehemann und Ivan A Sag Transfer and Minimal Recursion Semantics








orre Michael Dorna Suresh Manandhar und Chris
Brew Computational Aspects of ConstraintBased Linguistic Description I
Universit

at Stuttgart August 

Geist et al 

Al Geist Adam Beguelin Jack Dongorra Weicheng Jiang
Robert Manchek und Vaidy Sunderam Pvm Users Guide and Reference










orz und Marcus Kesseler Anytime Al


















orz und Wolfgang Menzel Diskussionsbei
trag zur Systemarchitektur von VERBMOBIL VERBMOBIL Memo Nr 











Marcus Kesseler Distributed Control in VERBMOBIL VERB
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
Maier und McGlashan 

Elisabeth Maier und Scott McGlashan Semantic
and Dialogue Processing in the VERBMOBIL Spoken Dialogue Translation







Mastenbroek und McGlashan 

Elsbeth Mastenbroek und Scott Mc
Glashan The VERBMOBIL Syntax Semantics Interface  Version 











oth und Bernd Plannerer Schnittstellende
nition f

ur den Worthypothesengraphen VERBMOBIL Memo Nr  Dezem






Pollard und Sag 


Carl Pollard und Ivan A Sag Information Based Syntax
and Semantics CSLI Lecture Notes No  Center for the Study of Language
and Information Stanford University 


Pollard und Sag 

Carl Pollard und Ivan A Sag Head Driven Phrase Struc





Shieber Using restrictions to extend parsing algorithms for com





Hans Weber LRinkrementelles	 probabilistisches Chartparsing
von Worthypothesenmengen mit Unikationsgrammatiken
 Eine enge Kopp









A Die linguistischen Wissensquellen im IBMDM
Wie bereits angedeutet fat das IBM Demonstratormodul IBMDM die Bereiche
Syntax und Semantikkonstruktion zu einem integrierten Modul zusammen F

ur
eine solche Integration verschiedener linguistischer Dom

anen steht mit der HPSG
ein Rahmen zur Verf






utzt und deren Repr

asentation in einer forma
len Sprache mit wohlbekannten Eigenschaften  den getypten Merkmalsstruk
turen  erlaubt Das Zusammenwirken verschiedener linguistischer
 
Module!
wie Syntax und Semantik
	
stellt sich bei dieser Herangehensweise nicht als das





uber denierte Schnittstellen miteinander kommunizieren sondern als ei












at sich in diesem Ansatz im Zei
chen selbst in Form von Strukturteilung und Pfadgleichungen modellieren Syn
taktischer Strukturaufbau erfolgt somit unter gleichzeitiger Beachtung der ent
sprechenden semantischen Beschr

ankungen  etwa in Form von Selektionsre
striktionen bei Komplementation oder Modikation Ebenso erfordert eine ernst
hafte Beschreibung des Zusammenhangs von syntaktischen und semantischen






Die Implementierung groer Grammatiken in diesem durch die HPSG unterst

utz
ten und explizit gemachten constraintpool Ansatz protiert dabei insbesonde






 Eine rein deklarative Modellierung erlaubt es von der konkreten Verar
beitung zu abstrahieren In welcher Reihenfolge Beschr

ankungen aus dem
constraintpool angewendet werden hat keinen Einu auf die durch eine
Grammatik lizensierten Zeichen
 Durch strikte Monotonie ist sichergestellt da die Hinzunahme beliebi
ger Information in Form weiterer Beschr

ankungen niemals eine als nicht
wohlgeformt gekennzeichnete Struktur wieder wohlgeformt wird
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 Ein m





asentationsformalismus mit den genannten Eigenschaften ist STUFIII
Die Spezikation der linguistischen Wissensquellen im IBMDM der Syntax der
kompositionellen Semantik des Lexikons und der LinkingBedingungen fand des
halb ausschlielich in STUF statt
W

ahrend somit eine verteilte abstrakte und linguistisch anspruchsvolle Imple
mentierung unterst

utzt wird ergeben sich hinsichtlich der Notwendigkeit einer ef
zienten Verarbeitung Probleme Eine hinreichende Ezienz im Paradigma Par
sing as Deduction erscheint mit den derzeit verf






urde eine massive Annotierung des deklarativen Teils der Grammatik mit
rein verarbeitungsorientierten Konstrukten erfordern was auf Kosten der Wart
barkeit und Transparenz ginge





ahlten Strukturen auf ein Compilat f

ur das eine ezientere
Verarbeitung erm

oglicht werden kann Das Verarbeitungsmodul stellt dabei der
von TP  	FAU ErlangenN





dung der HPSGGrammatik erfolgt demzufolge in eine kontextfreie Grammatik
Abbildung und gew

ahltes Format werden in Abschnitt A detaillierter beschrie
ben
Das resultierende Modul IBMDM weist damit zwei externe Schnittstellen auf
















beschriebenen Eigenschaften in den Transfer einieen
A  Die Vorverarbeitung der IBMGrammatik
Grundvoraussetzung f

ur eine eziente Verarbeitung einer groen HPSG ist da
die sehr
 
teuren! Regelanwendungen so selten wie m

oglich dh nur in plausi
blen F

allen stattnden Einer jeden solche Regelanwendung ist daher ein
 
billi
ger! Test voranzustellen der die Anwendung der aufwendigeren Operationen auf
schiebt Ein solcher Test erfolgt mit einem Teil der in den beteiligten Strukturen




 Im IBMDM nimmt
diese Restriktion die Form einer kontextfreien Grammatik an die aus der HPSG
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valenz zwischen der durch die Restriktion beschriebenen Sprache und der vollen
HPSG zu fordern da jede durch die Restriktion lizensierte Struktur nachtr

aglich
gegen die gesamten in der Grammatik kodierten Beschr

ankungen getestet wird
Zum anderen besteht die M

oglichkeit den Zeitpunkt zur Durchf

uhrung des zwei









osen der Strukturen nach einem Erfolg der Restriktion sein oder ein Auf





ebenso wie ein Durchl

osen nach Aufbau einer denierten Teilkonstituente
Sowohl hinsichtlich dieser Frage als auch bez

uglich der in die Restriktion aufzu




artig besteht die Restriktion aus den syntaktischen HeadWerten sowie





oglicht eine sehr restriktive
Behandlung leerer Elemente da bereits die in der Restriktion kodierte Informa
tion Aussagen dar

uber macht ob und wenn ja mit welcher Art Spur ein Zeichen
kombiniert werden kann
Jedes dieser Merkmale wird als Vektor kodiert dessen bits jeweils eine von elf
paarweise disjunkten Klassen von syntaktischen HeadTypen repr

asentieren und








Beispiel fuer einen HeadVektor in der Restriktion
	nonononoXXnonononono
In dem obigen Beispiel wird Kompatibilit

at mit lediglich zweien der elf Klassen
kodiert 	die bits  und  beispielsweise stehen f

ur nite bzw innite Verben Auf
diese Art erlaubt die Kodierung der Restriktion Unterspezikation  die Anzahl
der kontextfreien Regeln w

are ohne diese M

oglichkeit unhandhabbar gro
Diese Art der Kodierung wird nun an zwei unterschiedlichen Stellen angewendet
 Zum einen werden die durch die Grammatik lizensierten lokalen B

aume als
Restriktion kodiert Die Anzahl der in diesem Schritt gebildeten B

aume
bewegt sich in der Gr

oenordnung    Jeder dieser B

aume wird als
Regel interpretiert Diese Regeln stellen wie oben erw

ahnt detailierte An
forderungen an Kategorie Valenz und Modikationsinformation der betei
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Dar

uberhinaus erlauben sie einen ezienten Subsumtionscheck der f

ur die
Verarbeitung im ChartParser von groer Wichtigkeit ist
 In

ahnlicher Weise wird das Lexikon abgebildet auf eine Menge von vollen
HPSGStrukturen und den dazugeh

origen Restriktionen Da sich in HPSG
sehr detailierte Angaben

uber die Struktur leerer Elemente die ein lexika
lischer Eintrag evtl lizensiert machen lassen wird auch diese Information
oline berechnet und zusammen mit den den Spuren zuzuordnenden Re
striktionen im Lexikon kodiert
A Ausblick
Das beschriebene Vorgehen bietet sich in den folgenden Punkten als Grundlage
f

ur weitere Entwicklungen an
 Die entstehende Grammatik bietet sich f

ur eine Erweiterung um probabili
stische Bewertungen der Regelanwendungen an
 Es besteht die M

oglichkeit da bereits eine Teilmenge der in der HPSG
kodierten Beschr






ur die Weiterverarbeitung im Transfer notwendigen
Strukturen zu erzeugen
 Des weiteren ist zu ermitteln inwieweit sich

ahnliche Eigenschaften inner
halb des Paradigmas FoldingUnfolding von Merkmalsstrukturen erzielen
lassen
 Schlielich erscheint es als w

unschenswert die Wahl der in der Restriktion
enthaltenen Merkmale durch objektiv ermittelbare Kriterien  dem Ma
ihrer Restriktivit

at  zu steuern

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B Abdeckung und Performanz
Eine Absch

atzung der Abdeckung und Performanz war f

ur die experimentelle
Version des IBMDM nicht sinnvoll da diese nicht optimiert war 	keine Ber

uck
sichtigung von statistischen Eintr

agen im Worthypothesengraph keine Agenda
Pruning kein TimeMapping Der Einsatz unter realen Bedingungen ist erst
mit einer

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C Abbildungen

Abbildung  Die Vernetzung der Module im Demonstrator

Abbildung  Die linguistische Komponente im alternativen Demonstrator


