This paper proposes a new similarity measure between basket datasets based on associations. The new measure is calculated from support counts using a formula inspired by information entropy. Experiments on both real and synthetic datasets show the effectiveness of the measure. This paper then investigates the applications of the similarity measure. It first studies the problem of finding a mapping between categorical database attribute sets using similarity measures. A generic approach for identifying such a mapping is proposed. The approach is implemented based on the similarity measure proposed in the paper and its performance has been evaluated and validated. Moreover, this paper also explores the applications of using the similarity measure to mine distributed datasets.
INTRODUCTION
The problem of finding all frequent associations among attributes in categorical ("basket") databases [3] , called association mining, is one of the most fundamental and most popular problems in data mining. Formally, association mining is the problem of, given a database each of whose datasets is a subset of a universe Á (the set of all items), and a threshold value , ¼ ½, (the socalled minimum support), enumerating all nonempty Ë Á such that the proportion of the set of transactions in containing each of the elements of Ë is at least , that is, Ì Ì ¾ Ë Ì
. Such a set Ë is called a frequent itemset. (There are variations in which the task is to enumerate all frequent itemsets having certain properties, e.g. [7, 10, 16] .)
It is easy to observe that the problem has exponential-time worstcase complexity in general, because the number of sets Ë that are frequent can be exponential. An obvious upper bound on the number of candidates is ¾ Á , the cardinality of the power set of Á. A less obvious one will be
, where Ñ is the cardinality of the largest dataset in , which can be as large as .
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The fact that the problem has exponential-time worst-case complexity immediately raises the issue of finding heuristic algorithms that work well in practice. There are many practical algorithms for this problem in various settings, e.g. [4, 5, 9, 22, 23, 26, 40, 41] (see a survey by Hipp et al. [24] ) and, using the current commodity machines, these practical algorithms can be made to run reasonably quickly.
The ability of computing associations of transaction databases on off-the-shelf machines raises the question of how to apply these techniques to obtain knowledge about databases. One well-known example of such application is marketing [4] . In this paper, our focus is on similarity between attributes and databases.
Similarity is one of the central concepts in data mining and knowledge discovery. Over the years, data set sizes have grown rapidly with the advances in technology, the ever-increasing computing power and computer storage capacity, the permeation of Internet into daily life and the increasingly automated business, manufacturing and scientific processes. In order to find patterns or regularities in the data, we need to be able to describe how far from each other two data objects are [35] . Because of this we think that similarity between objects is one important concept in data mining and knowledge discovery.
In this paper, we first propose a new measure for similarity between homogeneous basket datasets based on the attribute associations. We then investigate the applications of the similarity measure. In particular, we propose a generic approach for identifying the attribute mapping between heterogeneous datasets based on the similarity measure. We also explore the usefulness of the similarity measure for distributed data mining. The rest of the paper is organized as follows: Section 2 reviews the related work and Section 3 introduces the basic concepts of association mining that are relevant to our similarity measure. Section 4 presents our similarity measure and the qualification approaches. Section 5 presents a generic approach to the problem of finding an attribute mapping between the heterogeneous datasets. Section 6 explores the applications of using similarity measure for mining distributed datasets. Section 7 presents and analyzes our experimental results and Section 8 presents our conclusion.
RELATED WORK
During the last few years, there has been considerable work in defining intuitive and easily computable measures between objects in different applications, including the work on time series and queries [13, 19, 30, 34] , dataset similarities [2, 20, 27] , attribute similarities [11, 12, 35] , and database similarities [32, 33, 38] .
Also, a general framework for comparing database objects with a certain property has been proposed [18] . Similarity measures between homogeneous datasets can be used for deviation detection [18] , data quality mining [25] ,distributed mining [33] and trend analysis.
Ganti et al. [18] propose a framework for quantifying the difference between two datasets. The central idea of their framework is to first represent the models induced by the datasets (when data mining algorithms applied on it) in terms of a structural component and of a measure component. The structural component identifies "interesting regions" and the measure component summarizes the subset of the data that is mapped to each region [18] . Various distance function can be defined within their framework. Das et al. [12] discuss internal and external measures for attribute similarity in large datasets. An internal measure of similarity between two attributes and is defined purely in terms of the values in the and columns, whereas an external measure takes into account also the data in certain other probe columns. Subramonian [38] proposed diff as a fundamental data mining primitive that captures the user's beliefs in terms of events, associated probabilities. In some sense, diff can be used as an internal probabilistic measure between two attributes. One problem of the above methods is that they do not provide any insight to automate the choice of attributes when no a priori knowledge is available. In [32] , the authors propose to measure similarities by comparing frequently occurring patterns. However, their method involves all computing all the frequent itemsets and the choice of « is also to be specified by the user.
McClean et al. [31] presented algorithms to cluster databases that hold aggregate count data on a set of attributes that have been classified according to heterogeneous classification schemes. They use the Euclidean distance and the Kullback-Leibler information divergence to calculate the distance between heterogeneous datacubes based on the correspondence graphs of the ontologies. In our work, we try to establish the attribute correspondences between heterogeneous datasets based on similarity. To the best of our knowledge, our work is the first study of such kind.
ASSOCIATION MINING AND ITEMSET LATTICE 3.1 Association Mining
We present basic concepts on association mining that are relevant to the similarity measure. The presentation here follows that of Agrawal et al. [4] . Let be a database of transactions over the at- ( ) find all nonempty itemsets such that ×ÙÔ ´ µ .
Here an itemset that satisfies the condition, ×ÙÔ ´ µ , is called a frequent itemset or a frequent item association.
Itemset Lattice
Given a database of transactions over the attribute set Á and a minimum support , the set, Ä, of all itemsets that are frequent (with respect to the minimum support ) forms the set lattice in the following sense: (*) for all itemsets and , if is properly contained in and ¾ Ä, then ¾ Ä.
Such a lattice is called the itemset lattice [42] . Figure 1 shows an itemset lattice over four items. This subset (or lattice) property enables us to enumerate all frequent itemsets using only maximal frequent itemsets, where an itemset is a maximal frequent itemset (MFI) if is frequent and no itemsets that properly contain are frequent. Note that every frequent itemset is a subset (not necessarily proper) of a maximal frequent itemset.
NEW SIMILARITY MEASURE

The Similarity Measure
One approach to comparison of databases is to compare the probability distributions under which the databases are generated. However, estimating the probability distributions can be a difficult task due to the dimensionality of the data.
As we discussed in Section 3.2, the "lattice" property of the frequent itemsets allow the MFIs as the concise representation of the frequent patterns. MFIs then can be used to approximate the underlying distribution [28] . Various methods have been proposed to compute efficiently the maximal frequent itemsets [21, 8] . Here we propose a new measure based on the set of maximal frequent itemsets, which is inspired by information entropy. The number of MFIs usually is much smaller than the number of frequent sets. The measure is a natural extension of two previously presented measures based on MFIs. First, it is an extension of the measure in [32] ,
where «, ¼ « ½, is a scaling parameter that has a default value of ½ and can be modified to reflect the significance the user attaches to variations in supports.
Second, it is an extension of the similarity measure based on Greatest Common Refinements (GCR) in [18] . 1 After calculating the GCR, the similarity is calculated as Ë Ñ´ µ ´ ´ µµ (2) where and are the support counts of the th element of GCR in the datasets and , respectively, is the aggregate function, and is the difference function.
Statistical Qualification Approaches
After calculating similarity we want to decide whether the two datasets have significant difference. The simplest way to do this is to set a threshold: if the similarity is greater than the threshold then the two databases have no significant difference; otherwise, they have significant difference. A more sophisticated way of doing this will be to use some statistical techniques. Here we propose two such methods.
In both approaches ½ and ¾ are thought of as generated by some probabilistic processes and bootstrapping techniques [14] are used to estimate the distribution of the similarity between two datasets generated by the same process. We then use the distribution to compute the significance of the similarity of the two datasets. How Intuitively, here we use the bootstrapping method to estimate the distribution of the similarity of two "same" datasets and, for each ¾ ½ ¾ , « is an estimate of the probability that È Ö´Ë Ñ´Ë Ì µ Ë Ñ´ ½ ¾ µµ
We then use the harmonic average of «½ «¾ to compute the significance of ½ and ¾ being similar.
In our second approach, samples are generated by bootstrapping, too. However, we use such statistical tests as the K-S test or the Chi-square test to compare the estimated distributions. 
ATTRIBUTE MAPPING FOR HETERO-GENEOUS DATABASES
When comparing two heterogeneous basket databases for similarity, difficulty lies in the fact that there may be no known correspondence between the two sets of attributes. This implies that similarity measures that are dependent on the identity of items cannot be used. Consider a situation in which a supermarket chain Å in a country is acquiring a supermarket chain Å ¼ in another country ¼ . The supermarket chain Å has significant knowledge about their customers behavior and, based on the knowledge, many sales strategies have been devised. Now Å wishes to use the existing knowledge and strategies for Å ¼ . However, the two countries and ¼ have significant demographical, cultural, and geographical differences, so the things that are sold at Å are not sold at Å ¼ and vice versa. Also, for some items that are sold at both supermarkets, their sales patterns are totally different. There are a small number of items that Å knows of the existence of exact matches at Å ¼ . The question is whether it is possible to identify more correspondences using those known matches.
There is a naive way of establishing a mapping between heterogeneous datasets: Sorting the attributes in the decreasing order of their supports and matching the attributes with the same rank. However, this approach doesn't take the correlations between the attributes into consideration. Here we propose a generic approach of building such a mapping using similarity measures. Of course, it may be impossible to find the exact match for every item. So, a threshold , ¼ ½, is given such that we have only to find exact matches for at least of the items at Å. This can be viewed as the problem of finding a partial one-to-one mapping of at least of attributes in Å to those in Å ¼ so that the databases consisting solely of those matching items are the most similarity. Here the constraint is that the known matches need to be preserved.
More formally, the problem can be stated as follows. Let Ë be a given similarity measure between two homogeneous databases. We also use the attribute supports to reduce the search space, by assuming that the difference of the supports of the two matching attributes should be small. The generic approach is presented in Figure 2 .
Step 1 Identification Identifying the common attributes of the two datasets. The differences of the supports of the common attributes in the two datasets should less than .
Step 2 Initialization
For each , ½ Õ, define ´ µ Á . Set to Ã.
Set to Ä.
Step 3 Extension
Repeat the following until the halting condition is met. ℄´Ù Úµ , the weight is set to a fixed negative value, for example, ½. To find multiple maps at a time, we can apply an algorithm for finding maximum-weight bipartite matching [15, 17, 29] and then identify those edges selected as maps. Note that no edges having a negative weight will be chosen in a matching. So, the higher the cut-off value, the less the number of maps identified. The method can be terminated either when every edge of the graph has a negative weight or when the requirement Á is met.
MINING DISTRIBUTED DATASETS
Large business organizations with nation-wide or international interests usually rely on a distributed database (homogeneous or heterogeneous) to store their transaction data. In the case where the database parts are homogeneous, the databases can be thought of as multiple data sources with a common structure. It is natural to think of analyzing this database by integrating many parts together. Standard methods for analyzing such distributed, homogeneous databases involve combining the individual databases into a single logical entity before analyzing it. The problem with this approach is that the data contained in each individual database may have totally different characteristics. Such differences can be alluded to the geographical differences in the locations and/or to the the demographical differences in the customers. Moreover, this approach may lead to large communication cost and considerable central storage requirements. On the other hand, mining each individual dataset may result in too many spurious patterns. A more reasonable approach to integrating database parts would be to use clustering of databases based on their similarity. Then we apply the data mining techniques for each resulting cluster.
In a more general setting, similarity measures can be used to determine whether we want to integrate the distributed datasets or not. As we will demonstrate in Section 7.4, if two homogeneous datasets are not "similar," then combining them will degrade the performance of the mining algorithms.
EXPERIMENTAL RESULTS
This section provides our experimental evaluations of the similarity measure and the attribute mapping approach. Also we demonstrate the usefulness of the similarity measure for mining distributed datasets.
Setup
All the experiments (association generation, similarity computation) were performed on DECStation 4100s containing four 600MHz Alpha 21164 processors, with 256MB of memory per processor.
Tests on Homogeneous Datasets
In this section, we present our experimental results on computing the similarity between homogeneous datasets.
Tests on Synthetic Datasets -Part 1
To model distributed market basket data four different synthetic datasets were generated. For generation, the procedure described in [5] was used, which is said to mimic the transactions in a retailing environment. Table 1 shows the databases used and their properties. In the rest of the paper, we use T .I .L .P .M to refer to a dataset having transactions, items, average transaction size , MFIs, and average MFI size . Table 2 shows the similarity result at support ¼ ± 2 . For each database, we randomly split each database into three parts (denoted by the subscripts , , and ).
The efficacy of our similarity measure was first illustrated by clustering homogeneous distributed datasets. For this experiment the synthetic datasets described earlier were used as a start point and Figure 3 shows the result of the experiment. Clearly, the datasets from the same origin are merged first. Given four as the desired number of clusters, the merging stops right after combining all the datasets from the same generation pool into single clusters and leaving apart those from different pools highlighting the importance of clustering datasets before mining for rules.
Tests on Synthetic Datasets -Part 2
We also tested the similarity measure by mixing two databases, Á , a Ì ½¼¼ Á ¼¼ Ä È ¿¼¼¼ Å database, and ÁÁ , a Ì ½¼¼ Á ¼¼ Ä È ¾¼¼¼ Å database. We generated seven databases by mixing the two as shown in Table 3 , where in the sequence , ½ , the proportion of the data from ÁÁ is gradually increased from ½¼± to ¼±. The similarity between each of these seven databases and each of Á and ÁÁ is calculated using two minimum support values, ¼ ± and ½ ¼± (see Table 4 ).
Since the presence of ÁÁ is ramped up, it was anticipated that the becomes more similar to ÁÁ and more different from Á as increases. The results seem to confirm our anticipation.
proportion from Á proportion from ÁÁ Á 
Statistical Qualifications
Here we evaluate our statistical qualification approaches. Using the methods described in [5] we first generated two datasets:
Ë½, a Ì ¾¼¼ Á½¼¼¼ Ä È ¿¼¼¼ Å database, and Ë¾, a Ì ¾¼¼ Á½¼¼¼ Ä È ¼¼¼ Å¿ database. We then generated Ë¿ by combining ¼± of Ë½ and ½¼± of Ë¾. Then we computed the similarity between Ë½ and Ë¿: Ë Ñ´ Ë½ Ë¿µ was ¼ ½ with the minimum support of ½ ¼±. Then we applied our bootstrapping tests to test whether Ë½ and Ë¿ are similar or not. We set Ñ ¿¼ Ò ¼ as suggested in [14] . 
Real Datasets
We applied our similarity measure on the database of articles in Theoretical Computer Science and related areas [36] , which consists of ¾ ½¼ entries.
We removed stop words and then applied words stemming operations to eliminate ambiguity. Then we computed the frequency of each remaining word. We selected the top ¼¼ frequent words and transformed the original dataset into a categorical database according to the occurrence of these 500 words. We also divided the datasets into subsets according to the year and the names of the publication.
3 Tables 5 and 6 show the similarity results of the article collections of different years and different publications. It can be seen from Table 5 
Attribute Mapping of Heterogeneous Databases
Next we tested our attribute mapping method. We first generated a database À¼ [5] having ten items, A, B, , J, and ½¼ ¼¼¼ transactions. Then we sampled À¼ twice to generate À½ and À¾ we computed using our attribute mapping between À ¼ ½ and À¾.
The mapping was correctly identified. Table 7 gives the similarity results at support ¼ ±, 
Attribute Mapping Between Two Venues
Here we compared two venues, FCT (Foundations of Computing Theory) and IEEEPDS (IEEE Parallel and Distributed Systems). We established a mapping between the frequent words of the two conferences. FCT is a theory conference and IEEEPDS is a systems conference, so it is anticipated that they have different sets of frequent words. After applying the generic approach described in Section 5, we identified the common words (roots): algorithm, graph, comput-, gener-, system, process, and problem. We then established the mapping between the rest of the words as shown in Table 8 .
The similarity between the two conference data is 0. 
Applications on Mining Distributed Datasets
In this section, we present the experiments to demonstrate the usefulness of our similarity measure for mining distributed datasets.
Clustering Synthetic Distributed Datasets
In general, clustering algorithms achieve better results on larger datasets if the noise level is the same. Intuitively, adding similar data into datasets would help to improve clustering results. However, if the additional data are not similar to the ones in datasets, integrating the additional data may inject noises. Thus a similarity measure can be used to determine whether the distributed datasets should be integrated or not, as described in Section 6. We examined the performance of clustering by combining two databases while comparing the two using our similarity measure. Here we describe the results of our experiment.
We used the method described in [1] to generate synthetic distributed datasets. The first data set, Ë½, had ½ ¼¼¼ data points in a ¾¼-dimensional space, with Ã . All input clusters were generated in a -dimensional subspace. Approximately ± of the data points was chosen to be outliers, which were distributed uniformly at random throughout the entire space.
The translation scheme in [37] can be used to discretize continuous attributes. In our experiments, we use a translation method which combines the scheme in [37] with the idea of CMAC [6] .
In the new method, each dimension is divided into several overlapped segments, e.g. 0-1, 0.5-1.5, 1-2, 1.5-2.5, 2-5. An attribute is translated to a binary sequence having bit-length equal to the number of the overlapped segments, where each bit position represents whether the attribute belongs to the corresponding segment.
In the above example, the data 1.2 is translated into the binary string 01100. Here we mapped all the data point into a binary space with
The second data set Ë¾ having ½ ¼¼¼ data points was generated using the same seeds with a random shift. We randomly divided Ë½ into Ë½½ and Ë½¾ and Ë¾ into Ë¾½ and Ë¾¾, thereby generated four distributed datasets.
To measure the performance of clustering on these sets, we used the confusion matrix, described in [1] . The entry´Ó µ of a confusion matrix is the number of data points assigned to the output class Ó and generated from the input class . We also used the recovering rate [43] as a performance measure of clustering, defined as ½ À´Á Çµ À´Áµ ÅÁ´Á Çµ À´Áµ where ÅÁ´Á Çµ is the mutual information between the input map Á and the output map Ç. If a clustering algorithm correctly recovers the input clusters, the recovering rate is ½. We used the clustering algorithm presented in [43] . Here A, B, C, D, and E are the input clusters, 1, 2, 3, 4, and 5 are the output clusters, and O is the collection of outliers.
We performed clustering on Ë½½, on Ë¾½, on the join of Ë½½ and Ë½¾, on the join of Ë¾½ and Ë¾¾, and on the join of Ë½½ and Ë¾½. The confusion matrices of these experiments are shown in Tables 9-13 Table 14 . We observe the following: since the similarity between Ë½½ and Ë¾½ is low, the integration of the two sets led to lower recovering rate, since Ë½½ and Ë½¾ are "similar" the clustering result was better when they were combined, and since Ë¾½ and Ë¾¾ are "similar" the clustering result was better when they were combined.
Heart Disease Database
Here we demonstrate the usefulness of our similarity measure on a classification problem of real distributed datasets. As we discussed OutputÒInput   A  B  C  D  E  O  1  189  0  0  0  0  1  2  0  206  0  0  0  12  3  0  0  0  0  221 12  4  0  0  164  0  0  16  5  0  0  0  166  0  13 [39] . These databases have been widely used by researchers to develop prediction models for coronary diseases. In this experiment, we used these real distributed datasets to illustrate the usefulness of the similarity measure.
The similarity values between these datasets are shown in Table 15 . As in Section 7.4.1, we transformed the dataset into basket datasets (missing values are replaced with random values). The self-similarity of each dataset is measured using the similarity between two random samples of the dataset, where one sample had the size of ¼± of the original set and the other had ¿¼±. Table 16 presents the accuracy results of using decision tree techniques to build the prediction model. To do this, we first randomly split each dataset into two: ¼± for building models and ¿¼± for testing. In the diagonals, each training data is used to build a prediction model and the performance of the model is tested on its own test data. In the off-diagonals, the model is built using the join of the training data specified by the row and the training data specified by the column and is tested on the test data specified by the row.
Note that the similarity between CCF and VAMC is very low and so combining these two sets degraded the performance of the prediction model significantly. The CCF-row shows that the prediction accuracy on the CCF data was decreased from ± to ½ ± when the VAMC data was added to the CCF data. The VAMClow shows that the prediction accuracy on the VAMC data was decreased from ± to ¾ ± when the CCF data was added to the VAMC data. The self-similarity of the VAMC data is low, only ¼ ¾. This seems to suggest that the VAMC data may not be coherent 4 . In fact, the prediction accuracy of the decision tree built from the training set of the VAMC data is ±. The similarity between the HIC data and the VAMC data and the similarity between the ZB data and the VAMC data are, respectively, ¼ ½ It is partially because there is a large amount of missing data in VAMC.
entries out of (¾¼¼ ¢ ½¿) are missing. and ¼ . These values are much greater than the self-similarity of the VAMC data, ¼ ¾. So, one can think that combining the VAMC data with either the HIC data or the ZB data will improve the prediction accuracy, which was proven correct. The accuracy was increased from ± to ¾ ¾¾±, in both cases. The selfsimilarity of the ZB data is very high, ¼ ¿ , and this seems to suggest that the ZB data are coherent and that the prediction accuracy of the decision tree built from the ZB data is as high as ¼±.
The similarity between each of the other datasets and the ZB data is much smaller than ¼±. Thus, combining the other data with the ZB data will not improve the prediction accuracy. Our similarity tests confirmed this expectation. 
Ë½½
CONCLUSIONS
In this paper we proposed a new measure for similarity between basket datasets based on the maximal frequent itemsets. We also proposed a generic approach for identifying the attribute mapping between heterogeneous datasets. Experiments on both real and synthetic datasets show the effectiveness of the measure and the approach. Moreover, this paper also explores the applications of using the similarity measure to mine distributed datasets.
