Abstract. The goal of partial evaluation is the specialization of programs w.r.t. part of their input data. Although this technique is already well-known in the context of functional languages, current approaches are either overly restrictive or destroy sharing through the specialization process, which is unacceptable from a performance point of view. In this work, we present a new partial evaluation scheme for first-order lazy functional programs that preserves sharing through the specialization process and still allows the unfolding of arbitrary functions.
Introduction
Partial evaluation [7] is an automatic technique for the specialization of programs. This technique has already been developed for a variety of programming languages, like C [4] , Curry [12] , Prolog [9] , Scheme [13] , etc.
In this work, we focus on a problem associated to the partial evaluation of lazy functional languages. In these languages (e.g., Haskell [10] ), it is essential to share program variables in order to avoid losing efficiency due to the repeated evaluation of the same expression. Consider, e.g., the following program excerpt:
= Z sumList(x : xs) = add(x, sumList(xs)) incList(n, [ ])
= [ ] incList(n, x : xs) = add(n, x) : incList(n, xs) add(Z, m) = m add(S(n), m) = S(add(n, m))
where function sumList sums the elements of a list, incList increments the elements of a list by a given number, and add performs the addition of two natural numbers. Now, consider a partial evaluation of the following function call: sumList(incList( e , Z : Z : [ ])), where e is any arbitrary expression:
sumList(incList( e , Z : Z : [])) ⇒ sumList(add( e , Z) : incList( e , Z : []))
Note that, although the expression e appears twice, it will only be evaluated once in current lazy programming languages since the two occurrences of variable n in the second rule of function incList are shared. If we build a residual rule-a resultant-associated to the above partial evaluation, we would get the rule new function(. . .) = sumList(add( e , Z) : incList( e , (Z : [ ])))
Now, however, if we evaluate new function using the above rule, the expression e will be evaluated twice since both occurrences are not shared anymore, which is unacceptable from a performance point of view.
Current partial evaluation schemes for lazy functional (logic) languages have mostly ignored this point. 4 Usually, partial evaluators include a restriction so that the unfolding of functions whose right-hand side is not linear (i.e., whose right-hand side contains multiple occurrences of the same variable) is forbidden.
In this work, we present an alternative to such trivial, overly restrictive treatment of sharing during partial evaluation. In particular, we would like to produce a residual rule of the following form:
In this way, the two occurrences of the fresh variable w would be shared and e would not be evaluated twice. In principle, one could define a post-unfolding phase where, given a partial evaluation e 0 ⇒ e 1 ⇒ . . . ⇒ e n , every occurrence of a common subexpression e in e n would be replaced by a fresh variable w and a new let of the form let w = e in . . . would be added. However, if the semantics used for partial evaluation does not model sharing, the identification of common subexpressions would be rather difficult because their degree of evaluation need not be the same.
In contrast, here we present a novel method which is based on a lazy semantics [1] that models variable sharing by means of an updatable heap, which is appropriately extended in order to perform symbolic computations. Then, we also define how residual rules should be extracted from these symbolic computations. For simplicity, we will not introduce the details of a complete partial evaluation scheme (but it would be similar to that of [2] by replacing the underlying partial evaluation semantics and the construction of residual rules from partial computations, i.e., control issues would remain basically unaltered).
Preliminaries
We consider in this work a simple, first-order lazy functional language. The syntax is shown in Fig. 1 , where we write o n for the sequence of objects o 1 , . . . , o n . A program consists of a sequence of function definitions such that the left-hand side has pairwise different variable arguments. The right-hand side is an expression
p1, p2, p3, . . . ∈ Pat (Patterns) p ::= c(x1, . . . , xn) (pattern) composed by variables, data constructors, function calls, let bindings (where the local variables x k are only visible in e k and e), and case expressions of the form Observe that, according to Fig. 1 , the arguments of function and constructor calls are variables. As in [8] , this is essential to express sharing without the use of graph structures. This is not a serious restriction since source programs can be normalized so that they follow the syntax of Fig. 1 (see, e.g., [8, 1] ).
Laziness of computations will show up in the description of the behavior of function calls and case expressions. In a function call, parameters are not evaluated but directly passed to the body of the function. In a case expression, the outermost symbol of the case argument is required. Therefore, the case argument should be evaluated to head normal form [6] (i.e., a variable or an expression with a constructor at the outermost position).
Partial Evaluation of Lazy Functional Programs
The main ingredients of our new proposal which preserves sharing through the specialization process are the following: i) partial computations are performed with a lazy semantics that models sharing by means of an updatable heap (cf. Sect. 3.1); ii) this semantics is then extended in order to perform symbolic computations during partial evaluation (cf. Sect. 3.2); and iii) we introduce a method to extract residual rules from partial computations (cf. Sect. 3.3).
The Standard Semantics
First, we present a lazy evaluation semantics for our first-order functional programs that models sharing. The rules of the small-step semantics are shown in Fig. 2 (they are a simplification of the calculus in [1] , which in turn originates from an adaptation of Launchbury's natural semantics [8] ). It follows these naming conventions:
where f (yn) = e ∈ P and ρ = {yn → xn}
where ρ = {x k → y k } and yn are fresh variables case
where pi = c(yn) and ρ = {yn → xn}, with i ∈ {1, . . . , k} A state of the small-step semantics is a triple Γ, e, S , where Γ is the current heap, e is the expression to be evaluated (often called the control of the smallstep semantics), and S is the stack which represents the current context. We briefly describe the transition rules:
-In rule var, the evaluation of a variable x that is bound to an expression e proceeds by evaluating e and adding to the stack the reference to variable x. If a value v is eventually computed and there is a variable x on top of the stack, rule val updates the heap with x → v. This rule achieves the effect of sharing since the next time the value of variable x is demanded, the value v will be returned thus avoiding the repeated evaluation of e. -Rule fun implements a simple function unfolding. We assume that the considered program P is a global parameter of the calculus and that the variables of the rule are fresh in every application of rule fun. -In order to reduce a let construct, rule let adds the bindings to the heap and proceed with the evaluation of the main argument of let. Note that the variables introduced by the let construct are renamed with fresh names in order to avoid variable name clashes. -Rule case initiates the evaluation of a case expression by evaluating the case argument and pushing the alternatives {p k → e k } on top of the stack. If a value is eventually reached, then rule select is used to select the appropriate branch and continue with the evaluation of this branch.
In order to evaluate an expression e, we construct an initial state of the form [ ], e, [ ] and apply the rules of Fig. 2 . We denote by ⇒ * the reflexive and transitive closure of ⇒.
The Partial Evaluation Semantics
To perform partial computations in a functional context, missing data is usually denoted by free variables. Therefore, the semantics of Fig. 2 is not appropriate to perform computations at partial evaluation time. Here, we follow the approach of [3] and introduce a residualizing version of the standard semantics as follows.
First, logical variables are used to represent missing information. In a heap Γ , a logical variable x is represented by a circular binding x → x such that Γ [x] = x. Now, they are also considered values in rule val.
In the new semantics, we assume that the rules of the semantics are applied until no more rule is applicable. The termination of partial computations is ensured by using function annotations. 5 Basically, annotated functions-we use an underscore to annotate function calls and case expressions-should not be unfolded in order to have a finite computation. 6 Underlined function calls and case expressions are also treated as values in rule val.
Because of the introduction of the new "values" (logical variables and annotated functions and cases), rule select does not suffice anymore to evaluate a case expression whose argument reduces to a value. Therefore, we introduce the following new rules, which are shown in Fig. 3: -First, rule fun stop applies when the argument of a case expression evaluates to an annotated function call f (x n ). The current stack, x : {p k → e k } : S, means that the original case expression had the form case x of {p k → e k }, so that x was eventually reduced to f (x n ). In this case, we annotate the original case expression, update the binding for x, and return the annotated case expression. Intuitively, once an annotated function call suspends the computation, we should reconstruct the context in the heap and terminate the computation. -Rule case stop proceeds in a similar way, the only difference being that the computed value is now an annotated case expression. -Rule guess applies when the argument of a case expression reduces to a logical variable (i.e., to some missing data). Here, rather than suspending the computation, we return the annotated case expression, which can then be reduced by rules case of case and residualize, depending on the current stack.
fun stop
where pi = c(xni), ρi = {xni → yni}, yni are fresh, with p i = ρi(pi), and e i = ρi(ei), for all i = 1, . . . , k
Fig. 3. Partial Evaluation Rules
-Rule case of case (originally introduced in the context of deforestation [14] ) is used to reduce a case whose argument is another case with a logical variable as argument. This rule moves the outer case to the branches of the inner case. Intuitively, it is used to lift case expressions with a logical variable, i.e., nondeterministic choices, to the topmost position so that rule residualize applies. Essentially, rule residualize residualizes the case expression (i.e., it is already considered part of the residual code) and continue with the evaluation of the different branches. Note that bindings of the form x → p i , i = 1, . . . , k, are applied to the different branches so that information is propagated forward in the computation. As in rule let, we rename the variables of the case patterns to avoid variable name clashes, so that p i and e i denote the renaming of p i and e i , respectively. Moreover, since the pattern variables of p i are not bound in e i , we add them to the heap as logical variables, i.e., as circular bindings of the form x ni → x ni .
Note that the new rules are basically required in order to deal with missing information and annotated function calls. The preservation of sharing through the specialization process is achieved thanks to the use of a standard semantics that models sharing.
Observe that, if we apply the rules of the partial evaluation semantics as much as possible, every state Γ, e, S in the derived expression (if the computation does not fail) would have an empty stack. This is an easy consequence of the fact that every function and case expression is either reduced, annotated or residualized, so that an empty stack is finally obtained.
[ ], The following simple example illustrates the way our new semantics deals with sharing in a partial computation. Example 1. Consider the following simple program:
we have the computation shown in Fig. 4 . Note that, thanks to the use of the partial evaluation semantics, we can evaluate the considered expression as much as needed but we still keep track of shared expressions in the associated heap.
Extracting Residual Rules
Now, we consider how residual rules are extracted from the computations performed with the semantics of Fig. 2 and 3 . Definition 1 (resultant). Let P be an annotated program and e be an expression. Let [ ], e, [ ] ⇒ * e be a computation with the rules of Fig. 2 and 3 such that e is irreducible. The associated resultant is given by the following rule:
where f is a fresh function symbol, 7 x n are the logical variables of e, function del removes the annotations (if any), and the function [[ ]] is defined as follows:
Here, Γ represents the set of bindings stored in Γ except those for x n (which are now the parameters of the new function) as well as those which depend on x n .
Let us illustrate the extraction of a residual rule with an example.
Example 2. Consider the computation of Example 1 shown in Fig. 4 . The associated resultant is as follows: Observe that sharing is preserved despite the unfolding of a function which is not right-linear (i.e., double). Note also that inlining the let expression (i.e., replacing all occurrences of w by double(x)) would destroy this property since double would be evaluated twice, once as an argument of the case expression and another one when selecting the corresponding case branch.
Correctness
The correctness of our approach to the partial evaluation of first-order lazy functional programs relies on two results. On the one hand, one should prove that the partial evaluation semantics is somehow equivalent to the standard one. Basically, this means that, given a computation with the partial evaluation semantics, e ⇒ * e , it represents every possible computation with the standard semantics (i.e., the only difference is that non-deterministic branching is encoded by means of residualized case expressions). A similar proof (though for the simpler LNT semantics without sharing) can be found in [3] .
Regarding the extraction of resultants from computations with the partial evaluation semantics, its correctness can easily be proved by exploiting previous results and the clear operational equivalence between a configuration of the form Γ, e, [ ] and an expression like let Γ in e.
