We consider a class of continuous planar processes called "semimartingales on rays", and develop for them a change-of-variable formula involving quite general classes of functions. Then we restrict our scope to diffusions of this type in Walsh's fashion -i.e., the rays are chosen at the origin according to a fixed probability measure. We develop results on the existence and uniqueness of these "Walsh diffusions" up to an explosion time, as well as on their asymptotic behavior and the test for explosions in finite time.
Introduction and Summary
A pathwise construction was given recently by ICHIBA, KARATZAS, PROKAJ & YAN (2015) in [8] for so-called "WALSH semimartingales" on the plane. A typical such process is a two-dimensional continuous semimartingale, whose motion away from the origin follows a one-dimensional "driver semimartingale" U(·) along rays emanating from the origin. Once at the origin, the process chooses a new ray for its voyage randomly, according to a given probability measure on angles.
When the driver U(·) is a Brownian motion, this WALSH semimartingale becomes the renowned "WALSH's Brownian motion", introduced by WALSH (1978) in the epilogue of [12] and studied by BARLOW, PITMAN & YOR (1989) in [1] , as well as by many other authors after them.
ICHIBA, KARATZAS, PROKAJ & YAN (2015) established in [8] stochastic integral equations that the constructed "WALSH semimartingales" satisfy, as well as additional properties on the singular nature of the resulting process at the origin. Taken together, these equations and properties gave a FREIDLIN-SHEU-type change-of-variable formula for any processes satisfying them.
A Stochastic Calculus for Semimartingales on Rays
Throughout this work, whenever we have a function f defined on a subset of R 2 , we will write "f (r, θ)" to mean its expression in polar coordinates. For example, we have f (r, θ) = f (x) where x = (r cos θ, r sin θ) in Euclidean coordinates. We also note that the polar coordinates (0, θ), θ ∈ [0, 2π) are identical and identified with 0 ∈ R 2 . Therefore, whenever we define a function f via polar coordinates as f (r, θ) , we must make sure f (0, θ) ≡ f (0) is constant.
We shall write arg(x) ∈ [0, 2π) for the argument of a generic vector x ∈ R 2 \ {0} .
Semimartingales on Rays
We first define on the plane the so-called "tree-metric", which is closely related to the property of "moving along rays". Then we consider a class of processes called "semimartingales on rays"; this class includes the WALSH semimartingales that will be studied later in this section.
Definition 2.1. We define the tree-metric (cf. [5] , [7] ) on the plane as follows:
̺(x 1 , x 2 ) := (r 1 + r 2 ) 1 {θ 1 =θ 2 } + |r 1 − r 2 | 1 {θ 1 =θ 2 } , x 1 , x 2 ∈ R 2 (2.1)
where (r 1 , θ 1 ) , (r 2 , θ 2 ) are the expressions in polar coordinates of x 1 and x 2 , respectively. We shall use the tree-topology to denote the topology on the plane induced by the tree-metric.
Remark 2.1. It is easy to check that the recipe of (2.1) defines well a metric on the plane. Clearly, the distance in the tree-metric between two points on the plane, is the shortest distance of going from one point to the other along rays emanating from the origin. Therefore, the tree-topology is stronger than the usual topology on the plane. Proof. Clearly, showing that t → arg(x(t)) is constant is equivalent to showing that t → x(t) x(t) is constant. By way of contradiction, let us assume that x(t) = 0 holds for all t ∈ [t 1 , t 2 ] but
is not constant on [t 1 , t 2 ] .
From Remark 2.1, the function x : [0, ∞) → R 2 is also continuous in the usual sense. Thus t →
x(t) x(t)
is continuous on [t 1 , t 2 ] in the usual sense, so we have x(t 3 ) x(t 3 ) = x(t 1 ) x(t 1 ) for t 3 := inf t ≥ t 1 : x(t) x(t) = x(t 1 ) x(t 1 ) < t 2 .
It follows that, there exists {t (n) } ∞ n=1 ⊆ (t 3 , t 2 ] such that t (n) ↓ t 3 and
, therefore also arg(x(t (n) )) = arg(x(t 3 )) . We have then ̺(x(t (n) ), x(t 3 )) = x(t (n) ) + x(t 3 ) ≥ x(t 3 ) > 0 , contradicting the continuity of x(·) in the tree-topology.
Proposition 2.1 shows that any process which is continuous in the tree-topology does not change the ray along which it travels when away from the origin; any such change to a new ray can happen only at the origin.
Definition 2.2. Semimartingales on Rays:
Let U(·) be a one-dimensional continuous semimartigale on a filtered probability space (Ω, F , P), F = {F (t), 0 ≤ t < ∞} that satisfies the "usual conditions", i.e. F is right-continuous and F (0) contains every P−negligible event.
We say that a two-dimensional process X(·) is a semimartingale on rays driven by U(·) , if: (i) It is adapted, and is continuous in the tree-topology.
(ii) Its radial part X(·) is the SKOROKHOD reflection (cf. Section 3.6.C in [9] ) of U(·) , i.e.
X(t) = U(t) + Λ(t) ,
where Λ(t) = max
Remark 2.2. We do not assume explicitly that X(·) is a two-dimensional semimartingale in Definition 2.2-apparently, only its radial part X(·) is seen in (2.2) to be a semimartingale. But X(·) indeed turns out to be a semimartingale, thanks to the assumption of continuity in the treetopology. This fact is implied by the general result of Theorem 2.1 below. Therefore, we still use the terminology "semimartingale on rays" here, leaving it somewhat unjustified at this moment.
g ′′ θ (y)dy . Then (ii), (iii) and (iv) of Definition 2.3 will imply the required measurability and boundedness.
(ii) By the second claim of (i), the function g is continuous at the origin in the tree-topology. The continuity at other points can be implied by (i) of Definition 2.3.
Clearly, the class D includes the class of functions in Definition 4.1 in [8] . In contrast to (iv) of that definition, which assumes the derivatives to be locally bounded, here we only assume some boundedness near the origin. The reason why this will suffice is implied by the following two lemmas, which provide the key to the main result of this section, Theorem 2.1. Then for any semimartingale on rays X(·) in the context of Definition 2.2, we have 
To prove Lemma 2.1, let us recall the (right) local time L Ξ (T, a) accumulated at the site a ∈ R during the time-interval [0, T ] by a generic one-dimensional continuous semimartingale
By the theory of semimartingale local time (e.g., section 3.7 in [9] ), for every BOREL-measurable
holds a.e. on the underlying probability space. If, in addition, Ξ(·) is nonnegative, then this local time admits the representation
From now on, we will always write "L
Proof of Lemma 2.1: By condition (ii) of Lemma 2.1, we have f (x) ≤ c( x ) whenever x ∈ R 2 and x ≤ η . In conjunction with (2.4) and (2.2), we have
We claim that for P−a.e. ω ∈ Ω , this last expression is finite for all 0 ≤ T < ∞ . Indeed, by the theory of local time, the mapping r → L X (T, r, ω) is RCLL (i.e. right-continuous with left limits) everywhere, hence bounded on [0, η] , ∀ 0 ≤ T < ∞ , for P−a.e. ω ∈ Ω . Now the integrability of c gives the finiteness.
• Let us define for every ε > 0 the stopping times τ ε −1 ≡ 0 , τ ε 0 := inf t ≥ 0 : X(t) = 0 and
recursively, for ℓ ∈ N 0 . With Θ(·) := arg(X(·)) , we have on the other hand
We have used (2.2) for the first equality, Proposition 2.1 for the second, and (2.4) for the third. Moreover, for P−a.e. ω ∈ Ω , the mapping r → L X (T, r, ω) is supported on [0, M(T, ω)] because of (2.3), thus we have the last equality.
We claim that the last expression above is a.e. finite. Indeed, r → L X (T, r, ω) is a.e. bounded on [0, M(T, ω)] similarly as before; thus, by condition (i) of Lemma 2.1, each integral in the last expression is a.e. finite. Moreover, the set {ℓ : τ η 2ℓ+1 < T } is a.e. finite, otherwise the continuity of the path t → X(t, ω) would be violated. The finiteness of the claim follows.
With all the considerations above, Lemma 2.1 is seen to have been established.
Proof of Lemma 2.2:
The claim (ii) is a direct consequence of Lemma 2.1 and Definition 2.3. To prove the claim (i), we define h :
Note that this function h is well-defined, because h(0, θ) ≡ 0 . Since θ → g ′ θ (0+) is bounded by Definition 2.3, it suffices to show
We claim that the function h is continuous in the tree-topology. Indeed, we have |h(r, θ)| ≤ r 0 c(y) dy whenever r ≤ η , where c :
is an integrable function as in Definition 2.3 (iv). This clearly gives the continuity of h at the origin. The continuity at other points is implied by the continuity of the function r → g ′ θ (r) for every fixed θ ∈ [0, 2π) . Since X(·) is continuous in the tree-topology, we deduce that h X(·) is a continuous process, and the result of (2.7) becomes apparent. Now we can state and prove the main result of this section, a generalized FREIDLIN-SHEU-type identity. 
is a continuous process of finite variation on compact intervals, with
(2.9) In particular, for every A ∈ B([0, 2π)) , we have g A (r, θ) := r · 1 A (θ) ∈ D , thus the process
is a continuous semimartingale.
(ii) In the context of (i), assume also that there exists a probability measure ν on the space
Then for every g ∈ D , we have that (2.8) holds with
Proof: (i) We use the similar idea as in the proof of Theorem 4.1 in [8] . With N −1 := N 0 ∪ {−1} and {τ ε k } k∈N −1 defined as in (2.6), we have the decomposition
Setting Θ(·) := arg(X(·)) , we can write the first summation above as
We have used Proposition 2.1 and the generalized ITÔ's rule (Problem 3.7.3 in [9] ; although θ = Θ(T ∧ τ ε 2ℓ+1 ) is random, a careful look into the proof of the generalized ITÔ's rule will justify the application here) for the first and the second equality, while the third one is because of (2.2) and the fact that the process Λ(·) is flat off the set {0 ≤ t < ∞ : X(t) = 0} . Now with the help of Lemma 2.2, we let ε ↓ 0 and obtain the convergence in probability
(2.14)
By Definition 2.3 and Proposition 2.2 , g(X(·)) is an adapted and continuous process. Thus the process
is also adapted and continuous, and we have by (2.13), (2.14) the convergence in probability
Recall the constant η > 0 and the function c in Definition 2.3 (iv). We have for 0 < ε ≤ η
where we have used Proposition 2.2(i) to get the term O(ε) . We also have
in probability, where we have set
and used Theorem VI.1.10 in [11] for the convergence εN(T,
This, in conjunction with (2.16) and (2.17), gives the following by taking difference:
On the other hand, with
This, along with (2.18), gives (2.9), which implies that the process V X g (·) is of finite variation on compact intervals. Thus g(X(·)) is a continuous semimartingale. The last claim of (i) now follows directly.
(ii) We need to argue that (2.11) leads to the representation (2.12). By (2.18), it suffices to show
This can be done in exactly the same way as the last part of the proof of Theorem 4.1 in [8] , and we refer to that proof for this part. With g 1 (r, θ) = r cos θ, g 2 (r, θ) = r sin θ , we know by Theorem 2.1(i) that the process X(·) of Definition 2.2 is indeed a two-dimensional semimartingale. If this X(·) satisfies also (2.11), then Theorem 2.1(ii) gives
where
The pair of equations (2.19), (2.20) are equivalent to the stochastic integral equations in Theorem 2.1 of [8] , after some slight adaptation in notation. Following the terminology there, we call such a process X(·) a WALSH semimartingale with "driver" U(·) and "angular measure" ν .
By virtue of (2.11), the measure ν captures the "intensity" of excursions of X(·) away from the origin along the rays in any given set of angles. Thus, it can be understood that, when at the origin, the process X(·) chooses the next ray for its voyage according to this measure.
A Study of Walsh Diffusions with Angular Dependence
In this section we discuss conditions under which existence and uniqueness in distribution hold for WALSH diffusions with angular dependence, up to an explosion time. In the three subsections that follow we study, respectively, the basic setting, the driftless case, and the case with drift.
In this section and the next one, we shall fix an arbitrary probability measure ν on the space ([0, 2π), B([0, 2π))) , which will always be the "angular measure" of our WALSH diffusions. These two sections will proceed in a manner similar to that in Section 5.5 of [9] .
Walsh Diffusions with Angular Dependence; Explosions
We will consider WALSH diffusions in a BOREL-measurable set which is open in the tree-topology and contains the origin. More precisely, we fix a measurable function ℓ : [0, 2π) → (0, ∞] which is bounded away from zero, and consider the set
or equivalently, in polar coordinates,
We consider also the punctured setǏ := I \ {0} and the closure I of I under the tree-topology in the collection of all the "extended rays"; that is, I = {(r, θ) : 0 ≤ r ≤ ℓ(θ)} , even in the case ℓ(θ) = ∞ for some θ's. Finally, we consider a strictly increasing sequence of measurable
, where each ℓ n : [0, 2π) → (0, ∞) is bounded away from zero and is such that
By the generalized ITÔ rule (Theorem 3.7.1 in [9] ), we see that (2.2) implies
Now let us fix BOREL-measurable functions b :Ǐ → R and σ :Ǐ → R , and consider solving the equation (3.1) with these functions as "drift" and "dispersion" coefficients, namely
subject to the requirements
with the notation of (2.10).
It is important to note that the stochastic integral equation (3.2) presents the radial part X(·) as a reflected ITÔ process, but that its coefficients depend on the full position X(·) , not just the radial part. Note also that the second part of (3.3) is just (2.11), which implies that ν is the angular measure. And since a solution to the equation (3.2) can stay at the origin for an arbitrary time period, we impose the "non-stickiness" condition in the first part of (3.3), in order to guarantee uniqueness.
Definition 3.1. WALSH Diffusion:
A WALSH diffusion in I associated with the triple (b, σ, ν) and up to an explosion time, is a triple (X, W ), (Ω, F , P), F = {F (t), 0 ≤ t < ∞} , such that: (i) (Ω, F , P), F is a filtered probability space satisfying the usual conditions.
(ii) The process {X(t), F (t); 0 ≤ t < ∞} is adapted, I−valued, and continuous in the treetopology with X(0) ∈ I a.s.; and {W (t), F (t); 0 ≤ t < ∞} is a standard one-dimensional Brownian motion.
Abusing terminology slightly, we shall also call the state-process X(·) a WALSH diffusion, omitting the underlying probability space and Brownian motion. We shall refer to
as the explosion time from I for X(·), and stipulate that X(t) = X(S) , S ≤ t < ∞ . Note that the assumption of continuity of X(·) in I, under the tree-topology, implies that
, n ∈ N are indeed continuous semimartingales. Moreover, the sets I n , n ∈ N and I are open in the tree-topology, thus the continuity of X(·) in the tree-topology indeed implies that S n , n ∈ N and S are stopping times. Note that we do not assume the continuity up to time ∞ , thus X(S) may not be defined on the event {S = ∞} .
The Method of Time-Change for the Driftless Case
In this subsection, we consider WALSH diffusions in the case b ≡ 0 and I = R 2 = {(r, θ) : 0 ≤ r < ∞} . To employ the method of time-change, we shall first establish in our setting results analogous to the DAMBIS-DUBINS-SCHWARZ representation for martingales, to the nonexplosion property (Problem 5.5.3 in [9] ), and to the ENGELBERT-SCHMIDT 0-1 law ( [2] and Section 3.6.E of [9] ).
We shall call the WALSH semimartingale X(·) a WALSH Brownian motion, if the driver U(·) ≡ B(·) is a Brownian motion; see Remark 2.4 and Theorem 2.1. Note that this is consistent with the original construction in [1] , thanks to Proposition 7.2 in [8] and Remark 2.4. Proof. Let us place ourselves in the context of Theorem 2.1(ii) and assume first that U (∞) = ∞ . Define
(3.9) Note that U(·) is a continuous local martingale. Thus by the proof of Theorem 3.4.6 in [9], we have: (i) With B(·) := U T (·) , we have {B(s), G(s), 0 ≤ s < ∞} is a Brownian motion, and 
(3.11) In the spirit of Problem 3.4.5(iv) in [9] , this implies the continuity in the tree-topology of the process Z(·) := X(T (·)) . Moreover, we have by (2.2)
(3.12) where we have used for the second equality the fact that U(·) is constant on [T (t−), T (t)] for every t , which is implied by (3.10).
Finally, we claim that the property (2.11) of X(·) is inherited by Z(·) . Let us substantiate this claim. Since R 
, which is the claim. It is clear now that Z(·) is a WALSH Brownian motion with the same angular measure ν as X(·), and that X(·) = Z U (·) , thanks to (3.11).
• Now we consider the case P U (∞) < ∞ > 0 . We shall argue in this case heuristically, as a rigorous argument can be given but will be laborious. On the event { U (∞) < ∞} , we have that lim t→∞ U(t) exists, therefore so is the limit lim t→∞ X(t) and then the limit lim t→∞ X(t) , thanks to (2.2) and the continuity of X(·) in the tree-topology. Thus (3.9) is still well-defined, the only problem is that Z(·) is not a WALSH Brownian motion anymore, since it "runs out of gas" from the time U (∞) onwards, as does B(·) .
On the event { U (∞) < ∞} , we can keep Z(·) running on the time interval [ U (∞), ∞) , in the following manner. We first redefine B(·) on [ U (∞), ∞) to make it a Brownian motion, as described in the solution to Problem 3.4.7 in [9] . Next, we can follow the "folding and unfolding" scheme in the proof of Theorem 2.1 in [8] to construct pathwise a WALSH Brownian motion with angular measure ν and driven by B(·) , such that it starts at time U (∞) and position Z U (∞) . It can be shown that this "continued" process Z(·) satisfies all the required properties.
We also have the following non-explosive result for WALSH diffusions with b ≡ 0 and I = R 2 .
Proposition 3.2. Suppose X is a WALSH diffusion associated with the triple (0, σ, ν) in R 2 = {(r, θ) : 0 ≤ r < ∞} up to an explosion time S . Then we have S = ∞ a.s.
Following the idea of the solutions to Problem 3.4.11 and Problem 5.5.3 in [9] , we have lim n→∞ X(t ∧ S n ) = 0 and lim n→∞ X(t ∧ S n ) = ∞ a.s. on E t . Thus P(E t ) = 0 by the continuity in the tree-topology of X(·) .
Therefore, t∧S 0 1 {X(t) =0} σ 2 (X(s))ds < ∞ holds a.s., and we get the existence in R 2 of the limit lim n→∞ X(t ∧ S n ) in the tree-topology, in the same spirit as in the second to last paragraph of the proof of Proposition 3.1. Thus X(t ∧ S) is valued in R 2 a.s. for every t ≥ 0 , and consequently S = ∞ a.s.
Finally, we note that Lemma 2.1 can work as an analogue of the Engelbert-Schmidt 0-1 law. This inspires us to impose the following condition, which can be viewed as the local integrability at the origin.
Condition 3.1. There exist an
Define also the following subsets ofŘ 2 = {(r, θ) : 0 < r < ∞} :
(3.14) We note that under Condition 3.1, both I(σ) , Z(σ) are subsets of {(r, θ) : r ≥ η } . With this condition, the existence and uniqueness result of a non-drift WALSH diffusion remarkably resembles that of a one-dimensional diffusion. Proof. Omitting the notation of the underlying probability space, we begin with a standard onedimensional Brownian motion { B(s), G(s); 0 ≤ s < ∞} and an independent two-dimensional random variable ξ with distribution µ . Let {Z(·), G(·)} be a WALSH Brownian motion starting at Z(0) = ξ , driven by the Brownian motion B(·) = ξ + B(·) and with angular measure ν . This can be constructed as in the proof of Theorem 2.1 in [8] (even though in that proof the process starts at a nonrandom point, the same method applies to a random initial condition). We introduce , m ∈ N 0 are I.I.D and strictly positive. Therefore, we have T (∞) ≥ m∈N 0 T m = ∞ , a.s.
We also note that T (·) is strictly increasing when it is finite, because Z spends zero amount of time at 0 . Now it is easy to see that the analogue of relationships (5.10)-(5.14) at the beginning of Section 5.5.A in [9] , as well as the discussions between them, all hold true here. Define R := inf{s ≥ 0 : Z(s) ∈ I(σ) }. 
, (3.17) where the last equality comes from the fact Z(·) = 0 on [R, R + τ ) , which is because Z(R) ∈ I(σ) ⊆ {(r, θ) : r ≥ η }. It follows from Lemma 3.6.26 in [9] that the last integral above is infinite, thus T (R) = ∞ on {R ≤ n} and therefore A(∞) ≤ R on {R ≤ n} .
• Now we adapt the proof of Theorem 5.5.4 in [9] , i.e. we shall show under Condition 3.1, the existence of WALSH Diffusion in I associated with the triple (0, σ, ν) holds if and only if I(σ) ⊆ Z(σ) . Let us first assume I(σ) ⊆ Z(σ) and define
It follows that X(T (u)) = Z(u) for u < A(∞) . Thus we have for t ∈ [0, ∞) that
verifying the first part of (3.3). Moreover, with (3.19) and all the previous preparations, we can proceed the same way as in the proof of Theorem 5.5.4 in [9] to obtain U(·) − ξ is a local martingale with U (·) = A(·) , and that
Then there exists a Brownian motion W (·) on a possibly extended probability space, such that
is the SKO-ROKHOD reflection of B(·) , thus the same relationship is true for X(·) and U(·) , by (3.18). So from (3.1) we have
Finally, the latter part of (3.3) and the continuity in the tree-topology for X(·) are both inherited from Z(·) , as the proof of Proposition 3.1 illustrates. We have thus verified that the just constructed X is a WALSH diffusion as described in the Theorem. Conversely, let us assume the existence of the WALSH diffusion X described in Theorem 3.1, with any given initial condition. Consider such a WALSH diffusion X with X(0) = x ∈ Z(σ) c and the underlying Brownian motion W (·) . We set
Then X(·) is the SKOROKHOD reflection of U(·) , and therefore X(·) is a WALSH semimartingale driven by U(·) . Now by Proposition 3.1, there exists a WALSH Brownian motion Z(·) on a possibly extended probability space, such that X(·) = Z( U (·)) . Then with T (s) := inf{t ≥ 0 : U (t) > s} , we can follow the proof of Theorem 5.5.4 in [9] to first derive that
(3.23) for all 0 ≤ s < ∞ , then argue that P T (s) < ∞, U (∞) > 0 > 0 for sufficiently small s > 0 , and finally show that we cannot have x ∈ I(σ) . It follows that I(σ) ⊆ Z(σ) .
• Next, we assume the presence of Condition 3.1 and I(σ) ⊆ Z(σ) , and show that uniqueness in distribution is equivalent to the condition I(σ) ⊇ Z(σ) . First, if I(σ) ⊇ Z(σ) does not hold, then by picking up an x ∈ Z(σ) \ I(σ) , we see that uniqueness in distribution is violated for the WALSH diffusion described in Theorem 3.1 and starting at x , in the spirit of Remark 5.5.6 in [9] .
Conversely, let us assume in addition that I(σ) ⊇ Z(σ) . Let X(·) be a WALSH diffusion described in Theorem 3.1 and with an arbitrarily given initial distribution µ . With U(·) as in (3.22), we can adapt the proof of Theorem 5.5.7 in [9] similarly as before, and obtain that there is a WALSH Brownian motion Z(·) , such that X(·) = Z( U (·)) and that
Therefore, the process X(·) can be expressed as a measurable functional of the WALSH Brownian motion Z(·) , with initial distribution µ and angular measure ν . Since this Z(·) has a uniquely determined probability law by Proposition 7.2 in [8] (again, it can be generalized from a nonrandom starting point to a random initial condition), we get the uniqueness of X(·) in distribution. The proof of Theorem 3.1 is now complete.
Remark 3.2. Assuming I(σ) = Z(σ) and Condition 3.1, the WALSH diffusion in Theorem 3.1 becomes motionless once it hits I(σ) but keeps on moving before that. This can be seen in the same spirit as in Remark 5.5.6, 5.5.8 in [9] .
Using Scale Mapping to Remove the Drift in the General Case
Let us recall the set I := {(r, θ) : 0 ≤ r < ℓ(θ)} where ℓ : [0, 2π) → (0, ∞] is measurable and bounded away from zero. Recall also the class D of functions in Definition 2.3, and we now give an adjustment of it with domain I . We shall work on the most general setting in Definition 3.1 for WALSH diffusion, and impose the following condition on b :Ǐ → R and σ :Ǐ → R . 
With this condition, we define the radial scale function p : They are well-defined, as p(0, θ) ≡ 0 and P(0, θ) = (0, θ) ≡ 0 . Moreover, since the mapping r → p(r, θ) is strictly increasing on [0, ℓ(θ)) for every θ ∈ [0, 2π) , we see that the mapping P is invertible and we denote Q : J → I as its inverse mapping. By (3.26), we have
where q : J → [0, ∞) satisfies p q(r, θ), θ) ≡ r , ∀ θ ∈ [0, 2π) . Thus for every θ ∈ [0, 2π) , the mappings r → p θ (r) and r → q θ (r) := q(r, θ) are inverse of each other. We equip both sets I and J with the tree-topology, and consider the closure in the extended rays, as in the beginning of Subsection 3.1. Finally, we extend P to I and Q to J continuously, with the aid of Proposition 3.3(iii) below. The following result can be checked in a very direct manner, and we will not prove it here. (
, and that We have then the following proposition on removing the drift. Proof. We prove only the first claim, and the "vice versa" part can be proved in the same way. Assume that X is a WALSH diffusion in I associated with the triple (b, σ, ν) and up to an explosion time S , and Y (·) = P(X(·)) . It follows that Y (·) is J -valued and continuous in the tree-topology. Let us recall Definition 2.4. By Definiton 3.1, Theorem 2.1(ii) (rather, its obvious generalization to processes valued in I and functions in D I ) and Proposition 3.3, we have
Proposition 3.4. Assume that Condition 3.2 holds. If X(·) is a WALSH diffusion in
through some direct calculation. Since by Y (·) = P(X(·)) it is clear that {t : Y (t) = 0} = {t : X(t) = 0} holds pathwise, we have by (3.30) and (2.5) that
and therefore (3.30) turns into
Therefore, it suffices to verify that (v) of Definition 3.1 holds for Y (·) . That
, we get the following in the same way as deriving (3.30): Proof. In light of Proposition 3.4, it suffices to show the existence and uniqueness for the WALSH diffusion Y (·) in J associated with the triple (0, σ, ν) , up to an explosion time S , given any initial distribution.
We shall reduce this to Theorem 3.1, which considers the full state space R 2 , not J . In addition to (3.29), let us define σ(r, θ) := 0 for (r, θ) ∈ J c = {(r, θ) : r ≥ p θ ℓ(θ) } . It is now straightforward to use Condition 3.2 to check that σ satisfies Condition 3.1 in Section 3.2, and that I( σ) = Z( σ) = J c . By Theorem 3.1, there exists a non-explosive and unique-in-distribution WALSH diffusion Y (·) in R 2 associated with the triple (0, σ, ν) , given any initial distribution in J . Moreover, by Remark 3.2, Y (·) becomes motionless once it hits I( σ) = J c , i.e., once it exits from J . Thus it is clear by definition that Y (·) is also a WALSH diffusion in J , with explosion time S := inf{t :
On the other hand, assume that Y is WALSH diffusion with values in J associated with the triple (0, σ, ν) , up to an explosion time S = inf{t : Y (t) / ∈ J} . Note that we stipulate Y (t) = Y (S) for S ≤ t < ∞ . Thus by setting σ ≡ 0 on J c as before, we immediately see that Y (·) is also a WALSH diffusion in R 2 associated with the triple (0, σ, ν) . By Theorem 3.1, its probability law is uniquely determined, for any given initial distribution.
Explosion Test for Walsh Diffusions with Angular Dependence
Throughout this section, we have for every x ∈ I := {(r, θ) : 0 ≤ r < ℓ(θ)} a WALSH diffusion (X, W ), (Ω, F , P x ), F = {F (t), 0 ≤ t < ∞} in I , associated with the triple (b, σ, ν) and up to an explosion time S , with X(0) = x , P x -a.s. Here ℓ : [0, 2π) → (0, ∞] is measurable and bounded away from zero, and b :Ǐ → R , σ :Ǐ → R are assumed to satisfy Condition 3.2.
For different x's, these WALSH diffusions (including the underlying probability space) are different, but we shall use X(·) to denote every one of them. We shall let P x distinguish them, since all the conclusions we will draw are about probability distribution.
We will develop in this section the analogue of all the results in Section 5.5.C in [9] . The two main results are the asymptotic behavior of X(·) and the test for explosions in finite time.
Preparations and A First Result on Finite Expected Explosion Time
We first note that if X starts at the origin and A ∈ B([0, 2π)) satisfies ν(A) = 0 , then it never gets into the rays with angles in A , almost surely. 
In other words, the set {t : X(t) = 0 and arg X(t) ∈ A} is empty, P 0 -a.s.
Proof. By the proofs of Theorem 3.2, Proposition 3.4 and Theorem 3.1, we see that Y (·) := P(X(·)) is a WALSH diffusion associated with the triple (0, σ, ν) and that it is a time-changed WALSH Brownian motion with angular measure ν . But a WALSH Brownian motion with angular measure ν can be constructed as in the proof of Theorem 2.1 in [8] , by assigning every excursion of a reflected Brownian motion an angle via a sequence of I.I.D random variables distributed as ν . Therefore, if it starts at the origin, it never visits the rays with angles in a set A ∈ B([0, 2π)) with ν(A) = 0 , because the aforementioned I.I.D random variables will all not be valued in A , a.s. This property is inherited by the time-changed WALSH Brownian motion Y and then the process
Next, we note that X has the strong MARKOV property. By Theorem 3.2, the probability
is uniquely determined, for all x ∈ I and Γ ∈ B C(I) . Here C(I) is the collection of all Ivalued functions on [0, ∞) that are continuous in the tree topology and get absorbed once hitting the boundary ∂I := {(r, θ) : r = ℓ(θ)}, and its BOREL subsets are generated by the finitedimensional cylinder sets. Since we constructed X in the last section through scaling and timechange, it is clear that the mapping x → h(x; Γ) is measurable on I , for every Γ ∈ B C(I) .
The following proposition can be proved by connecting to local martingale problems, through a combination of the adapted versions of Propositions 6.1 and 9.1 in [8] , and we will omit its proof.
Proposition 4.2.
For every x ∈ I , the process X(·) is time-homogeneous strongly Markovian, in the sense that for every stopping time T of F and every Γ ∈ B C(I) , we have
Now let us recall the radial scale function p : I → [0, ∞) defined through (3.25), and by (3.30) we see that p turns X into a reflected local martingale, which is the radial part of the driftless WALSH diffusion Y = P(X) . Similarly as for one-dimensional diffusions, we introduce the speed measure
as well as the FELLER's function
We have the following proposition regarding the functions p and v . 
(ii) For every θ ∈ [0, 2π) , the function
is strictly increasing on (0, ℓ(θ)) with
Proof. (i) can be checked in a very direct manner. Moreover, we have by (4.5 
and (ii) is then immediate from this and the fact that p θ (r) is positive and strictly increasing on (0, ℓ(θ)) . Finally, (iii) follows clearly from (ii).
Now we give a sufficient condition for X(·) to explode in a finite expected time.
Proposition 4.4.
We have
In particular, we have
Proof. Assume that (4.8) holds. Then we can define
as well as
Note that the expression for C 2 (θ) in (4.9) is meaningful even in the case
is bounded away from zero by Proposition 3.3 (i), we see that θ → C 2 (θ) is bounded, and that M ∈ D I , thanks to Proposition 4.3 (i). Moreover, by Propositions 4.3 and 3.3, it is easy to check
Recalling Definition 2.4, we apply Theorem 2.1 (again, its obvious generalization to processes valued in I and functions in D I ) and obtain that, P x -a.s.,
12) where S n is as in Definition 3.1 (iii). With
we obtain from (4.12) by taking expectations that
On the other hand, we have by Proposition 4.3 (ii) that
Finally, we note that sup θ∈[0,2π) v θ (ℓ(θ)−) < ∞ implies (4.8), thanks to Proposition 4.3 (iii) and Proposition 3.3 (i). Proposition 4.4 is now proved.
Asymptotic Behavior When Approaching the Explosion Time
Throughout this subsection and the next one, we use the notation Θ(t) := arg(X(t)) whenever X(t) = 0 , and recall that R
is a strictly increasing sequence of measurable functions where each ℓ n : [0, 2π) → (0, ∞) is bounded away from zero, such that ℓ n (θ) ↑ ℓ(θ) as n ↑ ∞ , ∀ θ ∈ [0, 2π) , and that I n := {(r, θ) : 0 ≤ r < ℓ n (θ)} . The following main result of this subsection discusses the behavior of X(t) as t approaches S . Theorem 4.1. Let x = 0 in the context specified at the beginning of this section. With p defined as in (3.25) , we distinguish two cases: (i) ν({θ : p θ (ℓ(θ)−) < ∞}) > 0 . Then the limit in the tree-topology lim t↑S X(t) exists P 0 -a.s. in the extended rays, and X(S) := lim t↑S X(t) ∈ {(r, θ) : r = ℓ(θ)} . Moreover, we have
, we have that lim t↑S X(t) does not exist, and that ν {θ : sup
where the closure is taken in [0, 2π) . In particular, we have
Remark 4.1. We stipulate
is bounded away from zero, we see (4.16) makes good sense, provided that ν({θ : p θ (ℓ(θ)−) < ∞}) > 0 . We also note that we make no claim on the finiteness of S in (i), and the result of (i) holds regardless of whether S is finite or not. A full discussion on the finiteness of S is in Section 4.3.
Remark 4.2. We cannot have sup 0≤t<S R X {θ} (t) = ℓ(θ) in (ii), if ν({θ}) = 0 . In fact, let ν be uniformly distributed on [0, 2π) in (ii), then we have sup 0≤t<S R X {θ} (t) = ℓ(θ) for no θ ∈ [0, 2π) , P 0 -a.s. This is because X will be on different rays for any two of its excursions away from the origin, P 0 -a.s.
Proof. We first note that the explosion time S does not depend on the sequence of functions {ℓ n } ∞ n=1 , because S = inf{t : X(t) / ∈ I} always holds by (3.8) . Thus in the proof of (i), we will assume that
since otherwise we can define ℓ n (θ) := sup{r : 0 ≤ r ≤ ℓ n (θ), p θ (r) ≤ n, v θ (r) ≤ n} and let { ℓ n } ∞ n=1 play the role of {ℓ n } ∞ n=1 . However, we will not assume (4.18) when proving (ii), because ℓ n appears explicitly in the conclusion of (ii).
Proof of (i).
Step 1. We shall prove (i) in this step, albeit under the assumptions
With (4.19), we have E 0 [S] < ∞ by Proposition 4.4, thus P 0 (S < ∞) = 1 . So from (3.8) we know that X(S) = lim t↑S X(t) exists under the tree-topology in {(r, θ) : r = ℓ(θ)} , P 0 -a.s. Therefore, Θ(S) is a well-defined random variable valued in [0, 2π) , and we denote its distribution by ν , which is a probability measure on ([0, 2π), B([0, 2π))) .
Let us define the scale function associated with a set A ∈ B([0, 2π)) by A (X(· ∧ S n )) is a local martingale. It is actually a martingale, because (4.19) gives the boundedness of p A in I . Then we may let n → ∞ to obtain that p A (X(· ∧ S)) is a bounded martingale. This gives
may let n → ∞ to obtain by Fatou's lemma that p A M (X(· ∧ S)) is a supermartingale which is bounded from below. Therefore, lim t↑S p A M (X(t)) exists P 0 -a.s. Now we set P A M (r, θ) := (|p A M (r, θ)|, θ) for (r, θ) ∈ I , and we have
|} is open in the tree-topology, thanks to 0 < ν(A M ) < 1 . By the continuity of X in the tree-topology, the existence of lim t↑S p A M (X(t)) implies the existence of lim t↑S P A M (X(t)) in J A M , under the tree-topology. Similarly as in Section 3.3 and thanks again to 0 < ν(A M ) < 1 , we can define Q A M : J A M → I as the inverse of P A M , and both Q A M and P A M are continuous in the tree-topology. Moreover, we can extend Q A M to J A M and P A M to I continuously. We see then the existence of lim t↑S P A M (X(t)) in J A M implies the existence of lim t↑S X(t) in I .
Next, we turn to the proof of X(S) ∈ {(r, θ) : r = ℓ(θ)} , as well as (4.16). Let us define
for all A ∈ B([0, 2π)) and m, n ∈ N with m ≥ n . By (4.18), we have sup
Step 1 shows P 0 (S A n,m < ∞) = 1 , and that 
Since X(S) := lim t↑S X(t) exists P 0 -a.s., we may let n → ∞ in (4.27) and obtain
.
(4.28) In particular, P 0 X(S) ∈ {(r, θ) : r = ℓ(θ)} = 1 . Replacing A by A c in (4.28) and adding this back to (4.28), we find that the inequality sign in (4.28) can be replaced by an equality sign. Thus (4.16) follows. The proof of Theorem 4.1(i) is now complete.
Proof of (ii).
Here we cannot assume (4.18), but we can use the result of (i). Because p θ (ℓ A n,m (θ)) < ∞ for every θ ∈ [0, 2π) , we recover (4.26) by an application of (4.16). Thus we have
for every A ∈ B([0, 2π)) with ν(A) > 0 , because ν({θ : p θ (ℓ(θ)−) < ∞}) = 0 . Now we can find an Ω * ∈ Ω with P 0 (Ω * ) = 1 , such that for every ω ∈ Ω * and every A = [a, b) with a, b ∈ Q ∩ [0, 2π) and ν(A) > 0 , we have sup 0≤t<S R X {θ} (t, ω) ≥ ℓ n for some θ ∈ A . It follows that ν {θ : sup 0≤t<S R X {θ} (t, ω) ≥ ℓ n (θ)} = 1 , thus (4.17) is obtained. Moreover, if ν({θ}) > 0 , we can take A = {θ} in (4.29) and see that sup 0≤t<S R X {θ} (t) ≥ ℓ n , P 0 -a.s., for every n ∈ N . Thus sup 0≤t<S R X {θ} (t) = ℓ(θ) , P 0 -a.s.
Finally, we show the nonexistence of lim t↑S X(t) , and S < ∞ directly follows, thanks to (3.8). We set
using the theory of one-dimensional diffusion (e.g. Propositions 5.5.22, 5.5.32 in [9] ). With T n := S n ∧ n , we have T n < S , P 0 -a.s. Since ν(A 0 ) = 0 , Proposition 4.1 shows that X(T n ) ∈ I \ I 0 , P 0 -a.s. Now we can apply Proposition 4.2 and obtain that P 0 X(T n + ·) ∈ Γ 0 = 1 , ∀ n ∈ N . It follows that, P 0 -a.s., if lim t↑S X(t) exists, it must be 0 . Comparing this fact with (4.17), we see that lim t↑S X(t) does not exist, P 0 -a.s.
Theorem 4.1 considers 0 to be the starting point of X . For a starting point x ∈Ǐ , by the strong MARKOV property, we can treat X as a one-dimensional diffusion before it hits the origin, and use Theorem 4.1 afterwards. The following result can be thus derived in a very direct manner, and we omit its proof. Corollary 4.1. In the context specified at the beginning of this section, let x = (r 0 , θ 0 ) ∈Ǐ . We distinguish two cases:
x -a.s. in {(r, θ) : r = ℓ(θ)} , and
. On the other hand,
exist, that S = ∞ , and that
The Test for Explosions in Finite Time
This subsection gives the criteria for the finiteness of the explosion time. 
We need some more preparation before proving it. Similarly as in Section 5.5.C in [9] , we define a sequence {u n } ∞ n=0 of functions on I via u 0 ≡ 1 and recursively
Note that u 1 ≡ v . We have the following analogue of Lemma 5.5.26 in [9] . Proof. Apart from (iv) of Definition 3.2 for the claim that u ∈ D I , Lemma 4.1 can be proved in the same way as the proof of Lemma 5.5.26 in [9] . And (iv) of Definition 3.2 for u can be seen through Condition 3.2, (4.35), the fact u θ (r) ≤ e v θ (r) , as well as the fact u derived from the proof of Lemma 5.5.26 in [9] .
Proof of Theorem 4.2:
Thanks to Lemma 4.1, we can apply the adapted version of Theorem 2.1 as before to u , and obtain that {e −t∧Sn u(X(t ∧ S n )); 0 ≤ t < ∞} is a local martingale, for every n . But it is also nonnegative, thus it is a supermartingale. Then we may let n → ∞ to obtain that {e −t∧S u(X(t ∧ S)); 0 ≤ t < ∞} is a nonnegative supermartingale, thus we have lim t↑S e −t u(X(t)) exists and is finite, P 0 -a.s. Proof of (i). We note by (3.8) that lim t↑S X(t) exists in {(r, θ) : r = ℓ(θ)} , P 0 -a.s. on {S < ∞} . Since ν({θ : v θ (ℓ(θ)−) < ∞}) = 0 , Proposition 4.1 implies that lim t↑S v(X(t)) = ∞ , P 0 -a.s. on {S < ∞} . Thus lim t↑S u(X(t)) = ∞ , P 0 -a.s. on {S < ∞} , by Lemma 4.1. It follows that lim t↑S e −t u(X(t)) = ∞ , P 0 -a.s. on {S < ∞} . Comparing this with (4.36), we must have P 0 S < ∞ = 0 . v n < ∞ = 1 , ∀ n ∈ N . Therefore, there is an Ω ⋆ ∈ Ω with P 0 (Ω ⋆ ) = 1 , such that ∀ ω ∈ Ω ⋆ , we have that lim t↑S(ω) X(t, ω) exists in {(r, θ) : r = ℓ(θ)} , that Θ(S(ω), ω) ∈ A v , and that S v n (ω) < ∞ for every n ∈ N . We fix now an ω ∈ Ω ⋆ . Since Θ(S(ω), ω) ∈ A v , we have lim t↑S(ω) v(X(t, ω)) exists and is finite. Thus we can choose n(ω) ∈ N , such that n(ω) > sup t∈[0,S(ω)) v(X(t, ω)) . It remains only to show that P 0 S < ∞ < 1 under the assumptions of (iii). Let A vp := {θ : v θ (ℓ(θ)−) = ∞, p θ (ℓ(θ)−) < ∞} and we have ν(A vp ) > 0 by assumption. Another application of Theorem 4.1 yields that lim t↑S X(t) exists P 0 -a.s. in {(r, θ) : r = ℓ(θ)} , and that P 0 Θ(S) ∈ A vp > 0 . But by the definition of A vp , we have lim t↑S v(X(t)) = ∞ and therefore lim t↑S u(X(t)) = ∞ , P 0 -a.s. on {Θ(S) ∈ A vp } . Now by recalling (4.36), we have S = ∞ , P 0 -a.s. on {Θ(S) ∈ A vp } . It follows that P 0 S = ∞ > 0 , thus P 0 S < ∞ < 1 .
Proof of (ii). With
In the same manner as for Corollary 4.1, we have the following corollary of Theorem 4.2, for a starting point x ∈Ǐ . (ii) ν({θ : v θ (ℓ(θ)−) < ∞}) > 0 and ν({θ : v θ (ℓ(θ)−) = ∞, p θ (ℓ(θ)−) < ∞}) = 0 . Then we have P x S < ∞ = 1 if either v θ 0 (ℓ(θ 0 )−) < ∞ or p θ 0 (ℓ(θ 0 )−) = ∞ , and 0 < P x S < ∞ < 1 otherwise.
(iii) ν({θ : v θ (ℓ(θ)−) < ∞}) > 0 and ν({θ : v θ (ℓ(θ)−) = ∞, p θ (ℓ(θ)−) < ∞}) > 0 . Then we always have 0 < P x S < ∞ < 1 .
