In this paper, we address the stability of a broad class of discrete-time hypercomplexvalued Hopfield-type neural networks. To ensure the neural networks belonging to this class always settle down at a stationary state, we introduce novel hypercomplex number systems referred to as Hopfield-type hypercomplex number systems. Hopfield-type hypercomplex number systems generalize the well-known Cayley-Dickson algebras and real Clifford algebras and include the systems of real numbers, complex numbers, dual numbers, hyperbolic numbers, quaternions, tessarines, and octonions as particular instances. Apart from the novel hypercomplex number systems, we introduce a family of hypercomplex-valued activation functions called Hopfield-type activation functions. Broadly speaking, a Hopfield-type activation function projects the activation potential onto the set of all possible states of a hypercomplex-valued neuron. Using the theory presented in this paper, we confirm the stability analysis of several discrete-time hypercomplex-valued Hopfield-type neural networks from the literature. Moreover, we introduce and provide the stability analysis of a general class of Hopfield-type neural networks on Cayley-Dickson algebras.
Introduction
Hopfield-type neural networks (HNNs) are important recurrent neural networks that can be used to implement associative memories (Hopfield, 1982) . Besides implementing associative memories, HNNs have been applied in control (Gan, 2017; Song et al., 2017) , computer vision and image processing (Wang et al., 2015; Li et al., 2016) , classification (Pajares et al., 2010; Zhang et al., 2017) , and optimization (Hopfield & Tank, 1985; Serpen, 2008; Li et al., 2015) .
Although the HNN has been originally conceived for bipolar state neurons (Hopfield, 1982) , it has been extended to hypercomplex-valued neurons using complex numbers (Jankowski et al., 1996) , dual numbers , hyperbolic numbers (Kobayashi, 2013) , tessarines (Isokawa et al., 2010) , quaternions (Isokawa et al., 2008a) , octonions (Kuroe & Iima, 2016) , and further hypercomplex number systems (Vallejo & Bayro-Corrochano, 2008; Popa, 2016; Kuroe, 2013) . Extensions of the traditional HNN using hypercomplex numbers are referred to as hypercomplex-valued Hopfield-type neural networks (HHNNs). In this paper, we focus on discrete-time HHNNs.
Hypercomplex-valued neural networks can treat many kinds of information which may not be properly captured by real-valued neural networks, such as, phase, tensors, spinors, and multidimensional geometrical affine transformations (Fortuna et al., 1996; Nitta & Nitta, 2009; Hirose, 2012) . Moreover, in contrast to real-valued neural networks, hypercomplex-valued neural networks naturally treat multidimensional data as single entities. In other words, a hypercomplex-valued neural network can cope in an almost natural way with multidimensional data while constraints must be imposed on the topology of a real-valued neural network to take advantage of the correlation between the variables. In fact, a certain complex-valued neural network with a single hidden layer using frequency domain features outperformed the best real-valued neural network models in an image recognition task (Aizenberg & Gonzalez, 2018) . Quaternion-valued neural networks outperformed real-valued networks for color and PolSAR image processing tasks (Minemoto et al., 2016; Shang & Hirose, 2014; Kinugawa et al., 2018) . Quaternion-valued neural networks also outperformed real-valued models for three-and four-dimensional time series prediction as well as target tracking (Greenblatt & Agaian, 2018; Kumar & Tripathi, 2018; Xu et al., 2016; Talebi et al., 2016) .
Briefly, a HHNN can be classified according to the activation function of its neurons. For example, a split HHNN is derived by applying a real-valued function to each component of the hypercomplex-valued activation potential of a neuron. Also, the target set of an activation function equals the set of all possible states of a hypercomplexvalued neuron. Accordingly, a multistate HHNN is obtained by considering a finite target set (Jankowski et al., 1996; Isokawa et al., 2008a Isokawa et al., , 2013 while a continuous target set yields a continuous-valued HHNN (Aizenberg & Aizenberg, 1992; Noest, 1988a,b; Valle, 2014; Valle & de Castro, 2018 ).
A Short Literature Review on HHNNs
Although research on discrete-time HHNN dates to the late 1980s (Aizenberg & Aizenberg, 1992; Noest, 1988a,b) , in our opinion, the most relevant contribution is the complex-valued multistate model proposed by Jankowski et al. (1996) . The output of a multistate complex-valued neuron is obtained by applying the complex-valued signum function (csgn) on the activation potential of a neuron. The csgn function, which has been introduced by Aizenberg & Aizenberg (1992) , yields the root of the complex unit which is obtained by quantizing the phase of its argument. Jankowski et al. (1996) have affirmed that their multistate complex-valued model with asynchronous update always settle down at a stationary state under the usual conditions on the synaptic weights, that is, Hermitian connections (w ij =w ji ), and non-negative self-feedback (w ii ≥ 0). However, Zhou & Zurada (2014) showed that the model of Jankowski et al. may fail to yield a convergent sequence if w ii = 0.
In 2008, Isokawa et al. extended the discrete-time multistate complex-valued neural network of Jankowski et al. to quaternions (Isokawa et al., 2013 , 2008b . Briefly, a quaternionic version of the complex-valued signum function, denoted by qsgn, is used in their model. The quaternionic signum function yields the unit quaternion obtained by quantizing the three phase-angles of its quaternionic argument. In 2016, Minemoto et al. introduced a slight modification of the quaternionic multistate HNN of Isokawa et al. which is numerically stable (Minemoto et al., 2016; Valle & de Castro, 2016) . Despite the successful application for the reconstruction of color images, the HHNN of Minemoto et al. does not always settle down at an equilibrium state (Valle & de Castro, 2018 , 2016 . Nevertheless, using a limit process, we obtain a discrete-time continuous-valued quaternionic HNN on unit quaternions which always comes to rest at an equilibrium state (Valle, 2014; Valle & de Castro, 2018) .
Apart from the extensions of the discrete-time HNN using complex numbers and quaternions, HHNNs on hyperbolic and dual numbers have been proposed and investigated by Kobayashi (2013 Kobayashi ( , 2016b Kobayashi ( ,a, 2018b . Also, de Castro & Valle (2018a) introduced a discrete-time continuous-valued octonionic HHNN. HHNNs on tessarines, which are also referred to as commutative quaternions, have been investigated by Isokawa et al. (2010) and, more recently, by Kobayashi (2018c) .
Contributions and Organization of the Paper
It turns out that complex numbers, quaternions, and octonions are, apart from an isomorphism, all instances of Cayley-Dickson algebras. Complex numbers and quaternions are also isomorphic to instances of real Clifford algebras. In view of these remarks, this paper aims to provide a unifying framework for HHNNs defined on general hypercomplex number systems.
Precisely, we introduce novel hypercomplex number systems which generalize the Cayley-Dickson and real Clifford algebras but enjoy the main properties for the stability analysis of HHNNs. The novel systems, referred to as Hopfield-type hypercomplex number systems, provide one of the most general hypercomplex number systems for which a Hopfield-type neural network can be defined and properly analyzed. We also introduce a broad family of hypercomplex-valued activation functions and provide an important theorem concerning the stability (in the sense of Lyapunov) for discrete-time hypercomplex-valued Hopfield-type neural networks. In fact, the theorem presented in this paper can be applied for the stability analysis of many discrete-time HHNNs from the literature, including complex-valued (Jankowski et al., 1996; Zhou & Zurada, 2014; Kobayashi, 2017b) , hyperbolic-valued (Kobayashi, 2013 (Kobayashi, , 2016b , dual-numbered (Kobayashi, 2018a) , tessarine-valued (Isokawa et al., 2010; Kobayashi, 2018c) , quaternion-valued (Isokawa et al., 2008a; Valle & de Castro, 2018) , and octonion-valued Hopfield neural networks (de Castro & Valle, 2018a) .
In particular, this paper contributes with a slight modification of the complexvalued multistate Hopfield neural network of Jankowski et al. which always settle down at an equilibrium state under the usual conditions on the synaptic weights, including w ii = 0. In other words, using the theory developed for a broad class of discrete-time hypercomplex-valued Hopfield-type neural networks, in this paper we present a solution to an open problem in the literature. Moreover, we introduce a broad class of discrete-time continuous-valued Hopfield-type neural networks defined on Cayley-Dickson algebras which include the complex-valued, quaternion-valued, and octonion-valued models as particular instances. The stability analysis of the novel Cayley-Dickson Hopfield-type neural networks follows from the theory presented in this paper. Finally, we also address the stability of complex-valued, hyperbolic-valued, and dual-numbered Hopfield-type neural networks with the split sign function and we point out some interesting relations between them.
This paper is organized as follows: Next section reviews the main concepts on hypercomplex numbers. The Hopfield-type hypercomplex number systems are also introduced in Section 2. In Section 3, we introduce a broad class of activation functions and present a theorem concerning the stability of HHNNs. In Section 4, we apply the theory introduced previously for the stability analysis of several HHNNs from the literature. The modification of the complex-valued multistate Hopfield neural network of Jankowski et al. and the novel HHNNs on Cayley-Dickson algebras are presented in Section 4. Concluding remarks are given in Section 5.
Hypercomplex numbers
A number p is said hypercomplex when it can be represented in the form p = p 0 + p 1 i 1 + . . . + p n i n ,
where n is a non-negative integer, p 0 , p 1 , . . . , p n are real numbers, and the symbols i 1 , i 2 , . . . , i n (written using boldface in this paper) are called hyperimaginary units (Shenitzer et al., 1989) . We denote by H the set (universe) of all hypercomplex numbers given by (1). Examples of hypercomplex numbers include real numbers, complex numbers, hyperbolic numbers, dual numbers, quaternions, tessarines (also called commutative quaternions), and octonions, denoted in this paper respectively by R, C, U, D, Q, T, and O. Note that a hypercomplex number p = p 0 +p 1 i 1 +. . .+p n i n can be identified with the (n + 1)-tuple (p 0 , p 1 , . . . , p n ) of real numbers. Thus, we say that the dimension of H is n+1 and write dim(H) = n+1. For example, dim(R) = 1, dim(C) = dim(U) = dim(D) = 2, dim(Q) = dim(T) = 4, and dim(O) = 8. Furthermore, the set H of all hypercomplex numbers inherits the topology from R n+1 . For instance, we say that S ⊆ H is compact if and only if the set {(p 0 , p 1 , . . . , p n ) :
A hypercomplex number system is a set of hypercomplex numbers equipped with an addition and a multiplication (or product).
The addition of two hypercomplex numbers p = p 0 + p 1 i 1 + . . . + p n i n and q = q 0 + q 1 i 1 + . . . + q n i n is defined in a component-wise manner according to the expression p + q = (p 0 + q 0 ) + (p 1 + q 1 )i 1 + . . . + (p n + q n )i n .
(2) 
The product between p and q, denoted by the juxtaposition of p and q, is defined as follows: First, we assign to each product of two hyperimaginary units i µ and i ν , µ, ν ∈ {1, . . . , n}, a new hypercomplex number. Mathematically, we define
We would like to point out that (3) determines a multiplication table. Precisely, the product between i µ and i ν is the hypercomplex number situated in the intersection of the µth row and the νth column in this table. For instance, Table 1 shows the multiplication table of the complex numbers, hyperbolic numbers, dual numbers, quaternions, and tessarines. For simplicity, we write i 1 = i, i 2 = j, and i 3 = k. The product pq between the hypercomplex numbers p and q is determined using the distributive law and the multiplication table as follows. Each term (p µ i µ )(q ν i ν ) is rewritten as p µ q ν (i µ i ν ) and the product i µ i ν is replaced in accordance with (3). Formally, the product is given by pq = p 0 q 0 + n µ,ν=1 p µ q ν a µν,0 + p 0 q 1 + p 1 q 0 + n µ,ν=1 p µ q ν a µν,1 i 1 + . . .
Note that we can identify a real number α ∈ R with the hypercomplex number α + 0i 1 + . . . + 0i n ∈ H. Hence, the scalar multiplication can be viewed as a particular case of the hypercomplex multiplication given by (4). The addition and the multiplication, given respectively by (2) and (4), satisfy the following properties for all α, β ∈ R and p, q, r ∈ H: Many other properties of multiplication, such as commutativity and associativity, do not necessarily hold true. Indeed, the multiplication between tessarines is commutative and associative; the multiplication between quaternions is associative but it is not commutative; the multiplication between octonions is neither commutative nor associative.
A hypercomplex number p can also be written as p = p 0 + p, where p 0 and p = p 1 i 1 + . . . + p n i n are called, respectively, the real and the vector parts of p. We denote the real part of p by Re {p} := p 0 and its vector part by Ve {p} := p.
Borrowing the terminology of linear algebra, we speak of a linear operator T :
, for all p, q ∈ H and α ∈ R. A linear operator that is an involution and also an antihomomorphism is called a reverse-involution (Ell & Sangwine, 2007) , and it is formally defined as follows:
for all p, q ∈ H and α ∈ R.
From (5) and (6), we conclude that 1 ≡ 1 + 0i 1 + . . . + 0i n is a fixed point of a reverse-involution τ , that is, the equation τ (1) = 1 holds true. Furthermore, by writing p = p 0 + p and using the linearity property (7), we conclude that
Therefore, we derive the important identity:
The natural conjugation is an example of a reverse-involution in some hypercomplex number systems such as the complex and quaternion number systems. Formally, the natural conjugate of a hypercomplex number p is denoted byp and is defined bȳ
Other examples of reverse-involutions include the quaternion anti-involutions in quaternion algebra and the Clifford conjugation in Clifford algebras (Ell & Sangwine, 2007; Delanghe et al.; Vaz & Rocha, 2016) . Also, if the multiplication is commutative, then the identity mapping τ (p) = p, for all p ∈ H, is referred to as the trivial reverseinvolution.
Finally, let us define the symmetric bilinear form B : H × H → R by means of the following equation:
Remark 1. The linearity in the first argument of B follows from (7) while the following shows that it is also symmetric:
Intuitively, B measures a relationship between p and q by taking into account the algebraic properties of the multiplication and the reverse-involution τ . For example, the symmetric bilinear form B coincides with the usual inner product on complex numbers, quaternions, and octonions with the natural conjugation.
Hopfield-type Hypercomplex Number Systems
In general, the mathematical properties presented in the previous section hold true for an arbitrary hypercomplex number system H. According to de Castro (2018), let us define a broad class of hypercomplex number systems with a reverse-involution that enjoy an extra property.
Definition 2 (Hopfield-type Hypercomplex Number Systems). A hypercomplex number system equipped with a reverse-involution τ is called a Hopfield-type hypercomplex number system if the following identity holds true for any three of its elements p, q, r:
In particular, we speak of a positive semi-definite (or non-negative definite) Hopfieldtype hypercomplex number system if the symmetric bilinear form B given by (10) satisfies B(p, p) ≥ 0, ∀p ∈ H.
We would like to point out that the identity (11) has been used implicitly for the stability analysis of many HHNN models (Jankowski et al., 1996; Isokawa et al., 2013; Valle, 2014) . Furthermore, this property is used explicitly when the product is not associative. For instance, in the stability analysis of octonion-valued Hopfield-type neural networks (Kuroe & Iima, 2016; de Castro & Valle, 2018a) . Finally, since the reverse-involution plays an important role for the stability analysis of HHNNs, it has been included in the definition of Hopfield-type hypercomplex number systems.
Remark 2. The element (pq)r − p(qr) is called associator of the Hopfield-type hypercomplex number system relative to the product and measures its degree of nonassociativity. Evidently, (11) holds true if the multiplication is associative.
Remark 3. In a Hopfield-type hypercomplex number system, the following identity holds true for any p, q, r ∈ H:
We can prove by direct computation that the systems of real numbers, complex numbers, quaternions, and octonions are Hopfield-type hypercomplex number systems with the natural conjugation. More generally, the class of Hopfield-type hypercomplex number systems include the tessarines, Cayley-Dickson algebras, and Clifford algebras.
Example 1. The set of tessarines, also known as commutative quaternions and denoted by T, is composed by hypercomplex numbers of the form p = p 0 + p 1 i + p 2 j + p 3 k whose multiplication is given by Table 1e ). The reader interested on a historical account on the emergence of tessarines is invited to consult (Cerroni, 2017) . The tessarines algebra is associative and, thus, the identity Re {(pq)r} = Re {p(qr)} holds true for all p, q, r ∈ T. Moreover, the reverse-involution given by
yields, by means of (10), a symmetric bilinear form such that B(p, p) = p 2 0 + p 2 1 + p 2 2 + p 2 3 ≥ 0, ∀p ∈ T. Hence, T is a positive semi-definite Hopfield-type hypercomplex number system with the reverse-involution given by (13).
Example 2. Real Clifford algebras (Cl(R)), also referred to as geometric algebras, can be seen as hypercomplex number systems that incorporate the geometric notion of direction and orientation (Delanghe et al.; Vaz & Rocha, 2016; Hestenes & Sobczyk, 1987) . Roughly speaking, a real Clifford algebra can be seen as a hypercomplex number system of dimension n = 2 k in which the product is associative and the square of an element is always a scalar, that is,
The reader interested in the geometric interpretation as well as the formal definition of Clifford algebras is invited to consult (Delanghe et al.; Vaz & Rocha, 2016; Hestenes & Sobczyk, 1987) . Also, a detailed survey on the applications of Clifford algebras with focus on neurocomputing and correlated areas can be found in (Hitzer et al., 2013) . In order to maintain geometric notions, the Clifford conjugation is a reverse-involution (Delanghe et al.; Vaz & Rocha, 2016) . Furthermore, since the identity (11) holds true in an associative hypercomplex number system, we conclude that real Clifford algebras equipped with the Clifford conjugation are Hopfield-type hypercomplex number systems. Complex, hyperbolic, and dual numbers are all isomorphic to examples of 2-dimensional real Clifford algebras. Apart from an isomorphism, quaternion algebra is an example of a 4-dimensional real Clifford algebra.
Example 3. According to Biss et al. (2007) , Cayley-Dickson algebras are finite-dimensional real algebras defined recursively as follows: The first Cayley-Dickson algebra, denoted by A 0 , is the real number system. Given a Cayley-Dickson algebra A k , the next algebra A k+1 comprises all pairs (x, y) ∈ A k × A k with the component-wise addition and the conjugation and product defined as follows for any (x 1 , y 1 ), (x 2 , y 2 ) ∈ A k+1 :
and
The real part is also defined recursively by setting Re {x} = x for all x ∈ A 0 and
where the term on the right-hand side denotes the real part of x ∈ A k . Also, the symmetric bilinear form B given by (10) 
It is not hard to verify that A 1 , A 2 , and A 3 correspond respectively to the algebras of complex numbers, quaternions, and octonions. Furthermore, we can identify a Cayley-Dickson algebra A k with a positive semi-definite Hopfield-type hypercomplex number system with dimension 2 k . In fact, identity (11) is a consequence of Lemma 2.8 from Biss et al. (2007) . By induction, it is not hard to show that the conjugation defined by (15) corresponds to the natural conjugation given by (9). Also, the natural conjugation is a reverse-involution on A k . Finally, from (18), the symmetric bilinear form B :
for all p = p 0 + p 1 i 1 + . . . + p n i n and q = q 0 + q 1 i 1 + . . . + q n i n with n = 2 k − 1. Thus, B(p, p) = 2 k −1 i=0 p 2 i ≥ 0, which implies that the Cayley-Dickson algebra A k can be seen as a positive semi-definite Hopfield-type hypercomplex number system.
Finally, the diagram shown in Figure 1 illustrates the inclusion relationships between some hypercomplex number systems.
Hypercomplex Hopfield Neural Networks
Let H be a Hopfield-type hypercomplex number system and S ⊂ H be the set of all possible states of a hypercomplex-valued neuron. Like the traditional discrete-time HNN, a discrete-time HHNN is a recurrent neural network with N hypercomplexvalued neurons. Let x i (t) ∈ S denote the hypercomplex-valued state of the ith neuron at time t ≥ 0, for i = 1, . . . , N . Also, let w ij ∈ H be the jth hypercomplex-valued synaptic weight of the ith neuron. Given an initial hypercomplex-valued state vector x(0) = [x 1 (0), . . . , x N (0)] T ∈ S N , the HHNN defines recursively the sequence {x(t)} t≥0 by means of the equation
where v i (t) = N j=1 w ij x j (t) is the hypercomplex-valued activation potential of the ith neuron at time t, and f is a hypercomplex-valued activation function with domain D ⊂ H and codomain S ⊂ H. Note that the ith neuron remains in its state if the activation function is not defined at the hypercomplex-valued activation potential, that is, we have
Broadly speaking, the activation function f : D → S in (20) should project the activation potential onto the set of all possible states of the hypercomplex-valued neuron. In other words, we expect f (q) to be more related to q ∈ D than any other element s ∈ S. Furthermore, this relationship between f (q) and q should take into account the algebraic structure of the Hopfield-type hypercomplex number system. The following class of activation functions, which have been introduced by de Castro (2018), formalizes these remarks. 
Note that 0 ≡ 0 + 0i 1 + . . . + 0i n cannot belong to the domain D of a Hopfield-type activation function because B(p, 0) = 0 for all p ∈ H. Thus, the condition given by (21) does not hold true if 0 ∈ D.
Stability Analysis of HHNNs
In many applications, including the implementation of associative memories and solving optimization problems, we are interested in the convergence of the sequence {x(t)} t≥0 generated by a HHNN. In this subsection, we address this important issue. Precisely, we will study the dynamic of a HHNN by means of the energy function E defined by
where N is the number of neurons of the neural network, w ij denotes the jth synaptic weight of the ith hypercomplex-valued neuron, and τ is the reverse-involution of a Hopfield-type hypercomplex number system H. Alternatively, we can express the energy function E as follows using the symmetric bilinear form B given by (10):
The convergence of the sequence {x(t)} t≥0 defined by (20) is ensured by showing that E given by (22) is real-valued, bounded and decreasing along any non-stationary trajectory, i.e, the inequality
holds true whenever x(t + ∆t) = x(t).
Theorem 1, whose proof can be found in the appendix, address the convergence of the sequence produced by (20) with a Hopfield-type activation function f .
Theorem 1. Let f : D → S be a Hopfield-type activation function and x(0) ∈ S N , where S is a compact subset of a Hopfield-type hypercomplex number system H. The sequence produced by (20) is convergent, in an asynchronous update mode, if the synaptic weights satisfy w ij = τ (w ji ) and one of the two cases below holds true:
(a) w ii = 0 for any i, j ∈ {1, . . . , N }. (b) w ii ≥ 0 for any i, j ∈ {1, . . . , N } and H is a positive semi-definite Hopfield-type hypercomplex number system.
Examples
In this section we present examples illustrating that the theory presented in this paper generalizes several results from the literature concerning the stability analysis of HHNNs.
Bipolar Hopfield Neural Network
Consider the system of real numbers R equipped with the trivial reverse-involution, i.e., the identity operator τ (x) = x for all x ∈ R. Note that R with the identity operator is a positive semi-definite Hopfield-type hypercomplex number system because B(x, y) = xy and B(x, x) = x 2 ≥ 0.
Apart from an isomorphism, the famous discrete-time real-valued recurrent neural network introduced by Hopfield (1982) is given by (20) This example highlights that the stability analysis of the traditional discrete-time Hopfield neural network is a particular case of the theory presented in this paper.
Complex-Valued Multistate Hopfield Neural Networks
As far as we know, although complex-valued Hopfield neural networks (CvHNNs) have been proposed in the late 1980s (Noest, 1988a,b) , the most relevant contribution is the multistate model proposed by Jankowski et al. (1996) . In fact, the multistate CvHNN of Jankowski et al. corroborated to the development of many other complexvalued Hopfield networks including the ones described on (Kobayashi, 2017b; Muezzinoglu et al., 2003; Lee, 2006; Tanaka & Aihara, 2009; Kobayashi, 2017a; de Castro & Valle, 2018b) .
Mistakenly, Jankowski et al. stated that their multistate CvHNN, operating asynchronously, always settle down at an equilibrium state if the synaptic weight matrix satisfies the usual conditions: hermitian synaptic weights (w ij =w ji ) and non-negative self-connections (w ii ≥ 0). In 2014, Zhou and Zurada showed that the multistate CvHNN of Jankowski et al. may fail to yield a convergent sequence if w ii = 0 (Zhou & Zurada, 2014) . As pointed out by Zhou and Zurada, it turns out that the condition w ii = 0 is often used in applications of the multistate CvHNN. For instance, some design methods to implement an associative memory using multistate CvHNN, including the generalized projection rule (Lee, 2006) , requires w ii = 0. Moreover, probably not aware of the subtle mistake by Jankowski et al., many multistate CvHNNs from the literature also fail to yield a convergent sequence of states under the usual conditions on the synaptic weights (de Castro & Valle, 2018b) . Based on Theorem 1, however, we provide below a solution to the stability analysis of multistate CvHNN under the usual conditions, including the case w ii = 0, ∀i = 1, . . . , N .
Consider the system of complex numbers C equipped with the natural conjugation given by (9). Note that the symmetric bilinear form B given by (10) satisfies
where z 1 = |z 1 |e iθ1 and z 2 = |z 2 |e iθ2 are written in a polar representation such that 0 ≤ |θ 1 − θ 2 | ≤ π. In particular, B(z, z) = |z| 2 ≥ 0 and, thus, C with the natural conjugation is a positive semi-definite Hopfield-type hypercomplex number system. Motivated by Kobayashi (2017b,a) , let us define the complex-valued signum function as follows: Given a positive integer number K > 1, define ∆θ = π/K. The integer K and the angle ∆θ are referred respectively to as the resolution factor and the phase-quanta. The complex-valued signum function csgn : D → S is defined by
where D = {z ∈ C \ {0} : arg(z) = (2k − 1)∆θ, ∀k = 1, . . . , K},
denotes its domain and S = {1, e 2i∆θ , e 4i∆θ , . . . , e 2(K−1)i∆θ }
is the set of all possible states of a multistate complex-valued neuron. Note that csgn is not defined at a complex number z such that arg(z) = (2k − 1)∆θ, k ∈ {1, 2, . . . , K}. Therefore, from (20) with f ≡ csgn, a neuron of a multivalued CvHNN is updated at time t if and only if v i (t) = 0 and arg(v i (t)) = (2k − 1)∆θ for some k ∈ {1, 2, . . . , K}. This is the key issue to ensure that the sequences produced by a multistate CvMNN are all convergent. Precisely, in the following we show that csgn is a Hopfield-type activation function: Given a complex number z = |z|e iθ ∈ D, using the polar representation, let us write csgn(z) = e αi and s = e βi for any s ∈ S \ {csgn(z)}.
From (26), we have |θ − α| < ∆θ < |θ − β|.
By applying the cosine function, multiplying by |z|, and using (25), we obtain
Concluding, from Theorem 1, the complex-valued multistate Hopfield neural network with f ≡ csgn given by (26) yields a convergent sequence if w ij =w ji and w ii ≥ 0 for all i, j ∈ {1, . . . , N }. Moreover, in contrast to the many models in the literature, a neuron is updated if only if its activation potential v i (t) ∈ D, that is, v i (t) = 0 and arg(v i (t)) = (2k − 1)∆θ for some k = 1, . . . , K. At this point, note that the set C \ D has Lebesgue measure zero. Thus, we almost always update a neuron using the csgn activation function. This remark justifies why the subtle mistake on the stability analysis of Jankowski et al. have been unaware for almost 18 years.
Tessarine-Valued Hopfield Neural Networks
As far as we know, Isokawa et al. were the first to investigate Hopfield neural networks on tessarines, also known as commutative quaternions (Isokawa et al., 2010) . Briefly, Isokawa and collaborators propose two tessarine-valued multistate discretetime Hopfield neural networks based on polar representations of tessarines. Although we believe that both tessarine-valued Hopfield neural networks of Isokawa et al. can be analyzed using the theory presented previously in this paper, to simplify our discussion, in the following we only address a slight modification of the tessarine-valued multistate Hopfield neural network introduced recently by Kobayashi (2018c) and which is very similar to the second model proposed by Isokawa et al. (2010) .
Consider the hypercomplex number system T of tessarines equipped with the reverseinvolution τ given by (13), i.e., τ (p) = p 0 − p 1 i + p 2 j − p 3 k for all p = p 0 + p 1 i + p 2 j + p 3 k ∈ T. In this case, T is a positive semi-definite Hopfield-type hypercomplex number system and the symmetric bilinear form given by (10) satisfies B T (p, q) = p 0 q 0 + p 1 q 1 + p 2 q 2 + p 3 q 3 for all p, q ∈ T. Since k = ij, a tessarine can be written as the direct sum of two complex numbers u p = p 0 + p 1 i and v p = p 2 + p 3 i as follows:
Moreover, because B C (z 1 , z 2 ) = a 1 a 2 + b 1 b 2 for any complex-numbers z 1 = a 1 + b 1 i and z 2 = a 2 + b 2 i, the symmetric bilinar form satisfies the following identity for any two tessarines p = u p + v p j and q = u q + v q j:
In analogy to the complex-valued multistate Hopfield neural network, given a positive integer number K > 1 called resolution factor, define the phase-quanta by means of the equation ∆θ = π/K. Using (30), Kobayashi defines the set of all possible states of a tessarine-valued multistate neuron as follows:
where S = {1, e 2i∆θ , e 4i∆θ , . . . , e 2(K−1)i∆θ } ⊂ C. Also, in accordance with Kobayashi (2018c) , let us define the tessarine-valued activation function tsgn : D T → S T by means of the equation
where csgn denotes the complex-valued activation function given by (26) and
For any p = u p + v p j ∈ D T and s = u s + v s j ∈ S T \ {tsgn(p)}, from (29) and (31), we obtain
Therefore, the tessarines T with the reverse-involution τ defined by (13) is a positive semi-definite Hopfield-type hypercomplex number system and tsgn : D T → S T is a Hopfield-type activation function. From Theorem 1, we conclude that the tessarinevalued multistate Hopfield network described by (20) yields a convergent sequence in an asynchronous update mode if the synaptic weights satisfy w ij = τ (w ji ) and w ii ≥ 0 for all i, j = 1, . . . , N . Concluding, the theory presented in this paper provides a unified mathematical explanation for the stability analysis of many hypercomplex-valued neural networks such as the one detailed by Isokawa et al. (2010) and Kobayashi (2018c) .
Some Clifford-Valued Hopfield Neural Networks
As far as we know, Vallejo and Bayro-Corrochano provided the first account on discrete-time Hopfield neural networks on Clifford algebras (Vallejo & Bayro-Corrochano, 2008) . Apart from the complex-valued HHNN, which is a real Clifford algebra of dimension equal to 2, Hopfield neural networks on hyperbolic and dual domains have been investigated by Kobayashi (2013 Kobayashi ( , 2016b Kobayashi ( ,a, 2018b . Moreover, continuous-time Hopfield neural networks on Clifford algebras have been extensively investigated by Kuroe (2011 Kuroe ( , 2013 ; Kuroe et al. (2011) . In this subsection, we apply the theory presented in this paper to confirm the stability analysis of Hopfield neural networks on some Clifford algebras. Precisely, we shall focus on Hopfield neural networks based on the so-called split sign function and defined on Clifford algebras of dimension 2.
A real Clifford algebra of dimension 2 corresponds to an associative hypercomplex number system with elements of the form p = p 0 + p 1 i where the square of the hypercomplex unit is a real number, that is, i 2 ∈ R. As a consequence, a real Clifford algebra of dimension 2 is isomorphic to either the systems of complex numbers (C), hyperbolic numbers (U), or dual numbers (D). We recall that the multiplication table of these three hypercomplex number systems are given by Table 1a ), b), and c). Moreover, it is not hard to show that the systems of complex, hyperbolic, and dual numbers are all commutative algebras.
The Clifford conjugation corresponds to the natural conjugation on C, U, and D. Apart from the natural conjugation, the identity mapping is also a reverse-involution on the complex, hyperbolic, and dual number systems. In view of this remark, it is convenient to introduce the notation
where λ ∈ {−1, +1}. Note that τ λ is the trivial reverse-involution if λ = +1 while, when λ = −1, we obtain the natural conjugation. In both cases, τ λ is a reverseinvolution on C, U, and D. Furthermore, complex, hyperbolic, and dual number systems with τ λ are all Hopfield-type hypercomplex number systems. The symmetric bilinear form given by (10) satisfies the following equation for all p = p 0 + p 1 i and q = q 0 + q 1 i:
where λ ∈ {−1, +1} and i 2 ∈ {−1, 0, +1}. In particular, we have B(p, p) ≥ 0 for all p = p 0 + p 1 i if and only if λi 2 ≥ 0. Thus, the system of complex numbers with the natural conjugation is a positive semi-definite Hopfield-type hypercomplex number system. Similarly, the system of hyperbolic numbers yields a positive semi-definite Hopfield-type hypercomplex number system with the identity mapping. Finally, the system of dual numbers is a positive semi-definite hypercomplex number system with both the identity and the natural conjugation. Now, consider the split sign function sgn : D → S defined in a component-wise manner by means of the equation
where D = {p = p 0 + p 1 i : p 0 p 1 = 0} and
It can be easily verified that the inequality B(sgn(q), q) = |q 0 | + λ|q 1 |i 2 > q 0 s 0 + λq 1 s 1 i 2 = B(s, q), holds true for all q = q 0 + q 1 i ∈ D and s = s 0 + s 1 i ∈ S \ {sgn(q)} if and only if λi 2 ≥ 0. From Theorem 1, we conclude that sequence produced by a Hopfield neural network with the split sign function is convergent if λi 2 ≥ 0, w ij = τ λ (w ji ), and w ii ≥ 0 for all i, j = 1, . . . , N . In other words, a four state Hopfield neural network given by (20) with the split sign function always yields a convergent sequence in the asynchronous update mode when: -Complex numbers: The synaptic weights satisfy w ij =w ji and w ii ≥ 0 for all i, j = 1, . . . , N .
-Hyperbolic numbers: The synaptic weights satisfy, for all i = 1, . . . , N , the conditions w ij = w ji and w ii ≥ 0. In a similar manner, the theory presented in this paper can be applied for the stability analysis of the two hyperbolic-valued four state neural networks proposed by Kobayashi (2016b Kobayashi ( , 2018c .
-Dual numbers: The synaptic weights satisfy w ii ≥ 0 and either w ij =w ji or w ij = w ji holds true for all i, j = 1, . . . , N . Accordingly, Kobayashi asserts that the identity Re {w ij } = Re {w ji } ensures the stability of this recurrent network with w ii = 0 for all i = 1, . . . , N (Kobayashi, 2018a) . Another interesting result that emerges from the theory presented in this paper is obtained by considering the function sgn : D → S defined by
where D and S are given by (37) . Note that sgn(p) = sgn(p) = sgn(p). Therefore, the dynamic of the Hopfield neural networks on 2-dimensional real Clifford algebras with sgn corresponds to the recurrent neural networks obtained by considering sgn but either conjugating the activation potential or the output of the neuron. In contrast to Hopfield neural networks on 2-dimensional real Clifford algebras with the sgn function, the inequality
holds true if and only if λi 2 ≤ 0. For example, (39) holds if i 2 = −1 and λ = 1.
In other words, sgn is a Hopfield-type activation function on the complex numbers equipped with the trivial reverse-involution. Although C with the identity mapping is a Hopfield-type hypercomplex number system, it is not positive semi-definite. Thus, from Theorem 1, we conclude that a complex-valued Hopfield neural network with the activation function (36) and asynchronous update always comes to rest at an equilibrium if the synaptic weights satisfy w ij = w ji and w ii = 0. Accordingly, we have just derived the stability conditions for the symmetric complex-valued Hopfield network proposed by Kobayashi (2017b) and further discussed using the split activation function by Kobayashi (2017c) . Similarly, we conclude that a HHNN given by (20) with the sgn activation function always settle down at a stationary state in the asynchronous update mode if: -Complex numbers: The synaptic weights satisfy w ii = 0 and w ij = w ji for all i, j = 1, . . . , N .
-Hyperbolic numbers: The synaptic weights satisfy w ii = 0 and w ij =w ji for all i, j = 1, . . . , N .
-Dual numbers: The synaptic weights satisfy w ii ≥ 0 and either w ij =w ji or w ij = w ji holds true for all i, j = 1, . . . , N . Let us conclude this subsection with a simple illustrative example.
Example 4. Consider the four-state Hopfield network with N = 2 neurons on the three real Clifford algebras of dimension 2 and synaptic weights given by w 11 = w 22 = 0 and w 12 = w 21 = 1 + 3i.
Note that this Hopfield neural network has symmetric weights and no self-feedback. Thus, the complex-valued neural network with sgn activation function, the hyperbolicvalued neural network with sgn activation function, and both dual-numbered neural networks always come to rest at an equilibrium. In contrast, the complex-valued neural network with sgn and the hyperbolic-valued neural network with sgn may fail to settle down at a stationary state. Indeed, Figure 2 shows the graph obtained from the six Hopfield neural networks on the real Clifford algebras of dimension 2. In this directed graph, a node corresponds to a state of the neural network such as [1+i, 1+i] T while an edge from node i to node j means that we can obtain the jth state from the ith state by updating a single neuron. Note from Figure 2 that there is a one-to-one correspondence between the (a) complex-valued HNN with sgn and (b) the hyperbolic-valued HNN with the sgn. Thus, although they settle down at different equilibrium states, these two models exhibit very similar dynamics. Similarly, there is also a one-to-one correspondence between (e) the complex-valued HNN with sgn and (f) the hyperbolic-valued HNN with the sgn. In particular, these two models exhibit a limit cycle -marked in red in Figure 2 -which prevents the HNNs to settle down at a stationary state. Finally, observe that the dynamic of the dual-numbered HNN with sgn activation function is similar to the dynamic of the dual-numbered HNN with sgn -both models have the same number of equilibrium points. Concluding, apart from an application of the theory presented in this paper for stability analysis of several models from the literature, this example reveals an interesting relationship between the Hopfield neural networks on real Clifford algebras of dimension 2 which requires further study.
Apart from the models in the literature, the following subsection reveals that the theory presented in this paper can be used to study the dynamic of novel HHNN models.
Continuous-Valued HHNNs on Cayley-Dickson Algebras
In analogy to the multistate CvHNN, a continuous-valued CvHNN is obtained by considering in (20) the activation function defined by σ(z) = z/|z| for all z = 0. The complex-valued discrete-time Hopfield neural network obtained by considering σ as the activation function has been investigated by Noest (1988b) . More recently, the continuous-valued CvHNN have been extended to quaternions independently by Valle (2014) and Kobayashi (2016c) . We also used this kind of activation function to introduce a discrete-time continuous-valued octonionic Hopfield neural network (de Castro & Valle, 2018a) . At this point, we would like to recall that Kuroe and Iima have investigated the stability of continuous-time octonionic Hopfield neural networks (Kuroe & Iima, 2016) . Their study motivated us to investigate the discrete-time models and inspired us to introduce the theory presented in this paper. Interestingly, the complex, quaternionic, and octonionic continuous-valued Hopfield neural network, operating asynchronously, yield a convergent sequence of states if the synaptic weights satisfy the usual conditions: w ij =w ji and w ii ≥ 0 for all i, j = 1, . . . , N . Since the systems of complex numbers, quaternions, and octonions are all instances of Cayley-Dickson algebras, let us apply the theory developed in this paper for the analysis of the stability of HHNN models defined on an arbitrary Cayley-Dickson algebra A k .
As pointed out previously, a Cayley-Dickson algebra A k whose conjugation and product are defined recursively by (15) and (16) with A 0 = R is a positive semi-definite Hopfield-type hypercomplex number system. Although the multiplication may fails to have some desirable algebraic properties such as commutativity and associativity, the Cayley-Dickson algebra A k enjoys some properties from Euclidean geometry. Precisely, from (19) the usual inner product between p = p 0 + p 1 i 1 + . . . + p n i n ≡ (p 0 , p 1 , . . . , p n ) and q = q 0 + q 1 i 1 + . . . + q n i n ≡ (q 0 , q 1 , . . . , q n ), where n = 2 k − 1. Moreover, the absolute value of a hypercomplex number p ≡ (p 0 , p 1 , . . . , p n ) ∈ A k can be defined by
which corresponds to the Euclidean norm. From the Cauchy-Schwarz inequality, we have B(p, q) ≤ |p||q|, with equality if and only if q = αp for some real α > 0.
In analogy to the complex-valued, quanternionic, and octonionic continuous-valued HHNNs, let σ : D → S be the activation function given by
where S = {p ∈ A k : |p| = 1}. The following shows that σ is a Hopfield-type activation function. Consider p ∈ D and s ∈ S \ {σ(p)}. Since s = αp, for any α > 0, we obtain B(s, p) < |s||p| = |p| = B(σ(p), p).
The last inequality is a consequence of the Cauchy-Schwarz inequality and the fact that q and s are not parallel vectors. Thus, B(σ(p), p) > B(s, p) for all p ∈ D and s ∈ S \ {σ(p)}. Since A k is a positive semi-definite Hopfield-type hypercomplex number system, from Theorem 1, the sequences generated by (20) with f ≡ σ are all convergent if the synaptic weights satisfy the usual conditions w ij =w ji and w ii ≥ 0. Concluding, the stability analysis of the complex-valued (Noest, 1988b) , quaternionic (Valle, 2014; Valle & de Castro, 2018; Kobayashi, 2016c) , and octonionic continuousvalued Hopfield neural networks (de Castro & Valle, 2018a) can be derived as a particular case of the theory presented in this paper. More generally, this theory can be applied in a straightforward manner to the broad class of continuous-valued Hopfield neural networks defined on a Cayley-Dickson algebra A k .
Concluding Remarks
In this paper, we addressed the stability of a broad class of discrete-time hypercomplexvalued Hopfield-type neural networks (HHNNs). To this end, we introduced new hypercomplex number systems called Hopfield-type hypercomplex number systems. Hopfield-type hypercomplex number systems provide an appropriate mathematical background for the development of HHNNs and include, as particular instances, Cayley-Dickson and real Clifford algebras. Apart from the new hypercomplex number systems, in this paper we also introduced a broad family of hypercomplex-valued functions, referred to as Hopfield-type activation functions. The stability of a HHNN with a Hopfield-type activation function is ensured by means of Theorem 1 under mild conditions on the synaptic weights. It should be emphasized that the results presented in this paper extend several results published in the literature on the stability analysis of discrete-time Hopfield-type neural networks since the early 1980s. Moreover, it can be applied for the development of many new HHNN models. Indeed, we used the theory presented in this paper to introduce a broad class of HHNNs on Cayley-Dickson algebras. Finally, using the background theory presented in this paper, HHNNs can be applied to solve optimization problems as well as to implement associative memories designed for the storage and recall of multidimensional data.
Appendix -Proof of Theorem 1
First of all, the function E given by (22) is real-valued, by definition. Also, it is continuous because B is a symmetric bilinear form on a finite dimensional vector space. Thus, it is also bounded. Let us now show that E is strictly decreasing along any non-stationary trajectory.
Aiming to simplify notation, let x ≡ x(t) and
x ≡ x(t + ∆t) for some t ≥ 0. Since we are considering an asynchronous update mode, let us suppose that only the µth neuron changed its state at iteration t. In other words, we assume that x j = x j for all j = µ and x µ = x µ . In this case, the function E evaluated at x and x satisfy:
and, since x j = x j for all j = µ, we have
Hence, using the linearity of B, the variation of the energy from time t to t + ∆t is
Replacing i by j in the second sum, using the identity (12), the symmetry of B, and recalling that τ (w jµ ) = w µj , we obtain
From the linearity and symmetry of B, using (12) again, and recalling that the activation potential of the µth neuron at iteration t can be expressed as
Now, since we are assuming f (v µ ) = x µ = x µ , we must have v µ ∈ D. Moreover, since f is a Hopfield-type activation function and x µ = f (v µ ), we obtain
As a consequence, we have
On the one hand, if w ii = 0 for all i = 1, . . . , N , then ∆E < −(1/2)B(x µ − x µ , 0) = 0, which concludes the proof in the case (a). On the other hand, if H is a positive semidefinite Hopfield-type hypercomplex number system, then B(x µ − x µ , x µ − x µ ) ≥ 0. Also, if w µµ is a non-negative real number, then
which concludes the proof in the case (b).
