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ABSTRACT OF THE DISSERTATION 
 
Tracking Past Changes in Ocean Heat Content with Atmospheric Noble Gases in Ice Cores 
 
 
by 
 
Sarah Ann Shackleton 
Doctor of Philosophy in Earth Sciences 
University of California, San Diego, 2019 
Professor Jeffrey P. Severinghaus, Chair 
 
As an emerging proxy for total ocean heat content, atmospheric noble gas ratios in ice cores 
have the promise to provide key insights into Earth’s energy budget, and how it has responded to 
past climate perturbations. This method takes advantage of the mass-conservation of krypton, 
xenon, and dinitrogen in the combined ocean and atmosphere, and their unique temperature-
dependent solubilities in seawater. By measuring changes in the noble gas ratios of the well-mixed 
atmosphere, we can deduce their change in the ocean due to warming or cooling, which allows us 
to track changes in total ocean heat content. As a new area of research, there is still much to learn 
about the proxy’s potential, as well as its limitations. The motivation of this dissertation is twofold: 
 
xvi 
to identify the main sources of uncertainty in mean ocean temperature reconstructions and to apply 
the mean ocean temperature method to previously unstudied climate intervals. 
To address our first goal, we focus on processes that decouple the noble gas ratios measured 
in ice cores from mean ocean temperature. While past studies have focused on this decoupling at 
the ocean-atmosphere interface (e.g. through dissolved gas disequilibrium), we primarily focus on 
the decoupling of gases at the atmosphere-ice sheet interface, and within the ice sheet itself. We 
identify previously unappreciated or underappreciated mechanisms of gas fractionation that, if not 
appropriately accounted for, introduce error into mean ocean temperature records. Based on our 
findings, we outline specific steps to identify and correct for these processes in order to minimize 
error in future mean ocean temperature studies. 
To address our second goal, we reconstruct mean ocean temperature with ice cores from 
the Taylor Glacier blue ice area. Taylor Glacier has the advantage of being recently-drilled and 
clathrate-free, making it an ideal site for mean ocean temperature reconstruction. Using well-
established methods of blue ice dating based on gas synchronization with well-dated ice cores, we 
identify and collect ice cores from the last interglacial period and last glacial inception for mean 
ocean temperature reconstruction. Considering the mean ocean temperature records presented 
here, along with previous reconstructions, a pattern emerges from the data; over a range of 
timescales and background climate states, we find a dominant role of the ocean’s overturning 
circulation in controlling the timing and magnitude of mean ocean temperature change.  
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Chapter 1 
 
Introduction 
Today and in the past, the oceans have played a critical role in the evolution of global 
climate and represent the dominant energy reservoir in the climate system (Stocker et al., 2013). 
Understanding how the oceans have responded to external (e.g. greenhouse gas and insolation) 
and internal (e.g. circulation) perturbations in the past provides insight into their future response 
to climate change. However, even within the observational era, the ability to track changes in ocean 
heat content has been limited by the spatiotemporal resolution of available records (Abraham et 
al., 2013). This limitation is even more pronounced for reconstructions that extend beyond the 
observational era with marine-based proxies for ocean temperature.   
The recently developed proxy for mean ocean temperature (MOT) from atmospheric noble 
gas ratios in ice cores (Headly & Severinghaus, 2007) has provided a method to circumvent the 
problem of limited spatial coverage of marine records. This method utilizes the temperature-
dependent solubilities of krypton, xenon, and nitrogen in seawater to deduce total ocean heat 
content. With no major sources or sinks outside of the combined ocean and atmosphere, changes 
in the atmospheric content of these inert gases reflect a change in their oceanic reservoir, which is 
primarily governed by ocean temperature. Because ocean heat and gases are set and exchanged at 
the surface, any change in ocean heat content coincides with an exchange of inert gases between 
the atmosphere and the ocean with no lag in their respective response times. Because the 
atmosphere is well mixed, and krypton, xenon, and nitrogen have unique temperature-dependent 
solubilities, the atmospheric ratios of these gases provide a globally integrated signal of changes 
2 
in ocean heat content, and MOT (Ritz et al., 2011). Atmospheric noble gas ratios therefore provide 
a metric to track the evolving response of ocean temperature to a climate perturbation.  
Atmospheric greenhouse and noble gases are trapped concurrently in ice as air bubbles, 
making it possible to produce simultaneous records of greenhouse forcing and MOT from a single 
ice core record. The ability to compare records of these two fundamental parameters in the climate 
system with no temporal uncertainty has crucial implications for understanding their interplay. 
Because CO2 is highly soluble in seawater, ocean warming and cooling affect atmospheric CO2. 
In turn, the radiative impact of CO2 and other greenhouse gases on the Earth’s energy budget 
influence total ocean heat content. Simultaneous records of MOT and CO2 over a range of 
timescales and climate states may provide crucial insight into Earth system sensitivity.  
Since the development of the MOT proxy, the analytical precision of noble gas 
measurements has markedly improved (Bereiter, Kawamura, et al., 2018). In addition, the drilling 
of the carefully-handled, high-resolution WAIS Divide ice core allowed for the recent 
reconstruction of MOT over the last deglaciation (Bereiter, Shackleton, et al., 2018). The glacial-
interglacial MOT change found in this reconstruction of 2.6±0.2°C agrees well with the initial 
finding of 2.7±0.6°C (Headly & Severinghaus, 2007), but the improvement in analytical precision 
made it possible to detect subtle features in MOT change across the deglaciation that had been 
previously unidentified. The most striking aspect of this record was the close covariation of MOT 
and Antarctic temperature. Another surprising feature was a rapid warming that occurred in the 
first 700 years of the Younger Dryas and exceeded rates of modern warming.  
This pioneering study highlighted the enormous potential of the MOT proxy. However, the 
dramatic improvement in analytical precision makes it necessary to carefully evaluate other 
potential sources of error in MOT reconstructions, which could greatly exceed the current 
3 
analytical uncertainty. As a new area of research, investigations into mechanisms that may 
decouple the noble gas ratios measured in ice cores from ocean heat content are limited and have 
primarily focused on the processes of gas and heat exchange at the ocean-atmosphere interface 
(Ritz et al., 2011).    
The first of two main goals of this dissertation is to address processes that decouple the 
noble gas content of ice from the well-mixed atmosphere and assess associated uncertainties in the 
interpretation of MOT records. In Chapter 2, we explore a mechanism of gas fractionation during 
the transformation of air bubbles to clathrates in the ice that may introduce random error into MOT 
records. Comparing MOT reconstructions with ice cores from Taylor Glacier and WAIS Divide, 
we suggest that the recent result of rapid MOT warming in the first 700 years of the Younger Dryas 
may be an artifact of this fractionating process in the WAIS Divide ice core. In Chapter 3, we 
evaluate our understanding of the processes that fractionate noble gases in the consolidating snow 
(or firn) through measurements of modern air within the open pores of the firn, and in recently 
closed off air bubbles from sites across Greenland and Antarctica. Based on these results, we 
estimate the influence of systematic error in MOT reconstructions and suggest best practices to 
minimize their influence in future studies.  
The second motivation of this dissertation is to extend the MOT record to unstudied climate 
intervals in order to gain greater insight into the controls on ocean heat content throughout a glacial 
cycle. In Chapter 4 we reconstruct MOT during the penultimate deglaciation and last interglacial 
period with ice cores from Taylor Glacier and EDC. Through comparison with other proxy records 
and modelling results, we suggest that the warmer-than-modern MOT that occurred at the onset of 
the last interglacial was a transient feature, due to the shut-down of the Atlantic Meridional 
Overturning Circulation, but one that had implications for the elevated sea level that is observed 
4 
during this interval. In Chapter 5 we reconstruct MOT during the last glacial inception (at around 
70 ka) with ice cores from Taylor Glacier and WAIS Divide. With this record, we consider the 
role of ocean cooling in atmospheric CO2 drawdown, the sequence of events that occur during 
glacial inceptions, and the response of MOT to AMOC perturbations on millennial timescales. 
Finally, we suggest target intervals for MOT reconstructions to further evaluate the role of internal 
and external perturbations in setting total ocean heat content.  
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Chapter 2 
 
Is the Noble Gas-Based Rate of Ocean Warming During the 
Younger Dryas Overestimated?  
 
Abstract 
Noble gases in ice cores enable reconstructions of past mean ocean temperature. A recent 
result from the clathrate-containing WAIS Divide Ice Core showed tight covariation between 
ocean and Antarctic temperatures throughout the last deglaciation, except for the Younger Dryas 
interval. In the beginning of this interval, oceans warmed at 2.5 °C/kyr—three times greater than 
estimates of modern warming. If valid, this challenges our understanding of the mechanisms 
controlling ocean heat uptake. Here we reconstruct mean ocean temperature with clathrate-free ice 
samples from Taylor Glacier to test these findings. The two records agree in net temperature 
change over the Younger Dryas, but the Taylor Glacier record suggests sustained warming at the 
more modest rate of 1.1 ± 0.2°C/kyr. We explore mechanisms to explain differences between 
records and suggest that the noble gas content for the Younger Dryas interval of WAIS Divide 
may have been altered by a decimeter-scale fractionation during bubble-clathrate transformation. 
7 
2.1. Introduction 
Ocean heat uptake plays a crucial role in regulating the rate of planetary warming. To 
understand mechanisms controlling ocean warming on centennial-millennial timescales, it is 
necessary to consult paleoclimate archives. Reconstructions of atmospheric noble gas ratios 
(Kr/N2, Xe/N2, and Xe/Kr) from trapped air in ice cores reflect past mean ocean temperature 
(MOT) due to the temperature-dependent changes of gas solubilities in seawater and thus the 
relative partitioning of noble gases between the ocean and atmosphere (Headly & Severinghaus, 
2007; Ritz et al., 2011). The MOT proxies reflect volume-averaged ocean temperature change; the 
rate of MOT change (or ocean heat uptake) depends on both the magnitude of the surface forcing 
and on ocean mixing/circulation. A recent MOT study covering the last deglaciation from the 
Antarctic WAIS Divide (WD) ice core showed features in MOT change that were not apparent in 
traditional ocean temperature reconstructions from marine sediment cores, including covariation 
between MOT and Antarctic temperature (Bereiter, Shackleton, et al., 2018). The exceptional 
resolution and age control of this record enabled strong constraints on rates of ocean temperature 
change. The most surprising feature of this record was a 1.6 °C MOT warming in the first 700 
years of the Younger Dryas (referred to as YD1), which is roughly triple the rate of modern ocean 
warming. This interval represents the only significant deviation of the MOT trend from that of 
Antarctic temperature during the last deglaciation (Figure 1).  
The Younger Dryas (12.75–11.55 ka BP) was marked by abrupt cooling of Greenland and 
the North Atlantic (Broecker et al., 1988) and gradual warming in Antarctica (Blunier et al., 1997), 
as a result of reduction in Atlantic Meridional Overturning Circulation (AMOC; Broecker et al., 
1989). The Younger Dryas ended with abrupt recovery of the AMOC (McManus et al., 2004). 
Modeling studies suggest that MOT and ocean heat content should increase through the duration 
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of AMOC reduction at a rate roughly one quarter of that found at WD for YD1 (Galbraith et al., 
2016; Pedro et al., 2018). As of yet, no evidence for major changes in climate or ocean circulation 
have been found that shed light on the YD1 warming.  
Because of the important implications of the rapid YD1 MOT warming, we sought to 
replicate this MOT change with another ice core record. We analyzed samples from Taylor Glacier, 
Antarctica, a blue ice area where ice from the last glacial cycle can be found in abundance 
(Baggenstos et al., 2017). Importantly, the air in Taylor Glacier ice is enclosed entirely in the form 
of bubbles and lacks clathrates due to the relatively shallow depth of the glacier, while WD is a 
deep ice core in which the Younger Dryas is within fully clathrated ice, approximately 400 to 500 
m below the bubble-clathrate transition zone (BCTZ; Fitzpatrick et al., 2014).  
 
2.2. Methods and Site Description 
Sixteen ice core samples from Taylor Glacier covering 13.4–11.0 ka BP were collected 
along a previously established sampling line, which contains a well-dated, high-resolution record 
of the last deglaciation (Baggenstos et al., 2017). Samples were analyzed for isotopes of nitrogen, 
argon, and krypton and Kr/N2, Xe/N2, and Xe/Kr following Bereiter, Kawamura, et al. (2018). 
Results are reported in delta notation, relative to the modern atmosphere.  
Ice core Kr/N2, Xe/N2, and Xe/Kr are influenced by gravitational (Schwander, 1989; Craig 
et al., 1988) and thermal (Severinghaus et al., 1998) fractionation. Because the effects of 
gravitational and thermal fractionation are well understood for the measured gases, the isotope 
ratios can be used to correct Kr/N2, Xe/N2, and Xe/Kr to derive their original atmospheric 
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compositions. We solve for fractionations using all measured isotope ratios in a linear least squares 
system of equations (Baggenstos, 2015; and supporting information).  
To derive MOT, Kr/N2, Xe/N2, and Xe/Kr were input into the four-box ocean-atmosphere 
model of Bereiter, Shackleton, et al. (2018). To estimate uncertainty in the rate and magnitude of 
MOT change in the Taylor Glacier record, we run 10,000 Monte Carlo simulations of the data, 
propagating analytical uncertainties, sample age uncertainties, and uncertainties in the sea level 
record used in the box model (Lambeck et al., 2014) through the full evaluation routine.  
 
2.3 Results/Discussion 
2.3.1. Taylor Glacier and WD MOT records 
Figure 1 shows the MOT results for Taylor Glacier compared to WD. The Taylor Glacier 
record shows sustained warming over the whole Younger Dryas interval at 1.1 ± 0.2 °C/kyr (1σ) 
for a total warming of 1.3 °C over 1,200 years. Overall, trends for Taylor Glacier are consistent 
with those of Antarctic temperature. While the WD record suggests similar net warming of 1.4 °C 
during the Younger Dryas, MOT change occurs in two phases. There is a rapid (2.5 ± 0.5 °C/kyr) 
warming in the first 700 years (YD1), followed by ~0.8 °C/kyr cooling in the final 500 years of 
the Younger Dryas. The Taylor Glacier and WD MOT records agree (within uncertainty) for much 
of the Younger Dryas, but they differ significantly in the warming rate during YD1 (supporting 
information). These rates are tightly constrained for each record, due to the high sampling 
resolution within this interval. Potential explanations for the differences between the records are 
explored below.  
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2.3.2. Lab artifacts and data processing 
Because the WD and Taylor Glacier records were measured using the same analytical 
method, we can rule out laboratory artifacts as the source of disagreement between the two records. 
However, for Taylor Glacier we applied a different method to correct for firn fractionations and 
slightly different parameterizations to the box model compared to the WD study. If we apply the 
same firn corrections and box model parameters to WD as we used for Taylor Glacier (open circles, 
Figure 1), we find that the whole record shifts to warmer MOT by ~0.4 °C, but the record structure 
remains essentially unchanged, and there is no significant change to the rate of warming during 
YD1. This suggests that the differences between records are likely a result of some unaccounted-
for physical process within the firn or ice.  
2.3.3. Smoothing of the Taylor Glacier MOT Record 
An important consideration when comparing the WD and Taylor Glacier records is the 
effect of signal smoothing in the firn column (Spahni et al., 2003). Compared to the atmosphere, 
fast variations in gas records in ice cores are low-pass filtered because (1) gases within firn mix 
slowly with the atmosphere through molecular diffusive transport and (2) bubble enclosure occurs 
gradually over a depth range of ~15 m (Schwander et al., 1988). In effect, gases within an ice layer 
do not have a single age, but a distribution of ages. This smoothing process has greatest impact on 
gases that undergo fast atmospheric changes (e.g., CH4), but if bubble close-off occurs gradually 
enough, it may also affect slower atmospheric changes such as the noble gas trends observed 
during YD1.  
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The degree of smoothing depends on site conditions; cold, low accumulation sites tend to 
have the widest gas age distributions and thus experience the most smoothing (Spahni et al., 2003). 
Because of its high accumulation and relatively moderate temperature, WD has an exceptionally 
narrow gas age distribution width (20 to 60 years; Rhodes et al., 2017); the noble gas MOT record 
should be virtually unaltered by smoothing at this site. In contrast, the Taylor Glacier deposition 
site has lower accumulation and colder temperatures, so a wider gas age distribution is expected. 
The YD1 MOT warming suggested by WD is quite rapid; one possible explanation for the 
differences between the two records is that the noble gas record is smoothed at Taylor Glacier.  
In order to quantify the differences between the two MOT records due to smoothing, we 
compare abrupt CH4 transitions at the onset and termination of the Younger Dryas between Taylor 
Glacier (Bauska et al., 2016) and WD (Rhodes et al., 2015). Because these atmospheric CH4 
changes are rapid (several hundred ppb over a few hundred years), they should be more affected 
by smoothing than the MOT record. From the degree of smoothing of the Taylor Glacier CH4 
record compared to WD, it is possible to predict the degree of smoothing of the Taylor Glacier 
MOT record. The Taylor Glacier age scale was developed through gas synchronization between 
Taylor Glacier and WD from measurements of CH4, CO2, and δ
18
Oatm (Baggenstos et al., 2017). 
A dynamic programming algorithm (Lisiecki & Lisiecki, 2002) was employed to optimize the fit 
of the Taylor Glacier gas records to those of WD on the WD2014 chronology (Buizert et al., 2015; 
Sigl et al., 2016), while maintaining a physically realistic (i.e., smooth) distance-age relationship. 
Because CH4 data are used to constrain the age model, it is somewhat circular to compare rates of 
CH4 transitions between WD and Taylor Glacier on the published Taylor Glacier age scale. To 
circumvent this issue, we reran the dynamic algorithm with δ
18
Oatm alone. While the age model is 
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still tied to WD2014, δ
18
Oatm variations are several orders of magnitude slower than those of CH4, 
so the effect of smoothing on δ
18
Oatm is negligible.  
On the new Taylor Glacier timescale, rates of CH4 change (d[CH4]/dt) at the transitions are 
comparable to those of WD, suggesting no substantial smoothing of the Taylor Glacier record 
relative to WD (Figure 2). In fact, the Younger Dryas termination d[CH4]/dt is actually greater at 
Taylor Glacier than at WD. This is the more abrupt of the CH4 transitions, so we would expect it 
to be more sensitive to smoothing. Comparing CH4 transitions between Taylor Glacier and WD, it 
is important to note that the Taylor Glacier CH4 data are in much lower resolution than for WD, 
so there is greater uncertainty in Taylor Glacier d[CH4]/dt. However, high-resolution field 
measurements of CH4 at Taylor Glacier confirm the d[CH4]/dt of the lower resolution lab-based 
measurements (supporting information), and uncertainties in d[CH4]/dt have little impact on 
smoothing estimates.  
We convolved the WD CH4 and MOT records with a log-logistic function to predict the 
degree of smoothing of the MOT record at Taylor Glacier from the observed CH4 smoothing at 
Taylor Glacier relative to WD. A log-logistic function was chosen to approximate the gas age 
distribution at Taylor Glacier and realistically simulate smoothing (supporting information). 
However, results are insensitive to the shape of the smoothing function; a simple boxcar function 
yields a similar relationship between the degree of smoothing of the CH4 record and the MOT 
record.  
As expected, the CH4 record is significantly more sensitive to smoothing than the MOT 
record. The observed 18% reduction of d[CH4]/dt at Taylor Glacier (compared to WD) at the 
Younger Dryas onset gives an expected reduction in the YD1 MOT rate of 0.5% at Taylor Glacier 
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relative to WD. Accounting for uncertainties in Taylor Glacier d[CH4]/dt, an upper bound on 
smoothing of the CH4 record (59%) predicts an upper estimate on MOT smoothing of 6% in the 
Taylor Glacier record. However, the observed rate of MOT warming at Taylor Glacier is 64% 
reduced compared to WD during YD1. From these results, we can confidently reject the hypothesis 
that the difference between the Taylor Glacier and WD MOT records is the result of smoothing.  
2.3.4. Outliers in the WD Record Due to Clathrate Layering 
In addition to higher rates of MOT warming during YD1, the WD record also has more 
high frequency variability than Taylor Glacier during and just after the Younger Dryas (Figure 3). 
Here we consider the possibility that high frequency variations in the WD noble gas record during 
the Younger Dryas and Early Holocene are not atmospheric and are instead related to fractionation 
of noble gases due to layering during bubble-clathrate transformation. Taylor Glacier samples are 
entirely in bubbly ice and therefore free of any such effect.  
The proposed mechanism was originally invoked to explain centimeter-scale variations in 
CO2 and O2/N2 measurements within and just below the BCTZ (Lüthi et al., 2010). The effect is 
summarized as follows: the fractionation of gases in the BCTZ is due to the differential permeation 
of gases from bubbles to growing clathrates. Clathrate formation does not occur gradually with 
increasing depth but in layers. Layers in which clathrates first form are more enriched in gases 
with higher bubble-to-clathrate permeation rates, even after all surrounding bubbles have 
transformed to clathrates. Below the BCTZ, gas content slowly rehomogenizes via molecular 
diffusion through the ice lattice, which can take tens of thousands of years (Bereiter et al., 2009). 
The proposed mechanism would introduce systematic error within the BCTZ and random error to 
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samples below the BCTZ that decreases with depth, as gases have more time to rehomogenize and 
thinning of layers enhances diffusion.  
In the BCTZ (where bubbles and clathrates coexist), we observe systematic error in gases 
influenced by clathrate layering. For CO2, this is due to the preferential sampling of bubbles over 
clathrates during gas extraction (Stauffer & Tschumi, 2000). For O2/N2 and Ar/N2 (and likely 
Kr/N2, Xe/N2, and Xe/Kr), there is preferential sampling of clathrates, because of gas loss from 
bubbles from core cracking during drilling due to the brittle nature of ice in the BCTZ (Bender & 
Sowers, 1995; Kobashi et al., 2008). In contrast, for samples just below the BCTZ (in fully 
clathrated ice), we expect random error associated with this clathrate layering process, depending 
on whether the depth interval preferentially contains earlier or later-formed clathrates. Bereiter, 
Kawamura, et al. (2018) showed that Kr/N2, Xe/N2, and Xe/Kr are systematically fractionated in 
the BCTZ at WD, and noble gas samples in this region were rejected from the MOT record. 
However, spatial fractionation of Kr/N2, Xe/N2, and Xe/Kr beyond the BCTZ (and the associated 
random error) was not considered, because samples were averaged over a length (~30 cm) that 
earlier studies suggest should have homogenized the spatial variability caused by clathrate 
layering.  
Lüthi et al. (2010) suggested that samples averaged over more than 10 cm provide reliable 
gas measurements. However, the estimate of averaging length of Lüthi et al. (2010) came from a 
single ice core (EDML) from high-resolution CO2 measurements. Unfortunately, we do not have 
high resolution gas data to estimate the required averaging length at WD, but it is possible that the 
length scale of clathrate layering varies between sites. It is important to note that the processes 
driving clathrate layering are not fully understood but that the limiting step in bubble-clathrate 
transformation is clathrate nucleation. Factors including grain size (Faria et al., 2010), bubble size 
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(Lipenkov, 2000), and ice chemistry (Ohno et al., 2010; Shimada & Hondoh, 2004) may influence 
clathrate nucleation. While a consensus has yet to be reached on the relative importance of these 
factors, they are all either directly or indirectly related to ice impurity content. Ice chemistry data 
from the Younger Dryas depth interval at WD suggest layering of impurities on the order of tens 
of centimeters (Sigl et al., 2016, and supporting information), so we find it plausible that the 30-
cm MOT samples may still be affected by this process.  
Because little is known about the permeation rates of gases from bubbles to clathrates, we 
look to empirical evidence to estimate the range of gas rehomogenization below the BCTZ. One 
indication that clathrates at a given depth below the BCTZ have not fully rehomogenized is the 
elevation of CO2 pair differences with respect to deeper/older samples for which rehomogenization 
has already occurred (Lüthi et al., 2010). In addition to CO2, we consider pair differences in O2/N2 
and Ar/N2 to identify the depth range of clathrate rehomogenization. In order to identify the 
influenced depth range, we bin data of standard deviations for replicate samples of WD CO2 
(Marcott et al., 2014), O2/N2, and Ar/N2 (Seltzer et al., 2017) into 100-m depth intervals and use 
a Student t test to determine if the standard deviations within a given depth interval are greater (at 
the 95% confidence level) than the deepest (2,500–2,600 m) bin. The standard deviations for all 
three gases are clearly elevated within and just below the BCTZ (Figure 3). O2/N2 and Ar/N2 
standard deviations show statistically significant elevated values down to 2,000 m, while CO2 
standard deviations are significantly higher down to 2,100 m. The WD Early Holocene data are 
within the depth range identified from all three gas measurements, and the YD1 interval (2,034–
2,094 m) is within the range identified by CO2. If a larger bin size is used to identify the range of 
affected data (e.g., 200 m) so that there are more data per bin, the range extends even deeper (2,200 
m for O2/N2 and Ar/N2 and 2,400 m for CO2). From these observations, we find it plausible that 
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the noble gas ratios have still not fully homogenized at WD for the YD1 interval, and the spatial 
fractionation may still be in effect for deeper MOT samples. This spatial fractionation may have 
randomly altered a few WD data points within the Younger Dryas to create the observed two-
phase pattern of MOT.  
If we compare the standard deviation of the CO2, O2/N2, and Ar/N2 replicate data within 
the YD1 depth interval to that of the deepest bin (2,500–2,600 meters), we find that the standard 
deviations are on average 37%, 49%, and 53% elevated for CO2, O2/N2, and Ar/N2, respectively, 
within YD1, compared to the deepest samples. To estimate the magnitude of the error in MOT 
associated with clathrate layering, we artificially increase the reported WD MOT error within YD1 
and run Monte Carlo simulations of the data to determine the increase in WD MOT error required 
so that the difference between the Taylor Glacier and WD YD1 warming rates is no longer 
statistically significant at the 95% confidence level (supporting information). We estimate a 35% 
increase in error due to clathrate layering within YD1. Note that we expect the error associated 
with clathrate layering to increase closer to the BCTZ, where clathrates have had less time to 
rehomogenize, so uncertainties in the early Holocene MOT data may be even larger than those 
estimated for the YD1 interval.  
 
2.3.5. Reliability of WD versus Taylor Glacier MOT records 
While we posit that clathrate layering in the WD record is the most likely cause for the 
disagreement between the WD and Taylor Glacier records, there is not enough evidence to 
conclusively reject the Younger Dryas in WD. However, there are several reasons that suggest the 
Taylor Glacier record is more plausible than that of WD. The first is the agreement between MOT 
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proxies. MOT records derived from Kr/N2, Xe/N2, and Xe/Kr at Taylor Glacier show excellent 
agreement in overall trends and absolute MOT. While WD Kr/N2, Xe/N2, and Xe/Kr MOT records 
are in general agreement, they show more spread in absolute MOT, and the duration and magnitude 
of the YD1 MOT change differ slightly between the three proxies (Figure 1).  
In addition, the Taylor Glacier record is more physically consistent with the expected 
response of MOT to ocean circulation changes during the Younger Dryas inferred from models. 
Proxy evidence for ocean circulation (McManus et al., 2004; Stieglitz et al., 2011) suggests that 
AMOC strength within the Younger Dryas was weakened, but relatively stable. Model simulations 
under weakened (and stable) AMOC conditions show sustained MOT warming (Galbraith et al., 
2016; Pedro et al., 2018), which is consistent with the Taylor Glacier record. The modeled rates 
of MOT warming are about 40% lower than the Taylor Glacier record; however, these simulations 
were run under conditions that are more consistent with Heinrich Stadial 1 and are consistent with 
MOT warming rates found for Heinrich Stadial 1 (Bereiter, Shackleton, et al., 2018).  
Interestingly, proxy evidence would suggest that the rate of MOT warming during Heinrich 
Stadial 1 may exceed that of the Younger Dryas, because the relative magnitude of AMOC 
reduction is greater during the former (McManus et al., 2004). However, the scaling between the 
AMOC reduction and rate of ocean warming has not (to our knowledge) been rigorously explored. 
In addition, the higher obliquity during the Younger Dryas (relative to Heinrich Stadial 1) results 
in higher annually averaged insolation at high latitudes, where deep-water formation occurs 
(Bereiter, Shackleton, et al., 2018). The increased insolation at these sites during the Younger 
Dryas may help to explain the higher rate of MOT warming found compared to Heinrich Stadial 
1.  
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2.4. Conclusions 
We suggest that a previously identified form of fractionation of CO2 in ice cores may also 
affect Kr/N2, Xe/N2, and Xe/Kr measurements in ice samples below the BCTZ, adding random 
noise to the derived atmospheric noble gas ratios. While sample rejection within the BCTZ has 
been previously recommended for MOT records, we caution in interpreting high-frequency 
variations in samples several hundred meters below the BCTZ and suggest that the uncertainty in 
MOT within this depth region may be significantly larger than the analytical uncertainty of the 
method. Future work must be done to find more direct evidence of this mechanism and to better 
understand its effect on Kr/N2, Xe/N2, and Xe/Kr.  
Considering these findings, we posit that the Taylor Glacier record shows a more plausible 
scenario of MOT warming over the Younger Dryas than that of WD and that MOT and Antarctic 
temperature covaried through the entirety of the last deglaciation. The rate of MOT warming (1.1 
± 0.2 °C/kyr) from the Taylor Glacier record is significantly smaller than that from WD, but the 
Younger Dryas MOT warming rate found for this study is still about 70% greater than that of 
Heinrich Stadial 1 and 40% greater than estimates of ocean heat uptake from 1955 to 2010 (Levitus 
et al., 2012). The differing rates of ocean heat uptake between the Younger Dryas and Heinrich 
Stadial 1 are not fully understood, though models have successfully captured the rate of ocean 
warming during Heinrich Stadial 1. Future simulations of the Younger Dryas may serve as a 
valuable opportunity to distinguish between internal (ocean circulation) and external (greenhouse 
gas and insolation) controls on ocean heat uptake.  
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2.S1: Fractionation corrections for δKr/N2, δXe/N2 and δXe/Kr 
To derive atmospheric δKr/N2, δXe/N2 and δXe/Kr for mean ocean temperature (MOT) 
reconstruction, we assume that these noble gas ratios measured in ice cores reflect their 
atmospheric composition, modified by gravitational and thermal fractionation that occurs within 
the firn:   
𝛿#$%&' = 	 𝛿%*#' + 𝛿,-%.' + 𝛿*/$-#'  
Where δ’ = ln(q)  and q = Rsample/Rstandard (Markle, 2017). We use δ’ here, which is 
approximately equal to the standard delta, because gravitational and thermal fractionation can be 
expressed linearly in terms of δ’.  Atmospheric isotope ratios of krypton, argon and nitrogen are 
not affected by ocean solubility changes, so these ratios measured in ice cores only reflect firn 
fractionations. In order to correct δKr/N2, δXe/N2 and δXe/Kr, we set up a linear system of 
equations of measured d15/14N, d40/38Ar, d40/36Ar, d86/84Kr, d86/83Kr, and d86/82Kr to solve for the 
thermal gradient and gravitational settling (or diffusive column height) within the firn. The scaling 
of gravitational settling for the isotopes and elemental ratios is mass dependent: 
𝛿,-%.' = 		 Δ𝑚234𝑔𝑧𝑅𝑇  
Where Δm is the mass difference of the gas pair (x-y), g is the gravitational constant, z is 
depth in the diffusive column, R is the gas constant, and T is average firn temperature. The relative 
influence of thermal fractionation on the isotope and elemental ratios is proportional to their 
laboratory-determined thermal diffusion sensitivities: 
𝛿*/$-#' 	= 	ΩΔΤ 
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Ω is the thermal diffusion sensitivity of the gas pair and ΔΤ is the firn thermal gradient. In 
the linear least squares system, all isotopes are included, and isotope ratios are weighted by their 
analytical precision. Once diffusive column height and thermal gradient are determined, ice core 
δKr/N2, δXe/N2 and δXe/Kr are corrected for gravitational settling and thermal fractionation to 
derive their atmospheric content (see Figure S1). These corrected noble gas ratios are then input 
into an ocean-atmosphere box model to determine MOT.   
 
2.S2:  Assessment of Taylor Glacier and WD MOT disagreement over 
YD1 
Because of the relatively large analytical uncertainties in MOT reconstructions, some 
differences are to be expected between the Taylor Glacier and WAIS Divide (WD) records. As 
such, it is important to test if differences in the Taylor Glacier and WD rates of MOT warming 
during the Younger Dryas 1 interval (YD1, 12.8-12 ka) are due to analytical noise, or if additional 
unknown processes are affecting one or both of the MOT records. For this test, we estimate 
uncertainty in the YD1 warming rates from 10,000 Monte Carlo simulations of the MOT data 
points within the YD1 interval for the respective Taylor Glacier and WAIS Divide records.  
In a first evaluation, we vary the data in each record according to the reported error for 
each data point (Bereiter et al., 2018, Figure 1 of the main text) and measure the YD1 warming 
rate (d[MOT]/dt) for each simulation. We then estimate the error of the YD1 warming rate for 
Taylor Glacier and WD from the distributions of the respective Monte Carlo simulations (Figure 
S2) and apply a two-tailed z-test to determine the statistical significance of the difference between 
the two records (p=.016). However, reported error bars for the WD MOT data include systematic 
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uncertainties (e.g. ocean saturation state) and do not include analytical uncertainties in the isotope 
ratios used to correct the noble gas ratios. Consequently, it may be inappropriate to use the 
published WD error to test the hypothesis that the WD and Taylor Glacier record differences are 
attributed to analytical noise. As such (and for consistency in record comparison), we also run the 
raw WD isotope and noble gas data through the same Monte Carlo evaluation routine as applied 
for Taylor Glacier, with WD reported analytical error for isotope and noble gas measurements 
(Bereiter et al., 2018). From these simulations, the WD YD1 distribution narrows slightly (Figure 
S2), resulting in a more statistically significant difference between the Taylor Glacier and WD 
YD1 warming rates (p=.002). From these analyses, we can reject the null hypothesis at the >95% 
confidence level that YD1 warming rates found for Taylor Glacier and WD are the same within 
analytical uncertainty. This suggests that other processes and/or sources of uncertainty are required 
to explain the difference between the two records. 
Assuming that the disagreement between the Taylor Glacier and WD MOT records during 
YD1 is due to clathrate layering in WD, we can estimate the magnitude of its associated error. By 
artificially increasing the MOT error bars in the WD YD1, running Monte Carlo simulations of 
the data, and comparing the results to the Taylor Glacier simulations using a z-test, we can 
determine what size MOT error bars are necessary for the WD YD1 record to agree with Taylor 
Glacier within error.  We iteratively increase the WD MOT error bars until we find values at which 
we can no longer reject the null hypothesis that the WD and Taylor Glacier warming rates are the 
same (p > .05). For YD1, we find that the WD MOT error bars need to be 35% larger than the 
published values, or about 0.35°C (1σ), to agree with the Taylor Glacier record.   
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2.S3:  Taylor Glacier gas age distribution function and smoothing 
estimates 
In order to quantify the reduction in Taylor Glacier YD1 MOT warming that may be 
attributed to signal smoothing in the firn, we convolve the WD MOT record with an approximation 
of the gas age distribution at Taylor Glacier to simulate record smoothing. A log-logistic function 
is used to represent the gas age distribution (Figure S2): 
 
𝑦 = (𝛽 𝛼⁄ )(𝑥 𝛼⁄ )B3C(1 + (𝑥 𝛼⁄ )B)E  
 
Where x is gas age, or time since last exchange with the atmosphere (in years), and α and 
β are the free parameters of the distribution function. The α parameter determines the width of the 
distribution and is equal to the median age of the distribution. β is the shape parameter of the 
distribution, and determines the skewness, and kurtosis of the distribution. The gas age distribution 
was truncated at three times the median age (α) to prevent unrealistically long tails, as bubble 
close-off only occurs in the bottom ~15 meters of the firn (Spahni et al., 2003).   
Several other probability distributions (e.g. log-normal) were considered for modeling the 
gas age distribution and yielded virtually identical results for a given gas age distribution width. 
The log-logistic distribution was chosen because of its mathematical tractability and limited 
number of free parameters. To physically represent the Taylor Glacier gas age distribution, a range 
of β values was tested, but the degree of signal smoothing (which is the primary interest of this 
analysis) is quite insensitive to this parameter. A β value of 1.5 was chosen because it yields a 
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similar degree of skewness to the gas age distribution for EDC determined from a firn densification 
model (Spahni et al., 2003).  
The degree of signal smoothing is almost entirely dependent on the α parameter, which is 
directly proportional to the width of the gas age distribution. In order to determine a realistic value 
for α for Taylor Glacier, we compare the CH4 record Taylor Glacier to that of WD. By comparing 
the relative rates of CH4 change (d[CH4]/dt) between the two records, we can quantify how 
smoothed the CH4 Taylor Glacier record is, relative to WD (Table S1). We then convolve the WD 
CH4 record with gas age distributions with a range of α values. The gas age distribution (and α 
value) that best replicates the observed Taylor Glacier d[CH4]/dt is then used to convolve the WD 
MOT record to predict the degree of smoothing of the Taylor Glacier MOT record. The 
relationship between the smoothing of the d[CH4]/dt and d[MOT]/dt signals is shown in Figure 2 
of the main text. 
Error in Taylor Glacier d[CH4]/dt results in error in the assigned α value for the gas age 
distribution function, and ultimately in the estimation of MOT smoothing for Taylor Glacier. In 
order to estimate the uncertainty in Taylor Glacier d[CH4]/dt, we run 50,000 Monte Carlo 
simulations of the Taylor Glacier CH4 data including age uncertainty and analytical uncertainty in 
CH4. Only simulations that fulfilled the expected age/distance monotonic change were considered 
in our analysis (~30% of simulations rejected).  Because we are interested in an upper bound 
estimate for smoothing of the MOT record at Taylor Glacier, we consider the 95th percentile of the 
Monte Carlo distribution of d[CH4]/dt for the Younger Dryas onset as an upper bound of the 
observed smoothing of the Taylor Glacier CH4 record (Table S1). The Younger Dryas onset (rather 
than termination) was selected to estimate smoothing of the Taylor Glacier record, because CH4 
data at the termination showed minimal evidence of smoothing (Figure S4). This upper bound 
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d[CH4]/dt value is then used (as above) to estimate an α value, and finally an upper bound estimate 
of smoothing of the Taylor Glacier MOT record.  
To investigate the influence of sampling resolution on estimates of d[CH4]/dt at the 
Younger Dryas onset at Taylor Glacier, samples were taken at higher resolution slightly up and 
down-glacier of the established sampling line and measured for CH4 in the field during the 2012-
2013 field season (Figure S5). To compare to laboratory measurements, field measurements are 
offset by -17.2 ppb based on the overall field-lab offset for this season. Transect distances were 
adjusted by -3.5m so that the CH4 transition aligned with the original transect. Slopes of the 
transition (d[CH4]/dt) at the Younger Dryas onset are comparable for the up and down-glacier 
sampling lines and the original lab data but include features of the CH4 transition (compared to 
WD) that were missing in the lower resolution lab measurements. There are some slight differences 
in the features of the sampling lines, which may be related to artifacts due to layered bubble 
trapping (Rhodes et al., 2016) 
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Figure 2.1. Mean ocean temperature (MOT) records for published WAIS Divide (WD; left; 
Bereiter, Shackleton, et al., 2018) and Taylor Glacier (right) derived from Kr/N2 (red), Xe/N2 
(blue), and Xe/Kr (green) with 1σ uncertainties (scale on right). Open circles in left panel show 
WD data corrected with the least squares method applied in this study. Antarctic temperature stack 
(ATS; Parrenin et al., 2013) is shown in purple (scale on left). MOT and ATS data are displayed 
as anomalies relative to modern. Gray bars highlight the Younger Dryas.	  
roughly triple the rate of modern ocean warming. This interval represents the only signiﬁcant deviation of
the MOT trend from that of Antarctic temperature during the last deglaciation (Figure 1).
The Younger Dryas (12.75–11.55 ka BP) was marked by abrupt cooling of Greenland and the North Atlantic
(Broecker et al., 1988) and gradual warming in Antarctica (Blunier et al., 1997), as a result of reduction in
Atlantic Meridional Overturning Circulation (AMOC; Broecker et al., 1989). The Younger Dryas ended with
abrupt recovery of the AMOC (McManus et al., 2004). Modeling studies suggest that MOT and ocean heat
content should increase through the duration of AMOC reduction at a rate roughly one quarter of that found
at WD for YD1 (Galbraith et al., 2016; Pedro et al., 2018). As of yet, no evidence for major changes in climate
or ocean circulation have been found that shed light on the YD1 warming.
Because of the important implications of the rapid YD1 MOT warming, we sought to replicate this MOT
change with another ice core record. We analyzed samples from Taylor Glacier, Antarctica, a blue ice area
where ice from the last glacial cycle can be found in abundance (Baggenstos et al., 2017). Importantly, the air
in Taylor Glacier ice is enclosed entirely in the form of bubbles and lacks clathrates due to the relatively shal-
low depth of the glacier, while WD is a deep ice core in which the Younger Dryas is within fully clathrated
ice, approximately 400 to 500 m below the bubble‐clathrate transition zone (BCTZ; Fitzpatrick et al., 2014).
2. Methods and Site Description
Sixteen ice core samples from Taylor Glacier covering 13.4–11.0 ka BP were collected along a previously
established sampling line, which contains a well‐dated, high‐resolution record of the last deglaciation
(Baggenstos et al., 2017). Samples were analyzed for isotopes of nitrogen, argon, and krypton and Kr/N2,
Xe/N2, and Xe/Kr following Bereiter, Kawamura, et al. (2018). Results are reported in delta notation, relative
to the modern atmosphere.
Ice core Kr/N2, Xe/N2, and Xe/Kr are inﬂuenced by gravitational (Schwander, 1989; Craig et al., 1988) and
thermal (Severinghaus et al., 1998) fractionation. Because the effects of gravitational and thermal fractiona-
tion are well understood for the measured gases, the isotope ratios can be used to correct Kr/N2, Xe/N2, and
Figure 1. Mean ocean temperature (MOT) records for publishedWAIS Divide (WD; left; Bereiter, Shackleton, et al., 2018)
and Taylor Glacier (right) derived from Kr/N2 (red), Xe/N2 (blue), and Xe/Kr (green) with 1σ uncertainties (scale on
right). Op n circles in left panel show WD data corrected with the least squa es meth d applied in this study. Antarctic
temperature stack (ATS; Parrenin et al., 2013) is shown in purple (scale on left). MOT and ATS data are displayed as
anomalies relative to modern. Gray bars highlight the Younger Dryas.
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Figure 2.2. Comparison in rates of CH4 and mean ocean temperature (MOT) change at Taylor 
Glacier (TG) compared to WAIS Divide (WD). (a) CH4 records from TG (discrete, orange; Bauska 
et al., 2016) and WD (continuous, blue; Rhodes et al., 2015). Gray bar highlights CH4 data used 
to estimate smoothing at TG. (b) Splined MOT records for TG (orange) and WD (blue; Bereiter, 
Shackleton, et al., 2018). Crosses indicate location of MOT data used to produce spline. Reported 
TG d[MOT]/dt is for the YD1 interval, which differs slightly (but agrees within uncertainty) with 
the d[MOT]/dt reported for the full Younger Dryas interval. Gray bar highlights YD1. (c) Modeled 
reduction of d[MOT]/dt versus d[CH4]/dt at TG (relative to WD) due to smoothing. Purple dot 
shows observed reduction of TG d[CH4]/dt and the expected reduction of d[MOT]/dt. Dashed teal 
line indicates the observed reduction of d[MOT]/dt for TG compared to WD.  
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Figure 2.3. Evidence for spatial fractionation of noble gas ratios in and below the bubble-clathrate 
transition zone (BCTZ) at WAIS Divide. Standard deviations for replicate measurements of (a) 
CO2 (this study and Marcott et al., 2014), (b) O2/N2, and (c) Ar/N2 (Seltzer et al., 2017) versus 
depth. Dark gray paneling indicates the depth range of the BCTZ, and medium gray paneling marks 
the depth intervals below the BCTZ for which standard deviations are significantly elevated 
compared to the deepest (2,500–2,600 m) depth interval. Gravitationally and thermally corrected 
(d) Xe/N2, (e) Xe/Kr, and (f) Kr/N2 within and below BCTZ (Bereiter, Kawamura, et al., 2018; 
Bereiter, Shackleton, et al., 2018). Dark gray paneling indicates the depth range of the BCTZ, 
medium gray paneling marks the depth intervals where standard deviations for all three indicator 
gases are elevated, and light gray paneling marks where only standard deviations of CO2 show 
significant elevation. Black bar indicates the YD1 depth interval.  
 
simulate smoothing (supporting information). However, resul s are insensitive to the shape of the
smoothing func ion; a simple boxcar function yields a similar relationship between the degree of
smoothi g of the CH4 record and the MOT record.
As expected, the CH4 record is signiﬁcantly more sensitive to smoothing than the MOT record. The observed
18% reduction of d[CH4]/dt at Taylor Glacier (compared to WD) at the Younger Dryas onset gives an expected
reduction in the YD1MOT rate of 0.5% at Taylor Glacier relative toWD. Accounting for uncertainties in Taylor
Glacier d[CH4]/dt, an upper bound on smoothing of the CH4 record (59%) predicts an upper estimate onMOT
smoothing of 6% in the Taylor Glacier record. However, the observed rate ofMOTwarming at Taylor Glacier is
64% reduced compared toWDduringYD1. From these results, we can conﬁdently reject the hypothesis that the
difference between the Taylor Glacier and WDMOT records is the result of smoothing.
3.3. Outliers in the WD Record Due to Clathrate Layering
In addition to higher rates of MOT warming during YD1, the WD record also has more high frequency varia-
bility than Taylor Glacier during and just after the Younger Dryas (Figure 3). Here we consider the possibility
that high frequency variations in the WD noble gas record during the Younger Dryas and Early Holocene are
not atmospheric and are instead related to fractionation of noble gases due to layering during bubble‐clathrate
transformation. Taylor Glacier samples are entirely in bubbly ice and therefore free of any such effect.
The proposed mechanism was originally invoked to explain centimeter‐scale variations in CO2 and O2/N2
measurements within and just below the BCTZ (Lüthi et al., 2010). The effect is summarized as follows:
the fractionation of gases in the BCTZ is due to the differential permeation of gases from bubbles to growing
clathrates. Clathrate formation does not occur gradually with increasing depth but in layers. Layers in which
Figure 3. Evidence for spatial fractionation of noble gas ratios in and below the bubble‐clathrate transition zone (BCTZ)
atWAIS Divide. Standard deviations for replicatemeasurements f (a) CO2 (this study andMarcott et al., 2014), ( ) O2/N2,
and (c) Ar/N2 (Seltzer et al., 2017) versus depth. Dark gray paneling indicates the depth range of the BCTZ, and medium
gray paneling marks the depth intervals below the BCTZ for which standard deviations are signiﬁcantly elevated
compared to the deepest (2,500–2,600 m) depth interval. Gravitationally and thermally corrected (d) Xe/N2, (e) Xe/Kr,
and (f) Kr/N2 within and below BCTZ (Bereiter, Kawamura, et al., 2018; Bereiter, Shackleton, et al., 2018). Dark gray
paneling indicat s the depth range of the BC Z, medium gray paneli g marks the depth intervals where standard
deviations for all three indicator gases are elevated, and light gray paneling marks where only standard deviations of CO2
show signiﬁcant elevation. Black bar indicates the YD1 depth interval.
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Figure 2.S1. Comparison of WAIS Divide (WD, blue) and Taylor Glacier (TG, orange) δKr/N2, 
δXe/N2 and δXe/Kr measurements (top panel), firn fractionations (middle panels), and 
atmospheric content (bottom panel). TG firn fractionations are calculated using the linear least 
squares method, and error bars are calculated from 10,000 Monte Carlo simulations of the linear 
least squares solutions (for the thermal and gravitational fractionation) that incorporate analytical 
uncertainties in all isotopic and elemental ratios. WD error bars are the analytical uncertainties of 
the respective noble gas ratios from Bereiter et al., 2018. The atmospheric noble gas ratios (bottom 
panel) results from the measured ratios (top panel) minus the gravitational (second panel) and 
thermal (third panel) fractionations for TG and WD respectively.  
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Figure 2.S2. Histograms and inferred probability distribution functions of the YD1 warming rate 
for Taylor Glacier and WAIS Divide. Histograms show the results of 10,000 Monte Carlo 
simulations of the MOT data. WAIS Divide simulations are conducted using the published MOT 
error bars (blue, Bereiter et al., 2018), and with the analytical routine used for Taylor Glacier in 
this study (teal). 
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Figure 2.S3. Example of a log-logistic gas age distribution function with a width of 100 years and 
β value of 1.5. The gas age distribution is truncated at three times the median age (α) to prevent 
unphysically long tails (Spahni et al., 2003). 
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Figure 2.S4. Probability distributions from Monte Carlo simulations for Taylor Glacier d[CH4]/dt 
at the Younger Dryas onset (green) and termination (magenta). Blue dashed lines show WAIS 
Divide d[CH4]/dt for the onset and termination. Orange dashed lines show the same for the Taylor 
Glacier data. Inset shows the Taylor Glacier (orange, Bauska et al., 2016) and WAIS Divide (blue, 
Rhodes et al., 2015) CH4 data. The green bar highlights the WAIS Divide and Taylor Glacier data 
for comparison of d[CH4]/dt at the Younger Dryas onset. Magenta bar shows the same for the 
Younger Dryas termination.  
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Figure 2.S5. CH4 field measurements at Taylor Glacier (TG, Bauska et al., 2016) compared to 
laboratory measurements and WAIS Divide (WD, Rhodes et al., 2015). Taylor Glacier samples 
are plotted on the Taylor Glacier timescale using only δ18Oatm. Field measurements (upglacier and 
downglacier) were adjusted by 17.2 ppb to account for field-lab offsets. 
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Figure 2.S6. Schematic of the steps involved in the clathrate layering hypothesis. Depth increases 
from left to right. Gray/white shading represents layers of variable impurity content. a) Depth 
range with bubbles (open circles) only. Bubbles have homogeneous gas concentrations. b) Depth 
range where clathrate (diamonds) formation occurs, preferentially in layers with impurities that 
promote clathrate nucleation. Gases permeate from bubbles to clathrates at differing rates (gas 2 > 
gas 1 in this schematic), causing a relative enrichment of gases with higher permeation rates in 
clathrates and depletion in bubbles, and vice versa for the slower permeating gases. c) Depth range 
just below the BCTZ where ice is fully clathrated, but clathrates have not fully homogenized. The 
thinning of layers with depth enhances diffusion and re-homogenization of gases.   
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Figure 2.S7. Ice impurities in WAIS Divide noble gas samples from the Younger Dryas interval. 
Insoluble particles (black), acidity (blue), and Mg content (red) of ice (Sigl et al., 2016, Data DOI: 
10.15784/601008), all of which are believed to directly or indirectly contribute to clathrate 
nucleation and thus clathrate layering. Pink panel indicates the depth interval sampled for noble 
gases for MOT reconstruction. 
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Figure 2.S8. Combined WD and Taylor Glacier spline and Antarctic Temperature. Top panel: 
splined MOT data for the last deglaciation with combined WD (blue) and Taylor Glacier (orange) 
data. Spline was created using the same parameterizations as in Bereiter, Shackleton, et al., (2018). 
Xs indicate where MOT data used to produce spline are located. Bottom panel: Antarctic 
temperature stack (Parrenin et al., 2013). Gray bars indicate the Heinrich Stadial 1 (HS1) and 
Younger Dryas (YD) intervals.  
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Table 2.S1. Comparisons in the rates of CH4 change for Taylor Glacier and WAIS Divide used to 
constrain the gas age distribution for Taylor Glacier. Taylor Glacier rates in parentheses are the 
95th and 5th percentiles of the Monte Carlo distributions of d[CH4]/dt for the Younger Dryas onset 
and termination respectively. These values are used to predict the upper bound on smoothing of 
the Taylor Glacier MOT record.  
 
 WAIS Divide 
(ppb/century) 
Taylor Glacier 
(ppb/century) 
TG rate  
reduction (%) 
TG max rate 
reduction (%) 
YD onset -142 -117 (-58) 18 59 
YD termination 197 227 (147) 0 26 
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Chapter 3 
 
Exposing Systematic Error in Mean Ocean Temperature 
Reconstructions 
 
 
3.1. Introduction 
Age uncertainties in paleoclimate records are one of the major impediments to 
understanding the mechanisms that drive past climate change (Govin et al., 2015; Rasmussen et 
al., 2014).  This problem is especially acute for the comparison of ice core and sediment core 
records and obstructs our ability to determine the relative timing of ocean and atmospheric changes 
that would provide crucial insight into climate feedbacks. The recently developed noble gas mean 
ocean temperature (MOT) proxy (Headly & Severinghaus, 2007) represents a substantial advance 
on this front, because it provides information about total ocean heat content on the ice core time 
scale, with zero age uncertainty relative to greenhouse gas and other gas records from the same 
core.  
Since the development of the proxy, the analytical precision of the inert gas measurements 
have markedly improved (Bereiter, Kawamura, et al., 2018). It is therefore prudent to revisit 
potential sources of systematic error in MOT reconstructions that were previously considered 
insignificant, as they may now exceed analytical uncertainty. 
There are two general ways in which ice core inert gas ratios (δKr/N2, δXe/N2, and δXe/Kr) 
and ocean heat content can become uncoupled, so that the inert gas ratios measured in ice cores do 
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not reflect mean ocean temperature and create systematic error. The first is through processes that 
decouple gas ratios in the well-mixed atmosphere from ocean heat content. Known cases of this 
potential source of systematic error in MOT include cooling under sea ice (Ritz et al., 2011), rapid 
cooling and sinking during deep water formation (Hamme & Severinghaus, 2007) and geothermal 
heating of ocean water at depth (Headly & Severinghaus, 2007). Several of these processes have 
been studied through modeling experiments (Ritz et al., 2011). If this type of MOT-inert gas 
decoupling occurred in the past, it would introduce systematic error to MOT results for all ice core 
records.  
 The second way to uncouple the ice core inert gases from MOT is through decoupling the 
inert gas content of glacial ice from that of the well-mixed atmosphere through fractionation of 
atmospheric gases during firnification or within the ice. The turbulent mixing of gases within the 
firn is significantly reduced compared to the free atmosphere (Schwander et al., 1988), allowing 
for diffusive fractionation processes such as gravitational (Craig et al., 1988), thermal 
(Severinghaus et al., 1998), and kinetic (Birner et al., 2018; Buizert & Severinghaus, 2016; 
Kawamura et al., 2013) fractionation to un-mix atmospheric gases before they are occluded in ice 
bubbles (Figure 1). This un-mixing influences all ice core records, making fractionation 
corrections necessary in order to derive MOT from the measured inert gas ratios. While all ice 
cores are subject to these sources of fractionation, variable site conditions make the extent of 
fractionation different for each site. If not appropriately accounted for, this second type of 
decoupling will result in error in MOT reconstructions that is potentially unique to each ice core. 
Because the atmosphere is well mixed on annual timescales, and a single ice core sample contains 
gases with a distribution of ages that spans much more than a year (Spahni et al., 2003), all ice 
core records should contain the same atmospheric inert gas history. It may therefore be possible to 
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identify this type of systematic error through the comparison of multiple ice core records over the 
same time interval.  
 Two recent MOT reconstructions replicated either part (Shackleton et al., 2019) or all 
(Baggenstos et al., 2019) of the pioneering WAIS Divide MOT record of the last deglaciation 
(Bereiter, Shackleton, et al., 2018) using ice cores from Taylor Glacier and EPICA Dome C (EDC) 
respectively. Both studies found inconsistencies with the WAIS Divide MOT results that could 
not be explained by analytical noise and must be related to inadequate corrections for fractionation 
processes that occurred either during firnification or within the ice. Because these studies covered 
intervals when atmospheric δKr/N2, δXe/N2, and δXe/Kr are unknown, it was not possible to 
definitively accept or reject any of the proposed MOT histories from the different ice core 
reconstructions.  
 To address this fractionation problem, here we measure δKr/N2, δXe/N2, and δXe/Kr in 
firn air and near-surface ice samples. Because these samples contain modern air, the measured 
δKr/N2, δXe/N2, and δXe/Kr in the firn air and surface ice samples are only influenced by 
fractionating processes within the firn or ice, rather than atmospheric changes in δKr/N2, δXe/N2, 
and δXe/Kr due to changes in MOT. We then correct the measured δKr/N2, δXe/N2, and δXe/Kr 
for fractionating processes to test our ability to reconstruct atmospheric δKr/N2, δXe/N2, and 
δXe/Kr. If the samples are adequately corrected for fractionations, the corrected δKr/N2, δXe/N2, 
and δXe/Kr values should be zero (within analytical error), relative to the modern air standard they 
are measured against. By applying fractionation corrections to samples with a priori known 
atmospheric δKr/N2, δXe/N2, and δXe/Kr, it may be possible to expose systematic errors in MOT 
reconstructions associated with fractionating processes within the firn/ice, identify their sources, 
quantify their magnitudes, and suggest methods to minimize their influence in future MOT studies.  
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3.2. Methods 
3.2.1. Fractionation Corrections 
The general approach to correct δKr/N2, δXe/N2, and δXe/Kr (referred to collectively as 
inert gas ratios for the remainder of this study) measured in ice for firn fractionations is through 
the use of isotope measurements of inert gases such as nitrogen, argon, and krypton to diagnose 
their source and extent. This strategy relies on the fact that these isotopes are essentially constant 
in the atmosphere on the timescales considered here, so the firn fractionations are the only 
processes that affect them. Often, additional information is used to estimate the sources of 
fractionation in MOT studies, such as a firn thermal model to correct for thermal fractionation 
(Baggenstos et al., 2019; Bereiter, Shackleton, et al., 2018). In this study we consider methods that 
exclusively use measured isotope data to correct the inert gas ratios for firn fractionations. Eight 
methods of fractionation corrections for MOT studies are considered, that can be divided into two 
correction types (Table 1).  
The first correction type we consider is the process-based least-squares method, of which 
we consider four different methods (Baggenstos, 2015; Shackleton et al., 2019). This approach is 
described in detail in the Appendix of Chapter 4 of this thesis. In short, this method employs a 
linear system of isotope measurements to quantify the sources of each fractionation by solving for 
diffusive column height (gravitational fractionation), firn thermal gradient (thermal fractionation), 
and heavy isotope deficit (kinetic fractionation, Birner et al., 2018). These outputs are then used 
to quantify and correct for the influence of each fractionation on the inert gas ratios and reconstruct 
their atmospheric values. To distinguish between the inert gas ratios that are measured in firn/ice 
from corrected values that should reflect the atmospheric δKr/N2, δXe/N2, and δXe/Kr, we refer 
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to the corrected inert gas ratios as the ‘atmospheric proxies’. We emphasize that deviations of the 
atmospheric proxies from zero in this study do not reflect changes in MOT, but instead are due to 
error in the fractionation corrections of the inert gas ratios.  
The second correction type we consider is the isotope-based approach, of which we 
consider four different methods (Table 1). Instead of quantifying the different sources of 
fractionation to correct the inert gas ratios, this method takes advantage of the fact that certain 
isotopes and inert gas ratios have similar mass-normalized sensitivities to fractionations. If the 
inert gas ratios were only influenced by gravitational fractionation, only one isotope measurement 
would be necessary to derive the atmospheric proxies, because gravitational fractionation is 
proportional to mass difference. However, if thermal or kinetic fractionation is also present, it is 
advantageous to correct each inert gas ratio with an isotope ratio that has a similar mass-normalized 
thermal and kinetic sensitivity. For instance, the 40Ar/36Ar thermal sensitivity happens to be similar 
to that of 84Kr/28N2 on a per-mass-unit-difference basis, as is exactly true for gravitational settling. 
Using the argon isotopes to correct δKr/N2 therefore reduces any error that may arise from 
inaccurate partitioning of the fractionation into gravitational and thermal components: 
𝛿'𝐾𝑟/𝑁E	JK-- = 𝛿'𝐾𝑟/𝑁E	#$%& − 564 × 𝛿′RS𝐴𝑟#$%& 
 In this case (and also in the case of the process-based methods), we use δ’ instead of the 
customary δ, where δ’=ln(q) and q=Rsample/Rstandard. Because the customary δ is the more common 
notation, we convert back to δ (reported in per mil) for our reported atmospheric proxies: 𝛿 = U𝑒WX − 1Y × 1000 
We anticipate some error in the atmospheric proxies due analytical uncertainties in the 
measurement of the inert gas ratios and the isotopes used to correct them. We also expect there to 
be some correlation in the error between the atmospheric proxies for all methods, because any 
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analytical error in the isotopes used to correct the inert gas ratios will affect all three atmospheric 
proxies. To assess whether the error in the atmospheric proxies differs significantly more than 
what is expected due to analytical uncertainties, we run Monte Carlo simulation of each correction 
method with all analytical uncertainties to estimate the expected total analytical error for the 
atmospheric proxies. We may then compare the expected analytical errors to the atmospheric 
proxy results for firn air and surface ice samples to determine whether the results fall within the 
expected range of analytical uncertainty, or if there is additional systematic error in the 
atmospheric proxies for each of the correction methods (see Appendix).  
3.2.2. Firn Air Samples 
We consider the results of previously published firn air studies with measured inert gas 
ratios (Kawamura et al., 2013; Orsi, 2013; Severinghaus & Battle, 2006) from South Pole (SP01), 
Siple Dome (SDM), and Megadunes (MD), as well as new measurements from Summit (GISP2), 
NEEM, Dome Fuji (DF) and a resampling of South Pole (SP15). To assess the different methods 
of fractionation correction, we only consider firn air samples below 20 m depth to avoid the 
influence of seasonal temperature variations. In addition, we compare results within and outside 
of the lock-in zone, where horizontal layering largely inhibits vertical air motion. As certain 
processes, such as bubble-close off (Severinghaus & Battle, 2006) and dispersive mixing (Buizert 
& Severinghaus, 2016) are mostly restricted to the lock-in-zone, firn air samples within this depth 
interval may more closely represent the composition of gas that is occluded in air bubbles in glacial 
ice. 
In our assessment of process-based correction methods, we only consider the sites that 
include nitrogen, argon, and krypton isotope measurements, because we do not want the 
presence/absence of a given predictor to influence the atmospheric proxy results. For Summit and 
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Megadunes, xenon isotopes were also measured, but not included in the analysis for this reason. 
To assess the expected analytical error, we estimate uncertainty from the pooled standard deviation 
of replicate measurements for each site. Specifics of the previously unpublished firn air campaigns 
are included in the Appendix.   
3.2.3. Surface Ice Samples 
In addition to firn air samples, we consider near-surface ice samples with ages within the 
last thousand years (Buizert et al., in prep). A total of 43 surface ice core samples were analyzed 
from eight ice core sites including South Pole (SP), WAIS Divide (WD), Siple Dome (SDM), 
Roosevelt Island (RICE), James Ross Island (JRI), Summit (GISP2) and two Law Dome sites 
(DE08 and DSSW20K). Of these 43 samples, three were rejected due to technical problems during 
sample extraction.  All samples were measured using the same analytical method. This gives us 
more confidence that any differences in results between ice core sites are real and not due to 
laboratory offsets/artifacts.  
 An advantage of analyzing surface ice samples (compared to firn air) is that certain 
processes have the potential to influence gases in ice samples, yet these processes are not captured 
in the firn. One such process is the effect of ‘artifactual’ gas loss on the ice core samples (Bender 
et al., 1995; Ikeda-Fukazawa et al., 2005; Severinghaus et al., 2003). We define artifactual gas loss 
as any leakage of gas from an ice sample that does not occur naturally, but rather as the result of 
ice core drilling, handling, or storage. The inert gas ratios have exhibited alteration due to 
artifactual gas loss in clathrate ice with extreme gas loss from the deep Byrd core (Severinghaus, 
personal communication), from NEEM core clathrate ice that was allowed to warm to -5°C 
immediately after coring (Kawamura, personal communication), and within the bubble-clathrate 
transition zone (Bereiter, Kawamura, et al., 2018), but there has been no evidence of gas loss 
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influencing the inert gas ratios outside of these cases. However, evidence of argon isotope 
enrichment due to artifactual gas loss has been observed (Kobashi et al., 2008; Severinghaus et al., 
2003), but not well understood. Artifactual enrichment of argon isotopes may introduce systematic 
error to the atmospheric proxies if they are used to make firn fractionation corrections.  
 Some of the surface ice samples considered in this study contain air that is several hundred 
years older than modern, and MOT has changed slightly over the last millennium. We therefore 
use model results of ocean temperature for the last two thousand years (Gebbie & Huybers, 2019) 
to account for any true change in the atmospheric proxies due to MOT change before evaluating 
the results for systematic error.   
 
3.3. Results 
3.3.1. Firn Air Assessment of Fractionation Corrections 
As previously stated, we expect all atmospheric proxies to be zero (within analytical 
uncertainty) if there is no systematic error, because they contain modern air and are measured 
relative to a modern air standard. What we observe for the firn air samples is that all methods result 
in nonzero atmospheric proxy values, implying error in the atmospheric proxies that exceeds 
analytical error (Figure 3). We also find that the correlation in the biases between the atmospheric 
proxies exceeds what is expected from shared analytical error for all correction methods. 
If our physical understanding of the processes that fractionate firn air is correct, we expect 
that the process-based gravitational-thermal-kinetic (PB-gtk) method will impart the least 
systematic error in the atmospheric proxies but will also result in the largest analytical error of any 
of the methods because we are using all three sets of isotope measurements (nitrogen, argon and 
krypton) to solve for the three sources of fractionation. While there is no apparent systematic error 
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in the corrected δKr/N2 from this method (0.0±0.3‰), a Student t-test of the corrected firn samples 
(n=81) shows significant negative bias in corrected δXe/N2 (-0.3±0.9‰, p=0.002) and δXe/Kr (-
0.3±0.6‰, p<0.001). To place this in context, -0.3‰ corresponds to a MOT bias of -0.2°C for 
δXe/N2 and -0.3°C for δXe/Kr.  
If we assess the total error of the results by the root mean square deviation from zero, we 
find that the process-based gravitational-thermal (PB-gt) correction results in the least error in the 
atmospheric proxies. However, this method systematically introduces a negative bias for δKr/N2 
(-0.1±0.2‰, p<0.001), δXe/N2 (-0.6±0.5‰, p<0.001) and δXe/Kr (-0.6±0.3‰, p<0.001). This 
systematically negative bias may be the result of not including a term for kinetic fractionation, 
which influences δXe/N2 and δXe/Kr more than δKr/N2 due to the lower diffusivity of xenon 
relative to krypton.  
Considering results exclusively within the lock-in-zone, we find that the process-based 
gravitational-kinetic (PB-gk) correction method performs slightly better than the PB-gt correction, 
with results of +0.1±0.2‰, 0±0.7‰, and -0.1±0.5‰ for δKr/N2, δXe/N2, and δXe/Kr within the 
lock-in-zone respectively. Only the δKr/N2 lock-in-zone results show a statistically significant 
(p=0.003) bias for the PB-gk method. Because the firn air within the lock-in-zone is likely more 
representative of the air content occluded in glacial ice, based on these results we would posit that 
(besides gravitational fractionation) kinetic fractionation is the primary process that influences the 
inert gas ratios. However, as discussed in the following sections, the results are quite different for 
the surface ice samples.   
3.3.2. Surface Ice Samples: Indication of Melt Layers 
An initial examination of the results of the surface ice samples show that samples from JRI 
have significantly large and positive biases in the atmospheric proxies, regardless of correction 
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method (Figure 4). A two-sample Student t-test indicates that this site gives more positively biased 
results in the atmospheric proxies than the rest of the surface ice samples (p<0.05) for all correction 
methods and all atmospheric proxies. JRI is the warmest site considered in this study, and we 
suggest that the positive bias is the result of melt layers due to the warm surface temperatures at 
this site. Melt layers have been previously identified in ice cores from enriched δXe/Ar and δKr/Ar 
(Orsi et al., 2015). Because these are modern ice samples, we know that JRI results cannot be 
showing a true atmospheric signal. However, being able to identify melt in samples when MOT is 
unknown will be instrumental for future MOT studies.   
 Another key indication that the JRI samples are not showing a true atmospheric signal is 
the large scatter in these samples. Using an F-test to determine whether the JRI variance in 
atmospheric proxies is greater than the variance of the other sites, we find that for all correction 
methods except for PB-gtk, JRI had significantly (p<0.05) greater variance in the results for the 
atmospheric proxies than any of the other sites.   
Orsi et al. (2015) showed that melt layers are not spatially uniform within ice cores. This 
is not a surprise, as we do not expect that melt events are uniformly distributed over time, or that 
their magnitudes are constant. We thus suggest that the high scatter in the atmospheric proxies are 
a good indicator of melt events and should be used as a basis for sample rejection in future MOT 
studies. Because the bias found for the JRI samples due to surface melt is quite different from what 
we expect from errors in firn fractionation corrections, we do not include the JRI site in our analysis 
for the remainder of this study.  
3.3.3. Comparison of Firn Air and Surface Ice Results 
Our assumption going into this study was that we should find similar results when 
comparing the correction methods applied to firn air and surface ice. While certain processes (such 
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as artifactual enrichment of argon isotopes due to gas loss) may influence the ice samples but not 
the firn, we expected the magnitude of these processes to be minimal, or only influence certain 
correction methods, but not others. To test this assumption, we ran a two-sample Student t-test 
comparing firn (n=81, no SP01 or SDM firn data) and ice (n=35, no JRI data) results for each of 
the 8 methods of correction and each of the three atmospheric proxies (24 tests). In all tests 
comparing corrected δXe/N2 and δXe/Kr, we were able to reject the null hypothesis (p<0.05) that 
the firn and surface ice results were the same. For corrected δKr/N2 the null hypothesis could be 
rejected for 5 of the 8 cases. These results hold whether we compare the surface ice samples to all 
of the firn data, or firn air samples exclusively from the lock-in-zone (Figure 5).  
One complication in comparing the firn and ice samples is that they come from different 
sites. To account for this, we also considered only the four locations where both firn and ice data 
are available, now including the data from Severinghaus & Battle (2006) only for the ISO-40Ar 
and ISO-15N correction methods and compare these subpopulations of the data using the two-
sample Student t-test. These results are very similar to those that include all firn and ice sites. The 
only correction for which the null hypothesis could not be rejected was the ISO-40Ar method. 
However, if we do not include the Severinghaus & Battle (2006) data, the results are virtually the 
same as those using the full populations of ice and firn, in or outside of the lock-in-zone.  
This suggests that something is fundamentally different between the firn and ice samples. 
In the following sections, we discuss systematic error found in the ice samples, and the potential 
causes for the differences in the firn and ice data.  
3.3.4. Surface Ice Systematic Error 
Several patterns are apparent in the surface ice samples for all correction methods. The 
most notable is that the biases in corrected δXe/N2 and δKr/N2 are significantly and positively 
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correlated for all methods, beyond what may be explained by shared analytical error. In addition, 
the relative scaling of the biases in corrected δXe/N2 and δKr/N2 is similar to what we expect for 
changes in MOT (Figure 4). This is quite problematic for MOT reconstructions; previous studies 
have considered corrected δXe/N2 and δKr/N2 to be independent proxies for MOT, so their 
agreement provided confidence that a given MOT reconstruction was reliable. However, our 
results indicate that if systematic error is present, it will affect the resulting MOT derived from 
corrected δXe/N2 and δKr/N2 equally, so the agreement in these proxies cannot be used as a 
validation of the MOT results.  
Another notable observation is that for most methods of corrections, there appears to be a 
systematic offset between sites, and the ordering (most positive to most negative) of this offset 
between sites does not change considerably between correction methods. In the case of most 
corrections (and excluding the JRI results), the surface ice samples from South Pole and Siple 
Dome tend to give the most positive atmospheric proxy results, and the Law Dome sites (DE08 
and DSSW20K) give the most negative. This may indicate that there is a process that influences 
the inert gas ratios, but not the isotope ratios that are used to correct them.  
 
3.3.5. Method for Minimization of Systematic Error 
As in the case of the firn results, the PB-gt correction imparts the least error, as calculated 
by the smallest the root mean square deviation from zero. Considering all surface ice samples 
(excluding JRI, n=35), a Student t-test shows that there is no significant bias in the atmospheric 
proxies, and give average values of 0±0.2‰, 0.1±0.5‰, and 0.1±0.4‰ for corrected δKr/N2, 
δXe/N2, and δXe/Kr respectively. The spread in the data is slightly greater than what we predict 
for analytical noise. However, as mentioned in the previous section, random analytical error cannot 
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explain the significant correlation in the systematic bias we observe between the atmospheric 
proxies.  
In addition to comparing the results of the four process-based and four isotope-based 
correction methods, we may also compare these results to an empirical correction. Because there 
is no atmospheric signal in the inert gas ratios measured in the firn and surface ice samples, they 
should only reflect the fractionation processes that decouple them from the atmosphere. We can 
thus invert the problem and test which linear combination of isotopes best represent the measured 
inert gas ratios. Comparing this empirical approach to the PB-gt correction, we find that the 
empirical method gives nearly identical results in systematic error as the PB-gt correction for all 
three atmospheric proxies and find that the systematic error observed between atmospheric proxies 
is still highly correlated, even if the empirical correction is calculated individually for each of the 
inert gas ratios. This supports the hypothesis that the systematic difference in atmospheric proxies 
is due to a process that influences the inert gas ratios, rather than the isotopes. Because the 
empirical correction uses no assumptions about the relationships between the isotopes and inert 
gas ratios, we use the results of this correction to consider possible explanations for the systematic 
error we observe in the ice samples. 
 
3.4. Discussion: Causes of Systematic Error  
3.4.1. Lab Artifacts 
One potential explanation for the difference in results between the firn and ice is that they 
are the result of gas fractionation during processing within the lab or field. While much of the 
experimental method for firn air and ice core measurements are the same, the methods of gas 
extraction from the firn (Battle et al., 1996) and ice (Bereiter, Kawamura, et al., 2018) are quite 
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different. In the case of firn air, it is extracted in the field into glass or stainless-steel flasks that 
are later sampled in the lab for gas measurements.  
 In the case of ice samples, the gases are extracted from the ice in the lab, by melting the 
ice sample under vacuum in a >1 liter extraction vessel. After the sample is fully melted, it is 
stirred with a magnetic stir bar for an additional ~30 minutes to ensure a complete extraction. 
However, it may be possible that some of the gases are left behind, dissolved in the water from the 
melted ice. We tested this hypothesis by extracting an ice sample under the normal analytical 
procedure and then closing the evacuation off to sit overnight. Because the sample is left at 
vacuum, we expect that the majority of the remaining gases left in solution will enter the 
headspace.  
 The following day we extracted any remaining gases in the vessel. Before cryo-trapping 
the remaining gases, we opened the extraction vessel to the sample line to read the pressure, which 
increased to ~0.010 torr, indicating that there was still some gas left in the vessel, but only a 
miniscule fraction of what was collected from the initial extraction. In order to influence the results 
of the measured ice samples, the amount of gas left behind has to be large enough to influence the 
measurement, and it has to be fractionated relative to the gases that were collected during the ice 
extraction.  
 After the extraction, we froze a standard air sample on top of the collected gas and then 
followed the usual splitting and measurement protocol. This test was conducted twice, and in both 
cases, the measured standard plus residual gas samples were indistinguishable from the other 
standard air measurements. This suggests that even if there was any fractionation between the 
extracted ice sample and the gases remaining in solution, the extraction was close enough to 100% 
efficiency that the measurement was unaffected. It seems likely that the small amount of gas that 
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was present at the start of the extraction may have been degassed CO2, which is known to remain 
partly in solution during our normal extractions due to its very high solubility.  In summary, we 
can reject the hypothesis that incomplete sample degassing explains the observed systematic error. 
 An additional possibility is that there is co-trapping of gases along with water vapor in the 
water trap that is employed to remove water vapor before the air sample is collected in the sample 
tube (Headly & Severinghaus, 2007). As with the previous hypothesis, this would only influence 
the results if co-trapping fractionates the gases. Headly & Severinghaus (2007) tested if co-
trapping influenced the MOT results in this pioneering study. While it was shown that a small 
fraction (~0.005%) of the gases in the ice sample were trapped in the water vapor trap, the 
remaining gases did not appear to be fractionated, so this had no influence on the results of the 
study. However, the analytical imprecision of the inert gas ratio measurements at this time was 
larger than the observed systematic difference between corrected firn air and surface ice samples 
found in this study. In addition, krypton isotope measurements were not made during this time, so 
we do not know whether they are fractionated by co-trapping.  
While it is possible that differences between corrected firn air and surface ice results may 
be due to co-trapping of gases by water vapor in the water trap during ice sample extraction, this 
hypothesis cannot explain the systematic difference in results we find for surface ice samples from 
different sites and thus cannot explain all observed biases. Even so, we suggest that the test detailed 
in Headly & Severinghaus (2007) be redone to confirm that the observed difference in atmospheric 
proxy bias in the firn and ice is not the result of a lab artifact.  
3.4.2. Gas Loss in Ice Samples 
There are several additional sources of information that may provide clues about the 
observed systematic error in the surface ice atmospheric proxies. Considering our ‘best correction’ 
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(PB-gt) we examine the solutions of the least-squares system for diffusive column height and firn 
thermal gradient to see if they are in line with our expectations based on site properties. We may 
also look at the isotope residuals in the least squares system to see if there are systematic offsets 
that may give insight into the sources of systematic error for the atmospheric proxies.  
Comparing our results for diffusive column height to firn column height modelled from 
temperature and accumulation (Herron & Langway, 1980), the results are in line with expectations 
(Figure 6). Because the presence of a convective or lock-in zone will tend to reduce gravitational 
fractionation (Buizert et al., 2012), the diffusive column height that we solve for in our least 
squares system will tend to underestimate the total firn column height. As such, we may consider 
the modelled firn column height as an upper bound for the diffusive column height. The worst 
agreement between modelled and least squares firn height is found for the Law Dome DE08 site. 
This is understood to be the consequence of an exceptionally high accumulation rate that prevents 
the air from reaching gravitational equilibrium (Buizert & Severinghaus, 2016), so this 
disagreement is not unexpected.  
The solutions for firn thermal gradients from the PB-gt correction are slightly more positive 
than expected at several sites including South Pole, where a negative (geothermal) temperature 
gradient has been directly measured (Price et al., 2002), but the PB-gt method indicates no 
gradient. One plausible explanation for this observation is seasonal thermal rectification 
(Severinghaus et al., 2001). If convection strength is constant over the year, the expression of the 
summer and winter seasonal temperature gradient in the gases within the firn will cancel, and show 
no thermal fractionation below the top 20 m. However, during the winter, enhanced convection 
may occur in the upper layers of the firn due to surface cracking from thermal contraction. With 
an enhanced convective zone in the winter months, gases in the upper firn are more turbulently 
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mixed, making the winter thermal signal in the gases less pronounced than the summer signal. This 
may result in a summertime, positive-biased thermal gradient in the measured gases that does not 
reflect the true thermal signal. Positive thermal gradients are also shown in the PB-gt outputs for 
the firn data, which lends support to this hypothesis. However, the firn air results could also be 
due to the recent Antarctic (Steig et al., 2009) and Greenland (Box et al., 2009) surface warming. 
The mass-normalized isotope residuals for the PB-gt correction show a general trend that 
is consistent for all sites, with positive residuals in argon isotopes and negative residuals in nitrogen 
and krypton isotopes that are similar in magnitude (Figure 6). The positive residuals in argon 
isotopes may indicate that they are influenced by artifactual gas loss, which will enrich their values 
above the original gas composition of the ice (Severinghaus et al., 2003). This hypothesis is 
consistent with the observation that the ISO-40Ar corrections lead to a negative atmospheric proxy 
bias for most sites/samples (Figure 4). However, this process would only influence results for the 
correction methods that include argon isotopes (Table 1), so cannot explain all of our observations. 
Still, we can make several predictions to test whether the observed systematic error is, in 
part, caused by artifactual argon isotope enrichment due to gas loss. First, we predict that if argon 
isotopes measured in the ice samples are influenced by gas loss, including a gas loss correction 
should reduce the disagreement between the firn and surface ice results, because the firn results 
are not influenced by artifactual gas loss. Second, we expect that ice samples that have experienced 
more artifactual gas loss will tend to give more negative results for the atmospheric proxies than 
those that have experienced less.  
In order to test these predictions, we must make a quantitative estimate of the magnitude 
of gas loss for each sample, and its influence on the argon isotopes. Of the measured gases in this 
study, gravitationally corrected δO2/N2, δAr/N2, and δ18O-O2 have all demonstrated alteration due 
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to gas loss (Bender et al., 1995), which cause negative excursions in gravitationally corrected 
δO2/N2 and δAr/N2, and positive excursions in δ18O-O2: 𝛿𝑂E 𝑁E,-%.JK--⁄ = 	𝛿𝑂E 𝑁E	#$%& −⁄ 4 × 𝛿C\𝑁#$%&  𝛿𝐴𝑟 𝑁E,-%.JK--⁄ = 	𝛿𝐴𝑟 𝑁E	#$%& −⁄ 12 × 𝛿C\𝑁#$%& 𝛿C^𝑂,-%.JK-- = 	 𝛿C^𝑂#$%& − 2 × 𝛿C\𝑁#$%&  
 Changes in δ18O-O2 on millennial timescales due to changes in δ18Osw and in the Dole 
Effect (Severinghaus et al., 2009) preclude its use in assessing gas loss in paleo-MOT studies. 
However, because these are modern ice samples, and δ18O-O2 has not changed significantly in the 
past millennium, we may consider the δ18O-O2 as a metric for gas loss. 
One complication in using gravitationally corrected δO2/N2, δAr/N2, and δ18O-O2 to 
quantify δ40Ar (and δ38Ar) enrichment is the fact that these gases are influenced by both natural 
(i.e. bubble close off) and artifactual gas loss (Battle et al., 2011; Severinghaus & Battle, 2006), 
so their application in prescribing artifactual δ40Ar enrichment is somewhat tenuous. To correct 
δ40Ar and δ38Ar for gas loss, we quantify the influence of gas loss on δ40Ar detailed in Buizert et 
al (in prep), and assume that the gas loss fractionation of δ40Ar is twice that of δ38Ar: 
∆`aRS= − 𝜖RSc𝛿𝑂E 𝑁E,-%.JK--⁄ − 𝛿𝐴𝑟 𝑁E,-%.JK--⁄ d 
 
∆`ae^= − 𝜖RS 2fc𝛿𝑂E 𝑁E,-%.JK--⁄ − 𝛿𝐴𝑟 𝑁E,-%.JK--⁄ d 
 
Where ∆`aRS  and ∆`ae^  represent the fractionation of δ40Ar and δ38Ar due to gas loss 
respectively. We use the ϵ40 value from Buizert et al (in prep) of -0.008 to correct δ40Ar and δ38Ar 
and then apply these corrected argon isotope values to the firn fractionation corrections. We 
60 
compare the results in atmospheric proxies from the surface ice to the firn air samples using a two 
sample Student t-test, as we did in the previous section. For five of the six methods that use argon 
isotope data to correct the inert gas ratios, we find that the disagreement between firn and surface 
ice results increases when a gas loss correction is included. Testing a range of ϵ40 values does not 
considerably affect the results. This observation would suggest that artifactual enrichment of argon 
isotopes in surface ice samples cannot explain the difference between firn and surface ice 
systematic bias in atmospheric proxies.  
Using δO2/N2, δAr/N2, and δ18O-O2 as metrics for gas loss, we can test the second 
prediction, that surface ice samples that have experienced more gas loss will give more negative 
values for the MOT proxies (Figure 7). Interestingly, we find that there is a statistically significant 
negative correlation between the atmospheric proxies and δO2/N2 and δAr/N2. However, we expect 
the correlation between the systematic error in the atmospheric proxies and δO2/N2 (or δAr/N2) to 
be positive if it was a result of argon isotope enrichment due to gas loss because an enrichment of 
argon isotopes due to gas loss (which should cause negative excursions in δO2/N2 and δAr/N2) 
would result in an overestimation and overcorrection of the inert gas ratios for gravitational 
fractionation, and thus impart a negative bias on the atmospheric proxies. 
This negative correlation is consistent to what is observed for the atmospheric proxies in 
clathrate ice samples when they have experienced extreme artifactual gas loss (e.g. -200‰ δO2/N2 
in the deep Byrd core exposed to glycol and depressurization; Severinghaus, personal 
communication). The negative correlation has been hypothesized to be due to the fact that the 
clathrate dissociation pressures of Xe and Kr are much lower than that of N2, so N2 is preferentially 
lost from clathrates relative to Xe and Kr under these extreme conditions.  Severinghaus & Battle, 
2006 suggested that the inert gas ratios are not fractionated by natural gas loss due to bubble 
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closeoff, and fractionation due to artifactual gas loss, thus far, has only been observed in the inert 
gas ratios in clathrate ice. However, it is possible that the effect in bubbly ice is very small and has 
been unobserved up to this point. This hypothesis would also explain why a site-dependent bias 
can be seen for all correction methods and may explain the difference observed between the firn 
and surface ice samples.  
We note that the hypothesis that the observed bias in the atmospheric proxies is due to 
artifactual gas loss relatively tenuous and the analysis of additional ice cores that have experienced 
significant gas loss may disprove its validity. In fact, if we include surface ice samples from the 
EDC MOT study (Baggenstos et al., 2019), we find that it does not follow the trend observed for 
the sites included in this study. Another caveat to this hypothesis is that we do not necessarily 
expect the scaling between the gas loss experienced by the inert gas ratios and gas loss predictors 
to be the same for differing mechanisms of gas loss (Bender et al., 1995; Kobashi et al., 2008). 
Future investigations into the different mechanisms of artifactual gas loss and its influence on 
δ40Ar and the inert gas proxies may help determine whether gas loss contributes to systematic error 
in MOT reconstructions.  
3.4.3. Mischaracterization of Kinetic Fractionation 
Another piece of evidence that can be used to understand the difference between the firn 
air and surface ice results is the comparison of results of the individual correction methods. Some 
of the largest differences between the firn and surface ice results are observed for corrections that 
include a term for kinetic fractionation (PB-gk and PB-gtk). While these corrections performed 
best for the firn air samples in minimizing systematic error, in the case of surface ice, they 
introduced a positive systematic error in the atmospheric proxies for most sites. In fact, the PB-gtk 
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correction performed markedly worse than any of the other methods in its application to surface 
ice samples.  
Modelling studies on kinetic fractionation in the firn and its influence on isotopes of inert 
gases (Birner et al., 2018; Buizert et al., in prep.; Buizert & Severinghaus, 2016; Kawamura et al., 
2013) have found that while firn models are able to simulate the observed firn air difference 
between krypton and argon isotopes (86Krexc), they underestimate the observed ice sample 
magnitude of 86Krexc. 
This may provide some indication that the firn air samples are not representative of the 
gases occluded in the ice. Buizert & Severinghaus (2016) proposed a mechanism for kinetic 
fractionation through dispersion, where gases become unmixed by traversing different highly 
tortuous and disordered pathways in the firn. It is possible that the firn air collection method 
preferentially samples firn pathways with the lowest tortuosity and highest conductivity, where 
bulk flow is less restricted, and where we expect the least dispersive fractionation to occur. If this 
is the case, the larger magnitude of 86Krexc observed in ice compared to firn may be due to a 
sampling bias during firn air collection. This may influence our current understanding of kinetic 
fractionation, and the effect of kinetic fractionation on the isotopes and inert gas ratios. 
3.4.4. Adsorption 
A final hypothesis that may explain the observed systematic error in the firn and surface 
ice atmospheric proxies is that certain gases may adsorb onto snow/firn surfaces. Because of their 
relatively high polarizability, Xe and Kr have the potential to adsorb onto snow/ice surfaces more 
strongly than N2. To our knowledge, there have been no studies that have observed natural 
adsorption of Xe or Kr onto snow or ice. While Kr has been used to calculate the specific surface 
area of snow surfaces by adsorption experiments (Hachikubo et al., 2013), these experiments are 
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conducted at temperatures far below those experienced by polar regions, and at high Kr pressures. 
This induces multilayer adsorption, which is not likely to occur naturally for these atmospheric 
gases. However, studies on the influence of adsorption of CO2 on ice surfaces have shown 
enrichment of CO2 in the top ~10 m of firn due to adsorption, but that the recrystallization during 
firnification greatly reduces the surface area of the firn and thus the quantity of adsorbed gas is 
insignificant in the deepest layers of the firn, where bubble close off occurs (Stauffer & Tschumi, 
2000).  
 If Xe and Kr are adsorbed onto snow/firn surfaces, we would expect adsorption to have a 
greater influence on colder sites. Because adsorption of gases is highly temperature dependent, 
colder sites would experience more adsorption of Xe and Kr than warmer ones. This would cause 
atmospheric proxies to be more positively biased at colder sites. This is broadly consistent with 
our observations of site dependent bias (Figure 8), except for Siple Dome.  
 In addition, adsorption may help to explain the difference between the atmospheric proxies 
in the firn air and surface ice. We expect that adsorbed Xe and Kr would not desorb during firn air 
collection, and thus the surface ice samples would have a more positive bias in the atmospheric 
proxies compared to the firn. This is generally consistent with the observed offsets between the 
firn and sample ice results (Figure 5).  
 Firn adsorption tests have been conducted to test its potential influence on δ15N-N2 in ice 
(Grachev & Severinghaus, 2003). A similar test may help determine if adsorption introduces 
systematic error in MOT reconstructions.  
3.5. Conclusions 
We observe differences between firn air and surface ice samples in the systematic error of 
atmospheric proxies, suggesting that additional processes may influence ice samples that are 
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currently unaccounted-for in our fractionation corrections. The systematic error in surface ice 
samples is significantly correlated between atmospheric proxies, making it hard to distinguish from 
a true atmospheric signal. At this time, we do not have a decisive explanation for the observed 
systematic error in the surface ice samples but have suggested several tests that may help to prove 
or disprove some of the proposed hypotheses included in this chapter.  
 In order to minimize the influence of systematic error in future MOT studies, we make 
several recommendations. We find that the error in atmospheric proxies from the PB-gt correction 
only slightly exceeds that which is expected from analytical uncertainty (±0.4°C vs ±0.3°C) and 
therefore suggest that this correction is used for future MOT studies. However, this method appears 
to introduce site-dependent bias in the atmospheric proxies. For this reason, we suggest that surface 
ice samples should be analyzed for a given ice core in order to serve as a point of validation or 
calibration to minimize systematic error.  
 
Appendex 3.A: Quantifying Analytical Error for MOT proxies 
In order to compare the error observed in the results of the firn air and surface ice 
atmospheric proxies to what we may expect from analytical error, we create ‘synthetic’ isotope 
and inert gas ratio data, which is representative of the fractionation expected for a diffusive column 
height of 65m and no thermal or kinetic fractionation. We apply this condition (instead of zeros 
for all inputs) because we do not allow our least-squares gravitational fractionation term to be 
negative. We also tested synthetic data in which thermal and/or kinetic fractionation was also 
included, but this had no appreciable effect on the calculated analytical noise or the correlation 
between the error in atmospheric proxies. In order to estimate analytical error and the expected 
correlation between analytical error in the atmospheric proxies, we run Monte Carlo simulations 
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of the data that incorporate measurement uncertainties of the isotopes and inert gas ratios and 
assess each correction method. We can then compare the results of the corrected ‘synthetic’ data, 
representative of the expected analytical noise to the results of our corrected firn air and surface 
ice samples to determine if the observed error can be explained by analytical uncertainty alone, or 
if there is additional systematic error for the atmospheric proxies. 
 
Appendex 3.B: Dome Fuji Firn Air Samples 
Firn air samples from Dome Fuji were collected in 1998 and analyzed in 2009 at SIO by 
Kenji Kawamura. Samples were collected in metal flasks at ~10 bar. The observed offset in the 
surface air flask from the modern air standard may have been the result of (1) fractionation during 
firn air sampling due to a leak around the pump head during or a strong pressure gradient around 
the firn air inlet (2) leak through the 4H valves in the sample flasks during storage, or (3) 
fractionation during subsampling of aliquots for other measurements (greenhouse gases and their 
isotopes) before analysis of inert gases (Kawamura, personal communication). This fractionation 
appears to be present for all sample flasks. 
 
Appendex 3.C: NEEM Firn Air Samples  
Firn air samples from the NEEM ice core site were collected in 2008 and analyzed in 2009 
at SIO by Kenji Kawamura. Firn air samples were collected in 2.5-liter glass flasks at ~1 bar. 
Samples showed no indication of fractionation during firn air sampling.  
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Appendex 3.D: GISP2 Firn Air Samples  
Firn air samples from Summit (the GISP2 coring site) were collected in 2013 and analyzed 
in 2016 at SIO. Firn air samples were collected in 35 liter metal flasks at ~2 bar and analyzed 
according to the method of Kawamura et al, (2013).   
 
Appendex 3.E: SP15 Firn Air Samples  
Firn air samples from South Pole were collected in 2015 and analyzed in 2017 at SIO. Firn 
air samples were collected in 2.5-liter glass flasks at ~1 bar. Firn air sampling was terminated at 
~94 m depth because of complications in the field, so no samples in the lock-in-zone were 
collected.  
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Figure 3.1: Schematic comparison of LGM MOT signal to firn air fractionations. Dark blue circles 
show modern measured δXe/N2 in firn air from Summit, Greenland. Lighter blue circles show 
what the δXe/N2 signal would look like if MOT was 2.6°C colder than today (as in the LGM), with 
the same firn fractionations. Dashed horizontal line indicates the close off depth, where 
gravitational settling ceases. The observed firn fractionations at Summit (mostly gravitational) are 
about an order of magnitude larger than the total atmospheric change in δXe/N2 due to MOT 
change from the LGM to present. 
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Figure 3.2: Locations of firn and near-surface ice samples analyzed in this study. Blue squares 
indicate the location of firn air samples, red circles indicate the location of surface ice samples. 
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Figure 3.3: Apparent error in corrected δXe/N2 and δKr/N2 of firn air for the various correction 
methods. Points show site mean and error bars show spread (1σ) in the results for all the samples 
at a given site. Black error bars show the expected analytical uncertainty in δXe/N2 and δKr/N2 for 
each correction method. Grid lines are spaced by 1°C MOT bias, where the grey lines show no 
bias, the red show a positive bias, and the blue lines show a negative bias. Pearson correlation 
coefficients are shown for δXe/N2 and δKr/N2 for all samples (not site averages) and compared to 
the correlation coefficient (rnull) expected due to analytical noise for each correction method. Note 
that the results for firn air measurements from (Severinghaus & Battle, 2006) are not included in 
calculating the correlations, and only shown for the isotope 40Ar and 15N corrections. 
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Figure 3.4: Apparent error in corrected δXe/N2 and δKr/N2 of surface ice for the various correction 
methods. Points show site mean and error bars show spread (1σ) in the samples for each site. Black 
error bars show the expected analytical uncertainty in δXe/N2 and δKr/N2 for each correction 
method. Grid lines are spaced by 1°C MOT bias, where the grey lines show no bias, the red show 
a positive bias, and the blue lines show a negative bias. Pearson correlation coefficients are shown 
for δXe/N2 and δKr/N2 for all samples (not site averages) and compared to the correlation 
coefficient (rnull) expected due to analytical noise for each correction method. The JRI site was not 
included in calculating the correlation coefficients because it is influenced by surface melt. 
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Figure 3.5: Comparison of error for firn versus surface ice samples (excluding firn air samples 
from Severinghaus & Battle, 2006 and surface ice samples from JRI). Green points show surface 
ice samples, dark purple points show firn air samples within the lock in zone, and light purple 
points show firn air samples above the lock in zone (but below 20m). Grid lines are spaced by 1°C 
bias, where the grey lines show no bias, the red show a positive MOT bias, and the blue lines show 
a negative MOT bias. 
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Figure 3.6: Output from the PB-gt method at each surface ice site. a) Average diffusive column 
height solution for each site (blue) compared to the modelled firn column height (red). b) Solution 
for firn thermal gradient (top-bottom) for each site. c) Isotope residuals for the least squares 
correction method. Error bars in b) and c) show the 1σ spread in solutions for samples at each site. 
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Figure 3.7: Predictors of gas loss versus empirically corrected δXeN2. Large points show the mean 
value for each site, and smaller points indicate individual sample measurements. Pearson 
correlation coefficients and p-values are shown for individual samples (not site means). 
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Figure 3.8: Temperature versus empirically corrected δXeN2. Large points show the mean value 
for each site, and smaller points indicate individual sample measurements. Pearson correlation 
coefficient and p-value shown for individual samples (not site means). 
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Table 3.1: Methods of fractionation corrections considered in this study. Checkmarks indicate the 
types of fractionations included in each correction method, and the isotopes included for each 
method to correct the inert gas ratios. The ISO-comb correction takes the average of the three 
mass-normalized isotope ratios indicated by checkmarks. 
 
Methods of Fractionation Corrections 
METHOD FRACTIONATION   ISOTOPES         
  Gravitational Thermal Kinetic δ15N δ40Ar δ38Ar δ86Kr δ83Kr δ84Kr 
Process based 
         
PB-g ✓ 
  
✓ ✓ ✓ ✓ ✓ ✓ 
PB-gt ✓ ✓ 
 
✓ ✓ ✓ ✓ ✓ ✓ 
PB-gk ✓ 
 
✓ ✓ ✓ ✓ ✓ ✓ ✓ 
PB-gtk ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 
Isotope based                   
ISO-15N 
   
✓ 
     
ISO-40Ar 
    
✓ 
    
ISO-86Kr 
      
✓ 
  
ISO-comb       ✓ ✓   ✓     
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Table 3.2: Firn air samples included in this study with site temperatures and accumulation rates. 
Column four indicates the number of firn air samples collected below 20 meters depth (including 
within the lock in zone). Column five indicates the number of samples within the lock in zone.  
 
Firn Air Samples 
Site T (°C) A (m ice yr-1) N>20m NLIZ Source 
SDM 1 -25 0.13 5 5 Severinghaus & Battle, 2006 
SP01 1, 2 -51 0.08 19 8 Severinghaus & Battle, 2006 
WD -30 0.22 19 9 Orsi, 2013 
MD -49 0 13 5 Kawamura et al., 2013 
GISP2 -31 0.23 14 8 This study 
SP15 2 -51 0.08 6 0 This study 
NEEM -29 0.22 18 11 This study 
DF 3 -57 0.03 11 0 This study 
1 Sites not included in assessment of fractionation corrections that include krypton isotopes 
2 Samples from South Pole collected in 2001 (SP01) and 2015 (SP15) 
3 Surface air flask showed evidence of fractionation during collection that may have influenced all samples, see appendix  
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Table 3.3: Surface ice samples included in this study with site temperatures and accumulation 
rates. All data are from Buizert et al., (in prep).   
 
Surface Ice Samples 
Site T (°C) A (m ice yr-1) N 
SP -51 0.08 5 
GISP2 -31 0.23 4 
WD -32 0.22 8 1 
SDM -25 0.13 3 1 
RICE -23 0.24 3 1 
DSSW20K -21 0.16 4 
DE08 -19 1.2 8 
JRI -14 0.68 5 
1 Does not include sample that was lost or rejected due to technical problems 
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Chapter 4 
 
Last Interglacial Peak Mean Ocean Temperature Due to 
Ocean Circulation Change 
 
Abstract 
The Last Interglacial (129-116 ka) represents one of the warmest climate intervals of the 
last 800,000 years and most recent time sea level was meters higher than modern. However, the 
timing and amplitude of peak warmth varies between reconstructions, and the relative sources 
contributing to elevated sea level during the Last Interglacial remain uncertain. Here, we present 
the first mean ocean temperature record for this interval from noble gas measurements in ice cores 
and constrain the thermosteric component of sea level. Mean ocean temperature reaches its 
maximum value of 1.1±0.3°C warmer-than-modern at the end of the penultimate deglaciation at 
129 ka, resulting in 0.7±0.3m higher-than-modern thermosteric sea level. However, this maximum 
in ocean heat content is short-lived; mean ocean temperature cools in the first several thousand 
years of the interglacial and achieves a stable, comparable-to-modern value by ~127 ka. 
Comparison to other proxy records suggests that the peak in mean ocean temperature is a transient 
feature of the Last Interglacial, related to the accumulation of heat in the ocean interior during the 
preceding period of reduced overturning circulation.  
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4.1. Introduction 
With a heat capacity one thousand times larger than that of the atmosphere, the ocean plays 
an important role in regulating the rate and magnitude of global temperature change. Ocean heat 
uptake and warming contributes directly to increasing sea level through thermal expansion of 
seawater, and may play a role in future sea level rise through enhanced sub-shelf melting and 
subsequent mass loss from the Antarctic Ice Sheet (Paolo et al., 2015; Pritchard et al., 2012; 
Schoof, 2007). To understand the future role of ocean heat uptake, it is instructive to study ocean 
temperature change during past warm periods in Earth’s history.  
During the Last Interglacial (LIG, 129-116 ka) surface temperatures were somewhat 
warmer than today, however existing reconstructions differ substantially on the timing and 
magnitude of peak warmth. The global air surface temperature reconstruction by Snyder (2016) 
shows maximum 2°C warmer temperatures during the middle of the LIG including both ocean and 
land surfaces, while a sea surface temperature reconstruction by Hoffman et al. (2017) shows a 
maximum of only 0.5°C warmer-than-modern on a global scale that peaks during the earlier LIG, 
but up to 1°C warmer in the high latitudes. Climate model results show considerable warmth at 
the mid-LIG, especially in the high northern latitudes, but in line with the lack of global insolation 
forcing, little warming or even cooler temperatures on a global scale (Otto-Bliesner et al., 2013). 
At the same time, global sea level during the LIG was 6-9 m higher (Kopp et al., 2009). Differences 
in greenhouse gas and orbital forcing over the LIG relative to modern make the spatial and 
temporal patterns of temperature change during this period distinct from what might be expected 
from anthropogenic warming (Masson-Delmotte et al., 2010). As a result, the LIG is not an 
analogue for future warming but offers a unique opportunity to assess the validity of earth system 
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model predictions of sea level rise in response to warming, provided that reliable paleoclimate data 
exist for model validation (Fischer et al., 2018).  
Sediment cores provide valuable records of changes in ocean conditions through the LIG 
(e.g. Capron et al., 2014; Deaney et al., 2017; Hoffman et al., 2017; Shakun et al., 2015) and are 
critical to understanding the spatiotemporal structure of temperature change across the ocean 
basins. However, because changes in local ocean temperature can also reflect changes in ocean 
circulation (Forget & Ferreira, 2019), deducing total ocean heat content from these records remains 
challenging.  
The measurement of atmospheric noble gases trapped in glacial ice provides an alternative 
to reconstruct changes in mean ocean temperature (MOT) independently from marine records 
(Bereiter, Shackleton, et al., 2018; Headly & Severinghaus, 2007; Ritz et al., 2011). Changes in 
the relative atmospheric concentrations of krypton, xenon and nitrogen trace total ocean heat 
content because they are caused by temperature-driven changes in gas solubilities in ocean water. 
In this study, we report measurements of the ratios of Kr/N2, Xe/N2, and Xe/Kr in ice cores from 
the Taylor Glacier blue ice area and the EPICA Dome C (EDC) ice core that cover the LIG and 
penultimate glacial, Marine Isotope Stage 6 (MIS6, 180-135 ka). We assess the timing and 
magnitude of ocean temperature change during the LIG and quantify the thermosteric component 
of elevated sea level during this period. 
 
4.2. Results 
MOTs were derived from Kr/N2, Xe/N2, and Xe/Kr measurements in Taylor Glacier and 
EDC ice core samples (Figure 1). For both ice cores, MOT is calculated relative to early Holocene 
85 
(10 - 11 ka) MOT samples from each core due to the more robust results for relative (versus 
absolute) MOT (see methods/supplementary materials). MOT is then calculated relative to modern 
from the WAIS Divide (Bereiter, Shackleton, et al., 2018) and EDC (Baggenstos et al., 2019) 
Holocene to  preindustrial MOT records and preindustrial to modern simulations of ocean heat 
content (Gebbie & Huybers, 2019). Based on Monte Carlo simulations that account for all known 
sources of uncertainty we constrain peak MOT to 1.1±0.3°C (1σ) warmer than modern at 
128.9±0.7 ka on the AICC2012 age scale (Bazin et al., 2013). While the data for MIS6 and 
Termination II are relatively sparse, the period of maximum MOT is highly resolved. Because of 
this, and the robust age constraints from trace gas measurements for the Taylor Glacier record (see 
methods/supplementary materials), the timing of peak MOT is well constrained.   
The record shows a 3.4±0.5°C MOT warming from MIS6 to the early LIG, compared to 
the 2.6±0.3°C change between the LGM and Holocene (Bereiter, Shackleton, et al., 2018). The 
larger magnitude in glacial-interglacial MOT change over Termination II compared to Termination 
I is consistent with previous reconstructions of deep ocean temperature change during these 
intervals from an average of low-resolution marine sediments (Shakun et al., 2015). Crucially, the 
methods used to date the ice cores are completely independent from the MOT record itself. We 
can thus compare our record to other proxies from this period without any implicit assumptions 
about (a)synchronicity of changes.  
4.3. Discussion 
 4.3.1 Comparison to global surface temperature records 
The MOT maximum we find in this study is larger in magnitude than the global sea surface 
temperature (SST) anomaly reported by Hoffman et al. (2017, Figure 2).  Rather, the magnitude 
86 
of the peak extratropical SST anomaly agrees well with the peak MOT anomaly. While global SST 
reconstructions are good indicators of the ‘skin temperature’ and thus outgoing longwave radiation 
for much of the planet, MOT is closely related to the subsurface and total ocean heat content 
(Baggenstos et al., 2019). MOT represents volume-averaged ocean temperature, so changes in 
intermediate and deep ocean temperatures (as opposed to SST changes) play a dominant role in 
setting MOT. Much of the intermediate and deep ocean’s temperature is set at high latitudes via 
meridional circulation, so the polar regions are likely crucial for the structure of MOT change, 
relative to that of global SST.  
The MOT maximum occurs several thousand years earlier than the global SST maximum 
but is synchronous (within uncertainty) with peak Antarctic surface temperature (Bazin et al., 
2013; Jouzel et al., 2007). This follows the pattern of MOT change recently observed during 
Termination I (Baggenstos et al., 2019; Bereiter, Shackleton, et al., 2018) in which MOT and high 
southern latitude surface temperatures appear intrinsically linked. We thus have strong evidence 
that MOT both outpaces and exceeds low latitude SST during the LIG, which strongly suggest 
polar amplification and intermediate/deep-water formation are key regulators of MOT.  
4.3.2 Links of MOT and Ocean Circulation across Termination II and the 
LIG 
Recent studies have investigated the role of the bipolar seesaw, the out-of-phase 
temperature variations between hemispheres, during glacial terminations (Barker et al., 2011; 
Cheng et al., 2009; Deaney et al., 2017; Marino et al., 2015). While several alternative hypotheses 
have been proposed (Dokken et al., 2014; Petersen et al., 2013), the leading hypothesis has long 
been that the bipolar seesaw is driven by mode changes of the Atlantic Meridional Overturning 
Circulation (AMOC, Broecker, 1998; Stocker and Johnsen, 2003). When AMOC is in a strong 
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mode, as today, there is northward heat transport at all latitudes in the Atlantic. When AMOC is 
weakened this heat transport is reduced, leading to a net accumulation of heat in the Southern 
Hemisphere.  
Proxy records from the North Atlantic (Deaney et al., 2017), Chinese speleothems (Cheng 
et al., 2009), and Antarctic ice cores (Masson-Delmotte et al., 2010) suggest that the AMOC was 
significantly weakened during Heinrich Stadial 11 (HS11, ~135-129 ka), a cold period in the 
Northern Hemisphere that covers much of Termination II. At ~129 ka, these proxy records show 
a rapid recovery of AMOC and Asian monsoon strength, coinciding with the peak in Antarctic 
temperature and MOT in our reconstruction (Figure 3). The excellent agreement in the timing of 
peak MOT (128.9±0.7 ka) and the end of Heinrich Stadial 11 (HS11, 128.9±0.06 ka) dated from 
the Sanbao Cave records suggests an important connection between MOT and the bipolar seesaw.   
Recent modeling studies have examined the impact of AMOC weakening on surface and 
subsurface ocean temperature change through freshwater hosing experiments (Galbraith et al., 
2016; Pedro et al., 2018). In these simulations reduction in AMOC strength results in net SST 
cooling while heat accumulates in the ocean interior. The surface temperature anomaly has a 
globally asymmetric pattern with strong and rapid cooling in the North Atlantic concurrent with 
slow and steady warming of the Southern Hemisphere. The accumulated subsurface heat is 
released at the subsequent recovery of the AMOC, followed by an overall surface warming and 
MOT cooling.  
 This spatiotemporal pattern is consistent with the decoupling between SST and MOT we 
observe during HS11 and the LIG (Figure 2). During HS11, the AMOC was weakened, leading to 
an accumulation of heat in the ocean interior and Southern Hemisphere. Once the AMOC 
recovered at ~129 ka the net accumulation of subsurface heat was released, and MOT transitioned 
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from warming to cooling.  This mechanism may also explain the offset in timing between MOT 
and SST maxima, as the release of heat from the ocean interior subsequently leads to a net surface 
warming, particularly in the Northern Hemisphere high latitudes.  
 These results raise the question of how much of the warmer-than-modern MOT in the early 
LIG was due to the weakened AMOC state, and how much can be attributed to the stable 
interglacial climate? In our record, MOT cooled and eventually stabilized by ~127 ka at a 
temperature that is comparable to modern MOT (+0.2±0.3°C relative to Holocene/modern). If we 
believe that the cooling was entirely caused by the release of stored heat after AMOC recovery, 
then we can attribute most of the MOT anomaly at the LIG onset to deglacial changes in ocean 
circulation.  
While our record of Termination II lacks temporal resolution at the onset of warming, it is 
interesting to note MOT only increased during times when AMOC was in a weakened state, 
alluding to the importance of AMOC interruptions in driving the climate out of a stable glacial 
state (Baggenstos et al., 2019; Galbraith et al., 2016). The Northern Hemisphere insolation forcing 
during Termination II exceeded that of Termination I, which may in part explain the comparatively 
rapid disintegration of the Northern Hemisphere ice sheets during Termination II, and long 
duration of HS11 due to strong freshwater forcing of the North Atlantic (Marino et al., 2015).  
In contrast, during Termination I the AMOC temporarily recovered mid-termination, 
possibly due to the weaker insolation and thus reduced freshwater forcing of the North Atlantic. 
During this time, both Antarctica and MOT cooled. The so-called ‘Antarctic Cold Reversal’, may 
in many ways be analogous to the MOT cooling we see at the end of Termination II, post AMOC 
recovery. While the MOT cooling over the Antarctic Cold Reversal (~0.5°C) was slightly smaller 
in magnitude than what we observe during the LIG onset, the net warming of Heinrich Stadial I 
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and the Younger Dryas of 3.4±0.4°C is remarkably similar to the net warming found for the MIS6-
peak LIG MOT change of our record (3.4±0.5°C). In addition, the magnitude of glacial-interglacial 
change across Termination II once MOT has stabilized is 2.5±0.5°C, which is comparable to the 
magnitude of MOT change across Termination I (2.6±0.3°C). This suggests that the AMOC 
interruptions during the past two terminations transiently provided an additional ~1°C of MOT 
warming above the net glacial-interglacial MOT change. Several studies comparing Termination 
I and Termination II have posited that the larger magnitude of changes in Antarctic temperature 
(Masson-Delmotte et al., 2010) and CO2 (Deaney et al., 2017) observed for Termination II are 
related to the delayed recovery of AMOC strength. Our record suggests the same is true for MOT 
change across Termination II.  
4.3.3 Implications for West Antarctic Ice Sheet stability 
 The MOT changes across the LIG have direct and indirect implications for sea level. 
Pinning down the sources contributing to the LIG global mean sea level highstand is crucial to 
understanding the vulnerability of modern ice sheets to global warming. From CMIP5 estimates 
of the long term thermosteric sensitivity to heat uptake (Kuhlbrodt & Gregory, 2012), we find that 
the 1.1±0.3°C MOT anomaly during the early stages of the LIG contributed 0.7±0.3m to elevated 
sea level. By ~127 ka MOT had cooled to near-modern values, and no appreciable thermosteric 
contribution (relative to modern) is expected by this early stage in the interglacial. In fact, our 
record implies a trend of thermosteric sea level lowering in the first ~2000 years of the LIG. Coral 
reef records (Dutton et al., 2015) indicate that sea level was already 6±2 meters higher than modern 
at 129 ka, requiring a substantial ice sheet (in addition to the thermosteric) contribution early in 
the LIG to explain this magnitude of elevated sea level.  
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Early MOT warming may have played another, more indirect role in contributing to sea 
level rise during the LIG. In recent Antarctic Ice Sheet simulations of the LIG (Pollard & Deconto, 
2016; Sutter et al., 2016), ocean warming played an important role in mass loss from the West 
Antarctic Ice Sheet.  Pollard and Deconto (2016) found that if ocean warming occurred shortly 
after the glacial termination, the West Antarctic Ice Sheet was more prone to lose mass because of 
enhanced reverse-sloped beds at grounding lines. By invoking sub-shelf melting through Southern 
Ocean warming, Sutter et al. (2016) derive the highest sea level rise-rates during maximum 
Antarctic temperatures at the end of Termination II, thus, synchronous to our MOT maximum. The 
delay in AMOC recovery and resulting accumulation of heat in the ocean interior and Southern 
Hemisphere at the end of Termination II may therefore have played an important role in West 
Antarctic Ice Sheet mass loss and elevated sea level during the LIG.  
An important caveat to consider for this hypothesis is that MOT is not a proxy for ocean 
temperatures directly under ice shelves, and warmer MOT does not necessarily imply that 
temperatures in vulnerable sub-ice shelf regions were enhanced. However, MOT and the 
temperature of circumpolar deep water are intrinsically linked, because circumpolar deep water is 
made up of a representative mixture of waters from all ocean basins (Elderfield et al., 2012) and 
is brought efficiently to the surface by isopycnal mixing in the Southern Ocean. If, as today, 
circumpolar deep water intruded onto the Antarctic continental shelf, its ice melting capacity 
would be enhanced during the early stages of the LIG. 
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4.4. Conclusions 
The ocean heat anomaly provided from our MOT reconstruction is a simple, but important 
metric to evaluate in earth system models, making it useful for future simulations of the LIG. The 
record presented here shows MOT reached values of 1.1°C warmer-than-modern during the Last 
Interglacial. The timing of peak MOT coincides with that of Antarctic temperature and the abrupt 
recovery of AMOC at the end of Termination II. Enhanced MOT contributed directly to elevated 
thermosteric sea level during the early stages of the LIG and may have played an indirect role in 
contributing to the sea level highstand through ocean forcing of West Antarctic Ice Sheet mass 
loss. MOT decreased to near-modern values by ~127 ka, when peak SSTs were observed in the 
Northern Hemisphere. Comparison of our record with other paleo indicators and model results 
suggest peak MOT was related mainly to global ocean circulation changes that occurred over 
Termination II, rather than the LIG warmth itself; studying the LIG in the context of the 
deglaciation that precedes it provides a more complete view of the climate evolution that occurs 
over this interval.  
 
Appendix 4.A: Taylor Glacier Sampling and Site Description 
Taylor Glacier is an outlet glacier of the East Antarctic Ice Sheet with a >80 km long 
ablation zone exposing easily accessible old ice at the surface. Its accumulation zone is located on 
the northern flank of Taylor Dome and it terminates in Taylor Valley. Extensive work on mapping 
the stratigraphy of the glacier identified ice from the LIG located near the terminus of the glacier 
(Aarons et al., 2019; Baggenstos et al., 2017; Buizert et al., 2014).  
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For this study, a total of four large-diameter ice cores were collected during the 2014/15 
and 2015/16 Antarctic field seasons (Figure S1 in supplement). Two cores spanning approximately 
120 to 155 ka were collected approximately 4 km from the glacier terminus. Additionally, two 
cores were drilled along a previously-established across-flow transect (Baggenstos et al., 2017) 
from the early Holocene (10.6 ka) and Last Glacial Maximum (LGM, 19.9 ka) to serve as a 
comparison to LIG and MIS6 MOT samples. Cores were drilled with the Blue Ice Drill (Kuhl et 
al., 2014) and are approximately 24 cm in diameter. Cores were processed and subdivided in the 
field and analyzed for noble gases for MOT reconstruction as well as other atmospheric gases used 
to establish the time scale for the record.  
  
Appendix 4.B: Taylor Glacier Core Chronology 
A major challenge in sampling a blue ice area is establishing ages for the samples (Bintanja, 
1999). Ice from Taylor Glacier has traveled tens of kilometers from its deposition site and has 
likely undergone non-uniform thinning and folding. While the dynamics of the glacier have been 
studied in detail (Aciego et al., 2007; Kavanaugh & Cuffey, 2009), not enough is known about the 
basal topography or subsurface ice flow to build a chronology for the glacier from a glaciological 
model.   
 We therefore use alternative methods to construct the chronology for our samples. Previous 
work in blue ice areas (Baggenstos et al., 2017; Bauska et al., 2016; Menking et al., 2018; Petrenko 
et al., 2006) has demonstrated success in establishing ice sample chronologies through value and/or 
inflection point matching with well-dated ice core records of globally well-mixed atmospheric 
gases (Blunier et al., 2007).  For this study the chronology was constructed using a least-squares 
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fitting method with measurements of methane concentrations (CH4), molecular oxygen isotopic 
composition (δ18Oatm), and carbon dioxide concentrations (CO2), tied to EPICA Dome C (EDC) 
reference records (Landais et al., 2013; Loulergue et al., 2008; Schneider et al., 2013) on the 
Antarctic Ice Core Chronology (AICC2012) (Bazin et al., 2013; Veres et al., 2013). This method 
allows for a construction of an age probability distribution for each noble gas sample that can be 
used to assess sample age uncertainty (see supplement).   
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allows for a construction of an age probability distribution for each noble gas sample that can be 
used to assess sample age uncertainty (see supplement).   
 
Appendix 4.C: Taylor Glacier Noble Gas Measurements 
Taylor Glacier measurements of noble gases for MOT reconstruction were made at Scripps 
Institution of Oceanography (SIO). A total of 45 ice samples from the 2014/15 and 2015/16 cores 
were analyzed, including eight replicate samples, giving 37 unique MOT samples. In addition, at 
SIO and Bern five samples from the Holocene (10.6 ka) and five from the LGM (19.9 ka) were 
measured (Figure 3) at each institution. The motivation for this analysis was to verify the quality 
of the noble gas records by comparison to published MOT records (Bereiter et al., 2018a), and to 
verify that any offsets in the EDC and Taylor Glacier MOT results were unrelated to lab offsets 
(see supplementary materials).  
The analytical methods for noble gas measurements are described in detail by Bereiter et 
al. (2018b). In short, ~800 grams of ice were melted under vacuum and liberated gases (~80 ml 
STP) were cryogenically trapped in stainless steel dip tubes. After gas extraction, the samples were 
split into two aliquots. The larger (~78 ml STP) aliquot was exposed to a Zr/Al alloy at 900°C to 
remove all non-noble gases and measured on a Thermo-Finnigan MAT-253 isotope ratio mass 
spectrometer via dual inlet method for 40Ar/38Ar (d40/38Ar), 40Ar/36Ar (d40/36Ar), 86Kr/84Kr 
(d86/84Kr), 86Kr/83Kr (d86/83Kr), 86Kr/82Kr (d86/82Kr), 84Kr/40Ar (dKr/Ar), and 132Xe/40Ar (dXe/Ar). 
The smaller aliquot (~2 ml STP) was passed through a cryotrap (-196°C) to remove CO2 and 
measured on a Thermo-Finnigan MAT Delta V isotope ratio mass spectrometer via dual inlet 
method for 29N2/28N2 (d15N), 34O2/32O2 (d18O), 32O2/28N2 (dO2/N2), and 40Ar/28N2 (dAr/N2). 
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Measurements were corrected for pressure imbalance and chemical slope according to established 
procedure (Severinghaus et al., 2003).  
All data are reported in delta notation, relative to a modern atmosphere standard. Because 
argon is preferentially lost relative to xenon and krypton during ice bubble formation 
(Severinghaus & Battle, 2006), we mathematically combine dXe/Ar, dKr/Ar, and dAr/N2 to obtain 
dKr/N2, dXe/N2, and dXe/Kr. 
Appendix 4.D: Taylor Glacier Fractionation Corrections 
To reconstruct ocean temperature from δKr/N2, δXe/N2 and δXe/Kr, it is necessary to 
correct for fractionation during firnification, the process by which fresh snow compacts, 
transitioning to denser firn and eventually to glacial ice containing air trapped in bubbles. While 
the free troposphere is well mixed through convective processes, the low permeability of the firn 
restricts bulk flow; gases within the firn column are transported primarily via molecular diffusion 
(Schwander et al., 1988). This allows for gravitational settling and thermal diffusion to alter firn 
air from its atmospheric composition before it is occluded in glacial ice (Craig et al., 1988; 
Severinghaus et al., 1998). As such, δKr/N2, δXe/N2 and δXe/Kr must be corrected for 
fractionating processes to derive the paleoatmospheric composition for inferring MOT.  
As suggested by Bereiter et al., (2018a), under/over-correction of fractionation may lead 
to systematic offsets in MOT, but the effect primarily impacts the absolute MOT anomaly (relative 
to modern) and has little impact on relative MOT change within a record. We investigate the 
influence of the choice in methods of fractionation correction on the MOT record and find that 
different methods shift the absolute MOT record up or down but have little effect on relative MOT 
change in the record for Taylor Glacier (see supplement). We thus compute the MOT anomalies 
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relative to the Taylor Glacier Holocene (10.6 ka) samples and then estimate the Holocene – modern 
MOT difference (and uncertainties) from the WAIS Divide MOT record and model simulations of 
ocean heat content over the last 2000 years (Gebbie & Huybers, 2019). A detailed description and 
assessment of the fractionation corrections is included in the supplementary materials.  
Appendix 4.E: EDC Ice Core Noble Gas Analysis 
Four EDC ice core samples from the LIG and four from MIS6 were analyzed at the 
University of Bern and included in this study. Measurement and data processing for these samples 
are similar to the analysis of Taylor Glacier samples with a few important distinctions (Baggenstos 
et al., 2019 and supplementary materials). Chronology uncertainties are not considered in this 
analysis, because the Taylor Glacier chronology is tied to that of EDC through ice core 
synchronization and contribute minimally to the total uncertainty for these samples. In addition, 
the approach to firn fractionation corrections differs slightly between Taylor Glacier and EDC (see 
section SI5 in the supplement).  
 
Appendix 4.F: Derivation of MOT from Noble Gas Data 
To reconstruct MOT values from fractionation-corrected δKr/N2, δXe/N2 and δXe/Kr, we 
use the ocean-atmosphere box model of Bereiter et al. (2018a) with several modifications; we 
make no assumptions about the glacial-interglacial change in the ocean saturation state and use 
current estimates of krypton and xenon undersaturation (Hamme & Severinghaus, 2007) in the box 
model for the entirety of the record. We also do not invoke the glacial-interglacial changes in the 
relative water mass distributions that were applied in the Bereiter et al. (2018) study and use the 
97 
modern distributions of Antarctic Bottom Water and North Atlantic Deep Water to derive MOT 
over the full record.  
We account for the effects of changes in ocean salinity, volume, and atmospheric pressure 
on the oceanic inventories of krypton, xenon and nitrogen using the sea level record of Grant et al. 
(2014) corrected for isostatic effects ( Grant et al. 2014 and supplement). We also include the 
influence of the large ice shelf over the Arctic during MIS6, which holds the equivalent of 15 
meters of sea level, influencing ocean salinity and volume, but not sea level (Nilsson et al., 2017).  
To assess uncertainty in our MOT record we run 10,000 Monte Carlo simulations of our 
reconstruction with all known analytical and dating uncertainties in the MOT and sea level records, 
as well as the uncertainty in the Holocene-to-modern MOT change. We include uncertainties in 
measured Kr/N2, Xe/N2 and Xe/Kr and the isotope data used to correct for firn processes in our 
simulations, as well as the method used for fractionation corrections (see supplementary section 
SI3). To account for age uncertainties in the MOT record, we use an inverse transform method to 
randomly sample from our age probability distribution to include in our Monte Carlo simulations 
(Kolmogorov, 1950 and supplementary section SI1). For our final uncertainty estimate, we use the 
average of the three MOT records (and the Monte Carlo simulations) from Kr/N2, Xe/N2 and Xe/Kr 
to minimize the influence of analytical noise from any single measurement. 
 
4.S1. Core Chronology 
For the Blue Ice Drill (BID) core collected in the 2014/15 season, discrete CH4 
measurements were made at Oregon State University following the method described in Mitchell 
et al. (2011). For the 2015/16 core, continuous-flow methane measurements were made at Desert 
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Research Institute following Rhodes et al. (2013). Due to complications during the continuous 
flow melting process, the 2015/2016 core is missing 1.66 meters of CH4 measurements (Figure 
S2), resulting in 4 MOT samples without age constraints from CH4 information. For additional 
chronological constraints 10 of the 45 MOT samples were measured at OSU for CO2 following 
methods described in Ahn, Brook, & Howell (2009). These samples include the four depth 
intervals that are missing CH4 data, as well as six additional samples from adjacent depths.  
The measurements required for the molecular oxygen isotopic composition (δ18Oatm) are 
included in the noble gas measurement method described in the methods section of the main text. 
δ18O of O2 measured in glacial ice is affected by gravitational fractionation and gas loss; in order 
to derive δ18Oatm it is necessary to correct for both of these processes (Severinghaus et al., 2009). 
Gravitational fractionation corrections are made with δ15N: 
𝛿C^𝑂,-%.JK-- = 	 𝛿C^𝑂#$%&g-$h − 2	 ×	𝛿C\𝑁#$%&g-$h 
There are several approaches to the gas loss correction. A Taylor Glacier specific gas loss 
correction (Baggenstos et al., 2017) uses measured δO2/N2 and δAr/N2: 
𝛿C^𝑂%*# = 	𝛿C^𝑂,-%.JK-- + 0.0119	 ×	𝛿𝑂E 𝑁E, -%.JK--⁄ − 0.0115 × 	𝛿 𝐴𝑟 𝑁E, -%.JK--⁄  
The correction used for the EDC reference record (Extier et al., 2018) uses only δO2/N2: 
𝛿C^𝑂%*# = 	𝛿C^𝑂,-%.JK-- + 0.01 × c𝛿𝑂E 𝑁E, -%.JK-- + 10⁄ d 
Applying the Taylor Glacier specific correction to the data minimizes the difference in 
δ18Oatm between duplicate samples. However, compared to the EDC reference record, TG-
corrected δ18Oatm are slightly negative by ~0.05‰. If we apply the correction from Extier et al., 
(2018) to the TG data there is worse agreement between duplicate samples, but no apparent offset 
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between the EDC and TG records. For consistency, and to avoid potential bias due to offsets 
between the two records, we chose to apply the Extier et al., (2018) correction for this study.  
By comparing the gas records on their depth scale to well-dated ice core records, we find 
evidence for folding and non-uniform thinning in both cores (Figure S2). For this reason, we chose 
to construct an age probability distribution for each individual sample rather than tie point selection 
and linear interpolation. This approach does not impose a monotonically changing age scale with 
depth. Instead, each MOT sample age is determined individually to allow for the possibility of 
thinning and folding.  
 In order to construct an age probability distribution, we first created a linearly interpolated 
reference record of CH4 (Loulergue et al., 2008), δ18Oatm (Extier et al., 2018) and CO2 (Schneider 
et al., 2013) at 10 year resolution on the AICC2012 timescale (Bazin et al., 2013). 
 We then assessed the fit (F) for each sample in our record to each point in the interpolated 
reference curve assuming a Gaussian distribution: 
𝐹C^m%*#(𝑡) = 	 CoEpqrstuvwxy 𝑒z{r
stuvwx	x|v}zrstuvwx	~|(w)yyrstuvwxy   
𝐹R(𝑡) = 	 CoEpqy 𝑒z{	x|v}z	~|(w)
yyy   
𝐹mE(𝑡) = 	 CoEpquyy 𝑒z{uy	x|v}zuy	~|(w)
yyuyy   
 Where σ is the combined 1-sigma error reported for the reference records and the pooled 
standard deviation of gas measurements made for this study (Table S2). Recent studies have 
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suggested the potential for slight offsets to exist in CO2 content between individual ice cores (Ahn 
et al., 2012; Bereiter et al., 2012; Eggleston et al., 2016; Marcott et al., 2014). In addition to 
analytical uncertainties, we include a 5-ppm uncertainty in σCO2 to account for a potential offset 
between the TG and EDC CO2: 
𝜎mE = 	o𝜎E` 	+ 	𝜎E +	𝜎K&$*E  
We then combine the probability distribution functions for the measured gases: 
𝐹(𝑡) = 𝐹WC^m%*#(𝑡) ∙ 𝐹R(𝑡) ∙ 𝐹mE(𝑡) 
The probability of the sample being a particular age P(t) is then defined as: 
𝑃(𝑡) = (*)∑(*)		 
The depth versus age curves produced from this method also suggest the presence of folds. 
In addition to identifying the most probable age, the motivation for creating an age probability 
distribution for each sample was for its application to Monte Carlo simulations to assess MOT 
uncertainty. Age uncertainty directly impacts MOT uncertainty, because it translates into 
uncertainty in sea level, which is a required input in the ocean-atmosphere box model to derive 
MOT. A sea level record is necessary to account for the effect of changes in salinity, ocean volume, 
and sea level pressure on the ocean inventories of krypton, xenon, and nitrogen.  
We sampled from our age probability distribution using the inverse transform method 
(Kolmogorov, 1950) to allow for Monte Carlo simulations with non-normal age probability 
distributions. While this method allows for objective quantification of age uncertainty, we made 
three assumptions about the absolute age and structure of the probability distribution to refine the 
age models. 
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Our first assumption was that the age of our samples lies within a restricted range. Based 
on radiometric and stratigraphic dating of this region of Taylor Glacier (Baggenstos, 2015; Buizert 
et al., 2014), we limited the probability distribution range for the record to the LIG and the 
penultimate glacial period, between 120 and 155 ka. Without bounds, small spurious peaks in the 
probability distribution during intervals with similar atmospheric compositions (i.e. other glacial 
and interglacial intervals) skewed the results of our Monte Carlo simulations.  
We applied a second assumption in sampling from the age probability distributions. 
Because our probability distributions were constructed from least squares fitting to reference 
records, there are small (but non-zero) probabilities for each sample to be any age within the 
distribution. This can result in probability distributions with long tails that skew the age 
distribution. To prevent these tails from biasing the results of the Monte Carlo simulations we 
defined a minimum probability threshold before sampling from each distribution.  For each sample 
we restricted the sampling distribution to only ages with probabilities (P(t)) that were at least 5% 
of the maximum age probability or greater (Figure S3). This allows the distributions to be wide 
and non-normal but prevents long tails from skewing the results of the simulations.  
The third assumption in our age model was related to the structure of the probability 
distribution. To assess the ‘goodness of fit’ for each distribution, we examined the difference 
between the most probable age and the median age for each sample (Figure S3). The most probable 
age occurs at the time in the reference record with the best least squares fit between the measured 
gases and the reference gases i.e. when P(t) is maximized. The median age describes the 50th 
percentile in the distribution, i.e. the point at which where there is an equal probability of the age 
lying on either side of the distribution. If the absolute difference between the ‘peak age’ and 
‘optimal age’ was greater than 1000 years, we rejected this sample (total rejected samples = 4). 
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We believe that the age uncertainties of these samples added substantial uncertainty to the whole 
record and thus did not include them for the remainder of the analysis.  
 There are some limitations in this approach. For one, we assumed that the reference record 
is sampled at an adequately high resolution. If the resolution is too coarse, a feature in the 
atmospheric record may not be included (e.g. a methane spike associated with a millennial scale 
oscillation). It is also possible that a single outlier (such as the methane spike at 134 ka) in the 
reference record is due to an analytical error and does not reflect the true atmospheric history. For 
more context, we compared the EDC gas records to those of Vostok (Bazin et al., 2013). We have 
no reason to believe that these problems exist for our reference records, but they should be kept in 
mind.  
 Another limitation of this method arises when there are only small variations in the gas 
records over time. During glacial terminations, there are large changes in atmospheric methane, 
δ18Oatm, and CO2, making the method robust. However, during periods of stable climate, gas 
isotopes and concentrations change very little with time, making it difficult to pinpoint an age. 
This is why samples from the penultimate glacial have much larger age uncertainties than those 
covering Termination II and the early Last Interglacial.  
It is also important to emphasize that this method inherently assigns age and age 
uncertainties relative to the reference chronology. There are absolute age uncertainties in the 
AICC2012 chronology that are not incorporated into this study.  
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4.S2. Converting Red Sea Level to Eustatic Sea Level for Box Model 
As with all relative sea level records, the Red Sea Level (RSL) record is influenced by 
isostatic effects, which decouple RSL from eustatic sea level, the input that is required for the box 
model in order to calculate MOT. In the case of RSL, the largest offset from eustatic sea level 
occurs during glacial maxima (Grant et al., 2014). From ice sheet simulations, Grant et al, (2014) 
finds a relationship between RSL and ESL, which is dependent on whether the Northern 
Hemisphere ice sheets are glaciating or deglaciating (Figure S5). However, the deglaciating 
correction appears to overestimate the LIG sea level highstand (Kopp et al., 2009), while the 
uncorrected RSL curve appears to better capture its magnitude. We thus choose to interpolate 
between the glaciating and uncorrected RSL curves over the deglaciation (140-129 ka) and use the 
glaciating RSL curve during MIS6 and uncorrected RSL curve over the LIG.  We note that the 
difference in resulting MOT from any of the three RSL scenarios (uncorrected, glaciating, and 
deglaciating) are within our reported error, so the choice in sea level curve does not influence the 
findings of our study. However, given the data constraints on the sea level highstand and the 
modeling results for the isostatic influence on RSL, we believe this choice in sea level curve is the 
best representation to apply in our box model to calculate MOT.  
 
4.S3. Lab Intercomparison Study  
The Taylor Glacier and EDC measurements were made at different labs using slightly 
different analytical methods, so we must consider the possibility that differences between ice core 
MOT results may be the consequence of lab offsets. We thus conducted an intercomparison study 
in which the SIO and Bern labs measured isotope and elemental ratios required for MOT 
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reconstruction on one ice core from the Holocene (10.6 ka) and one from the LGM (19.9 ka) and 
compared the results. The cores were collected from a previously established well-dated transect 
of Taylor Glacier (Figure S1, Baggenstos et al., 2017) where the ice layer dip is vertical, so each 
core contains ice of the same age. Five samples were analyzed for each Holocene and LGM core 
at each institution for a total of 20 sample measurements. The results show excellent agreement 
between the labs for both the Holocene and LGM samples (Table S1), which gives us confidence 
that there is no lab offset, and any differences between the EDC and Taylor Glacier MOT results 
are in the ice. Possible differences in MOT results between cores may be attributed to systematic 
error in firn fractionation corrections. 
4.S4. Fractionation Corrections 
4.S4.1 Reconstructions of atmospheric δKr/N2, δXe/N2 and δXe/Kr 
In order to reconstruct atmospheric noble gas content for MOT, we assume that the isotope 
and elemental ratios we measure in ice represent the atmospheric composition, plus some 
combination of gravitational, thermal, and kinetic fractionations: 
𝛿#$%&' = 	 𝛿%*#' + 𝛿,-%.' + 𝛿*/$-#' + 𝛿' + c𝛿h$,%&' d 
Where δ’ = ln(q)  and q = Rsample/Rstandard (Markle, 2017). It is convenient to use δ’ here 
instead of the nearly equivalent standard delta, because fractionations in terms of δ’ are truly linear, 
and an exact form of gravitational fractionation (the largest source of fractionation in our system) 
can be expressed in terms of δ’.  
Isotope ratios of nitrogen, argon (corrected for geological 40Ar degassing, or δ’degas, see 
SI4.5), and krypton have not changed in the atmosphere over time interval covered in this study, 
making the measured values a sum of all fractionations in the firn. In order to remove the effect of 
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these fractionations on our MOT proxies, we set up a linear least-squares system of all available 
isotope data to quantify each fractionation (as in Shackleton et al., 2019 and Baggenstos, 2015). 
Because the precision of these isotope measurements varies substantially (Table S2) we also use a 
weighting factor of 1/σ2 where σ is the 1σ uncertainty for of a given isotope measurement in our 
linear least squares system.  
4.S4.2 Gravitational fractionation 
The largest source of fractionation for isotopes and δKr/N2, δXe/N2 and δXe/Kr (hereafter 
referred to as MOT proxies) is gravitational settling in firn (Schwander, 1989; Craig et al., 1988). 
Through the entire diffusive zone of the firn column, settling is mass-dependent: 
𝛿,-%.' = 		 Δ𝑚234𝑔𝑧𝑅𝑇  
where Δm is the mass difference of the gas pair (x-y, in kg/mol), g is the gravitational constant, z 
is depth in the diffusive column, R is the gas constant, and T is average firn temperature in Kelvin, 
which was calculated with the Taylor Dome water isotope record (Steig et al., 1998) as in (Steig 
et al., 2000).  
4.S4.3 Thermal Fractionation 
If a thermal gradient exists in the firn, thermal diffusion will also affect the isotopes and 
MOT proxies: 
𝛿*/$-#' 	= 	Ω234Δ𝑇 
Where Ω is the laboratory-determined thermal diffusion sensitivity (Grachev & Severinghaus, 
2003) for a specific gas pair (x-y) and ΔT is the temperature difference (top minus bottom) across 
the firn column.  
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4.S4.4 Kinetic fractionation/Heavy isotope deficit 
Recent studies have explored the effect of kinetic fractionation or heavy isotope deficit 
(HID) in the firn and its influence on MOT proxies (Birner et al., 2018; Kawamura et al., 2013). 
Kinetic fractionation arises from the competing processes of molecular diffusion and the 
macroscopic advection of air. Sources of kinetic fractionation in the firn include convective zones 
(Kawamura et al., 2013; Severinghaus et al., 2010), barometric pumping (Buizert & Severinghaus, 
2016), and the downward advection of gases during densification (Birner et al., 2018). While 
mechanisms for kinetic fractionation may vary, its influence on isotope ratios and MOT proxies is 
primarily dependent on the relative magnitudes of advection and molecular diffusion. Birner et al., 
(2017) found that while the absolute magnitude of HID may vary substantially between ice core 
sites, the relative scaling between isotopes and MOT proxies remains stable. This allows us to use 
a scaling factor, 𝜖’, to solve for the extent of kinetic fractionation:   
𝛿' 	= 	∆𝑚234 	ϵ′234 
Note that 𝜖’ is quantified relative to 29N2 and 28N2, which is the fastest diffusing measured 
gas pair in our system. Scaling factors for the isotopes and elemental ratios can be found in Birner 
et al., (2017). 
4.S4.5 Changes in atmospheric 40Ar due to geological degassing 
While isotopes of nitrogen and krypton have not changed, the atmospheric concentration 
of 40Ar has steadily increased over time due to the radioactive decay of 40K in the crust and mantle 
(Bender et al., 2008). The effect on δ40/36Ar and δ40/38Ar can be corrected if the age of the sample 
is known: 
𝛿RS e⁄ 𝐴𝑟h$,%& = 6.6	 ×	103\ 	× 	𝑔𝑎𝑠	𝑎𝑔𝑒 
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𝛿RS e^⁄ 𝐴𝑟h$,%& = 6.6	 ×	103\ 	× 	𝑔𝑎𝑠	𝑎𝑔𝑒	 
Where gas age is in ka. Because the ice samples for this study are relatively young (~120-
160 ka) the effect is nearly within the analytical uncertainty of the argon isotope measurements. 
Still, the effect is considered and corrections to δ40/36Ar and δ40/38Ar for degassing are made before 
these isotope pairs are input into the least squares systems used to correct the MOT proxies.  
4.S4.6 EDC Fractionation Corrections 
For EDC samples, we apply a similar method of quantifying firn air fractionations and 
correcting the MOT proxies to derive the past atmospheric composition. However, instead of a 
strictly least squares approach, we incorporate information beyond the available isotope 
measurements to quantify each source of fractionation, following the method described in 
Baggenstos et al, (2019). Because more is known about the accumulation and temperature history 
of the EDC ice core (relative to Taylor Glacier), a firn model was employed to determine the firn 
thermal gradient and to correct the isotope and elemental ratios for thermal fractionation. The 
extent of kinetic fractionation, or HID, was then quantified from the difference between thermally 
(and 40Ar degassing) corrected and mass normalized argon, krypton and xenon isotopes, as 
described in the supplementary information of Baggenstos et al, (2019). Solutions for HID are 
quite noisy, due to the relatively lower analytical precisions of the krypton and xenon isotope ratios 
(Table S3), so it is advantageous to smooth the HID record to reduce the influence of this noise on 
the final MOT solution.  Because the EDC LIG and MIS6 data are not evenly spaced, a boxcar 
filter of the HID (as applied in Baggenstos et al., 2019) is inappropriate. We separate the data into 
three <5 kyr segments and use the average HID difference to estimate kinetic fractionation for 
each interval. The MOT proxies are then corrected for kinetic fractionation using an empirical 
scaling factor, as described in SI3.4 (Birner et al., 2018). Finally, the MOT proxies were corrected 
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for gravitational fractionation from thermally and kinetically (and 40Ar degassing) corrected 
δ40/36Ar. To explore the effect of choice in fractionation corrections on EDC MOT results, we 
compare MOT results with and without the HID correction.  
4.S4.7 Taylor Glacier Results 
As previously stated, gravitational settling is the largest source of fractionation for the 
isotopes and MOT proxies. Based on our knowledge of the Taylor Glacier accumulation region 
we expect kinetic and thermal fractionations to be minimal and the MOT proxies may not need to 
be corrected for their relative effects. Still, we consider the effect of including these fractionations 
in our linear least squares systems by comparing MOT results when we include terms for 1) 
gravitational fractionation only, 2) gravitational and thermal fractionations, 3) gravitational and 
kinetic fractionations, and 4) gravitational, thermal, and kinetic fractionations. To assess the 
validity of each method we applied these corrections to Taylor Glacier samples from the LGM and 
the Holocene and compared them to the WAIS Divide record. We also include the resulting MOT 
for the MOT LIG peak interval (129±0.8 ka) and MIS6 (136-160 ka). 
An important result of comparing these methods is that while we don’t expect the thermal 
and kinetic signals to be large, corrections including one or both of these fractionations yields quite 
different results in MOT than the corrections including gravitational settling alone (Table S4a). 
This suggests that these methods may be overestimating the degrees of thermal and kinetic 
fractionation, or that we may be missing or mischaracterizing a source of fractionation in the 
system. However, if we compare MOT for the LIG, LGM and MIS6 relative to the early Holocene 
all methods agree quite well (Table S4b), and the LGM – Holocene difference agrees with the 
WAIS Divide MOT record (2.6°C). This implies that while the methods may not be accurately 
characterizing and correcting for thermal and kinetic fractionation, the effect is relatively constant 
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over time. The different corrections shift the MOT record up and down in terms of absolute 
magnitude, but relative MOT change is insensitive to the choice of fractionation correction. This 
was also the case when these correction methods were applied to the WAIS Divide MOT record.  
For this reason, we choose to compute the MOT anomaly relative to the Holocene (10.6 
ka), and then use additional records to estimate the Holocene-present MOT difference. We posit 
that this is the most objective method to report MOT, since the results are insensitive to the method 
of fractionation correction. The final reported Taylor Glacier MOT data are a combination of the 
four described firn correction scenarios. Because some methods of corrections yield greater error 
for replicate samples, we combine scenarios weighted by the inverse of the square error (see Table 
S4a). In our Monte Carlo simulations, we combine the four correction scenarios, with the number 
of simulations proportional to their inverse square error. The total reported error is the combined 
error from these simulations and the estimated error for the Early Holocene – present MOT 
difference (see Table S4b).  
We use the WAIS Divide (Bereiter et al., 2018) and EDC (Baggenstos et al., 2019) 
Holocene record to estimate the MOT difference between the Early Holocene and the preindustrial.  
The records show stable MOT over the entirety of the Holocene (1σ = 0.1°C for EDC, 0.2°C for 
WAIS Divide). We thus predict no MOT change between these two intervals, but we estimate the 
error in this calculation as the standard deviation of the WAIS Divide Holocene measurements. To 
estimate the preindustrial-to-modern MOT change, we refer to model simulations of ocean heat 
content over the last 2000 years (Gebbie & Huybers, 2019), which overlap with MOT data from 
WAIS Divide and EDC. Simulations suggest that MOT during the medieval warm period slightly 
exceeded modern MOT, because the deep ocean had more time to adjust to surface warming. The 
WAIS Divide and EDC data covering the medieval warm period indicate that the Early Holocene 
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MOT was comparable or very slightly warmer than the medieval warm period. We thus suggest 
that the Early Holocene MOT was comparable to modern MOT and make no adjustments to MOT 
to compare the LIG and MIS6 data to the present. 
4.S4.8 EDC Results 
In contrast to the Taylor Glacier results, the choice in method of fractionation corrections 
does affect the relative MOT change found for the EDC data. This is consistent with the findings 
of Baggenstos et al. (2019) comparing WAIS Divide and EDC MOT records over the last 
deglaciation. As shown by Baggenstos et al. (2019), the glacial-interglacial MOT change found 
for Termination I from the EDC record was 1°C greater than that found for WAIS Divide when 
the EDC record is corrected for gravitational and thermal, but not kinetic fractionation. However, 
the glacial-interglacial MOT change found for EDC agreed well with that of WAIS Divide when 
the EDC record was also corrected for kinetic fractionation.  
We find analogous results when comparing the EDC record to that of Taylor Glacier for 
Termination II. If the MOT proxies are only corrected for gravitational and thermal fractionation, 
the EDC record shows a greater glacial-interglacial MOT difference compared to Taylor Glacier 
(Figure S6). However, we find quite good agreement in glacial-interglacial MOT difference 
between the two records if gravitational, thermal, and HID corrections are applied to the EDC data. 
We note that the Taylor Glacier and EDC records show slightly different results for MIS6 MOT, 
with the EDC data showing colder MOT than Taylor Glacier. This result is proxy-dependent: we 
see excellent agreement between records in MOT from δKr/N2, and relatively poor agreement 
from δXe/Kr (Figure S7). This difference between proxies merits further investigation but does 
not influence the main results of the study.  
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Consistent with the results of Baggenstos et al. (2019), inclusion of the HID correction 
makes MOT values unrealistically warm. As such, we take the same approach as described for the 
Taylor Glacier data and compute the EDC MOT anomaly relative to the early Holocene and then 
to the present. For consistency, we compare the EDC data for the LIG and MIS6 to EDC MOT 
from 10.0ka and 11.0ka (Baggenstos et al., 2019). MOT is quite stable over the Holocene, so the 
choice of reference Holocene MOT data for EDC has a negligible influence on the results but is 
made for consistency with the period used for reference for the Taylor Glacier record (10.6 ka). 
As with the Taylor Glacier MOT record, we include the error in estimating the Early Holocene – 
present MOT change in our total error estimate.  
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Figure 4.1. Mean ocean temperature (MOT) anomaly from Holocene/modern derived from Kr/N2, 
Xe/N2, and Xe/Kr with 1σ error on the AICC2012 age scale. Vertical dashed lines mark the Marine 
Isotope Stage 6 (MIS6), Heinrich Stadial 11 (HS11) and Last Interglacial (LIG) intervals. Gray 
bars indicate the time intervals for which MIS6 MOT (>136 ka), peak MOT (128.9±0.7 ka), and 
stable LIG MOT (<127 ka) are calculated. Deep ocean temperature from stacked marine sediment 
records (Shakun et al., 2015) on LR04 (Lisiecki & Raymo, 2005) is shown for reference. 
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Figure 4.2. Comparison of surface temperature and MOT anomalies during the LIG. a) global and 
b) extratropical sea surface temperature (SST) anomalies (relative to preindustrial) from the 
Northern Hemisphere (red) and Southern Hemisphere (blue) from stacked sediment records 
(Hoffman et al., 2017). Shading shows 2σ confidence interval. c) MOT anomaly on AICC2012 
with 1σ error bars (points) and 1σ confidence envelope (shading), based on Monte Carlo splines 
with a 2500-year cutoff period and bootstrapping. d) EDC surface air temperature anomaly (SAT, 
Jouzel et al., 2007) on AICC2012. Note that all temperature anomalies (except for EDC SAT) are 
plotted at the same scale. 
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Figure 4.3. Climate records of Terminations I and II. Left panel: Climate records of Termination 
II. a) EDC surface air temperature (SAT) anomaly relative to modern (Jouzel et al., 2007) on 
AICC2012 (Bazin et al., 2013) b) MOT anomaly relative to Holocene/modern from this study on 
AICC2012. Shading indicates 1σ confidence envelope of splined data with a 2500 year cut-off 
period and bootstrapping c) CO2 composite record (Bereiter et al., 2015) on AICC2012 d) EDC 
CH4 record (Loulergue et al., 2008) on AICC2012. Points show Taylor Glacier CH4 that coincide 
with MOT measurements. e) 230Th dated δ18Ocalcite records from Sanbao cave (Cheng et al., 2009; 
Wang et al., 2008); individual Sanbao speleothems are shown with different colors. f) North 
Atlantic ϵNd (Deaney et al., 2017) on core-specific age scale. We note that the benthic δ18O record 
presented by Deaney et al., (2017) suggests a much more abrupt shift in circulation than can be 
inferred from their ϵNd record. g) In light blue, Red Sea Level anomaly corrected for isostatic 
effects (Grant et al., 2014) on core-specific age scale. Crosses show individual points, line shows 
most probable sea level curve. Gray diamonds show isostatically corrected coral reef sea level 
records (Dutton et al., 2015) h) Summer solstice insolation at 65°N. Right panel: Climate records 
of Termination I with differences from left panel as follows: b) In turquoise, WAIS Divide MOT 
(Bereiter, Shackleton, et al., 2018) on WD2014 (Buizert, Cuffey, et al., 2015) relative to 
Holocene/modern  and 1σ confidence envelope of splined data with a 2500 year cut-off period. In 
dark blue, Taylor Glacier MOT relative to Holocene/modern over the Younger Dryas (Shackleton 
et al., 2019), LGM, and Holocene on WD2014. Error bars show the spread (1σ) of the five replicate 
samples from the Holocene and LGM measured at SIO for this study (supplement) c) CO2 
composite record on WD2014 d) CH4 record (Buizert, Adrian, et al., 2015) on WD2014 e) Dongge 
cave (Dykoski et al., 2005) (red) and Hulu cave (Wang et al., 2001) (orange and yellow) 230Th 
dated δ18Ocalcite records.  f) North Atlantic ϵNd (Roberts et al., 2010) on core-specific age scale g) 
eustatic sea level with 1σ error (Lambeck et al., 2014) from radiocarbon or uranium-series dated 
coral and sediment records. Orange panels indicate times when AMOC was in a weakened mode 
and blue panels show periods of strong AMOC and MOT/Antarctic cooling.  
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Figure 4.S1. Map of the Taylor Glacier blue ice area. The red star shows the sampling location for 
the Last Interglacial (LIG) cores, and the red line indicates the location of the across-flow transect 
(Baggenstos et al., 2017), where Blue Ice Drill (BID) samples from the Holocene (HOL) and Last 
Glacial Maximum (LGM) were drilled (Baggenstos et al., 2017). Blue squares mark locations of 
krypton-81 dated ice samples along with their stratigraphic ages and uncertainties (Buizert et al., 
2014). Top left inset shows a close-up satellite image of the Main Transect and BID locations of 
the HOL and LGM cores (red dots) measured in this study.  Bottom right inset shows a close-up 
of the sampling sites for the two LIG BID cores analyzed in this study. Base maps were compiled 
by the Norwegian Polar Institute, distributed in the Quantarctica package, and provided by the 
SCAR Antarctic Digital Database. Satellite imagery provided by the Polar Geospatial Center. 
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Figure 4.S2. Depth versus age (black), δ18Oatm (green), CO2 (red), and CH4 (blue) for the 
2014/2015 (left panels) and 2015/2016 (right panels) BID cores. Only ~1.75 meters (blue shading) 
of the 2014/2015 core was used for this MOT study. For the 2015/2016 core, the blue line shows 
the continuous CH4 data and blue circles show depth intervals where MOT samples were taken. In 
the age panel, the red dots show samples that were rejected based on age constraint thresholds. In 
the regions highlighted with green, we observe likely artifacts in δ18Oatm reversals and inflections 
that were not present in the reference record (Extier et al., 2018) suggesting folding. In the regions 
highlighted with purple we observe significant change in age within a very narrow depth range, 
suggesting non-uniform thinning. 
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Figure 4.S3. Age probability distributions for the 45 MOT samples. Samples are shown in 
ascending order with respect to depth (i.e. the top row in the plot is closest to the glacier surface). 
The first five samples come from the 2014/2015 core, and the rest from the 2015/2016 core. Each 
probability distribution is normalized so that the area under the curve sums to 1. The green curve 
shows the probability that a sample is the age at each 10-year timestep between 120 and 155 ka 
BP. The y-axis tick-label indicates the maximum probability/timestep value for each distribution. 
The blue and red Xs show the median age of the sample. Samples that were included in the record 
have blue Xs while those that were rejected based on age uncertainty have Xs in red. The red star 
marks the 32nd MOT sample. Inset shows the probability distribution for the 32nd MOT sample 
highlighted as an example. Green shows the probability of the age at each 10-year timestep, and 
red shows the probability range that is not included in the Monte Carlo simulations. The blue X 
shows the median age of the distribution, while the magenta X shows the most probable age. The 
difference between the most probable age and the median age for this particular sample is 470 
years. This sample is shown because it is one of the wider probability distributions. 
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Figure 4.S4. In black, reference records of a) CH4 (Loulergue et al., 2008), b) δ18Oatm (Extier et 
al., 2018), and c) CO2 (Schneider et al., 2013), along with Taylor Glacier measurements (blue and 
red) of these gases plotted at their most probable age. Samples in blue have acceptably small age 
uncertainties (41 samples), while those in red (4 samples) are rejected because of their large age 
uncertainties. 
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Figure 4.S5. Red Sea Level curves with and without isostatic corrections. Purple dashed line 
shows the sea level curve used in the box model to calculate MOT for this study. Gray bar shows 
the possible range of the LIG sea level highstand (Kopp et al., 2009). 
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Figure 4.S6. Taylor Glacier and EDC MOT data. Green points indicate data from Taylor Glacier 
and purple points mark EDC data. Dark purple points show the EDC MOT solutions including the 
HID correction. Light purple points show the EDC MOT data without the HID correction. All data 
are reported relative to the Early Holocene. 
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Figure 4.S7. Taylor Glacier and EDC MOT results from δKr/N2 (red), δXe/N2 (blue), and δXe/Kr 
(green). Taylor Glacier data is shown in darker colors and EDC (with HID correction) is shown in 
lighter colors. MOT is reported relative to Early Holocene results for the respective Taylor Glacier 
and EDC records. 
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Table 4.S1. Laboratory intercomparison results for the Holocene (HOL) and LGM samples made 
at SIO and Bern. Reported values are the mean and standard deviation of the 5 replicate samples 
of each core at each institution. Delta values are reported relative to a modern air standard. 
Reported isotope ratios are normalized per mass unit. 
 
SIO and Bern Holocene and LGM intercomparison results 
    δKr/N2 δXe/N2 δXe/Kr δ40/36Ar/4 δ40/38Ar/2 δ86/82Kr/4 δ86/84Kr/2 δ15N 
          
HOL mean 13.35 24.37 10.88 0.241 0.238 0.221 0.226 0.240 
SIO stdev 0.15 0.29 0.16 0.002 0.002 0.005 0.009 0.003 
HOL mean 13.43 24.44 10.89 0.239 0.236 0.224 0.222 0.237 
Bern stdev 0.05 0.12 0.09 0.001 0.003 0.003 0.004 0.007 
          
LGM mean 2.31 3.07 0.76 0.069 0.066 0.051 0.052 0.065 
SIO stdev 0.16 0.23 0.23 0.002 0.004 0.003 0.005 0.002 
LGM mean 2.45 3.28 0.84 0.067 0.066 0.056 0.053 0.056 
Bern stdev 0.06 0.15 0.11 0.001 0.002 0.002 0.006 0.008 
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Table 4.S2. List of relevant Taylor Glacier measurements for this study along with analytical 
uncertainties (1σ, pooled standard deviation), number of samples on which these measurements 
were made, and the application of these measurements in this study. The analytical uncertainties 
 
Taylor Glacier Gas Measurements 
Gas 1σ err Unit # Samples Application 
δKr/N2 0.153 per mil 45 MOT reconstruction  
δXe/N2 0.259 per mil 45 MOT reconstruction  
δXe/Kr 0.196 per mil 45 MOT reconstruction  
δ40/36Ar 0.007 per mil 45 Fractionation corrections 
δ40/38Ar 0.006 per mil 45 Fractionation corrections 
δ86/84Kr 0.015 per mil 45 Fractionation corrections 
δ86/83Kr 0.022 per mil 45 Fractionation corrections 
δ86/82Kr 0.015 per mil 45 Fractionation corrections 
δ15N 0.003 per mil 45 Fractionation corrections 
δ18Oatm 0.013 per mil 45 Age model  
CH4 discrete 2.94 ppb 5 Age model  
CH4 continuous 2.80 ppb  
Age model  
CO2 1.45 ppm 10 Age model  
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Table 4.S3. List of relevant EDC measurements for this study along with analytical uncertainties 
(1σ, pooled standard deviation), number of samples on which these measurements were made, and 
the application of these measurements in this study. The analytical uncertainties reported for the 
noble gas measurements are from the standard deviation of ‘standard air’ measurements made at 
the University of Bern.  
 
EDC Gas Measurements 
Gas 1σ err Unit # Samples Application 
δKr/N2 0.107 per mil 8 MOT reconstruction  
δXe/N2 0.212 per mil 8 MOT reconstruction  
δXe/Kr 0.135 per mil 8 MOT reconstruction  
δ40/36Ar 0.010 per mil 8 Fractionation corrections 
δ86/84Kr 0.012 per mil 8 Fractionation corrections 
δ136/129Xe 0.036 per mil 8 Fractionation corrections 
δ134/129Xe 0.052 per mil 8 Fractionation corrections 
δ132/129Xe 0.017 per mil 8 Fractionation corrections 
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Table 4.S4. a.) Taylor Glacier MOT anomaly (°C) for each of the least-squares method of firn 
corrections. For each method, an X indicates if a source of fractionation is included in the least-
squares system. Table shows the results for MOT within the peak interval (LIG, 128.9±0.7 ka) and 
coldest (MIS6, 136-160 ka) measurements in this reconstruction compared to those of the 
Holocene and LGM made at SIO for each least-squares method. Values shown are for the 
combined reconstructions of δKr/N2, δXe/N2 and δXe/Kr. Error is estimated from the pooled 
standard deviation of the combined MOT reconstructions for the five Holocene and five LGM 
samples made at SIO. b.) MOT anomaly relative to Early Holocene MOT values. Bottom row 
shows the results for a combination of the four fractionation corrections. While the absolute MOT 
results differ significantly between methods of corrections, MOT results relative to the Holocene 
are in good agreement. The error is the combined error from the pooled standard deviation results 
and the uncertainty in the Holocene to present MOT difference.  
 
a. Taylor Glacier absolute MOT (°C) 
grav therm kin HOL LGM LIG MIS6 1σ err 
X     -0.6 -3.1 0.4 -2.6 0.2 
X X   -0.1 -2.8 1.0 -2.2 0.1 
X   X 0.6 -2.1 1.8 -1.2 0.3 
X X X 1.0 -1.3 2.0 -0.6 0.4 
 
b. Taylor Glacier MOT relative to Holocene/present (°C) 
 
 
  
grav therm kin HOL LGM LIG MIS6 1σ err 
X   - -2.6 1.0 -2.0 0.3 
X X  - -2.7 1.1 -2.0 0.3 
X  X - -2.7 1.2 -1.8 0.4 
X X X - -2.3 1.0 -1.2 0.5 
combined scenario - -2.6 1.1 -2.0 0.3 
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Chapter 5 
 
Millennial-Scale Control of Mean Ocean Temperature 
During the Last Glacial Inception 
 
5.1. Introduction 
Glacial cycles of the late Quaternary are characterized by slow buildup of ice sheets 
followed by rapid disintegration (Cheng et al., 2016; Emiliani, 1955; Imbrie et al., 1993). Along 
with ice volume and global temperature changes, ocean circulation changes play an important role 
in setting glacial versus interglacial climate (Adkins, 2013; Curry & Oppo, 2005; Lynch-Stieglitz 
et al., 1999). The role of the physical and chemical state of the ocean in setting atmospheric CO2 
has been at the center of most of the proposed mechanisms to explain the ~90-ppm glacial-
interglacial difference in atmospheric CO2 (see Sigman et al., 2010 for review).  
While glaciations develop gradually over tens of thousands of years, an abrupt transition 
occurred at the Marine Isotope Stage (MIS) 5-4 boundary at ~70 ka during the last glacial 
inception. During this period, roughly half of the interglacial-glacial drawdown of atmospheric 
CO2 occurred in four thousand years. Along with atmospheric CO2 change, the transition brought 
extensive global cooling, buildup of polar ice sheets, and changes in deep ocean circulation 
(Adkins, 2013; Bereiter et al., 2012; Cutler et al., 2003; Yu et al., 2016). The mechanisms behind 
this abrupt change are not fully understood.  
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Multiple lines of oceanographic evidence (Adkins, 2013; Thornalley et al., 2013; Yu et al., 
2016) suggest that the MIS 5-4 transition marks the transition from interglacial to glacial ocean 
circulation. MIS 4 (like MIS 2) is characterized by very cold temperatures in Greenland and 
Antarctica and the absence of millennial scale variability. Porewater measurements indicate that 
the deep ocean was near-freezing during MIS 2 (Adkins et al., 2002), but this constraint is 
unavailable for MIS 4. While similarities exist between the MIS 4 and MIS 2 intervals, there are 
notable differences. Northern Hemisphere ice sheets did not extend as far as their limit during MIS 
2 (Cutler et al., 2003), but MIS 4 conditions led to greater glacial extent in the Southern 
Hemisphere, in comparison to MIS 2 (Schaefer et al., 2015). While the transition out of MIS 2 led 
to full interglacial conditions, the same was not true for MIS 4.  
Superposed on the orbitally-forced global cooling leading up to the MIS 5-4 transition are 
Dansgaard-Oeschger (DO) events 19 (72 ka) and 20 (76 ka), and the associated Antarctic Isotope 
Maxima (AIM). DO cycles are believed to be linked to changes in the strength of the Atlantic 
Meridional Overturning Circulation (AMOC) (Barker et al., 2011; Broecker, 1982; Buizert & 
Schmittner, 2015).  The influence of AMOC changes on ocean heat content has been studied 
through mean ocean temperature (MOT) reconstructions over the last two terminations 
(Baggenstos et al., 2019; Bereiter, Shackleton, et al., 2018; Shackleton et al., 2019, and Chapter 4 
of this thesis). However, the long-term changes in radiative forcing and internal feedbacks over 
terminations make it difficult to parse the different mechanisms controlling MOT during these 
intervals. In order to gain better insight into the influence of AMOC variations on MOT, it is 
necessary to study changes in AMOC and MOT outside of terminations (Baggenstos et al., 2019), 
and under various forcings (Pedro et al., 2018).  
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Here we reconstruct MOT from 74 to 59 ka, covering the MIS 5-4 transition, MIS 4, and 
part of the MIS 4-3 transition. With this record, we seek to answer the following questions: 
1. How much of the CO2 drawdown over the MIS 5-4 transition was due to ocean cooling and 
increased solubility?  
2. How cold/stable were ocean temperatures during MIS 4 relative to MIS 2?  
3. How does MOT respond to millennial-scale changes in AMOC?  
 
5.2. Methods 
5.2.1 Site Description and Ice Core Measurements  
The ice core samples in this study are primarily from Taylor Glacier, Antarctica, a blue ice 
area located in the McMurdo Dry Valleys. The Taylor Glacier ice core site is located 
approximately 1 km down-glacier from a previously-established across-flow transect that contains 
ice from ~ 7 – 50 ka (Baggenstos et al., 2017). While the dip of the ice layers is nearly vertical for 
the across-flow transect, the layers are approximately horizontal at the location of the ice core used 
in this study; the core contains ice from ~58 ka near the surface to 74 ka at 20 meters depth 
(Menking et al., 2018). Ice samples were analyzed for noble gases below 4 m depth, to avoid 
alteration/contamination due to surface cracks (Baggenstos et al., 2017). A total of 56 samples 
from Taylor Glacier were measured, including 10 replicate samples for MOT reconstruction 
between 74 and 59 ka. In addition, four WAIS Divide samples from MIS 4 were measured as an 
independent check on the Taylor Glacier results. Ice core samples were analyzed for noble gases 
using the method of Bereiter, Kawamura, et al, (2018).  
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5.2.2. Taylor Glacier Age Model 
We use the ice core age model of (Menking et al., 2018) for our MOT reconstruction. This 
age model was developed by matching measured variations in CH4 and δ18Oatm in the Taylor 
Glacier ice core to preexisting records on the AICC2012 timescale. Tie points were manually 
selected, and noble gas sample ages were determined from linear interpolation between tie points. 
Tie point uncertainties are reported relative to AICC2012, and do not include age uncertainty of 
the AICC2012 chronology itself.  
5.2.3. Fractionation Corrections and Box Model Parameterizations 
The noble gas ratios measured in ice cores must be corrected for fractionation that occurs 
within the firn, which alters the noble gas ratios from their atmospheric content (Headly & 
Severinghaus, 2007). For the Taylor Glacier data, we apply the correction approach of Shackleton 
et al. (2019), which uses a linear least-squares method to solve for gravitational (Craig et al., 1988) 
and thermal (Severinghaus et al., 1998) fractionation in the firn. To test the sensitivity of our results 
to the applied correction method we compare the results between several correction methods (see 
Appendix). For the WAIS Divide data, we use the correction method of (Bereiter, Shackleton, et 
al., 2018) to compare the results for the measurements within MIS 4 to the published WAIS Divide 
MIS 2 record. We employ the box model of (Bereiter, Shackleton, et al., 2018) with 
parameterizations detailed in Baggenstos et al, (2019), and the RSL record of Grant et al, (2014) 
to calculate MOT from the fractionation-corrected noble gas ratios.  
5.2.4. Error Analysis 
Error is assessed by propagating all known uncertainties via Monte Carlo simulations 
through the entire evaluation routine. This includes the analytical error for the noble gas ratios, 
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and the isotope ratios used for firn fractionation corrections. Additional uncertainties that we 
account for with this method include reported tie point uncertainties used in the age model 
development of the Taylor Glacier ice core (Menking et al., 2018), and temporal and analytical 
uncertainties in the sea level curve used in the box model. To produce a smoothed estimate of our 
MOT record (and its uncertainties) we create a splined record for each of the 10,000 Monte Carlo 
simulations with a 2500 year cut-off period, and data resampling via bootstrapping.  
 
5.3. Results 
5.3.1 MIS 5-4 MOT and CO2 
Considering the MOT record during the dramatic drawdown in atmospheric CO2 (72 - 68 
ka, Figure 1), we find that MOT cools in two distinct phases, for a net cooling of 1°C. In the first 
phase, MOT cools by 0.7±0.2°C over ~1500 years, coincident with Antarctic cooling and 
Greenland Interstadial 19. In the second phase, MOT stabilizes, then cools gradually by 0.3±0.2°C, 
reaching a minimum at ~68 ka. Because this ocean cooling coincides with a significant drop in sea 
level, the increased solubility due to ocean cooling is partially offset by an increase in ocean 
salinity. The net cooling of 1°C over the MIS 5-4 transition leads to a CO2 drawdown of 8 ppm, 
which is a small fraction of the ~40 ppm drawdown that occurs over this interval.  
A comparison of the Taylor Glacier records of MOT and CO2 over the MIS 5-4 transition 
shows MOT and CO2 both decrease at the onset of the transition, followed by a stabilization of 
MOT coincident with a brief (~500 year) stabilization CO2 (Menking, 2019). Because the CO2 and 
MOT records are from the same ice core, there is virtually no uncertainty in the relative timing of 
these records. After brief stabilization, CO2 decreases by another ~20 ppm to reach its minimum 
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during MIS 4. During this time MOT change is minimal; while ocean cooling may explain some 
portion of the CO2 drawdown in the early stage of the transition, the MOT and CO2 trends clearly 
diverge about halfway through the transition. 
5.3.2 MIS 4 versus MIS 2 MOT 
We compare the Taylor Glacier MIS 4 (70-60 ka) MOT record to that of MIS 2 (at 19.9 
ka) and find that MIS 4 was as cold as MIS 2 (-0.1±0.3°C relative to MIS 2). The WAIS Divide 
MOT data from MIS 2 and MIS 4 confirms the Taylor Glacier results (+0.2±0.3°C relative to MIS 
2, Figure S1). If we use our Taylor Glacier MOT record to decompose the benthic stack (Lisiecki 
& Raymo, 2005) with the method of Cutler et al. (2003), we find an average MIS 4 sea level of -
74 m relative to present from Taylor Glacier (-84 m from WAIS Divide MOT), which is in 
reasonable agreement with the MIS 4 coral sea level benchmark of -81m (Cutler et al., 2003), and 
slightly higher than the average MIS 4 sea level input we apply for our box model calculations of 
MOT (-88m, Grant et al., 2014). We note that applying an adjustment to the sea level record used 
in our box model to be consistent with the benthic decomposition has a negligible impact on MOT 
(less than 0.1°C change in calculated MOT). The comparable MIS 4 MOT, but ~60 m higher sea 
level compared to MIS 2 is consistent with previous findings that most of the interglacial to glacial 
ocean cooling occurs early in the glaciation, preceding significant ice sheet growth (Cutler et al., 
2003; Shakun et al., 2015; Waelbroeck et al., 2002). 
5.3.3 MIS 4-3 Transition 
While our record does not capture the full transition into MIS 3, we find that there is 
substantial MOT warming out of MIS 4. By the end of our record at ~59.5 ka, MOT had reached 
levels comparable to peak MIS 5a MOT at ~72 ka. Because our record does not contain a clear 
leveling of MOT, it is uncertain if/by how much MIS 3 MOT exceeded levels found at the end 
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MIS 5a. While our MOT record suggests that MOT cooling observed at the MIS 5-4 transition 
was fully compensated by MOT warming at the MIS 4-3 transition, changes in some physical and 
chemical ocean properties, such as the shoaling of the North Atlantic Western Boundary 
Undercurrent (Thornalley et al., 2013) and the decrease in Southern Ocean and Atlantic δ13C 
(Oliver et al., 2010) that occurred at the MIS 5-4 boundary were not fully reversed at the transition 
into MIS 3. 
 
5.4. Discussion 
A close correspondence between MOT, Antarctic temperature, and AMOC strength has 
been observed for the past two deglaciations but their link, until now, has not been tested outside 
of these unique intervals of global climate change. The covariation of MOT and Antarctic 
temperature in this record confirms that this phenomenon is not limited to deglaciations. Because 
the MIS 5-4 transition occurred during a time of substantial global cooling, the correspondence of 
Antarctic temperature and MOT is perhaps most striking at the onset of the record, as both increase 
through Greenland Stadial 20, reaching maxima at ~72 ka, coincident with the abrupt warming at 
the onset of Greenland Interstadial 19 (Figure 1). It is unclear if we capture the onset of MOT 
warming in our record, so the observed 0.3±0.2°C of warming should be considered a lower bound 
on the total warming associated with this interval.  
At the onset of the MIS 4-3 transition/Heinrich Stadial 6 (~63-59 ka), we do not see as tight 
covariation between MOT and Antarctic temperature. Antarctica gradually warms in the final four 
thousand years of MIS 4, whereas the MOT warming at the end of MIS 4 in our record is more 
abrupt (Figure 1). As a possible basis for understanding the MIS 4-3 transition, we turn to MOT 
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records of Heinrich Stadial 1 from WAIS Divide (Bereiter, Shackleton, et al., 2018) and EDC 
(Baggenstos et al., 2019), which showed warming throughout this interval, concurrent with steady 
Antarctic warming. However, both records suggested that the rate of MOT warming was not 
constant and peaked later in the stadial at ~15.5 ka (Baggenstos et al., 2019), after the Heinrich 
event at 16.2 ka (Rhodes et al., 2015). The resulting changes in atmospheric (Rhodes et al., 2015; 
Severinghaus et al., 2009; Wang et al., 2001) and oceanic (Anderson et al., 2009) circulation in 
response to the Heinrich event may have enhanced the rate of MOT warming during Heinrich 
Stadial 1 (Baggenstos et al., 2019). A similar mechanism may also explain the more rapid MOT 
warming in the latter half of Heinrich Stadial 6.  
However, there are multiple caveats to this hypothesis that must be considered. First, the 
timing of the Heinrich event within Heinrich Stadial 6 is not well known. While an abrupt increase 
in methane (with no corresponding Greenland warming) was used to identify the timing of the 
Heinrich event in Heinrich Stadials 1, 2, 4 and 5, none were found for Heinrich Stadials 3 or 6 
(Rhodes et al., 2015). The methane spike is believed to be the result of enhanced rainfall over 
Southern Hemisphere land masses due to an extreme southward migration of the ITCZ forced by 
Northern Hemisphere cooling and sea ice formation in response to iceberg discharge (Rhodes et 
al., 2015). The lack of a methane signal during Heinrich Stadial 6 may suggest that an extreme 
southward migration of the ITCZ did not occur, perhaps due to the lesser impact of this Heinrich 
event. Additional support for the smaller imprint of this event comes from the less severe 
weakening of Asian monsoon intensity that occurred during Heinrich event 6, as compared to 1, 
2, 4, and 5, which were all sourced from the Hudson Straight; Heinrich events 6 and 3 are of a 
different/mixed provenance (Hemming, 2004). These observations suggest that the global changes 
across Heinrich Stadial 6 were much more muted than Heinrich Stadial 1. We would therefore 
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predict that the MOT changes across Heinrich Stadial 6 would be less dramatic than Heinrich 
Stadial 1, which is not the case. 
Another noteworthy caveat to this hypothesis comes from the MOT record itself.  The 
MOT data is much lower resolution in late MIS 4, owing to the significant decrease in 
accumulation for the Taylor Glacier accumulation area during this time (Menking et al., 2018). In 
a lower resolution record, the potential of a single outlier to alter the overall interpretation of the 
record greatly increases. For instance, without the MOT data point at ~61 ka, the onset of warming 
appears to better coincide with Antarctic temperature. 
We also note that uncertainties in the age scale of the Taylor Glacier record may contribute 
to uncertainties in the relative timing of MOT and Antarctic temperature change during the MIS 
4-3 transition. There is slight disagreement in the overall trend in the Taylor Glacier CO2 record 
compared to the composite CO2 record on AICC2012 at the end of MIS 4 (Figure 1). In the Taylor 
Glacier record the rate of CO2 increase is relatively slow at the onset of MIS 4-3 transition but 
substantially increases at ~61 ka, whereas other CO2 records show a more constant CO2 increase 
from ~64 ka through the end of MIS 4. This may be indicative of an issue with the synchronization 
of the Taylor Glacier age scale to AICC2012 for this section of the record. We therefore suggest 
that the asynchrony of Antarctic and MOT warming at the MIS 4-3 transition may not be robust, 
and requires a higher resolution record, with better age control to substantiate. 
 Our MOT record shows a largely symmetric pattern of warming and subsequent cooling 
during Greenland Stadial 20 and Interstadial 19, suggesting that the cooling during the MIS 5-4 
transition was largely related to millennial scale changes in the AMOC, rather than a more 
permanent ocean cooling. However, MOT (and Antarctic temperature) do not begin warming 
entering Greenland Stadial 19. Theories about the lack of bipolar seesaw behavior during very cold 
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periods (such as MIS 4 and MIS 2) have invoked mechanisms related to ice volume extent 
(Mcmanus et al., 1999) and ocean temperature (Buizert & Schmittner, 2015). While the ice sheet 
extent during MIS 2 exceeds that of MIS 4, MOT during MIS 2 and MIS 4 show equally cold 
ocean conditions. This supports the idea that ocean temperature, rather than ice sheet extent, 
controls AMOC stability within a glacial. However, the transition out of MIS 2 (as opposed to 
MIS 4) resulted in a termination and a transition of ocean circulation from glacial to interglacial 
conditions. This suggests that maximum Northern Hemisphere ice sheet extent is required for 
terminations (Abe-ouchi et al., 2013; Schaefer et al., 2015) and the transition from glacial to 
interglacial ocean conditions.   
 
5.5 Conclusions 
Our record clearly demonstrates that ocean cooling during the MIS 5-4 transition can only 
explain a small fraction of the ~40 ppm drop in atmospheric CO2, and that MOT cooling at the 
MIS 5-4 transition was fully reversed at the MIS 4-3 transition, suggesting no net change in the 
solubility pump from the end of MIS 5 to the onset of MIS 3. MOT reached full glacial conditions 
during MIS 4, whereas Northern Hemisphere ice sheets were markedly smaller during MIS 4 than 
MIS 2. While deep ocean warming and ice sheet disintegration occurred approximately in phase 
during the last deglaciation, deep ocean cooling outpaced ice sheet growth during the last glacial 
inception.  
Our record provides the first piece of evidence that MOT responds to AMOC changes 
outside of deglaciations and reflects bipolar seesaw behavior during Greenland Stadial 20 and 
Interstadial 19. As during MIS 2, MOT was cold and stable during MIS 4; their similarity may 
suggest that stable glacial ocean conditions occur when the oceans cool below a certain threshold. 
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However, we cannot confidently claim that MIS 2 and MIS 4 were unique in their coldness until 
MOT records are available through the entirety of the last glacial.  
 
5.6 Future Work 
Invaluable insight into the controls on MOT may be gained from reconstructions of MOT 
during MIS 5 and MIS 3. The ocean had already cooled by more than 2°C between MIS 5e and 
the start of our MOT record. Determining when, within MIS 5, most of the interglacial-glacial 
ocean cooling occurred will provide important insight into the sequence of events that occur during 
the transition from interglacial into glacial conditions. While our record suggests that the coupling 
between MOT and AMOC is not limited to terminations, the role of Heinrich events and freshwater 
forcing on controlling the rate of MOT change could be further explored during Heinrich Stadial 
2, 4, or 5, when the timing of the Heinrich event within the stadial is well known. A comparison 
of MOT over Heinrich Stadials 2, 4, and 5 may be particularly interesting, as the Heinrich events 
occur in the relatively late, middle, and early stages of these respective stadials. In addition, 
comparison of DO cycles within MIS 5 and MIS 3 may provide further insight into the mechanisms 
linking the AMOC, Antarctic temperature, and MOT.  
 
Appendix 5. Influence of Firn Fractionation Correction on MOT 
Results 
To consider the influence of the choice in firn fractionation corrections on MOT results, 
we compared MOT results for the least squares gravitational and thermal correction, to a 
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gravitational and kinetic correction, and a purely gravitational correction. We did not consider a 
least-squares correction for gravitational, thermal and kinetic fractionation because this method 
was shown to impart significant systematic error and amplify analytical noise (see Chapter 3 of 
this thesis).    
As noted from previous Taylor Glacier reconstructions of MOT (see supporting 
information of Chapter 4 of this thesis), we find that the method of firn correction strongly 
influences the absolute MOT anomaly, but has less of an influence on relative MOT change (Figure 
S1). However, there are several subtle differences between the records that are worth noting, so as 
to highlight some uncertainties when considering the interpretation of the MOT record in the 
context of other paleoclimate evidence. While all three of the correction scenarios show MOT 
warming during Greenland Stadial 20, they vary slightly in the relative timing and magnitude of 
this MOT change. Another divergence between the corrected records is at ~70 ka. For all three 
correction scenarios, there is a clear cooling in MOT up to this point, however – the scenarios 
disagree as to whether there is a stabilization of MOT, or a slight warming, before all three 
scenarios show further cooling. The coldness of MOT during MIS 4 (compared to MIS 2) also 
varies slightly between corrections. While the correction scenarios are consistent in the overall 
MOT trends, it is worth cautioning the overinterpretation of the aforementioned features. 
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Figure 5.1. Mean ocean temperature (MOT) versus key climate variables. Panel (a) shows NGRIP 
δ18Oice (Andersen et al., 2004) on AICC2012 (Veres et al., 2013), (b) EDC δD (Jouzel et al., 2007) 
(c) MOT data from Taylor Glacier (crosses) on AICC2012 and WAIS Divide (points with 1σ error  
bars) on WD2014 (Buizert et al., 2015). The turquoise line shows the spline of the Taylor Glacier 
data with a 2500-year cutoff period and bootstrapping, and shading indicates the 1σ confidence 
envelope. Panel (d) shows EDML (Bereiter et al., 2015) and Taylor Glacier (Menking, 2019) CO2 
on AICC2012, (e) Red Sea Level record on core-specific age scale (Grant et al., 2014). Gray panels 
show warm Greenland intervals (interstadials) and white panels indicate cold Greenland intervals 
(stadials). 
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Figure 5.S1. Comparison of Taylor Glacier and WAIS Divide MOT reconstructions from different 
methods of firn fractionation corrections. Top panel shows the Taylor Glacier results of the 
absolute MOT anomaly (relative to present) using methods to correct for gravitational (pink), 
gravitational and thermal (turquoise), and gravitational and kinetic (yellow) fractionation. Shading 
indicates the 1σ confidence interval of the splined record for each correction method. WAIS Divide 
results using the fractionation corrections detailed in (Bereiter, Shackleton, et al., 2018) are shown 
as black points with 1σ error bars. Bottom panel shows the same as the top, but instead of absolute 
MOT, the results are shown relative to the MIS 2 data for each of the correction methods and each 
of the ice cores. 
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