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1. Introduction
In [6], Harary and Schwenk initiated the problem of ﬁnding (describing) all graphs with integral
spectrum. In general, this problem seems to be intractable. Particular results were obtained only for
certain classes of graphs (see e.g. [3,8,9,11]).
All graphs in thispaper are connected simplegraphs. LetG = (V(G), E(G))beagraphwithnvertices
and A(G) be its adjacencymatrix. The family of eigenvalues λ1(G) λ2(G) · · · λn(G) of A(G) is the
spectrum of the graph G and the largest eigenvalue λ1(G) of A(G) is also called the index of G. Denoted
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p be the number of distinct eigenvalues of G and D(G) be the diameter of G, then D(G) p − 1 [4].
Recall that if G is connected then λ1(G) > λ2(G). Also, the inter-relation between the spectra of a
graph G and its induced subgraph H is expressed by the so-called interlacing theorem:
Theorem 1.1 ([4]). Let λ1(G) λ2(G) · · · λn(G) be the eigenvalues of a graph G andμ1(H)μ2(H)
 · · ·μm(H) be the eigenvalues of its induced subgraph H. Then
λn−m+i(G)μi(H) λi(G), i = 1, 2, . . . , m. (1.1)
An eigenvalueλofG is called amain eigenvalue if it has an eigenvectoru = (u1, u2, . . . , un) such that∑n
i=1 ui /= 0. It is well known that a graph is regular if and only if it has exactly one main eigenvalue.
Let v be a vertex of the graph G. Denote dk(v) by the number of walks of length k starting at v in G.
Clearly, we have d0(v) = 1, d1(v) = d(v), the degree of v, and
dk+1(v) =
∑
u∈NG(v)
dk(u) (1.2)
for every k 0, where NG(v) is the set of all neighbors of v. It was deﬁned in [7] that a graph G is called
2-walk linear (more precisely, 2-walk (a, b)-linear)) if there exists a unique rational numbers (in fact,
integers) pair (a, b) such that
d2(v) = ad(v) + b (1.3)
holds for every vertex v of G (equivalently, A2(G)j = aA(G)j + bj, here j is the vector of all entries
1). In particular, 2-walk (a, 0)-linear graphs are irregular harmonic graphs [1], and they have been
investigated recently.
Therehavebeensomeresultson integral graphswith index3: It is shownthat thereare13connected
3-regular integral graphs in [3], there are 13 non-regular, 3-harmonic integral graphs in [9] and there
are 11 integral trees with index 3 in [2]. In this paper wewill consider integral graphs with exactly two
main eigenvalues and index 3 and determine all such integral graphs. We show that there are exactly
25 connected integral graphs with exactly two main eigenvalues and index 3.
LetM(a, b) denote the set of all 2-walk (a, b)-linear graphs and IM(a, b) the set of all 2-walk (a, b)-
linear integral graphs with index 3. A vertex of degree d is called a d-vertex and a 1-vertex is also called
a pendent. Let (G)and δ(G) denote the maximum and minimum degree of G, respectively. Other
undeﬁned notations in this paper are referred to [4].
2. Preliminaries
We ﬁrst list some results of graph spectra and the graphs with exactly twomain eigenvalues which
will been used in this paper.
Lemma 2.1 ([3,4]). Let G be a graph with index λ1. Then
(1) The multiplicity of λ1 is one if and only if G is connected.
(2) G is bipartite if and only if −λ1 is also an eigenvalue of G.
(3) G is bipartite if and only if there is no odd cycle in G.
(4) δ(G) λ1 (G) and one of the equality holds if and only if G is regular.
Lemma 2.2 ([5]). A graph has exactly two main eigenvalues if and only if it is 2-walk linear.
Lemma 2.3. Let G be a 2-walk (a, b)-linear graph. Then
(1) The two main eigenvalues of G are λ1,2 = a±
√
a2+4b
2
and a = λ1 + λ2, b = −λ1λ2 [5].
(2) If v ∈ V(G) is adjacent to a pendent then d(v) = a + b.
(3) If G contains two paths of length 3with degree sequences (x, 2, y) and (w, 2, z), then x + y = w + z.
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Fig. 1. The Smith graphs.
Lemma 2.4. Let G be a 2-walk (a, b)-linear graph. Then (G) a
2−a+b+1+
√
(a2−a+b+1)2+4(a−1)b
2
for
a 1.
Proof. Let u be any vertex of G and v1, v2, . . . , vd(u) be the vertices adjacent to u and let wij, j =
1, 2, . . . , d(vi) − 1beall vertices adjacent tovi other thanu. Then, applyingEq. (1.3) tovertexvi,wehave
ad(vi) + b = d(u) +
d(vi)−1∑
j=1
d(wij) d(u) + d(vi) − 1. (2)
Thus (a − 1)d(vi) d(u) − b − 1. On the other hand, applying Eq. (1.3) to vertex u, we have ad(u) +
b = ∑d(u)i=1 d(vi). Hence
a(a − 1)d(u) + (a − 1)b = (a − 1)
d(u)∑
i=1
d(vi) d(u)(d(u) − b − 1),
that is,
d(u)2 − (a2 − a + b + 1)d(u) − (a − 1)b 0.
Since (a2 − a + b + 1)2 + 4(a − 1)b > 0 and a2 − a + b + 1 > 0, we have
d(u)
a2 − a + b + 1 +
√
(a2 − a + b + 1)2 + 4(a − 1)b
2
. 
Lemma 2.5 ([12]). Let G be a graph with index λ1. Then λ1  2 (λ1 < 2) if and only if each component
of G is a subgraph (proper subgraph) of one of Smith graphs depicted in Fig. 1, which all have index equal
to 2.
Lemma 2.6 ([10]). Let G be a (connected) graph having a cut vertex x. If at least two components of G − x
have indices greater than 2, or one component has an index greater than 2 while some other has an index
equal to 2, then λ2(G) > 2.
Given two graphsG1 andG2 with vertex sets V1 and V2 respectively, the Kronecker productG1 ⊗ G2
of G1 and G2 is the graph with the vertex set V1 × V2 and two distinct pairs (x1, x2) and (y1, y2) are
adjacent inG1 ⊗ G2 if x1 and y1 are adjacent inG1 and x2 and y2 are adjacent inG2. It iswell-known that
[1] the adjacency matrices of G1 ⊗ G2 is the tensor product A1 ⊗ A2, where Ai is the adjacency matrix
of Gi and if λ and μ are eigenvalues of G1 and G2, respectively, then λμ is a eigenvalue of G1 ⊗ G2.
Lemma 2.7
(1) Let G1 be r-regular and G2 ∈ M(a, b). Then G1 ⊗ G2 is (ra, r2b)-linear;
(2) If G ∈ IM(a, b), then the graph B = K2 ⊗ G is bipartite and B ∈ IM(a, b).
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Proof. As G2 ∈ M(a, b) and G2 is not regular, G1 ⊗ G2 is not regular. The 2-walk (a, b)-linearity of
G1 ⊗ G2 follows from the computation below:
(A1 ⊗ A2)2(j1 ⊗ j2) = (A21 ⊗ A22)(j1 ⊗ j2) = A21j1 ⊗ A22j2
= r2j1 ⊗ (aA2j2 + bj2)
= ra(A1 ⊗ A2)j + r2bj.
Note thatK2 is 1-regular and its eigenvalues are 1,−1.Weobtain that ifG is 2-walk (a, b)-linear integral
then K2 ⊗ G is 2-walk (a, b)-linear, bipartite integral graph. 
We observe that Lemma 2.7 can be used to construct 2-walk linear integral, bipartite graphs.
However, if G1 and G2 are both bipartite, then G1 ⊗ G2 is not connected.
Lemma 2.8 ([3]). A bipartite graph B = (V1, V2, E) can be decomposed as K2 ⊗ G if and only if
(1) The two vertex sets V1, V2 of B have the same size;
(2) Thesevertices canbe labeledu1, u2, . . . , un andv1, v2, . . . , vn so thatui not adjacent vi andui adjacent
vj if and only if uj adjacent vi.
If a bipartite graph B satisﬁes the conditions of above lemma, then the involution σ , σ(ui) =
vi, σ(vi) = ui is an automorphism of B without ﬁxed edges and G can be retrieved as quotient B/σ .
Contrast, if a bipartite graph B have an involution automorphism σ without ﬁxed edges, then B can be
decomposed as K2 ⊗ B/σ . See [3] for more details.
3. The main results
By Lemma 2.3, we have
Proposition 3.1. If G ∈ IM(a, b), then (a, b) = (0, 9), (1, 6), (2, 3), (3, 0) or (4,−3).
Proof. LetG ∈ IM(a, b)ThenGhas index3as amaineigenvalueand a+
√
a2+4b
2
= 3byLemma2.3. Thus
(a, b)must be one of (0, 9), (1, 6), (2, 3), (3, 0), (4,−3) and (5,−6). We claim that IM(5,−6) is empty.
Suppose to contrary that there is a graph G ∈ M(5,−6).Then d2(v) = 5d(v) − 6 for all vertices v, and
δ(G) 2. Hence δ(G) = 2 by Lemma 2.3. Say, a vertex u has degree 2. Then d2(u) = 5d(u) − 6 = 4
and both neighbors of u have degrees 2. Thus all vertices of G have degrees 2 and Gwould be 2-regular,
a contradiction. 
Remark. a = 3, b = 0, this problem has been solved in the class of 3-harmonic graphs in [9]. There
are 13 graphs in IM(3, 0) (depicted in Fig. 3). Sowe only need consider connected, integral graphswith
index 3 and exactly two main eigenvalues such that 0 is not main eigenvalue and denote the set of all
such graphs by IM3.
Lemma 3.2. Let G a connected graph. ThenG is semi-regular bipartite if and only if G is2-walk (0, b)-linear
for some b.
Proposition 3.3. If G ∈ IM(0, 9), then G∼= S1,9 (the graph G5 depicted in Fig. 2).
Proof. If G ∈ IM(0, 9), then d2(u) = 9 = δ for every vertex u of G. Thus we have (G) = 9 and
δ = 1. Hence G is the star graph S1,9. 
Let G ∈ IM(a, b), we have (G) 4 by Lemma 2.1. Let r be a vertex of G of degree (G) and Vi ={v ∈ V(G) | d(v, r) = i}, i = 0, 1, 2, . . . , D(G). Here d(v, r) is the distance between the vertex v and r.
The following proposition gives the upper bounds of (G) when G ∈ IM(a, b).
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Fig. 2. All bipartite graphs in IM3 and their spectra.
Proposition 3.4. Let G ∈ IM(a, b).
(1) If (a, b) = (4,−3), then 4(G) 5.
(2) If (a, b) = (2, 3), then 4(G) 5.
(3) If (a, b) = (1, 6), then 4(G) 7.
Proof
(1) If (a, b) = (4,−3), then there is no 1-vertex in G and there is a vertex u in V1 such that d(u) 3.
(In opposite 4 − 3 = d2(r) = ∑u∈NG(r) d(u) 4, a contradiction.) Thus  + 2(d(u) − 1)
d2(u) = 4d(u) − 3 and hence  2d(u) − 1 5.
(2) If (a, b) = (2, 3), by Lemmas 2.1 and 2.4, we have 4(G) 6.
In the case of a = 2, b = 3 and (G) = 6. As G ∈ IM(2, 3), then there is no 1-vertex in V1(G).
Note that d(r) = 6, there is a 2-vertex u ∈ V1. Thus ad(u) + b = 4 + 3 = 7. On the other hand,
d2(u) d(r) + 2 8, a contradiction.
(3) If (a, b) = (1, 6), by Lemmas 2.1 and 2.4, we have 4(G) 7. 
Theorem 3.5 ([8]). There are exactly 93 connected, non-regular, bipartite, integral graphs with the maxi-
mum vertex degree four. Exactly four of them are 2-walk (a, b)-linear graphs (b /= 0) with spectral index
3. These graphs are the graphs G1–G4 displayed in Fig. 2.
Lemma 3.6. If G ∈ IM(1, b) and (G) = 1 + b, then every vertex in V1 is 1-vertex or (b + 1)-vertex.
Z. Tang, Y. Hou / Linear Algebra and its Applications 433 (2010) 984–993 989
Fig. 3. All graphs in IM(3, 0).
Proof. Assume that there is a d-vertex u(1 < d < 1 + b) in V1, then d2(u) = ad(u) + b = d + b. On
the other hand, d2(u) = ∑v∼u d(v) > 1 + b + d − 1, a contradiction. 
By Lemma 3.4 and some calculation, we can obtain the degree sequences of V1 and the subgraphs
induced by the set V0 ∪ V1 of G.
Lemma 3.7. If G ∈ IM(a, b), then degree sequences of V1 must be one of Table 1.
Now as in some former investigations integral graphs, wewill separate the cases of bipartite graphs
and non-bipartite graphs.
3.1. Bipartite graphs
Let IM1(a, b) be the set of all 2-walk (a, b)-linear (b /= 0), bipartite, integral graphs with index 3.
Since the spectrum of a bipartite graph is symmetric, −3 must be a eigenvalue also. This means that
the upper bound for the diameter D is 6. We conclude by the interlacing theorem that for each proper
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induced subgraph G′ of G holds: λ1(G′) < λ1(G) = 3, λ2(G′) λ2(G) = 2 and λm(G′) > λn(G) =−3.
Of course, since the diameter D 6, the number of the sets V1, V2, . . . is bounded. Let GA be the
subgraph of G induced by the set V0 ∪ V1 ∪ V2, while GB is induced by the rest of the vertices. (We
may say that GA is generated by the ﬁrst two layers of vertices and GB by the others.)
Proposition 3.8. If G ∈ IM1(a, b) and 5(G) 7, then λ1(GB) < 2.
Proof. Assume that there is a component of GB, say H, such that λ1(H) 2. Let x ∈ V2 be a vertex
adjacent to any vertex of H. Now x is a cut-vertex in the subgraph of G induced by the set of vertices
V0 ∪ V1 ∪ {x} ∪ V(H). But by Lemma 2.6 and the interlacing theorem, we get λ2(G) > 2, which is a
contradiction. 
By Propositions 3.8 and Lemma 2.6, we have
Corollary 3.9. If G ∈ IM1(a, b) and 5(G) 7, then
(1) GB is an acyclic graph (a forest).
(2) Each component H of GB contains at most one vertex of degree 3 and does not contain vertices of
degree greater than 3.
Proposition 3.10. If G ∈ IM1(2, 3) and (G) = 5, then there is neither 3-vertex nor 4-vertex in the set
V1.
Proof. Assume that the set V1 contains at least a vertex of degree 4 or degree 3. By Table 1, the degree
sequence of V1 is one of (1, 1, 2, 4, 5), (1, 1, 3, 3, 5), (1, 2, 2, 3, 5), (1, 2, 2, 4, 4), (1, 1, 3, 4, 4), (2, 2, 2, 3, 4),
(1, 2, 3, 3, 4), (1, 3, 3, 3, 3), (2, 2, 3, 3, 3). If there exists at least a 2-vertex of V2 whose neighbors are not
all in V1 and is a 4-vertex or 3-vertex, then there exists at least a 3-vertex or 4-vertex in V3 (such
a vertex is not neighbor of the vertex in V1, in opposite there is an odd cycle in the graph). For any
3-vertex in V3, the set V4 contains two vertices of degree 3,4 or 2,5, a contradiction from Corollary 3.9.
For any 4-vertex in V3, the set V4 contains three vertices of degree 3,3,3 or 2,3,4 or 2,2,5, a contradiction
with Corollary 3.9. 
Lemma 3.11. If G ∈ IM1(a, b)and(G) = 7, then (a, b) = (1, 6)andGmust be the graphG6 ∈ IM1(1, 6)
depicted in Fig. 2.
Proof. ForG ∈ IM1(a, b) and(G) = 7, we haveG ∈ IM1(1, 6) by Proposition 3.4. By Lemma 3.6, very
vertex in V1 is 1-vertex or 7-vertex. Since d2(r) = ad(r) + b = 13, we have that there is at most one
7-vertex u in V1. If very vertex in V1 is 1-vertex, then G is S1,7, but S1,7 is not integral graph. Thus G
contains two 7-vertex and G∼= G6 (depicted in Fig. 2) (Spec(G6) = {3, 2, 010,−2,−3}). 
Table 1
The degree sequences of the vertices in V1.
(G) a b Degree sequences of V1 (G) a b Degree sequences of V1
7 1 6 1, 1, 1, 1, 1, 1, 7 6 1 6 2, 2, 2, 2, 2, 2
5 1 6 2, 2, 2, 2, 3 5 2 3 1, 1, 1, 5, 5
5 2 3 1, 1, 2, 4, 5 5 2 3 1, 1, 3, 3, 5
5 2 3 1, 2, 2, 3, 5 5 2 3 2, 2, 2, 2, 5
5 2 3 1, 2, 2, 4, 4 5 2 3 1, 1, 3, 4, 4
5 2 3 2, 2, 2, 3, 4 5 2 3 1, 2, 3, 3, 4
5 2 3 1, 3, 3, 3, 3 5 2 3 2, 2, 3, 3, 3
5 4 −3 3, 3, 3, 3, 5
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Fig. 4. Some non-integral graphs inM(1,6) orM(2,3) with the maximum degree 6 or 5.
Lemma 3.12. If G ∈ IM1(a, b)and(G) = 6, then (a, b) = (1, 6)andGmustbe thegraphG7 ∈ IM1(1, 6)
(depicted in Fig. 2).
Proof. For G ∈ IM1(a, b) and (G) = 6, by Proposition 3.4, we have a = 1, b = 6 and each vertex in
V1 or V2 is 2-vertex and each vertex in V3 is 6-vertex. If |V3| /= 1, then there is a subgraph H of GB
which is one of G′1 (depicted in Fig. 4), or S1,4, or S1,5, a contradiction with Corollary 3.9. Thus |V3| = 1
and G∼= G7 (depicted in Fig. 2) (Spec(G7) = {3, 2, 15,−15,−2,−3}). 
Lemma 3.13. If G ∈ IM1(a, b) and (G) = 5, then G must be one of G8 ∈ IM1(2, 3) or G9 ∈ IM1(4,−3)
depicted in Fig. 2.
Proof. For G ∈ IM1(a, b) and (G) = 5, by Proposition 3.4, we have (a, b) = (1, 6), (2, 3) or (4,−3).
Assume thatG ∈ IM1(1, 6), then there is a3-vertexu ∈ V1, a 2-vertex v ∈ V2, anda5-vertexw ∈ V3.
By Corollary 3.9, we have that each component H ofGB does not contain vertices of degree greater than
3, which is a contradiction.
If G ∈ IM(2, 3) and (G) = 5, by Proposition 3.10, then the sequence of degree of V1 is either
1,1,1,5,5 or 2,2,2,2,5.
If the sequence of degree of V1 is 1,1,1,5,5, then there are at least two 5-vertex inG. If G only contains
two5-vertex, thenG∼= G′2 in Fig. 4,which is not integral. ThusG∼= G′3 in Fig. 4,which also is not integral.
If the set V1 contains ﬁve vertices of degrees 2,2,2,2,5, then there are only two 5-vertex inG. Assume
that there are at least three 5-vertex in G. For G is a bipartite, there is at least a 5-vertex in V3 (opposite
case there is odd cycle in the graph), then there is a 5-degree vertex inV4, a contradictionwith Corollary
3.9. Hence G is the graph G8 in Fig. 2, which is integral (Spec(G8) = {3, 14,−14,−3}).
If G ∈ IM(4,−3) and(G) = 5, by Lemma 3.7, then the sequence of degree of V1 is 3,3,3,3,5. There
are only two 5-vertex in G (in the opposite case there is a GB, λ1(GB) > 2).
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Fig. 5. All non-bipartite graphs in IM3 and their spectra.
There are two case for V3: |V3| = 0 or |V3| /= 0. If |V3| = 0, then there is an odd cycle in the
graph, which are not bipartite. If |V3| /= 0, there are eight graphs G′4–G′10 in Fig. 4 and G9 in Fig. 2. Only
G9 of Fig. 2 is integral (Spec(G9) = {3, 24, 18,−18,−24 − 3}), others are not integral among these
graphs. 
We summarize above results as the following.
Theorem 3.14. There are exactly 9 connected, bipartite integral graphs with index 3 and exactly two main
eigenvalues such that 0 is not a main eigenvalue. They are graphs G1–G9 depicted in Fig. 2.
3.2. Non-bipartite graphs
Theorem 3.15. There are exactly 3 connected, non-bipartite integral graphs with index 3 and just two
main eigenvalues such that 0 is not a main eigenvalue. They are the graphs G23–G25 depicted in Fig. 5.
Proof. LetG be a connected, non-bipartite integral graphswith index 3 and exactly twomain eigenval-
ues such that 0 is not a main eigenvalue. Then B = G ⊗ K2 is also a connected, non-bipartite integral
graphs with index 3 and exactly two main eigenvalues such that 0 is not a main eigenvalue hence B
is one of 9 graphs in Fig. 2. Moreover, (B) = (G) =  and the degree sequences of neighbors of
-vertex in B and G are the same.
First, for G5 of Fig. 2. since there is one 9-vertex in G5, G5 cannot be decomposed as G ⊗ K2 by
Lemma 2.8.
For the graphs G2, G4, G6, G8, G9 in Fig. 2, there are only two vertices with degree  and such two
vertices are adjacent. Hence G2, G4, G6, G8, G9 cannot be decomposed as G ⊗ K2 by Lemma 2.8.
For G1 in Fig. 2, all vertices of degree 4 in G1 are labeled as displayed and the quotient of G1 is the
graphG23 in Fig. 5, and it is clear that all possible choices of involution automorphismσ are equivalent.
For G3 in Fig. 2, all vertices of degree 4 in G3 are labeled as displayed and the quotient of G3 is the
graph G24 in Fig. 5, and it is not difﬁcult to see that all possible choices of involution automorphism σ
are equivalent.
For G7 in Fig. 2, two vertices of degree 6 in G7 are labeled as displayed and the quotient of G7 is
the graph G25 in Fig. 5 and it is clear that all possible choices of involution automorphism σ are
equivalent. 
Summarize Theorems 3.14 and 3.15, we obtain the main result of this paper.
Corollary 3.16. There are exactly 25 connected integral graphs with exactly two main eigenvalues and
index 3. These are the graphs G1–G9 depicted in Fig. 2, G10–G22 depicted in Fig. 3 and G23–G25 depicted
in Fig. 5.
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