Abstract-The article presents a new interpretation for Zipf's law in natural language which relies on two areas of information theory. Firstly, we reformulate the problem of grammar-based compression and, secondly, we investigate properties of strongly nonergodic stationary processes. The motivation for the joint discussion is to prove a proposition with a simple informal statement: If an n-letter long text describes n β independent elementary facts in a random but repetitive way then the text contains at least n β / log n different words. In the formal statement, two specific postulates are adopted. Firstly, the words are understood as the nonterminal symbols of the shortest grammar-based encoding of the text. Secondly, the texts are assumed to be emitted by a strongly nonergodic source, where the described elementary facts are binary IID variables asymptotically predictable in a shift-invariant way.
The aim of this paper is to present a new explanation for the empirical distribution of words in natural language. To achieve this goal, we shall reformulate the problem of grammar-based compression [5] , [6] and we will research information-theoretic properties of a subclass of strongly nonergodic stationary processes. Thus both linguists and information theorists may find this paper interesting.
From the empirical point of view, the distribution of words is quite well described by the celebrated Zipf-Mandelbrot law [4] , [7] , which states that the word frequency in a text is an inverse power of the word rank. Some effort in probability theory has been devoted to inferring this law for various idealized settings. The most famous one is the monkey-typing model. In this model, the consecutive characters of the text are modeled as IID variables assuming values of both letters and spaces whereas the Zipf-Mandelbrot law is obeyed by strings of letters delimited by spaces [7] , [8] , [9] . There were also given some derivations of the Zipf-Mandelbrot law as a result of multiplicative processes [10] , [11] or games [12] .
The probabilistic explanations that have been found out so far may be considered unsatisfactory from the linguistic point of view. The main source of dissatisfaction is the intuition that fairly nothing is purely random or regular in human language, cf. also [13] . The explanation proposed in this paper, based on previous partial insights [14] , [15] , [1] , [3] , addresses some of such concerns. To the best of our knowledge, two modelling challenges will be taken into account for the first time:
(i) Words in the linguistic sense are some very nonarbitrary constituents of texts since they can be delimited in the text even when the spaces are absent. (ii) Texts in the linguistic sense refer to many facts unknown a priori to the reader but they usually do this in a consistent and repetitive way. Rather than the original Zipf-Mandelbrot law, we shall consider its integrated version, usually called Herdan's or Heaps' law in the English literature. This law says that the number of distinct words observed in a text is proportional to a power of the text length [16] , [17] , [18] , [19] . The claim can be inferred from the original Zipf-Mandelbrot law assuming certain regularity of text growth [20] , [21] .
Thus the interest of this paper will be focused on proving a proposition which can be simply expressed in the following very informal way, assuming thereafter β ∈ (0, 1):
(I) If an n-letter long text describes n β independent facts in a consistent way then the text contains at least n β / log n different words. Thesis (I) resonates with the ideas of semantic information developed many years ago by Bar-Hillel and Carnap [22] but it will be formalized and proved here using concepts of the modern Shannon information theory, including newly derived results. To argue that texts in natural language can describe so many independent facts, we will present simple stochastic processes with appealing linguistic interpretations.
So as to translate thesis (I) into a provable statement, we will assume several specific modeling postulates, the plausibility of which is discussed below:
The definition of words in texts: Firstly, the set of words contained in a text will be understood as the set of letter strings that are repeated within the text significantly many times. Rough empirical correspondence between such letter chunks and words in the linguistic sense has been observed for texts in some natural languages [23] , [24] , [25] , [26] . Developing the ideas of the cited authors, the letter chunks will be understood specifically as the distinct nonterminal symbols in the shortest grammar-based encoding of the text. On the other hand, simple string repeats can be shown to abound in the outputs of memoryless sources, cf. [27] , [15] , and they do not appear so meaningful for linguists.
Grammar-based codes [5] , [6] are uniquely decodable codes which compress strings by transforming them first into special context-free grammars and then encoding the grammars as less redundant strings. An example of such a grammar is
. (1) If we start the derivation with symbol A 1 and follow the rewriting rules, we obtain a predecessor of the song Happy Birthday to You, the latter debatedly copyrighted.
In the compressions of longer texts, nonterminals A i often correspond to words or set phrases in the linguistic sense (like New York), especially if it is additionally required that the nonterminals were defined as strings of only terminal symbols [26] .
Thus the number of distinct nonterminal symbols in a grammar-based compression, which equals 5 for example (1) , will be henceforth called the vocabulary size of the grammar. A lower bound for the vocabulary size of some specific grammar will be given in terms of the number of independent facts described by the compressed text. The suitable grammar minimizes certain natural grammar length function, which has not been considered in the information-theoretic literature [5] , [6] but is close to the one used in the computational linguistic experiments [24] , [26] . 1 The definition of facts described by texts: In the second turn, we have to make precise the notion of a corpus (a collection) of texts that describe random facts in a repetitive way. Both the corpus of texts and the state of affairs repeatedly described in the corpus will be modeled as random variables.
Let Z k , k = 1, 2, 3, ..., be the logical values (true or false), with respect to the random state of affairs, of certain systematically enumerated logically independent propositions. We assume that Z k 's, when interpreted as random variables, are equidistributed and probabilistically independent. Such variables exist if the space of possible states of affairs is sufficiently complex, namely, if the possible states of affairs generate a nonatomic σ-field [3] . Z k 's will be called (elementary) facts. On the other hand, let X i , i = 1, 2, 3, ..., be 1 Notwithstanding the adopted definition of the vocabulary size, we are aware that the proportionality between the number of distinct nonterminals in the smallest grammar and the number of different words in the linguistic sense can be valid only approximately. Let us notice that hapaxes, i.e., words that appear just once in the text, cannot be recognized as nonterminals by a good grammar-based compressor. By Zipf's law for middle-sized texts, roughly every second distinct word is a hapax. But then the number of distinct nonterminals and that of distinct words can be proportional.
The situation gets more complicated for very short and very long texts, where the proportion of hapaxes varies [28] , [29] . With the text length, this proportion decreases and there appear many repeatedly used multiword expressions, a.k.a. set phrases, recognized as convenient nonterminals by a good compressor [24] . Moreover, the vocabulary growth with the text size depends sharply on whether the text was written by a single author or whether it is a multiauthor collection. The proportion of hapaxes ultimately decreases exponentially in the first case [29] , whereas it seems to stay away constantly from zero in the second one [30] , [29] .
consecutive text units of a fixed level, such as letters, words, or sentences. We suppose that each fact Z k can be ultimately inferred from the corpus if we start reading it from an arbitrary position.
Formally, let (X i ) i∈Z be a stochastic process on a probability space (Ω, J , P ), where variables X i : Ω → X assume values from a fixed countable set X (called the alphabet). Notation X m:n := (X i ) m≤k≤n will be used for strings of the variables (also called blocks). The following definition was introduced in [3] and captures what we need: Definition 1.1: A stochastic process (X i ) i∈Z is called strongly nonergodic 2 if there exists a binary process (Z k ) k∈N ∼ IID (i.e., independent identically distributed variables) with P (Z k = 0) = P (Z k = 1) = 1/2 and there exist functions s k : X * → {0, 1}, k = 1, 2, 3, ..., such that
for all t ∈ Z.
It has been often supposed that the generation of texts should be modeled by a nonergodic process [31, Section 6.4] . In fact, a stationary process is strongly nonergodic if and only if it has a nonatomic shift-invariant sub-σ-field [3] . Moreover, a strongly nonergodic process cannot be an IID process or a finite state hidden Markov process, the kinds of processes considered in the monkey typing explanations.
The number of facts described by the text X 1:n will be identified with the number of Z i 's that may be predicted with probability at least δ given X 1:n . That is, this number will be understood as the cardinality of set
where δ > 1 2 . To illustrate how the abstract concept of a strongly nonergodic process matches some preconceptions about human language communication, let us consider the following example. Let the alphabet be X = N × {0, 1} and let the process (X i ) i∈Z have the form
where (Z k ) k∈N and (K i ) i∈Z are probabilistically independent whereas (K i ) i∈Z is such an ergodic stationary process that P (K i = k) > 0 for every natural number k ∈ N. For such assumptions it will be demonstrated that variables (4) form a strongly nonergodic process. In particular, the cardinality of set U δ (n) is of order n β if we assume (K i ) i∈Z ∼ IID with
can be given some formal semantic interpretation. Imagine that (X i ) i∈Z is a sequence of consecutive statements extracted from a random collection of texts which describe some random state of affairs (Z k ) k∈N consistently. Each statement of form X i = (k, z) asserts that the value of a random k-th bit of the state of affairs is z, i.e., it affirms that Z k = z in such way that both the bit address k and its value z can be identified. Logical consistency of the description is reflected in the following property: If two 2 A not so fortunate name uncountable description process was used originally in [3] . statements X i = (k, z) and X j = (k ′ , z ′ ) happen to describe bits of the same address (k = k ′ ) then they always assert the same bit value (z = z ′ ).
3
Other modeling assumptions: Although example (4) clearly illustrates the linguistic relevance of certain strongly nonergodic processes, the stochastic processes for which proposition (I) will be established rigorously do not have the specific form (4). For technical reasons, the alphabet X will be assumed finite. Moreover, we shall assume that the probabilistic source which generates the texts is a stationary finite-energy process. Finite-energy processes are processes with exponentially dumped conditional block probabilities [36] . Such a condition is satisfied for processes dithered with an IID noise [36] -so it seems reasonable in the context of natural language modeling. Assuming stationarity and the finite alphabet for natural language models has also a long tradition in information theory [37] .
The plain-word statement of thesis (I) conceals its linkage with information theory and its historical origin. For the stationary process (X i ) i∈Z of discrete variables X i , let us define the n-symbol block entropy H(n) := H(X t+1:t+n ) = −E log P (X t+1:t+n ), E being the expectation operator. Then denote the block mutual information as
called the n-symbol excess entropy after [38] . The supposition that E(n) ∝ n β for natural language, with β ≈ 1/2, was raised by Hilberg [39] , who interpreted in this way the graph in Shannon's seminal paper [37] , cf. also [40] , [41] , [42] , [43] , [44] , [38] . Hence we refer to this proposition as Hilberg's thesis (or Hilberg's law). Hilberg's thesis provided a direct inspiration for our research of proposition (I), since this can be split into two more specific assertions: 3 Although the concept of a strongly nonergodic process is more general than example (4), it formalizes an optimistic vision of human communication.
For an infinite collection of texts (X i ) i∈Z there is an infinite collection of independent elementary facts (Z k ) k∈N which are unknown to the text reader but being referred to in the texts. There is a fixed method of interpreting finite texts to infer these facts, namely functions s k that represent human language competence. They allow readers to determine any fact Z k with a growing certainty the more texts they read, regardless of their starting point.
We may say that the assumed shift-invariance of successful prediction (2) reflects the intuition that human language competence does not change over generations of readers. Exposed to exactly the same collection of texts from their birth, two ideal readers would understand them in the same way (i.e., they would predict the same values of Z k ).
Our modeling cries, of course, for a concrete semantic interpretation of the elementary facts (Z k ) k∈N . Some people might think of the halting probability Ω, an incompressible infinite binary sequence which formally represents certain amount of timeless independent truths pursued by mathematicians [32, Section 4] , [33] , [34, Section 3.6.2] . To an uninformed reader, the binary expansion of Ω may look like a typical probabilistically random sequence. We doubt, however, that the bits of Ω could be guessed at the required rate by a human being who has no access to a supernatural power.
The facts that are repetitively described in the everyday language usage seem to be of more accidental nature and easier to infer. Moreover, since the existing world is unique and probabilities are mostly theoretical concepts, it is advisable to regard the main result of this paper as a weaker version of some yet unknown statement in the algorithmic information theory. That hypothetical proposition could deal with individual real texts and different particular worlds, also fictitious ones, recurrently described in them. That hypothetical proposition may be also related to the problem of extracting common algorithmic information [35] .
(Ia) Consider a stationary uncountable description process (X i ) i∈Z over a finite alphabet. If the cardinality of the set U δ (n), defined in (3), is greater than c 1 n β then E(n) is not less than c 2 n β , for some positive c 1 and c 2 . (Ib) Consider a finite-energy stationary process (X i ) i∈Z over a finite alphabet. If E(n) is greater than c 2 n β then the shortest grammar-based compression of the block X 1:n applies at least c 3 n β / log n distinct nonterminal symbols on average, for some positive c 2 and c 3 . The exact statements are to be understood in an asymptotic sense, explained in the following section. A heuristic proof of proposition (Ib) was sketched in [14] . This paper furnishes the formal proof and develops a discussion of the logically earlier proposition (Ia), supplemented by the construction of some suitable stochastic processes.
Although the tools used to demonstrate propositions (Ia) and (Ib) are different, it is reasonable to consider these propositions jointly as a means to formalize and prove thesis (I). The reasons are following. Hilberg's thesis was formulated merely on base of the block entropy estimates for printed English published by Shannon [37] . It can be argued that Shannon's estimates are too crude to infer the asymptotic behavior of excess entropies E(n), cf. [45] . Proposition (Ia) makes Hilberg's thesis more likely, regardless of the estimation difficulties. Conversely, (Ib) adds some empirical aspect to the rationalist statement (Ia). Discussing propositions (Ia) and (Ib) together may also provide more insight into stronger formalizations of thesis (I) than the main theorem of this manuscript.
The remainder of this paper is split into several semiindependent parts. An overview of the composition is given in the next section. Since the manuscript is multidisciplinary, we tried to keep it self-contained.
II. AN OVERVIEW OF THE TOOLS AND RESULTS
The central result of this article is Theorem 5.1 in Section V, which formalizes thesis (I). The exact phrasing of the theorem is not reproduced in advance since it depends on a pretty long construction in Section III, which covers a new class of grammar-based codes. Contrary to a typical scheme of presentation, it is easier to give a heuristic sketch of the proof first, which will be done right now.
Let H(n) := H(X t+1:t+n ) = −E log P (X t+1:t+n ) be the n-symbol block entropy of a stationary process (X i ) i∈Z , where variables X i : Ω → X assume values from the countable set X. An important parameter of the process is its entropy rate
Consider also the set of well-predictable facts U δ (n), defined in equation (3) . Let us define the block "pseudoentropy"
where
is the entropy of binary distribution (p, 1 − p) and card U δ (n) denotes the cardinality of set U δ (n).
Using some facts about the ergodic decomposition, to be derived in Subsections IV-B and IV-C, we can prove that H(n) ≥ H U (n) and lim n H U (n)/n = h for a finite alphabet X. Thus the excess-bounding Lemma 1.1 from Appendix I can be applied to function G(n) = H(n) − H U (n). In particular, we obtain
for the n-symbol excess entropy E(n) = 2H(n) − H(2n), as an instance of implication (102). Implication (9) formalizes proposition (Ia). The premise is true in particular for the strongly nonergodic process (4) with
. Although this process is over an infinite alphabet, the right-hand side of (9) holds as well (cf. Subsection VI-C).
In the following, let us consider proposition (Ib). Before focusing on grammar-based codes, we discuss a less specific case. Denote the set of nonempty strings as X + := n∈N X n and the set of all strings as X * := X + ∪ {λ}, where λ is the empty string. Let C : X + → Y + be a uniquely decodable code over an input alphabet X and a finite output alphabet
* is an injection. Denote the expected length of code C as
For a uniquely decodable code, the coding inequality H C (n) ≥ H(n) is satisfied [31] and thus the code will be called universal if its limiting compression rate lim n H C (n)/n equals the entropy rate, i.e., lim n H C (n)/n = h for any stationary process. There are no universal codes for an infinite input alphabet X [46] , [47] but they exist for a finite X [48] , [49] , [5] .
Let us observe that if the code C is universal then there holds an equality of rates
and a transitive inequality
Hence, as an instance of relations (101) and (102), implications
hold for the expected excess length of the code
The implication converse to (13) is not true, which follows from the negative result of [50] , see Appendix III. Whereas relation (9) rephrases thesis (Ia), implications (13) and (14) correspond in part to theses (Ib) and (I) respectively.
The missing part of the correspondence is that (13) and (14) do not contain the specific bound for the vocabulary size of a grammar-based code.
By the second line of formula (15) , the suitable completion of (13) and (14) can be given by a lower bound for the vocabulary size of the shortest grammar-based code C in terms of the code's excess length
provided code C is universal. If one considers the code length |C(u)| as an analogue of the algorithmic complexity of string u, cf. [6] , then (16) is the analogue of algorithmic mutual information [51] . The technical details of bounding the vocabulary size in terms of the excess code length (16) are easily motivated by the following heuristic reasoning. Grammar-based codes compress strings by transforming them first into special grammars, called admissible grammars [5] , and then encoding the grammars back into strings according to a fixed simple schema. An admissible grammar is a context-free grammar which generates some singleton language {w}, w ∈ X + , and whose production rules do not have empty right-hand sides [5] . In such a grammar, there is one rule per nonterminal symbol and the nonterminals can be ordered so that the symbols are rewritten onto strings of strictly succeeding symbols [5] . Hence, an admissible grammar is given by its set of production rules
where A 1 is the start symbol, other A i are secondary nonterminals, and the right-hand sides of rules satisfy α i ∈ ({A i+1 , A i+2 , ..., A n } ∪ X) + . The vocabulary size of G, i.e., the number of used nonterminal symbols, will be written
On the other hand, the Yang-Kieffer length of grammar G is
where |α| is the length of α ∈ ({A 1 , A 2 , ..., A n } ∪ X) * [5] . If a string w contains many repeated substrings then some grammar for w can "factor out" the repetitions and may be used to represent w concisely. The set of admissible grammars will be denoted as G while G(w) ⊂ G will stand for the subset of admissible grammars which generate the language {w}, w ∈ X + . A function Γ : X + → G such that Γ(w) ∈ G(w) for all w ∈ X + is called a grammar transform [5] . We may suppose naively that the length of the shortest grammar |Γ(w)| for w is a sufficiently good approximation of the length of the shortest universal grammar-based code |C(w)|, cf. [6] , [52] . Thus, we could obtain an upper bound for the excess code length (16) , needed to establish (Ib), from a similar bound for the excess grammar length
Indeed, there is a simple bound for the latter quantity in terms of the vocabulary size. |G| (19) and let L(w) be the maximal length of a (possibly overlapping) repeat in w, i.e.,
where s, x i , y i ∈ X * . For any strings w = uv, u, v ∈ X * we have
Proof: This result was noticed in part in [14, Theorem 3] . A brief justification is as follows. For any string α ∈ ({A 2 , A 3 , ..., A n } ∪ X) * , denote its expansion with respect to (17) as α G , i.e., { α G } is the language generated by grammar (17) with α 1 = α [6] . Let a minimal grammar for w = uv be of the form
We will split it into two separate grammars for u and v:
where the string x M of length |x M | ≤ 1 at the boundary of the descriptions for u and w gets expanded into a string of terminal symbols
Regrouping the terms yields the right inequality in (21) . The proof of the left inequality applies grammar joining rather than splitting and can be found in [14] .
Inequality (21) constitutes a nontrivial lower bound of the vocabulary size only if the maximal repeat length L(w) can be upper-bounded well enough. A logarithmic bound for the latter is the best what we may count on, L(w) = O(log |w|), and it actually holds for finite-energy processes almost surely [36] , i.e., L(X 1:n ) = O(log n) a.s., as well as in expectation. These results and the definition of finite-energy processes are detailed for reference in Appendix II.
Although inequalities (9), (13), (14), and (21) combined with Lemma 2.2 from Appendix II provide a heuristic rationale in favor of theses (Ia), (Ib), and (I), they do not constitute a rigorous proof. The flaw is that the minimal Yang-Kieffer length |Γ(·)| is a too crude approximation of a universal code length. For any uniquely decodable code C, we have lim n max w∈X n |C(w)| /n ≥ 1 necessarily. On the other hand, a grammar transform Γ is called asymptotically compact if
and for each grammar in Γ(X + ) each nonterminal has a different expansion. In particular, any minimal grammar transform (19) is asymptotically compact [5] , [6] .
In the following three sections we will construct a rigorous formalization of thesis (I) and its formal proof:
(i) In Section III, we will build a new class of universal grammar-based codes over a finite alphabet. Rather than applying the standard grammar-to-string encoder by Kieffer and Yang [5] , these codes use a novel local encoder inspired by the simplistic code of Neuhoff and Shields [49] (Subsections III-A through III-D). Thus the codes satisfy an analogue of (21) with the excess code length (16) substituted for the excess grammar length. (ii) Section IV is a study of nonergodic stationary processes.
It provides the proofs of equality (11) and inequality (12) for strongly nonergodic processes over a finite alphabet. Some useful preliminary facts to be introduced include elementary algebraic identities satisfied by excess entropy and the ergodic decomposition of this quantity (Subsections IV-A and IV-B, cf. also [15] ). (iii) Section V puts the results together. Thesis (I) is expressed as a formal statement, namely Theorem 5.1. Several ideas for formulating propositions that would be stronger than Theorem 5.1 are discussed immediately after its proof. The issue of this paper, is in fact, is to both formalize and prove thesis (I). From this point of view, it is important to construct examples of stochastic processes which satisfy the assumption of Theorem 5.1 and to demonstrate that they are relevant for natural language modelling. These questions will be dealt with in Section VI.
The article is briefly concluded in Section VII. Four appendices in the following provide supplementary material. The excess-bounding lemma for sublinear nonnegative functions is exposed in Appendix I. Appendix II presents bounds for the length of the longest repeat. Two results concerning the difference E C (n) − E(n) are derived in Appendix III. In Appendix IV, we discuss a peculiar behavior of the vocabulary size for the Yang-Kieffer codes based on irreducible grammar transforms. Namely, the vocabulary size of these codes is a growing function of the entropy rate h of the compressed process. The vocabulary size of the new class of grammarbased codes seems rather a growing function of the redundancy H(1) − h.
III. GRAMMAR-BASED CODES
For the set of admissible grammars G, a grammar-based code is a uniquely decodable code of form C = B(Γ(·)) : X + → Y + , where Γ : X + → G is a (string-to-)grammar transform and B : G → Y + is called a grammar(-to-string) encoder [5] . In principle, the grammar encoder should be chosen as sufficiently good for many different grammar transforms. To guarantee the existence of universal codes of form C = B(Γ(·)), we shall assume further in this section that both input and output alphabets are finite,
Indeed, there exists a grammar encoder Let us notice that notation (17) can be reduced to
without any confusion. Subsequently, we will write (23) instead of (17) . We will also define a grammar encoder that represents G as a string resembling list (23) . This encoder yields universal codes given a simple condition (Theorem 3.9) and provides nearly a homomorphism between some operations on grammars and strings. Hence the universal codes satisfy an analogue of Theorem 2.1 as well (Theorem 3.11).
A. Local grammar encoders
The proof of inequality (21) sketched in Section II applies certain "cut-and-paste" operations on grammars. Besides the operations mentioned there, the following one was used in [14] to prove that the left-hand side of (21) is nonnegative:
It would be convenient to use a grammar joining ⊕ and an encoder B : G → X + such that the edit distance between B(G 1 ⊕ G 2 ) and B(G 1 )B(G 2 ) be small. Without making the idea too precise, such joining and encoder will be called adapted.
The following example of mutually adapted joining ⊕ and encoder B will be used in the consecutive sections. Firstly, let us introduce a useful notation.
Definition 3.2:
For any function f : U → W * , where concatenation on domains U * and W * is defined, denote its extension onto strings as
where H 1 (A j ) := A j+1 and H 2 (A j ) := A j+n1+1 for nonterminals and H 1 (x) := H 2 (x) := x for terminals x ∈ X.
In the next construction, the set of natural numbers N is treated as a generic infinite countable alphabet with concatenation ab, addition a + b, and subtraction a − b.
Definition 3.3:
where:
(i) the function B N : G → ({0} ∪ N) * encodes grammars as strings of natural numbers so that the encoding of a grammar G = (α 1 , α 2 , ..., α n ) is the string
, which employs relative indexing F i (A j ) := D X +1+j−i for nonterminals and the identity transformation F i (x) := x for terminals x ∈ X = {0, 1, ..., D X − 1}, (ii) B S is a function of form B S : {0} ∪ N → Y * (for technical purpose of the next subsection, not necessarily an injection)-we will call B S the natural number encoder. Indeed, local encoders are adapted to the joining operation ⊕.
There exist many prefix-free local encoders. Obviously, the set B N (G) is prefix-free itself. Therefore, the encoder (25) is prefix-free (and uniquely decodable) if B S is also prefix-free, i.e., if B S is an injection and set B S ({0} ∪ N) is prefix-free.
B. Encoder-induced grammar lengths
Let us generalize the definition of the grammar length to include the notion of a universal code length as a special case. 
In the same spirit, we can extend the idea of the smallest grammar with respect to the Yang-Kieffer length, discussed in [6] . A subclass J ⊂ G of admissible grammars will be called sufficient if there exists a grammar transform Γ : X + → J , i.e., if J ∩ G(w) = ∅ for all w ∈ X + . On the other hand, a grammar transform Γ will be called a J -grammar transform if Γ(X + ) ⊂ J . Definition 3.5: For an arbitrary grammar length function
Definition 3.7: For a grammar length · , the grammar subclasses
C. Subclasses of grammars
In subsection III-E, we will bound the excess lengths of (B, J )-minimal codes, where B are local encoders and J are some sufficient subclasses. In subsection III-D, we will show that several of these codes are universal. Prior to this, let us introduce several subclasses of grammars J = G for which:
(i) our results hold, (ii) the computation of (B, J )-minimal codes may be easier than for (B, G)-minimal ones, and (iii) the interpretation of grammars' vocabulary size as the number of distinct words in a linguistic sense seems more plausible.
First, we will say that (α 1 , α 2 , ..., α n ) is a flat grammar if α i ∈ X + for i > 1. The set of flat grammars will be denoted as F . In particular, flat grammars were considered in the computational linguistic experiment by [26] . Next, symbol D k ⊂ F will denote the class of k-block interleaved grammars, i.e., flat grammars (α 1 , α 2 , ..., α n ), where α i ∈ X k for i > 1. As a further subclass, B k ⊂ D k will stand for the set of k-block grammars, i.e., k-block interleaved grammars (uw, α 2 , ..., α n ), where string u ∈ ({A 2 , A 3 , ..., A n })
* contains occurrences of all A 2 , A 3 , ..., A n and string w ∈ X * has length |w| < k, cf. [49] . Of course, classes
On the other hand, grammar (α 1 , α 2 , ..., α n ) is called irreducible if (i) each string α i has a different expansion α i G and satisfies |α i | > 1, (ii) each secondary nonterminal appears in string α 1 α 2 ...α n at least twice, (iii) each pair of consecutive symbols in strings α 1 , α 2 , ..., α n appears at most once at nonoverlapping positions [5] . The set of irreducible grammars will be denoted as I.
Class I is important in the theory of grammar-based compression for two reasons. Firstly, any I-grammar transform is asymptotically compact [5] so it yields a universal code when combined with the grammar encoder B YK . Secondly, there is an I-grammar transform which is (| · | , G)-minimal.
Theorem 3.8: The classes I and G are | · |-equivalent. Proof: Starting with any grammar G 1 ∈ G(w), a grammar G 2 ∈ I ∩ G(w) can be constructed by applying a sequence of certain reduction rules until the local minimum of functional 2 | · | − V[·] is achieved [5] . In fact, the only reduction applicable to a grammar that minimizes | · | is the introduction of a new nonterminal denoting a pair of symbols which appears exactly twice on the right-hand side of the grammar, cf. Section VI in [5] . This reduction conserves the Yang-Kieffer length.
D. Universal codes for local encoders
The local encoders in our sense resemble the encoder B NS considered by Neuhoff and Shields [49] as an encoder for the class of block grammars B. The authors have established that any (B NS , B)-minimal code is universal. The main difference between the encoder B NS and a local encoder is that B NS encodes a nonterminal A i as a string of length log DY V[G] + 1 whereas the local encoder uses a string of length |B S (D X + i)|. This is not a big difference so we can easily prove the following proposition using some results of [49] .
Theorem 3.9: Let B S be such a prefix-free natural number encoder that |B S (·)| is growing and asymptotically optimal, i.e.,
For any sufficient subclass of grammars J ⊃ B, every
and lim sup
for every stationary ergodic process (X k ) k∈Z . Remark: Claims (28) and (29) can be generalized to stationary nonergodic processes as follows. Firstly, the strong ergodic decomposition theorem [53, a statement in the proof of Theorem 9.12] and inequality (29) imply
for any stationary process (X k ) k∈Z , where h F is the entropy rate of the process's random ergodic measure, viz. (51) and (50) . Since 0 ≤ |C(X 1:n )| ≤ Kn for a K > 0, inequality (30) implies equality (28) for any stationary process (X k ) k∈Z by formula (53) and the inverse Fatou lemma, cf. [54] . Consecutively, the generalized (28) and (30) imply that we have in fact equality
Proof: Consider a sequence of B k -grammar transforms Γ k . For an ǫ > 0 and a stationary ergodic process (X k ) k∈Z with entropy rate h, let k(n) be the largest integer k satisfying k2 k(H+ǫ) ≤ n. We have
where α > 0 and lim k γ(k) = 1. In particular, this inequality holds for (25) , (27) , and growing |B S (·)|.
The prefix-free natural number encoder B S satisfying (27) can be chosen, e.g., as the Elias D Y -ary representation ω :
E. Bounds for the vocabulary size
Let us derive the analogue of Theorem 2.1 for some minimal grammar-based codes that use the local grammar encoders. Firstly, the code lengths are almost subadditive. Secondly, the excess code lengths are dominated by the vocabulary size multiplied by the length of the longest repeat. The code universality is irrelevant for the proofs.
Definition 3.10: Consider a grammar
For 0 ≤ p, q ≤ |w| and p + q = |w|, let u, v ∈ X * be the strings such that p = |u|, q = |v| and uv = w. Then define the left and right croppings of G as
where exactly one of the following conditions holds:
and the secondary part
Theorem 3.11: Let B be the local encoder (25) . Introduce constants
Let Γ be a ( · , J )-minimal grammar transform for the Binduced grammar length · . Consider the code C = B(Γ(·)), strings w, u, v ∈ X + , and a grammar class K which is · -equivalent to J .
(
Remark: In particular, (33) holds for J = G, I while inequalities (34)-(36) hold for J = G, I, F , D, D k . Moreover, (35) and (36) together imply bound (37) which generalizes the inequality (21) .
Proof: (i) The result is implied by Γ(uv) ≤ Γ(u) ⊕ Γ(v) and
(ii) Set p = |u|, q = |v|, and w = uv. The inequalities follow from
and
(iii) The claim is entailed by SΓ(w) ≤ SFΓ(w) and
Although Theorems 2.1 and 3.11 are analogous, there is a huge qualitative difference between the codes based on irreducible grammars that apply the Yang-Kieffer encoder B YK and the universal grammar-based codes that minimize the length induced by the local encoder. The vocabulary size of the former codes is lower-bounded also by the square root of the code length. Thus these codes appear to see more structure in IID strings than in data that exhibit a sequential order. In contrast, the newly considered codes discover much less structure in the IID case, cf. Appendix IV and the experiment [15] .
IV. STATIONARY PROCESSES
In this section we explore stationary processes rather than codes. The goal is to prove equality (11) and inequality (12) for strongly nonergodic processes over a finite alphabet. The proofs will be given in Subsection IV-C. In the preparatory Subsection IV-A, we shall discuss some elementary algebraic identities satisfied by excess entropy E = lim n E(n), the limit of the n-symbol excess entropies E(n). This is followed by an analysis of the ergodic decomposition of E and E(n) in Subsection IV-B, which also provides some necessary material. A by-product of this decomposition is the proposition that the excess code lengths E C (n) are unbounded for all but countably many ergodic processes, proved in Appendix III.
A. The limit of the n-symbol excess entropies
Let the alphabet X be a generic countable set again. Consider the sequence of the n-symbol excess entropies E(n) = I(X −n+1:0 ; X 1:n ) defined in (5) . Since E(n) cannot decrease with growing n, we may define the limiting value
called simply excess entropy [38] . Although less attention was paid in information theory to E than to entropy rate (6), excess entropy satisfies a number of neat identities. Denote the difference operator as ∆f (n) = f (n)−f (n−1) and assume H(X 1 ) < ∞. The first two differences of block entropy H(n) := H(X 1:n ), with H(0) := 0, are conditional entropy ∆H(n) = H(X n |X 1:n−1 ) and minus conditional mutual information ∆ 2 H(n) = −I(X 1 ; X n |X 2:n−1 ). Observe that H(n), ∆H(n), −∆ 2 H(n) ∈ [0, ∞[, whereas the entropy rate (6) satisfies equality h = lim n ∆H(n) for any countable alphabet (only the finite alphabet case was considered e.g. in [56, Section 2.9]). Hence, as it was derived in [38] , we have
since
In view of (39), excess entropy equals the nonnegative deviation of block entropy from the asymptotic linear growth. Since I(X 1 ; X n |X 2:n−1 ) = 0 for n > k for a k-th order Markov process, E is finite in this case. Moreover, excess entropy is finite for finite-state sources, a.k.a. hidden Markov processes [57] , [38] , by the data-processing inequality I(X 1:n ; X n+1:2n ) ≤ I(X 1:n ; Y n ) ≤ sup m H(Y m ) < ∞, where Y n is the hidden state at time n.
4 Whereas finitestate sources are state-of-the-art models in many applications, including computational linguistics [60] , [25] , Hilberg's observation of an empirical power law E(n) ≍ √ n indicates that a larger class of models may be worth considering.
B. Ergodic decomposition of excess entropy
In this subsection we will discuss a representation of excess entropy that pertains to the ergodic decomposition of a stationary process. This result will be utilized in the following subsection, which concerns strongly nonergodic processes. We shall take for granted many facts that were mentioned and derived elsewhere. The measure-theoretic generalization of conditional mutual information [61] , [62] , [63] , [3] is a tool that we need to recall in the very beginning.
For probability space (Ω, J , P ), a partition of the algebra J ⊂ 2 Ω , being the domain of probability measure P : J → R, is a finite set of events {B j } with respect to probability measure P as
where 0 log 0/x := 0. Let A, B, and C be the subalgebras of algebra J . That is, {∅, Ω} ⊂ A, B, C ⊂ J as well as A, B, C, and J are closed against operations ∩, ∪, and \. Moreover let the random variable P (A||C) be the conditional probability of event A ∈ J w.r.t. the smallest σ-field containing C [64, Section 33] . We may extend the concepts of conditional mutual information, mutual information, conditional entropy, and entropy respectively as I(A; B|C) := sup α⊂A,β⊂B 
cf. [3] , [62] , [63] , [65, Section 12] . These concepts generalize the definitions for random variables in a natural way. If we consider discrete random variables Y i and the smallest subalgebras A i ⊂ J such that all events of the form
, and H(Y 1 ) = I(A 1 ).
Quantities (44)- (47) also satisfy the additivity relation (chain rules) and enjoy certain continuity [62] , [63] , [3, Theorems 1 and 2]. Consider process (X k ) k∈Z again, where variables X i : (Ω, J ) → (X, X ) provide a mapping between measurable spaces, X being countable. The completion σ(A) of algebra A is the smallest σ-algebra that contains both all elements of A and all elements of 2 Ω of outer P -measure 0. The completions of the two subalgebras that contain events (X i = x i ) for all i ≤ 0 and for all i ≥ 1 respectively will be denoted as G ≤0 , G ≥1 ⊂ J . Then, by continuity of mutual information [62] , [63, Section 2.2],
On the other hand, by the chain rule for conditional mutual information [63, Section 3.6], [3, Theorem 2(ii)], we have
for any algebra F ⊂ G ≤0 ∩ G ≥1 . In fact, we may choose F to be the preimage of the process's shift-invariant algebra [3, Lemma 3] . To be precise, denote the product measurable space of doubly infinite sequences (U, U) = × k∈Z (X, X ). For the shift transformation T : U ∋ (x k ) k∈Z → (x k+1 ) k∈Z ∈ U, where x k ∈ X, define the invariant algebra I := {A ∈ U : T A = A}. Now let
For this algebra, conditional information I(G ≤0 ; G ≥1 |F) can be interpreted in an interesting way. Let (S, S) be the measurable space of stationary probability measures on (U, U) (i.e., µ • T = µ for µ ∈ S) and let (E, E) ⊂ (S, S) be the subspace of ergodic measures (i.e., µ(A) ∈ {0, 1} for µ ∈ E and A ∈ I). Precisely, S and E are defined as the smallest σ-fields containing all cylinder sets {µ ∈ S : µ(A) ≤ r} and {µ ∈ E : µ(A) ≤ r}, A ∈ U, r ∈ R, respectively. Since U is countably generated, all respective singletons {µ} belong to S and E. According to the strong ergodic decomposition theorem [53, Theorems 9.10-12] there exists an almost surely unique random variable F : (Ω, F ) → (E, E) such that
for all A ∈ U. The variable F will be called here the random ergodic measure of (X i ) i∈Z . For every stationary process, the distribution ν(W ) := P (F ∈ W ), W ∈ E, is given uniquely. In the following it is convenient to consider information measures for the process (X k ) k∈Z as functions of the process distribution. For an arbitrary distribution µ = P ((X k ) k∈Z ∈ ·) ∈ S, we will consider the following parameterization:
Plugging F for µ and using equality E F (A) = P ((X i ) i∈Z ∈ A), we obtain: Theorem 4.1: For a stationary process over an alphabet X,
Equality (54) follows from (49), whereas decomposition (53) for the entropy rate was derived by [66] . The exact proof that E E F = I(G ≤0 ; G ≥1 |F) can be found in [3, Theorem 5] .
There are also finitely-dimensional analogues of (53) and (54), which will be applied in the following section. To write them down, define the triple mutual information (TMI) as
in the case of finite mutual information I(X; Z), I(Y ; Z), and I(X, Y ; Z). If entropies H(X), H(Y ), and H(Z) are finite then the value of I(X; Y ; Z) does not depend on the argument permutations [56] . Anyway, we cannot use a construction analogous to (44) to extend the TMI to a permutation-independent function of arbitrary fields, since I(X; Y ; Z) is not necessarily positive and monotonic. Theorem 4.2: For a stationary process over a countable alphabet,
where the second formula holds if H(n) < ∞. The limiting behavior of the appearing quantities is following:
(ii) If the alphabet X is finite,
lim n→∞ I(X 1:n ; X 1:2n ; F )/n = lim n→∞ I(X 1:n ; F )/n = 0. (61)
Proof:
We have H(n) = H(X 1:n ) and E H F (n) = H(X 1:n |F). Hence The convergence lim n I(X 1:n ; F ) = H(F ) can be established by continuity of (conditional) mutual information [63, Section 2.2], [3, Theorems 1(v) and 2(i)]. Same for lim n E E F (n) = E E F since E E F (n) = E(X 1:n |F) and E E F = I(G ≤0 ; G ≥1 |F).
The equality and inequality in (60) can be obtained from (53) and the general property
via the dominated convergence theorem. Equalities (61) follow from (56), (60) , and the definition of the entropy rate (6).
C. Strongly nonergodic processes
According to Theorem 4.1, excess entropy E is infinite if either E E F or H(F ) is infinite. In fact, there exist ergodic processes with E = E E F = ∞ even for the binary alphabet X = {0, 1} [67] . Necessarily, entropy H(F ) equals zero if and only if the process is ergodic [3, Theorem 8(i) and Lemma 3] . On the other hand, equality H(F ) = ∞ holds in particular if the completion of F , denoted by σ(F ), contains a nonatomic sub-σ-field [3, Theorem 7] . The latter case corresponds to the class of strongly nonergodic processes, defined in Section I. Theorem 4.3: A stationary process (X i ) i∈Z is strongly nonergodic if and only if σ(F ) contains a nonatomic sub-σ-field. Moreover, for a strongly nonergodic process, all events (Z k = 0) and (Z k = 1) belong to σ(F ) [3, Theorem 9] .
Whereas E = ∞ for strongly nonergodic processes in general, the n-symbol excess entropy E(n) can be bounded by the number of bits Z k that are individually predictable given X 1:n with sufficiently high probability.
Theorem 4.4: For a strongly nonergodic process (X i ) i∈Z we have
where δ ∈ (1/2, 1) and U δ (n) is defined in equation (3).
Proof: By the continuity of mutual information [63, Section 2.2], [3, Theorems 1(v) and 2(i)],
On the other hand,
Restricting the summation in (63) to k ∈ U δ (n) yields the claim. A corollary of this result is the inequality H(n) ≥ H U (n) satisfied for the pseudoentropy defined in (7) for the alphabet X being finite. The derivation is as follows. Since all events (Z k = 0) and (Z k = 1) belong to the completion of algebra F by Theorem 4.3, we have I(X 1:n ; F ) ≥ I (X 1:n ; (Z k ) k∈N ) by the data processing inequality [3, Theorem 1(iv)]. In the following, by Theorems 4.2 and 4.4 we obtain H(n) ≥ hn + I(X 1:n ; F )
where lim n H U (n)/n = h.
V. THE MAIN RESULT
Thanks to the intermediate results of the preceding sections, we may prove the main theorem of this article. The proposition bounds the vocabulary size of a minimal grammar-based compression in terms of the number of elementary facts predictable from the compressed string, provided the string was sampled from a finite-energy strongly nonergodic process. This theorem can be called a formalization of the thesis (I). Consider also a sufficient subclass of admissible grammars J that contains all block grammars, i.e. J ⊃ B, and satisfies:
(i) G ∈ J =⇒ FG ∈ J and (ii) G ∈ J =⇒ L n G, R n G ∈ J for all valid n, where operations F, L n , and R n are given in Definition 3.10.
On the other hand, let (X i ) i∈Z be a stationary finiteenergy strongly nonergodic process over the input alphabet X = {0, 1, ..., D X − 1}. Assume that inequality
holds for the set of predictable facts
where δ ∈ (1/2/, 1) and β ∈ (0, 1).
Consider the vocabulary size V[Γ(X
Proof: Code C = B(Γ(·)) is universal by Theorem 3.9. Hence by Theorems 4.2, 4.3, and 4.4, viz. the derivation (64), we have
for the expected code length H C (n) defined in (10) and the pseudoentropy H U (n) defined in (7) . As a result, implication
holds as an instance of (102). Consider p, q > 1 such that (p − 1)(q − 1) = 1. Define variables
Theorem 3.11(ii)-(iii) assures that E C (n) n −β ≤ W 0 E U n T n for the constant W 0 defined in (32) . By Hölder's inequality, we also have
n are bounded by inequality (105), we obtain
The conclusion follows from the conjunction of propositions (65), (68) , and (71).
We have sought to formulate Theorem 5.1 with possibly generic assumptions since probabilistic modeling of natural language is full of unknowns and controversies [68] , [60] , [69] , [70] . Moreover several different grammar-based codes have been considered in the computational linguistic research [23] , [24] , [25] , [26] , [15] and we wanted to cover as many of them as possible. In particular, our theorem applies to codes based on flat grammars (J = F ). These codes yield compressions of texts in natural language which are close to their decompositions into words in the linguistic sense, according to the experiment by [26] .
We conjecture that there exist many processes that satisfy the hypothesis of Theorem 5.1. In the next section, some simple examples of processes will be presented that satisfy several of the four conditions: (65) , stationarity, finite energy, and finite alphabet. All these conditions are satisfied indeed for a process which can be obtained from of a process of form (4) by stationary variable-length coding into alphabet {0, 1, 2}.
Before we proceed to the examples of processes, let us discuss several ideas for strengthening the proposition of Theorem 5.1. Striving for realism in language modeling, it is desirable to relax the assumption of stationarity and to demonstrate the strong law version of inequality (66), under minor modifications of other assumptions. Removing the hypothesis of strict stationarity would also ease construction of processes to which the modified theorem is applicable.
What conditions suffice for the strong law version of inequality (66)?
The respective strong law proposition reads
Let us trace back some plausible conditions for (72) .
Consider the code C = B(Γ(·)) and an arbitrary stationary process (X i ) i∈Z . According to the Remark after Theorem 3.9, we have lim sup
where h F is the entropy of the process's random ergodic measure. On the other hand, the asymptotic equipartition theorem for nonergodic processes [65, Theorem 13.1], [71] asserts that
Recall also Barron 
for all but finitely many n ∈ N almost surely. The above three facts imply that function G(n) := |C(X 1:n )| log D Y + log P (X 1:n ) + 2 log n almost surely satisfies lim sup k G(k)/k = 0 and G(n) ≥ 0 for all but finitely many n ∈ N. Hence
by the excess-bounding Lemma 1.1.
Assume now that the process (X i ) i∈Z is a finite-energy process and satisfies almost surely
Hence (72) follows by (76), Theorem 3.11(ii)-(iii) and the almost sure claim of Theorem 2.2.
For which processes are relations (77)-(79) satisfied?
We suppose that (77)- (79) may hold if the ergodic components of process (X i ) i∈Z are sufficiently similar to one another. Processes distributed according to Bayesian measures of uniformly discretizable statistical models, a class that includes (4) and was introduced in [73] , seem to satisfy this condition.
May the stationarity assumption be relaxed? There is no reason to assume that stationary processes are the best models for texts in natural language. Let us recall that several facts in information theory have been generalized from the domain of stationary processes to the larger class of asymptotically mean stationary (AMS) processes [74] , [75] . So is conclusion (72) true for all AMS finite-energy processes that satisfy (77)- (79) . Indeed, the asymptotic equipartition (74) was proved in the AMS case explicitly [74, Theorem 8] , (73) holds by the Lemma on page 969 of [74] , whereas Barron's lemma (75) and Theorem 2.2 apply also to a nonstationary process (X i ) i∈Z . (The right-hand side of (73) and (74) in the AMS case equals the entropy of the random stationary ergodic measure whose expectation dominates as the distribution of (X i ) i∈Z .)
May lim inf be substituted for lim sup in (66) or (72)? Replacing the upper limit by the lower limit requires developing an alternative to Lemma 1.1. As discussed in Appendix I, the claim of Lemma 1.1 cannot be strengthened if its hypothesis is kept intact.
Does Theorem 5.1 hold for tractably computable codes?
Computing Yang-Kieffer minimal grammars is known to be NP-hard [6] . We conjecture that computing (|B(·)| , G)-minimal grammars is also NP-hard. Although we sought to constrain the grammar minimization in Theorem 5.1 to smaller domains of grammars J ⊂ G, it is a question of future research to decide whether any of these (|B(·)| , J )-minimal codes is tractably computable in a sufficiently good approximation. This problem is important since experimental comparisons of vocabulary sizes can be done only for efficiently computable grammar transforms.
It is natural to ask whether a converse of thesis (I) is true. Suppose that the minimal grammar-based compression of an n-letter long string applies m different nonterminals. Does it mean that the string describes roughly m log n independent facts in a consistent way? We deem that such a conclusion is not sound even if we accept the most permissive formal notion of what independent facts are. Counterexamples might be sought at several levels.
First of all, it is known that the redundancy H C (n) − H(n) of any universal code cannot be bounded by a processindependent sublinear function [50] . Hence the difference E C (n) − E(n) cannot be universally bounded by n β for any fixed β ∈ (0, 1), cf. Appendix III.
The most natural reasoning is, however, simpler. Suppose that the vocabulary size grows like (72) only for processes for which inequality (65) is true. The idea of a counterexample to this proposition is obvious. If there is a strongly nonergodic process for which (72) holds then the same holds also for some ergodic component of the process and this component forms the counterexample by virtue of being ergodic.
A possible line of deprecating this counterexample is to reply that almost every ergodic component of a strongly nonergodic process does describe an infinite sequence of facts which is algorithmically random rather than IID in the probabilistic sense. Thus the appropriate formalization of thesis (I) should be rather an analogue of Theorem 5.1 for individual sequences (i.e., individual texts) within the algorithmic information theory [76] , [32] , [34] , [51] . An analogue of Definition 1.1 should be provided for individual sequences as well.
We conjecture, however, that the converse of the hypothetical analogue of Theorem 5.1 for individual sequences is not true, either. It can be easily shown that the vocabulary size of Yang-Kieffer codes based on irreducible grammars grows as Ω( n/ log n) on an algorithmically random input of length n, cf. Appendix IV. Although the minimal grammar-based codes introduced in this paper seem to compress algorithmically random strings of a fixed length much better, they may asymptotically behave in a similar way.
VI. EXAMPLES OF STRONGLY NONERGODIC PROCESSES
In this section we shall examine strongly nonergodic processes in more detail. In particular, we will construct a process that satisfies the hypothesis of Theorem 5.1. That construction will be completed in Subsection VI-D.
According to Definition 1.1, a strongly nonergodic process is such a stochastic process (X i ) i∈Z that there exist independent equidistributed binary variables Z k , k = 1, 2, 3, ..., asymptotically predictable in a shift-invariant way given (X i ) i∈Z . That is,
for all lags t, all indices k, and certain functions s k . According to Theorem 4.3, a stationary process is strongly nonergodic if and only if its shift-invariant σ-field contains a nonatomic sub-σ-field. In consequence, all stationary strongly nonergodic processes are nonergodic. Definition 1.1 and example (4) provide an insight into how linguistically motivated nonergodic processes may look, which seems more concrete than previous discussions of nonergodicity in language modeling [31] , [77] . Nonetheless, nonergodic processes received much attention in information theory at a very fundamental level [78] , [79] , [80] , [81] , mostly from the viewpoint of the general ergodic decomposition theorem [82] , [66] , [83, Theorem I.4.10] , [53, .
Moreover, strongly nonergodic processes are not the first specific subclass of nonergodic processes to be introduced.
Conditionally IID processes are a likewise subclass which has been researched since long [84] , [85] , [86] , [87] , [88] , [89] , [90] . A stationary process is called conditionally IID if its random ergodic measure is supported on the set of IID process measures. The historical predecessor of the ergodic decomposition theorem, known as the de Finetti theorem, states that each exchangeable process is conditionally IID [89] .
There exist strongly nonergodic processes which are conditionally IID. Several of our examples will be of such a form. The conditionally IID processes do not seem, however, to provide reasonable models for natural language. Let us define a more plausible subclass of strongly nonergodic processes: Definition 6.1: A strongly nonergodic process (X i ) i∈Z is called an accessible description process if the variables Z k , k ∈ N, are conditionally independent given any finite block X n:m , n ≤ m. This condition is satisfied for example (4) . Using the accessibility condition allows in particular to compute an asymptotic expression for the n-symbol excess entropies E(n) if
In a linguistic interpretation, accessible description processes correspond to collections of texts that avoid describing facts in a cryptic or hermetic way. When a fact can be inferred from such a text, any knowledge of other facts does not improve this inference. The text is self-contained and there can be only little ambiguity of the knowledge conveyed by the text.
Compare it with a cryptic way of writing. Like in alchemical treaties, the writer can adopt some specific expressions that replace the words known to the reader. As a result, the knowledge conveyed by the text is inaccessible to the reader unless the reader knows the random key to the text. If the key exists, of course, viz. the famous cases of the Voynich manuscript or Codex Seraphinianus [91] , [92] .
Let us state explicitly that the conditional independence is assumed in Definition 6.1 only for the variables mentioned in Definition 1.1. For some strongly nonergodic processes, there may be more independent variables Z k having property (80) than (Z k ) k∈N but they need not be conditionally independent given blocks X n:m . Cryptic and explicit ways of referring to the described world may also coexist in natural language. Moreover, each strongly nonergodic process is an accessible description process in an asymptotical sense, i.e., variables Z k are conditionally independent given the whole process (X i ) i∈Z .
A. A mixture of Bernoulli processes
Presenting a strongly nonergodic process over a finite alphabet is easy if we do not require the power-law growth of the n-symbol excess entropies E(n). We can consider a conditionally IID process which is an uncountable mixture of IID processes. Let X (p) i i∈Z denote a Bernoulli process with parameter p, 0 ≤ p ≤ 1, namely, a binary IID process having the marginal distribution
Now we can construct a process (X i ) i∈Z such that
f (x)dx. By Theorem 4.3, (X i ) i∈Z is an uncountable description process since Y equals lim n n −1 n i=1 X i almost surely and thus is measurable against the completed shift-invariant σ-field. The suitable Z k satisfying (80) may be constructed as the consecutive digits of the binary expansion of the distribution function Ψ taken at the value of Y , Ψ(Y ) = ∞ k=1 Z k 2 −k . If Y has the beta distribution with nonnegative rational parameters, (X i ) i∈Z is the well-known Pólya urn process [86] , [87] , [90] . On the other hand, we have
Regardless of the distribution of Y , the pace of inferring the hidden values of Z k does not come close to a power-law, cf. [73] . Let us observe that blocks X 1:n are conditionally independent from futures (X i ) i>n given the block sums S n := n i=1 X i . Hence in view of the information inequality for Markov chain
Moreover, H(S n ) ≤ log(n + 1) since S n takes only n + 1 distinct values. The equality arises for the uniformly distributed Y since then
A similar behavior may be observed for conditionally IID processes over any other finite alphabet X = (0, 1, ..., D − 1). The role of S n is played by the block type, namely, the tuple of random variables S n = (S 0 n , S 1 n , ..., S D−1 n ), where S i n is the number of occurrences of value i in the block X 1:n . By the Markov chain X 1:n → S n → (X i ) i>n , we have E(n) = I(X 1:n ; X n+1:2n ) ≤ H(S n ) ≤ D log(n + 1). This bound can be related to the expression for the minimax regret in exponential families [93, Theorem 7.2] , [94] .
B. Processes over an infinite alphabet
The previous example looked like estimating an unknown real valued parameter p of the Bernoulli process in the ordinary setting of Bayesian statistics. When the alphabet X is infinite, a different type of stronger dependence can arise in conditionally independent strongly nonergodic processes. Although we can always clump variables Z k together into a single uniformly distributed real variable Y = ∞ k=1 Z k 2 −k , it can be sometimes quite unnatural to think that there is any specific number of real parameters to be estimated.
For instance, let the alphabet be X = N × {0, 1} and let (X i ) i∈Z take form
just as in the initial example (4). This process is conditionally IID if (K i ) i∈Z ∼ IID and (Z k ) k∈N and (K i ) i∈Z are independent. Additionally, (82) constitutes a strongly nonergodic process if P (K i = k) > 0 for all k ∈ N. Let us write u ⊑ v when a sequence or a string v contains a string u as a substring. For X = N × {0, 1} and v ∈ X Z ∪ X * , we may define the predictors as
A particularly interesting case arises when variables K i are zeta distributed, namely,
where β ∈ (0, 1) and ζ(x) = ∞ k=1 k −x is the zeta function. In this case, the n-symbol excess entropy E(n) grows as a power-law. To deduce the latter proposition, let U δ (n) be the set of well predictable facts, defined in (3). In view of equality
by inequality 1 − x 1/n ≤ −n −1 log x for x > 0 and hence
Thus the power-law growth of E(n) follows by (9) . A more precise calculation of E(n) is presented in the next subsection.
As indicated in Section I, example (82) may be generalized. Keeping intact the alphabet X = N × {0, 1}, independence (Z k ) k∈N ⊥ ⊥ (K i ) i∈Z , and guessing functions (83) , one may admit (K i ) i∈Z to be any ergodic stationary process assuming values in natural numbers so that P (K i = k) > 0 for all k ∈ N. It is easy to prove that such a process (X i ) i∈Z is strongly nonergodic. The proof applies the ergodic theorem [83, Theorem I.3.1] and the fact that the almost sure convergence implies convergence in probability [95, page 188] .
The logical interpretation of this process was also mentioned in Section I. Namely, (X i ) i∈Z can be imagined as a sequence of consecutive logical statements extracted from a random collection of texts. Each statement of form X i = (k, z) explicitly asserts that z is the value of the k-th bit of some abstract state of affairs (Z k ) k∈N . Regardless of the choice of described facts, determined by process (K i ) i∈Z , the statements are always logically consistent. Namely, if two propositions X i = (k, z) and X j = (k ′ , z ′ ) describe the same bits (k = k ′ ) then they always report the same value (z = z ′ ). Notwithstanding this, strict logical consistency of statements X i is not needed to yield a strongly nonergodic process. For example, let us extend the probability space with an ergodic process (U i ) i∈Z such that P (U i = 1) > 1/2 and (U i ) i∈Z ⊥ ⊥ (Z k ) k∈N , (K i ) i∈Z . For the processes (Z k ) k∈N and (K i ) i∈Z as previously, we set
where ⊕ is addition modulo 2 (XOR). Such variables X i = (k, z) can be interpreted as statements which describe (Z k ) k∈N but are not necessarily true. The noise in the statements can be filtered out by using guessing functions
where N kz (x 1:n ) is the number of i ∈ {1, ..., n} such that x i = (k, z). Hence it can be shown easily that the process of (86) is also strongly nonergodic.
C. Accessible description processes
Both (82) and (85) form accessible description processes. This observation opens an easy path to compute n-symbol excess entropies. Assume that (X i ) i∈Z is an accessible description process and the block entropy H(X 1:n ) is finite. By the chain rules,
The conditional mutual information is nonnegative, whereas the triple mutual information satisfies
for conditionally independent variables Z k since
Theorem 6.2: Let (K i ) i∈Z be IID variables with the distribution (84), β ∈ (0, 1). The n-symbol excess entropies of the process (X i ) i∈Z given by (82) obey the asymptotic law
Proof: Since I (X 1:n ; X n+1:2n |(Z k ) k∈N ) vanishes, we may write E(n) = ∞ k=1 I(X 1:n ; X n+1:2n ; Z k ) by formula (87) . Noticing that
we obtain the triple mutual information
Hence E(n) equals up to a small constant to the integral (log 2)
β (log 2)
where A := 1/ζ(β −1 ) and
By the de l'Hôpital rule,
The product (1 − u) 2 f (u) has a pole only at 0, where it integrates like (− log u)
by the dominated convergence theorem. The further substitution t = − log u yields
where integrals
can be safely integrated by parts for the considered β.
D. Coding into a finite alphabet
In this section we will construct a process that satisfies the assumptions of Theorem 5.1. The process will be denoted as (Ȳ i ) i∈Z and will be given as a stationary variable length coding of the process (82)- (84) . The desiderata for the process (Ȳ i ) i∈Z are as follows: (a) (Ȳ i ) i∈Z is a process over a finite alphabet Y = {0, 1, ..., D − 1}, (b) (Ȳ i ) i∈Z is stationary, (c) (Ȳ i ) i∈Z has finite energy, and (d) there exist independent equidistributed binary random variables (Z k ) k∈N ,P (Z k = z) = 1/2, z ∈ {0, 1}, measurable against the shift-invariant σ-field of (Ȳ i ) i∈Z such that
holds for a certain β ∈ (0, 1), allδ ∈ (1/2, 1), and the setsŪδ(n) := k ∈ N :P s k Ȳ n =Z k ≥δ of well-predictableZ k 's, where functionss k satisfy
Properties (b)-(d), but not (a), are satisfied by the process (82)- (84) . We have supposed that a suitable distribution over a finite alphabet can be constructed as the stationary mean of a certain encoding of the process (4) . To explain what it means we must introduce two more concepts.
Firstly, consider a function f : X → Y * that maps single symbols into strings. We extend it to f * :
where x i ∈ X. (The bold-face dot separates the 0-th and the first symbol.) Next, having denoted the shift operation as
exist for all A ∈ X Z , cf. [74] , [96] . The limitμ, if it exists as as a total function X Z → R, forms a stationary measure on (X Z , X Z ), i.e.,μ • T −1 =μ, and is called the stationary mean of µ. Every stationary measure is AMS [74] . Moreover, for an AMS measure µ measure µ • f Z −1 is AMS under mild conditions, cf. [74, Example 6] , [97] .
The following proposition has been proved in [97] : Theorem 6.3: Let µ = P ((X i ) i∈Z ∈ ·) be the distribution of the process (82)- (84) and put Y = {0, 1, 2}. Consider a coding function f : X → Y + given as
where 1b(k) ∈ {0, 1} + is the binary representation of a natural number k. The process (Ȳ i ) i∈Z distributed according to the stationary meanP ((
holds for β > 0.7728... and comes from satisfying condition (c). Mind that processes (Ȳ i ) i∈Z and (X i ) i∈Z live on different probability spaces, say (Ω, J ,P ) and (Ω, J , P ) respectively.
VII. THE OUTLOOK
This paper provides an explanation for the distribution of words in natural language as a joint effect of the narrative repetitions in texts and the randomness of the described world. Besides developing a class of less redundant grammar-based codes, an important development of this work is a formal model of the repetitive knowledge, as it can be conveyed by texts in natural language.
We have brought together several research lines in linguistics and information theory, using very different concepts and terms. Thus it is worth resuming our main result in plain words at the expense of certain simplification. There seems to be little consolation that linguists can find in observing Zipf's law, yet nothing scary is there either that could shake their preconceptions about human communications. The Martian scientist, speculated by G. K. Zipf in the passage quoted in the introduction, may not infer that human texts convey any timeless knowledge by counting the letter chunks. Nonetheless, there holds a converse implication.
A sufficient explanation for Zipf's law can be provided by the notion that human utterances convey some general knowledge that is mostly logically consistent, a priori unknown but learnable, and repetitive but potentially infinite. Moreover, the number of distinct letter chunks obtained by minimal universal grammar-based coding, provides an upper bound on the total amount of repetitive knowledge expressed in the text. It does not matter whether a part of this knowledge is specific, or general, or objective, or subjective, or discovered, or created.
Hence we find interesting the large scale experiments where a short tail of the distribution of words and set phrases can be observed [29] . These experiments indicate a limitation of the active vocabulary of a single person, as opposed to the vocabulary of a language. If a similar exponential tail were observed for the nonterminals of the minimal grammar-based code, it would imply a limitation on an individual person's memory. Observing a comparably little number of distinct nonterminals in the grammar-based compression of the Voynich manuscript could also corroborate the hoax hypothesis [91] , [92] .
It is harder to foresee what kind of mathematical research may be inspired by this paper, which adopts a singular bird'seye view on information theory and related domains. Several open problems have been introduced in Section V. Although we kept our argumentation within the scope of Shannon information theory, certain prospective problems for algorithmic information theory have been mentioned as well.
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APPENDIX I THE EXCESS-BOUNDING LEMMA
This paper deals with bounds on sublinear parts of functions which grow asymptotically at the same linear rate. Thus the following lemma, observed in [14] in a less general form, constitutes a convenient tool: Excess-bounding lemma) : Consider a function G : N → R such that G(n) ≥ 0 for all but finitely many n and lim k G(k)/k = 0. For any A ∈ N, we have
Proof: For n, m ∈ N, we have identity
for any M ∈ N and all but finitely many p ∈ N. If (98) did not hold then we would have AG(A k M ) − G(A k+1 M ) < 0 for all k greater than some p. This contradicts, however, (99) .
As a special case, consider functions
follows from Lemma 1.1. By inequality lim sup n (a n + b n ) ≥ lim sup n a n +lim inf n b n for arbitrary two sequences (a n ) and (b n ), inequality (100) entails the implication
The latter statement is less obvious so here comes a brief justification. The left-hand side implies that G(n) = G 2 (n) − gn − Bn β ≥ 0 for all but finitely n and a certain B > 0. Then it suffices to apply Lemma 1.1 to obtain the right-hand side.
Inequality (100) is not so easy to refine, even given some additional assumptions about the functions G i (n) that we can easily assure in our applications. The lower limit lim inf n [F 2 (n) − F 1 (n)] cannot be bounded so easily. For example, let G 1 (n) = H(n) be the block entropy and G 2 (n) = H C (n) be the expected code length (10) . Then G 1 is nondecreasing and concave whereas it is reasonable to assume that G 2 is nondecreasing but only subadditive, i.e., G 2 (n + m) ≤ G 2 (n) + G 2 (m). Consequently, F 1 is nondecreasing and tends to lim n [G 1 (n) − ng] while F 2 can oscillate between 0 and F 1 in the worst case, as the following proposition assures. Theorem 1.2: For any nonnegative, increasing, and concave function G 1 such that lim n G 1 (n) = ∞, there exists a nondecreasing and subadditive function G 2 ≥ G 1 such that lim n G 2 (n)/n = lim n G 1 (n)/n and lim inf n F 2 (n) = 0.
Proof: We will construct a G 2 which is constant and linear on alternating intervals. Since G 1 is unbounded, there exists an infinite sequence of arguments (b i ) i∈N , where b 1 := 1 and b i+1 := min {n ∈ N : G 1 (n) ≥ 2G 1 (b i )}. In the next step, let us define
This construction satisfies the required properties for the following reasons. Since G 1 is subadditive by concavity, we have
Thus lim inf n F 2 (n) = 0. Inequality G 2 ≥ G 1 holds since G 1 is growing and concave. G 2 is subadditive since G 2 (n)/n does not increase with n [98, Theorem 7.2.4]. Finally, since G 2 and G 1 are both subadditive and are equal on the infinite sequence (b i ) i∈N we have lim n G 2 (n)/n = inf n G 2 (n)/n = inf n G 1 (n)/n = lim n G 1 (n)/n by the Fekete lemma.
APPENDIX II BOUNDS FOR THE LONGEST REPEAT
Let us review several bounds for the maximal length of a repeat in a string, defined in (20) . First of all, if the alphabet is a finite set
for any string w ∈ X * . This bound is justified by the observation that if w can be split into at least D n X +1 substrings of length n then at least two substrings must be identical. The right-hand side of (103) equals one of possible n's.
Bounding the maximal repeat length above by a sublinear function is impossible with respect to certain classes of probability measures. For any function g(n) with lim n g(n)/n = 0 there exists such a stationary process
(i.e., almost surely) [99] . Nevertheless, a strong upper bound exists for quite a large class of processes: Definition 2.1: (X i ) i∈Z is called a finite-energy process if
for n, m ∈ N and certain constants c < 1 and K. Lemma 2.2: Let (X i ) i∈Z be a finite-energy process. We have
lim sup
for a constant A < ∞.
Remark: Lemma 2.2 is true for any countable alphabet X, also if (X i ) i∈Z is not stationary. Finite-energy processes can be obtained by dithering ergodic processes with an IID noise [36] . Proof: The almost sure part was shown by [36, Theorem 2] . It remains to demonstrate the bound in expectation. Assume (104) and consider a j > i ≥ 0. Applying the idea of [100] , let us notice that
This bound is nontrivial for k > A := (2 log n + log K − log 2)/ log c −1 . Consider a sufficiently large n so that A ≥ 1. Inequality (105) follows from the series of inequalities
where ∞ k=0 (k + 1) q c k < ∞. and its excess E C (n) := 2H C (n) − H C (2n) as previously. Universal codes are those uniquely decodable codes that achieve the best possible compression rate lim n H C (n)/n = h on the average, whereas inequalities H C (n) ≥ H(n) ≥ hn hold in general. By Lemma 1.1, we obtain that
APPENDIX III EXCESS LENGTHS OF UNIVERSAL
for any universal codes C and C ′ . Thus the search for the shortest codes reduces to the task of finding universal codes that enjoy the smallest excess code length.
By Lemma 1.1, the excess code length is bounded below by the n-symbol excess entropy,
This bound is not so strong in view of such a fact: Theorem 3.1: Let β ∈ (0, 1). The following statements are equivalent:
(i) H C (n) − H(n) ≤ An β holds for an A > 0 and all n. (ii) E C (n) − E(n) ≤ Bn β holds for a B > 0 and all n.
Proof: If (i) holds then (ii) holds for B = 2A since H C (n) − H(n) ≥ 0. Conversely, if (ii) is true then
Bn β 2 k(β−1)−1 ≤ Bn β 2(1 − 2 β−1 ) .
Fix some β ∈ (0, 1). For each universal code there exists a stationary process for which statement (i) is not true [50] . Thus proposition (ii) is false in the same case, as well.
Using the ergodic decomposition of excess entropy, we can prove that sup n E C (n) is finite only for countably many ergodic processes. This fact has been mentioned without proof in [3, Theorem 6] . On the other hand, E(n) is bounded by the finite excess entropy for uncountably many ergodic sources. For instance, E < ∞ for all irreducible Markov processes. Denote the expectation of the excess code length as E C µ (n) := E (2 |C(X 1:n )| − |C(X 1:2n )|) log D Y , taken with respect to a measure µ = P ((X k ) k∈Z ∈ ·) ∈ S.
Theorem 3.2: For a finite alphabet X and a universal code C, let N C (K) be the number of distinct ergodic measures µ ∈ E such that lim sup n E C µ (n) ≤ K, K ∈ R. We have log N C (K) ≤ K for K ≥ 0 whereas N C (K) = 0 for K < 0. Proof: The case of K < 0 is directly captured by inequality (108). As for K ≥ 0, let us firstly inspect the ergodic decomposition of the expected excess code length.
Consider the distribution of the random ergodic measure F . Using ν(W ) := P (F ∈ W ), W ∈ E, equation (50) may be written as P ((X i ) i∈Z ∈ A) = σ(A)dν(σ).
The code lengths |C(w)| for w ∈ X n can be upper-bounded by a natural number if X is finite. Hence
follows by the disintegration formula f ((X i ) i∈Z )dP = f d σdν(σ) Inequality (110) will be used in the further reasoning. Consider a natural number M such that M ≤ N (K). Let A ⊂ E be a subset of M ergodic measures µ such that lim sup n E C µ (n) ≤ K. Let process (X i ) i∈Z have distribution P ((X i ) i∈Z ∈ ·) = M −1 µ∈A µ. By the uniqueness of its ergodic decomposition, the random ergodic measure F takes the value of each µ ∈ A with probability 1/M . Hence H(F ) = log M by [3, Theorem 2(i) and Lemma 3] .
Take some ǫ > 0. Random variables K +ǫ−E C F (n), n ∈ N, are almost surely nonnegative for all but finitely many n. Thus, by the Fatou lemma, K + ǫ − E lim sup n E C F (n) ≤ K + ǫ − lim sup n E E C F (n). Hence from inequality (110) we obtain log M = H(F ) ≤ lim sup
Since this holds for any M ≤ N (K), the claim follows.
APPENDIX IV THE VOCABULARY SIZE OF Y-K CODES
There is a large qualitative difference between the grammarbased codes which were introduced in [5] and those that minimize the length induced by the local encoder B which satisfies condition (27) . The empirical study of [15] compared the longest matching grammar transform (LMG) [5] , [6] , an irreducible transform which locally minimizes the YangKieffer length | · |, with a similar grammar transform called BLMG that locally minimizes the length |B(·)|. It appeared that LMG and BLMG behave in a strikingly different way in terms of the vocabulary size.
The grammar transforms were applied to two novels in English and in Polish (abt. 6 × 10 5 characters) and their unigram approximations (roughly, random permutations of the texts). Paradoxically, the LMG discovered more structure in the unigram text (abt. 6 × 10 4 distinct nonterminals) than in the original data (abt. 3 × 10 4 nonterminals). For the BLMG, a difference of two orders was observed but in the opposite direction (about 1×10 2 nonterminals for the unigram data and 1 × 10 4 for the original). As far as probabilistic modeling makes sense, the text in natural language has lower entropy rate and much higher excess entropy than its unigram approximation. Thus the vocabulary size of the BLMG seems proportional to the redundancy of the source H(1)−h, in accordance with Theorem 3.11. In contrast, the vocabulary size of the LMG appears proportional rather to the entropy rate h. Part (i) of the following proposition was mentioned by [15] as an explanation to this counterintuitive behavior of the longest matching transform: 
Remark: The notations for grammar classes are as in Subsection III-C, except for P, which stands for the set of partially irreducible grammars. Grammar (α 1 , α 2 , ..., α n ) is called partially irreducible if it satisfies conditions (i) and (ii) of irreducibility, as well as, each pair of consecutive symbols in string α 1 appears at most once at nonoverlapping positions. The LMG is an I-grammar transform and there exists an F ∩ P-grammar transform Γ which is a modification of the LMG. In order to compute the value of this transform for a string w, we start with the grammar {A 1 → w} and iteratively replace the longest repeated substrings u in the start symbol definition with the new nonterminals A i → u until there is no repeat of length |u| ≥ 2.
Proof: Write G = Γ(w) and V = V[Γ(w)] for brevity. Notice that x + a + 1 > y/2 follows from (y − x)/2 ≤ (x + a)
2 for x, y, a ≥ 0.
(i) In this case, any pair of symbols occurs at most once at the every second position of all right-hand sides of G. Hence, (|G| − V )/2 ≤ (V + D X ) 2 , which implies (111).
(ii) At the every second position of the start symbol definition in G, a pair of symbols can occur only once. Thus (112) follows by
Consider a stationary ergodic process (X i ) i∈Z with an entropy rate h. For any I-transform Γ the respective YangKieffer code C = B YK (Γ(·)) is universal so |Γ(X 1:n )| (const + log n) ≥ hn − 2 log n holds for all but finitely many n almost surely. This follows by the code construction, Barron's inequality, and the asymptotic equipartition. Hence Theorem 4.1 implies V[Γ(X 1:n )] ≥ hn/ log n + const for all but finitely many n almost surely.
This reasoning cannot be transferred to the case of a (B, J )-minimal universal code where B is a local encoder. In the grammars produced by this code, the substrings may appear more than twice and there is no fixed upper bound on the number of repeats.
