An image-based fire detection method using neural networks is proposed in this paper. First, flame color features, based on the HSI color model, are trained by a backpropagation neural network for flame recognition. Then, based on the learned flame color features, regions with fire-like colors are roughly separated from an image. Besides segmenting flame regions, background objects with similar fire colors or resulted from the reflection of fire flames are also separated from the image. In order to get rid of these spurious fire-like regions, the image difference method and the invented color masking technique are applied. Finally, a compact method is devised to estimate the burning degree of fire flames so that users could be informed with a proper warning alarm. The proposed system can achieve 96.47% fire detection rate on average.
Introduction
With the gradual popularity of installation of visual surveillance systems in the past decades, fire flame detection has become a very important issue because it is closely related to people's safety and property. Today, most frequently used flame detection techniques are usually based on particle sampling, temperature sampling, and air transparency testing, in addition to the traditional ultraviolet and infrared flame detectors [1] . However, most of these detectors suffer from some severe problems. They require a close proximity to the flame. In addition, they are not always reliable, because they do not always detect the combustion itself. Instead, they detect the byproducts of combustion, which may be produced in other ways. Therefore, they usually result in higher false rates. Furthermore, all of these methods seldom provide additional descriptive information about flame location, size, burning degree, and so on.
Recently many research works on visual fire flame detection have been proposed. This is because images can provide more confident information.
Healey et al. [6] presented a fire detection system using color video input for a pre-allocated view on some ideal conditions. Noda and Ueda [10] used gray-scale images obtained from cameras to detect fire in tunnels. Yamagishi and Yamaguchi [12] also proposed a fire flame detection algorithm for color images based on the HSV color space and employed an artificial neural network to determine fire from Fourier transform of fire contours. Foo [3] presented methods for detecting fire in aircraft dry bays and engine compartments from gray-scale images. All of the above methods require a stationary camera. In addition, most of them are designed for a specific environment. Very recently, Phillips et al. [11] proposed a sophisticated method for recognizing flames in color video. However, their method does not consider the temporal variation of flames. Dedeoglu et al. [2] utilized wavelet transform to analyze the property of fire of high turbulence both on time and space. Liu et al. [9] employed Gaussian distribution to model the fire colors and Fourier transform to describe the fire contours. However, the above two are limited by regular convex flames and erroneous detection on small flames and fire-like areas.
Horng et. al. [7] also proposed an image-based real-time fire flame detection based on color analysis tried to get rid of the above drawbacks. However, in the fire areas extraction part, the HSI attributes of fires were determined by observation from test images, which might lead to be incomplete to describe fire flame color model. Therefore, in order to capture fire flame more accuracy, a backpropagation neural network is used to learn the fire color features in this paper so that fire detection can be greatly improved.
Building a Flame Feature Model
In this research, a neural network [5] is employed to build the flame color feature model (FCFM) because neural nets have the learning capability. Flame images of training samples are fed into the neural network to learn the color features of fire flames according to the HSI color model. In this paper, a four-layer fully connected backpropagation neural network is used for learning, as shown in Fig. 1 . This net is a 3×15×8×1 network. The log-sigmoid function is used as the transfer function. The network input data are H, S, I components of each pixel in an image, and it outputs the result which determines whether the pixel is a fire pixel or not with a pre-defined threshold 0.5. The initial weights of the network are randomly generated.
Since the employed backpropagation neural network is supervised, it requires a target output for each pixel. Therefore, for each training image, a mask image for the fire regions is created manually for neural network learning. As shown in Fig. 2 , a mask image is a black and white image, in which the black areas correspond to fire flame regions and the white areas correspond to non-fire flame regions. In the learning stage, the network converges with more than 95% recall rate after three epochs. Fig. 3 shows the results of a test image using the trained neural network. 
The Flame Detection Method
The proposed fire flame detection method can be divided into three major phases: (1) flames segmentation using the trained neural network, (2) removal of spurious fire-like regions, and (3) estimation of the burning degree of fire flames.
In the first phase, based on the FCFM built by the neural network, fire-like color areas are roughly separated from an input image frame. Then, spurious regions caused by fire reflection or with similar fire-like colors are removed by the image difference and the color masking techniques [7] . Finally, the burning degree of fire is roughly estimated in the last phase to provide users a proper fire alarm.
Fire Areas Segmentation
The three components (H, S, I) of each pixel of an image are sequentially input into the trained neural network and fire flame areas are extracted. For each pixel in the image f(x, y), if the color of the pixel does not belong to the detected flame areas, then set the pixel color to black, otherwise, keep the original pixel color unchanged. The result image, g(x, y), after performing the above fire flame segmentation procedure, can be represented as Eq. (1). The segmentation result is illustrated in Fig. 4 . 
Input Layer 
Removal of Spurious Fires
There are two spurious fires need to be considered: (1) Reflection of fire flames, called color shift. (2) Nonfire objects with similar fire-colors.
For the first situation, it can be removed by filtering out the pixels with lower intensity and lower saturation than the fire source pixels. For the second situation, if the color of a background object is similar to fire flames, then the image difference method might be used to remove such an object. One special situation occurs when the color shift phenomena happens too fast so that the reflective color at the same place of two consecutive images differs quite a lot. After performing color segmentation and image difference, the resulting image still contains some apparent fire-color residues in the non-flame regions. In this case, color masking can be applied to solve such a problem [7] . By using the mask color, denoted by mask, for color masking, Eq. (1) for fire segmentation should be modified as Eq. (2), the result is shown in Fig. 5 . 
Estimation of the Burning Degree of Fire Flames
The difference of two consecutive g′(x, y) is called a contour image, q(x, y). When the combustion is getting more violent, flame contours change their shapes more rapidly. Therefore, the variation of flame contour is used to estimate the burning degree of fire flames.
The contour difference image, denoted as d(x, y) will track the variation in two consecutive contour images, q i (x, y) and q j (x, y). In d(x, y), a pixel is assigned to be black if it is a black pixel in both consecutive contour images; otherwise, the pixel is set to white. The image d(x, y) is defined as Eq. (3).
After obtaining the contour difference image, the number of white pixels on it could be used as a measure for the burning degree of the fire flames. Define the white pixel ratio, r w , of a contour difference image, d(x, y), to be Eq. (4) , n n r w w =
where n w is the number of white pixels, and n is the total number of pixels in the image d(x, y). The higher the white pixel ratio is, the more violently the fires burn.
In order to alleviate the problem of focal length, a small fraction (for example, 0.03), s, is given by the user according to the situation of the input video. Two threshold values, t 1 
Experimental Results
The proposed fire flame detection method is tested with eleven fire video clips for a variety of conditions, including daytime and nighttime, indoor and outdoor.
The experimental results of the proposed flame detection method are shown in Table I . The field n f is the total number of frames of a video clip. The field n i is the number of frames containing fire flames in the video. The field f -is false negative, the field f + is false positive. The field r d , the detection rate of a video, is defined as Eq (6) ,
where n c (= n f -f --f + ) is the number of correctly detected frames (including fire and non-fire frames).
According to the experimental results as shown in Table I , the average detection rate can achieve more than 96.47%. In video 2, very small fire flames on the initial combustion are also detected, as shown in Fig.  7(a) . Even for the nearly steady flames such as spirit lamps on videos 6 to 8, the system can still detect fire flames correctly, as illustrated in Figs. 7(b) and 7(c). Moreover, in videos 9 to 11, the camera continuously shakes or the scenes are moving all the time, and all of these videos have very complex backgrounds, as shown in Figs. 8 . However, the detection results still keep more than 90%. In general, the experimental results are very encouraging and promising. 
Conclusion and Discussion
In this paper, an image-based fire flame detection method is proposed based on neural network learning and theory of chromatics. Several new ideas are presented in this new flame detection method. Fire flame color features are learned using neural networks. The color masking technique is proposed to cope with the color residue problem. In addition, a compact method is devised to estimate the burning degree of fire burning. The method is tested with eleven diverse video clips. The experimental results show that the method can achieve approximately 97% detection rate. In addition, the system can recognize fire flames on the initial combustion, and high ability to resist the camera shaking or scene moving. In this research, though fire detection rate is quite high, fire detection on a 320x240 frame requires 1693 ms on a 1.7 GHz CPU, which makes this system infeasible in real-time fire detection. In order to cope with the intensive computation power on neural network recall process for detecting fire pixel, recently the authors [8] have designed a very efficient method for detecting fire color, which greatly improved the fire detection performance. With this new method, fire detection on a frame of the same size only requires 1.85 ms, which significantly makes the proposed fire detection system of practical use.
