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Resumen
En este trabajo se pretende introducir el concepto de tomograf́ıa cuántica y discutir la
naturaleza de los estados f́ısicos haciendo hincapié en sus propiedades que los caracterizan
como clásicos o cuánticos y sus diferencias mediante el uso del formalismo tomográfico. En
la introducción se enuncia el problema de Pauli como directriz dada su importancia en la
tomograf́ıa cuántica. En las secciones 2 y 3 se da una definición de ambos tipos de estados aśı
como la frontera entre ellos y se define el tomograma como objeto principal en la tomograf́ıa.
Las secciones 4 y 5 principalmente tratan dos casos sencillos para aplicar la tomograf́ıa como
son el caso de una part́ıcula libre y un qubit. Por último en las sección 6 se retorna al problema
de Pauli para el que la tomograf́ıa cuántica da una respuesta definitiva .
1. Introducción
1.1. El problema de Pauli
El término tomograf́ıa se refiere a obtener una reconstrucción espacial de un objeto a partir
de imágenes de sus secciones. Puede considerarse como primera aproximación a la tomograf́ıa
el trabajo realizado por Radon en 1917 [1], que se centró en obtener la descomposición de una
función mediante sus integrales de ĺınea. La transformada de Radon consiste en promediar
una función a lo largo de una trayectoria rectiĺınea:





f(x, y)δ(x cos θ + y sin θ − s)dxdy (1.1)
En 1963, el f́ısico Allan McLeod Cormack logró obtener la reconstrucción de una función me-
diante integrales de ĺınea [2] aunque con una demostración completamente distinta a la de
Radon, y en su trabajo se basó el ingeniero electrónico Godfrey N.Housfield para construir el
primer aparato de tomograf́ıa axial computarizada, lo cual les valió a ambos el premio Nobel
de medicina.
Retrocediendo hasta la década de 1930, en los albores de la f́ısica cuántica, Pauli planteó
una pregunta que se conoce como el problema de Pauli [3]: ¿es posible reconstruir un estado
cuántico a partir del conocimiento de sus distribuciones de probabilidad de posición y momen-
to? La respuesta a esta pregunta en concreto es no, tal como se muestra con un contraejemplo











con h̄ = 1, Re(a) ≥ 0, b = b∗, N = 4
√
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A continuación se toman las densidades de probabilidad de las dos funciones de onda en ambas
representaciones:
















Al ser los estados diferentes y tener las mismas distribuciones, conociendo éstas no puede
distinguirse entre un estado u otro, por lo tanto su conocimiento es insuficiente para la re-
construcción uńıvoca del estado.
1.2. Aplicaciones más allá de la f́ısica
La tomograf́ıa tiene multitud de aplicaciones en distintas disciplinas, muchas de ellas de
uso habitual como la tomograf́ıa axial computarizada (TAC) por rayos-x en medicina o la
tomograf́ıa sónica 3D en estructuras. Como se ha mencionado anteriormente, la tomograf́ıa
médica fue la primera aplicación tomográfica de uso extendido que consiste en seleccionar
planos axiales en el cuerpo humano de los que se obtiene una imagen ńıtida sin superposición
de otras estructuras:
El rayo que atraviesa una sección del objeto que se somete a análisis y llega al detector, que
obtiene un promedio de la intensidad del rayo durante su trayectoria dando información de la
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opacidad µ(x):
Cada región cúbica en la que está dividida la rebanada es denominada vóxel. Según la ley de




















De esta forma queda asignado a cada ángulo de incidencia θ un número p(x) que registra la
atenuación de toda la región espacial atravesada por el rayo. Con esto se define el llamado
sinograma p(x,θ), que se escribe en forma de transformada de Radon de la función distribución
de opacidades µ = f(x, y):
p(r, θ) = R[f(x, y)] =
∫ ∞
−∞







cos θ sin θ






lo que consiste en un cambio del ángulo de incidencia. Como se observa el problema final con-
siste en encontrar la función f(x,y) lo que supone realizar una transformada inversa de Radon.
En lugar de hacerlo directamente existen otros métodos adicionales que ayudan a mejorar la
calidad de la imagen como el teorema de las secciones de Fourier, etc.
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Otro ejemplo de aplicación de esta disciplina es la tomograf́ıa sónica aplicada a presas y
estructuras de hormigón, en las que se producen ondas acústicas que son recibidas por detec-
tores, midiendo aśı su velocidad para conocer las propiedades del material.
2. Estados, observables y funciones densidad de probabilidad
de los sistemas f́ısicos
Un estado f́ısico puede definirse como el conjunto condiciones medibles que un sistema f́ısico
puede adoptar en su proceso de evolución temporal. Estas condiciones medibles se identifican
con magnitudes f́ısicas llamadas observables, como la posición o el momento.
2.1. Caso clásico
Un estado en mecánica clásica puede ser descrito como una función f(q,p,t) de la posición
y el momento que describe la situación del sistema f́ısico en su evolución temporal. Como
ejemplo puede considerarse el movimiento en una dimensión de una part́ıcula libre:
p(t) = p0 (2.1)




En consecuencia, la función que representa el estado del sistema es:




Esta función representa un estado determinista, puesto que la part́ıcula está determinada a
moverse describiendo una trayectoria fija en el espacio de fases. Puede considerarse en su lugar












Las funciones f(q,p) y g(q,p) son funciones densidad de probabilidad ya que, normalizados,
tienen las siguientes propiedades





ρ(q, p)dqdp = 1 (2.5)
















Los observables dependen del estado del sistema, por lo tanto son funciones de q y p. Además,
deben ser reales, ya que son medibles. El valor medio de un observable A viene dado por:
〈A〉 =
∫
fA(q, p)ρ(q, p)dqdp (2.6)
donde fA(q,p) es la función que representa a A en función de las variables q y p.
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2.2. Caso cuántico
En mecánica cuántica, los estados puros son representados usualmente mediante funciones
de onda o vectores en el espacio de Hilbert[15]. Las funciones de onda son amplitudes de
probabilidad que no son directamente observables, lo que śı puede medirse es su densidad
de probabilidad asociada a la variable p o q, que está dada por el módulo al cuadrado de la
función de onda:
φ(q) = 〈q|ψ〉 → ρ(q) = |ψ(q)|2 = ψ(q)∗ψ(q) (2.7)
φ(p) = 〈p|ψ〉 → ρ(p) = |ψ(p)|2 = ψ(p)∗ψ(p) (2.8)
Ejemplo de este tipo de estados son los estados del nivel fundamental y del primer nivel































pn |ψn〉 〈ψn| (2.11)
donde pn es la probabilidad de obtener el estado puro ψn. Los observables en mecánica cuánti-
ca son operadores lineales autoadjuntos sobre el espacio de Hilbert que forman una C*-álgebra
separable, pudiendo ser representada por ejemplo como matrices de dimensión infinita (Hei-
senberg) u operadores diferenciales (Schrödinger) siendo ambas representaciones equivalentes.
Los estados como por ejemplo los operadores densidad no pertenecen a esta álgebra de ob-
servables, ya que carecen de una ley de composición interna como éstos; en su lugar pueden
verse como un álgebra dual, es lo que se conoce como un enfoque de C*-álgebras[14]: Estados
y observables conforman dos conjuntos duales uno del otro cuyo nexo de unión es la medida:
A
πA(E)−→ E ∈ < (2.12)
A cada observable A le asociamos una medida espectral πA cuyo dominio son los conjuntos
Ei de la σ-álgebra de Borel sobre la recta real. Aśı pues, para un estado ρ, la medida de
probabilidad mρ,A se define como:
mρ,A := Tr(ρπA(E)) (2.13)






Si se aplica este resultado al operador posición Q se tiene que sus proyectores asociados πQ(E)
actúan sobre las funciones de onda mediante la multiplicación por la función caracteŕıstica
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del conjunto boreliano E:
(πQ(E)ψ)(x) = χE(x)ψ(x) (2.15)
χE(x) =

1 si x ∈ E
0 si x /∈ E
(2.16)





la expresión de la medida resulta:

























Esto significa que la medida de probabilidad mρ,A es absolutamente continua respecto a dx,
que es la medida de Lebesgue sobre la recta real, siendo además ρ(x, x) la derivada de Radon-
Nykodim, es decir, la función densidad de probabilidad asociada el estado ψ(x). Debido a esto
se cumplen las condiciones establecidas por el teorema de Radon-Nykodim lo cual permite




siendo para un estado puro:
〈ψ|Q |ψ〉 =
∫
x |ψ(x)|2 dx (2.20)
La medida de probabilidad otorga un emparejamiento entre observables y estados cuyo pro-
ducto es un número real, que es la medida de un observable A de un sistema que se encuentra
en el estado ρ.
2.3. El teorema de Bell
La teoŕıa cuántica en sus inicios fue puesta en duda debido a la supuesta naturaleza
probabiĺıstica de los sistemas f́ısicos y, sobre todo, al conflictivo cuarto postulado que supone
el colapso de la función de onda al realizar una medida, proceso que altera inevitablemente
el estado del sistema. El principio de incertidumbre de Heisenberg nos dice que no es posible
determinar con precisión la posición y el momento de un sistema, o generalmente, de dos
observables que no conmutan entre ellos:




Este criterio puede servir como discriminador ya que solamente es satisfecho por los estados
cuánticos como se verá en las secciones posteriores, es decir, establece una frontera entre los
dos dominios. En los inicios de la teoŕıa exist́ıa la duda sobre si la naturaleza probabiĺıstica
de los fenómenos cuánticos era explicable mediante la fluctuación de ciertas variables ocul-
tas [7], lo que implicaŕıa que la teoŕıa cuántica es una teoŕıa incompleta y que en realidad
los fenómenos cuánticos podŕıan ser predichos mediante una teoŕıa clásica de estas variables
ocultas al igual que la mecánica cuántica.
La paradoja EPR [8] (Einstein-Podolsky-Rosen) enunciada en 1935 supuso una cŕıtica que
puso de manifiesto las dudas existentes y la solución vino en 1964 de la mano de John Stewart
Bell con su teorema: ”Ninguna teoŕıa de variables puede reproducir todas las predicciones de
la mecánica cuántica” [9]. Las pruebas de este teorema sobre el caso de la paradoja EPR son
las desigualdades de Bell como se muestra a continuación.
Bob b̂ e+ ←− π0 −→ e− â Alice
Un pión neutro decae en un par electrón-positrón y éstos salen en direcciones opuestas. Con-
siderando la conservación del momento angular, el único estado entrelazado posible para las
dos part́ıculas (que se denotarán como 1 y 2) es el del singlete, formado por un esṕın arriba





La mecánica cuántica no es capaz de decir nada más, lo único seguro es que si al medir uno
de los espines se obtiene arriba, al medir el otro se obtendrá abajo. El problema es que según
la teoŕıa, la part́ıcula no adquiere la ”cualidad” hasta que ésta es medida, y por lo tanto
cuando la probabilidad del esṕın de la part́ıcula 1 colapsa, también lo hace la de la part́ıcula
2 y viceversa. Supongamos que hemos dejado a las part́ıculas separarse una distancia infinita,
al medir el esṕın en una de las part́ıculas inmediatamente la probabilidad del esṕın de la
otra colapsará en el esṕın contrario (anticorrelación) lo que implicaŕıa una acción a distancia
instantánea entrando en desacuerdo con la relatividad especial. La conclusión de este análisis
es que o bien la mecánica cuántica está completa (no hay necesidad de una teoŕıa de variables
ocultas) y no se cumple el realismo local o bien el universo ya conoce el esṕın de las dos
part́ıculas en el instante de su producción pero nosotros no lo podemos conocer con certeza
(existe una teoŕıa subyacente de variables ocultas) en cuyo caso se cumpliŕıa el realismo local.
La prueba del teorema de Bell en este caso la da la desigualdad de Bell (sección A.1):∣∣∣C(â, b̂)− C(â, ĉ)∣∣∣ ≤ 1 + C(b̂, ĉ) (2.22)
Donde C es la correlación, a y b son las direcciones de medida y c es otra dirección. Si el
sistema admite una teoŕıa de variables ocultas entonces la desigualdad se cumplirá, pero el
presente caso arroja un resultado muy distinto según las predicciones de la mecánica cuántica
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(sección A.2):






|0− 0,707|  ≤ 1 + 0,293
El resultado no deja lugar a dudas, una teoŕıa de variables ocultas no puede predecir todos
los resultados de la mecánica cuántica, y por lo tanto, ningún modelo basado en la mecánica
clásica puede hacerlo por lo que la teoŕıa cuántica es completa. El teorema de Bell estableció
una fuerte separación entre los dominios clásico y cuántico que va más allá de las relaciones
de incertidumbre aunque se manifiesta en ellas, por lo que las usaremos como criterio en las
secciones siguientes.
3. El formalismo tomográfico en el espacio de fases
La formulación del espacio de fases permite en ciertos casos tratar de igual forma con
estados clásicos y cuánticos: Los estados clásicos tendrán asociada una verdadera función
densidad de probabilidad mientras que los estados cuánticos tendrán asociada una función
de Wigner[10] que generalmente no es definida positiva. La función de Wigner de un estado
cuántico de densidad de probabilidad ρ es:



















Una función de Wigner particular que śı es positiva es la del estado fundamental (2.9) del

















La formulación cuántica en el espacio de fases se logra mediante la cuantización de Weyl[11],
en la que se asignan funciones de Wigner a las matrices densidad y los llamados śımbolos de
Weyl al resto de los operadores[12][13]:


































3.1. La cuantización de Weyl
Para introducir la cuantización de Weyl se considera el espacio de fases como el espacio
vectorial simpléctico <2n. P y Q son magnitudes conjugadas con la relación de conmutación:
[Q,P ] = QP − PQ = ih̄I (3.5)
Weyl se percató de los problemas que supońıa esta relación en espacios de Hilbert en dimensión
finita, ya que se trata con operadores no acotados en ella. Si consideramos la traza a ambos
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lados de la igualdad:
tr(QP )− tr(PQ) = tr(ih̄I) (3.6)
Si P y Q son ambos acotados se tiene que tr(QP ) = tr(PQ), lo cual no puede ser ya que
tr(ih̄I) 6= 0. Con el teorema de Wintner se da una demostración más rigurosa:
[Q,P ] = QP − PQ = ih̄I; (3.7)
[Qn, P ] = QnP − PQn = inh̄Qn−1 (3.8)
Si los dos fueran acotados:
n ‖Q‖n−1 = n
∥∥Qn−1∥∥ =≤ 2 ‖P‖ ‖Q‖n (3.9)
lo que implicaŕıa que:
‖P‖ ‖Q‖ ≥ n
2
(3.10)
lo que significa que alguno de los dos no puede ser acotado, ya que el producto de las dos nor-
mas diverge. El problema de que uno de los dos operadores sea no acotado es que su actuación
no está definida sobre todo el espacio de Hilbert, mientras que al otro lado de la igualdad en
la relación (3.5) está un múltiplo de la identidad que śı está definido sobre todo el espacio.
Esto indica que la relación (3.5) en dominios donde uno de los operadores no esté definido no
significa nada.
El propósito es construir una relación de conmutación equivalente a la original que esté de-
finida sobre todo el espacio de Hilbert, lo que es posible y está demostrado por el teorema
de Stone von-Neumann, que establece que dos cualesquiera representaciones de las relaciones
de conmutación son unitariamente equivalentes. Para solucionar el problema del dominio, en
lugar de escoger los operadores P y Q se escogen operadores unitarios uniparamétricos tal
que:
U(x) = eixP ; V (α) = eiαQ (3.11)
Para esto se hace uso del teorema de Stone, que establece una correspondencia uno a uno entre
operadores autoadjuntos en el espacio de Hilbert (no necesariamente acotados) y familias
uniparamétricas que cumplen la condición de continuidad fuerte, esto es, para una familia
uniparamétrica (Ut)t∈<:
∀t0 ∈ <, φ ∈ H : limt→t0Ut(φ) = Ut0(φ) (3.12)
Al ser operadores unitarios están definidos sobre todo el espacio de Hilbert, siendo P y Q sus
generadores infinitesimales. Las relaciones de conmutación pasan a ser las siguientes:
eiαQeixP e−iαQe−ixP = e−ih̄xα (3.13)
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3.2. El sistema de Weyl y la transformada de Weyl
Sea S un espacio simpléctico (S,ω) de dimensión entera 2n donde ω es la forma simpléctica
en S. Un sistema de Weyl es una función fuertemente continua que asigna a un elemento de
S un operador unitario sobre un espacio de Hilbert H:
W : S → U(H) (3.14)
que satisface la condición, para dos cualesquiera v1,v2 ∈ S, donde vi = (pi, qi):
W (v1)W (v2)W
†(v1 + v2) = Ie
iω(v1,v2) (3.15)
Esto es, una representación unitaria proyectiva fuertemente continua del grupo abeliano aso-
ciado a S, es decir, un grupo unitario uniparamétrico fuertemente cont́ınuo.
Dentro de S, por ser un espacio simpléctico, puede escogerse un subespacio lagrangiano L
de dimensión mitad a la de S. Un espacio de Hilbert puede construirse si sólo se toman las
funciones de cuadrado integrable dentro de este subespacio. Al ser L de dimensión n, entonces
S puede descomponerse de la forma S = L⊕ L∗ donde L∗ es el espacio dual a L.
Volviendo al sistema de Weyl, la continuidad fuerte nos asegura que podemos aplicar el teo-
rema de Stone y asociar a W(tv), que es una familia uniparamétrica dependiente de t, al
operador autoadjunto en el espacio de Hilbert:
W (tv) := eitR(v) (3.16)
Donde R(v) es el generador infinitesimal del grupo uniparamétrico W(tv) y es necesariamente
autoadjunto pero no necesariamente acotado.
De ahora en adelante, nos centraremos en el caso S = <2 con coordenadas (q,p). El ope-
rador desplazamiento en el plano de fases se deduce por su expansión en serie de Taylor:






















(q) = ψ(q + x)






















(p) = ψ̃(p+ α)
−→ D(q, p) = e−i(αQ−xP )
que representa un operador unitario sobre funciones de cuadrado integrable. Al ser P y Q
los generadores infinitesimales del desplazamiento en ambos subespacios lagrangianos, puede
escogerse oportunamente:
P = R(1, 0) ; Q = R(0, 1) (3.18)
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Podemos representar W(v) como el operador desplazamiento en el espacio de fases similar al
de la mecánica clásica:
W (v) = D(q, p) = ei(pQ−qP ) (3.19)
Por lo tanto, el sistema de Weyl se identifica con una representación irreducible proyectiva
del grupo de las traslaciones, lo que permite asociar a cada función en V un operador en el
espacio de Hilbert v́ıa transformada de Fourier. La extensión a todo <2 de las funciones f(x,α)






obteniendo la función f̃(α, x), puede sustituirse en la expresión de la transformada, cambiando





dαdxf̃(α, x)ei(αQ−xP ) (3.21)
Esta es la llamada transformada de Weyl, inversa de la transformada de Wigner, que recorre
el camino de vuelta a los operadores.
3.3. La transformada de Radon como objeto matemático aplicado a la to-
mograf́ıa
Como se ha introducido en el anterior caṕıtulo, la función de Wigner es capaz de carac-
terizar un estado cuántico pero no es una verdadera función densidad de probabilidad puesto
que no está definida positiva. Por ejemplo, la función de Wigner del primer nivel excitado del






















Con lo que basta que el miembro que multiplica la exponencial sea negativo para que la
función lo sea, entonces tendŕıamos una probabilidad negativa, algo imposible de interpretar.
La solución a este problema pasa por aplicar la transformada de Radon, que produce una
función que śı es una verdadera función densidad de probabilidad. Como ya se ha introducido
en la sección 1, la transformada de Radon consiste en realizar la integral de la función sobre
un conjunto de rectas:





f(x, y)δ(x cos θ + y sin θ − s)dxdy (3.23)
Aśı, trasladando la transformada de Radon al espacio de fases, se define el tomograma
simpléctico de un estado clásico o cuántico como la transformada de Radon de una función
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densidad de probabilidad o una función de Wigner respectivamente:
W(X,µ, ν) =
∫
W (q, p)δ(X − µq − νp)dqdp (3.24)
Los parámetros µ y ν pueden expresarse en términos de un ángulo de rotación θ y un parámetro
de contracción s, que a fin de que la transformación sea canónica cumplen que:
µ = s cos θ ; ν = s−1 sin θ (3.25)
Lo que se está haciendo es integrar y promediar a lo largo de un conjunto de rectas en el plano
de fases, haciendo una rotación y reescalado de los ejes. Partiendo del primer estado excitado
















Únicamente en el caso cuántico el tomograma puede escribirse de forma alternativa sin tener




















δ (X − µQ− νP ) dqdp
= tr(ρ̂δ(X − µQ− νP )) = 〈δ(X − µQ− νP )〉ρ
En este caso no tenemos las variables p y q, sino una familia isoespectral de operadores cuyo
espectro es la recta real:
Xµ,ν = µQ+ νP (3.28)
la cual es el resultado de aplicar una rotación y una dilatación al operador Q (sección A.6),












Q2 + P 2
2
)]
−→ SQS† = µQ+ νP (3.29)
donde
µ = eλ cos θ ; ν = e−λ sin θ
La transformada de Radon cuántica puede escribirse de otra forma. Puesto que se considera
a la variable espectral X como la nueva ”posición” y toma valores en toda la recta real, se















Donde el factor de normalización N = 1/
√
2πh̄|ν| es debido a la normalización a la delta de





El tomograma pues, será la distribución de probabilidad asociada al estado φ en la repre-
sentación de la nueva coordenada X, es decir, en función de los autoestados del operador
Xµν :







El tomograma simpléctico puede obtenerse en laboratorio, como ya se ha hecho empleando
métodos de detección homodina en lo que se conoce como tomograf́ıa óptica homodina. Aśı,
para reconstruir el estado, debeŕıa ser suficiente con aplicar la transformada de Radon inversa












Aqúı esta el por qué de la respuesta negativa al problema de Pauli: Para reconstruir el estado
no nos basta con conocer las distribuciones de probabilidad tan sólo en las ”direcciones” de
Q y P, sino que según este resultado necesitaŕıamos conocerlas en todas, las correspondientes
a los diferentes observables de la familia isoespectral Xµ,ν , en la cual cada valor distinto de µ
y ν nos proporciona una ”dirección”.
3.4. Clasificación de estados según sus propiedades tomográficas
Debido a la no positividad de la función de Wigner puede deducirse en primer lugar que





W(X,µ, ν)ei(X−µq−νp)dXdµdν ≥ 0 (3.36)
son estados clásicos ya que de ser una función de Wigner en general la integral seŕıa negativa







W(X,µ, ν)ei(X−µQ−νP )dXdµdν ≥ 0 (3.37)
son estados cuánticos, ya que el operador densidad es de norma positiva. Otro criterio para
conocer si un estado es cuántico o no es verificar si cumple las relaciones de incertidumbre,
que puede aplicarse directamente al tomograma obtenido según la relación de incertidumbre
de Robertson-Schrödinger:















h̄ (m2ω2ν2 + µ2)
X2
]
La función es una gaussiana de variable X una vez fijados los parámetros µ y ν. En primer
lugar comprobamos que cuando se sustituye h̄ por un parámetro η que se hace tender a cero,
la función se vuelve cada vez más estrecha hasta que se convierte en una delta de Dirac, la cual
representa un estado determinista que claramente viola la relación de incertidumbre. Ahora
la pregunta es, ¿cuál es el valor mı́nimo que puede tomar η? Para conocer la respuesta se
aplica la relación de incertidumbre de Robertson-Schrödinger, la cual proporciona la siguiente
condición (sección A.9):
η ≥ h̄
Por lo tanto el valor mı́nimo posible que cumple la relación de incertidumbre es el propio
valor η = h̄ que hace posible que el estado se encuentre en el dominio cuántico. Por otro
lado, la función de Wigner del estado fundamental (3.2) es definida positiva y convergente
(corresponde a una gaussiana en p y q), por lo tanto es una verdadera densidad de probabilidad
en el espacio de fases al igual que las funciones que representan los estados en la mecánica
clásica y en consecuencia pertenece también al dominio clásico. Esto no se cumple para los
estados excitados, que son puramente cuánticos.
4. Movimiento de una part́ıcula libre
El movimiento de una part́ıcula libre o movimiento de una part́ıcula en ausencia de po-
tencial es el caso más sencillo que posee una descripción tanto clásica como cuántica, por ello
tiene un interés tomográfico ya que se producirán tanto tomogramas de estados clásicos como
de estados cuánticos.
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4.1. Caso de movimiento clásico
El movimiento de una part́ıcula según la mecánica clásica viene descrito por el hamilto-





Según las ecuaciones de la mecánica hamiltoniana:




Por lo que, en ausencia de fluctuaciones, el estado es determinista:




En su lugar pueden existir fluctuaciones como por ejemplo en el caso que se posea una nube
de part́ıculas y lo que se mida sea el momento o la posición promedios, lo que es llamado una












La solución a esta ecuación es de la forma:
f(q, p, t) = f(q − p
m




Según la ecuación de Liouville, tenemos una correspondencia entre la evolución temporal de
la función de distribución f(q,p,t) y distribución inicial a tiempo t = 0. Esto se traduce en que
el volumen de la distribución o nube de puntos en el espacio de fases permanece constante.
4.2. Caso del movimiento cuántico





= [H, ρ] (4.6)
donde por definición:

































En este caso la correspondencia es a misma pero la evolución temporal la da un operador
actuando sobre el estado.
4.3. Tomograf́ıa de la part́ıcula libre clásica
Sabiendo ya que la evolución temporal de la función f(q,p,t) la marca la ecuación de
Liouville (4.4), el propósito es la reconstrucción tomográfica del estado y la determinación de
la evolución temporal de la densidad tomográfica clásica o tomograma simpléctico clásico:
W(X,µ, ν, t) =
∫ ∞
−∞
f(q, p, t)δ(X − µq − νp)dqdp (4.9)








W(X,µ, ν, t) = 0 (4.10)
y la solución que le corresponde es:




4.4. Tomograf́ıa de la part́ıcula libre cuántica
Una part́ıcula cuántica no posee una trayectoria determinista sino que su posición está
sujeta a una densidad de probabilidad en cada instante de tiempo. El tomograma simpléctico
es la transformada de Radon de la densidad de probabilidad del estado correspondiente. Si
este es un estado cuántico mezcla (caso general) entonces viene representado por una matriz
densidad y su tomograma simpléctico asociado es el siguiente:

















W(X,µ, ν, t) = 0 (4.13)
Por lo tanto se cumple lo ya explicado en el caṕıtulo 3, el formalismo tomográfico logra tratar
de igual forma ambos tipos de estados como densidades de probabilidad clásicas y en principio
no se distinguen los unos de los otros. Como se aprecia aqúı, la evolución temporal es igual
para ambos tipos de tomograma y por lo tanto hay que emplear los criterios excluyentes
anteriormente mencionados para clasificarlos.
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5. Tomograf́ıa en sistemas de n-niveles
Se considera el caso discreto de un sistema de n niveles. La medida de probabilidad del























El término dentro del sumatorio es la derivada de Radon-Nykodim de m respecto a X, es
decir, la densidad de probabilidad cuya suma en un intervalo proporciona la probabilidad de
que el valor del observable X en una medida esté contenido en dicho intervalo y por lo tanto





= tr(ρS|q〉 〈q|S†) (5.2)
Ahora bien, el objeto S |q〉 〈q|S† = P (µ, ν) es una familia de proyectores de rango 1 corres-
pondiente a la órbita obtenida al variar S(µ,ν). Este objeto puede verse también como un
vector de dimensión n2: 










 = |P 〉 (5.3)
Mediante el procedimiento de Gram-Schmidt puede construirse una familia ortonormal donde
cada vector es de la forma |Vj〉 =
∑n2













|Oj〉 〈Pj | (5.4)
y en el caso continuo de una familia biparamétrica significa que:
I =
∫
|O(µ, ν)〉 〈P (µ, ν)|dµdν (5.5)
Donde O(µ, ν) agrupa también los términos de Gram-Schmidt resultado de ortonormalizar la
base, por lo que es una función no lineal de los proyectores.
Al lograr una reconstrucción de la identidad, el obtener la forma de la familia O(µ, ν) permite
reconstruir el estado ρ:
ρ =
∫
O(µ, ν) tr(ρP (µ, ν))︸ ︷︷ ︸
Tomograma
dµdν (5.6)
Tomográficamente se obtiene el término tr(ρP (µ, ν)), lo que ya permita la reconstrucción
del estado. En el caso de un qubit se consideran los autoestados del esṕın s=1/2 |m〉 y los
proyectores |m〉 〈m| de rango 1.
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5.1. Parametrización en la esfera de Bloch
Consideremos el estado densidad ρ correspondiente a un momento angular total j = 1/2,







que al estar sujeta a las condiciones:
ρ > 0 ⇔ ρ11, ρ22 > 0; detρ ≥ 0
ρ = ρ†
tr(ρ) = 1







con 0 < ρ11 < 1. Como esta matriz pertenece a SU(2), puede escribirse en función de las
cuatro matrices de Pauli que forman una base del álgebra de Lie en SU(2):
σ0 = I ; σa =
(
δa3 δa1 − iδa2
δa1 + iδa2 −δa3
)
, a = 1, 2, 3 (5.9)








1 + y3 y1 − iy2
y1 + iy2 1 + y3
)
(5.10)
Dado que su determinante debe ser mayor o igual que cero para que la matriz sea positiva





1− y21 − y22 − y23
)
≥ 0 → y21 + y22 + y23 ≤ 1 (5.11)
que es la ecuación de la esfera de Bloch. Los estados que cumplen la igualdad son los estados












y se encuentran sobre la superficie de la esfera; por el contrario, los estados mixtos se en-
cuentran en el interior. Aśı pues, se tienen dos conjuntos bien diferenciados. La esfera puede
parametrizarse en coordenadas esféricas:
x = sin θ cosφ (5.13)
y = sin θ sinφ (5.14)
z = cos θ (5.15)
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y la expresión más general de un estado puro en la superficie es:






5.2. Tomograf́ıa de un estado qubit
El primer método consiste en considerar órbitas de la forma U |m〉 〈m|U † y obtener una
familia entera de proyectores O(θ, φ) que no siempre va a ser sencillo. En este caso relativa-
mente sencillo puede hacerse si se considera la expresión general de la familia de proyectores
de rango-1:




1 + cos θ e−iφ sen θ
eiφ sin θ 1− cos θ
)
(5.17)
y se sustituye en la expresión (5.5) de la resolución de la identidad:
I =
∫ ∫
O(θ, φ)P (θ, φ) sin θdθdφ (5.18)
Se sabe que la función O(θ, φ) es un proyector de rango 1 de la misma forma que P que además
viene multiplicado por escalares que son los coeficientes Gram-Schmidt. Por ello se considera
una matriz de la forma:
O(θ, φ) = α
(
1 + a cos θ be−iφ sen θ
beiφ sin θ 1− a cos θ
)
(5.19)
y resolviendo las ecuaciones lineales correspondientes a las componentes de la matriz se obtiene
que a=3, b=3 y c=1/4π. Obtenida esta matriz ya se puede aplicar la fórmula de reconstrucción:
ρ =
∫
O(θ, φ)tr(ρP (θ, φ))dΩ (5.20)
Como se puede intuir, no siempre podrá calcularse de forma sencilla esta familia de proyecto-
res, por ello, se busca otra alternativa que es obtener un quorum, esto es, el mı́nimo conjunto
de transformaciones unitarias o proyecciones que nos permita reconstruir de manera uńıvoca
el estado. Para el presente caso basta con fijarse en la parametrización en función de las ma-
trices de Pauli (5.10). El tomograma se escribe de la forma introducida al final del anterior
caṕıtulo:
Wρ(m,U) = tr(ρU |m〉 〈m|U †) = 〈m|U †ρU |m〉 (5.21)
Como vemos esto es un elemento de la diagonal del estado bajo la acción de U. Si consideramos
U0 = I, obtenemos los elementos de la diagonal del estado:









Estas dos componentes conforman un vector de probabilidad ya que su suma es 1, es decir,
este vector está contenido en el triángulo 1-śımplex:




, es decir, una rotación en torno a x de ángulo π/2 obtene-
mos:




Wρ(m = −1/2, U = U1) =
1− y2
2




, que es una rotación en torno a y de ángulo π/2 se obtiene:




Wρ(m = −1/2, U = U2) =
1− y1
2
Esto se debe a que en realidad las tres transformaciones realizan una proyección sobre σ3 (o
Sz) que conforma por śı sola una subálgebra de Cartan, esto puede comprobarse si aplicamos
las transformaciones U1 y U2 a las matrices σ1 y σ2:
U2σ1U
†
2 = σ3 ; U1σ2U
†
1 = σ3 (5.26)
Estas tres transformaciones conforman el quorum que permite reconstruir el estado. Ahora la
matriz densidad puede reconstruirse en función de estos términos:
W(m,Uk) =:Wk(m) ; Wk(+1/2) =:W+k =
1 + yk
2











Esta es la llamada fórmula de reconstrucción de un estado qubit.
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5.3. Frontera entre los dominios clásico y cuántico del sistema qubit o de
2 niveles







; 0 ≤ p ≤ 1
Como se aprecia, el estado es descriptible mediante un vector de probabilidad p = (p, 1− p)
que toma valores en el 1-śımplex descrito en el apartado anterior. A primera vista no puede
asegurarse que sea un estado clásico o cuántico ya que cumple con las condiciones de ambos:
Es descriptible mediante un vector de probabilidad clásico y además cumple con la condi-
ción del determinante positivo para ser un estado cuántico. Sin embargo, si se considera una
órbita generada por la acción de U(2) el estado o la órbita asociada corresponde a un estado











, U ∈ SU(2)
Esto quiere decir que el estado cuántico tiene asociada toda la órbita mientras que el estado
inicial que puede ser tanto clásico como cuántico tan sólo representa un punto en ella. Para
una caracterización completa se retorna a la condición (5.11) y se sustituyen los parámetros
en función de los tomogramas según la fórmula de reconstrucción (5.28) que indica que yk =
2W+k − 1 en el caso de escogerse los tomogramas medidos con esṕın arriba:
(2W+1 − 1)
2 + (2W+2 − 1)
2 + (2W+3 − 1)





















Esta es la expresión de una esfera de radio 1/2 centrada en el punto (1/2,1/2,1/2) donde
las coordenadas son los valores de los tomogramas Wk. Los tomogramas son funciones de
probabilidad clásicas que toman valores entre 0 y 1 por lo que tendremos una esfera inscrita
dentro de un cubo. Los estados que ocupan puntos dentro de la esfera cumplen la condición
(5.11) y por lo tanto son estados cuánticos, mientras que los que se encuentran fuera de la
esfera son estados únicamente clásicos.
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6. Conclusiones: Volviendo al problema de Pauli
Después de reconstruir el estado de un qubit podemos responder a la pregunta formula-
da por Pauli: ¿basta con conocer las distribuciones de probabilidad de posición y momento
para reconstruir completamente el estado?, esta pregunta puede ser re-formulada utilizando
el formalismo tomográfico: ¿basta con conocer el valor de las integrales de ĺınea en el espacio
de fases sobre dos direcciones perpendiculares para reconstruir completamente el estado? La
respuesta es no, para reconstruir completamente el estado se necesita conocer el valor de la
integral de ĺınea en un número mı́nimo finito de direcciones llamado quorum, que en caso
cuántico es el mı́nimo conjunto necesario de observables Xµν . Como hemos visto el quorum
necesario para reconstruir el estado qubit está formado por 3 ”direcciones” o 3 rotaciones en
SU(2) que proporcionan todos los parámetros necesarios.
Como se ha mostrado, el formalismo tomográfico es muy práctico al ser capaz de tratar por
igual tanto estados clásicos (densidades de probabilidad en el espacio de fase) como cuánticos
(estados mezcla, funciones de Wigner, etc) como verdaderas distribuciones de probabilidad
dadas por sus integrales de linea e independientemente del estado lo que se obtiene de la
medida es un número real positivo, aunque como se ha mostrado al final la sección ”Estados,
observables y funciones densidad de probabilidad de los sistemas f́ısicos”, se debe recordar
que existe una clara frontera entre ambos dominios que va mas allá del carácter determinista
o probabiĺıstico en ambos casos y que es tratada en el estudio de la decoherencia cuántica.
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A. Cálculos
A.1. La desigualdad de Bell
En una supuesta teoŕıa clásica de una variable oculta que en este caso llamaremos λ, llamamos
A(â,λ) y B(b̂,λ) a las funciones que representan el resultado medido por Alice y Bob respec-
tivamente y su valor es +1 en el caso de medir esṕın arriba y −1 en el caso de medir esṕın
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abajo. Si la variable oculta sigue una distribución de probabilidad ρ(λ) entonces la correlación
entre las dos funciones si los dos miden en las direcciones â y b̂ es:
C(â, b̂) =
∫
ρ(λ)A(â, λ)B(b̂, λ)dλ = −
∫
ρ(λ)A(â, λ)A(b̂, λ)dλ con B(b̂, λ) = −A(b̂, λ)
Si ĉ es otro vector entonces:























≤ 1 −→ 1−A(b̂, λ)A(ĉ, λ) ≥ 0
Al estar el producto acotado se tiene la siguiente desigualdad:∣∣∣C(â, b̂)− C(â, ĉ)∣∣∣ ≤ ∫ ρ(λ) [1−A(b̂, λ)A(ĉ, λ)] dλ
y simplificando en el miembro de la derecha:∣∣∣C(â, b̂)− C(â, ĉ)∣∣∣ ≤ 1 + C(b̂, ĉ)
Esta es la desigualdad de Bell original para tratar el caso de la paradoja EPR con â y b̂
perpendiculares.
A.2. Correlación predicha por la mecánica cuántica
Teniendo dos direcciones cualesquiera â y b̂ en las cuales se mide el esṕın por los aparatos a y
b respectivamente, las matrices que representan el esṕın en las dos direcciones en función de
la base de SU(2) son:
~σ · â =
(
az ax − iay
ax + iay −az
)
; ~σ · b̂ =
(
bz bx − iby
bx + iby −bz
)
y el estado singlete de las dos part́ıculas entrelazadas es:
|A〉 = 1√
2
[|1/2〉1 ⊗ |−1/2〉2 − |−1/2〉1 ⊗ |1/2〉2]
La correlación de las medidas realizadas de a sobre la part́ıcula 1 y de b sobre la part́ıcula 2
prevista por la mecánica cuántica es la siguiente:
CMC(â, b̂) = 〈A| (~σ · b̂)(2)(~σ · â)(1) |A〉 (A.1)
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Se calcula la acción de los operadores teniendo en cuenta el subespacio sobre el cual actúa
cada uno:













bz bx − iby
)






































































] = −â · b̂
A.3. Función de Wigner del estado fundamental

































































































A.4. Función de Wigner del primer nivel excitado
























































Quedan dos integrales debido al miembro que multiplica a la exponencial, la primera se re-





















A.5. Tomograma simpléctico del primer nivel excitado












































































































































































A.6. Cálculo de SQS† y SPS†
Para este cálculo se emplean las propiedades del conmutador y la siguiente identidad:
eiSAe−iS = A+ i [S,A] +
i2
2
[S, [S,A]] + · · ·+ i
n
n!
[S, ..., [S, [S,A]] ...]︸ ︷︷ ︸
n veces
+ · · ·
Para el operador Q:













Q2 + P 2
)]
; µ = eλ cos θ, ν = e−λ sin θ
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= Q+ iλ (−iQ) + i
2
2!




















= P − iλ (−iP ) + i
2
2!






+ · · ·
)
= Pe−λ










2 + P 2
2
]
= Q+ θP +
i2θ2
2!
















+ · · ·
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= − sen θQ+ cos θP










































































= −eλ sin θP + e−λ cos θQ = Yµν
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A.7. Normalización del autoestado |Xµν〉
El autoestado del operador Xµν es una función cuya integral de densidad de probabilidad no





























Para que este estado esté normalizado, esta integral debeŕıa ser igual a la delta de Dirac:〈
X ′|X
〉
= δ(X −X ′)








′−X)dq = 2πh̄νδ(X −X ′)




El caso para 〈p|X〉 es análogo.



























































exp [ikX] dkdqdp =












































A.9. Relación de incertidumbre aplicada a W0
Se tiene la relación de incertidumbre de Robertson-Schrödinger, que se pretende evaluar en
función del parámetro η para el caso del estado fundamental del oscilador armónico:
σQQ(η)σPP (η)− σQP (η) ≥
h̄2
4
En la base tomográfica, las funciones sólo dependen de la variable X y de los parámetros µ
y ν, pero con la relación X = µQ + νP. Aśı pues la varianza y la covarianza respecto a las










σQQ = σXX(1, 0) = η/2mω









(σXX(1, 0) + σXX(0, 1)) = 0






→ η ≥ h̄
A.10. Ecuación de von Neumann para el estado ρ
d
dt






















































Lo cual significa que, haciendo uso de la notación indicada en A.1 y sustituyendo la expresión
del operador momento P 2 = −h̄2/2m · ∂2/∂q,
〈q| ˆρ(t)






















= U(t) ˆρ(0)U †(t)
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A.11. Evolución temporal del tomograma clásico
El tomograma de la función de probabilidad de la part́ıcula clásica es:
W(X,µ, ν, t) =
∫ ∞
−∞
f(q, p, t)δ(X − µq − νp)dqdp

























Los términos tachados se anulan debido a que el tomograma no depende expĺıcitamente del
tiempo al ser promediado sobre las rectas y también a que p = p0 = cte. Sabiendo que la



















W(X,µ, ν, t) = 0
El caso de la ecuación de von Neumann es análogo.
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