Proxy caching is an effective technique that improves the quality of service (QoS) 
Introduction
The Internet is an important resource for people around the world since it contains a vast amount of information that is mostly presented as web pages controlled by web servers. Thus, the growth rate of web usage is rapidly enlarging without limits. As a result, the quality of service (QoS) of the most Internet Service Providers (ISPs) is highly affected and various strategies have been employed to maintain their service levels. Unfortunately, none of these strategies can completely satisfy their customers. Hence, a long delay and a low throughput rate may occur. As a consequence, the performance of services drops and termination of the browsing transactions may be performed [1, 2] .
In order to solve such a problem, the proxy cache server is one of key solutions to improving the performance of the requested services over the Internet. However, retrieving information from any websites within an organization requires efficient proxy and cache management systems to filter suitable information flowing in and out of organizational networks. Consequently, the service performance must depend on the cache management mechanism of the proxy cache server and the cache farm.
Even though various techniques have been proposed and implemented in the proxy cache system to increase the service quality, none of them can maintain the desired service quality due to the expanding number of transactions. Thus, the necessity and importance of developing an efficient cache management mechanism is a challenging task. This task involves a variety of factors, such as file sizes over the Internet and websites. In addition, the Internet users usually have their own browsing behaviors for which the cache management should be able to manage and guarantee the responses. Unfortunately, all existing cache management systems presently ignore or exclude this substantial factor in the management mechanism.
The cache management is a significant issue for every ISP. Therefore, the content-grouping criteria are important factors in achieving the desired performance of proxy caches. Generally, users search for their desired information by looking at the default groups or directories that appeared on the search engine screen, such as entertainment, sports, computers, books, etc. The advantage of these directories is the development of a high quality directory service; however, the approach cannot be applied to this research due to the limitation of scalability [3] .
Besides arranging the directories of services, the research of [4] proposed the group fetching while the user behavior is counted in [5] as a management factor when managing the cache. Thus, this research will consider the combination of these two mechanisms by finding suitable grouping criteria and time for group fetching. Moreover, a new architecture of the proxy cache farm that utilizes transactions in the access.log file, a type of Squid log file, has been proposed to create the management strategy of cache.
Based on the proposed architecture, the browsing behavior-based learning mechanism applying the concept of a recommender system is proposed in order to study the web usage patterns. This paper will show that those web usages can be grouped into specific rules and this grouping mechanism can increase the performance of the proxy cache system even though the number of requests is increased.
The remainder of this paper is organized as follows. Section 2 discusses the related works. Section 3 presents the web usage pattern-based caching architecture for constructing an efficient caching system in the cache farm environment. Section 4 describes the learning mechanism that consists of the log file analyzer and the automatic web classifier. As a result of the learning process, the URLs of websites are identified to the suitable groups. This identification of each URL will be used as a reference for the caching process of the web cache system described in Section 5. In Section 6, several experiments conducted to validate the advantage of proposed technique will be discussed. Finally, Section 7 is the concluding remarks.
Related Works
The rapid propagation of the Internet, along with the evolution of information technologies, has changed the nature of many services of the ISPs. However, most of these services are passing through the proxy system where the cache management mechanism can be considered as the heart of the services. The large amount of transactions collected from the log file of a proxy system allows the ISPs to clearly understand their customers' needs. As a consequence, their service policies and technological plans can be properly established.
In the last few years, much research has been performed to study web-browsing behavior of Internet users by analyzing proxy log files [6, 7] . These studies lead to the development of tools or models in the online services. Moreover, the study of [8] that analyzed an access.log of a Squid proxy server guided the setup of the cache management strategy. Consequently, the use of this strategy gains the positive results for performance management of the cache.
Besides the study of browsing behavior, the mining technology, an effective mechanism for data retrieval in the database area, is applied to the predicting mechanisms for buffer management [9, 10] . Thus, the hit ratios of the prefetching and caching of the web logs are improved. In the year 2009, the improvement of the predicting algorithm with an adaptive prefetching scheme had been performed under the cluster-based web system [11] . Moreover, the mining technique has been applied to explore the browsing behaviors of the Internet services. So, a custom-built apriori algorithm had been proposed to find an effective pattern analysis that helps developers and administrators in creating adaptive websites [12] . Furthermore, the use of Fuzzy Possibilistic algorithm for clustering the browsing behavior was experimented with Khanchana and Punithavalli [13] , while Awad and Khalil [14] presented the modified Markov model to predict the users' browsing behavior. As a result, the efficiency in the real world has been achieved.
Another interesting technique in the area of information retrieval to reduce unnecessary information and provide customized services is the Recommender System (RS). The RS is widely implemented in the information search algorithm in order to shorten the search time. Consequently, the RS is performed in many Internet activities and services, such as course management systems [15] , elearning systems [16] , social tagging system [17] , etc. Furthermore, a modification of the RS is applied on some product or service systems to develop the efficiency of the RS. For example, time context and group preferences are used to improve the customer profile in collaborative systems [18] and topic network and user's social graph are combined to recommend user interested topics in online social networks [19] .
Although most researches in the cache management are focused in the object selection, there is a research area that considers the cache content management instead of an evicting mechanism. This content management is addressed by grouping the related content and managing the entire group instead of a single file [3, 4, 20] . This concept also reduces the access time and increase the hit ratio as requested.
In fact, the most prevailing issue in previously proposed mechanisms is that it is not easy to modify the existing setup proxy system instantly when the proxy system encounters problems affecting to the system's QoS. For example, the behavior of users is changing and the number of requested websites is increasing. Therefore, the Web Usage Pattern-Based Caching Architecture (WUPCA) integrating with the browsing behavior-based learning mechanism has been implemented to manipulate proxy cache system in a simple way. Details of this mechanism are elaborated as follows.
The Web Usage Pattern-Based Caching Architecture
The proxy caching system has become a well-established solution for Internet service improvement. Although, the proxy caching is not a new technique, it helps to reduce the delay in the information retrieval process and also performs security assurance for the installed organizations. Moreover, if there is no implementation of proxy cache servers over the network system, all requests from the users will receive contents from the original web servers. This is not only increases requests, but also wastes the network bandwidth [9] . Therefore, it is necessary to install a proxy cache server over the network system. Most of the frequently accessed web documents are stored in its caches for later recalls. As a consequence, any recalled contents will be searched and found in these caches.
As mentioned previously, this paper presents the architecture of a proxy cache system, called as the Web Usage Pattern-Based Caching Architecture (WUPCA), which is designed as shown in Figure 1 . The WUPCA consists of four functional components: the log file analyzer (LFA), the automatic web classifier (AWC), the proxy cache distributor (PCD), and the specific proxy caches (SPCs). The first two components, the LFA and the AWC, are important modules in the learning mechanisms. These two components work together to identify the group of browsed websites. The last two components, consisting of the PCD and the SPCs, are used in system caching. The main function of the PCD is to identify all requested websites to a suitable proxy cache, and is also used to handle the unidentified websites. The SPCs, or a group of proxy caches, will serve the websites according to their specific group.
As shown in the right-hand side of Figure 1 , when the request is issued, the PCD receives the request and sends it to an identified SPC. In addition, the request will be recorded in the log database for the future learning process as illustrated in the left-hand side of Figure 1 . In the learning mechanism, the LFA reads the records from the Log database, and then cleans the irrelevant information and fields of each record. Finally, it generates the rules for the patterns of browsed websites. Moreover, all necessary information of those patterns is stored in a table, named Group Rules (GR), of the classified webs and rules database (CRDB). The GR table of the CRDB is used by the AWC to specify a group of the browsed website. The results drawn from the AWC are also stored in another table, named as the Web Identification (WI), of the CRDB. The information indicated in the WI table is used as the references by the PCD to decide caching in the farm. The details of all components are elaborated below.
Learning Mechanisms
Most of the Internet services are passing through the proxy system, which has its logged file to keep information for each web browsing. One of the most popular log files of the proxy system is Squid, which is implemented in most academic organizations [21] . The Squid consists of many types of log files, but the only one that is useful for performance management is the access.log that is employed in analysis of this research. Using learning mechanisms, the meaningful information is extracted from the access.log data to analyze the accessing behavior of users. Then, this behavior is properly defined to be able to classify the correct group of a browsed website. However, these mechanisms are performed in a fixed schedule, such as one week or one month, depending on the business objective and policy of each organization. Due to the vast and dynamic nature of the websites, new websites are constantly being added and old ones removed or modified. In this research, the mechanisms, the LFA and the AWC, are automatically performed every weekend to learn the requirements of users.
In the following sections, the LFA that performs the transformation of the access.log records to be attributes of websites and the grouping mechanism are introduced. Then, the AWC that is responsible for web classification based on the results of the LFA process is explained.
Log File Analyzer (LFA)

Log File Filtering
As mentioned previously, this research uses the access.log files to analyze the patterns of browsed websites requested by users. The files were collected from the University Office of Information Technology (IT department) of Chulalongkorn University during January-August 2009. The volume of data, in compressed files, is 1.5 TB; the number of transactions, uncompressing the files, is approximately 50 million transactions per day. The LFA eliminates the irrelevant information, including some fields of the access.log records. Figure 2 shows the standard access.log data that each record contains; timestamp, time elapse, source IP, function/status_code, file size, transferred method, destination URL, rfc931, cache/host, and categories/type of media.
Figure 2. Standard access.log records
Although the format of the access.log allows many fields to be stored, this research uses only two significant fields: the destination URL and the file size. The number of each URL in the destination URL field is analyzed to derive the popularity of websites. However, this process uses only the host name from the URL field. Not only the host name can be specified in the destination URL field, but also the type of websites can be identified implicitly. Since there are two types of websites, static and dynamic [22] , dynamic websites can be specified using the specific symbols; "cgi-bin", a question mark "?" or a suffix ".cgi" contained in the URL string [22] . For example, the URL string is http://edition.cnn.com/2012/09/17/world/asia/china-japan-islands-dispute/index.html?hpt=ias_c1. This URL will be shortened and considered only as edition.cnn.com, which is the host name. Moreover, all
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It is a fact that the value of "file size" is varied based on the type of webs (static or dynamic), status of web servers or traffic conditions when the web information is delivered. Thus, in this research, the average number of the "file size" field of each unique URL is calculated and used as the representative for each web size. This result is to indicate the load pattern of the retrieved URLs that is the real load of the cache. In the filtering process, both the values of the browse frequency and the web size of each URL are accumulated. The new values of the browse frequency and the web size are stored in the WI table of the CRDB as shown in Figure 3 . 
Rule Generation
The LFA does not only clean or filter the irrelevant fields of the access.log records, but also groups the patterns of browsed websites into rules used for the web classification process. The process of the rule generation or grouping mechanism will be performed immediately after the filtering process has ended. In order to perform this process, the browse frequency (fm) and the average web size (sm) of the URLs are employed. Additionally, these two values are used with the other information to classify the websites in the process of the AWC. Each rule consists of two related values: a boundary value of the f m (bv F ) and a boundary value of the s m (bv S ). The standard deviation of browse frequency for rule (i): 
Referring to Table 1 , the significant values are calculated using the information retrieved from the WI table. The algorithm for performing this task is illustrated in Figure 4 . Table 2 shows the first set of rules or grouping criteria for a web cache based on the browse frequency and the web size using the access.log data obtained from the IT department of Chulalongkorn University. Webs are browsed less than 3 times per week and the size larger than 1,100 bytes, including Webs are retrieved from 4 to 8 times per week and the size between 0 -4,000 bytes.
Webs are retrieved more than 8 times per week and the size not larger than 10 Mbytes.
All webs with the size larger than 10 Mbytes.
However, these rules are slightly altered when patterns of browsed websites have been changed. The re-calculating of the boundary values, bvF(i) and bvS(i), for every rule(i) will be performed every weekend because websites are constantly inserted, updated, and deleted and the browsing behavior can be changed from time to time. Moreover, these new values will overwrite the previous values in the GR table.
Automatic Web Classifier (AWC)
After finishing the process of the LFA, the next process is the responsibility of the AWC to classify all websites and specify the group to those websites. In order to improve the performance of this classification process, the well-known technique, called the recommender system (RS), is applied. The RS is a customization tool in an e-commerce system that generates the personalized recommendations that match with the needs of the users [23] . The RS consists of two common approaches: the content-based (CB) and the collaborative-filtering (CF) approaches [24] . The AWC integrates both of them to gain the highest efficiency in the web classification process. Moreover, the user-based collaborative filtering technique is applied to identify websites in the WI table. Furthermore, the browsing frequency is used as the indicator for users' preferences based on the CF concept, and the file size is used as the web's characteristic based on the CB concept.
Initially, the URLs stored in the WI table were identified to their suitable caches or the SPC using the first set of rules in Table2. In the next round of the AWC process, the WPCA will only deal with the URLs of websites that have no identification of the SPC. This is because this research desires the preservation of the existing classification to retain the most-cached objects in each SPC. Those identified websites can then be handled properly.
Suppose m is a set of different URLs of requested websites, named {url1, url2,…,urlm}; each urlm has the fm , and the sm. Two boundary values, the bvF(i) and the bvS(i), are applied. Consequently, the AWC classifies websites using the information in both of the WI table and the GR table. The algorithm that performs this task is called Web Pattern Classification Algorithm (WPCA) and is formally presented in Figure 5 . Referring to Figure 5 , the process of the WPCA is to compare the f m and the s m of url m to the bv F (i) and the bvS(i) of the generated rule(i). The result of this comparison is either "matchable" or "unmatchable". If the result is "matchable", the website will be assigned its group with the matching rule(i). Otherwise, the website will be identified to the group with the rule that its average browse frequency (GrFreq(i)) is the highest. This arrangement is performed under the assumption that the more popular the request, the more chance to meet the requirement.
Consider the performance of the WPCA when all URLs may be required for scanning in the WI table and match some existing rule in the GR 
if fmbvF(i) and smbvS(i)
, then, the urlm is classified to the rule (i). All classification results are indicated to the WI table for every URL. However, the data management and maintenance are recognized to handle data overloading in the database. For this reason, if the classified url m is inactive for a specified time, it will be removed from the database.
Caching Mechanisms
Proxy Cache Distributor (PCD)
The PCD is responsible for identifying all arrived requests from the local site in order to send these requests to the suitable proxy caches. The PCD can classify the request using information in the readonly mode of the WI table of the CRDB. A request can be either identifiable or unidentifiable. If the Enhancing the Performance of Proxy Cache Management through Browsing Behavior-based Learning Mechanism Supawadee Hiranpongsin, Pattarasinee Bhattarakosol request is identifiable, the request will be sent directly to the corresponding SPC, as shown in Figure 1 . If not, the request will be handled by the PCD. Thus, the load of this module depends on the number of undefined websites.
Specific Proxy Caches (SPCs)
The SPCs are a group of web usage pattern-based proxy caches in the WUPCA. However, the number of SPCs implemented in the WUPCA depends on the rules or grouping criteria generated from the LFA. Additionally, the size of each SPC relies on the statistical weekly usages. As a consequence, the size of each SPC is dynamic to maintain the performance of each server, which affects the performance of the entire system. Furthermore, after all SPCs transfer the records in their local log database to the Log database, the SPCs will reset their log databases and start new recordings that are used for the next evaluation time of the LFA.
Performance Evaluations
In this section, the implementation for evaluating the proposed solution is performed on HP 2 Quad Cores with XEON Processors and 16 GB main memory running Ubuntu 10.04 Desktop. The database management system employs a MySQL Server version 5.1, and the phpMyAdmin running on Apache2 Web server is used to deal with the MySQL Server. However, all mechanisms maintaining the database system, algorithms, and all functions of system are developed using Java. In addition, this evaluation model for the web cache system is implemented with Squid 2.7 STABLE7. Based on the default replacement strategies in Squid 2.7 software, four cache-replacement policies [25] are applied. They are Least Recently Used (LRU), heap GDSF (Greedy-Dual Size Frequency), heap LFUDA (Least Frequently Used with Dynamic Aging), and heap LRU. These cache policies are measured by the Hit Rate (HR), the Byte Hit Rate (BHR), the Average Response Time (Avg.RT), and the Average Response Time of Hit (Avg.RTH). The details of simulation experiments are discussed as follows.
Evaluation Model
As the fact that the traditional caching model (TCM) has no grouping criteria for web caching, the comparison between the TCM and the WUPCA has been performed to evaluate the performance of the WUPCA. In the evaluation process, the trace-driven simulation is performed by implementing both of models on a virtual machine environment.
Based on the generated rules in Section 4, the GR table contains four pairs of boundaries according to the four rules of websites in the WI table. Thus, there are four SPCs in the evaluation system and one PCD for unidentified websites, as mentioned in the PCD section. Moreover, the data for this evaluation is based on the real Internet usage of students and staffs of a government university in Thailand during October-November 2010, with the volume of 8 GB. The simulation data is approximately 57 million records.
Simulation Results
This section presents the comparisons of caching efficiency between the WUPCA and the TCM. The simulation results are stated in three experiments as follows:
Experiment 1: To show that the implementation of the WUPCA improves the caching performance comparing to the implementation of the TCM in different replacement policies
Referring to the results in Figure 6 , the WUPCA yields significantly better performance compared to the TCM in all cache replacement polices. In addition, the results also indicate that the LRU used by the WUPCA is better than the other three algorithms: the heap LRU, the heap LFUDA, and the heap GDSF. The HR and the Avg.RT of the WUPCA are enhanced approximately 30% while the BHR increases more than 52%.
Since the variety of websites in each cache of the WUPCA is accumulated in the system until most of the requests are available in the cache, the HR of the WUPCA improves as illustrated in Figure 6(a) . Additionally, Figure 6 (b) also shows that the BHR increases. This is because the WUPCA groups the patterns of websites into the specific rules using a learning mechanism. The results of the grouping mechanism of the cache bring the websites with the similar characteristics to be stored and manipulated into the same area. As a result, the possibility of the required web being found in the managed caches is higher than storing every website in the same place as the TCM. Moreover, Figure 6 (c) confirms that the Avg.RT of WUPCA is smaller than the TCM model. Therefore, the WUPCA is higher performance than the traditional TCM. Generally, the cache replacement algorithm is automatically implemented in the cache box of the proxy server. As mentioned previously, there are four replacement algorithms listed in Squid software, and one of these algorithms will be selected to setup the replacement policy of the cache. The efficiency of each cache replacement policy is measured using the HR, the BHR, and the Avg.RT. Nevertheless, these metrics may not indicate the performance in all systems; one might be good in one system but can be poor in another system [26] . 45 The experimental results of the WUPCA show that the LRU outperforms the other three policies assessed by the HR (45.88%) and the BHR (55.45%) while the heap GDSF achieves the Avg.RT of 1,019.60 milliseconds as depicted in Figure 7(a) . On the other hand, the results of the TCM illustrated in Figure 7 (b) show that the heap LRU performs better than the others; this result is confirmed by the highest HR (37.28%) and the highest BHR (39.74%). Additionally, the Avg.RT of 1,161.08 milliseconds is achieved by the heap LFUDA.
LRU
Therefore, the LRU can be selected as the suitable policy for the WUPCA while the heap LRU can be selected to perform in the TCM due to the achievement of two to three of the measured metrics. However, one interesting result is that both of the WUPCA and the TCM models obtain the similar results of the HR and the BHR for the heap LFUDA; the heap LFUDA shows the worst results for both metrics.
Experiment 3: To show that the effectiveness of the cache management in the WUPCA can enhance the performance of caching when the number of users (requests) increases.
Every Internet service provider realizes the important of the QoS for their customers. Therefore, whenever a large amount of requests occurs, their QoSs must be maintained. This experiment was designed to examine the effectiveness of the services under the condition that the number of users is increasing. In order to guarantee the test, the data is separated into two different sets. The first data set is the access.log data collected in October 2010; this set contains approximately 18 million records. The second data set is obtained from the access.log of November 2010 which is approximately 39 million records. With the aim to eliminate the bias of the experiment, the cache replacement policy for both the WUPCA and the TCM is the same that is the LRU algorithm. Figure 8 (a), the effectiveness of the WUPCA in different numbers of requests is presented since all performance metrics (the HR, the BHR, and the Avg.RT) are obviously improved. The HR increases more than 9% while the BHR significantly increases by approximately 28%. The last metric, the Avg.RT, decreases almost 3%. In contrast, the cache effect of the TCM is poor in all terms of the metrics when the amount of requests increases as depicted in Figure 8(b) . The HR and the BHR are reduced by more than 10% and approximately 1%, respectively. Importantly, the Avg.RT increases by almost 46%.
As illustrated in Figure 8 (c), all data sets are considered in order to compare the performance between the WUPCA and the TCM. The results show that the WUPCA performs significantly better than the TCM in every metric. The HR and the BHR increase by more than 20% and 43%, respectively. Moreover, the other two metrics, the Avg.RT and the Avg.RTH, have decreased. The Avg.RT is approximately 15% lower and the Avg.RTH significantly decreases by more than 44%.
In summary, the testing results confirm that the cache management policy of the WUPCA with the proposed WPCA algorithm is highly efficient and the QoS can be achieved. This is the result of categorizing and grouping websites based on the available retrieval pattern as various generated rules. These classified websites are then stored in the individual cache based on the defined rules.
Conclusion
In this research, the WUPCA is developed to maintain the quality of service (QoS) for the Internet usage that has continuously increased. The components of the WUPCA are the LFA, the AWC, the PCD, and the SPCs. There are two main mechanisms in the WUPCA, learning and caching. Within the learning mechanism, the LFA will filter out the irrelevant information of the access.log records stored in the Log database, including the grouping of websites for the classification process in the AWC. Then, the AWC will perform its task by calling the WPCA algorithm that applied the concepts of the recommender system to achieve the web categorization. This classification is used by the PCD as a reference for caching the requested websites in the suitable SPCs. Through the simulation, it has been demonstrated that under systematic organization with a clear objective, every important metric has been positively changed even though the number of transactions increases. Therefore, this WUPCA can be considered as an alternative proxy cache system that provides high serving performance for any organization.
