Abstract. In this work, we proposed to use the NOEMON approach to rank and select time series models. Given a time series, the NOEMON approach provides a ranking of the candidate models to forecast that series, by combining the outputs of different learners. The best ranked models are then returned as the selected ones. In order to evaluate the proposed solution, we implemented a prototype that used MLP neural networks as the learners. Our experiments using this prototype revealed encouraging results.
Introduction
Time series forecasting has been widely used to support planning and decision-making processes [1] . Several models have been developed to forecast time series, such as the Exponential Smoothing and the Box-Jenkins models, among others [1] . Given a set of candidate models to choose, a forecaster may either select one best model for all series, or he/she may select the best model for each time series. The former is called an aggregate selection rule and the latter an individual selection rule [2] .
Although aggregate rules are simple to implement, empirical research has shown that there is no single model that performs better than the others in all series [3] . This fact motivated several authors to develop individual rules, commonly associating characteristics of the series to the best model. An approach that formalizes this knowledge in a reusable way is to use expert systems [3] . However, the process of acquiring knowledge from experts may be very expensive and time-consuming [4] . In this scenario, an interesting alternative is the use of Machine Learning (ML) techniques [5] .
The ML algorithms were already used to model selection in different works [6] [7] [8] [9] . In general, these works used a learner as a classifier that suggests just one model among the set of candidate ones. We believe that to provide a ranking of models is a more informative solution for model selection. In our work, we proposed to use the NOEMON approach [10] to select and rank time series models. This approach generates a ranking by combining the outputs of different learners. In our work, we implemented a prototype using MLP (Multi-Layer Perceptron) neural networks [11] as the learners, and performed experiments using a large set of time series. Our results revealed that the models suggested by our prototype were in average more accurate than the models suggested by different aggregate selection rules.
In section 2, we present the use of ML algorithms to model selection. Section 3 brings a brief explanation about the NOEMON approach and its application to model selection. In section 4, we present the description of the implemented prototype. Section 5 presents the experiments and results obtained by this prototype. Finally, we have the conclusion and future work in section 6.
Machine Learning to Model Selection
As we have previously said, a way to select time series models is using expert systems. The knowledge used in these systems is extracted from forecasting experts and it is expressed in the form of rules. In this context, we highlight the Rule-Based Forecasting system [3] , which implemented an expert system with 99 rules, associating time series features (such as level discontinuities, basic trend…) to the available models. Although these systems can express knowledge in a practical and reusable way, the process of knowledge acquisition depends on human experts, which are often scarce and expensive [4] . In this scenario, ML techniques are an interesting alternative to acquire knowledge [5] . These techniques can be used to automatically learn from data, leading to potential improvement of performance, easy adaptability to new types of data, and a reduced need for experts [4] .
The use of ML algorithms to model selection was originally proposed by [6] , and adopted in other different works. In [6] , the author used decision trees to select among six available models. As training examples, he used a set of 67 time series described by six features: level of detail (quarterly or yearly), the number of turning points, autocorrelation coefficients, trend, coefficient of determination, and error of the linear regression model. In [7] , a neural network system was used to select among several exponential smoothing models, using the autocorrelations. In [8] , the authors used a neural network to select a group of models and another neural network to select a single model of the group. In [9] , the authors used a decision tree algorithm to select between the simple exponential smoothing model and a neural network model.
In general, these works treat the model selection as a classification problem where the class attribute represents the best candidate model to forecast the series, and then, they use a ML algorithm as the classifier. In this context, each training example consists of a time series described by a set of time series features, associated to the class attribute. The value of this attribute is commonly defined by experimenting all candidate models, and by choosing the one that obtained the best forecasting results for the series. A set of such examples is given as input of the ML algorithm, responsible for discovering knowledge associating the features to the candidate models.
NOEMON Approach to Model Selection
Previous works used ML techniques to suggest either one single model or a small group of models among the set of candidate ones. We believe that a more informative and flexible solution for model selection is to provide a ranking of the candidate models. First, if enough resources are available, more than one model may be used to forecasting a time series. Second, if the user has some preference for a specific subset of candidate models, he/she can select the model that get the best rank among the models of interest. In our work, we proposed the use of the NOEMON approach [10] to select and rank time series models. This approach has been recently used to select algorithms for classification problems and the results has been very promising [10] . In our work, we adapted the NOEMON approach to the model selection problem.
The NOEMON generates a ranking of models for each time series given as input, and suggests to the user the models that get the top position in the ranking. To generate a ranking of n models, the NOEMON uses (n 2) classifiers (learners), each one associated to a specific pair of models. For constructing the classifier associated to a pair (X, Y), the NOEMON adopts the following procedure. First, it defines a set of learning examples where each example corresponds to a time series described by a set of features and associated to a class attribute (either 'X' or 'Y'). The class attribute is assigned according to the model (X or Y) which obtained the best forecasting results for that series. At following, the NOEMON applies a ML algorithm, which will be responsible for associating new time series either to the class 'X' or to the class 'Y'
Given a new time series as input, NOEMON collects the outputs of the (n 2) classifiers for the series. At following, NOEMON defines a score for each candidate model by counting how many times the model appears among the (n 2) collected outputs. The ranking is then generated by sorting the scores associated to the models. As an example, suppose that we have 3 available models (X, Y and Z). The NOEMON construct (3 2) = 3 classifiers C 1 , C 2 and C 3 , associated to the pairs (X, Y), (X, Z) and (Y, Z), respectively. Now, suppose that the outputs of the three classifiers for a new time series be 'Y', 'X' and 'Y', respectively. In this case, the scores associated to the models X, Y and Z are 1, 2 and 0, respectively. By sorting these values, the NOEMON generates the ranking [Y, X, Z] and consequently suggests the model Y as the best one for the input series. In fact, the model Y is supposed to be better than X according to the classifier C 1 , and better than Z according to the classifier C 3 .
The Implemented Prototype
In order to verify the viability of our proposal, we implemented and tested a prototype. In our prototype, the NOEMON approach was used to rank and select the following models: Random Walk (RW), Holt's Linear Exponential Smoothing (HL) and Auto-Regressive model (AR). We choose these models based on criteria suggested in [8] . First, the models should be well established in the literature and commonly used in practice. The models should also require a minimal degree of user intervention and they should represent different forecasting procedures.
For these models, the NOEMON creates 3 different classification problems, each one associated to the pairs of models: (RW, HL), (RW, AR) and (HL, AR). For each problem, the NOEMON uses a ML algorithm as classifier. At following, we described the most important points in the construction of these classifiers.
Time Series Features
We followed some criteria to define the time series features. First, we tried to choose features that can be reliably identified, avoiding any subjective analysis, such as visual inspection of plots. According to [12] , judgmental identification is time consuming, requires expertise, and has a low degree of reliability. Second, we tried to use features that had already been used by other authors. Finally, we tried to use a manageable number of features. Based on these criteria, we defined the following features: 
Definition of the Training Examples
For each pair of models (X, Y), the NOEMON stores a set of training examples where each example has two parts: (1) the features describing a time series (see Section 4.1); and (2) the class attribute, which has one of the values 'X' or 'Y'. In order to assign the class attribute, we observed the forecasting performance of the models on a sample which was not used to estimate them. We used the first T observations of the series to estimate the models and the last H observations to test the models. We compared the Mean Absolute Error (MAE) obtained by each model on these h points, and assigned to the class attribute the model which obtained lower MAE.
Definition of the ML Technique
In our implementation of NOEMON, we decided to use MLP (Multi-Layer Perceptron) neural networks [11] as the classifiers. A reason for this choice is the good performance of neural networks when compared to other ML algorithms in several problems [13] . Another advantage of the MLP model is the reduced amount of time needed to generate an output to a given input pattern. This feature is crucial to NOEMON since it has to collect the outputs of (n 2) classifiers (O(n 2 )) in order to generate a ranking. In the original implementation of NOEMON [10] , the authors used the KNN algorithm, which requires less computation during training, but more computation to return an output [5] . Using an eager algorithm, such as the MLP neural network, the prototype can efficiently answer the new queries of the user.
In our prototype, we used a MLP with one hidden layer. The input layer represents the time series features (see Section 4.1). The first four features were normalized and the categorical feature 'TYPE' was represented by 5 binary attributes, each one associated to one of the categories 'micro', 'macro', 'industry', 'finances', and 'demographic'. In the case of the category 'others', all 5 input received the value 0. The output layer represents the class of the input pattern, i.e. the model associated to the time series.
Experiments and Results
We describe here the experiments that evaluated the performance of our prototype. In our experiments, we used the 645 yearly time series of the M3-Competition [14] . Although, these series only represent certain economic and demographic domains, they represent a convenient sample for expository purposes [2] . The series of the M3-Competition has been commonly used as a benchmarking sample to evaluate model selection strategies [2] [3] [8] .
For each series, we estimated the three candidate models using the first observations and we used the last H = 6 observations to evaluate the performance of the models. This number was defined following the definitions of the M3-Competition [14] . In table 1, we present the class distributions for each classification problem. The set of 645 examples was equally divided into training, validation and test sets, each one composed of 215 examples. The number of hidden nodes was defined by a trial-and-error procedure. We trained networks using 2, 4 and 6 hidden nodes (five times for each configuration), and then saved the trained network which obtained the lowest Sum of Squared Errors (SSE) in the validation set. The training process was performed by the standard Backpropagation algorithm [11] , using 0.002 as the value of the learning rate.
Classification Performance
Here, we present the classification performance obtained by the MLPs in the previously defined classification problems. The MLPs were compared to the default classifier, which always associates a new example to the most frequent class (for example the class 'HL' in the problem (RW, HL)). Table 2 shows the classification test error obtained by the MLPs, the default test error and the gain obtained by using the MLPs. As we can see, for each pair of models, we obtained a gain in the classification error when the MLPs were used. These results showed us that the networks were able to learn relationships associating the time series features to the forecast models. We observed that the best test result (around 18%) was obtained in the problem (RW, AR), where the classes are more equally distributed. 
Quality of the Suggested Rankings
The quality of a suggested ranking for a series was evaluated by measuring the similarity to the ideal ranking, which represents the correct ordering of the models according to the MAE error. In our work, we used the Spearman's rank correlation coefficient [15] to measure the similarity between a suggested and the ideal rankings. Given a series i, we calculate the squared difference between the suggested and the ideal ranks for each model j (D 2 ij ). Then we calculate the sum of these squared differences for all models. Finally, the Spearman coefficient is defined by the equation:
where n is the number of models. The larger is the value of SRC i , the greater is the similarity between the suggested and the ideal rankings for the series i. In order to evaluate the rankings generated for series in the test set, we calculated the average of the Spearman's correlation for all these series. SRC = (1/215) Σ i∈ test set SRC i
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The NOEMON approach was compared to an aggregate ranking method, where the same ranking is suggested for all series. This ranking was defined by observing the number of series in which each candidate model obtained the best performance (see table 1 ). In our case, the aggregate ranking was [HL, RW, AR]. In table 3, we show the average Spearman coefficient for the rankings generated by NOEMON and for the aggregate ranking. As we can see, the rankings generated by the NOEMON method were in average more correlated to the ideal ranking. 
Forecasting Performance
We evaluated here the NOEMON approach as an individual selection rule. As we have previously said, the NOEMON selects the models that get the top position in the ranking. When more than one model is selected for a given series, the final forecasting is the simple average of the forecasts generated by the selected models. In our experiments, we compared the NOEMON method with three aggregate selection rules. The first one is merely to use RW as the forecast model for all series, the second is to use HL and the third is to use the AR model. In order to compare the quality of the selection rules for all series in the test set, we considered the Percentage Better (PB) measure [2] . This measure associated to a selection method i is defined as follows:
where,
otherwise.
In the above definition, R represents a reference rule which serves as a basis for comparison. The e ijt is the one-step-ahead error obtained by the method i in the series j at time t, and m is the number of times in which | e Rjt | ≠ | e ijt |. Hence, PB i indicates in percentage terms, the number of times the error obtained by the reference method R was lower than the error obtained using the rule i, for all series and all points of test. Values greater than 50 for PB i , indicates that the models selected by the rule i are in average, more accurate than the models suggested by the reference rule R.
In table 4, we show the PB estimates of the NOEMON method for the 215 series of test, using the three aggregate rules as the reference methods. As we can see, for all aggregate rules the PB measure was lower than 50%. Although the PB measure was not significantly low for the rule HL, it was nevertheless lower than 50%. These results indicate that the individual rule provided by the NOEMON method was in general more accurate than the aggregate rules. 
Conclusion
In this work, we proposed the use of the NOEMON approach to rank and select time series models. In order to evaluate the proposed solution, we implemented a prototype to select between three widespread models. In our prototype, we used MLP neural networks as the classifiers of NOEMON. In our experiments, the trained MLPs obtained a good classification performance for all the classification problems created by the prototype. We also observed that the rankings generated by NOEMON were well correlated to the ideal rankings, and the forecasting accuracy of the selected models was improved when the NOEMON approach was used. As future work, we intend to improve the performance of this prototype by augmenting the set of time series features and by performing feature selection for each pair of models.
