Currently, there is an increasing demand for more rigorous and systematic approaches to develop security critical software systems across the globe. The complexity of the software system is rapidly raising due to the inclusion of properties like security and reliability. The process of software development complicates with the raising complexity of the software system. As a result, formal methods are currently used to model complex security critical systems. Literature reveals that formal methods can be applied at various points through the development process. Their tools can provide automated support, needed for checking completeness, traceability, verifiability, reusability and inconsistency management of requirement specification, which is the backbone of entire SDLC. Accordingly, there appears a need for a critical review of these formal methods. The paper presents a brief discussion on various formal methods particularly Z-method, B-method, VDM, OBJ, Larch and Communicating Sequential Process etc. along with their strengths and weaknesses followed by a comparative study on the basis of the review results. The present research work may help the software developers to provide their recommendations for using formal methods at different stages of software development and particularly for requirements phase, based on the specific requirements of an organization.
INTRODUCTION
In today's digital era, businesses are facing a challenge of releasing commercial software projects of quality on time and within budget. Most of the software is delivered with some errors, with lack of complete functionality and sometimes with cost overrun. Overrun of budgets occurs due to errors in requirement specifications that can cost up to a hundred times to correct, when detected later in the development life cycle.
Formal methods are one of the feasible solutions to the above stated problems of current IT industries. Formal methods reduce the number of errors in the delivered product and are a cost-effective way of developing high integrity software [1] . These are a particular kind of mathematically based techniques for the specification, implementation, development and testing of software and hardware systems. They benefits in accuracy and testability of the software. These methods have a great potential in specification, early debugging of errors and certification of software [2] .
Formal methods can be applied at various phases of development process such as at requirement specification phase (eliciting, articulating and representing requirements), software design phase, implementation phase (code verification), testing and software maintenance phase [3] . They are even becoming integral components of standards.
The representation used in formal methods is called a formal specification language. The formal specification languages are based on set theory and first order predicate calculus, but this mathematical background was initially not fully formalized [4] . Formal methods can detect or prevent the defect densities in specification, designs and code early on and hence can decrease the cost of correction and the development time [5] . In past, formal methods are generally used in real-time, safety critical systems but now these methods are finding their ways in other areas of various applications. This paper describes different kinds of formal methods in requirements engineering, as found in literature. Beyond this introduction, the organization of paper is as follows: Section 2 presents a brief discussion on the existing formal methods, whereas in Section 3, detailed study of formal methods is done. Section 4 presents 'Strengths and Weaknesses' of each one and in Section 5, a 'Comparative Study' is done on the basis of the critical review. Section 6 presents 'Future Research Directions' in the area. 'Conclusion and Future Work' is reported in Section 7.
INTRODUCTION TO FORMAL METHODS
Formal methods are mathematics based languages, techniques and tools that can be applied at any part of the program lifecycle. These mathematics based methods also make use of refinement techniques at any stage to ensure the correctness, completeness and consistency of specification. By providing precise and unambiguous description mechanisms, formal methods facilitate the development of the critical systems. The representation used in formal methods is called a formal specification language. The formal specification languages are based on set theory and first order predicate calculus. The language has a formal semantics that can be used to express specifications in a clear and unequivocal manner. A formal specification language can be used to model the most complex systems using relatively simple mathematical entities, such as sets, relations and functions.
Types of Formal Specification Styles
There are basically three types of formal specification styles [6] ; their pictorial representation is given as follows:
Model

Fig. 1: Formal Specification Styles
Detailed discussion on each of them is given as follows:
A) Model Based Languages
There are various ways to write a requirement specification. One approach is model based languages. These languages specify system behavior by the construction of a mathematical model with an underlying state (data) and a collection of operations on that state [7] . The state model is constructed with the help of mathematical entities such as relations, sets, sequences and functions. Operations of a system are specified by defining how they affect the state of the system model. Operations are also described by the predicates given in terms of pre and post conditions. The most widely used notations for developing model based languages are Vienna Development Method (VDM) [8] , Zed (Z) [9] and B [10].
B) Algebraic Specification
Algebraic specification is a technique, used to specify the system behavior. These languages uses methods derived from abstract algebra to specify behavior of information system. Algebraic approach was originally designed for the definition of abstract data types and interface. The most widely used notations for developing algebraic specification languages are LARCH, ASL and OBJ [11] .
C) Process Oriented
Process oriented formal specification language is basically used to describe concurrent system. For concurrency, these languages are based on specific implicit model. In these languages processes are denoted by expressions and built up by elementary expressions. Elementary expressions describe simple processes by operations, which combine processes to yield more complex processes. The most widely used process oriented language is Communicating Sequential Processes (CSP) [1] .
Formal Languages in SDLC
In SDLC, formal languages are basically used in two phases; requirements and testing. Their detailed study is given as follows:
A) Specification (Requirements Analysis Phase)
Specification is the major step in development life-cycle. It is the process of describing a system behavior and its desired properties. Formal specification languages describe system properties that might include functional behavior, timing behavior, performance characteristics and internal structure etc [3] .
For specifying the behavior of sequential systems formal methods such as Z, VDM and Larch are used while other formal methods such as CSP, CCS, State charts, Temporal Logic, Lamport and I/O automata, focus on specifying the behavior of concurrent systems [5] . RAISE is used for handling rich state spaces and LOTOS is one of the languages for handling complexity due to concurrency.
B) Verification (Testing Phase)
Verification is the process to prove or disprove the correctness of a system with respect to the formal specification or property. For the verification of the code, there are two important forms: Model Checking and Theorem proving [5] . In model checking, a finite state model of the system is build and its state space is mechanically investigated. Two wellknown and equivalent model checkers are NuSMV and SPIN.
Theorem proving is another approach for verification of a specification or program is correct. A model of the system is described in a mathematical language and desired properties of the model can be mechanically proven by a theorem prover. It is mechanization of a logical proof. The specification to be checked by a theorem prover is written in a mathematical notation, Z (pronounced 'Zed') being a wellknown example.
3.A SURVEY OF EXISTING METHODS
Various formal methods are reported in the existing literature. Some methods are significantly used in requirements phase and some at software testing phase. A detailed discussion on each of them relating to requirement phase with reference to each category as discussed in earlier section is given as follows:
Model-Based Languages
There are three major model based language reported in the literature, which are given as follows:
(a) Z-method
Pronounced "Zed", developed in 1977 by Jean-Raymond Abrail, Steve Schuman and Betrand Meyer; it was later further developed at the programming research group at Oxford University. This is a model based language used in requirement specification and verification phase, based on Zermelo-Frankel set-theory, lambda-calculus and first-order predicate logic.
The specification of an application using Z [9] is constructed basically by the definition of schemas as shown in Fig. 3.1(a) . The schemas are used to describe both static and dynamic aspects of a system. A Z schema consists of a name, the signature part and predicate part.
Attributes and the respective types of the entities being specified specifies in signature part. predicate part contains the possible values that the attributes can take. It is used to specify the state and operations of a system. 
(b) VDM
The Vienna Development Method (VDM) is a formal language developed at the IBM laboratories in Vienna in the mid-1970s. It is a collection of techniques for the modeling, specification and design of computer-based system. It is a model based language used in specification phase. The most popular tool for VDM today (VDMTools) is a rather useful tool for development of formal models in VDM++ or VDM-SL.
VDM describes software systems and other systems as models [12] . Models are described as objects and operations on objects. The objects represent input, output and internal state of the system. It is based on abstraction to develop top-down development of systems. Requirement specification is typically given as a rather abstract model. The objects capture only necessary properties for expressing the essential concepts of the operation of the intended software system.
A VDM model has a specific role in application areas, such as semantics of programming language, databases and construction of compilers. For expressing the models Meta-IV, which is the specification language of VDM, is used. The models are defined using a number of type definitions (for the objects) and function definitions (for the operations). Meta-IV is aimed at supporting abstraction in writing specifications. Abstraction is obtained through mathematical concepts, such as sets and functions. The abstraction provided by Meta-IV offers a set of mathematically based primitives that allow the construction of application-specific models.
When using VDM, an abstract model traditionally contains the following components [12] :
• Semantic domains: These types describe the objects to be operated on.
• Invariants: Invariants are the boolean functions that define a set of condition on the objects that is described by semantic domains.
• Syntactic domains: Types that define a "language" in which to express commands for manipulating the objects defined by the semantic domains.
• Well-formedness conditions: These are the functions that define when the commands, which is defined by the syntactic domains have a well-defined effect.
• Semantic functions: These functions provide the effect of commands on the objects defined by the semantic domains.
(c) B-method
The B method is developed by Jean-Raymond Abrail in 1985. It is based on Abstract Machine notation. This method is basically used for specifying, refining and implementing software [13] . A tool set is available supporting specification, design, proof and code generation [4] .
The main concept follows in B-method is to initiate with an abstract model of the system under development, which roughly corresponds to the modules in many programming languages. A development process creates a number of proof obligations, which guarantee the correctness. Proof obligations can then be proven by automatic or interactive prover [14] .
An abstract MACHINE of a given name contains information of CONSTANTS that describe the structure of the problem [14] . It includes PROPERTIES that describe the constants and ASSERTIONS which are the list of theorems that help in proving. The machine also includes VARIABLES, their INITIALIZATION and an INVARIANT, which describe the unchanging properties of one or more variables. A variable in an abstract machine is defined to be a variable passed into the machine from outside and which the machine modifies. The OPERATIONS clause depicts the procedures which the machine is intended to perform. The format for a machine can be described as follows:
...
END
When the machine is a refinement of the original abstract machine, then a new clause is introduced called REFINES [10] . The refined abstract machine very closely follows the original machine; however it adds more details to the design. It takes the specifications through a sequence of design steps towards implementation. The most important step in the B method is proving that the algorithm in the refined machine is correct.
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Algebraic Specification
There are two basic languages relating to 'Algebraic Specification', which are given as follows:
(a)OBJ
OBJ is an algebraic programming and specification languages family introduced by Joseph Goguen in 1976. Object-oriented specification languages are those which provide at least the three basic object-oriented features (i.e. objects, classes and inheritance) and are based on a semantic model that allows formal manipulation of the specification [11] .
The OBJ languages are based on algebra, first-order logic, temporal logic and set theory etc [15] . In most cases variations of different formalisms are used. A summary of approaches and their formal basis is shown in Table 1 . Objectoriented specification approaches have been classified in two main groups. These are classified as follows:
A) The first one is formed by new languages that have been designed from inception following the paradigm [11] . 
B) Incorporation of object orientation into existing languages
The second group of languages reviewed is formed by objectoriented dialects of well known formal description techniques. The language Z [9] has received a lot of attention but other techniques such as Lotos, Petri Nets and VDM [8] have also been 'affected' by the object-oriented paradigm. Three different approaches are possible:
 Re-interpretation of the language by giving a set of guidelines that allow us to specify the system in an object-oriented fashion. The advantage of this approach is that proof systems and tool support available for the original languages can still be used. However, on the other hand, the extent to which they follow the object oriented paradigm may be very limited.
 Extension of its syntax with additional constructs. The formal semantics of the new constructs are normally mapped to the semantics of the non objectoriented version (transformational semantics).

Full transformation into an object-oriented language. This involves the definition of a new language based on its precursor, but not necessarily compatible with it. Syntax and semantics have to be redefined.
(b)LARCH
The Larch family of languages supports a two-tiered, definitional style of specification. One language that is designed for a specific programming language, Larch Interface Language (LIL) and another language that is independent of any programming language, Larch Shared Language (LSL) [16] .
Interface languages are used to specify the interfaces between program components. Each specification provides the information needed to use an interface. Interface helps the components to communicate. Communication mechanisms differ from programming language to programming language. For example, some languages have mechanisms for signaling exceptional conditions, others do not. Specifications written in such interface languages are generally shorter. They are also clearer to programmers who use components and to programmers who implement them.
The top level specifications are written in LSL specification language which is based on first order logic with equality and induction. The second level is a behavioural interface specification language (BISL) which is used to specify the details of a particular implementation such as procedure sideeffects and aliasing using primitives defined in LSL. The tiered system gives Larch great flexibility since each target programming language uses a specifically designed BISL [17] .
The basic unit of specification in LSL is a trait. A trait introduces operator names, signatures (involving type, or sort, names), and a set of axioms which define properties of the operators. Traits can be combined with other traits to structured specifications. 
Process Oriented
Literature reveals only one language in this category, which is given as follows:
Communicating Sequential Process
Communicating Sequential Processes (CSP) was first described in 1978 by C. A. R. Hoare. The version of CSP presented in Hoare's original 1978 paper was essentially a concurrent programming language. It is formal language for describing patterns of interaction in concurrent systems. Programs in the original CSP were written as a parallel composition of a fixed number of sequential processes communicating with each other strictly through synchronous message-passing [1] . In contrast to later versions of CSP, each process was assigned an explicit name, and the source or destination of a message was defined by specifying the name of the intended sending or receiving process.
 Syntax
CSP operates over events and processes. Events are simply actions which take place while processes are made up of multiple events. Events are generally written in lower-case, while processes are generally written (at least beginning in) upper-case. CSP has two basic processes: SKIP and STOP. SKIP is used to represent successful termination while STOP represents a deadlocked process which can no longer engage in any events.
The syntax of CSP defines the "legal" ways in which processes and events may be combined. Let be an event, and be a set of events, then the basic syntax of CSP can be defined as:
 Semantics
Denotational semantics (initially known as mathematical semantics or Scott-Strachey semantics) is an approach of formalizing the meanings of programming languages by constructing mathematical objects (called denotations) which describe the meanings of expressions from the languages .Algebraic semantics is a form of axiomatic semantics based on algebraic laws for describing and reasoning about program semantics in a formal manner. Operational semantics is a way to give meaning to computer programs in a mathematically rigorous way.
Operational semantics have two types: structural operational semantics (or smallstep semantics) formally describe how the individual steps of a computation take place in a computer-based system. By opposition natural semantics (orbig-step semantics) describe how the overall results of the executions are obtained.
STRENGTHS AND WEAKNESSES
After going through the details of each methodology, some strengths and weaknesses are identified, which are given as follows:
Z-method (a)Strength(s)
The major strengths of Z method are as follows:
 Z provides a strong base for system designing and testing due to its high level support on abstraction.  Free tools support is available in the market.  By using Z method, faults can be found early in the development.  Z is used to specify the functional aspects of systems.  Behavioural specification, i.e. describing how things change is the strong side of Z.  The Z notation is used for the formal definition of all main control-flow testing criteria. These definitions help to eliminate the possibility of inaccuracy in understanding, which is generally happens with definitions in natural language.
 It represents both static and dynamic aspects of a system.
(b)Weaknesses
The major weaknesses of Z method are as follows:  Specification written using Z notation cannot be used to generate computer source code directly.

The weak side of Z notation is a lack of graphical notation.  This method does not have the facility of exception handling.  It does not provide support for concurrency control.  Z does not support all aspects of design.  Z formal specification is non-executable i.e. it does not contain information on how specified functionality should be achieved.
VDM-method
After going through the details of this technique, some strengths and weaknesses are identified, which are given as follows:
(a)Strength(s)  The major strengths of VDM method are as follows:  Specification written using VDM can be used to generate computer source code directly.  Specification is comprehensive and precise thus, easy to understand.  VDM emphasizes on the feature of concurrency control.  Free tools support with reference to VDM is available in the market.  VDM provides the equivalence of programming language concepts as part of compiler correctness arguments.  VDM has the facility of explicit exception handling.
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 VDM is used to specify the functional aspects of systems.  VDM++ is based on VDM-SL and used for specification of object oriented models
(b)Weaknesses
The major weaknesses of VDM method are as follows:  VDM method does not support all aspects of designing of the system.  It cannot specify usability, reliability, safety and performance requirements.  VDM Tools has lack of usability. There is no internal editor for the models. In this case the user always has to use the editor, for example Microsoft Word to change the specification.  In VDM Tools, the error list cannot be emptied and so it is hard to see which errors are new and which have already been fixed.
B-method
After going through B-method, some strengths and weaknesses are listed, which are given as follows:
(a)Strength(s)
The major strengths of B method are as follows:  Specification written using B can be used to generate computer source code directly.  Free tools support is available in the market.  B models the system in an abstract machine notation that can helps to design system generate its code.  In this method system design is refined and tested efficiently.  B method is a tool-supported formal methods. It is based on AMN (Abstract Machine Notation) which is used in the development of correct software.
(b)Weaknesses
The major weaknesses of B method are as follows:  It does not provide support for concurrency control.  B is slightly more low-level.  It is more focused on refinement to code rather than just formal specification.  No support for object oriented concept is provided by B-method.
OBJ-method
After going through the details of OBJ method, some strengths and weaknesses are listed, which are given as follows:
(a)Strength(s)
The major strengths of OBJ method are as follows:  Formal specification languages become more attractive and easy to use by using object oriented concepts.  Object orientation fills the gap between structural (static) and behavioral (dynamic) specifications.  Inheritance helps in reusability of specification.

Class specialization establishes refinement relations.  Object orientation not only helps in the formal reasoning stages but also simplifies the actual writing of specifications.  An object-oriented formal method can be integrated smoothly in the whole development cycle.
(b)Weaknesses
The major weaknesses of OBJ method are as follows:  The adoption of the object paradigm brings powerful abstraction and structuring mechanisms but at the same time creates some additional problems for example, if we want to use the constructs such as classes, inheritance and objects in a truly formal methodology they need to be formally defined and integrated within the semantic model of the language.
 The number of interpretations and contradictory terminology makes it difficult to integrate or even compare different approaches. Attempts to introduce formalism into the paradigm have often been hampered by these terms and concepts.
LARCH
After going through this approach, some strengths and weaknesses are identified, which are given as follows:
(a)Strength(s)
The major strengths of LARCH are as follows:  It is used to specify interfaces between programs in different languages.  Larch family is able to cope with the features of different implementation languages.  It supports the feature of abstraction.  Larch interface languages encourage a style of programming that emphasizes the use of abstractions, and each provides a mechanism for specifying abstract types.
 To make it possible to validate specifications before implementing or executing them, Larch permits specifiers to make assertions about specifications.
(b)Weaknesses
 Some larch specifications can be executed; most of them cannot.  Larch style of specification emphasizes simplicity and clarity rather than executability.  It is not focused to the major development phase i.e. requirement phase.
Communicating Sequential Process
After going through the details of this approach, some strengths and weaknesses are identified, which are given as follows:
(a)Strength(s)
The major strengths of CSP are as follows:  CSP is focused to verify safety and liveness properties of the system.  CSP allows the description of systems in terms of component processes that operate independently, and interact with each other through messagepassing communication.

Main focus of CSP is in software design and it is usually used to design safety-critical systems.  CSP is well-suited to modeling and analyzing systems that incorporate complex message exchanges, it has also been applied to the verification of communications and security protocols.  There exist a number of tools for analyzing and understanding systems described using CSP.
(b)Weaknesses
The major weaknesses of CSP are as follows:  CSP is well-suited to design software; it is not focus at requirements specification phase.  Working of CSP is very difficult to understand.  It is only used in concurrent system.  It needs at least two processes i.e. sending and receiving process for communication.  A subordinate process needs to know the name of its using process; this complicates construction of libraries of subordinate processes.
COMPARATIVE STUDY
For accomplishing a comparative study of the aforementioned methodologies, some attributes have been identified based on the well known practices with similar cases. These are described as follows:  Concurrency Control: Concurrency is a property used in distributed system that enables software systems to be served in large-scale distributed systems. This property allows several computations to execute simultaneously, and potentially interact with each other.

Supporting Tools: It helps in automation of any process. Supporting tools makes the steps easier; therefore, tools support is highly recommended.
 Support for Abstraction: Abstraction is the process by which data and programs are defined with a representation similar in form to its meaning (semantics), while hiding away the implementation details. Abstraction captures only essential details about an object that are relevant to the current perspective.
Object Oriented Concept:
The object oriented concepts such as inheritance, polymorphism, and encapsulation are supported by some formal specification languages. Object oriented programming is an approach for developing software system based on the concepts of classes and objects.
 Structuring: It is a mechanism for combining specifications, for example, to handle error handling or status information.

Requirements Phase Perspective:
Requirements phase is the backbone of any software to be developed [18] .
As it is well accepted by the research community, it is necessary for any methodology to consider this perspective.
On the basis of the review results i.e. strengths and weaknesses of each methodology, a comparative study of afore mentioned formal methods are done. A table is made for the comparative study of all the formal methods. If the formal method fully satisfies an attribute, a mark is drawn against the column, otherwise × is marked. 
FUTURE RESEARCH DIRECTIONS
Based on this critical review, strengths, and weaknesses of existing formal methods, we have drawn some future research directions, which are given as follows:  In Z-Method, further research may be done to incorporate refinement techniques at requirement phase to ensure the correctness, completeness and consistency of specification.

In VDM, further research may be undertaken for inclusion of a structure, making more useful for conceptual phases of SDLC e.g. requirements phase.
In B-method, future research may be done on developing an AMN (Abstract Machine Notation) that should be more specific for requirements phase.
In OBJ, future research may be done on inclusion of other attributes like authenticity, non-repudiation, incorporating threat related values in the formula, making the methodology more specific for requirements phase, along with a validation report.  In LARCH, future research may be done to include semantic type checking in specification. Tools for checking interface specifications should be integrated with other programming language tools for specify arbitrary programs.  In Communicating Sequential Process (CSP), future research may be done to integrate different approaches for specification, design, implementation, verification and validation of complex computer systems.
CONCLUSION
The paper presented strengths, weaknesses preceded by a comparative study of the existing formal methods along with the future research directions. Decision making for selecting a formal method can be easily done by the senior IT personnel by going through the results derived in the paper. Researchers have made significant progress in the area of formal methods but still improvement is needed. We presented a number of research areas, based on the existing published work in which further work is required such as composition, decomposition, abstraction, combinations of mathematical theories, reusable models and theories. Among all, major need is to make the methods to be more specific for the requirements phase because requirements are considered as foundation stone on which the entire software can be built. This work may help to provide effective and efficient ways to incorporate formal methods in requirements phase so that appropriate level of security can be achieved. Possible future extension of the work has already been discussed exhaustively in the above section.
