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In this work the optical properties of diamondoids, a new form of perfectly size- and
shape-selected, neutral, and hydrogen-passivated diamond nanocrystals, are investi-
gated. The absorption and luminescence properties are studied as a function of size and
shape and the optical gap of the investigated diamondoid species has been determined.
The shape is found to dominate the optical response of the diamondoid outweighing
size effects in the investigated size range. According to their growth scheme and their
absorption behavior the diamondoids are categorized as 1D, 2D and 3D nanodiamond
structures. The tetrahedral C26H32 cluster is identified as the smallest diamond nanos-
tructure to exhibit bulk-like absorption behavior. Further, diamondoids are shown to
exhibit photoluminescence in the ultraviolet spectral region. The spectra for eight dia-
mondoids of different sizes and shapes have been recorded. The photoluminescence is
spectrally broad and only little size-dependent. A spectral structure is observed and a
careful analysis allows for a tentative assignment to different vibrational modes. Quan-
tum chemical electronic structure calculations and group theoretical consideration have
been employed to facilitate the interpretation of the experimental data.
In a second part of the thesis, surface and bulk modified diamondoid structures of
different sizes with either a thiol functional group or an oxygen inclusion are investi-
gated to determine the influence of targeted chemical modification on the electronic
structure. The two different modifications are found to lead to fundamentally different
effects. The thiol functional group induces an impurity state that dominates the optical
properties and leads to a loss of the size dependence of the optical gap for structures
up to 30 carbon atoms. Oxygen inclusion strongly influences the optical response but
a size-dependence of the optical gap persists. Both modifications are found to quench
the UV photoluminescence of pristine diamondoids.
The present data, taken on atomically defined diamond clusters in the gas phase, re-
veal for the first time the exact interdependence of the optical response of diamondoids





Im Rahmen dieser Arbeit wurden die optischen Eigenschaften von Diamantoiden, einer
neuen Art gro¨ßen- und formselektierter, neutraler und wasserstoffpassivierter Diamant-
nanokristalle, untersucht. Es wurde die genaue Abha¨ngigkeit der Absorptions- und
Lumineszenzeigenschaften von der Gro¨ße und der Form der Diamantcluster bestimmt.
Es zeigt sich, dass die Form im untersuchten Gro¨ßenbereich einen sta¨rkeren Einfluss
auf das Absorptionsverhalten von Diamantoiden hat als die Gro¨ße. Die untersuchten
Diamantoide wurden, ihrer Struktur und ihren charakteristischen Absorptionsmerk-
malen folgend, in ein-, zwei, und dreidimensionale Diamantnanostrukturen unterteilt.
Es wurde gezeigt, dass das Absorptionsverhalten des tetraedrischen C26H32 Clusters
dem von makroskopischem Diamant sehr nahe kommt und dieser somit als kleinster
Nanodiamant angesehen werden kann. Außerdem wurde in dieser Arbeit erstmalig die
Photolumineszenz von Diamantoiden nachgewiesen. Die Spektren acht verschiedener
Diamantoide wurden aufgenommen, welche zeigen, dass die Emission von Diaman-
toiden im ultravioletten Spektralbereich liegt, energetisch sehr breit ist und nur eine
geringe Gro¨ßenabha¨ngigkeit aufweist. Die Photolumineszenzspektren wurden einge-
hend analysiert und ein mo¨glicher Erkla¨rungsansatz u¨ber Vibrationsanregungen wird
aufgezeigt. Quantenchemische Berechnungen der elektronischen Struktur sowie grup-
pentheoretische U¨berlegungen wurden zur Interpretation der experimentellen Daten
herangezogen.
Im zweiten Teil der Arbeit wird der Einfluss von Modifizierungen der Oberfla¨che und
des Kohlenstoffgeru¨sts auf die optischen Eigenschaften der Diamantoide untersucht.
Dies geschieht an den Beispielen der Oberfla¨chenfunktionalisierung mit einer Thiol-
gruppe sowie des Austauschs eines Kohlenstoffs durch ein Sauerstoffatom. Die zwei
verschiedenen Modifizierungen unterscheiden sich in ihren Auswirkungen auf die elek-
tronische Struktur fundamental voneinander. Die Thiolgruppe induziert ein Sto¨rstel-
lenniveau, das die optischen Eigenschaften komplett dominiert und zu einem Verlust
der Gro¨ßenabha¨ngigkeit der Bandlu¨cke fu¨r Cluster mit weniger als 30 Atomen fu¨hrt.
Das Einfu¨gen eine Sauerstoffatoms in den Kohlenstoffka¨fig beeinflusst die optischen
Eigenschaften in geringerem Maße und erha¨lt die Gro¨ßenabha¨ngigkeit der Bandlu¨cke.
Beide Modifizierungen unterdru¨cken die in reinen Diamantoiden vorhandene Photolu-
mineszenz.
Die in dieser Arbeit vorgestellten Untersuchungen an atomar definierten Diamantclus-
tern in der Gasphase zeigen erstmals den genauen Zusammenhang zwischen den op-
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Diamondoids constitute a series of perfectly defined, hydrogen-passivated nanodia-
monds. These diamond nanocrystals have become available in various sizes and shapes
through their recent isolation from petroleum [1]. Diamondoids always contain a well-
defined number of diamond cage units and can therefore be regarded as a series of
diamond clusters that, in the macroscopic limit, converges against bulk diamond.
Diamondoids are interesting from various perspectives: With respect to diamond they
represent miniaturization in the ultimate, molecular size limit; diamondoids possess
technologically interesting properties such as negative electron affinity [2] and are,
among other things, used as seeds in CVD diamond growth [3]. The chemical func-
tionalization of diamondoids [4] has paved the way for new diamondoid devices [2]
and opens new possibilities for tailoring diamondoid properties. Further, the precise
knowledge of each diamondoid’s structure affords unprecedented opportunities, such as
investigating size and shape effects in nanocrystals or the influence of single impurity
atoms.
Typical investigations on neutral clusters and nanocrystals suffer from poorly defined
experimental parameters. Especially when studying the optical properties, which pro-
hibits the use of charged particles, a size distribution of the investigated samples is
inevitable. Further experimental shortcomings usually include an unknown surface
reconstruction, undefined particle shape and interactions of the sample with its envi-
ronment. The present gas phase investigations on diamondoids allow one to get rid of
these experimental nuisances and produce data of atomically defined, interactionless,
neutral particles. These are the same boundary conditions of typical theoretical elec-
tronic structure investigations. The results of this study therefore provide unrestricted
and for nanocrystals unprecedented comparability of experimental and theoretical data.
The goal of the present study is to determine with atomic precision the influence of
different parameters that define the electronic and optical properties of diamondoids.
The investigated parameters are particle size, particle shape, and chemical modifica-
tion. For this purpose a gas cell setup is developed that facilitates synchrotron-based
absorption and photoluminescence measurements on diamondoids in the gas phase.
Pristine diamondoids of different sizes and shapes are investigated to determine the
influence of size and shape on the optical properties. Diamondoids with surface func-
tional groups and bulk-substituted diamondoids with incorporated impurity atoms are
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studied to learn about the impact of different kinds of chemical modifications on the
electronic and optical properties of diamondoids. Quantum chemical calculations and
group theoretical methods are used to help interpret the results.
In chapter 2 diamondoids are introduced in detail and the previous studies on their
electronic structure are briefly reviewed. The theoretical and experimental methods
that are used in this work are presented in chapters 3 and 4, respectively. Chapter 5
contains the results on the optical properties of pristine diamondoids and in chapter 6
the results for modified diamondoids are discussed. The final chapter summarizes the
most important findings of this thesis and gives an outlook on possible interesting
developments in the field.
Chapter 2
Diamondoids
Diamondoids are perfectly hydrogen-terminated carbon clusters that can be superim-
posed on the bulk diamond lattice. They can be thought of as diamond fragments that
consist of a whole number of diamond crystal cages which are excised directly from
the bulk diamond lattice. This is indicated for some diamondoid structures in Fig. 2.1
where only the carbon framework is shown. The dangling bonds are passivated with
hydrogen atoms, which are omitted in Fig. 2.1 for clarity. While to date experimentally
available diamondoids are limited to sizes . 1 nm there is no size limit on principle.
Figure 2.1: Diamondoids can be thought of as (sub-)nanometer diamond fragments. They
consist of a small whole number of diamond crystal cages with dangling bonds passivated by
hydrogen. Their carbon framework can be superimposed on the bulk diamond lattice as shown.
Lower diamondoids have only one, higher diamondoids have multiple isomers. [1]
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Figure 2.2: Adamantane (C10H16) is the smallest closed-cage diamond nanostructure. In a
top-down approach it can be constructed by excising a single crystal cell from the bulk diamond
lattice (a) and then passivating dangling bonds with hydrogen (b).
Figure 2.3: The structure of the adamantane carbon framework can be won by (a) removing
the atoms at the corners of the diamond unit cell, (b) attaching an isobutyl cap to a cyclohexane
ring molecule or (c) fusing four cyclohexane rings. [5]
Diamondoids therefore form a series of diamond nanocrystals that converges against
the bulk diamond structure. As such, they constitute a subcategory of nanodiamond
that excels through its perfectly defined surface and its complete sp3 hybridization.
Adamantane (C10H16) is the smallest of the diamondoids consisting of a single dia-
mond cage. In Fig. 2.2 adamantane is constructed in a top-down manner by excising
a single diamond cage from the bulk and subsequently passivating the dangling bonds
with hydrogen. In diamondoids the bulk diamond structure is conserved and the inter-
nuclear distances and angles are in essence identical with the values in bulk diamond.
In a bottom-up approach, shown in Fig. 2.3, adamantane can be thought of as a poly-
cyclic hydrocarbon that can be constructed through the attachment of an isobutyl
cap to cyclohexane (b) or, alternatively, by fusing four cyclohexane rings to form a
cage-structure (c). The example of adamantane demonstrates that diamondoids are in
an intermediate regime between hydrocarbon molecules on the one side and diamond
(nano-)crystals on the other. This not only refers to their size but also to their compo-
sition, which shifts with increasing diamondoid size from hydrocarbonaceous more and




Adamantane was first discovered in petroleum in 1933 [6]. In 1941 a successful synthesis
was reported [7] but only with the use of a simpler process developed by Paul von
Rague´ Schleyer in 1957 adamantane became widely available [8]. This novel synthesis
route fostered interest in adamantane research and lead to an increasing number of
experiments investigating its chemical and physical properties. The surging interest
lead to a quest for adamantane homologues, which have later been named diamondoids.
For the XIX International Congress of Pure and Applied Physics, which took place in
1963 in London, the so far unknown diamantane was chosen as the conference emblem
and a challenge for its synthesis was proclaimed. Two years later Cupas and von
Schleyer reported the successful synthesis of what they first named congressane [9].
The name was one year later officially changed to diamantane [10]. Only one year after
its first synthesis, in 1966 the synthesis of triamantane followed [11]. In the same year
diamantane was first isolated from petroleum [12].
The rapid progress, however, came to a sudden halt when it became clear that the
synthesis of higher diamondoids with their more complex structure posed seemingly
unsurmountable problems. As of to date, of all higher diamondoids only one of the
three tetramantane isomers ([121] tetramantane) was successfully synthesized [13] and
as a consequence interest in diamondoids waned in the last part of the 20th century.
In the 1990s frail interest reawakened from the field of geophysics when several groups
reported the discovery of diamondoids ranging from triamantane [14] to hexamantane
[15] in petroleum fields. Diamondoids seem to form naturally in petroleum reservoirs
as they have been detected in various places around the world, ranging from Japan [16]
and China [17] via Australia [18] to the US mainland [14] and the Gulf of Mexico [15].
They have subsequently been used as an indicator for the maturity, i.e., the degree of
biodegradation of a petroleum source [17, 19]. Despite the interest of the oil industry
the availability of diamondoids stayed for the time being limited to only the smallest
structures.
In 2003 Jeremy Dahl and co-workers reported the isolation of several higher diamon-
doid structures from petroleum with sizes up to 11 crystal cages [1]. For the isolation
Dahl et al. made use of the extreme thermal stability of diamondoids by first thermally
decomposing non-diamondoid constituents. Afterwards they applied high-performance
liquid chromatography, which uses differences in the average geometric cross section
to size- and shape-select different diamondoids structures. Polymantanes up to hepta-
mantane have been isolated in macroscopic amounts (>1mg). As such, diamondoids
provide a series of nanodiamond structures for experimental investigations that excels
through perfectly defined size, shape and surface. At room temperature diamondoids
condense in the form of molecular van-der-Waals crystals, shown for some examples in
Fig. 2.4. Due to their large band gap diamondoid crystals are colorless and may appear
white as a result of the scattering of light. While these molecular crystals have fairly
high melting points around 200◦C [21] they already sublimate at room temperature
[22]. The partial pressure at a given temperature depends on both molecular weight
and shape of the diamondoid. The latter is dictating the stacking order within the
molecular crystal and therefore the strength of the attractive forces between the single
diamondoids that make up the macroscopic molecular crystal. The structures of the
single diamondoids are shown in Fig. 2.5.










































































































































































































































































2.2. Structure & Nomenclature 7
Figure 2.4: Different diamondoids recrystallized in macroscopic amounts as van-der-Waals
crystals. [20]
2.2 Structure & Nomenclature
Diamondoid structures are classified by the number of crystal cages. Their name is
derived from that of adamantane: It is composed of a Greek numeral prefix indicating
the number of cages, or adamantane subunits, followed by the suffix -mantane. Di-
amondoids are therefore sometimes also referred to as polymantanes. Diamantane is
thus a diamondoid comprising two crystal cages, triamantane comprises three and so
on. Diamondoids up to triamantane, for which no structural isomers exist, are also
called lower diamondoids. For higher diamondoids starting with tetramantane, or four
diamond cages, different structural isomers for same size diamondoids exist. A refer-
ence to the number of cages of a higher diamondoid therefore no longer unambiguously
defines its structure. In Fig. 2.5 all diamondoid structures up to tetramantane and
a selection of possible pentamantane, hexamantane and heptamantane structures are
shown. Combinatory possibilities explode with an increasing number of cages. For
tetramantane four structural isomers exist, two of which are enantiomers, for penta-
mantane there are ten different isomers and for octamantane there are already more
than one-hundred.
To distinguish these isomers Balaban and von Schleyer introduced a nomenclature that
includes the spatial arrangement of the cages: The name of the polymantane is pre-
ceded by a numeral prefix (typically in square brackets) that indicates the orientation of
the cages along the four axes of a tetrahedron [23]. The concept is schematically shown
8 Chapter 2. Diamondoids
Figure 2.5: Diamondoids of different sizes and shapes [1]. Diamondoids are grouped according
to their number of crystal cages. The numbers in square brackets indicate the spatial arrange-
ment of the cages according to the Balaban-Schleyer nomenclature. Only the carbon framework
is shown and the hydrogen surface termination is omitted for clarity.
Figure 2.6: Diamondoid structures consist of diamond cages that are fused along the tetrag-
onal axes of the bulk diamond framework. Each additional cage is therefore fused to the
preceding structure along one of the four directions indicated in the pictogram (a). Based on
the structure of triamantane (d), which defines the first two directions three different tetra-
mantane structures, (e)-(g) can be constructed. These are labeled (e) [121] tetramantane, (f)
[123] tetramantane and (g) [1(2)3] tetramantane according to the direction and the site of the
fourth cage as explained in the text. [23]
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in Fig. 2.6: The first two cages are necessarily added along two different directions,
which are standardly labeled 1 and 2. Note that for diamantane and triamantane the
polymantane name is unambiguous and therefore the full notation of [1] diamantane
and [12] triamantane is not used. Three different ways exist to attach a fourth dia-
mond cage to triamantane to yield tetramantane. These are shown in the second row
of Fig. 2.6: Pictogram (e) shows the addition of a cage parallel to the first extension,
which thus gives rise to [121] tetramantane. In pictogram (f) the additional cage is
attached in a different, third direction; therefore the resulting diamondoid is labeled
[123] tetramantane. In pictogram (g) the fourth cage branches off the main line. Such
branches are indicated in the Balaban-Schleyer nomenclature using round brackets:
The diamondoid is identified as [1(2)3] tetramantane. For larger diamondoids another
digit is added for each additional cage. For example, for rod-shaped diamondoids the
diamondoid name is preceded by an alternating sequence of ones and twos.
2.3 Present Understanding of the Electronic Structure
Until their recent isolation from petroleum diamondoids have not been available and are
therefore a largely uninvestigated species. With the isolation of higher diamondoids in
2003 great interest in diamondoids and their electronic structure arose. Experimental
work of the recent years includes the investigation of unoccupied [24] and the occupied
electronic states [25, 26] as well as a vibrational analysis [27, 28]. It was complemented
by several theoretical studies on the electronic structure of diamondoids and small
diamond nanocrystals [29, 30, 31]. The experimental results concerning the electronic
structure of diamondoids are briefly presented as a background for the discussion in
this thesis. Theoretical investigations will be referred throughout this work to where it
is deemed helpful.
Adamantane is an exception and has been available to scientists for experiments. Sev-
eral investigations on the electronic properties [32, 33] exist, which in this work serve
as a reference for the investigation of larger diamondoids. The investigation of the
unoccupied states of diamondoids in 2005 [24] bore a surprise: The energy of the low-
est unoccupied molecular orbitals (LUMO) was found to be independent of size that
seemed to contradict the well established quantum confinement model. The x-ray ab-
sorption spectra of pristine diamondoids are shown in Fig. 2.7. The vertical dotted
line demonstrates that the LUMO is fixed in energy, a property that is unique to dia-
mondoids. This behavior is in stark contrast to the behavior of similar semiconductor
nanostructures, such as Si- and Ge-nanocrystals, where quantum confinement effects
lead to an opening of the band gap with decreasing size due to shifts in both valence
and conduction states [34, 35]. The right panel in Fig. 2.7 shows an enlarged view of the
carbon K-edge of diamondoids. Among the different diamondoid structures a drastic
change in relative intensities of the two main peaks at the absorption edge labeled area
a and area b is observed. The ratio of the spectral intensities of the two peaks is found
to correlate precisely with the ratio of CH and CH2 coordinated surface atoms. From
these empirical findings the constant energy of the LUMO is concluded to be due to
the surface nature of the lowest unoccupied states. Shortly after, this interpretation
was corroborated by electronic structure calculations [31] that found the LUMO to be
delocalized around the diamondoid’s hydrogen shell and the HOMO to be localized at
its core as shown in Fig. 2.8.
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Figure 2.7: X-ray absorption spectra of pristine diamondoids [24]. The right graph shows an
enlarged view of the carbon K-edge. The ratio of the intensities of the peaks labeled as area a
and area b is empirically found to match the ratio of CH to CH2 coordinated surface atoms.
The LUMO is therefore ascribed to surface states. The investigated isomers of penta- and
hexamantane are [1(2, 3)4] pentamantane and [12312] hexamantane (also cyclohexamantane).
Figure 2.8: Visualization of the electron density distribution for the HOMO and the LUMO
of a hydrogen-passivated spherical nanodiamond (C29H36) as derived from electronic structure
calculations [31].






















Figure 2.9: Valence band photoelectron spectra for a series of diamondoids. The inset shows
the determination of the ionization potential (IP) by the interpolation method using the example
of [1(2)3] tetramantane. (To appear in Ref. [37])
Unlike the unoccupied states the highest occupied states of diamondoids exhibit a clear
size-dependence. The existence of a shift in the occupied states has first been observed
in 2006 using soft x-ray emission [36]. However, this investigation was conducted on
condensed diamondoid samples in which the influence of the particle-particle inter-
action, x-ray beam damage, and other complications remain unclear. A first precise
quantification of the size-dependent shift in the occupied states was achieved by the
experimental determination of the ionization potentials [25].
The occupied states of diamondoids, valence as well as core levels, were investigated in
detail in our group within the diploma thesis of Kathrin Klu¨nder. A summary of the
results and a concluding interpretation will soon be published [37]. The photoelectron
spectra of a series of pristine diamondoids are shown in Fig. 2.9. The valence band
spectra provide an insightful perspective on the size- and shape-dependence of the
occupied states of diamondoids. They not only allow for the determination of the
valence band edge, respectively the ionization potential, which is demonstrated in the
inset in Fig. 2.9. They also reveal similarities and differences in the electronic and
vibronic structure of different diamondoids1. The different experimental results for the
ionization potential, respectively the valence band edge, are listed in Tab. 2.2 together
1A detailed discussion of the photoelectron spectra can be found in Ref. [26] and [37].
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Figure 2.10: Left: The C1s core-level spectra of diamondoids [37]. Right: An example of the
core-level fits developed in Ref. [26] (bottom) that deconvolutes the core-level spectra in their
single contributions from different chemical environments. The colors of the fit correspond to
the colors of the atoms in the structural pictogram of [1(2, 3)4] pentamantane (top).
with some theoretically derived values.
Additionally to the highest occupied states, the C1s core-level binding energies have
been measured using x-ray photoelectron spectroscopy. The core-level spectra are
shown in the left panel of Fig. 2.10. Here as well, a noticeable, yet much smaller shift
towards higher binding energies with decreasing size is observed. A fitting model for
the core levels has also been developed. It identifies the contributions of the different
chemical environments which allows one to separate the effects of screening and of the
chemical shift on the measured core-level energies of larger diamondoids. An example
for such a core level fit is shown in Fig. 2.10 to the right of the core-level spectra: For
[1(2, 3)4] pentamantane different chemical environments (C, CH, CH2) are fitted in the
graph corresponding to the ball-and-stick model above. The complex fitting model also
accounts for the contributions of delocalized vibrational excitations [26, 37]. In the end
it allows one to deconvolute the different contributions and to determine the core level
shifts separately for carbon atoms of different chemical environment. Representatively
for the core levels the CH2 core level binding energies as determined in Ref. [26] are
included in table 2.2.




adamantane 9,23±0,05 9,23±0,06 289.99
diamantane 8,80±0,05 8,79±0,02 289.91
triamantane 8,44±0,05 8,57±0,01 289.83
[121] tetramantane 8,20±0,05 - 289.71
[123] tetramantane 8,22±0,05 8,11±0,08 289.71
[1(2)3] tetramantane 8,29±0,05 - 289.73
[1(2, 3)4] pentamantane 8,18±0,05 8,07±0,03 289.73
[1234] hexamantane 8,00±0,09 - 289.76
Table 2.2: The first ionization potentials as measured by photoelectron spectroscopy (PES)
[37] and photoion mass spectrometry (PIMS) [25] and the core ionization potential of the CH2
chemical environment determined from x-ray photoelectron spectroscopy (CL) [26].
2.4 Different Perspectives: Diamondoids as...
Diamondoids are unique in many ways as they combine the outstanding materials
properties of diamond with the tunable properties of nanomaterials. This makes di-
amondoids a very versatile material system that can be viewed from many different
perspectives.
...Novel Form of Nanocarbon
Diamondoids can be regarded as a novel form of nanocarbon that complements the
family of nanocarbon materials by adding a well-defined sp3 nanostructure as shown
in the scheme in Fig. 2.11.
Nanocarbon materials, such as the buckminster-fullerenes, carbon nanotubes (CNTs)
or graphene, have caused much excitement within recent years. Most notably, the
outstanding importance of these carbon nanostructures for fundamental science and
technological research has been recognized by the Nobel Prize committee in Stockholm
with a Nobel Prize in chemistry in 1996 for the discovery of the fullerenes and very
recently - just a week before the completion of this thesis - the committee announced to
award this year’s Nobel Prize in physics to Andre Geim and Konstantin Novoselov ”for
groundbreaking experiments regarding the two-dimensional material graphene”. In the
press release The Royal Swedish Academy of Sciences emphasizes the great relevance
of the discovery of the novel nanocarbon material for the scientific and technological
development2 and concludes: ”Carbon, the basis of all known life on earth, has sur-
prised us once again.” [38]
Nanocarbon materials excel through a variety of outstanding material properties. Forms
of nanocarbon that are based on the sp2-hybridized structure of graphene exhibit, for
2From the press release: ”Graphene makes experiments possible that give new twists to the phenom-
ena in quantum physics. Also a vast variety of practical applications now appear possible including the
creation of new materials and the manufacture of innovative electronics.” [38]
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Figure 2.11: Purely sp2- and sp3-hybridized forms of carbon. Diamondoids fill in as fully
sp3-hybridized nanocarbon structures. Only the carbon framework is shown and the hydrogen
passivation is omitted for clarity.
example, a very high electrical and thermal conductivity. Diamondoids now expand this
family by a fully sp3-hybridized nanostructure that grants access to some of the tech-
nologically interesting properties of diamond for the design of combined nanocarbon
materials.
...Perfect Semiconductor Clusters
Diamondoids also constitute a series of ideal semiconductor clusters. The notion of
”ideal” here, before all, refers to the fact that each diamondoid structure is exactly
known in size, shape, and structure. Diamondoids are also referred to as diamond
clusters due to their structure and the fact that the relevant repetitive subunit of
diamondoids is a single diamond cage rather than a carbon atom.3 If continued,
the diamondoid series directly converges against macroscopic diamond. The complete
hydrogen-termination of diamondoids guarantees a full sp3-hybridization of the carbon
cluster. This leaves no room for uncontrollable surface reconstruction that complicates
the production of structurally well-defined clusters. Typically, experiments on clusters
3The author remembers an interesting debate during the DyNano2010 conference that evolved
among half a dozen cluster scientists over dinner on the question What makes a particle a cluster?
It was at last (during dessert) agreed on that this question is likely to remain debatable as any overly
sharp definition of the term cluster will exclude an accepted cluster system.
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Figure 2.12: Open parameters in typical cluster experiments.
have to cope with one or more of the hindrances indicated in Fig. 2.12: the internal
structure of the crystal is oftentimes unknown; the samples exhibit a size distribution,
especially when investigating neutral particles; the nature of the surface is usually not
precisely defined; particle-particle and particle-substrate interactions play an unknown
role in experiments on condensed or deposited samples.
All of these experimental nuisances can be circumvented in appropriate experiments
on diamondoids. Diamondoids provide a sample system of well-defined, size, shape,
and internal structure. The composition and the surface configuration are known
with atomic precision. Gas phase investigations on diamondoids further eliminate all
particle-particle and particle-substrate interactions. Further, their minuscule size of
only a few dozen heavy atoms (<H) makes diamondoids computationally accessible
to virtually all state-of-the-art theoretical approaches. Interaction-free experiments on
these structurally impeccable diamond clusters are therefore suitable to generate exper-
imental data that are directly comparable all current computational electronic structure
investigations and to provide a benchmark for theory that is of unprecedented quality.
...(Nano-)Diamond
Another perspective on diamondoids is provided by their kinship to macroscopic di-
amond. Diamond has always fascinated people as gemstone because of its sparkling
appearance, which is due to its high refractive index and its large dispersion. But it
is also a material with outstanding mechanical properties. It is the hardest of all bulk
materials and it possesses the highest thermal conductivity. Lately, diamond has gained
popularity from a very different field: diamond now attracts considerable technological
interest for its electronic properties, especially in combination with certain impurities,
so-called nitrogen vacancy (NV) centers. This is, before all, due to the fact that NV
centers in diamond are promising candidates for the realization of quantum electronic
devices including, e.g., solid state quantum computers [39].
Nanodiamond promises to provide the unique properties of diamond in a nanoscale
system. Approaches to the synthesis of nanodiamond materials are manifold but they
typically are not able to provide nanodiamond particles in sizes smaller than 2-3 nm
and the smallest nanodiamonds to contain an NV center measures 5 nm in diameter
[40].
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Figure 2.13: Diamondoids represent the smallest possible nanodiamond structures and offer
a controlled bottom-up approach to nanodiamond. [41]
Diamondoids with sizes ∼1 nm take the miniaturization of diamond a step further to
the sub-nanometer level. They are not only the smallest available nanodiamond struc-
tures but also the smallest possible ones. Diamondoids also offer a bottom-up approach
to nanodiamond as shown in Fig. 2.13 and provide a high degree of structural control in
size and shape. Even though the available sizes <= 1nm still limit the range of their ap-
plications diamondoids offer various advantages over conventional nanodiamonds. E.g.,
the precise structural control offered by diamondoids may allow one to further reduce
the size of nanodiamonds that contain NV centers. They exhibit perfect bulk diamond
structure, internally and on the surface, which makes them ideal nanodiamonds that
do not lose diamond properties due to unwanted impurity effects. For this reason the
smallest possible diamond will inevitably be a diamondoid structure. Also diamon-
doids combine the structural properties of bulk diamond with the tunable properties of
nanomaterials as they have surpassed the diameter of the exciton Bohr radius in bulk
diamond of 1.6 nm [31].
...Novel Materials for Nanotechnology
Diamondoids possess very interesting inherent properties due to their diamond struc-
ture, such as bio-compatibility, high thermal stability, and a large band gap. Since the
successful isolation of diamondoids from natural oil resources [1] several experimental
[24, 36, 42] and theoretical studies [31, 43] have revealed numerous unique and partly
unanticipated properties. Some of them have been discovered in the course of this
work. Diamondoids exhibit quantum confinement effects that allow their electronic
tuning and, in addition to size effects, the shapes of diamondoids strongly influence
their optical absorption4. Their particular electronic structure leads to highly desirable
materials’ properties such as negative electron affinity [2, 31] and UV luminescence4.
The list of interesting properties, which is most likely to be expanded by further inves-
tigations, reveals the great prospects that diamondoids bear for use in nanotechnology
and various other fields [44].
The growing interest in diamondoids as building blocks for nanotechnology has gained
4This is a finding of the present work.
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Figure 2.14: Schematic illustration of a self-assembled monolayer of [121]tetramantane-6-thiol
on a noble metal surface. [51]
momentum within the last few years due to the successful preparation of surface mod-
ified diamondoids [4]. Surface functionalization is a viable method to harness diamon-
doid properties for technological use. It produces derivatives with potential for applica-
tions in the materials sciences, drug development and molecular electronics [45, 46] and
also allows for attaching nanoparticles to various other entities such as biomolecules,
organic semiconductors, and metal surfaces [47, 48]. Bonding to the latter is typically
achieved via thiol functional groups, which form self-assembled monolayers (SAMs) on,
e.g., Au- or Ag-surfaces [49, 50]. A variety of diamondoids with different functional
groups are now available [41, 52, 53, 54] and further ways to modify diamondoid prop-
erties have recently been realized [55] or proposed [56, 57]. Most notably, thiolated
higher diamondoids have been prepared [58]. The availability of higher diamondoid
thiols now allows for their simple inclusion into solid state devices via SAMs [59, 60],
visualized in Fig. 2.14. Recent experimental results [2, 61] provide evidence of the neg-
ative electron of diamondoid thiol SAMs affinity and display their great technological
potential as low-field electron emitters.




In this chapter a brief introduction is given into the theoretical understanding of the
electronic structure of matter (section 3.1). Also the theoretical tools that are used in
this work for the interpretation of the experimental results are presented. In section 3.2
the basics of quantum chemical electronic structure computations are introduced and
the underlying theoretical concepts are briefly explained. In section 3.3 a rough-guide
to group theory is given, which will facilitate the application of group theoretical con-
siderations to the optical spectra of diamondoids.
3.1 The Electronic Structure of Matter
Diamondoids can be considered a special class of diamond nanocrystals but sometimes
also are referred to as molecular diamonds. From the viewpoint of cluster physics
they are simply hydrogen-passivated carbon or - due to their structure - diamond
clusters. These different denominations on diamondoids imply different perspectives
and underlying models of description: The nanocrystal is derived top-down from the
bulk while the molecule is typically modeled atom by atom. Cluster physics, on the
other hand, is trying to bridge the intermediate size regime between molecular and solid
state physics and is focussing on the size dependent development of physical properties
from a single atom or molecule to the solid. As diamondoids can be justifiably be
placed in every one of these fields the basic ideas of the understanding of the electronic
structure of molecules, crystals, and clusters are briefly reviewed.
Molecules
A simple and intuitive model for the description of molecules is derived from the
construction of molecular orbitals through the linear combination of atomic orbitals
(LCAO). In the LCAO approach, following the variational principle, the coefficients of
the linear combination are optimized to yield the minimal total energy of the result-
ing molecule. For a diatomic molecule, shown in Fig. 3.1, the additive and subtractive
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Figure 3.1: Principle of the formation of molecular orbitals for a homonuclear diatomic
molecule. The combination of the atomic orbitals leads to a corresponding number of molecu-
lar orbitals with bonding and anti-bonding character. Bonding orbitals lie below the original
atomic levels, anti-bonding orbitals above them. [62]
superpositions of the atomic wave functions give rise to new, molecular orbitals that
differ in their energies. The additive superposition leads to an orbital with increased
electron density between the nuclei, which thus has a binding effect, while the subtrac-
tive superposition results in the opposite effect. In the scheme in Fig. 3.1 molecular
orbitals with a binding effect lie below the atomic levels while anti-binding orbitals lie
above them. They are oftentimes labeled using a ”∗”, e.g., as σ∗ orbital, to distinguish
them from binding orbitals. Of particular relevance are the highest occupied molecular
orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO). The LCAO
approach is also used in quantum chemistry to compute the electronic structure of
larger systems. An account of the relevant principles for these calculations is given in
section 3.2.
In Fig. 3.2 (a) the development of molecular orbitals from the 1s and 2s atomic levels
of a homonuclear diatomic molecule is shown as function of the interatomic distance.
The addition of more atoms results in a splitting into multiple levels (panel (b)) that
will eventually lead to a quasi continuous band of energy levels in the solid state (panel
(c)) [63].
Crystals
In the treatment of the electronic structure of macroscopic crystals the electrons are
typically described as wave functions in the periodic potential of the crystal lattice.
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Figure 3.2: The development of a band structure according to the LCAO model. (a) The
energy levels for a diatomic molecule. (b) The energy levels for a cluster consisting of five
atoms. (c) The quasi-continuous electronic bands of a crystal. The gap energy Eg is given by
the vertical distance of two bands at the equilibrium nuclear distance r0, which is indicated by
dashed line. [63]
A particle in a periodic potential can be described as a Bloch wave. The energy of
an electron plotted against the wave vector in Fig. 3.3 is known as the electronic band
structure. Also the extension of this potential, i.e., the size of the crystal, is assumed
to be infinite. Therefore the problem possesses translational symmetry in addition
to different kinds of rotational and reflection symmetries that depend on the crystal
lattice structure. Due to the translational symmetry it is possible to condense the band
structure of a crystal to the first Brillouin zone, which results in a reduced zone scheme
as shown in Fig. 3.3 (b). The contributions from different Brillouin zones, which are
stacked in this format, give rise to different electronic bands.
The relative position of the energy bands to each other and the degree to which they are
occupied by electrons is decisive for the electronic behavior of a material. Overlapping
bands or bands that are not fully occupied are typical for metallic behavior because
electrons can move about freely, e.g., as a response to an electric field. If the highest
populated band is fully occupied and does not overlap with the next higher band
their distance is termed the band gap of the material. The magnitude of the band gap
Figure 3.3: Simple representation of the electronic band structure of a crystal: (a) extended
zone scheme; (b) reduced zone scheme. [64]
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Figure 3.4: Band schemes of (a) a direct band gap semiconductor and of (b) an indirect band
gap semiconductor. [65]
determines whether a material is considered a semiconductor or an insulator. Typically,
materials with small band gaps in the infrared or visible regime of up to a few eV are
termed semiconductors. Materials with a larger band gap are considered insulators.
The underlying physics, however, is the same for insulators and semiconductors and
the delineation between the two is fluent and to a certain degree arbitrary. Diamond
for instance is sometimes referred to as an insulator and sometimes as a wide band
gap semiconductor. The present investigation of electronic transitions in diamondoids
focuses on effects that are typically discussed for semiconductors.
The electronic properties and even more so the optical properties of semiconductors
are defined by the band gap between the highest occupied band (valence band) and the
lowest unoccupied band (conduction band). The size of the band gap, i.e., the (verti-
cal) distance of the valence band edge from the conduction band edge determines the
minimum energy that is required to create an electronically excited state. For optical
transitions the relative positions of the valence band edge and the conduction band
edge (in the k-space) are also of great importance. Photons carry only negligible mo-
mentum compared to electrons and therefore optical transitions occur only vertically
in the k-space. As a consequence a band gap can be either direct or indirect, i.e., the
valence and conduction band edge can both occur at the same momentum (typically
the Γ point at the center of the Brillouin zone) or at different points in the k-space,
respectively. Both cases are sketched in Fig. 3.4. In an indirect band gap semiconductor
the direct band-to-band transition is dipole-forbidden due to translational symmetry,
in the same way that some transitions in highly symmetric molecules are forbidden
within the molecular point group (compare section 3.3). While it only takes a photon
with sufficient energy for a direct transition (a), an indirect transition (b) requires the
participation of a phonon to account for the missing momentum.
Clusters /Nanocrystals
The introduced electronic band model makes use of the assumption of an infinitely
extended periodic potential. This is a very good assumption macroscopic systems. For
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Figure 3.5: Schematic drawing that demonstrates the principle of the quantum confinement
effect for a 1-dimensional potential box: If the dimensions are reduced to regime of the de-
Broglie wavelength of the electron the energy levels start to shift (a); as a result the band gap
of nanocrystals increases with decreasing size (b). [66]
nanoscopic systems, however, the behavior of electrons starts to notably differ from
bulk behavior when the size reaches the order of the exciton Bohr radius. This effect
is known as quantum confinement.
A schematic drawing of the quantum confinement effect for a 1-dimensional box poten-
tial is shown in Fig. 3.5. If the size is reduced sufficiently, the continuous energy bands
become discrete levels as apparent from Fig. 3.2. This leads to an increased spacing
between energy bands and thus to a larger band gap in semiconductor nanocrystals
compared to the bulk values. As a technologically interesting effect, the magnitude of
the band gap opening can be defined by choosing the particle size. This allows one,
e.g., to control the light emission properties of nanoparticles as shown in Fig. 3.6 for
the example of CdSe quantum dots in solution.
An efficient light emission as observed in CdSe/ZnS quantum dots typically requires
materials with a direct band gap. However, the absence of translational symmetry
in small nanocrystals can be viewed as a symmetry breaking. As a consequence the
electron and hole wave functions in nanocrystals are spread in the k-space, which leads
to a breakdown of the k-conservation rules that govern transitions in ideal macroscopic
crystals [67, 68]. Therefore, for sufficiently small nanocrystals it is no longer meaningful
to debate whether the gap is direct or indirect.
This understanding of the breakdown of the indirect gap in semiconductor nanocrystals
is fairly recent and has come about due to the discovery of photoluminescence from
Si-nanostructures. Since the discovery of photoluminescence from Si-nanomaterials
Figure 3.6: Demonstration of the quantum confinement effect in semiconductor nanocrystals:
The light emission of CdSe quantum dots as a function of their size.
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Figure 3.7: Visualization of molecular orbitals. The examples show the isosurface plot
(which is measure for the electron distribution) of the HOMO and the LUMO for triaman-
tane, [1(2, 3)4] pentamantane and [12312] hexamantane.
in 1990 [69] the prospect of nanosilicon based photonic devices lead to an exploding
number of investigations in this field.1 The concepts that are assumed to underly Si-
luminescence, namely a breakdown of the strict momentum conservation in nanocrys-
tals, are of general nature. Still, virtually all of the investigations on the photolumi-
nescence of indirect band gap nanomaterials focus on Si. The same physics, however,
should also apply to Germanium and diamond, indirect band gap semiconductors akin
to silicon.
3.2 Molecular Orbital Theory
To help the interpretation of the experimental spectra, quantum chemical calculations
have been conducted in the course of this work. The quantum chemical program pack-
ages Gaussian03 [70] and Turbomole 6.1 [71] are used in this work to to support
experimental investigations. The computed structures are constructed using the corre-
sponding graphical user interfaces GaussView and TmoleX, respectively. The results
acquired from these electronic structure calculations allow one, e.g., to predict values
for the energy of electronic levels and to visualize the electron distribution in single
molecular orbitals. An example for such a visualization is shown in Fig. 3.7. The re-
liability of theoretical predictions strongly varies with the employed methods. A brief
overview of the theoretical concepts, which underlie the computational methods used
1The original publication [69] has been cited more than 5000 times as to date.
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in this work, is given in the following.
Molecular orbital theory predicts the properties of atomic and molecular systems based
upon the fundamental laws of quantum mechanics. In the quantum mechanical picture











Here, Ψ is the wave function, m the mass of the particle, h is Planck’s constant and
V is the potential in which the particle is moving. If the potential V is not time-
dependent, the Schro¨dinger equation can be simplified (by separation of variables) to
its time-independent form:
HΨ(~r) = EΨ(~r) (3.2)
In this eigenvalue equation H is the Hamilton operator (compare left side of Eqn. 3.1)
and E the eigenvalue giving the energy of the particle that is described by the eigen-
function Ψ(~r). The pairs of eigenvalues and eigenfunctions fulfilling this equation for
a given molecular system describe the system by giving its stationary states Ψ and the
respective energy E.
To describe larger quantum mechanical entities, such as atoms, molecules, or nanopar-
ticles, equation 3.1 needs to be applied to a collection of particles. In this case, Ψ will
be a function of all particles in the system and of the time t. The potential energy
component will then contain a term for the attraction between electrons and nuclei
as well as terms for the electron-electron and the nuclear-nuclear repulsion. An exact
solution of the Schro¨dinger equation, however, is not possible for any but the most
trivial quantum mechanical systems. Therefore a number of simplifying assumptions
are made, which help to reach an approximate solution for many-particle systems.
Hartree-Fock
The Hartree-Fock method is an ab initio method, i.e., it is based solely on physical
constants and does not require any empirical input. The following simplifications are
made within the Hartree-Fock method:
• For polyatomic systems the Born-Oppenheimer approximation is assumed.
• Relativistic effects are completely neglected.
• The mean field approximation is implied, i.e., electron correlation is neglected for
electrons of opposite spin.
• The solution is assumed to be a linear combination of basis functions and the
finite basis set that is used is assumed to be complete.
• Each energy eigenfunction is assumed to be given by a single Slater-determinant.
In the last point it is assumed that the exact, n-body wave function of a many-body
system can be approximated by a single Slater-determinant. The use of a Slater-
determinant ensures the antisymmetry that is needed to describe fermionic systems. It
is typically composed of the one-particle wave functions for each molecular orbital.
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As a next step, to numerically solve the Hartree-Fock-Equations, the molecular orbitals
constituting the Slater-determinant are approximated as a linear combination of a pre-
defined set of one-electron functions. These so-called basis functions could be any set






where cµi are the molecular orbital expansion coefficients. In this notation φi refers to
an arbitrary molecular orbital and χµ to an arbitrary basis function. Typically basis
functions are chosen to be centered on the atomic nuclei and so bear some resemblance
to atomic orbitals. The molecular orbitals therefore result from a linear combination
of atomic orbitals (LCAO).
Originally Slater-type orbitals (STOs) were used. For sake of computational simplicity,
however, STOs were in turn approximated using linear combination of gaussian-type
orbitals (GTOs). Gaussian, Turbomole and other electronic structure programs use




where x, y, and z are the three spatial dimension contained in ~r and α is a constant
determining the radial extent, i.e., the size of the function. The constant c is chosen to
normalize the gaussian function and thus depends on the parameters α, l, m, and n.
























Linear combinations of these primitive gaussians are then used to form the actual basis













The ga’s denote the gaussian primitives and the dµa’s are fixed constants within a given
basis set.
Basis sets that are used to compute the geometry and the energy levels of molecular
systems within the Hartree-Fock framework include minimal basis sets and different
kinds of split-valence basis sets. In minimal basis sets each orbital is formed by a single
basis function. The most common minimal basis sets are STO-nG where n is an integer
giving the number of gaussian primitives to form a basis function. These basis sets are
typically used for a first structural optimization. They give only rough results, which
are typically insufficient for research-quality data.
One very commonly used class of split-valence basis sets are the basis sets developed
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in the group of John Pople. The notation of the Pople basis sets is typically x-yzG,
e.g., the popular 6-31G basis set. In this case the atomic core levels are modeled using
a single basis function containing 6 primitive gaussian functions (comp. Eqn. 3.5) and
the valence orbitals are composed of two basis functions, one comprising 3 and the
other 1 primitive gaussian. The presence of two numbers after the hyphens indicates
that this basis set is a split-valence double-zeta basis set. The principle of a double-zeta
valence basis set is illustrated in Fig. 3.8: A more localized, contracted orbital is com-
bined with a more delocalized, diffuse orbital. This allows one to more flexibly model
the molecular orbital. 6-311G is a popular example for a split-valence triple-zeta basis
set.
Split valence basis sets are able to vary the size of the orbital, but not to change its
shape. This limitation can be removed by augmenting the basis sets with polarization
functions. Either d-type polarization functions are added on heavy atoms (>H) only
(x-yzG∗) or p-functions additionally serve as polarization functions on hydrogen atoms
(x-yzG∗∗). The basis sets are also frequently augmented with additional diffuse func-
tions. These gaussians, which are typically of s or p type, have small exponents and, as
a consequence, decay slowly with distance from the nucleus. For second row elements
they can be regarded as an admixture of 3s- or 3p-orbitals, similar to the augmentation
with d-type polarization function. For the Pople basis sets the notation is x-yz+G for
the addition of one diffuse s-type and p-type gaussian (with the same exponent) on
heavy atoms. The x-yz++G basis sets additionally feature a diffuse s-type gaussian on
hydrogens. In this thesis, Pople’s basis sets were used almost exclusively.
Another class of basis sets, which shall briefly be mentioned for its widespread use, is
the class of the correlation-consistent basis sets. For first and second-row elements,
the notation is cc-pVNZ with N = D,T,Q, . . . for double, triple, quadruple, . . . zeta,
respectively. Here, cc-p stands for correlation-consistent polarized and ’V’ indicates
that these basis sets are ’valence-only’ basis sets. Augmented versions including diffuse
functions exist as well and are denoted aug-cc-pVNZ. These basis sets, which are more
complex than the Pople’s basis sets, have been used to selectively check for consistency
with the calculations at some points.
As mentioned above, Hartree-Fock theory provides an inadequate treatment of the
electron-electron interaction, especially between electrons of opposite spin. Therefore,
electron correlation is oftentimes included giving rise to post-Hartree-Fock methods.
Prevalent post-Hartree-Fock methods include, e.g., configuration interaction (CI) and
Møller-Plesset perturbation theory (MP2, MP3, MP4, . . . ) and coupled cluster (CC).
The more accurate description of the molecular system, however, comes at the cost of
high computational demand.
An alternative to post-Hartree-Fock methods, which comes at lower computational
cost, is density functional theory (DFT). DFT models the electronic structure of
a given system as a functional of the electron density; therefore its name.
Published in 1964, the Hohenberg-Kohn theorem demonstrated the existence of a func-
tional that determines the ground state energy and electron density exactly. Little does
it say, however, about the form of this functional. Following on the work of Kohn and
Sham, current DFT methods partition the electronic energy into several terms:
E = ET + EV + EJ + EXC (3.7)
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Figure 3.8: Principle of a split-valence basis set: Two (or more) basis functions with different
radial extent are combined to yield an orbital that is variable in size [72].
where ET is the kinetic energy of the electrons, EV incorporates the potential energy of
the electron-nuclear attraction and the repulsion between the different nuclei, EJ is the
electron-electron repulsion term (oftentimes also labeled ’Coulomb self-interaction’ of
the electron density), and EXC , finally, is the exchange-correlation term, which includes
the remaining part of the electron-electron interactions. The sum of the first three
terms corresponds to the classical energy of the charge distribution ρ. The exchange-
correlation term accounts for the exchange energy arising from the antisymmetry of
the quantum mechanical wavefunctions and dynamic correlations in the motions of the
individual electrons. It is therefore usually split up into an exchange and a correlation
part:
EXC(ρ) = EX(ρ) + EC(ρ) (3.8)
As indicated in Eqn. 3.8, the exchange functional EX(ρ) as well as the correlation func-
tional EC(ρ) are again functionals of the electron density ρ. The problem in DFT is,
that these are not exactly known but for the free electron gas. Approximations have
to be made in order to derive physical quantities.
One of the most common approximations is the local-density approximation (LDA),
where the functional at a certain point in space only depends on the electron density
at this point. The generalized gradient approximation (GGA) also takes into account
the gradient of the electron density at that point.
In actual practice, self-consistent Kohn-Sham DFT calculations are performed in an
iterative manner that is analogous to Hartree-Fock methods. This allows for the formu-
lation of hybrid functionals which include a mixture of the exact Hartree-Fock exchange






where the c’s are constant parameters, which can be determined empirically. For ex-
ample, the popular Becke-style three-parameter B3LYP functional, which is also used
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in this work, is defined as:





Using this approach, the parameter c0 allows any admixture of Hartree-Fock and LDA,
i.e., DFT local exchange to be used. Becke’s gradient correction B88 using GGA is
included as well as the VWN3 local correlation functional. The latter may be corrected
by the LYP correlation correction introduced by Lee, Yang, and Parr [73]. In the
B3LYP functional, the open parameters have been determined empirically by Becke
by fitting a set of predicted to measured values for ionization potentials, total atomic
energies, etc. They are c0 = 0.20, cX = 0.72, and cC = 0.81.
3.3 Group Theoretical Aspects
Group theory provides a powerful tool to derive physical properties of a system from
its mere symmetry and without any further, more specific knowledge of its structure
or composition. In this thesis, group theoretical considerations are combined with
electronic structure calculations to identify dipole forbidden transitions in the optical
spectra of diamondoids.
In the following, a brief overview of the group theoretical fundamentals and their appli-
cation to optical transitions, i.e., to electric dipole transitions, is given. A comprehen-
sive treatment of the underlying mathematical concepts, however, is beyond the scope
of this thesis and some fundamental mathematical concepts, such as groups, are as-
sumed to be known. For a full account the interested reader is referred to the standard
literature.2
Molecular Point Groups
Group theory allows one to infer physical properties from mere knowledge of the sym-
metry of the investigated system. The symmetry of a system, e.g., of an equilateral
triangle shown in Fig. 3.9, is defined by the set of symmetry operations that leave the
system unchanged. Examples for such symmetry operations are a rotation by 120◦
(3-fold symmetry) or the mirroring on an axis. The operators defining these symmetry
operations form a group which is called a point group if at least one point is fix under
all operations. For quantum chemical problems it is useful to limit the reflections to
the three-dimensional, so-called molecular point groups.
The point group of a system specifies all possible symmetry operations. Point groups
are classified according to the symmetry elements they contain. A symmetry element
can, e.g., be an n-fold rotational axis (Cn), a mirror plane (σ), or an inversion center (i).
The most common molecular point groups and the corresponding symmetry elements
are listed in table 3.1.
2An excellent and yet brief review of the necessary concepts can be found in the book How To Use
Groups by J.W.Leech and D. J.Newman [74]. A more comprehensive account, suitable for scientists
who are unacquainted with group theory, can be found in Ref. [75] (German).
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Figure 3.9: The symmetry of the equilateral triangle (in the plane) as an example of the point
group C3v. The diamondoid [1(2)3] tetramantane is of the same symmetry.
Point group Symmetry elements
Cn n-fold rotation axis
Cnv n-fold axis + n mirror planes containing the axis
Cnh n-fold axis + a perpendicular mirror plane
(+ an inversion center i if n is even)
Dn n-fold axis + n 2-fold axes (perpendicular to the principal axis)
Dnd like Dn, additionally n mirror planes containing the principal
axis and bisecting the angle between two of the 2-fold axes
Dnh like Dn + a mirror plane perpendicular to the principal axis
Td all symmetry elements of the regular tetrahedron
Oh all symmetry elements of the regular octahedron
Ih all symmetry elements of the regular icosahedron
Note: Cs ≡ C1v ≡ C1h ≡ S1; Ci ≡ S2
Table 3.1: The most common molecular point groups and their symmetry elements.
In the case of a system with the symmetry of the equilateral triangle (contemplated
only in the plane), such as [1(2)3] tetramantane, the corresponding point group is C3v.
The symmetry operations within this group can be labeled as follows: E - the identity;
A1 - a 120◦ rotation about the central axis; A2 = A21 - a 240◦ rotation about the central
axis; D1 - a reflection in the plane σ
(1)
v ; D2 = A1D1 = D1A2 - a reflection in the
plane σ(2)v ; D3 = A2D1 = D1A1 - a reflection in the plane σ
(3)
v . As can be seen from
the equalities between certain operations the subsequent application of two operators
results in a different operator of the group. The interrelation of all symmetry operations
within a point group is in the literature typically summarized in a multiplication table.
Irreducible Representations
For the application of group theory it is necessary to study special mathematical rep-
resentations of the group elements. A mathematical representation formalizes the be-
havior of the system under the application of a certain element of its symmetry group.
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Many different possibilities, such as a representation by permutations, exist but matrix
representations proof particularly useful. A matrix representation of a group G assigns
a matrix Γ(R) to every R²G such that
Γ(A) Γ(B) = Γ(C) whenever AB = C.
Within the C3v point group the operation A1 (rotation by 120◦) can, e.g., be repre-




























0 1 0 0 0 0
0 0 1 0 0 0
1 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1










The transpose of this matrix, rather than the matrix itself3, is a particular represen-
tation of A1. Different representations are possible, e.g., a representation based on the
effect of the operations on the vector ~r = (x, y, z).
In fact, there is an infinite number of representations that fulfil the above require-
ment. But any given group possesses only a limited number of so-called irreducible
representations. From these irreducible representations all other representations can
be constructed and, in consequence, any arbitrary representation Γ of a group G can be
decomposed into a direct sum of irreducible representations. Note that the irreducible
representations play a key role for the application of group theory to quantum mechan-
ical systems. Most notably, molecular orbitals of a particular system transform under
symmetry operations as one of the irreducible representations of the corresponding
molecular point group.
The theory of group characters provides a simple technique to decompose an arbitrary
representation into its irreducible components. The characters χ(R) of a representation
Γ of a group G are defined as the trace of their representation matrices Γ(R):




for all operations R where d is the dimension of the representation. The characters
of the irreducible representations of a group are usually summarized in a character
table. A character table is organized as a matrix and lists the characters of symmetry
operations with respect to each of the irreducible representations of a group. The
character table for the C3v point group is the following:
C3v E 2C3 3σv
A1 1 1 1
A2 1 1 -1
E 2 -1 0
In a character table all symmetry operations that have the same characters for all irre-
ducible representations are pooled in classes. Each class is labeled by a typical element
and the classes are listed in the first row of the table. In the above example of the C3v
3Transposition is necessary to preserve the order of multiplication.
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point group the classes are E, C3, and σv containing 1, 2, and 3 elements, respectively.
Their characters with respect to each irreducible representation are given below in the
corresponding line. Most notably, the dimension of the irreducible representation is
given by the character of the identity operation E (which always constitutes a class of
its own and is not to be confused with the irreducible representation E).
Character tables for all relevant point groups exist in the literature and are listed in
the Appendix. For a better understanding of the implications of characters it is helpful
to know some conventions for the notation of irreducible representations:
(i) Representations labeled A and B are 1-dimensional; the label A is used if the char-
acter corresponding to the principal rotation Cn is 1, if it is -1 the label B is used.
(ii) Representations named E are 2-dimensional.
(iii) T representations are 3-dimensional. There are no irreducible representations of
the molecular point groups with dimensions higher than three.
(iv) The subscripts g and u indicate even and odd representations under inversion,
respectively.
The dimension of an irreducible representation, which can be read out directly from the
character table of the corresponding point group, is of particular interest for quantum
mechanics. In the treatment of molecular orbitals it indicates the degeneracy of all
orbitals that transform like this irreducible representation.
Further, character tables can be used to decompose an arbitrary representation into
a combination of irreducible representations. For this purpose, first, the characters of
each class are determined for the representation according to Eqn. 3.11. These charac-
ters can be considered a vector. Similarly, for each of the irreducible representations
the characters are read out from the character table as a row vector. These vectors
for the irreducible representations fulfil the orthogonality relation, i.e., they are linearly
independent. This allows one to decompose the character vector of the arbitrary repre-
sentation into a linear combination of the irreducible ones. An arbitrary representation
R of the C3v point group could have, e.g., the following characters:
E 2C3 3σv
χ(R) 4 1 -2
Comparison with the character table of the C3v point group shows that χ(R) =
χ(E) + 2χ(A2). The representation R can thus be reduced to a direct sum of the
irreducible representations E and A2 (the latter with multiplicity 2).
In combination with dipole selection rules, which are introduced next, the decompo-
sition of an arbitrary representation will allow one to identify forbidden transitions
between molecular orbitals of different symmetries.
Selection Rules
As a next step the coupling of two quantum mechanical states |i〉 and |j〉, which are
eigenvectors of a system to a particular Hamiltonian H, is regarded. The coupling of |i〉
and |j〉 under an operator K is given by 〈i|K|j〉. From group theoretical considerations
and without explicit calculations it can now be concluded that certain of these matrix
elements will be zero. Such predictions are known as selection rules.
The eigenvectors |i〉 and |j〉 of H are basis functions of two irreducible representations,
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Γα and Γβ, respectively, of the symmetry group G of the system. The eigenvectors can
be written as |i〉 = |αr〉 and |j〉 = |βs〉 where r and s are particular elements of the
bases of the representations Γα and Γβ. The selection rules are then simply derived
from the orthogonality relations of the basis functions:
〈αr|βs〉 = δαβδrs (3.12)
The quantum operator K transforms under all of the symmetry operations of G as a
basis element of some representation ΓK . This representation will not normally be irre-
ducible. In this case K|βs〉 is a basis element of ΓK
⊗
Γβ4 and, applying equation 3.12,
one derives the fundamental selection rule:
〈αr|K|βs〉 can only be non-zero if ΓK
⊗
Γβ contains Γα.




Γβ contain the identity representa-
tion. This fundamental selection rule only considers the δαβ part of equation 3.12. It
therefore only states whether, in the whole range of possible values for r and s, non-zero
elements for 〈αr|K|βs〉 exist. However, all state vectors |αr〉 (|βs〉) describe states of
the same energy α (β). The fundamental selection rule thus determines if any coupling
between two states with the energies α and β is possible. It does not provide any hint
on how strong the coupling might be. This means the derived selection rules allow one,
in particular, to determine whether optical transition can occur but do not allow one
to predict their oscillator strength.
The fundamental selection rules derived above are of general nature. To apply them
to optical transitions, i.e., to the interaction of matter with an electromagnetic field,
the operator describing the coupling has to be defined. The Hamiltonian describing
the response of a system to an electromagnetic field E can be approximated using
perturbation theory. In a first order approximation only the largest term is considered,
which is the electric dipole term.5 Thus, to derive the dipole selection rules the matrix
elements of the dipole operator E ·D have to be considered. These are, basically, the




where x, y, and z are the position operators for the three spatial dimensions. Only
transitions with a non-vanishing matrix element in 〈a|r|b〉 have a finite probability for
a dipole transition. According to the fundamental selection rule an interaction requires
the irreducible representations of initial and final states to be coupled via the interaction
operator. An interaction with the dipole operator can occur in the form of a coupling
with any of its three spatial components, i.e., with any of the position operators6. To
calculate possible dipole interactions the irreducible representation of the initial state





4⊗ denotes the direct product. The direct product of two groups G1 = {A} and G2 = {B} forms a
new group G1 ⊗ G2 which contains all product operators AB.
5The next biggest term is the magnetic dipole term which is on the order of 10−5 weaker.
6Physically this implies non-polarized light with respect to the alignment of the investigated system.
Since the experiments in this work are conducted in the gas phase a polarization of the light source
does not have an effect on the experimental results.
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The result is a (in general reducible) matrix RF . In order for a transition to be dipole-
allowed, the irreducible representation Rf of the final state has to be contained in
Ri
⊗
Γx,y,z where Γx,y,z is generated by the three position operators. The direct product
can be decomposed into the irreducible representations Rf of all final states to which
the initial state couples. The irreducible representations Γx,y,z of the three position
operators for each point group can be found in the character tables (see Appendix).
To apply the fundamental selection rules to a system of a particular point group G the
direct product of those irreducible representations which generate the components of
the dipole operator E ·D with each irreducible representation of the group G has to
be formed. In practice, the characters of the irreducible representations are multiplied
and the result is decomposed. This is exemplified in the following using the point group
C3v:
The C3v point group has the irreducible representations A1, A2, and E. Further, x and
y transform as E, and z transforms as A1. Application of the selection rule identifies
which transitions may occur from states of each irreducible representation:
transitions from A1 : A1
⊗
A1 = (1 1 1)× (1 1 1) = (1 1 1) = A1
A1
⊗
E = (1 1 1)× (2 −1 0) = (2 −1 0) = E
transitions from A2 : A2
⊗
A1 = (1 1 −1)× (1 1 1) = (1 1 −1) = A2
A2
⊗
E = (1 1 −1)× (2 −1 0) = (2 −1 0) = E
transitions from E : E
⊗
A1 = (2 −1 0)× (1 1 1) = (2 −1 0) = E
E
⊗





The forbidden transitions are those which do not result from any of the direct products.
Thus, from simple group theoretical considerations follows: A1 9 A2 and A2 9 A1.
This means that for a physical system with C3v symmetry, like [1(2)3] tetramantane,
optical transitions between electronic orbitals which transform as the irreducible rep-
resentations A1 and A2 are dipole-forbidden (A1 = A2). Dipole forbidden-transitions
are summarized in the following table:
A1
∧= z E ∧= x, y Forbidden transitions
A1: A1
⊗
A1 = A1 A1
⊗
E = E A1 → A2
A2: A2
⊗
A1 = A2 A2
⊗
E = E A2 → A1
E : E
⊗







Such tables summarizing the dipole-forbidden transitions have also been worked out
for all other relevant point groups. They can be found together with the corresponding
character tables in the Appendix.
Chapter 4
Experimental Methods
In this chapter the experimental methods are described which have been used to in-
vestigate the electronic structure of diamondoids. The focus of this thesis lies on the
investigation of the optical properties of diamondoids and its derivatives. This thesis
provides experimental data that can be directly compared to theoretical studies. Typ-
ical quantum chemical computations of the electronic structure assume single, isolated
particles. In addition, a particle investigated by theory is, naturally, completely defined
in size and shape. The strict monodispersity of the diamondoid samples and the precise
knowledge of their size and shape allows for experiments that emulate these conditions.
For this purpose all the experimental investigations were performed in the gas phase.
This avoids interaction of the diamondoids with their surroundings as well as among
each other [76]. In combination with the knowledge of the sample structure this allows
for a direct comparison of the experimental data to theoretically derived values.
The preparation procedures of the samples are described in section 4.1. The structures
of the investigated diamondoid and their general properties were introduced in chap-
ter 2. Optical absorption spectroscopy and photoluminescence spectroscopy provide
the main experimental tools of this study. They are described in sections 4.4 and 4.5,
respectively. Both these methods use a gas cell setup that is described in section 4.2
and synchrotron radiation described in section 4.3. Further, ultraviolet photoelectron
spectroscopy has been employed to yield insight into the highest occupied states of
diamondoid thiols (which are discussed in section 6.2). The experimental setup is de-
scribed in section 4.6.
4.1 Diamondoid Samples
Pristine Diamondoids
Adamantane is commercially available and has been purchased in high purity (99+%)
from Sigma-Aldrich [77]. All other diamondoid samples used in this work were acquired
from our collaboration partners from MolecularDiamond Technologies / Stanford Uni-
versity. The diamondoids were isolated and purified from petroleum [1]. Higher dia-
mondoids were obtained by vacuum distillation above 345◦C and are pyrolyzed at 400◦
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to 450◦C to remove non-diamondoid hydrocarbons. This sophisticated extraction is
required because higher diamondoids have to date not been synthesized [44] and no
other sources for higher diamondoids are known to date. Also, this procedure, which
makes use of the high thermal stability of diamondoids, demonstrates that thermal
dissociation of diamondoids does not have to be feared in the comparably low tem-
perature regions (< 250◦C) used in this work. Size and shape selectivity occurred via
high-performance liquid chromatography [1]. All samples exhibit purities exceeding
99% and their structures are confirmed by single crystal x-ray diffraction.1
Available sample quantities range from several grams for adamantane and diamantane
to only a few mg for the pentamantanes or cyclohexamantane. This scarcity of several
higher diamondoid structures is one of the experimental challenges in this work. It
requires the different experimental setups to work very efficiently as entire spectra have
to be gained from such minimal amounts of the samples.
Modified Diamondoids
Thiol functionalized diamondoid samples used in this work were acquired through a
collaboration with the group of ProfP˙eter RS˙chreiner from the Justus-Liebig-University
in Giessen, Germany. Pristine diamondoids, provided through MolecularDiamondoid
Technologies, serve as starting point and are subsequently chemically modified [58, 41,
53, 4]. The chemical processes exhibit yields which are typically clearly below 100%.
Therefore, sample amounts are even more critical for functionalized diamondoids than
for pristine ones. The possibility of thermal dissociation at the applied temperatures
in this work can also be excluded for functionalized diamondoids [78].
Further, bulk-substituted diamondoids, i.e., diamondoids for which carbon atoms have
been replaced with different elements, are investigated. The model systems investi-
gated in this work are a series of oxadiamondoids and urotropine. Urotropine (or hex-
amethylenetetramine, C6N4H12), an adamantane cage for which the tertiary carbon
atoms have been replaced by nitrogen, is available commercially and has been bought
at Sigma-Aldrich [77]. In oxadiamondoids one binary carbon is replaced by an oxy-
gen atom. The oxa-versions of adamantane through triamantane have been provided
through the collaboration with the group of Prof. Schreiner [55].
Just like for pristine diamondoids, sample purities for all of the functionalized species
clearly exhibit 99% [77, 78].
4.2 Multi-Purpose Gas Cell
To measure the absorption and photoluminescence of diamondoids in the gas phase a
heatable gas cell setup has been developed. The cell design is based upon a prototype
that was constructed for previous absorption measurements [79]. A photograph of this
primary absorption cell design is shown in Fig. 4.1. Within the last three and a half
years it has been continuously advanced to meet the demands of new experimental
ideas. Most notably, it was redesigned to allow the detection of absorption and photo-
luminescence. The resulting multi-purpose setup not only enables different experiments
1A detailed description is given in Ref. [1]
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Figure 4.1: Picture of a gas cell setup that was constructed for measuring the absorption
properties of diamondoids.
within the same cell-setup it also allows the parallel measurements of absorption and
photoluminescence for an efficient use of the synchrotron beamtime.
In its latest design, which is shown in Fig. 4.2, the gas cell has been adapted to, next
to absorption scans, enable spectrally and time-resolved photoluminescence measure-
ments. For this purpose a CF16 cube is used as main body of the cell. The axis of the
cube that is oriented along the beam direction is extended by a 76mm CF16 tube for
a total cell length of 12.7 cm. This provides an absorption length that is comparable to
the original absorption setup [79] and does, therefore, not compromise the suitability
of the new multi-purpose setup for the absorption measurements.
Compared to the primary setup the cube allows the attachment of additional windows.
In its current version the cell features four windows, all in the horizontal plane: An
entrance and an exit window in beam direction and two windows at 90◦ angles for
the detection of photoluminescence. On the bottom face of the cube a blind flange is
attached. The use of a cube at the front end of the cell also ensures that the lateral
exit windows are close to the beam entrance window and the cell center. This min-
imizes the absorption before the photoluminescence detection zone, thus maximizing
the luminescence signal intensity.
Components
For the absorption and photoluminescence measurements of diamondoids the multi-
purpose cell needs to be heatable, vacuum-tight, and transparent into the vacuum
ultraviolet (VUV) spectral region. Further, it is designed to facilitate the sequential
execution of the required experimental steps, such as outgassing of the sample or baking
out the cell. To complete the gas cell the cell body is equipped with several additional
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Figure 4.2: Picture of the current gas cell setup for absorption / photoluminescence maesure-
ments.
components:
The windows are the crucial component of the gas cell because they have to combine
several indispensable properties, such as high thermal stability, optical transparency
into the VUV spectral region, and vacuum tightness. No commercially available window
is able to satisfy all the above to the required degree at the same time. Thus, heatable,
VUV-transparent, and vacuum-tight windows, schematically shown in Fig. 4.3, have
been designed.
To assure tightness the windows are composed of two frame elements that hold the
pane squeezed between two o-rings, as shown in Fig. 4.3. They are screwed against one
another using titanium screws to avoid seizing of the thread due to the heating process.
The vacuum-side element (bottom element on the right-hand side of Fig. 4.3) is milled
from a CF16 flange and easily connects to standard UHV components.
The high thermal stability is achieved by using Kalrezr o-rings (from DuPont) which
are guaranteed to endure temperatures up to 170◦C. Even higher temperatures can be
achieved temporarily without compromising the functioning of the gas cell.2 Window
panes are made from 1mm thick MgF2 crystals that are transparent for energies up
to about 11 eV, which is well beyond the region of interest.3 At the same time MgF2
absorbs infrared radiation with less than 1000 cm−1 (≈ 125meV or 1500K), as shown
in Fig. 4.4, meaning that the windows are efficiently heated and at thermal equilibrium
with the rest of the gas cell. This ensures that the diamondoid samples do not con-
dense on the windows. This is important to make sure that the acquired data indeed
2In our experiments, the windows survived temperatures beyond 200◦C. However, around 200◦C the
O-rings start to outgas giving rise to characteristic spectral signature in the absorption spectra. Also.
O-rings that have been heated to 200◦C or above become brittle and will in continuing use compromise
tightness of the absorption cell.
3Here, the ionization potential of adamantane (9.23 eV [25]) provides a useful reference for the upper
limit of the energy region.
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Figure 4.3: Schematic drawing of the constructed MgF2 windows. The pane (1mm×20mm
diameter) is held between two frame elements that connect to a regular CF 16 vacuum compo-
nent. Air tightness is achieved by using Kalrez o-rings which exhibit high thermal stability.
stems from isolated particles in the gas phase rather then conglomerates of condensed
diamondoid crystals. Several experimental runs showed that indeed samples do not
condense on the windows, but in the case of supersaturation4 which can be excluded
for all of the presented data.
A valve is installed on the top of the absorption cell. It allows one to load the cell
without dissembling any fixed parts. It can be opened and closed within the vacuum
chamber from the outside through a mechanical feed-through, as indicated in Fig. 4.7.
Being able to open and close the valve within the cell serves multiple purposes. It
allows one to evacuate and then close the cell before starting to heat and sublimate
the sample and also to open the cell for the bake out after the measurement. Further,
measuring the transmission of the open and the supposedly empty closed cell provides
a way to confirm a complete and successful bake out.
Heating wires are used to allow heating the gas cell to temperatures providing suffi-
cient vapor pressures of the contained samples. The heating wires are tightly wrapped
around the cell and at more solid parts, such as the valve and flanges, fixed with clamps
to ensure a sound thermal contact. If high temperatures (> 150◦C) are required the
cell can be partially or fully wrapped in aluminum foil which functions as a heat shield
and thus maximizes the heating efficiency. While this allows faster and more efficient
heating it also entails a slower cooling process, especially in vacuum where large parts
of the heat loss occur by means of radiation. For samples which are available in very
small amounts fast heating is advantageous because it minimizes the time until the
measuring temperature is reached and, thus, the small yet non-negligible sample loss
through leakage.
The heating process is steered directly via the temperature of the heating wire. A ther-
mocontroller using a standard thermocouple reads out the temperature of the heating
4At one occasion diamantane condensed on the cell windows after filling the cell at elevated tem-
peratures (T= 79◦) and then letting the closed cell cool down. Consequently, heed was taken to not
fill the cell in a fast cooling process and the condensation of samples on the windows can be ruled out
for all of the discussed data.
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Figure 4.4: The transmission curves of the MgF2 windows [80] in the ultraviolet (top) and
infrared (bottom) spectral region.
wire and compares it to the set temperature. A second thermocouple is connected to
a comparably cold part of the cell to monitor the progress of the heating process. This
setup allows one to control minimum and maximum temperatures of the cell and helps
to avoid large temperature gradients which would induce mechanical strain.
For all connections titanium or silver-plated screws are used to avoid a seizure of the
thread upon heating. The use of vacuum lubricants was avoided to minimize the risk
of contaminations within the gas cell.
Ceramic spacers were used to keep the thermocouples and the wire leads of the heating
wires from making electric contact with one another or with the chamber walls. All
wires are lead to the outside of the vacuum chamber through electrical feedthroughs.
The gas cell is connected to a flange that is fixed on the side of the chamber. The
flange is a special construction and can be moved around by several millimeters to
adjust the cell position in up-down and in the beam direction. The cell is held by an
assembly of four threaded 5mm metal rods. The holding construction allows for the
adjustment of the cell in left-right direction (from the beam). It is designed to combine
minimal thermal contact to the external vacuum chamber with the rigid stability that
is necessary to cope with the forces when opening and tightly closing the valve of the
cell.
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Figure 4.5: The principle of undulator radiation. Electrons that move at velocities near the
speed of light undergo an oscillatory motion in a periodic magnetic field. Due to relativistic
effects the resulting dipole radiation is strongly collimated in forward direction. In an undulator
the lobes resulting from the single oscillations interfere constructively, thus the intensity of the
beam grows as N2. [81]
Operation
For absorption and / or photoluminescence measurements the gas cell is operated as
follows:
Outside the vacuum chamber, the gas cell is filled through the open valve with a few
mg of the sample. The absorption cell on the holding flange (compare Figs. 4.1 and
4.2) is then put into place and vacuum chamber is pumped down. The cell is opened
shortly to allow the residual air to escape. Where the samples require heating, the cell
is heated slowly to avoid strain. The sample is outgassed at ambient pressures smaller
than 3 · 10−5mbar. The temperature is stabilized when a sufficient vapor pressure
of the sample is reached. Measuring temperatures for all diamondoids are listed in
Tab. 4.1. The absorption signal is used as a rough indicator for the vapor pressure and
measurements are conducted at a maximum absorption of ∼ 50−90% and an estimated
vapor pressure on the order of ∼ 0.1mbar.
After the measurement of a sample is complete the valve of the absorption cell is opened
completely and the cell is baked out over an extended period of time (typically 30min
to 1 hour) at a temperature exceeding the measuring temperature. The success of the
bake out is controlled by scanning for an absorption signal of the closed cell. After the
bake out is complete the cell is cooled down and the chamber is vented. For the next
sample the same procedure is repeated.
4.3 Synchrotron Radiation
For optical absorption as well as photoluminescence measurements, which are described
in sections 4.4 and 4.5, respectively, synchrotron radiation was used as the light source.
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Synchrotron radiation results from the relativistic dipole radiation that is emitted by
accelerated charged particles moving at velocities close to the speed of light. Typi-
cally, electrons moving at more than 0.999 c are accelerated in a horizontal plane, i.e.,
orthogonally to their direction of motion, by a periodic magnetic field, a so-called inser-
tion device. Due to relativistic effects the dipole radiation is strongly concentrated in
forward direction. In modern 3rd generation synchrotron facilities, such as BESSY II,
typically an undulator is used as insertion device. The principle of undulator radiation
generated in a synchrotron is shown in Fig. 4.5. In an undulator the horizontal dis-
placement of the electron bunches in the magnetic field is small enough for the lobes
of the individual oscillations to interfere with each other [82]. The parameters of the
alternating magnetic field and the electron bunches are matched such that the interfer-
ence at the desired energy occurs constructively. Due to the constructive interference
the intensity of the beam grows with the square of the number of oscillations in the
magnetic field, i.e., quadratic with N , the number of pairs of dipole magnets. The
resulting undulator peak consists of an energy range that is typically too broad for
spectroscopy purposes. Therefore a monochromator is employed to select a narrow
wavelength region of the undulator radiation. To scan the energy the undulator gap
and the monochromator grating are adjusted synchronously and stepwise to yield a
maximum intensity at the desired wavelength. The energy resolution is determined by
the monochromator but can be varied by opening or closing the exit slit which comes
at gain or loss of beam intensity, respectively.
4.4 Optical Absorption Spectroscopy
Figure 4.6: Schematic
drawing of the principle
of optical absorption spec-
troscopy. CB, VB, and CL
label the conduction band,
the valence band and the
core-levels, respectively.
Optical absorption spectroscopy probes band-to-band tran-
sitions between the valence and the conduction band, or -
depending on the notation - the HOMO and the LUMO,
respectively. A schematic view is given in Fig. 4.6. The in-
vestigated system is promoted from the electronic ground
state into an excited state through the absorption of a pho-
ton. The change in photon transmission is measured as
a function of photon energy. The absorption signal is a
measure for the transition probability between all pairs of
filled and empty electronic states whose energy difference
matches the photon energy. For some transitions that are
dipole-forbidden (compare section 3.3) this probability is
zero. For semiconductors, the absorption of photons does
not occur below an energy threshold. This energy is usually
labeled as gap energy, Egap. 5
Experimental Setup
The optical absorption of the diamond clusters is deter-
mined as difference of the measured transmission between
5The precise definition of the energy gap is far from being unambiguous. Further differentiation will
be undertaken in section 5.1.3.
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Figure 4.7: The experimental setup for the absorption measurements at the Hasylab. The
schematic drawing shows a lateral cut through the Clulu vacuum chamber. The synchrotron
beam arrives from the left at an angle and is reflected into the main chamber. It traverses the
gas cell and hits a photodiode which measures the transmitted intensity of the beam. [83]
a filled and an empty absorption cell. The absorption of pristine and functionalized
diamondoids is measured using synchrotron radiation and the gas cell setup described
above. The experiments were performed using synchrotron radiation in the vacuum ul-
traviolet spectral regime at beamline I of Hasylab (DESY, Hamburg) and at beamline
U125/2-NIM of the Berlin synchrotron facility BESSY II.
A profile of the setup at Hasylab is shown schematically in Fig. 4.7. The absorption
cell is centered within the vacuum chamber such that the synchrotron light traverses
the cell before hitting a photodiode at the far end of the chamber. The diode current
is read out using a Keithley picoampe`remeter. The intensity of the transmitted light
is then recorded as function of the monochromator position. The difference of two
transmission scans for the empty and the filled absorption cell provides the absorption
signal of a sample. The pressure curves for most of the measured samples are unknown
and thus the relative not the total absorption cross section has been determined6.
Some of the absorption measurements, e.g., on oxadiamondoids, were conducted at
BESSY II and already used the advanced version of the gas cell shown in Fig. 4.2 which
facilitates the simultaneous detection of photoluminescence. The principle, however,
stays the same and the altered gas cell setup did not affect the outcome of absorption
measurements in any way.
6Note that pressure gauges used in the sub-mbar regime are typically calibrated to N2 and correction
coefficients exist for many other gases. For diamondoids the correction coefficients have not yet been
determined and pressure gauge readouts could easily be off by an order of magnitude or more.
44 Chapter 4. Experimental Methods
Data Acquisition and Analysis
The transmission signal is measured as the current of a photodiode behind the gas cell
which is read out by a Keithley picoampe`remeter. During a scan over the investigated
energy range the diode current is written to a file together with the monochromator
position. For each sample a scan of the empty gas cell has been recorded directly
before or after the scan of the sample. This ensures that a possible degradation of the
transmission properties of the windows as well as potentially persistent contaminations
on the window surface are accounted for.
The two scans of the empty and the filled cell are scaled to account for differences in
the ring current of the synchrotron. The absorption cross section can then be deduced













The exact density of the particles N inside the gas cell is unknown because the vapor
pressure as a function of temperature has not yet been determined. The temperature
is kept constant throughout each scan and the determined absorption cross sections are
relative cross sections. The spectra can therefore be discussed in terms of the relative
intensities of spectral features.
For the pristine diamondoids the spectra have been recorded in steps of 0.1 nm and
the spectral resolution is better than 20meV over the entire spectral range. For the
diamondoid thiols a step width of 0.2 nm was used. The resulting resolution of the
spectra is still better than 30meV and is sufficient to spectrally resolve the compa-
rably smooth spectra (compare section 6.2). For all other samples the step width of
the monochromator has been adjusted throughout the scan by defining different step
sizes for different spectral regions. Therefore, the nominal spectral resolution varies
throughout the spectrum. The step width has been set to yield a resolution better
than 20meV in energy regions where spectral features are abundant.
Proof-of-Principle
In Fig. 4.8 the adamantane spectrum that has been recorded at the Hasylab using
the gas cell setup described in section 4.2 is compared to a reference spectrum from
the literature [32]. The two curves show excellent agreement. Further, the spectrum
recorded in the present experimental setup reproduces all of the spectral features found
in the reference spectrum, which has been recorded with a resolution better than 3meV
[32].
This comparison demonstrates the suitability of the absorption spectroscopy setup and
shows that the spectral resolution is sufficient to resolve all spectral features. Because,
of all investigated samples, the adamantane spectrum exhibits the sharpest spectral
features, it follows that the resolution does not pose a limit on any of the optical
absorption spectra presented in this work.
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Figure 4.8: Comparison of the adamantane spectrum recorded using the experimental setup
described in section 4.2 (bottom) with an adamantane from the literature (top) [32]. All features
are reproduced showing that the experimental data are not limited by the spectral resolution.




drawing of the principle
of photoluminescence spec-
troscopy.
Just like absorption spectroscopy, photoluminescence spec-
troscopy probes the band-to-band transitions of a system.
The system, in our case the diamondoid, is promoted to
an electronically excited state and emits a photon when it
relaxes back into its electronic ground state, as sketched in
Fig. 4.9. This photon carries important information about
the system which is supplemental to the information ac-
quired using absorption spectroscopy. In particular, infor-
mation about the excited state, such as the magnitude of
the geometric distortion, can be retrieved.
The idea to measure photoluminescence of diamondoids
came from drawing analogies to Si-nanostructures. Sili-
con, like diamond, is an indirect band gap semiconductor
and, therefore, in its pure state not prone to emit light
upon excitation. However, it has been observed that Si-
nanostructures exhibit enhanced luminescence [69]. This
has been explained by a breakdown of the momentum conservation rule in nanostruc-
tures [68], a concept that should be universal in its nature and, therefore, also apply
to the indirect semiconductor diamond.
Experimental Setup
The photoluminescence of diamondoids was measured at the NIM endstation of beam-
line U125/2 at the Berlin synchrotron facility BESSY II. The incoming photon beam
is monochromatized using a 10m normal-incidence monochromator equipped with a
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300 l/mm grating. To confine the interaction of the synchrotron beam with the sample
to a small, well-defined volume, the gas cell setup described in section 4.2 is used. The
cell is placed inside a vacuum chamber such that it is traversed by the synchrotron
beam. Behind the absorption cell the transmitted light is detected by a photodiode,
similar to the experimental setup for the absorption measurements. The light transmit-
ted through the gas cell provides measure for the absorbed photons which is also used in
section 5.2 to estimate the quantum yield. The enhanced experimental setup is used for
the simultaneous measurements of absorption and time- and spectrally resolved photo-
luminescence. The photoluminescence signal is detected on either side of the vacuum
chamber at an angle of 90◦ to the incident beam. On one side the setup features a
photomultiplier to deliver the time-resolved luminescence signal7. On the other side of
the current multi-purpose setup the luminescence light is dispersed by a 1m normal-
incidence monochromator equipped with a 1200 lines/mm grating (blaze wavelength
150 nm) and recorded by a position-sensitive CsTe microchannel-plate detector. The
detector is sensitive to wavelengths from 300 nm down to 160 nm [85] and has a fairly
constant quantum efficiency down to 200 nm which decreases slightly towards 160 nm
[85, 86]. The detector, provided by the group of A. Ehresmann (U Kassel), has never
been gauged for absolute quantum efficiencies [86]. However, over the relevant energy
range the CsTe-detector exhibits a spectral response that does demand corrections of
the spectra in their relative intensities [85].
The photoluminescence setup allows for the detection of spectrally resolved data as
well as of the total luminescence yield. For the latter the secondary monochromator is
operated in 0-order, effectively integrating the luminescence signal over the entire spec-
tral range. The measurement of the total luminescence yield as a function of excitation
energy is known as luminescence excitation and also provides a direct measure for the
light absorption.
The (primary) monochromator of the synchrotron beamline yields a maximum resolu-
tion of better than 30meV for slit settings of 100µm for entrance and exit slit. For the
recording of spectrally resolved luminescence of diamondoids the exit slit was opened
to 400µm. This increased the photon flux fourfold at the cost of the resolution of the
synchrotron beam. An effect of an energetically broader excitation on the recorded
luminescence spectra was not found.
The spectral resolution of the monochromator-detector combination for the detection
of diamondoid photoluminescence has been determined to be better than 30meV.
To suppress stray and scattered light as well as signal contributions from the background
a pinhole at the front window of the cell and an exit slit on the luminescence window
were installed. The 3mm pinhole before the cell diminished the effect of reflections
from the beamline. The exit slit, which is in its final version rather a combination of
slits along the path of photoluminescence signal as shown in the picture in Fig. 4.2,
proved useful to suppress different troublesome signal spots on the detector image
which appeared to stem from reflections within the absorption cell. By reducing the
area of the window by a factor of twelve the slit also reduced the background noise from
fluorescence light reflected within the absorption cell. As an adverse effect the slit also
leads to a reduction of the solid angle of the detection area by approximately a factor
7As mentioned earlier, the results of the time-resolved luminescence measurements will be discussed
in a later work [84].
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Diamondoid name T (K) Eexc (eV) E∗gap (eV)
adamantane 293 7.12 6.49
diamantane 360-375 7.90 6.40
triamantane 389-397 7.43 6.06
[121] tetramantane 410-438 7.75 6.10
[123] tetramantane 411-414 7.90 5.95
[1(2)3] tetramantane 408-418 7.75 5.94
[1212] pentamantane 420-421 7.87 5.85
[1(2, 3)4] pentamantane 407-409 7.75 (7.20) 5.81
Table 4.1: Temperatures and excitation energies at which the photoluminescence of each dia-
mondoid has been measured. For [1(2, 3)4] pentamantane a second spectrum has been recorded
at a different excitation energy to check for a dependence of fluorescence lines on the excitation
wavelength. The photoluminescence spectra are discussed in section 5.2. The band gap is also
listed for comparison. (∗More precisely, this is the optical gap as defined later in section 5.1.3)
of three. Blackening the inside of the absorption cell (to UV light) might make the use
of a slit dispensable. Experience has shown, however, that tiny desorption rates can
lead to notable contaminations within the unpumped volume of the gas cell. Typical
tools, such as graphite spray, do not provide the vacuum compatibility needed to be
used in such an unpumped, heated vacuum cell.
Data Acquisition and Analysis
Different kinds of measurements are possible for each diamondoid sample. To derive
the spectra the following steps have been taken:
For a luminescence excitation spectrum the excitation energy is scanned over the
corresponding energy region, typically in steps of 0.2 nm. The CsTe detector is triggered
by the step motor of the beamline monochromator and the total luminescence signal
for each energy step is recorded for 5 seconds. A program writes the step number and
the signal intensity to a text file which, together with the settings of the beamline
monochromator, allows the reconstruction of the luminescence excitation spectrum.
For the recording of a photoluminescence spectrum the beamline monochromator
is set to a constant excitation energy. The excitation energies are chosen to excite the
diamondoids in a strong absorption band to yield a high signal intensity. They are
listed in Tab. 4.1. The resulting photoluminescence is then detected by the spatially
resolving CsTe multichannel plate-based detector.
Prior to the first measurements the secondary monochromator has been calibrated using
the reflections of the synchrotron beam on a solid, largely transparent medium that was
placed inside the absorption cell for this purpose. The primary monochromator was
moved from 175 nm to 270 nm in steps of 5 nm and the position of the signal and the
grating position of the secondary monochromator were noted. This allowed to precisely
calibrate the setup over the entire spectral range.
The photoluminescence spectra of diamondoids turned out to be unexpectedly broad
in energy. Distinct sharp features in the spectra are absent. Spectra typically stretch
over several tens of nanometers, or more than 1 eV, as is shown in Fig. 4.10 and as















































Figure 4.10: Construction of a photoluminescence spectrum from multiple detector images
(partial spectra) using the example of adamantane. In the left panel the original data are shown.
In the right panel they have been scaled to the same height at the merging points (dashed lines).
To merge the spectra with highest possible accuracy each of the individual spectral fragments
has been smoothed and the final spectrum has been adjusted according to the smoothed partial
spectra (right panel, red line).
will be discussed in detail in section 5.2. As a consequence, spectrally resolved pho-
toluminescence spectra had to be recorded in a sequence of multiple recordings at
different detection energies. The resulting partial spectra were afterwards merged to
a single photoluminescence spectrum. This procedure is exemplified in Fig. 4.10 using
the example of adamantane. In the case of adamantane five spectra were recorded at a
different position of the grating, i.e., at different wavelengths. Later, for larger diamon-
doids, the individual grating positions were further optimized such that the number
of partial spectra could be reduced to four. The recorded wavelength regions were
chosen to exhibit a broad spectral overlap which allows one to afterwards adjust and
connect the partial spectra to one another. Panel a) of Fig. 4.10 shows the original data
for adamantane over the channel numbers which have been adjusted for the different
grating positions. Each partial spectrum has been recorded for 30min. The fact that
at the edges the partial spectra do not perfectly match in height is due to the finite
lifetime of the electron bunches in the storage ring which results in a decreasing pho-
ton flux over time. In some cases additional effects arise from small variances in the
cell temperature between different partial scans (comp. Tab. 4.1) resulting in different
vapor pressures and, consequently, differences in absorption / emission intensities. For
each partial spectrum an individual fit was created by smoothing. The smoothed lines,
shown in red in Fig. 4.10 b), were then used to scale and fit the spectra to one another.
As a last step, overlapping region of the partial spectra were cut along the dashed lines
and joint to produce a single, complete luminescence spectrum.
The recorded photoluminescence signal was fairly noisy. This impression is aggravated
by the high resolution of the detector that distributes the entire photoluminescence
peak over a total of more than 4000 channels for each spectrum.
The reconstruction procedure of the photoluminescence spectra from multiple scans
and the signal-to-noise ratio raises the question of reproducibility of the spectra. In
Fig. 4.11 two different measurements of the photoluminescence spectrum of diamantane
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Figure 4.11: The graph shows two different sets of photoluminescence data for diamantane.
Data set A has been recorded for fewer time but under the same circumstances as data set B.
Both spectra have been constructed according to the description in the text. The fit for data
set A has been scaled in height to match the fit of data set B. It can be seen that the agreement
is fairly well.
are shown. Partial spectra of both data sets have been recorded for only 30min. Data
set A, however, has been recorded with a much lower beamline flux than data set
B. All other experimental parameters, such as the excitation energy etc., were kept
the same. Therefore data set B, which is the actual data set used in the following
discussion, has much better statistics. However, when scaling the fit of data set A
to similar height it becomes obvious that the two scans are largely equivalent. The
worse signal-to-noise ratio caused by the lower signal intensity leads to an apparent
broadening of the photoluminescence peak for data set A. The energetic position as
well as the shape of the peaks are nevertheless in good agreement despite the very low
statistics of data set A. This demonstrates that the photoluminescence data acquired
during this thesis are reproducible and allow for a meaningful discussion of the spectra
and even single features. The implications of the low statistics on the possibilities of a
qualitative and a quantitative discussion of the spectral details are discussed with the
results in section 5.2.
4.6 Ultraviolet Photoelectron Spectroscopy
Photoelectron spectroscopy is an experimental tool to determine the binding energies
of electrons in solids or molecular systems by making use of the photoelectric effect:
Electrons are excited from the investigated system into the continuum using monochro-
matized light (Eph = hν), schematically shown in Fig. 4.13. The kinetic energy of the
photoelectrons is the difference of the photon energy and their binding energy and thus
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Figure 4.12: The assignment of electronic levels in a photoelectron spectrum using the exam-
ple of H2S [87]. Depending on the intensity with which electronic levels couple to vibrations
the photoelectron peaks turn out either sharp (low coupling, top) or broad (strong coupling,
bottom).
the binding energy is given by
Ebind = hν −Ekin. (4.3)
By scanning the kinetic energy of the photoelectrons one acquires a spectrum that
corresponds to the electronic levels of the investigated system.
Fig. 4.12 visualizes the interdependence of a photoelectron spectrum and the electronic
levels of the investigated system. The electronic levels of polyatomic, more complex
structures typically do not appear as sharp lines but as broad peaks or even bands due
to the excitation of vibrational modes, which give rise to so-called vibronic progressions,




Photoelectron spectroscopy comes in two flavors: X-ray photo-
electron spectroscopy (XPS) and valence band photoelectron
spectroscopy which can be performed using synchrotron ra-
diation (oftentimes simply referred to as photoelectron spec-
troscopy, PES) or an ultraviolet laboratory-based light source
(UPS). All three methods have been applied to pristine and/or
functionalized diamondoids.
Within the frame of this thesis ultraviolet photoelectron spec-
troscopy (UPS) has been employed to probe the highest occu-
pied states of thiolated diamondoids. For the XPS and PES
measurements on pristine diamondoids, which were also con-
ducted in our group, only parts of the interpretation of the
data have been accomplished within this thesis and a summary
of the results will be published in Ref. [37]. The entire exper-
imental work and large parts of the data analysis have been
carried out by Kathrin Klu¨nder and can be found in detail in
her diploma thesis [26].
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Figure 4.14: Photograph of the oven that is used in the PES setup. The sample is placed
inside the pot, shown in the inset, which is placed inside the oven and wrapped by a heating
wire. The oven temperature is monitored by two thermocouple shown in the picture. A copper
nozzle is used to avoid clogging. [26]
Experimental Setup
The UPS setup used an oven to evaporate the samples into a vacuum chamber which
features a photoelectron spectrometer and a helium lamp as light source.
The diamondoid samples are placed inside an oven and evaporated as a particle beam
through a nozzle into the vacuum chamber. The oven, shown in Fig. 4.14, possesses
a little pot (inset of Fig. 4.14) which holds the sample and is wrapped by a heating
wire. By controlling the temperature of the sample pot via a thermocontroller and a
thermocouple connected to the lid of the sample pot the vapor pressure of the sample
and thus the density of the particle beam leaving the nozzle can be controlled.
The oven is adjusted such, that the particle beam is crossed with the light of a He-
lamp under the aperture of the electron analyzer. The He-lamp (Leybold-Heraeus, type
UVS10/35) provides intense and monochromatic ultraviolet light with a photon energy
21.22 eV. This photon energy of the He(I)-line clearly exceeds the ionization potentials
of diamondoids (< 10 eV) and therefore provides sufficient photon energy to record
valence band spectra.
As electron analyzer a Scienta SES-2002 is used. The interaction region is shielded from
outside influences by a µ-metal pipe. The detector uses two hemispheres at different
potentials to adjust the pass energy at which the photoelectrons reach the detector. A
pair of multi-channel plates (MCPs) amplifies the electron signal which is then made
visible on a phosphorescent screen. The screen is filmed by a CCD-camera and the
image is read out by a computer software. By scanning the kinetic energy over the
desired energy range a spectrum is acquired which can, with the help of equation 4.3,
be converted into a spectrum of the valence level binding energies.
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Sample
Twire Tpot pchamber Experimental
Resolution
[C] [C] [10−6mbar] [meV]
adamantane-1-thiol - 23 5,2 40
diamantane-4-thiol 70-75 49-58 5,5 40
diamantane-1-thiol 100-120 64-86 4,7 40
triamantane-9-thiol 140-150 75-91 1,9 50
triamantane-3-thiol 120-140 85-119 4,5 60
[121] tetramantane-2-thiol 140-150 92-105 1,7 80
[121] tetramantane-6,13-dithiol 220 140-153 1,7 80
[1(2, 3)4] pentamantane-7-thiol 170-190 109-132 1,0 80
Table 4.2: This table lists the most important experimental parameters for the UPS mea-
surements of the diamondoid thiols. Twire and Tpot give the temperatures of the heating wire
and the sample pot, respectively. pchamber is the background pressure in the vacuum chamber
during the measurement. In the last column the spectral resolution is given for each of the
measured samples.
Data Acquisition and Analysis
Prior to each run the sample pot and the nozzle are cleaned with acetone in an ultrasonic
bath to ensure that no residues or contaminations are present. The new sample is loaded
and the oven is installed in the chamber. After the He-lamp has been ignited the Scienta
detector is switched on and the region of interest for kinetic energy of the electrons is
scanned. The oven is heated until notable increase in the chamber pressure, pchamber, is
noted and a photoelectron signal is detected. An energy region with a width of 4−5 eV
is scanned in several sweeps. One sweep of the energy region takes approximately
1min which allows one to take spectra even during a slow heating process (compare
temperatures in table 4.2). The error in assuming a constant particle density during a
sweep is negligible because the changes in temperature listed in table 4.2 occur over a
much longer time period of ∼1 hour. The sweeps are added to give a spectrum of the
kinetic energies of the photoelectrons. Using equation 4.3 the spectra are converted to
plot the photoelectron signal over the binding energy.
A Krypton reference spectrum has been taken before each sample to calibrate the
spectrometer and to determine the spectral resolution for the applied settings. For the
calibration the well known 4p3/2 line of Krypton at a binding energy of 13.9996 eV [88] is
used. The spectral resolution for each scan is listed in table 4.2. For larger diamondoid
thiols smaller sample amounts were available and, thus, settings were optimized for a
faster scan at the cost of a lower spectral resolution.
Chapter 5
Results & Discussion - Part I:
Pristine Diamondoids
In this first part of the ”Results & Discussion” segment of the thesis the data on the
optical properties of pristine diamondoids are presented. The absorption and photolu-
minescence data provide information about the influence of nanocrystal size and shape
on the optical properties in general and the optical gap in particular. As one of the
defining materials’ properties the band gap is of particular interest and will be the
central matter of discussion in section 5.1.3.
The experimental results presented in this chapter are the first to determine the exact
influence of size and shape on the optical response of a semiconductor nanocrystal;
exact meaning that structures are known with absolute, atomical precision and that
changes in the optical properties can be directly linked to well-defined changes in size
and/or shape of the nanocrystal.
The optical data in this chapter complement the previous electronic structure inves-
tigations presented in section 2.3 to render a comprehensive picture of the electronic
properties of a series of size- and shape-selected diamond nanocrystals. Due to its
perfect structural definition this series can be regarded as a model system for group IV
nanocrystals in particular and for small semiconductor nanocrystals in general. Fur-
ther, all experiments in this series have been designed to provide data that come as
close to theoretical purity as experimentally possible. This enables a direct comparison
to typical quantum chemical calculations. Such a comparison to existing theoretical
(and experimental) investigations will be given in the final section of this chapter.
5.1 Optical Absorption
The optical absorption of diamondoids ranging in size from adamantane to cyclohexa-
mantane has been measured. In Fig. 5.1 the absorption data for eleven distinct dia-
mondoid structures are shown. To the left side of the graph the diamondoid structures
are displayed next to the corresponding spectrum. The bulk diamond band gap is in-
dicated by a vertical dashed line at an energy of 5.47 eV [89]. Strong differences in the
optical response among different diamondoid structures are evident.
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Figure 5.1: Optical absorption of the series of investigated diamondoids. The diamondoid
structures are displayed on the left next to the corresponding graph. A dashed line indicates
the band gap of bulk diamond [89].
5.1. Optical Absorption 55
A subset of the spectra has been recorded during my diploma thesis but the discussion
and understanding was limited to single spectral features and their size dependent shifts
[79]. In this thesis systematic trends within the evolution of the spectra are worked
out and a definition of the optical gap is given that facilitates a detailed comparison to
theoretical predictions. The discussion of spectral features from my diploma thesis is
not repeated in detail.
First, in section 5.1.1, the optical response of diamondoids is analyzed and a catego-
rization of diamondoids in 1-, 2-, and 3-dimensional diamondoid structures is proposed.
In section 5.1.3 the energy gap will be determined for all diamondoids. The different
factors which influence the optical gap will be analyzed and the results will be discussed
in the light of theoretical and experimental work on diamondoids and similar systems.
A summary of the findings on the optical absorption of pristine diamondoids presented
in this section was published under the title Optical Response of Diamond Nanocrys-
tals as a Function of Particle Size, Shape, and Symmetry in 2009 in Physical Review
Letters.1
5.1.1 Nanodiamonds in 1D, 2D, and 3D
The optical response of diamondoids, shown in Fig. 5.1, varies greatly among the dif-
ferent diamondoids. It changes not only with the size of the diamondoid but also with
its shape, as can be seen, e.g., for the four different pentamantane spectra (2nd to 5th
spectrum from the top). The optical response, therefore, obviously strongly depends
on the very structure of the individual diamondoid.
In the following, a categorization scheme of diamondoids according to both their struc-
tural and spectral properties is introduced. The categorization scheme, which is shown
for the diamondoid structures in Fig. 5.2, is organized as a matrix of diamondoid size
and shape. In Fig. 5.3 the spectra are arranged correspondingly. This matrix approach
allows one to easily distinguish size from shape effects. The categories of this matrix
approach, size (vertical) and shape (horizontal), are applicable to higher diamondoids
(≥tetramantane) in a strict sense. Lower diamondoids (<tetramantane) form a cat-
egory of their own that does not obey the matrix scheme. However, there are good
reasons to group lower diamondoids, as explained below, even though this does not
come about with the same obviousness. The scheme is further arranged as a growth
scheme which is based upon the idea that the next larger diamondoid can be derived
from a given diamondoid structure by adding another carbon cage in a suitable way. In
Fig. 5.2 the addition of a diamondoid cage unit is indicated by an arrow between two
structures.
Starting point for all diamondoid structures is adamantane, the smallest of the diamon-
doids. From it diamantane, and successively triamantane, can be constructed through
the addition of another diamondoid cage unit as indicated in Fig. 5.2. The spectra of
adamantane and diamantane exhibit several very sharp features which are not found in
a similarly high intensity and small spacing in any of the other diamondoids’ spectra.
A sudden break in the spectral appearance occurs when a third diamondoid cage is
1L. Landt et al., Optical Response of Diamond Nanocrystals as a Function of Particle Size, Shape,
and Symmetry, Physical Review Letters 103, 047402 (2009) - Ref. [90]
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Figure 5.2: Investigated diamondoids categorized by their size and divided into different geo-
metrical families (3D, 2D, 1D). The two middle columns contain clusters of same size. Following
the arrows distinguished geometries evolve representing 3D, 2D, 1D nanostructures. Only the
carbon framework is shown and the hydrogen surface termination is omitted for clarity.
added. As seen in panel a) of Fig. 5.3 the sharp resonances which, for adamantane, are
ascribed to Rydberg states [32] vanish in triamantane. Because of their comparably
small size and their sharp spectral features and despite the spectral transition which
already occurs at the size of triamantane these three lower diamondoids are summa-
rized in one category as molecular structures.
From the structure of triamantane three different tetramantane structures2 can be con-
structed by adding an additional diamondoid cage unit. The resulting tetramantane
structures are shown in Fig.5.2 and labeled transitional structures. The name is due to
the fact that through the addition of another cage unit in a suitable manner the three
basic shapes are derived. Each of the basic shapes can be unambiguously identified with
one the idealized nanodiamond geometries shown to the right of Fig.5.2. In fact, the
size of 26 carbon atoms is the smallest at which diamond structures can be constructed
in recognizably one-, two-, and three-dimensional way. The shown basic shapes, there-
fore, are the smallest representatives of perfect 1D, 2D and 3D nanodiamond structures,
i.e., of diamond nanorods, quantum films and quantum dots, respectively.
The remaining two diamondoid structures, [1213] pentamantane and [12(1)3] penta-
mantane, like the three basic shapes possess 26 carbon atoms. However, they do not
unambiguously belong to a single structural group. Instead, they can be derived from
two different tetramantane structures and therefore represent an ambiguous mix of the
different geometries.
The distinction between 1D, 2D, and 3D diamondoid structures, which has above been
made from a geometry perspective, can also be made from an analysis of the spectra.
In fact, it was the observation of spectral resemblances that triggered the thought pro-
cess that lead to this categorization. In Fig. 5.3 the optical spectra of the diamondoids
are arranged in the same way as the diamondoid structures in Fig. 5.2 (without the
2Strictly speaking, there are four tetramantanes because two enantiomers of [123] tetramantane, the
2D transitional structure, exist. Possible differences between the enantiomers have not been investigated
in this work.
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Figure 5.3: Optical absorption as a function of cluster size and shape. The spectra are
arranged corresponding to the structures shown in Fig. 5.2. The optical gaps as defined in
section 5.1.3 are indicated by small arrows.
nanodiamond geometries, of course). The big arrows connect spectra of diamondoids
with direct structural links in the same way as in Fig. 5.2. The small arrows indicate
the optical gaps which will be discussed in section 5.1.3.
It can be seen that from the smooth spectrum of triamantane in panel a) three very
distinct optical spectra evolve for the three transitional structures, i.e., for the three
tetramantanes. The spectrum of [1(2)3] tetramantane, as a member of the 3D structural
family, is fairly structured and exhibits a strong peak at the absorption onset. In the 2D
transitional structure ([123] tetramantane) the absorption onset is far less pronounced
and, overall, has less spectral structure. The spectrum of 1D [121] tetramantane only
shows sporadic structure. Further it completely lacks the peak at the absorption on-
set that is observed for the two other structures at energies below 6 eV. Note that all
transitional structures have exactly the same size, i.e., the same number of atoms and
diamond cage units. The spectral differences therefore demonstrate the drastic influ-
ence of the diamondoid shape.
The influence of shape grows with increasing size as can be observed in panel c). The
3D diamondoid possesses by far the strongest resonances among the measured higher
diamondoids while the 1D basic shape hardly exhibits any sharp spectral features. Con-
cerning the extent of spectral features the disc-shaped 2D diamondoid is in between
the two extremes of the 1D and the 3D basic shape. Yet, it has its own, very distinct
spectral signature. Its spectrum exhibits an almost step-like increase of the absorp-
tion around 6 and 7 eV, each accompanied by a sharp resonance. Neither one of these
resonances matches any peaks of the 3D or 1D basic shapes. A comparison to panel
b) shows that the spectral characteristics evolve within each of the structural families:
The sharp, regularly spaced features of the 3D basic shape are already present in a
rudimental form in the corresponding transitional structure. Most notably the charac-
teristic double peak at the absorption onset can be recognized. Similarly, the spectral
shape evolves for the 2D family where the two characteristic features in the basic shape
are also already present in the transitional structure. The 1D family, on the other hand,
stands out through a lack of structure altogether.
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Figure 5.4: A comparison of the absorption spectra of the four different measured pentaman-
tane isomers. All structures have the exact same size and differ only in shape.
The above analysis of the optical spectra of the measured higher diamondoids shows
that the shape of the diamondoid has a considerable influence on its optical spec-
trum. The influence of shape on the optical properties even outweighs size effects in
many respects. The spectral similarities among diamondoids with a similar shape but
a different size are larger than the spectral resemblance of diamondoids of the same size.
Judging only by their geometry [12(1)3] pentamantane and [1213] pentamantane do
not fit into the scheme introduced above. From a structural point of view [1213] pen-
tamantane is a chimera of [121] and [123] tetramantane and [12(1)3] pentamantane can
even be derived from all three tetramantane structures. They can therefore not be
unambiguously assigned to any of the groups by their structure. Nevertheless, the
spectra are in the following compared to those of the other diamondoids and it is
attempted to assign them to one of the categories from their spectral characteristics.
This provides a further test of the plausibility of the linkage between a diamondoid’s
geometry and its optical response.
Fig. 5.4 shows the spectra of [1213] pentamantane and [12(1)3] pentamantane together
with the two other measured pentamantanes. The special role of [1(2, 3)4] pentamantane
with its many pronounced and regularly spaced peaks, which has been pointed out
above, again becomes evident from this graph. Among the pentamantanes a resem-
blance of the spectra of [1212] and [1213] pentamantane at the absorption onset is
apparent. Both spectra possess peaks around 6.1 and 6.3 eV which are very similar
in spectral shape and relative strength. The broad resonance of [1212] pentamantane
ranging from approximately 6.3 − 7.3 eV, which is characteristic of the 1D structural
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Figure 5.5: Comparison of the spectra of (a) [12(1)3] pentamantane and
(b) [1213] pentamantane to those of the tetramantanes. The tetramantane spectra are
offset to overlay characteristic spectral structure. [1(2)3] tetramantane has not been included
because of the lack of spectral similarities with either of the depicted pentamantanes.
family, does not have a counterpart in the [1213] pentamantane spectrum. Such a broad
resonance can, however, be recognized in the spectrum of [12(1)3] pentamantane. Here,
the characteristic peak at the absorption onset of [1212] pentamantane around 6.1 eV
is not reproduced.
The comparison to diamondoids of the same size yields some insight but no apparent
assignment of either of the structures. To investigate the origin of spectral features it
is therefore commendable to compare the spectra to those of the three tetramantanes.
This has the advantage that the structures of all larger diamondoids can be derived
from (at least) one of the isomers of tetramantane and that the three different isomers
exhibit characteristic absorption spectra as seen in Fig. 5.3 (b). In Fig. 5.5 the spectra
of the pentamantanes are compared to those of [121] and [123] tetramantane which have
been shifted in energy to overlay similar spectral features. [1(2)3] tetramantane is not
included because of a palpable lack of spectral resemblance.
The spectrum of the branched [12(1)3] pentamantane in panel (a) does not exhibit any
sharp peaks. A very faint feature is observed between 5.8 and 5.9 eV and can be matched
to a comparable feature in L-shaped [123] tetramantane. This feature is absent in the I-
shaped [121] tetramantane and is therefore tentatively linked to the existence of a bend
in the diamondoid structure. The comparison shows that the distinct peaks around
6.1 eV which are present in the tetramantane spectra are lacking in the pentamantane
spectrum. The addition of a cage to either of the tetramantane structures to form
[12(1)3] pentamantane thus results in an attenuation of large parts of the characteristic
peaks. A possible reason for this observation is the lowering of the diamondoid’s sym-
metry to the point group C1 that results in the cancelation of all orbital degeneracy.
A strong spectral resemblance can be observed for the three spectra in panel (a) in
the region between 6.5 and 7.0 eV. Here, [123] tetramantane possesses a double peak
that fades into a broad resonance with a shoulder in [12(1)3] pentamantane and finally
into a single broad resonance in [121] tetramantane. This is the kind of behavior one
would intuitively expect due to the fact that [12(1)3] pentamantane is in many regards
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a structural mixture of the two tetramantanes and, in fact, contains both of them.
In panel (b) [1213] pentamantane is shown together with the spectra of [121] and [123] te-
tramantane. The absorption onset of [1213] pentamantane exhibits a small feature at
5.8 eV and a pronounced peak at 6.1 eV following the spectrum of [123] tetramantane
remarkably well. The small feature at 5.8 eV for the L-shaped [1213] pentamantane is
in agreement with the tentative ascription of this feature to the existence of a bend in
the diamondoid structure. Another small feature at 6.3 eV is also found in the spec-
trum of [121] tetramantane. Beyond this point it is difficult to match spectral features
of the pentamantane to those of a tetramantane. Interestingly, this behavior starkly
contrasts the observations made for [12(1)3] pentamantane where similarities are scarce
at the absorption onset and more abundant at higher energies. To overlay the spectra
the spectra of the tetramantanes had to be offset a little further than in the above
case of [12(1)3] pentamantane. Also it interesting to note that the shift among the
tetramantanes varies slightly for both panels of Fig. 5.5 which indicates that electronic
states responsible for the absorption onset shift independently from those at higher
energies. This shows that different electronic levels, in general, exhibit a noticeably
different response to changes in size and shape of the diamondoid.
The spectral analysis of all measured diamondoids shows that the optical response of
diamond nanocrystals is intimately linked to their shape. In fact, the spectra of dia-
mondoids of the same shape typically exhibit stronger similarities than for diamondoids
of the same size. The most drastic effects are observed for the 1D, 2D, and 3D basic
shapes. But the analysis of the additional pentamantane spectra showed that some
of the observed spectral features can also be linked to certain geometric elements of a
diamondoid structure.
The above results are the first to reveal a dominant influence of the shape of a nanocrys-
tal over its size. While diamondoids are a unique system allowing such detailed exper-
imental investigations no such limits apply to theoretical investigations. Yet, a notice-
able influence of the shape on the optical properties of similarly sized nanocrystals has
not been reported so far.
The results show that shape becomes a non-negligible design parameter when semi-
conductor nanostructures approach the sub-nanometer regime. As is seen by the huge
differences in the behavior at the absorption onset the shape of the nanocrystal starts
to govern the transition probability for the lowest-energy transitions. In a size regime
of only a few nanometers, controlling the nanocrystal size will most likely no longer
be sufficient to define the optical response of semiconductor nanocrystals. Along with
greater challenges in materials design come great prospects that the control of the par-
ticle shape bears for the design of still more efficient nanophotonic devices. The direct
interrelation of the shape and the optical response could thus give rise to a novel field
of shape-dependent photophysics.
5.1.2 Shape Not Size Defines The Smallest Diamond
In the above discussion it became obvious that the 3D basic shape, [1(2, 3)4] penta-
mantane, is special in many regards. Not only does it possess by far the most strongly
featured spectrum of all higher diamondoids it also, from a structural point of view,
5.1. Optical Absorption 61
Figure 5.6: Comparison of the optical absorption of the 3D basic shape ([1(2, 3)4]-
pentamantane, blue) with the absorption of high purity type IIa diamond (black) [91]. The
spectra are plotted over different axes which are shifted by 0.73 eV. The spectral inset shows
the enlarged onset of the bulk diamond spectra.
represents the smallest possible 3-dimensional nanodiamond.3 Besides differentiating
it from the 2D and 1D structures, which have a fundamentally different geometric
structure, the 3D basic shape earns its name from another perspective which is the
comparison to bulk diamond.
In Fig. 5.6 the absorption of [1(2, 3)4] pentamantane is compared to that of high purity
type IIa diamond. The two spectra in Fig. 5.6 are plotted over different axes that are
shifted by 0.73 eV to account for quantum confinement effects in the nanodiamond.
When taking into account this size dependent shift the nanodiamond spectrum re-
produces all characteristics of the bulk diamond spectrum with a striking precision.
The five main resonances between 5.5 and 6.4 eV in the diamond spectrum all have
their counterparts in the pentamantane spectrum and even the shoulder at 5.5 eV is
reproduced by the nanodiamond. The strong intensity deviation at higher energies
is due to the use of different measurement techniques. The nanodiamond absorption
has been measured recording the transmission in the gas phase while the absorption
of bulk diamond has been determined using luminescence excitation spectroscopy [91].
The decrease in the luminescence signal can be explained by a decreasing luminescence
quantum yield at higher excitation energies. A similar effect is also observed for nan-
odiamonds, as discussed in section 5.2.
Additionally to the five main resonances, the spectrum of [1(2, 3)4] pentamantane ex-
hibits two strong features below the absorption edge of bulk diamond. The first of these
features, which also defines the optical gap, can be attributed to a transition from the
HOMO into the LUMO [90]. As will be seen in the following section, this transition
is dipole-allowed. The LUMO is defined by the hydrogen surface passivation and lies
3Of course it could also be labeled 0-dimensional, as is often said of quantum dots (which are much
larger). Here, 3-dimensional refers to the fact that it could be uniformly extended to a 3-dimensional
nanocrystal according to the growth scheme in Fig. 5.2.
62 Chapter 5. Results & Discussion - Part I: Pristine Diamondoids
lower in energy than the bulk states [24] as seen in section 2.3. The fact that the LUMO
is due to the hydrogen surface of the diamondoid explains why in Fig. 5.6 the optical
gap of the nanodiamond does not coincide with the bulk gap. In the bulk limit the
fraction of the surface atoms becomes negligible and only states which belong to the in-
ternal crystal structure of the diamond are considered. However, there is also a spectral
pre-edge structure in the bulk diamond spectrum which is enlarged in the spectral inset
in Fig. 5.6. These features have previously been attributed to so-called N9-centers [89].
Interestingly, shape and spacing of the features is remarkably similar to the transitions
in the nanodiamond spectrum which are attributed to the hydrogen surface states. A
comparison of the surface-to-bulk ratio of the nanodiamond and the 1mm diamond
sample [91] showed that the intensity of these pre-edge features correlates with the
surface-to-bulk ratio of the corresponding sample [79]. Therefore, surface states that
may be accountable for the pre-edge features in diamond and optical transitions into
the surface states should in principle be detectable in the bulk material.
It is important to point out that the spectral resemblance of bulk and nanodiamond
go hand in hand with many structural similarities. Thus, even though unexpected at
this minuscule size, the convergence of the optical properties found above does not
come about arbitrarily. For example, [1(2, 3)4] pentamantane exhibits Td symmetry
which is the largest finite subgroup of the bulk diamond’s infinite Oh point group.
The particular importance of symmetry for the optical properties has been pointed out
in section 3.3. The implications will be discussed in detail in section 5.1.3. Further,
[1(2, 3)4] pentamantane possesses four (111) facets which is one of the most prominent
crystal surfaces encountered in the bulk material. These facets make up the entire
surface of the nanocrystal. It is not clear, however, if the investigated specimen in
Ref. [91] is cleaved in the (111) direction. And finally it is worthwhile pointing out
that the observed spectral resemblance to bulk diamond exists exclusively for the 3D
basic shape. No other investigated diamondoid bears a similar resemblance and 1D or
2D basic shapes or the two pentamantane structures discussed in section 5.1.1 exhibit
none of the spectral features found in the bulk diamond spectrum even though they
possess the same number of carbon atoms and the same underlying diamond structure.
This corroborates the claim that only due to its shape [1(2, 3)4] pentamantane can be
considered a nanoscale model for diamond [52] and it underlines the eminent importance
of a nanocrystal’s shape for its optical properties.
5.1.3 Evolution of the Optical Gap
In principle, quantum confinement effects affect all electronic levels of a system. The
focus of investigations, no matter if of experimental or theoretical nature, is typically
laid on the size-dependence of the energy gap, which serves as a measure of the size-
dependent effects. There are, however, various different definitions of the energy gap
and the use of the term energy or band gap is, therefore, ambiguous. It very generally
describes a concept of an electronic system where regions of occupied and unoccupied
electronic states (bands) are separated by a region where no electronic states are present.
This concept, which has been introduced in section 3.1, is more of a qualitative nature.
It does not differentiate between various methods of determining the band gap.
In this work, optical absorption spectroscopy is used to determine size- and shape-
dependent effects in the electronic structure. The energy gap determined from these
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data is thus, more specifically, the optical gap of the investigated diamondoids. For a
quantitative discussion of the quantum confinement effects consistent and unambiguous
criteria for determination of the optical gaps from the experimental data are needed.
Further, a thoughtful definition will enable a direct comparison of the present data to
theoretical results.
The optical gap is defined by the lowest energy at which photon-induced transitions
between the occupied and the unoccupied states of a system occur. Theoretically this
value is fairly easy to define: It is the lowest energy at which photon absorption occurs
or, in a dipole approximation, the lowest energy at which a non-zero dipole-transition
matrix element occurs.
Experimentally, however, the optical gap has to be determined as the lowest energy
at which a notable absorption signal occurs. The two definitions are obviously not
equivalent because the transition probability of single transitions could be arbitrarily
small and virtually undetectable by experimental means and yet not be zero. Defining
the experimental optical gap as the first major optical transition, i.e., the first clearly
distinguishable peak in the spectrum would mean to neglect optical transitions with
transition probabilities too small to be detectable. This approach does also not satis-
fyingly deal with the problem because a number of dipole transitions with vanishing
transition probabilities could give rise to a steady increase in absorption and thus to
an experimentally detectable optical gap. Also, the experimental optical gap should be
comparable to a theoretically determined value.
As seen in section 5.1.1, the absorption spectra in Fig. 5.3 vary considerably in their
appearance and, most notably, at the absorption onset. This makes it difficult to deter-
mine, compare and discuss the optical gaps of different diamondoid structures directly
from the spectra. As a solution to the problem, the following approach is chosen: The
optical gap is defined as the point where the integrated oscillator strength reaches a
fraction x of its total value [92]. This definition of the optical gap as a fraction of the
integrated oscillator strength has the advantage that it can also be applied to theory
[93].
In order to determine the optical gap according to this method, the optical absorption
is integrated over the entire spectral range. The resulting total integrated oscillator
strength for each diamondoid structure is normalized to its value at the ionization po-
tential [25]. The normalization to the ionization potential ensures that the determined
value is not dependent on the number of atoms of the system and thereby inherently
size-dependent. The energy at which the normalized value reaches a predefined fraction
x, which has yet to be determined, is taken as the optical gap. This way a standardized
method to determine the optical gap from experimental data is established.
The integrated absorption signals for the diamondoids that have been assigned to one
of the categories in section 5.1.1 are shown in Fig. 5.7. The background has been sub-
tracted prior to integration so that the baselines of the optical spectra oscillate evenly
around the x-axis. This is necessary for a determination of the optical gap with high
precision because any offset in the original spectrum will accumulate in the integration
of the spectrum and lead to a non-constant background contribution. A minimal offset
in the positive y-direction of the optical spectrum, as it may occur, e.g., from slightly
offset transmission scans for the full and the empty cell, will result in a steady increase
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Figure 5.7: The integrated absorption spectra of the diamondoids categorized shown in
Fig. 5.2. The curves are normalized to their value at the corresponding ionization potential.
Different threshold values for the optical gap are indicated by a dotted (x = 5 · 10−4), a dashed
(x = 1 · 10−3), and a solid line (x = 5 · 10−3).
in the integrated signal and possibly trigger the threshold for the optical gap before
any intrinsic absorption occurs. Also in some cases a slightly tilted baseline needs to be
assumed, e.g., in the case of adamantane in Fig. 5.8, to avoid the adverse influence of
experimental effects, such as the fading of synchrotron beam intensity over time. For
all diamondoids the integrated absorption signal in Fig. 5.7 abruptly leaves the base-
line which distinguishes it from the small scale noise and unambiguously indicates the
absorption onset.
The choice of x is necessarily arbitrary in a sense that no distinguished value for x
exists. In a theoretically pure spectrum the gap could be defined as the point where the
signal leaves the baseline. In the experimental case this is not possible, as mentioned
above, because of signal noise and other adverse effects. Thus, a finite threshold x
has to be set. Three different choices for the threshold defining the optical gap -
x = 5 · 10−4, x = 1 · 10−3, x = 5 · 10−3 - are indicated by a dotted, a dashed, and a
solid line respectively. The optical gaps that result from the three different choices for
the threshold value are listed for all diamondoids in Tab. 5.1. All three threshold lines
shown in Fig. 5.7 are clearly above the noise level for the diamondoids. x = 5·10−4 is the
smallest possible value that is still reliably distinguishable from the background noise
level. A further reduction of the threshold would lead to ambiguities as an analysis of
possible errors demonstrates.
To illustrate possible sources of error the example of the lowest data quality, [12(1)3] pen-
tamantane, is used. The same error assessment was used for all of the diamondoids
and typically yielded considerably lower errors.
Prior to integration the baseline of the spectrum has to be chosen in order to get rid of





















Figure 5.8: The optical spectra of adamantane (bottom), diamantane (middle), and triaman-
tane (top) are shown. The differently colored arrows indicate the optical gaps for the different
fractions of the integrated oscillator strength as shown in Fig. 5.7: black (x = 5 · 10−4), red
(x = 1 ·10−3), and blue (x = 5 ·10−3). Only the smallest of those three values is able to ’detect’
the first sharp transition in adamantane and triamantane. For diamantane the situation is less
obvious.
background contributions. Depending on the choice of this baseline the results for the
integrated optical spectrum vary greatly, giving rise to an uncertainty in the value for
the optical gap. The effect of the choice of different baselines is visualized in Fig. 5.9
using the example of [12(1)3] pentamantane. The integrated and normalized oscillator
strength for the actual choice of the baseline (black, solid line) is contrasted with two
extreme choices that result in minimal (blue dashed line) and maximal (red dashed
line) values for the optical gap. Indicated by a dotted and a dashed horizontal line
are threshold values of x = 5 · 10−4 and x = 1 · 10−3, respectively. These thresh-
olds result in values of 5.828 eV (5.748/5.848) and 5.852 eV (5.814/5.876)4 for the ac-
tual (minimal/maximal) optical gaps, respectively. The variance between minimal and
maximal value for the optical gap is exactly 100meV for a threshold of x = 5 · 10−4.
For x = 1 · 10−3 (x = 5 · 10−3) it is 62meV (38meV). The maximum deviation from
the actual optical gap of [12(1)3] pentamantane of 5.828 eV is thus 80meV.
A second possible source of error is the propagation of errors made in the determi-
nation of the ionization potential. As mentioned above, the integrated spectra are
normalized to their value at the corresponding ionization potential. This source of
error becomes more significant, however, for diamondoids where the ionization poten-
tials has not yet been determined. Besides [1213] and [12(1)3] pentamantane, which
were measured only very recently, this applies also to [1212] pentamantane. For those
4These values are the direct readout from the graphs. Of course, they are not meant to be accurate
to four significant digits.























     minimal
      actual
    maximal
 
 5 x 10-4
1 x 10-3
Figure 5.9: The determination of the optical gap for [12(1)3] pentamantane. This graph
illustrates the uncertainty of the method due to the choice of the baseline for the integration
of the spectrum. The results for two extreme choices are shown together with the actual
choice. Variance between the two extreme values for the optical gap for [12(1)3] pentamantane
is 100meV for the x = 5·10−4 threshold and smaller for larger thresholds. It is much smaller for
most of the other diamondoids. The example of [12(1)3] pentamantane which has the poorest
data quality has been chosen to demonstrate the principle.
structures the ionization potential has been assumed to be 8.07 eV, i.e., the same as
for [1(2, 3)4] pentamantane [25]. Normalizing the integrated signal to ionization poten-
tials that lie 0.15 eV higher or lower than the assumed value results in a shift of the
optical gap of less than 0.01 eV. Thus, even for diamondoids with unknown ionization
potentials the propagating error in the determination of the optical gap remains neg-
ligible. The ionization potentials for most of the investigated diamondoids have been
determined to a high precision [25, 37] and the uncertainty in the ionization potentials
results in additional uncertainties of only ∼1meV in the optical gaps.
The error in the optical gap of [12(1)3] pentamantane is estimated to be smaller than
the sum of the two main errors, i.e., 0.08 eV from varying the baseline and 0.01 eV from
the uncertainty in the ionization potential. The resulting comparably large error of
0.09 eV is due to the lower data quality for [12(1)3] pentamantane and only applies to
[1213] and [1212] pentamantane. The error for the optical gaps of all other diamondoids
has been determined the same way and is no larger than 0.03 eV.
To demonstrate how the optical gaps that result from the different thresholds compare
to the spectra, the spectra of adamantane through triamantane are shown in Fig. 5.8.
The arrows indicate the optical gaps which result from the different choices for the
threshold values: black, red and blue arrows stand for fractions of x = 5 · 10−4, x =
1 · 10−3, and x = 5 · 10−3 of the total oscillator strength, respectively. The baseline for
each spectrum is given by a dotted line. In the case of adamantane only the smallest
of the three threshold is able to ’detect’ the first optical transition, i.e., to correctly
determine the optical gap. For diamantane the situation is less obvious because no
intense optical transition exists at the absorption onset. Yet the spectrum clearly
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optical gap (eV) @ threshold x
diamondoid name @ 5 · 10−4 @1 · 10−3 @5 · 10−3
adamantane 6.492 6.555 6.707
diamantane 6.404 6.473 6.668
triamantane 6.057 6.098 6.340
[121] tetramantane 6.097 6.154 6.255
[123] tetramantane 5.953 5.979 6.147
[1(2)3] tetramantane 5.941 5.960 6.034
[1212] pentamantane 5.847 5.896 6.104
[12312] hexamantane 5.881 5.907 6.020
[1(2, 3)4] pentamantane 5.807 5.849 5.923
[1213] pentamantane 5.787 5.837 5.985
[12(1)3] pentamantane 5.828 5.852 5.995
Table 5.1: Experimentally determined optical gaps of diamondoids for different threshold
values. The smallest value, 5 · 10−4, is the best choice for the experimental optical gap as
explained in the text.
leaves the baseline before the appearance of first pronounced peaks around 6.7 eV. For
triamantane on the other hand a distinct first transition exists. It coincides with the
optical gap determined from the smallest of the suggested threshold values.
Only the smallest of the three thresholds is thus able to ’detect’ the lowest energy
transitions. In the obvious cases, these coincide with an intuitive visual readout of the
gaps from the spectra. This shows that an extremely high data quality and precision in
the analysis is required to derive meaningful optical gaps using the above method. In
the cases of triamantane and, more drastically, adamantane it became obvious that the
larger of the threshold values indicated in Fig. 5.7 fall short of correctly determining the
optical gap. In the case of diamantane an intuitive readout of the optical gap from the
experimental data is highly ambiguous. The curves of the integrated oscillator strength
in Fig. 5.7 show that the absorption of diamantane sets in much more slowly than those
of other diamondoids which makes the value for diamantane more error-prone. However,
Fig. 5.7 also shows that the absorption signal clearly leaves the baseline and that the
optical gap has to be placed at least in the vicinity of the derived value. The derived
energy for the optical gap, therefore, provides a value that is consistent with the values
for all other measured diamondoids enabling a meaningful discussion of the optical gap.
With the procedure above, a convincing and consistent method to determine the op-
tical gap has been introduced. The quality of the optical data allows one to set the
threshold for the optical gap at a fraction as low as x = 5 · 10−4 of the normalized
oscillator strength. This threshold value, which is small enough to detect noticeable
but weak transitions within the spectra, is comparable to values used in theoretical
studies [93].
The optical gaps are shown as a function of cluster size in Fig. 5.10. The optical gaps
exhibit an overall trend of decreasing optical gaps with increasing cluster size as is
expected from the quantum confinement model. The optical gap values of diamantane
(C14H20) and [121]tetramantane (1D transitional structure, 22 carbon atoms) exhibit
a clear deviation from a simple scaling of the gap with the number of atoms. These
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Figure 5.10: Optical gaps of of diamondoids as a function of cluster size. The dashed line
indicates the bulk diamond band gap. An overall trend of a decreasing optical gap with increas-
ing diamondoid size is observed. Deviations from the trend appear for diamantane (14 carbon
atoms) and [121] tetramantane (1D, 22 carbon atoms).
irregularities coincide with the lack of pronounced spectral features at the absorption
onset observed in Fig. 5.1.
To investigate the correlation between the gap value and the behavior of the spectrum
at the absorption onset, dipole selection rules governing optical transitions are con-
sidered. As explained in section 3.3, one can identify dipole-forbidden transitions by
pure symmetry considerations. Note that the application of group theoretical concepts
to experimental results requires the physical system of interest to be perfectly defined
in its structure and the sample to be absolutely pure. In the case of diamondoids,
where the prerequisites are given, group theory provides a very useful tool to further
investigate the optical gaps.
As a first step, the symmetry properties of the molecular orbitals are calculated for
all investigated diamondoid structures. Subsequently, the group theoretical concepts
that have been introduced in section 3.3 are applied to diamondoids to identify dipole-
forbidden transitions.
Quantum chemical methods, introduced in section 3.2, are employed to compute the
electronic structure of the investigated diamondoids. The symmetries of the molecular
orbitals are computed at 6-31G* level of theory using the B3LYP hybrid functional
(compare chapter 3.2) as implemented in Gaussian03 [70]. In Fig. 5.11 a scheme of
the calculated molecular orbitals for adamantane is shown as an example. The com-
puted energy (in hartree5) is shown to the right of each orbital. The corresponding
irreducible representation (compare section 3.3) is noted on the left hand side. De-
generate orbitals are displayed next to each other. To verify the reliability of the
method the orbitals of adamantane have also been computed using more complex ba-
sis sets (B3LYP/6-311++G**, B3LYP/aug-cc-pVQZ and PBE/aug-cc-pVQZ). All of
the methods yielded the same results for the type of the orbital symmetry and for
their energetic order. Considerable differences exist for the absolute binding energies of
51 hartree = 27.21 eV
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Figure 5.11: The highest occupied and lowest unoccupied molecular orbitals of adamantane
as computed using Gaussian03 and displayed by GaussView. Degenerate orbitals are shown
next to each other. The binding energy (in hartree) and the symmetry of each orbital are
indicated.
molecular orbitals but this does not affect their order. The calculations for adamantane
show that, despite the fact that it is clearly insufficient to quantify the orbital energies,
the rather basic level of theory of B3LYP/6-31G* which is employed here is sufficient to
derive a qualitative understanding of the energy levels. This qualitative understanding
of the molecular orbitals, namely, the knowledge of their irreducible representations
facilitates the application of the fundamental selection rules to diamondoids.
In the following the irreducible representations of the molecular orbitals are compared
with the dipole-selection rules for each group. The irreducible representations of the
three highest occupied and lowest unoccupied orbitals are listed in table 5.2. Dipole-
forbidden transitions for each of the relevant molecular point groups are identified
according to the example given in section 3.3 and are listed in the Appendix.
Adamantane and [1(2, 3)4] pentamantane belong to the point group Td. For this partic-
ular point group with the irreducible representations A1, A2, E, T1, and T2 transitions
between A1, A2, and E are forbidden in every combination (A1, A2, E = A1, A2, E).
Further, A1 = T1 and A2 = T2. For adamantane comparison with the orbital represen-
tations in table 5.2 shows that transitions from HOMO and HOMO-1 (both T2) into the
first three unoccupied states are allowed. Among the listed levels only the transition
from the HOMO-2 to the LUMO (E → A1) is forbidden. For [1(2, 3)4] pentamantane it
is also only the transition HOMO-2 (E) → LUMO(A1) that is forbidden. Thus, there
are no relevant effects of the dipole selection rules on the optical gap of either adaman-
tane or [1(2, 3)4] pentamantane. This is in agreement with the spectra of adamantane or
[1(2, 3)4] pentamantane in Fig. 5.3 both of which feature a sharp peak at the absorption
onset.
Diamantane and [12312] hexamantane exhibit D3d symmetry. For this particular point
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group all representations have a defined parity which is either even (’g’ for gerade) or
odd (’u’ for ungerade). In the list of the forbidden transitions in the Appendix the
letters g and u stand short for the set of even and odd representations, respectively.
Trivially, dipole transitions between molecular orbitals of the same parity are forbid-
den. Further, A1g = A1u and A2g = A2u. It can be deduced in combination with
table 5.2 that for diamantane several transitions between molecular orbitals near the
band edges are dipole-forbidden. Among them, most notably, HOMO→LUMO and
HOMO-1→LUMO. This can explain the deviation of diamantane from the trend of the
optical gaps that is observed in Fig. 5.10. It also explains the lack of sharp spectral
features at the absorption onset of diamantane.
For [12312] hexamantane the HOMO-LUMO transition is forbidden as well. In fact,
transitions from all of the three highest occupied orbitals into the LUMO are dipole-
forbidden. Nevertheless, a notable deviation from the trend for the optical gaps is not
observed. However, a look at Fig. 5.3 reveals that the spectrum of [12312] hexamantane
(2D basic shape) does not possess a peak at the absorption onset. Such a peak is
observed, e.g., for the 3D basic shape. But also for the 2D transitional structure
a small peak that is present at the absorption onset which vanishes completely in
[12312] hexamantane.
Triamantane and [1212] pentamantane belong to the point group C2v. In consequence
for their transitions holds A1 = A2 and B1 = B2. This means that for both tria-
mantane and [1212] pentamantane, among the electronic levels which are close to the
band edges, only the transitions HOMO→LUMO+2 and HOMO-2→LUMO+1 are
forbidden. The HOMO-LUMO transitions are not affected for either of the diamon-
doid structures exhibiting C2v symmetry. In the triamantane spectrum this manifests
itself in the presence of a peak defining the optical gap. For [1212] pentamantane things
are less clear due to the lower data quality which prohibits a definite identification of
small and yet pronounced peaks. A peak at the absorption onset could be present,
however, the data quality does not allow a definite judgement.
[121] tetramantane is the only investigated diamondoid with C2h symmetry. This point
group possesses irreducible representations of defined parity and thus a change of parity
is required by the dipole selection rules. No extra restrictions apply. A look at table 5.2
reveals that transitions from all three highest occupied levels into the LUMO are dipole
forbidden. First transitions appear from the HOMO and the two subsequent occupied
orbitals into the LUMO+1 and the LUMO+2. Again, just like for diamantane, the
deviation of [121] tetramantane from the trend of the optical gaps in Fig. 5.10 can thus
be explained by symmetry considerations.
[123] tetramantane has one of the lowest symmetries among the investigated diamon-
doids: It is a member of the point group C2. For [123] tetramantane - and for all other
quantum mechanical systems with C2 symmetry - transitions between all existent lev-
els are dipole-allowed. In the absorption of [123] tetramantane a small but noticeable
absorption peak is observed at the onset of the spectrum indicating a notable HOMO-
LUMO transition. Within the 2D structural family this feature vanishes for the basic
shape, [12312] hexamantane, for which the HOMO-LUMO transition is forbidden due
to symmetry costraints. The difference here lies in the group theoretical restrictions,
as seen above.
[1(2)3] tetramantane possesses the highest symmetry among the transitional structures,
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Diamondoid name Point Occupied levels Unoccupied levels HOMO-
group -2 -1 HOMO LUMO +1 +2 LUMO
adamantane Td E T2 T2 A1 T2 T2 X
diamantane D3d Eu Eg A1g A1g A2u Eu ×
triamantane C2v B1 A1 B2 A1 B2 B1 X
[121] tetramantane C2h Bg Ag Ag Ag Bu Au ×
[123] tetramantane C2 A A B A A B X
[1(2)3] tetramantane C3v E A1 E A1 E A1 X
[1212] pentamantane C2v B1 A1 B2 A1 B2 B1 X
[12312] hexamantane D3d A1u A1g Eg A1g A2u Eu ×
[1(2, 3)4] pentamantane Td E T1 T2 A1 T2 T2 X
Table 5.2: This table lists the molecular point group of each diamondoid together with the
irreducible representations of the three highest occupied and the three lowest unoccupied elec-
tronic levels. The orbital representations are derived from computations at 6-31G* level of
theory using Gaussian03. In the last column it is indicated whether or not the HOMO-LUMO
transition is dipole-allowed.
namely C3v symmetry6. For structures of C3v symmetry only transitions between or-
bitals with the representations A1 and A2 are forbidden: A1 = A2. This group theo-
retical restriction does not, however, affect any of the lowest energy transitions as the
orbital symmetries listed in table 5.2 transform as A2. This fits well to the observation
of a very pronounced double peak defining the optical gap. In general, the 3D geometric
family is by far the most symmetric of the three geometries. Besides the possibility of
dipole-forbidden transitions the high symmetry gives rise to a high degree of degeneracy
of the electronic levels as can be seen in table 5.2: several doubly degenerate levels (E)
exist for [1(2)3] tetramantane and a large number of triply degenerate levels (T1/2) for
[1(2, 3)4] pentamantane. This explains the large amount of spectral structure in the 3D
branch of Fig. 5.3.
Finally, [12(1)3] pentamantane and [1213] pentamantane belong to the molecular point
group C1 which does not contain any symmetry elements (except for the identity re-
lation). This means none of the transitions between electronic levels are restricted by
symmetry. Therefore, these diamondoids are not listed in table 5.2.
In the last column of table 5.2 the findings for the HOMO-LUMO transition for each dia-
mondoid are summarized. A check mark identifies an allowed HOMO-LUMO transition
and a cross a dipole-forbidden one. The deviations from the trend for the optical gap
that have been observed for diamantane and [121] tetramantane coincide with dipole
forbidden-transitions between the HOMO and the LUMO for these structures. The
lowest transitions for the 2D basic shape, [12312] hexamantane, are also symmetry-
forbidden. Similar to diamantane and [121] tetramantane, this is also reflected in the
spectrum which also exhibits a smooth and featureless absorption onset. The absolute
gap value, however, exhibits only a minor deviation from the other two basic shapes.
The fact that of all samples the 2D basic shape is measured at the highest temperature
provides a possible explanation: Phonon-assisted transitions may lead to a lowering of
the measured gap. Also geometric distortions due to thermal activation could lift the
6Note that for this group the detailed deduction of the dipole-forbidden transitions is demonstrated
as an example in section 3.3.
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Figure 5.12: (a)Comparison of different experimental values for the energy gap of diamon-
doids. The optical gaps determined in this work are compared to values for the energy gap
derived from a combination of SXE and XAS [36]. (b)Comparison of size-dependent shift
relative to adamantane. PES data [37] are also included because the LUMO is constant in
energy.
strict dipole-selection rules that are in place for the other two structures and lead to a
weak coupling of the HOMO and the LUMO.
The allowed HOMO-LUMO transitions for all other diamondoid structures coincide
with an accentuated single or double peak at their absorption onset defining the op-
tical gap. This spectral feature can thus be assigned to transitions from the highest
occupied states into the LUMO which is defined by the hydrogen surface [24]. This
interpretation is in agreement with recent calculations predicting optical gaps of larger
hydrogen-passivated nanodiamonds to lie below the bulk value due to such surface
states [94]. Further, it is worthwhile mentioning that the above observations are a
recognition of structural properties of diamondoids in their optical spectra. The corre-
lation of geometry and optical response provides an additional and direct proof of the
quality of the samples.
Next, the experimental data for the optical gaps are compared to data from different
studies. In Fig. 5.12 different experimental results that yield information about the en-
ergy gap in diamondoids are summarized. In panel (a) the optical gaps of diamondoids
are compared to gap values that have been derived from the combination of band edge
data for the occupied and the unoccupied states [36]. Willey et al. used soft x-ray
emission (SXE) measurements to determine the relative position of the occupied states
and combined the data with x-ray absorption spectroscopy (XAS) of the unoccupied
states [24]. Both techniques probe the corresponding states with respect to the C1s
core-levels which thus provide a common reference to derive values for the energy gap.
To estimate values for the energy gap of diamondoids, the XAS and SXE spectra of
bulk diamond were acquired and calibrated to the well-known gap of bulk diamond at
5.47 eV. The resulting gap values, which provided a first experimental proof of quantum
confinement effects in diamondoids, are considerably smaller than the optical gaps. The
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SXE/XAS method turns out gap values that are constantly about 0.5 eV lower than the
optical gaps. The data suffer from an inherently low resolution of only 0.5 eV and beam
damage on the condensed samples occurred during the measurements which made a
precise determination of the gaps difficult. In addition, the measurements were per-
formed on condensed samples and the effect of the particle-particle interaction remains
unclear. An exact agreement of the gaps derived from the SXE/XAS measurement
with the optical gaps cannot be expected because both SXE and XAS in fact probe
systems with core-hole in either the initial or in the final state, respectively. Therefore,
it is difficult to conclude whether the observed deviations are due to the error bars of
both methods or, which seems more likely, to the fact that they probe different states.
The trends for the two methods are in very good agreement, however, as can be seen
from panel (b) which shows the size-dependent shift relative to adamantane. For dia-
mondoid structures with a forbidden HOMO-LUMO transition the difference between
the two methods is larger. This can be expected because the dipole-selection rules do
not impose the same restrictions upon the conducted band edge measurements. There-
fore, the lack of irregularities in the trend of the SXE/XAS measurements is additional
evidence that the deviation from the trend in the optical gaps is due to symmetry and
not to the inherent electronic structure of the diamondoids.
Also added to panel (b) is the size-dependent shift of the valence band edge derived
from photoelectron spectroscopy (PES) [26]. The size dependence of the valence band
edge provides another measure for the opening of the band gap because the conduction
band is fixed in energy as seen in section 2.3. In principle, the size-dependence of the
valence states should thus give the size-dependence of the energy gap. Both, the optical
gaps and the energetic position of the conduction band edge have been measured with
great accuracy [90, 26] and error bars on the experimental data cannot be held respon-
sible for the obvious deviation. The differences in the size-dependence thus has to be
attributed to effects of the corresponding final states. For the PES data a comparison
to the core levels identified size-dependent screening effects as a possible source of dis-
tortion [37]. This effect, however, lessens the size-dependent shift in the valence band
edge by 0.25 eV at most. This is only half of the discrepancy between the size effects
in the valence band edge and the optical gap. Therefore, size-dependent effects in the
optically excited state have to be present which counteract the quantum confinement
effects on the band edges and, effectively, diminish the optical gap. The main differ-
ence of optical absorption to PES, where the final state of the diamondoid is ionic, is
the creation of an electron-hole pair. The magnitude of the electron-hole interaction
is known to be highly size dependent on the nanometer scale [95]. The electron-hole
binding energies increase with decreasing cluster size as is observed for the difference
between absorption and PES measurements. Thus, size-dependent electron-hole (or ex-
citon) binding energies provide an explanation for the difference in the size dependence
of valence band edge and optical gaps of diamondoids. Simultaneously, the observed
deviation between the trends in PES and optical measurements provides a maximum
value for the size-dependence of the electron-hole binding energy in diamondoids.7
The experimental values derived above can be directly compared to computational val-
ues if a similar theoretical approach is used. As mentioned before, different definitions
7The SXE/XAS data are not discussed in this context because of the fact that condensed samples
were investigated and because of the large error bars which would only allow questionable conclusions.
Note, however, that both SXE and XAS probe excitonic states as well (core exciton).
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of the energy gap exist. Most notably the optical gap must not be confused with com-
monly computed HOMO-LUMO gap. A brief disambiguation is given to clarify the
systematic problems which a comparison of optical and HOMO-LUMO gap yields.
The HOMO-LUMO gap is defined as the energy difference of the highest occupied
and the lowest unoccupied electronic state. It is, first and foremost, a theoretical con-
cept which is typically applied to systems in their electronic ground state. In theory,
the determination of the HOMO-LUMO gap is fairly simple and straight forward. Typ-
ically, the geometry of the investigated system is optimized using quantum chemical
software, such as Gaussian or Turbomole (compare section 3.2). Then, the elec-
tronic structure of the particle in its optimized geometry is computed which, among
other, turns out number values for the energy of all occupied and unoccupied electronic
levels, i.e., the molecular orbitals. The quality of these predictions depends strongly on
the employed method and the complexity of the basis set which is used. In an experi-
ment single electronic levels are not directly accessible. To gain information about the
electronic states of a system, such as the HOMO and the LUMO, the system has to be
manipulated. Typically, an electronic excitation of one kind or another is used to mea-
sure the difference between two energy levels. Thus, in an experiment the energy of the
HOMO and the LUMO will always be determined with respect to another electronic
level. This level could, for the determination of the HOMO, be given by the conduction
states (optical absorption), the core levels (soft x-ray emission), or the vacuum level
(photoelectron spectroscopy). To compare the experimental HOMO energies for differ-
ent systems one has to make sure that the level of reference does not shift. Another
experimental difficulty arises from the fact that measuring the difference between to
electronic levels always implies that the initial and the final state of the investigated
system are not the same. In particular, this means that measuring the LUMO of a
system in the ground state is impossible because either the initial or, typically, the
final state will be an excited state, i.e, have an electron in the investigated electronic
level. This, naturally, induces changes in the electronic structure of the system. The
LUMO is therefore a so-called virtual level that does not exhibit physical reality in a
strict sense. As a consequence it is, strictly speaking, not possible to experimentally
determine the HOMO-LUMO gap.
The optical gap, on the other hand, is given by the lowest energy at which the ab-
sorption of a photon occurs. It therefore is defined by a transition process between the
ground state and the first-excited state of the system. An experimental definition has
been given at the beginning of this section. In theory, there are at least two different
ways to derive a value for the optical gap. The first one is to separately compute the
total energies of the ground and the excited state of a system. The minimum photon
energy that is required for an optical transition is then given by the difference in total
energy of the excited and the ground state.8 This method, however, neglects the fact
that a transition from the ground to the excited state is required. As explained in sec-
tion 3.3 transitions between certain electronic levels can be dipole-forbidden in highly
symmetric systems. Further transition matrix elements can simply be zero. Therefore,
a second more sophisticated theoretical approach to the optical gap calculates the cou-
pling between the electromagnetic field of the incoming light with the electronic levels
and derives probabilities for photon-induced transitions between the different electronic
levels. The latter, more complex theoretical approach includes all relevant effects and
the results are without restrictions comparable to the experiment.
8This is true for purely electronic transitions. Possible participation of phonons is neglected.
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Figure 5.13: Optical gaps of diamondoids. Comparison of the experimental values with two
sets of theoretical values which explicitly calculated optical gaps. The theoretical approaches
used quantum Monte-Carlo methods (QMC) [31] and time-dependent density functional theory
with the PBE0 hybrid functional (TDPBE0) [96]. For the experimental values and the TDBPE0
calculations the different structures are indicated by different symbols.
In Fig. 5.13 the experimental values are compared to theoretical values for optical gaps.
The theoretical gap values in Fig. 5.13 have been computed using methods that are
explicitly designed to yield optical gaps. The quantum Monte Carlo (QMC) calcula-
tions are from the year 2005 and predict values for only three diamondoid structures:
adamantane, diamantane and [1(2, 3)4] pentamantane [31]. All of the values by far
overestimate the quantum size effects in diamondoids, for [1(2, 3)4] pentamantane even
by as much as 300%. Furthermore, the irregularity for diamantane is not observed in
the QMC data because the optical gap has simply been calculated as the difference
between the ground and the excited states. The transition probabilities have not been
included in the calculation [31].
The other set of theoretical data used time-dependent density functional theory with
the PBE0 hybrid functional (TDPBE0) to compute the optical gaps [96]. The com-
putations were able to reproduce the experimental data with great precision and the
values for the gaps agree very well with the experimental data as seen in Fig. 5.13.
Obviously the PBE0 hybrid functional provides a treatment that is more suitable for
the description of the optical properties of diamondoids. It is of considerable value to
hold a theoretical method that has proven that it is capable of reliably computing the
optical properties of diamondoids and maybe of other, similar systems.
The two methods both come to the conclusion that the LUMO of diamondoids is
delocalized at the surface. The more recent TDPBE0 investigation further identifies
the LUMO as a 3s-like Rydberg state (compare insets in Fig. 5.14, top). The radial
distribution function of the LUMO, computed in Ref. [96], are shown in the insets
in Fig. 5.14 (top). They demonstrate that the first optical transition in diamondoids
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Figure 5.14: Top: Calculated optical spectra of diamondoids using time-dependent density
functional theory with the PBE0 hybrid functional (TDPBE0) [96]. The computed spectra show
a good agreement with the measured spectra and the reproduction of the features, especially
for [1(2, 3)4] pentamantane, is excellent. The insets show the radial distribution function of
the LUMO and the arrows mark vibrational bands that are not reproduced by the electronic
structure calculations.
Bottom: Spectra of different hydrogenated nanodiamonds as calculated with TDLDA [97].
Neither the spectrum of adamantane (C10H16, colored red) nor any of the other spherical
nanodiamond structures bear recognizable resemblance with the experimental spectra.
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Figure 5.15: The optical spectra of hydrogenated silicon clusters [93] calculated using a time-
dependent LDA (solid line). The time-independent approach (dotted line) has been added by
the authors only for comparison and cannot be expected to yield accurate results. The first two
structures are Si analogs of adamantane and diamantane, the rest are spherical nanocrystals.
Drastic changes in the spectral structure, as observed in diamondoids, are not present in Si-
nanocrystals.
is given by a 3s-like Rydberg excitation. These findings are different from those of
earlier studies [24, 31] which attributed a surface nature to the LUMO. However, in
these studies the interpretation of the LUMO as a surface state was emphasized to be
of strictly empirical nature. A solid theoretical understanding, which now has been
reached by the means of combining experimental and theoretical findings, has not
been claimed. Exceptions to the 3s-like Rydberg nature of the lowest transitions are
diamantane, [121] tetramantane and [12312] hexamantane, where these transitions are
symmetry-forbidden. In these structures the first transition is identified to have 3p-like
character.
In addition to calculating the energies of the optical gaps attempts have been made to
compute the optical spectra of diamondoids. The recent TDPBE0 calculations were
able to reproduce the optical spectra of diamondoids with great precision as shown in
Fig. 5.14 (top). Especially for [1(2, 3)4] pentamantane the agreement of the measured
and the calculated spectrum is excellent. An earlier study used time-dependent density
functional theory within the local density approximation (TDLDA) to calculate the
optical spectra of small nanodiamonds [97]. These calculations fail to reproduce the
well-known spectra of adamantane [32] as is apparent from the red trace in the bottom
panel of Fig. 5.14. In the same work the quantum size effects compared to the bulk
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reference (dotted line in Fig. 5.14) are largely overestimated for adamantane and other
structures similar to the ones in this work.
The closest related system to the presently investigated diamond clusters are hydrogen
passivated silicon nanocrystals. Various theoretical approaches have been applied to
the problem of optical gaps and spectra for these systems [98, 93, 99]. The optical
spectra calculated for several hydrogenated Si-nanocrystals using TDLDA are shown
in Fig. 5.15 (solid line) [93]. The time-independent approach (dotted line) has been
added by the authors only for comparison and cannot be expected to yield accurate
results. The first two structures are Si analogs of adamantane and diamantane, the
rest are spherical nanocrystals that are build around a central atom (mostly Td sym-
metry). Despite their high symmetry the spectra of the nanocrystals are predicted to
become more continuous with increasing size. These predictions contrast our results of
a spectrum with strong, equally spaced resonances for the highly symmetric 3D basic
shape. A sudden transition from sharp, distinct features to smooth spectra, as found
for diamondoids going from two to three crystal cages, is also not found for comparable
silicon structures.
In conclusion, the above results show that the experimental data for the optical gaps
and their interpretation on the basis of group theory have fostered the understanding
of diamond nanocrystals. Further, the optical data provide a benchmark data set that
have helped to improve theoretical modeling [96]. The functioning theoretical models, in
turn, help to develop a deeper understanding of the experimental data. The extension of
the so verified theoretical methods and their application to experimentally unaccessible
systems, such as analog hydrogenated Si-nanocrystals, could provide a valid path to
highly accurate theoretical predictions of the optical properties of nanoscale systems.
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5.2 Photoluminescence
The discovery of intrinsic photoluminescence from Si-nanostructures in 1990 [69] caused
much excitement among scientists. The concepts which are thought to underly the lumi-
nescence of nano-Si and which have been presented in section 3.1 are of general nature.
Diamond in its bulk form, just like silicon, is an indirect band gap semiconductor.
Diamondoids are an ideal system to investigate the luminescence of diamond nanos-
tructures. In diamondoids, several effects that compete in typical silicon nanocrystals
complicating the interpretation of photoluminescence data can be excluded a priori.
Due to the known structure and size of diamondoids recombination at poorly defined
defect sites, a broadening of the spectrum due to size distribution or Fo¨rster-type en-
ergy transfer from smaller to larger nanocrystals [100] are not present. This allows one
to investigate the remaining aspects of the nanocrystal luminescence, which can thus
said to be intrinsic in nature. The term intrinsic is used here, despite the fact that
diamondoids are hydrogen-passivated, to differentiate the observed luminescence from
radiative transitions that occur at structural impurities giving rise to recombination
sites, such as poorly defined surfaces.
The results on the photoluminescence of adamantane which are presented in this sec-
tion have been published in 2009 in an article in Physical Review B.9 In the following
the presented data are expanded to larger diamondoids and size-dependent effects are
included in the discussion of the photoluminescence of diamondoids.
The spectrally resolved photoluminescence of several diamondoids is shown in Fig. 5.16.
The spectra have been scaled to similar height to facilitate the comparison. The spectra
are similar in their emission energy and have in common that they are very broad in
energy and without apparent sharp features. They are also relatively noisy. The
smoothing fits that are shown in Fig. 5.16 together with each spectrum serve to get rid
of small scale noise and to reveal larger spectral trends. They allow one to distinguish
spectral features within some of the spectra. However, it needs to be verified how much
of the spectral structure is independent of variable external influence.
Several checks have been carried out to make sure that the measured signal does not
have its origins in contaminations, stray or scattered light, or other unforseen effects.
Photoluminescence measurements are much more sensitive to contaminations than, e.g.,
absorption measurements because the effects in the absorption spectra are multiplied
by the difference in the luminescence quantum efficiency. Differences in quantum yields
can easily be on the order of 10−3 or 10−4 enhancing the effects of small contaminations
by a factor of 1000-10000. It is therefore of uttermost importance to make sure that
the detected photoluminescence signal originates from the investigated sample, i.e., in
the present case from the diamondoids.
As a first test, the open (and thus empty) absorption cell was measured. No photolu-
minescence signal was obtained which means that stray light from the beamline and
light that might be scattered, e.g, of the entrance slit of the absorption cell did not
contribute in any significant way to the recorded spectra. Second, no significant count
9L. Landt et al., Intrinsic photoluminescence of adamantane in the ultraviolet spectral region, Phys-
ical Review B 80, 205323 (2009) - Ref. [101]












  [1212] pentamantane
  [1(2)3] tetramantane
   [123] tetramantane
   [121] tetramantane
     triamantane
     diamantane
     adamantane
 
Figure 5.16: The energy resolved photoluminescence spectra of diamondoids from adaman-
tane (bottom) to pentamantane (top) are shown. Spectra are offset and the respective baselines
are indicated by dashed lines. All spectra have been scaled to similar height for sake of com-
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Figure 5.17: The luminescence yield of adamantane (left) and diamantane (right) compared
to its optical absorption [90]. For adamantane absorption is compared to the total photolumi-
nescence (PL) yield. For diamantane the detected luminescence light is limited to a spectral
region of approx. 30 nm width centered around 215 nm. This wavelength region, correspond-
ing energies of ∼ 5.4 − 6.2 eV, contains the lion’s share of the diamantane PL peak shown in
Fig. 5.16. The differences in the absolute intensity at higher energies are due to a decreasing
quantum yield of the PL.
rate was measured below the absorption edge of the respective sample. This excludes
the possibility of relevant contaminations with energy gaps smaller than those of dia-
mondoids, such as most aromatics. The most cogent piece of evidence for the intrinsic
origin of the observed photoluminescence is provided in Fig. 5.17: In the left-hand panel
the integrated photoluminescence signal is plotted against the excitation energy (red
curve) and overlayed with the optical absorption of adamantane (black dotted line).
There is a one-to-one agreement between all characteristic features of the absorption
and the luminescence signal. The growing deviation in intensity is due to a decreasing
quantum yield for excitation above the band edge which will be discussed later. This
investigation has been conducted in the gas phase and thus the photoluminescence can
also not occur via charge transfer to impurities within the sample. The agreement
of the total photoluminescence yield with the absorption spectrum therefore provides
solid evidence that adamantane emits light upon photoexcitation.
Because the luminescence signal has been detected in the 0th order of the secondary
monochromator it does not yield any insight as to the wavelength of the detected lu-
minescence. Therefore one could still reasonably argue that photoluminescence from
diamondoids could lie in a different, uninvestigated spectral region and be decoupled
from the results presented in Fig. 5.16. To counter this objection only the photolu-
minescence within the spectral region of interest was measured as a function of the
excitation energy. The result is shown in the right-hand panel of Fig. 5.17 using the
example of diamantane. The detection area of the secondary monochromator was cen-
tered around ∼5.8 eV (215 nm), such that only photons with energies between 5.4 and
6.2 eV were detected which covers the lion’s share of the diamantane photolumines-
cence peak shown in Fig. 5.16. The luminescence yield signal in Fig. 5.17 still perfectly
matches the diamondoid absorption (neglecting the deviating trend towards higher ex-
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Figure 5.18: Comparison of the photoluminescence spectra of [1(2, 3)4] pentamantane for
excitation at 7.75 eV (160.0 nm) and at 7.20 eV (172.2 nm). The smoothed fits for both spectra
reveal slight variations in the spectral shape and a shift of ∼ 20meV. These differences are
within the error bars of the method.
citation energies). This provides the coherent and incontrovertible proof that the signal
in Fig. 5.16 has its origins in the intrinsic photoluminescence of diamantane.
The spectra in Fig. 5.17 demonstrate the suitability of the experimental method and
the correctness of the data acquisition and analysis techniques. They show, based on
the data for adamantane and diamantane, that the data in Fig. 5.16 are dependable
and allow a discussion of the photoluminescence properties of diamondoids.10
The next endeavor, before a detailed discussion of the spectra, will be a critical as-
sessment of the dependability of the smoothed spectra as a starting point of such a
discussion. The smoothed photoluminescence spectra, which are shown in Fig. 5.16
together with the original data, vary slightly in energetic position as well as in their
spectral structure. Some of them exhibit distinct spectral features. The reproducibility
of the photoluminescence spectra has already been demonstrated in section 4.5. Given
the noisiness of the photoluminescence signal, however, it needs to be verified that this
also applies to the single spectral features that become apparent in the smoothed spec-
tra. To put the discussion of the spectra and the conclusions drawn therefrom on solid
grounds an evaluation is given in the following.
For its pronounced spectral structure [1(2, 3)4] pentamantane is chosen as an example
to discuss the dependence of the photoluminescence spectra on the excitation energy
and the reproducibility of spectral features. In Fig. 5.18 two photoluminescence spectra
of [1(2, 3)4] pentamantane are shown which have been recorded at excitation energies
of 7.20 eV and 7.75 eV. They have been scaled to the same height for the sake of com-
parability. The spectrum that was recorded at an excitation energy of 7.75 eV has the
10The similarity, and yet not sameness, of the data for all diamondoids further excludes the theoretical
possibility of adamantane or diamantane contamination leading to the detection of photoluminescence
for larger, non-luminescing diamondoid species.
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Figure 5.19: A direct comparison of the photoluminescence (red) and absorption (black) spec-
tra using the examples of adamantane and [1(2, 3)4] pentamantane. For [1(2, 3)4] pentamantane
the first absorption peak coincides with a strong increase in the photoluminescence signal.
better statistics and is therefore used throughout the thesis as the standard spectrum
of [1(2, 3)4] pentamantane. From the comparison in Fig. 5.18 it can be seen that the
spectral shape of [1(2, 3)4] pentamantane is reproducible with all its features. However,
the two spectra vary slightly in the relative magnitude of the features. Two aspects
stand out: First, the spectrum recorded at a lower excitation energy is shifted slightly
(by ∼20meV) towards higher emission energies. And second, the first two of the three
main peaks in the spectrum (at approx. 5.9, 5.75, and 5.6 eV) are noticeably stronger
with respect to third resonance and the low energy tail. The observed effects may be
due to a dependence of the photoluminescence spectrum of [1(2, 3)4] pentamantane on
the excitation energy. The two spectra, however, provide insufficient data to conclude
unambiguously a dependence of the spectra on the excitation energy because they differ
only within the experimental error. The shift of 20meV might simply be due to mi-
nor errors in the fairly complex data acquisition analysis process (compare section 4.5).
The intensity variation of the main features within the two spectra is less than 10%.
Considering the noise level of the spectra, a reproducibility within 20meV seems to be
within reasonable error limits. Thus, a dependence of the photoluminescence spectrum
of diamondoids on the excitation energy can neither be confirmed nor excluded with
certainty. The possible magnitude of such a dependence, however, is limited by the
present data. It can be concluded from the data that
a) the photoluminescence spectra and their single spectral features are reproducible
and
b) a possible dependence of the spectra on the excitation energy is small enough to be
neglected for a qualitative comparison of the presented spectra.
The above analysis shows that the smoothed fits in Fig. 5.16 provide a reliable image
of the photoluminescence properties of diamondoids. A comparison of the smoothed
photoluminescence spectra to the absorption sows that, in general, diamondoid photo-
luminescence occurs approximately from the absorption onset and downwards to lower
energies. In Fig. 5.19 this is exemplified showing the comparison of the photolumi-
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Figure 5.20: The photoluminescence spectra of some saturated hydrocarbons excited at
147 nm (8.44 eV) taken from Ref. [102]. All spectra are smooth and very broad in energy.
nescence and the absorption spectra for adamantane (left) and [1(2, 3)4] pentamantane
(right). Next, the question about the physical mechanisms underlying the energetically
broad luminescence arises.
Just like diamondoids many saturated hydrocarbons are known to exhibit a spectrally
broad luminescence when photoexcited in the ultraviolet [102, 103]. The photolumines-
cence spectra of a number of different saturated hydrocarbons, taken from Ref. [102],
are shown in Fig. 5.20. Comparable to diamondoids, the spectra for the different struc-
tures are in general very broad in energy (FWHM ∼1 eV). The most interesting of the
structures in Fig. 5.20 is cyclohexane which is akin to diamondoids.11 In Fig. 5.21 the
photoluminescence spectrum of cyclohexane is directly compared to that of adaman-
tane. The spectra have been scaled to the same height for better comparability. The
cyclohexane spectrum appears shifted to higher energies by ∼0.5 eV compared to the
adamantane spectrum. This corresponds very well with the different absorption onsets
of 6.49 eV and ∼7 eV [32] for adamantane and cyclohexane, respectively. Also, both
spectra are comparably broad in energy with a FWHM of 0.83 eV (adamantane) and
0.96 eV (cyclohexane). The larger width for cyclohexane, indeed, fits extremely well
into the observed trend of increasing spectral width with decreasing diamondoid size
(compare table 5.3 and Fig. 5.27).
The strong spectral resemblance in combination with the closely related structure im-
plies common mechanisms behind the photoluminescence of adamantane and cyclo-
hexane. This relation between cyclohexane and adamantane provides a starting point
11As a matter of fact, cyclohexane can justifiably be regarded as a diamondoid with polymantane























Figure 5.21: The photoluminescence spectra of adamantane compared to cyclohexane [102].
The photoluminescence of adamantane is shifted to lower energies. Both spectra are broad in
energy but the adamantane spectrum exhibits slight features while the spectrum of cyclohexane
is entirely smooth. The spectra have been scaled to same height for better comparability. The
inset shows the spectrum of cyclohexane with a single gaussian fit.
for the interpretation of the photoluminescence of diamondoids based on findings for
saturated hydrocarbons. However, while many studies treat various aspects of the lu-
minescence of cyclohexane [102, 103, 104, 105] none of these studies identifies the exact
nature of the radiative transitions that are responsible for the luminescence.
Besides the strong similarities, however, there are also obvious differences between the
photoluminescence spectra in Fig. 5.21. Most notably, the very smooth and almost
gaussian shape of the cyclohexane spectrum (see inset in Fig. 5.21) is contrasted by the
existence of several smaller spectral features for adamantane. The spectral structure
of diamondoids clearly differentiates them from the saturated hydrocarbons shown in
Fig. 5.20 and the resemblance to the smooth and very broad cyclohexane spectrum
decreases as the spectra grow narrower and more feature-rich with increasing diamon-
doid size. The more complex, 3-dimensional structure of diamondoids appears to give
rise to new mechanisms in the radiative recombination processes. A further analysis is
required to identify the mechanisms underlying the photoluminescence characteristics
and causing the spectral structure.
In Fig. 5.22 the smoothed photoluminescence spectra of selected diamondoids are com-
pared. In the left panel the photoluminescence spectra of the 3D series (as introduced
in section 5.1.1) are plotted next to each other. They have been scaled to the same
height for the sake of comparability. One can see a distinct red shift of the high energy
edge with increasing diamondoid size. The low energy tail of the emission stays fairly
constant in energy leading to the overall narrowing of the emission with increasing
size which can also be observed in the FWHM of the photoluminescence peaks listed
in Tab. 5.3. Yet, the spectral shape for all three diamondoids is very similar: The
high energy flank of the emission possesses a shoulder at approximately 3/4 of the
maximum intensity and the maximum exhibits a double peak. In the right panel of
Fig. 5.22 the spectrum of triamantane is overlayed with the blue-shifted spectrum of
[123] tetramantane. It is apparent that both spectra possess the same features. These
are, however, shifted in energy and weighted differently.
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Figure 5.22: Left: Comparison of the photoluminescence spectra of the 3D family (including
triamantane). The same spectral features exist for the compared diamondoids. The high energy
side of the spectrum shifts to lower energies with increasing diamondoid size while the low energy
tail remains fairly constant. Right: Comparison of triamantane and [123] tetramantane. The
triamantane spectrum is shifted to overlay the tetramantane spectrum. Similar features can be
identified yet with different relative intensities.
Fig. 5.23 shows a fit of the smoothed photoluminescence spectrum of [1(2, 3)4] pen-
tamantane. The characteristic spectral structure with three central features can be
reproduced using ten gaussian peaks for the entire spectrum. Interestingly, the best fit
results in peaks with an almost equidistant energy spacing. At the high energy flank of
the spectrum a very small peak at 5.982 eV is followed by the three main peaks at 5.840,
5.700, and 5.566 eV. The energy spacing between these first four peaks is fairly constant
at ∼140meV. The subsequent six peaks follow with a constant spacing of ∼120meV
each. A constant energy spacing is typical for vibronic energy levels. In fact, the con-
stant spacing is valid for a harmonic potential which is only a good approximation for
the low-lying states. Qualitatively, the spacing decreases for higher lying vibrational
states, which is what is observed for the single peaks of the fit. This decomposition
of the spectrum thus hints towards phonon-assisted transitions being responsible for
the shape of the photoluminescence spectrum. Similar gaussian fits have been used to
identify phonon-assisted transitions in Si nanocrystals [106]. Prominent Raman modes
for [1(2, 3)4] pentamantane exist at 147 and 133meV [27].
Radiative transitions between two electronic levels occur according to the Franck-
Condon principle involving states that have different degrees of vibrational excitation.
The transition probabilities between the different vibronic levels depend on the Franck-
Condon factors, i.e., the overlap of the wave functions of two states in a given geometry.
In Fig. 5.24 the potentials of a system in the ground state and in the excited state are
shown schematically over the configuration variable R, i.e., basically over a parameter
set for the internuclear distances. According to the Franck-Condon principle transi-
tions between the two states occur vertically, i.e., at constant atomic coordinates. A
tentative assignment of the transitions in [1(2, 3)4] pentamantane which are identified
in the fit in Fig. 5.23 is attempted in Fig. 5.24. The transitions between different vi-
brational states of the excited state and the ground state potentials are indicated by
vertical lines. The length of the line signifies the energy of the emitted photon. The
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Figure 5.23: A fit of the photoluminescence spectrum of [1(2, 3)4] pentamantane. Ten gaus-
sians were necessary to fit the spectrum; the residual is shown below the fit. The three most
prominent peaks which lend the spectrum its characteristic shape possess a spacing of approx.
140meV, the peaks forming the tail exhibit a spacing of ∼120meV.
Franck-Condon factors, i.e., the intensity of the corresponding transitions, are indicated
by a color-scale: Franck-Condon factors range from large (black, strong transition) to
small (light-grey, weak transition).
The fact that the Franck-Condon factors are non-zero for nine different transitions in-
dicates a large distortion of the diamondoid in the excited state. This distortion is
reflected in a large shift of the excited state potential in Fig. 5.24 which is required
to obtain nine different vertical transitions. Further, large Franck-Condon factors im-
ply a strong electron-phonon coupling [107] that typically gives rise to a high rate of
non-radiative decay due to internal conversion. The radiative and non-radiative rates
will be discussed later. The first weak transition which is the highest in energy is not
likely to be due to the 0 ← 0 transition as it appears at 5.98 eV and thus shifted to-
wards higher energies with respect to the optical gap of [1(2, 3)4] pentamantane. Thus,
it seems reasonable to assume that the first of the three main resonances at ∼ 5.9 eV
represents the 0← 0 transition and the following peaks the 0← 1, 2, 3, . . . transitions.
This assignment, however, is not the only viable one. It means that the 0← 0 occurs
at a central energy of 5.84 eV. Compared to the center of the first absorption peak at
5.93 eV this results in a Stokes shift of approximately 0.1 eV. Note that in the assign-
ment of the transitions in Fig. 5.24 the weak transition at the high energy edge of the
photoluminescence is due to the 0 ← 1 transition. Such a peak occurs to the right of
the 0← 0 transition in Fig. 5.23 and is due to a relaxation from a vibronically excited
state. This means that a phonon is annihilated together with the recombination of
the electronically excited state to contribute to the energy of the emitted photon. At
moderate temperatures this process is unlikely compared to the inverse process where
with the recombination process a phonon is created. This assignment is in agreement
with the large difference in the intensities of the neighboring peaks.
In Fig. 5.25 fits for some other diamondoid structures are shown. While it is always
possible to approximately fit the spectrum using 10− 12 gaussians, depending on the
spectral width of the emission curve, the position of the single peaks becomes less ob-
vious with vanishing spectral structure. For triamantane, [1(2)3] tetramantane, and
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Figure 5.24: According to the Franck-Condon principle transitions between two different
electronic states occur under fixed nuclear coordinates. i.e., vertically in this scheme. Due to a
distortion of the system in the excited state the potential surface shifts. Here, the components
of the spectrum [1(2, 3)4] pentamantane as identified in Fig. 5.23 are tentatively assigned to
vibronic transitions between the excited and the ground state. The Franck-Condon factors are
indicated by a color-scale: black transitions have large and light-grey transitions have small
Franck-Condon-Factors. Note that in this assignment the 0 ← 1 transition is the highest in
energy.
[123] tetramantane shown in Fig. 5.25 an unequivocal assignment of the first, high-
energy peaks is still possible. But already for the third of the larger peaks the exact
energetic position is contentious as can be seen from the deviation between fit (black
curve) and spectrum (yellow). For smaller diamondoids with even fewer spectral struc-
ture a fit of the spectra is still feasible. An unambiguous assignment of single transitions,
however, is no longer possible.
The tentative assignment for the radiative transitions of [1(2, 3)4] pentamantane allows
one to identify single transitions and to estimate the relative magnitudes of their Franck-
Condon factors. However, for most diamondoids the model is not able to unambiguously
determine the energetic positions of the involved transitions. But a generalization of the
underlying concepts provides a viable explanation for some of the observed features of
the diamondoid photoluminescence, such as the unusual spectral width of the emission
and the asymmetric peak shape. Since the contribution of phonon-assisted transitions
changes with temperature, temperature-dependent measurements of the photolumines-
cence spectrum could provide the means to experimentally verify the validity of the
model.
The above analysis of the energetically broad emission of diamondoids indicates a severe
distortion of the diamondoid framework in the excited state. This strong distortion oc-
curs despite a large structural rigidity of the diamondoid cage structure. A phenomenon
that could be responsible for the observed lattice distortions and the resulting lumi-
5.2. Photoluminescence 89
Figure 5.25: Fits of the photoluminescence spectra of triamantane, [1(2)3] tetramantane, and
[123] tetramantane. The spacing between the single components is ∼ 120− 140meV, similar to
[1(2, 3)4] pentamantane.
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Figure 5.26: Diagram of the self-trapped exciton model [108]. An electron is promoted from
the ground state (G) into the excited state (E). The electron can also get trapped in a potential
that possesses a local minimum. Such potentials which can arise due to local distortions lead
to self-trapped excitons (STE) and can explain energetically broad and strongly red-shifted
luminescence properties.
nescence in diamondoids is the formation of so-called self-trapped excitons. The self-
trapping of an exciton can occur when a strong distortion of the nuclear framework
leads to a local minimum in the potential curve that is offset with respect to the global
minimum, i.e., the fully relaxed excited-state geometry. Such self-trapped excitons have
been observed in several nanoscale systems and are expected to occur in all kinds of
semiconductor nanocrystals [108]. The principle of self-trapped excitons is sketched in
Fig. 5.26: The recombination of a self-trapped exciton (STE) occurs at nuclear coor-
dinates that are far from the equilibrium geometry of the ground state. The trapping
potential that is offset in the atomic configuration (x-axis) with respect to the excited
state is typically due to a local distortion, e.g., due to an excitation that is localized on
a single bonds of the particle. The local minimum in the potential surface leads to the
trapping of the exciton and prevents a relaxation to the lowest energy geometry of the
excited state. As a consequence, two things may occur: i) the electron eventually tun-
nels through or hops over the potential barrier and the system relaxes into the regular
excited state geometry from where it relaxes into the ground state, or ii) the system
relaxes into its electronic ground state directly from the self-trapped exciton geometry.
Obviously, case i) is not relevant because it cannot be told apart from regular radiative
decay. Case ii) on the other hand gives rise to a significant red shift and a broadening
of the luminescence peak. This case can be expected to dominate if recombination of
the self-trapped exciton is fast compared to the relaxation to the excited state geometry.
The fact that an assignment of single transitions in the photoluminescence peaks is not
possible for all diamondoids, makes an unambiguous determination of characteristic
numbers for the emission energy or the Stokes shift difficult. Thus, in the following
several spectral parameters are defined which are thought to best characterize the prop-
erties of diamondoid luminescence and which shall enable a quantitative discussion.
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diamondoid PLmin PLmax FWHM Eexc PL center opt. gap Stokes
adamantane 4.96 6.43 0.83 7.12 5.82 6.49 0.67
diamantane 4.77 6.29 0.78 7.90 5.61 6.40 0.79
triamantane 4.91 6.15 0.69 7.43 5.66 6.06 0.40
[121]-tetram. 4.84 6.19 0.66 7.75 5.51 6.10 0.59
[123]-tetram. 4.75 6.10 0.73 7.90 5.52 5.95 0.42
[1(2)3]-tetram. 4.98 6.04 0.58 7.75 5.64 5.94 0.30
[1212]-pentam. 4.94 5.97 0.53 7.87 5.56 5.85 0.28
[1(2, 3)4]-pent. 5.01 5.88 0.51 7.75 5.62 5.81 0.19
Table 5.3: Characteristic values for the photoluminescence of diamondoids. All values are
in eV. PLmax/PLmin describe the upper/lower bound where the photoluminescence signal
reaches 10% of its maximum value. The ’central PL’ gives the center of the FWHM-region
and is used as a measure of the spectral shift with diamondoid size. The ’Stokes’ shift reflects
the difference between the optical gap and the central PL energy for each diamondoid. The
excitation energies are listed under Eexc.
The spectral width of the emission is quantified by its full-width half-maximum at the
half of its maximum intensity (FWHM). Besides serving as a measure for the spectral
width of the emission it is further used to determine the central emission energy (or
central photoluminescence energy) which is simply defined as the arithmetic mean of
the two energies where the emission intensity reaches half its maximum value. Further,
a region of photoluminescence has been defined as the spectral region where the lumi-
nescence intensity exceeds 10% of its peak value. The upper and lower bounds of this
region are labeled PLmax and PLmin, respectively.
In Fig. 5.27 these characteristic numbers are used to visualize the photoluminescence
properties as a function of diamondoid size. The region of photoluminescence (PL) is
shaded in light red. The energy where the photoluminescence intensity reaches 50% of
the peak value is marked by two red dashed lines and the region inside these boundaries
is shaded in deeper red. The arithmetic center of the FWHM region is marked by solid
red dots for each diamondoid and the dots are connected by a dashed line to visualize
the trend. Additionally, the optical gaps are shown in the form of blue solid dots also
connected by a dashed line to guide the eye. Note that the three tetramantanes and
the two pentamantanes have been slightly offset with respect to each other to enable
graphical evaluation. The sequence of diamondoids in the graph is the same as the or-
der of diamondoid names listed in Tab. 5.3. Changing this sequence does not, however,
in any way affect the interpretation of the graph nor the conclusions drawn from it.
The characteristic numbers for the photoluminescence of each diamondoid are listed
together with the optical gaps from section 5.1.3 in Tab. 5.3.
Fig. 5.27 illustrates that emission occurs over a wide spectral range for all diamondoids
and that emission energies, and especially the low energy limit of the photolumines-
cence, are fairly constant. A discernible trend is the narrowing of photoluminescence
peaks with growing diamondoid size. The FWHM starts out with 0.83 eV for adaman-
tane and reaches its minimum for [1212] pentamantane with 0.53 eV, i.e., 0.3 eV less.
Also a very subtle trend of decreasing emission energies with increasing diamondoid
size is observed. The overall shift of the central photoluminescence energy just barely
reaches 0.2 eV from adamantane to the pentamantanes. This compares to a shift in
the optical gaps of almost 0.7 eV over the same size range. Comparing luminescence
energies to the optical gaps and the shift between them is somewhat bothersome be-
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Figure 5.27: The region of photoluminescence (PL) is shown including full-width half-
maximum (FWHM) and the center of the luminescence peak. For comparison the optical
gaps determined in section 5.1.3 are plotted as well.
cause different key figures for the photoluminescence from diamondoids exist. Further
specification and a definition of representative values comparable to a Stokes shift are
required.
The Stokes shift is usually defined as the difference in the energy of the absorption
edge and the emission energy. In the case of diamondoids it is impossible to reasonably
define one emission wavelength and thus to derive a Stokes shift in the classical sense.
Here, alternatively, the Stokes shift, which is also listed in Tab. 5.3, is defined as the
difference between the optical gap and the central photoluminescence energy. The so-
defined Stokes shift is plotted over the diamondoids’ polymantane order in Fig. 5.28.
The Stokes shift exhibits a clear size-dependence which means that for increasing dia-
mondoid size the energy difference between absorption and emission center diminishes.
This is visualized by the addition of a finely dashed trend line for the black dots. Values
range from 0.8 eV for diamantane to 0.2 eV for [1(2, 3)4] pentamantane. Comparison
with Fig. 5.27 shows that the trend is in large parts due to the strongly size-dependent
optical gap. An interesting observation for the absorption and emission properties of
diamondoids in Fig. 5.27 is the fact that, when deviations from the respective trends
for absorption and luminescence occur, they seem to happen in opposite directions.
This means that when the optical gap of a structure is comparably high in energy with
respect to the overall trend, its photoluminescence peak is comparably low in energy.
This curious observation is best visualized by the gray solid line in Fig. 5.27 which marks
the arithmetic mean of the optical gap and the central photoluminescence energy. This
line is nearly flat indicating that deviations from a size-dependent trend occur not only
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Figure 5.28: The Stokes shift as a function of diamondoid size. The Stokes shift is here
defined as the difference between optical gap and the center of the photoluminescence.
In the following it is attempted to derive an estimate of the photoluminescence quantum
yield of adamantane. A strong wavelength dependence of the quantum yield is apparent
from Fig. 5.17. Similar to the case of cyclic alkanes the quantum yield drops significantly
for increasing excitation energies [105]. Thus, the quantum efficiency of adamantane
should have its maximum directly at the absorption edge of 6.5 eV. For reasons of signal
intensity, however, an excitation energy of 7.12 eV (174.2 nm) is chosen.
The photoluminescence quantum yield (φ) of a system is given as the ratio of the




As a first step the number of absorbed photons is estimated: The number of absorbed
photons Nabs is the difference between the number of transmitted photons in the empty
and in the filled absorption cell. These numbers (or better the rates, i.e., the photons/s)






Here, Ifull/empty is the diode current measured for the full/empty absorption cell, e is
the charge of the electron, and QEdiode is the quantum efficiency of the diode. At the
excitation wavelength of 174 nm the data sheet of the used GaP photodiode shows a
quantum efficiency of 1%.
As indicated in the schematic drawing in Fig. 5.29, not the absorption over the entire
length of the absorption cell is relevant for the calculation. Only light emitted from
approximately the central third of the absorption length can escape through the slit
onto the detector and thus contribute to the signal. Therefore, Nabs has to be lim-
ited to the number of photons that is absorbed on the second third l2 of the entire
absorption path. In the case of adamantane, the absorption over the entire length of
L = 48mm is measured to be 60% at 174.2 nm excitation. This allows one to determine
the absorption coefficient α according to the Lambert-Beer law
Nabs = N0(1− e−αL) = 0.6 ·N0
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Figure 5.29: Schematic drawing of the absorption (dashed line) and the relevant photolumi-
nescence (dotted lines). The relevant photoluminescence is the light that is emitted such that
it escapes through the exit slit of the cell window in such an angle that it hits the detector.
This segment is confined to approximately the second third of the absorption path. The inten-
sities I0, and I1/2/3 are the initial intensity of the monochromatized synchrotron beam and the
Intensities after 1, 2, and 3 thirds of the absorption path through the cell, respectively.
Solving this equation for α gives an absorption coefficient of α = 0.019mm−1 for the
present experimental conditions. The absorption in the relevant area of the absorption
cell is the difference of the intensity at the beginning and at the end of this segment
Nabs(l2) = N1 −N2 = N0 · (e−αl − e−α2l)
and using the value for α determined from the total absorption the absorption within
the segment l2 is 19.2%. The light transmitted through the empty cell caused un-
der the prevailing conditions a diode current of Iempty = 2.82 nA. Considering the
quantum efficiency of the diode this turns out 1.8 · 1012 photons / s and Nabs(l2) =
3.4 · 1011 photons / s.
Next, one needs to calculate the numbers of photons emitted per second from the dia-
mondoid sample. The emission characteristics of the diamondoids in the gas phase is
uniform, i.e., there is no preferred direction. This means that of all emitted photons
only a fraction corresponding to the solid angle of the detector is headed the right
way. Further efficiencies of the optics and the detector have to be accounted for. The
calculation of the emitted photons is then straight forward:






Ndet is the number of detected photons, Ωdet the solid angle of the detection area, QEdet
the quantum efficiency at the detected wavelength and Rmirror is the reflectivity of the
mirror in zero-order. The quantum efficiency of the CsTe-detector over the wavelength
region of 200-240 nm is estimated to be 30% and the reflectivity of the mirror at those
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Figure 5.30: Dependence of the quantum yield of adamantane on the excitation energy. The
curve is the photoluminescence signal divided by the absorption signal. It is normalized to the
quantum yield at 7.12 eV (174.2nm). It shows an almost linear dependence of the quantum
yield with the excitation energy. The deviation at lower energies is due to background in the
luminescence signal (compare inset).
edge length of 10 cm. The slit, which had to be used to suppress reflections, measured
1 × 14mm2 and limited the transmitted light only in the vertical plane. The setup
detected at a solid angle of 2.8 · 10−4. The number of detected photons can simply be
read out from the total luminescence yield: Ndet = 1.45 · 104/5 s ' 3 · 103/s. Taken all
together this allows one to calculate the total number of emitted photons:





= 1.2 · 108photons/s
Divided by the number of absorbed photons this provides a rough estimate for the lower
limit of the quantum yield of adamantane at an excitation wavelength of 174.2 nm:
φada(λ = 174.2nm) ≈ 0.04%
In Fig. 5.30 the dependence of the quantum yield on the excitation energy is shown.
The ratio of the photoluminescence to the absorption signal is normalized to the value
at 7.12 eV (174.2 nm). A linear dependence is found for the quantum yield. The de-
viation at lower energies is due to background in the luminescence signal (compare
inset) and varies strongly with different background subtractions. The linear trend
for excitation energies from 7 to 8 eV, however, is stable and not greatly affected by
different background subtractions. The dashed trend line allows one to extrapolate the
photoluminescence quantum yield for excitation at the absorption edge of adamantane
(6.49 eV). It can be assumed to be roughly twice the value found for excitation at
7.12 eV: φada(6.49 eV ) ≈ 0.1%.
The experimental setup was not optimized to determine the quantum yield of dia-
mondoid photoluminescence. The above numbers are therefore to be understood as a
rough estimate. A dependence of the quantum yield on the size and structure has not
been investigated. The photoluminescence quantum yield of diamondoids is thus, very
roughly, on the order of 10−3 but may vary among different diamondoid structures.
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The approximate number for the quantum yield allows one to give an estimate for the
radiative and non-radiative rates [109]. The rate of photoluminescence decay is given by
the sum of the radiative and non-radiative recombination rates: 1/τPL = 1/τR+1/τNR.
The quantum yield φ, which is proportional to the photoluminescence intensity, can
be estimated as the weight of the radiative channel in the recombination process:
φ = τ−1R /τ
−1
PL. The low luminescence quantum efficiency observed for diamondoids
means that non-radiative decay channels are fast compared to radiative decay, or
τR ¿ τNR. Therefore, τPL ' τNR and thus φ ' τNR/τR. For adamantane, the
non-radiative decay processes are thus approximately 1000 times faster than the radia-
tive processes.
Because no structural deficiencies exist, non-radiative decay channels in diamondoids
are limited to internal conversion and intersystem crossing processes. The fits which
have been conducted above for several diamondoid spectra indicate a strong electron-
phonon coupling in diamondoids. This observation fits well to the fairly low photolu-
minescence quantum yield. For increasing diamondoid size the distortion of the excited
state geometry is likely to diminish due to increasing mechanical resistance of the sur-
rounding diamondoid framework. This will lead to smaller Franck-Condon factors and
in consequence to a lower non-radiative rate. It should therefore entail a trend to-
wards increasing quantum efficiencies with larger diamondoid size. The shape of the
diamondoid is also likely to play a role. Following the argumentation that higher rigid-
ity will lead to smaller lattice distortion and, in consequence, to smaller non-radiative
rates, a compact structure bears advantages over a frail structure. This interpretation
is backed by the listed values for FWHM of the three tetramantane structures in ta-
ble 5.3. [1(2)3] tetramantane has clearly the narrowest emission which indicates smaller
Franck-Condon factors. It can therefore be expected to have the highest quantum
yield of the tetramantanes. Again, as for the absorption properties, shape may play a
non-negligible role for the emission behavior of diamondoids.
Chapter 6
Results & Discussion - Part II:
Modified Diamondoids
One central goal of this work is to understand the optical and electronic properties of
diamondoids which have been treated in the previous chapter. A second central aim of
this thesis is to reveal the changes that are induced in the electronic structure and the
optical properties of a diamondoid by structural modification. The influence of such
modification is the topic of this chapter.
Two fundamentally different ways to chemically alter a diamondoid exist: Either atoms
can be attached to the surface in form of a functional group or carbon atoms from the
diamond framework can be replaced by different atoms.
First, the influence of functionalization is investigated using the example of diamondoid
thiols [58]. From a fundamental perspective, the investigation of diamondoid thiols al-
lows one to determine the precise influence that a single functional group (here: the
thiol group) has on the electronic structure of a small nanocrystal (here: a diamondoid).
This, however, could in principle be achieved by using any of the many functionaliza-
tions that are available for diamondoids. Thiols have been chosen in this work because
they are among the most common functional groups and offer various possibilities for
the preparation of new hybrid materials. Thiol groups link, e.g., to noble metals and
in solution they readily self-assemble on Au-, Ag-, and Pt-surfaces [49]. In the case of
diamondoids the formation of self-assembled monolayers (SAMs) of diamondoid thiols
on noble metal surfaces bears great prospects for nanotechnology. In particular, their
use as low field electron emitters, which has been demonstrated recently [2], seems
promising. Thus, for fundamental as well as for applied interest diamondoid thiols are
object of investigation in this chapter. In section 6.1 a full electronic structure investi-
gation of adamantane-1-thiol is undertaken to give a complete picture of the changes
induced in the electronic structure of adamantane by the attachment of a thiol group.
The investigation of the optical properties is then, in section 6.2, expanded to larger
thiols.
The influence of the second approach, the bulk-substitution of single atoms, is investi-
gated in section 6.3. Understanding the effects of single impurity atoms incorporated
into nanocrystal structures is of enormous scientific and technological relevance. The
species investigated in section 6.3, oxadiamondoids and urotropine, are model systems
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Figure 6.1: C1s core level spectra for adamantane-1-thiol and adamantane. Electrons from
the C1s core levels are more strongly bound in the thiol by ∼0.2 eV. Spectra have been scaled
to same height to simplify comparison.
of minuscule, well-defined nanocrystals in which a single or multiple atoms are substi-
tuted by impurity atoms in a controlled manner.
6.1 Adamantane-1-Thiol - The Whole Picture
In this first section of the chapter on modified diamondoids, a complete picture of the
influence of a single thiol group on the electronic and optical properties of adamantane,
the simplest diamondoid, is given. For this purpose, several spectroscopic techniques
have been applied to adamantane-1-thiol. The investigation features gas phase mea-
surements of the core levels, the valence and the conduction states, a Raman analysis
of the vibrational modes, and optical absorption and photoluminescence spectroscopy
measurements. A comparison of the data to previous investigations on adamantane
allows one to isolate the influence of a single thiol functional group on each of the in-
dividual properties of the diamondoid.
Besides the fundamental interest, adamantane-1-thiol is also of technological rele-
vance. SAMs of adamantane-1-thiol on Au(111) surfaces have been studied extensively
[110, 111, 112]. They are less faulty than alkane SAMs and have, among others, been
proposed as placeholder in self-assembly processes [111]. Similar structures involving
an adamantane cage unit and a thiol link have also been investigated [113, 114, 115].
The findings of this section have been summarized in early 2010 in an article in The
Journal of Chemical Physics.1
In Fig. 6.1 the spectra of the carbon 1s core level for adamantane-1-thiol and adaman-
tane are shown. Both spectra exhibit a steep incline on the lower binding energy side
1L. Landt et al., The influence of a single thiol group on the electronic and optical properties of the
smallest diamondoid adamantane, The Journal of Chemical Physics 132, 024710 (2010) - Ref. [116]
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Figure 6.2: Photoelectron spectra for adamantane-1-thiol (top) and adamantane (bottom).
The spectra have been scaled to same height to simplify comparison. The thiol spectrum
contains the adamantane spectrum, even though it appears shifted to higher binding energies
by about 0.2 eV and the vibrational structure is attenuated. An additional density-of-states
arises for the thiol around 8.8 eV. It lowers the ionization potential by 0.58 eV compared to the
unmodified cluster [25]. The peak has been fitted with five gaussian peaks to resolve vibronic
structure.
and a tail towards higher energies. While the appearance of the spectra is the same, the
C1s levels of the thiol are shifted by 0.2 eV to higher binding energies. This shift is due
to the transfer of electron density from the parent molecule to the highly electronegative
thiol group. The electron transfer results in lower electron density in the parent cluster
and thus in more strongly bound electrons. Both spectra have been scaled to the same
height for the sake of comparability and the structure in the high energy tail of the
adamantane-1-thiol is due to lower count rates, i.e., increased signal-to-noise ratio.
In Fig. 6.2 the photoelectron spectra of adamantane (bottom) and adamantane-1-thiol
(top) are displayed. For the discussion of the data it proves useful to split the thiol
spectrum in two parts, a band structure of electronic states starting at binding energies
of 9.5 eV and a broad peak centered around 8.8 eV. These two parts are separated in
the spectrum by a gap of a few hundred meV (located around 9.2 eV binding energy)
where no electronic levels are present.
The higher energy part of the thiol spectrum beyond binding energies of 9.3 eV can be
superimposed on the adamantane spectrum. These electronic states which belong to
the diamondoid parent molecule are not greatly affected by the thiolation. Only the
resonances at the absorption edge of the adamantane spectrum that have been identi-
fied as vibronic in nature [33] are attenuated in the adamantane thiol. This part of the
thiol spectrum is shifted to higher binding energy by approximately 0.2 eV. This is the
same effect that is observed in the core level spectra in Fig. 6.1 which is due to redis-
tribution of electron density upon thiol attachment and which, apparently, is similar
in magnitude. The electron depletion in the diamondoid part leads to the formation
of a local positive charge (polarization) thus increasing the binding energy. The good
100 Chapter 6. Results & Discussion - Part II: Modified Diamondoids
Figure 6.3: Molecular orbitals of adamantane and adamantane-1-thiol calculated at B3LYP/6-
31G* level of theory as implemented inGaussian03. The HOMO of adamantane-1-thiol is given
by the electron lone-pair of the thiol group, the following orbitals are fundamentally those of
adamantane. The colors indicate the phase of the wavefunction.
agreement with the adamantane spectrum is not self-evident because the thiolation
breaks the symmetry of the cluster from Td for adamantane to Cs for adamantane-1-
thiol. This revokes the symmetry-induced degeneracy of the electronic levels found in
adamantane as is obvious for the HOMO in Fig. 6.3. In fact, the HOMO in adamantane
is triply degenerate with the HOMO-1 and HOMO-2 which have the same energy and
all transform as T2. The resemblance of the spectral features and of the orbitals in
adamantane-1-thiol implies that the orbitals remain quasi-degenerate upon thiolation
despite a lower symmetry.
By contrast, the lower energy part of the thiol spectrum, the broad peak centered
around 8.8 eV, possesses no analog in the adamantane spectrum. By analogy with
closely related molecules, such as alkane thiols [117, 118], this additional density of
states can be ascribed to the n⊥S nonbonding out-of-plane electron lone-pair from the
thiol group. This is also in good agreement with the calculated orbital shape of the
HOMO in Fig. 6.3. Due to this ”thiol state” the ionization potential is lowered by
0.58 eV compared to adamantane [25] to 8.65 eV. Listed in Tab. 6.1 are the adiabatic
ionization potentials which are determined as intersection of a tangent to the graph and
the baseline [25]. The quantum chemical calculations of the molecular orbitals shown
in Fig. 6.3 confirm that the thiol state, despite its broadness, is indeed due to only a
single electronic level. The thiol state is broadened by vibronic transitions which are
resolved in the fit in Fig. 6.2 using five gaussian peaks. These peaks have an energy
spacing of approximately 90meV. The predominance of the first gaussian peak at the
low energy side of the thiol state suggests that the adiabatic transition is by far the
strongest. This is in accordance with the non-bonding character of the orbital because
electronic excitation from a bonding orbital typically leads to a strong coupling to vi-
bronic modes which then dominate the spectrum. To identify the excited vibrational
modes Raman spectroscopy was employed. The results are presented in the following
section.
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Figure 6.4: Experimental Raman spectrum for the adamantane-1-thiol (a) in comparison
to the computed spectra for the neutral cluster (b) and the cation (c). In (a) the measured
spectrum for adamantane is added for comparison (dotted line). The Raman peaks connected
by arrows correspond to a vibrational mode of mainly SC stretch character. This mode has an
energy of 92meV in the cluster ion, in excellent agreement with the vibronic structure shown
in Fig. 6.2. Note that the Raman intensities for the neutral cluster and the ion are on different
scales.
Fig. 6.4 compares the measured Raman spectrum of adamantane-1-thiol (a) to the
spectra computed for the neutral cluster (b) and the cation (c). The Raman spectra
of adamantane and adamantane-1-thiol were taken using a Dilor LABRAM spectrom-
eter (1800 l/mm grating). The ready-to-use setup reproduced the known spectrum of
adamantane [27] which also served for calibration purposes. The 488 nm line of an
Argon+ laser was used as exciting radiation and the spectral resolution was 2 cm−1. As
the only of the techniques used in this work, Raman spectroscopy was performed on
condensed samples under atmosphere.2.
The Raman spectrum of the cation has been computed because the PES data that
we strive to explain reflect the ionic final state of the cluster. This means that the
data in Fig. 6.2, which will be discussed at the end of this section, contain the vibra-
tional modes of the cluster ion. An investigation of methane thiol [117] showed that
the Raman modes in the ionic geometry yields far better agreement with experimental
data than computing the ion Raman modes in the ground state geometry. Therefore
the optimized geometry of the adamantane-1-thiol cation has been computed and its
Raman spectrum has been determined. The Raman spectrum of adamantane has been
added as dotted line to Fig. 6.4 (a) for comparison.
There is good agreement between the measured (a) and the computed Raman spectrum
2This is the only of the presented measurements that has not been conducted on isolated particles
in the gas phase.
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Figure 6.5: X-ray absorption data for adamantane-1-thiol (top) compared with pristine
adamantane (bottom). The data reveal that the unoccupied states remain nearly unchanged
upon thiolation with only a small shift of ∼0.1 eV to higher energy. This suggests that the
surface nature of the LUMO [24] remains relatively unchanged. The spectra have been scaled
to same height to simplify comparison.
(b) for adamantane-1-thiol. In the wavenumber region below 1000 cm−1 differences
in frequencies generally remain within a few cm−1. Based on the agreement of the
measured and the computed spectrum of the neutral thiol cluster the computational
method is expected to yield similarly reliable results for the Raman spectrum of the
adamantane-1-thiol cation. The vibrational modes that have been assigned in adaman-
tane [27] can be identified with one of the calculated Raman modes for adamantane-
1-thiol. This is achieved by comparing the vibrational motion of the computed modes
which can be displayed using GaussView. Most of the vibrational modes in adaman-
tane are not severely affected by thiolation. The symmetric CC stretch (breathing)
mode of adamantane that is found at 757 cm−1, e.g., is found for adamantane-1-thiol
at 776 cm−1 in the measured and 770 cm−1 in the computed Raman spectrum. The
same holds true for most of the other vibrational modes that do not directly involve
vibrational motion of the thiol group. The modes that newly arise in the adamantane-
1-thiol spectrum with respect to adamantane all exhibit the significant participation of
the thiol group.
The XAS data for both thiolated (top) and pristine adamantane (bottom) are dis-
played in Fig. 6.5. X-ray absorption spectroscopy (XAS) data for adamantane and
adamantane-1-thiol have been recorded at beamline 10.1 at the Stanford Synchrotron
Radiation Lightsource, SLAC National Accelerator Laboratory3 [119]. The absorption
signal was measured while scanning the incident photon energy through the carbon
K-edge and the resolution was determined to be 0.05 eV.
Upon thiol attachment the absorption onset as well as the two main resonances, which
are found at 287.0 eV and 287.5 eV for adamantane, are only slightly shifted to higher
energies by ∼ 0.1 eV. In an earlier study these first two resonances could be linked to
3These data were kindly provided by Trevor Willey.
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Figure 6.6: The lowest unoccupied molecular orbitals (LUMOs) of a) adamantane and
b) adamantane-1-thiol calculated with sc Turbomole at B3LYP/6-31++G** level of theory.
The delocalized nature of the LUMO of adamantane persists in the thiolated version. The
colors indicate the phase of the wavefunction.
the CH- and the CH2-environment of the diamondoid’s surface atoms showing that the
LUMO is determined by the hydrogen surface and is delocalized at the outside of the
cluster [24]. The data for adamantane-1-thiol show that upon thiolation the unoccu-
pied states remain largely unchanged in energy [24, 31, 42]. The electronic structure
computations conducted within this thesis show that the LUMO also keeps its delo-
calized nature. Similar to adamantane the LUMO of adamantane-1-thiol in Fig. 6.6 is
distributed around the cluster’s hydrogen shell.
In Fig. 6.7 the optical spectra of the adamantane-1-thiol (top) and the pristine diamon-
doid (bottom) are compared. The absorption energies lie in the same regime. For the
adamantane thiol a broad resonance is marking the absorption onset with an optical
gap of 5.85 eV (as defined in section 5.1.3). This corresponds to a lowering of the op-
tical gap of adamantane, which was measured to be 6.49 eV [90], by 0.64 eV due to
thiolation. The peak of the first transition in the adamantane-1-thiol spectrum lies at
6.10 eV. The spectrum of adamantane exhibits numerous very sharp peaks that have
been attributed to vibronic excitations and Rydberg states [32] while the thiol spec-
trum is mostly smooth with only a few, rather broad resonances. The lack of structure
in the thiol optical spectrum also goes hand in hand with the disappearance of vibronic
structure that is observed in Fig. 6.2 and is discussed above. The attachment of a thiol
group leads to the lower Cs symmetry compared to Td adamantane. Symmetry also
implies that for the thiol, unlike adamantane, no restrictions due to dipole selection
rules apply to the optical transitions. This is, next to the disappearance of Rydberg
states, another reason for disappearance of sharp transitions. Symmetry constraints for
the optical transitions in adamantane, however, do not concern the lowest transitions as
seen in section 5.1.3 and are therefore not responsible for the differences in the optical
gaps observed in Fig. 6.7 and listed in Tab. 6.1.
The same setup used to measure the luminescence of adamantane in section 5.2 was
used to check for photoluminescence of adamantane-1-thiol. No photoluminescence in
the energy range from 4.1 to 7.7 eV has been detected. The excitation energy was
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Figure 6.7: Optical absorption of adamantane-1-thiol (top) compared to that of pristine
adamantane (bottom). Most obvious is the disappearance of the sharp resonances in the
adamantane spectrum. Also the optical gap (arrows), as defined in Ref. [90], is lowered by
0.64 eV. The spectra have been scaled to similar height at their stronger absorbing bands be-
yond 7.5 eV.
varied between 5.6 and 8.8 eV which covers band-to-band transitions from the optical
gap to the ionization potential of adamantane-1-thiol (comp. Tab. 6.1). This means
the UV luminescence found for adamantane [101] vanishes upon the attachment of a
thiol group. To be below the detection limit it must be quenched by at least two orders
of magnitude. This means that the ratio of radiative to nonradiative rate decreases by
a factor of > 100.
In the previous paragraphs the experimental data are reported for the C1s core level,
the highest occupied and lowest unoccupied electronic states and the optical transi-
tions between them, and the Raman data. In the following the x-ray and ultraviolet
photoelectron, x-ray absorption, Raman, and optical data are combined to give deeper
insight into how the addition of a thiol group changes the properties of adamantane.
Fig. 6.8 depicts a schematic graphical summary of the changes in the electronic struc-
ture.
Particularly poignant are the observed changes in the optical properties. Their dis-
cussion now benefits from the knowledge of the band edge data introduced above. In
the following the changes in optical properties, i.e., band-to-band transitions, are com-
pared to changes in the band edges, i.e., changes in an experimentally constructed
HOMO-LUMO gap4, which are reflected by the band edge measurements presented at
the beginning of this section.
Considering the spectra in Figs. 6.2 and 6.5 the changes in the optical response primar-
ily arise from changes in the occupied states. The red-shift of 0.64 eV of the optical gap
4Note that this is not a HOMO-LUMO gap in the strict sense due to the experimental effects
discussed in section 5.1.3.
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Figure 6.8: Schematic drawing of the electronic levels of adamantane and adamantane-1-
thiol. In the functionalized diamondoid the S electron lone-pair gives rise to a ”thiol state”
constituting the HOMO of adamantane-1-thiol and, effectively, lowering the gap by ∼0.6 eV.
can be accounted for by the additional electron lone-pair state that arises for the thiol
0.58 eV above the band edge of adamantane (Fig. 6.2). This lowering of the optical gap
leads to a gap value for adamantane-1-thiol that is comparable to the values of penta-
and hexamantanes reported in chapter 5. However, the optical gap is of a different
nature because the transition takes place between the surface dominated LUMO and
the HOMO, which is no longer localized inside the cluster as is the case for pristine dia-
mondoids. Instead, the HOMO is now given by the electron lone-pair state of the thiol
group as apparent from Fig. 6.3. The first two noticeable spectral features in the optical
absorption, shown in Fig. 6.7, are centered around 6.1 eV and 6.7 eV with an energy
spacing of 0.6 eV. This energy spacing is in good agreement with the first two manifolds
of resonances in the XAS spectrum in Fig. 6.5. The broadness of these two peaks can be
explained with the convolution of the thiol state and the respective features in the XAS
spectrum shown in Fig. 6.2. Considering the Cs symmetry of adamantane-1-thiol it can
be safely concluded that the first two resonances in the optical spectrum in Fig. 6.7
are transitions from the HOMO because there are no dipole-forbidden transitions in
structures of this particular molecular point group. A ”main resonance” can be located
around 7.8 eV for the thiol. This resonance appears in the spectrum of the pristine
diamondoid somewhat disguised by Rydberg resonances and shifted to lower energies
by some 300 − 400meV. This corresponds to the shift of more than 0.2 eV which has
been observed in the photoelectron data (Fig. 6.2) and the additional small shift in the
unoccupied states (Fig. 6.5). The discussion above shows that most of the changes that
occur in the optical response and the optical gap can be reconstructed from comparison
with occupied and unoccupied states and the HOMO-LUMO gap, respectively.
As will be seen in the following section which discusses optical transitions in larger
diamondoid thiols, there are indications that a very weak optical transition occurs at
energies around 5.5 eV. This dissociative excitation is too weak, however, to be identi-
fied from the present adamantane thiol data alone.
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adamantane-1-thiol adamantane
(C10H15-SH) (C10H16) ∆
optical gap 5.85± 0.06 6.49± 0.03 [90] −0.64
adiabatic IP 8.65± 0.04 9.23± 0.11 [25] −0.58
cond. band edge 286.6± 0.1 286.5± 0.1 [24] 0.1
core level 289.9± 0.1 289.7± 0.1 0.2
Table 6.1: Electronic key figures of adamantane-1-thiol compared to literature values for
adamantane. ∆ gives the difference between values for adamantane-1-thiol and adamantane.
Negative values correspond to a decrease of the corresponding values upon thiolation, positive
values to an increase. All values are given in eV.
The lack of detectable photoluminescence for adamantane-1-thiol suggests that UV pho-
toluminescence found in adamantane is quenched by the attachment of a thiol group.
It was shown that the electron lone-pair of the thiol group gives rise to an additional
density of states above the adamantane HOMO. Because luminescence typically occurs
due to transitions from the LUMO to the HOMO the altered nature of the HOMO is
to be held accountable for the disappearance of the luminescence.
In the interpretation of the results for the valence states the shoulder of the thiol state in
the photoelectron spectrum in Fig. 6.2 was tentatively assigned to vibrational progres-
sions. A comparison with the supporting Raman data helps to underpin and specify
the assignment made. The five gaussian peaks used to fit the thiol state in Fig. 6.2
have an almost equidistant energy spacing of approximately 90meV. The Raman peak
in the spectrum computed for the ionic cluster that comes the closest is a mode of
medium intensity at 739 cm−1 (92meV). The computations show that this Raman sig-
nal belongs to an SC stretch mode. The same SC stretch mode is found in the neutral
cluster at considerably higher wavenumbers, dropping from 839 cm−1 in the neutral
cluster to 739 cm−1 in the cluster ion (follow the arrow in Fig. 6.4). This drastic change
indicates that the SC stretch mode is strongly excited upon ionization. Next to the
match in energy this is additional evidence that the SC stretch mode is responsible for
the shoulder of the thiol peak in the photoelectron spectrum of adamantane-1-thiol.
As seen above, the LUMO of adamantane, unlike the HOMO, remains almost com-
pletely unaffected by the surface functionalization. This applies to the energy of the
electronic states as well as to their delocalization at the nanodiamond’s surface. The
present data therefore suggest that properties of diamondoids that are intimately linked
to the particular nature of their LUMO will withstand thiolation. This is the case for
the technologically relevant negative electron affinity (NEA) that has been predicted
for pristine diamondoids [31] and has recently been verified experimentally for SAMs of
[121]tetramantane-6-thiols [2, 46]. However, properties involving the LUMO and any
additional electronic levels (e.g., the HOMO) may not persist, as seen in the case of
photoluminescence.
6.2 Larger Diamondoid Thiols
Investigating the effect of a thiol group on the electronic structure of the smallest
diamondoid, adamantane, revealed drastic changes in the optical properties. In this
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section changes in the optical properties of diamondoid thiols are investigated as a
function of diamondoid size and of functionalization site. For this purpose, several
thiolated diamondoids ranging in size up to tetramantane have been investigated us-
ing optical absorption spectroscopy. As seen above in section 6.1, the changes in the
optical properties are caused by changes in the occupied states. Therefore, additional
photoelectron spectroscopy measurements have been performed on the diamondoid thi-
ols to help explain the observed changes. Also, in a collaboration with the group of
Prof. Bonac˘ic´-Koutecky´ from the Humboldt University Berlin, the optical spectra of
diamondoid thiols were computed to support the interpretation of the spectra. The
computations presented in this section have been performed by the Bonac˘ic´-Koutecky´
group. The combination of experimental and theoretical work greatly improved the
understanding of the optical properties of diamondoid thiols and lead to a joint publi-
cation of the results in The Journal of Chemical Physics.5 The computational results
of the publication are presented in this section (6.2) not without explicitly pointing out
that, in this one particular case, the calculations were not performed by the author of
this thesis.
In general, thiol functionalized diamondoids differ both by the topology of the carbon
framework as well as by the substitution site of the thiol group. In this work only
diamondoids are considered where the thiol group is attached to a tertiary carbon re-
placing the hydrogen of a CH group. The functionalized diamondoids range in size
from adamantane to tetramantane. In the latter case only the rod-shaped 1D isomer,
[121] tetramantane, is considered. The substitution of the hydrogen atom at a tertiary
CH group by a thiol group leads for the investigated species in principle to 14 different
types of functionalized diamondoids [121, 122]. Additionally to singly thiolated diamon-
doids, a diamondoid with two equivalent thiol groups, [121] tetramantane-6,13-dithiol,
is investigated. The absorption spectra of the investigated diamondoid thiols are pre-
sented in Fig. 6.9 and the structures are shown next to the spectra. Their systematic
nomenclature is given in the legend of the graph.
For all measured diamondoid thiols the absorption spectra in Fig. 6.9 are fairly smooth
and featureless resembling in their general appearance the spectrum of adamantane-1-
thiol discussed in the previous section. Qualitatively, all spectra exhibit weak bands
in the low energy region up to approximately 7.0 eV and a broad, strong absorption
extending from 7.0 eV to 9.0 eV. The strong changes in the spectral characteristics
that were observed for pristine diamondoids in chapter 5 do not persist for diamondoid
thiols. Instead, a broad peak at approximately 6 eV marks the first strong transition
for all diamondoid thiols. A size-dependent shift of this first major transition, however,
is not apparent from Fig. 6.9. Also, very faintly, a signal can be made out between 5.0
and 5.5 eV for some diamondoids. First, the obvious signal at 6 eV is investigated. The
small feature will be scrutinized with the help of theoretical investigations later on.6
Fig. 6.10 shows an enlarged view of the absorption onset of the spectra. Further, the
spectra are sorted by the functionalization site of the diamondoid thiol. The spectra of
5L. Landt et al., Experimental and theoretical study of the absorption properties of thiolated diamon-
doids, The Journal of Chemical Physics 132, 144305 (2010) - Ref. [120]
6Note that the sharp little dips around 5.5 eV that are present in some of the spectra are due to
functioning errors of the Keithley picoampe`remeter during the measurements and the spikes between
8.5 and 9 eV in the tetramantane-dithiol are due to outgassing of o-rings at high temperatures.
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Figure 6.9: The optical absorption spectra of the measured thiolated diamondoids. The
structure of each diamondoid is shown to the left of the corresponding curve. For diamantane
through tetramantane isomers with apical and medial thiol groups are investigated.
diamondoid thiols with a thiol group at the apical position (i.e., at the tip of diamon-
doid, compare Fig. 6.9) are stacked in the left panel. Those with medial, i.e., sidewise
attached thiol groups, are shown in the right panel. It is apparent from Fig. 6.10 that
for apical isomers the energetic position of the peak at 6.1 eV is entirely independent
of the diamondoid size. For adamantane-1-thiol this peak has been attributed in the
previous section to transitions from the thiol-dominated HOMO to the diamondoid-like
LUMO. The relative intensity of the peak diminishes with size in accordance decreasing
atomic proportion of a thiol group in a growing diamondoid thiol.
This observation also remains true for the doubly functionalized [121] tetramantane-
6,13-dithiol which exhibits a peak at the same energy with approximately twice the
relative intensity. A second broad resonance which is observed for adamantane-1-thiol
at 6.8 eV is disguised in larger diamondoids by a steep increase in signal intensity. At
sizes of triamantane and beyond it is only visible as a shoulder on the steep spectral
flank. Another interesting observation that can be made from Fig. 6.10 is that for
tetramantane-6-thiol a sharp feature at 6.4 eV reappears which is characteristic for the






























Figure 6.10: The absorption spectra of diamondoid thiols grouped by their functionalization
site: a) Diamondoids with an apical thiol group and b) diamondoids with a medial thiol group.
pristine cluster (compare Fig. 5.3). Resembling the case of [121] tetramantane, the spec-
tral feature of the thiol consists of a double peak with a spacing of ∼50meV. It appears
shifted by 100meV towards higher energies. This reappearance of spectral features can
be interpreted as a first faint sign that the dominant influence in the optical properties
of the thiol group over the diamondoid begins to wane with increasing diamondoid size.
Comparison to the investigated medial isomers of diamantane and triamantane in the
right panel shows that the first intense peak lies shifted by more than 100meV at ap-
proximately 6.0 eV. In section 6.1 it has been shown that the changes in the optical
properties upon thiolation, and in particular this peak, originate in changes in the va-
lence states. To investigate the role of the valence states for the optical properties of
larger diamondoid thiols photoelectron spectroscopy is employed. Fig. 6.11 compares
the photoelectron spectra of diamondoids with apical and with medial thiol groups.
The spectra of apical and medial isomers are shown as solid and dashed lines, respec-
tively. The high energy parts of the spectra (beyond ∼9 eV) superimpose on the spectra
of the pristine diamondoid. The valence band edges of the medial isomers are slightly
shifted towards lower binding energies compared to the apical isomers. As in the case
of adamantane in section 6.1, the effect is due to a high electron affinity of the thiol
group that leads to a redistribution of the electron density within the cluster. Electron
density is withdrawn from the diamondoid part which increases the binding energy of
the remaining electrons [5]. The effect is larger for medially attached thiol groups due
to their proximity to large parts of the cluster. In turn, the accumulation of electron
density leads to lower binding energies for electrons belonging to the thiol group.
Comparison of Figs. 6.10 and 6.11 shows that the little and yet noticeable size depen-
dence of the valence band is not reflected in the optical spectra. This is true despite
the fact, that diamondoid thiols do not exhibit a size dependence of the LUMO as seen
in section 6.1 for adamantane thiol and confirmed in experiments on larger diamondoid
thiols [123]. A possible explanation is provided by the size dependent electron-hole
interaction in the excited state. As already seen in section 5.1.3 such an interaction
has a size-dependence that counteracts the shift in the valence band. The comparable
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Figure 6.11: The photoelectron spectra of some thiolated lower diamondoids. Solid lines
represent diamondoids with an apical thiol group, dashed spectra belong to diamondoids with
medial thiol groups.
magnitude of the effect, however, is purely accidental.
A closer look at the optical spectra of the medial isomers in Fig. 6.10 reveals that
for tetramantane the discussed peak appears already at approximately 5.8 eV. A more
detailed structural analysis, however, shows that the medial isomers of dia- and tria-
mantane differ from that of tetramantane. Medial thiol groups can be bound to a
diamondoid via a carbon atom that is either connected to two tertiary carbons (CH
groups) and a secondary carbon (a CH2 group) or it is surrounded by two tertiary and a
quarternary carbon. In the following, to distinguish the different chemical environments
the former are labeled medial1 -isomers and the latter medial2 -isomers. Diamantane
thiol is the smallest species that gives rise to the medial1 -thiols, while medial2 -isomers
are present for thiolated triamantane and higher diamondoids. One important effect
leading to differences in the electronic levels is the redistribution of electron density
discussed above.
Another way in which the three isomers differ is by their steric interaction. For the
medial1 -isomers the steric interaction consist of one pair of 1,3-diaxial interactions with
respect to SH, while there are two pairs of 1,3-diaxial interactions for medial2 -isomers.
The apical -isomers do not exhibit 1,3-diaxial interactions. The nature of the 1,3-diaxial
steric interaction is visualized in Fig. 6.12 using the example of cyclohexane. The thiol
group is interacting with the hydrogen atoms which are bound along the same axis
(red).
Complementary theoretical investigations are carried out to explore the effects that dif-
ferent functionalization sites have on the optical absorption of diamondoid thiols. The
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Figure 6.12: Schematic drawing of the steric 1,3-diaxial interaction in cyclohexane. A set of
stericly interacting hydrogens are marked red.
absorption spectra were computed by the Bonac˘ic´-Koutecky´ group using the coupled
cluster method (CC2) as implemented in Turbomole. Prior, geometric structures of
the diamondoid thiols were optimized at B3LYP/6-311++G** level of theory.
In Fig. 6.13, the experimental and computed absorption spectra are compared. The
theoretical and the experimental transition energies are in good agreement and the
deviation in all studied cases is smaller than 0.2 eV. The theoretical spectra reveal a
very weak band centered below 5.5 eV. This band is also observable in some of the ex-
perimental spectra in Figs. 6.9 and 6.10. An experimental determination of the optical
gaps as defined in section 5.1.3 is impractical in the case of diamondoid thiols. This is
due to the very broad resonances of the experimental spectra which are low in intensity.
Also, the weak bands below 5.5 eV in some cases extend beyond the recorded energy
region as can be seen from Fig. 6.13 a).
A more intense band is observed between 5.5 and 6 eV. The calculated oscillator
strengths in this energy range are very low and therefore, only qualitative compar-
isons of experimental and theoretical intensities are possible. At energies higher than
6.3 eV, the intense absorption bands are well reproduced by theory, exhibiting a shift
to lower energies with increasing diamondoid size as shown in Fig. 6.13. Furthermore,
the transition energy of the second absorption band is specific for the substitution-site
and differs among the types of isomers as already seen in Fig. 6.10. Similar to the ex-
perimental data, theory finds a red shift of 0.1 - 0.2 eV for medial1 -isomers and a shift
of 0.4 - 0.5 eV for medial2 -isomers with respect to apical -isomers. Also, the location
of the band is only slightly dependent on the diamondoid size.
In order to assign the transitions to the diamondoid and to the thiol fragments the
character of the excited states of the thiol functionalized diamondoids in terms of
leading configurations contributing to the transitions is investigated. For this charac-
terization it is useful to compare characteristic features of low lying excited states with
those of alkane thiols. The calculations show that the first excited state for all investi-
gated species corresponds to the n-σ∗SH transition that is also present in alkane thiols
[124, 125, 126]. The lowest excited states in methane thiol correspond to an excitation
from a nonbonding p-orbital on sulfur (n) to the σ∗ orbitals, which have antibonding
character along the sulfur-hydrogen (SH) and sulfur-carbon (SC) bonds, respectively.
Although partial Rydberg character is present, especially for the second excited state, it
is convenient to simplify the notation according to n-σ∗SH for the transition to the first
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Figure 6.13: Comparison of a) experimental and b) CC2 computed spectra of diamondoid
thiols (intensity over transition energy (TE)). Color-coding corresponds to the classes of isomers:
apical (blue), medial1 (red), medial2 (green). The blue, red and green vertical lines connect the
band maxima of the the n-σ∗SC transitions for apical - (•), medial1 - (¥) and medial2 -isomers
(H), respectively. The structures are presented in panel c).
excited state and according to n-σ∗SC for the transition to the second excited state of the
thiols. The importance of the σ∗SC character for the second excited state of methane
thiol was also found in photodissociation experiments [126]. The comparison of the
absorption spectra of adamantane thiol and methane thiol demonstrates the analogous
character of the first two excited states that can be also seen from the density differences
between these excited states and the ground state as presented in Figure 6.14. From
this similarity in density differences a direct correspondence of the first two excited
states can be derived. These transitions consist of several excitations, all involving the
HOMO (being dominantly the nonbonding p-orbital of sulfur as seen in section 6.1),
into a large number of highly delocalized virtual orbitals, which are necessary to gener-
ate a localized excitation. The first and second excited states of all diamantane thiols,
triamantane thiols as well as of the apical - and medial1 -[121]tetramantane thiols are
characterized by these n-σ∗SH and n-σ
∗
SC type of transitions, respectively. Only in the
case of medial2 -[121]tetramantane thiol the n-σ∗SC transition corresponds to the third
excited state.
The n-σ∗SC transition energies obtained experimentally and theoretically are isomer spe-
cific. Correlations with the molecular properties of the diamondoid thiols, as presented
in Figure 6.15 help to qualitatively explain this behavior. The energies of the n-σ∗SC
transitions (Figs. 6.15 a and 6.15 b) correlate well with the computed energies of the
HOMO (Fig. 6.15 c), which are higher for themedial1 -isomers andmedial2 -isomers with
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Figure 6.14: Electron density difference between excited states and the ground state of
adamantane thiol corresponding to a) n-σ∗SH , b) n-σ
∗
SC and c) σ-S transitions. Accumula-
tion of density is depicted in blue, depletion of density in grey. The red line in a) indicates the
nodal plane in the σ∗SH . The inserts show the density difference for the corresponding excited
state of the molecular subunits methane thiol (a and b) and adamantane (c).
respect to those of apical -isomers in agreement with the experimental data in Fig. 6.11.
Furthermore, the calculations find a correlation between the SC bond lengths and the
n-σ∗SC transition energy. As depicted in Fig. 6.15 d the SC bond lengths are slightly
elongated for the medial1 -isomers and more elongated for medial2 -isomers with respect
to apical -isomers, indicating weaker SC bonds. These weaker bonds cause a red shift
in n-σ∗SC transition energies for medial1 - and medial2 -isomers. Both correlations can
be interpreted as a result of the influence of the immediate chemical environment on
the C-SH group. This influence consists of zero (apical), one (medial1 ) or two (me-
dial2 ) pairs of steric 1,3-diaxial interactions. The Coulomb-type interaction with the
sulfur lone pairs, which dominate the HOMO (compare insert of Fig. 6.15c), raises the
HOMO’s energy isomer specifically while the elongation of the SC bond is due to steric
repulsion. The interplay of both effects is therefore responsible for the strong isomer
specific n-σ∗SC energy, while the n-σ
∗
SH transition energy is less sensitive to the type of
isomer supporting our quantitative experimental and theoretical findings.
The UV photoluminescence of diamondoids, which has been found in chapter 5, is a fea-
ture of possible technological interest. As mentioned, thiolation provides viable means
to incorporate diamondoids into photonic devices. Just like for adamantane-1-thiol,
however, no photoluminescence could be detected for the larger diamondoid thiols in-
vestigated in this work. The quenching of the UV photoluminescence of diamondoids
is likely to be linked to low energy excited states in diamondoid thiols. Better under-
standing of the underlying mechanisms is required.
To identify the precise causes for the lack of photoluminescence, the possible excited
state decay mechanisms of the low-energy excited states of diamondoid thiols have been
investigated theoretically. Geometry optimizations in the first excited state (n-σ∗SH)
of adamantane thiol, performed in the group of Prof. Bonac˘ic´-Koutecky´, resulted in
SH bond breaking [120], therefore this state cannot lead to fluorescence. The theo-
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Figure 6.15: a) Theoretical and b) experimental n-σ∗SC transition energies (TE) for apical (•),
medial1 (¥) and medial2 (H) classes of isomers with increasing diamondoid size from adaman-
tane (Ada), diamantane (Dia), triamantane (Tria) to tetramantane (Tetra). c) HOMO energies
and d) SC bond length for apical - (•), medial1 - (¥) and medial2 -isomers (H) with increasing
diamondoid size. The electron density distribution of the HOMO of apical-triamantane thiol is
shown in the insert of c). Good agreement of theoretical values with the experimental data is
obtained for the behavior of the n-σ∗SC transition energies. This allows for extrapolation of the
experimental data labeled by dotted lines. Panel c) confirms that different transition energies
arise mainly from differences in the occupied states. Lower transition energies go hand in hand
with longer bond lengths, as shown in panel d).
retical results allow one to identify the σ-S Rydberg transition in diamondoid thiols
which is typically responsible for the fluorescence in unfunctionalized diamondoids. In
adamantane the σ-S transition to a Rydberg state [127, 32] has been found at 6.9
eV with the main contribution from the HOMO−1→LUMO excitation. As expected
from the measurements and their interpretation in section 6.1, the HOMO−1 of larger
diamondoid thiols has a σ character with respect to the diamondoid framework and
the LUMO has a very diffuse s-type character that is specific also for higher diamon-
doids, as already measured and theoretically predicted [42, 128]. This transition leads
to the electron density redistribution given in Fig. 6.14 c that allows the assignment
of the purely diamondoid-like σ-S transition to the 6th excited state for adamantane
thiol. Based on this analysis the lowest energy diamondoid Rydberg S states could
also be identified for all other diamondoid thiols. Since the geometry optimization of
adamantane thiol in this excited state gives rise to a bound state, it is expected that
this state remains bound also for the higher diamondoid thiols.
To explore the possibility of tuning the fluorescence properties in thiol functionalized
diamondoids, which is desirable for the development of new optical materials, the size
dependence of the position of the purely diamondoid states is investigated. In Fig. 6.16
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Figure 6.16: Size dependence of σ-S (¨) and n-σ∗SH (♦) transition energies. The n-σ∗SH (♦)
transition, which is the energetically lowest transition for all small diamondoid thiols, exhibits
almost no size dependence. Contrary, the σ-S (¨) transition, which is directly linked to the
diamondoid part of the system, shows a strong dependence on the size of the diamondoid. Ex-
trapolation of the present data, indicated by grey bars, predict a crossover at diamondoid sizes
of five to six adamantane cage units. Beyond this point it is to be expected that diamondoid-like
transitions will be the energetically lowest transitions in diamondoid thiols.
the energies of the first purely diamondoid-like, σ-S-type state are shown together with
the energies of n-σ∗SH states as a function of diamondoid size. The dissociative σ
∗
SH
state is likely to be responsible for the quenching of luminescence in diamondoid thi-
ols. Species in which S-type states lie energetically below these states, however, are
good candidates for exhibiting fluorescence. Fig. 6.16 demonstrates qualitatively why
fluorescence from diamondoid thiols smaller than pentamantane is not observed. By
increasing the size of the diamondoid subunit, however, the purely diamondoid-like σ-S
transition shifts to the red in thiol functionalized diamondoids (Fig. 6.16). Therefore,
the results suggest that by increasing the size of the diamondoid subunit, fluorescent
species may be obtained for systems larger than pentamantane thiol.
It was not possible to experimentally check for the photoluminescence of larger dia-
mondoid thiols so far. Severe experimental difficulties arise from the very low sample
quantities available for diamondoid thiols of this size and, more decisively, from the
temperature limitations of the gas-cell setup. Ever larger and heavier compounds re-
quire higher temperatures to reach a vapor pressure that is sufficient for the current
absorption / photoluminescence measurements.
To check the plausibility of the predictions above photoelectron spectroscopy, which
has a higher sensitivity due to the detection of electrons rather than photons, has been
performed on a thiolated pentamantane. The photoelectron spectrum of [1(2, 3)4] pen-
tamantane-7-thiol, mapping the occupied states, has been recorded. In Fig. 6.17 the
spectrum is compared to that of the pristine diamondoid. As observed previously for
the diamondoid-like part, the spectrum is shifted to higher binding energies. This has
been explained in section 6.1 with the electronegativity of the thiol group withdrawing
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Figure 6.17: Comparison of the photoelectron spectra of [1(2, 3)4] pentamantane and
[1(2, 3)4] pentamantane-7-thiol (structural inset). The spectrum of the thiol is shifted to higher
binding energies by 160meV. The spectral inset shows the intensity difference of the thiol and
the diamondoid spectrum (when the shift is accounted for). The subtraction of the two spectra
is able to retrieve the thiol state which is located around 8.5 eV.
electron density from the main body of the cluster. The spectra in Fig. 6.17 have been
scaled to the same height for better comparability. It is apparent that the relative
intensities of the first three broad resonances in the two spectra do not match. To
shed light on the whereabouts of the thiol contribution the photoelectron signal of pris-
tine diamondoid has been shifted to overlay the thiol spectrum and then subtracted
from it. The spectral inset showing the residual thiol signal reveals the position of
the extra density of states due to the non-bonding electron lone pair of the thiol. The
comparison shows that for diamondoids larger than tetramantane transitions between
diamondoid-like electronic states should already occur at energies below the n-σ∗SC ex-
citation. As seen above, the lowest energy excitation is the n-σ∗SH excitation which
is likely to be responsible for the quenching of the luminescence. This transition lies
approximately 0.5-0.8 eV lower than the n-σ∗SC excitation. Further increase of the di-
amondoid size, i.e., an additional shift of the diamondoid-like valence states, should
lead to the predicted gas-phase photoluminescence for larger diamondoid thiols. For
diamondoid thiols bound to surfaces, as in the case of diamondoid SAMs [2, 59], larger
size diamondoids might not even be necessary. The functionalized diamondoids are
likely to bind to the noble metal surface in the form of thiolates [129], i.e., if they split
off the hydrogen atom at the end of the thiol group in favor of a stronger S-Au bond
[130], n-σ∗SH no longer occur. The lowest optical excitations in this case would be either
the n-σ∗SC excitation or the diamondoid-like σ-S-type transition. The latter prevails
already in diamondoid thiols larger than tetramantane as demonstrated above.
The above investigations show that in diamondoid thiols the optical properties at the
absorption onset are dominated by the thiol group. Two major transitions involving
the thiol group have been identified in the diamondoid thiols: The dissociative n-
σ∗SH excitation and the stronger n-σ
∗
SC excitation. These are the two lowest energy
excitations in the experimentally investigated diamondoids. Neither of these transitions
exhibits a notable dependence on the size of the diamondoid. The first excitation
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that is of purely diamondoid-like nature is of σ-S-type and is strongly size-dependent.
Therefore it will for larger diamondoids surpass first the n-σ∗SC and then the n-σ
∗
SH
excitation. This opens new opportunities for photonic devices based on diamondoid
thiols.
6.3 Bulk-substituted Diamondoids
In this section the effect of the incorporation of impurity atoms into the diamondoid
carbon framework is investigated. In particular, the influence of oxygen substituents
on the optical properties is examined. For this purpose the absorption spectra of
four bulk-substituted diamondoid species are recorded, which are shown in Fig. 6.18:
three oxadiamondoids (b)-(d) are investigated to determine the influence of oxygen
incorporations on the optical properties of diamondoids. Additionally, urotropine (a),
an adamantane cage with four nitrogen substituents, is investigated to learn more about
the influence of nitrogen in the diamondoid lattice. Typically, the two elements play
very different roles in diamond.
Above all, these investigations provide information about how impurity atoms affect
the optical properties of diamondoids. The precise structural control in diamondoids,
however, also makes these investigations interesting models for oxygen and nitrogen
substituents in a local diamond environment.
Note that the replacement of a carbon atom does not result in ”doping” of the dia-
mondoid because no extra electrons are provided to the system. Instead the additional
valence of both nitrogen and oxygen substituents is accounted for by the loss of one or
Figure 6.18: Ball and stick models of the investigated bulk-substituted diamondoids: (a)
oxaadamantane C9OH14, (b) oxadiamantane C13OH18, (c) oxatriamantane C17OH22 and (d)
urotropine C6N4H12. Carbon atoms are grey-green, nitrogen atoms blue, oxygens red, and
hydrogens are white.
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Figure 6.19: (a) The structure of an oxygenated (100) diamond surface in the ether (C-O-C)
configuration [131]. (b) The structure of oxadiamantane (hydrogen omitted).
two surface hydrogens, respectively. Although the substitution of atoms on regular bulk
diamond lattice sites by single oxygen or nitrogen atoms will not function as doping,
i.e., add free electrons or holes to the host crystal, it is a first step to understand the
influence of impurity atoms on the optical properties of nanoscale diamond.
Oxygen
Oxygen occurs mainly on diamond surfaces and plays a significant role in determining
their properties [131]. In the investigated oxadiamondoids a secondary carbon atom is
replaced by an oxygen atom.7 This constellation is typical of an ether bridge (C-O-
C) oxygen passivation of the technologically important diamond (100) surfaces [132],
which is shown in Fig. 6.19. Oxadiamondoids therefore provide a nanoscale model to
study single oxygen surface atoms in a local diamond lattice framework.
To study the influence of oxygen-substitution on the optical properties the absorption
spectra for the three oxadiamondoids in Fig. 6.18 has been recorded in the gas phase.
The oxadiamondoid spectra are shown in Fig. 6.20 and are compared to the spectra of
the corresponding pristine diamondoids (dashed). The spectra of the oxadiamondoids
have some general characteristics in common: Two very sharp peaks at the absorp-
tion onset are followed by further, less intense features. The rest of the spectrum is
comparably smooth and after a shallow local minimum that lies approximately 0.5 eV
higher in energy the absorption continuously rises. Only for oxadiamantane a second
set of pronounced spectral features are observed 1 eV higher in energy than the features
at the onset. Oxatriamantane has only a few very small, irregular features at higher
energies and for oxaadamantane the spectrum remains completely smooth at energies
beyond the first features. Curiously, the extra series of features for diamantane, which
is shifted by 1.06 eV with respect to the first appearance, exhibits a very similar en-
ergy spacing to the first five peaks. It appears that the sharp regular features at the
absorption onset repeat themselves at higher energies.
A second observation is that the spectra of oxadiamondoids shift towards lower energies
with increasing diamondoid size. This behavior is similar to the pristine species and as
one would expect from the quantum confinement model but contrary to the observation
7Due to the lower valence of oxygen, effectively, the entire CH2 group is replaced.
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Figure 6.20: Left: The optical absorption spectra of oxadiamondoids and their pristine coun-
terparts (dashed). The optical gaps (5 · 10−4) are indicated by arrows. Right: Integrated
absorption signal of oxadiamondoids. Because the ionization potentials of oxadiamondoids
have not yet been determined the integrated absorption has been normalized to the ionization
potentials of the corresponding pristine species [26]. The dashed, finely dashed, and dotted
lines indicate thresholds of 5 · 10−3, 1 · 10−3, and 5 · 10−4, respectively.
made for diamondoid thiols.
The positions of the optical gaps are indicated by arrows in Fig. 6.20. They are de-
termined from the integrated absorption signal shown in the right panel of Fig. 6.20
according to the method introduced in section 5.1.3. However, the ionization potentials
of the pristine species have been used to normalize the integrated signals because the
ionization potentials of the oxadiamondoids have not yet been determined. The result-
ing values for a threshold of 5 · 10−4 are 6.18, 6.24 and 5.96 eV for oxaada-, oxadia-,
and oxatriamantane, respectively, with an error on the order of 0.1 eV. This compares
to 6.49, 6.40, and 6.06 eV for the corresponding pristine species. The difference in the
optical gap between the pristine and the oxa-species decreases with increasing diamon-
doid size from 300meV for adamantane to 100meV for triamantane. Interestingly, the
deviation of the optical gap from a linear trend that is observed for diamantane is also
present in oxadiamondoids.
In pristine diamondoids this could be explained by the fact that the HOMO-LUMO
transition is dipole-forbidden due to the symmetry of diamantane. However, Oxadia-
mantane has considerably lower Cs symmetry. Within this point group no forbidden
transitions exist (compare Appendix) and thus the selection rules cannot explain the
observed deviation. Yet, the gap of oxadiamantane is even larger than that of ox-
aadamantane. For oxaadamantane and oxatriamantane, which both exhibit C2v sym-
metry, the HOMO-LUMO transition is allowed.
For oxaadamantane the slowly but steadily increasing absorption signal is responsible
for the comparably low absorption onset. Another explanation could be a deviation of
oxaadamantane rather than oxadiamantane. The absorption behavior of oxaadaman-
tane differs at low energies from those of the other two oxadiamondoids. This is also
apparent from the integrated absorption signal in the right panel of Fig. 6.20.
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The absorption features and the optical gap exhibit a clear size dependence in oxadi-
amondoids. This is unlike the observation for diamondoid thiols which exhibit no size
dependence of the absorption inset. The size dependent effects, however, are slightly
smaller than in diamondoids. Quantum chemical calculations have been conducted to
derive a qualitative understanding of the effect of the oxygen-incorporation on the elec-
tronic structure of the diamondoids.8 The same methods that were successfully used
to describe the optical properties of pristine diamondoids [96], however, failed to repro-
duce the optical spectra of oxadiamondoids [133]. Therefore, the following theoretical
investigations are aimed only at a qualitative understanding.
The highest occupied and lowest unoccupied molecular orbitals of oxaadamantane and
oxadiamantane are shown in Fig. 6.21 together with the comparable orbitals of adaman-
tane. First of all it can be noticed that the molecular orbitals of adamantane and
oxaadamantane, in general, are very similar in shape and electron distribution. For
the unoccupied orbitals large fraction of the electron density are delocalized on the
hydrogen surface while the highest occupied orbitals are localized inside the cluster
exhibiting notable σ-character. The oxygen atom in both oxaadamantane and oxadia-
mantane is not involved in the formation of the lowest unoccupied molecular orbitals.
The LUMO+1 and LUMO+2 are very similar to those of the pristine diamondoid. In
the LUMO the similarity is limited to the side of the oxadiamondoid that lies opposite
the oxygen.
For the occupied orbitals the situation is different. Fig. 6.21 shows that the HOMO
of the oxadiamondoids exhibits a large contribution from the oxygen atom. Com-
parison with the HOMO of adamantane demonstrates that the oxygen contribution
mixes strongly with the diamondoid’s HOMO wavefunction. The same is true for the
HOMO−1 where the oxygen contribution is less pronounced and similar in magnitude
to the regular diamondoid’s wavefunction. In the HOMO−2 the participation of the
incorporated oxygen in the formation of the orbital wanes.
The recorded spectra in combination with the computed orbitals suggest that the in-
corporation of an oxygen atom into the diamondoid framework leads to a mixing of the
diamondoid wavefunctions with the electronic states that are localized near the oxygen.
The impurity atom is interwoven in the electronic structure of the diamondoid and only
slightly alters the nature of the electronic levels of the diamondoid. Additional molec-
ular orbitals close to the band edge or even electronic states that have the character
of impurities are not observed. These observations are in stark contrast to those for
diamondoid thiols where the functional group leads to an impurity state in the band
gap but otherwise leaves the electronic structure of the diamondoid nearly unchanged.
However, similar to the case of diamondoid thiols, no detectable photoluminescence was
found for oxadiamondoids. An investigation of the band edges of oxadiamondoids, in
particular of the occupied states, would help to refine the understanding of the changes
in the electronic structure.
8The oxadiamondoids have been geometry optimized at 6-311++G** level of theory using the
B3LYP hybrid functional as implemented in Turbomole [71] and their molecular orbitals were com-
puted.
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Figure 6.21: The molecular orbitals of adamantane, oxaadamantane, and oxadiamantane.
The occupied orbitals of the oxadiamondoids are similar to those of the pristine species but
exhibit a variable contribution of oxygen atom. The influence of the oxygen is strongest in
the HOMO. The incorporated oxygen does not participate in any of the unoccupied orbitals.
Similar behavior can be observed for the orbitals of oxatriamantane that are not shown. The
colors indicate the phase of the wavefunction.
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Figure 6.22: Optical absorption of urotropine (C6N4H12, also hexamethylenetetramine) mea-
sured in the gas phase at comparable absorption (T=390K). The optical gap at 5.42 eV, as
defined in section 5.1.3, is marked by an arrow.
Nitrogen
Another interesting substituent that is of particular importance for diamond materials
is nitrogen. It is a common impurity and a dopant in diamond materials. It is well
known through its occurrence in the form of nitrogen-vacancy (NV) centers which are
used to introduce visible luminescence and, most notably, single photon emission [134].
NV centers in diamond are promising candidates for various applications ranging from
single photon sources for quantum cryptography to biolabelling. Reducing the size of
diamonds that contain these NV centers would be highly favorable for many of the
considered applications. E.g., in quantum magnetometry [135, 136] single spins are
detected with a sensitivity that is inversely proportional to the cube of the distance
between the sensor (i.e., the NV center) and the spin that is detected. Diamondoids
with sizes below 1 nm, however, are far too small to incorporate vacancies in their
lattice structure. The smallest nanodiamonds to contain NV centers reported to date
still measure 5 nm in diameter [40]. However, with the precise structural control offered
by diamondoids this size is likely not to be the absolute lower limit.
As a first step towards a better understanding of nitrogen impurities in a diamond
lattice urotropine is investigated. Urotropine (C6N4H12, also called hexamethylenete-
tramine) consists of an adamantane cage in which the four tertiary carbon atoms are
replaced by nitrogen. All remaining carbon atoms are still passivated with hydrogen
while the nitrogen is only bonded to carbon.
The optical absorption spectrum of urotropine is shown in Fig. 6.22. The spectrum is
found to be rather smooth and sharp spectral features, as observed for adamantane in
section 5.1, are absent. The absorption onset is very smooth and the optical gap, as
defined in section 5.1.3, is determined to be 5.42±0.04 eV, about 1 eV lower than for
adamantane. Similar to adamantane, the spectrum exhibits two broad main bands.
The first one ranges from the absorption onset to approx. 7 eV and the second starts
at 7 eV and fades into the ionization continuum beyond 8 eV. The urotropine structure
corresponds to the inclusion of four nitrogen atoms into the adamantane framework.
The additional valence electrons of the N atoms lead to electron lone pairs replacing
covalently bonded hydrogen. These electron lone pairs constitute the highest occu-
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pied states [33] which are broad in energy and dominate the optical properties near
the gap resulting in a lower optical gap and a smooth appearance of the spectrum.
As for the oxygen inclusions, no UV photoluminescence from urotropine is observed
upon excitation between 5.6 and 8.8 eV. This lack of UV luminescence suggests that
the incorporation of impurity atoms favors nonradiative decay.
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Chapter 7
Summary & Outlook
In this work the optical properties of pristine and chemically modified diamondoids
have been studied. The quality of the experimental data allows a direct comparison to
computational approaches to the electronic structure of diamondoids. These data serve
as a benchmark for theoretical investigation and have already triggered first follow-up
studies that deepened the understanding of the underlying effects.
The absorption data of eleven different diamondoid structures have been recorded.
The data allowed for the first time to separate the influence of size and shape on
a nanocrystal’s optical properties. The presented data reveal a strong influence of
the diamondoid’s shape on its optical response that even outweighs size effects. The
different diamondoid structures were categorized on the basis of their optical response
and their geometry in 1D, 2D and 3D structures. Further it was shown that the
characteristic optical response of bulk diamond evolves within the 3D structural family
already on a sub-nanometer scale. This showed that the smallest diamond to exhibit
bulk-like optical properties is defined by shape rather than size.
Within this work photoluminescence from diamondoids was discovered for the first time
and energy resolved spectra were recorded for several diamondoid species. The emitted
light is broad in energy and lies in the ultraviolet spectral region where alternative
photonic materials are scarce. The quantum yield, however, was found to be low. The
analysis of the structure in the photoluminescence spectra lead to an explanation based
on a severe distortion of the nanocrystal in the excited state.
The photoluminescence properties and even more the absorption behavior were found
to strongly depend on the shape of the diamondoid. The case of the optical absorption,
where the effect of shape even outweighs size effects, demonstrates that shape becomes
a non-negligible design parameter in nanocrystal on a (sub-)nanometer length scale.
This implies the possibility, if not the necessity, of engineering the optical properties of
(sub-)nanocrystals by controlling their shape. Shape as a design parameter could give
rise to a new field of shape-dependent photophysics.
As a second endeavor the influence of different kinds of impurities on the optical prop-
erties of diamondoids were investigated. The influence of surface functional groups,
using the technologically relevant example of thiol groups, was studied as well as the
effect of incorporating impurity atoms in the diamondoid’s carbon framework.
For functionalization it was shown that a thiol group that is attached to the diamond
cluster completely dominates the optical properties. Upon thiolation the spectra of all
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diamondoids become similarly smooth and the optical gap loses its size dependence.
The origin of the drastic changes was identified as what could be called an impurity
state that lies just above the valence states of the diamondoids. This state, which is fix
in energy even for different diamondoid size due to its localized nature, could clearly be
distinguished from the diamondoid’s electronic structure. The thiol group is also found
to quench the photoluminescence in diamondoids. In combination with theoretical in-
vestigations the origin of the quenching was identified to lie in a dissociative excitation
of the S-H bond. Further theoretical and photoelectron studies were conducted on
larger diamondoids which suggest that photoluminescence is likely to return in larger
diamondoid thiols.
The incorporation of an impurity atom was shown to have a notably different effect on
the electronic structure of diamondoids. For the example of oxadiamondoids the size
dependence of the absorption is slightly diminished but persists in principle. Rather
than adding new isolated energy levels to the electronic structure of the diamondoid,
the molecular orbitals of oxadiamondoids are found to be combinations of the diamon-
doid orbitals with variable contributions of the oxygen levels.
The investigation of modified diamondoids showed that two different approaches ex-
ist that lead to fundamentally distinct changes in the electronic structure: The bulk-
substitution with oxygen leads to an incorporation of the substituent into the electronic
structure of the diamondoid while the thiol functional group adds an isolated electronic
level - an impurity level - to the system.
Figure 7.1: Optimized structure
of a diamondoid-Au20 cluster hybrid.
[137]
Diamondoids display unique electronic and opti-
cal properties. Further advances in diamondoid
chemistry will broaden the range of possible ap-
plications in the future. For example, the optical
gap of diamondoids could be lowered to the near
UV spectral region or even into the visible regime
by push-pull doping, i.e., through targeted modi-
fication that increases the HOMO and lowers the
LUMO energies. Such an approach could use two
different functional groups or a suitable combina-
tion of functional groups and bulk-substituents to
lower the gap energy.
The combination of diamondoids with other
nanocarbon materials such as carbon nanotubes
or graphene would allow one to combine their
unique properties. These materials could rely on
the strength of the covalent carbon-carbon bond
ensuring a high structural stability. Further, the
use of functional group linkers could be circum-
vented and thus this integrated all-carbon ap-
proach would not have to struggle with compat-
ibility issues. A pure carbon ”hybrid” of diamon-
doids and carbon nanotubes (or graphene) could for example serve as a nano-field
emitting device in which electrons that are delivered by the conducting nanotube are
emitted via the negative electron affinity surface of the diamondoid. Nanophotonic
devices could be realized in a similar fashion. Such mixed sp2/sp3 nanocarbon devices
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could initiate the interesting field of carbon nanoelectronics.
Another interesting possibility are hybrid cluster systems that could be made up of, e.g.,
a diamondoid thiol and a gold cluster shown in Fig. 7.1. Experimental investigations
of these cluster hybrids could give rise to new interesting materials and also foster
our understanding of hybrid systems in general. They would, e.g., allow a detailed
experimental investigation of the nature of the S-Au bond.
The progress in the field will critically depend on the availability of diamondoid ma-
terials. The large scale synthesis of higher diamondoids, e.g., by means of standard
CVD diamond growth methods, will be necessary to provide diamondoid materials
to the scientific community and to further foster the growing technological interest in
diamondoid electronics.
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In the following the character tables of all relevant point groups are listed starting with
the lowest symmetry. Below each character table the dipole-forbidden transitions are
listed. They are derived as explained in detail in section 3.3. Also the transformation
behavior of x, y, and z are given. As a convention the z-direction points along the main
rotational axis.




Table A.1: Character table of the Cs point group. Within this group x and y transform as
A′ and z as A′′.
A′ ∧= x, y A′′ ∧= z Forbidden transitions
A′: A′
⊗






A′ = A′′ A′′
⊗
A′′ = A′




Table A.2: Character table of the C2 point group. Within this group x and y transform as B
and z as A.
A
∧= z B ∧= x, y Forbidden transitions
A: A
⊗






A = B B
⊗
B = A
134 Appendix A. Character Tables and Selection Rules
The C2h Point Group: [121]Tetramantane
C2h E C2 i σh
Ag 1 1 1 1
Au 1 1 -1 -1
Bg 1 -1 1 -1
Bu 1 -1 -1 1
Table A.3: Character table of the C2h point group. Within this group x and y transform as
Bu and z transforms as Au.
Au
∧= z Bu
∧= x, y Forbidden transitions
Ag: Ag
⊗
Au = Au Ag
⊗
Bu = Bu Ag → g
Au: Au
⊗
Au = Ag Au
⊗
Bu = Bg Au → u
Bg: Bg
⊗
Au = Bu Bg
⊗
Bu = Au Bg → g
Bu: Bu
⊗
Au = Bg Bu
⊗
Bu = Ag Bu → u
The letters g and u stand short for the set of all even and odd representations, respec-
tively.
The C2v Point Group:
Triamantane& [1212]Pentamantane, Oxaadamantane&Oxatriamantane
C2v E C2 σv σ
′
v
A1 1 1 1 1
A2 1 1 -1 -1
B1 1 -1 1 -1
B2 1 -1 -1 1
Table A.4: Character table of the C2v point group. Within this group x transforms as B1, y




∧= y Forbidden transitions
A1: A1
⊗
A1 = A1 A1
⊗
B1 = B1 A1
⊗
B2 = B2 A1 → A2
A2: A2
⊗
A1 = A2 A2
⊗
B1 = B2 A2
⊗
B2 = B1 A2 → A1
B1: B1
⊗
A1 = B1 B1
⊗
B1 = A1 B1
⊗
B2 = A2 B1 → B2
B2: B2
⊗
A1 = B2 B2
⊗
B1 = A2 B2
⊗
B2 = A1 B2 → B1
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The C3v Point Group: [1(2)3]Tetramantane
C3v E 2C3 3σv
A1 1 1 1
A2 1 1 -1
E 2 -1 0
Table A.5: Character table of the C3v point group. Within this group x and y transform as
E and z as A1.
A1
∧= z E ∧= x, y Forbidden transitions
A1: A1
⊗
A1 = A1 A1
⊗
E = E A1 → A2
A2: A2
⊗
A1 = A2 A2
⊗
E = E A2 → A1
E : E
⊗







The D3d Point Group: Diamantane& [12312]Hexamantane
D3d E 2C3 3C ′2 i 2S6 3σd
A1g 1 1 1 1 1 1
A2g 1 1 -1 1 1 -1
A1u 1 1 1 -1 -1 -1
A2u 1 1 -1 -1 -1 1
Eg 2 -1 0 2 -1 0
Eu 2 -1 0 -2 1 0
Table A.6: Character table of the D3d point group. Within this group x and y transform as
Eu and z as A2u.
A2u
∧= z Eu
∧= x, y Forbidden transitions
A1g: A1g
⊗
A2u = A2u A1g
⊗
Eu = Eu A1g → g,A1u
A2g: A2g
⊗
A2u = A1u A2g
⊗
Eu = Eu A2g → g,A2u
A1u: A1u
⊗
A2u = A2g A1u
⊗
Eu = Eg A1u → u,A1g
A2u: A2u
⊗
A2u = A1g A2u
⊗
Eu = Eg A2u → u,A2g
Eg: Eg
⊗






Eu Eg → g
Eu: Eu
⊗






Eg Eu → u
The letters g and u stand short for the set of all even and odd representations, respec-
tively.
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The Td Point Group: Adamantane& [1(2, 3)4]Pentamantane
Td E 8C3 3C ′2 6S4 6σd
A1 1 1 1 1 1
A2 1 1 1 -1 -1
E 2 -1 2 0 0
T1 3 0 -1 1 -1
T2 3 0 -1 -1 1
Table A.7: Character table of the Td point group. Within this group x, y, and z transform
as T2.
T2
∧= x, y, z Forbidden transitions
A1 : A1
⊗
T2 = T2 A1 → A1, A2, E, T1
A2 : A2
⊗
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