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1. INTRODUCTION 
Let F(s) be a Laplace transform of a function 4(u) 
The kernel of the Laplace transform is written in terms of the H-function 
[ 1 ] which has been studied in detail by Braaksma [2]. With b, = 0, B, = 1, 
the kernel reduces to c’~. Again let d(u) be the generalized Laplace 
transform of the function f(t) given by 
(1.2) 
For A= 1, it is the generalization of the Laplace transform given by Joshi 
[3]. By a suitable choice of the parameters d,, e,, e,, etc., the kernel of 
(1.2) reduces to some constant multiplied by confluent hypergeometric 
function lF,( -tu) which is the kernel of the generalized Laplace transform 
introduced in [3]. After iteration and using the result [l, 2.6.81, we get 
Distributional Abelian Theorems 
Hence F(s), s not lying on the negative real axis, given by (1.3) is the 
generalized Stieltjes transform. (1.3) covers almost all the existing 
generalizations of Stieltjes transform known as yet. The object of this paper 
is to establish the Abelian theorems which relate the behavior of generating 
function F(s) as s + 0 (s + 00) to the behavior of determining functionf(t) 
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as t + 0 (t + co). These results are also referred to as initial value and final 
value Abelian theorems. In Section 2, the classical initial value and final 
value Abelian theorems are established for s > 0. In Section 3, the said 
results are extended to a certain class of generalized functions. Lastly, in 
Section 4, application of the Abelian theorem is given. 
2. ABELIAN THEOREMS 
THEOREM 2.1. Initial Value Abelian Theorem. I’ 
(i) the generalized Stieltjes transform F(s) of a complex valued 
function f(t) is defined by ( 1.3), 
(ii) lim r +of (t)/t” = CI, where q is a real number and a is a complex 
number, 
(iii) f (t)/t” is bounded on y d t < CC for all y > 0, and 
(iv) -1 -kP, <q< -l-n&, where P, and Q, are complex num- 
bers as defined in (2.1.2) and (2.1.3), 
then 
where 
r(l -e2-E2(vlA+ l/d)) 
= f(e, + E,(rllil+ l/IL)) f(l -d, - D,(q/1+ l/n)) T(b, + B, - B,(q + 1)) ’ 
(2.1.1) 
Proof: From condition (ii), 
f(t)=WtY as t-+0 
and from the asymptotic expansions of H-function [l, 1.6.1 and 1.6.21, 
H;;“(x) = O( 1x1 P’) for small x, 
where 
j= 1, . . . . m (2.1.2) 
H,“;“(x) = 0( 1x1 Q1) for large x, 
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where 
condition (iv) follows and F(s) off(t) exists. 
Using the result [l, 2.6.51, 
(dl,DI),(I-bl-EI,1BI); 
1 dt cei. Elk (ez. E2) 
(2.1.3) 
(2.1.4) 
G( I, q) is as given in (2.1.1). (Henceforth for brevity the H-function in ( 1.3) 
will be denoted by H( t/s)“.) Consider (using (2.1.4) 
=z,+z,. 
First consider 
=S f(t) -q sup --a 
O<Y<>~ I I .tq 
lj;s-‘t”Iif)idt~ 
s” I I WA r) by (2.1.4). 
Choose y so small that I( f (1)/t”) - a( < &/2AG(A, q) in 0 < t < y for E > 0. 
Hence 
I, -3 0. (2.1.5) 
409/128/l-9 
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Having fixed y in this way and using (2.1.3), 
for some constant M. 
some constant M,, 
I,fM, s 
Since f(t)/P is a bounded quantity in y 6 t < co for 
q-I-j.Q,.L”Ql+)l+l+o 
AQ,+n+l 
as s + 0, (2.1.6) 
because nQ1 + q+ 1 < 0 by (iv). From (2.1.5) and (2.1.6) the result follows. 
THEOREM 2.2. Final Value Abelian Theorem. !f 
(i) condition (iv) of Theorem 2.1 is satisfied, 
(ii) the complex valued function f(t) satisfies the following condition 
lim fO,, 
t’l I - m 
,for real q and complex ~1, 
and 
(iii) f (t)/P is bounded on 0 < t <y for all y > 0, 
then 
G(;1, 9) is as defined in (2.1.1). 
Proof: Consider (using (2.1.4)) 
A [f(t)-&] dt 
=J1+J2. 
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First consider J2. From condition (ii) of the theorem, we can find a 
small positive number E such that for y large enough, 
sup f(t) 
y<,<m I I 
7-a <&flG(fl, ff). 
Hence we have 
hence 1 J, 1 6 E. Therefore 
IJzl -0 as I -+O. 
Now having fixed y as above, consider J, : 
Due to conditions (iii) and (2.1.2), for some constant M, we can write 
But from (iv) of Theorem 2. 1, -u- 1 -~JI,IO, hence 
IJ, I-+0 as s-+co. (2.2.2) 
From (2.2.1) and (2.2.2), the proof is complete. 
3. EXTENSION OF CLAWCAL ABELIAN THEOREM TO THE SPACE Jc,d 
The space Jc,d is fully discussed in [4, 8.61; Jc,! is the space of all smooth 
functions qS(t) on 0 < t < 00 and the semi-norm IS defined as 
~,:d,k($) = d/c(d) 
= sup Ik,,(log ww&w)l <a, 
o<r<m 
130 DANGE AND CHOUDHARY 
k = 0, 1, 2, . . . . where 
Ac,,(Iog t) = t’ l<<<<, 
= td o<t<1. 
J,,, is a complete countably multinormed space. If f~ J& is the dual 
space of Jc+ then the Stieltjes transform F of f is defined by F(s) = 
(f(t), s -‘H(t/s)“) for any complex s not lying on the negative real axis. 
THEOREM 3.1. The kernel k(s, t) =s-‘H(t/s)” is a member of J,.,, if 
c+~+~Ql<Oandd+~+lP,>O.P,andQ, areasdefinedin(2.1.2)and 
(2.1.3). 
Proof. k(s, t) is a smooth function and k(s, t) is a member of J,.,, if and 
only if 
SUP bL,,(log WW” J; Q, 01 < ~0. 
o<r<m 
But (tD,)k[fi k(s, t)] = CF=, A,t’+ A/2 0; k(s, t), where A,‘s are some 
constants. By using the result [l, 1.3.61, 
0; k(s, t) = $ Hi:; 
i() I 
f 
i (O,i), (dl, II,). (I --hf -B,, i.BI); 
(cf. EI ): (~2, Ed. (r, j.) I. 
Therefore, we have to consider 
sup &.,(log t) i A,t’+‘/2s-1 
o<t<m r=O 
. 
The general term of the above is 
0 
i. 
AC, ,(log t) B, t 1’2 H A for some constants B, . 
S 
For large t, 
sup 1 tCB,t1’2H(t/s)“l < co 
1<r<co 
and for small t 
sup 
o<r<1 
tdB, 
i. 
t’12Hf <CC 01 S 
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c+f+AQ,<O 
d+;+IP,>o. 
(3.1.1) 
The above conditions are obtained by using (2.1.2) and (2.1.3). 
To extend the preceeding results to the space J,: d, we require the notion 
of the value of the distribution at a point. This concept is introduced by 
Lojasiewicz [S]. 
DEFINITION. Let T be a distribution defined in a neighborhood of a 
point x0. We say that T has a value c at x0, i.e., T(x,) = c if the 
distributional limit T, _ 0(x0 + Ax) exists in a neighborhood of x,, and if it is 
a constant function c. 
THEOREM 3.2 (distributional initial value Abelian theorem). If 
0) f E Ji.+ 
(ii) f(t)/t” -+a as t -+O + in the sense of Lojosiewicz, and 
(iii) -1 -lP, <q-- 1 -AQ,, where P, and Q, are defined in (2.1.2) 
and (2.1.3), 
then 
lim spq F(s) nG(n, 9) = c(, 
s - 0 
where G(l, r]) is as defined in (2.1.1). 
Proof: Consider 
s-7 F(s)-L 
WA ‘I) 
=s -q using (2.1.4). 
=S -G(s), 
where G(s) = (f(t) - atq, SC’H(t/s)“). 
Now from the boundedness property of generalized functions, there 
exists a positive constant M and a nonnegative integer r such that 
/G(s)\ d A4 max sup ISkC% t)ll OGk<? o<,<m 
GM, sup ;l,,(log t) t”* s-l H 
o<t<m 
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for a suitably chosen constant M,. Now from (2.1.2) and (2.1.3) we have 
M2 t i.P, + l/2 + d IsPG(s)( 6 sup 
M t”PI+ 1/z+< 
O<f<l 
g+ 1 +ip, + sup 3 
1<1<T 
~+'+"QI 
T&f +M s-'-v-i-Q~ 
2 3 
for some suitably chosen constants M,, M,, and M,. But from (iii), 
- 1 - q - LQ, > 0, therefore s -“G(s) -+ 0 as s + 0. This establishes the 
theorem. 
Before extending final value Abelian theorem to the space J&, let us 
have some notations: 
D-The space of smooth functions having compact support. 
Z-The interval (0, co). 
E(Z)-The space of smooth functions on I. 
E’(Z)-The space of distributions having compact support with respect 
to I. 
Since D c J,.,, c E. It follows that J,.,, is dense in E. 
THEOREM 3.3 (distributional final value Abelian theorem). If 
(i) f~ J:.,d and f can be decomposed into f=f, +f2, where f, is an 
ordinary function and f2 E E’(Z); f, satisfies the hypothesis of Theorem 2.2, 
(ii) f (t)/t” + M as t + co in the sense of Lojasiewicz, 
(iii) -1-JP,<v]< -l-AQ,, where P, and Q, are as defined in 
(2.1.2) and (2.1.3), and 
(iv) ,lQ,<q<lP, and -q-1-q<O, where q is as defined in 
(3.3.1). 
then 
lim sKVF(s)= lim f(t) 
S"X t-rm t”lG@,r/)’ 
Proof F(s) = F,(s) + F*(s). But F2(s) = (fi(t), s-‘H(t/s)‘.). We have 
the result [6, Section 3.31 that if f E E’(Z) then there exists a constant C and 
a nonnegative integer q such that for all LED, 
(3.3.1) 
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The q is called the order off: Support of fi is a compact subset of I. Let 
A(t) E D(Z) be identically equal to one on a neighborhood of support of f2, 
where q is the order of f2: 
Using the result [l, 1.3.61 we get 
For a suitably chosen constant C1, we have 
0 
j. 
I~As)l Q c, sup s-‘tPH$; f ; 
o<r<s s 
put t/s = z and 
IF2(s)l GC, sup s-‘(sz)-“ H;;;(z)“. 
o<;<cc 
Now under conditions (iv) of Theorem 3.3, supo~z~oo zAyH$:(z)’ is 
bounded. Hence for some constant Cz, 
IF2(s)l < c,s-‘-4 
Is-qF,(s)l< c,s-‘-4-q -+o as s-+00. (3.3.2) 
Then 
lim ~-~lls(s)= lim SK”P,(s)+ lim s-V E;(s) 
s--100 s--too s-m 
= lim sKq F,(s) from (3.3.2). 
s+m 
Since fi is an ordinary function which satisfies the hypothesis of Theorem 
2.2, the required result follows. 
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Remark. The generalized Stieltjes transform given by (1.3) covers 
almost all existing generalizations. Hence this result of the Abelian theorem 
unifies all the results of the Abelian theorems given so far. E.g., if we choose 
theparameters~=l,d,=e,,D,=E,,6,=pB,=l,e,=O,andE,=land 
use the result [l, 1.7.31, 
H(s)= jQm s-’ H;:: [f;;l”]j-(t) dt. 
and 
H(s) .s-y 
m+ 1) = F(s) = jQa (s $ + 1 dt. 
This generalization is considered by Misra [7] and his result is a particular 
case of our result of the Abelian theorem with G( 1, q) = l/T(q + 1) r(p - r]) 
[7, 3.21. 
4. APPLICATION OF ABELIAN THEOREM 
4.1. John W. Dettman in his paper [8] has shown that if P, and P, as 
given below 
2 
$ u(x, t) = P(x, D) D(X, t) t > 0 
P2= u(x,O)=~(x) 
UJX, 0) = 0 
%v(X,y)+P(x,D)W(X,y)=Oy>O 
p,= ay2 
4x, 0) =4(x) 
are the sets of initial boundary value problems for partial differential 
equations, then their solutions are related as follows: 
w(x, y)=$jn,mgdz 
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Here we show that as a function of z, V(x, z) E JC,d. Hence w(x, y) is the 
distributional generalized Stieltjes transform of u(x, z), i.e., 
4% Y) = ( 4x3 z), 2Y 7.q y2 + z2) > 
or 
qw(x,Y,= ( 
Y U(X,Z),~ .
Y +z > 
The object of this article is to relate the distributional solution u(x, t) of P, 
with the solution w(x, y) of P,. 
LEMMA 4.2. The kernel function y/( y2 + z’) as a function of z is a mem- 
ber of J,:,. 
Proof The kernel y/( y2 + z2) is the particular case of the kernel of (1.3) 
if we select the parameters as d, = e2, D,=E,,1=2,b,=l-l/L,B,=l/L, 
e, =O, and E, = 1. Hence we get 
By [l, 1.7.31, 
K(Y, z) =YI(Y* + z2). 
Under the conditions of the Theorem (3.1), the proof follows. 
LEMMA 4.3. w(x, y) is an analytic function of y for ally not lying on the 
-ve real axis and 
DYCW(X,Y)I= ~x,Z),&~~~+~~~). i 
Proof. It can be proved in a similar way proved by A. H. Zemanian 
[4, Theorem 3.3.11. 
THEOREM 4.2. If V(x, z) is the distributional solution of P2 then w(x, y) 
is the solution of P,. 
Proof. First we show that 
(a2Py2) 4x, Y) + P(x, D) 4x, Y) = 0, Y>O (4.2.1) 
136 DANCE AND CHOUDHARY 
Consider 
-cv(x,y)=~ 
aY* a* 
(4.2.2) 
Also, 
WT D) 4x, Y) = 6% D) ( 
2Y Qx, z), z(y2 + z2) ) 
= w, D) V(x, z), ( 
2Y 
i 7T(y2+z2) . 
The above step is justified due to [4,Section 2.6(2)] parametric differen- 
tiation. But from P,, P(x, D) V(x, z) = (a’/az*) V(x, z). Hence, 
2 
P(x, D) 4x9 y) = $4x, z), 
2Y 
n( y* + z2) > 
= V(x,z),~ 
( 
2Y 
az* nn(y*+z*) > 
2y - 2y4 + 6z4 + 4y2z2 
> (y2+z2)4 . 
(4.2.3) 
From (4.2.2) and (4.2.3), (4.2.1) is established. 
To prove the boundary condition w(x, 0) = d(x) in .I,, d, we use the 
Abelian theorem 3.2. Take 0 = 0 in the result of Theorem 3.2 and we have 
lim V(x, z) = h_moi W(X, y) 2G(2, q). 
Z+O 
But G(2, q) = G(2, 0) =-l/r( l/2) r( l/2) = l/n. Therefore, 
lim w(x, y) = w(x, 0) = lim U(X, z) = u(x, 0) = 4(x) 
r’-+O Z-+0 
(from P2). This completes the proof. 
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