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1. INTRODUCTION
The paper is devote to the classification of algebras of a given level. Algebras in this paper are not assumed to be associative.
All algebra structures on a given linear space form an algebraic variety with a natural action of the general linear group. Orbits
under this action correspond to isomorphism classes of algebras. Algebras satisfying some set of polynomial identities constitute
a closed subvariety closed under the mentioned action. There are many papers considering the structure of such subvarieties.
One of the main problems in this direction is the description of irreducible components. This problem is called the geometric
classification of algebras. Examples of a geometric classification in some classes of algebras one can find, for example, in
[1, 2, 4, 11, 14, 16, 17, 21].
Another important notion that is used in the description of varieties of algebras is the degeneration. One algebra degenerates to
another if the closure of the orbit of the first algebra contains the second one. The description of degenerations helps to describe
the irreducible components. For example, if the variety has only finite number of orbits, then any irreducible component is a
closure of an orbit of a rigid algebra, and an algebra is rigid in this case iff there is no nontrivial degeneration to it. On the other
hand, degenerations are interesting themselves. There are some papers, where the degeneration graph is constructed for some
variety (see, for example, [1, 2, 4, 11, 15–18, 21]). The notion of a degeneration is closely related to the notions of a contraction
and of a deformation.
The notion of the level of an algebra was introduced in [8]. The algebra under consideration has the level n if there is a chain
of n nontrivial degenerations that starts at the given algebra and there is no such a chain of length n+ 1. Roughly speaking, the
level estimates the complexity of the multiplication of the given algebra. For example, the unique algebra of the level zero is the
algebra with zero multiplication and an algebra has the level one if the closure of its orbit is formed by the zero algebra and the
orbit itself. At this moment there are no many results about the levels of algebras. Anticommutative algebras of the first level
were classified in [8], but the classification of all algebras of the first level presented there turned up incorrect. Later the algebras
of the first level were classified in [20] (see also [13]). In [9] the author introduced the notion of the infinity level. The infinity
level can be expressed in terms of the usual level, and hence the classification of algebras with a given infinity level is much
easier than the classification of algebras with a given level. Anticommutative algebras of the second infinity level were classified
in [9]. The author made an attempt to classify the anticommutative algebras of the third infinity level in the same paper, but the
obtained classification is wrong and can not be taken in account. Finally, associative, Lie, Jordan, Leibniz and nilpotent algebras
of the level two were classified in [5, 19].
In the current paper we try to develop a way to classify algebras of small levels. Inspired by the paper [20], we firstly estimate
the level of an algebra via its generation type, i.e. the maximal dimension of its one generated subalgebra. We prove that the level
of an algebra is not less than its generation type in the case where the generation type is greater of equal to 3. This estimation is
1 The work was supported by RFBR 17-51-04004 the Presidents Programme Support of Young Russian Scientists (MK-2262.2019.1).
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2very rough, but is enough for the classification of algebras of small levels. Further we consider different classes of algebras of
the generation types one and two and estimate their levels with the help of standard Ino¨nu¨-Wigner contractions.
The first type of algebras that we consider is formed by algebras of the generation type 1 with a square zero ideal of codi-
mension 1. The anticommutative portion of such algebras was considered in [10], where they were called almost abelian Lie
algebras. Some examples of degenerations between such algebras were given there. In the current paper we describe all degen-
erations between algebras of the generation type 1 with a square zero ideal of codimension 1 and give an explicit formula for the
level of such an algebra. Algebras of this type of the first five levels are given in Tables 1-3.
Then we consider algebras of the generation type 1, whose standard Ino¨nu¨-Wigner contractions with respect to one dimen-
sional subalgebras have levels not greater than one. It turns out that it is not difficult to classify such algebras. Except the
Heisenberg Lie algebras and one algebra of the level 2, all such algebras have a level not greater than 1 and moreover have a
square zero ideal of codimension 1. This allows to classify the algebras of the generation type 1 having the second level. Note
that all anticommutative algebras have the generation type 1. Thus, we recover the valid part of the results of [9].
In the remaining part of the paper we consider algebras of the generation type 2. We give a criterion for a trivial extension of
a 2-dimensional algebra of the generation type 2 to have the generation type 2. Then we classify such trivial extensions of the
level 2. Finally, we consider algebras with an ideal isomorphic to the unique algebra of the generation type 2 of the first level.
All such algebras have degenerations to algebras of a nonantisymmetric bilinear forms. We estimate the level of an algebras of
a bilinear form, classify all algebras that have all nonantisymmetric bilinear form degenerations of the level 1 and estimate the
levels of these algebras. In result, we get the classification of all algebras of the level 2. In particular, we recover and correct the
results of [19]. It is interesting that all the anticommutative algebras of the second level are Lie algebras and all the alternative
algebras of the second level are associative.
2. PRELIMINARIES
In this section we introduce some notation and recall some well known definitions and results that we will need in this work.
Note that all the algebras used in this paper are defined in Section 6 in the end of the paper. In all multiplication tables given
there we intend that all omitted products of basic elements are zero. We will be free to use the notation of Section 6 throughout
the paper.
2.1. Degenerations. All vector spaces in this paper are over some fixed algebraically closed field k and we write simply dim,
Hom and ⊗ instead of dimk, Homk and ⊗k. An algebra in this paper is simply a vector space with a bilinear binary operation.
This operation does not have to be associative unlike to the usual notion of an algebra.
Let V be an n-dimensional space. Then the set of n-dimensional algebra structures on V is An = Hom(V ⊗ V, V ) ∼=
V ∗ ⊗ V ∗ ⊗ V . Any n-dimensional algebra can be represented by some element of An. Two algebras are isomorphic iff they
can be represented by the same structure. Moreover, sometimes we will identify a structure from An and an algebra represented
by it. The set An has a structure of the affine variety k
n3 . There is a natural action of the group GL(V ) on An defined by the
equality (g ∗ µ)(x ⊗ y) = gµ(g−1x ⊗ g−1y) for x, y ∈ V , µ ∈ A2 and g ∈ GL(V ). Two structures represent the same algebra
iff they belong to the same orbit.
Let A and B be n-dimensional algebras. Suppose that µ, χ ∈ An represent A and B respectively. We say that A degenerates
to B and write A→ B if χ belongs to O(µ). Here, as usually, O(X) denotes the orbit ofX andX denotes the closer ofX . We
also write A 6→ B if χ 6∈ O(µ). We say that the degenerationA→ B is proper if A 6∼= B. We will write A
6∼=
−→ B to emphasize
that the degeneration A → B is proper. The degeneration A
6∼=
−→ B is called primary if there is no algebra C such that A
6∼=
−→ C
and C
6∼=
−→ B. For an algebra A we introduce the set A− = {B | there exists a primary degenerationA
6∼=
−→ B}.
Whenever an n-dimensional space named V appears in this paper, we assume that there is some fixed basis e = (e1, . . . , en)
of V . In this case, for µ ∈ An, we denote by µ
k
i,j (1 ≤ i, j, k ≤ n) the structure constants of µ in the basis e, i.e. scalars from
k such that µ(ei, ej) =
n∑
k=1
µki,jek. To prove degenerations and nondegenerations we will use the same technique that has been
already used in [21] and [16–18]. In particular, we will be free to use [16, Lemma 1] and facts that easily follow from it. This
lemma asserts the following fact. If A → B, µ ∈ An and there is a closed subset R ⊂ An invariant under lower triangular
transformations of the basis e1, . . . , en such that µ ∈ A, then there is a structure χ ∈ R representing B. Invariance under lower
3triangular transformations of the basis e1, . . . , en means that if ω ∈ R and g ∈ GL(V ) has a lower triangular matrix in the basis
e1, . . . , en, then g ∗ ω ∈ R (see [16] for a more detailed discussion).
To prove degenerations, we will use the technique of contractions. Namely, let µ, χ ∈ An represent A and B respectively.
Suppose that there are some elements Eti ∈ V (1 ≤ i ≤ n, t ∈ k
∗) such that Et = (Et1, . . . , E
t
n) is a basis of V for any
t ∈ k∗ and the structure constants of µ in this basis are µki,j(t) for some polynomials µ
k
i,j(t) ∈ k[t]. If µ
k
i,j(0) = χ
k
i,j for all
1 ≤ i, j, k ≤ n, thenA→ B. To emphasize that the parametrize basisEt = (Et1, . . . , E
t
n) (t ∈ k
∗) gives a degeneration between
algebras represented by the structures µ and χ, we will write µ
Et
−−→ χ. Usually we will simply write down the parametrized basis
explicitly above the arrow.
An important role in this paper will be played by a particular case of a degeneration called a standard Ino¨nu¨-Wigner contraction
(see [12]). We will call it IW contraction for short. Suppose that A0 is an (n−m)-dimensional subalgebra of the n-dimensional
algebra A and µ ∈ An is a structure representing A such that A0 corresponds to the subspace 〈em+1, . . . , en〉 of V . Then
µ
(te1,...,tem,em+1,...,en)
−−−−−−−−−−−−−−−→ χ for some χ ∈ An and the algebra B represented by χ is called the IW contraction of A with respect
to A0. The isomorphism class of the resulting algebra does not depend on the choice of the structure µ satisfying the condition
stated above and always has an ideal I ⊂ B and a subalgebra B0 ⊂ B such that B = B0 ⊕ I as a vector space, I
2 = 0 and
B0 ∼= A0 as an algebra. We will call an algebra of such a form a trivial singular extension of A0 by k
m.
2.2. 1-generated algebras. Let us discuss now some facts about subalgebras generated by one element of an algebra.
Definition 2.1. Let A be an n-dimensional algebra. For a ∈ A, we denote by A(a) the subalgebra of A generated by a. The
generation type of A is the dimension of a maximal 1-generated subalgebra of A, i.e. the number G(A) defined by the equality
G(A) = max
a∈A
(
dimA(a)
)
.
Let us now choose some structure µ ∈ An representingA. It induces a k[x1, . . . , xn]-algebra structure
k[x1, . . . , xn]⊗ µ ∈ Hom
(
(k[x1, . . . , xn]⊗ V )⊗ (k[x1, . . . , xn]⊗ V ),k[x1, . . . , xn]⊗ V
)
by the equality (k[x1, . . . , xn]⊗ µ)
(
(f ⊗ u)⊗ (g ⊗ v)
)
= fg⊗ µ(u, v) for u, v ∈ V , f, g ∈ k[x1, . . . , xn]. For two n-tuples of
polynomials in n variables
f(x1, . . . , xn) =
(
f1(x1, . . . , xn), . . . , fn(x1, . . . , xn)
)
∈ (k[x1, . . . , xn])
n,
g(x1, . . . , xn) =
(
g1(x1, . . . , xn), . . . , gn(x1, . . . , xn)
)
∈ (k[x1, . . . , xn])
n,
we define the n-tuple (f ⋆µ g)(x1, . . . , xn) =
(
(f ⋆µ g)1(x1, . . . , xn), . . . , (f ⋆µ g)n(x1, . . . , xn)
)
∈ (k[x1, . . . , xn])
n by the
equality
(k[x1, . . . , xn]⊗ µ)
(
n∑
i=1
fi ⊗ ei,
n∑
i=1
gi ⊗ ei
)
=
n∑
i=1
(f ⋆µ g)i ⊗ ei.
Let us recall that the Catalan numbers defined by the equality Ci =
1
n+1
(
2n
n
)
for i ≥ 0 satisfy the recursive relation Ci =
i−1∑
j=0
CjCi−j−1. For any i ≥ 1we introduce the set of integers Si =
{
j
∣∣∣∣i−2∑
l=0
Cl < j ≤
i−1∑
l=0
Cl
}
. It is obvious that Z>0 is a disjoint
union of the sets Si (i ≥ 1). Moreover, the formula above guarantees that there exists some bijection Fi : Si →
i−1⋃
j=1
Sj × Si−j
for any i ≥ 0. We fix a family of such bijections in this paper and, for m ∈ Si we denote by lm and rm such integers that
Fi(m) = (lm, rm). Thus, for anym > 1 we have defined two integers 1 ≤ lm, rm < m. Note that we can choose the bijections
Fi (i ≥ 0) in such a way that m ≤ l if lm ≤ ll and rm ≤ rl. We will assume everywhere that the chosen maps Fi satisfy this
property.
Now, for a structure µ ∈ An, we define the n-tuples
fµ,i(x1, . . . , xn) =
(
fµ,i1 (x1, . . . , xn), . . . , f
µ,i
n (x1, . . . , xn)
)
∈ (k[x1, . . . , xn])
n
4by induction on i ≥ 1 in the following way. Firstly, we define fµ,1j (x1, . . . , xn) = xj for all 1 ≤ j ≤ n. If i > 1 and f
µ,j are
defined for all 1 ≤ j ≤ i− 1, then we set fµ,i = fµ,li ⋆µ f
µ,ri .
Now, it is clear that the vector v =
n∑
j=1
αjej ∈ v generates a subalgebra that is generated as a linear space by the vectors
n∑
j=1
f i,µj (α1, . . . , αn)ej for i ≥ 1.
Definition 2.2. We call A a standard 1-generated algebra if there is a direct sum decomposition A = ⊕i≥1Ai such that
dimA1 = 1, AiAj ⊂ Ai+j for all integer numbers i and j, and A is generated by A1 as an algebra. It is easy to see that
G(A) = dimA for a standard 1-generated algebra A. Note that A3 is the unique standard 1-generated 2-dimensional algebra
structure.
2.3. Partitions. In Section 4 we will develop the degenerations of algebras with the generation type 1 and a square zero ideal
of codimension 1. For this purpose we need the notion of a partition and some facts about it. Note that the notion of a partition
was already applied for the studying of the variety of nilpotent matrices in [6]. For more detailed information on partitions we
reference the reader to [3, 7].
Let us recall that a partition of the integer number n of the length l is a sequence a1, . . . , al such that a1 ≥ a2 ≥ · · · ≥ al > 0
and
l∑
i=1
ai = n. In this case we set len(a) = l. We denote by parn the set of all partitions of n. We also introduce par∗ =
∪n≥1parn. For convenience, we set ai = 0 for i > len(a). Let us define the so-called dominance order ≻ on the set parn.
If a, b ∈ parn, then a  b iff
k∑
i=1
ai ≥
k∑
i=1
bi for all k ≥ 1. We write a ≻ b if a  b and a 6= b. It is easy to see that ≻ is a
partial order on parn. Given a, b ∈ parn, we say that b is a preceding partition for a if a ≻ b and there is no c ∈ parn such that
a ≻ c ≻ b. We denote by a− the set of all preceding partitions for a. The following lemma is proved in [3].
Lemma 2.3. For a ∈ parn, the set a
− is formed by partitions from the following two sets:
(1) partitions b such that, for some integer k ≥ 1, bk = ak − 1 > ak+1, bk+1 = ak+1 + 1, and bi = ai if i 6= k, k + 1;
(2) partitions b such that, for some integers l, k ≥ 1, bk = ak − 1 = ak+1 = · · · = ak+l = ak+l+1 + 1 = bk+l+1 and
bi = ai if i 6= k, k + l + 1.
For a partition a ∈ parn, we will denote by lev(a) the maximal number m such that there exist a
0, . . . , am−1 ∈ parn
satisfying a ≻ am−1 ≻ am−2 ≻ · · · ≻ a0. In other words, lev(a) can be defined by induction in the following way. If a− = ∅,
then lev(a) = 0, in the opposite case lev(a) = 1 + max
b∈a−
lev(b).
Also we will need the sum operation on the set par∗. Given partitions a ∈ parn and b ∈ parm, we define their sum
a+ b ∈ parn+m by the equality (a+ b)i = ai + bi for i ≥ 1. As usually, the notion of a sum makes sense for any finite family
of partitions.
2.4. Matrices and their full specters. Let λ1, . . . , λl be all the distinct eigenvalues of the matrix M ∈ Mn(k) and
ai1, . . . , a
i
len(ai) be the nonincreasing sequence of the sizes of the Jordan blocks corresponding to λi (1 ≤ i ≤ l) that
contains each size as many times as many blocks of the corresponding size M has. In other words, ai ∈ parki , where
ki = n − rank(M − λiE)
n, and ai1, . . . , a
i
len(ai) are such numbers that rank(M − λiE)
p = n −
∑len(ai)
t=1 min(a
i
t, p) for
any p ≥ 1. Here E denotes the identity n× n matrix. Note also that
l∑
i=1
ki = n and ki ≥ 1 for any 1 ≤ i ≤ l by definition. We
denote the set {(λi, a
i)}li=1 ⊂ k× par∗ by FS(M) and call it the full specter of the matrixM .
We denote the set {FS(M) | M ∈ Mn(k)} of all possible full specters of n × n matrices by FSn. The group k
∗ acts on
FSn by the equality α ∗ {(λi, a
i)}li=1 = {(αλi, a
i)}li=1 for α ∈ k
∗ and {(λi, a
i)}li=1 ∈ FSn. It is well known that there is a
one to one correspondence between the set FSn and the set of conjugacy classes of n × n matrices. It is easy to see also that
there is a one to one correspondence between the set FSn/k
∗ and the setMn(k)/
(
k∗ ×GLn(k)
)
. The action of k∗ ×GLn(k)
onMn(k) is defined by the equality (α,U) ∗M = αUMU
−1 for α ∈ k∗, U ∈ GLn(k), andM ∈ Mn(k). Here and further,
for a set X and a groupG acting on it, X/G denotes the set of orbits under this action.
5Let us introduce, for an integer l ≥ 1, an l-tuple (i1, . . . , il) of nonnegative integers, and l-tuple (λ1, . . . , λl) of elements of
k, the matrix Ji1,...,il(λ1, . . . , λl) by the equality
Ji1,...,il(λ1, . . . , λl) =


Ji1(λ1) 0 · · · 0 0
Wi2,i1 Ji2(λ2) 0 0
0 Wi3,i2
. . .
...
... 0
. . . Jil−1(λl−1) 0
0 · · · 0 Wil,il−1 Jil(λl)

 ,
where Ji(λ) =


λ 0 0 · · · 0 0
1 λ 0 · · · 0 0
0 1 λ · · · 0 0
...
...
. . .
. . .
...
...
0 0 · · · 1 λ 0
0 0 · · · 0 1 λ




i andWi,j =


0 · · · 0 1
0 · · · 0 0
... 0
...
...
0 · · · 0 0


︸ ︷︷ ︸
j

 i.
In other words, Ji1,...,il(λ1, . . . , λl) is the
l∑
k=1
ik ×
l∑
k=1
ik-matrix that has entries equal to λit on the main diagonal from the
position
(
t−1∑
k=1
ik + 1
)
to the position
t∑
k=1
ik, has entries equal to 1 in all the positions on the diagonal that is just below the main
diagonal and has all other entries equal to zero. In particular, Ji(λ) is the Jordan block of the size i with the eigenvalue λ.
Let m be some integer and mi (1 ≤ i ≤ k) be positive integers such that
k∑
i=1
mi = m. Let Sq denote the symmetric group
on q elements. Then the groupSm1 × · · · ×Smk acts on k
m in a natural way. Namely, the l-th symmetric group Sml permutes
the components located from the position number
l−1∑
i=1
mi + 1 to the position number
l∑
i=1
mi in the direct product k
m. Note also
that the group k∗ acts on km by multiplications. These actions commute and both of them stabilize the zero point. We choose
one representative in each orbit of km \ (0, . . . , 0) under the action ofSm1 × · · · ×Smk × k
∗ and form a set that we denote by
K∗m1,...,mk . Also we choose one representative in each orbit of k
m under the action ofSm1 × · · · ×Smk and form a set that we
denote byKm1,...,mk .
For b ∈ parn, we introduce Sb = Sblen(b) × Sblen(b)−1−blen(b) × · · · × Sb1−b2 . For b1-tuple (α1, . . . , αb1) ∈ k
b1 , let us
introduce the matrix
Mb,α1,...,αb1 =


J1,...,1(α1, . . . , αb1) 0 · · · 0 0
0 J1,...,1(α1, . . . , αb2) · · · 0 0
...
...
. . .
...
...
0 0 · · · J1,...,1(α1, . . . , αblen(b)−1 ) 0
0 0 · · · 0 J1,...,1(α1, . . . , αblen(b))

 .
If λ1, . . . , λl are all distinct eigenvalues of the matrixMb,α1,...,αb1 , then FS(Mb,α1,...,αb1 ) = {(λi, a
i)}li=1, where a
i is defined
by the equality aij =
∣∣{q | 1 ≤ q ≤ bij, αq = λi}∣∣. It is clear that b = l∑
i=1
ai in this case. It is also not difficult to see
that Mb,α1,...,αb1 and Mb,β1,...,βb1 are conjugated iff (β1, . . . , βb1) = σ(α1, . . . , αb1) for some σ ∈ Sb, and Mb,α1,...,αb1 and
Mb,β1,...,βb1 belong to the same orbit under the action of the group k
∗ ×GLn(k) iff (β1, . . . , βb1) = ασ(α1, . . . , αb1) for some
α ∈ k∗ and σ ∈ Sb.
Let S = {(λi, a
i)}li=1 be some element of FSn. Let us set b =
l∑
i=1
ai. It is not difficult to see that one can choose in a unique
way α1, . . . , αb1 ∈ {λi}1≤i≤l such that
∣∣{q | 1 ≤ q ≤ bij , αq = λi}∣∣ = aij and (α1, . . . , αb1) ∈ Kblen(b),blen(b)−1−blen(b),...,b1−b2 .
6We define M(S) = Mb,α1,...,αb1 in this case. If at least one of the scalars λi is nonzero, then we also can choose in a
unique way α ∈ k∗ and α1, . . . , αb1 ∈ {λi}1≤i≤l such that
∣∣{q | 1 ≤ q ≤ bij, αq = λi}∣∣ = aij and α(α1, . . . , αb1) ∈
K∗blen(b),blen(b)−1−blen(b),...,b1−b2 . Then we defineM(S¯) = Mb,α1,...,αb1 , where S¯ denotes the class of S in FSn/k
∗. Note that
FS
(
M(S)
)
= S and the class of FS
(
M(S¯)
)
in FSn/k
∗ equals S¯.
3. GENERATION TYPE AND LEVEL
In this section we will show that the notions of the generation type and of the level are closely related in the sense that the
level of an algebra can be estimated using its generation type. Though the observations of this section are not very surprising,
they play a crucial role in our approach to the classification of algebras of low levels. In fact, this approach is inspired by [20],
where as the first step of the proof the authors consider the algebras of a generation type more than 1.
Lemma 3.1. For any integers n ≥ m ≥ 1, the set Gm = {µ ∈ An | G(µ) ≤ m} is a closed subset of An.
Proof. Let us fix some structure µ ∈ An. It follows directly from our definitions that G(µ) ≤ m iff the rank of the matrix
Mµl =


fµ,11 (α1, . . . , αn) · · · f
µ,1
n (α1, . . . , αn)
...
...
fµ,l1 (α1, . . . , αn) · · · f
µ,l
n (α1, . . . , αn)


is less or equal tom for all α1, . . . , αn ∈ k and all l ≥ 0. It is clear that for a fixed number l this condition is equivalent to some
system of polynomial equations in µki,j (1 ≤ i, j, k ≤ n). Really, the condition rank(M
µ
l ) ≤ m is equivalent to the fact that all
minors of the dimensionm are zero. This gives us a system of polynomial equations in αi and µ
k
i,j (1 ≤ i, j, k ≤ n). But, since
the required equalities have to hold for all α1, . . . , αn ∈ k, we get polynomial equations in µ
k
i,j (1 ≤ i, j, k ≤ n). Thus, the set
Gm,l = {µ ∈ An | rank(M
µ
l ) ≤ m} is closed for any l ≥ 1. Hence, Gm =
⋂
l≥1
Gm,l is closed too.
✷
Definition 3.2. The level of the n-dimensional algebraA is the maximal numberm such that there exists a sequence of nontrivial
degenerations A
6∼=
−→ Am−1
6∼=
−→ . . .
6∼=
−→ A1
6∼=
−→ A0 for some n-dimensional algebras Ai (0 ≤ i ≤ m − 1). The level of A is
denoted by lev(A).
Now we want to find the minimal value of the level of an algebra with a given generation type. The next lemma shows that
standard 1-generated algebras play a significant role in this problem.
Lemma 3.3. Suppose that A is an n-dimensional algebra with G(A) = m. Then A → B ⊕ kn−m for some m-dimensional
standard 1-generated algebra B.
Proof. Let us represent A by a structure µ such that 〈e1, . . . , em〉 corresponds to a subalgebra generated by e1. It is clear that
fµ,il (1, 0, . . . , 0) = 0 for any i ≥ 1 and any l > m in this case. Let us set vi =
m∑
l=1
fµ,il (1, 0, . . . , 0)el for i ≥ 1. In particular,
v1 = e1. We have 〈vi〉i≥1 = 〈e1, . . . , em〉. Then we can choose 1 = i1 < i2 < · · · < im such that vil (1 ≤ l ≤ m) are
linearly independent and, for any 1 ≤ l < m and il < i < il+1, the vector vi belongs to 〈vi1 , . . . , vil〉. Let us now choose
d1, . . . , dm such that il ∈ Sdl for all 1 ≤ l ≤ m. Let us consider the parametrized basis defined by the equalities E
t
l = t
dlvil
for 1 ≤ l ≤ m and Etl = t
dmel for m + 1 ≤ l ≤ n. It is clear from our definitions that, for 1 ≤ k, l ≤ m, µ(vik , vil) = vs,
where s = F−1dk+dl(ik, il) ∈ Sdk+dl . Hence, vs =
m∑
j=1
αjsvij for some α
j
s ∈ k (1 ≤ j ≤ m) such that α
j
s = 0 if dj > dk + dl.
Thus, µ(Etk, E
t
l ) =
m∑
j=1
αjst
dk+dl−djEtj and µ
Et
−−→ χ for some χ ∈ An. It is clear that χ(ei, ej) = χ(ej , ei) = 0 for 1 ≤ i ≤ n
and m + 1 ≤ j ≤ n, and 〈e1, . . . , em〉 is a subalgebra of χ. It remains to show that the restriction of χ to 〈e1, . . . , em〉
represents an m-dimensional standard 1-generated algebra. Let us define the grading on U = 〈e1, . . . , em〉 by the equality
Ud = 〈ek | dk = d〉. It is clear from the formula above that χ(ek, el) =
∑
1≤j≤m,dj=dk+dl
αjsej for s = F
−1
dk+dl
(ik, il), and
7hence χ respects the grading on U . It is clear that U1 = 〈e1〉 is 1-dimensional, and thus it remains to show that e1 generates U
with respect to the structure χ. Let us show using induction on 1 ≤ l ≤ m that 〈e1, . . . , el〉 lies in the subalgebra generated by e1
with respect to χ. Suppose that the assertion is true for some l < m. It is clear that Fdl+1(il+1) = (ip, iq) for some 1 ≤ p, q ≤ l
such that dl+1 = dp + dq . Really, if it is not so, then vil+1 = µ(vi, vj), where either vi ∈ 〈vk〉1≤k<i or vj ∈ 〈vk〉1≤k<j . Then
it follows from the properties of the bijections Fi (i ≥ 0) that vil+1 ∈ 〈µ(vk, vj)〉1≤k<i ⊂ 〈vk〉1≤k<il+1 in the first case and
vil+1 ∈ 〈µ(vi, vk)〉1≤k<j ⊂ 〈vk〉1≤k<il+1 in the second case. This contradicts to the choice of the integers ir (1 ≤ r ≤ m).
Then we have vil+1 = µ(vip , viq ) and E
t
l+1 = µ(E
t
p, E
t
q), i.e. el+1 = χ(ep, eq) belongs to the subalgebra generated by e1 with
respect to χ. Consequently, the lemma is proved.
✷
Corollary 3.4. If dimA = n, G(A) = m and lev(A) = min
dimA′=n,G(A′)=m
lev(A′), then A ∼= B ⊕ kn−m for some m-
dimensional standard 1-generated algebra B.
The next result estimates the minimal possible level of a standard 1-generated algebra. This estimation is rough, but it is
sufficient for the classification of algebras of low levels.
Lemma 3.5. If A is a standard 1-generated algebra of dimension n ≥ 3, then lev(A) ≥ n.
Proof. By our assumption, A has a grading A = ⊕i≥1Ai such that dimA1 = 1 and A is generated by A1 as an algebra. Let us
choose a homogeneous basis e1, . . . , en of A such that the degree of ei is less or equal than the degree of ej if i < j. It is easy
to see that A
(e1,...,en−1, 1t en)
−−−−−−−−−−−→ A′ ⊕ k for some standard 1-generated algebraA′ of dimension n− 1. Thus, it is enough to prove
the assertion of the lemma for n = 3. It is easy to show that any standard 1-generated algebra of dimension 3 can be represented
either byG or byGα,β for some (α, β) ∈ K∗1,1. SinceG
(te1+te2,t
2e2+t
2e3,t
3e3)
−−−−−−−−−−−−−−−−→ G1,1, it remains to prove that lev(Gα,β) ≥ 3
for any (α, β) ∈ K∗1,1.
For the last assertion it is enough to note that there is a sequence of degenerations Gα,β
6∼=
−→ Fα,β
6∼=
−→ A3 ⊕ k. Really,
Gα,β
(te1,te2−te3,t
2e3)
−−−−−−−−−−−→ Fα,β , and Fα,β
(e1,e3,te2)
−−−−−−−→ A3 ⊕ k.
✷
Lemmas 3.3 and 3.5 show that, for any algebra A with G(A) ≥ 3, lev(A) ≥ G(A). Moreover lev(A) ≥ G(A) + 1 if A
cannot be presented in the form A = B ⊕ kl for some G(A)-dimensional standard 1-generated algebra B.
Remark 3.6. One can show that lev(A) ≥ 5 for a standard 1-generated algebra of dimension 4. Thus, one can show analogously
to the proof of Lemma 3.5 that lev(A) ≥ n+1 for a standard 1-generated algebra of dimension n ≥ 4. It is interesting to obtain
some good estimation for the level of a standard 1-generated algebra of dimension n. For example, it is interesting if this
estimation is linear or not.
4. THE VARIETY Tn
In this section we introduce the variety Tn and study its algebraic and geometric properties. This variety is formed by algebras
with the generation type 1 and is important in the study of such algebras, because any IW contraction of an algebra with the
generation type 1 with respect to a 1-generated subalgebra belongs to Tn.
4.1. Definition and algebraic description of Tn. An n-dimensional algebra with a square zero ideal of codimension 1 is an
algebra that can be presented by a structure µ ∈ An such that
(1) µ(ei, ej) = 0 and µ(e1, ei), µ(ei, e1) ∈ 〈e2, . . . , en〉 for 2 ≤ i, j ≤ n.
Lemma 4.1. Let A be an algebra presented by the structure µ satisfying conditions (1). Then G(A) = 1 iff there exists α ∈ k
such that
µ(e1, e1) = αe1 and µ(e1, ei) + µ(ei, e1) = αei for any 2 ≤ i ≤ n.
8Proof. It is easy to see that µ
(∑n
i=1 αiei,
∑n
i=1 αiei
)
= (αα1)
∑n
i=1 αiei for any αi ∈ k (1 ≤ i ≤ n) if α ∈ k satisfies the
conditions listed in the lemma. Suppose now that G(A) = 1. It is clear that µ(e1, e1) = αe1 for some α ∈ k in this case. Since
e1 + ei and µ(e1 + ei, e1 + ei) = αe1 + µ(e1, ei) + µ(ei, e1) have to be linearly dependent, we get µ(e1, ei) + µ(ei, e1) = αei
for any 2 ≤ i ≤ n.
✷
Let us denote by Tn the subset of An formed by structures representing algebras of the generating type 1 with a square zero
ideal of codimension 1. It is well known and easy to see that the set of structures representing n-dimensional algebras with a
square zero ideal of codimension 1 is a closed subset of An. Thus, it follows from Lemma 3.1 that Tn is a closed subset of An.
LetM = (Mi,j)2≤i,j≤n be an (n− 1)× (n− 1) matrix. We define T
M
α ∈ An for α ∈ k in the following way:
TMα (e1, e1) = αe1, T
M
α (e1, ei) = αei − T
M
α (ei, e1) =
n∑
j=2
Mj,iej (2 ≤ i ≤ n), T
M
α (ei, ej) = 0 (2 ≤ i, j ≤ n).
Corollary 4.2. Tn =
⋃
M∈Mn−1(k)
O(TM0 ) ∪
⋃
M∈Mn−1(k)
O(TM1 ). Moreover, T
M
r and T
L
s (r, s ∈ {0, 1}) lie in the same orbit iff
one of the following conditions holds:
(1) r = s = 1 and there exists U ∈ GLn−1(k) such that L = U
−1MU ;
(2) r = s = 0 and there exist U ∈ GLn−1(k) and α ∈ k
∗ such that L = αU−1MU .
Proof. It follows from Lemma 4.1 that any structure from Tn lies in O(T
M
α ) for some M ∈ Mn−1(k) and α ∈ k. If α 6= 0,
then it is easy to see that the structure constants of TMα in the basis
e1
α , e2, . . . , en are the same as the structure constants of T
M
α
1 .
Thus, the first assertion is proved.
Suppose that r, s ∈ {0, 1}. Since the algebra TMr is solvable iff r = 0, it is clear that T
L
s can lie in O(T
M
r ) only in the case
r = s.
Suppose that TL1 ∈ O(T
M
1 ) for someM,L ∈ Mn−1(k). Let g ∈ GL(V ) be such that g ∗ T
L
1 = T
M
1 . Then it is easy to see
that the matrix of g in the basis e1, . . . , en has the form

1 0 · · · 0
α2
... U
αn


for some α2, . . . , αn ∈ k and U ∈ GLn−1(k). Then it is easy to see that T
L
1 = g
−1 ∗ TM1 = T
U−1MU
1 , i.e. L = U
−1MU .
Finally, if g ∗ TL0 = T
M
0 for some g ∈ GL(V ), then it is easy to see that the matrix of g in the basis e1, . . . , en has the form

α 0 · · · 0
α2
... U
αn


for some α ∈ k∗, α2, . . . , αn ∈ k, and U ∈ GLn−1(k). Then T
L
1 = g
−1 ∗ TM1 = T
αU−1MU
1 , i.e. L = αU
−1MU .
✷
We will write simply T S0 and T
S
1 instead of T
M(S¯)
0 and T
M(S)
1 respectively for S ∈ FSn−1. The next corollary follows
directly from Corollary 4.2.
Corollary 4.3. Tn =
⋃
S∈FSn−1/k∗
O(T S0 ) ∪
⋃
S∈FSn−1
O(T S1 ) is a presentation of the variety Tn as a disjoint union of orbits
under the action of GLn(V ).
Now we collect some facts about the variety Tn. Namely, we describe its intersections with well known varieties of algebras.
9• The orbits of structures of the form T S0 (S ∈ FSn−1) correspond to solvable Lie algebras. Such an algebra is nilpotent
iff S = {(0, a)} for some a ∈ parn−1. The orbits of structures of the form T
S
1 (S ∈ FSn−1) are nonsolvable and not
anticommutative, and hence not Lie.
• Suppose that chark 6= 2. Then all nontrivial commutative structures in Tn belong to the orbit of T
{( 12 ,(1,...,1))}
1 . All of
these algebras are Jordan and have the level 1.
• Associative structures in Tn belong to the orbits of the structures of one of the forms
T
{(
0,(2,...,2,1,...,1)
)}
0 , T
{(
1,(1,...,1)
)}
1 , T
{(
0,(1,...,1)
)}
1 , and T
{(
1,(1,...,1)
)
,
(
0,(1,...,1)
)}
1 .
4.2. Degenerations in Tn. The aim of this subsection is to describe all degenerations in the variety Tn. In the end of the
subsection we also will give some applications of this description.
Theorem 4.4. Suppose that r, s ∈ {0, 1}, R,S ∈ FSn−1, and R = {(λi, a
i)}li=1, where a
i ∈ parki and λi ∈ k for 1 ≤ i ≤ l.
Then TRr → T
S
s iff one of the following conditions holds:
(1) r = s = 1 and S = {(λi, b
i)}li=1 for some b
i ∈ parki (1 ≤ i ≤ l) such that a
i  bi;
(2) r = s = 0 and S = {(αλi, b
i)}li=1 for some α ∈ k
∗ and bi ∈ parki (1 ≤ i ≤ l) such that a
i  bi;
(3) s = 0 and S = {(0, b)} for some b ∈ parn−1 such that
l∑
i=1
ai  b.
Proof. For an integer 1 ≤ i ≤ n− 1, we define 1 ≤ φ(i) ≤ l as a unique integer such that 0 < i−
φ(i)−1∑
j=1
kj ≤ kφ(i). As before,
E denotes the identity (n− 1)× (n− 1) matrix. Firstly, let us show that all the degenerations in Tn are listed in the theorem.
Let us consider the case r = 1. Let us set
R =

TUα
∣∣∣∣∣∣∣
α ∈ k, U ∈Mn−1(k), Ui,j = 0 for 2 ≤ i < j ≤ n, Ui,i = αλφ(i−1) for 2 ≤ i ≤ n, and
rank
l∏
i=1
(U − αλiE)
pi ≤ n− 1−
l∑
i=1
len(ai)∑
j=1
min(aij , pi) for any integers pi ≥ 0 (1 ≤ i ≤ l)

 .
It is easy to see that R is a closed subset of An invariant under lower triangular transformations of the basis e1, . . . , en. Since
O(TR1 ) ∩ R is obviously nonempty, any algebra in O(T
R
1 ) can be represented by a structure T
U
α ∈ R. Thus, if T
R
1 → T
S
s , then
T Ss ∈ O(T
U
α ) for some T
U
α ∈ R. Let us consider two cases.
α 6= 0. In this case T Ss
∼= T
U
α
1 ∈ R, and hence s = 1 and S = FS
(
U
α
)
= {(λi, b
i)}li=1 for some b
i ∈ parki . It remains to
prove that ai  bi for each 1 ≤ i ≤ l. By the definition of R, we have
(2)
len(bi)∑
j=1
min(bij , p) = n− 1− rank(U − αλiE)
p ≥
len(ai)∑
j=1
min(aij , p)
for any p ≥ 1. Let us prove that
k∑
j=1
aij ≥
k∑
j=1
bij using induction on k. Substituting p = a
i
1 in (2), we get
len(bi)∑
j=1
min(bij , a
i
1) ≥ ki =
len(bi)∑
j=1
bij . In particular, b
i
1 ≤ a
i
1. Suppose now that
k−1∑
j=1
aij ≥
k−1∑
j=1
bij . If a
i
k ≥ b
i
k, then
the induction step is trivial. Let now consider the case aik < b
i
k. Substituting p = a
i
k in (2), we get
ki −
k∑
j=1
(bij − a
i
k) ≥
len(bi)∑
j=1
min(bij , a
i
k) ≥
len(ai)∑
j=1
min(aij , a
i
k) = ki −
k∑
j=1
(aij − a
i
k),
i.e.
k∑
j=1
aij ≥
k∑
j=1
bij .
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α = 0. In this case, by Corollary 4.2, we have s = 0 and S = FS(U) = {(0, b)} for some b ∈ parn−1. It remains to prove that
l∑
i=1
ai  b. By definition of R, we have
(3)
len(b)∑
j=1
min
(
bj ,
l∑
i=1
pi
)
= n− 1− rank U
l∑
i=1
pi
≥
l∑
i=1
len(ai)∑
j=1
min(aij , pi)
for any pi ≥ 0 (1 ≤ i ≤ l). As before, we are going to prove the inequality
k∑
j=1
l∑
i=1
aij ≥
k∑
j=1
bj using induction on
k. Substituting pi = a
i
1 in (3) for all 1 ≤ i ≤ l, we get
len(b)∑
j=1
min
(
bj ,
l∑
i=1
ai1
)
≥ n − 1 =
len(b)∑
j=1
bj . In particular,
b1 ≤
l∑
i=1
ai1. Suppose now that
k−1∑
j=1
l∑
i=1
aij ≥
k−1∑
j=1
bj . If
l∑
i=1
aik ≥ bk, then the induction step is trivial. Let now consider
the case
l∑
i=1
aik < bk. Substituting pi = a
i
k in (3) for all 1 ≤ i ≤ l, we get
n− 1−
k∑
j=1
(
bj −
l∑
i=1
aik
)
≥
len(b)∑
j=1
min
(
bj
l∑
i=1
, aik
)
≥
l∑
i=1
len(ai)∑
j=1
min(aij , a
i
k) = n− 1−
l∑
i=1
k∑
j=1
(aij − a
i
k),
i.e.
k∑
j=1
l∑
i=1
aij ≥
k∑
j=1
bij .
In the case r = 0 we set
R =

TU0
∣∣∣∣∣∣∣
U ∈Mn−1(k), Ui,j = 0 for 2 ≤ i < j ≤ n, and ∃α ∈ k such that Ui,i = αλφ(i)for 2 ≤ i ≤ n and
rank
l∏
i=1
(U − αλiE)
pi ≤ n− 1−
l∑
i=1
len(ai)∑
j=1
min(aij , pi) for any integers pi ≥ 0 (1 ≤ i ≤ l)

 .
It is easy to see that R is a closed subset of An invariant under lower triangular transformations of the basis e1, . . . , en. The rest
of the proof in the case r = 0 is analogous to the case r = 1.
Thus, it remains to show that the degenerations listed in the theorem are valid. It suffices to prove only primary degenerations.
According to Lemma 2.3 and the statement of the theorem, if TRr → T
S
s is a primary degeneration, then one of the following
conditions holds:
(1) s = r ∈ {0, 1} and there exist 1 ≤ j ≤ l and 1 ≤ p < q such that S = {(λi, b
i)}li=1, where b
i
k = a
i
k (1 ≤ i ≤ l, k ≥ 1)
if either i 6= j or k 6∈ {p, q}, bjp = a
j
p − 1, and b
j
q = a
j
q + 1;
(2) s = 0 and S =
{(
0,
l∑
i=1
ai
)}
.
In the first case we have TRr
∼= TMr and T
S
s
∼= TLr , where
M =


Jk−1(λ) 0 0 · · · 0
0 Jm+1(λ) 0 · · · 0
0 0
...
... U
0 0

 and L =


Jk(λ) 0 0 · · · 0
0 Jm(λ) 0 · · · 0
0 0
...
... U
0 0


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for some λ ∈ k, integers 1 ≤ k ≤ m, and U ∈Mn−1−k−m(k). Direct calculations show that T
M
r
Et
−−→ TLr for r ∈ {0, 1}, where
Eti =


ei, if i = 1 or 2k + 1 ≤ i ≤ n,
tek+1, if i = 2,
tei−1, if 3 ≤ i ≤ k + 1,
ei − ei−k, if k + 2 ≤ i ≤ 2k.
For the second case, let us introduce p = max
1≤i≤l
len(ai). We assume for simplicity that len(a1) ≥ len(a2) ≥ · · · ≥ len(al).
We have TRr
∼= TMr , where
M =


Ja11,...,al1(λ1, . . . , λl) 0 · · · 0 0
0 Ja12,...,al2(λ1, . . . , λl) · · · 0 0
...
...
. . .
...
...
0 0 · · · Ja1
p−1,...,a
l
p−1
(λ1, . . . , λl) 0
0 0 · · · 0 Ja1p,...,alp(λ1, . . . , λl)

 ,
and T Ss
∼= TL0 , where
L =


Jb1(0) 0 · · · 0 0
0 Jb2(0) · · · 0 0
...
...
. . .
...
...
0 0 · · · Jbp−1(0) 0
0 0 · · · 0 Jbp(0)

 , b =
l∑
i=1
ai.
Direct calculations show that TMr
Et
−−→ TL0 for r ∈ {0, 1}, where
Eti =


te1, if i = 1,
tj−1ei, if i = 1 +
k−1∑
q=1
bq + j, where 1 ≤ k ≤ p and 1 ≤ j ≤ bk.
✷
The next two corollaries follow directly from Theorem 4.4.
Corollary 4.5. If a ∈ parn−1, then
(
T
{(0,a)}
0
)−
=
{
T
{(0,b)}
0
}
b∈a−
.
Corollary 4.6. Let r ∈ {0, 1} and R = {(λi, a
i)}li=1 ∈ FSn−1. If either r = 1 or there exists 1 ≤ i ≤ l with λi 6= 0, then
(
TRr
)−
=
{
T
{(λi,a
i)}1≤i≤j−1∪{(λj ,b)}∪{(λi,a
i)}j+1≤i≤l
r
}
1≤j≤l,b∈(aj)−
∪

T
(
0,
l∑
i=1
ai
)
0

 .
Now we can compute the level of an algebra from Tn.
Corollary 4.7. (1) If a ∈ parn−1, then lev
(
T
{(0,a)}
0
)
= lev(a).
(2) If r ∈ {0, 1}, R = {(λi, a
i)}li=1 ∈ FSn−1, and either r = 1 or there exists 1 ≤ i ≤ l with λi 6= 0, then lev
(
TRr
)
=
lev
(
l∑
i=1
ai
)
+ 1.
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Proof. The first assertion follows directly from Corollary 4.5. Let us prove the second assertion using induction on
l∑
i=1
ai. If
(
l∑
i=1
ai
)−
= ∅, then (ai)− = ∅ and, using Corollary 4.6, we get lev
(
TRr
)
= 1 + lev

T
(
0,
l∑
i=1
ai
)
0

 = 1. Suppose that the
formula for the level is valid for all S = {(λi, b
i)}li=1 ∈ FSn−1 such that
l∑
i=1
ai ≻
l∑
i=1
bi. For integer 1 ≤ j ≤ l and partition b
such that aj ≻ b, let us introduce Pj,b(a) =
j−1∑
i=1
ai + b+
l∑
i=j+1
ai ∈ parn−1. Note that
l∑
i=1
ai ≻ Pj,b(a). Then, using Corollary
4.6 and the first assertion of this corollary, we get
lev
(
TRr
)
= 1 +max
(
lev
(
l∑
i=1
ai
)
, 1 + max
1≤j≤l,b∈(aj)−
lev
(
Pj,b(a)
))
= lev
(
l∑
i=1
ai
)
+ 1.
✷
Example 4.8. Nilpotent algebras of low levels in the variety Tn are classified in Table 1. All these algebras are of the form
T
{(0,a)}
0 for some a ∈ parn−1. This variety is very similar to the variety of (n− 1)× (n− 1) nilpotent matrices described in [6].
In particular, Corollary 4.5 and the first part of Corollary 4.7 can be deduced from the just mentioned paper.
Example 4.9. Suppose that R = {(λi, a
i)}li=1 ∈ FSn−1 and either r = 1 or at least one of the scalars λi is nonzero. Then, by
Corollary 4.7, levn(T
R
r ) = m iff lev
(
l∑
i=1
ai
)
= m− 1. Based on this fact we give classifications of solvable nonnilpotent and
nonsolvable algebras of low levels in Tn in Tables 2 and 3.
Remark 4.10. It is not difficult to see that∪λ1,...,λn−1∈kO
(
T
J1,...,1(λ1,...,λn−1)
0
)
is an irreducible subvariety of Tn that coincides
with the subvariety of all solvable Lie algebras in Tn. Moreover, T
J1,...,1(λ1,...,λn−1)
0 ∈ ∪t∈k∗O
(
T
J1,...,1
(
λ1
t
,...,
λn−1
t
)
1
)
, and
hence Tn = ∪λ1,...,λn−1∈kO
(
T
J1,...,1(λ1,...,λn−1)
1
)
is an irreducible variety.
5. CLASSIFICATION OF ALGEBRAS OF LEVEL TWO
In this section we classify all the algebras of the level 2. Note that the described methods can be extended to the study of
algebras of higher levels and the obtained results give a reasonable part of the classification of algebras of the level 3.
5.1. Algebras of low levels with generation type 1. The goal of this subsection is to classify all algebras of the level 2 with
generation type 1. But firstly let us recall the classification of algebras of the level 1. For algebras over the field C this classifica-
tion can be found in [20]. For algebras over infinite fields the same result can be proved absolutely analogously or can be found
in [13]. However, we give here a short proof for the convenience of the reader.
Proposition 5.1. Let n ≥ 2 be an integer. Then any structure in An corresponding to an algebra of the level 1 lies in the orbit
of exactly one of the structures A3 ⊕ k
n−2, n3 ⊕ k
n−3, p− or να (α ∈ k).
Proof. It follows from Examples 4.8 and 4.9 that the union of the orbits of n3 ⊕ k
n−3, p− and να (α ∈ k) is exactly the set of
all algebras of the level 1 in Tn. It is easy to see that R = {µ ∈ An | µ
k
i,j = 0 for (i, j, k) 6= (1, 1, n)} is a closed subset of An
invariant under lower triangular transformations of the basis e1, . . . , en. The structure A3 ⊕ k
n−2 has the level 1, because its
orbit contains all the nontrivial structures from R.
Let now A be an n-dimensional algebra. If G(A) ≥ 2, then it follows from Lemmas 3.3 and 3.5 that A ∼= B ⊕ kn−2 for
some 2-dimensional standard 1-generated algebraB, i.e. A can be represented byA3⊕k
n−2. IfG(A) = 1 andA has nontrivial
multiplication, then there exists a ∈ A such that aA+Aa 6= 0. Then the IW contraction with respect toA(a) has to be an algebra
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of the level 1 isomorphic to A. Since this contraction belongs to Tn, A can be represented by one of the structures n3 ⊕ k
n−3,
p− or να (α ∈ k).
✷
Let us now prove a lemma about the structure of algebras with the generation type 1
Lemma 5.2. Let A be an n-dimensional algebra with G(A) = 1. Then A has an (n − 1)-dimensional subspace U such that
a2 = 0 for all a ∈ U .
Proof. Note that if a2 = b2 = 0 for a, b ∈ A, then ab + ba = 0. It is obvious if a and b are linearly dependent. If a and b are
linearly independent, then considering (a+αb)2 = α(ab+ ba) we obtain that ab+ ba ∈ 〈a+αb〉 for any α ∈ k∗, and hence the
equality ab + ba = 0 holds. If a, b ∈ A are linearly independent elements such that a2 6= 0 and b2 6= 0, then rescaling them we
may assume that a2 = a and b2 = b. Now, considering (a+αb)2 = a+α(ab+ba)+α2b = (1+α)(a+αb)+α(ab+ba−a−b)
we obtain that ab+ ba− a− b ∈ 〈a+αb〉 for any α ∈ k∗, and hence ab+ ba = a+ b. Then (a− b)2 = 0. Now it is easy to see
that we can choose (n− 1) linearly independent square zero elements in A that generate a space U with the required properties.
✷
We are going to extend the method just used for the classification of algebras of the level 1 to classify algebras of the level
2. Thus, we will consider algebras of different generation types separately. In this subsection we consider the algebras of the
generation type 1. The classification for this case is given in the proposition below. Note that the (2m+ 1)-dimensional algebra
structure ηm from Table 6 is known as a nondegenerate Heisenberg Lie algebra. Note also that η1 = n3 and η2 is isomorphic to
the 5-dimensional Lie algebra structure g1 that can be found in [11, 16].
Proposition 5.3. Let A be an n-dimensional algebra with G(A) = 1.
(1) If n = 2, then lev(A) = 2 iff A can be represented by the structure E4.
(2) If n = 3, then lev(A) = 2 iff A can be represented by a structure from the set{
T 2,α,β0
}
(α,β)∈K∗2
∪
{
T 2,α,β1
}
(α,β)∈K2
∪ {k⋊E4}.
(3) If n = 4, then lev(A) = 2 iff A can be represented by a structure from the set{
T 2,α,β0
}
(α,β)∈K∗1,1
∪
{
T 2,α,β1
}
(α,β)∈K1,1
∪ {T 30 ,k
2
⋊E4}.
(4) If n ≥ 5, then lev(A) = 2 iff A can be represented by a structure from the set{
T 2,α,β0
}
(α,β)∈K∗1,1
∪
{
T 2,α,β1
}
(α,β)∈K1,1
∪ {T 2,20 ,k
n−2
⋊E4, η2 ⊕ k
n−5}.
The rest of this subsection is devoted to the proof of Proposition 5.3. Firstly, let us prove that all the algebras mentioned in
the proposition have the level 2. This assertion follows from Examples 4.8 and 4.9 for all the structures, except for the structure
kn−2 ⋊E4 and η2 ⊕ k
n−5. Thus, the next lemma finishes the first part of the proof.
Lemma 5.4. (1) O (kn−2 ⋊E4) = O
(
{kn−2 ⋊E4,p
−,kn} ∪ {να}α∈k
)
for any n ≥ 2.
(2) O (ηm ⊕ kn−2m−1) = O
(
{ηl ⊕ k
n−2l−1}1≤l≤m ∪ {k
n}
)
for any n ≥ 2m+ 1.
Proof. (1) It is easy to see that kn−2⋊E4
(e1−e2,te2,e3,...,en)
−−−−−−−−−−−−−→ p−, and kn−2⋊E4
(αe1+(1−α)e2,te2,e3,...,en)
−−−−−−−−−−−−−−−−−−→ να for α ∈ k\{0}.
Let us consider the set
R =
{
µ ∈ An
∣∣∣∣ µ(ei, ej) = 0 for 2 ≤ i ≤ n, 3 ≤ j ≤ n, µ(ei, e2) = µ22,2ei, µ(ei, e1) = µ22,1ei for 2 ≤ i ≤ n,µ(e1, ei) = µ21,2ei for 3 ≤ i ≤ n, µ(e1, e2) = µ22,2e1 + µ21,2e2, µ(e1, e1) = (µ21,2 + µ22,1)e1
}
.
Direct verifications show that R is a closed subset of An invariant under lower triangular transformations of the basis e1, . . . , en.
Let us consider µ ∈ R. If µ22,2 6= 0 and µ
2
1,2 6= 0, then considering the basis
e1
µ21,2
−
µ22,1e2
µ21,2µ
2
2,2
, e2
µ22,2
, e3, . . . , en one can see that
µ ∈ O(kn−2 ⋊ E4). If µ
2
2,2 6= 0 and µ
2
1,2 = 0, then the basis e2, e1 −
µ22,1e2
µ22,2
, e3, . . . , en gives µ ∈ O(ν
0). Analogously, it is
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easy to see that µ ∈ O (να) for α =
µ21,2
µ21,2+µ
2
2,1
if µ22,2 = 0 and µ
2
1,2 + µ
2
2,1 6= 0, and µ ∈ O (p
−) if µ22,2 = 0, µ
2
1,2 + µ
2
2,1 = 0
and µ21,2 6= 0.
(2) Note that ηm
(e1,...,e2m−2,e2m+1,e2m,te2m−1)
−−−−−−−−−−−−−−−−−−−−−→ ηm−1 ⊕ k
2. On the other hand, a nilpotent Lie algebra A with dimA2 = 1
can be represented by ηl ⊕ k
n−2l−1 for some 1 ≤ l < n2 . Thus, O (ηm ⊕ k
n−2m−1) contains only the orbits listed in the
statement of the lemma.
✷
It remains to prove that any algebrawith the level 2 and the generation type 1 can be represented by a structure fromProposition
5.3. The main idea of the proof is the following. If the algebra A has generation type 1, then any IW contraction of A with
respect to a 1-generated subalgebra is an algebra from Tn. Thus, the main step of our proof is the classification of algebras
A with lev(A) = 2 and G(A) = 1 such that any IW contraction of A with respect to a 1-dimensional subalgebra has a
level not greater than 1. Suppose that A satisfies the just stated conditions. We say that a ∈ A \ {0} is of X-type, where
X ∈ {n3⊕ k
n−3,p−} ∪ {να}α∈k, if the IW contraction of A with respect to A(a) can be represented by the structureX . If the
corresponding IW contraction is trivial, we say that a is of 0-type. We will also write simply n3-type instead of n3 ⊕ k
n−3-type.
By Proposition 5.1, any a ∈ A is of 0-type, n3-type, p
−-type or να-type for some α ∈ k.
Lemma 5.5. Let A be an algebra with G(A) = 1 such that any element of A has 0-type, p−-type or να-type. Suppose that
a, b ∈ A are two linearly independent elements. Then
(1) if a and b are of p−-type, then b− γa is of 0-type for some γ ∈ k;
(2) if a is of να-type for some α ∈ k and b is of p−-type, then a− γb is of ν1-type for some γ ∈ k.
Proof. (1) Suppose that a and b are of p−-type. After a rescaling by nonzero scalars, we may assume that ac = c + f1(c)a,
ca = −c + f2(c)a, bc = c + g1(c)b, cb = −c + g2(c)b for any c ∈ A, where f1, f2, g1, g2 ∈ Hom(A,k) satisfy the equality
−f1(a) = f2(a) = −g1(b) = g2(b) = 1. In particular, a(b− a) = (a− b)a = b− a. Since a and b− a are linearly independent,
it is easy to see that b− a cannot have p−-type or να-type for some α ∈ k. Thus, b − a is of 0-type.
(2) After a rescaling by nonzero scalars, we may assume that ac = αc + f1(c)a, ca = (1 − α)c + f2(c)a, bc = c + g1(c)b,
cb = −c + g2(c)b for any c ∈ A, where f1, f2, g1, g2 ∈ Hom(A,k) satisfy the equalities f1(a) = 1 − α, f2(a) = α,
−g1(b) = g2(b) = 1. In particular,
(
a+ (1 − α)b
)
b = αb − a = −
(
a+ (1 − α)b
)
+ b, b
(
a+ (1− α)b
)
= a+ (1 − α)b and,
hence, a+ (1− α)b is of ν1-type.
✷
Corollary 5.6. Suppose thatG(A) = 1 and any IW contraction of the n-dimensional algebra A with respect to a 1-dimensional
subalgebra has a level not greater than 1. If A does not have an element of n3-type, then it either has a level not greater than 1
or can be represented by the structure kn−2 ⋊E4.
Proof. It easily follows from Lemmas 5.2 and 5.5 that A has a basis a1, . . . , an such that ai is of 0-type for i ≥ 3 and either
a2 is of 0-type too or a1 is of ν
1-type and a2 is of p
−-type. If a2 is of 0-type, then it is clear that A is either trivial or of the
level 1. In the second case, after rescaling of the elements a1 and a2, we have a1a1 = a1, a1a2 = −a1 + a2, a2a1 = a1,
a1ai = a2ai = −aia2 = ai for 3 ≤ i ≤ n, and all the remaining products of basic elements equal to zero. Changing a2 by
a1 − a2, one can see that A can be represented by k
n−2 ⋊E4.
✷
Lemma 5.7. Suppose that G(A) = 1 and any IW contraction of the algebra A with respect to a 1-dimensional subalgebra has
a level not greater than 1. If A has an element of n3-type, then it can be represented by the structure ηm ⊕ k
n−2m−1 for some
1 ≤ m < n2 .
Proof. Let us represent A by a structure µ ∈ An such that the IW contraction of µ with respect to the subalgebra generated by
e1 equals n3 ⊕ k
n−3. This means that µ(e1, e1) = 0, µ(e1, e2) = µ
1
1,2e1 + e3, µ(e2, e1) = µ
1
2,1e1 − e3, µ(e1, ei) = µ
1
1,ie1 and
µ(ei, e1) = µ
1
i,1e1 for 3 ≤ i ≤ n. Changing e3 by e3 + µ1,2e1 we may assume that µ
1
1,2 = 0. Since µ(e1, e2) = e3, the basic
element e2 cannot be of 0-type, p
−-type or να-type for any α ∈ k. Thus, e2 is of n3-type, and hence e1e2 + e2e1 ⊂ 〈e2〉, i.e.
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µ12,1 = µ
3
2,3 = µ
3
3,2 = 0. Subtracting µ
3
2,ie1 from ei for i ≥ 4, we may assume that
µ(e1, e1) = µ(e2, e2) = 0, µ(e1, e2) = −µ(e2, e1) = e3,
µ(e1, ei) = µ
1
1,ie1, µ(ei, e1) = µ
1
i,1e1, µ(e2, ei) = µ
2
2,ie2, µ(ei, e2) = µ
2
i,2e2 (3 ≤ i ≤ n).
Suppose that e3 is of p
−-type. After rescaling e1 and e3, we may assume that µ(e3, e2) = e2. Then we have µ(e1+ e3, e2) =
e2+ e3 and µ(e1+ e3, e3) = −(e1+ e3)+ e3. Thus, the IW contraction of µ with respect to the subalgebra generated by e1+ e3
is not of the first level. The obtained contradiction shows that e3 cannot be of p
−-type. Analogously, e3 cannot be of ν
α-type for
any α ∈ k. Then e3 is either of 0-type or of n3-type and, in particular, µ(e1, e3) = µ(e3, e1) = µ(e2, e3) = µ(e3, e2) = 0. Now,
for i ≥ 4, the argument as above shows that if ei is of p
−-type or of να-type for some α ∈ k, then the IW contraction of µ with
respect to the subalgebra generated by e1 + ei is not of the first level. Thus, any element of A is either of 0-type or of n3-type,
and thus µ11,i = µ
1
i,1 = µ
2
2,i = µ
2
i,2 = 0 for any i ≥ 3. In particular, a
2 = 0 for any a ∈ A, i.e. A is anticommutative.
Suppose that e3 is of n3-type. Then we may assume that e4e3 6= 0. Since (e1 + e4)e2 = e3, the element e1 + e4 has to be
of n3-type, and hence e4e3 = (e1 + e4)e3 = α(e1 + e4) for some α ∈ k. Since e3 is of n3-type, we have α = 0. The obtained
contradiction shows that e3 has to be of 0-type. Moreover, since any element of A is either of 0-type or of n3-type, we have
µ(e3, ei) = µ(ei, e3) = 0 for all 1 ≤ i ≤ n. Suppose that there exist 4 ≤ i, j ≤ n such that µ(ei, ej) 6∈ 〈e3〉. We may assume
that i = 4 and j = 5. Since (e1+e4)e2 = e3 and e1+e4 has to be of n3-type, we have e4e5 = (e1+e4)e5 = α1(e1+e4)+β1e3
for some α1 ∈ k
∗ and β1 ∈ k. Analogously, considering e2 + e5, we get e4e5 = e4(e2 + e5) = α2(e2 + e5) + β2e3 for some
α2 ∈ k
∗ and β2 ∈ k. This contradicts the linearly independence of e1 + e4, e2 + e5 and e3. Thus, µ(ei, ej) ∈ 〈e3〉 for any
1 ≤ i, j ≤ n. Thus, A is an anticommutative nilpotent algebra with dimA2 = 1. The statement of the lemma easily follows
from this fact.
✷
Proof of Proposition 5.3. It remains to prove that any algebra of the level 2 can be represented by a structure from the statement
of the proposition. Suppose that the n-dimensional algebra A has the level 2. If there exists a ∈ A such that the IW contraction
of A with respect to A(a) has a level greater than 1, then this contraction has the level 2 and it is isomorphic to A. In particular,
A belongs to Tn in this case and the required assertion follows from Examples 4.8 and 4.9. If the level of any IW contraction
of A with respect a 1-dimensional subalgebra has a level not greater than 1, then the required assertion follows from Proposition
5.1, Corollary 5.6 and Lemma 5.7.
✷
Note that Corollary 5.6 and Lemmas 5.4 and 5.7 give the following interesting result that can be useful for the classification
of algebras of levels higher than 2.
Corollary 5.8. If lev(A) = m > 2, G(A) = 1 and any IW contraction of the algebra A with respect to a 1-dimensional
subalgebra has a level not greater than 1, then n ≥ 2m+ 1 and A can be represented by the structure ηm ⊕ k
n−2m−1.
Since any anticommutative algebra by definition has the generation type 1, we get the following classification of anticommu-
tative algebras of the level 2.
Corollary 5.9. Let A be an n-dimensional anticommutative algebra.
(1) If n = 2, then lev(A) ≤ 1.
(2) If n = 3, then lev(A) = 2 iff A can be represented by the structure T 2,α,β0 for some (α, β) ∈ K
∗
2 .
(3) If n = 4, then lev(A) = 2 iff A can be represented by a structure from the set
{
T 2,α,β0
}
(α,β)∈K∗1,1
∪ {T 30 }.
(4) If n ≥ 5, then lev(A) = 2 iff A can be represented by a structure from the set
{
T 2,α,β0
}
(α,β)∈K∗1,1
∪ {T 2,20 , η2⊕k
n−5}.
In particular, all anticommutative algebras of the level 2 are Lie algebras.
Remark 5.10. One can check that the results of Corollary 5.9 give the same classification as [19, Proposition 3.3, Theorem
3.5] modulo some mistakes in the mentioned paper. Namely, the author of [19] used a wrong version of the description of the
degenerations of 3-dimensional Lie algebras and gave a wrong classification for the case n = 3. Also, there is a misprint in [19]
excluding the algebra isomorphic to T 2,0,10 from the classification in the case n ≥ 5.
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5.2. Extensions of 2-dimensional algebras with generation type 2. In the studying of levels of algebras with generation type
2, we are going to use the same tool as in the case of generation type 1, i.e. IW contractions. In the case of generation type 2, we
are going to apply them with respect to 2-dimensional 1-generated algebras. This subsection is devoted to the algebras that can
be obtained in result, i.e. to trivial singular extensions with generation type 2 of 2-dimensional algebras with generation type 2.
Let C be a 2-dimensional algebra with G(C) = 2. A trivial singular extension of C is an n-dimensional algebra A that has
an ideal I ⊂ A and an injective algebra homomorphism φ : C → A such that I2 = 0 and A = φ(C) ⊕ I as a vector space. It
follows from the results of [18] that C has an element a such that a and a2 are linearly dependent. Then it is easy to show that C
can be represented by a structure χ ∈ A2 such that χ
2
1,1 = 1 and χ(e2, e2) = χ
2
2,2e2, where χ
2
2,2 ∈ {0, 1}. We will denote the set
of such structures by A˜2. Suppose that A, I and φ : C → A are as above. Let us represent the algebra A by a structure µ ∈ An
such that 〈e3, . . . , en〉 corresponds to the ideal I , 〈e1, e2〉 corresponds to the subalgebra φ(C) and moreover µ
k
i,j = χ
k
i,j for
1 ≤ i, j, k ≤ 2. The structure µ ∈ An is fully determined by the structure χ ∈ A2 and four matrices L1, R1, L2, R2 ∈Mn−2(k)
such that µki,j = (Li)kj and µ
k
j,i = (Ri)kj for i = 1, 2 and 3 ≤ j, k ≤ n. Here, for the convenience, we enumerate the rows and
the columns of all the (n− 2)× (n− 2) matrices under consideration by the numbers from 3 to n. Moreover, we identify these
matrices with the corresponding linear transformations of 〈e3, . . . , en〉. We will denote by k
n−2
⋊(L1,R1,L2,R2) χ the structure
determined by the structure χ and the matrices L1, R1, L2, R2. Let E denote the (n− 2)× (n− 2) identity matrix and S denote
the matrix L1 +R1 − χ
1
1,1E.
Proposition 5.11. If µ = kn−2 ⋊(L1,R1,L2,R2) χ for some χ ∈ A˜2 and L1, R1, L2, R2 ∈Mn−2(k), then G(µ) = 2 iff
L2 = (χ
2
2,1E−R1)S + χ
1
2,1E, R2 = (χ
2
1,2E− L1)S + χ
1
1,2E and S
3 + (χ11,1 − χ
2
1,2 − χ
2
2,1)S
2 + (χ22,2 − χ
1
1,2 − χ
1
2,1)S = 0.
Proof. It is clear that µ represents an algebra with the generating type 2 iff, for any v ∈ V , we have µ(v, w), µ(w, v), µ(w,w) ∈
〈v, w〉, where w = µ(v, v). Since µ(v, v) = 0 for any v ∈ 〈e3, . . . , en〉, we have to check the required condition for elements
of the form e1 + te2 + v and e2 + v, where t ∈ k and v ∈ 〈e3, . . . , en〉. Let us introduce αt = 1 + (χ
2
1,2 + χ
2
2,1 − χ
1
1,1)t +
(χ22,2 − χ
1
1,2 − χ
1
2,1)t
2 and Mt = S + t
(
L2 + R2 − (χ
1
1,2 + χ
1
2,1)E
)
. For ut = e1 + te2 + v, direct calculations show that
wt = µ(ut, ut)−
(
χ11,1+(χ
1
1,2+χ
1
2,1)t
)
ut = αte2+Mtv.Nowwe have to check that µ(ut, wt), µ(wt, ut), µ(wt, wt) ∈ 〈ut, wt〉.
We have
µ(ut, wt)− χ
1
1,2αtut −
(
χ21,2 + (χ
2
2,2 − χ
1
1,2)t
)
wt =
(
(L1 − χ
2
1,2E)Mt + t(L2 − χ
2
2,2E+ χ
1
1,2E)Mt + αt(R2 − χ
1
1,2E)
)
v.
It is clear that the obtained vector lies in 〈ut, wt〉 for any t ∈ k and any v ∈ 〈e3, . . . , en〉 iff
(L1 − χ
2
1,2E)Mt + t(L2 − χ
2
2,2E+ χ
1
1,2E)Mt + αt(R2 − χ
1
1,2E) = 0
for any t. Considering the coefficients at the zero, first and second degrees of t, we get the equalities
(L1 − χ
2
1,2E)S +R2 − χ
1
1,2E = 0,
(L1 − χ
2
1,2E)
(
L2 +R2 − (χ
1
1,2 + χ
1
2,1)E
)
+ (L2 − χ
2
2,2E+ χ
1
1,2E)S + (χ
2
1,2 + χ
2
2,1 − χ
1
1,1)(R2 − χ
1
1,2E) = 0,
(L2 − χ
2
2,2E+ χ
1
1,2E)
(
L2 +R2 − (χ
1
1,2 + χ
1
2,1)E
)
+ (χ22,2 − χ
1
1,2 − χ
1
2,1)(R2 − χ
1
1,2E) = 0.
Thus, the formula for R2 stated in the proposition has to be satisfied. Analogously, the formula for L2 follows from µ(wt, ut) ∈
〈ut, wt〉. Substituting the obtained values of L2 andR2 in the second of the obtained equalities, we get the last required equality.
On the other hand, if all the required equalities are satisfied, then direct calculations show that
(L2 − χ
2
2,2E+ χ
1
1,2E)
(
L2 +R2 − (χ
1
1,2 + χ
1
2,1)E
)
+ (χ22,2 − χ
1
1,2 − χ
1
2,1)(R2 − χ
1
1,2E) = 0,
i.e. µ(ut, wt) ∈ 〈ut, wt〉. Analogously, if the required conditions are satisfied, then µ(wt, ut) ∈ 〈ut, wt〉. We have also
µ(wt, wt)− χ
2
2,2αtwt = αt
(
(L2 +R2)Mt − χ
2
2,2Mt
)
v
=
((
(χ21,2 + χ
2
2,1 − χ
1
1,1)E− S
)
S + (χ11,2 − χ
1
2,1 − χ
2
2,2)E
)
S
(
E+ t
(
(χ21,2 + χ
2
2,1 − χ
1
1,1)E− S
))
= 0
if the required conditions are satisfied.
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It remains to prove that the subalgebra generated by u = e2 + v has dimension not greater then 2 if the equalities stated in
the proposition are satisfied. Let w = µ(u, u) − χ22,2u = (L2 + R2 − χ
2
2,2E)v. Since µ(w,w) = 0, it remains to check that
µ(u,w), µ(w, u) ∈ 〈u,w〉. Note that w ∈ 〈e3, . . . , en〉 and Sw = 0. Then we have
µ(u,w) = L2w = (χ
2
2,1E−R1)Sw + χ
1
2,1w = χ
1
2,1w and µ(w, u) = R2w = (χ
2
1,2E− L1)Sw + χ
1
1,2w = χ
1
1,2w.
✷
Remark 5.12. It follows from the just proved proposition that the classification of all trivial singular extension of a 2-dimensional
1-generated algebra C is almost equivalent to the classification of pairs of matrices (L,M) such that the minimal polynomial
of M divides some cubic polynomial defined by C. In our problem we have more equivalences than in the classical problem
of classification of matrices, but still not enough for making the problem solvable. By this reason, we do not give a general
description of such algebras as in the case of trivial singular extensions of 1-dimensional algebras and restrict our investigation
by some estimations of levels.
Let us firstly consider the structures kn−2 ⋊A3 ∈ An and k
2 ⋊α,β A3 for (α, β) ∈ K
∗
1,1. Note that, for k = C, the algebras
k2 ⋊α,β A3 ((α, β) ∈ K
∗
1,1) form the same set as the algebrasN8 andN9(α) (α ∈ C) from [17].
Lemma 5.13. lev
(
kn−2 ⋊A3
)
= 3 for any n ≥ 3 and lev
(
k2 ⋊α,β A3 ⊕ k
n−4
)
= 3 for any (α, β) ∈ K∗1,1 and n ≥ 4.
Proof. Firstly, note that kn−2 ⋊ A3
(e1, 1t e2+e3,e3,...,en)
−−−−−−−−−−−−−→ T 2,0,10 and k
2 ⋊α,β A3
(te1,e3,te4te2−e4)
−−−−−−−−−−−−→ Fα,β ⊕ k, and hence
lev
(
kn−2 ⋊A3
)
≥ 3 and lev
(
k2 ⋊α,β A3
)
≥ 3.
Let us consider the set
R =
{
µ ∈ An
∣∣∣∣ µ(e1, e1) = µn1,1en, µ(ei, ej) = 0 for 2 ≤ i, j ≤ n, µ(e1, en) = µ(en, e1) = 0,µ(e1, ei) = µ21,2ei + µn1,ien, µ(ei, e1) = −µ21,2ei − µn1,ien for 2 ≤ i ≤ n− 1
}
.
It is easy to see that R is a closed subset of An invariant under lower triangular transformations of the basis e1, . . . , en. It is also
not difficult to see that kn, A3 ⊕ k
n−2, n3 ⊕ k
n−3, T 2,0,10 , F
1,−1 ⊕ kn−3, and kn−2 ⋊A3 are all the structures, whose orbits
intersect R. Thus, lev
(
kn−2 ⋊A3
)
= 3.
Analogously, for any (α, β) ∈ K∗1,1, the set{
µ ∈ An
∣∣∣∣ µ(ei, ej) = 0 if either 3 ≤ i ≤ n or 3 ≤ j ≤ n, µ(e2, e2) = 0,µi1,2 = µi2,1 = 0 for 1 ≤ i ≤ n− 1, αµn2,1 = βµn1,2, µi1,1 = 0 for 1 ≤ i ≤ n− 2
}
is a closed subset of An invariant under lower triangular transformations of the basis e1, . . . , en. All the structures, whose orbits
have a nontrivial intersection with this set, are kn,A3⊕k
n−2, Fα,β⊕kn−3, and k2⋊α,βA3⊕k
n−4 if α+β 6= 0. If α+β = 0,
then the set of structures with a nontrivial orbit intersection with the set under consideration contains additionally n3. In any
case, we have lev
(
k2 ⋊α,β A3 ⊕ k
n−4
)
= 3.
✷
The next corollary is one of the results stated in [19].
Corollary 5.14. lev
(
kn−3 ⊕ Fα,β
)
= 2 for any (α, β) ∈ K∗2 .
Proof. Follows from the proof of Lemma 5.13.
✷
Lemma 5.15. Suppose that µ = kn−2 ⋊(L1,R1,L2,R2) χ for some χ ∈ A˜2 and L1, R1, L2, R2 ∈ Mn−2(k). Then either O(µ)
contains k2 ⋊α,β A3 ⊕ k
n−4 for some (α, β) ∈ K∗1,1 or L1 = αE and R1 = βE for some α, β ∈ k.
Proof. If L1 or R1 is not diagonal, then µ(e1, v) or µ(v, e1) is linearly independent with v for some v ∈ 〈e3, . . . , en〉. Thus, we
may assume that (µ41,3, µ
4
3,1) 6= (0, 0). Then µ
(t2e1,t
4e2,e3,t
2e4,te5,...,ten)
−−−−−−−−−−−−−−−−−−→ k2 ⋊µ41,3,µ43,1 A3 ⊕ k
n−4.
✷
Corollary 5.16. If A is a trivial singular extensions ofA3 with G(A) = 2, then lev(A) 6= 2.
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Proof. Suppose that the algebra A is represented by kn−2 ⋊(L1,R1,L2,R2) A3 for some matrices L1, R1, L2, R2 ∈ Mn−2(k).
If there are no α, β ∈ k such that L1 = αE and R1 = βE, then lev(A) ≥ 3 by Lemmas 5.13 and 5.15. If L1 = αE and
R1 = βE, then (α+ β)
3 = 0 by Proposition 5.11. We have L2 = R2 = 0 by the same proposition. Thus, A can be represented
byA3 ⊕ k
n−2 if α = 0 and by kn−2 ⋊A3 if α 6= 0, and hence lev(A) ∈ {1, 3}.
✷
It follows from the results of [18] that the algebras presented in Table 4 with the exception of E4 are exactly all the 2-
dimensional 1-generated algebra structures. In this table we unite the series E1, E2 and E3 of the paper [18] in a one series
called E1. We omit also the conditions required for the uniqueness modulo isomorphism, i.e. we allow some of the structures
from Table 4 to represent the same algebra. Nevertheless, the structures that we really will consider, namely, Aα1 , A2, B
α
2 and
D
α,β
2 , where α, β ∈ k, α+β 6= 1, represent pairwise nonisomorphic algebras. Note that some structures in Table 4 do not satisfy
the conditions of Proposition 5.11. To apply this proposition we have to apply firstly some linear transformation to the basis of
V . On the other hand, any trivial singular extension is still determined by a structure of 2-dimensional 1-generated algebra and
four (n− 2)× (n− 2) matrices. We are going to classify trivial singular extension of 2-dimensional 1-generated algebra of the
level 2. By this reason, the next lemma allows to exclude 2-dimensional algebras of the level 3 from our consideration. Its proof
is a direct calculation that we leave for the reader.
Lemma 5.17.
kn−2 ⋊(L1,R1,L2,R2) A
α
4
(te1−e2,t
2e2,e3,...,en)
−−−−−−−−−−−−−−→ kn−2 ⋊(−L2,−R2,0,0) A2,
kn−2 ⋊(L1,R1,L2,R2) B
α
1
(e1+te2,−t
2e2,e3,...,en)
−−−−−−−−−−−−−−−→ kn−2 ⋊(L1,R1,0,0) A2,
kn−2 ⋊(L1,R1,L2,R2) C
α,β (te1+e2,t
2e2,e3,...,en)
−−−−−−−−−−−−−−→ kn−2 ⋊(L2,R2,0,0) A
α
1 ,
kn−2 ⋊(L1,R1,L2,R2) D
α,β
1
(e1,te2,e3,...,en)
−−−−−−−−−−→ kn−2 ⋊(L1,R1,0,0) D
β,−β
2 ,
kn−2 ⋊(L1,R1,L2,R2) D
α,β
3
(e1,te2,e3,...,en)
−−−−−−−−−−→ kn−2 ⋊(L1,R1,0,0) D
α,β
2 ,
kn−2 ⋊(L1,R1,L2,R2) E
α,β,γ,δ
1
(e1,te2,e3,...,en)
−−−−−−−−−−→ kn−2 ⋊(L1,R1,0,0) D
β,δ
2 .
Remark 5.18. The parametrized bases in Lemma 5.17 are taken from the proofs of [18, Lemma 11, Theorem 13]. Note that one
can use the same proofs to obtain in analogous way some additional degenerations for Bα1 , D
α,β
1 , D
α,β
3 and E
α,β,γ,δ
1 .
Thus, it is enough to consider the trivial singular extensions of the structuresAα1 ,A2,B
α
2 andD
α,β
2 for α, β ∈ k, α+ β 6= 1.
Moreover, due to Lemmas 5.13 and 5.15, in each case we may assume that L1 = αE and R1 = βE for some α, β ∈ k.
Lemma 5.19. Suppose that µ = kn−2 ⋊(ǫE,κE,L,R) A
α
1 for some α, ǫ, κ ∈ k and L,R ∈ Mn−2(k). If G(µ) = 2, then
µ = kn−2 ⋊ǫ A
α
1 . Moreover, lev
(
kn−2 ⋊α A
α
1
)
= 2 and lev
(
kn−2 ⋊ǫ A
α
1
)
≥ 3 for ǫ 6= α.
Proof. It follows from Proposition 5.11 that ǫ+ κ− 1 = 0 and L = R = 0. Thus, µ = kn−2 ⋊ǫ A
α
1 .
Let us now consider the set
R =
{
χ ∈ An
∣∣∣∣ χ(e1, e1) = χ11,1e1 + χn1,1en, χ(ei, ej) = 0 for 2 ≤ i, j ≤ n,χ(e1, ei) = αχ11,1ei, χ(ei, e1) = (1− α)χ11,1ei for 2 ≤ i ≤ n
}
.
It is easy to see that R is a closed subset of An invariant under lower triangular transformations of the basis e1, . . . , en. It is
also not difficult to see that the set of orbits intersecting R is formed by the orbits of the structures kn, A3 ⊕ k
n−2, να, and
kn−2 ⋊α A
α
1 . Thus, lev
(
kn−2 ⋊α A
α
1
)
= 2. The degeneration kn−2 ⋊ǫ A
α
1
(e1, 1t e2+
1
ǫ−α
e3,e3,...,en)
−−−−−−−−−−−−−−−−→ T 2,α,ǫ1 for ǫ 6= α finishes
the proof.
✷
Lemma 5.20. Suppose that µ = kn−2 ⋊(ǫE,κE,L,R) A2 for some ǫ, κ ∈ k and L,R ∈ Mn−2(k). If G(µ) = 2, then µ =
kn−2 ⋊ǫ A2. Moreover, lev(k
n−2
⋊1 A2) = 2 and lev(k
n−2
⋊ǫ A2) ≥ 3 for ǫ 6= 1.
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Proof. It follows from Proposition 5.11 that ǫ+ κ = 0 and L = R = 0. Thus, µ = kn−2 ⋊ǫ A2.
Let us now consider the set
R =
{
χ ∈ An
∣∣∣∣ χ(e1, e1) = χn1,1en, χ(ei, ej) = 0 for 2 ≤ i, j ≤ n,χ(e1, ei) = χn1,nei, χ(ei, e1) = −χn1,nei for 2 ≤ i ≤ n
}
.
It is easy to see that R is a closed subset of An invariant under lower triangular transformations of the basis e1, . . . , en. It is
also not difficult to see that the set of orbits intersecting R is formed by the orbits of the structures kn, A3 ⊕ k
n−2, p−, and
kn−2 ⋊1 A2. Thus, lev(k
n−2 ⋊1 A2) = 2. The degeneration k
n−2 ⋊ǫA2
(e1, 1t e2+
1
ǫ−1 e3,e3,...,en)
−−−−−−−−−−−−−−−−→ T 2,1,ǫ0 for ǫ 6= 1 finishes the
proof.
✷
Lemma 5.21. Suppose that G(µ) = 2 and µ = kn−2 ⋊(ǫE−L,κE−R,L,R) B
α
2 for some α, ǫ, κ ∈ k and L,R ∈ Mn−2(k). If
ǫ = α, then either µ = kn−2 ⋊α B
α
2 or µ = k
n−2
⋊
t
0 B
α
2 . If ǫ 6= α, then either µ = k
n−2
⋊ǫ B
α
2 or µ ∈ O(k
n−2
⋊
t
1 B
α
2 ).
Moreover, lev
(
kn−2 ⋊t0 B
α
2
)
= 2, lev
(
kn−2 ⋊ǫ B
α
2
)
≥ 3 and lev
(
kn−2 ⋊t1 B
α
2
)
≥ 4.
Proof. Let us consider the basis e1 + e2, e2, e3, . . . , en of V . Note that the structure constants µ˜
k
i,j (1 ≤ i, j, k ≤ n) of µ in
this basis satisfy the equalities µ˜22,2 = µ˜
1
i,j = 0 for 1 ≤ i, j ≤ 2, µ˜
2
1,1 = 1, µ˜
2
1,2 = α, and µ˜
2
2,1 = 1 − α. Thus, we can apply
Proposition 5.11 and get that either ǫ + κ = 0 or ǫ + κ = 1. In the first case we get L = R = 0, i.e. µ = kn−2 ⋊ǫ B
α
2 . In the
second case we get L = (ǫ− α)E, R = (α − ǫ)E. If ǫ = α, then µ = kn−2 ⋊t0 B
α
2 . If ǫ 6= α, then, rescaling e2 by
1
ǫ−α , we get
µ ∈ O(kn−2 ⋊t1 B
α
2 ).
Let us now consider the set
R =
{
χ ∈ An
∣∣∣∣ χ11,1 = 0, χ(ei, ej) = 0 for 2 ≤ i, j ≤ n,χ(e1, ei) = α(χ21,2 + χ22,1)ei, χ(ei, e1) = (1− α)(χ21,2 + χ22,1)ei for 2 ≤ i ≤ n
}
.
Direct verification shows that R is a closed subset of An invariant under lower triangular transformations of the basis e1, . . . , en.
The set of orbits intersecting R is formed by the orbits of the structures kn, A3 ⊕ k
n−2 and kn−2 ⋊t0 B
α
2 . Thus, lev
(
kn−2 ⋊t0
Bα2
)
= 2.
Since
kn−2 ⋊ǫ B
α
2
(te1+e2,e2+e3,te2,e4,...,en)
−−−−−−−−−−−−−−−−−−→ Fα−ǫ,1−α+ǫ ⊕ kn−3 and kn−2 ⋊t1 B
α
2
(te1+e2,te2,e3,...,en)
−−−−−−−−−−−−−→ kn−2 ⋊A3
we have lev
(
kn−2 ⋊ǫ B
α
2
)
≥ 3 for any ǫ ∈ k and lev
(
kn−2 ⋊t1 B
α
2
)
≥ 4.
✷
Lemma 5.22. Suppose that G(µ) = 2 and µ = kn−2 ⋊(ǫE−L,κE−R,L,R) D
α,β
2 for some α, β, ǫ, κ ∈ k (α + β 6= 1) and
L,R ∈Mn−2(k). If ǫ = α, then either µ = k
n−2 ⋊α D
α,β
2 or µ = k
n−2 ⋊t0 D
α,β
2 . If ǫ 6= α, then either µ = k
n−2 ⋊ǫ D
α,β
2 or
µ ∈ O(kn−2 ⋊t1 D
α,β
2 ). Moreover, lev
(
kn−2 ⋊t0 D
α,β
2
)
= 2, lev
(
kn−2 ⋊ǫ D
α,β
2
)
≥ 3 and lev
(
kn−2 ⋊t1 D
α,β
2
)
≥ 4.
Proof. Let us consider the basis e1 + e2, (α+ β − 1)e2, e3, . . . , en of V . Note that the structure constants µ˜
k
i,j (1 ≤ i, j, k ≤ n)
of µ in this basis satisfy the equalities µ˜22,2 = µ˜
1
1,2 = µ˜
1
2,1 = 0, µ˜
1
1,1 = µ˜
2
1,1 = 1, µ˜
2
1,2 = α, and µ˜
2
2,1 = β. Thus, we can apply
Proposition 5.11 and get that either ǫ+ κ = 1 or ǫ+ κ = α+ β. In the first case we get L = R = 0, i.e. µ = kn−2 ⋊ǫ D
α,β
2 . In
the second case we get L = (ǫ − α)E, R = (α − ǫ)E. If ǫ = α, then µ = kn−2 ⋊t0 D
α,β
2 . If ǫ 6= α, then, rescaling e2 by
1
ǫ−α ,
one can see that µ ∈ O(kn−2 ⋊t1 D
α,β
2 ).
Let us now consider the set
R =
{
χ ∈ An
∣∣ χ(ei, ej) = 0 for 2 ≤ i, j ≤ n, χ(e1, ei) = αχ11,1ei, χ(ei, e1) = βχ11,1ei for 2 ≤ i ≤ n } .
Direct verification shows that R is a closed subset of An invariant under lower triangular transformations of the basis e1, . . . , en.
The set of orbits intersecting R is formed by the orbits of the structures kn,A3 ⊕ k
n−2 and kn−2 ⋊t0 D
α,β
2 . Thus, lev
(
kn−2 ⋊t0
D
α,β
2
)
= 2.
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Since
kn−2 ⋊ǫ D
α,β
2
(te1+e2,(α+β−1)(e2+e3),(α+β−1)te2,e4,...,en)
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ Fα−ǫ,β+ǫ−1 ⊕ kn−3 and
kn−2 ⋊t1 D
α,β
2
(te1+e2,(α+β−1)te2,e3,...,en)
−−−−−−−−−−−−−−−−−−−→ kn−2 ⋊A3
we have lev
(
kn−2 ⋊ǫ D
α,β
2
)
= 3 for any ǫ ∈ k and lev
(
kn−2 ⋊t1 D
α,β
2
)
≥ 4.
✷
5.3. Algebras with A3-ideal. This subsection is devoted to the case where IW contraction with respect to a 2-dimensional
1-generated algebra gives an algebra of level 1, namely, to algebras that have an ideal isomorphic to A3 as an algebra. The first
important example of such an algebra is the algebra of a bilinear form.
Definition 5.23. An algebra of a bilinear form is an algebra that can be represented by a structure µ ∈ An such that µ
k
i,j have
nonzero values only for 1 ≤ i, j ≤ n−1 and k = n. If at the same time µ(v, v) = 0 for all v ∈ V , then we call the corresponding
algebra an algebra of an antisymmetric bilinear form. In the opposite case we call it an algebra of a nonantisymmetric bilinear
form.
It follows from the classification of antisymmetric bilinear forms that any algebra of an antisymmetric bilinear form is either
trivial or can be represented by ηm⊕k
n−2m−1 for some 1 ≤ m < n2 . It is easy to see also that an algebra of a nonantisymmetric
bilinear form contains an ideal isomorphic toA3 as an algebra. We give here an estimation of the level of an algebra of a bilinear.
Let us recall that, for an algebra A, the annihilator of A is the ideal Ann(A) = {a ∈ A | ab = ba = 0 for all b ∈ A}.
Proposition 5.24. Let A be an algebra of a nonantisymmetric bilinear form. Then lev(A) ≥ n− dimAnn(A).
Proof. Let us prove the assertion by induction on n− dimAnn(A). If n− dimAnn(A) = 1, then it is easy to see that A can
be represented by A3 ⊕ k
n−2, and hence lev(A) = 1. Let now put m = n − dimAnn(A) > 1. We may assume that A is
represented by a structure µ ∈ An such that µ(em, em) = 1 and µ
k
i,j takes nonzero values only for 1 ≤ i, j ≤ m and k = n. Let
us transform the elements e1, . . . , em in the following way. Firstly, let us replace ei by ei − µ
n
i,mem for 1 ≤ i ≤ m − 1. After
this replacement we may assume that µni,m = 0 for 1 ≤ i ≤ m − 1. Now, if µ
n
m,i 6= 0 for some 1 ≤ i ≤ m − 1, then, after an
obvious manipulation, we may assume that µnm,m−1 = 1. Now, replacing ei by ei − µ
n
m,iem−1, we may assume that µ
n
m,i = 0
for 1 ≤ i ≤ m− 2. Let us now choose α ∈ k such that µ(em−1 + αem, em−1 + αem) 6= 0 and replace em−1 by em−1 + αem
for such a scalar α. Thus, we may assume that µ(em−1, em−1) 6= 0 and µ(ei, em) = µ(ei, em) = 0 for any 1 ≤ i ≤ m− 2. Let
us now consider two cases.
(1) For any nonzero u ∈ 〈e1, . . . , em−1〉 there exists 1 ≤ i ≤ m − 1 such that either µ(ei, u) 6= 0 or µ(u, ei) 6= 0. Let
us consider the degeneration A → B defined by the parametrized basis given by the equalities Eti = ei for 1 ≤ i ≤ n,
i 6= m and Etm = tem. It is easy to see that B is an algebra of a bilinear form such that a
2 6= 0 for some a ∈ B and
n− dimAnn(B) = m− 1. Then by induction hypothesis we have lev(B) ≥ m− 1, and hence lev(A) ≥ m.
(2) There exists nonzero u ∈ 〈e1, . . . , em−1〉 such that µ(ei, u) = µ(u, ei) = 0 for 1 ≤ i ≤ m− 1. If u ∈ 〈e1, . . . , em−2〉,
then µ(u, em) = µ(em, u) = 0, and hence dimAnn(A) > n−m. Thus, u 6∈ 〈e1, . . . , em−2〉 and we can replace em−1
by u. Note that we still have µ(ei, em) = µ(em, ei) = 0 for 1 ≤ i ≤ m − 2 while the condition µ(em−1, em−1) 6= 0
may be not satisfied. On the other hand, now we have µ(ei, em−1) = µ(em−1, ei) = 0 for 1 ≤ i ≤ m − 2. Let us
prove that for any nonzero v ∈ 〈e1, . . . , em−2, em〉 there exists i ∈ {1, . . . ,m − 2} ∪ {m} such that either µ(ei, v) 6=
0 or µ(v, ei) 6= 0. Really, if v ∈ 〈e1, . . . , em−2, em〉 does not satisfy the required condition, then it follows from
µ(v, em) = 0 that v ∈ 〈e1, . . . , em−2〉, and hence µ(em−1, v) = µ(v, em−1) = 0. This again contradicts to the fact
that dimAnn(A) = n −m. Let us consider the degeneration A → B defined by the parametrized basis given by the
equalities Eti = ei for 1 ≤ i ≤ n, i 6= m − 1 and E
t
m−1 = tem−1. Applying the induction hypothesis to B we get
lev(A) ≥ lev(B) + 1 ≥ m.
✷
Suppose that the algebra A has an ideal isomorphic to A3 as an algebra. Let us represent A by a structure µ ∈ An such that
µ(en−1, en−1) = en, µ(en−1, en) = µ(en, en−1) = µ(en, en) = 0 and µ(ei, 〈en−1, en〉), µ(〈en−1, en〉, ei) ⊂ 〈en−1, en〉 for
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any 1 ≤ i ≤ n − 2. Then there is a degeneration A → B corresponding to the parametrized basis defined by the equalities
Eti = tei for 1 ≤ i ≤ n− 1 and E
t
n = t
2en. It is easy to see that B is an algebra of a nonantisymmetric bilinear form. We will
call B anA3-bilinear form contraction of A. Our next goal is to describe all the algebras with an ideal isomorphic toA3, whose
A3-bilinear form contractions are of the level 1. All of these algebras exceptA3 ⊕ k
n−2 can be found in Table 6.
Lemma 5.25. Suppose that A has an ideal isomorphic to A3 as an algebra. If all the A3-bilinear form contractions of A can
be represented byA3 ⊕ k
n−2, then A can be represented by a structure from the set
{A3 ⊕ k
n−2,A3 ⋊ p
−,A3 ⋊ ν
α, (A3 ⊕ k
n−4)⋊E4}.
Proof. It is enough to consider the case n ≥ 3. Let us represent A by a structure µ that is described just before this proposition.
Suppose that all the A3-bilinear form contraction of A can be represented by A3. Let us now replace ei by ei − µ
n
i,n−1en−1
for all 1 ≤ i ≤ n − 2. After this replacement we may assume that µni,n−1 = 0 for 1 ≤ i ≤ n − 2. It is easy to see that if
µni,j 6= 0 or µ
n
n−1,i 6= 0 for some 1 ≤ i, j ≤ n− 2, then the A3-bilinear form contraction of A corresponding to the structure µ
has the dimension of the annihilator less than n − 1, i.e. cannot be represented by A3 ⊕ k
n−2. Thus, µni,j = µ
n
n−1,i = 0 for all
1 ≤ i, j ≤ n− 2
Let 1 ≤ m ≤ n− 2 be some integer and µ˜ki,j (1 ≤ i, j, k ≤ n) be the structure constants of µ in the basis e1, . . . , em−1, em−
en, em+1, . . . , en of V . Then it is easy to see that µ˜
n
i,j = µ
m
i,j for all 1 ≤ i, j ≤ n− 2, i, j 6= m. As it was mentioned above, it
follows that µki,j = 0 for all 1 ≤ i, j, k ≤ n− 2 such that i, j 6= k. This condition has to be also satisfied after any nondegenerate
linear transformation of the elements e1, . . . , en−2. In other words, ab ∈ 〈a, b〉 + A3 for any a, b ∈ A, where the ideal A3
corresponds to the subspace 〈en−1, en〉 of V after going from A to µ. In particular, G(A/A3) = 1. Let us take some element
a ∈ A/A3 and consider the IW contraction A/A3 → B with respect to (A/A3)(a). Due to the results of Section 4, the algebra
B can be represented by some TMr ∈ An−2, where r ∈ {0, 1} andM ∈Mn−3(k). Since bc has to lie in 〈b, c〉 for any b, c ∈ B,
the matrixM has to be diagonal in any basis. Thus, the algebra A/A3 satisfies the conditions of Corollary 5.6, and hence either
is trivial or can be represented by a structure from the set {p−, να,kn−2 ⋊E4}α∈k.
Let now µ˜ki,j(α) (1 ≤ i, j, k ≤ n, α ∈ k) denote the structure constants of µ in the basis
e1 +
(
α(µn1,n − µ
n−1
1,n−1) + α
2µn−11,n
)
en−1, . . . , en−2 +
(
α(µnn−2,n − µ
n−1
n−2,n−1) + α
2µn−1n−2,n
)
en−1, en−1 − αen, en.
Direct calculation shows that µ˜ni,n−1(α) = 0 for 1 ≤ i ≤ n − 2, and hence µ˜
n
i,j(α) and µ˜
n
n−1,i(α) have to be zero for all
1 ≤ i, j ≤ n− 2 and all α ∈ k; in particular, µ˜ni,i(α) has to be zero. On the other hand, we have
µ˜ni,i(α) = αµ
n−1
i,i + α
2(µni,n − µ
n−1
i,n−1)(µ
n
i,n + µ
n−1
n−1,i − µ
i
i,i)
+ α3
(
µn−1i,n µ
n−1
n−1,i + µ
n
i,nµ
n−1
i,n + µ
n−1
i,n (µ
n
i,n − µ
n−1
i,n−1)− µ
i
i,iµ
n−1
i,n
)
+ α4
(
µn−1i,n
)2
,
µ˜nn−1,i(α) = α(µ
n−1
n−1,i − µ
n
n,i + µ
n
i,n − µ
n−1
i,n−1) + α
2(µn−1i,n − µ
n−1
n,i ).
We get that µn−1i,i = 0 and µ
n−1
i,n = 0 for all 1 ≤ i ≤ n− 2 from the first equality. Then it follows from the second equality that
µn−1n,i = 0 too. It is not difficult also to deduce that either µ
n−1
i,n−1 = µ
n
i,n, µ
n−1
n−1,i = µ
n
n,i or µ
n−1
n−1,i+µ
n
i,n = µ
n−1
i,n−1+µ
n
n,i = µ
i
i,i.
Now, for 1 ≤ i, j ≤ n− 2, i 6= j, we have
µ˜ni,j(α) = αµ
n−1
i,j + α
2
(
(µni,n(µ
n−1
n−1,j + µ
n
j,n − µ
n−1
j,n−1)− µ
n−1
i,n−1µ
n−1
n−1,j − µ
i
i,j(µ
n
i,n − µ
n−1
i,n−1)− µ
j
i,j(µ
n
j,n − µ
n−1
j,n−1)
)
.
Thus, µn−1i,j = 0 for all 1 ≤ i, j ≤ n− 2.
As it was proved above, A/A3 either is trivial or can be represented by a structure from the set {p
−, να,kn−2 ⋊ E4}α∈k.
Let us consider all the cases separately.
(1) Suppose that A/A3 is trivial. Let us consider firstly the case n > 3. Let us prove that µ
n
i,n = µ
n
n,i = 0 for any 1 ≤ i ≤
n− 2. Let us choose some 1 ≤ m ≤ n− 2 such thatm 6= i and consider the basis e1, . . . , em−1, em+ en, em+1, . . . , en
of V . If µni,n 6= 0 or µ
n
n,i 6= 0, then it is easy to see that the structure constants in this basis do not satisfy all the
conditions obtained above since µ(ei, em + en) = µ
n
i,nen and µ(em + en, ei) = µ
n
n,ien. Thus, A can be represented by
A3 ⊕ k
n−2 if n > 3. If n = 3, then considering the basis e1 + e3, e2, e3 we get that µ
3
1,3 + µ
3
3,1 = 0. Then it is easy to
see that A can be represented either by the structureA3 ⊕ k or by the structureA3 ⋊ p
−.
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(2) Suppose thatA/A3 can be represented by p
−; in particular, n ≥ 4. Then we may assume that µ(e1, e1) = 0, µ(e1, ei) =
−µ(ei, e1) = ei and µ(ei, ej) = 0 for 2 ≤ i, j ≤ n − 2. Let µ˜
k
i,j (1 ≤ i, j, k ≤ n) be the structure constants
of µ in the basis e1, e2 + en, e3, . . . , en of V . It is easy to see that µ˜
n
1,2 = µ
n
1,n − 1 and µ˜
n
2,1 = µ
n
n,1 + 1. Thus,
µn1,n = −µ
n
n,1 = 1, and hence µ
n−1
1,n−1 = −µ
n−1
n−1,1 = 1. Analogously, considering the basis e1+ en, e2, e3, . . . , en of V ,
we get µ(ei, en−1) = µ(en−1, ei) = µ(ei, en) = µ(en, ei) = 0 for 2 ≤ i ≤ n− 2. Thus, µ = A3 ⋊ p
−.
(3) Suppose that A/A3 can be represented by ν
α for some α ∈ k. Then we may assume that µ(e1, e1) = e1, µ(e1, ei) =
αei, µ(ei, e1) = (1 − α)ei and µ(ei, ej) = 0 for 2 ≤ i, j ≤ n − 2. As in the previous case, considering the basis
e1 + en, e2, e3, . . . , en of V , we get µ(ei, en−1) = µ(en−1, ei) = µ(ei, en) = µ(en, ei) = 0 for 2 ≤ i ≤ n − 2 and
µn1,n + µ
n
n,1 = 1. If n = 3, then in fact the algebra A/A3 does not depend on α and we can set α = µ
n
1,n. If n > 3,
then, considering the basis e1, e2 + en, e3, . . . , en of V , we get µ
n
1,n = α. In any case, we have µ
n
1,n = α, µ
n
n,1 = 1− α
and, taking in account the equalities proved above, µn−11,n−1 = α, µ
n−1
n−1,1 = 1− α. Thus, µ = A3 ⋊ ν
α.
(4) Suppose that A/A3 can be represented by k
n−2 ⋊ E4. Then, analogously to the previous case, we get that µ =
(A3 ⊕ k
n−4)⋊E4.
✷
Now it is not very difficult to describe all the algebras of the level 2 with an ideal isomorphic to A3. It is also possible to
calculate the exact values of the levels of A3 ⋊ p
−, A3 ⋊ ν
α and (A3 ⊕ k
n−4)⋊ E4, but in this paper we will show only that
they all have levels not less than 3. This fact follows from the next technical lemma, whose proof we leave for the reader.
Lemma 5.26. For any α ∈ k we have degenerations
(A3 ⊕ k
n−4)⋊E4
(e1−e2,te2,e3,...,en)
−−−−−−−−−−−−−→ A3 ⋊ p
− (e1+en−1,en,te2,...,ten−1)−−−−−−−−−−−−−−−−−→ kn−2 ⋊1 A2,
(A3 ⊕ k
n−4)⋊E4
(αe1+(1−α)e2,te1−te2,e3,...,en)
−−−−−−−−−−−−−−−−−−−−−→ A3 ⋊α ν
α (e1+en−1,en,te2,...,ten−1)−−−−−−−−−−−−−−−−−→ kn−2 ⋊α A
α
1 .
Proposition 5.27. Suppose that A has an ideal isomorphic to A3 as an algebra. Then it has level 2 iff it can be represented by
some structure from the set {Fα,β ⊕ kn−3}(α,β)∈K∗2 .
Proof. By Lemmas 5.25 and 5.26, any algebra with an ideal isomorphic to A3 of the level 2 can be contracted to an algebra
of a nonantisymmetric bilinear form with level greater or equal to 2. Thus, A can have the level 2 only if it is an algebra of
a nonantisymmetric bilinear form. Moreover, by Proposition 5.24, we have dimAnn(A) ≥ n − 2. It is easy to see that if
dimAnn(A) > n − 2, then A either is trivial or can be represented by A3 ⊕ k
n−2. On the other hand, any algebra of a
nonantisymmetric bilinear form with annihilator of codimension 2 can be represented by the structure Fα,β ⊕ kn−3 for some
(α, β) ∈ K∗2 , whose level is equal to 2 by Corollary 5.14.
✷
Note that, for k = C, the algebrasFα,β⊕k ((α, β) ∈ K∗2 ) form the same set as the algebrasN
C
2 (β) (β ∈ C) andN
C
3 from [17]
and the algebras Fα,β ⊕ kn−3 ((α, β) ∈ K∗2 ) form the same set as the algebras A5(α) (α ∈ C \ {−1}) and A6 from [19].
5.4. Classification of algebras of the level 2. In this subsection we apply the results of previous sections to get a classification
of the algebras of the level 2. As a corollary, in the end of this subsection we will give the same classification in some certain
varieties. In particular, we will recover the results of [19] and will generalize some results of [9]. Thus, the main result of this
subsection and one of the main results of the present paper is the next theorem.
Theorem 5.28. Let A be an n-dimensional algebra.
(1) If n = 2, then lev(A) = 2 iff A can be represented by some structure from the set
{Aα1 ,B
α
2 }α∈k ∪ {D
α,β
2 }α,β∈k,α+β 6=1 ∪ {A2,E4}.
(2) If n = 3, then lev(A) = 2 iff A can be represented by a structure from the set
{k⋊α A
α
1 ,k⋊
t
0 B
α
2 }α∈k ∪ {k⋊
t
0 D
α,β
2 }α,β∈k,α+β 6=1 ∪ {F
α,β}(α,β)∈K∗2
∪
{
T 2,α,β0
}
(α,β)∈K∗2
∪
{
T 2,α,β1
}
(α,β)∈K2
∪ {k⋊1 A2,k⋊E4}.
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(3) If n = 4, then lev(A) = 2 iff A can be represented by a structure from the set
{k2 ⋊α A
α
1 ,k
2
⋊
t
0 B
α
2 }α∈k ∪ {k
2
⋊
t
0 D
α,β
2 }α,β∈k,α+β 6=1 ∪ {F
α,β ⊕ k}(α,β)∈K∗2
∪
{
T 2,α,β0
}
(α,β)∈K∗1,1
∪
{
T 2,α,β1
}
(α,β)∈K1,1
∪ {k2 ⋊1 A2, T
3
0 ,k
2
⋊E4}.
(4) If n ≥ 5, then lev(A) = 2 iff A can be represented by a structure from the set
{kn−2 ⋊α A
α
1 ,k
n−2
⋊
t
0 B
α
2 }α∈k ∪ {k
n−2
⋊
t
0 D
α,β
2 }α,β∈k,α+β 6=1 ∪ {F
α,β ⊕ kn−3}(α,β)∈K∗2
∪
{
T 2,α,β0
}
(α,β)∈K∗1,1
∪
{
T 2,α,β1
}
(α,β)∈K1,1
∪ {kn−2 ⋊1 A2, T
2,2
0 ,k
n−2
⋊E4, η2 ⊕ k
n−5}.
Proof. It follows from Propositions 5.3, 5.27 and Lemmas 5.19, 5.20, 5.21, 5.22 that the levels of all the listed structures are
equal to 2.
Let us now prove that A can be represented by an algebra from the corresponding set if lev(A) = 2. It follows from Lemmas
3.3 and 3.5 that G(A) ≤ 2. If G(A) = 1, then A can be represented by a structure from the corresponding set by Proposition
5.3. If G(A) = 2, then there exists a 2-dimensional 1-generated subalgebra C of A. Let B be the IW contraction of A with
respect to C. It is clear that B is a trivial singular extension of C. If lev(B) = 1, then it follows from Proposition 5.1 that C is
an ideal of A isomorphic to A3 as an algebra, and hence the required assertion follows from Proposition 5.27. If lev(B) ≥ 2,
then lev(A) = 2 iff lev(B) = 2 and A ∼= B, i.e. it remains to consider the case where A is a trivial singular extension of a
2-dimensional 1-generated algebra. In this case the required result follows from Lemmas 5.13, 5.15, 5.17, 5.19, 5.20, 5.21, 5.22,
Corollary 5.16 and the classification of 2-dimensional 1-generated algebras.
✷
Let us recall that due to [9] the∞-level of an n-dimensional algebra A is lev∞A = limm→∞ levm(A⊕ k
m−n). We say that
the n-dimensional algebra A is stably isomorphic to the m-dimensional algebra B if A ⊕ kmax(n,m)−n ∼= B ⊕ kmax(n,m)−m.
It is clear that the ∞-level of an algebra is invariant under stable isomorphisms. The next corollary gives the classification of
algebras with the∞-level 2modulo stable isomorphism, and thus recovers partially the results of [9], where the anticommutative
algebras of the∞-levels 2 and 3 were classified. On the other hand, the classification of anticommutative algebras of the∞-level
3 given in [9] is absolutely wrong, and hence, in fact, we recover all the valid results of this paper. Note also that the classification
of algebras with a given∞-level is a much easier problem than the classification of n-dimensional algebras with a given level.
Some specific methods for this classification are presented in [9]. Note that it follows from Proposition 5.1 that lev∞A = 1 iff
A is stably isomorphic to an algebra represented by eitherA3 or n3.
Corollary 5.29. The algebraA has the∞-level 2 iff it is stably isomorphic to an algebra represented by some structure from the
set
{
T 2,1,00 , T
2,2
0 , η2
}
∪ {Fα,β}(α,β)∈K∗2 .
Finally, at the end of our paper we present corollaries that give the classification of algebras of the level 2 in some varieties.
All of them follow directly from Theorem 5.28. In particular, we recover the results of [19] for Jordan algebras and correct the
results of the same paper for associative algebras.
Corollary 5.30. Suppose that chark 6= 2. Let A be a commutative n-dimensional algebra.
(1) If n = 2, then lev(A) = 2 iff A can be represented by some structure from the set{
A
1
2
1 ,B
1
2
2
}
∪ {Dα,α2 }α∈k\{ 12}
.
(2) If n ≥ 3, then lev(A) = 2 iff A can be represented by a structure from the set{
kn−2 ⋊ 1
2
A
1
2
1 ,k
n−2
⋊
t
0 B
1
2
2 ,F
1,1 ⊕ kn−3
}
∪ {kn−2 ⋊t0 D
α,α
2 }α∈k\{ 12}
.
In particular, the set of n-dimensional Jordan algebra structures of the level 2 is formed by the structuresD0,02 andD
1,1
2 if n = 2
and by the structures kn−2 ⋊t0 D
0,0
2 , k
n−2
⋊
t
0 D
1,1
2 and F
1,1 ⊕ kn−3 if n ≥ 3.
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Let us recall that the algebraA is called left alternative if (aa)b = a(ab) for all a, b ∈ A. It is clear that an associative algebra
is always left alternative.
Corollary 5.31. Let A be a left alternative n-dimensional algebra.
(1) If n = 2, then lev(A) = 2 iff A can be represented either by the structureD0,02 or by the structure D
1,1
2 .
(2) If n = 3, then lev(A) = 2 iff A can be represented by a structure from the set{
k⋊t0 D
0,0
2 ,k⋊
t
0 D
1,1
2 , T
2,1,0
1
}
∪ {Fα,β}(α,β)∈K∗2 .
(3) If n = 4, then lev(A) = 2 iff A can be represented by a structure from the set{
k2 ⋊t0 D
0,0
2 ,k
2
⋊
t
0 D
1,1
2 , T
2,1,0
1 , T
2,0,1
1
}
∪ {Fα,β ⊕ k}(α,β)∈K∗2 .
(4) If n ≥ 5, then lev(A) = 2 iff A can be represented by a structure from the set{
kn−2 ⋊t0 D
0,0
2 ,k
n−2
⋊
t
0 D
1,1
2 , T
2,1,0
1 , T
2,0,1
1 , T
2,2
0 , η2 ⊕ k
n−5
}
∪ {Fα,β ⊕ kn−3}(α,β)∈K∗2 .
In particular, all the left alternative algebras of the level 2 are associative.
6. TABLES AND ALGEBRAS USED IN THE PAPER
Table 1. Nilpotent algebras of the first 5 levels in Tn.
level partition and dimension notation multiplication table
1 (2, 1, . . . , 1), n ≥ 3 n3 ⊕ k
n−3 e1e2 = e3, e2e1 = −e3
2
(3), n = 4
(2, 2, 1, . . . , 1), n ≥ 5
T 30
T 2,20
e1e2 = e3, e2e1 = −e3, e1e3 = e4, e3e1 = −e4
e1e2 = e3, e2e1 = −e3, e1e4 = e5, e4e1 = −e5
3
(3, 1, . . . , 1), n ≥ 5
(2, 2, 2, 1, . . . , 1), n ≥ 7
T 30
T 2,2,20
e1e2 = e3, e2e1 = −e3, e1e3 = e4, e3e1 = −e4
e1e2i = −e2ie1 = e2i+1, 1 ≤ i ≤ 3
4
(4), n = 5
(3, 2, 1, . . . , 1), n ≥ 6
(2, 2, 2, 2, 1, . . . , 1), n ≥ 9
T 40
T 3,20
T 2,2,2,20
e1ei = ei+1, eie1 = −ei+1, 2 ≤ i ≤ 4
e1ei = ei+1, eie1 = −ei+1, i ∈ {2, 3, 5}
e1e2i = e2i+1, e2ie1 = −e2i+1, 1 ≤ i ≤ 4
5
(4, 1, . . . , 1), n ≥ 6
(3, 3), n = 7
(3, 2, 2, 1, . . . , 1), n ≥ 8
(2, 2, 2, 2, 2, 1, . . . , 1), n ≥ 11
T 40
T 3,30
T 3,2,20
T 2,2,2,2,20
e1ei = ei+1, eie1 = −ei+1, 2 ≤ i ≤ 4
e1ei = −eie1 = ei+1, i ∈ {2, 3, 5, 6}
e1ei = −eie1 = ei+1, i ∈ {2, 3, 5, 7}
e1e2i = −e2ie1 = e2i+1, 1 ≤ i ≤ 5
Table 2. Solvable nonnilpotent algebras of the first 5 levels in Tn.
level blocks and dimension notation multiplication table
1 J(1), . . . , J(1), n ≥ 2 p− e1ei = ei, eie1 = −ei, 2 ≤ i ≤ n
2
J(α, β), J(β), . . . J(β), n ≥ 3,
(α, β) ∈
{
K∗2 , if n = 3,
K∗1,1, if n > 3.
T 2,α,β0
e1e2 = αe2 + e3, e2e1 = −αe2 − e3,
e1ei = βei, eie1 = −βei, 3 ≤ i ≤ n
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level blocks and dimension notation multiplication table
3
J(α, β, γ), n = 4, (α, β, γ) ∈ K∗3
J(α, β), J(α, β), J(β), . . . , J(β), n ≥ 5,
(α, β) ∈
{
K∗2 , if n = 5,
K∗1,1, if n > 5.
T 3,α,β,γ0
T 2,2,α,β0
e1e2 = αe2 + e3, e2e1 = −αe2 − e3,
e1e3 = βe3 + e4, e3e1 = −βe3 − e4,
e1e4 = γe4, e4e1 = −γe4
e1e2 = αe2 + e3, e2e1 = −αe2 − e3,
e1e3 = βe3, e3e1 = −βe3,
e1e4 = αe4 + e5, e4e1 = −αe4 − e5,
e1ei = βei, eie1 = −βei, 5 ≤ i ≤ n
4
J(α, β, γ), J(γ), . . . , J(γ), n ≥ 5,
(α, β, γ) ∈ K∗2,1
J(α, β), J(α, β), J(α, β), J(β), . . . , J(β),
n ≥ 7, (α, β) ∈
{
K∗2 , if n = 7,
K∗1,1, if n > 7.
T 3,α,β,γ0
T 2,2,2,α,β0
e1e2 = αe2 + e3, e2e1 = −αe2 − e3,
e1e3 = βe3 + e4, e3e1 = −βe3 − e4,
e1ei = γei, eie1 = −γei, 4 ≤ i ≤ n
e1ei = αei + ei+1, eie1 = −αei − ei+1,
i ∈ {2, 4, 6}, e1ei = βei, eie1 = −βei,
i ∈ {3, 5} and 7 ≤ i ≤ n
5
J(α, β, γ, δ), n = 5, (α, β, γ, δ) ∈ K∗4
J(α, β, γ), J(β, γ), J(γ), . . . , J(γ), n ≥ 6,
(α, β, γ) ∈
{
K∗1,2, if n = 6,
K∗1,1,1, if n > 6.
J(α, β), J(α, β), J(α, β), J(α, β),
J(β), . . . , J(β), n ≥ 9,
(α, β) ∈
{
K∗2 , if n = 9,
K∗1,1, if n > 9.
T 4,α,β,γ,δ0
T 3,2,α,β,γ0
T 2,2,2,2,α,β0
e1e2 = αe2 + e3, e2e1 = −αe2 − e3,
e1e3 = βe3 + e4, e3e1 = −βe3 − e4,
e1e4 = γe4 + e5, e4e1 = −γe4 − e5,
e1ei = δei, eie1 = −δei, 5 ≤ i ≤ n
e1e2 = αe2 + e3, e2e1 = −αe2 − e3,
e1e3 = βe3 + e4, e3e1 = −βe3 − e4,
e1e4 = γe4, e4e1 = −γe4,
e1e5 = βe5 + e6, e5e1 = −βe5 − e6,
e1ei = γei, eie1 = −γei, 6 ≤ i ≤ n
e1ei = αei + ei+1, eie1 = −αei − ei+1,
i ∈ {2, 4, 6, 8}, e1ei = βei, eie1 = −βei,
i ∈ {3, 5, 7} and 9 ≤ i ≤ n
Table 3. Nonsolvable algebras of the first 5 levels in Tn.
level blocks and dimension notation multiplication table
1 J(α), . . . , J(α), n ≥ 2, α ∈ k να
e1e1 = e1,
e1ei = αei, eie1 = (1 − α)ei, 2 ≤ i ≤ n
2
J(α, β), J(β), . . . J(β), n ≥ 3,
(α, β) ∈
{
K2, if n = 3,
K1,1, if n > 3.
T 2,α,β1
e1e1 = e1, e1e2 = αe2 + e3,
e2e1 = (1− α)e2 − e3,
e1ei = βei, eie1 = (1 − β)ei, 3 ≤ i ≤ n
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level blocks and dimension notation multiplication table
3
J(α, β, γ), n = 4, (α, β, γ) ∈ K3
J(α, β), J(α, β), J(β), . . . , J(β), n ≥ 5,
(α, β) ∈
{
K2, if n = 5,
K1,1, if n > 5.
T 3,α,β,γ1
T 2,2,α,β1
e1e1 = e1, e1e2 = αe2 + e3,
e2e1 = (1− α)e2 − e3,
e1e3 = βe3 + e4, e3e1 = (1− β)e3 − e4,
e1e4 = γe4, e4e1 = (1− γ)e4
e1e1 = e1, e1e2 = αe2 + e3,
e2e1 = (1− α)e2 − e3,
e1e3 = βe3, e3e1 = (1− β)e3,
e1e4 = αe4 + e5, e4e1 = (1 − α)e4 − e5,
e1ei = βei, eie1 = (1− β)ei, 5 ≤ i ≤ n
4
J(α, β, γ), J(γ), . . . , J(γ), n ≥ 5,
(α, β, γ) ∈ K2,1
J(α, β), J(α, β), J(α, β), J(β), . . . , J(β),
n ≥ 7, (α, β) ∈
{
K2, if n = 7,
K1,1, if n > 7.
T 3,α,β,γ1
T 2,2,2,α,β1
e1e1 = e1, e1e2 = αe2 + e3,
e2e1 = (1− α)e2 − e3,
e1e3 = βe3 + e4, e3e1 = (1− β)e3 − e4,
e1ei = γei, eie1 = (1 − γ)ei, 4 ≤ i ≤ n
e1e1 = e1, e1ei = αei + ei+1,
eie1 = (1− α)ei − ei+1, i ∈ {2, 4, 6},
e1ei = βei, eie1 = (1− β)ei,
i ∈ {3, 5} and 7 ≤ i ≤ n
5
J(α, β, γ, δ), n = 5, (α, β, γ, δ) ∈ K4
J(α, β, γ), J(β, γ), J(γ), . . . , J(γ), n ≥ 6,
(α, β, γ) ∈
{
K1,2, if n = 6,
K1,1,1, if n > 6.
J(α, β), J(α, β), J(α, β), J(α, β),
J(β), . . . , J(β), n ≥ 9,
(α, β) ∈
{
K2, if n = 9,
K1,1, if n > 9.
T 4,α,β,γ,δ1
T 3,2,α,β,γ1
T 2,2,2,2,α,β1
e1e1 = e1, e1e2 = αe2 + e3,
e2e1 = (1− α)e2 − e3,
e1e3 = βe3 + e4, e3e1 = (1− β)e3 − e4,
e1e4 = γe4 + e5, e4e1 = (1 − γ)e4 − e5,
e1ei = δei, eie1 = (1− δ)ei, 5 ≤ i ≤ n
e1e1 = e1, e1e2 = αe2 + e3,
e2e1 = (1− α)e2 − e3,
e1e3 = βe3 + e4, e3e1 = (1− β)e3 − e4,
e1e4 = γe4, e4e1 = (1− γ)e4,
e1e5 = βe5 + e6, e5e1 = (1− β0e5 − e6,
e1ei = γei, eie1 = (1 − γ)ei, 6 ≤ i ≤ n
e1e1 = e1, e1ei = αei + ei+1,
eie1 = (1− α)ei − ei+1, i ∈ {2, 4, 6, 8},
e1ei = βei, eie1 = (1− β)ei,
i ∈ {3, 5, 7} and 9 ≤ i ≤ n
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Table 4. 2-dimensional algebras.
Aα1 , α ∈ k e1e1 = e1 + e2, e1e2 = αe2, e2e1 = (1− α)e2
A2 e1e1 = e2, e1e2 = e2, e2e1 = −e2
A3 e1e1 = e2
Aα4 , α ∈ k e1e1 = αe1 + e2, e1e2 = e1 + αe2, e2e1 = −e1
Bα1 , α ∈ k e1e2 = (1 − α)e1 + e2, e2e1 = αe1 − e2
Bα2 , α ∈ k e1e2 = αe2, e2e1 = (1− α)e2
Cα,β , α, β ∈ k e1e1 = e2, e1e2 = (1− α)e1 + βe2, e2e1 = αe1 − βe2, e2e2 = e2
D
α,β
1 , α, β ∈ k e1e1 = e1, e1e2 = (1− α)e1 + βe2, e2e1 = αe1 − βe2
D
α,β
2 , α, β ∈ k, α+ β 6= 1 e1e1 = e1, e1e2 = αe2, e2e1 = βe2
D
α,β
3 , α, β ∈ k, α+ β 6= 1 e1e1 = e1, e1e2 = e1 + αe2, e2e1 = −e1 + βe2
E
α,β,γ,δ
1 , α, β, γ, δ ∈ k, β + δ 6= 1 e1e1 = e1, e1e2 = αe1 + βe2, e2e1 = γe1 + δe2, e2e2 = e2
E4 e1e1 = e1, e1e2 = e1 + e2, e2e2 = e2
Table 5. Trivial singular extensions of 2-dimensional algebras.
kn−2 ⋊ǫ A
α
1 , α, ǫ ∈ k e1e1 = e1 + e2, e1e2 = αe2, e2e1 = (1− α)e2, e1ei = ǫei, eie1 = (1− ǫ)ei 3 ≤ i ≤ n
kn−2 ⋊ǫ A2, ǫ ∈ k e1e1 = e2, e1e2 = e2, e2e1 = −e2, e1ei = ǫei, eie1 = −ǫei 3 ≤ i ≤ n
kn−2 ⋊A3 e1e1 = e2, e1ei = ei, eie1 = −ei, 3 ≤ i ≤ n
k2 ⋊α,β A3 (n = 4),
(α, β) ∈ K∗1,1
e1e1 = e2, e1e3 = αe4, e4e1 = βe4
kn−2 ⋊ǫ B
α
2 , α, ǫ ∈ k e1e2 = αe2, e2e1 = (1− α)e2, e1ei = ǫei, eie1 = −ǫei 3 ≤ i ≤ n
kn−2 ⋊tǫ B
α
2 ,
α ∈ k, ǫ ∈ {0, 1}
e1ei = αei, eie1 = (1− α)ei 2 ≤ i ≤ n, e2ei = ǫei, eie2 = −ǫei 3 ≤ i ≤ n
kn−2 ⋊ǫ D
α,β
2 ,
α, β, ǫ ∈ k, α+ β 6= 1
e1e1 = e1, e1e2 = αe2, e2e1 = βe2, e1ei = ǫei, eie1 = (1− ǫ)ei 3 ≤ i ≤ n
kn−2 ⋊tǫ D
α,β
2 , α, β ∈ k,
ǫ ∈ {0, 1}, α+ β 6= 1
e1e1 = e1, e1ei = αei, eie1 = βei 2 ≤ i ≤ n, e2ei = ǫei, eie2 = −ǫei 3 ≤ i ≤ n
kn−2 ⋊E4 e1e1 = e1, e1e2 = e1 + e2, e2e2 = e2, e1ei = eie2 = ei 3 ≤ i ≤ n
Table 6. Other algebra structures used in the paper.
G n = 3 e1e1 = e2, e2e2 = e3
Gα,β , (α, β) ∈ K∗1,1 n = 3 e1e1 = e2, e1e2 = αe3, e2e1 = βe3
ηm n = 2m+ 1 e2i−1e2i = e2m+1, e2ie2i−1 = −e2m+1, 1 ≤ i ≤ m
Fα,β ∈ A3 (α, β) ∈ K
∗
2 n = 3 e1e1 = e3, e1e2 = αe3, e2e1 = βe3
A3 ⋊ p
− n ≥ 3 en−1en−1 = en, e1ei = ei, eie1 = −ei, 2 ≤ i ≤ n
A3 ⋊ ν
α α ∈ k n ≥ 3 e1e1 = e1, en−1en−1 = en, e1ei = αei, eie1 = (1− α)ei, 2 ≤ i ≤ n
(A3 ⊕ k
n−4)⋊E4 n ≥ 4
e1e1 = e1, e1e2 = e1 + e2, e2e2 = e2, en−1en−1 = en,
e1ei = eie2 = ei 3 ≤ i ≤ n
28
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