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AN INVARIANCE PRINCIPLE FOR STATIONARY
RANDOM FIELDS UNDER HANNAN’S CONDITION
DALIBOR VOLNY´ AND YIZAO WANG
Abstract. We establish an invariance principle for a general class
of stationary random fields indexed by Zd, under Hannan’s con-
dition generalized to Zd. To do so we first establish a uniform
integrability result for stationary orthomartingales, and second we
establish a coboundary decomposition for certain stationary ran-
dom fields. At last, we obtain an invariance principle by developing
an orthomartingale approximation. Our invariance principle im-
proves known results in the literature, and particularly we require
only finite second moment.
1. Introduction
Let {Xi}i∈Zd be a stationary random field with zero mean and finite
variance, and let Sn be the partial sum with n = (n1, . . . , nd) ∈ Nd
Sn =
∑
1≤i≤n
Xi,
and we are interested in the invariance principle of normalized partial
sums in form of
(1.1)
{
S⌊n·t⌋
|n|1/2
}
t∈[0,1]d
⇒ {σBt}t∈[0,1]d,
where n·t = (n1t1, . . . , ndtd) and |n| =
∏d
q=1 nq. We provide a sufficient
condition for the above weak convergence to hold in D[0, 1]d, with the
limiting random field being a Brownian sheet.
The invariance principle for Brownian sheet has a long history, and
people have investigated this problem from different aspects. See for
example Berkes and Morrow [2], Bolthausen [3], Goldie and Morrow
[13], Bradley [4] for results under mixing conditions, Basu and Dorea
[1], Morkve˙nas [20], Nahapetian [21], Poghosyan and Rœlly [23] for
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results on multiparameter martingales, and Dedecker [7, 8], El Machk-
ouri et al. [12], Wang and Woodroofe [25] for results on random fields
satisfying projective-type assumptions. In particular, projective-type
assumptions have been significantly developed for invariance principles
for stationary sequences (d = 1). See for example Wu [26], Dedecker
et al. [9], among others, for some recent developments. However, ex-
tending these criteria in one dimension to high dimensions is not a
trivial problem.
Our goal is to establish a random-field counterpart of the invariance
principle for regular stationary sequences satisfying Hannan’s condition
[16]. Hannan’s condition consists of assuming, in dimension one,
(1.2)
∑
i∈Z
‖P0(Xi)‖2 <∞,
where P0(Xi) = E(Xi | F0) − E(Xi | F−1) is the projection operator,
with respect to certain filtration {Fk}k∈Z associated to the stationary
sequence {Xk}k∈Z. Under Hannan’s condition, if in addition the sta-
tionary sequence {Xn}n∈N is regular (i.e. E(X0 | F−∞) = 0 and X0
is F∞-measurable), then the invariance principle follows. Hannan [16]
first considered the invariance principle, under the assumption that
{Xk}k∈Z is adapted and weakly mixing. The general case for regu-
lar sequences was established by Dedecker et al. [9, Corollary 2]. The
quenched invariance principle for adapted case has been established by
Cuny and Volny´ [6].
We first generalize the Hannan’s condition (1.2) to high dimension.
For this purpose we need to extend the notion of the projection operator
(Section 2). In particular, we focus on stationary random fields in form
of
(1.3) Xi = f ◦ Ti({ǫk}k∈Zd), i ∈ Z
d,
where f : RZ
d
→ R is a measurable function, Ti is the shift opera-
tor on RZ
d
and {ǫk}k∈Zd is a collection of independent and identically
distributed (i.i.d.) random variables.
Our main result (Theorem 5.1) states if EX0 = 0,E(X
2
0
) < ∞, and
the Hannan’s condition holds∑
i∈Zd
‖P0Xi‖2 <∞,
for some projection operator P0 to be defined (see (2.3) below), then
the invariance principle (1.1) holds.
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We establish the invariance principle through an approximation by
orthomartingales. As a consequence, this entails the central limit the-
orem in form of
Sn
|n|1/2
⇒ N (0, σ2).
Our central limit theorem and invariance principle both improve results
established in El Machkouri et al. [12] and Wang and Woodroofe [25].
For the central limit theorem, our assumption on the weak dependence,
the Hannan’s condition, is weaker than theirs. Furthermore, to estab-
lish invariance principle we require only finite second moment instead
of 2 + δ moment. However, we consider only rectanglular index sets
as in Wang and Woodroofe [25], while Dedecker [8] and El Machkouri
et al. [12] consider more general index sets.
The paper is organized as follows. The basic of orthomartingales is
reviewed in Section 2. A uniform integrability result on orthomartin-
gales is established in Section 3, which immediately entails the tightness
of stationary orthomartingales under finite second moment. Next, an
orthomartingale coboundary decomposition is developed in Setion 4.
In this part our development is similar to the recent result by Gordin
[15], who treated multiparameter reversed martingales and the corre-
sponding coboundary decompositions. At last, the invariance principle
under Hannan’s condition is established in Section 5. Comparison to
related works are provided in Section 6.
2. Notations and preliminaries
We consider partial sums over rectangular sets. For this purpose
we write n = (n1, . . . , nd) ∈ Nd, N = {1, 2, . . . }, and by n → ∞
we mean nq → ∞ for all q = 1, . . . , d. Throughout, for elements in
Rd, operations (including <, ≤, >, ≥, ±, ∧, ∨) are defined in the
coordinate-wise sense. We write [m,n] = {i ∈ Zd : m ≤ i ≤ n} for
m,n ∈ Zd and [n] = [1, n]. At last, we let eq = (0, . . . , 0, 1, 0, . . . , 0), q =
1, . . . , d denote canonical unit vectors in Rd. Throughout, let (Ω,F ,P)
be the underlying probability space.
We first review orthomartingales, essentially following Khoshnevisan
[18, Chapter 1.3], and introduce the projection operators. These two
concepts are based on the notion of commuting filtrations. Specific
examples via completely commuting transformations are given at the
end.
Definition 2.1. A collection of σ-algebras {Fi}i∈Zd is a filtration if
Fi ⊂ Fj for all i, j ∈ Z
d, i ≤ j. It is commuting if in addition for all
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k, ℓ ∈ Zd and for all bounded Fℓ-measurable random variable Y ,
(2.1) E(Y | Fk) = E(Y | Fk∧ℓ), almost surely.
For the sake of simplicity, we omit ‘almost surely’ when talking about
conditional expectations in the sequel. Given a commuting filtration
{Fi}i∈Zd , the corresponding filtration F
(q) = {F (q)ℓ }ℓ∈Z defined by
F (q)ℓ =
∨
i∈Zd,iq≤ℓ
Fi, ℓ ∈ Z, q = 1, . . . , d,
are commuting in the following sense: for all permutation π of
{1, . . . , d} and bounded random variable Y ,
(2.2) E
{
· · ·E
[
E
(
Y
∣∣∣ F (π(1))iπ(1) ) ∣∣∣ F (π(2))iπ(2) ] · · · ∣∣∣ F (π(d))iπ(d) } = E(Y | Fi),
for all i ∈ Zd [18, p. 36, Corollary 3.4.1]. A commuting filtration
{Fi}i∈Zd+ with Z+ = {0} ∪ N is defined similarly.
Given a commuting filtration {Fi}i∈Zd , we have Fi =
∨
j≤iFj , and
this can be naturally extended to i ∈ (Z∪{∞})d; for example, we write
Fℓ,∞,··· ,∞ = F
(1)
ℓ . We write
Ej(·) = E(· | Fj), j ∈ Z
d and E
(q)
ℓ (·) = E(· | F
(q)
ℓ ), q = 1, . . . , d, ℓ ∈ Z.
Definition 2.2. A collection of random variables {Mn}n∈Nd is said to
be an orthomartingale with respect to a commuting filtration {Fi}i∈Zd+ ,
if for all n ∈ Nd, Mn is Fn-measurable, E|Mn| <∞, and
E(Mj | Fi) = Mi for all i, j ∈ Z
d
+, i ≤ j.
We set Mn ≡ 0 if min{n1, . . . , nd} = 0.
Equivalently, given a commuting filtration {Fi}i∈Zd+ , a collection of
random variables {Mn}n∈Nd forms an orthomartingale if for each q =
1, . . . , d, and for all {nℓ}ℓ 6=q ⊂ N fixed, nq 7→ Mn is a one-parameter
martingale with respect to the filtration F (q) [18, p. 37, Theorem 3.5.1].
That is,
E
(q)
nq−1Mn =Mn−eq for all n ∈ N
d, q = 1, . . . , d.
Given an orthomartingale {Mn}n∈Nd with respect to a commuting
filtration {Fi}i∈Zd+ , it can be represented as
Mn =
∑
i∈[n]
Di, n ∈ N
d
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for some {Dn}n∈Nd, which are referred to as the orthomartingale differ-
ences. When {Dn}n∈Nd is strictly stationary, we say the orthomartin-
gale is stationary. Clearly, for all n ∈ Nd, Dn is Fn-measurable and
E
(q)
nq−1Dn = 0, q = 1, . . . , d.
Finally, we introduce the projection operators with respect to a com-
muting filtrations {Fi}i∈Zd defined by
(2.3) Pj =
d∏
q=1
P
(q)
jq , j ∈ Z
d
with P
(q)
ℓ : L
1(F)→ L1(F) given by
(2.4) P
(q)
ℓ f = E
(q)
ℓ f − E
(q)
ℓ−1f, f ∈ L
1(F), ℓ ∈ Z, q = 1, . . . , d.
Here and in the sequel, for any G ⊂ F , Lp(G) denotes the Lp space
Lp(Ω,G,P).
Example 2.3. When d = 1, Pj = Ej − Ej−1 has been well studied.
When d = 2,
Pj1,j2f = Ej1,j2f − Ej1,j2−1f − Ej1−1,j2f + Ej1−1,j2−1f.
Lemma 2.4. Let {Fi}i∈Zd be a commuting filtration satisfying (2.2)
and P
(q)
ℓ and Pj be defined as above. Then,
(i) {P (q)ℓ }ℓ∈Z,q=1,...,d are commuting operators, and so are {Pj}j∈Zd.
(ii) For all f, g ∈ L2(F), EPi(f)Pj(g) = 0 for all i, j ∈ Zd, i 6= j.
(iii) For all f ∈ L2(F),
(2.5) P
(q)
ℓ (f) ∈ L
2(F (q)ℓ )⊖ L
2(F (q)ℓ−1), q = 1, . . . , d, ℓ ∈ Z,
and
Pj(f) ∈
d⋂
q=1
(
L2(F (q)jq )⊖ L
2(F (q)jq−1)
)
, j ∈ Zd.
(iv) For all i, j ∈ Zd, i 6= j, and f ∈ L2(F), PiPjf = 0, almost
surely.
Proof. (i) It suffices to show that for all f ∈ L2(F), ℓ1, ℓ2 ∈ Z, q1, q2 ∈
{1, . . . , d}, q1 6= q2,
E
[
E
(
f
∣∣∣ F (q1)ℓ1 ) ∣∣∣ F (q2)ℓ2 ] = E [E(f ∣∣∣ F (q2)ℓ2 ) ∣∣∣ F (q1)ℓ1 ] .
This follows from (2.2) and (2.4).
(ii) Since i 6= j, without loss of generality, assume i1 > j1. Then,
E(Pi(f)Pj(g)) = EE
(
Pi(f)Pj(g)
∣∣∣ F (1)j1 ) = E [Pj(g)E(Pi(f) ∣∣∣ F (1)j1 )] ,
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where the last step follows from the fact that Pj(g) is F
(1)
j1
-measurable.
By (i), Pi(f) can be written as Pi1(g) for some g ∈ L
2(F). Thus, since
E(Pi1(g) | F
(1)
i1−1
) = 0 and i1 − 1 ≥ j1, we have E(Pi(f) | F
(1)
j1
) = 0 and
thus the desired orthogonality.
(iii) The fact (2.5) follows from the definition. The other statement
follows again from the commuting property.
(iv) It follows from (iii). 
One can generate a filtration {Fi}i∈Zd from a collection of commuting
transformations. Namely, let {Teq}q=1,...,d be d bijective, bi-measurable
and measure-preserving transformations on (Ω,F ,P), and assume in
particular they are commuting: Teq ◦ Teq′ = Teq′ ◦ Teq for all q, q
′ =
1, . . . , d. Then, {Teq}q=1,...,d generate a Z
d-group of transformations
{Ti}i∈Zd on (Ω,F ,P). Let M ⊂ F be a σ-algebra on Ω such that
M⊂ T−1eq M for q = 1, . . . , d. In this way, Fi := T
−1
i M, i ∈ Z
d yield a
filtration.
However, the filtrations obtained this way are not always commuting.
Definition 2.5. Under the above notations, if in addition (2.1) holds
(i.e. {Fi}i∈Zd are commuting), then {Teq}q=1,...,d are said to be com-
pletely commuting with respect to M and P.
A tightly related concept of complete commutativity has already
been discussed by Gordin [15]. In our setting this is a property that de-
pends not only on transformations, but also on the specified σ-algebra
and underlying probability space. In the rest of the paper, whenever
the transformations {Ti}i∈Zd are involved, they are always assumed to
be completely commuting and we do not mention specifically M and
P, when it is clear from the context, for the sake of simplicity.
Given completely commuting transformations {Ti}i∈Zd, we consider
stationary random fields of the form
{Xi}i∈Zd ≡ {f ◦ Ti}i∈Zd
for some function f in the space L2(F). In particular, for any f ∈
L2(F),
{(P0f) ◦ Ti}i∈Nd
gives a collection of stationary orthomartingale differences with respect
to {Fi}i∈Zd+ . We also write Uif = f ◦ Ti, i ∈ Z
d. Then, one can readily
verify that UjPi = Pi+jUj for all i, j ∈ Z
d. This identity will be useful
in the sequel.
We conclude this section with two canonical examples for stationary
orthomartingales. Our main result in Section 5 is based on the first
example.
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Example 2.6. Let {ǫi}i∈Zd be a collection of independent and identi-
cally distributed random variables with distribution µ. We will consider
stationary fields as functions of {ǫi}i∈Zd . For this purpose, assume that
the probability space (Ω,F ,P) has the following form
(2.6) (Ω,F ,P) ≡
(
RZ
d
,BZ
d
, µZ
d
)
,
and we identify ǫi(ω) = ωi, i ∈ Zd. Let {Ti}i∈Zd be the Z
d-group of
shift operations of RZ
d
, so that [Ti(ω)]j = ǫj+i, i, j ∈ Zd. It is straight-
forward to check that random variables {ǫi}i∈Zd induce a commuting
filtration {Fi}i∈Zd by
(2.7) Fi = σ
{
ǫj : j ∈ Z
d, j ≤ i
}
, i ∈ Zd.
Example 2.7. Let {ǫ(q)i }i∈Z, q = 1, . . . , d be d independent collections
of i.i.d. random variables. Consider G(q)i = σ(ǫ
(q)
j : j ≤ i), i ∈ Z, q =
1, . . . , d, and set Fi =
∨d
q=1 G
(q)
iq , i ∈ Z
d. Clearly this yields a com-
muting filtration and there is a natural class of completely commuting
transformations.
Remark 2.8. These two examples constructing multiparameter filtra-
tions date back at least to the early 70s. See for example Cairoli and
Walsh [5, Section 1], where the commuting filtrations and multiparam-
eter martingales are discussed in the continuous-time setup.
3. A uniform integrability result
In this section, we establish a uniform integrability result for sta-
tionary orthomartingales (Lemma 3.1). This entails that the tight-
ness of normalized stationary orthomartingales only requires finite sec-
ond moment (Proposition 3.2), thus improving the result of Wang and
Woodroofe [25]. The results hold for general orthomartingales with
respect to commuting filtrations. The notion of complete commuting
is not needed in this section.
In the sequel, we will apply Cairoli’s maximal inequality [18, p. 19,
Theorem 2.3.1] repeatedly: for an orthomartingale {Mn}n∈Nd with re-
spect to a commuting filtration {Fn}n∈Nd,
(3.1) E
(
max
i∈[n]
|Mi|
)p
≤
(
p
p− 1
)dp
E|Mn|
p,
for p > 1. To simplify the notation we write E|Z|p ≡ E(|Z|p),EZ2k ≡
E(Z2k), and for a > 0, EaY
2 = E(Y 21{Y 2>a}).
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Lemma 3.1. Let {Mn}n∈Nd be a stationary orthomartingale with re-
spect to a commuting filtration {Fn}n∈Zd+. Suppose ED
2
1
<∞. Then,
(3.2) lim
a→∞
lim sup
n→∞
Ea
(
max
i∈[n]
|Mi|
|n|1/2
)2
= 0.
Proof. Recall that {Dn}n∈Nd are stationary orthomartingale differences.
For each i ∈ Nd, define
Di(c) = Pi(Di1{|Di|≤c}) and Ri(c) = Di −Di(c).
Clearly, {Dn(c)}n∈Nd and {Rn(c)}n∈Nd are still stationary orthomartin-
gale differences and we write the corresponding orthomartingales by
{Mn(c)}n∈Nd and {M
′
n(c)}n∈Nd, respectively. Then,
(3.3) Ea
(
max
i∈[n]
|Mi|
|n|1/2
)2
≤ 4Ea/4
(
max
i∈[n]
|Mi(c)|
|n|1/2
)2
+ 4Ea/4
(
max
i∈[n]
|M ′i(c)|
|n|1/2
)2
.
Now, the first term on the right-hand side above can be bounded by
4
[
E
(
max
i∈[n]
|Mi(c)|
|n|1/2
)4]1/2
× P1/2
[(
max
i∈[n]
|Mi(c)|
|n|1/2
)2
> a/4
]
≤
4
|n|
[
E
(
max
i∈[n]
|Mi(c)|
)4]1/2
×
(
4
a
)1/2 [
E
(
max
i∈[n]
|Mi(c)|
|n|1/2
)2]1/2
,
which, by applying Cairoli’s inequality (3.1) twice, can be bounded by
(3.4)
4
|n|
(
4
3
)2d
(EM4n(c))
1/2 ×
(
22d+2
a
)1/2
(EM2n(c))
1/2
|n|1/2
,
where the second term is bounded by c(22d+2/a)1/2. The first term
of (3.4) can be bounded by Kc2 for some constant K depending only
on d via Burkholder’s inequality. To see this, first we observe that
n1∑
i1=1
· · ·
nd−1∑
id−1=1
Di1,...,id−1,id

id∈N
is a sequence of stationary martingale differences with respect to
{F (d)n }n∈N. Thus, Burkholder’s inequality tells, for p ≥ 2,
‖Mn‖p =
∥∥∥∥∥
n1∑
i1=1
· · ·
nd∑
id=1
Di
∥∥∥∥∥
p
≤ Cpn
1/2
d
∥∥∥∥∥∥
n1∑
i1=1
· · ·
nd−1∑
id−1=1
Di
∥∥∥∥∥∥
p
.
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Repeating this argument, one obtains that
E|Mn|
p ≤ Cdpp |n|
p/2E|D1|
p.
So the first term on the right-hand side of (3.3) can be bounded by
Kc3/a1/2 for some constant K depending only on d.
Next, the second term on the right-hand side of (3.3) can be bounded
by
4E
(
max
i∈[n]
|M ′i(c)|
|n|1/2
)2
≤ 22+2dE
(
P1D11{|D1|>c}
)2
≤ 22+2dE(D2
1
1{|D1|>c}).
Combing all above, the desired result (3.2) follows. 
An immediate consequence of Lemma 3.1 is the tightness of nor-
malized stationary orthomartingales. For t ∈ Rd, n ∈ Nd, we write
t · n = (t1n1, . . . , tdnd) and Mt = M⌊t⌋.
Proposition 3.2. Under the assumption of Lemma 3.1,{
Mt·n
|n|1/2
}
t∈[0,1]d
is tight in D[0, 1]d. That is, for all ǫ > 0,
lim
δ↓0
lim sup
n→∞
P
 sup
s,t∈[0,1]d
‖s−t‖
∞
<δ
|Ms·n −Mt·n| > ǫ
 = 0.
Proof. For each δ ∈ (0, 1), n ∈ Nd, write δn = (δn1, . . . , δnd). Observe
that
pn(ǫ, δ) := P
 sup
s,t∈[0,1]d
‖s−t‖
∞
<δ
|Ms·n −Mt·n| > 3
dǫ

≤
∑
i∈{0,...,⌊1/δ⌋}d
P
(
sup
t∈[δ]d
|M(δi)·n −M(δi+t)·n|
|n|1/2
> ǫ
)
≤
2d
δd
P
(
max
i∈[δn]
|Mi|
|n|1/2
> ǫ
)
.
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Now,
P
(
max
i∈[δn]
|Mi|
|n|1/2
> ǫ
)
≤
1
ǫ2
Eǫ2
(
max
i∈[δn]
|Mi|
|n|1/2
)2
=
δd
ǫ2
Eǫ2/δd
(
max
i∈[δn]
|Mi|
|δn|1/2
)2
.
So,
lim sup
n→∞
pn(ǫ, δ) ≤
2
ǫ2
lim sup
n→∞
Eǫ2/δd
(
max
i∈[n]
|Mi|
|n|1/2
)2
.
The proof is completed by applying (3.2). 
4. Orthomartingale coboundary representation
In this section, we extend the notion of martingale coboundary rep-
resentation [14, 17, 24] to orthomartingales. For S ⊂ {1, . . . , d}, write
Sc = {1, . . . , d} \ S. We assume the commuting filtrations are gen-
erated by certain completely commuting transformations {Ti}i∈Zd as
described in Definition 2.5.
Proposition 4.1. For f ∈ L2(F) satisfying, for some M ∈ N,
(4.1) E
(q)
−Mf = 0 and f − E
(q)
M f = 0 for all q = 1, . . . , d,
one can write
(4.2) f =
∑
S⊂{1,...,d}
∏
q∈Sc
(I − Ueq)hS
for some functions {hS}S⊂{1,...,d}, with the convention
∏
q∈∅(I −Ueq) ≡
I, satisfying for each S ⊂ {1, . . . , d},
(4.3) hS ∈
⋂
q∈S
L2(F (q)0 )⊖ L
2(F (q)−1 ),
and
(4.4) h{1,...,d} =
∑
j∈Zd
P0Ujf.
The property (4.3) tells that {UkeqhS}k∈N forms a sequence of station-
ary martingale differences with respect to {F (q)n }n∈N for q ∈ S. The
explicit formula of hS is given below in (4.6).
Example 4.2. In the case d = 1, (4.2) reads as
f = h{1} + (I − U)h∅,
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which is the coboundary decomposition in dimension one. In the case
d = 2, (4.2) reads as
(4.5) f = h{1,2}+(I−U1,0)h{2}+(I−U0,1)h{1}+(I−U0,1)(I−U1,0)h∅,
where m is an orthomartingale difference with respect to {Fi,j}(i,j)∈Z2,
and h0,1 and h1,0 are martingale differences with respect to {F∞,j}j∈Z,
{Fi,∞}i∈Z, respectively.
Remark 4.3. Assumption (4.1) is enough for our purpose in the next
section. Here we do not pursue a necessary and sufficient condition for
the orthomartingale coboundary decomposition, as did in one dimen-
sion by Volny´ [24]. This would require more involved calculations and
will be addressed elsewhere. A closely related recent result has been ob-
tained by Gordin [15], who investigated the coboundary representation
for reversed orthomartingales.
Proof of Proposition 4.1. We construct hS, S ⊂ {1, . . . , S} by induc-
tion. For i ∈ Z, write v(i) = 1{i<0}. Write Z1 = {i ∈ Z : i ≥ 0} and
Z0 = {i ∈ Z : i < 0}. Define two operators Aeq and Beq by
Aeqf =
∑
i∈Z
P
(q)
0 U
i
eqf
and
Beqf =
∑
i∈Z
(−1)v(i)+1
∑
k∈Zv(i)
P
(q)
i U
k
eqf.
Clearly, for f satisfying the assumption (4.1), Aeqf and Beqf are both
well defined, and both as elements in L2(F) satisfy (4.1). It thus follows
that compositions of operators Aeq and Beq (e.g. (4.6) below) are well
defined for functions satisfying (4.1). Observe also that all the pairs
of operators (Aeq , Aeq′ ), (Aeq , Beq′ ) and (Beq , Beq′ ) are commuting for
q 6= q′ by definition.
Now, we show that in an orthomartingale coboundary representation
of a function f under (4.1), one can choose hS in (4.2) as
(4.6) hS =
∏
r∈S
Aer
∏
s∈Sc
Besf.
The formula (4.2) with (4.6) is proved by induction. In the case
d = 1, (4.2) becomes
(4.7) f = Ae1f +Be1f − Ue1Be1f.
This is the decomposition developed in Volny´ [24], where Ae1f is a
martingale difference and Be1f − Ue1Be1f is the coboundary (for m
and g defined in [24, p. 45], m = Ae1f and g = Be1f). Suppose one
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has shown for d− 1 and we now prove the case d. For S ⊂ {1, . . . , d−
1}, write Sc(d − 1) = {1, . . . , d − 1} \ S. To apply the induction we
view {Fi1,...,id−1,∞}i∈Zd−1 as a (d−1)-dimensional commuting filtration,
generated by completely commuting transformations Te1 , . . . , Ted−1 and
M = F0,...,0,∞. Thus one has
f =
∑
S⊂{1,...,d−1}
gS with gS =
∏
q∈Sc(d−1)
(I − Ueq)
∏
r∈S
Aer
∏
s∈Sc(d−1)
Besf.
For each S ⊂ {1, . . . , d − 1}, we apply the one-dimensional martin-
gale coboundary decomposition to gS, with respect to the filtration
{F (d)i }i∈Z. Indeed, now (4.7) becomes gS = AedgS + (I − Ued)BedgS
with
AedgS = Aed
∏
q∈Sc(d−1)
(I − Ueq)
∏
r∈S
Aer
∏
s∈Sc(d−1)
Besf
=
∏
q∈Sc(d−1)
(I − Ueq)Aed
∏
r∈S
Aer
∏
s∈Sc(d−1)
Besf
=
∏
q∈(S∪{d})c
(I − Ueq)
∏
r∈S∪{d}
Aer
∏
s∈(S∪{d})c
Besf
=
∏
q∈(S∪{d})c
(I − Ueq)hS∪{d},
where we used the fact that for any q ∈ {1, . . . , d− 1}, Aed and Ueq are
commuting, and
(I − Ued)BedgS =
∏
q∈Sc
(I − Ueq)
∏
r∈S
Aer
∏
s∈Sc
Besf =
∏
q∈Sc
(I − Ueq)hS,
where we used the fact that for any q ∈ {1, . . . , d−1}, Bed and Aes are
commuting. Thus,
f =
∑
S⊂{1,...,d−1}
 ∏
q∈(S∪{d})c
(I − Ueq)hS∪{d} +
∏
q∈Sc
(I − Ueq)hS

=
∑
S⊂{1,...,d}
∏
q∈Sc
(I − Ueq)hS.
It remains to prove (4.3) and (4.4). Both follow from the construc-
tion (4.6), and the commuting property of involved operators. 
5. An invariance principle
In this section, we prove the main result of the paper. Consider
the probability space (RZ
d
,BZ
d
R , µ
Zd) and the corresponding completely
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commuting transformations {Ti}i∈Zd and filtrations {Fi}i∈Zd as de-
scribed in Example 2.6. Consider a stationary random field {Xi}i∈Zd
in form of
Xi = f ◦ Ti({ǫk}k∈Zd), i ∈ Z
d.
We consider the following generalized Hannan’s condition [16] for ran-
dom fields
(5.1)
∑
i∈Zd
‖P0Xi‖2 <∞.
Consider partial sums Sn =
∑
i∈[n], n ∈ N. Under (5.1), there exists
D0 ∈ L2 such that∑
i∈Zd
P0Xi converges to D0 in L
2.
That is, for all m,n ∈ Nd, ‖
∑
i∈[−m,n] P0Xi −D0‖2 → 0 as m,n→∞.
Theorem 5.1. Consider a stationary random field {Xi}i∈Zd described
as above with zero mean. If Hannan’s condition (5.1) holds, then,{
S⌊n·t⌋(f)
|n|1/2
}
t∈[0,1]d
⇒ {σBt}t∈[0,1]d
as n→∞ in D([0, 1]d), where {Bt}t∈[0,1]d is a standard Brownian sheet
and σ2 = ED2
0
.
Proof of Theorem 5.1. The idea of proof is by orthomartingale approx-
imation. Now introduce, for each n ∈ Nd,
(5.2) Mn =
∑
i∈[n]
Di with Di = UiD0, i ∈ N
d.
One easily sees that {Mn}n∈Nd is a d-parameter orthomartingale with
respect to the filtration {Fi}i∈Zd.
It has been established that for an orthomartingale {Mn}n∈Nd with
stationary orthomartingale differences with respect to the filtration
generated by i.i.d. random variables,
(5.3)
{
M⌊n·t⌋(f)
|n|1/2
}
t∈[0,1]d
⇒ {σBt}t∈[0,1]d
in D([0, 1]d). For the convergence of finite-dimensional distributions,
see Wang and Woodroofe [25]; for the tightness under finite second
moment, see Proposition 3.2. Thus, it suffices to show,
(5.4) lim
n→∞
P
(
1
|n|1/2
max
m∈[n]
|Sm(f)−Mm| > ǫ
)
= 0 for all ǫ > 0.
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To do so, observe that f ∈ L2(F) and the fact that {ǫi}i∈Zd are i.i.d. im-
ply
(5.5) f =
∑
i∈Zd
Pif
where the summation converges in L2, and introduce
f (k) =
∑
i∈[−k,k]
Pif
and
M (k)n =
∑
i∈[n]
UiD
(k)
0
with D
(k)
0
=
∑
i∈[−k,k]
P0Uif.
Then,
(5.6) max
m∈[n]
|Sm(f)−Mm|
≤ max
m∈[n]
|Sm(f)−Sm(f
(k))|+max
m∈[n]
|Sm(f
(k))−M (k)m |+max
m∈[n]
|M (k)m −Mm|.
We control the three maxima separately.
(i) To estimate the first term on the right-hand side of (5.6), we need
the following maximal inequality.
Lemma 5.2. Under the assumption of Theorem 5.1, for all n ∈ Nd,
(5.7)
∥∥∥∥maxm∈[n]Sm(f)
∥∥∥∥
2
≤ 2d|n|1/2
∑
i∈Zd
‖fi‖2,
with fi = P0Uif ∈ L20, i ∈ Z
d.
The proof is postponed to the end of section. Now, (5.7) yields
(5.8) P
(
1
|n|1/2
max
m∈[n]
|Sm(f)− Sm(f
(k))| > ǫ
)
≤
(
2d
ǫ
∑
i∈Zd
∥∥(f − f (k))i∥∥2
)2
.
Since UiPj = Pj+iUi, i, j ∈ Zd, observe that
(f − f (k))i = P0Ui
 ∑
j /∈[−k,k]
Pjf
 = P0 ∑
j /∈[−k,k]
Pj+iUif = fi1{i/∈[−k,k]}.
Thus, by taking min{k1, . . . , kd} large enough, the upper bound in (5.8)
can be arbitrarily small.
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(ii) To estimate the last term in the right-hand side of (5.6), observe
that {Mn −M
(k)
n }n∈Nd is still a stationary orthomartingale. Again by
Cairoli’s maximal inequality, we have
(5.9) P
(
1
|n|1/2
max
m∈[n]
∣∣Mm −M (k)m ∣∣ > ǫ) ≤ (2dǫ ∥∥∥D0 −D(k)0 ∥∥∥2
)2
.
Thus, by taking min{k1, . . . , kd} large enough, the upper bound in (5.9)
can be arbitrarily small.
(iii) At last, write
Sm(f
(k))−M (k)m =
∑
i∈[m]
Ui(f
(k) −D(k)
0
).
It remains to show that
(5.10) lim
k→∞
lim sup
n→∞
P
 1
|n|1/2
max
m∈[n]
∣∣∣∣∣∣
∑
i∈[m]
Ui(f
(k) −D(k)
0
)
∣∣∣∣∣∣ > ǫ
 = 0.
By Proposition 4.1, f (k) − D(k)
0
has an orthomartingale coboundary
representation (4.2), and in particular, (4.4) becomes
h{1,...,d} = P0
∑
j∈Zd
Uj(f
(k) −D(k)
0
)
= P0
∑
j∈Zd
Uj
∑
ℓ∈[−k,k]
Pℓf − P0
∑
j∈Zd
Uj
∑
ℓ∈[−k,k]
P0Uℓf
= P0
∑
ℓ∈[−k,k]
Uℓf − P0
∑
ℓ∈[−k,k]
Uℓf = 0.
Thus,
(5.11) f (k) −D(k)
0
=
∑
S({1,...,d}
∏
q∈Sc
(I − Ueq)hS.
To prove (5.10), it suffices to show for each S ( {1, . . . , d},
(5.12) lim
n→∞
P
(
max
m∈[n]
∑
i∈[m] Ui(
∏
q∈Sc(I − Ueq)hS)
|n|1/2
> ǫ
)
= 0.
To better illustrate, we first prove the case d = 2. Suppose S = {1}.
Notice that Uk1,0 = Uk,0, k ∈ Z by definition, and similarly for U0,1.
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Then, for n ∈ N2,
(5.13) max
m∈[n]
∑
i∈[m]
Ui
∏
q∈Sc
(I − Ueq)hS
= max
m∈[n]
∑
i∈[m]
U i11,0(U
i2
0,1(I − U0,1)h1) = max
m∈[n]
m1∑
i1=1
U i11,0(U0,1 − U0,m2+1)h1
≤ 2 max
m2=1,...,n2+1
∣∣∣∣∣U0,m2 maxm1=1,...,n1
m1∑
i1=1
Ui1,0h1
∣∣∣∣∣ .
Write
M˜m1 =
m1∑
i1=1
U i11,0h1.
Observe that by Proposition 4.1, {U i11,0h1}i1∈N is a sequence of station-
ary martingale differences with respect to the filtration {F (1)n }n∈N. So,
the probability in (5.12) is bounded by
(5.14) (n2 + 1)P
(
|maxm1≤n1 M˜m1 |
(n1n2)1/2
> ǫ/2
)
≤ (n2+1)E ǫ2
4
(
maxm1≤n1 M˜
2
m1
n1n2
)
≤
n2 + 1
n2ǫ2
E
n2
ǫ2
4
(
maxm1≤n1 M˜m1
n
1/2
1
)2
.
By uniform integrability (3.2), the last term above tends to zero as
min(n1, n2)→∞.
The same argument applies to the case S = {2}. For the case S = ∅,
the probability in (5.12) is bounded by
(5.15) P
(
maxm1≤n1,m2≤n2 Um1,m2hS
(n1n2)1/2
> ǫ/4
)
≤ (n1+1)(n2+1)P
(
|hS|
(n1n2)1/2
> ǫ/4
)
≤
(n1 + 1)(n2 + 1)
n1n2ǫ2/16
En1n2ǫ2/16h
2
S,
which tends to zero as n→∞. We have thus proved (5.12) for d = 2.
At last we sketch the proof for general d ≥ 3. Without loss of
generality, we suppose Sc = {s+1, . . . , d} with s = 0, . . . , d−1. In the
case s = 0, (5.15) can be easily generalized and we omit the details. In
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the case s ≥ 1, observe that∑
i∈[m]
Ui
∏
q∈Sc
(I − Ueq)hS
=
m1∑
i1=1
· · ·
ms∑
is=1
s∏
q=1
U iqeq
ms+1∑
is+1=1
· · ·
md∑
id=1
d∏
q=s+1
U iqeq
d∏
r=s+1
(I − Uer)hS
=
m1∑
i1=1
· · ·
ms∑
is=1
s∏
q=1
U iqeq
d∏
r=s+1
(Uer − U
mr+1
er )hS
=
d∏
r=s+1
(Uer − U
mr+1
er )
(
m1∑
i1=1
· · ·
ms∑
is=1
s∏
q=1
U iqeqhS
)
.
Thus, (5.14) becomes, for n ∈ Nd,
(5.16)
d∏
q=s+1
(nq + 1)P
(
maxmq≤nq,q=1,...,s M˜m1,...,ms
|n|1/2
> ǫ/2d−s
)
,
with
M˜m1,...,ms =
m1∑
i1=1
· · ·
ms∑
is=1
s∏
q=1
U iqeqhS.
By Proposition 4.1 again, this time {
∏s
q=1 U
iq
eqhS}i1,...,is∈Ns form a collec-
tion of s-dimension stationary orthomartingale differences, with respect
to the commuting filtration {Fn1,...,ns,∞,...∞}n1,...,ns∈Ns . Therefore (5.16)
can be bounded as before by
d∏
q=s+1
nq + 1
nq
E(
∏d
q=s+1 nq)ǫ
2/22(d−s)
(
maxmq≤nq,q=1,...,s M˜m1,...,ms
(
∏s
q=1 nq)
1/2
)2
,
which again tends to zero as n→∞ by the uniform integrability (3.2).

Remark 5.3. The approximation of Sn by Mn (5.4) actually holds
for more general commuting filtrations generated by completely com-
muting transformations. Then (5.5) may not be guaranteed and ex-
tra assumption on the regularity of the random field will be needed:
X0 is F∞,...,∞-measurable and E(X0 | Fi) → 0 in L2 whenever
minq=1,...,d iq → −∞.
However, a crucial ingredient of the proof is the invariance princi-
ple (5.3) for Mn established by Wang and Woodroofe [25]. For this re-
sult to hold, our assumption on the underlying random field of i.i.d. ran-
dom variables indexed by Zd is needed. Without this assumption, in
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general a stationary orthomartingale difference random field may con-
verge to a limit distribution that is not Gaussian [25, Example 1].
Proof of Lemma 5.2. Recall that fi = P0Uif and (5.5). Since
Sn(f) =
∑
j∈[n]
Uj
∑
i∈Zd
Pif =
∑
i∈Zd
∑
j∈[n]
UjPif =
∑
i∈Zd
∑
j∈[n]
Uj−ifi,
we have for all m ∈ [n],
|Sm(f)| ≤
∑
i∈Zd
∣∣∣∣∣∣
∑
j∈[m]
Uj−ifi
∣∣∣∣∣∣
≤
∑
i∈Zd
max
k∈[n]
∣∣∣∣∣∣
∑
j∈[k]
Uj−ifi
∣∣∣∣∣∣ ≤
∑
i∈Zd
U−i
max
k∈[n]
∣∣∣∣∣∣
∑
j∈[k]
Ujfi
∣∣∣∣∣∣
 .
Therefore, ∥∥∥∥maxm∈[n]Sm(f)
∥∥∥∥
2
≤
∑
i∈Zd
∥∥∥∥∥∥maxk∈[n]
∣∣∣∣∣∣
∑
j∈[k]
Ujfi
∣∣∣∣∣∣
∥∥∥∥∥∥
2
.
Observe that for each i fixed, {
∑
j∈[k]Ujfi}k∈Nd is an orthomartingale
with respect to the filtration {Fi}i∈Zd. Therefore, by Cairoli’s inequal-
ity (3.1), ∥∥∥∥∥∥maxk∈[n]
∣∣∣∣∣∣
∑
j∈[k]
Ujfi
∣∣∣∣∣∣
∥∥∥∥∥∥
2
≤ 2d‖Sn(fi)‖2 = 2
d|n|1/2‖fi‖2,
where in the last step we used the fact that {Ujfi}j∈[n] is a collection
of stationary orthomartingale differences. 
6. Discussions
There are some recent developments on sufficient conditions for cen-
tral limit theorem and invariance principle of stationary random fields,
notably by El Machkouri et al. [12] and Wang and Woodroofe [25]. We
compare our condition to theirs.
We first show that the Hannan’s condition is strictly weaker than
Wu’s condition [26, 12]
(6.1)
∑
i∈Zd
δi(f) <∞
where δi(f) is the physical dependence measure for a stationary random
field {f ◦ Ti}i∈Zd, which we will recall in a moment. El Machkouri
et al. [12] showed that this condition implies central limit theorem for
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stationary random fields. In dimension one, it has been shown in Wu
[26, Theorem 1] that (6.1) implies Hannan’s condition (5.1), and the
argument can be easily adapted to high dimension and the details are
omitted. We provide an example in Proposition 6.1 below that satisfies
Hannan’s condition but not (6.1). It suffices to construct a martingale
difference random field that violates (6.1).
However, we remark also that the results of El Machkouri et al. [12]
are more general in the sense that they include central limit theorem
and invariance principle for random fields indexed by non-rectangular
sets. In this case they assume stronger assumption on the moment in
terms of entropy of the index sets.
In the sequel, suppose ǫ = {ǫi}i∈Zd is a sequence of i.i.d. random
variables with P(ǫ0 = ±1) = 1/2. Then, for a function f : {±1}Z
d
→ R,
the physical dependence measure is defined by
(6.2) δi =
∥∥f(ǫ)− f(ǫ∗i)∥∥
2
with ǫ∗ik =
{
ǫk if k 6= i
ǫ∗i if k = i,
where ǫ∗i is a copy of ǫk, independent of ǫ.
Proposition 6.1. Under the above assumption, there exists a martin-
gale difference that does not satisfy (6.1).
Proof. We first address the case d = 1. Set
Z1(ǫ) = 1{ǫ−2=−1}1{ǫ−1=−1}ǫ0
Z2(ǫ) = 1{ǫ−4=−1}1{ǫ−3=−1}1{ǫ−2=1}1{ǫ−1=1}ǫ0
· · ·
Zn(ǫ) = 1{ǫ−2n=−1}1{ǫ−2n+1=−1}1{ǫ−2n+2=1} · · ·1{ǫ−1=1}ǫ0, n ≥ 3.
Define
f = f(ǫ) =
∞∑
n=1
cnZn(ǫ)
for certain sequence of real values {cn}n∈N such that
(6.3)
∞∑
n=1
c2n‖Zn(ǫ)‖
2
2 <∞.
Under this condition, clearly f is well defined and a martingale differ-
ence in the sense that f ∈ F0 and E(f | F−1) = 0.
Now we compute δi defined in (6.2). Observe that for i > 0, δi = 0.
From now on suppose i < 0. Suppose i = −(2k − 1) or −2k for some
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k ∈ N, then we have
f(ǫ)− f(ǫ∗i) =
∞∑
j=k
cj(Zj(ǫ)− Zj(ǫ
∗i)).
Observe that by construction, for all j 6= j′, Zj(ǫ)Zj′(ǫ
∗i) ≡ 0, and
P(Zj(ǫ) 6= Zj(ǫ
∗i) | Zj(ǫ) 6= 0) = 1/2, for all j ≥ k.
Thus, [
∞∑
j=k
cj(Zj(ǫ)− Zj(ǫ
∗i))
]2
=
∞∑
j=k
c2j (Zj(ǫ)− Zj(ǫ
∗i))2,
and for each j ≥ k,
E(Zj(ǫ)− Zj(ǫ
∗i))2 ≥ P(Zj(ǫ) 6= 0)E
[
(Zj(ǫ)− Zj(ǫ
∗i))2 | Zj(ǫ) 6= 0
]
= P(Zj(ǫ) 6= 0)P(Zj(ǫ) 6= Zj(ǫ
∗i) | Zj(ǫ) 6= 0)
=
1
2
‖Zj(ǫ)‖
2
2.
Thus,
δ2i = E
[
∞∑
j=k
cj(Zj(ǫ)− Zj(ǫ
∗i))2
]2
≥
1
2
∞∑
j=k
c2j‖Zj(ǫ)‖
2
2,
and ∑
i≤−1
δ2i (f) ≥
∞∑
k=1
∞∑
j=k
c2j‖Zj(ǫ)‖
2
2 =
∞∑
j=1
jc2j‖Zj(ǫ)‖
2
2.
Now, choose {cn}n∈N such that c2n‖Zn(ǫ)‖
2
2 = n
−2, so that f is well-
defined since (6.3) is satisfied. However,
∑
i δ
2
i (f) = ∞ whence∑
i δi(f) =∞, as desired.
It remains to prove the case d ≥ 2. This can be done by first assigning
an ordering of the space {i ∈ Zd : i ≤ −1} and then embedding the
one-dimensional construction. The details are omitted. 
Next, our results also improve Wang and Woodroofe [25]. They
proved a central limit theorem for stationary random field under the
condition
(6.4)
∑
k∈Nd
‖E(Xk | F0)‖2
|k|1/2
<∞,
and established an invariance principle under a slightly stronger as-
sumption, replacing ‖·‖2 by ‖·‖p for some p > 2 in (6.4). The Hannan’s
condition (5.1) we assumed here is weaker than (6.4). This is known in
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dimension one, see Peligrad and Utev [22, Corollary 2]. We prove the
result for high dimension in Lemma 6.2.
Lemma 6.2. Condition (6.4) implies Hannan’s condition (5.1).
Proof. For n ∈ Nd, set an = ‖P0Xn‖2. Then, it is equivalent to show
(6.5)
∑
n∈Nd
an =∞ implies
∑
n∈Nd
1
|n|1/2
(∑
k≥n
a2k
)1/2
=∞.
To see this, first observe that by orthogonality, for each n ∈ Nd,
‖E(Xn | F0)‖
2
2 =
∑
k≥0
‖P−kXn‖
2
2 =
∑
k≥n
‖P0Xk‖
2
2 =
∑
k≥n
a2k.
To prove (6.5), introduce Bn = {k ∈ Nd : n ≤ k ≤ 2n−1}, and observe
∑
n∈Nd
1
|n|1/2
(∑
k≥n
a2k
)1/2
≥
∑
n∈Nd
1
|n|1/2
(∑
k∈Bn
a2k
)1/2
≥
∑
n∈Nd
1
|n|
∑
k∈Bn
ak =
∑
k∈Nd
ak
∑
n∈Nd
1
|n|
1{k∈Bn} ≥
1
2d
∑
k∈Nd
ak.

The fact that (6.4) is actually strictly stronger than Hannan’s con-
dition follows from Durieu and Volny´ [11] and Durieu [10], in the case
d = 1. Indeed, they constructed a counterexample to show that Han-
nan’s condition does not imply the Maxwell–Woodroofe condition [19],
and the latter is known to be strictly weaker than (6.4). Thus, if Han-
nan’s condition implies (6.4), it then implies the Maxwell–Woodroofe
condition, hence a contradiction. The counterexample therein can be
generalized to Zd.
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