Abstract. The concept of backward extension for subnormal weighted shifts is generalized to arbitrary subnormal operators. Several differences and similarities in these contexts are explored, with emphasis on the structure of the underlying measures.
Introduction
An operator T on a Hilbert space H is subnormal if there is a normal operator N on a Hilbert space containing H as a closed subspace such that the restriction of N to H is T . Weighted shifts have provided many examples of subnormal operators and motivation for analysis of this family of operators. In particular, weighted shifts most directly show the intimate relationships between shifts and moment sequences (cf. [12] ). A specific area of investigation which has proven to be quite productive is that of backward extensions. Given an orthonormal basis {e 0 , e 1 , ...} for H and a subnormal weighted shift W with weight sequence α = {α n } ∞ n=0 in R + given by W e n = α n e n+1 , R. Curto described conditions on the measure and moment sequence associated with W that guarantee that there is a shift with weights {x, α 0 , α 1 , ...} that is also subnormal. The full description of Curto's theorem is presented later in the article. Further results followed this direction of investigation concerning the gap between subnormal and hyponormal operators (cf. [3] , [6] , [7] and [8] ).
There is a description of subnormality for an abstract operator T in terms of weighted shifts; namely, T is injective subnormal if and only if for each h = 0 in H, the weighted shift with weight sequence { T n+1 h / T n h } is subnormal ( [9] ). Our main goal in this note is to use Curto's theorem to develop general conditions analogous to the one-dimensional extensions (one-step backward extensions) central to Curto's theorem and its corollaries. To this end, we explore the two abstract measure-theoretic descriptions of subnormality for a cyclic operator T of norm one:
(i) T is subnormal if and only if there is a finite Borel measure ν on the closed unit disk D such that T is unitarily equivalent to the operator S ν of multiplication by the independent variable z on H 2 (ν), the L 2 (ν)-closure of the set of all polynomials on D.
(ii) For T injective, T is subnormal if and only if for each h in H with h = 1, there is a probability measure µ h such that for every n ≥ 0,
We will show that there are substantial similarities and differences in backward extension theory for shifts and general subnormal operators. Specifically, each subnormal weighted shift itself gives rise to a large family of subnormal shifts via the moment sequence technique alluded to earlier. It was shown in [5] that if the primary shift allows backward extension, then so do all these secondary shifts, and indeed, there are absolute continuity relationships among the associated measures. This general backward extension phenomenon will be referred to as full backward extensions. A major focus of our interest is characterizing those subnormal operators that allow full backward extension. The automatic fullness of backward extension enjoyed by weighted shifts is not automatic for arbitrary subnormal operators. The difference is shown to be intimately related to the various measures involved. We then investigate multiple-step backward (and full backward) extensions. Even in the weighted shift case, one-step extension does not guarantee further extension; this was a core consideration in [5] .
Our analysis of full backward extension focuses on the (potential) differences between the operators of multiplication by z on L 2 (ν) and on R 2 (ν), where R 2 (ν) is the L 2 (ν)-closure of the set of Laurent polynomials (contingent of course on having {z
Subnormal operators-the general case
Throughout this section T is assumed to be a bounded subnormal operator on a (complex) Hilbert space H. It is known (cf. [9] ; see also [13, Prop. 2.3] ) that for each nonzero vector h ∈ H, there exists a unique positive Borel measure µ h on [0, ∞) such that
The measure µ h is probabilistic and its closed support is contained in [0, T 2 ]. We begin this section with some general background material enabling us to define the main notions of this article. Assuming for a while that the operator T is injective, we see that for each nonzero h in H, the sequence
is bounded above by T . We define W h to be the weighted shift on l 2 + with this sequence of weights, relative to the standard orthonormal basis {e 0 , e 1 , ...} of l 2 + . It follows from [9] that each such W h is subnormal and W h ≤ T . Moreover, by (2.1) for each nonzero h in H, the following equalities hold:
We now briefly review the basic concepts from [3] : given a bounded subnormal (injective) weighted shift S on l 
, where µ h is as in (2.1). We adhere to the convention that the zero vector is a one-step backward extension vector for T . We write E T for the set of all one-step backward extension vectors for T . If E T = H, then we say that T has one-step full backward extension.
If this holds for all integers k ≥ 1, then we say that T has ∞-step full backward extension.
Notice that if T has k-step full backward extension and j is an integer such that 1 ≤ j ≤ k, then T has j-step full backward extension.
Let N be a minimal normal extension of T acting on a Hilbert space K ⊃ H (i.e., K is the smallest closed linear subspace of K containing H and reducing N ), and let E be the spectral measure of N . Since N = T , the closed support of E is contained in the closed disc {z ∈ C : |z| ≤ T } (cf. [2] ). Recall that (cf. [2] ) N is a minimal normal extension of T if and only if
which in turn is equivalent to
It is well known that a vector f ∈ K belongs to the range of the normal operator N if and only if 
Lemma 2.5. Let h be a nonzero vector in H. Then
Moreover, for every integer k ≥ 1, the following conditions are equivalent:
1 In the formula (2.3), we adhere to the convention that
Proof. It follows from (2.1) that
which, by the uniqueness of representing measure, implies (2.6). By virtue of (2.6), we have
This, when combined with Proposition 2.4, completes the proof.
According to Lemma 2.5, the set E T coincides with H∩N (K). We are now in a position to formulate necessary and sufficient conditions for T to have k-step full backward extension. Theorem 2.6. If k ≥ 1 is an integer, then the following conditions are equivalent :
Moreover, if T has k-step full backward extension, then both T and N are injective and for every integer 1 ≤ j ≤ k, the range of T j is closed and the kernel of T * j is contained in the range of N j .
Proof. The equivalence (i) ⇔ (ii) is a direct consequence of Lemma 2.5. If T has k-step full backward extension, then µ h ({0}) = 0 for every nonzero h ∈ H. Therefore, by (2.
6), we have E({0})H = {0}. This in turn leads to E({0})E(σ)H = E(σ)E({0})H = {0}
for every Borel subset σ of C. Hence, according to (2.5), E({0}) = 0. This in turn implies that N (and consequently T ) is injective.
(ii) ⇒ (iii) It follows from the previous paragraph that N is injective. Thus H is contained in the domain of (N k ) −1 and, in particular, the kernel of T * k is contained in the range of N k . Since the operator
is closed, so is its restriction to H. Consequently, by the closed graph theorem, there exists c k > 0 such that
This in turn implies that the range of T k is closed. (iii) ⇒ (ii) Denoting by ker T * k the kernel of T * k , we obtain 
By (2.4), the inequality (2.8) is equivalent to the following one:
One can now check that (2.9) coincides with (2. We end this section with orthogonal sums of subnormal operators. 
.} ∪ {∞}, then T has k-step full backward extension if and only if each T j does as well, 1 ≤ j ≤ n.
Proof. It is sufficient to consider the case k < ∞. If N j is a minimal normal extension of T j , then N = n j=1 N j is a minimal normal extension of T and
which by Theorem 2.6 completes the proof.
The following example shows that Proposition 2.9 is no longer true for infinite orthogonal sums. c for all j ≥ 1, which contradicts our assumption.
Quasinormal operators
We now examine a class of operators between the normal and subnormal classes. Recall that a bounded linear operator T on a Hilbert space H is quasinormal if T commutes with T * T (cf. [2] ). Every normal operator is quasinormal, and every quasinormal operator is subnormal. In infinite-dimensional Hilbert spaces these set containments are proper.
Let us begin with the case of a normal operator. 
Lemma 3.1. If T is a bounded normal operator on H and k ≥ 1 is an integer, then the following conditions are equivalent : (i) T has one-step full backward extension, (ii) T has k-step full backward extension, (iii) T has ∞-step full backward extension, (iv) T is injective and the range of T is closed, (v) T is bijective and T −1 is a bounded operator on H.

Proof. The implication (i) ⇒ (iv) is
Since the range of T is closed, there exists 
Given a quasinormal operator T on H, we denote by T nor and T p the normal and the pure part of T , respectively. The operators T nor and T p act on spaces H nor and H p , respectively. Since T p is a pure quasinormal operator, it has a matrix representation of the form A ⊗ V , where A is a bounded injective positive operator on 2 M. 
Hence 
Cyclic subnormal operators
Suppose that T is a cyclic subnormal operator on a Hilbert space H, and let N be its minimal normal extension. For brevity, we assume that T = 1 throughout this section. Then T is unitarily equivalent to a multiplication operator S ν on H 2 (ν) with normal extension N ν on L 2 (ν), where the subscript ν indicates multiplication by the independent variable z on
Applying (2.1) to T = S ν , we get
This in turn implies that for every integer k ≥ 1,
Lemma 4.1. For every integer k ≥ 1, the following are equivalent :
there exists c > 0 such that for all h ∈ H 2 (ν) (equivalently: for all polynomials h),
Proof. That (a) is equivalent to (b) follows from (4.2). Notice that the operator 
is a well-defined cyclic subnormal operator (of norm one) with the cyclic vector 1/z k . Since N ν is a minimal normal extension of S ν , we see that N ν is a minimal normal extension of T (k) . Denote by ν (k) the measure associated with T (k) and by µ 
Proof. (a) Use (4.1). (c) Let
Since bounded complex moment sequences are determinate, the above equalities imply (c). 
This and (a) imply (d).
(e) follows directly from (a) and (d).
(f) That ν (k) and ν are mutually absolutely continuous follows from (c) and ν({0}) = 0. By (c), the mapping Φ k :
