A new method is suggested for obtaining the absolute structure factors from a set of relative intensities. It differs from the method of Wilson in that it does not depend on any statistical result. Formulae are obtained relating the sum of the intensities of all the reflexions with certain integrals involving the electron-density distribution in the atoms. The method is applicable both to two-and three-dimensional data, but in practice it is more useful in the former case. The method makes use of the available structure-factor tables, and has been verified to be valid in a number of cases where the scale factor is known. For the purpose of applying the method to unknown cases, tables of the required integrals are given for some of the commoner atoms which occur in organic crystals.
Introduction
In crystal-structure analysis, the observed intensities of the various reflexions (hkl), after the necessary corrections, yield a set of numbers Ihkl, which are proportional to [FhkzI 2, the constant of proportionality, the scale factor c, being given by the equation
The only direct method of obtaining the scale factor, without having to measure the absolute intensities of some of the reflexions or comparing them with those of a standard crystal, is that due to Wilson (1942) .
The method is based on the statistical result that in a small range of sin 0/), the mean of ]Fhkl[ 9 is equal to the sum of the mean squares of the atomic scattering factors of the atoms in the unit cell for the same range. In many crystals, the number of reflexions in a suitable chosen range may be quite small (of the order of [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] , so that statistical methods cannot be strictly applied to them.
The present paper describes a method which makes use of an exact relationship between the sum of the squared structure amplitudes of all reflexions and a certain integral involving the electron-density distribution of the atoms in the unit cell, a relationship which does not assume any statistical results. However, it requires a knowledge of the approximate temperature factor, but, if this is known, the method is much simpler to apply than Wilson's method and yields more accurate results. The method has been tested in a number of known cases and the results obtained are very satisfactory in every case.
The fundamental equation
The electron density Q(r) at a point r inside the unit cell may be represented by the Fourier series
where Z'~ denotes summation with respect to the triplet of integers h,k, 1; and B~ is the vector ha*+kb*+lc* in the reciprocal space. V is the volume of the unit cell. By squaring (2) and integrating over the unit cell we have
Since the integral on the right-hand side is equal to V6a,_H,, we have
By the application of Friedel's Law, F_B = F*, this reduces to
a result which has been given earlier by Hettich (1935) . Thus we get the following equation for the scale factor, c:
Similarly, in the two-dimensional projection along the c-axis we have 
where N is the number of atoms in the unit cell. The corresponding equation
holds if the atoms are all well resolved in the projection. In three dimensions, the error introduced by this assumption is practically negligible. Now, it is possible to represent the two integrals 1 @~dv and I a~da in terms of certain integrals of the atomic structure factors. If ~s(r) is the electron density of an atom s at distance r from its centre, and fs(~) is its atomic scattering factor for a value of = 4~sin0/A = 2~r [b[ = 2rtb , then by Fourier inversion theorem we have we finally obtain
In a very similar manner we may obtain the expression for the two-dimensional ease.
Application of the method
In determining the scale factor, using equations (5) and (6), one could either use directly the electrondensity integrals of the individual atoms, or obtain them, using (9) and (10), from their tabulated scattering factors. The contribution to the total integral by different atoms could be calculated separately for each atom and for different temperature factors. Although the electron-density distributions of a large number of atoms have been calculated on the basis of modern wave mechanical theory (Hartree, 1928) these are not to be had in explicit algebraic forms suitable for integration analytically. Instead, empirical formulae have been proposed to represent the distribution. Thus, it has been suggested (see Booth, 1945 ) that charge distributions obtained by Fourier syntheses could be very closely represented by expressions of the form ~s(r) = As exp [--Psr~] , (11) and this form, with P = 4.689, has been widely used by Booth (1945) in many studies. Obviously the value of the exponent as well as the form of the function would depend on the temperature factor, and it is not clear how the effect of these could be simply incorporated in the above expression. Further, an atom with a Gaussian distribution would give an atomic scattering factor curve which is also Gaussian. The author's examination of a series of atomic scattering factor curves with different temperature factors showed that the fall of scattering factor with sin 0/2 was much larger, for small values of sin 0/2, and much smaller, for large values of sin 0/2, than what would be represented by a Gaussian form. In fact, the scattering-factor values given by Robertson (1935) for hydrocarbons at room temperature were found to be represented with remarkable accuracy by an analytical expression not of the Gaussian form but of the form R exp [-b~] . In view of these difficulties this direct method was not pursued further.
the atomic integrals [l O~dv and I a~da]
However, can be readily calculated from equations (9) and (10), using the tabulated values of the atomic scattering factors and the known value of the temperature factor. In equations (5) and (6), the Ihkz'S in the denominator would refer to the experimental values obtained without applying the temperature correction, so that the integrals in the numerator should also refer to the same temperature. The effect of temperature can readily be incorporated in equations (9) and (10), for we know that it changes f(~) to f(~) exp [-B(~/4zt)~], which we shall denote by f~(~). Now the value of ~(~) for various values of ~ are available from standard tables for different atoms, and therefore a table of integrals on the right-hand side of (9) and (10) can be prepared for a number of atoms and for various temperature factors, B. Since the scale factor would in general have to be determined only for reflexions in a zone, the values of I a~da calculated as described above are given in Table 1 for the atoms C, H, O, N, S, C, Ni and Cu for various temperature factors.
In applying the method, the following procedure is to be followed: The temperature factor B may be approximately obtained from a knowledge of the melting point or from the value of sin 0/). at which the average intensity of the reflexions reduces to, say, 1/1000 of the maximum value. That the exact value of B, provided it is not very small, is not very important is found from the value given in h k l h k from the observed values of intensities by finding the sum of all the observed intensities, the respective multiplicities being taken into account. The ratio of the two gives the required scale factor. However, it must be remembered that I000 is not directly observed. Consequently, the corresponding quantity in the atomic integral, namely [F00o[ 2, should be omitted. Obviously ]F000] 9 = Z 9, where Z is the total number of electrons in the unit cell. Hence the scale factor in the two-dimensional case is given by equations of the form
where I000 is omitted in summing the intensity values. The finiteness of the series -~I could be allowed for directly by calculating the finite integrals where 0 ~m is the maximum value of 4~ sin 0/4 up to which the reflexions have been observed. We are justified in doing this because the reflexion density is very large for large values of ~ so that in these regions the mean intensity could be assumed to be the sum of the squares of the scattering factors of the various atoms in the unit cell. Further, any error due to this assumption is very small since -~I for values of ~ larger than ~m will usually be very small for most light atoms present in organic crystals provided the maximum value of ~m obtainable by Cu Kc~ radiation is used.
Test of the validity of the method in known cases
To show the extent to which the assumptions of this method are justified, the method has been applied to a number of crystal projections where [Fhkz[ values have been given on an absolute scale so that c = 1 in these cases. The results are given in Table 2 ; both Fo and F c values are used in obtaining the sum ZI. 52* It is seen that the agreement is satisfactory, the values being correct to within 10%. This could be regarded as appreciably better than Wilson's method, where the value of c was found to vary within the limit 0.8-1.5 whereas the correct value was expected to be unity. It is of interest to note that even though we have assumed that the plane of projection is perpendicular to the direction of projection in evaluating the a2-integral, the agreement is good even in case of monoclinic crystals projected along axes other than the b axis. This has been so in the case of hexamethylenediamine dihydrochloride and copper proline dihydrate, where the plane of projection made angles 90.8 ° and 108 ° respectively with the direction of projection. It is easily seen that the actual a2-integral in the case of such projections will be less than the value in the case of normal projections, and hence c values obtained by the above method are liable to be larger than the true value as the angle fl differs more and more from the value 90 ° .
In 
h b 1 h k l = --CO --OO Equation (14) is an exact result which holds for atoms whose electron density falls to zero in a comparatively * The author is grateful to Dr Cochran for pointing this out.
short distance. Obviously, however, this form is not suitable for computational purposes since, for each crystal, the sum on the right-hand side will have to be evaluated and the number of terms occurring is very large (approximately h r x H × K × L). In (13), however, only a small number (equal to N, the number of atoms in the unit cell) of integrals have to be added, once the preliminary tables of integrals have been prepared. The same tables could be used for all crystals. If, however, we confine our attention to a small range of sin 0/2, then (14) leads to the statistical result of Wilson as a special case, namely 2¢ S=I The only advantage of the statistical method over the exact method appears to be that it can be used to determine both the scale factor and the temperature factor. However, as can be seen from Table 1 , the exact method is not very sensitive to variations of the temperature factor. On the other hand, it has the advantage that it does not depend on any statistical result which may not lead to accurate results. Further, the present method has the advantage that once the tables of the atomic integrals are prepared, the calculation of the scale factor'is much simpler than in Wilson's method. On the other hand, the present method, as it stands now, could be used directly only for determination of scale factor of zero-level photographs by using equations of the form A I (r~dA z~v'lFhk012, whereas Wilson's method could be used for any layer photographs since his averaging results hold for any large number of reflexions, provided the choice of reflexions is absolutely random.
