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摘  要 
    本文研究求解大规模矩阵问题的几个理论及算法，在
Lanczos 算法的基础上提出了改进的算法．利用精化向量的优越
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This thesis derives several theories and algorithms for 
solving large matrix problems on the basis of Lanczos 
method. The refined Ritz vectors take the place of the Ritz 
vectors when adding to the Krylov subspace. In the 
augmented Krylov subspace the refined Lanczos method is 
used to solving the symmetric systems and unsymmetric 
systems.Theoretical analysis shows the difference between 
the new methods and the old methods and show which one is 
better. 
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第一章 前  言 




模矩阵问题，它包括特征问题 i iA iϕ λϕ= 和线性方程组 Ax b= 的求解，其中 A是
阶实（复）矩阵，
n





是依实部 大或者 小、依虚部 大或者 小、依模 大或者 小．对于矩阵特
征问题在众多领域的广泛应用，矩阵特征问题数值求解的理论研究、算法和软件
的开发是计算数学和科学与工程计算领域的重大课题． 













































                          (1.1) 
的 ,i iλ ϕ 并使用 ( ),i iλ ϕ ( )1iϕ = 作为 A的特征对 ( ),i iλ ϕ 的近似， ,i iλ ϕ 分别称为 A
在子空间 K 上的 Ritz 值和 Ritz 向量[2]．对子空间 K 不同的选取将会导出不同
的正交投影方法，目前比较经常使用的就有广义 Lanczos 方法，它是建立在
( )1,mK A υ 上所有正交投影方法的总称，如果 Krylov 子空间的基为标准正交基，
则称此类方法为 Arnoldi 方法[2]，当 A为对称矩阵时，Arnoldi 方法就是著名的
Lanczos 方法[5] ．求解矩阵问题的 Krylov 子空间方法可以追溯到 50 年代初
Lanczos 和 Arnoldi 的工作，但是在其后 20 年，人们认为这类方法是数值不稳
定的，很少用于实际计算．直到 70 年代初 Paige 在其著名的博士论文[9]中重新
研究了 Lanczos 以及 80 年代初 Saad[13]重新研究了 Arnoldi 方法后，才使人们
重新认识了这两个方法，之后，人们又做了大量的理论分析和数值实验，充分认
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第一章 前  言 
Krylov 子空间 ( )0,mK A r ，则相应的投影方法为 Krylov 子空间方法[20]．在实际
计算中，常用 Arnoldi 过程产生来产生 Krylov 子空间 ( )0,mK A r 的一组标准正交
基．当 A 为非对称矩阵时，取 L ( )0,mK A r= 可得完全正交化方法，取
L ( 0,m )AK A r= 可得广义极小残量法；当 A为对称正定矩阵时，CG 及其预处理技
术是求解方程组 有效的方法；当 A为对称不定矩阵时，Lanczos 算法是求解大
型对称不定线性方程组的有效方法之一． 
    由于用 Arnoldi 过程形成 Krylov 子空间的一组标准正交基时必须显式地将
新产生的向量与已经产生的所有基向量正交，该方法还需要求一个 阶上
Hessenberg 阵的全部特征对．在实际使用时，内存和计算速度等条件的限制，












    第二类方法是调和投影方法，当矩阵特征值密集时，还可以采用调和投影方
法，这也是 近研究的一个热点，它除了可以通过选取位移点改善原矩阵的特征
值分布外，还可以将内部特征值问题化为端部特征值问题．其基本思想是：给定
一个目标点τ ，将(1.1)式中正交条件的子空间 K 改为 ( )A I Kτ− 就是调和投影方
法．调和投影方法是 Morgan 首先提出的，适合于计算内部特征值和对应的特征
向量．此后相继提出了增广 Krylov 子空间上的调和 Arnoldi 方法等．调和投影
方法实际上可以转化为一正交投影方法，因此，正交投影方法已有的性质在调和
投影方法中也相应存在． 
    第三类方法是精化投影方法，理论分析和大量的数值实验表明了求解大规模 































的近似特征对和方程组的解，与传统的 Lanczos 方法不同的是：对确定的 Ritz
值 iλ ，用精化向量 [3]替代传统 Ritz 向量iu iy 作为矩阵的近似特征向量，近似特
征对 的残量范数达到 小，它是该子空间所能够提供的近似特征对的 佳
逼近，这时在新的子空间中所含有的特征向量信息越丰富，其收敛速度可能很
快．在 Lanczos 压缩重启中的增广 Krylov 子空间上分别添加 Ritz 向量和精化向
量，理论上分析它们与传统方法的差别及优劣性． 
( ,i iuλ )
•用精化Lanczos压缩重启求大规模非对称矩阵问题的近似特征对和方程组
的解，再次利用精化向量的优越性，理论上比较了在增广 Krylov 子空间上分别
添加 Ritz 向量和精化向量的差别． 
文中 ( )1,mK A υ = span { }11 1 1, , mA Aυ υ υ− 表示 维的Krylov子空间，m I 表示
阶单位矩阵， 表示 阶单位矩阵
n



















第二章 在增广 Krylov 子空间上用精化 Lanczos 方法求解对称矩阵问题 
第二章 在增广Krylov子空间上用精化Lanczos方法求解对称矩
阵问题 
2.1  引言 























敛的，比 Ritz 向量更为准确，并且近似特征对 ( ),i iuλ 的残量范数达到 小，它
是该子空间所能够提供的近似特征对的 佳逼近．在 Lanczos 压缩重启中的增广















第二章 在增广 Krylov 子空间上用精化 Lanczos 方法求解对称矩阵问题 
2.2  Lanczos 方法及精化 Lanczos 方法 
Lanczos方法是求解大规模稀疏对称矩阵端部特征问题的一种常用的正交投
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                 1,i i i i mi mr Ay yθ β υ += − =                          (2.2) 
其中 ，且1
T
mi m m ie gβ β += ir miβ= ．下面给出 Lanczos 方法算法． 
算法 1.  Lanczos 方法[18] 
1．开始：Krylov 子空间维数为 ， l为所需特征对的个数，误差限 和单 m tolr
位初始向量 1υ ． 
2．Lanczos 过程：完成 步 Lanczos 过程 ：定义m 1 00, 0β υ= = ，对 
1, 2, ,j m=  做 1j j j jAω υ β υ −= − ， ( ),j j jα ω υ=  ， j j j jω ω α υ= − ， 1 2jβ jω+ = ，
如果 1 0jβ + = 停止， 1 1 1j j jυ ω β+ += + ．形成对称三对角矩阵 ，正交阵 ． mT mV
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量为 i m iy V g= ，每个 Ritz 对 ( , 的残量为 i)i iyλ i i ir Ay yλ≡ − ，利用残量检验其收敛． 
4．重启：选择一个新的初始向量，正规化得到新的 1υ ，重新回到步骤 2． 
当 是( , )i iyλ A特征对较佳的逼近时，残差趋于零，但是被逼近的特征对是病 
态时，小的残差不能保证好的逼近，特别是，实际计算中发现经常会出现 Ritz
值已经收敛，但 Ritz 向量却不收敛，这样残量便不会很小的不规则现象，为了
避免以上的问题，对应于 Ritz 值 iλ ，在 Krylov 子空间中选择一个单位向量 ，
满足[3]： 
iu






A I u A I uλ
∈ =
− = −λ                    (2.3)   
称 为精化向量．这个关系式表明：近似特征对iu ( ),i iuλ 的残量范数达到 小，它
是该子空间所能够提供的关于近似特征值对特征向量近似的 佳逼近． 
定理 1  设 是矩阵iz Tm i Iλ− 的 小奇异值 ( )min Tm i mIσ λ− 对应的右奇异向
量，那么 满足： iu




m mi i i
u V z
)A I u Iλ σ λ
=
− = −




I ⎛ ⎞= ⎜ ⎟
⎝ ⎠
．详细证明见[3] ．该定理说明精化向量是可以廉价和可靠的计
算．在算法 1 中的步骤 3，利用定理 1 求出的 替代iu iy ，所导出的方法称为精化
Lanczos 方法[18]． 
 
2.3  精化向量张成子空间的 Ritz 值 
文献[4]指出，矩阵 A在投影空间上的Ritz值 1, , lλ λ 是矩阵 A在相应的Ritz
向量 1, , lϕ ϕ 张成子空间 span1E = { }1, , lϕ ϕ 上的 Ritz 值．若投影子空间中含有
所求特征向量的信息越丰富，则该空间上的 Ritz 值对应所求特征值的近似程度
越好，利用精化向量 的优越性，张成子空间iu 2E = span }{ 1, , lu u ，用该子空间
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算法 2． iθ 的计算 









E lT V AV= l̂
3．计算 的全部特征值
2E
T iθ ， 1, ,i l= ． 
先讨论如何完成第一步，假设 ( )1, ,l lZ z z= ，其中 ，iz 1, ,i l= 是(2.4)的右
奇异向量，则 2E = span }{ 1, ,m m lV z V z = span{ }m lV Z ，如果 l lZ W R= 是矩阵 lZ 的 QR
分解，那么 
2E = span{ }m lV Z = span{ },m lV W                       (2.5) 
其中 是 标准正交阵，lW m l× R 是 l阶可逆的上三角阵．由(2.5)得到具有标准正交
列的矩阵 的列向量组恰为子空间 的一组标准正交基，因此 m lV W 2E
                                                  (2.6) ˆ ,l m lV V W=
算法 2 的第二步有： 
( )
2
,T TE m l m l l mT V W AV W W T W= = l                       (2.7) 
由此，没有必要显式地形成子空间 的一组标准正交基，利用已有的 以及2E mT lZ 的
QR 分解得到的正交阵便可形成 A 在 的一组特定标准正交基下的限制矩阵
．完成第一部分和第二部分总的运算量是 ，并且由于在实际的计算中，
需要求的特征对的个数 比求解子空间维数 小得多，故计算 l阶矩阵 特征值













定理 2  矩阵 的特征值
2E
T iθ ( )1, ,i = l 满足 
             ( )min ,
j
i j lC Uθ θ λ κ− ≤  
其中 ( ){ }minmax T , 1, ,m miC l I j lσ λ= − = ， ( )1, ,lU u u= l  [19]． 
该定理表明了矩阵 的特征值
2E
T iθ 和 Ritz 值 iλ 之间的关系，并且说明了 iθ 作
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2.4  精化 Lanczos 压缩重启  
使用 Lanczos 算法得到线性方程组 Ax b= 的解，算法可描述如下：选择单位




υ = ，则由 步 Lanczos 迭代过程得到方程
组的第 步迭代解为
m
m 0m mx x V d= + ，其中 0 1mT d r e= [17]． 
Lanczos 算法是求解大型对称不定线性方程组的有效方法之一，然而随着
Lanczos 算法所生成 Krylov 子空间维数的增大, Lanczos 向量往往失去正交性，
致使 Lanczos 算法的收敛速度可能很慢．实际计算中，重新启动是有必要的，在
重启中考虑子空间 span{ }2 3 11 1 1 1, , , , , m km m m m mA A A Aυ υ υ υ υ− −+ + + + +1 ，对该子空间进行











向量．由式(2.2)可证添加后的子空间仍是 Krylov 子空间．设 为子空间的 大




1, , ky y ，令 则该子空间为[8]： ( 1, , kY y y= )
span{ }2 3 11 2, 1 1 1 1 1, , , , , , , , m kk m m m m my y y A A A Aυ υ υ υ υ− −+ + + + + ,          (2.8) 
它是 Krylov 子空间，其中 1mυ + 是上一次循环的 后一个基向量． 
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