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DECAY OF LOCAL ENERGY FOR SOLUTIONS OF THE FREE
SCHRÖDINGER EQUATION IN EXTERIOR DOMAINS
by
N. Burq & B. Ducomet
Abstract. — In this article, we study the decay of the solutions of Schrödinger equations in the exterior
of an obstacle. The main situations we are interested in are the general case (no non-trapping assumptions)
or some weakly trapping situations
Résumé. — On s’intéresse dans cet article à la décroissance temporelle de la solution du problème extérieur
pour l’équation de Schrödinger, dans le cas d’obstacles. Les situations auquelles on s’intéresse sont le cas
général (pas d’hypothèse géométrique) ou alors des situations faiblement captantes.
1. Introduction
Since the early works of Lax and Phillips [18, 21] on exterior Dirichlet problem for the wave operator
∂2t −∆, it is well known that geometry of the boundary plays a crucial role in the time decay properties
of the solution whether it is trapping or not. If the boundary is not trapping, it is known [22] that local
energy decays at exponential rate. For the same problem, under very general trapping assumptions, N.
Burq proved [3] that there exists an exponentially small neighbourhood of the energy real axis, free of
resonances, which implies a logarithmic decay rate of local energy.
For the Schrödinger operator ı∂t+∆ which enjoys different spectral properties the only available result
to our knowledge, concerning the exterior non-trapping case, is due to Tsutsumi [26](see also Hayashi
[11] for star shaped geometries and Rauch [25] for the potential case), and reads as follows.
Consider a smooth compact obstacle Θ ⊂ Rd such that Ω = Rd \Θ is connected.
(1.1)

(
ı∂t +∆
)
u = 0 in R+ × Ω,
u(x, t) = 0 on R+ × ∂Ω,
u |t=0= u0 ∈ L2(Ω) in Ω,
Denoting L2R(Ω) := {u ∈ L2(Ω), Supp u ⊂ Ω ∩B(0, R)}, one get [26]
N. Burq is partially supported by ANR projects ANR-13-BS01-0010-03, (ANAÉ) and ANR-16-CE40-0013 (ISDEEC).
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Theorem 1 (Tsutsumi). — Let d > 3 and Ω a non-trapping exterior domain (i.e. such that any
singularity of the Green function for the Dirichlet problem for the wave equation in Ω goes to infinity as
t → ∞). Let U(t) be the evolution operator associated to problem (1.1), and R1, R2 > 0. There exists
C > 0 such that for all t > 1
(1.2) ‖U(t)‖L2R1(Ω),L2R2(Ω) 6
C
t
d
2
.
In this article our purpose is to generalize the result of Tsutsumi in the general trapping case by
adapting the strategy of [3] to a generalized Schrödinger equation, with a Laplace-Beltrami operator
1
̺(x)
divA(x)∇,
replacing the Laplacian ∆, and the results of Ikawa [12, 13] in the case where O is the union of several
disjoint convex obstacles.
An extra motivation for this work is the relevance of this kind of information for global existence of
solutions to related non-linear Schrödinger’s equations (see [27] [28] [5]).
Acknowledgements. We would like to thank C. Zuily for various discussions on the content of this
article and a referee for signaling several imprecisions in a first version of the paper and raising comments
which lead to significant improvements (see (2.14) in Theorem 5).
2. Hypotheses and results
Let us consider a compact set Θ ⊂ Rd with C∞ boundary such that Θ ⊂ B(0, a) for a a > 0. We
denote by P the operator defined by
(2.1) P (x, ∂) := − 1
̺(x)
n∑
i,j=1
∂iaij(x)∂j ,
in Ω := Θc associated to the weight ̺(x) ∈ C∞(Ω) such that ̺(x) > ̺0 > 0 and the symmetric and
positive definite matrix A with entries A := (aij) ∈ C∞(Ω) satisfying the ellipticity condition
(2.2)
n∑
i,j=1
ai,j(x)ξiξj > C|ξ|2, ∀(x, ξ) ∈ T ∗Ω, C > 0.
We suppose that (“asymptotic flatness") for any multi-index α such that |α| 6 1, there exist β > 0 and
Mα > 0 such that ∀x ∈ Rd\B(0, a)
(2.3)
∣∣∂αx (̺(x) − 1)∣∣+ n∑
i,j=1
∣∣∂αx (ai,j(x)− δi,j)∣∣ 6 Mα〈x〉β+|α| ,
where we denote by 〈·〉 the usual "japanese bracket"
(2.4) 〈x〉 = (1 + |x|2)1/2.
In the following we will also denote by P the self-adjoint extension of (2.1) in H = L2(Ω, ̺(x) dx) with
domain D(P ) = {u ∈ H2(Ω), u|∂Ω = 0}. We shall denote by Hk = D(P k/2) endowed with the norm
‖u‖2Hk = ‖P k/2u‖L2 + ‖u‖2L2, and by H−k the image of L2 by the map
u 7→ (P + Id)u,
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endowed with the norm
‖u‖H−k = ‖(P + Id)−1u‖L2.
If we denote by R˜(z) the outgoing resolvent (z2 − P )−1 of P in Ω, (z − P )−1u0 is the solution of the
problem
(2.5)

(
z2 − P )v = u0 in Ω,
v |∂Ω= 0,(
x
|x| · ∇x − i
√
z
)
v = o|x|→+∞(|x|(1−n)/2), ( v is outgoing)
and we have
R˜(z)f = i
∫ ∞
0
e−it
√
zu(t) dt,
where u is the solution de (1.1) and the square root is defined on C \ R+ by√
ρeiθ =
√
ρeiθ/2, ρ > 0, θ ∈ (−2π, 0).
It is known [21] that z → R˜(z) extends from Im z < 0 (the physical half plane) to a regionO (if d is odd,
O is the complex plane C, and if d is even, O is the simply connected covering of C∗) as a meromorphic
operator from L2comp(Ω) into H
2
loc(Ω). Then the resolvent R(z) = R(
√
z) extends meromorphically from
C∗ to its universal cover (even dimensions) and to the two leaves cover (odd dimensions).
Let us recall the general result [3, 4]
Theorem 2 (Burq). — Assume that the operator P satisfies the assumption (AE) in Remark 2.5.
There exist a,D > 0 such that, for any χ ∈ C∞0 (Rd), in the conditions of Theorem 3, the operator
χR(z)χ has an analytic continuation, as a continuous operator in H, in the region
(2.6) Ω =
{
z ∈ C; Im z 6 e−a
√
|Re z| : |z| > D
}
.
Moreover, in this region, there exist A > 0 and C > 0 such that
(2.7) ‖χR(z)χ‖L(H) 6 CeA
√
|Re z|.
From these general estimates, following Vodev, we deduce resolvent estimates with space weights
(see [32, Corollary 1.2])
Theorem 3 (Vodev). — There exists positive constants C1, C2 and ǫ0 such that R(z), which is holo-
morphic in Im ξ < 0, does not have any pole in the region
(2.8) V :=
{
z ∈ C : | Im z| < ǫ0e−C2
√
|Re z|
}
∩ {|z| > C1},
where (1 + i0)1/2 > 0.
Moreover for any s > 1/2 and for any z ∈ V the resolvent R satisfies the bound
(2.9) ‖e−〈x〉R(z)e−〈x〉‖L(H,H) 6 C eC3
√
|Re z|.
This result will imply as in [3], a logarithmic decay for the solution of the problem (1.1).
More precisely our first result reads
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Theorem 4. — For all R1, R2 > 0 and any k > 0, there exists C > 0 such that for any initial condition
u0 ∈ D(P k) supported in B(0, R1) ∩ Ω, one has for any t > 1
(2.10)
(∫
B(0,R1)∩Ω
|u(x, t)|2dx
)1/2
6
C
(log t)2k
‖u0‖Hk .
Our second result concerns some weakly trapping situations where resolvent estimates stronger than (2.9)
are available. For the wave equation, such situations were investigated by Ikawa in a series of articles
(see [12], [13], [14], [15]), Gérard [9] and more recently by Petkov-Stoyanov [24].
We now assume that the operator P satisfies
– (E) The metric in Section 2 is exactly euclidean outside of a fixed ball.
– (HN ) The weighted resolvent χ(x)R(z)χ(x) which is holomorphic in Im z < 0 admits a holomorphic
extension in a region
(2.11) {z ∈ C; |Re z| > C, Im z 6 c|z|−N < C},
and satisfies for some s > 12 and some compactly supported function with large enough support, χ,
(2.12) ‖χ(x)R(z)χ(x)‖L(H,H) 6 C|z|N .
Remark 2.1. — In the litterature, motivated by wave equation expansion, authors usually study the
resolvent
R˜(z) = R(z2) = (−∆− z2)−1.
A straightforward calculation shows that stating Assumption HN in this context amounts simply to
replace the domain (2.11) by
{z ∈ C; |Re z| > C, Im z 6 c|z|−N− 12 },
and the estimate (2.12) by
‖χ(x)R(z)χ(x)‖L(H,H) 6 C|z|2N .
As a consequence, H− 12 is actually equivalent to a non trapping assumption while for larger N , it corre-
sponds to a weakly trapping one.
Theorem 5. — Assume that (E) and (HN ) are satisfied.
Then
– If 0 < N , for any real k > 0, there exists Ck > 0 such that for any t > 1,we have
(2.13)
∥∥∥∥〈x〉−d/2−ǫ e−itP(1 − iP )k 〈x〉−d/2−ǫ
∥∥∥∥
L(H)
6 Ckmax
( 1
t
d
2
,
( log(t)
t
) k
N
)
– If − 12 6 N < 0, for any real 0 6 k < d/2− (1+2N), and any ǫ > 0, there exists Ck,ǫ > 0 such that
for any t > 1,we have
(2.14)
∥∥∥〈x〉−d/2 e−itP (1− iP )k〈x〉−d/2∥∥∥
L(H)
6 Ck
1
t
d
2−ǫ
.
Remark 2.2. — Notice that as noticed by a referee, since the operator 〈x〉d/2−ǫ((1− iP )−k〈x〉−d/2−ǫ is
bounded on L2, (2.14) also holds for k 6 0.
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Remark 2.3. — In the case of two strictly convex obstacles Θ = O1 ∪O2 in Rd (or of several obstacles
satisfying a pressure condition), relying on the works by Ikawa [12, 13, 14, 15], Burq [3] showed that the
assumptions (HN ) above are satisfied for any N > − 12 (actually the loss with respect to the non trapping
estimates, N = − 12 is only logarithmic). See also [7, 23]. In the case of degenerate obstacles the work of
Ikawa [16, 17] suggests that Assumption (HN ) should be in this case true for some N > 0 (depending
on the order of vanishing of the curvature). It is satisfied for some semi-classical models (see [6, Section
6.4]).
Remark 2.4. — The self adjointness of P could probably (see [3]) be replaced by the assumption that
iP is maximal dissipative. For simplicity, we do not pursue in this direction here.
Remark 2.5. — Another natural assumption would be
Assumption (AE). — The operator P satisfies (AE) if and only if it satisfies (2.1) (2.2) and there
exists R0 > 0, θ0 > 0, ǫ0 > 0 such that its coefficients are analytic in the domain
Λθ0,ǫ0,R0 = {z = rω ∈ Cd;ω ∈ Cd dist(ω; Sd−1) < ǫ0, r ∈ C, |r| > R0, arg(r) ∈ [−θ0, θ0]},
(where Sd−1 is the real sphere) and satisfies (2.3) in Λθ0,ǫ0,R0 .
We are not aware of precise low frequency resolvent estimates under assumption (AE) for boundary
value problems, though it is likely that they should hold. Provided such estimates were true, we could
generalize our results to this more general setting
3. Gluying estimates: from space-local results to space-weighted estimates
In this section we prove that it is enough to prove the results in Theorem 5 with the weight 〈x〉−1
replaced by a cut off χ(x), χ ∈ C∞0 (Rd). In the remaining of this section, we assume that Theorem 5 is
true with 〈x〉−1replaced by a cut–off χ ∈ C∞0 (Rd).
Namely
– If 0 < N , for any real k > 0, there exists Ck > 0 such that for any t > 1,we have
(3.1)
∥∥∥∥χ(x) e−itP(1− iP )k/2 χ(x)
∥∥∥∥
L(H)
6 Ckmax
( 1
t
d
2−ǫ
,
( log(t)
t
) k
N−ǫ)
if (E) and HN are satisfied.
– If − 12 6 N < 0, for any real 0 6 k < d/2− (1+ 2N), and any ǫ > 0, there exists Ck,ǫ > 0 such that
for any t > 1,we have
(3.2)
∥∥∥χ(x) e−itP (1− iP )k/2χ(x)∥∥∥
L(H)
6 Ck〈t〉− d2+ǫ.
The idea is to use, as a black box, some results by Bony and Häffner that we recall below (see [2, Theorems
1-iii), 5-i)]
Theorem 6 (Bony-Häfner). — Assume that there is no obstacle and that the operator P0 satisfies
assumptions (2.1), (2.2) and furthermore is non trapping.
Then we have
(3.3) ∃C > 0; ∀|t| > 1, ‖〈x〉−d/2eitP0〈x〉−d/2‖L(H−d/2;L2) 6 C〈t〉−d/2+ǫ.
Furthermore, for all φ ∈ C∞0 (]0,+∞[) and µ > 0 there exists h0 > 0 and C > 0 such that for all
0 < h < h0, and all t 6= 0,
(3.4) ‖〈x〉−µeitP0φ(h2P0)〈x〉−µ‖L(L2) 6 〈th−1〉−µ.
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Corollary 3.1. — Assume that there is no obstacle and that the operator P0 satisfies assumptions (2.1),
(2.2) and furthermore is non trapping. Then for any 0 < ν < µ, ν < 1, k ∈ R, there exists C > 0,
(3.5) ‖〈x〉−µeitP0〈x〉−µ‖L(Hk(Rd);L1(−1,1);Hk+ν(Rd))) 6 C.
Proof. — For simplicity we just prove the result for k = 0, the general case beeing similar. For fixed
h > 0,
‖〈x〉−µeitP0φ(h2P0)〈x〉−µ‖Hν(Rd) ∼ h−ν‖‖〈x〉−µeitP0φ(h2P0)〈x〉−µ‖L2(Rd),
and consequently according to (3.4)
(3.6) ‖〈x〉−µeitP0φ(h2P0)〈x〉−µ‖L(L2(Rd);L1(−1,1);Hν(Rd))
6 Ch−ν
∫ 1
0
〈th−1〉−µdt 6 Ch1−ν max(1, hµ−1) 6 Chδ,
where δ > 0 and the estimate (3.7) follows from the dyadic decomposition
u = Ψ(P0)u+
+∞∑
j=1
φ(2−2jP0)u0,
and summation.
We now turn to proving the same type of estimate under assumption HN in the presence of an obstacle
Proposition 3.2. — Assume that the operator satisfies (E) and (HN ). Then for any 0 < ν < µ,
ν < −2N , there exists C > 0,
(3.7) ‖〈x〉−µeitP0φ(h2P0)〈x〉−µ‖L(Hk(Rd);L1(−1,1);Hk+ν(Rd))) 6 C.
Proof. — Again, for simplicity we just prove the result for k = 0. Let us first prove this estimate with
the weight 〈x〉−µ replaced by a cut off χ(x). We start from the formula
χ(x)eitPφ(h2P )χ(x) =
∫
ℑz=0−
eitzφ(h2z)χ(x)(P + z)−1χ(x)dz,
and perform the change of variables ζ = h−2Nz, which gives
χ(x)eitPφ(h2P )χ(x) = h2N
∫
ℑζ=0−
eih
2N tζφ(h2+2N ζ))χ(x)(P + h2Nζ))−1χ(x)dz,
and according to (2.11) the r.h.s. is holomorphic in the region ℑζ < c. We use the quasi-holomorphic
extension of the function φh(ζ) = φ(h
2+2N ζ), φkh defined by
φkh(x+ iy) =
k∑
j=0
dk
dxk
φh(x)
(iy)j
j!
ρ(y),
with ρ ∈ C∞0 (0, c) equal to 1 near 0, which satisfies
|∂zφkh(x+ iy))| 6 C|ρ′(y)|+ Ch2(1+N)(k+1)|y|k|ρ(y)|.
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As a consequence, using Green’s formula and (2.12), we obtain (using that the support of φh is included
in the set |ζ| 6 h−2−2N )
(3.8) ‖χ(x)eitPφ(h2P )χ(x)‖L(L2) = h2N
∥∥∥∥∫
ζ=x+iy,y>0
eih
2N tζ∂ζφ
k
h(ζ)χ(x)(P + h
2Nζ)−1χ(x)|dζ|
∥∥∥∥ ,
6 Ch2Nh−2−2Nh−2N
∫ c
y=0
e−th
2Ny(|ρ′(y)|+ Ch2(1+N)(k+1)|y|k)dy
6 Ch−2−2N
(
e−th
2N
+ Ck(
h2
t
)k+1
)
.
And consequently, using this estimate for |t| > h−2N−ǫ and the trivial bound (by 1) otherwise, we get
‖χ(x)eitPφ(h2P )χ(x)u0‖L1(−1,1);Hν 6 h−ν(h−2N−ǫ +O(h∞)),
and the result follows if ǫ > 0 is small enough. Now we extend the result by replacing the χ(x) weight
on the left by 〈x〉−µ. Let
u(t) = (1 − χ(x))eitPχ(x)u0,
solution of
(3.9) (i∂t + P )u = −[P, χ]eitPχ(x)u0.
Since P is euclidean or asymptotically flat, if χ = 1 on a sufficiently large domain, and since v and [P, χ]u
are supported on the region where χ 6= 1, we can replace P in (3.9) by an operator P0 on L2(Rd) (no
obstacle Θ), whose coefficients coincide with the coefficients of P on the support of 1 − χ and which is
non trapping (because, P0 can be taken arbitrarily close to the euclidean Laplacian in C
∞-norm). It
consequently satisfies (3.3) and (3.4), and we now have
(i∂t + P0)u = −[P0, χ]eitPχ(x)u0 ⇒ (1− χ)u = eitP0(1− χ)u0 + i
∫ t
0
ei(t−s)P0[P0, χ]eisPχu0ds.
The contribution of the first term is easily dealt with. To estimate the contribution of the second term,
we choose ν1 < −2N and ν2 < 1 such that ν = ν1 + ν2 − 1 and χ˜ equal to 1 near the support of ∇χ, and
write
(3.10)
∥∥∥∥〈x〉−µ ∫ t
0
ei(t−s)P0 [P0, χ]eisPχu0ds
∥∥∥∥
L1((−1,1)t;Hν1+ν2−1)
6
∫
(t,s)∈(−1,1)2
∥∥∥〈x〉−µei(t−s)P0 χ˜[P0, χ]χ˜eisPχu0∥∥∥
Hν
dsdt
6
∫
(t,s)∈(−1,1)2
∥∥∥〈x〉−µei(t−s)P0 χ˜∥∥∥
Hν1−1→Hν1+ν2−1
∥∥χ˜eisPχ∥∥
L2→Hν1 dsdt ‖u0‖L2 6 C‖u0‖L2 .
This shows that we can replace the χ(x) weight on the left by 〈x〉−µ. To replace the χ(x) weight on the
right by 〈x〉−µ, we argue by duality and proceed in a similar way: here we have to deal with operators
norms of the adjoint operator
〈x〉−µ
∫ 1
−1
e−isP0〈x〉−µf(s)ds,
and bound its norm from L∞H−1 to L2, knowing that the similar bound holds when the weight on the
left is replaced by a cut-off. We express (1− χ)e−isP0 in terms of e−isP and the proof follows by similar
considerations as previously.
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Let us now come back to the proof of Theorem 5 knowing that (3.1) and (3.2) hold. As a first step, we
show that we can replace the cut off χ on the left in (3.2) by the weight 〈x〉−d/2. We write again
〈x〉−d/2(1− χ)(1− iP )ke−itPχ = (1− iP )k(1− iP )−k〈x〉−d/2(1 − χ)(1− iP )k〈x〉d/2〈x〉−d/2e−itPχ,
and by standard pseudodifferential calculus (away from the boundary) we have that the operator
A = (1− iP )−k〈x〉−d/2(1− χ)(1 − iP )k〈x〉d/2,
is, modulo smoothing and decaying terms, equal to A(1 − χ1) (if χ is equal to 1 on the support of χ1)
and is bounded on Hk. As a consequence, it is enough to estimate 〈x〉−d/2(1−χ1)e−itPχ from L2 to Hk.
Let u = eitPχu0. The function v = (1− χ1)χu satisfies
(3.11) (i∂t − P )v = −[P, χ1]u.
We can, as before, replace here P by P0 which satisfies (3.3), (3.4) and according to (3.11) and Duhamel’s
formula, we have
v = e−itP0χu0 + i
∫ t
s=0
e−i(t−s)P0 [P, χ1]u(s)ds.
The first term is estimated by applying (3.3). The idea to estimate the non homogeneous term is to use
for e−i(t−s)P0 the estimate (3.3) and for [P, χ]u(s) the estimate (3.2).
An issue here is the loss of one derivative due to the fact that the operator P is of order 2 (and hence
the bracket is of order 1). To gain back this loss of one derivative, we have to estimate carefully the
contributions of the regions |t− s| 6 1/2 and |s| 6 1/2. Let us first estimate the (easy) part when both
|s|, and |t− s| are larger than 1/2. In this case the loss of derivatives can be recovered by using the slack
of d2 > 1 derivatives in (3.3), while the k derivatives from the H
k norm are estimated using (3.1), (3.2)
(according whether k > 0 or k < 0), giving
(3.12) ‖〈x〉− d2 v‖Hk 6 C
∫ t
s=0
1
1 + |t− s| d2−ǫ
1
1 + |s| d2−ǫ
‖u0‖L2 6
C
1 + |t| d2−2ǫ
‖u0‖L2 .
Let us now focus on the contribution of |t− s| 6 1/2. In this case we have |s| ∼ |t| and we bound the
non homogeneous part by
(3.13)
∫
|t−s|<1/2
‖〈x〉− d2 e−i(t−s)P0χ
∥∥L(Hk−1+ǫ;Hk)∥∥ [P, χ1]‖L(Hk+ǫ;Hk−1+ǫ) ∥∥χe−isPχ∥∥L(L2;Hk+ǫ) ds
6 C
∥∥∥〈x〉− d2 e−itP0χ∥∥∥
L(Hk−1+ǫ;L1(0,1);Hk)
sup
|s−t|<1/2
∥∥χe−isPχ∥∥L(L2;Hk+ǫ)
and we use Corollary 3.1 and (3.1) or (3.2) to conclude.
Let us now deal with the contribution of the region |s| 6 1/2. We proceed similarly and get a bound
(with k + ǫ < d/2)
(3.14)
∫
|s|<1/2
∥∥∥〈x〉− d2 e−i(t−s)P0χ∥∥∥
L(H−ǫ;Hk)
‖[P, χ1]‖L(H1−ǫ;H−ǫ)
∥∥χe−isPχ∥∥L(L2;H1−ǫ) ds
6 C sup
|σ−t|<1/2
∥∥∥〈x〉− d2 e−iσP0χ∥∥∥
L(H−ǫ;Hk)
∥∥χe−isPχ∥∥L(L2;L1(0,1/2);H1−ǫ) ,
and we use (3.3) to estimate the first term in the r.h.s and Proposition 3.2 for the second term.
As a consequence, we just proved that in (3.1), (3.2) we can put in the left 〈x〉− d2 instead of χ(x). By
duality we hence also have a similar estimate with 〈x〉− d2 instead of χ(x) in the right (and now χ(x) in
the left). We now re-perform the same procedure which allows to replace again χ(x) in the left by 〈x〉− d2 .
This ends the proof of the insertion of the proper weight in (3.1), (3.2).
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4. Proofs of theorem 4
4.1. Proof of theorem 4. — Let χ ∈ C∞0 equal to 1 on B(0, R1). Theorem 4 amounts to proving
that for any k > 0 there exists C > 0 such that for any u0 satisfying u0 = χu0, one has
‖χeitPu0‖ 6 C
log(t)2k
‖(P + i)k/2u0‖L2.
Since the L2 norm is conserved by the evolution eitP , it is by interpolation clearly enough to prove the
result for even integers k. In that case, if χ˜ is equal to 1 on the support of χ, we have
v0 = (P + i)
k/2u0 = (P + i)
k/2χu0 = χ˜(P + i)
k/2χu0 = χ˜v0
and Theorem 4 amounts to proving
Theorem 7. — For any even integer k > 1 there exists a constant Ck > 0 such that for any t > 1
(4.1)
∥∥∥∥χ(x) e−itP(1− iP )kχ(x)
∥∥∥∥
L(H)
6
Ck
(log t)2k
.
4.2. Proof of Theorem 7. — Let us notice first that an application of [3, Théorème 3], using only
the weaker estimate
(4.2) ‖χ(x)R(z)χ(x)‖L(H,H) 6 C eC3|Re z|,
in the domain
(4.3) V˜ :=
{
z ∈ C : | Im z| < ǫ0e−C2|Re z|
}
∩ {|z| > C1},
implies directly (at least in the high frequency regime), see (4.1)
(4.4)
∥∥∥∥χ(x) e−itP(1− iP )k χ(x)
∥∥∥∥
L(H)
6
Ck
(log t)k
.
To get the proper decay rate ( Ck
(log t)2k
), we shall use as in [3] a time cut-off, together with a complex
deformation of the contour in the ξ = z2-variable which is adapted to Schrödinger operators.
In the rest of this section we shall prove Theorem 7. We first deal with the low frequencies. According
to [3, Section B.2] we have
Theorem 8. — For any θ ∈ [0, π4 [ there exist δ > 0 and r, C > 0 such that the resolvent R(z) admits
an analytic expansion in the sector
{z = ρeiφ ∈ C; 0 < ρ < r, φ ∈ [−π − θ, θ]},
and is uniformly bounded in this sector.
Now we start with the classical formula
(4.5) e−itP
χ(P )
(1− iP )k x =
1
2iπ
∫ +∞−i0
ξ=−∞−i0
eitξ
χ(ξ)(
1− iξ)k 1ξ + P dξ x.
Let χ˜ be a quasi-analytic extension of χ i.e. a function satisfying
|∂zχ(z)| 6 CN |ℑz|N , ∀N,
such that
Ω = supp(∂zχ) ⊂
{
x+ iy; |x| ∈ [r
4
,
r
2
], 0 6 y 6
C
8
}
.
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r
2
supp (∂zχ˜)
Figure 1. A first contour Γ.
By contour deformation on the contour Γ of Figure 1, denoting by Γ− the region situated between Γ
and the real axis, we get
(4.6) e−itP
χ(P )
(1− iP )k x =
1
2iπ
∫
Γ
e−itξ
1
2iπ
χ˜(ξ)(
1− iξ)k 1ξ + P dξ x− 1π
∫
Ω∩Γ−
e−itξ
∂zχ˜(η)(
1− iξ)k 1ξ + P |dη| x,
which is estimated in norm by
C
∫ r
0
e−tδηdη + CN
∫
Ω∩Γ−
e−tℑ(ξ)ℑ(ξ)Ndξ 6 C
t
.
It remains to estimate the contribution of (1− χ(P )).
For U0 ∈ H put V = e−itPχ(x)U0.
We observe that for any s > 0
(4.7) ‖V (s)‖ 6 ‖U0‖.
Using Fourier-Laplace transform, for any t > 0, x ∈ H we have
(4.8) e−itP
1− χ(P )
(1− iP )k x =
1
2iπ
∫ +∞−i0
ξ=−∞−i0
eitξ
1− χ(ξ)(
1− iξ)k 1ξ + P dξ x.
The idea of the proof consists in decomposing in (4.8) the integral into two parts, the first one corre-
sponding to "low" frequencies, |ξ| 6 log2(t), for which we perform contour deformations (after taking
a suitable quasi-analytic extension of χ), using the assumptions on the resolvent, while the other part
corresponds to "high" frequencies for which we simply use that |(1− iξ)−k| 6 log(t)−2k.
In order to be able to perform this decomposition and still use contour deformation arguments, we
take a convolution with a gaussian function and perform the decomposition on the convolution side.
Furthermore, instead of decomposing the Cauchy data (which would introduce a δt=0 /∈ L1loc(Rt)
singularity at 0), it is better to transform the equation into a non-homogeneous one and perform the
decomposition on the right hand side.
Let ψ ∈ C∞(Rt), equal to 0 for t < 1/3 and to 1 for t > 2/3, and let U = 1(1−iP )kψV be solution of(
∂t + iP
)
U = ψ′
(
t
) 1− χ(P )
(1 − iP )k V
(
t
)
.(4.9)
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y = εe−a
√
x
1
2
1
Figure 2. A second contour Γ.
We have
U(t) =
∫ t
0
e−i(t−s)Pψ′(s)
1− χ(P )
(1 − iP )k V
(
s
)
ds.(4.10)
Let c0 > 0 and c1 > 0 to be chosen later.
We have
U(t) =
∫ t
s=0
ds
∫
Im ξ=0−
dξψ′(s)ei
(
t−s
)
ξ 1− χ(ξ)
(1 − iξ)k
1
ξ + P
V
(
s
) ∫ +∞
−∞
√
c0
π
e−c0
(
λ− ξlog t
)2
dλ
=
∫
s
∫
ξ
∫
|λ|<c1log t
+
∫
s
∫
ξ
∫
|λ|>c1log t
= I1 + I2.
(4.11)
4.2.1. Estimating I1. — To estimate the contribution of the term I1 the idea is to deform the integration
contour in the ξ variable into the contour Γ of Figure 2 defined by
Γ =
[
−1
2
,
1
2
]
∪
[
−1
2
,−1
2
+ iεe−a
√
1/2
]
∪
[
−1
2
,−1
2
+ iεe−a
√
1/2
]
∪ Γ˜,
Γ˜ =
{
x+ εe−a
√
|x|, |x| > 1
2
}
.
To be able to perform such a deformation, we first replace the function χ by a quasi-analytic extension,
i.e. a function
χ˜ : z ∈ C 7→ χ˜(z),
which coincides with χ on R, is supported in {Re z ∈ (−1, 1)}, equal to 1 in {Re z ∈ (− 12 , 12 )} and such
that
∀N ∈ N, ∃CN ; ∀z ∈ C, |∂zχ(z)| 6 CN |ℑz|N .
Then we have to check that for any s ∈ [0, 1] the operator χ(x)R(ξ)e−isPχ(x) is holomorphic with respect
to the ξ variable in the domain below Γ and satisfies (uniformly with respect to s) an estimate of the
type (2.9).
For Im ξ < 0 the two families of operators
(4.12) eisξ
(
χ(x)R(ξ)χ(x) − i
∫ s
0
χ(x)e−iσ(P+ξ)χ(x)dσ
)
and χ(x)R(ξ)e−isPχ(x),
coincide for s = 0, and satisfy the same differential equation
(4.13) ∂sw = iξw − iχ(x)e−isPχ(x),
hence, these two families are equal for Im ξ < 0, and the family on the l.h.s. gives the proper analytic
continuation. As a consequence, it is possible in the integral defining I1 to deform the contour into the
contour Γ (notice that the deformation near infinity is justified, for fixed λ, by the fast decay of the
integrand ).
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According to Green’s formula (notice that according to the support condition on χ, the only contour
contribution is given by Γ˜), we get that
I1 =
∫
s
∫
ξ∈Γ˜
∫
|λ|<c1log t
+i
∫ t
s=0
ds
∫
z∈Ω
ψ′(s)ei
(
t−s
)
ξ ∂zχ(z)
(1− iz)k
1
z + P
V
(
s
) ∫ +∞
−∞
√
c0
π
e−c0
(
λ− zlog t
)2
|z|dλ,
where
Ω = supp(∂zχ) ⊂
{
x+ iy; |x| ∈
[
1
2
, 1
]
, 0 6 y 6 εe−a
√
|x|
}
.
From (4.7), using the fact that the operator χ(x)R(ξ)e−isP χ(x) is uniformly bounded on H with
respect to z ∈ Ω and s ∈ [0, 1] for any t > 2, we get that the contribution of the second term is, for any
K > 0, bounded by
(4.14)
∥∥∥χ(x)∫
s
∫
z∈Ω
∫
|λ|<c1 log(t)
∥∥∥ 6 CN‖U0‖ ∫
z∈Ω
e−
(
t−1
)
Re z(Re z)Kdz 6
CK‖U0‖
(t− 1)K+1 .
From (2.9), we also have for any t > 1
(4.15)
∥∥∥χ(x)∫
s
∫
ξ∈Γ˜
∫
|λ|<c1 log(t)
∥∥∥
6 C
√
c0
∫ +∞
η=−∞
∫
|λ|<c1 log(t)
e−(t−1)ε0e
−a|η|1/2+A|η|1/2−c0(λ−η/log t)2dη dλ‖U0‖.
Choose now c2 > 0 such that
√
c2a < 1, and
ϕ = −(t− 1)ε0e−a|η|
1/2
+A|η|1/2 − c0(λ− η/log t)2.
Then if |η| 6 c2 log2 t, we also have
(4.16) ϕ 6
√
c2A log t− (t− 1)ε0t−
√
c2a.
Choose c1 ∈]0, c2[. There exists δ > 0 such that for any |λ| < c1 log(t), if |η| > c2 log2 t then one has
(λ− η/log t)2 > δ(λ2 + (η/log t)2),(4.17)
then
ϕ 6 A|η| − c0δ(λ2 + (η/log t)2).(4.18)
Choose finally c0 >
A
δc2
+ 1. There exists ε > 0 such that
(4.19)
∫
|η|>c2 log t
eA|η|
1/2−c0δ(η/ log(t))2 = O(e−ε log(t)).
After (4.14), (4.15), (4.16) and (4.19) we get
(4.20) ‖χ1I1‖ 6 Ct−ε‖U0‖.
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4.2.2. Estimating I2. — Let
(4.21) J(u) =
∫ 1
s=0
∫∫
Im ξ=0−
|λ|>c1 log(t)
ψ′
(
s
)
ei
(
u−s
)
ξ 1
(1− iξ)k
1
ξ + P
V
(
s
)√c0
π
e−c0
(
λ− ξ
log(t)
)2
.
For t > 1, we have J(t) = I2(t) and for any u ∈ R,
(4.22) (∂u + iP )J(u) =
∫ 1
s=0
∫∫
Im ξ=0−
|λ|>c1 log(t)
ψ′
(
s
) iei(u−s)ξ(
1− iξ)k V (s)
√
c0
π
e−c0
(
λ− ξ
log(t)
)2
:= K(u),
which implies
(4.23) J(t) = e−itPJ(0) +
∫ t
0
e−i(t−s)PK(s)ds.
To estimate the norm of J
(
t
)
in H , we shall use the fact that e−isP is a contraction on H for s > 0,
and we bound separately K
(
u
)
for u > 1, J
(
0
)
and
∫ 1
0 ‖K
(
u
)‖du.
Since the r.h.s. in (4.10) (the analog of K(u)) vanishes for u > 1 as well as the Cauchy data (U(0)),
we expect the main contribution to come from the third term.
For u ∈ [1, t], we deform in (4.22) the contour in the ξ variable into the contour defined by Im ξ = log(t),
which gives according to (4.7) using k > 1 and supp(ψ′) ⊂ [1/3, 2/3]
‖K(u)‖ 6
∫ +∞
−∞
e−(u−2/3) log(t)
1
(1 + |ξ|)k dξ‖U0‖
6 Cke
− log(t)/3‖U0‖.
(4.24)
Now we bound J(0).
Let us study for example the contribution to (4.21) of the region λ > c1 log(t).
We deform the contour into the contour Γ = Γ+ ∪ Γ−, with
Γ+ = {z = 1 + η − i log(t); η > 0},
Γ− = {z = 1 + η − i/2; η 6 0} ∪ [1− i/2, 1− i log(t)].(4.25)
For ξ ∈ Γ−, we have for any s ∈ [0, 1] and any λ ∈ [c1√log t,+∞]
(4.26)
∥∥∥e−isξ V (s)(
1− iξ)k 1ξ + P
√
c0
2π
e−c0
(
λ− ξlog(t)
)2∥∥∥ 6 C
(1 + |ξ|)k e
−δ(λ2+ξ2/ log2 t)‖U0‖ (δ > 0).
As a consequence we deduce that the contribution of Γ− to J(0) is bounded in norm by
(4.27) C log(t)
∫
λ>c1 log(t)
e−δλ
2‖U0‖ = O
(
e−ε log
2 t
)‖U0‖.
For ξ ∈ Γ+ and s ∈ [1/3, 2/3] we have
(4.28)
∥∥∥e−isξ V (s)(
1− iξ)k 1ξ + P
√
c0
π
e
−c0
(
λ− ξ√
log t
)2∥∥∥ 6 Ce− log(t)/3 1
(1 + |η|)k e
−c0
(
λ− ηlog(t)
)2
‖U0‖,
hence, using k > 1, the contribution of Γ+ to J(0) is bounded in norm by
(4.29) Ce− log(t)/3‖U0‖.
The contributions to J
(
0
)
of the region λ < −c1 log(t) are bounded similarly.
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Finally, it remains to bound
(4.30)
∫ 1
0
‖K(u)‖du 6
(∫ 1
0
‖K(u)‖2du
)1/2
.
From Plancherel formula,∫ +∞
−∞
‖K(u)‖2du = C
∫ +∞
−∞
∥∥∥ i(
1− iξ)k V̂ ψ′(ξ)
∫
|λ|>c1 log(t)
e−c0
(
λ− ξlog t
)2
dλ
∥∥∥2dξ
= C
∫ +∞
−∞
‖H(ξ)‖2dξ,
(4.31)
where, for any |ξ| > c12 log2 t
‖H(ξ)‖ =
∥∥∥∫
|λ|>c1 log(t)
1(
1− iξ)k e−c0
(
λ− ξlog t
)2
dλV̂ ψ′
(
ξ
)∥∥∥
6
C
(log t)2k
‖V̂ ψ′(ξ)‖,
(4.32)
and for |ξ| 6 c12 log2 t
(4.33) ‖H(ξ)‖ 6
∫
|λ|>c1 log(t)
e−δ(λ
2+ξ2/ log2 t)dλ‖V̂ ψ′(ξ)‖ 6 Ce−ǫ log2 t‖V̂ ψ′(ξ)‖.
Then from (4.30), (4.31) (4.32) and (4.33), using
(4.34)
∫ +∞
−∞
‖V̂ ψ′(ξ)‖2dξ = ∫ +∞
−∞
‖ψ′V (s)‖2ds 6 C ∫ 1
0
|ψ′(s)|2ds‖U0‖2,
(let us recall that V (s) = eisBχ(x)U0 ⇒ ‖V (s)‖ 6 ‖χ(x)U0‖ 6 C‖U0‖), we deduce that
(4.35)
∫ 1
0
‖K(u)‖du 6 C( 1(
log t
)2k + e−ε log t)‖U0‖.
From (4.23), (4.24) (4.27), (4.29) and (4.35), we obtain finally
‖I2‖ 6 C
(log t)2
‖U0‖,
which ends the proof of Theorem 7.
5. The case of a weakly trapping obstacle. Proof of Theorem 5
Theorem 5 exhibits two quite different regimes:
1. the first one (− 12 6 N < 0) corresponds to non trapping (N = −1/2) or weakly trapping (− 12 < N <
0) situations for which the (space truncated) Schrödinger evolution is smoothing and consequently
we gain derivatives,
2. the second one (0 < N) corresponds to stronger trapping, for which this smoothing effect is no
more true.
We shall first focus on this second regime N > 0 and give the proof of (2.13) under the assumption (E).
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5.1. Analytic properties of the resolvent. — Adapting a result of Tsutsumi (see Lemma 2.3 in
[26]) to the euclidean case (E) with ̺(x) = 1 and aij(x) = δij for |x| > R, we have
Proposition 5.1. — Let R > a, d > 3 and H2e (Ω) the weighted space H
2
e (Ω) := {u : e−|x|
2
u ∈ H2(Ω)}
There exist a positive number K such that
1. If d is odd,
(5.1) R(z) =
∞∑
j=0
B2jz
2j +
∞∑
j= d−32
B2j+1z
2j+1,
in the region W = {z ∈ O ; |z| 6 K}, where the operators Bj, j = 0, 1, 2, ... are bounded from
L2R(Ω) to H
2
e (Ω) and the expansions converge uniformly in operator norm.
2. If d is even,
(5.2) R(z) =
∞∑
m=0
∞∑
j=0
Bm,j
(
zd−2 log z
)m
z2j,
in the region W = {z ∈ O ; |z| 6 K, −π2 < Arg z < 3π2 }, where the operators Bmj, m, j = 0, 1, 2, ...
are bounded from L2R(Ω) in H
2
e (Ω) and the expansions also converge uniformly in operator norm.
Proof: After [29] we define the operator G(z) ∈ Hom(L2R(Ω), H2e (Ω)) by
(5.3) G(z)w := β1Ra(z0)(α1w) + β2R0(z)(α2w),
where α1,2 and β1,2 are two C
∞(Rd) cut off such that
α1(x) =
∣∣∣∣∣∣
0 if |x| < R+ 1/2,
1 if |x| > R+ 2/3,
α2(x) = 1− α1(x),
β1(x) =
∣∣∣∣ 1 if |x| < R+ 2/3,1 if |x| > R+ 1,
and
β2(x) =
∣∣∣∣ 0 if |x| < R,1 if |x| > R+ 1/3.
Consider
(5.4) S(z) := (z − P )G(z)− I,
where I is the identity operator.
After [29] we know that S(z) is compact from L2R(Ω) to L
2
R(Ω) for any z. Moreover (z − P )−1S(z) =
G(z)(I + S(z))−1, where z → (I + S(z))−1 is meromorphic.
Now as we know [29] that expansions (5.1) and (5.2) are valid for the free operator R0(z)(α2 ·) ≡
(∆ + z2)−1, it follows that they also hold for G(z) and S(z).
As I + S(0) = ∆G(0) in ΩR we see that G(0)w = R0(0)w → 0 for |x| → ∞. Moreover as the solution
of 
P0u = 0 in Ω,
u|∂Ω = 0,
u→ 0 as |x| → ∞.
is u ≡ 0, we get from Fredholm theory that a necessary and sufficient condition for I + S(0) to have a
bounded inverse is that G(0) is one to one.
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Applying now formally the Neumann expansion
(I + S(k))−1 =
∑
j>0
(−1)k [(I + S(0))−1(S(z)− S(0))]k (I + S(0))−1,
near z = 0, we conclude that R(z) satisfies (5.1) and (5.2), if and only if G(0) is one to one.
In order to show that suppose that w ∈ L2R(Ω) satisfying G(0)w = 0. From the previous definitions of
α1,2 and β1,2 we have {
Ra(z0)(α1w) = 0 for |x| < R,
R0(0)(α2w) = 0 for |x| > R+ 1,
so {
w(x) = α1(x)w(x) = (P − z0)Ra(z0)(α1w) = 0 for |x| < R,
w(x) = α2(x)w(x) = P0R0(0)(α2w) = 0 for |x| > R+ 1.
Using the fact that
(5.5) Ra(z0)(α1w) +R0(0)(α2w) = 0 for R+ 1/3 < |x| < R+ 2/3,
we get
(5.6) (P0 + ζ1(x))Ra(z0)(α1w) = 0 for R + 1/3 < |x| < a,
(5.7) Ra(z0)(α1w) = 0 for |x| = a,
and
(5.8) (P0 + ζ2(x))R0(0)(α2w) = 0 for |x| < R+ 2/3,
where
(5.9) ζ1(x) =
∣∣∣∣ −z0 if R+ 1/2 < |x| 6 a,0 if R+ 1/3 < |x| < R+ 1/2,
and
(5.10) ζ2(x) =
∣∣∣∣ 0 if |x| < R + 1/2,−z0 if R+ 1/2 < |x| < R + 2/3.
From (5.6) and (5.8) we see that Ra(z0)(α1w) is Hölder continuous for R + 1/3 < |x| 6 a, and that
R0(0)(α2w) is Hölder continuous for |x| 6 R + 2/3. Therefore after (5.5) Ra(z0)(α1w) and R0(0)(α2w)
are also Hölder continuous for |x| 6 a.
Applying the maximum principle [10], we get
max{|Ra(z0)(α1w)|; |x| = R+ 1/3} > max{|Ra(z0)(α1w)|; |x| = R+ 2/3},
and
max{|R0(0)(α2w)|; |x| = R+ 2/3} > max{|R0(0)(α2w)|; |x| = R+ 1/3}.
But from (5.5) it follows that in fact
max{|Ra(z0)(α1w)|; |x| = R+ 1/3} = max{|Ra(z0)(α1w)|; |x| = R+ 2/3},
then applying the maximum principle to R0(0)(α2w) in {R+ 1/3 < |x| 6 a} and using (5.7) we obtain
Ra(z0)(α1w) = 0 if R+ 1/3 < |x| < a.
Finally using equation G(0)w = 0 together with (5.10), we get
R0(0)(α2w) = 0 in R
d,
and finally that
Ra(z0)(α1w) = 0 in ΩR,
so we conclude that w vanishes identically and soG(0) is actually one to one, which ends the proof. 
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5.2. Proof of Theorem 5 (case N > 0). — In order to prove the decay, we shall use, as previously,
a temporal cut-off with a contour deformation in the complex plane.
For any U0 ∈ H, let
V =
1
(1− iP )k e
−itPχ(x)U0.
As previously (4.7) and (4.8) are still valid.
We start from (4.10), and write
χ(x)U(t) = χ(x)
∫ t
s=0
ds
∫
Im ξ=0−
dξψ′(s)ei
(
t−s
)
ξ 1
(1− iξ)k
1
ξ + P
V
(
s
)
∫ +∞
−∞
√
c0
π
e−c0
(
λ−ξ
(
log(t)
t
) 1
2N
)2
dλ
= χ(x)
∫
s
∫
ξ
∫
|λ|<c1
(
t
log(t)
) 1
2N
+χ(x)
∫
s
∫
ξ
∫
|λ|>c1
(
t
log(t)
) 1
2N
= I1(U0) + I2(U0).
(5.11)
5.2.1. Estimate of I1. — Following Section 4.2.1, it is possible in the integral defining I1, to deform the
integration contour on the new contour Γ defined as
(5.12) Γ =
[
0, D + ıcD−N
] ∪ [0,−D + ıcD−N] ∪ {z = ρ+ ıcρ−N : |ρ| > D} = Γ1 ∪ Γ2 ∪ Γ3.
Let us first estimate the contributions of Γ1 ∪ Γ2.
D
y = cx−NcD
−N
Figure 3. A third contour Γ.
We have to be more careful here than in Section 4.2 because this analysis will give most of the time
the leading term (and an O(t−ǫ) estimate is no more sufficient).
We distinguish two cases according whether d is odd or even.
– d odd.
From (5.1), the main contribution of the operator χ(x)R(ξ)eisPχ(x) for ξ ∈ Γ1∪Γ2 and s ∈ [0, 1]
for any t > 2, is Bd−2ξ
d−2
2 with Bd−2 bounded.
If Γ1 = {reiθ1 , r ∈ [0, a]}, we have
(5.13)
∥∥∥χ(x)∫
s
∫
ξ∈Γ1
∥∥∥ 6 C‖U0‖ ∫ a
0
e−tr sin θ1r
d−2
2 dr 6
C‖U0‖
t
d
2
,
and the same estimate is true on Γ2.
– d even.
From (5.2), we can check that the main contribution from
χ(x)R(ξ)eisPχ(x) forξ ∈ Γ1 ∪ Γ2, s ∈ [0, 1] and any t > 2,
is B1,0ξ
d−2
2 log ξ where B1,0 is a bounded operator.
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By taking the parametrization Γ1 = {reiθ1 , r ∈ [0, a]} et Γ2 = {reiθ2 , r ∈ [0, b]}, we get
(5.14)
∥∥∥∥χ(x)∫
s
∫
ξ∈Γ1∪Γ2
∥∥∥∥ = ∥∥∥∥χ(x)∫
s
(∫
ξ∈Γ1
+
∫
ξ∈Γ2
)∥∥∥∥ ,
and we write
A :=
∫
ξ∈Γ1
+
∫
ξ∈Γ2
=
∫
Γ1
eitξξ
d−2
2 log ξ dξ +
∫
Γ2
eitξξ
d−2
2 log ξ dξ.
Let ξ = z2, so that A becomes
A := 2
∫
Γ˜1
eitz
2
zd−1 log z dz + 2
∫
Γ˜2
eitz
2
zd−1 log z dz,
where Γ˜j , j = 1, 2 are (after deformation) segments in the half plane {Im z > 0}.
Putting ζ = t1/2z, we get
A :=
2
td/2
∫
Γ˜1,t∪Γ˜2,t
eiζ
2
ζd−1
(
log ζ − 1
2
log t
)
dζ =: A1 +A2.
As the integrand in A2 which corresponds to the term
1
2 log t is no more singular at 0, it is possible
to deform the contour Γ˜1,t ∪ Γ˜2,t into a small horizontal segment {s+ iβ, c1 < s < c2}, with β > 0
which gives
(5.15) |A2| =
∣∣∣∣∣ log ttd/2
∫
Γ˜1,t∪Γ˜2,t
eiζ
2
ζd−1 dζ
∣∣∣∣∣ 6 C log ttd/2 e−2βt.
Similarly the contribution of Γ1 to A1 is bounded by
(5.16) C‖U0‖
∫ a
0
e−tr sin θ1r
d−2
2 | log r| dr 6 C‖U0‖
t
d
2
,
and the same is true on Γ2. Finally
|A1| 6 C‖U0‖
td/2
,
which gives
(5.17)
∥∥∥χ(x)∫
s
∫
ξ∈Γ1∪Γ2
∥∥∥ 6 C‖U0‖
t
d
2
.
It just remains to estimate the contribution of Γ3.
From (2.12), we also have for any t > 1
(5.18)
∥∥∥∥∥χ(x)
∫
s
∫
ξ∈Γ3
∫
|λ|<c1
(
t
log(t)
) 1
2N
∥∥∥∥∥
6 C
√
c0
∫ +∞
η=−∞
∫
|λ|<c1
(
t
log(t)
) 1
2N
e
−(t−1)c|η|−N+N log(|η|)−c0
(
λ−η
(
log(t)
t
) 1
2N
)2
dη dλ‖U0‖.
Let now c2 > 0 to be fixed later and let
ϕ = −(t− 1)c|η|−N +N log(|η|)− c0
(
λ− η
(
log(t)
t
) 1
2N
)2
.
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Then if |η| 6 c2
(
t
log(t)
) 1
N
, we also have
(5.19) ϕ 6 −(t− 1)c−
1
N
2
log(t)
t
+N(log(t)− log(c2)) 6 −(c−
1
N
2 − (N + 1)) log(t).
Let us choose c1 ∈]0, c2[.
There exists δ > 0 such that for any |λ| < c1
(
t
log(t)
) 1
2N
and if |η| 6 c2
(
t
log(t)
) 1
N
, then(
λ− η
(
log(t)
t
) 1
2N
)2
> δ
λ2 +(η( log(t)
t
) 1
2N
)2 ,(5.20)
which implies
ϕ 6 N log(η)− c0δ
(
λ2 + η2
(
log(t)
t
) 1
N
)
.(5.21)
We deduce that there exists ε > 0 such that
(5.22)
∫
|η|>c2
(
t
log(t)
) 1
N
e
A|η|1/2−c0δ
(
η
(
log(t)
t
) 1
2N
)2
= O
(
e−ǫ
(
t
log(t)
) 1
2N
)
.
Taking c2 > 0 small enough, from (5.13), (5.18), (5.19), (5.22), (5.15), (5.16), (5.17), and (5.22) we
get
(5.23) ‖χ1I1‖ 6 Ct−d‖U0‖.
5.2.2. Estimate of I2 for k > 1. — Let
(5.24) J(u) =
∫ 1
s=0
∫∫
Im ξ=0−
|λ|>c1
(
t
log(t)
)1/2N ψ′(s)ei
(
u−s
)
ξ 1
(1 − iξ)k
1
ξ + P
V
(
s
)√c0
π
e
−c0
(
λ−ξ
(
log(t)
t
) 1
2N
)2
.
For t > 1, we have J(t) = I2(t) and for any u ∈ R
(5.25) (∂u + iP )J(u)
=
∫ 1
s=0
∫∫
Im ξ=0−
|λ|>c1
(
t
log(t)
)1/2N ψ′(s) ie
i
(
u−s
)
ξ(
1− iξ)k V (s)
√
c0
π
e
−c0
(
λ−ξ
(
log(t)
t
) 1
2N
)2
:= K(u),
which implies
(5.26) J(t) = e−itPJ(0) +
∫ t
0
e−i(t−s)PK(s)ds.
To estimate the norm of J
(
t
)
in H , we use the fact that e−isP is a contraction on H for s > 0, and
we bound separately K
(
u
)
for u > 1, J
(
0
)
and
∫ 1
0
‖K(u)‖du.
Since the r.h.s. in (4.10) (the analog of K(u)) vanishes for u > 1 as well as the Cauchy data U(0), we
expect the main contribution to be coming from the third term.
For u ∈ [1, t], we have
K(u) =
∫ 2
3
s= 13
ψ′
(
s
)
V
(
s
)
Q(u, s)ds,
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and
(5.27) Q(u, s) =
∫∫
Im ξ=0−
|λ|>c1
(
t
log(t)
)1/2N ie
i
(
u−s
)
ξ(
1− iξ)k
√
c0
π
e−c0
(
λ−ξ
(
log(t)
t
) 1
2N
)2
.
We deform in (5.27) the contour in the ξ variable into the contour
Γ =
{
ξ + iǫ
(
t
log(t)
) 1
N
; ξ ∈ R
}
.
Using that k > 1, we bound the integral by
e−(u−s)ǫ
(
t
log(t)
) 1
N +c0ǫ
2
(
t
log(t)
) 1
N
,
which for ǫ > 0 small enough decays faster than any polynomial in t (because for u > 1, s ∈ [ 13 , 23],
u− s > 13 ).
So we get
(5.28) ‖K(u)‖ 6 Cmt−m.
Now we bound
(5.29) J(0) =
∫ 1
s=0
∫∫
Im ξ=0−
|λ|>c1
(
t
log(t)
)1/2N ψ′(s)ei
(
u−s
)
ξ 1
(1 − iξ)k
1
ξ + P
V
(
s
)
√
c0
π
e
−c0
(
λ−ξ
(
log(t)
t
) 1
2N
)2
dξ dλ ds.
Let us study for example the contribution to (5.29) of the region c1
(
t
log(t)
) 1
2N < λ (the other contri-
bution being similar).
We shall now deform the contour in the ξ variable in (5.29) into the contour
Γ = {z = 1 + η − i/2; η 6 0} ∪
[
1− i/2, 1− iǫ
(
t
log(t)
) 1
N
]
∪
{
z = 1 + η − iǫ
(
t
log(t)
) 1
N
; η > 0
}
= Γ− ∪ Γ0 ∪ Γ+.
− 12
1
−( tlog(t) )1/N
Figure 4. A third contour Γ.
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For ξ ∈ Γ− ∪ Γ0, we have for any s ∈
[
1
3 ,
2
3
]
and any λ ∈
[
c1
(
t
log(t)
)1/2N
,+∞
]
(5.30)
∥∥∥e−isξ V (s)(
1− iξ)k 1ξ + P
√
c0
2π
e
−c0
(
λ−ξ
(
log(t)
t
) 1
2N
)2∥∥∥
6
C
(1 + |ξ|)k e
−δ(λ2+ℜ(ξ)2
(
log(t)
t
) 1
N
ec0ǫ
2
(
t
log(t)
) 1
N ‖U0‖ (δ > 0).
As a consequence, using again that k > 1, we deduce that (for ǫ > 0 small enough) the contribution of Γ−
to J(0) is bounded in norm by
(5.31) ec0ǫ
2
(
t
log(t)
) 1
N
∫
λ>c1 log(t)
e−δλ
2‖U0‖ = O
(
e−γ
(
t
log(t)
)1/N )‖U0‖, γ > 0.
For ξ ∈ Γ+ and s ∈ [1/3, 2/3] we have
(5.32)
∥∥∥e−isξ V (s)(
1− iξ)k 1ξ + P
√
c0
π
e−c0
(
λ−ξ
(
log(t)
t
) 1
2N
)2∥∥∥
6 Ce(c0ǫ
2− ǫ3 )
(
t
log(t)
)1/N 1
(1 + |η|)k e
−c0
(
λ−(1+η)
(
log(t)
t
)1/N)2
‖U0‖.
Hence, using k > 1, we see that the contribution of Γ+ to J(0) is again bounded in norm by
(5.33) O
(
e−γ(
t
log(t) )
1/N
)
‖U0‖.
The contributions to J
(
0
)
of the region λ < −c1
(
t
log(t)
)1/N
are bounded similarly.
Finally, it remains to bound
(5.34)
∫ 1
0
‖K(u)‖du 6
(∫ 1
0
‖K(u)‖2du
)1/2
.
From Plancherel formula
(5.35)
∫ +∞
−∞
‖K(u)‖2du = C
∫ +∞
−∞
∥∥∥ i(
1− iξ)k V̂ ψ′(ξ)
∫
|λ|>c1
(
log(t)
t
)1/N e−c0(λ−ξ( log(t)t )1/2N)2dλ∥∥∥2dξ
= C
∫ +∞
−∞
‖H(ξ)‖2dξ,
with, for any |ξ| > c12
(
t
log(t)
)1/N
(5.36)
‖H(ξ)‖ =
∥∥∥∥∥
∫
|λ|>c1 log(t)
1
(1− iξ)k
e
−c0
(
λ−ξ( log(t)t )
1/2N
)2
dλV̂ ψ′ (ξ)
∥∥∥∥∥
6 C
(
log(t)
t
)k/N
‖V̂ ψ′(ξ)‖,
and for |ξ| < c12
(
t
log(t)
)1/N
(5.37) ‖H(ξ)‖ 6
∫
|λ|>c1 log(t)
e−δ(λ
2+ξ2
(
log(t)
t
)1/N
)dλ‖V̂ ψ′(ξ)‖ 6 Ce−δ
(
t
log(t)
)1/N
‖V̂ ψ′(ξ)‖.
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Hence, from (5.34), (5.35) (5.36) and (5.37), using
(5.38)
∫ +∞
−∞
‖V̂ ψ′(ξ)‖2dξ = ∫ +∞
−∞
‖ψ′V (s)‖2ds 6 C ∫ 1
0
|ψ′(s)|2ds‖U0‖2,
(let us recall that V (s) = eisBχ(x)U0 ⇒ ‖V (s)‖ 6 ‖χ(x)U0‖ 6 C‖U0‖), we deduce that
(5.39)
∫ 1
0
‖K(u)‖du 6 C
(
log(t)
t
)k/N
‖U0‖.
From (5.26), (5.28) (5.31), (5.33) and (5.39), we get finally
‖I2‖ 6 C
(
log(t)
t
)k/N
‖U0‖.
5.2.3. Estimate of I2 for 0 < k < 1. — In this section, we are going to recover the case 0 < k 6 1 from
the estimates for k = 0 and k = 2 and an interpolation argument.
This interpolation argument cannot be performed on the final result, but we have to apply it on the
operators I2.
We follow the k dependence of the operators I1 and I2 explicitely and write I
k
1 , I
k
2 .
When k < 1, Ik2 is only defined by the relation
Ik2 (U0) = χ(x)(1 + iP )
−ke−itPχ(x)U0 − I1(U0),
where we observe that the integral defining Ik1 still makes sense.
According to the estimates in Section 5.2.1, we have
‖Iq1‖L(L2) 6
C
td/2
, q = 0, k,
which implies that
‖I02‖L(L2) 6 ‖I01‖L(L2) + ‖χ(x)(1 + iP )−ke−itPχ(x)‖L(L2) 6 C.
On the other hand, for 0 < k 6 1, Ip1 is clearly the
p
2 -interpolate between I
0
1 and I
2
1 and χ(x)(1 +
iP )−pe−itPχ(x) is the p2 -interpolate between χ(x)e
−itPχ(x) and χ(x)(1 + iP )−2e−itPχ(x).
As a consequence, we get
(5.40)
∥∥Ik2 ∥∥L(L2) 6 C
((
log(t)
t
)2/N) p2
.
Collecting estimates (5.23) and (5.40) gives (2.13) ends the proof of Theorem 5.
5.3. Proof of Theorem 5 (case − 12 6 N < 0). — As previously we first focus on the case where
assumption (E) holds. We start from a representation formula, for ǫ > 0 fixed. If
U(t) = eitP
(1 + iP )k
(1 − iǫP )k+2χ(x)U0,
we have
(5.41) 〈x〉−d/2U(t) = χ(x)
∫
Im ξ=0−
dξeitξ
(1 + iξ)k
(1− iǫξ)k+2
1
ξ + P
χ(x)U0
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We now deform the integral above on the new contour Γ, noticing that the deformation is licit due to
the factor (1+iξ)
k
(1−iǫξ)k+2 and the boundedness of the resolvent in the domain between the real axis and the
contour Γ.
(5.42) Γ =
[
0, D + ıcD−N
] ∪ [0,−D + ıcD−N] ∪ {z = ρ+ ıcρ−N : |ρ| > D} = Γ1 ∪ Γ2 ∪ Γ3.
Our purpose is to get estimates uniform with respect to ǫ > 0 and pass to the limit ǫ→ 0.
D
y = cx−NcD
−N
Figure 5. A fourth contour Γ (recall that − 1
2
< N < 0).
The contributions of Γ1 and Γ2 are now estimated exactly as in the previous section, and we only have
to estimate the contribution of Γ3 uniformly with respect to ǫ > 0.
From (2.12), we have for any t > 0 (with a constant C independent on ǫ > 0)
(5.43)
∥∥∥∥χ(x)∫
ξ∈Γ3
eitξ
(1 + iξ)k
(1− iǫξ)k+2
1
ξ + P
〈x〉−d/2U0
∥∥∥∥
H
6 C
√
c0
∫
|η|>D
e−tc|η|
−N |η|k
1 + ǫ|η|dη‖U0‖ 6 Ct
−d/2‖U0‖H.
Letting ǫ→ 0 gives (2.14) under assumption (E).
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