Introduction
Automated control of processes like navigation, rendezvous and docking of spacecrafts, collision avoidance and navigation of mobile rovers for planetary research missions as well as manipulation and navigation of mobile robotic systems require 3D information about the environment. These applications therefore can be effectively supported by visionbased distance measurement techniques. The enormous field of applications would be increased even further by the availability of 3D vision systems with high frame rates by automotive and multimedia applications.
In the past laser radar techniques have been investigated in detail and demonstrations of the powerful capabilities of this technique have been performed. Laser radar techniques show advantages for moderate to large ranges and image update rates in the order of seconds. Pulse diode lasers cover the distance range up to some 100m and diode pumped solid-state lasers measure up to several 100km. However, the mechanical scanning principle limits the obtainable lateral resolution and image repetition rate.
A new scannerless 3D laser range camera system has been introduced, which has the capability to overcome the lateral resolution and frame rate constraint of conventional scanning systems. The range camera generates video images as well as robust range images, providing intensity and distance information for each pixel.
Scannerless laser range camera description
Principle of operation The range image is achieved by means of an indirect time of flight measurement. The principal setup of the sensor system is sketched in Figure 1 .
The complete scene of interest is illuminated with laser light pulses of typically 10-70ns duration. Laser diodes are taken as illumination source, as they provide high power density even at pulse length of 10ns. For each image a pulse train of some thousand pulses is emitted with 1 per cent duty cycle in order to conveniently operate pulsed diode lasers. Laser optics widen the light pulses to homogeneously illuminate the camera field of view, thus making the laser .
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The current issue and full text archive of this journal is available at http://www.emerald-library.com light safe for the human eye, as shown in Figure 2 . The laser safety class is either 1 or 3a, depending on the size of the radiating aperture and on absolute laser power, respectively.
The light pulses are backscattered by various objects in the scene and arrive at the camera after individual time of flight, corresponding to the distance of the object to the sensor head.
In Figure 3 , three objects are shown at increasing distance. In order to estimate the time of flight of the laser echo for each image pixel, three consecutive frames of the scene are grabbed.
The grey scale image``G'' and distance image``D'' both register the laser echos, differing only in trigger time of the fast electronic camera shutter function relative to laser pulse emission. The camera shutter window in the``G'' image is arranged so as to detect 100 per cent of all laser echos backscattered from objects within the measurement volume; thus``G'' may be used to normalise absolute intensity. The shutter window in the``D'' image is triggered somewhat earlier relative to laser pulse emission than in``G'' image mode. Incoming laser echoes are registered partially due to the shutter window, the amount of clipping being proportional to time of flight, thus converting object range into intensity of the corresponding pixel in the``D'' image.
The background image``B'' (not shown in Figure 3 ) is taken with laser power switched off, in order to eliminate any ambient light iǹ`G '' and``D'' by subtraction, thus improving signal to noise ratio.
Since the intensity of a pixel in a``D'' image also depends on the absolute laser power and object surface characteristics, the intensity of the corresponding pixel in the``G'' image is used to compute a normalised quotient imagè`Q = D/G'', in which intensity is linearly scaled by object range, as depicted in Figure 4 . The range measure for each pixel is finally found by look-up table operation on the``Q'' image.
Apart from being used for normalisation purposes,``G'' serves as the normal monochrome video image of the illuminated scene.
Field prototype
The measurement principle described above has been implemented in field prototypes and used in various test environments. The range Owing to the measurement principle, scanning is avoided and the design does not include any moving parts. The sensors field of view can be widely adjusted by selecting appropriate laser optics and standard camera objectives. Figure 6 shows the sensor head consisting of camera and laser illuminator. A summary of the technical data is given in Table I . The sensors operating range depends on absolute laser power and the selected field of view. Its depth of field depends on the laser pulse length and may be adjusted by setting parameters in the control unit during system operation.
For the current field prototype, acquisition of the``G'',``D'',``B'' images is frame sequential, leading to a range image frame rate of 6.7Hz at maximum lateral resolution and to 10Hz with binning at pixel level. The distance resolution of 2 per cent is limited by the photon noise level, which is directly correlated to the full well capacity of the CCD used. However, first experiments have shown that we are able overcome this limit by merging several CCD pixels, i.e. accepting a reduction of the lateral resolution.
Applications
The 3D camera provides a grey scale image and a range image of the illuminated scene, as shown in Figure 7 . The grey scale image is the Figure 5 Laser range camera system architecture Figure 6 Sensor head ``G'' frame mentioned above, sensing full laser echo intensity for objects inside the measurement volume. The backscattered light is in the infra-red part of the spectrum, not visible to the human eye.
Intensity and range image are correlated on the pixel level, thus a sensor fusion operation is not necessary. Figure 7 demonstrates the usefulness of the laser range camera for the orientation of an automated mobile robot in its environment. For instance, mobile planetary rovers may use the sensor for navigation tasks, to identify and locate obstacles on the planned trajectory and to handle mission relevant objects. A much more practical use of the laser range camera may be the exact estimation of palette position before loading by a fork-lift truck.
The camera has successfully been used for robot hand-eye co-ordination. Figure 8 shows a set-up, which has been demonstrated at the Hannover Fair '98. Considering the range image data provided by the camera and applying advanced image processing techniques, a robot was used to grasp the uppermost ping-pong ball out of a bin. This application proved the high precision of the sensor to determine the lateral position of the ball's centre and demonstrated the achievable range resolution.
Using appropriate image processing algorithms the position and orientation of objects in a bin have been determined, serving as input data for the grasping process of a 6-DOF robot. Two different approaches, one of them model-based, the other model-free, have been used to achieve this goal. Figure 9 shows the results of model-based image processing algorithm applied to boxes in a bin.
Model-based approach
One of the main problems to solve in order to recognize boxes in a bin is to select meaningful object features, e.g. corners, edges, or region, respectively. The regions extracted by the selected plane segmentation could not be directly used as the basic feature for the recognition since the boxes are randomly positioned in the bin occluding each other. Therefore, surfaces of adjacent boxes may merge together into the same region, i.e. one region does not necessarily correspond to a single box. In order to improve object A list of box candidates was created by finding instances of the box model in the contour description of the boxes. The contour analysis problem was reduced to 2D by projecting the contour to the box surface plane, thus avoiding any projective deformation. In a split and merge process, the A graph-matching algorithm performed the last step for isolating boxes along a contour. The model of a box was described as a graph with two nodes (length of two consecutive sides of the box) and one edge (distance and angle between these two sides). For a given contour, the graph was generated and a back propagation search algorithm was used to detect sub-graph models in this graph, producing a list of box candidates. Finally, one box was selected from the list of candidates and the a priori object knowledge was used to compute its grasp position.
Grasp skill
Another way to find suitable grasp positions besides using a model as mentioned above is a model free approach called a grasp skill. The grasp skill is able to calculate and compare different grasp positions on arbitrarily shaped objects for a great variety of parallel jaw gripper shapes. The whole process consists of two main sections where the first section is the calculation (simulation) of a number of possible grasp positions and the second section is the comparison of the different grasp positions by quality features. Finally a best grasp position with the highest quality value is chosen and executed by the robot.
Conclusion
A new active, non-scanning 3D imaging system has been presented, which is able to generate range images at high frame rate and high lateral resolution. It has been demonstrated, that tasks in robotics, industrial assembly, navigation of autonomous vehicles in terrestrial, as well as in space applications, will benefit from the video and range information generated by the laser range camera. Current activities concentrate on completion of an industrial version of the laser range camera and the provision of high power laser sources. Both will be available before the end of the year. Future developments will focus on higher frame rates of about 20Hz with improved robustness with respect to moving objects in the scene. Tests with a first 20Hz version show quite encouraging results. 
