X ≤k denote the family of subsets of X having at most k elements. Consider a family F containing subsets of X and an incidence matrix M = M (F ) with columns indexed by X ≤k and with rows indexed by F , namely, M F,G = 1 if F ⊃ G or 0 otherwise.
and with rows indexed by F , namely, M F,G = 1 if F ⊃ G or 0 otherwise.
We give sufficient conditions for a family F to guarantee that M (F ) has full rank. As a corollary we infer that for F =
Introduction
In this note we extend a classical theorem of Gottlieb [Got66] on the rank of set incidence matrices. Gottlieb's result has found many applications in combinatorics. For instance, it was used in [MS03] to give a lower bound on the size of certain permutation families and in [Sha08] to establish quasirandom properties of graphs. Some other applications are also described in [God95] .
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1 Partially supported by a CAPES/Fulbright scholarship. A set incidence matrix M (F, G) has rows indexed by some family F ⊂ 2 X , columns indexed by some family G ⊂ 2 X and its entry at (F, G) ⊂ F × G is 1 if F ⊃ G and 0 otherwise. Theorem 1.1 (Gottlieb [Got66] ). Let ≤ t ∈ N be given and X be a set with |X| ≥ t+ . Then the set incidence matrix having rows indexed by X t and columns indexed by X has rank |X| .
Recently, Keevash and Sudakov [KS05] studied the rank of incidence matrices with columns indexed by X ≤ and rows indexed by an arbitrary family F. They have shown a tight lower bound on the rank of such matrices that only depends on |F|, |X| and . Keevash [Kee08] studied the rank of matrices M = M H, V when H ⊂ V k ; in particular, he proved that if |H| ≥ x k for some large enough x then the rank of M is at least
x . In Section 2 we state our result and in Section 3 we use it to show that if a k-uniform hypergraph on n vertices contains roughly the same number of edges in every set of size, say, 0.99n then this is also true for sets of size 0.01n.
The rank of incidence matrices
namely, the matrix with columns indexed by
and rows indexed by F, with entry m F,G equals 1 if F ⊂ G and 0 otherwise. The following definition captures a class of families F for which M has full row rank.
Definition 2.1. Let t, ∈ N be given. An ordered family F = {F 1 , F 2 , . . . , F m } ⊂ 2
[t] is called a (t, )-family if for every i = 1, . . . , m − 1, (a) F i ⊆ F j for every i < j ≤ m and (b) the set L j {|F j ∩ F h | : j < h ≤ m} has at most elements.
Theorem 2.2. Let t, ∈ N be given. For any (t, )-family F, the matrix M = M (F, ≤ ) has full row rank.
Our extension of Gottlieb's Theorem 1.1 is the following Corollary of Theorem 2.2. The proof of Theorem 2.2 is given in Section 4. Corollary 2.3. Let , t ∈ N satisfy t ≥ 2 . Let M be a matrix with rows indexed by [t] ≥t− , columns indexed by be an ordering with descending cardinalities. In particular, condition (a) is trivially guaranteed. As for condition (b), the smallest possible intersection for sets F j and F h with h > j occurs when
1 Notice that M (F , ≤ ) has a block structure with diagonal blocks consisting of square matrices
for i = 0, . . . , . Each such matrix has full rank by Theorem 1.1.
Application to the edge uniformity of hypergraphs
Thomason [Tho87] and Chung, Graham and Wilson [CGW89] were the first to investigate systematically properties of quasirandom graphs and k-uniform hypergraphs (k-graphs for short). They have stated several quite disparate graph properties-such as having uniform edge distribution or containing a prescribed number of certain subgraphs-and proved that these properties are equivalent in a deterministic sense.
In this note we are concerned with one such quasirandom property, namely the edge uniformity property. In what follows, we write x = y ± z to denote x ∈ [y − z, y + z]. We also let v(L) and e(L) denote the number of vertices and edges of L.
Simonovits and Sós [SS97] introduced a hereditary graph property S stating the following: for a fixed graph L, a graph G on n vertices is said to have the property
). They proved that the property S(L) is equivalent to the quasirandom properties in [CGW89] .
The result of [SS97] was further extended by Shapira [Sha08] . Answering a question raised in [SS97] he proved, in particular, that if a graph G is such that every subset of n/4 vertices induces ≈ 2 −3 (n/4) 3 labeled triangles (the number one expects to find in a random graph G(n/4, 1/2)), then G is quasirandom in the edgeuniformity sense. His proof, however, did not yield a similar result if n/4 is replaced by a larger number, say, n/2. Shapira asked whether knowing approximately the number of triangles induced by every subset of (1 − ε)n vertices would be enough to assert quasirandomness. Our theorem on incidence matrices gives a positive answer to this question.
While preparing this manuscript we were informed that Yuster [Yus08] also answered this question. In [Yus08] , a rank argument based on a Vandermonde-type matrix is used. Theorem 3.2 below may be employed in a somewhat more straightforward fashion to answer Shapira's question using an incidence matrix instead. Although Theorem 3.2 does not appear explicitly in [Yus08] , it follows from the proof therein.
Theorem 3.2. For any ∈ N and 0 < d, α, δ, γ < 1 there exists ε > 0 and n 0 ∈ N such that the following holds.
Let V be a set with n ≥ n 0 elements and suppose that F ⊂ V is such that for any X ⊂ V , with |X| ≥ αn, we have
Remark 3.3. Notice that the non-trivial case of Theorem 3.2 is when α > δ (if α ≤ δ then the conclusion may be obtained by standard averaging argument).
We present a sketch of the proof of Theorem 3.2 in Section 5.
3.1. Quasirandom (hyper)graphs. The above hereditary property may be formalized and extended to k-graphs as follows.
Definition 3.4. Given a fixed k-graph L and d, ε, α ∈ (0, 1), a k-graph H on n vertices is said to have the Simonovits-Sós Property S(L, d, ε, α) if for every subset X ⊆ V (H) with |X| ≥ αn, the number of labeled copies of
Conlon, Hàn, Person and Schacht [CHPS] considered an extension of the work of Chung, Graham and Wilson [CGW89] to k-graphs. They asked whether S(L, d, ε, α) is a quasirandom property when L is a linear k-graph, that is, if for every pair of distinct edges e, f ∈ L we have |e ∩ f | ≤ 1. In [DR] we give a positive answer to this question by proving Theorem 3.5 below.
Theorem 3.5 ( [DR] ). Let L be a linear k-graph with at least one edge, ξ > 0 and d > 0 be given. There exists constants n 0 ∈ N, ε > 0 and α > 0 such that
Theorem 3.2 may be used to show that a k-graph satisfying, say, S(L, d, ε, 0.999) also satisfies S(L, d, γ, 0.001) with γ → 0 as ε → 0. In particular, the quantification in Theorem 3.5 may be changed to allow any 0 < α < 1 to be fixed, even if arbitrarily close to 1. (The same would be obtained by combining Theorem 3.5 and the approach of Yuster [Yus08] .)
Proof of main result -Theorem 2.2
In this section we will prove Theorem 2.2. Let F be an arbitrary (t, )-family and M = M (F, ≤ ). We will prove that M has linearly independent rows (full row rank).
Define the annihilator polynomial
where L j is defined in (b) for j = 1, 2, . . . , m = |F| (we set p m (y) = 1 since L m = ∅).
Consider the m × m matrix A with entries a ij = p j (|F i ∩ F j |), 1 ≤ i, j ≤ m. We claim that A is a triangular matrix with non-zero diagonal entries. Indeed, a jj = p j (|F j |) = 0 for all j since otherwise
which implies that F j ⊆ F h for some j < h ≤ m, contradicting the assumption (a) on F. Moreover, for i > j we have
Consequently, A is a full-rank matrix. The theorem will follow once we prove the following claim. The above claim implies that the column rank of M is at least the column rank of A-which is m. However, the row rank of M -which is at most m-equals the column rank of M . More formally,
Therefore the matrix M has full row rank.
Let us prove Claim 4.1. We set 1[expression] to be 1 if expression is true and 0 otherwise. Fix some 1 ≤ j ≤ m. We will show that the jth column of A is a linear combination of the columns of M . Set
The vector M v k (j) is a linear combination of the columns of M . In particular, we have
Since the polynomial p j has degree |L j |-which is at most by the condition (b) over F-there exists numbers α 0 , α 1 , . . . , α ∈ Q such that
It follows that
Therefore, the jth column of A is given by
which is clearly a linear combination of the columns of M . Claim 4.1 is thus proved and Theorem 2.2 follows.
Sketch of the proof of Theorem 3.2
In what follows we will sometimes abuse the notation and treat an ordered tuple f as a set containing the elements of the tuple.
Let α, δ and be given. Take (5.1) t = t(α, δ, ) = max 1 − α , 1 δ and arbitrarily partition V into sets V 1 , . . . , V t all with cardinality m = n/t ≤ δn. By taking n 0 t we may assume that t | n by adding < t dummy elements to V ; this affects the uniformity of F only slightly and we may compensate this loss by choosing a smaller value for ε in the end.
We will show that |F ∩V 1 | = (d±γ/2) |V 1 | . Since V 1 is arbitrary, every m-subset of V contains (d ± γ/2)m edges of F. A simple averaging argument extends this estimate to every subset of V with at least m elements. In particular, if Y ⊂ V , |Y | ≥ δn ≥ m then |F ∩ Y | = (d ± γ)|Y | , which is the conclusion of Theorem 3.2.
For a set S ∈
[t]
≤ , let V S i∈S V i and
We claim that the sets X S and X T are disjoint for S = T . Indeed, the only set X S containing a given f ∈ V satisfies S = {i ∈ [t] : f ∩ V i = ∅}.
Set x S = |X S | for all S. Note that we would like to estimate x {1} . For every K ⊆ [t] we have the identity
Given the assumption of Theorem 3.2 over F, for any set K ⊆ [t] with |K| ≥ t − Since c − b ∞ ≤ εn , it follows that x − y ∞ ≤ M −1 εn , where
However, M and M −1 depend only on t = t(α, δ, ) and . Thus it is possible to choose ε > 0 small enough so that (5.3)
x − y ∞ ≤ M −1 εn ≤ γ 2 t − n = γm /2.
We will now find the vector y and use it as a good approximation for x. ≤ . The proof of Claim 5.1 follows from the inclusion-exclusion principle and is omitted. Equation (5.4) implies that y {1} = dm and by (5.3) it follows that x {1} = (d ± γ/2)m .
