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In this study, we introduce a class of neural architectures of self-organizing neural networks
(SONN) that is based on a genetically optimized multilayer perceptron with polynomial neurons
(PNs) or fuzzy polynomial neurons (FPNs). We discuss its comprehensive design methodology
involving mechanisms of genetic optimization, especially genetic algorithms (GAs). The conven-
tional SONN is based on some mechanisms of self-organization and an evolutionary algorithm
rooted in the extended group method of data handling (GMDH) method. In contrast, the proposed
genetically optimized SONN (called ‘‘gSONN’’, for brief) results in a structurally optimized struc-
ture and comes with a higher level of ﬂexibility in comparison to the one encountered in the conven-
tional SONN. This structural optimization is realized via GAs whereas in the case of the parametric
optimization we proceed with a standard least square method-based learning. Through the consec-
utive process of such structural and parametric optimization, the gSONN becomes generated in a
highly dynamic fashion. The performance of the network is quantiﬁed through experimentation in
which we exploit standard data already used in fuzzy or neurofuzzy modeling. These results highlight
the superiority of the proposed networks over the existing fuzzy and neural models.
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procedure1. Introduction
Recently, a great deal of attention has been directed towards advanced techniques of
complex system modeling. The challenging quest for constructing models of the systems
that come with signiﬁcant approximation and generalization abilities as well as are easy
to comprehend has been within the community for decades. While neural networks, fuzzy
sets and evolutionary computing as the technologies of computational intelligence (CI)
have expanded and enriched a ﬁeld of modeling quite immensely, they have also gave rise
to a number of new methodological issues and increased our awareness about tradeoﬀs
one has to make in system modeling [1–4]. The most successful approaches to hybridize
fuzzy systems with learning and adaptation have been made in the realm of CI. Especially
neural fuzzy systems and genetic fuzzy systems hybridize the approximate inference
method of fuzzy systems with the learning capabilities of neural networks and evolution-
ary algorithms [5]. When the dimensionality of the model goes up (say, the number of vari-
ables increases), so do the diﬃculties. Fuzzy sets emphasize the aspect of transparency of
the models and a role of a model developer as well as an expert whose prior knowledge
about the system may be very helpful in facilitating all identiﬁcation pursuits. On the other
hand, to construct models of substantial approximation capabilities, there is a need for
advanced tools. The art of modeling is to reconcile these two important tendencies (viz.
accuracy and transparency) of the resulting model. Moreover it is also worth stressing that
in many cases the nonlinear form of the model acts as a two-edge sword: while we gain
ﬂexibility to cope with diversiﬁed experimental data, we are provided with an abundance
of nonlinear dependencies that need to be exploited and determined in a systematic man-
ner. In particular, when dealing with high-order nonlinear and multivariable equations of
the model, we require a vast amount of data for estimating values of all its parameters
[1,2].
One of the representative and advanced design approaches comes from the family of
self-organizing neural networks (SONN) [10–13] such as fuzzy polynomial neural net-
works (FPNN) as well as polynomial neural network (PNN). The design procedure of
these self-organizing neural networks exhibits some tendency to produce overly complex
networks. It also comes with a signiﬁcantly higher computation load caused by the trial
and error method being an integral part of the development process. This repetitive char-
acter of the optimization is inherited from the original GMDH algorithm [6–9] that itself
requires some parameter adjustment done in an iterative fashion.
In this study, by alleviating the above problems associated with the conventional
SONN as well as the GMDH algorithm, we introduce a new genetic design approach;
as a consequence of the resulting design we will be referring to these networks as geneti-
cally optimized SONN (gSONN). The determination of the optimal values of the param-
eters available within an individual PN or FPN (viz. the number of input variables, the
order of the polynomial, and a collection of preferred nodes) leads to a structurally and
parametrically optimized network. As a result, this network is more ﬂexible as well as
exhibits simpler topology in comparison to the conventional SONN discussed in the
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design methodology of gSONN modeling, come up with a logic-based structure of such
model and propose a comprehensive evolutionary development environment in which
the optimization of the models can be eﬃciently carried out both at the structural as well
as parametric level [14].
This paper is organized in the following manner. First, Section 2 delivers a brief intro-
duction to the architecture and development of the SONNs. Section 3 introduces the
genetic optimization used in SONN. The genetic design of the SONN comes with an over-
all description of a detailed design methodology of SONN based on genetically optimized
multi-layer perceptron architecture (Section 4). In Section 5, we report on a comprehensive
set of experiments. Finally concluding remarks are covered in Section 6. To evaluate the
performance of the proposed model, we discuss three experimental studies exploiting
well-known data being already used in the realm of fuzzy or neurofuzzy modeling
[10,11,13,15,16,20–46]. Furthermore, the network is directly contrasted with several exist-
ing neurofuzzy models reported in the literatures.
2. The architecture and development of the self-organizing neural networks (SONN)
Proceeding with the overall SONN architecture, essential design decisions have to be
made with regard to the number of input variables, the order of the polynomial, and a col-
lection of the speciﬁc subset of input variables. We distinguish between two kinds of the
SONN architectures (that is PN-based SONN and FPN-based SONN).
2.1. Polynomial neuron (PN) based SONN and its topology
As underlined, the SONN algorithm is based on the GMDH method and utilizes a class
of polynomials such as linear, quadratic, modiﬁed quadratic, etc. that are used to describe
basic processing realized there. By choosing the most signiﬁcant input variables and select-
ing an order of the polynomial among some subset of relationships, we can obtain the best
data description – it commonly comes under a name of a partial description (PD). The
architecture is realized by selecting nodes at each layer and eventually generating addi-
tional layers until the best performance has been reached. Such a methodology leads to
an optimal SONN structure. Let us recall that the input–output data are given in the form
X i; yið Þ ¼ x1i; x2i; . . . ; xNi; yið Þ; i ¼ 1; 2; 3; . . . ; n; ð1Þ
where N is the number of input variables, i is the data number of each input and output
variable, and n denotes the number of data in the dataset. Thus the input–output relation-
ship for the above data realized by the SONN algorithm can be described in the following
manner:
y ¼ f x1; x2; . . . ; xNð Þ; ð2Þ
where, x1, x2, . . . , xN denote the outputs of the ﬁrst layer of PN nodes (the inputs of the
second layer (PN nodes)).
The estimated output y^ reads as
y^ ¼ c0 þ
XN
i¼1
cixi þ
XN
i¼1
XN
j¼1
cijxixj þ
XN
i¼1
XN
j¼1
XN
k¼1
cijkxixjxk    ; ð3Þ
S.-K. Oh, W. Pedrycz / Internat. J. Approx. Reason. 43 (2006) 26–58 29where C(c0,ci,cij,cijk, . . .) (i, j,k, . . . : 1,2, . . . ,N) and X(xi,xj,xk, . . .) (i, j,k, . . . : 1,2, . . . ,N)
are vectors of the coeﬃcients and input variables of the resulting multi-input single-output
(MISO) system, respectively.
The design of the SONN structure proceeds further and involves a generation of some
additional layers. These layers consist of PNs (PDs) for which the number of input vari-
ables, the polynomial order, and a collection of the speciﬁc subset of input variables are
genetically optimized across the layers. The detailed PN involving a certain regression
polynomial is shown in Table 1. The architecture of the PN based SONN is visualized
in Fig. 1. The structure of the SONN is genetically optimized on the basis of the design
alternatives available within a PN occurring in each layer. In the sequel, the SONN
embraces diverse topologies of PN being selected on the basis of the number of input vari-
ables, the order of the polynomial, and a collection of the speciﬁc subset of input variables
(as shown in Table 1).Table 1
Diﬀerent formats of regression polynomials used in the buildup of a PN
Order Number of inputs
1 2 3
1 (Type 1) Linear Bilinear Trilinear
2 (Type 2) Quadratic Biquadratic-1 Triquadratic-1
(Type 3) Biquadratic-2 Triquadratic-2
PN
PN
PN
PN
PN
PN
PN
PN
PN
PN
PN
PN
PN
PN yˆ
x1
x2
x3
x4
1st layer 2nd layer or higher
C0+C1zp+C2zq+C3z2p+C4z2q+C5zpzq
zp
zq
z
PN
zp
zq
2
Partial
Description
Polynomial
order
Input
variables
Fig. 1. A general topology of the PN based-SONN: note a biquadratic polynomial used in the partial description
(z: intermediate variable).
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available within each node is essential in the formation of the best model with respect
to the characteristics of the data, model design strategy, nonlinearities and predictive
capabilities.
The following types of the polynomials are used:
• Bilinear = c0 + c1x1 + c2x2,
• Biquadratic-1ðBasicÞ ¼ Bilinearþ c3x21 þ c4x22 þ c5x1x2,
• Biquadratic-2(Modiﬁed) = Bilinear + c3x1x2.
2.2. Fuzzy polynomial neuron (FPN) based SONN and its topology
In this section, we introduce a fuzzy polynomial neuron (FPN). This neuron, regarded
as a generic type of the processing unit, dwells on the concepts of fuzzy sets and neural
networks. We show that the FPN encapsulates a family of nonlinear ‘‘if-then’’ rules. When
arranged together, FPNs build a self-organizing neural network (SONN). In the sequel, we
investigate architectures arising therein.
2.2.1. Fuzzy polynomial neuron (FPN)
As visualized in Fig. 2, the FPN consists of two basic functional modules. The ﬁrst one,
labeled by F, is a collection of fuzzy sets (here {Al} and {Bk}) that form an interface
between the input numeric variables and the processing part realized by the neuron. Here
xq and xp denote input variables. The second module (denoted here by P) is about the
function – based nonlinear (polynomial) processing. This nonlinear processing involves
some input variables (xi and xj). Quite commonly, we will be using a polynomial form
of the nonlinearity, hence the name of the fuzzy polynomial processing unit. The use of
polynomials is motivated by their generality. In particular, they include constant and lin-
ear mappings as their special cases (that are used quite often in rule-based systems).
In other words, FPN realizes a family of multiple-input single-output rules. Each rule,
refer again to Fig. 2, reads in the form
if xp is Al and xq is Bk then z is Plkðxi; xj; alkÞ; ð4ÞP1
P2
PK
xp
xq
xi ,xj
∑
1μ
2μ
Kμ
P33μ
1μˆ
2μˆ
3μˆ
Kμˆ
z
FPN
{Bk}
{Al}
F
P
Fig. 2. A general topology of the generic FPN module (F: fuzzy set-based processing part, P: the polynomial
form of mapping).
Table 2
Diﬀerent forms of the regression polynomials standing in the consequence part of the fuzzy rules
Order of the polynomial Number of inputs
1 2 3
0 (Type 1) Constant Constant Constant
1 (Type 2) Linear Bilinear Trilinear
2 (Type 3) Quadratic Biquadratic-1 Triquadratic-1
2 (Type 4) Biquadratic-2 Triquadratic-2
1: Basic type, 2: Modiﬁed type.
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denotes the regression polynomial forming the consequence part of the fuzzy rule which
uses several types of high-order polynomials (linear, quadratic, and modiﬁed quadratic)
besides the constant function forming the simplest version of the consequence; refer also
to Table 2.
Alluding to the input variables of the FPN, especially a way in which they interact with
the two functional blocks shown there, we use the notation FPN (xp,xq;xi,xj) to explicitly
point at the input variables. The processing of the FPN is governed by the following
expressions that are in line of the rule-based computing existing in the literature [15,16].
The activation of the rule ‘‘K’’ is computed as an and-combination of the activations of
the fuzzy sets occurring in the rule. This combination of the subconditions is realized
through any t-norm. In particular, we consider the minimum and product operations as
two widely used models of the logic connectives. Subsequently, denote the resulting acti-
vation level of the rule by lK. The activation levels of the rules contribute to the output of
the FPN being computed as a weighted average of the individual condition parts (func-
tional transformations) PK (note that the index of the rule, namely ‘‘K’’ is a shorthand
notation for the two indexes of fuzzy sets used in the rule (4), that is K = (l,k)):
z ¼
Xall rules
K¼1
lKPK xi; xj; aK
 , Xall rules
K¼1
lK ¼
Xall rules
K¼1
~lKPK xi; xj; aK
 
. ð5Þ
In the above expression, we use an abbreviated notation to describe an activation level of
the ‘‘K’’th rule to be in the form
~lK ¼ lKPall rules
L¼1 lL
. ð6Þ2.2.2. The topology of the fuzzy polynomial neuron (FPN) based SONN
The topology of the FPN based SONN implies the ensuing learning mechanisms; in the
description below we indicate some of these learning issues that permeate the overall archi-
tecture. First, the network is homogeneous in the sense it is constructed with the use of the
FPNs. It is also heterogeneous in the sense that FPNs can be very diﬀerent (as far as the
detailed architecture is concerned) and this contributes to the generality of the architec-
ture. The network may contain a number of hidden layers with each of them being of a
diﬀerent size (with diﬀerent number of nodes). The nodes may have a diﬀerent number
of inputs and this triggers a certain pattern of connectivity of the network. The FPN itself
promotes a number of interesting design options, see Fig. 3. In these alternatives we
FPN
x1
x2
x
n
yk
Designer-based design alternatives
MF type
Triangular
Gaussian
Selected input
Entire system input
2
3
GA-based design alternatives
Fuzzy inference method
Simplified(Type 1)
Regeression polynomial(Type 2~4)
Parameters
No. of inputs and order of
the consequence
polynomial
No. of MFsConsequent structure of the fuzzy rules
Fig. 3. The design alternatives available within a single FPN.
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cerns a choice of the type of membership function (MF), the consequent input structure of
the fuzzy rules, and the number of MFs per each input variable. The latter is related to a
choice of the number of inputs, and a collection of the speciﬁc subset of input variables
and its associated order of the polynomial realizing a consequence part of the rules based
on fuzzy inference method.
Proceeding with the FPN-based SONN architecture, see Fig. 4, essential design deci-
sions have to be made with regard to the number of input variables and the order of
the polynomial forming the conclusion part of the rules as well as a collection of the spe-
ciﬁc subset of input variables. The consequence part can be expressed by linear, quadratic,
or modiﬁed quadratic polynomial equation as mentioned previously. Especially for the
consequence part, we consider two kinds of formats of the input vector occurring in the
conclusion part of the fuzzy rules of the ﬁrst layer, namely (i) selected inputs and (ii) entire
system inputs, see Table 3.
(i) The input variables of the consequence part of the fuzzy rules are the same as the
input variables of the premise part.
(ii) The input variables of the consequence part of the fuzzy rules in a node of the ﬁrst
layer are the same as the entire system input variables and the input variables of the
consequence part of the fuzzy rules in a node of the second layer or higher are the
same as the input variables of the premise part.
We adhere to the following notation: A: vector of the selected input variables
(x1,x2, . . .,xi); B: vector of the entire system input variables (x1,x2, . . . ,xi,xj, . . .); Type T:
•••
x1•
x2•
x3•
x4•
FPN
FPN
FPN
FPN
FPN
FPN
FPN
FPN
FPN
FPN
FPN
FPN
FPN
FPN
FPN
FPN
FPN
FPN
FPN
FPN
FPN
FPN
FPN
FPNFPN yˆ
(A) xq
xp xxxxFPNZ qpqpi = ),:,(FPN
(B) xq
xp xxxxFPNZ 21qpi = ,:,( xx 43 ,, )FPN
xq
xp
xxxFPNZ qppi = ),:(FPN
xr
x
r
,xq, xr,
1st layer 2nd layer or higher
Fig. 4. Conﬁguration of the topology of the FPN-based SONN.
Table 3
Polynomial type according to the number of input variables in the conclusion part of fuzzy rules
Type of the consequence
polynomial
Input vector
Selected input variables
in the premise part
Selected input variables
in the consequence part
Entire system
input variables
Type T A A B
Type T* A B B
S.-K. Oh, W. Pedrycz / Internat. J. Approx. Reason. 43 (2006) 26–58 33f(A) = f(x1,x2, . . . ,xi)-type of a polynomial standing in the consequence part of the fuzzy
rules; Type T*: f(B) = f(x1,x2, . . . , i,xj, . . .)-type of a polynomial occurring in the conse-
quence part of the fuzzy rules.
In the fuzzy polynomial neuron (FPN) shown in Fig. 4, the variables in the FPN(Æ) are
enumerated in the form of two lists that are separated by a semicolon. The former and lat-
ter part of the list denote the premise input variables (xp, xq) and the input variables (xp, xq
or x1, x2, x3, x4) of the consequence regression polynomial of the fuzzy rules, respectively.
In other words, xp and xq of the both the former and latter part stand for the selected
input variables to be used in both the premise and consequence part of the fuzzy rules, and
x1, x2, x3, and x4 of the latter part stand for system input variables to be used in the con-
sequence polynomial of the fuzzy rules.
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The task of optimizing any complex model involves two main phases. First, a class of
some optimization algorithms has to be chosen so that it is applicable to the requirements
implied by the problem at hand. Secondly, various parameters of the optimization algo-
rithm need to be tuned in order to achieve its best performance.
Genetic algorithms (GAs) are optimization techniques based on the principles of natural
evolution. In essence, they are search algorithms that use operations found in natural genet-
ics to guide a comprehensive search over the parameter space. GAs have been demon-
strated to provide robust search capabilities in complex spaces thus oﬀering a valid
solution strategy to problems requiring eﬃcient and eﬀective searching. In contrast to
the gradient-based search [17], genetic algorithm are aimed at stochastic global search
and involving a structured information exchange [18]. It is instructive to highlight the main
features that tell GA apart from some other optimization methods: (1) GA operates on the
codes of the variables but not the variables themselves. (2) GA searches for an optimum by
considering a group (population) of points in the search space (potential solutions), rather
than focusing on a single point. (3) The genetic search is directed only by some ﬁtness func-
tion whose form could be quite complex; we do not require it need to be diﬀerentiable.
In this study, for the optimization of the SONN model, GA uses a serial method of bin-
ary type, roulette-wheel used in the selection process, one-point crossover in the crossover
operation, and a binary inversion (complementation) operation in the mutation operator.
To retain the best individual and carry it over to the next generation, we use elitist strategy
[19]. The overall genetically driven structural optimization process of SONN is shown in
Figs. 5 and 6.
As mentioned, when we construct PNs or FPNs of each layer in the conventional
SONN, such parameters as the number of input variables (nodes), the order of polyno-
mial, and input variables available within a PN or a FPN are ﬁxed (selected) in advance
by the designer. This could have frequently contributed to the diﬃculties in the design of
the optimal network. To overcome this apparent drawback, we resort ourselves to the
genetic optimization.E
Selection of the no.
of input variables
Selection of
input variables
Selection of the
polynomial order
PNs Selection
Genetic
design
Genetic
design
Layer
Generation
1st
layer
1st
layer
S
E : Entire inputs, S : Selected PNs, zi : Preferred outputs in the ith stage(zi=z1i, z2i, ..., zWi)
Selection of the no.
of input variables
Selection of
input variables
Selection of the
polynomial order
PNs Selection
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z1 z2
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design
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Fig. 5. An overall genetically driven structural optimization of the PN-based SONN.
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The genetically driven SONN comes with a highly versatile architecture both in terms
of the the ﬂexibility of the individual nodes as well as the overall interconnectivity between
the nodes and organization of the layers.
The design procedure of the SONN based on genetically optimized multi-layer percep-
tron architecture consists of the following steps.
Step 1. Determine system’s input variables.
Deﬁne system’s input variables xi (i = 1,2, . . . ,n) related to the output variable y.
If required, the normalization of input data is carried out as well.
Step 2. Form a training and testing data.
The input–output data set (xi,yi) = (x1i,x2i, . . . ,xni,yi), i = 1,2, . . . ,N (with N
being the total number of data points) is divided into two parts, that is, a training
and testing dataset. Denote their sizes by Nt and Nc, respectively. Obviously we
have N = Nt + Nc. The training data set is used to construct the SONN. Next,
the testing data set is used to evaluate the quality of the network.
Step 3. Decide initial information for constructing the SONN structure.
We decide upon the design parameters of the SONN structure. The list of these
parameters include:
(a) According to the stopping criterion, two termination methods are exploited:
– Criterion level for comparison of a minimal identiﬁcation error of the cur-
rent layer with that occurring at the previous layer of the network.
– The maximum number of layers (predetermined by the designer) with an
intent to achieve a sound balance between model accuracy and its
complexity.
(b) The maximal number of input variables entering each node in the correspond-
ing layer.
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of the SONN algorithm.
(d) The depth of the SONN to be selected to reduce a conﬂict between overﬁtting
and generalization abilities of the developed SONN.
(e) The depth and width of the SONN to be selected as a result of a tradeoﬀ
between accuracy and complexity of the overall model.
In addition, in the case of FPN-based SONN, the parameters related to the
following item are also considered:
(f) The decisions to be made about the following structural aspects of the net-
work such as
– a type of the fuzzy inference method,
– a form of the membership functions (MF); here we choose between trian-
gular and Gaussian-like functions,
– a structure of the consequence part of fuzzy rules.
Step 4. Form a structure of the PN or FPN based SONN with the use of the genetic design.
This phase concerns the selection of the number of input variables, the polynomial
order, and the input variables to be assigned at each node of the corresponding
layer. These important decisions are carried out through an extensive genetic opti-
mization.
When it comes to the organization of the chromosome representing (mapping) the
structure of the SONN, we divide the chromosome to be used for the genetic opti-
mization into three sub-chromosomes. The ﬁrst sub-chromosome contains the
number of input variables, the second sub-chromosome involves the order of
the polynomial of the node, and the third sub-chromosome (remaining bits) con-
tains input variables coming to the corresponding node (PN or FPN). All these
elements are optimized when running the GA.
In nodes (PN or FPNs) of each layer of SONN, we adhere to the notation shown
in Fig. 7. Here ‘‘PNn’’ or ‘‘FPNn’’ denotes the nth node (PN or FPN) of the cor-
responding layer, ‘‘N’’ stands for the number of nodes (inputs or PNs/FPNs)
coming to the corresponding node, while ‘‘T’’ is used to indicate the order of poly-
nomial used in the corresponding node.
Each sub-step of the genetic design of the three types of the parameters available
within the PN or the FPN is structured as follows:
Step 4-1. Selection of the number of input variables (ﬁrst sub-chromosome).
The ﬁrst 3 bits of the chromosome are assigned to select of the number
of input variables. They are randomly set up to be
     
b ¼ 22  bitð3Þ þ 21  bitð2Þ þ 20  bitð1Þ ð7ÞN T
xi
xj
z
No. of inputs
Polynomial order(Type T)
PNn or FPNn
nth Polynomial or Fuzzy Polynomial
Neuron(PN or FPN)
Fig. 7. Formation of PN or FPN in the SONN architecture.
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denote the three bits mentioned earlier.The decimal value of b is
rounded oﬀ so thatc ¼ ðb=aÞ  ðMax 1Þ þ 1; ð8Þwhere Max denotes the maximal number of input variables entering
the corresponding node (FSPN) while a is the decoded decimal
value corresponding to the case when all bits of the ﬁrst sub-chromo-
some are set up as 1’s. The normalized integer is then treated as the
number of input variables (or input nodes) entering to the correspond-
ing node.Step 4-2. Selection of the order of polynomial (second sub-chromosome).The
3 bits of the second sub-chromosome are assigned to control the selec-
tion of the order of polynomial. The normalized integer value deter-
mined from (7) and (8) is given as the selected order of the
polynomial, when constructing each node of the respective layer.
Step 4-3. Selection of input variables (third sub-chromosome). The remaining
bits assigned to the binary bits are divided by the value obtained in
Step 4-1 (the number of input variables) for the selection of input vari-
ables. Each decimal value obtained through relationship (7) is then
normalized following (8); moreover we round oﬀ the values obtained
from this expression. We replace Max with the total number of inputs
(viz. input variables or input nodes), n (or W) in the corresponding
layer. The normalized integer values are then taken as the selected
input variables while constructing each node of the corresponding
layer. Here, if the selected input variables are multiple-duplicated,
the multiple-duplicated input variables (viz. same input numbers) are
treated as a single input variable while the remaining ones are
discarded.
Step 5. Estimate the coeﬃcient parameters of the polynomial in the selected node (PN or
FPN).
Step 5-1. In case of a PN.The vector of coeﬃcients Ci is derived by minimizing
the mean squared error between yi and zmiE ¼ 1
N tr
XN tr
i¼0
ðyi  zmiÞ2. ð9ÞUsing the training data subset, this gives rise to the set of linear
equationsY ¼ XiCi; ð10Þwith the optimal values of the coeﬃcients of the PN of nodes in each
layer expressed in the well-known formCi ¼ XTi Xi
 1
XTi Y; ð11Þ
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 T
;
Xi ¼ X1i X2i    Xki    Xntri½ T;
XTki ¼ 1 xki1 xki2    xkin    xmki1 xmki2    xmkin½ ;
Ci ¼ c0i c1i c2i    cn0i½ T;
with the following notation: i: node number, k: data number, ntr: num-
ber of the training data subset, n: number of the selected input vari-
ables, m: maximum order, n 0: number of estimated coeﬃcients.Step 5-2. In case of a FPN.At this step, the regression polynomial inference is
considered. The inference method deals with regression polynomial
functions viewed as the consequents of the rules. Regression polynomi-
als (polynomial and in the very speciﬁc case, a constant value) standing
in the conclusion part of fuzzy rules are given as diﬀerent types of Type
1, 2, 3, or 4, see Table 2. In the fuzzy inference, we consider two types
of membership functions, namely triangular and Gaussian-like mem-
bership functions.The regression fuzzy inference (reasoning scheme)
is envisioned: The consequence part can be expressed by linear, qua-
dratic, or modiﬁed quadratic polynomial equation as shown in Table
2. The use of the regression polynomial inference method gives rise
to the expressionRi: If x1 is Ai1; . . . ; xk is Aik then yi ¼ fiðx1; x2; . . . ; xkÞ; ð12Þ
where, Ri is the ith fuzzy rule, xl (l = 1,2, . . . ,k) is an input variable, Aik
is a membership function of fuzzy sets, k denotes the number of the in-
put variables, while fi(Æ) is a regression polynomial function of the input
variables.The numeric output of the model is given in the formy^ ¼
Pn
i¼1lifiðx1; x2; . . . ; xkÞPn
i¼1li
¼
Xn
i¼1
l
_
ifiðx1; x2; . . . ; xkÞ; ð13Þwhere, n is the number of the fuzzy rules, y^ is the inferred value, li is the
premise ﬁtness of Ri and l
_
i is the normalized premise ﬁtness of li.Here
we consider a regression polynomial of the input variables. The proce-
dure described above is implemented iteratively for all nodes of the
layer and also for all layers of SONN; we start from the input layer
and move towards the output layer.Step 6. Select nodes (PNs or FPNs) with the best predictive capability and construct their
corresponding layer.
All nodes of the corresponding layer of SONN architecture are constructed
through the genetic optimization. To evaluate the performance of nodes (PNs
or FPNs) constructed using the training dataset, the testing dataset is used. Based
on this performance index, we calculate the ﬁtness function
F ðfitness functionÞ ¼ 1
1þ EPI ; ð14Þ
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In this case, the model is obtained by the training data and EPI is obtained from
the testing data (or validation data) of the SONN model constructed by the train-
ing data.The nodes (PNs or FPNs) obtained on the basis of the calculated ﬁtness
values (F1,F2, . . . ,Fz) are rearranged in a descending order. We unify the nodes
with duplicated ﬁtness values (viz. in case that one node is the same ﬁtness value
as other nodes) among the rearranged nodes on the basis of the ﬁtness values. We
choose several nodes (PNs or FPNs) characterized by the best ﬁtness values.
Here, we use the pre-deﬁned number W of nodes (PNs or FPNs) with better pre-
dictive capability that need to be preserved to assure an optimal operation at the
next iteration of the SONN algorithm. The outputs of the retained nodes serve as
inputs to the next layer of the network. There are two cases as to the number of
the retained nodes, that is
(i) IfW* <W, then the number of the nodes (PNs or FPNs) retained for the next
layer is equal to z.Here, W* denotes the number of the retained nodes in each
layer that nodes with the duplicated ﬁtness values were moved.
(ii) IfW*PW, then for the next layer, the number of the retained nodes (PNs or
FPNs) is equal to W.
The above design pattern is carried out for the successive layers of the network.
For the construction of the nodes in the corresponding layer of the original SONN
structure, the nodes obtained from (i) or (ii) are rearranged in ascending order on
a basis of initial population number.
Step 7. Check the termination criterion.
The termination condition that controls the growth of the model consists of two
components, that is the performance index and a size of the network (expressed in
terms of the maximal number of the layers). As far as the performance index is
concerned (that reﬂects a numeric accuracy of the layers), a termination is
straightforward and comes in the form,
F 1 6 F ; ð15Þ
where, F1 denotes a maximal ﬁtness value occurring at the current layer whereas
F* stands for a maximal ﬁtness value that occurred at the previous layer. As far as
the depth of the network is concerned, the generation process is stopped at a
depth of less than ﬁve layers. This size of the network has been experimentally
found to build a sound compromise between the high accuracy of the resulting
model and its complexity as well as generalization abilities.In this study, we use
two measures (performance indexes) that are the mean squared error (MSE)
and the root mean squared error (RMSE) that isEðPIs or EPIsÞ ¼ 1N
XN
p¼1
ðyp  y^pÞ2; ð16Þ
EðPIs or EPIsÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
N
XN
p¼1
ðyp  y^pÞ2
vuut ; ð17Þwhere, yp is the pth target output data and y^p stands for the pth actual output
of the model for this speciﬁc data point. N is training (PIs) or testing (EPIs)
40 S.-K. Oh, W. Pedrycz / Internat. J. Approx. Reason. 43 (2006) 26–58input–output data pairs and E is an overall (global) performance index deﬁned as
a sum of the errors for the N.Step 8. Determine new input variables for the next layer.
If (15) has not been met, the model needs to be expanded. The outputs of the pre-
served nodes (zli,z2i, . . . ,zWi) serve as new inputs to the next layer (x1j,x2j, . . . ,xWj)
(j = i + 1). This is captured by the expression
x1j ¼ z1i; x2j ¼ z2i; . . . ; xwj ¼ zwi. ð18Þ
The SONN algorithm is carried out by repeating Steps 4–8 of the algorithm.5. Experimental studies
In this section, we illustrate the development of the SONN and show its performance
for a number of well-known and widely used datasets. The ﬁrst one is a time series of
gas furnace (Box–Jenkins data) which was studied previously in [10,11,13,15,16,20–34].
The other one deals with a two-input nonlinear static system [23,26–28,35–39] being
already exploited in fuzzy and fuzzy–neural modeling. The third dataset is concerned with
Mackey–Glass time series [40–46] being widely exploited as benchmarking dataset.
5.1. Gas furnace process
We illustrate the performance of the network and elaborate on its development by
experimenting with data coming from the gas furnace process. The time series data (296
input–output pairs) resulting from the gas furnace process has been intensively studied
in the previous literature [10,11,13,15,16,20–34]. The delayed terms of methane gas ﬂow
rate, u(t) and carbon dioxide density, y(t) are used as 6 system input variables with vector
format, [(t  3), u(t  2), u(t  1), y(t  3), y(t  2), and y(t  1)]. The output variable is
y(t). The ﬁrst part of the dataset (consisting of 148 pairs) was used for training. The
remaining part of the series serves as a testing set. We consider the MSE given by (16)
to be a pertinent performance index.
Table 4 summarizes the list of parameters used in the genetic optimization of the PN-
based and the FPN-based SONN. In the optimization of each layer, we use 100 genera-
tions, 60 populations, a string of 36 bits, crossover rate equal to 0.65, and the probability
of mutation set up to 0.1. A chromosome used in the genetic optimization consists of a
string including 3 sub-chromosomes. The ﬁrst chromosome contains the number of input
variables, the second chromosome contains the order of the polynomial, and ﬁnally the
third chromosome contains input variables. The numbers of bits allocated to each sub-
chromosome are equal to 3, 3, and 30, respectively. The population size being selected
from the total population size (60) is equal to 30. The process is realized as follows. Sixty
nodes (PNs or FPNs) are generated in each layer of the network. The parameters of all
nodes generated in each layer are estimated and the network is evaluated using both the
training and testing data sets. Then we compare these values and choose 30 nodes (PNs
or FPNs) that produce the best (lowest) value of the performance index. The maximal
number (Max) of inputs to be selected is conﬁned to two to ﬁve (2–5). In case of PN-based
SONN, the order of the polynomial is chosen from three types that is Types 1, 2, and 3
(refer to the Table 1), while in case of FPN-based SONN, the polynomial order of the
Table 4
Computational aspects of the genetic optimization of PN-based and FPN-based SONN
Parameters First layer Second or higher layer
GA Maximum generation 100 100
Total population size 60 60
Selected population size (W) 30 30
Crossover rate 0.65 0.65
Mutation rate 0.1 0.1
String length 3 + 3 + 30 3 + 3 + 30
PN-based SONN Maximal number (Max)
of inputs to be selected
1 6 l 6Max (2–5) 1 6 l 6Max (2–5)
Polynomial type (Type T) (#) 1 6 T 6 3 1 6 T 6 3
FPN-based SONN Maximal number (Max)
of inputs to be selected
1 6 l 6Max (2–5) 1 6 l 6Max (2–5)
Polynomial type (Type T)
of the consequent part
of fuzzy rules (##)
1 6 T 6 4 1 6 T 6 4
Consequent input type
to be used for Type T (###)
Type T Type T
Type T* Type T
Membership function (MF) type Triangular Triangular
Gaussian Gaussian
Number of MFs per input 2 2
(#), (##), and (###): refer to Tables 1, 2 and 3 respectively.
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shown in Table 2. As usual in fuzzy systems, we may exploit a variety of membership func-
tions in the condition part of the rules and this is another factor contributing to the ﬂex-
ibility of the network. Overall, triangular or Gaussian fuzzy sets are of general interest.
The ﬁrst class of triangular membership functions provides with a very simple implemen-
tation. The second class becomes useful because of an inﬁnite support of its fuzzy sets.
5.1.1. PN-based gSONN
Table 5 summarizes the performance of each layer of the network when changing the
maximal number of inputs to be selected; here Max was set up to be in the range from 2
to 5, and the selected node numbers, the selected polynomial type (Type T), and its corre-
sponding performance index (PI and EPI) were shown when the genetic optimization for
each layer was carried out. ‘‘Node’’ denotes the nodes for which the ﬁtness value is maximal
in each layer. For example, in case of Table 5, the ﬁtness value in layer 1 is maximal for
Max = 5 when nodes 3, 4, 5, 6 occurring in the previous layer have been selected as the node
inputs in the present layer. Only four inputs of Type 1 (linear function) were selected as the
result of the genetic optimization. Here, node ‘‘0’’ indicates that it has not been selected by
the genetic operation. Therefore, the width (the number of nodes) of the layer can be lower in
comparison to the conventional PN-based SONN (and this optimization strategy immensely
contributes to the compactness of the resulting network). In that case, the minimal value of
the performance index at the node, that is PI = 0.035, EPI = 0.125 are obtained.
Fig. 8 depicts the values of the performance index of the PN-based gSONN with respect
to the maximal number of inputs to be selected when the number of system inputs is equal
to 6. Considering the training and testing data sets in case of Max = 5, the best results for
Table 5
Performance index of the PN-based SONN viewed with regard to the increasing number of the layers
Max First layer Second layer Third layer
Node T PI EPI Node T PI EPI Node T PI EPI
2 5 6 2 0.105 0.199 24 27 2 0.026 0.134 2 25 1 0.023 0.126
3 2 5 6 3 0.022 0.136 24 25 0 1 0.021 0.123 4 22 28 2 0.020 0.112
4 3 4 5 6 1 0.035 0.125 6 9 15 27 3 0.018 0.122 6 12 13 19 3 0.017 0.113
5 3 4 5 6 0 1 0.035 0.125 4 15 22 0 0 2 0.015 0.112 7 9 18 27 0 3 0.015 0.107
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Fig. 8. Performance index treated as a function of the maximal number of inputs to be selected.
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nodes at the inputs (nodes numbered as 4, 15, 22); the performance of this network is
quantiﬁed by the values of PI equal to 0.015 and EPI given as 0.112. The best results
for the network in the ﬁfth layer coming with PI = 0.012 and EPI = 0.091 have been
reported when using Max = 5 with the polynomial of Type 3 and 3 nodes at the inputs
(the node numbers are 6, 24, 25). In Fig. 8, A(Æ)–D(Æ) denote the optimal node numbers
at each layer of the network, namely those with the best predictive performance. Here,
the node numbers of the ﬁrst layer represent system input numbers, and the node numbers
of each layer in the second layer or higher represent the output node numbers of the pre-
ceding layer, as the optimal node which has the best output performance in the current
layer. Fig. 9 illustrates the detailed optimal topologies of the network with 1 or 2 layers.
As shown in Fig. 9, the genetic design procedure at each stage (layer) of SONN leads to
the selection of the preferred nodes (or PNs) with optimal local characteristics (such as the
number of input variables, the order of the polynomial, and input variables).
Fig. 10 illustrates the optimization process by visualizing the performance index in
successive generations of the genetic optimization in case of Max = 5. It also shows the
optimized network architecture over 5 layers. Noticeably, the variation ratio (slope) of the
performance of the network changes radically around the second layer from the viewpointyˆ
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Fig. 9. PN-based genetically optimized SONN (gSONN) architecture.
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stantial amount of time-consuming iterations concerning SONN layers, the stopping cri-
terion can be taken into consideration. Referring to Fig. 10, it becomes obvious that we
optimized the network up to the maximally second layer.
5.1.2. FPN-based gSONN
As mentioned previously in Table 3, we consider two kinds of input vector formats for
the regression polynomial function of the conclusion part of the fuzzy rules in the ﬁrst
layer, namely selected inputs (Type T) and entire system inputs (Type T*). Fig. 11 shows
an example of the FPN design that is driven by some speciﬁc chromosome, refer to the
case that the performance values are PI = 0.016, EPI = 0.147 in the ﬁrst layer when using
Gaussian-like MF and Max = 5 with Type T. In FPN of each layer, two Gaussian-like
membership functions for each input variable are used. Here, the number of entire input
variables (here, entire system input variables) considered in the ﬁrst layer is given as 6. The
polynomial order selected is given as Type 2. Especially, in the second layer or higher, the
number of entire input variables is given as W that is the number of the nodes selected in
the current layer, as the output nodes of the preceding layer. Refer to Step 4-3 of the intro-
duced design process. As mentioned previously, the maximal number (Max) of input vari-
ables for the selection is conﬁned to 5, and three variables (such as x2, x5, and x6) were
selected among them. The parameters of the conclusion part (polynomial) of fuzzy rules
can be determined by the standard least-squares method.
Fig. 12 shows the values of performance index vis-a`-vis number of layers of the gSONN
with respect to the maximal number of inputs to be selected as optimal architectures of
each layer of the network while in Fig. 12, A(Æ)–D(Æ) denote the optimal node numbers
at each layer of the network, namely those with the best predictive performance. Here,
the node numbers of the ﬁrst layer represent system input numbers, and the node numbers
of each layer in the second layer or higher represent the output node numbers of the pre-
ceding layer, as the optimal node that has the best output performance at the current layer.
Fig. 13 illustrates the detailed optimal topologies of the network with 1 layer. In Fig. 13,
when using entire system input vector formats (Type T*) and Max equal to 5, the perfor-
mance of gSONN architectures was reported by the values of PI = 0.021, EPI = 0.136 for
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Fig. 11. The example of the FPN design guided by some chromosome (the use of Gaussian-like MF and Max = 5
with Type T (selected input vector format) in the ﬁrst layer).
S.-K. Oh, W. Pedrycz / Internat. J. Approx. Reason. 43 (2006) 26–58 45triangular MF, and PI = 0.012, EPI = 0.145 for Gaussian-like MF. As shown in Fig. 13,
the genetic design procedure at each stage (layer) of SONN leads to the selection of the
preferred nodes (or FPNs) with optimal local characteristics (such as the number of input
variables, the order of polynomial of the consequent part of fuzzy rules, and a collection of
the speciﬁc subset of input variables). Therefore, the width (the number of nodes) of the
layer as well as the depth (the number of layers) of the network can be lower in compar-
ison to the conventional SONN.
Table 6 contrasts the performance of the genetically developed network with other
fuzzy and neurofuzzy models studied in the literatures. The experimental results clearly
reveal that the proposed approach and the resulting model outperforms the existing net-
works both in terms of better approximation capabilities (lower values of the performance
index on the training data, PIs) as well as superb generalization abilities (expressed by the
performance index on the testing data, EPIs). In addition, the structurally optimized
gSONN leads to the eﬀective reduction of the depth of network as well as the width of
the layer and the avoidance of a substantial amount of time-consuming iterations for ﬁnd-
ing the most preferred network in the conventional SONN. PIs (EPIs) is deﬁned as the
mean square errors (MSE) between the experimental data and the respective outputs of
the model (network).
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Fig. 12. Performance index versus the increase of number of layers (Type T*).
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Table 6
Comparative analysis of the performance of the network; considered are models reported in the literature
Model Performance index
PI PIs EPIs
Box and Jenkin’s model [20] 0.710
Tong’s model [21] 0.469
Sugeno and
Yasukawa’s model [22]
0.355
Sugeno and
Yasukawa’s model [23]
0.190
Xu and Zailu’s model [24] 0.328
Pedrycz’s model [15] 0.320
Chen’s model [25] 0.268
Gomez-Skarmeta’s
model [26]
0.157
Oh and Pedrycz’s
model [16]
0.123 0.020 0.271
Kim et al.’s model [27] 0.055
Kim et al.’s model [28] 0.034 0.244
Leski and Czogala’s
model [29]
0.047
Lin and Cunningham’s
model [30]
0.071 0.261
NNFS model [31] 0.128
FPNN [32] CASE I (SI = 4, ﬁfth layer) 0.016 0.116
CASE II (SI = 4, ﬁfth layer) 0.016 0.128
PNN [33] Basic (SI = 4, ﬁfth layer) 0.021 0.110
Modiﬁed (SI = 4, ﬁfth layer) 0.015 0.103
HFPNN [34] Triangular (SI = 4, ﬁfth layer) 0.019 0.134
Gaussian (SI = 4, ﬁfth layer) 0.021 0.119
Generic
SOPNN [10]
Basic SOPNN (SI = 4, ﬁfth layer) 0.027 0.021 0.085
Modiﬁed SOPNN (SI = 4, ﬁfth layer) 0.035 0.017 0.095
Advanced
SOPNN [11]
Basic SOPNN (SI = 4, ﬁfth layer) 0.020 0.119
Modiﬁed SOPNN (SI = 4, ﬁfth layer) 0.018 0.118
SONNa [13] Type II (SI = 4) Basic SONN Case 1 (ﬁfth layer) 0.016 0.116
Case 2 (ﬁfth layer) 0.016 0.128
Modiﬁed SONN Case 1 (ﬁfth layer) 0.016 0.133
Case 2 (ﬁfth layer) 0.018 0.131
Proposed
gSONN
PN-based Max = 4 First layer 0.035 0.125
Fifth layer 0.014 0.100
Max = 5 First layer 0.035 0.125
Fifth layer 0.012 0.091
FPN-based Max = 4 (Type T) Triangular First layer 0.021 0.136
Fifth layer 0.015 0.106
Max = 5 (Type T) Gaussian-like First layer 0.016 0.147
Fifth layer 0.013 0.096
Max = 4 (Type T*) Triangular First layer 0.021 0.136
Fifth layer 0.011 0.106
Max = 4 (Type T*) Gaussian-like First layer 0.012 0.145
Fifth layer 0.008 0.093
PI – performance index over the entire data set, PIs – performance index on the training data, EPIs – performance
index on the testing data.
a Denotes ‘‘conventional optimized FPN-based SONN’’.
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In this section, we consider a nonlinear static system [23,26–28,35–39] with two inputs,
x1, x2 and a single output that assumes the following form:
y ¼ 1þ x21 þ x1:52
 2
; 1 6 x1; x2 6 5. ð19Þ
This nonlinear static equation is widely used to evaluate modeling performance of the fuz-
zy modeling. Using (19), 50 input–output data are generated: the inputs are generated ran-
domly and the corresponding output is then computed through the above relationship. We
consider the MSE (16) to serve as a performance index.
The parameters used for optimization of this process modeling are almost the same as
used in the previous experiments. Especially in the optimization of each layer of the PN-
based SONN, we use 150 generations and 100 populations. The population size being
selected from the total population size (100) is equal to 50 for Max = 3–5 and 30 for
Max = 7, 10. The GA-based design procedure is carried out in the same manner as in
the previous experiments as well.
The numbers of bits allocated to each sub-chromosome are equal to 3, 3, and 30,
respectively. In PN-based SONN with Max = 7, 10, the numbers of the allocated bits is
4 + 3 + 42 for Max = 7 and 4 + 3 + 60 for Max = 10.
5.2.1. PN-based gSONN
The maximal number (Max), standing in the performance index, of inputs to be selected
assumes 5 diﬀerent values we consider to be of interest in a series of experiments; more
speciﬁcally those are 3, 4, 5, 7, and 10. The maximal number is predetermined by designer
with the intent to achieve a sound balance between model accuracy and its complexity. In
this case the best result for network in the ﬁfth layer is obtained when using Max = 7 with
Type 2 polynomial (quadratic functions) and 7 node at inputs (node numbers are 4, 5, 6,
18, 21, 24, 28); this network comes with the value of PI equal to 0.000347. In case of using
Max = 10, the best result for the network in the ﬁfth layer come with PI = 3.4e16.
Fig. 14 depicts the values of the performance index of the PN-based gSONN with respect1 2 3 4 5
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Fig. 14. Performance index according to the increase of number of layers.
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to 2.
5.2.2. FPN-based gSONN
The GA-based design procedure is carried out in the same manner as in the previous
experiments. Table 7 summarize the detailed results for Type T*, respectively. As shown
in Table 7, the performance in the second layer of the genetically optimized network gets
radically much better in both cases (triangular and Gaussian MFs). In the case of using
triangular MFs, the result for network in the second layer is obtained when using
Max = 3 with Type 3 polynomials (quadratic functions) and 3 node at input (node num-
bers are 4, 8, 11); this network comes with the value of PI equal to 0.0039. When using
Gaussian MF, the result for the network in the second layer comes with PI = 1.1e16;
these have been reported when Max = 4 again with the second order polynomials and 3
node at the input (node inputs: 1, 6, 11). The related optimal networks are visualized in
Fig. 15.
Table 8 covers a comparative analysis including several previous fuzzy and neurofuzzy
models. Compared with these models, the gSONN emerges as the one with a very high
accuracy. Moreover, the structurally optimized gSONN leads to the eﬀective reduction
of the depth of network as well as the width of the layer and thus avoids a substantial
amount of time-consuming iterations that are required to ﬁnd the most preferred network
in the conventional SONN format (PNN or FPNN).Table 7
Performance index of the network at each layer versus the increase of the maximal number of inputs to be selected
(Type T*)
Max First layer Second layer Third layer
Node T PI Node T PI Node T PI
(a) Triangular MF
2 1 2 3 0.037514 8 12 3 0.021908 10 19 3 0.013446
3 1 2 0 3 0.037514 4 8 11 3 0.003923 8 17 26 3 0.000164
4 1 2 0 0 3 0.037514 2 10 11 12 3 1.5149e17 16 17 0 0 1 7.651e18
5 1 2 0 0 0 3 0.037514 1 2 4 10 12 4 9.3481e20 21 0 0 0 0 3 9.2805e20
(b) Gaussian-like MF
2 1 2 3 0.021891 5 12 3 0.006320 1 20 3 0.001231
3 1 2 0 3 0.021891 1 6 11 3 1.1634e16 9 10 0 2 4.2742e17
4 1 2 0 0 3 0.021891 6 7 8 11 3 1.1057e21 20 24 0 0 2 1.4594e21
5 1 2 0 0 0 3 0.021891 3 4 6 10 11 3 6.2045e23 14 23 0 0 0 2 9.203e23
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(a) Triangular MF      (b) Gaussian-like MF
Fig. 15. gSONN architecture in layers 2 in case of using Max = 3 and Type T*.
Table 8
Comparative analysis of the performance of the network; included are models reported in the literature
Model Performance index
Sugeno and Yasukawa’s
model [23]
0.0790
Gomez-Skarmeta et al.’s
model [26]
0.0700
Kim et al.’s model [27] 0.0190
Kim et al.’s model [28] 0.0089
PNN [35] (ﬁfth layer) Case I Basic 0.0212
Modiﬁed 0.0212
Case II Basic 0.0041
Modiﬁed 0.0105
FPNN [36] (ﬁfth layer) Case 1 (BFPNN) 0.0033
Case 2 (MFPNN) 0.0023
Adaptive FPNN [37]
(ﬁfth layer)
Basic Case 1 0.0033
Case 2 0.0027
Modiﬁed Case 1 0.0017
Case 2 0.0022
ANFPN [38] (ﬁfth layer) Basic Case 1 0.0105
Case 2 0.0153
Modiﬁed Case 1 0.0081
Case 2 0.0082
FPNN [39] (ﬁfth layer) Basic Case 1 0.0002
Case 2 0.0002
Modiﬁed Case 1 1.7e6
Case 2 1.4e6
Proposed gSONN PN-based (ﬁfth layer) Max = 7 0.000347
Max = 10 3.448e16
FPN-based (second layer) Type T Triangular (Max = 5) 3.2e20
Gaussian (Max = 5) 2.5e23
Type T* Triangular (Max = 5) 9.3e20
Gaussian (Max = 5) 6.2e23
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In this section, we demonstrate how the GA-based SONN can be utilized to predict
future values of a chaotic Mackey–Glass time series. The performance of the network is
also contrasted with some other models existing in the literature [40–46]. The time series
is generated by the chaotic Mackey–Glass diﬀerential delay equation comes in the form
_xðtÞ ¼ 0:2xðt  sÞ
1þ x10ðt  sÞ  0:1xðtÞ. ð20Þ
The prediction problem of future values of this series arises as a typical benchmark prob-
lem that has been used and reported by a number of researchers. To obtain the time series
value at each integer point, we applied the fourth-order Runge–Kutta method to ﬁnd the
numerical solution to (20). We consider the RMSE given by (17). From the Mackey–Glass
time series x(t), we extracted 1000 input–output data pairs in the following format:
xðt  30Þ; xðt  24Þ; xðt  18Þ; xðt  12Þ; xðt  6Þ; xðtÞ; xðt þ 6Þ½ ; ð21Þ
where t = 118–1117.
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the previous experiments. Especially in the optimization of each layer of the PN/FPN-
based gSONN, we use 100/100 generations and 150/60 populations. The population size
being selected from the total population size (150/60) is equal to 100/30. The GA-based
design procedure is carried out in the same manner as in the previous experiments as well.
The consequent input type to be used in this process is the same as that in case of the pre-
vious experiments.
5.3.1. PN-based gSONN
Table 9 summarizes the performance at each layer of the network when changing the
maximal number of inputs to be selected; here Max was set up to be in the range from
2 to 10, and the selected node numbers, the selected polynomial type (Type T), and its cor-
responding performance index (PI and EPI) were shown when the genetic optimization for
each layer was carried out. ‘‘Node’’ denotes the nodes for which the ﬁtness value is max-
imal in each layer. For example, in case of Table 9, the ﬁtness value in layer 1 is maximal
for Max = 10 when nodes 1, 2, 3, 4, 5, 6 occurring in the previous layer have been selected
as the node inputs in the present layer. Only 6 inputs of Type 1 (linear function) were
selected as the result of the genetic optimization. Here, node ‘‘0’’ indicates that it has
not been selected by the genetic operation. Therefore, the width (the number of nodes)
of the layer can be lower in comparison to the conventional PN-based SONN (and this
optimization strategy immensely contributes to the compactness of the resulting network).
In that case, the minimal value of the performance index at the node, that is PI = 0.0211,
EPI = 0.0203 are obtained.
Fig. 16 depicts the values of the performance index of the PN-based gSONN with
respect to the maximal number of inputs to be selected when the number of system inputs
is equal to 6. The best result for network in the ﬁfth layer are obtained when using
Max = 10 with Type 2 (Polynomial order: quadratic) and 10 node inputs (node number:
3, 8, 23, 38, 50, 53, 56, 63, 85, 99), (that are quantiﬁed as PI = 0.0009, EPI = 0.0009). In
Fig. 16, A(Æ)–E(Æ) denote the optimal node numbers at each layer of the network, namely
those with the best predictive performance. Here, the node numbers of the ﬁrst layer rep-
resent system input numbers, and the node numbers of each layer in the second layer or
higher represent the output node numbers of the preceding layer, as the optimal node
which has the best output performance in the current layer.
5.3.2. FPN-based gSONN
As mentioned previously in Table 3, we consider two kinds of input vector formats for
the regression polynomial function of the conclusion part of the fuzzy rules in the ﬁrst
layer, namely selected inputs (Type T) and entire system inputs (Type T*). Fig. 17 depicts
the performance index of each layer of FPN-based gSONN for Type T (selected inputs)
according to the increase of maximal number of inputs to be selected; here Max was set
up to 2–5.
Fig. 17 depicts the results for two kinds of input vector formats: According to the max-
imal number of inputs to be selected (Max = 2–5), the selected node numbers, the selected
polynomial type (Type T), and its corresponding performance index (PI and EPI) were
shown when the genetic optimization for each layer was carried out. In case of
Fig. 17(b), the ﬁtness value in layer 2 is maximal for Max = 5 when nodes 6, 29, 30 occur-
ring in the previous layer are selected as the node inputs in the present layer. Only 3 inputs
Table 9
Performance index of the PN-based SONN of each layer versus the increase of maximal number of inputs to be selected
Max First layer Second layer Third layer
Node T PI EPI Node T PI EPI Node T PI EPI
2 4 6 2 0.0502 0.0497 12 23 2 0.0309 0.0305 17 64 2 0.0215 0.0211
3 3 4 6 2 0.0347 0.0339 31 39 73 2 0.0161 0.0159 1 50 73 2 0.0107 0.0103
4 1 3 4 6 2 0.0293 0.0283 4 25 59 63 2 0.0106 0.0105 47 51 61 69 2 0.0063 0.0062
5 1 3 4 5 6 2 0.0231 0.0223 2 51 70 74 83 2 0.0126 0.0124 74 76 79 86 95 2 0.0066 0.0063
10 2 0.0211 0.0203 2 0.0036 0.0034 2 0.0021 0.0019
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Fig. 17. Performance index according to the increase of number of layers (Type T).
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Fig. 16. Performance index according to the increase of number of layers.
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width (the number of nodes) of the layer can be lower in comparison to the conventional
SONN (which immensely contributes to the compactness of the resulting network). In that
case, the minimal value of the performance index at the node, that is PI = 6.0e5,
EPI = 7.5e5 are obtained.
Fig. 18 depicts the detailed optimal topologies of gSONN for 1 layer when using Type T
and Max = 4: the results of the network have been reported as PI = 1.0e3, EPI = 1.0e3
for triangular MF, and PI = 6.1e5, EPI = 1.0e4 for Gaussian-like MF. As shown in
Fig. 18, the proposed network enables the architecture to be a structurally more optimized
and simpliﬁed network than the conventional SONN. Figs. 19 and 20 show output com-
parison and identiﬁcation errors for the optimal network architecture visualized in Fig. 18.
Fig. 21 illustrates the optimization process by visualizing the values of the performance
index obtained in successive generations of GA. It also shows the optimized network
architecture when using Gaussian-like MF and Type T (the maximal number (Max) of
inputs to be selected is set to 5 with the structure composed of 5 layers). As shown in
Fig. 21, the variation ratio (slope) of the performance of the network is almost the same
up to the second through ﬁfth layer, therefore in this case, the stopping criterion can be
taken into consideration up to maximally 1 or 2 layers for the purpose to eﬀectively reduceyˆ
x(t-18 )
x(t-12 )
x(t-6 )
x(t)
FPN20
4 3
x(t-24 )
x(t-30 )
yˆ
x(t-18 )
x(t-12 )
x(t-6 )
x(t)
FPN28
4 3
x(t-24 )
x(t-30 )
(a) Triangular MF (1 layer and Max=4) (b) Gaussian-like MF (1 layer and Max=4 )
Fig. 18. FPN-based gSONN architecture in case of using selected input vector format (Type T).
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Fig. 19. Original output and model output of Mackey–Glass time series process data (Max = 4 and Type T in
layer 1); the ﬁrst 500 data points are used for training, the rest of the data set is used for testing.
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Fig. 21. The genetic optimization of the network (in case of using Max = 5, Gaussian-like MF, and Type T).
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Fig. 20. Error values of the gSONN (Max = 4 and Type T in layer 1).
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depth of gSONN for the compact network).
Table 10 gives a comparative summary of the network with other models. The experi-
mental results clearly reveal that it outperforms the existing models both in terms of better
approximation capabilities (lower values of the performance index on the training data,
PIs) as well as superb generalization abilities (expressed by the performance index on
the testing data EPIs). PIs (EPIs) is deﬁned as the root mean square errors (RMSE) com-
puted for the experimental data and the respective outputs of the network.
6. Concluding remarks
In this study, we introduced a class of genetically optimized self-organizing neural net-
works, discussed their topologies, came up with a detailed genetic design procedure, and
used these networks to nonlinear system modeling. The design methodology comes with
hybrid structural optimization and parametric learning viewed as two phases of modeling
Table 10
Comparative analysis of the performance of the network
Model Performance index
PI PIs EPIs NDEI
a
Wang’s model [40] 0.044
0.013
0.010
Cascaded-
correlation NN [41]
0.06
Backpropagation
MLP [41]
0.02
Sixth-order
polynomial [41]
0.04
ANFIS [42] 0.0016 0.0015 0.007
FNN model [43] 0.014 0.009
Recurrent neural
network [44]
0.0138
SONNb [45] Type I Basic
(ﬁfth layer)
Case 1 0.0011 0.0011 0.005
Case 2 0.0027 0.0028 0.011
Modiﬁed
(ﬁfth layer)
Case 1 0.0012 0.0011 0.005
Case 2 0.0038 0.0038 0.016
Type II Basic
(ﬁfth layer)
Case 1 0.0003 0.0005 0.0016
Case 2 0.0002 0.0004 0.0011
Type III Basic
(ﬁfth layer)
Case 1 0.000001 0.00009 0.000006
Case 2 0.00004 0.00007 0.00015
Proposed
gSONN
PN-based Fifth layer Max = 10 0.0009 0.0009
FPN-based Max = 5
(Type T)
Triangular Second layer 4.3e5 1.0e5
Max = 5
(Type T)
Gaussian Second layer 6.0e5 7.5e5
Max = 5
(Type Ta)
Triangular Second layer 6.7e5 1.2e4
Max = 5
(Type Ta)
Gaussian Second layer 3.2e5 4.1e5
a Non-dimensional error index (NDEI) as used in [46] is deﬁned as the root mean square errors divided by the
standard deviation of the target series.
b Conventional optimized FPN-based SONN.
56 S.-K. Oh, W. Pedrycz / Internat. J. Approx. Reason. 43 (2006) 26–58building. The GMDH method is comprised of both a structural phase such as a self-orga-
nizing and an evolutionary algorithm, and a parametric phase of least square estimation
(LSE)-based learning. Therefore, the structural and parametric optimization helps utilize
hybrid method (combining GAs with a structural phase of GMDH) and LSE-based tech-
nique in the most eﬃcient way. In the sequel, the GA-based design procedure at each stage
(layer) of gSONN leads to the optimal selection of these preferred nodes (PNs or FPNs)
with local characteristics (such as the number of input variables, the order of the polyno-
mial, and a collection of speciﬁc subset of input variables) available within a single node,
and then based on these selections, we build the ﬂexible and optimized architecture of
gSONN. The proposed design methodology helps reach a compromise between approxi-
mation and generalization capabilities of the constructed gSONN. Moreover, the depth
(layer size) and width (node size of each layer) of the gSONN can be selected as a result
of a tradeoﬀ between accuracy and complexity of the overall model. The comprehensive
S.-K. Oh, W. Pedrycz / Internat. J. Approx. Reason. 43 (2006) 26–58 57experimental studies involving well-known datasets demonstrate better performance of the
network in comparison to the existing fuzzy and neurofuzzy models.Acknowledgements
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