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DIFFERENCES OF THE SELBERG TRACE FORMULA AND SELBERG
TYPE ZETA FUNCTIONS FOR HILBERT MODULAR SURFACES
YASURO GON
Abstract. We present the first example of the Selberg type zeta function for noncompact
higher rank locally symmetric spaces. We study certain Selberg type zeta functions and
Ruelle type zeta functions attached to the Hilbert modular group of a real quadratic field.
We show that they have meromorphic extensions to the whole complex plane and satisfy
functional equations. The method is based on considering the differences among several
Selberg trace formulas with different weights for the Hilbert modular group. Besides as an
application of the differences of the Selberg trace formula, we also obtain an asymptotic
average of the class numbers of indefinite binary quadratic forms over the real quadratic
integer ring.
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1. Introduction
In this article, we consider Selberg type zeta functions attached to the Hilbert modular
group of a real quadratic field. First of all, we recall the original Selberg zeta function con-
structed by Selberg in 1956. Let Γ be a co-finite discrete subgroup of PSL(2,R) acting on
the upper half plane H. Take a hyperbolic element γ ∈ Γ, that is |tr(γ)| > 2, then the cen-
tralizer of γ in Γ is infinite cyclic and γ is conjugate in PSL(2,R) to
(
N(γ)1/2 0
0 N(γ)−1/2
)
with N(γ) > 1. Put Prim(Γ) be the set of Γ-conjugacy classes of the primitive hyperbolic
elements in Γ. The Selberg zeta function for Γ is defined by the following Euler product:
ZΓ(s) :=
∏
p∈Prim(Γ)
∞∏
k=0
(
1−N(p)−(k+s)
)
for Re(s) > 1.
Selberg defined this zeta function and proved (Cf. Selberg [21, 22]) :
(1) ZΓ(s) defined for Re(s) > 1 extends meromorphically over the whole complex plane.
(2) ZΓ(s) has “non-trivial” zeros at s =
1
2
± irn of order equal to the multiplicity of the
eigenvalue 1/4 + r2n of the Laplacian ∆0 = −y2( ∂
2
∂x2
+ ∂
2
∂y2
) acting on L2(Γ\H).
(3) ZΓ(s) satisfies a functional equation between s and 1− s.
The theory of Selberg zeta functions for locally symmetric spaces of rank one is evolved
by Gangolli [5] (compact case) and Gangolli-Warner [6] (noncompact case). For higher
rank cases, Deitmar [1] defined and studied “generalized Selberg zeta functions” for com-
pact higher rank locally symmetric spaces. (See also Kelmer-Sarnak [15]). Therefore, our
concern is to define and study “Selberg type zeta functions” for noncompact higher rank
locally symmetric spaces such as Hilbert modular surfaces.
Let us explain our main results on Selberg type zeta functions for Hilbert modular
surfaces in more detail. Let K/Q be a real quadratic field with class number one and
OK be the ring of integers of K. Put D be the discriminant of K and ε > 1 be the
fundamental unit of K. We denote the generator of Gal(K/Q) by σ and put a′ := σ(a)
and N(a) := aa′ for a ∈ K. We also put γ′ =
(
a′ b′
c′ d′
)
for γ =
(
a b
c d
)
∈ PSL(2,OK).
Let ΓK = {(γ, γ′) | γ ∈ PSL(2,OK)} be the Hilbert modular group of K. It is known that
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ΓK is a co-finite (non-cocompact) irreducible discrete subgroup of PSL(2,R) × PSL(2,R)
and ΓK acts on the product H
2 of two copies of the upper half plane H by component-
wise linear fractional transformation. ΓK have only one cusp (∞,∞), i.e. ΓK-inequivalent
parabolic fixed point. XK := ΓK\H2 is called the Hilbert modular surface.
Let (γ, γ′) ∈ ΓK be hyperbolic-elliptic, i.e, |tr(γ)| > 2 and |tr(γ′)| < 2. Then the
centralizer of hyperbolic-elliptic (γ, γ′) in ΓK is infinite cyclic.
Definition 1.1 (Selberg type zeta function for ΓK with the weight (0, m)). For an even
integer m ≥ 2, we define
ZK(s;m) :=
∏
(p,p′)
∞∏
k=0
(
1− ei(m−2)ω N(p)−(k+s)
)−1
for Re(s) > 1
Here, (p, p′) run through the set of primitive hyperbolic-elliptic ΓK-conjugacy classes of
ΓK , and (p, p
′) is conjugate in PSL(2,R)2 to
(p, p′) ∼
((
N(p)1/2 0
0 N(p)−1/2
)
,
(
cosω − sinω
sinω cosω
))
.
Here, N(p) > 1, ω ∈ (0, π) and ω /∈ πQ. The product is absolutely convergent for
Re(s) > 1.
Our main theorems on analytic properties of ZK(s;m) are followings.
Theorem 1.2 (Theorems 5.3 and 6.5). For an even integer m ≥ 2, ZK(s;m) a priori
defined for Re(s) > 1 has a meromorphic extension over the whole complex plane.
Our Selberg zeta functions ZK(s;m) have also “non-trivial” zeros or poles and they
have connections with the eigenvalues of two Laplacians. Let ∆
(1)
0 := −y21( ∂
2
∂x21
+ ∂
2
∂y21
) and
∆
(2)
m := −y22( ∂
2
∂x22
+ ∂
2
∂y22
) + im y2
∂
∂x2
be the Laplacians of weight 0 and m for (z1, z2) ∈ H2.
Two Laplacians ∆
(1)
0 and ∆
(2)
m act on L2dis(ΓK\H2; (0, m)), the space of Hilbert Maass forms
of weight (0, m). (See Definition 2.16 for definition).
Theorem 1.3 (Theorem 5.3). For an even integer m ≥ 4,
(1) ZK(s;m) has “non-trivial” zeros at s =
1
2
± iρj(m) of order equal to the multiplicity
of the eigenvalue 1
4
+ ρj(m)
2 of ∆
(1)
0 acting on Ker(Λ
(2)
m ),
(2) ZK(s;m) has “non-trivial” poles at s =
1
2
± iρj(m− 2) of order equal to the multi-
plicity of the eigenvalue 1
4
+ ρj(m− 2)2 of ∆(1)0 acting on Ker(Λ(2)m−2).
Here,
Ker(Λ(2)q ) =
{
f ∈ L2dis
(
ΓK\H2 ; (0, q)
) ∣∣∣∆(2)q f = q2
(
1− q
2
)
f
}
for q = m and m− 2 and Λ(2)q : L2dis(ΓK\H2; (0, q))→ L2dis(ΓK\H2; (0, q − 2)) is a “weight
down” Maass operator. For “trivial zeros” of ZK(s;m), see Theorem 5.3.
On the contrary to the case of m ≥ 4, ZK(s; 2) has no “non-trivial” poles.
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Theorem 1.4 (Theorem 6.5). ZK(s; 2) has “non-trivial” zeros at
(1) s = 1
2
± iρj(2) of order equal to the multiplicity of the eigenvalue 14 + ρj(2)2 of ∆(1)0
acting on Ker(Λ
(2)
2 ) =
{
f ∈ L2dis
(
ΓK\H2 ; (0, 2)
) ∣∣∣∆(2)2 f = 0},
(2) s = 1
2
± iµj(−2) of order equal to the multiplicity of the eigenvalue 14 + µj(−2)2 of
∆
(1)
0 acting on Ker(K
(2)
−2) =
{
f ∈ L2dis
(
ΓK\H2 ; (0,−2)
) ∣∣∣∆(2)−2 f = 0}.
Here, K
(2)
−2 : L
2
dis(ΓK\H2; (0,−2)) → L2dis(ΓK\H2; (0, 0)) is a “weight up” Maass operator.
For “trivial zeros” of ZK(s; 2), see Theorem 6.5.
Actually ZK(s;m) has infinite “non-trivial” zeros by the following “Weyl’s law”.
Theorem 1.5 (Theorem 6.13). For an even integer m ≥ 2, let
N+m(T ) := #
{
j
∣∣ 1/4 + ρj(m)2 ≤ T}
for T > 0. Then we have
N+m(T ) ∼ (m− 1)
vol(ΓK\H2)
16π2
T (T →∞).
Our ZK(s;m) also satisfy a symmetric functional equation.
Theorem 1.6 (Theorems 5.4 and 6.6). The zeta function ZK(s;m) satisfies the functional
equation
ZˆK(s;m) = ZˆK(1− s;m).
Here the completed zeta function ZˆK(s,m) is given by
ZˆK(s;m) := ZK(s;m)Zid(s)Zell(s;m)Zpar/sct(s;m)Zhyp2/sct(s;m).
Each local Selberg zeta functions corresponding to each ΓK-conjugacy classes of ΓK are
explicitly given. See Theorems 5.4 and 6.6 for details.
We also consider the Ruelle type zeta function.
Definition 1.7 (Ruelle type zeta function for ΓK). For Re(s) > 1, the Ruelle type zeta
function for ΓK is defined by the following absolutely convergent Euler product:
RK(s) :=
∏
(p,p′)
(
1−N(p)−s)−1.
Here, (p, p′) run through the set of primitive hyperbolic-elliptic ΓK-conjugacy classes of
ΓK , and (p, p
′) is conjugate in PSL(2,R)2 to
(p, p′) ∼
((
N(p)1/2 0
0 N(p)−1/2
)
,
(
cosω − sinω
sinω cosω
))
.
Here, N(p) > 1, ω ∈ (0, π) and ω /∈ πQ.
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By the relation
RK(s) =
ZK(s; 2)
ZK(s+ 1; 2)
,
we have
Theorem 1.8 (Theorem 6.7). The function RK(s) has a meromorphic continuation to the
whole C. RK(s) has a double pole at s = 1 and nonzero for Re(s) ≥ 1.
As a byproduct of Theorem 1.6, we obtain a simple functional equation for RK(s) and
an explicit formula of the coefficient of the leading term of RK(s) at s = 0.
Theorem 1.9 (Corollary 6.10). Let D be the discriminant of K and D ≥ 13. Then, the
function RK(s) satisfy the functional equation
RK(s)RK(−s) =(−1)E(XK) 22E(XK) sin(πs)2E(XK)−2a2(Γ)−2a3(Γ)
· sin
(πs
2
)2a2(Γ)
sin
(πs
3
)2a3(Γ)(ζε(s− 1) ζε(s+ 1)
ζε(s)2
)2
and the absolute value of the coefficient of the leading term of RK(s) at s = 0 is given by
|R∗K(0)| =
(2π)E(XK)
2a2(Γ) 3a3(Γ)
(2ε log ε)2
(ε2 − 1)2 .
Here, E(XK) denotes the Euler characteristic of XK, ε is the fundamental unit of K,
ζε(s) = (1 − ε−2s)−1 and ar(Γ) is the number of elliptic fixed points in XK for which
corresponding points have isotropy groups of order r. For D = 5, 8 or 12, See Theorem 6.8
and Corollary 6.11.
These analytic properties and functional equations of ZK(s;m) and RK(s) are obtained
by using the “differences” of the Selberg trace formula for Hilbert modular surfaces. The
key point is considering the differences between two Selberg trace formulas with different
weights. For this we shall extend the Selberg trace formula for Hilbert modular group ΓK
with trivial weight (Cf. Efrat [2] and Zograf [26]) to that with non-trivial weights (Theorem
2.22). Based on our Selberg trace formula for ΓK with weight (0, m), we can treat and
obtain the differences and double differences of the Selberg trace formula (Theorems 4.1
and 4.4).
As an application of “Double differences of the Selberg trace formula” (Theorem 4.4),
we obtain a prime geodesic type theorem (Theorem 6.14) and a generalization of Sarnak’s
theorem [20] on class numbers of indefinite binary quadratic forms over Z to that for
class numbers of indefinite binary quadratic forms over OK . Put D+− := {d ∈ OK | ∃b ∈
OK s.t. d ≡ b2 (mod 4), d not a square in OK , d > 0, d′ < 0}. For each d ∈ D+−, let
hK(d) denote the number of inequivalent primitive binary quadratic forms over OK of
discriminant d, and let (xd, yd) ∈ OK × OK be the fundamental solution of the Pellian
equation x2 − dy2 = 4. Put εK(d) := (xd +
√
d yd)/2.
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Theorem 1.10 (Theorem 6.16). For x ≥ 2, we have∑
d∈D+−
εK(d)≤x
hK(d) = 2 Li(x
2)−
∑
1/2<sj(2)<1
Li
(
x2sj(2)
)− ∑
1/2<sj(−2)<1
Li
(
x2sj(−2)
)
+O(x3/2/ log x) (x→∞).
Here, sj(2)
(
1−sj(2)
)
and sj(−2)
(
1−sj(−2)
)
are eigenvalues of the Laplacian ∆
(1)
0 acting
on Ker(Λ
(2)
2 ) and Ker(K
(2)
−2 ) respectively. See Theorem 1.4 for definition of Ker(Λ
(2)
2 ) and
Ker(K
(2)
−2 ).
2. The Selberg trace formula for Hilbert modular surfaces with
non-trivial weights
2.1. Hilbert modular group of a real quadratic field. Let K/Q be a real quadratic
field with class number one and OK be the ring of integers of K. Put D be the discriminant
of K and ε > 1 be the fundamental unit of K. We denote the generator of Gal(K/Q) by
σ and put a′ := σ(a) and N(a) := aa′ for a ∈ K. We also put γ′ =
(
a′ b′
c′ d′
)
for
γ =
(
a b
c d
)
∈ PSL(2,OK).
Let G be PSL(2,R)2 =
(
SL(2,R)/{±I}
)2
and H2 be the direct product of two copies
of the upper half plane H := {z ∈ C | Im(z) > 0}. The group G acts on H2 by
g.z = (g1, g2).(z1, z2) =
(
a1z1 + b1
c1z1 + d1
,
a2z2 + b2
c2z2 + d2
)
∈ H2
for g = (g1, g2) = (
(
a1 b1
c1 d1
)
,
(
a2 b2
c2 d2
)
) and z = (z1, z2) ∈ H2.
A discrete subgroup Γ ⊂ G is called irreducible if it is not commensurable with any
direct product Γ1 × Γ2 of two discrete subgroups of PSL(2,R). We have classification of
the elements of irreducible Γ.
Proposition 2.1 (Classification of the elements). Let Γ be an irreducible discrete subgroup
of G. Then any element of Γ is one of the followings.
(1) γ = (I, I) is the identity
(2) γ = (γ1, γ2) is hyperbolic ⇔ |tr(γ1)| > 2 and |tr(γ2)| > 2
(3) γ = (γ1, γ2) is elliptic ⇔ |tr(γ1)| < 2 and |tr(γ2)| < 2
(4) γ = (γ1, γ2) is hyperbolic-elliptic ⇔ |tr(γ1)| > 2 and |tr(γ2)| < 2
(5) γ = (γ1, γ2) is elliptic-hyperbolic ⇔ |tr(γ1)| < 2 and |tr(γ2)| > 2
(6) γ = (γ1, γ2) is parabolic ⇔ |tr(γ1)| = |tr(γ2)| = 2
Note that there are no other types in Γ. (parabolic-elliptic etc.) (Cf. Shimizu [23])
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Let us consider the Hilbert modular group of the real quadratic field K,
ΓK :=
{
(γ, γ′) =
((
a b
c d
)
,
(
a′ b′
c′ d′
))∣∣∣ ( a b
c d
)
∈ PSL(2,OK)
}
.
It is known that ΓK is an irreducible discrete subgroup of G = PSL(2,R)
2 with the only
one cusp ∞ := (∞,∞), i.e. ΓK-inequivalent parabolic fixed point. XK = ΓK\H2 is called
the Hilbert modular surface.
We can easily see that
Lemma 2.2 (Stabilizer of the cusp ∞ = (∞,∞)). The stabilizer of ∞ = (∞,∞) in ΓK
is given by
Γ∞ :=
{((
u α
0 u−1
)
,
(
u′ α′
0 u′−1
))∣∣∣u ∈ O×K , α ∈ OK}.
Definition 2.3 (Types of hyperbolic elements). For a hyperbolic element γ, we define that
(1) γ is type 1 hyperbolic⇔ whose all fixed points are not fixed by parabolic elements.
(2) γ is type 2 hyperbolic ⇔ not type 1 hyperbolic.
Lemma 2.4. Any type 2 hyperbolic elements of ΓK are conjugate to an element of{
γk,α =
(
εk α
0 ε−k
) ∣∣∣ k ∈ N, α ∈ OK}
in ΓK. The centralizer of γk,α in ΓK is an infinite cyclic group.
Proof. See pp.91–93 in [2]. 
By the above lemma, we may take a generator of the centralizer ZΓK (γk,α) as γk0,β with
k0 ∈ N and β ∈ OK . We also write k0 as k0(γk,α).
Let R1, R2, · · · , RN be a complete system of representatives of the ΓK-conjugacy classes
of primitive elliptic elements of ΓK . ν1, ν2, · · · , νN (ν ∈ N, ν ≥ 2) denote the orders of
R1, R2, · · · , RN . We may assume that Rj is conjugate in PSL(2,R)2 to
Rj ∼
(( cos π
νj
− sin π
νj
sin π
νj
cos π
νj
)
,
( cos tjπ
νj
− sin tjπ
νj
sin
tjπ
νj
cos
tjπ
νj
))
, (tj, νj) = 1.
For even natural number m ≥ 2 and l ∈ {0, 1, · · · , νj − 1}, we define the integers
αl(m, j), αl(m, j) ∈ {0, 1, · · · , νj − 1} by
l + tj(
m− 2
2
) ≡ αl(m, j) (mod νj)
l − tj(m− 2
2
) ≡ αl(m, j) (mod νj)
(2.1)
We denote by ΓH1, ΓE, ΓHE, ΓEH and ΓH2, type 1 hyperbolic ΓK-conjugacy classes,
elliptic ΓK-conjugacy classes, hyperbolic-elliptic ΓK-conjugacy classes, elliptic-hyperbolic
ΓK-conjugacy classes and type 2 hyperbolic ΓK-conjugacy classes of ΓK respectively.
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2.2. Preliminaries for the Selberg trace formula. Fix the weight (m1, m2) ∈ (2Z)2.
Set the automorphic factor jγ(zj) =
czj+d
|czj+d| for γ ∈ PSL(2,R) (j = 1, 2).
Let ∆
(j)
mj := −y2j ( ∂
2
∂x2j
+ ∂
2
∂y2j
) + imj yj
∂
∂xj
(j = 1, 2) be the Laplacians of weight mj for
the variable zj .
Let us define the L2-space of automorphic forms of weight (m1, m2) with respect to the
Hilbert modular group ΓK .
Definition 2.5 (L2-space of automorphic forms of weight (m1, m2)).
L2(ΓK\H2 ; (m1, m2)) :=
{
f : H2 → C, C∞
∣∣∣
(i) f((γ, γ′)(z1, z2)) = jγ(z1)m1jγ′(z2)m2f(z1, z2) ∀(γ, γ′) ∈ ΓK
(ii) ∃(λ(1), λ(2)) ∈ R2 ∆(1)m1 f(z1, z2) = λ(1)f(z1, z2), ∆(2)m2 f(z1, z2) = λ(2)f(z1, z2)
(iii) ||f ||2 =
∫
ΓK\H2
f(z)f(z) dµ(z) <∞.
}
Here, dµ(z) = dx1dy1
y21
dx2dy2
y22
for z = (z1, z2) ∈ H2.
We denote C∞c (R
2) the space of compactly supported smooth functions on R2.
Take Φ ∈ C∞c (R2) and introduce the point-pair invariant kernel k(z, w) of weight
(m1, m2) for Φ (as (6.3) on [11, p.386]):
(2.2) k(z, w) := Φ
[ |z1 − w1|2
Im z1 Imw1
,
|z2 − w2|2
Im z2 Imw2
]
H(m1,m2)(z, w)
for (z, w) = ((z1, z2), (w1, w2)) ∈ H2 ×H2. Here,
H(m1,m2)(z, w) := Hm1(z1, w1)Hm2(z2, w2)
with
Hmj (zj , wj) := i
mj
(wj − z¯j)mj
|wj − z¯j |mj = i
mj
|zj − w¯j|mj
(zj − w¯j)mj
for j = 1, 2. The reason of the last equality is that m1, m2 are even integers. (See [10,
Definition 2.1, p.359] and [11, (5.1), p.349]).
Definition 2.6. For Φ ∈ C∞c (R2), define
Q(w1, w2) :=
∫∫
R2
Φ(w1 + v
2
1, w2 + v
2
2)
2∏
j=1
[√
wj + 4 + ivj√
wj + 4− ivj
]mj/2
dv1dv2(2.3)
(w1, w2 ≥ 0),
g(u1, u2) :=Q(e
u1 + e−u1 − 2, eu2 + e−u2 − 2),(2.4)
h(r1, r2) :=
∫∫
R2
g(u1, u2) e
i(r1u1+r2u2) du1du2.(2.5)
We can easily check that Q(w1, w2) ∈ C∞c ([0,∞)2), g(u1, u2) ∈ C∞c (R2) is an even
function and h(r1, r2) ∈ C∞(R2) is an even and rapidly decreasing function.
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Proposition 2.7.
Φ(x1, x2) =
(
−1
π
)2 ∫∫
R2
∂2Q
∂w1∂w2
(x1 + t
2
1, x2 + t
2
2)
2∏
j=1
[√xj + 4 + t2j − tj√
xj + 4 + t2j + tj
]mj/2
dt1dt2
(2.6)
(x1, x2 ≥ 0),
g(u1, u2) =
( 1
2π
)2 ∫∫
R2
h(r1, r2)e
−i(r1u1+r2u2) dr1dr2.(2.7)
Proof. See [11, p.386], [2, Proposition 2.2] and [26, (1.1.1)]. 
2.3. Eisenstein series. Let (m1, m2) ∈ (2Z)2, z = (z1, z2) = (x1 + iy1, x2 + iy2) ∈ H2,
and (s1, s2) ∈ C2 with Re(s1),Re(s2)≫ 0. We define,
E(m1,m2)(z, s1, s2) :=
∑
γ∈Γ∞\ΓK
ys11
|cz1 + d|2s1
ys22
|c′z2 + d′|2s2
|cz1 + d|m1
(cz1 + d)m1
|c′z2 + d′|m2
(c′z2 + d′)m2
.
Definition 2.8 (Family of Eisenstein series). For (m1, m2) ∈ (2Z)2, z = (z1, z2) = (x1 +
iy1, x2 + iy2) ∈ H2, s ∈ C with Re(s) > 1 and k ∈ Z we define
(2.8) E(m1,m2)(z, s; k) := E(m1,m2)
(
z, s +
πik
2 log ε
, s− πik
2 log ε
)
.
Proposition 2.9. For Re(s) > 1, the Eisenstein series E(m1,m2)(z, s; k) is absolutely con-
vergent and
E(m1,m2)(γz, s; k) = jγ(z1)
m1jγ′(z2)
m2 E(m1,m2)(z, s; k)
for any γ ∈ ΓK . E(m1,m2)(z, s; k) is a common eigenfunction of ∆(1)m1 and ∆(2)m2.
Proof. See pp.38–44 in [2]. 
Proposition 2.10 (Fourier expansion of Eisenstein series). Put
L := {l = (l1, l2) ∈ K2 | l1α + l2α′ ∈ Z ∀α ∈ OK}
and 〈l, x〉 := l1x1 + l2x2 for x = (x1, x2) ∈ R2. We write the Fourier coefficients as
al(y, s; k) for l ∈ L:
E(m1,m2)(z, s; k) =
∑
l∈L
al(y, s; k) e
2πi〈l,x〉.
Then the constant term a0(y, s; k) is given by
y
s+ piik
2 log ε
1 y
s− piik
2 log ε
2 + ϕ(m1,m2)(s, k) y
1−s− piik
2 log ε
1 y
1−s+ piik
2 log ε
2
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with
ϕ(m1,m2)(s, k) =
(−1)m1+m22 π√
D
L(2s− 1, χ−k)
L(2s, χ−k)
Γ(s+ πik
2 log ε
− 1
2
)Γ(s+ πik
2 log ε
)
Γ(s+ πik
2 log ε
+ m1
2
)Γ(s+ πik
2 log ε
− m1
2
)
×
Γ(s− πik
2 log ε
− 1
2
)Γ(s− πik
2 log ε
)
Γ(s− πik
2 log ε
+ m2
2
)Γ(s− πik
2 log ε
− m2
2
)
.
(2.9)
Here, the Hecke L-function L(s, χ−k) is defined by L(s, χ−k) :=
∑
06=(c)⊂OK
∣∣∣ c
c′
∣∣∣− ipiklog ε |N(c)|−s
for k ∈ Z.
For l 6= (0, 0), al(y, s; k) is given by
(−1)m1+m22√
D
σ1−2s,−k(l)
L(2s, χ−k)
π2s|l1|s+
piik
2 log ε
−1 |l2|s−
piik
2 log ε
−1
Γ(s+ πik
2 log ε
+ sgn(l1)
m1
2
) Γ(s− πik
2 log ε
+ sgn(l2)
m2
2
)
×Wsgn(l1)·m12 , s+ piik2 log ε− 12 (4π|l1|y1)Wsgn(l2)·m22 , s− piik2 log ε− 12 (4π|l2|y2).
Here, Wκ,µ(z) is Whittaker’s confluent hypergeometric function (see [25, Chapter 16] for
definition). and σ1−2s,−k(l) =
∑
{c}, l
c
∈D−1
k
χ−k(c)
|N(c)|2s−1 , where D
−1
k is the inverse different of K.
(See [2, p.50]).
Proof. The case of (m1, m2) = (0, 0) is proved in [2]. For general case, we use the formulas
(see [3, p.55] and [9, 3.384 (9)]):∫ ∞
−∞
dx
|x+ i|2s−m(x+ i)m = (−1)
m/2π1/2
Γ(s− 1
2
)Γ(s)
Γ(s+ m
2
)Γ(s− m
2
)
,
and ∫ ∞
−∞
e−2πipxy
|x+ i|2s−m(x+ i)m dx = (−1)
m/2 π
s(|p|y)s−1
Γ(s+ sgn(p)m
2
)
Wsgn(p)·m
2
,s− 1
2
(4π|p|y)
for 0 6= p ∈ R . The rest of the proof is quite the same as in pp.47–50 in [2]. 
We can prove the following theorem and proposition by the similar method in pp.58–64
in [2].
Theorem 2.11 (Functional equation). For any k ∈ Z, E(m1,m2)(z, s; k) and ϕ(s, k) can be
continued meromorphically to all of s ∈ C. Moreover, we have
E(m1,m2)(z, 1− s;−k) = ϕ(m1,m2)(1− s,−k)E(m1,m2)(z, s; k),
and
ϕ(m1,m2)(s, k)ϕ(m1,m2)(1− s,−k) = 1.
Proposition 2.12. E(m1,m2)(z, s; k) and ϕ(m1,m2)(s, k) have no poles in Re(s) >
1
2
, except
for finitely many in (1
2
, 1] when k = 0.
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For Y > 1 and m = (m1, m2) ∈ (2Z)2, define
(2.10) EYm(z, s; k) :=
{
Em(z, s; k)− a0(y, s; k) if y1y2 ≥ Y ,
Em(z, s; k) if y1y2 < Y.
For Re(s) > 1, we note that EYm(z, s; k) is a square-integrable function on the fundamental
domain for ΓK .
Theorem 2.13 (Maass-Selberg relation). Let m,m′ ∈ (2Z)2 with m + m′ = (0, 0). For
(s, k) 6= (s′, k′) and (s, k) + (s′, k′) 6= (1, 0), we have∫
ΓK\H2
EYm(z, s; k)E
Y
m′(z, s
′; k′) dµ(z)
= 2
√
D log ε
[
δk,−k′
Y s+s
′−1 − ϕm(s, k)ϕm′(s′, k′) Y −s−s′+1
s+ s′ − 1
+ δk,k′
ϕm′(s
′, k′) Y s−s
′ − ϕm(s, k) Y s′−s
s− s′
]
.
(2.11)
Proof. See pp.66–69 in [2]. 
2.4. Selberg trace formula for Hilbert modular surfaces. We consider a certain
integral operator KΓ acting on L2(ΓK\H2 ; (m1, m2)). The kernel of this integral operator
is given as follows.
Definition 2.14 (Automorphic kernel function). For (z, w) ∈ H2×H2 andm = (m1, m2) ∈
(2Z)2, define
KΓ(z, w) :=
∑
γ∈ΓK
k(z, γw) jγ(w)
=
∑
(γ,γ′)∈ΓK
k
(
(z1, z2), (γw1, γ
′w2)
)
·
(
cw1 + d
|cw1 + d|
)m1( c′w2 + d′
|c′w2 + d′|
)m2
.
(2.12)
Here, the point-pair invariant kernel k(z, w) is defined in (2.2).
It is known that
Proposition 2.15. Let L2
dis
(ΓK\H2 ; (m1, m2)) be the subspace of the discrete spectrum of
KΓ and L2con(ΓK\H2 ; (m1, m2)) be the subspace of the continuous spectrum. Then, we have
a direct sum decomposition of KΓ-invariant subspaces :
L2(ΓK\H2 ; (m1, m2)) = L2dis(ΓK\H2 ; (m1, m2))⊕ L2con(ΓK\H2 ; (m1, m2))
and there is an orthonormal basis {φj}∞j=0 of L2dis(ΓK\H2 ; (m1, m2)).
Definition 2.16 (Hilbert Maass forms of weight (m1, m2)). Let (m1, m2) ∈ (2Z)2. We call
L2dis(ΓK\H2 ; (m1, m2))
the space of Hilbert Maass forms for ΓK of weight (m1, m2).
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To subtract continuous spectrum on L2con(ΓK\H2 ; (m1, m2)), we introduce (see [2, p.79]
or [26, p.1644])
Definition 2.17. For (z, w) ∈ H2 ×H2 and m = (m1, m2) ∈ (2Z)2, define
HΓ(z, w) :=
1
8π
√
D log ε
∑
k∈Z
∫ ∞
−∞
h
(
r +
πk
2 log ε
, r − πk
2 log ε
)
×Em
(
z,
1
2
+ ir; k
)
E−m
(
w,
1
2
− ir;−k
)
dr.
(2.13)
Let {φj}∞j=0 be an orthonormal basis of L2dis(ΓK\H2 ; (m1, m2)) and (λ(1)j , λ(2)j ) ∈ R2 such
that
∆(1)m1φj = λ
(1)
j φj and ∆
(2)
m2
φj = λ
(2)
j φj.
Lemma 2.18. For any j,
(2.14) λ
(1)
j ≥
|m1|
2
(
1− |m1|
2
)
, λ
(2)
j ≥
|m2|
2
(
1− |m2|
2
)
.
Proof. See [11, (6.1), p.385]. 
Let us define the set of spectral parameters
Spec(m1, m2) :=
{
(r
(1)
j , r
(2)
j )
}∞
j=0
,
which is a discrete subset of(
R ∪ i
[
−||m1| − 1|
2
,
||m1| − 1|
2
])
×
(
R ∪ i
[
−||m2| − 1|
2
,
||m2| − 1|
2
])
.
Here, we write λ
(l)
j =
1
4
+ (r
(l)
j )
2 and r
(i)
j are defined by
(2.15) r
(l)
j :=


√
λ
(l)
j − 14 if λ
(l)
j ≥ 14 ,
i
√
1
4
− λ(l)j if λ(l)j < 14 ,
for l = 1, 2.
Theorem 2.19. KΓ(z, w)−HΓ(z, w) is a Hilbert-Schmidt integral kernel, that is∫∫
(ΓK\H2)2
|KΓ(z, w)−HΓ(z, w)|2 dµ(z) dµ(w) <∞.
Proof. Similar with the proof of Theorem 9.7 in [2] or p.1644 in [26]. 
We shall assume that
k(z, w) =
∫
H2
k(1)(z, v) k(2)(v, w) dµ(v)
where, k(1) and k(2) are defined as (2.2). Then KΓ−HΓ defines a integral operator of trace
class. So, we have
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Theorem 2.20.
(2.16)
∞∑
j=0
h(r
(1)
j , r
(2)
j ) =
∫
ΓK\H2
[
KΓ(z, z) −HΓ(z, z)
]
dµ(z),
where the left hand side is absolutely convergent.
Our next task is to evaluate the right hand side of (2.16) explicitly.
Hereafter, we assume that the test functions are written as follows.
Assumption 2.21. We shall assume that the test functions are products of two separate
functions that each involve only one independent variable. That is
h(r1, r2) = h1(r1) h2(r2), g(u1, u2) = g1(u1) g2(u2),
Φ(x1, x2) = Φ1(x1) Φ2(x2), Q(w1, w2) = Q1(w1)Q2(w2).
(2.17)
Without loss of generality we may assume that Φ1 and Φ2 are real valued.
Now we can state the Selberg trace formula for our cases. We give a proof of this theorem
in the next section.
Theorem 2.22 (Selberg trace formula for L2(ΓK\H2 ; (0, m)) with m ∈ 2Z). Let g(u1, u2)
be an even function in C∞c (R
2) and put h(r1, r2) :=
∫∞
−∞
∫∞
−∞ g(u1, u2)e
i(r1u1+r2u2) du1du2,
so that h is even, rapidly decreasing and analytic.
Then we have,
(2.18)
∞∑
j=0
h(r
(1)
j , r
(2)
j ) = I(h) + IIa(h) + IIb(h) + III(h).
Here,
I(h) :=
vol(ΓK\H2)
16π2
∫∫
R2
∂2
∂u1∂u2
g(u1, u2)
sinh(u1/2) sinh(u2/2)
e−
m
2
u2 du1du2
+
∑
(γ,γ′)∈ΓH1
vol(Γγ\Gγ) g(logN(γ), logN(γ′))
(N(γ)1/2 −N(γ)−1/2)(N(γ′)1/2 −N(γ′)−1/2)
+
∑
R(θ1,θ2)∈ΓE
−e−iθ1+i(m−1)θ2
16νR sin θ1 sin θ2
∫∫
R2
g(u1, u2)e
−u1
2
+ (m−1)
2
u2
2∏
j=1
[ euj − e2iθj
cosh uj − cos 2θj
]
du1du2
+
∑
(γ,ω)∈ΓHE
logN(γ0)
N(γ)1/2 −N(γ)−1/2
iei(m−1)ω
4 sinω
∫ ∞
−∞
g(logN(γ), u)e
m−1
2
u
[ eu − e2iω
cosh u− cos 2ω
]
du
+
∑
(ω′,γ′)∈ΓEH
logN(γ′0)
N(γ′)1/2 −N(γ′)−1/2
ie−iω
′
4 sinω′
∫ ∞
−∞
g(u, logN(γ′))e
−1
2
u
[ eu − e2iω′
cosh u− cos 2ω′
]
du,
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IIa(h) :=
[√
DA0 − 4 log ε(log 2 + CE)
]
g(0, 0) + log ε
∫ ∞
0
[g(u, 0) + g(0, u)]du
− log ε
2π2
∫∫
R2
[Γ′
Γ
(1 + ir1) +
Γ′
Γ
(1 + ir2)
]
h(r1, r2) dr1dr2
+ 2 log ε
∫ ∞
0
g(0, u)
eu/2 − e−u/2
[
1− cosh m
2
u
]
du
IIb(h) := −4 log ε
∞∑
k=1
∑
γk,α∈ΓH2
k0(γk,α) log(N(α, ε
k − ε−k))
|N(εk − ε−k)| g(2k log ε, 2k log ε)
+ 4 log ε
∞∑
k=1
log(εk − ε−k) g(2k log ε, 2k log ε)
+ 2 log ε
∞∑
k=1
∫ ∞
2k log ε
[
g(u, 2k log ε) + g(2k log ε, u)
] cosh(u/2)
sinh(u/2) + sinh(k log ε)
du
+ 2 log ε
∞∑
k=1
∫ ∞
2k log ε
g(2k log ε, u)
1− cosh(m(u/2− k log ε))
sinh(u/2− k log ε) du,
and
III(h) :=
1
4π
∑
k∈Z
∫
R
h
(
r +
πk
2 log ε
, r − πk
2 log ε
) ϕ′(0,m)
ϕ(0,m)
(1
2
+ ir, k
)
dr
− 1
4
h(0, 0)ϕ(0,m)
(1
2
, 0
)
.
The series and integrals converges absolutely. Here, A0 is the constant term of the
Laurent expansion of ζK(s) at s = 1 and CE is the Euler constant. The case of (0, m) =
(0, 0) is proved by Zograf [26] and Efrat [2].
3. Proof of the Selberg trace formula for Hilbert modular surfaces
3.1. Orbital integrals and the fundamental domain. In this section we prove Theo-
rem 2.22. We recall Theorem 2.20:
∞∑
j=0
h(r
(1)
j , r
(2)
j ) =
∫
ΓK\H2
[
KΓ(z, z)−HΓ(z, z)
]
dµ(z).
Formally, we have∫
ΓK\H2
KΓ(z, z) dµ(z) =
∑
γ∈Conj(ΓK)
∫
Γγ\H2
k(z, γz) jγ(z) dµ(z).
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Here, we put Γγ be the centralizer of γ in ΓK . To prove Theorem 2.22, we calculate the
orbital integral ∫
Γγ\H2
k(z, γz) jγ(z) dµ(z)
explicitly for each ΓK-conjugacy classes [γ] of ΓK . However, γ is parabolic or type 2
hyperbolic, the above orbital integral does not converge.
Therefore, we introduce the truncated fundamental domain for ΓK . First we construct
the fundamental domain F∞ of the group Γ∞. (See Lemma 2.2). By direct calculation, we
have,
Lemma 3.1 (Fundamental domain of Γ∞). Let D be the discriminant of the quadratic
field K. We write (z1, z2) = (x1 + iy1, x2 + iy2) ∈ H2.
(1) If D ≡ 1 (mod 4), put
F∞ :=
{
(x1 + iy1, x2 + iy2) | 0 ≤
(
1− 1√
D
)
x1 +
(
1 + 1√
D
)
x2 < 2, 0 ≤ x1 − x2 < 2
√
D,
ε−2 ≤ y1/y2 < ε2
}
.
(2) Otherwise, put
F∞ :=
{
(x1 + iy1, x2 + iy2) | 0 ≤ x1 + x2 < 2, 0 ≤ x1 − x2 < 2
√
D, ε−2 ≤ y1/y2 < ε2
}
.
Then F∞ is a fundamental domain for the group Γ∞ acting on H2.
We define the standard truncated fundamental domain for ΓK .
Definition 3.2 (Standard fundamental domain). Let Y > 1.
(1) The fundamental domain F of ΓK , which is contained in F∞, is called the standard
fundamental domain for ΓK .
(2) F Y := {(z1, z2) ∈ F | y1y2 < Y } is called the truncated standard fundamental
domain for ΓK .
(3) Let γ be a parabolic or type 2 hyperbolic element of ΓK .
F Yγ :=
⋃
δ∈Γγ\Γ
δ(F Y )
is called the truncated standard fundamental domain for the centralizer of γ in ΓK .
3.2. Contribution of the identity, type 1 hyperbolic, elliptic and mixed elements.
In this subsection, we compute the orbital integral∫
Γγ\H2
k(z, γz) jγ(z) dµ(z)
explicitly, when γ is the identity, an elliptic, a type 1 hyperbolic, a hyperbolic-elliptic,
or an elliptic-hyperbolic element. We note that all the integrals are convergent for these
elements. Let (m1, m2) ∈ (2Z)2.
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• Identity term: By definition, we have
I(m1, m2) :=
∫
ΓK\H2
k(z, z) dµ(z) =
∫
ΓK\H2
H(m1,m2)(z, z) Φ(0, 0) dµ(z)(3.1)
= (−1)m1+m2vol(ΓK\H2) Φ(0, 0).
And Φ(0, 0) is given by (see p.396 in [11])
Φ(0, 0) =
1
π2
∫∫
R2
∂2Q
∂w1∂w2
(t21, t
2
2)
[√
4 + t21 − t1√
4 + t21 + t1
]m1/2[√4 + t22 − t2√
4 + t22 + t2
]m2/2
dt1dt2
=
1
4π2
∫∫
R2
∂2
∂u1∂u2
g(u1, u2)
(eu1/2 − e−u1/2)(eu2/2 − e−u2/2)e
−m1
2
u1e−
m2
2
u2 du1du2.
• Type 1 hyperbolic terms: For type 1 hyperbolic element (γ, γ′) ∈ ΓK , we denote it by
γ for simplicity. It is known that the centralizer of γ in ΓK is a free abelian group of rank
two. (See Theorem 5.7 in [2, p.26]). We can easily compute (see also [2, p.31])
H1(m1, m2; γ) :=
∫
Γγ\H2
k(z, γz)jγ(z) dµ(z)(3.2)
=
vol(Γγ\H2) g(logN(γ), logN(γ′))
(N(γ)1/2 −N(γ)−1/2)(N(γ′)1/2 −N(γ′)−1/2) .
• Elliptic terms: Let R ∈ ΓK be an elliptic element. We may assume that R is conjugate
in G to the element
R(θ1, θ2) =
((
cos θ1 − sin θ1
sin θ1 cos θ1
)
,
(
cos θ2 − sin θ2
sin θ2 cos θ2
))
.
Let R0 be a generator of the centralizer of R in ΓK and denote the order of R0 by νR.
Then R0 is conjugate in G to the element
((
cos(π/νR) − sin(π/νR)
sin(π/νR) cos(π/νR)
)
,
(
cos(tπ/νR) − sin(tπ/νR)
sin(tπ/νR) cos(tπ/νR)
))
, (ν, ∃t) = 1.
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We write R = Rk0 with (1 ≤ k ≤ νR − 1), and put (αj, βj) = (cos θj , sin θj) for j = 1, 2.
Using the formulas at pp.389–394 in [11] (see also p.1647 in [26]), we have
E(m1, m2;R) :=
∫
<R0>\H2
k(z, Rz)jR(z) dµ(z)
(3.3)
=
1
νR
∫
H2
k
(
(z1, z2), (r(θ1)z1, r(θ2)z2)
)(β1z1 + α1)m1
|β1z1 + α1|m1
(β2z2 + α2)
m2
|β2z2 + α2|m2
dx1dy1
y21
dx2dy2
y22
=
π2
4νRβ1β2
∫ ∞
0
∫ ∞
0
eim1 arg[2α1+i
√
t1+4β21 ]eim2 arg[2α2+i
√
t2+4β22 ]
Φ(t1, t2)√
t21 + 4β
2
1
√
t22 + 4β
2
2
dt1dt2
=
1
16νRβ1β2
{
iei(m1−1)θ1
}{
iei(m2−1)θ2
}∫∫
R2
g(u1, u2)
2∏
j=1
[
e
(mj−1)uj
2
euj − e2iθj
cosh uj − cos 2θj
]
du1du2.
• Hyperbolic-elliptic terms: Let γ = (γ, γ′) ∈ G be a hyperbolic-elliptic element. The
group Γγ is infinite cyclic and there exists a generator γ0 = (γ0, γ
′
0) such that γ = γ
k
0 with
k ≥ 1. We may assume that (γ0, γ′0) is conjugate in G to the element((
N(γ0)
1/2 0
0 N(γ0)
−1/2
)
,
(
cosω0 − sinω0
sinω0 cosω0
))
.
Here, N(γ0) > 1, ω0 ∈ (0, π) and ω0 /∈ πQ. Using the formulas at pp.389 – 394 in [11] (see
also p.1647 in [26]), we have
HE(m1, m2; γ) :=
∫
Γγ\H2
k(z, γz)jγ(z) dµ(z)
(3.4)
=
∫
<γ0>\H2
k
(
(z1, z2), (N(γ)z1, r(ω)z2)
)(N(γ)−1/2)m1
|N(γ)−1/2|m1
(z2 sinω + cosω)
m2
|z2 sinω + cosω|m2
dx1dy1
y21
dx2dy2
y22
=
logN(γ0)
N(γ)1/2 −N(γ)−1/2
π
2 sinω
∫ ∞
−∞
Φ1
(
N(γ) +N(γ)−1 − 2 + v21
)
[N(γ)1/2 +N(γ)−1/2 + iv1
N(γ)1/2 +N(γ)−1/2 − iv1
]m1/2
dv1
∫ ∞
0
eim2 arg[2 cos ω+i
√
t2+4 sin2 ω]
Φ2(t2)√
t22 + 4 sin
2 ω
dt2
=
logN(γ0)
N(γ)1/2 −N(γ)−1/2
iei(m2−1)ω
4 sinω
∫ ∞
−∞
g(logN(γ), u2)e
m2−1
2
u2
[ eu2 − e2iω
cosh u2 − cos 2ω
]
du2.
• Elliptic-hyperbolic terms: Let γ = (γ, γ′) ∈ G be an elliptic-hyperbolic element. The
group Γγ is infinite cyclic and there exists a generator γ0 = (γ0, γ
′
0) such that γ = γ
l
0 with
l ≥ 1. We may assume that (γ0, γ′0) is conjugate in G to the element((
cosω′0 − sinω′0
sinω′0 cosω
′
0
)
,
(
N(γ′0)
1/2 0
0 N(γ′0)
−1/2
))
.
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Here, N(γ′0) > 1, ω
′
0 ∈ (0, π) and ω′0 /∈ πQ. Then we have
EH(m1, m2; γ) :=
∫
Γγ\H2
k(z, γz)jγ(z) dµ(z)
(3.5)
=
logN(γ′0)
N(γ′)1/2 −N(γ′)−1/2
iei(m1−1)ω
′
4 sinω′
∫ ∞
−∞
g(u1, logN(γ
′))e
m1−1
2
u1
[ eu1 − e2iω′
cosh u1 − cos 2ω′
]
du1.
Putting together with the all results in this subsection, we obtain the term I(h) in
Theorem 2.22.
3.3. Parabolic contribution. Let ΓP be the set of ΓK-conjugacy classes of parabolic
elements in ΓK . Let (m1, m2) ∈ (2Z)2 and Y > 1. We consider the parabolic contribution
to the trace formula with the truncation parameter Y :
P Y (m1, m2) :=
∑
γ∈ΓP
∫
FYγ
k(z, γz)jγ(z) dµ(z).
Here, F Yγ =
⋃
δ∈Γγ\Γ δ(F
Y ) and F Y = {(z1, z2) ∈ F | Im(z1) Im(z2) < Y } is the truncated
standard fundamental domain for ΓK , which is defined in Definition 3.2.
Then we have
Proposition 3.3. For m ∈ 2Z and Y > 1, we have
P Y (0, m) =2 log ε log Y g(0, 0)
+
[√
DA0 − 4 log ε(log 2 + CE)
]
g(0, 0) + log ε
∫ ∞
0
[g(u, 0) + g(0, u)]du
− log ε
2π2
∫∫
R2
[Γ′
Γ
(1 + ir1) +
Γ′
Γ
(1 + ir2)
]
h(r1, r2) dr1dr2
+ 2 log ε
∫ ∞
0
g(0, u)
eu/2 − e−u/2
[
1− cosh m
2
u
]
du+ o(1) (Y →∞).
Here, A0 is the constant term of the Laurent expansion of ζK(s), the Dedekind zeta function
of K, at s = 1 and CE := limn→∞(1 + 12 + · · ·+ 1n − log n) is the Euler constant.
Proof. We recall that the test function Φ is written as Φ(x1, x2) = Φ1(x1) Φ2(x2) with real
valued Φ1 and Φ2 by Assumption 2.21. By course of the same procedure at p.1648 in [26]
(note that Zograf’s 2
√
D in [26] is
√
D in our notation), we have
P Y (m1, m2)
= 4
√
D(A−1 log Y + A0) Re
{∫ ∞
0
∫ ∞
0
[(2 + iu1)
|2 + iu1|
]m1[(2 + iu2)
|2 + iu2|
]m2
Φ(u21, u
2
2) du1du2
}
+ 4
√
DA−1Re
{∫ ∞
0
∫ ∞
0
log(u1u2)
[(2 + iu1)
|2 + iu1|
]m1[(2 + iu2)
|2 + iu2|
]m2
Φ(u21, u
2
2) du1du2
}
+ o(1) (Y →∞).
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Here, A−1, A0 are the coefficients of the Laurent expansion of ζK(s), the Dedekind zeta
function of K, at s = 1. In particular, A−1 =
2 log ε√
D
. Put
P0(m1, m2)
:= 4
√
D(A−1 log Y + A0) Re
{∫ ∞
0
∫ ∞
0
[(2 + iu1)
|2 + iu1|
]m1[(2 + iu2)
|2 + iu2|
]m2
Φ(u21, u
2
2) du1du2
}
=
√
D(A−1 log Y + A0) g(0, 0).
Here, the last equality is derived from Definition 2.6.
For j = 1, 2, put
Pj(m1, m2) := Re
{∫ ∞
0
∫ ∞
0
log(uj)
[(2 + iu1)
|2 + iu1|
]m1[(2 + iu2)
|2 + iu2|
]m2
Φ(u21, u
2
2) du1du2
}
.
We note that
P Y (m1, m2) = P0(m1, m2) + 8 log ε
{
P1(m1, m2) + P2(m1, m2)
}
+ o(1).
We calculate the case of (m1, m2) = (0, m).
P2(0, m) = Re
{∫ ∞
0
∫ ∞
0
log(u2)
[(2 + iu2)
|2 + iu2|
]m
Φ(u21, u
2
2) du1du2
}
= Re
{∫ ∞
0
Φ1(u
2
1) du1
∫ ∞
0
log(u2)
[(2 + iu2)
|2 + iu2|
]m
Φ2(u
2
2) du2
}
=
1
2
g1(0)
{
−1
2
(log 2 + CE) g2(0) +
1
8
h2(0)− 1
4π
∫
R
h2(r2)
Γ′
Γ
(1 + ir2) dr2
+
1
2
∫ ∞
0
g2(u2)
eu2/2 − e−u2/2
[
1− cosh m
2
u2
]
du2
}
.
We refer to pp.406 – 411 in [11] for the last equality. Thus, we obtain
P2(0, m) = −1
4
(log 2 + CE) g(0, 0) +
1
8
∫ ∞
0
g(0, u) du− 1
16π2
∫∫
R2
h(r1, r2)
Γ′
Γ
(1 + ir2) dr2
+
1
4
∫ ∞
0
g(0, u)
eu/2 − e−u/2
[
1− cosh m
2
u
]
du.
Similarly, we obtain
P1(0, m) = −1
4
(log 2 + CE) g(0, 0) +
1
8
∫ ∞
0
g(u, 0) du− 1
16π2
∫∫
R2
h(r1, r2)
Γ′
Γ
(1 + ir1) dr1.
The proof is finished. 
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3.4. Type 2 hyperbolic contribution. Let (m1, m2) ∈ (2Z)2 and Y > 1. We consider
the type 2 hyperbolic contribution to the trace formula with the truncation parameter Y :
HY2 (m1, m2) :=
∞∑
k=1
∑
γk,α∈ΓH2
∫
SY
k(z, γk,αz) jγk,α(z) dµ(z).
Here, γk,α =
(
εk α
0 ε−k
)
with k ∈ N, α ∈ OK are representatives of type 2 hyperbolic
conjugacy classes of Γk, given in Lemma 2.4,
SY := {(z1, z2) ∈ Fγk,α | Im(z1) Im(z2) < Y, Im(τ(z1)) Im(τ ′(z2)) < Y }
and (τ, τ ′) is a element of ΓK such that
(τ, τ ′)
(
α/(εk − ε−k), α′/((ε′)k − (ε′)−k)
)
= (∞,∞).
We can show that (see [26, p.1650])∫
FYγk,α
k(z, γk,αz)jγk,α(z) dµ(z) =
∫
SY
k(z, γk,αz)jγk,α(z) dµ(z) + o(1) (Y →∞).
Put ηk := ε
2k + ε−2k − 2 and recall that k0 = k0(γk,α) was defined after Lemma 2.4. We
can compute (see [2, pp.91–97] or [26, (4.5.1), p.1650])∫
SY
k(z, γk,αz) jγ(z) dµ(z)
=
k0 · 2 log ε
|N(εk − ε−k)|
∫∫
R2
Φ(x21 + ηk, x
2
2 + ηk)
×
[
2 log Y − logN(Λ)2 + log(x21 + ηk) + log(x22 + ηk)
]
×
(√ηk + 4 + ix1√
ηk + 4− ix1
)m1/2(√ηk + 4 + ix2√
ηk + 4− ix2
)m2/2
dx1dx2
=
k0 · 2 log ε
|N(εk − ε−k)|
{
R0(m1, m2) +R1(m1, m2) +R2(m1, m2)
}
.
Here, we put
R0(m1, m2) :=
∫∫
R2
Φ(x21 + ηk, x
2
2 + ηk)
[
2 log Y − logN(Λ)2
]
×
(√ηk + 4 + ix1√
ηk + 4− ix1
)m1/2(√ηk + 4 + ix2√
ηk + 4− ix2
)m2/2
dx1dx2,
Rj(m1, m2) :=
∫∫
R2
Φ(x21 + ηk, x
2
2 + ηk) log(x
2
j + ηk)
×
(√ηk + 4 + ix1√
ηk + 4− ix1
)m1/2(√ηk + 4 + ix2√
ηk + 4− ix2
)m2/2
dx1dx2 (j = 1, 2),
and Λ ∈ OK such that the ideal (Λ) = (α, εk − ε−k).
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Firstly we note that
R0(m1, m2) =
[
2 log Y − logN(Λ)2
]
Q(ηk, ηk)
= 2
(
2 log Y − logN(Λ)
)
g(2k log ε, 2k log ε)
by using Proposition 2.7 and the formula g(u1, u2) = Q(e
u1 + e−u1 − 2, eu2 + e−u2 − 2).
Hereafter let us compute the case of (m1, m2) = (0, m).
Proposition 3.4. Let m ∈ 2Z. We have
R1(0, m) = 2 log(ε
k − ε−k) g(2k log ε, 2k log ε)
+
∫ ∞
2k log ε
g(u, 2k log ε)
cosh(u/2)
sinh(u/2) + sinh(k log ε)
du.
(3.6)
Proof. We recall that the test function Φ is written as Φ(x1, x2) = Φ1(x1) Φ2(x2) by As-
sumption 2.21. Therefore,
R1(0, m) =
∫
R
Φ1(x
2
1 + ηk) log(x
2
1 + ηk) dx1
∫
R
Φ2(x
2
2 + ηk)
(√ηk + 4 + ix2√
ηk + 4− ix2
)m/2
dx2
= I1(ηk) ·Q2(ηk) = I1(ηk) · g2(2k log ε).
Here, I1(η) = I1(ηk) is given by
I1(η) = −2
π
∫ ∞
0
∫ ∞
−∞
log(x2 + η)Q′1(x
2 + η + t2) dtdx
= −1
π
∫ ∞
η
(∫ √y−η
−√y−η
log(y − t2)√
y − η − t2 dt
)
Q′1(y) dy.
The inner integral is evaluated as∫ √y−η
−√y−η
log(y − t2)√
y − η − t2 dt = 2
∫ π/2
0
log(y cos2 θ + η sin2 θ) dθ
= 2
∫ π/2
0
log η dθ + 2
∫ π/2
0
log
(
1 +
y − η
η
cos2 θ
)
dθ
= 2π log
√
η + 2π log
1 +
√
(y − η)/η + 1
2
= 2π log
(√η +√y
2
)
.
Here, we used the formula: (see [9, 4.399])∫ π/2
0
log(1 + a sin2 x) dx =
∫ π/2
0
log(1 + a cos2 x) dx = π log
(1 +√1 + a
2
)
for a > −1.
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Thus, we have
I1(η) = −2
∫ ∞
η
{
log(
√
y +
√
η)− log 2
}
Q′1(y) dy
= 2 log 2
∫ ∞
2k log ε
g′1(u) du− 2
∫ ∞
2k log ε
log(eu/2 − e−u/2 + εk − ε−k) g′1(u) du
= −2 log 2 g1(2k log ε) + 2g1(2k log ε) log(2(εk − ε−k))
+
∫ ∞
2k log ε
g1(u)
cosh(u/2)
sinh(u/2) + sinh(k log ε)
du
= 2 log(εk − ε−k) g1(2k log ε) +
∫ ∞
2k log ε
g1(u)
cosh(u/2)
sinh(u/2) + sinh(k log ε)
du.
The rest is clear. 
Proposition 3.5. Let m ∈ 2Z. We have
R2(0, m) = 2 log(ε
k − ε−k) g(2k log ε, 2k log ε) +
∫ ∞
2k log ε
[ cosh(u/2)
sinh(u/2) + sinh(k log ε)
+
1− cosh(m(u/2− k log ε))
sinh(u/2− k log ε)
]
g(2k log ε, u) du.
(3.7)
Proof. We recall that the test function Φ is written as Φ(x1, x2) = Φ1(x1) Φ2(x2) with real
valued Φ1 and Φ2 by Assumption 2.21. Therefore,
R2(0, m) =
∫
R
Φ1(x
2
1 + ηk) dx1
∫
R
Φ2(x
2
2 + ηk) log(x
2
2 + ηk)
(√ηk + 4 + ix2√
ηk + 4− ix2
)m/2
dx2
= Q1(ηk) · I2(ηk) = g1(2k log ε) · I2(ηk).
Here, I2(η) = I2(ηk) is given by
I2(η) = −2
π
Re
[∫ ∞
0
∫ ∞
−∞
Q′2(x
2
2 + η + t
2) log(x22 + η)
×
(√
x22 + η + 4 + t
2 − t√
x22 + η + 4 + t
2 + t
)m/2(√
η + 4 + ix√
η + 4− ix
)m/2
dtdx2
]
= −1
π
Re
[∫ ∞
η
(∫ √y−η
−√y−η
log(y − ξ2)√
y − η − ξ2
(√
η + 4 + i
√
y − η − ξ2√
y + 4 + ξ
)m
dξ
)
Q′2(y) dy
]
,
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by changing the variables y = x22 + η + t
2 and ξ = t. Next changing the variable ξ =√
y − ξ sinϕ, we have
I2(η)
= −1
π
Re
[∫ ∞
η
∫ π/2
−π/2
log
(
(y − η) cos2 ϕ + η)(√η + 4 + i√y − η cosϕ√
y + 4 +
√
y − η sinϕ
)m
dϕQ′2(y) dy
]
= −1
π
Re
[∫ ∞
η
∫ π/2
−π/2
log
(
(y − η) cos2 ϕ + η)(sinhw + i cosϕ
coshw + sinϕ
)m
dϕQ′2(y) dy
]
with
(3.8) coshw =
√
y + 4
y − ξ , sinhw =
√
η + 4
y − ξ .
Let us consider the integral
J(y) := Re
[∫ π/2
−π/2
log
(
(y − η) cos2 ϕ+ η)(sinhw + i cosϕ
coshw + sinϕ
)m
dϕ
]
.
Then we see that
I2 = −1
π
∫ ∞
η
J(y)Q′2(y) dy = −
1
π
[J(y)Q2(y)]
∞
η +
1
π
∫ ∞
η
J ′(y)Q2(y) dy
=
1
π
Q2(η)
∫ π/2
−π/2
log η dϕ+
1
π
∫ ∞
η
J ′(y)Q2(y) dy
= 2 log(εk − ε−k) g2(2k log ε) + 1
π
∫ ∞
η
J ′(y)Q2(y) dy.
Let us consider the function f(z) defined by
f(z) :=
(
iew − z
iew + z
)m Log((ξ − ζ)(z+z−1
2
)2
+ η
)
z
to evaluate the derivative of J(ξ). Here, Log(z) is the principal value logarithm whose
imaginary part lies in (−π, π].
Let ǫ, δ > 0 be two sufficiently small real numbers, and define the closed curve C in
the complex plane, which is made up of two semi-circular arcs starting from ϕ = −π
2
+ δ
to ϕ = π
2
− δ of the radii 1 and ǫ, and besides they are joined along by the straight lines
ϕ = ±(π
2
− δ).
Considering the counterclockwise contour integral of f(z) along the curve C, by Cauchy’s
integral theorem, we have
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∫ π/2
−π/2
(
sinhw + i cosϕ
coshw + sinϕ
)m
log
(
(ξ − η) cos2 ϕ+ η
)
idϕ(3.9)
+
∫ iǫ
i
(
iew − z
iew + z
)m
Log
(
(ξ − η)
(z + z−1
2
)2
+ η
) dz
z
(3.10)
+
∫ π/2
−π/2
(
iew − ǫeiϕ
iew + ǫeiϕ
)m
Log
(
(ξ − η)
(ǫeiϕ + ǫ−1e−iϕ
2
)2
+ η
)
idϕ(3.11)
+
∫ −i
−iǫ
(
iew − z
iew + z
)m
Log
(
(ξ − η)
(z + z−1
2
)2
+ η
) dz
z
(3.12)
= 0
Put ǫ0 :=
√
ξ
ξ−η −
√
η
ξ−η , then we see that ǫ0 satisfies (ξ − η)((ǫ−10 − ǫ0)/2)2 = η and
(3.10) and (3.12) are written as follows.
(3.10) =
∫ ǫ
ǫ0
(
ew − y
ew + y
)m{
log
(
(ξ − η)
(y−1 − y
2
)2
− η
)
− iπ
}
dy
y
+
∫ ǫ0
1
(
ew − y
ew + y
)m{
log
(
η − (ξ − η)
(y−1 − y
2
)2)}dy
y
,
and
(3.12) =
∫ 1
ǫ0
(
ew + y
ew − y
)m{
log
(
η − (ξ − η)
(y−1 − y
2
)2)}dy
y
+
∫ ǫ0
ǫ
(
ew + y
ew − y
)m{
log
(
(ξ − η)
(y−1 − y
2
)2
− η
)
+ iπ
}
dy
y
.
While, (3.11) is evaluated as
(3.11) =
∫ π/2
−π/2
[
1 +O(ǫ)
][
log(1/ǫ2) + log
(ξ − η
4
)
− 2iϕ+O(ǫ2)
]
idϕ.
Take the real part of
(−i)×
{
(3.9) + (3.10) + (3.11) + (3.12)
}
,
and we obtain,
J(ξ) + π
∫ ǫ0
ǫ
(
ew − y
ew + y
)m
dy
y
+ π
∫ ǫ0
ǫ
(
ew + y
ew − y
)m
dy
y
− π
{
log
( 1
ǫ2
)
+ log
(ξ − η
4
)}
= O
(
ǫ log
( 1
ǫ2
))
.
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Therefore, we can rewrite the above formula as follows.
J(ξ) + π
∫ ǫ0
ǫ
[(
ew − y
ew + y
)m
− 1
]
dy
y
+ π
∫ ǫ0
ǫ
[(
ew + y
ew − y
)m
− 1
]
dy
y
− π log
(ξ − η
4
)
+ 2π log ǫ0
= O
(
ǫ log
( 1
ǫ2
))
.
Letting ǫ → +0, we have an expression for J(ξ). Changing the variable y = e−u in the
integral, we have
J(ξ) =− π
∫ ∞
u0
[(
ew − e−u
ew + e−u
)m
− 1
]
du− π
∫ ∞
u0
[(
ew + e−u
ew − e−u
)m
− 1
]
du
+ 2π log
(√ξ +√η
2
)
with u0 := log ǫ
−1
0 . Then we obtain an explicit formula for the derivative of J(ξ).
dJ(ξ)
dξ
=
π√
ξ(
√
ξ +
√
η)
− 2π
(
∂w
∂ξ
+
∂u0
∂ξ
)
+ π
(
∂w
∂ξ
+
∂u0
∂ξ
)[(
ew − e−u0
ew + e−u0
)m
+
(
ew + e−u0
ew − e−u0
)m]
.
By noting that
ew − e−u0
ew + e−u0
=
√
ξ + 4 +
√
η + 4−√ξ +√η√
ξ + 4 +
√
η + 4 +
√
ξ −√η =
√
η + 4 +
√
η√
ξ + 4 +
√
ξ
=
εk
eu/2
,
∂w
∂ξ
= − 1
2(ξ − η)
√
η + 4√
ξ + 4
,
∂u0
∂ξ
= − 1
2(ξ − η)
√
η√
ξ
,
∂w
∂ξ
+
∂u0
∂ξ
= − 1
ξ − η
εkeu/2 − ε−ke−u/2
eu − e−u ,
with ξ = eu + e−u − 2.
We obtain
dJ(ξ)
dξ
=
π√
ξ(
√
ξ +
√
η)
+
2π
ξ − η
εkeu/2 − ε−ke−u/2
eu − e−u
− π
ξ − η
εkeu/2 − ε−ke−u/2
eu − e−u
[
(eu/2ε−k)m + (eu/2ε−k)−m
]
.
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Then, we have
J ′(eu + e−u − 2) · (eu − e−u)
=
π(eu/2 + e−u/2)
eu/2 − e−u/2 + εk − ε−k +
π(εkeu/2 − ε−ke−u/2)
ξ − η
{
2− (eu/2ε−k)m − (eu/2ε−k)−m}
=
π cosh(u/2)
sinh(u/2) + sinh(k log ε)
+
π
ε−keu/2 − εke−u/2
{
2− (eu/2ε−k)m − (eu/2ε−k)−m}
=
π cosh(u/2)
sinh(u/2) + sinh(k log ε)
+
π
sinh(u/2− k log ε)
{
1− cosh(m(u/2− k log ε))}.
Substituting the above equality into the following, the proof is completed.
I2 = 2 log(ε
k − ε−k) g2(2k log ε) + 1
π
∫ ∞
η
J ′(ξ)Q2(ξ) dξ
= 2 log(εk − ε−k) g2(2k log ε) + 1
π
∫ ∞
2k log ε
J ′(eu + e−u − 2) g2(u) (eu − e−u) du.

Putting together with the results in this subsection, we obtain
Proposition 3.6. For m ∈ 2Z and Y > 1, we have
HY2 (0, m) = 4 log ε log Y
∞∑
k=1
g(2k log ε, 2k log ε)
− 4 log ε
∞∑
k=1
∑
γk,α∈ΓH2
k0(γk,α) log(N(α, ε
k − ε−k))
|N(εk − ε−k)| g(2k log ε, 2k log ε)
+ 4 log ε
∞∑
k=1
log(εk − ε−k) g(2k log ε, 2k log ε)
+ 2 log ε
∞∑
k=1
∫ ∞
2k log ε
[
g(u, 2k log ε) + g(2k log ε, u)
] cosh(u/2)
sinh(u/2) + sinh(k log ε)
du
+ 2 log ε
∞∑
k=1
∫ ∞
2k log ε
g(2k log ε, u)
1− cosh(m(u/2− k log ε))
sinh(u/2− k log ε) du
+ o(1) (Y →∞).
Proof. By noting the fact (see [2, Proposition 3.3, p.97] or [26, p.1650])∑
γ∈ΓH2, N(γ)=ε2k
k0(γ) = |N(εk − ε−k)|,
the rest is clear. 
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3.5. Contribution from Eisenstein series. Let m ∈ 2Z and Y > 1. Define the contri-
bution from the Eisenstein series with the truncation parameter Y by
EIY (0, m) :=
∫
FY
HΓ(z, z) dµ(z).
By using the Maass-Selberg relation (Theorem 2.13 ), we obtain
Proposition 3.7. For m ∈ 2Z, we have
EIY (0, m) =2 log ε log Y
∑
k∈Z
g(2k log ε, 2k log ε)
− 1
4π
∑
k∈Z
∫
R
h
(
r +
πk
2 log ε
, r − πk
2 log ε
) ϕ′(0,m)
ϕ(0,m)
(1
2
+ ir, k
)
dr
+
1
4
h(0, 0)ϕ(0,m)
(1
2
, 0
)
+ o(1) (Y →∞).
Proof. By definition of the kernel function HΓ(z, z), we can check that∫
FY
HΓ(z, z) dµ(z)
=
1
8π
√
D log ε
∫
F
dµ(z)
[∑
k∈Z
∫
R
h
(
r +
πk
2 log ε
, r − πk
2 log ε
)∣∣∣∣EY(0,m)(z, 12 + ir, k
)∣∣∣∣
2
dr
]
+ o(1) (Y →∞).
Next we use the following special case of Theorem 2.13:∫
F
∣∣∣∣EY(0,m)(z, 12 + ir, k
)∣∣∣∣
2
dµ(z)
= 2
√
D log ε
[
2 log Y − ϕ
′
(0,m)
ϕ(0,m)
(1
2
+ ir, k
)
+ δ0,k
ϕ(0,m)(
1
2
− ir, 0) Y 2ir − ϕ(0,m)(12 + ir, 0) Y −2ir
2ir
]
.
Finally we obtain the desired formula as in the proof of Proposition 1.1 in [2, p.85]. 
3.6. Cancellation of the log Y terms. Let us complete the proof of Theorem 2.22. Let
m ∈ 2Z. By Propositions 3.3, 3.6 and 3.7, the log Y terms are canceled out and we have
lim
Y→∞
{ ∑
γ∈ΓP∪ΓH2
∫
FYγ
k(z, γz) jγ(z) dµ(z)−
∫
FY
HΓ(z, z) dµ(z)
}
= lim
Y→∞
{
P Y (0, m) +HY2 (0, m)−EIY (0, m) + o(1)
}
= P Y (0, m)
∣∣∣
Y=1
+HY2 (0, m)
∣∣∣
Y=1
− EIY (0, m)
∣∣∣
Y=1
=: P (0, m) +H2(0, m) + SC(0, m).
(3.13)
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We see that P (0, m), H2(0, m) and SC(0, m) are identified with IIa(h), IIb(h) and III(h) in
Theorem 2.22 respectively. The series and integrals appearing in these terms are absolutely
convergent by the assumption on the test functions h in this theorem. Thus we complete
the proof.
4. Differences of the Selberg trace formula for Hilbert modular
surfaces
4.1. Differences of the Selberg trace formula. Let m ∈ 2Z. We introduce Maass
operators Λ
(2)
m and K
(2)
m , which play important roles in considering the “differences” of the
Selberg trace formulas. We refer to [11, Proposition 5.13, p.381] and [19, pp.305–307] for
basic properties of these Maass operators.
Firstly we consider the following “weight down” Maass operator
Λ(2)m := iy2
∂
∂x2
− y2 ∂
∂y2
+
m
2
: L2dis(ΓK\H2 ; (0, m))→ L2dis(ΓK\H2 ; (0, m− 2)).
Recall that
Ker(Λ(2)m ) =
{
f ∈ L2dis
(
ΓK\H2 ; (0, m)
) ∣∣∣∆(2)m f = m2
(
1− m
2
)
f
}
,
i.e. λ(2) = m
2
(1− m
2
)-eigenspace.
Let {1
4
+ ρj(m)
2}∞j=0 be the set of eigenvalues of ∆(1)0 acting on Ker(Λ(2)m ), then we have
a direct sum decomposition into eigenspaces of the Laplacians
(4.1) Ker(Λ(2)m ) =
∞⊕
j=0
L2dis
(
ΓK\H2 ;
(1
4
+ ρj(m)
2,
m
2
(
1− m
2
))
, (0, m)
)
.
Secondly we consider the following “weight up” Maass operator
K
(2)
m−2 := iy2
∂
∂x2
+ y2
∂
∂y2
+
m− 2
2
: L2dis(ΓK\H2 ; (0, m− 2))→ L2dis(ΓK\H2 ; (0, m)).
Recall that
Ker(K
(2)
m−2) =
{
f ∈ L2dis
(
ΓK\H2 ; (0, m− 2)
) ∣∣∣∆(2)m f = m2
(
1− m
2
)
f
}
,
i.e. λ(2) = m
2
(1− m
2
)-eigenspace.
Let {1
4
+ µj(m− 2)2}∞j=0 be the set of eigenvalues of ∆(1)0 acting on Ker(K(2)m−2), then we
have a direct sum decomposition into eigenspaces of the Laplacian
(4.2) Ker(K
(2)
m−2) =
∞⊕
j=0
L2dis
(
ΓK\H2 ;
(1
4
+ µj(m− 2)2, m
2
(
1− m
2
))
, (0, m− 2)
)
.
By considering the two kernel spaces (4.1) and (4.2), we subtract the Selberg trace
formula for L2(ΓK\H2 ; (0, m−2)) from the one associated with L2(ΓK\H2 ; (0, m)). Then
we obtain (we give a proof in the next subsection)
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Theorem 4.1 (Differences of STF for L2(ΓK\H2 ; (0, m))− L2(ΓK\H2 ; (0, m− 2))). Let
m ∈ 2Z. We have
∞∑
j=0
h1
(
ρj(m)
)
h2(
i(m−1)
2
)−
∞∑
j=0
h1
(
µj(m− 2)
)
h2(
i(m−1)
2
)
= (m− 1)h2( i(m−1)2 )
vol(ΓK\H2)
16π2
∫ ∞
−∞
r1h1(r1) tanh(πr1) dr1
+
∑
R(θ1,θ2)∈ΓE
−e−iθ1+i(m−1)θ2
8νR sin θ1 sin θ2
h2(
i(m−1)
2
)
∫
R
g1(u1) e
−u1/2
[ eu1 − e2iθ1
cosh u1 − cos 2θ1
]
du1
+
∑
(γ,ω)∈ΓHE
logN(γ0)
N(γ)1/2 −N(γ)−1/2 g1(logN(γ))
iei(m−1)ω
2 sinω
h2(
i(m−1)
2
)
− sgn(m− 1) log ε g1(0) h2( i(m−1)2 )
− 2 sgn(m− 1) log ε h2( i(m−1)2 )
∞∑
k=1
g1(2k log ε) ε
−k|m−1|.
4.2. Proof of the differences of the Selberg trace formula. We prove Theorem 4.1 in
this subsection. (Basic strategy is the same as the case of the trace formulas for PSL(2,R),
see [11, pp.481–485]).
• Spectral side:
By (4.1) and (4.2), the difference between the spectral sides of L2(ΓK\H2 ; (0, m)) and
L2(ΓK\H2 ; (0, m− 2)) is given by
∞∑
j=0
h1
(
ρj(m)
)
h2(
i(m−1)
2
)−
∞∑
j=0
h1
(
µj(m− 2)
)
h2(
i(m−1)
2
).
• Identity term:
Put I(m) := I(0, m)− I(0, m− 2). Here, I(m1, m2) is defined in (3.1). Then, we have (see
pp.396–397 in [11])
I(m)
=
vol(ΓK\H2)
4π2
∫
R
∫
R
g′1(u1) g
′
2(u2)
(eu1/2 − e−u1/2)(eu2/2 − e−u2/2)
{
e−mu2/2 − e−(m−2)u2/2} du1du2
= −vol(ΓK\H
2)
4π2
∫
R
g′1(u1)
eu1/2 − e−u1/2 du1
∫
R
g′2(u2) e
−(m−1)u2/2 du2
=
vol(ΓK\H2)
8π2
∫
R
r1h1(r1) tanh(πr1) dr1
∫
R
g2(u2)e
−(m−1)u2/2 du2 × (m− 1)
2
= (m− 1)vol(ΓK\H
2)
16π2
h2(
i(m−1)
2
)
∫
R
r1h1(r1) tanh(πr1) dr1.
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• Elliptic terms:
Let R be an elliptic element. Put E(m;R) := E(0, m;R) − E(0, m − 2;R). Here,
E(m1, m2;R) is defined in (3.3). Then, we have
E(m;R) =
−e−iθ1+i(m−1)θ2
16νR sin θ1 sin θ2
∫∫
R2
g(u1, u2)e
−u1
2
{
e
(m−1)u2
2 − e−2iθ2 e (m−3)u22
}
×
2∏
j=1
[ euj − e2iθj
cosh uj − cos 2θj
]
du1du2
=
−e−iθ1+i(m−1)θ2
8νR sin θ1 sin θ2
∫
R
g1(u1) e
−u1/2
[ eu1 − e2iθ1
cosh u1 − cos 2θ1
]
du1
∫
R
g2(u2)e
m−1
2
u2 du2
=
−e−iθ1+i(m−1)θ2
8νR sin θ1 sin θ2
h2(
i(m−1)
2
)
∫
R
g1(u1) e
−u/2
[ eu1 − e2iθ1
cosh u1 − cos 2θ1
]
du1.
• Hyperbolic-elliptic terms:
Let γ be a hyperbolic-elliptic element. Put HE(m; γ) := HE(0, m; γ)−HE(0, m− 2; γ).
Here, HE(m1, m2; γ) is defined in (3.4). Then, we obtain,
HE(m; γ) =
logN(γ0)
N(γ)1/2 −N(γ)−1/2
iei(m−1)ω
4 sinω
∫ ∞
−∞
g(logN(γ), u) e
m−1
2
u
{
1− e−2iωe−u
}
×
[ eu − e2iω
cosh u− cos 2ω
]
du
=
logN(γ0)
N(γ)1/2 −N(γ)−1/2
iei(m−1)ω
2 sinω
∫ ∞
−∞
g(logN(γ), u) e
m−1
2
u du
=
logN(γ0)
N(γ)1/2 −N(γ)−1/2 g1(logN(γ))
iei(m−1)ω
2 sinω
h2(
i(m−1)
2
).
• Parabolic contribution:
Put P (m) := P (0, m)− P (0, m− 2). Here, P (0, m) is defined in (3.13). Then we have,
(4.3) P (m) = − log ε g1(0)
[∫ ∞
0
g2(u) e
m−1
2
u du−
∫ ∞
0
g2(u) e
−m−1
2
u du
]
.
• Type 2 hyperbolic contribution:
Put H2(m) := H2(0, m)−H2(0, m−2). Here, H2(0, m) is defined in (3.13). Then we have,
H2(m) = 2 log ε
∞∑
k=1
∫ ∞
2k log ε
g(2k log ε, u)
× cosh
(
(m− 2)(u/2− k log ε))− cosh(m(u/2− k log ε))
sinh(u/2− k log ε) du
= log ε
∞∑
k=1
∫ ∞
2k log ε
g(2k log ε, u)
{
e−(m−1)(u/2−k log ε) − e(m−1)(u/2−k log ε)
}
du.
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Therefore, we have
H2(m) = 2 log ε
∞∑
k=1
g1(2k log ε)
[
εk(m−1)
∫ ∞
2k log ε
g2(u) e
−m−1
2
u du
− ε−k(m−1)
∫ ∞
2k log ε
g2(u) e
m−1
2
u du
]
.
(4.4)
Finally, we calculate the scattering contribution to the differences of the trace formula
for Hilbert modular surfaces. Put SC(m) := SC(0, m)− SC(0, m− 2). Here, SC(0, m) is
defined in (3.13).
Proposition 4.2 (Scattering contribution).
SC(m) = −2 sgn(m− 1) log ε
∞∑
k=1
g1(2k log ε)
[
ε−k|m−1|
∫ ∞
0
g2(u) e
− |m−1|
2
u du
+ εk|m−1|
∫ ∞
2k log ε
g2(u) e
− |m−1|
2
u du+ ε−k|m−1|
∫ 2k log ε
0
g2(u) e
|m−1|
2
u du
]
− 2 sgn(m− 1) log ε g1(0)
∫ ∞
0
g2(u) e
− |m−1|
2
u du.
(4.5)
Proof. Firstly, we can easily check that
ϕ(0,m)(s, 0) =
(−1)m/2
D1−2s π4s−2
Γ(s)2 Γ(s− 1
2
)2
Γ(s+ m
2
) Γ(s− m
2
) Γ(1
2
− s)2
ζK(2s− 1)
ζK(1− 2s) ,
by using the functional equation of the Dedekind zeta function ζK(s). Thus we have
ϕ(0,m)(
1
2
, 0) = 1.
Secondly, by the explicit formula for ϕ(0,m)(s, k), (see (2.9)) we see that
ϕ(0,m)(s, k)ϕ(0,m−2)(s, k)−1 =
(
s− πik
2 log ε
− m
2
)(
s− πik
2 log ε
+ m
2
− 1
)−1
.
So we have(
ϕ′(0,m)
ϕ(0,m)
− ϕ
′
(0,m−2)
ϕ(0,m−2)
)(
1
2
+ ir, k
)
=
1
1
2
− m
2
+ i(r − πk
2 log ε
)
− 1−1
2
+ m
2
+ i(r − πk
2 log ε
)
= − m− 1
(r − πk
2 log ε
)2 + (m−1
2
)2
.
Therefore, we have
SC(m) = − 1
4π
∑
k∈Z
∫ ∞
−∞
h
(
r +
πk
2 log ε
, r − πk
2 log ε
) m− 1
(r − πk
2 log ε
)2 + (m−1
2
)2
dr
= − 1
4π
∑
k∈Z
∫ ∞
−∞
h
(
r +
πk
log ε
, r
) m− 1
r2 + (m−1
2
)2
dr.
(4.6)
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Thirdly, we use the Poisson summation formula to calculate (4.6) further. Let us determine
the sequence {ak} such that∑
k∈Z
h1
(
r +
πk
log ε
)
=
∑
k∈Z
ak exp
(
2πikr · log ε
π
)
.
Then
ak =
∫ π/ log ε
0
∑
k∈Z
h1
(
r +
πk
log ε
)
e−2k log ε·ir dr =
log ε
π
∫ ∞
−∞
h1(r) e
−2k log ε·ir dr
=
log ε
π
(2π) g1(2k log ε) = 2 log ε g1(2k log ε).
So (4.6) is written as
(4.7) SC(m) = −2 log ε
4π
∑
k∈Z
g1(2k log ε)
∫ ∞
−∞
h2(r) e
2k log ε ir m− 1
r2 + (m−1
2
)2
dr.
Finally, let us evaluate the following integral
I0 :=
1
4π
∫ ∞
−∞
h2(r)
m− 1
r2 + (m−1
2
)2
dr,
and
Ik :=
1
4π
∫ ∞
−∞
h2(r)
(
e2k log ε ir + e−2k log ε ir
) m− 1
r2 + (m−1
2
)2
dr
for k ∈ Z and k > 0. Recall that
h2(r) = 2
∫ ∞
0
g2(u) cos(ru) du
and (see [9, 3.723 (2)]) ∫ ∞
0
cos(ru)
r2 + (m−1
2
)2
dr =
π
|m− 1|e
− |m−1|
2
|u|.
for m 6= 1 (we assumed that m ∈ 2Z). Then we obtain
I0 = sgn(m− 1)
∫ ∞
0
g2(u) e
− |m−1|
2
u du.
While, we have
Ik =
1
π
∫ ∞
0
∫ ∞
0
g2(u) · 2 cos(ru) cos(r · 2k log ε) m− 1
r2 + (m−1
2
)2
drdu
=
1
π
∫ ∞
0
∫ ∞
0
g2(u) cos
(
r(u+ 2k log ε)
) m− 1
r2 + (m−1
2
)2
drdu
+
1
π
∫ ∞
0
∫ ∞
0
g2(u) cos
(
r(u− 2k log ε)) m− 1
r2 + (m−1
2
)2
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Therefore, we have
Ik =sgn(m− 1)
∫ ∞
0
g2(u)e
− |m−1|
2
(u+2k log ε) du+ sgn(m− 1)
∫ ∞
0
g2(u)e
− |m−1|
2
|u−2k log ε| du
=sgn(m− 1)ε−k|m−1|
∫ ∞
0
g2(u) e
− |m−1|
2
u du+ sgn(m− 1)εk|m−1|
∫ ∞
2k log ε
g2(u) e
− |m−1|
2
u du
+ sgn(m− 1)ε−k|m−1|
∫ 2k log ε
0
g2(u) e
|m−1|
2
u du
for k ∈ N. We complete the proof. 
We can now put together with, the parabolic contribution (4.3), the type 2 hyperbolic
contribution (4.4) and the scattering contribution (4.5), then we obtain
Proposition 4.3.
P (m) +H2(m) + SC(m) =− sgn(m− 1) log ε g1(0) h2( i(m−1)2 )
− 2 sgn(m− 1) log ε
∞∑
k=1
g1(2k log ε) ε
−k|m−1| h2(
i(m−1)
2
).
(4.8)
Proof. By (4.3) and (4.4), we see that
P (m) = − sgn(m− 1) log ε g1(0)
[∫ ∞
0
g2(u) e
|m−1|
2
u du−
∫ ∞
0
g2(u) e
− |m−1|
2
u du
]
,
and
H2(m) = 2 sgn(m− 1) log ε
∞∑
k=1
g1(2k log ε)
[
εk|m−1|
∫ ∞
2k log ε
g2(u) e
− |m−1|
2
u du
− ε−k|m−1|
∫ ∞
2k log ε
g2(u) e
|m−1|
2
u du
]
.
Thus we have
P (m) +H2(m) + SC(m)
= − sgn(m− 1) log ε g1(0)
[∫ ∞
0
g2(u)e
|m−1|
2
u du+
∫ ∞
0
g2(u)e
− |m−1|
2
u du
]
− 2 sgn(m− 1) log ε
∞∑
k=1
g1(2k log ε)
[
ε−k|m−1|
∫ ∞
0
g2(u) e
− |m−1|
2
u du
+ ε−k|m−1|
∫ ∞
2k log ε
g2(u) e
|m−1|
2
u du+ ε−k|m−1|
∫ 2k log ε
0
g2(u) e
|m−1|
2
u du
]
.
The rest is clear. 
By using the above proposition, we complete the proof of Theorem 4.1.
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4.3. Double differences of the Selberg trace formula. We wrote down the differences
of the Selberg trace formulas for L2(ΓK\H2 ; (0, m)) and L2(ΓK\H2 ; (0, m−2)) in Theorem
4.1. Let us denote the above differences formulas as L(m) − L(m − 2). Next we assume
that h2(
i(m−1)
2
) 6= 0 and h2( i(m−3)2 ) 6= 0, then consider the “double differences”:(
L(m)− L(m− 2))h2( i(m−1)2 )−1 − (L(m− 2)− L(m− 4))h2( i(m−3)2 )−1.
Then we have,
Theorem 4.4 (Double differences of STF for L2
(
ΓK\H2 ; (0, m)
)
). Let m ∈ 2Z. We have
∞∑
j=0
h1
(
ρj(m)
)
−
∞∑
j=0
h1
(
µj(m− 2)
)
−
∞∑
j=0
h1
(
ρj(m− 2)
)
+
∞∑
j=0
h1
(
µj(m− 4)
)
=
vol(ΓK\H2)
8π2
∫ ∞
−∞
rh1(r) tanh(πr) dr
−
∑
R(θ1,θ2)∈ΓE
ie−iθ1 ei(m−2)θ2
4νR sin θ1
∫ ∞
−∞
g1(u) e
−u/2
[
eu − e2iθ1
cosh u− cos 2θ1
]
du
−
∑
(γ,ω)∈ΓHE
logN(γ0)
N(γ)1/2 −N(γ)−1/2 g1(logN(γ)) e
i(m−2)ω
− log ε g1(0)
(
sgn(m− 1)− sgn(m− 3)
)
− 2 log ε
∞∑
k=1
g1(2k log ε)
(
sgn(m− 1) ε−k|m−1| − sgn(m− 3) ε−k|m−3|
)
.
Proof. By direct computation. 
5. Selberg type zeta functions for Hilbert modular surfaces
5.1. Selberg type zeta functions. Let (γ, γ′) ∈ ΓK be hyperbolic-elliptic, i.e, |tr(γ)| > 2
and |tr(γ′)| < 2. Then the centralizer of hyperbolic-elliptic (γ, γ′) in ΓK is infinite cyclic.
Definition 5.1 (Selberg type zeta function for ΓK with the weight (0, m)). Let m ≥ 2 be
an even integer. The Selberg type zeta function for ΓK with the weight (0, m) is defined
by the following Euler product:
ZK(s;m) :=
∏
(p,p′)
∞∏
k=0
(
1− ei(m−2)ω0 N(p)−(k+s)
)−1
for Re(s) > 1.
Here, (p, p′) run through the set of primitive hyperbolic-elliptic ΓK-conjugacy classes of
ΓK , and (p, p
′) is conjugate in PSL(2,R)2 to
(p, p′) ∼
((
N(p)1/2 0
0 N(p)−1/2
)
,
(
cosω0 − sinω0
sinω0 cosω0
))
,
where, N(p) > 1, ω0 ∈ (0, π) and ω0 /∈ πQ.
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Theorem 6.14, which we prove in the next section by using Theorem 4.4, ensures that
the Euler product is absolutely convergent for Re(s) > 1. Therefore, ZK(s;m) represents
a holomorphic function on the half plane Re(s) > 1. We remark that the exponent is −1
in the definition, which differs from the original one.
For an even integer m ≤ 2, we see that
ZK(s;m) = ZK(s; 4−m).
Thus, it is sufficient to consider ZK(s;m) for an even integer m ≥ 2 by the above relation.
We show that ZK(s;m) has a meromorphic extension to the whole complex plane by
using Theorem 4.4 (double differences of the Selberg trace formula).
5.2. Test functions. Let us consider the logarithmic derivative of ZK(s;m). For Re(s) >
1,
d
ds
logZK(s;m) =−
∑
(p,p′)
∞∑
k=0
logN(p)
ei(m−2)ω0N(p)−(k+s)
1− ei(m−2)ω0N(p)−(k+s)
=−
∑
(p,p′)
∞∑
k=0
∞∑
l=1
logN(p)N(p)−klN(p)−lsei(m−2)lω0
=−
∑
(p,p′)
∞∑
l=1
logN(p)
1−N(pl)−1N(p
l)−sei(m−2)lω0 .
(5.1)
Usually, we introduce a certain test function h(r1, r2) to get a meromorphic extension of
the logarithmic derivative of the Selberg type zeta functions.
We can check that the Selberg trace formula (Theorem 2.22) holds for the test function
h(r1, r2) which satisfies the following condition (see [2, p.105] or [26, p.1651]):
(1) h(±r1,±r2) = h(r1, r2),
(2) h is analytic in the domain | Im(r1)| < 12 + δ, | Im(r2)| < ||m|−1|2 + δ for some δ > 0,
(3) h(r1, r2) = O
(
(1 + |r1|2 + |r2|2
)−2−δ
) for some δ > 0 in this domain.
(4) g2(u2) ∈ C∞c (R).
We remark that the last condition assures the absolute convergence of the geometric side
of Theorem 2.22, in particular that of IIb(h).
Let us consider the following test function: Firstly, we fix real numbers β1, β2 ≥ 2,
β1 6= β2. For s ∈ C, Re(s) > 1, We set
(5.2) h1(r) :=
(
(β21 − (s− 12)2
)(
(β22 − (s− 12)2
)(
r2 + (s− 1
2
)2
)
(r2 + β21)(r
2 + β22)
=
1
r2 + (s− 1
2
)2
+
c1(s)
r2 + β21
+
c2(s)
r2 + β22
with
c1(s) =
(s− 1
2
)2 − β22
β22 − β21
, c2(s) = −
(s− 1
2
)2 − β21
β22 − β21
.
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(See Parnovskii [17] for this type test functions). The Fourier transform of h1 is given by
g1(u) =
1
2π
∫ ∞
−∞
h1(r)e
−iru dr =
1
2s− 1e
−(s− 1
2
)|u| +
c1(s)
2β1
e−β1 |u| +
c2(s)
2β2
e−β2 |u|.
Secondly, we take g2(u) ∈ C∞c (R) such that its Fourier inverse transform h2(r) satisfies
h2(
i(m−1)
2
) 6= 0 and h2( i(m−3)2 ) 6= 0. Then we can easily check that our test function
h(r1, r2) := h1(r1) h2(r2) satisfies the above sufficient condition for Theorem 2.22.
Thirdly, let us assume that m ≥ 4 for simplicity. We will treat the case of m = 2 in the
next subsection. Let m ≥ 4 be an even integer. Then we have
(5.3)
(
Ker(K
(2)
m−2), Ker(K
(2)
m−4)
)
=
{
({0}, C) if m = 4,
({0}, {0}) if m ≥ 6.
Here, K
(2)
m−2, K
(2)
m−4 are the weight up Maass operators and their kernel are given by
Ker(K
(2)
q−2) =
{
f ∈ L2dis
(
ΓK\H2 ; (0, q − 2)
) ∣∣∣∆(2)q−2f = q2
(
1− q
2
)
f
}
for q = m,m − 2. The fact (5.3) is deduced from Lemma 2.18 and that the Hilbert
modular group ΓK is an irreducible discrete subgroup. We also recall that {14 +ρj(m)2}∞j=0
and {1
4
+ρj(m−2)2}∞j=0 are the set of eigenvalues of ∆(1)0 acting on Ker(Λ(2)m ) and Ker(Λ(2)m−2)
respectively. Here, Λ
(2)
m , Λ
(2)
m−2 are the weight down Maass operators and their kernel are
given by
Ker(Λ(2)q ) =
{
f ∈ L2dis
(
ΓK\H2 ; (0, q)
) ∣∣∣∆(2)q f = q2
(
1− q
2
)
f
}
for q = m,m− 2. If we set λj(q) := 14 + ρj(q)2 for q = m,m− 2, we note that
(5.4) 0 < λ0(q) ≤ λ1(q) ≤ λ2(q) ≤ . . .
since ΓK is irreducible and m ≥ 4.
Finally, we consider Theorem 4.4, the double difference of the Selberg trace formula, for
the above test function (5.2). Then we have
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Theorem 5.2 (Double differences of STF for the above test function h1 and h2). Let
m ≥ 4 be an even integer. For Re(s) > 1, we have
∞∑
j=0
[ 1
ρj(m)2 + (s− 12)2
+
2∑
h=1
ch(s)
ρj(m)2 + β2h
]
−
∞∑
j=0
[ 1
ρj(m− 2)2 + (s− 12)2
+
2∑
h=1
ch(s)
ρj(m− 2)2 + β2h
]
+ δm,4
[ 1
s(s− 1) +
2∑
h=1
ch(s)
β2h − 14
]
= 2ζK(−1)
∞∑
k=0
[ 1
s+ k
+
2∑
h=1
ch(s)
βh +
1
2
+ k
]
+
1
2s− 1
Z ′K(s;m)
ZK(s;m)
+
2∑
h=1
ch(s)
2βh
Z ′K(
1
2
+ βh;m)
ZK(
1
2
+ βh;m)
+
1
2s− 1
N∑
j=1
νj−1∑
l=0
νj − 1− αl(m, j)− αl(m, j)
ν2j
ψ
(s + l
νj
)
+
2∑
h=1
ch(s)
2βh
N∑
j=1
νj−1∑
l=0
νj − 1− αl(m, j)− αl(m, j)
ν2j
ψ
( 1
2
+ βh + l
νj
)
+
1
2s− 1
d
ds
log
{
(1− ε−(2s+m−4))
(1− ε−(2s+m−2))
}
+
2∑
h=1
ch(s)
2βh
d
dβh
log
{
(1− ε−(2βh+m−3))
(1− ε−(2βh+m−1))
}
.
Here, ψ(z) = d
dz
log Γ(z) is the digamma function.
Proof. We compute each terms appearing in Theorem 4.4 for the test function h1(r) given
by (5.2).
• Discrete spectrum: We denote the spectral side of Theorem 4.4 by Aspec(s;m). By the
fact (5.3), we see that
Aspec(s;m) =
∞∑
j=0
h1
(
ρj(m)
)− ∞∑
j=0
h1
(
ρj(m− 2)
)
+ δm,4 h1(i/2).
• Identity term: We denote the identity contribution by Aid(s). By the proof of Propo-
sition 4.9 in [10],
Aid(s) =
vol(ΓK\H2)
8π2
{
π tan
(
π
(
s− 1
2
))
+
2∑
h=1
ch(s) π tan(πβh)
+
∞∑
k=0
[ 1
s+ k
− 1
s− 1− k +
2∑
h=1
ch(s)
βh +
1
2
+ k
−
2∑
h=1
ch(s)
βh − 12 − k
]}
=2ζK(−1)
∞∑
k=0
[ 1
s+ k
+
2∑
h=1
ch(s)
βh +
1
2
+ k
]
.
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Here, we used the partial fractional expansion of cot(πz), the fact c1(s) + c2(s) = −1 and
the formula by Siegel (see Theorem (1.1) in [7] or Proposition 5.1 in [4]):
(5.5)
vol(ΓK\H2)
4π2
= 2ζK(−1).
• Elliptic term: We denote the elliptic contribution by Aell(s;m). This is given by
Aell(s;m) =−
∑
R(θ1,θ2)∈ΓE
ie−iθ1 ei(m−2)θ2
4νR sin θ1
∫ ∞
−∞
g1(u) e
−u/2
[
eu − e2iθ1
cosh u− cos 2θ1
]
du
=−
∑
R(θ1,θ2)∈ΓE
ei(m−2)θ2
νR
∫ ∞
0
[
g1(u) cosh(u/2)
cosh u− cos 2θ1
]
du.
By noting (10.29) and (10.31) in [12], we have
Aell(s;m) =
1
2s− 1
N∑
j=1
νj−1∑
k=1
νj−1∑
l=0
exp
(
i(m− 2)(πiktj)/νj
)
ν2j
sin
(
(2l + 1) πk/νj
)
sin(πk/νj)
ψ
(s+ l
νj
)
+
2∑
h=1
ch(s) ·
{
the same for s = 1
2
+ βh
}
.
Next we use the following equality
νj−1∑
k=1
ei(m−2)(πiktj )/νj
sin
(
(2l + 1) πk/νj
)
sin(πk/νj)
= −1
2
(νj−1∑
k=1
iei(2αl(m,j)+1)πk/νj
sin(πk/νj)
−
νj−1∑
k=1
ie−i(2αl(m,j)+1)πk/νj
sin(πk/νj)
)
= −1
2
{
−(νj − 1− 2αl(j,m)) − (νj − 1− 2αl(j,m))}
= νj − 1− αl(j,m)− αl(j,m).
Here, the integers αl(j,m), αl(j,m) ∈ {0, 1, . . . νj − 1} are defined in (2.1). The above
equality is deduced from (see [3, p.67]).
ν−1∑
k=1
ie−i(2a+1)πk/ν
sin(πk/ν)
= ν − 1− 2a (a ∈ {0, 1, . . . νj − 1}).
Therefore, we have
Aell(s;m) =
1
2s− 1
N∑
j=1
νj−1∑
l=0
νj − 1− αl(m, j)− αl(m, j)
ν2j
ψ
(s+ l
νj
)
+
2∑
h=1
ch(s)
2βh
N∑
j=1
νj−1∑
l=0
νj − 1− αl(m, j)− αl(m, j)
ν2j
ψ
( 1
2
+ βh + l
νj
)
.
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• Hyperbolic-elliptic term: We denote the hyperbolic-elliptic contribution by Ahyp-ell(s).
This is given by
Ahyp-ell(s;m) =− 1
2s− 1
∑
(γ,ω)∈ΓHE
logN(γ0)
N(γ)1/2 −N(γ)−1/2N(γ)
−(s−1/2) ei(m−2)ω
−
2∑
h=1
ch(s) ·
{
the same for s = 1
2
+ βh
}
=
1
2s− 1
Z ′K(s;m)
ZK(s;m)
+
2∑
h=1
ch(s)
2βh
Z ′K(
1
2
+ βh;m)
ZK(
1
2
+ βh;m)
.
The last equality is derived from (5.1).
• Parabolic plus scattering term: Since m ≥ 4, sgn(m − 1) − sgn(m − 3) vanishes and
this term contributes zero. So, Apar/sct(s;m) ≡ 0.
• Type 2 hyperbolic plus scattering term: We denote the type 2 plus scattering contri-
bution by Ahyp2/sct(s;m). Then,
Ahyp2/sct(s;m) = − 2 log ε
2s− 1
∞∑
k=1
ε−k(2s−1)(ε−k(m−1) − ε−k(m−3))
−
2∑
h=1
ch(s) ·
{
the same for s = 1
2
+ βh
}
.
Nothing that
∞∑
k=1
ε−k(2s−1)ε−k(m−1) =
ε−(2s+m−2)
1− ε−(2s+m−2) =
−1
2 log ε
d
ds
log
(
1− ε−(2s+m−2)
)−1
for Re(s) > 1−m/2. For Re(s) > 2−m/2, therefore, we have
Ahyp2/sct(s;m) =
1
2s− 1
d
ds
log
{
(1− ε−(2s+m−4))
(1− ε−(2s+m−2))
}
+
2∑
h=1
ch(s)
2βh
d
dβh
log
{
(1− ε−(2βh+m−3))
(1− ε−(2βh+m−1))
}
The proof is finished. 
5.3. Analytic continuation of Selberg type zeta functions. We prove
Theorem 5.3. For an even integer m ≥ 4, the Selberg zeta function ZK(s;m), origi-
nally defined for Re(s) > 1, has an analytic continuation to the whole complex plane as a
meromorphic function.
(1) ZK(s;m) has zeros at
s = 1
2
± iρj(m) of order equal to the multiplicity of the eigenvalue 14 + ρj(m)2 of
∆
(1)
0 acting on Ker(Λ
(2)
m ),
s = 1− m
2
+ πik
log ε
of order 1 for k ∈ Z.
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(2) ZK(s;m) has poles at
s = 1
2
± iρj(m−2) of order equal to the multiplicity of the eigenvalue 14 +ρj(m−2)2
of ∆
(1)
0 acting on Ker(Λ
(2)
m−2),
s = 2− m
2
+ πik
log ε
of order 1 for k ∈ Z.
(3) ZK(s;m) has zeros or poles (according to their orders are positive or negative) at
s = −k (k ∈ N ∪ {0}) of order (2k + 1)E(XK) + 2
∑N
j=1[k/νj ]−
∑N
j=1 βk,j(m).
(4) If m = 4, ZK(s,m) has additional simple zeros at s = 0 and s = 1.
Here,
Ker(Λ(2)q ) =
{
f ∈ L2
dis
(
ΓK\H2 ; (0, q)
) ∣∣∣∆(2)q f = q2
(
1− q
2
)
f
}
for q = m or m − 2, and E(XK) denotes the Euler characteristic of the Hilbert modular
surface XK and the definition of the integers βj,k(m) will be given in (5.6). When the
location of two zeros or poles coincide, the orders of them are added.
Proof. To get a meromorphic extension of ZK(s;m), we show that the logarithmic deriva-
tive of ZK(s;m) has a meromorphic extension to the whole complex plane and its poles are
all simple with integral residues. By Theorem 5.2, it is easy to see that (2s−1)Aspec(s;m)
and −(2s− 1)Ahyp2/sct(s;m) are meromorphic over the complex plane and their poles are
all simple with integral residues. So, we consider the function:
g(s;m) := −(2s− 1)
(
Aid(s) + Aell(s;m)
)
We see that g(s;m) is also meromorphic and only have simple poles at s = −k for k ∈
N ∪ {0}. By the identity
1
ν
ν−1∑
l=0
ψ
(s+ l
ν
)
= ψ(s)− log ν,
we have
Ej(s) :=
1
2s− 1
νj−1∑
l=0
νj − 1− αl(m, j)− αl(m, j)
ν2j
ψ
(s+ l
νj
)
=
1
νj
{
ψ(s)− log νj
}
+
1
2s− 1
νj−1∑
l=0
νj − 2s− αl(m, j)− αl(m, j)
ν2j
ψ
(s+ l
νj
)
.
Thus, for k ∈ N ∪ {0}, (we write k = l + νjn with l = 0, 1, . . . , νj − 1)
−Ress=−k(2s− 1)Ej(s) = 2k + 1
νj
+ 2
[ k
νj
]
+ 1− αl(m, j) + αl(m, j)− 2l
νj
,
with l = k − νj[k/νj ]. Put
(5.6) βk,j(m) :=
αl(m, j) + αl(m, j)− 2l
νj
with l = k − νj
[ k
νj
]
.
We see that βk,j(m) ∈ Z since αl(m, j) + αl(m, j) ≡ 2l (mod νj) by (2.1).
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Therefore, we have
Ress=−k g(s;m) =(2k + 1)ζK(−1)− (2k + 1)
N∑
j=1
1
νj
+
N∑
j=1
(2
[ k
νj
]
+ 1)−
N∑
j=1
βk,j(m)
=(2k + 1)E(XK) + 2
N∑
j=1
[ k
νj
]
− 2kN −
N∑
j=1
βk,j(m).
Here, E(XK) is the Euler characteristic of the Hilbert modular surface XK and we used
the formula (see [7, Theorem (1.2), p.60]):
E(XK) = 2ζK(−1) +
N∑
j=1
νj − 1
νj
.
Hence the residues of g(s;m) are all integers. The rest of proof is clear. 
5.4. Functional equation of Selberg type zeta functions.
Theorem 5.4. Let m ≥ 4 be an even integer. The function ZK(s;m) satisfies the following
functional equation
ZˆK(s;m) = ZˆK(1− s;m).
Here the completed zeta function ZˆK(s,m) is given by
ZˆK(s;m) := ZK(s;m)Zid(s)Zell(s;m)Zhyp2/sct(s;m)
with
Zid(s) :=
(
Γ2(s)Γ2(s+ 1)
)2 ζK(−1)
Zell(s;m) :=
N∏
j=1
νj−1∏
l=0
Γ
(
s+l
νj
) νj−1−αl(m,j)−αl(m,j)
νj
Zhyp2/sct(s;m) := ζε(s+
m
2
− 1) ζε(s + m2 − 2)−1,
where, Γ2(z) is the double Gamma function (for definition, we refer to [14] or [8, Definition
4.10, p.751]), ν1, ν2, · · · , νN are the orders of the elliptic fixed points in XK and the integers
αl(m, j), αl(m, j) ∈ {0, 1, · · · , νj − 1} was defined in (2.1), ζε(s) := (1 − ε−2s)−1 and ε is
the fundamental unit of K.
Proof. Starting from the formula in Theorem 5.2, we compute the difference of the both
sides at s and 1− s. We see that
2ζK(−1) · (2s− 1) π cot(πs) +
(
Z ′K(s;m)
ZK(s;m)
+
Z ′K(1− s;m)
ZK(1− s;m)
)
+
(
Z ′ell(s)
Zell(s)
+
Z ′ell(1− s)
Zell(1− s)
)
+
(
Z ′hyp2/sct(s)
Zhyp2/sct(s)
+
Z ′hyp2/sct(1− s)
Zhyp2/sct(1− s)
)
= 0,
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by the partial fractional expansion: π cot(πs) =
∑∞
k=0
[
1
s+k
− 1
1−s+k
]
. Let I(s) := 2ζK(−1) ·
(2s − 1) π cot(πs). It is known that the double sine function S2(z) := Γ2(2 − z) Γ2(z)−1
satisfies the differential equation (see [14, Theorem 2.15, p.860]):
d
dz
log S2(z) = −π(z − 1) cot(πz).
Therefore,
I(s) =− 2ζK(−1) d
ds
log
(
S2(s)S2(s+ 1)
)
= −2ζK(−1) d
ds
log
(Γ2(2− s)
Γ2(s)
Γ2(1− s)
Γ2(s+ 1)
)
=
Z ′id(s)
Zid(s)
+
Z ′id(1− s)
Zid(1− s) .
Integrating and exponentiating, we obtain the desired functional equation. 
6. Ruelle type zeta functions and applications
6.1. Ruelle type zeta functions. We consider the following Ruelle type zeta function
Definition 6.1 (Ruelle type zeta function for ΓK). For Re(s) > 1, the Ruelle type zeta
function for ΓK is defined by the following absolutely convergent Euler product:
RK(s) :=
∏
(p,p′)
(
1−N(p)−s)−1.
Here, (p, p′) run through the set of primitive hyperbolic-elliptic ΓK-conjugacy classes of
ΓK , and (p, p
′) is conjugate in PSL(2,R)2 to
(p, p′) ∼
((
N(p)1/2 0
0 N(p)−1/2
)
,
(
cosω − sinω
sinω cosω
))
.
Here, N(p) > 1, ω ∈ (0, π) and ω /∈ πQ.
We note that the following relation between the Ruelle type zeta function and the Selberg
type zeta function for ΓK .
Lemma 6.2. For Re(s) > 1, we have
RK(s) =
ZK(s; 2)
ZK(s+ 1; 2)
.
Proof. For Re(s) > 1, we have
ZK(s; 2)
ZK(s+ 1; 2)
=
∏
(p,p′)
∏∞
k=0(1−N(p)−(s+k))−1∏
(p,p′)
∏∞
k=0(1−N(p)−(s+k+1))−1
= RK(s).

To get a meromorphic extension of RK(s), we consider meromorphic extension of the
Selberg type zeta function ZK(s; 2). For this, we recall Theorem 4.4, the double differences
of the trace formula for the weight (0, 2).
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Corollary 6.3 (Double differences of STF for L2
(
ΓK\H2 ; (0, 2)
)
). Let m = 2. We have
∞∑
j=0
h1
(
ρj(2)
)
+
∞∑
j=0
h1
(
µj(−2)
)
− 2h1
( i
2
)
=
vol(ΓK\H2)
8π2
∫ ∞
−∞
rh1(r) tanh(πr) dr
−
∑
R(θ1,θ2)∈ΓE
ie−iθ1
4νR sin θ1
∫ ∞
−∞
g1(u) e
−u/2
[
eu − e2iθ1
cosh u− cos 2θ1
]
du
−
∑
(γ,ω)∈ΓHE
logN(γ0) g1(logN(γ))
N(γ)1/2 −N(γ)−1/2 − 2 log ε g1(0) − 4 log ε
∞∑
k=1
g1(2k log ε) ε
−k.
Here, {1/4+ρj(2)2}∞j=0 and {1/4+µj(−2)2}∞j=0 are the sets of eigenvalues of the Laplacian
∆
(1)
0 acting on Ker(Λ
(2)
2 ) and Ker(K
(2)
−2) respectively. These kernel spaces are given by
Ker(Λ
(2)
2 ) =
{
f ∈ L2
dis
(
ΓK\H2 ; (0, 2)
) ∣∣∣∆(2)2 f = 0
}
,
Ker(K
(2)
−2) =
{
f ∈ L2
dis
(
ΓK\H2 ; (0,−2)
) ∣∣∣∆(2)−2 f = 0
}
.
Proof. By noting that Ker(Λ
(2)
0 ) = Ker(K
(2)
0 ) = C, the rest is clear by Theorem 4.4. 
Theorem 6.4 (Double differences of STF for the test function h1 (see (5.2)) with the
weight (0, 2)).
∞∑
j=0
[ 1
ρj(2)2 + (s− 12)2
+
2∑
h=1
ch(s)
ρj(2)2 + β2h
]
+
∞∑
j=0
[ 1
µj(−2)2 + (s− 12)2
+
2∑
h=1
ch(s)
µj(−2)2 + β2h
]
− 2
[ 1
s(s− 1) +
2∑
h=1
ch(s)
β2h − 14
]
= 2ζK(−1)
∞∑
k=0
[ 1
s+ k
+
2∑
h=1
ch(s)
βh +
1
2
+ k
]
+
1
2s− 1
Z ′K(s; 2)
ZK(s; 2)
+
2∑
h=1
ch(s)
2βh
Z ′K(
1
2
+ βh; 2)
ZK(
1
2
+ βh; 2)
+
1
2s− 1
N∑
j=1
νj−1∑
l=0
νj − 1− 2l
ν2j
ψ
(s + l
νj
)
+
2∑
h=1
ch(s)
2βh
N∑
j=1
νj−1∑
l=0
νj − 1− 2l
ν2j
ψ
( 1
2
+ βh + l
νj
)
+
1
2s− 1
d
ds
log
(
ε−2s
)
+
2∑
h=1
ch(s)
2βh
d
dβh
log
(
ε−(2βh+1)
)
+
1
2s− 1
d
ds
log
{
1
(1− ε−2s)2
}
+
2∑
h=1
ch(s)
2βh
d
dβh
log
{
1
(1− ε−(2βh+1))2
}
.
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Proof. By Corollary 6.3 and the same computation in Theorem 5.2. 
Theorem 6.5. The Selberg zeta function ZK(s; 2), originally defined for Re(s) > 1, has
an analytic continuation to the whole complex plane as a meromorphic function.
(1) ZK(s; 2) has a double pole at s = 1.
(2) ZK(s; 2) has zeros at
s = 1
2
± iρj(2) of order equal to the multiplicity of the eigenvalue 14 + ρj(2)2 of ∆
(1)
0
acting on Ker(Λ
(2)
2 ) =
{
f ∈ L2
dis
(
ΓK\H2 ; (0, 2)
) ∣∣∣∆(2)2 f = 0},
s = 1
2
± iµj(−2) of order equal to the multiplicity of the eigenvalue 14 + µj(−2)2 of
∆
(1)
0 acting on Ker(K
(2)
−2) =
{
f ∈ L2
dis
(
ΓK\H2 ; (0,−2)
) ∣∣∣∆(2)−2 f = 0}.
(3) ZK(s; 2) has zeros at s = ± kπilog ε (k ∈ N) of order 2.
(4) ZK(s; 2) has a zero at s = 0 of order E(XK).
(5) ZK(s; 2) has zeros or poles (according to their orders are positive or negative) at
s = −k (k ∈ N) of order (2k + 1)E(XK) + 2
∑N
j=1[k/νj ]− 2kN .
Here, E(XK) denotes the Euler characteristic of the Hilbert modular surface XK. When
the location of two zeros or poles coincide, the orders of them are added.
Proof. By Theorem 6.4 and the same proof of Theorem 5.3. 
Theorem 6.6. The Selberg type zeta function ZK(s;m) satisfies the following functional
equation
ZˆK(s; 2) = ZˆK(1− s; 2).
Here the completed zeta function ZˆK(s,m) is given by
ZˆK(s; 2) := ZK(s; 2)Zid(s)Zell(s; 2)Zpar/sct(s; 2)Zhyp2/sct(s; 2)
with
Zid(s) :=
(
Γ2(s)Γ2(s+ 1)
)2 ζK(−1)
, Zell(s; 2) :=
N∏
j=1
νj−1∏
l=0
Γ
(
s+l
νj
) νj−1−2l
νj ,
Zpar/sct(s; 2) := ε
−2s, Zhyp2/sct(s; 2) := ζε(s)
2 = (1− ε−2s)−2.
Proof. By using Theorem 6.4, the proof is the same as in Theorem 5.3. 
Theorem 6.7. The function RK(s) has a meromorphic continuation to the whole C. RK(s)
has double pole at s = 1 and nonzero for Re(s) ≥ 1.
Proof. By Theorem 6.5 and Lemma 6.2. 
Theorem 6.8. The function RK(s) has the following functional equation
RK(s)RK(−s) =(−1)E(XK)
(
2 sin(πs)
)2E(XK) N∏
j=1
(
sin(πs/νj)
sin(πs)
)2
·
(
ζε(s− 1) ζε(s+ 1)
ζε(s)2
)2
,
(6.1)
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where, ζε(s) = (1− ε−2s)−1, N is the number of elliptic fixed points in XK.
Proof. By Theorem 6.6, we have
RK(s)RK(−s) = ZK(s; 2)
ZK(s+ 1; 2)
ZK(−s; 2)
ZK(−s+ 1; 2) =
ZK(s; 2)
ZK(1− s; 2)
ZK(−s; 2)
ZK(1 + s; 2)
= BK(s)CK(s).
The functions BK(s) and CK(s) are given as follows.
BK(s) :=
Zid(1 + s)Zid(1− s)
Zid(s)Zid(−s)
Zell(1 + s; 2)Zell(1− s; 2)
Zell(s; 2)Zell(−s; 2) ,
CK(s) :=
Zpar/sct(1 + s; 2)Zpar/sct(1− s; 2)
Zpar/sct(s; 2)Zpar/sct(−s; 2)
Zhyp2/sct(1 + s; 2)Zhyp2/sct(1− s; 2)
Zhyp2/sct(s; 2)Zhyp2/sct(−s; 2) .
We can easily check that
CK(s) =
(
ζε(s− 1) ζε(s+ 1)
ζε(s)2
)2
.
Let us compute BK(s). Put
Ξ(s) :=
Γ2(s+ 1)Γ2(s+ 2)Γ2(1− s)Γ2(2− s)
Γ2(s)Γ2(s+ 1)Γ2(−s)Γ2(1− s)
and
Gν(s) :=
ν−1∏
j=0
Γ
(s+ l
ν
) ν−1−2l
ν
.
Then we see that
(6.2) BK(s) = Ξ(s)
E(XK)
N∏
j=1
[
Gνj(1 + s)Gνj(1− s)
Gνj(s)Gνj(−s)
Ξ(s)
− νj−1
νj
]
.
By using Γ2(s+ 1)/Γ2(s) =
√
2π Γ(s)−1 (see [14] or [8, Proposition 4.11]), we have
(6.3) Ξ(s) = (2π)2
(
Γ(s) Γ(s+ 1) Γ(−s) Γ(−s+ 1))−1 = −4 sin2(πs).
By using the multiplication formula for the Gamma function (see [9, 8.335]), we have
Gν(1 + s)Gν(s)
−1 = Γ
(s
ν
)− ν−1
ν
[ν−1∏
l=1
Γ
(s+ l
ν
) 2
ν
]
Γ
(s+ ν
ν
) 1−ν
ν
= Γ
(s
ν
) 1−ν
ν
Γ
(
1 +
s
ν
) 1−ν
ν
[
Γ
(s
ν
)−1
(2π)
ν−1
2 ν1/2−s Γ(s)
] 2
ν
.
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Hence, we have
Gν(1 + s)
Gν(s)
Gν(1− s)
Gν(−s) Ξ(s)
− ν−1
ν
= Γ
(s
ν
)−1−ν
ν
Γ
(
1 +
s
ν
) 1−ν
ν
Γ
(−s
ν
)−1−ν
ν
Γ
(
1 +
−s
ν
) 1−ν
ν
[
ν Γ(s) Γ(−s)
] 2
ν
× (Γ(s) Γ(s+ 1) Γ(−s) Γ(−s+ 1)) ν−1ν
=
[
Γ(s) Γ(1− s)
Γ(s/ν) Γ(1− ν/s)
]2
=
(
sin(πs/ν)
sin(πs)
)2
.
(6.4)
Substituting (6.3) and (6.4) into (6.2), we complete the proof. 
We can obtain an explicit formula of the leading term of RK(s) at s = 0. Let n0 denote
an integer such that lims→0 s−n0RK(s) is a nonzero finite value and
R∗K(0) := lim
s→0
s−n0RK(s).
Theorem 6.9. The following equalities hold.
n0 = E(XK) + 2
and
|R∗K(0)| = (2π)E(XK)
N∏
j=1
ν−1j
(2ε log ε)2
(ε2 − 1)2 .
Proof. By Theorem 6.8, we can compute
lim
s→0
RK(s)RK(−s)
s2(E(XK )+2)
= (−1)E(XK)(2π)2E(XK)
N∏
j=1
ν−2j
(
(2 log ε)2
(1− ε2)(1− ε−2)
)2
.
The rest is clear. 
Corollary 6.10. Let D be the discriminant of K and D ≥ 13. Then, the function RK(s)
satisfy the functional equation
RK(s)RK(−s) =(−1)E(XK) 22E(XK) sin(πs)2E(XK)−2a2(Γ)−2a3(Γ)
· sin
(πs
2
)2a2(Γ)
sin
(πs
3
)2a3(Γ)(ζε(s− 1) ζε(s+ 1)
ζε(s)2
)2(6.5)
and the absolute value of the coefficient of the leading term of RK(s) at s = 0 is given by
|R∗K(0)| =
(2π)E(XK)
2a2(Γ) 3a3(Γ)
(2ε log ε)2
(ε2 − 1)2 .
Here, ar(Γ) is the number of elliptic fixed points in XK for which corresponding points have
isotropy groups of order r.
We remark that a2(Γ) and a3(Γ) are described by the class numbers of certain imaginary
quadratic fields. (Cf. Prestel [18])
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Proof. By the fact that unless D = 5, 8, 12, then the ar(Γ) vanish for r > 3. (Cf. [7,
p.16]) 
Corollary 6.11. Let D = 5, 8 or 12. Then the class number of the real quadratic field K
with the given discriminant D is one and the absolute value of the coefficient of the leading
term of RK(s) at s = 0 is
• (2π)4(223252)−1(2ε log ε)2/(ε2 − 1)2 with ε = (1 +√5)/2 if D = 5,
• (2π)4(223242)−1(2ε log ε)2/(ε2 − 1)2 with ε = 1 +√2 if D = 8,
• (2π)4(233261)−1(2ε log ε)2/(ε2 − 1)2 with ε = 2 +√3 if D = 12.
Proof. Use the table of ar(Γ) for D = 5, 8 or 12 on [7, p.268]. 
6.2. Weyl’s law. As an application of the double difference of the trace formula for ΓK
with the weight (0, 2) (Corollary 6.3), we have the following “Weyl’s law”.
Proposition 6.12 (Weyl’s law I). Let T > 0. We consider the following counting function:
N(T ) := #
{
j
∣∣ 1/4 + ρj(2)2 ≤ T}+#{j ∣∣ 1/4 + µj(−2)2 ≤ T}.
Then we have
(6.6) N(T ) ∼ vol(ΓK\H
2)
8π2
T (T →∞).
Proof. For any β > 0, the test function h1(r) = e
−βr2 is admissible in Corollary 6.3. The
Fourier transform is
g1(u) =
e−u
2/(4β)
√
4πβ
,
so we have
∞∑
j=0
e−β(1/4+ρj (2)
2) +
∞∑
j=0
e−β(1/4+µj (−2)
2) − 2
=
vol(ΓK\H2)
8π2
∫ ∞
−∞
e−β(1/4+r
2)r tanh(πr) dr
− e
−β/4
√
4πβ
∑
R(θ1,θ2)∈ΓE
ie−iθ1
4νR sin θ1
∫ ∞
−∞
e−u
2/(4β) e−u/2
[
eu − e2iθ1
cosh u− cos 2θ1
]
du
− e
−β/4
√
4πβ
∑
(γ,ω)∈ΓHE
logN(γ0)
N(γ)1/2 −N(γ)−1/2 e
−(logN(γ))2/(4β)
− e
−β/4
√
4πβ
{
2 log ε + 4 log ε
∞∑
k=1
e−(2k log ε)
2/(4β) ε−k
}
.
Since tanh(πr) = 1 +O(e−2π|r|) for any r ∈ R, we obtain
∞∑
j=0
e−β(1/4+ρj (2)
2) +
∞∑
j=0
e−β(1/4+µj (−2)
2) =
vol(ΓK\H2)
8π2 β
− 2 log ε√
4πβ
+O(1) (β → +0).
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By a classical Tauberian theorem, we complete the proof. 
We remark that the above proposition is enough to prove “a prime geodesic type the-
orem” for the set of primitive hyperbolic-elliptic conjugacy classes of ΓK in the next sub-
section.
Besides we can prove a more strong Weyl’s law by using Theorem 4.1, the differences
(not double differences) of the trace formula for ΓK with the weight (0, m).
Theorem 6.13 (Weyl’s law II). Let m ∈ 2Z and T > 0. We consider the following two
counting functions:
N+m(T ) := #
{
j
∣∣ 1/4 + ρj(m)2 ≤ T},
N−m(T ) := #
{
j
∣∣ 1/4 + µj(m− 2)2 ≤ T}.
Then we have
If m ≥ 2, then N+m(T ) ∼ (m− 1)
vol(ΓK\H2)
16π2
T (T →∞),(6.7)
If m ≤ 0, then N−m(T ) ∼ (1−m)
vol(ΓK\H2)
16π2
T (T →∞).(6.8)
Proof. We take the test function h1(r) = e
−βr2 (β > 0) in Theorem 4.1. Then we obtain
(by the same computation as in the proof of Proposition 6.12)
∞∑
j=0
e−β(1/4+ρj (m)
2) −
∞∑
j=0
e−β(1/4+µj (m−2)
2)
= (m− 1)vol(ΓK\H
2)
16π2 β
− sgn(m− 1) log ε√
4πβ
+O(1) (β → +0).
The rest is clear. 
6.3. Prime geodesic theorem. We can show the following asymptotic formulas for
counting functions of PΓHE, the set of primitive hyperbolic-elliptic ΓK-conjugacy classes
of ΓK , by Corollary 6.3 and Proposition 6.12.
Theorem 6.14 (Prime geodesic theorem). For X ≥ 1,
(6.9)
∑
(p,p′)∈PΓHE
N(p)≤X
logN(p) = 2X −
∑
1/2<sj(2)<1
Xsj(2)
sj(2)
−
∑
1/2<sj(−2)<1
Xsj(−2)
sj(−2) +O
(
X3/4
)
,
∑
(p,p′)∈PΓHE
N(p)≤X
1 =2Li(X)−
∑
1/2<sj(2)<1
Li
(
Xsj(2)
)− ∑
1/2<sj(−2)<1
Li
(
Xsj(−2)
)
+O
(
X3/4/ logX
)
,
(6.10)
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where, sj(2) := 1/2 − iρj(2), sj(−2) := 12 − iµj(−2), and Li(x) :=
∫ x
2
1/ log t dt. (The
condition 1/2 < sj(2), sj(−2) < 1 implies that ρj(2)2 and µj(−2)2 are negative. See
(2.15). )
Proof. We follow the same procedure as in Iwaniec [12]. Let us begin with the same test
function on [12, p.155] or [13, p.401], given by
g1(u) = 2 cosh(u/2) q(u),
where, q(u) is even, smooth, supported on |u| ≤ log(X + Y ), and such that 0 ≤ q(u) ≤ 1
and q(u) = 1 if |x| ≤ logX . The parameters X ≥ Y ≥ 1 will be chosen later. For
s = 1/2 + ir in the segment 1/2 < s ≤ 1 we have
h1(r) =
∫ ∞
−∞
(
esu + e(1−s)u
)
q(u) du = s−1Xs +O(Y +X1/2),
and for s on the line Re(s) = 1/2 we get by partial integration that
h1(r)≪ |s|−1X1/2min
{
1, |s|−2T 2},
where T = XY −1. By using Proposition 6.12, the spectral side of Corollary 6.3 becomes
(by the same method as in [16, pp.305–307])
∞∑
j=0
h1
(
ρj(2)
)
+
∞∑
j=0
h1
(
ρj(−2)
)
− 2h1(i/2)
= −2X +
∑
1/2<sj(2)<1
Xsj(2)
sj(2)
+
∑
1/2<sj(−2)<1
Xsj(−2)
sj(−2) +O(Y +X
1/2T ).
On the geometric side, the identity term contributes
vol(ΓK\H2)
8π2
∫ ∞
−∞
rh1(r) tanh(πr) dr≪ X1/2T
and the elliptic term, the parabolic plus scattering and the type 2 hyperbolic plus scattering
terms contribute no more than the above bound. Gathering these estimates, we arrive at
−
∑
(p,p′)∈PΓHE
q(logN(p))
= −2X +
∑
1/2<sj(2)<1
Xsj(2)
sj(2)
+
∑
1/2<sj(−2)<1
Xsj(−2)
sj(−2) +O
(
Y +X1/2T
)
.
(6.11)
Subtracting (6.11) from that for X + Y in place of X , we deduce that∑
X<N(p)<X+Y
logN(p)≪ Y +X1/2T.
Hence, we can drop the excess over N(p) ≤ X within the error term in (6.11). As usual
we choose Y = X3/4 to minimize the error term. We completes the proof. 
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6.4. Binary quadratic forms over the ring of real quadratic integers. We denote
by D the set of discriminants of integral binary quadratic forms, that is,
D := {d ∈ Z | d ≡ 0, 1 (mod 4), d not a square, d > 0}.
For each d ∈ D, let h(d) denote the number of inequivalent primitive binary quadratic
forms of discriminant d, and let (xd, yd) be the fundamental solution of the Pellian equation
x2 − dy2 = 4 over Z. Put
εd :=
xd +
√
d yd
2
.
By using the prime geodesic theorem for PSL(2,Z), Sarnak [20] deduced the following
theorem on the average behavior of h(d).
Theorem 6.15 (Sarnak [20, Theorem 2.1]). For x ≥ 2, we have∑
d∈D
εd≤x
h(d) log εd =
x2
2
+O
(
x3/2(log x)3
)
(x→∞).
∑
d∈D
εd≤x
h(d) = Li(x2) +O
(
x3/2(log x)2
)
(x→∞).
Here, Li(x) =
∫ x
2
1/ log t dt.
There are several works to improve the error term of the prime geodesic theorem for
PSL(2,Z). We refer to [24] for this subject.
Let us consider a generalization of Theorem 6.15 to that for class numbers of indefinite
binary quadratic forms over the real quadratic integer ring OK . Put
D+− := {d ∈ OK | ∃b ∈ OK s.t. d ≡ b2 (mod 4), d not a square in OK , d > 0, d′ < 0}.
For each d ∈ D+−, let hK(d) denote the number of inequivalent primitive binary quadratic
forms of discriminant d over OK , and let (xd, yd) ∈ OK ×OK be the fundamental solution
of the Pellian equation x2 − dy2 = 4. Put
εK(d) :=
xd +
√
d yd
2
.
By using Theorem 6.14, we can deduce the following theorem on the average behavior of
hK(d).
Theorem 6.16. For x ≥ 2, we have
∑
d∈D+−
εK(d)≤x
hK(d) log εK(d) = x
2 − 1
2
∑
1/2<sj(2)<1
X2sj(2)
sj(2)
− 1
2
∑
1/2<sj(−2)<1
X2sj(−2)
sj(−2)
+O(x3/2) (x→∞),
(6.12)
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d∈D+−
εK(d)≤x
hK(d) = 2 Li(x
2)−
∑
1/2<sj(2)<1
Li
(
x2sj(2)
)− ∑
1/2<sj(−2)<1
Li
(
x2sj(−2)
)
+O(x3/2/ log x) (x→∞).
(6.13)
Proof. We recall the assumption that the class number of K is one, so that OK is a PID.
Let Q(x, y) = ax2 + bxy + cy2 be a primitive indefinite quadratic forms of discriminant
d ∈ D+− over OK , i.e. a, b, c ∈ OK , the ideal (a, b, c) = OK and d = b2 − 4ac > 0, d′ < 0.
The equation Q(θ, 1) = 0 has two real roots, θ1 = (−b+
√
d)/2a and θ2 = (−b−
√
d)/2a.
By linear change of variable, SL(2,OK) acts on such forms and the number of equivalence
classes is hK(d). The stabilizer of Q under the action of SL(2,OK) is equal to the stabilizer
of θ1 or θ2 and become a free abelian group of rank one. And a generator of this group is
given by
g(Q) =
(
(t0 − bu0)/2 −cu0
au0 (t0 + bu0)/2
)
where, (t0, u0) is the fundamental solution to the Pellian equation t
2 − du2 = 4 over OK .
Moreover the norm of g(Q) is εK(d)
2 with εK(d) = (t0 + u0
√
d)/2.
The map Q 7→ (g, g′) sends primitive OK-integral quadratic forms to hyperbolic-elliptic
conjugacy classes of ΓK . It is known that it induces a bijection between classes of forms
and primitive hyperbolic-elliptic conjugacy classes of ΓK . (We refer to Efrat [2] for details).
Hence, we obtain the desired formula from Theorem 6.14. 
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