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Necessary and sufficient conditions for a given automaton to be of left identity type, of 
identity type, of right group type, of group,:type, quasi state independent, and state 
independent are presented. The time required to’decide whether or not each condition holds 
for a given automaton is also estimated under the uniform cost criterion. In addition, it is 
shown that there exists a one-input automaton whose transformation semigroup has its order 
greater than any polynomial function of the number of states and that the index and the 
period of the transformation semigroup of a one-input automaton can be determined in time 
proportional to the number of states. A one-input automaton with the minimum number of 
states such that its transformation semigroup is isomorphic to a given cyclic one is also 
discussed. 
1. *INTRODUCTION 
The concept of transformation semigroups (or equivalently, characteristic 
semigroups [8]) has played an important role in the theory of finite automata (finite 
automata are simply referred to as automata in the following) [ 15, 161. An 
automaton is called left identity type iff its transformation semigroup has a left 
identity. By introducing the concept of amalgamation of automata, one of the authors 
discussed in [8] the representation of left identity type automata in the sense that for 
an arbitrary left identity type automaton we can define an isomorphic one in terms of 
its transformation semigroup. 
In this paper we first give necessary and sufficient conditions for a given 
automaton to be of (1) left identity type, (2) identity type, (3) right group type, and 
(4) group type. Automata of types (2~(4) are also characterized in [S]. It is shown 
that the computation time required to decide whether or not each condition holds for 
a given automaton with n states and r input symbols is at most O(m*) under the 
uniform cost criterion (the same assumption is made in the following case). In 
addition, it is mentioned that the time for permutation automata and perfect ones are 
O(m’) and O(l’), respectively. 
Second, a necessary and sufficient condition for a given automaton to be (quasi) 
state independent is presented. The concept of state independency of automata is 
introduced in (91, and that of quasi state independency in [lo]. It is shown in [8] 
that the class of state independent automata is properly contained in that of right 
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group type ones which is a proper subclass of that of left identity type ones; some 
related results were also described. It is shown that the computation time spent to 
decide, by means of the results obtained above and of well-known graph algorithms, 
whether or not a given automaton is (quasi) state independent is at most 
O(MAX(m’, n”)) or O(MAX(m*, r*n, n4)) (and O(MAX(m3, n’)) for the quasi 
case). 
Finally, some results on the transformation semigroups of automata with only one 
input symbol (hereafter referred to as one-input automata) are given: The relationship 
between the transition structures and their transformation semigroups is made clear. 
We note that the transformation semigroups are cyclic, in these cases. It is proved 
that an upper bound for the order of the transformation semigroups of one-input 
automata with n states is e”le and that there exists a one-input automaton with n 
states in which the order of the transformation semigroup is O@Z’~~~), where unless 
otherwise stated all logarithms in the following are to the base 2. Besides these results 
it is also demonstrated that given a one-input automaton with n states, the index and 
the period of its transformation semigroup can be determined in at most O(n) time 
and that an automaton with the minimum number of states such that its transfor- 
mation semigroup is isomorphic to that of the original one can be obtained in at most 
O(n) time. 
2. PRELIMINARIES 
DEFINITION 1. An automaton is a triple A = (Q, Z, M), where Q is a nonempty 
finite set of states, Z is an input semigroup, and M is a mapping of Q X Z into Q 
(denoted also as M: Q x Z -+ Q), which is defined by M(q, xy) = M(M(q, x), y) for 
any element q of Q and any elements x and y of I. 
In this paper a void set is denoted by 0, and Z is a free semigroup I;+ generated by 
,?Y, the finite set of input symbols. 
DEFINITION 2. For any element q of Q let pg be a relation on Z defined for any 
elements x and y of Z as follows: 
XP,Y iff WA x) = WA VI* 
Throughout this paper “8” is the abbreviation of “if and only if.” 
Put p = nqin cp,. Then for any elements x and y of Z we have xpy iff f, = fY, 
where 
f.= ( q’ *** qn M(q,, x) --* wq,, xl 1 
when we have Q = {q, ,..., qn }. We shall also denote f, by 2. 
Let us put FA = (f, : x in I}, and i(A) = Z/p (the quotient semigroup of Z by p). 
Then FA is isomorphic to i(A) under the correspondence off, of FA to [x] of Z(A), 
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the p-congruence coset containing x of I. Here F,., and $I) are referred to as the 
transformation semigroup and the characteristic one of A, respectively. 
Forfof FA, q of Q, and an integer d > 1, we say that q is a d-starting state off iff: 
(i) there exists q’ of Q - {q,f(q),...,fdel(q)} such thatfd(q) =f(q’), and 
(ii) when d’ < d, we have fd’(q) #f’(q”) for any element q” of 
Q - {q,f(q),..., fd’-‘(q)} and any integer i > 1. 
Put F, = {f: f is a mapping of Q into Q} and for each element f of F, let 
Ran0 = V(q): q in Q I and R = u Ran(J). 
finFA 
We note that we have FA c FQ. It is easy to show that we have R = U,- ," =Ran(fi), 
where E= {Coisinz}. 
For any elements f and g of F, their product is denoted asfg(q) = gdf(q)) for any 
element q of Q. Hence h is a left (right) identity of F, iff Zzf = f (Jr = f) for every 
element f of F,. 
Several types of automata can be defined. 
Let A = (Q, Z, M) be an automaton. Then A is of left identity type (of identity type) 
iff FA has a left identity (an identity). Automaton A is of right group type (of group 
type) iff FA is a right group (a group). The definition of right groups will be given 
later. Automaton A is a permutation iff every element of FA is a permutation on Q. 
We say A is perfect iff it is a strongly connected automaton whose transformation 
semigroup is commutative. We note that A is strongly connected iff there exists f of 
FA such that f (q) = q’ for any elements q and q’ of Q. 
The notation “0” is used for both the direct sum of sets and that of automata as 
follows: 
For any integer m > 2 let S, ,..., S, be sets, where S, n Sj = 0 when i # j for any 
elements i and j in {l,..., m}. Their direct sum @y=“=, S is equal to their disjoint union 
(J y! , S,. Let Ai = (Qi, Z, M,) be an automaton such that when i # j we have 
Qi n Qj = 0 for any elements i and j in {l,..., m}. Then their direct sum is denoted as 
@y! 1 Ai, in which we have a state set Q = @y! 1 Q, and transition function M defined 
for any element q of Q and any element x of Z as M(q, x) = Mi(q, x) where q is in Qi 
for some element i of {l,..., m}. 
It is clear that any automaton A can be represented by the direct sum of some 
weakly connected automata (the definition of weak connectivity can be found in [8]). 
3. NECESSARY AND SUFFICIENT CONDITIONS FOR THE 
FOUR TYPES OF AUTOMATA 
We present here for every type of automaton defined in Section 2 a necessary and 
sufficient condition that a given automaton is of that type. 
In the following we denote the set of all d-starting states off in FA as Qd(f ), and 
Put Qd= fI,in,, Qdf)* 
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3.1. Left Identity Type Automata 
For any element f of FA and any element q of Q, let us denote 
KAIf> = k’ in Q: f(q) = fW)l. 
Then Lemmas 1 and 2 are easily proved, and their proofs are omitted. 
LEMMA 1. For any element q of Q we have 
Let US put S(q)= fl,i”r-N,(l)* 
LEMMA 2. Let h be any element of F,. Then we have gf = ffor every f of FA l@ 
we have h(q) in S(q) for any element q of Q. 
LEMMA 3. We have Q, = n,i,,Q,(6)* 
ProoJ: Let us denote Q; = n,inrQi(fi). Then Q, c Qi since zcFFA. Let us 
choose arbitrarily q of Qi and f of FA. Then we have f = ~ii, a.* ~ii,, where tiij is in 2 
for each j in {l,..., m}, JVe can assume without loss of generality that we have m > 2. 
For any element 6 in Z, we have d(q’) # q for any element q’ of Q and d(q,) = d(q) 
for some element q, in Q - {q}. Clearly, for q,,, we have f (q,, ) = f(q). Thus for any 
element f of FA there exists qf in Q - {q} such that f(qf> = f(q). Since it is obvious 
that we have f (4’) = q for any element f of FA and any element q’ of Q, q belongs to 
Q,, so that we have Q; c Q, . Q.E.D. 
By Lemma l-3 we obtain 
LEMMA 4. Semigroup FA has a left identity h, lr every condition in the following 
is satisfied: 
(1) Q=Q,@R, 
(2) N, # 0 and h,(q) is in N4 for each element q of Q, and 
(3) there exists an integer m > 1 and some elements ail,..., fii, in 2 such that 
h, = Oi, ... Cii,, where N, = S(q) n R. 
Proof: We first note that h, is in FA iff (3) holds. Let h, be a left identity of FA, 
and assume that there exist q of Q -R and f of F,., such that q is a d-starting state of 
I; where d > 2. Then for this f we must have h, f (q) = f (h,(q)) = f (q). Since d > 2, if 
there exists q, in Q such that f(qJ = f(q), th en we must have q1 = q. Hence we have 
h,(q) = q. This implies that we have q in R, contradicting our assumption on q. Thus 
we have Q - R c Q,. It is obvious that we have Q, c Q - R, so that (1) holds. It is 
clear that h, f = f for any element f of F,., iff h, 5 = d for any element d in 2 and that 
h, satisfies Lemma 2. Hence we have h,(q) in S(q) for any element q of Q. Since 
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hL(q) is in R, hL(q) must be in S(q) n R for each element q of Q. Therefore we have 
N,, f 0 for every element q of Q, and (2) follows. Conversely, it is clear that when all 
of (l)-(3) hold we have hLf(q) = f(q) for any element f of FA and any element q of 
Q. Q.E.D. 
Remark 1. Clearly, N4 is always nonempty for any element q of R since q is in 
N,* 
A partition r on Q is called a right congruence relation of A iff qtq’ implies 
M(q, a) M(q’, CT) for any element o in Z and any elements q and q’ of Q. 
We can partition R by some states qil,..., qi, in R as follows: 
R= 6 Nqij for some integer s 2 1. 
j=l 
It can easily be shown that this partition is a right congruence relation of A, = 
(R, I, MR), where MR = M 1 (R x I) (the restriction of M to R X I). Let 
fi = {Nqil ,..., NqiS}. 
Then the transformation a’ of 2 on l?U Q, can be defined by d of E as follows: 
(i) For each N4 of Z& Z(N,) = Ng, iff there exists q” in N4 such that d(q”) is in 
NV 
(ii) For each q of Q,, Z(q) = N,, iff there exists N4, in Z? such that 6(q) is in 
N 9” 
Remark 2. By condition (2) of Lemma 4, when h, is a left identity of FA, h;. 1 R’ 
is an identity permutation on R’. 
Now we present 
THEOREM 1. Semigroup FA has a left identity #every condition in the following 
is satisfied: 
(1) Q=Q,@R, 
(2) N, # 0 for every q of Q, , and 
(3) there exists 8 in E such that 6 1 R is a permutation on R”. 
And h of FA is a left identity of FA tr both of the following hold: 
(4) & 1 R is an identity permutation on R’, and 
(5) for any element q of Q, there exists Ng in l? such that h(q) is in N9. 
ProoJ Let h, of FA be a left identity of FA. Then (1) and (2) hold by Lemma 4. 
We show that (3) must be satisfied. We note that by Remark 2 we have h-,(N,) = N9 
for any element N, of R. Let us now assume that we have no d in E such that 5 1 R” is 
a permutation on R”. Then we have, for any element d in E, Ran(o’IR) which is 
properly included in J?. This is clearly equivalent to saying that we have, for any 
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element f of FA , Ran(SJ 8) which is properly included in R, so that we have no?] R 
which is a permutation on R. Hence h, cannot exist at all by Remark 2. This leads to 
the contradiction. Thus we have (3). 
Conversely, let 8 be an element of 2 such that 6 1 R’ is a permutation on R. Then 
there exists an integer i > 1 such that (a?’ 1 I? is an identity permutation on R”, where 
(6)i=fY((c?)-1). L t e us denote h = (8))‘. Then it is easy to see that & = @= (07’. It 
is obvious that h belongs to F,., and that for any element q of R we habe N, # 0 and 
h(q) in N4. By condition (2) we have N, # 0 for any element q of Q, . Hence for 
each element q of Q, there exists an element q’ of Ng such that we have h(q) = h(q’), 
which is in N,. Thus we can conclude for any element q of Q that we have N, = 0 
and h(q) in N, since Q = Q, @R by condition (1). It follows by Lemma 4 that h is a 
left identity of FA. 
The latter part of the theorem is obvious by the discussion so far. 
3.2. Identity Type Automata 
Q.E.D. 
LetuspartitionRasR=R,OR,,whereR,={qinR:IN,I=l~,andR,=R-R, 
(I N4 I denotes the number of elements in NJ. 
Propositions 1 and 2 are easily established. 
PROPOSITION 1. Let h, be a left identity of FA. When we have R, # 0, h, I R is 
not a permutation on R. 
PROPOSITION 2. Let q be an element of Q. For any element w of I, we have q, in 
N, such that w(q,) = q, lfl there exist q2 and q3 in N4 such that w(q& = q3. 
We have the following lemma on a right identity of FA : 
LEMMA 5. Semigroup FA has a right identity t@ there exists d in z such that d I R 
is a permutation on R. And h, of FA is a right identity of FA 13 h, ) R is an identity 
permutation on R. 
Proof: Let h, be in Fo. Then we have fh, = f for any element f of I;A iff 6h,. = d 
for any element d in 5 iff #hh,(q) = h,(b(q)) = d(q) for any element d in z and any 
element q of Q iff h,(q’) = q’ for any element 6 in z and any element q’ of Ran(S) iff 
h,(q”) = q” for any eleme_nt q” of R. Similarly to the proof of Theorem 1, we have h, 
in F,4 iff there exists r?i in C such that d 1 R is a permutation on R. Q.E.D. 
By Lemma 5, Theorem 1, and the definition of groups [S, 191, we obtain 
THEOREM 2. Semigroup FA has the identity lyevery condition in the following is 
satisfied: 
(1) Q=Q,@R, (that is, R,=0), 
(2) N, # 0 for every element q of Q, , and 
(3) there exists an element 6 in 2 such that 8 1 R, is a permutation on RI. 
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Proof. We note that the identity of F,., is both the left and the right identity of FA . 
By Proposition 1 and Lemma 5, when F” has the identity we have R, = 521 (or 
R = R,). Thus we have (l)-(3) by Theorem 1. Conversely, when we have (l)-(3), FA 
has both a left and a right identity by Theorem 1 and Lemma 5. In such a case both 
of them are identical with the identity of FA . Q.E.D. 
By Theorems 1 and 2 we obtain 
COROLLARY 1. Semigroup FA has a left identity which is not the identity trevery 
condition in the following is satistj?ed: 
(I) Q=Q,@R andR,f0, 
(2) Ng # 0 for any element q of Q,, and 
(3) there exists d in c such that ~7 1 R” is a permutation on R. 
3.3. Right Group Type Automata 
There are many equivalent definitions of a right group. Let S be a semigroup. Then 
S is a right group iff 
(i) for any elements a and b of.S there exists one and only one element c in S 
such that ac = b, 
(ii) semigroup S is isomorphic to the direct product of a group G and a right 
zero semigroup R,, or 
(iii) semigroup S has a left identity and for any element a of S and any left 
identity h of S there exists an element c of S such that ac = h. 
A semigroup S is a right zero semigroup iff: 
(i) ab = b for any elements a and b of S, or 
(ii) every element of S is a left identity of S. 
Now we have 
THEOREM 3. Semigroup FA is a right group SfSeach of the following conditions is 
satisfied: 
(1) Q=Q,@R, 
(2) N, # 0 for any element q of Q,, and 
(3) for every element 6 in 5, a’ 1 IT is a permutation on R. 
Proof Let us suppose that FA is a right group. By definition (iii) of a right group, 
FA has a left identity, so that by Theorem 1 we have (l), (2), and 
(3’) there exists an element 8 in z such that 6 1 R’ is a permutation on R. 
Let d be an element of z satisfying (37, and let i be an integer greater than 1 such 
that (6)’ is a left identity of FA. Put h = (a)[. Then by Theorem 1 we have &(N,)= N, 
for any element N, of R. Let us now assume that there exists an element 8’ in C such 
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that a” 1 I? is not a permutation on x. Then there exist elements N4] and N4* of R such 
that N4, # Nq2, while d’(N4,) = 6’(N,,). It is easily established, for every element f 
of FA , that 971 R’ is not a permutation on N. Since i; 1 I? is an identity permutation on 
R’, we have o’f # h for any element f of FA. But this implies that FA is not a right 
group by its definition (iii). This is a contradiction, so that we have (3). 
Conversely, suppose that we have (1 j-(3). Let us denote 
FA lR= {PIw:fisinFA}. 
Then FA I R forms a group by (3). By Theorem 1, _FA has a left identity. Let h be any 
left identity of CA. Then & I I? is the identity of FA 1 R”, since h’ Ii? is an identity 
permutation on R. Therefore for each element 7 I fi of FA 1 R there exists an element 
gf I x in FA I R such that (f I@( & 1 I?) = h” I ff. This is equivalent to saying that for 
each element f of Fa there exists g, in _FA such that TfkNJ = &(N,) = N, for any 
element Nq of z. Let N, be any element of z. For every element q’ of N4, since there 
exist elements q, and q2 in N4 such that we havefg,(q’) = q1 and h(q’) = q2, we have 
fg/h(q’) = q2 = h(q’). Hence for every element f of FA we have g, of FA such that 
(fgf h) ( R = h ) R. Next, 1 e q” be any element of Q, . By Lemma 4 we have q3 in N,,, t 
such that h(q”) = q3. We note here that since h is a left identity of FA we have 
h(q,) = q3 and that for every elementfof FA we havef(q”) =f(q3). Since q3 belongs 
to R we have fgf h(q”) = fg,-h(q,) = h(q,) = q3 = h(q”). Put g = g, h, and we can 
conclude that for any left identity h of _FA and any element f of FA we have an 
element g of FA such that fg = h. This is equivalent to saying that FA is a right group. 
Q.E.D. 
3.4. Group Type Automata 
Each of a group and a right zero semigroup is a special case of the right group by 
its definition (ii). 
We obtain Corollaries 2 and 3 from Theorems l-3. 
COROLLARY 2. Semigroup FA is a group tfl each of the following conditions is 
satisfied: 
(1) Q=Q,@R, (that is, R,=0), 
(2) N, # 0 for any element q of Q,, and 
(3) for every element 5 in z, d I R, is a permutation on R, . 
Proof: When FA is a group, FA is a right group and has the identity. Hence we 
have (l)-(3) by Theorems 2 and 3. Conversely, when we have (l)-(3), FA is a right 
group with the identity, which is a group. Q.E.D. 
COROLLARY 3. Semigroup FA is a right zero semigroup t@either of the following 
is satisfied: 
(1) 66’ = 8’ for any elements 8 and 6’ off, or 
(2) (i) Q=Q,@R, 
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(ii) iV4 f pI for any element q of Q, , and 
(iii) for every element d in E, 0’ ) R’ is an identity permutation on R”. 
Proof: By the definition, fg = g for any elements f and g of FA iff 53’ = 6’ for 
any elements B and 6’ of 2. We note that FA is a right zero semigroup iff every 
element of FA is a left identity of FA . This is equivalent to (2) by Theorem 1. Q.E.D. 
4. THE COMPUTATION TIME REQUIRED TO DECIDE 
THE TYPES OF AUTOMATA 
We show under the uniform cost criterion (in the sense of [ 11) that the 
computation time required to decide by means of the results obtained so far whether 
or not a given automaton with n states and r input symbols is of left identity type is 
at most O(rn’). And it is also demonstrated that the time for every other case defined 
in Section 2 is of the same order except that the time for the perfect case is at most 
O(r*n). 
An automaton A = (Q, I, M) with n states and r input symbols is given by the tran- 
sition table T which is stored in a two-dimensional (n + 1) x (r + 1) array of the 
form 




9i I ..4&,crj)... . 
9, I 
We assume hereafter that M(qj, oj) can be accessed in a unit time when qi and uj are 
specified and that any function f is stored in a two-dimensional 2 x IDom(f)l array 
so that we can access f(a) in a unit time when an element u of Dam(f) is specified, 
where Dom(f) denotes the domain off: We note that T can be considered as the 
representation of the set of all d’s in 2. Let V, be the characteristic vector of S c Q: 
V,[q] = 1 iff q is in S. 
LEMMA 6. We can obtain R = UGinFRan(6) in O(m) time. 
Proof: After setting V,[q] = 0 for every element q of Q (in O(n) time), set 
I’, [M(qi, Uj)] = 1 when VR [M(qi 9 8j)] = 0 f or any element ql of Q and any element uj 
of I; (in O(m) time). The total time is O(m). Q.E.D. 
LEMMA 7. We can obtain I?= {N,: q is in Q} in at most O(rn’) time. And we 
can also decide in time of the same order whether or not for every element q of Q we 
have nonvoid N,. 
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Proof: We note that we have N4 c R for each element q of Q and that for any 
elements qi and qj of R we have N4, = N,. iff we have ek(qi) = rTk(qj) for every element 
8k of z We may assume here that AVAfL list in the sense of [6] (or free list of [ 11) 
has been ready for use, for it can be constructed in O(n) time. Let us make a copy of 
VR in VA (in O(n) time). For each element q of Q which has VA[q] = 1, we find every 
element q’ of R such that #(q’) = CT(q) for any element d in E Each time we find 
such an element q’ we add it into a linearly linked list Y[q] in which q is stored at the 
head, and then set VA[q’] = 0. These processes are repeated from q, through q,. At 
the termination it is clear that we have elements of R’ in those lists. We note that for 
one pair q and q’ we can decide in O(r) time whether or not we have q’ in N,, so that 
we can obtain one element N, of R” in O(m) time. Therefore the time required in the 
former is O(rn’). For the latter we have only to decide whether or not we have 
N, # 0 for every element q of Q -R. This can be done in at most O(m’) time since, 
for each element q of Q -R, we can decide in at most O(m) time whether or not we 
have N, # 0. Thus the lemma follows. Q.E.D. 
LEMMA 8. It can be decided whether or not we have Q -R = Q, in at most 
O(rn’) time. 
Proof: First, we make a copy of VR in Vi (in O(n) time). We note that, for each 
element q of Q - R (q is in Q - R iff l$‘[q] = 0), we have q in Q, iff for every 
element C? in z there exists q,- in Q - (q} such that d(q) = b(q,-). Therefore for each 
element q of Q -R we can decide in at most O(m) time whether or not q belongs to 
Q,. Set V;[q] = 1 when we know that q is in Q,. This process terminates in at most 
O(m*) time. We note that after the termination we have Q, = Q -R iff we have 
V[[q] = 1 for every element q of Q. We spend O(n) time to scan Vl. Thus the total 
time is at most O(rn”). Q.E.D. 
LEMMA 9. We can determine all 17’s in at most O(rn’) time, where each a’ is the 
transformation on R”@ Q - R defined by an element 8 of z. 
Proof: Let 6 be any element of E. We note that C(N,) = N,,, iff there exists an 
element q” in N, such that d(q”) is in No,. Let N4 be any element of R’. For an 
element q of N4 (q is at the head of Y[q] in which N4 is stored) we can find in at 
most O(n) time the element N4, of R such that 8(q) is in N,,, since ]I?] Q n. Similarly 
for any element q of Q -R in time of the same order. Therefore 6 can be determined 
by means of d in at most O(n’) time. Thus the total time is at most O(m’). Q.E.D. 
Remark 3. While d is not identical to 6’, we may have &= 0”. 
The proof of the following lemma is omitted since it is easily established: 
LEMMA 10. Let S be a finite set such that ) S I= m. Given a transformation f of S 
into S, we can decide in O(m’) time whether or not f is a permutation on S. 
By Lemmas 6, 9, and 10 we obtain 
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LEMMA 11. For each of the following, we can decide in at most O(rn’) time 
whether or not it is satisfied: 
(1) there exists an element d in ,!? such that a^ (x(8 1 R) is a permutation on 
R(R), and 
(2) for any element d of L?, 0’1 R (a ( R) is a permutation on i? (R). 
The following lemma can easily be proved by Lemma 7: 
LEMMA 12. Given R’, we can decide in at most O(n) time whether or not we have 
R,=QJ. 
Now we present the next theorem, which follows from Theorems 1-3, Corollaries 1 
and 2, and Lemma 7, 8, 11, and 12. 
THEOREM 4. Given an automaton A = (Q, I,M) with n states and r input 
symbols, we can decide in at most O(rn*) time whether FA satisfies one of the 
following conditions or none of them: 
(1) FA has a left identity, 
(2) FA has the identity, 
(3) FA has a left identity which is not the identity, 
(4) FA is a right group, 
(5) FA is a group, and 
(6) every element of FA is a permutation on Q. 
The transition diagram of an automaton can be considered as a directed graph 
whose strongly connected components can be found in O(MAX(n, n’)) time by 
means of the well-known algorithm proposed by Tarjan [ 1, p. 1931, where n and n’ 
are the number of vertices (states) and of edges, respectively. We note that we have 
n’ < rn for an automaton with n states and r input symbols. We can obtain the set of 
adjacency lists of A in O(r*n) time by deleting for each element i in {l,..., n} the 
multiplicity in the collection M(qi, Us),..., M(q,, 0,). Thus the next proposition 
follows. 
PROPOSITION 3. We can decide in O(r’n) time whether or not A is strongly 
connected. 
LEMMA 13. We can decide in at most O(r*n) time whether or not FA is 
commutative. 
Proof: Clearly, F,_, is commutative iff 56’ = b’a for any elements d and 6’ of z. 
For each pair 6 and 6’ we can decide in O(n) time whether or not we have 68’ = 6’6. 
Since there are r(r - 1)/2 pairs, the lemma follows. Q.E.D. 
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By Proposition 3 and Lemma 13 we obtain 
PROPOSITION 4. Given an automaton with n states and r input symbols, we can 
decide in at most O(r’n) time whether or not it is perfect. 
5. A NECESSARY AND SUFFICIENT CONDITION FOR 
(QUASI) STATE INDEPENDENCY OF AUTOMATA 
We here show a necessary and suffkient condition for a given automaton to be 
(quasi) state independent. State independency of automata is introduced by Trauth 
[9] and the characterizations in terms of the transformation semigroups are given in 
181. The concept of quasi state independency of automata is defined and discussed in 
[lOI* 
5.1. Quasi State Independent Automata 
By the results in [IO] there exists a quasi state independent automaton A for any 
given finite semigroup S such that FA is isomorphic to S. Hence the intersection of 
the classes of automata mentioned previously and that of quasi state independent 
ones is nonempty. 
DEFINITION 3. Automaton A = (Q, I, 44) is quasi state independent iff there 
exists an element q0 in Q such that we have p,, c ps for any element q of Q. 
By the definition we have p = pqO, so that FA is isomorphic to f(A) = I/pqO. Put 
QA = {qO in Q: we have p,, c p4 for any element q of Q}. 
We note that A is quasi state independent iff QA is nonempty. 
For any element q of Q we call 
C(q) = (q’ in Q: there exists f in FA such that q’ = f(q)} 
the reachable set of q. Let us choose arbitrarily one and only one word wi of Z for 
each element qi of C(q) such that M(q, wi) = qi, and put 
W(q) = { wi in I: we have M(q, wi) in C(q)}. 
We note that W(q) is dependent upon the choice of each element wi of I. 
Let us put 
w(q) = { Wi in FA : we have wi in W(q)}. 
Then Propositions can be established easily. 
PROPOSITION 5. We have m(q) = F* ~fl both of the following are satisfied: 
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(1) we have t-c W(q), and 
(2) for any elements Wi and flj of p(q) we have Gjitij in IV(q). 
Remark 4. For any element q of Q, whether or not q belongs to QA does not 
depend on the choice of each element Wi of W(q). Suppose w(q) = { 17~ ,..., g,,}, where 
p = 1 W(q)l. If W(q) = FA, then q is obviously in QA. Otherwise we have p less than 
IFA ( since W(q) is a proper subset of FA. Let w; be any word of Z such that 
M(q, wf) = M(q, Wi). Replace pi in F(q) with #, and let the resulting set be p(q). 
If q is in QA then pi = w;, so that W(q) = p(q). Set m(q) # FA. Then we also have 
w’(q) # FA since we have 1 p(q)1 = p which is less than I FA I. 
By Definition 3 and- Proposition 5 we have 
PROPOSITION 6. Automaton A = (Q, Z, M) is quasi state independent l@‘A has an 
element q in Q which satisfies both of the conditions stated in Proposition 5. 
5.2. State Independent Automata 
DEFINITION 4. Automaton A = (Q, Z, M) is state independent iff we have pg = pq, 
for any elements q and q’ of Q. 
Remark 5. We note that A is state independent iff QA = Q iff for any elements f 
and g of FA we have f = g when there exists an element q in Q such that f (q) = g(q). 
From [8, Lemmas 9 and lo] we know that F,,, is a right group when A is state 
independent and that the class of state independent automata is properly included in 
that of right group type automata. 
THEOREM 5 181. Automaton A = @J’!!, Ai is state independent @ FA is a right 
group and A is isomorphic to @y=“=, dVi, where Ai is isomorphic to &ri for each 
element i in (l,..., m}. 
This theorem claims that an automaton which is represented as the direct sum of 
some weakly connected automata Ai, is state independent iff each Ai is isomorphic to 
the automaton _dVi generated by the inflation of S with respect to ri and (oi (the 
notations can be identified in [8]). 
Without using the transformation semigroup we shall show a necessary and 
sufficient condition for the state independency. 
We have the following lemma by Theorems 3 and 5 and the fact that the 
automaton generated by a right group is strongly connected: 
LEMMA 14. Let A be state independent and let R”’ be a strongly connected 
component of A for each element i in {l,..., m }, where m is an integer greater than 0 
which is determined by A. Then we have R = By=, R”’ and At’ is isomorphic to Af’ 
for any elements i and j of {I,..., m}, where At’ = (R”‘, Z, Mt’) in which M$’ = 
M I (Rci) x Z) for each element i in { l,..., m }. 
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Remark 6. When A is state independent we have IR”‘I = (R”‘I for any elements i 
and j in {l,..., m}. 
Let A be state independent and R”’ be arbitrarily chosen and fixed. Since FA is a 
right group, we can choose an element d in z such that 0’1 z is a permutation on R 
by Theorem 3. There exists an integer i > 1 such that (C)’ (R is an identity 
permutation on #. Let us denote g, = 6’. Then g, is a left identity of F,, by 
Theorem 1, so that there exists an element q”’ in R”’ such that g,(q”‘) = q”’ by 
Proposition 2. Let this q(i) be fixed and let R”’ = {qj”,..., qi”}, where t = IR”‘I. Since 
AZ’ is strongly connected, we can choose elements g, ,..., g, of FA such that 
qy) = g (q(i)) 1 
(in this case we have qti’ = qCi), but q(j) is not always identical to qy) for any element 
j # i), and 
for each element j in {2,..., t}. Let us fix these gi)s. We note that by Remark 5 
gj(q) # gk(q) for any element q of Q, since for any elements j and k in {l,..., t} we 
have q!” # q”’ when j # k. For each R”’ such that j # i, let q”’ be any (fixed) 
elemeni of R$j. And let 
for each element L in {l,..., t) and each element j in {l,..., m) - {i}. Then for each 
element j in ( l,..., m) such that j # i, we define a mapping vi of R”’ into R”’ by 
yj(ql”) = qp for each element L in {I,..., t}. 
Then we obtain 
LEMMA 15. Mapping wj is an isomorphism of Ai’ onto A;' for each element j in 
{L..., m} such that if j # i, 
Vjd = dVj for any element 13 in 2. 
Proof: It is clear that w 
i 
is well defined and that w, is bijective because of the 
state independency. Let 4;’ be any element of R”‘. Then we have w,a(qL”) = 
5(wj(qL”)) = 8(qL”) = g, 8(q(/)). Since R u’ = {qij),..., qy’}, there exists g, I for some 
element L’ of ( l,..., t) such that g,d(q”‘) = g,,(q”‘), so that we have g,d = g,, 
because of the state independency. Therefore we have w,cT(qr’) = g,,(q”‘) = q$?. On 
the other hand, we have @~,(q~‘) = I@)) = vj(g,S(q”‘)) = v/i(g,,(q”‘)) = 
wj(qr!) = qi?, Thus the lemma follows. Q.E.D. 
Now we present 
SEMIGROUPS OF AUTOMATA 121 
THEOREM 6. Automaton A = (Q, I, M) is state independent ifs every condition in 
the following is satisfied: 
(1) Q=Q,@R 
(2) N, # 0 for any element q of Q,, 
(3) for every element B of E, 6 1 R” is a permutation on I?, 
(4) wj is an isomorphism of A$ onto Af’for each element j in (l,..., m} such 
that j # i, and 
(5) FA = {g, v-.., g,b 
Remark 1. By Proposition 6, condition (5) is satisfied iff we have both of the 
following for 9”‘: 
(9 Ec {g , ,..., g,), and 
(ii) gi gj belongs to (g, ,..., g, } for any elements i and j in {l,..., t}. 
Proof of Theorem 6. Let A be state independent. Then it is clear by the discussion 
so far that we have conditions (l)-(4). We show that we have (5). It is obvious that 
we have g, + g,, when L #L’ for any elements L and L’ in {l,..., t} and that we 
have {g, ,..., g, } c FA. Let f be any element of FA. We note that A is completely 
specified and that we have f(q”‘) in R (i). Hence there exists an element 42) in R”’ 
such that f (4”‘) = q:‘, or there exists an element g, in { gi,..., g,) such that 
f (9”‘) = g,(q”‘). B ecause of the state independency of A, this implies that we have 
f = g,. Therefore we have f in FA, or we have FA c {g, ,..., g,}. Thus F_, = {g, ,..., g,). 
Conversely, when we have (l)-(3), F,, is a right group by Theorem 3. We note that 
by the definition we have g, 1 R # g,, 1 R when L #L’ for any elements L and L’ in 
{l,..., t}. We also note that by (4) we have R(j) = {q(:‘),..., qj”} with lR”‘I = IR”‘] for 
any elements i and j in (l,..., m}. In order to prove that A is state independent we 
have only to show for any elements g, and g,, of FA that when L #L’ we have 
g,(q) f gL,(q) for every element q of R, or equivalently, that if there exists an element 
q,, of R such that gL(qO) = gLJ(q,,), then g, 1 R = g,, I R. When this statement holds, 
by (3) we have for any element q of Q, that there exists q’ in N, c R such that we 
have both g,(q) = g,(q’) and g,(q) = g,(q’). Since g, I R = g,, ( R we have g,(q) = 
g,(q), so that we have g, = g,, . Thus we have that if there exists a element q in Q 
such that g,(q) = g,,(q), then we have g, = g,, . This is equivalent to saying that A is 
state independent. Since FA is a right group, for any elements g, and g, of F,,, there 
exists one and only one element g, in F,,, such that g, g, = g,. Since g, g,(q”‘) = 
g,(q”‘), or g,(q$ = q:‘, we have that for any elements qlf’ and 42’ of R”’ there 
exists one and only one element g, in FA such that g,(qy’) = 41”. This is equivalent to 
saying that for any element qp’ of R”’ we have { g,(qf’),..., g,(qt’)} = R”‘. Therefore, 
for any element q r’ of R”‘, we have g,(qy’) # g,,(qf’) when s # s’ for any elements s 
and s’ in (l,..., t}. Let R (j) be any strongly connected component of A such that j # i. 
By (4), the mapping u/i of R”’ onto R(j) is an isomorphism, or qt vj = vj g, for any 
element g, of F,_, . Therefore it is clear that we have g,(q$“) = q1j” # qy? = g,,(qy’) 
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when L #L’ for any elements L and L’ in {l,..., t}. Similarly to the case of R”), it 
can be established that for any element qk (j) of R(j) we have g,(qf’) # gs,(qf’) when 
s f s’ for any elements s and s’ in (l,..., t}. Thus for any element q of R we have 
g,(q) # gL,(q) when L # L’ for any elements g, and g,, of FA . Q.E.D. 
Remark 8. We can show that when A is state independent 71 Z? is a semiregular 
permutation on R for any element f of FA. The details are omitted here. 
6. THE COMPUTATION TIME REQUIRED TO DECIDE 
(QUASI) STATE INDEPENDENCY OF AUTOMATA 
We show under the uniform cost criterion that the computation time required to 
decide whether or not a given automaton with n states and r input symbols is (quasi) 
state independent is, respectively, at most O(MAX(m3, n’)) for the quasi state 
independency and at most O(MAX(m3, n5)) or O(MAX(m’, r*n, n4)) for the state 
independency, based on the analogous assumption to Section 4 with an additional 
assumption that an m, x m2 matrix is stored in a two-dimensional m, X m, array in 
which the (i, j) element can be accessed in a unit time when the ith row and the jth 
column are both specified. Two well-known algorithms for directed graphs are used: 
For the former, the algorithm which computes the connectivity matrix by means of 
the adjacency matrix, and for the latter, the other which finds all the strongly 
connected components. The idea is that, by means of these algorithms, for any 
element q of Q we can obtain W(q) in which the length of each element is less than n. 
6.1. The Decision of Quasi State Independency 
Let D be the n x n matrix, whose elements are either 0 or 1, constructed by the 
transition table T and A such that the (i, j) element dii = 1 iff there exists an element 
c in C such that M(q,, a) = qj. Matrix D is called the adjacency matrix of A. The 
connectivity matrix D * of D is the matrix whose elements are also either 0 or 1, in 
which the (i, j) element d$ = 1 iff there exists an element w in Z such that 
M(q, , W) = qj. Matrix D * can be obtained from D by means of the well-known 
algorithm discovered by Warshall [3, p. 3411 in O(n’) time, where n is the number of 
vertices. To this algorithm we add n* arrays Q[i,j] of length n and n2 counters 
L[i, j]. For any elements i and j in {l,..., n} the resulting algorithm, Procedure 
CLOSURE, stores in Q[i, j] one and only one word wij of Z with its length in L [i, j] 
such that M(q,, wij) = qj only when d$ is set to 1. 
Hereafter Pidgin ALGOL in [I] is used to describe algorithms. 
Procedure CLOSURE(D): 
1 begin 
2 for L t 1 until n do 
3 begin 
4 for i + 1 until n do 

















if c& = 1 then 
begin 
for j t 1 until n do 
if d, = 0 and dLj = 1 then 
begin 
L[i,j] +L[i,L] +L[Lj]; 
for k t 1 until L [i, j] do’ 
if k<L[i,L] then 
\ ,tf[b_A kl + Qii, L kl* 
Q[i,j, kl + Q[U kl 
end; 




It is clear that given an input D, D* can be computed by the algorithm composed 
of the procedure CLOSURE with some initialization on Q[i, j] and L[i, j]. We note 
that in lines 8-16 of the procedure one and only one word Wu of I such that 
M(q,, wij) = qj is stored in Q[i, j] iff there exists a path from qi to qj passing through 
elements in {q, ,..., qr. }. Each of these processes is executed only once, and the content 
of Q[i, j] is kept unchanged thereafter because of lines 5, 8, and 17 for any elements i 
and j in {l,..., n}. It is easy to show that the length of each word Wij is less than n. 
Thus we have the desired word Wij in Q[i, j] (possibly Q[i, j] may be empty) at the 
termination of the algorithm for any elements i and j in {l,..., n}. 
LEMMA 16. Given T, we can compute D* and can find one word Wij of I of 
length less than n such that M(qi, Wij) = qj for any elements i and j in {I,..., n} in at 
most O(MAX(m, n”)) time. 
Proof In O(n’) time we can make all arrays empty and can set the contents of 
counters to 0. All elements in D and D* can initially be set to 0 in O(n’) time. When 
there exists an element ok in Z such that M(q,, CJ,J = qj, set d, = 1. At the same time 
store uk in Q [i, j] and set L [i, j] = 1. This process is not executed when d, has been 
set to 1. Hence D can be obtained by means of T in O(m) time. Noting that the 
length of the word in every array is less than n, the time spent in the procedure is at 
most 0(n4) because of the iterations which begin with lines 2, 4, 7, and 11. Thus the 
lemma follows. Q.E.D. 
’ In this part, the copies of the content of L[i, L] and of L[L, j] are made to form the word w,, in 
Lli,j]. 
* Q]i, j, k] denotes the kth element from the top of Q[i, j], and similarly for Q[i, L, k] and Q[L,j, k]. 
’ The symbol “V” represents a Boolean “or.” 
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Given D*, for each element qi of Q we can obtain V,,,i, in O(n) time. We note 
that we have ) C(qi)l < n for any element i in {l,..., n). In terms of VccqiJ, we can 
obtain p(qi) in at most O(n’) time, since each element W. of W(qi) can be deter- 
mined in at most O(n’) time. 
PROPOSITION 7. Given T, for each element q of Q we can decide in at most 
O(MAX(rn’, n4)) time whether or not both of the following are satisfied: 
(1) we have cc q(q), and 
(2) for any elements Wi and 6jj of w(q) we have tit@, in p(q). 
Proof We note that w(q) can be obtained in at most O(n’) time and that we 
have 1 fi(q)l < n. For one element ci of w(q) and one element dj of E we can decide 
in O(n) time whether or not we have Wi = I?~. Hence when we have w(q), O(rn*) time 
is spent for (1). The product ciGj is determined in O(n) time for any elements ki and 
Gj of R(q). Since there are ( W(q)l’ products of the form ai Sj, all these products are 
determined by means of w(q) in at most O(n’) time. The similar discussion to the 
case for (1) will tell us that when we have all the products, at most O(n4) time is 
spent for (2). The total time is therefore at most O(MAX(rn*, n4)). Q.E.D. 
By the discussion so far and Proposition 5 we obtain 
THEOREM 7. Given T of an automaton A with n states and r input symbols, for 
each eement q of Q we can decide whether or not q belongs to QA in at most 
O(MAX(rn’, n4)) time. Therefore whether or not A is quasi state independent can be 
decided in at most O(MAX(rn3, n’)) time. 
By Theorem 7 we can also decide whether or not we have QA = Q in time of the 
same order, so that we have 
COROLLARY 4. Given an automaton with n states and r input symbols, whether 
or not it is state independent can be decided in at most O(MAX(rn3, n”)) time. 
DEFINITION 5. An automaton is quasi perfect iff it is strongly connected, state 
independent, and of group type. 
By Proposition 3, Corollary 4, and Theorem 4 we obtain 
COROLLARY 5. Given an automaton with n states and r input symbols, whether 
or not it is quasi perfect can be decided in at most O(MAX(rn3, nS)) time. 
6.2. The Decision of State Independency 
We use here the well-known algorithm proposed by Tarjan [ 1, p. 1891 that finds all 
the strongly connected components of a directed graph in O(MAX(n, n’)) time, where 
n and n’ are the number of vertices and of edges, respectively. 
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In the following let A = (Q, Z, M) be an automaton with n states and r input 
symbols. 
LEMMA 17. Given T of A, all the strongly connected components of A can be 
found in 0(&z) time. 
Proof. We can obtain R = UzinrRan(d) in O(m) time by Lemma 6. As has 
already been described in Section 4, for each element q of Q we can make in O(r*) 
time the adjacency list L[q] with the multiplicity in the collection M(q, u,),..., 
M(q, a,) deleted. In each list L[q], M(q, ai) and ui are stored as an ordered pair of the 
form (M(q, ui), ai). Hence all the adjacency lists can be obtained in 0(&r) time. 
Given the adjacency lists, all the strongly connected components R”’ of A can be 
found by Tarjan’s algorithm [ 1, p. 1921 in O(m) time since we have n’ < rn. Thus the 
total time is O(r*n). Q.E.D. 
We may assume that Tarjan’s algorithm here is slightly modified as follows: Each 
strongly connected component R w of A is obtained in a one-dimensional array R [i] 
of length t = jR”‘I only when for any element i in {2,..., m} we have IR”‘( = IR”-‘)I, 
where m > 1 is the number of the components. When there exists an integer i in 
]2,..., m} such that IR”‘) # IR(i-‘)l, the algorithm prints out “NOT S.I.” and then 
terminates. Thus at the termination without output “NOT S.I.” we have I R”’ 1 = t for 
any element i in { l,..., m}. We note that the root q”’ of R”’ is stored at the head 
R [i, 1 ] of R [i] for each element i in ( l,..., m}. The jth element of R [i] is denoted as 
R [i, j] in which qji) is stored for each element j in {l,..., t). 
LEMMA 18. Given R(l), we can obtain W(qi”) in which the length of each 
element is less than t in O(n’) time, where qy’ is the root of R(l). 
Remark 9. The root of R”’ is q”’ for each element i in {l,..., m}. We shall, 
however, choose w, such that we have q\l’ = M(q”‘, w,) = q”’ in R(l). 
Proof of Lemma 18. Algorithm 1 is the depth-first search [l, p. 1871 for a 
directed graph with a slight modification so that for each element L in {I,..., t} we 
may obtain in array W[qp’] of length t one and only one word w, of Z such that 
M(ql”, wL) = qy’. For each element L in {l,..., t} a counter COUNT[qp’] is also 
added in order to store in it the length of wL in W[qr’]. Because of the property of 
the depth-first search, it is clear that one and only one word wL of length less than t 
can be obtained in W[qy’] for each element L in {l,..., t} at the termination of 
algorithm 1. Let L [q, M(q, a)] denote u of an ordered pair (M(q, a), u) stored in L [q]. 
We note that L [q, M(q, a)] can be accessed in at most O(t) time when q and M(q, a) 
are both spcified. Let X be a one dimensional array of length t in which for any 
element i in {l,..., t} we have X[qj”] = 1 iff qi” of R(l) is marked “old” in 
algorithm 1. Therefore, in terms of X we can decide in a unit time whether 41” is 
“new” or “old.” We spend O(t’) time at line 2 of algorithm 1 and O(t) time at line 3. 
Each call to procedure SEARCH requires O(t) time at line 4 of the procedure, O(t) 
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time at lines 6-9 and O(t) time at line 10. Therefore the time spent in SEARCH(ql”) 
is O(t’) since SEARCH(u) is called only once for each element u of R”‘. Thus the 
total time is at most O(n’) since we have t < n. Q.E.D. 
Algorithm 1: 
1 begin 
2 for it 1 until t do make W[qj”] empty and set COUNT[qj”] to 0; 
3 for all X[u] mark X[v] “new”; 
4 SEARCH(q;“) 
5 end 
input: R(l), output: W[q’,“],..., W[qj”]. 
Procedure SEARCH(n): 
1 begin 
2 if ZI = qi” then goto (a) 
3 else mark X[u] “old”; 
4(a) for each u’ on L[v] do 
5 if v’ is marked “new” then 
6 begin 
7 for j t 1 until COUNT[v] do 
8 W[v’,j] + w4A” 
9 end; 
10 W[u’] t L[u, u’]; 
11 COUNT[u’] t COUNT[u] + 1; 
12 if u’ = qi” then mark X[u’] “old”; 
13 SEARCH(u’) 
14 end 
LEMMA 19. When W(q’,“) is obtained, we can determine all the elements of 
Y = {W, )...) Wl) in at most O(n”) time. 
Proof: We can access M(q, wL) in at most O(t) time by means of T since the 
length of w, is less than t. Therefore each element flL of Y is determined in at most 
O(tn) time, so that we obtain Yin at most O(n’) time since we have t < n. Q.E.D. 
LEMMA 20. Given Y, in at most O(MAX(m, n’)) time, we can determine all 
mappings vvI ,..., w,, where IJI~ is a mapping of R’” into R’j’ for each element j in 
m) and can decide whether or not each mapping wj is an isomorphism of A:” 
E;;k$. 
ProoJ When Y is obtained, qf’= M(q”‘, w,) can be found in a unit time, so 
that all of qij),..., qy) are found in O(t) time. We can also store them in R[j] in that 
* W[u, jl denotes the jth element from the top of W[v] and similarly for W[u’, j]. In this part, the 
copy of the content of W[v] is made in W[u’]. 
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order within this time. Hence all the re-storage can be done in O(tm) time, so that we 
spend at most O(n) time since we have tm < n. We note for any elementj in {2,..., m} 
that a pair R [ 1 ] and re-stored R [j] represents a mapping vi which is bijective iff 
R [j] is not a multiset. Since the detection of the multiplicity in R [j] can be done in 
O(t’) time, whether or not every mapping vj is bijective can be decided in O(t*m) 
time, which is at most O(n’) time. Let w ,,..., w,,, be bijective. We note for any state q 
and any input symbol o that we can decide in 0( 1) time whether or not we have 
yj(M(q, a)) = M(ylj(q), a). Hence we can decide in O(t) time whether or not we have 
vj’ja = “vj, so that in O(rtm) time we can decide whether or not every mapping vj is 
the isomorphism. Thus the total time is at most O(MAX(m, n*)). Q.E.D. 
The time presented by Lemmas 17-20 are summarized as follows: 
Lemma 17: O(r*n), 
Lemma 18: O(n’), 
Lemma 19: O(n’), 
Lemma 20: O(MAX(m, n*)). 
We note that when Y is obtained, whether or not condition (5) of Theorem 6 is 
satisfied can be decided in at most O(MAX(rn*, n4)) time by a discussion similar to 
Propositions 5 and 7. Note also that whether or not all of conditions of (l)-(3) of 
Theorem 6 are satisfied can be decided in at most O(rn*) time by Theorem 4. 
The discussion so far establishes 
THEOREM 8. Given an automaton with n states and r input symbols, we can 
decide in at most O(MAX(m*, r*n, n4)) time whether or not it is state independent. 
Remark 10. In Corollary 4 the time required to decide the state independency of 
an automaton is at most O(MAX(rn3, n”)). 
COROLLARY 6. Given an automaton with n states and r input symbols, we can 
decide in O(MAX(rn*, r*n, n4)) time whether or not it is quasi perfect. 
Remark 11. An automaton is perfect iff it is quasi perfect with its transformation 
semigroup commutative. Though we have Corollary 6 as well as Proposition 4, the 
time required to decide whether or not it is perfect is still O(r’n) since we have 
MIN(r*n, MAX(rn*, r*n, n4)) = r*n. 
7. TRANSFORMATION SEMIGROUPS OF ONE-INPUT AUTOMATA 
Let A be an automaton with n states and only one input symbol u. Clearly, FA is a 
cyclic semigroup generated by c?. We shall make clear in 7.1 the relationship between 
the transition structure of A and both the index and the period of FA. Next, it is 
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shown that an upper bound for ]FA 1 is enle and that we can defined the transition 
function of A such that IFA 1 is O(n’Og”) (by [2, p. 1171 we know that there exists an 
automaton with n states and three input symbols such that IF, ) = nn, or its transfor- 
mation semigroup consists of all transformations on its state set). Hence in the worst 
case more than O(n I”““) time would be required in order to know its index and its 
period if we try to make all the elements of F,,, . In 7.2, however, it is shown that we 
can know them in at most O(n) time. It is also demonstrated that this result enables 
us to obtain in at most O(n) time a one-input automaton with the minimum number 
of states whose transformation semigroup is isomorphic to that of a given one-input 
automaton with n states. 
In the following, ]x] (floor or integer part of x) denotes the greatest integer equal 
to or less than x. 
7.1. One-Input Automata and Their Transformation Semigroups 
An automaton A = (Q, I, M) is represented by the direct sum #‘!! 1 A, of A,‘s for 
some integer m > 1, where for each element i in {l,..., m) Ai = (Qi, I, Mi) is weakly 
connected [8]. Let A have only one input symbol o. Then Qi is partitioned as Qi = 
Ti @ Ci for each element i in {l,..., m), where for any element q of Ci we have 
61c”(q) = q and /{ql, c?(q),..., (I’ci’-’ (q)}/ = 1 Ci 1 (Fig. 1). We call ci = I Ci I the period 
of Ai. 
Let Gi = {ti,,..., ti,,,,} c Ti be the set of all starting states in Ti. Let t be any 
element of Ti. Let h, be a nonnegative integer such that @l(t) is in Ci without fid(t) in 
Ci for any positive integer d < h,. We call h, the height of t. Let h(Ai) = MAXtin Gihl 
and h(A) = MAX,, 1 <,, h(Ai). Here h(Ai) and h(A) are called the height of Ai and of 
A, respectively. And let us call {t, 6(t),..., c@-’ (t)} c Ti and Ci be the set of transient 
states with respect to t of Ti and of periodic ones of Ai, respectively. Let 
LCM(c, ,..., cm) be the least common multiple of c, ,..., c,, and G = Or! i Gi the set 
of all starting states of 6 in Q. 
It is clear that a one-input automaton has the following property: For any element 
i in {l,..., m}, there exists one and only one strongly connected component, which is 
Ci, in Qi with lCil > 1. 
FIG. 1. The transition diagram of A = (Q, I, M) with only one input symbol u, where we have 
A = By!, Ai. For each element i in { l,..., m},A,=(Qi,I,M,),whereQi=Ti@Ciwith/Ci(=ci. 
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The relationship between the transition structure and both of the index and the 
period of FA is presented in 
PROPOSITION 8. Let A = (Q, I, M) be a one-input automaton with h(A) = h. Let 
c = LCM(c, ,..., c,). Then FA is a cyclic semigroup with its index and its period equal 
to h and c, respectively, where if h = 0, then we let the index of FA be 1. 
Remark 12. Let S= {a,a2 ,..., ano-‘, a”o, a”~“,..., u~~+~o-~} be a cyclic 
semigroup generated by a, where a”~+~o = a+. Then the index of a (or of S) is n, and 
the period is r0 [4, 171. When a cyclic semigroup is given, its index and its period are 
uniquely determined; conversely, given a pair of positive integers (n,, rJ the cyclic 
semigroup whose index and period are n, and r,,, respectively, is uniquely determined 
up to isomorphism. 
Proof of Proposition 8. When h = 0, for each element i in {l,..., m} we have 
Qi = Ci. Then in each Qj we have C(q) = q for every element q of Q. Hence 
SC(q) = q for each element q of Q, or 8’ +’ = 5. Suppose h > 1, and put C = @y! r Ci. 
Then we have 6”(q) in C for every element q of Q. Let q be any element of Q. Then 
there exists an integer i in (l,..., m} such that q is in Qi. Since oh(q) is in Ci, we have 
ahtc(q) = cY($‘(q)) = aci(c?(q)) = $(q), so that we have dhtc = dh. 
Next we shall show that if we have 6” = fB for some integers a and /I such that 
a > /3 > 0, then we have both a > h + c and p > h. Let q be a starting state of d with 
height h. Assume /I < h. Then by the definition of starting states, we have au’(q) # 
r_?(q) for any nonnegative integer a’ # /.I, so that we have 6”’ = $. Hence we must 
have p > h. Let q be any element of C. Since da(q) = $(q), we must have a =/I 
(mod ci) when q is in Ci. Therefore we have a = j3 (mod c), or we have a = kc + p for 
an integer k > 1 since a > /? > 0. Thus we have a ) h + c since /3 > h. This implies 
that the index and the period of Fa are h and c, respectively (when h = 0, the index 
is 1). Q.E.D. 
PROPOSITION 9. Given positive integers n > 4 and m such that 2 < m < n/2, let 
us partition n into m numbers x, ,..., x, such that n = x, + .a. + x,, where xi > 2 for 
each element i in {l,..., m}. Then we have their product x=x, a.. x, < (n/m)* (the 
equality holds when x, + . -. + x,_ I = n(m - 1)/m and x, = n/m). And for every 
such integer m we have (n/m)“’ < enle. 
Proof The first part can be established by induction on m. For the second part, 
put f(y) = (n/y)Y. Then f(y) takes the maximum zJj? g(y) = In f( y) does also. The 
value of g( y) is a maximum at y = n/e, so that we have f (y) < enle. Q.E.D. 
PROPOSITION 10. Let A be a one-input automaton with n states, where n > 4. 
Then we have \FA I< enie. 
Proof Let h be the height of A and c = LCM(c 1 ,..., c,) for some integer m > 1. 
Then we have 1 FA I= h + c - 1 by Proposition 8 and Remark 12. Height h is always 
less than n and we can easily define the transition function so that ( FA ( may be G(n) 
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or O(n’). Therefore we may suppose that ) FA 1 is proportional to c when we estimate 
an upper bound for 1 FA I. Clearly, c is at most ( Q, ] . a.. . ] Q, ]. This is less than or 
equal to en/e by Proposition 9. Q.E.D. 
The following theorem was conjectured (1845) by Bertrand and proved (1852) by 
Chebyshev [ 201: 
THEOREM 9 [ 14, 201. For any integer x > 1, there exists at least one prime p 
such that x < p < 2x. 
Given an integer n > 2, let m be the integer such that 
2+2*+ . . . +2m=2m+r -2<n<2+22+.**+2m+r=2m+z-2, 
or M = [log(n + 2) - 1 J. For each element i in {I,..., m}, let pi be a prime such that 
2’-’ < pi < 2’. We note that each pi exists by Theorem 9. Put p = LCM(p, ,..., p,). 
Then clearly we have p = p, ... pm. Therefore 
2. 22 . . . . .2m-l cp~<2. 22. . . . .2m 
(the equality holds only when m = l), or 
2m(m-1112 < p < 2m(m+ l)/*. 
By the chice of m, we have 2” > (n -I- 2)/4 and 2’?‘+’ < n + 2. Thus 
((n + 2)/ql~wcn+*)-*l/* < p< (n + qlWn+*)-w*, 
PROPOSITION 11. We can define M so that a one-input automaton A = (Q, I, M) 
with n states may have FA such that 
IFA 1 > ((n + 2)/4)~‘ogcnf2~-2~~2. 
ProoJ Given n, let us choose m and primes p, ,..., pm as above. We note that each 
pi > 2. Let Q’ = Or!, Qi be a subset of Q partitioned into m sets Q, ,..., Q, such that 
Qi = {qil ,..., qigi} with I Qil = pi for each element i in {l,..., m). We note that we have 
1 Q’ I < n. Let us define M as follows: 
(i) for each element j in {l,..., m), M(qjk, u) = qjk+, for any element k in 
{I,.-, Pj - I), and M(qjpj, 0) = qjl* 
(ii) (if Q - Q’ # 0, then) for any element q of Q - Q’, M(q, a) = q. 
Then we have 1 FA I > ((n t 2)/4) [r”g(“+ *)-*U* by the discussion above since I FA I = 
P = LCM(P, ,..., P,>. Q.E.D. 
For the automaton defined in Proposition 11, we have aP+’ = d and dd # 6 for any 
positive integer d < p. Thus the Corollary 7 follows. 
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COROLLARY 7. There exists an automaton in which the d@rence between the 
length of x and that of y is O(n’og” ) for some words x and y of I such that xpy. 
7.2. The Determination of the Index and the Period of the Transformation 
Semigroup of a One-Input Automaton 
We demonstrate here that given a one-input automaton A with n states, the index 
and the period of FA can be determined in at most O(n) time under the uniform cost 
criterion. It is also shown that this result makes it possible for us to obtain in O(n) 
time a one-input automaton with the minimum number of states whose transfor- 
mation semigroup is isomorphic to FA. 
PROPOSITION 12. Given a one-input automaton A with n states, all the strongly 
connected components C, ,..., C, of A, as well as ci = ] Ci] for each element i in 
{L..., m), can be obtained in O(n) time. 
Proof: Its transition table T can be. considered as the set of adjacency lists of A. 
Tarjan’s algorithm can find all the strongly connected components C, of A in 
O(MAX(n, n’)) time [ 1, p. 1941, where n’ is the number of edges. Since we have 
n = n’ is this case, all CI)s and c,‘s are obtained in O(n) time. Q.E.D. 
Let V, and V, be characteristic vectors for R = Ufin FA Ran(f) and C = &‘!! I Ci, 
respectively: V,[q] = 1 iff q is in R, and V,[q] = 1 iff q is in C. We note that 
Q = G @ R. Both V, and Vc can be obtained in at most O(n) time by means of T 
and of strongly connected components C, ,..., C, found in Proposition 12. 
Let t be any element of G (iff V,[t] = 0). In O(h,) time we can find the height h, of 
t by means of T and of Vc. Thus all the heights of elements in G can be obtained in 
at most O(n) time since we have 2, in G h, < n. 
PROPOSITION 13. Given V, and V,, the height h of A can be determined in at 
most O(n) time. 
Proof: When the height of every elements of G is obtained, the height h of A can 
be determined in O(l G I) time. Since ] G ( < n, the total time is at most O(n). Q.E.D. 
In the following we shall estimate the time required to determine c = 
LCM(c 1 ,..., c,). For this purpose some further results are needed. The next theorem 
was proved (1896) by Hadamard and de la Valee-Poussin, independently. It is now 
called the “prime number theorem.” 
THEOREM 10 [ 14,201. Let n(x) be the number of primes less than or equal to an 
integer x > 1. Then we have 
lim (71(x) In x)/x = 1. 
x-00 
Remark 13. The value of Z(X) is asymptotically x/in x and it is known that it 
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tends to be a little higher than this value [7, p. 3401. Therefore we may suppose that 
71(x) is O(x/ln x). 
The proof of the following proposition can be found in [7, p. 3391: 
PROPOSITION 14 [7]. Let n = [n/pJ p + n mod p for an integer n > 0 and a prime 
p. Zf we have [n/pJ ,< p and n mod p # 0, then n is a prime. 
Remark 14. An integer n is a prime iff we have n mod p # 0 for every prime p 
less than or equal to fi, 
For each element i in (l,..., m}, let 
ci = pyli . pq2i . . . . . pisf 
(aI, 2 0 for each element j in {l,..., s}) be the representation of Ci as the product of 
primes pj such that p, = 2 < pz < .-a < pS, where pS is the largest prime less than or 
equal to n. We note that s is O(n/ln n) by Remark 13. Let bj= MAXiGi,, aji for 
each element j in (l,..., s}. Then we have 
c = LCM(c, ,,.., c,) = p;~ . p;z . - -a . p$. 
We proceed as follows: Given an integer n, we first find all primes less than or equal 
to n based on the sieve of Eratosthenes’ method. Second, we represent each ci as the 
product of these primes. Finally, c = LCM(c , ,..., c,) is given by means of these 
representation. 
Procedure SIEVE (Appendix I) is taken from [ 13, p. 2301 with a slight 
modification. Clearly, it correctly marks S[i] with 1 in a one-dimensional array S of 
length N iff i is a prime, and stores these primes in a one-dimensional array P in 
increasing order: P[i] is the ith prime less than or equal to N. 
Procedure FACTOR (Appendix II) is taken from [7, p. 3391 with a slight 
modification. It is clear for each element i in {l,..., m) that given ci in K[i], procedure 
FACTOR(K[i]) correctly stores aji for each element j in {I,..., s} as an ordered pair 
(j, aji) in a stack STACK. 
Procedure LCM (Appendix III) computes c = LCM(c,,..., cm) by searching the 
maximum exponent b, = MAX IGiGmari of the prime p, for each z in {l,..., x}. It is 
clear that c is stored in VLCM at the termination of the procedure. 
The time required is stated as follows: 
(1) Given N, procedure SIEVE(N) finds all primes less than or equal to N in 
O(N) time (by Appendix I). 
(2) Procedure FACTOR(K[i]) g ives in STACK the representation of K[i] as 
the product of the primes p,,..., pS in at most O(K[i]) time (by Appendix II). 
(3) Then c can be computed by procedure LCM in at most O(N) time (by 
Appendix III). 
The next proposition follows from Propositions 12 and 13 and the discussion so 
far. 
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PROPOSITION 15. Given a one-input automaton A with n states, we can determine 
the index and the period of F,_, in at most O(n) time. 
Let A be a one-input automaton shown in Fig. 1 with h(A) = h and 
LCM(c, ,..., c,,,) = c. Then the index and the period of FA are h and c, respectively, by 
Proposition 15. Let c = pt1pt2 . . . pfs be the representation of c as before. Let t be 
any starting state of 6 with height h and let Tt be the set of transient states with 
respect to t. Let A,, = (Q,, I, M,,) be a one-input automaton with Q, = 
(Of= 1 QOi) 0 T,, where Q, is th e set of periodic states with period 1 Qojl = pjbj for any 
element j in {l,..., s) (Fig. 2). We note that r, can arbitrarily be associated with one 
of the Q,;s. It is clear that FA, is isomorphic to F,., by Proposition 8 and Remark 12, 
and that if even one state is removed from Q,, then we can no longer define the tran- 
sition function so that the index and the period of the transformation semigroup of 
the resulting automaton may be h and c, respectively. 
Let A’ = @T! 1 Al be any one-input automaton with FA, isomorphic to FA. For any 
element i in (l,..., m’}, let 
be the representation of period cl of Ai by means of such primes as before. We note 
here that we have h = h(A’), c = LCM(c’,,..., CL) and bj = MAXl,i,,,a;i for any 
element j in { l,..., s}. It is easy to see that 
pf’pp >pp’ + pp for i andj in { l,..., s} (i #j). 
Thus we obtain 
PROPOSITION 16. Given positive integers h and c, A, is a one-input automaton 
with the minimum number of states such that the index and the period of its transfor- 
mation semigroup are h and c, respectively. 
FIG. 2. The transition diagram of A,, = (Q,, I, M,) with only one input symbol u, where we have 
A, = Of=, Aoi. For each element j in (1 ,..., s) - (i), A, = (Q,, 2, M,) with 1 Q,/ = &. Here Aoi = 
(Q,i 0 T,, 1, Moi) with I Q,i CD T,l =Pp’ + (h - 1). 
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Clearly, the transition table of A, can be obtained in at most O(n) time when h and 
the representation of c as the product of the primes are given since h + Cf=, pfi < n. 
Thus the next proposition follows from Propositions 15 and 16. 
PROPOSITION 17. Given a one-input automaton A with n states, we can obtain in 
at most O(n) time an automaton A, with the minimum number of states such that FA, 




2 fork+1 untilNdoS[k]+-1; 
3 for L t 1 until N do make P[L] empty; 
4 ic2; 
5 s+- 1; 
6(a) jti.i; 
7 if j > N then goto (d) 
8 else 
9 if S[i] = 0 then 
10 begin 
11(b) it-i+ 1; 




16(c) W] + 0; 
17 j+j+i; 
18 if j < N then goto (c) else goto (b) 
19 end; 
20 fork+1 untilNdo 
21 begin 
22 if S [k] = 1 then 
23 begin 
24 P[s] + k; 





The procedure checks each S[i], i < fi, whether S[i] = 0 or not, and each 
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S[i . j], i - j < N with j >, i, is set to 0 if S[i] = 1. That is, the procedure visits each 
S[i] at most twice. Therefore, the time spent at lines 4-29 is proportional to N. Since 





3 FLAG t 0’ 
4 u +- 0;6 
5 make STACK empty; 
6 kt 1; 
7 if K = 1 then goto (e) else * 
8(a) begin 
9 D eP[k]; 
10(b) A + [KID]; 
11 BtKmodD; 
12 if B = 0 then 
13 begin 
14 if FLAG = 1 then 
15 FLAG c 0; 
16(c) push the ordered pair (k, u) onto STACK; 
17 u +- 0; 
18 if K = 1 then goto (e); 
19 k+-k+l; 
20 if A > D then goto (a) else 
21 comment if B # 0 and ASD then K is a prime 
22 begin 
23(d) if P[k] = K then 
24 begin 
25 U+- 1; 
26 Kt I; 





32 goto (d) 
’ If FLAG = 0 then it indicates that the trial divisor has been changed. 
’ u counts the exponent of the current divisor. 







39 if FLAG = 0 then FLAG +- 1; 
40 KtA; 




LetKEpT’. p:‘. . . . . pp be the representation of K, where ai > 0 for any element i 
in {l,..., X). Put Ki = py$+;. Ki+, for each element i in {O,..., X- I}, where we have 
K, = K and K, = 1. In the procedure the division by each pi is executed at least once. 
Suppose that Kj is a prime for some integerj in {O,..., X- 1). Then the time spent at 
lines 7-44 is proportional to 
(a, t ... t Uj) t (&-Pi) 
which is less than or equal to K, since a, + s** + a, < log K. Therefore, the total time 






4 for yt 1 untilXdo PMAX[y]+O;’ 
5 for x t 1 until m do 
6 begin 
7 FACTOR(K[x]); 
8 while STACK is not empty do 
9 begin 
10(a) u t the first component of the top element of STACK; 
11 t t the second component of the top element of STACK; 
12 if PMAX[u] < t then PMAX[v] +- t; 
13 pop STACK 
’ Variable X is the number of primes less than or equal to N and PMAX[y] stores b, = 
MAXIGic, ayi, the maximum exponent of py. 




for q c 1 until X do E[q] e 1;’ 
for z c 1 until X do 
begin 
if PMAX[z] # 0 then 
begin 
for rc 1 until PMAX[z] do E[z] tE[z] . P[z]; 


















Line 3 of the procedure requires O(N) time, and lines 4 and 17 need O(N/ln N) 
time by Remark 13. The time spent at lines 5-15 is at most rc’y, for some constant 
1~’ > 1, where 
This is at most O(N). The time spent at lines 18-25 is proportional to the number yz 
of multiplications executed to obtain c, where 
by lines 22 and 23. Note that for each element z in {l,..., X) 
and we have 
yz< 2 $a;,+*-l=? 5 azi tX- 1 
z=l i=l i=l z=I 
< f! logK[i] +X-- 1 < log eNle + K”N/ln N 
i=l 
for some constants K” and ret,. Thus the total time is at most O(N). 
8 Here E(qJ stores the product P(qlPMAX’q’. 
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