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=======

During the publication process, the published version of the original article \[[@CR1]\] had a duplicate image of Additional File 3 in place of Fig. [2](#Fig1){ref-type="fig"}. The graphics for Fig. [2](#Fig1){ref-type="fig"} have now been restored in the original article \[[@CR1]\].Fig. 2Inference accuracy, sensitivity, and specificity of pairwise and collective inference on simulated data. a--b The mean square error and AUC versus sample sizes using pairwise test (PW), logistic regression (LR), and the three methods of DDA (MF, PL, and EE). Simulated genotypes were generated for 10 SNPs with parameters *h*¯~*y*~ = (−1, −0.3), ¯ *J* = (0, 0.1), σ ~*h*~ = σ ~*J*~ = 0.2 (see Methods). c-d Analogous results for 20 SNPs with *h*¯~*y*~ = (−1, −1 + *h*), ¯ *J* = (0, *J*), and σ *h* = σ *J* = 0.2. We set *h* = 0.7, *J* = 0.5 for the first 4 SNPs and their interactions and *h* = *J* = 0 otherwise. e-f Sensitivity and specificity of disease-associated interaction pairs. Simulated data were generated with parameters *h*¯ = (−1, −1), ¯ *J* = (0.01, 0.01), σh = 0.1, σJ = 0.05 for m = 10 SNPs, except the interaction between the first two SNPs, for which we set ¯ *J* = (0.01, 0.11). Interaction p-values for all pairs were calculated either by PW or by regularization to determine λ∗ followed by the construction of null distribution under λ∗ (Additional file 5: Figure S4) for LR, PL, and EE. The distribution of p-values for the true causal interaction pair and those of non-causal pair (geometric mean) are shown in e and f, respectively. The dominant model was used in all cases

The online version of the original article can be found under doi:10.1186/s12864-016-2871-3.
