In this paper, a semi-discrete Brusselator system is considered. The Turing instability theory analysis will be given for the model, then Turing instability conditions can be deduced combining linearization method and inner product technique. A series of numerical simulations of the system are performed in the Turing instability region, various patterns such as square, labyrinthine, spotlike patterns, can be exhibited. The impact of the system parameters and diffusion coefficients on patterns can also observed visually.
Introduction
The last few years has been a period of rapid advance in our understanding of the spatiotemporal dynamics of far-from-equilibrium reaction-diffusion systems. Reaction-diffusion systems can display rich and complex dynamics in both the temporal and spatial domains since the fundamental paper of Turing, 1 which demonstrates that a system of two or more mutually interacting diffusible chemicals can undergo spontaneous spatial patterns within a specific region of parameter space. A typical Turing system consists of at least two chemical reactants, usually referred to as activator and inhibitor, reacting in such a way that their steady state is stable to small perturbations in the absence of diffusion, but becomes unstable when diffusion is present. Based on Turing's seminal paper about diffusion instability a broad theory of pattern formation in reaction-diffusion systems has been developed.
2,3 Such Turing patterns have also been produced experimentally in chemical systems, 4, 5 such as the Belousov-Zhabotinsky (BZ) reaction, which has been found to be the most simple and prototypical example of pattern forming chemical reaction.
The Brusselator serves as a simple two-species model for the BelousovZhabotinsky reaction, a hypothetical oscillating chemical reaction system proposed by Prigogine in 1968 which is considered one of the simplest reaction-diffusion models exhibiting Turing and Hopf instabilities. The spatiotemporal evolution of the main variables is given by the following partial differential equations:
where D u and D v are diffusion coefficients, u and v are concentrations of morphogens, f and g are nonlinear functions that represent the reaction kinetics, which for the Brusselator model are
here a and b are kept as the control parameters of the system. In the last decades, the Brusselator system has been extensively investigated from both analytical and numerical point of view (see, for instance, Refs. 6-13 and references therein). For example, in Ref. 6 , polynomial based differential quadrature method (DQM) is applied to the numerical solution of a class of two-dimensional reaction-diffusion Brusselator system. Convergence and stability of the method are also examined numerically. Steady states of the Brusselator system is developed to model morphogenesis and pattern formation in chemical reactions, by a proper change of variable x (see Ref. 7) . The nonexistence and existence of positive nonconstant steady states, as the system parameters are varied, are obtained in Ref. 9 . The fascinating Turing instability and Turing pattern, such as stripes and spots, have been observed through this simple-looking coupled system. 12, 13 Note that the model (1) includes a basic assumption: the cells always live in a continuous patch environment. However, this may not be the case in reality, and the motion of individuals of given cells is random and isotropic, i.e. without any preferred direction, the cells are also absolute individuals. The cells or units are also absolute individuals in microscopic sense, and each isolated cell exchanges materials by diffusion with its neighbors.
1,14 Thus, it is reasonable to consider a 1D or 2D spatially discrete reaction-diffusion system in order to explain the chemical system. A semi-discrete Oregonator model has been discussed in detail, and some patterns different from the corresponding continuous system are obtained by simulations.
14 Similarly, a 2D spatially discrete reaction-diffusion Brusselator system can be modeled as follows:
where ∇ 2 is discrete Laplace operator defined as follows:
and
It also indicates the coupling or diffusion from the cells to the left (i, j − 1) and right (i, j − 1), top (i + 1, j) and bottom (i − 1, j), respectively.
In this paper, we shall be concerned with Turing instability and pattern formation in the above semi-discrete Brusselator model for autocatalytic oscillating chemical reactions. The paper is organized as follows. The Turing instability theory analysis will be given for a semi-discrete Brusselator system, then Turing instability conditions can be deduced combining linearization method and inner product technique in Sec. 2. In Sec. 3, based on the results of Sec. 2, a series of numerical simulations are performed, and different patterns, including not only tripes and spotlike patterns but square, labyrinthine patterns, can be exhibited. The number of the eigenvalues is illuminated by calculation and the unstable spaces can be clearly expressed. The impact of the system parameters and diffusion coefficients on patterns can also observed visually. The final section is the conclusion.
Turing Instability
In this section, we will discuss Turing instability of the following system
with the periodic boundary conditions
and and
First of all, we show some properties of the following system:
In the sense of chemistry, only non-negative steady states of (11) 
From the Jacobian matrix, we observe that
Thus, the steady state (u * , v * ) is stable against homogeneous perturbations if
namely
So we can get the following fact.
Theorem 1. The system (11) at the positive steady state (u * , v * ) is local asymptotically stable when the condition (15) holds.
Next, we will point out that under certain conditions on the parameters, the uniform steady-state (u * , v * ) can be unstable in the presence of diffusion. We linearize the reaction diffusion system (6) about the steady state, and obtain
where In order to study the instability of (16), we consider eigenvalues of the following equation:
with the periodic boundary conditions:
In view of Ref. 15 , the eigenvalue problem (19) and (20) has the eigenvalues
Then respectively taking the inner product of (16) with the corresponding eigenfunction X ij ts of the eigenvalue µ t,s , we obtain
Let U (t) = 
Which has the eigenvalue equation
here
Obviously −k
Then, for the homogeneous steady state to be unstable to an inhomogeneous perturbation In this inequality, the first term is clearly positive and the last term is too. This leads to the necessary condition for a Turing instability,
Thus, in the view of Theorem 1, we can obtain the fact as follows. Theorems 1 and 2 imply the system (6)- (8) is diffusion-driven unstable or Turing unstable.
Numerical Simulation
To provide some numerical evidence for the qualitative dynamic behavior of the time continuous but spatial discrete system (6), the simulations are performed with periodic boundary conditions in a square domain of size: 128×128 (grid: 128×128).
To solve differential equations by computers, the time evolution should be discrete, i.e. the time goes in steps of ∆t. The time evolution can be solved by the Euler method, approximating the value of the concentration at the next time step based on the change rate of the concentration at the previous time step. Initial conditions u 0 and v 0 typically used in simulations of Turing systems are random or special perturbations around the stationary state (u * , v * ) as follows:
where ζ and η are small amplitude random perturbations 1% around the steady state. Here spatial-temporal plots will be ones about v.
There are examples of numerical calculations, obtained by the proper choice of parameters, which show either striped patterns or spotted patterns. These patterns are the same as ones found in the corresponding continuous Brusselator model. In the simulations different types of dynamics are also observed (see Fig. 1 ). We give the time series of the mean concentration of morphogens, which are respectively corresponding to the above patterns and can reveal their characters.
It is well known that Turing instability is diffusion-driven instability, thus the diffusion rate of the cells is vital to the pattern formation. To investigate the effect of diffusion coefficients on patterns, by keeping all the other parameters of the system fixed, we change the diffusion coefficient. Figures 2(a)-2(i) According to the time series of the mean concentration, we can find an interesting phenomena that a trough will appear at turn-left position, although each curve gets close to a certain value asymptotically. It is a fact that the condition for a spatial mode to be unstable and thus grow into a pattern is Re(λ) > 0. In Fig. 2 , we also show the dispersion relation, from which we can see that the spatial patterns can occur due to the positive real parts of λ, and the unstable space resulted from λ can be expressed clearly.
Similarly, we search for the impact of the system coefficients on the patterns. We only change b with the other parameters fixed, and find that this can change the emerging pattern dramatically, as depicted in Fig. 3 when a = 2.5, d = 5.3. Obviously, a spotted pattern is presented in Fig. 3(a) with b = 5.5. For b = 5.6, eyelike pattern will emerge. As b continues increasing, more strips are in the according patterns [ Figs. 3(c) and 3(d) ]. But when b is further increased, more spots instead of some or even for all strips are in the according patterns. As the parameter b closes to the critical region of the Turing instability, the emergence possibility of spot pattern will be high. 
Conclusion
In conclusion, by modeling a semi-discrete Brusselator system, unreported behavior is obtained, different patterns such as square, labyrinthine, chaotic structure are found in simulations. The impact of the system parameters and diffusion coefficients on patterns can also observed visually, and some interesting situations can be observed according to the continuous Brusselator system. But the relationships between the adopted parameter values and the kinds of pattern which can be obtained should be studied in our further work, we will show the form of a state diagram related to the model parameter space. Another problem to be considered is how different initial values u 0 and v 0 to impact pattern formation. The further study along this line may lead to better prediction for patterns formation, and better control of pattern formation may be possible when the initial values are well characterized. So it will drive us to extend our view as of what spatially explicit models are capable of achieving.
