Sentiment classification has become very popular to analyze opinions about events, products, and so on, especially for social networks such as Twitter. Due to the size limitation of expressing ideas on social networks, the classification performance needs to be boosted by proposing various techniques. In this work, the enhancement of feature space with word embedding based features is proposed to deal with the size limitation issues and the classification success of sentiment analysis is improved by employing classifier ensembles. The contributions of this paper are fivefold. First, the representative capabilities of features are enriched by using a semantic word embedding model and followingly the conventional feature selection techniques are compared. Second, traditional machine learning algorithms, namely naïve Bayes, support vector machine, and random forest are carried out to select baseline classifier for the proposed ensemble system. Third, three ensemble strategies namely, bagging, boosting, and random subspace are introduced to ensure the diversity of ensemble learning. Fourth, experiments are conducted to compare the performance of the models with the word embedding baseline. Eventually, a wide range of comparative experiments on Twitter datasets demonstrate that the classification performance of the proposed model significantly outperforms the state-of-the-art studies.
Introduction
Social media has become a very popular resource to analyze huge amount of information and detect opinions on many things about various subjects on the Internet. As one of the well-known social media platforms, Twitter is preferred by up to 100 million active users to express opinions. This means that Twitter comprises precious information which can be effective for market dynamics. For this reason, the sentiment analysis is a significant part to understand user demands in terms of positive and negative aspects.
Sentiment analysis is a considerable research field and can be summarized as the extraction of users' opinions from the text. The traditional machine learning techniques such as naїve Bayes, support vector machines, and so on are employed to determine the sentiment polarity such as negative, positive, or neutral on this domain. The most popular and recently used one is deep learning models used to achieve higher classification performance compared to the conventional machine learning algorithms. The fundamental approach of deep learning models is to provide automatic feature extraction by training complex features with minimum external support and acquire the meaningful representation of data through deep neural networks for sentiment analysis. For this purpose, many networks such as convolutional neural networks (CNN), recurrent neural networks (RNN), recursive neural networks, deep belief networks (DBN), and various semantic word embedding models such as word2vec, Glove are employed. These techniques have been extensively applied by researchers in different areas such as computer vision, image analysis, speech recognition, and natural language processing.
As much as the selection of classifier, the individual success and diversity of base learners are also determinative factors of the ensemble success. As the diversity of base learner increases, the classification success of system becomes better. The usage of different or the same base learners is requisite in order to provide diversity. Diversity is maintained with several conventional ensemble algorithms such as bagging, random subspaces, random forests, and rotation forest for the same base learners. For different base learners, it is already achieved by blending different learning algorithms with various decision making techniques such as majority voting, stacking, cascading. In this work, we focus on the homogeneous classifier ensembles which utilize the same base learners to provide diversity. This paper proposes to integrate word embedding approach and ensemble learning models to boost classification performance of short texts by extending feature space. In this study, we centered on enhancing feature space to advance the classification success of short texts because of the size limitation of expressing ideas on social networks such as Twitter. In particular, this work considers an ensemble of classifiers, where classifiers are trained with extended feature spaces by making use of word embedding based feature extraction technique, namely word2vec. The advantage of word embedding based feature extraction methods is to employ semantic word embeddings, on the contrary, traditional feature selection techniques ignore semantically similar words. Followingly, three ensemble strategies namely, bagging, boosting, and random subspace are carried out to ensure the diversity of ensemble learning by choosing the best classification performance of baseline classifier among multinomial naïve Bayes (MNB), multivariate naïve Bayes (MVNB), support vector machine (SVM), and random forest (RF) algorithms. To the best of our knowledge, this is the very first approach of utilizing word embedding based extended spaces with classifier ensembles for short sentiment classification on Twitter. For demonstrating the contribution of proposed model, we conduct experiments on Twitter datasets. Extensive experiments show that the word embedding based proposed model is highly efficient for sentiment analysis compared to the traditional ensemble models. The rest of the paper is organized as follows: Section 2 gives related researches on the use of deep learning models and word embeddings, sentiment analysis and ensemble systems. In Section 3, the proposed framework is represented. Experiment setup and results are demonstrated in Sections 4 and 5. Section 6 concludes the paper with a discussion and conclusions.
Related Work
Many researchers focus on deep learning approach to ensure more accurate classification models for sentiment analysis. Liao et al. [21] propose to comprehend the sentiment analysis of Twitter data employing deep learning models. They compose a simple convolutional neural network model and present better classification performances compared to the traditional learning algorithms such as SVM and naïve Bayes classifiers. A novel deep convolutional neural network which employs from character to sentence level knowledge to carry out sentiment analysis on short texts is recommended by Santos and Gatti [31] . They report that their approach outperforms results of state-of-the-art studies and achieves sentiment classification accuracy with 86.4% on STS corpus. Another work [17] emphasizes the significance of keywords to interpret the semantics. Long short memory and gated recurrent unit are carried out on IMDB and SemEval-2016 datasets by establishing keyword vocabulary. Experiment results show that the efficiency of proposed model of them is verified with 1%-2% accuracy improvement. Sentiment classification of Chinese micro-blogs becomes focus of attention by utilizing improved recurrent neural network model in [11] . They find a way out to solve a long-term dependency by substituting the hidden layer of recurrent neural network with long short term memory structure. Classification success of the system outperforms conventional machine learning algorithm namely, support vector machine with 3.17% precision rate. Another study [39] on sentiment classification aims at employing a new recurrent random walk network by making use of posted tweets and social relations, named as heterogeneous microblog sentiment classification (MSC). The proposed model is based on deep neural networks with random-walk layer by performing the back-propagation method on the training phase. Experiments are carried out on the well-known and widely used datasets from Twitter to demonstrate the success of their model. The proposed technique exhibits better classification performance than other state-of-the-art studies. An efficient translation free deep neural network architecture is adverted in [6] to implement multilingual sentiment analysis on Twitter dataset. The significant part of the proposed model is based on word and character level embeddings by using long short term memory and convolutional networks, respectively. They compare character based architecture with long short term memory embedding, convolutional embedding, convolutional embedding freeze, convolutional character level embedding, and conventional support vector machine algorithm in terms of accuracy and f1-score as evaluation metrics. Extensive experiment results represent that the proposed technique (convolutional character based architecture) is efficient for multilingual sentiment analysis compared to the state-of-the-art deep neural models. In [35] , Uysal and Murphey concentrate on the comparison of conventional feature selection models and deep learning approaches for document level sentiment classification. Two types of feature extraction models are exploited in this comparative work. First one is based on term frequency without taking into account order of terms in the document while second is grounded on the term dependencies by making use of semantic word embedding. SVM classifier with linear kernel is utilized to demonstrate the classification performance of traditional approaches. Furthermore, the authors evaluate deep learning based approaches for classification task in this study although these are generally used for the feature selection step on sentiment classification. They report that the proposed deep learning based models with one-hot vectors or fine-tuned semantic word embeddings achieve better results than the word embedding without tuning technique.
There are also several studies on classifier ensembles with extended space. The influential study by Amasyalı and Ersoy [3] proposes the extended feature space by choosing new features randomly and adding them to original feature space. They observe that all extended versions outperform original versions for all ensemble algorithms. To get higher classification performance of ensemble system, they suggest utilizing the extended space methods. The recent studies [1] [2] on extended space decision trees propose to increase the ensemble accuracy by suggesting another approach. Instead of randomly producing, new features with high classification capacity are generated by computing the gain ratio of each different candidate features. Thus, they combine newly generated features and existing features in order to extend feature space. The authors conclude that the extended space forest, which means the usage of one more than decision trees, is an effective method to increase prediction accuracy but it can be improved by using significant features instead of selecting randomly.
There are limited studies on the combination of ensemble strategies and word embedding methodology for sentiment classification task. The proposed multilayer perceptron based ensemble model is utilized for predicting sentiment score of financial texts as optimistic or pessimistic in [14] . For this purpose, the In this work, the enhancement of feature space with word embedding based features is proposed to deal with the size limitation issues and the classification success of sentiment analysis is improved by employing classifier ensembles. Our work differs from the above mentioned studies in that this is the very first attempt of using word embedding based extended spaces with classifier ensembles on the short-text sentiment classification. The details of the proposed study can be found in Section 3.
Proposed Framework
This section introduces our proposed system for the short-text sentiment classification. First, word embeddings and traditional feature selection methods are introduced for the extended feature spaces. After that, the proposed word embedding based model with ensemble strategy is represented.
Word Embedding (WE)
As noted in the previous works [1] [2] [3] the enrichment of feature space ensures significant contribution to the classification performance on the numeric data. The studies so far on extended space forests utilize either randomly chosen features [3] or the specific feature selection method such as gain ratio [1] [2] to determine new candidate features to be consolidated to the original feature space. In this study, word embeddings are utilized for the first time to extend original feature space with classifier ensembles using word2vec tool instead of conventional feature selection techniques.
Word2vec is a tool that is used to generate word embeddings by using a group of models. These models propose to reconstruct linguistic contexts of words by employing trained two-layer neural networks. In other words, word embedding tries to discover better word representations of words in a document collection (corpus). The idea behind all of the word embedding is to capture as much contextual, semantical, and syntactical information as possible from documents from a corpus. Word embedding is a distributed representation of words where each word is represented as real-valued vector in a predefined vector space. Distributed representation is based on the notion of distributional hypothesis in which words with similar meaning occur in similar contexts or textual vicinity. Distributed vector representation has proven to be useful in many natural language processing applications such as named entity recognition, word sense disambiguation, machine translation, and parsing [38] . 
Information Gain (IG)
The information gain evaluates the number of bits of information obtained for class prediction by knowing the occurrence or nonoccurrence of a feature [10, 34, 40] . In other words, the set of the most significant features with high classification success is acquired for adding to the original feature space. Indeed, the overall feature selection process is to count for score each feature in accordance with a certain feature selection method, and then pick up the best k features.
Word2vec is based on two model architectures namely, continuous bag-of-words (CBOW) and continuous skipgram to perform a distributed representation of words. CBOW model predicts a word given its surrounding context words by ignoring the order of context like bagof-words approach. On the other hand, continuous skipgram model aims to predict surrounding context words given a word. In this work, we focus on the continuous skip-gram model due to its considerable performance for infrequent words compared to the CBOW model.
3.2.Information Gain (IG)
where C represents the number of classes and P(Ci) demonstrates the probability of Ci, P(t) and P(t') symbolizes the probability of presence and absence of term t', respectively.
3.3.Ant Colony Optimization (ACO)
The ant colony optimization is an optimization technique that can be also employed for feature selection on various domains. It is based on finding the shortest paths from the nest to food source by means of pheromone trails, which is an odorous substance and is excreted by ants. Therefore, the deposition of pheromone is the fundamental factor in order to discover the shortest paths over a certain period of time. Ants mark the path from the nest to a source of food by means of pheromone once they discover a source of food. Then, each isolated ant acts by following direction rich in this substance. That is, the way excreted pheromone is used by more ants and pheromone trails probabilistically enforce to choose the previously marked path for each isolated ant. On less preferred paths, pheromone evaporates over time and the shortest path is discovered by means of the higher ratio of ant traversals. For this reason, there is a transition probabilistic rule for each ant to determine the probability of being selected corresponding path. Hence, ant colony optimization (ACO) technique is attractive for feature selection process that can direct search to optimal subset every time. The probabilistic transition rule, expressing the probability of an ant at feature i choosing to travel to feature j at time t, is as follows:
where k is the number of ants, ηij is the heuristic the heuristic information and presents local information. Producing a number of k ants is the first step for ACO feature selection process. In this study, the number of ants is set equal to the number of features within dataset. Thus, each ant begins with one random feature and they travel edges probabilistically until stopping gauge is fulfilled. The subsets are congregated and then evaluated.
Once the algorithm has performed a certain number of times or an optimal subset has attained, the overall feature selection process terminates by obtaining the best feature output. If neither condition holds, it is inevitable to update the intensity of pheromone, then new ants are produced and the feature selection process reiterates once more. The pheromone update is realized by the following rule on each edge:
where ρ is the pheromone evaporation/update coefficient, ∆τij(t) denotes quantity of pheromone deposited by each ant k.
3.4.Extended Feature Space
After obtaining semantically the most significant words and word embeddings with the techniques mentioned above, the next step will be to enrich the feature space with these methods. Ultimately, three types of extended feature space are obtained and the first two are constituted with the traditional feature selection techniques. The first extended feature space comprises the combination of original features and significant ones picked up with information gain technique (original + IG). The second feature space is enhanced with the ant colony optimization method (original + ACO). The last one is based on the consolidation of word embeddings and original features (original + WE). The d/2 number of space extension parameter is adjusted to extend feature space due to its superior performance as stated in [3] . While the first half of features are original features, the remaining half is composed of significant features chosen with ACO, IG, and WE for the ACO-based, IG-based, and WE-based extended feature spaces, respectively. Our proposed approach is described in detail below.
WE-based features need some operations to consolidate with the original features while ACObased and IG-based features are added to the end of feature space, directly. At first, d/2 number of features are randomly selected to obtain word embedding feature vector which includes the similarity measures of meaningfully related or surrounding words of actual word. After getting similarity vectors of d/2 number of randomly selected features, the best similarity score is chosen and divided into the total score of similarity vector to associate with the original feature space. This procedure mentioned above is repeated for all (1) where C represents the number of classes and P(C i ) demonstrates the probability of C i , P(t) and P(t') symbolizes the probability of presence and absence of term t', respectively.
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vicinity. Distributed vector representation has proven to be useful in many natural language processing applications such as named entity recognition, word sense disambiguation, machine translation, and parsing [38] .
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where k is the number of ants, ηij is the heuristic desirability of selecting feature j when at feature i, J k i is the set of ant k's unvisited features, and τij (t) is the amount of virtual pheromone on edge (i,j), α provides global information and determines the relative importance of the pheromone value, β is the heuristic information and presents local information. Producing a number of k ants is the first step for ACO feature selection process. In this study, the number of ants is set equal to the number of features within dataset. Thus, each ant begins with one random feature and they travel edges probabilistically until stopping gauge is fulfilled. The subsets are congregated and then evaluated. Once the algorithm has performed a certain number of times or an optimal subset has attained, the overall feature selection process terminates by obtaining the best feature output. If neither condition holds, it is inevitable to update the intensity of pheromone, then new ants are produced and the feature selection process reiterates once more. The pheromone update is realized by the following rule on each edge:
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WE-based features need some operations to consolidate with the original features while ACObased and IG-based features are added to the end of feature space, directly. At first, d/2 number of features are randomly selected to obtain word embedding feature vector which includes the similarity measures of meaningfully related or surrounding words of actual word. After getting similarity vectors of d/2 number of randomly selected features, the best similarity score is chosen and divided into the total score of similarity vector to associate with the original feature space. This procedure mentioned above is repeated for all (2) where k is the number of ants, η ij is the heuristic desirability of selecting feature j when at feature i, J k i is the set of ant k's unvisited features, and τ ij (t) is the amount of virtual pheromone on edge (i,j), α provides global information and determines the relative importance of the pheromone value, β is the heuristic information and presents local information. Producing a number of k ants is the first step for ACO feature selection process. In this study, the number of ants is set equal to the number of features within dataset. Thus, each ant begins with one random feature and they travel edges probabilistically until stopping gauge is fulfilled. The subsets are congregated and then evaluated. Once the algorithm has performed a certain number of times or an optimal subset has attained, the overall feature selection process terminates by obtaining the best feature output. If neither condition holds, it is inevitable to update the intensity of pheromone, then new ants are produced and the feature selection process reiterates once more. The pheromone update is realized by the following rule on each edge:
3.2.Information Gain (IG)
3.3.Ant Colony Optimization (ACO)
desirability of selecting feature j when at feature i, J k i is the set of ant k's unvisited features, and τij (t) is the amount of virtual pheromone on edge (i,j), α provides global information and determines the relative importance of the pheromone value, β is the heuristic information and presents local information. Producing a number of k ants is the first step for ACO feature selection process. In this study, the number of ants is set equal to the number of features within dataset. Thus, each ant begins with one random feature and they travel edges probabilistically until stopping gauge is fulfilled. The subsets are congregated and then evaluated. Once the algorithm has performed a certain number of times or an optimal subset has attained, the overall feature selection process terminates by obtaining the best feature output. If neither condition holds, it is inevitable to update the intensity of pheromone, then new ants are produced and the feature selection process reiterates once more. The pheromone update is realized by the following rule on each edge:
3.4.Extended Feature Space
WE-based features need some operations to consolidate with the original features while ACObased and IG-based features are added to the end of feature space, directly. At first, d/2 number of features are randomly selected to obtain word embedding feature vector which includes the similarity measures of meaningfully related or surrounding words of actual word. After getting similarity vectors of d/2 number of randomly selected features, the best similarity score is chosen (3) where ρ is the pheromone evaporation/update coefficient, Δτ ij (t) denotes quantity of pheromone deposited by each ant k.
Extended Feature Space
After obtaining semantically the most significant words and word embeddings with the techniques mentioned above, the next step will be to enrich the feature space with these methods. Ultimately, three types of extended feature space are obtained and the first two are constituted with the traditional feature selection techniques. The first extended feature space comprises the combination of original features and significant ones picked up with information gain technique (original + IG). The second feature space is enhanced with the ant colony optimization method (original + ACO). The last one is based on the consolidation of word embeddings and original features (original + WE). The d/2 number of space extension parameter is adjusted to extend feature space due to its superior performance as stated in [3] . While the first half of features are original features, the remaining half is composed of significant features chosen with ACO, IG, and WE for the ACO-based, IG-based, ensemble system. At the next step, ensemble strategy is carried out to maintain diversity and to obtain final decision of the system. Figure 1 illustrates the process of extended feature space with our proposed technique.
Ensemble of Classifiers
Ensemble algorithms used in this work are briefly mentioned. Bagging [3, 8, 18, 23, 27, 33, 36] generates new bootstrap samples utilizing substitution from the original dataset. Then, training is implemented on these samples. After that, the majority voting is utilized as an ensemble strategy. Random Subspace [3, 16, 18, 19, 25, 27, 13, 33, 37] exploits fairly simple randomness approach for the feature selection. Training is done with a subset of the original feature space instead of including all features for each base learner in the ensemble. Then, the classifier is constructed on different feature subsets illustrated randomly from the original feature set and associated by applying the majority voting. Random Forest [2, 3, 9] combines two approaches namely, Bagging and Random Subspace algorithms. Majority voting is employed for all ensembles to combine the decisions of base learners.
Experiment Setup Figure 1
The process of extended feature space with our proposed technique After constructing the enriched feature space, conventional machine learning algorithms such as multinomial naïve Bayes, multivariate naïve Bayes, support vector machine, and random forest are performed to select baseline classifier for the proposed ensemble system. At the next step, ensemble strategy is carried out to maintain diversity and to obtain final decision of the system. Figure 1 illustrates the process of extended feature space with our proposed technique.
Ensemble of Classifiers
Experiment Setup
We have processed five different English datasets in our experiments. The first two datasets (Sts-Gold and Sts-Test) are utilized in the same way as described in [28] . Sts-Gold is manually labeled and a subset of tweets are chosen from the Standford Twitter Sentiment Corpus [15] and is presented by [28] . [5, 7, 15, 29, 30, 32] in different evaluation tasks.
The last three datasets are publicly available and gathered from Twitter in the second half of 2014. These are three real English, public and non-encoded datasets. Each dataset was labeled as positive or negative, according to the opinion expressed in respect to the object of interest. They are publicly available at http://www.dt.fee.unicamp.br/~tiago//sentcollection/. We evaluate our models by focusing on positive and negative tweets similar to the state-of-the-art studies [5, 15, 22, 29, 30, 32] . The class distribution of and main theme of datasets, when no preprocessing is applied, are summarized in Table 1 . We don't apply any stemming or stop word filtering in order to avoid any bias that can be introduced by stemming algorithms or stop-word lists. Moreover, Sts-Gold dataset has an imbalanced class distribution. This is a wellknown fact that machine learning algorithms are sensitive to an imbalanced class distribution. We also observe the impact of imbalance class distribution on the performance of proposed system. Experiments are carried out by modifying the training set levels and utilizing 5%, 10%, 30%, 50% and 80% percentages as the training data. The F-measure and accuracy percentage levels are abbreviated with "ts" affix to head a commotion off. The algorithms are launched at each training set levels by partitioning 10 parts randomly and stratified sampling is exploited at this step.
We have performed a statistical analysis evaluating Student's t-test to ensure that results were not obtained by chance. Significance level is set to 0.05 and the difference is accounted as statistically significant when the association of probability and Student's t-test is lower. The number of base learners is adjusted to 100 as represented in [1, 3] . As we mentioned before, feature extension parameter is set to d number of features for all datasets for comparing experiment results with impressive work [3] . To combine the decisions of base learners, majority voting is employed for all ensembles. By means of the most meaningful 100 features obtained by the information gain method, the feature space has been extended by varying the number of features in each data set. That is, the feature space of a dataset with a feature number of 50 is extended using 50 of the 100 most significant features obtained through information gain technique. Moreover, it is necessary to specify some parameters for ACO feature selection process. First, the number of ants is equal to the number of features for each dataset. Because of this, the number of ants varies according to the dataset. Then, the algorithm has carried out a certain number of times. This is the same as the number of base learners, i.e. 100 times. After the algorithm has executed 100 times, the pheromone density is updated and a new set of ants are composed and the process iterates once more. The initial pheromone density of each feature is set to 1 at first. Two important information, local and global, about the traversal of ants are determined with the parameters α and β. The choice of α and β is specified experimentally and set to 1 and 0.1, respectively. The pheromone trail evaporation coefficient (ρ=0.2) is a parameter to update pheromone trails and located in the range between 0 and 1.
We utilize open source machine learning software which is called WEKA for the feature selection process. The proposed extended feature space system is constructed on this software with Java programming language. Besides, this work employs the Python 3 version of word2vec in the Gensim theme model with Pycharm environment, which only carries out the continuous skip-gram model and trains with the hierarchical softmax method.This model utilizes a 200-dimensional vector space to demonstrate words and the training window is set to 5. Moreover, Google has used Google News dataset that contains about 100 billion words to obtain pre-trained vectors with the Word2Vec Skip-gram algorithm [12, 24] . The pre-trained model includes word vectors for about 3 million words and phrases. We use this pre-trained model in English to represent documents with 200 dimensions or features.
Experiment Results
The conducted experiments demonstrate the short sentiment classification success of each baseline classifier over five datasets in Table 2 . Bold values demonstrate the best scores. F-measure and accuracy results are utilized as evaluation metric to demonstrate the contribution of our work. Abbreviations are employed as follows: BG: Bagging, BS: Boosting, RS: Random subspaces, RF: Random forest, X IG : Extended feature space with IG-based features for X ensemble algorithm, X ACO : Extended feature space with ACObased features for X ensemble algorithm and X WE : Extended feature space with WE-based features for X ensemble algorithm. As it can be seen in Table 2 , the best F-score performance is achieved by SVM by assessing averaged F-score values of each baseline classifier. RF has a slightly better performance than MNB and MVNB while MNB and MVNB have almost the same classi-Information Technology and Control 2018/3/47 fication success. Hence, SVM as a base learner will be a good choice in terms of classification performance because of the highest F-measure values. Eventually, the classification success of the base learners is ordered as SVM > RF > MVNB > MNB. In Table 3 , the F-measure results of ensemble algorithms are represented on the original data when the baseline classifier is set to SVM. By observing the system performance of the only ensemble algorithms on the original data, we can make sure that the extended feature spaces based classifier ensembles are worth improving system success. It is clearly seen that the baseline classifier SVM generally performs well without using any ensemble algorithm. The combination of baseline classifier and random subspace as an ensemble method exhibit better success than the baseline classifier in view of the fact that the averaged F-mea- When the averaged F-measure results of Table 3 and  Table 4 These noticeable results clearly demonstrate the contribution made by the combination of the ensemble algorithms with extended feature spaces to overall system performance.
In Figure 2 , the classification performance of extension techniques is presented by varying the number of base learners when the ensemble algorithm is adjusted to RS. It is obviously seen that the number of base learners which varies from 10 to 150 is also a significant measure to observe the classification success of extended space based techniques. When the number of base learners is raised up to 100, the accuracy results also boost for each extended space method. However, as the number of base learners continues to increase after 100, the classification success considerably decreases as inversely proportional. For this reason, it is determined as 100 in experiments and these results are consistent with the literature [3, 20] .
In Figure 3 , classification performance of random subspace algorithm is evaluated in terms of the proposed extended spaces. WE-based extended space model outperforms traditional feature selection techniques at all training set percentages. The difference of results between WE-based and IG-based models is prominently observed up to 10% at smaller training set sizes. On the other hand, ACO-based extended space model is more competitive than IG-based model in terms of averaged accuracy results. The ACO-based model achieves an improvement of 2% more than the IG based model. Thus, the difference between the Figure 2 Accuracy results of feature space extension techniques
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Accuracy results of RS ensemble algorithm in terms of the proposed extended spaces raised up to 100, the accuracy results also boost for each extended space method. However, as the number of base learners continues to increase after 100, the classification success considerably decreases as inversely proportional. For this reason, it is determined as 100 in experiments and these results are consistent with the literature [3, 20] . Accuracy results of feature space extension techniques
In Figure 3 , classification performance of random subspace algorithm is evaluated in terms of the proposed extended spaces. WE-based extended space model outperforms traditional feature selection techniques at all training set percentages. The difference of results between WE-based and IG-based models is prominently observed up to 10% at smaller training set sizes. On the other hand, ACO-based extended space model is more competitive than IG-based model in terms of averaged accuracy results. The ACO-based model achieves an improvement of 2% more than the IG based model. Thus, the difference between the ACO-based model and the WE-based model reaches a maximum of 8% at smaller training set percentages. Although the ACO-based model exhibits about 1% enhancement compared to the IG-based model at ts80, the classification success of two models is generally very close to each other at all training set levels. As a result, the best technique to extend the feature space is to integrate word embedding based features (WE) and original ones. In Figure 3 , classification performance of random subspace algorithm is evaluated in terms of the proposed extended spaces. WE-based extended space model outperforms traditional feature selection techniques at all training set percentages. The difference of results between WE-based and IG-based models is prominently observed up to 10% at smaller training set sizes. On the other hand, ACO-based extended space model is more competitive than IG-based model in terms of averaged accuracy results. The ACO-based model achieves an improvement of 2% more than the IG based model. Thus, the difference between the ACO-based model and the WE-based model reaches a maximum of 8% at smaller training set percentages. Although the ACO-based model exhibits about 1% enhancement compared to the IG-based model at ts80, the classification success of two models is generally very close to each other at all training set levels. As a result, the best technique to extend the feature space is to integrate word embedding based features (WE) and original ones.
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It is consi with the st spaces to proposed nine datas ours as se proposed datasets w adjusted. Although the ACO-based model exhibits about 1% enhancement compared to the IG-based model at ts80, the classification success of two models is generally very close to each other at all training set levels. As a result, the best technique to extend the feature space is to integrate word embedding based features (WE) and original ones.
In Figure 4 , the classification success of SVM as a base learner and WE-based extended spaces are analyzed in terms of ensemble algorithms. Extending the feature space with the WE-based model and using ensemble algorithms ensures minimum 3% -maximum 10% improvement compared to the classification per- Figures 3 and 4 clearly show that the feature space extended by word embedding based features in short text classification will provide the best classification performance by diversifying random subspace as an ensemble algorithm.
Accuracy results of WE-based extended spaces in terms of ensemble algorithms It is considerable to compare experiment results with the state-of-the-art studies [4, 22] on extended spaces to demonstrate the contribution of our proposed technique. Lochter et al. [22] employ nine datasets and four of them are common with ours as seen in Table 5 . The superiority of our proposed method is obviously observed for all datasets when the same training settings are adjusted. formance of base learner at ts80 and ts5, respectively. That is, the difference between the proposed models and base learner increases at smaller percentages and vice versa. As the training set percentage decreases, the difference between the classification success of each ensemble algorithm also becomes more pronounced. For example, the BS method demonstrates 1% better performance than BG while the RS model present 1% better enhancement compared to BS at ts80. RS and BS improve the classification performance of system by approximately 4% and 2%, respectively, compared to the BG at smaller percentages.
As a result, extending feature space with word embedding based techniques and combining this feature space with ensemble algorithms presents much better classification performance compared to a single classifier. Figures 3 and 4 clearly show that the feature space extended by word embedding based features in short text classification will provide the best classification performance by diversifying random subspace as an ensemble algorithm.
It is considerable to compare experiment results with the state-of-the-art studies [4, 22] on extended spaces to demonstrate the contribution of our proposed technique. Lochter et al. [22] employ nine datasets and four of them are common with ours as seen in Table 5 . The superiority of our proposed method is obviously observed for all datasets when the same training settings are adjusted.
The other study [4] proposes nine different methods for the ensemble system. Araque et al. [4] employ six datasets and one of them is common with ours as seen in Table 6 . Our proposed method outperforms all methods of them except MSG+bg technique. The slightest difference between ours (88.4%) and theirs (89.2%) can be arisen from differences in experimental settings and not be enough to claim statistically considerable because of the closeness of averaged F-scores. Thus, it is noteworthy to specify that the combination of our proposed technique (RSWE) predominantly surpasses state-of-the-art studies. 
Discussion and Conclusion
The superiority of ensemble systems is a widely accepted assumption in machine learning domain as mentioned before. Owing to this approach, it is recommended to produce more accurate and robust models. In this work, we propose to investigate the 468 contribution of extended spaces to the classification performance by employing ensemble algorithms. For this purpose, we take the concept one step further in extended spaces by utilizing word embedding based features (WE) which have not been consolidated before. Moreover, this is the first research for the extended spaces with classifier ensembles in terms of using both traditional feature selection techniques and word embedding based feature extraction method.
Features chosen with IG, ACO, and WE are blended with the original features to constitute a new extended feature space. Then, the enriched feature space is carried out on three popular ensemble algorithms (bagging, boosting, and random subspaces) by utilizing SVM as a baseline classifier. Finally, the extended spaces developed by our proposed method maintain noteworthy enhancement to the classification performance in comparison to the original version and various extended versions of recent state-of-the-art studies. Considering the overall classification performances, feature spaces with the original ones have the lowest classification performance at all training set levels and this is an indicator that the original feature spaces need to develop.
As well as the classification success of proposed system, the analysis of execution time is also evaluated in terms of training time. More training time is needed for the enhanced spaces compared to the original ones. Because, the enhanced space features effect the search time of the features owing to covering more features. The training time for Twitter corpus is around 1h25min using 12 threads in an Intel® Xeon® E5-2643 3.30 GHz machine. We consider that performing our proposed model for a GPU environment can have a great influence on the training time performance.
To sum up, the extended spaces with our proposed approach advance the classification success of system compared to the original versions. Over and above, it is observed that the enhancement of extended spaces with classifier ensembles using word embeddings exhibits better classification performance in comparison to the other enhanced space techniques. In future, we plan to apply different base learners to the classification problems.
