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Summary. This article brings together some rather powerful results on P systems
in which the computation is performed by the communication of objects through
symport and antiport rules considering the trace of an object through membranes,
on the one hand, and by P systems with object-rewriting non-cooperative rules,
promoters/inhibitors at the level of rules and only one catalyst, on the other. It is
recalled here that computational universality can be reached whit these formalisms
and that some of the proofs can be sketched. Three ideas are also put forward to
brake the direct relationship (infinite hierarchy) induced by the size of the consid-
ered alphabet and the number of the membranes needed in a P system (with traces)
to generate recursively enumerable languages on the chosen alphabet.
1 Introduction
The present study focuses on P systems with a purely communicative func-
tioning from two different perspectives: the “classical" one, in which the
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result of the computation is the (number of) objects collected in a specified
membrane, as introduced in [6]; and a “non-classical" one in which the re-
sult of the computation is a trace of a certain object (that is, the string of
labels of the membranes visited by this object, as introduced in [20]).
Symport/antiport phenomena are inspired by the biological process in
which two molecules pass together, simultaneously, through a membrane,
in the same direction (symport), or in opposite directions (antiport). For
further biochemical details the reader is asked to see [1] and [2]. Technically,
the rules used in P systems as models of these biological processes are of
the form (x, in) and (x, out), as models of symport, and (x, out; y, in) as a
model of antiport, where x, y are strings of symbols representing multisets
of chemicals. Of course, this is a generalization of what happens in biology,
where mainly pairs of chemicals are coupled. Several classes of P systems
of this type were considered in [4], [6], [7], etc.
The other formalism we recall here is the one of P systems with pro-
moted/inhibited rules, which also has a strong biological motivation. More
precisely, a promoter is a chemical within a living cell which makes a reac-
tion happen only in its presence. The inhibitor is the opposite: the reaction
can not take place if a certain chemical is present in the cell. These biologi-
cal considerations have been formalized in [12] as u→ v|a(u evolves to v in
the presence of the promoter a), and u → v|¬b (u cannot evolve to v if the
inhibitor b is present in the same membrane region).
For the reader’s convenience, we recall the fact that P systems are dis-
tributed parallel computing models which abstract from the structure and
the functioning of the living cells. In short, we have a membrane structure,
consisting of several membranes embedded in a main membrane (called
the skin) and delimiting regions where multisets of certain objects are placed
(Figure 1 illustrates these notions); the objects evolve according to given evo-
lution rules, which are applied nondeterministically (the rules to be used and
the objects to evolve are randomly chosen) in a maximally parallel manner
(in each step, all objects which can evolve must). The objects can also be
communicated from one region to another. In this way, we get transitions
from one configuration of the system to the next. A sequence of transitions
constitutes a computation; with each halting computation we associate a result,
the number of objects from a specified output membrane.
Details can be found at the web address http://bioinformatics.bio.
disco.unimib.it/psystems.
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One particular case of the abovementioned evolution rules is that of cat-
alytic rules, which model the biological reactions that can take place only
with the help of certain enzymatic proteins (which participate in reactions
and remain unmodified after they occur). Another important type is pro-
moted/inhibited reactions, which take place in the presence/absence of cer-
tain chemicals that are not directly involved in reactions.
In this abstract, symbolic, mathematical framework it is interesting to see
what the computational power is when “low" cooperation features are used.
In this regard, as was shown in [14], P systems with non-cooperative and
catalytic rules and only two distinct catalysts are computational universal.
Also, in [12] a model with non-cooperative rules, one catalyst and promoters
at the level of rules is shown to be universal.
In this paper we emphasize the computational power of the systems
with non-cooperative rules, catalytic rules with one catalyst and promot-
ers/inhibitors in both generative and accepting cases. We will also mention
the latest results regarding the computational power of the “traced" variant
of P systems.
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2 Preliminaries
The language theory notions we use here are standard, and can be found,
for instance, in [10], [11]. We only mention that we denote by V∗ the free
monoid generated by an alphabet V; λ is the empty string, |x| is the length
of x ∈ V∗, and |x|a is the number of occurrences of the symbol a ∈ V in
the string x ∈ V∗. For x ∈ V∗ we denote alph(x) = {a ∈ V | |x|a ≥ 1}
(the set of symbols appearing in x), and for a language L ⊆ V∗ we write
alph(L) =
⋃
x∈L alph(x). By REG, CF, CS, REC, RE we denote the families of
regular, context-free, context-sensitive, recursive, and recursively enumer-
able languages, respectively.
In the (sketches of the) proofs of the theorems presented here, we used
tools such as Regulated Rewriting (more precisely the fact that the families
of languages generated by regularly controlled context-free grammars with
appearance checking and erasing rules are equal in generative power to
the family of all recursively enumerable languages over the same alphabet),
and the generative power of Register Machines (which are computationally
universal). Those readers who are familiar with these concepts can skip the
first two subsections.
2.1 Regulated rewriting
In any Chomsky grammar, at some given step in a derivation one can use for
rewriting any applicable rule in any desired place of the sentential form. In
order to restrict this nondeterminism some regulating mechanisms, which
can control the derivation process, were considered. Using such regulations
we can reach computational universality even if we use context-free gram-
mars as a core generative device. In the literature there are many types of
regulations which restrict the use of rules in a Chomsky grammar (see [3],
[18]). Here we will present only regularly controlled grammars with appear-
ance checking and λ–rules.
A regularly controlled context-free grammar with appearance checking is a 6-
tuple GrC = (N, T, P, S, R, F) where N,T,P, and S are specified as in context-
free grammars, R is a regular language over P, and F is a subset of P.
For a rule p = A→ w ∈ P and x, y ∈ V∗G we write x =⇒acp y if either
1. x = x1 Ax2 and y = x1wx2, or
2. x = y, A does not appear in x, and p ∈ F.
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The language L(G) generated by G with appearance checking consists
of all words w ∈ T∗ such that there is a derivation
S =⇒acp1 w1 =⇒
ac
p2 w2 · · · =⇒
ac
pn wn = w
with p1 p2 · · · pn ∈ R.
By L(λrCac) we denote the families of languages generated by regularly
controlled grammars with appearance checking and erasing rules. The fol-
lowing result stands:
L(λrCac) = L(RE)
where by L(RE) we denote the family of all recursively enumerable lan-
guages over the same alphabet T.
2.2 Register machines
The power of Minsky’s register machine [16] was also used in some of the
proofs of the theorems that follow, which is why we recall this notion here.
This machine runs a program consisting of numbered instructions of several
simple types. Several variants of register machines with a different number
of registers and different instructions sets were shown to be computationally
universal (see [16] for some original definitions and [15] for the definition
we use here).
A n-register machine is a construct M = (n, P, i, h), where:
• n is the number of registers,
• P is a set of labeled instructions of the form j : (op(r), k, l), where op(r) is
an operation on register r of M, and j, k, l are labels from the set Lab(M)
(which numbers the instructions in a one-to-one manner),
• i is the initial label, and
• h is the final label.
The machine is capable of the following instructions:
(add(r), k, l) : Add one to the contents of register r and proceed to in-
struction k or to instruction l; in the deterministic variants usually consid-
ered in the literature we demand k = l.
(sub(r), k, l) : If register r is not empty, then subtract one from its con-
tents and go to instruction k, otherwise proceed to instruction l.
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halt : This instruction stops the machine. This additional instruction can
only be assigned to the final label h.
A deterministic m-register machine can analyze an input (n1, ..., nα) ∈
Nα0 in registers 1 to α, which is recognized if the register machine finally
stops by the halt instruction with all its registers being empty(this last re-
quirement is not necessary). If the machine does not halt, the analysis was
not successful.
2.3 P systems prerequisites
A P system (of degree m ≥ 1) with symbol–objects and rewriting evolution
rules is a construct
Π = (V, C, µ, w1, . . . , wm, (R1, ρ1), . . . , (Rm, ρm), i0),
where:
• V is the alphabet of Π; its elements are called objects;
• C ⊆ V is the set of catalysts;
• µ is a membrane structure consisting of m membranes labeled 1, 2, · · · , m;
• wi, 1 ≤ i ≤ m, specify the multisets of objects present in the correspond-
ing regions i at the beginning of a computation;
• Ri, 1 ≤ i ≤ m, are finite sets of evolution rules over V associated with
the regions 1, 2, . . . , m of µ, and ρi is a partial order relation over Ri (a
priority relation); these evolution rules are of the form a→ v or ca→ cv,
where a is an object from V − C and v is a string over
(V − C)× ({here, out, in})
(In general, the target indications here, out, in are written as subscripts
of objects from V.);
• i0 is a number between 0 and m and specifies the output membrane of
Π (in case of 0, the environment is used for the output).
Starting from the original model of P system, several variants were pro-
posed (see [17]). One of them is P systems with promoters/inhibitors and was
introduced, as mentioned previously, in [12]. In the case of promoters, the
rules (reactions) are possible only in the presence of certain symbols. An
object a is a promoter for a rule u→ v, and we denote this by u→ v|a, if the
rule is active only in the presence of object a. An object b is an inhibitor for
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a rule u → v, and we denote this by u → v|¬b, if the rule is active only if
inhibitor b is not present in the region. In particular, promoters/inhibitors
themselves can evolve according to some rules.
The difference between catalysts and promoters consists of the fact that
the catalysts directly participate in rules (but are not modified by them), and
they are counted as any other objects, so that the number of applications of
a rule is as big as the number of copies of the catalyst, while in the case of
promoters, the presence of the promoter objects makes it possible to use the
associated rule as many times as possible, without any restriction; moreover,
the promoting objects do not necessarily directly participate in the rules. As
a consequence, it can be seen that the catalysts inhibit the parallelism of the
system while the promoters/inhibitors only guide the computation process.
The P system with the mentioned features starts to evolve from the initial
configuration, as in the classical P system, to the final configuration. The
result of the halting computation is the number of objects present in the
region i0 in the halting configuration. The set of all numbers constructed in
this way by a system Π is denoted by N(Π). For this kind of P systems we
will use the following notation:
NOPm(α, β), α ∈ {ncoo, coo} ∪ {catk | k ≥ 0}, β ∈ {proR, inhR}
to denote the family of sets of natural numbers generated by P systems
with at most m membranes, evolution rules that can be non-cooperative
(ncoo), cooperative (coo), or catalytic (catk), using at most k catalysts, and
promoters (proR) or inhibitors (inhR) at the level of rules.
We may also consider the vector Ψ(w) as the result of the halting compu-
tation (the vector of multiplicities of objects) where w is the multiset present
in the region i0 in the halting configuration. In this case, the set of all vectors
constructed in this way by a system Π is denoted by Ps(Π). We will also
use the following notation:
PsIPm(α, β), α ∈ {ncoo, coo} ∪ {catk | k ≥ 0}, β ∈ {proR, inhR},
to denote the family of sets of vectors of natural numbers accepted by
P systems with at most m membranes, evolution rules that can be non-
cooperative (ncoo), cooperative (coo), or catalytic (catk), using at most k
catalysts, and promoters (proR) or inhibitors (inhR) at the level of rules.
Here, I stands for P systems with internal input. For generative devices we
will write PsPm(· · · , · · · ).
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In this paper we will recall how the regularly regulated context-free
grammars with appearance checking can be used to prove the computa-
tional universality of this type of P systems.We will also present the deter-
ministic P systems that accept sets of vectors of natural numbers.
We also recall here the case in which the trace of a certain object is con-
sidered, so we have P systems of the following form:
Π = (V, t, T, h, µ, w1, . . . , wm, E, R1, . . . , Rm),
where V is an alphabet, t ∈ V (a distinguished object, “the traveler"), T is
an alphabet, h : {1, 2, . . . , m} −→ T ∪ {λ} is a weak coding, w1, . . . , wm are
strings representing the multisets of objects present in the m regions of µ, E
is the set of objects present in arbitrarily many copies in the environment,
and R1, . . . , Rm are the sets of symport and antiport rules (with promoters
or inhibitors) associated with the m membranes. The traveler is present in
exactly one copy in the system, that is, |w1 . . . wm|t = 1 and t /∈ E.
Let σ = C1C2 . . . Ck, k ≥ 1, be a halting computation with respect to Π,
with C1 = (w1, . . . , wm, λ) the initial configuration, and Ci = (z
(i)
1 , . . . , z
(i)
m ,
z(i)e ) the configuration at step i, 1 ≤ i ≤ k. If |z
(i)
j |t = 1 for some 1 ≤ j ≤ m,
then we write Ci(t) = j (therefore, Ci(t) is the label of the membrane where
t is placed). If |z(i)j |t = 0 for all j = 1, 2, . . . , m, then we put Ci(t) = λ. Then,
the trace of t in the computation σ is
trace(t, σ) = C1(t)C2(t) . . . Ck(t).
The computation σ is said to generate the string h(trace(t, σ)). Hence the
language generated by Π is L(Π) = {h(trace(t, σ)) | σ is a halting compu-
tation in Π}.
We denote by LPm(psymp, pantiq) the family of languages generated by P
systems with at most m membranes, with symport rules of weight at most p
and antiport rules of weight at most q, using promoters; when the rules have
associated forbidding contexts we write fsym, fanti instead of psym, panti;
when the rules are used in the free mode (they have no promoter/inhibitor
symbols associated), we remove the initial “p" and “f" from psym, panti and
fsym, fanti. As usual, the subscript m is replaced by ∗ when no bound on
the number of used membranes is considered; similarly, if we use symport
or antiport rules of an arbitrary weight, then the subscripts p, q are replaced
with ∗.
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3 Some relevant examples
In this section we will present some examples of P systems computing some
“sensitive" tasks using the types of P systems discussed above. First we will
construct a P system with promoters that, having as input two values, say 0


































Fig. 1. Simulation of the AND gate using promoters and one catalyst
Formally, we define the following P system
ΠAND = (V, C, µ, w1, w2, w3, R1, R2, R3, 0),
where:
• V = {0, 1, 0′, 1′, 1′′, A, A′, A′′, B, B′, B′′, c};
• C = {c};
• µ = [3[2[1 ]1]2]3;
• w1 = w3 = ∅, w2 = {c};
• R1 = {1→ 1out, 0→ 0out};
R2 = {0→ 0′Aout, c0′ → c0out, 1′ → 1′′Bout, 1→ 1′,
c1′′ → c1out};
R3 = {A→ A′, 0→ 0out|A′ , A′ → A′′, 0→ λ|A′′ ,
A′′ → λ, B→ B′, 1→ λ|B′ , B′ → B′′,
1→ 1out|B′′ , B′′ → λ}.
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The simulation of the AND gate uses the catalyst c to inhibit the par-
allelism and to separate the entrance time of objects 0 and 1 into region 3.
Depending on the entrance time, objects will be either deleted, or sent out
into the environment. More specifically, if we consider that initially we had
two objects 0 inside region 2, the rule 0 → 0′Aout is executed. Its role is to
introduce object A into region 3 to set up the “right" configuration of the
region. Next, in region 2 the only applicable rule is c0′ → c0out, which will
introduce one object 0 into region 3. At the same time, in region 3 the rule
A → A′ is executed. Now, we will have in region 3 the objects A′ and 0,
and the rules that will be applied are 0→ 0out|A′ and A′ → A′′. These rules
guarantee that an object 0 is sent out into the environment. In the meantime,
in region 2, the remaining object 0′ reacts with the catalyst c and an object
0 will be introduced into region 3 (the rule used is again c0′ → c0out). Here,
object 0 will find a different context since now, in region 3 there is no object
A′. Therefore, the rules 0→ λ|A′′ and A′′ → λ are applied. Hence the initial
configuration of the system is restored. Basically, a similar method stands
for the other cases, with some minor changes: objects 1 enter into region 3
with one computational delay (because of the rule 1→ 1′ present in region
2) in order not to influence the processes executing in region 3; the first
object 1 that enters into region 3 is deleted (as opposed to the above case
when the first object 0 that arrives in region 3 is sent out) by using the rule
1→ λ|B′ .
Recall that membrane 1 can be entirely avoided, its role being only to
specify the entry point of the input. Also, the result of computation is sent
out into the environment even if it is actually obtained in region 3. These
features are useful when we want to connect gates to circuits (see [13] for
more details).
The second example (see Figure 2) uses context-free rules, inhibitors and
one catalyst to compute the arithmetic difference between the initial multi-
plicity of two distinct objects, present at the beginning of computation into
an input region.
Formally, we define the following P system
Πdi f = (V, C, µ, w1, w2, R1, R2, 2),
where:
• V = {a, b, a′, b′, d, A, B, c};
• C = {c};
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Fig. 2. Integer subtraction using inhibitors and one catalyst
• µ = [2[1 ]1]2;
• w1 = {c, an, bm}, w2 = ∅;
• R1 = {ca→ ca′d|¬a′ , cb→ cb′d|¬b′ , a′ → Aout|¬b,
b′ → Bout|¬a, d→ λ, a′ → λ|¬d, b′ → λ|¬d};
R2 = ∅.
The system starts the computation by inputting into membrane 1 a cat-
alyst c and the objects an, bn, whose multiplicity we want to subtract. The
result of computation is sent to region 2 and it is represented by:
• An−m if n > m;
• Bm−n if m > n;
• no object is sent to region 2 meaning that m = n.
We will not give many details regarding the computations here (these
can be found in [19]). We only mention that the system works as follows:
while there are still objects a and b, they are deleted in pairs, iteratively, until
there are no more objects a, for instance (or objects b). At that moment, the
flow of computation changes and as a result, also iteratively, the remaining
objects b (or objects a, respectively) are sent out. During the computation,
the promoters control the derivation process, while the catalyst inhibits the
parallelism.
The third example (detailed also in [20]) shows how a P system consid-
ering traces of an object is computing. Consider the system
Π = ({d, t}, t, {a, b, c}, h, [ 1[ 2[ 3[ 4[ 5 ]5 ]4 ]3 ]2 ]1, t,
∅, ∅, ∅, ∅, {d}, R1, R2, R3, R4, R5),
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with h(1) = a, h(3) = b, h(5) = c, h(2) = h(4) = λ, and the following sets of
rules:
R1 = R3 = R5 = {(t, out), (td, in)},
R2 = R4 = {(t, in), (d, in)}.
First, the traveler brings n ≥ 1 copies of d from the environment (each of
them immediately enters membrane 2), and then the traveler goes to mem-
brane 2. Subsequently the traveler brings m ≤ n copies of d into membrane
3 (each of them immediately membrane 4), and then the traveler goes to
membrane 4 (at this moment, it is possible that some copies of d remain in
membrane 2). From membrane 4, all copies of d are carried into membrane
5; the computation stops with the traveler in membrane 4. Thus, for any
computation σ of this type, we have
trace(t, σ) = 1n+1(23)m(45)m4, for some n ≥ 1, m ≤ n.
The traveler can also end up in membrane 2, after introducing all copies
of d in membrane 3, and returning to membrane 2. In the case of such a
computation σ we have
trace(t, σ) = 1n+1(23)n2, for some n ≥ 1.
Finally, we can also have the trivial computation where t enters only mem-
brane 2, without any copy of d present in the system, and this leads to
trace(t, σ) = 12.
Consequently,
L(Π) = {an+1bmcm | n ≥ 1, m ≤ n} ∪ {an+1bn | n ≥ 1} ∪ {a}.
Clearly, this language is not a context-free one. Note that system Π only has
symport rules, and that the rules are freely applied (we use no promoter or
inhibitor).
4 Universality results - using P systems with
promoted/inhibited rules
4.1 Computational universality – the generative case
We present two universality results concerning P systems with promoters or
inhibitors at the level of rules. Both proofs are based on the simulations of
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regularly controlled context-free grammars with appearance checking. Only
the sketch of the first proof is given here. The detailed proofs can be found
in [19].
As we presented in Subsection 2.1, the family of languages generated by
such grammars L(λrCac) is equal to the family of all recursively enumerable
languages L(RE). As a particular case, by NRE we denote the family of
Turing computable sets of numbers. This family is isomorphic to the family
of length sets of languages generated by regularly controlled context-free
grammars with appearance checking over one letter terminal alphabet.
Recall also, that, because P systems with symbol-objects operate with
multisets of objects (therefore we do not have the order given by strings)
at most we can study the equivalence with a family of vectors of natural
numbers.
We denote by PsPm(cat, proR), the family of sets of vectors of natural
numbers computed by systems with at most m membranes, 1 catalyst (say
c) and objects as promoters.
Theorem 1. PsPm(cat1, proR) = PsRE.
Proof. We will consider for this proof the implication NRE ⊆ PsP2(cat, proR);
the other way around is a straightforward construction based on the Church-
Turing thesis.
Let Greg = (Nreg, Treg, Preg, Sreg) be a regular grammar generating the
regular set Lreg. We denote by r the number of rules in Preg. The rules of
Preg are enumerated as i : (Mi → piQi) or i : (Mi → pi) with 1 ≤ i ≤ r,
where Mi ∈ Nreg and pi ∈ Treg ∀ 1 ≤ i ≤ r. For any such grammar Greg we




N′ = Nreg ∪ {M(i,1), M(i,2), M(i,3) | 1 ≤ i ≤ r}.
For any rule i : (Mi → piQi) ∈ Preg or i : (Mi → pi) ∈ Preg, 1 ≤ i ≤ r we
will have in P′ the sequence of rules:
Mi → M(i,1), M(i,1) → M(i,2), M(i,2) → M(i,3), M(i,3) → piQi,
Mi → M(i,1), M(i,1) → M(i,2), M(i,2) → M(i,3), M(i,3) → pi
respectively. Moreover, P′ does not contain other rules excepting the rules
considered above.
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In other words, the only difference between the two grammars is that
a new terminal is produced in grammar G′ after every fourth step of a
derivation.
Now let us construct a P system which simulates the derivation process
of a regularly controlled grammar with appearance checking. The system
will use only two membranes, one catalyst and promoters. The innermost
membrane will contain the generative mechanism and the results of com-
putation will be sent out to the skin membrane which will be the output
membrane of the system (the reason is that the catalyst is used during the
computation to inhibit the parallelism and it cannot be removed, so we can-
not obtain the number 0 as the result of computation if we use only one
membrane). In what follows we will discuss only the rules in the innermost
membrane since the skin membrane does not execute any task (its role is
only to collect the objects obtained during computation).
The promoters will be generated by a mechanism like the one presented
above (promoters will be actually terminal symbols from T′ and, therefore,
they will be generated every fourth step). They will permit the execution
of “context-free" rules in the “right" order – the order given by the regular
mechanism.
In order to correctly simulate the appearance checking mechanism we
have to modify the rules in grammar G′ such that we replace each rule of
type M(i,3) → piQi by rules of type: M(i,3) → piQi f or M(i,3) → piQia
depending on how the object pi indicates a rule from F (in the regularly
controlled grammar definition, the set F ⊂ P represents the appearance
checking set of rules; we will use the object a to identify that a rule with
the corresponding label pi is in the appearance checking set; if not, we will
produce object f in the rule). We will also consider the same construction
for the rules in G′ of type M(i,3) → pi, i.e., M(i,3) → pi f or M(i,3) → pia.
This means that, in the definition of our P system, for the inner membrane,
we will have rules of the following types:
• Mi → M(i,1) , M(i,1) → M(i,2) , M(i,2) → M(i,3) , M(i,3) → piQi f if pi is
not a label in the appearance checking set;
• Mi → M(i,1) , M(i,1) → M(i,2) , M(i,2) → M(i,3) , M(i,3) → piQia if pi is a
label in the appearance checking set;
• Mi → M(i,1) , M(i,1) → M(i,2) , M(i,2) → M(i,3) , M(i,3) → pi f if pi is not a
label in the appearance checking set;
• Mi → M(i,1) , M(i,1) → M(i,2) , M(i,2) → M(i,3) , M(i,3) → pia if pi is a
label in the appearance checking set.
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For a context-free rule (p : (A→ α)) ∈ GCF (GCF = (NCF, TCF, PCF, SCF))





Here, without losing generality. We have considered that α ∈ (N ∪ Tout)∗
which means that if we apply the rule p : (A → α) we will send the termi-
nal symbols to the output region (recall that we are interested only in the
number of objects).
This sequence of rules stands for the case when the context-free rule
A→ α can be applied and, therefore must be applied. In the case when the
rule mentioned cannot be applied we have to decide if the promoter present
indicates a rule with the label in the appearance checking set or not.
First, let us consider the case when the promoter is not a label in the
appearance checking set. In this case, recall that we deal with the following
sequences of productions (from the regular mechanism):
• Mi → M(i,1) , M(i,1) → M(i,2) , M(i,2) → M(i,3) , M(i,3) → piQi f , or
• Mi → M(i,1) , M(i,1) → M(i,2) , M(i,2) → M(i,3) , M(i,3) → pi f .
As a result of applying these rules we will have in the inner region,








The first two rules from this group are meant to delay the execution of
the third rule because we are not “sure" if the rule cA → cDα|p is or is not
applied.
With a construction similar to the one above we can solve the case when
we deal with rules that have labels in the appearance checking set. This
means that the rules to be applied are of the types:
• Mi → M(i,1) , M(i,1) → M(i,2) , M(i,2) → M(i,3) , M(i,3) → piQia , or
• Mi → M(i,1) , M(i,1) → M(i,2) , M(i,2) → M(i,3) , M(i,3) → pia.
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Here the difference from the previous case is that the trap symbol # is not
generated if the rule cA→ cDα|p cannot be applied. We only have to delete
the promoter p′. It may interfere in the next steps of computation if it is
not deleted. The rules below state the fact that if a rule is in the appearance
checking set and it can not be applied even if it is indicated by the regular
mechanism, then it can be skipped.
a→ a1,
a1 → a2,
p′ → λ|a2 ,
a2 → λ.
Finally, the initial configuration of the P system is composed of the start-
ing symbol SReg of the regulating mechanism, the starting symbol SCF of
the context-free mechanism and the catalyst c. The system will evolve in a
maximally parallel manner and its behavior is controlled by the catalyst and
promoters.
It can be seen that the descriptional complexity in terms of number of
membranes, number of catalysts and promoters is the same as in the original
proof in [12], but simulating a different computational universal mechanism.

As a particular case we have the following result:
Corollary 4.1 NOP2(cat1, proR) = NRE.
As can be seen, the promoters combined with one catalyst are sufficient
to prove the computational universal capabilities of the P systems when
using only context-free object rewriting rules. Also, a similar result, but for
inhibitors not promoters, stands.
Theorem 2. PsP2(cat1, inhR) = PsRE.
As a particular case we have the following result:
Corollary 4.2 NOP2(cat1, inhR) = NRE.
4.2 Computational universality – the accepting case
The following theorems illustrate the computational universality (in their
accepting variants) of P systems with object rewriting non-cooperative rules
and promoters/inhibitors at the level of rules. The systems we propose sim-
ulate the moves of deterministic register machines. Moreover, the obtained
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P systems are also deterministic. As in the previous subsection, we give here
only the proof sketch of the first theorem, for the details suggesting [19].
Theorem 3. PsIP2(cat1, proR) = PsRE.
Proof. In order to prove this assertion we will simulate a n–register machine
M = (n, P, i, h). At each time during the computation, the current contents
of register j is represented by the multiplicity of the object aj.
Formally, we define the P system
Π = (V, C, [1 [2 ]2 ]1, w1 = ∅, w2, R1 = ∅, R2, 1),
where:
V = {aj, Aj, Sj | 1 ≤ j ≤ n} ∪ {F, T} ∪ {e, e′ | (e : add(j), f ) ∈ P}∪
{e, e′, e′′ | (e : sub(j), f , z) ∈ P},
C = {c},
w2 = {c, e, a
kj
j , 1 ≤ j ≤ n, k j ∈ N},
and R2 is defined as follows:
















• for the instruction (h : halt) ∈ P, we add to R2 the rules:
aj → #|h, 1 ≤ j ≤ n
h→ λ
• the rule #→ # is added to R2,
• no other rules are added to R2.
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The system works as following. Initially the P system starts the com-
putation whit the objects ak11 , · · · , a
kn
n , the catalyst c and the label e of the
first instruction of the register machine we want to simulate in its input re-
gion (region 2). The vector (k1, · · · , kn) represents the vector that has to be
accepted by our P system. 
Theorem 4. PsIP2(cat1, inhR) = PsRE.
5 Universality results - using P systems with traces and
symport/antiport rules
The initial results presented in [20] (with which universality could be ob-
tained using antiport rules of an arbitrary weight, as well as promoters or
inhibitors), were significantly improved in [21].
Before presenting the latter we should mention that by lRE we mean
the family of recursively enumerable languages over alphabets of size l,
and that lLPm(symj, antik) denotes the family of languages over alphabets
of size l defined by traces of P systems with symport/antiport whit at most
m membranes, symport of weight at most j, and antiport of weight at most
k.
Here are the results presented in [21]:
lLPl+1(sym0, anti2) = lRE
lLPl+1(sym3, anti0) = lRE
lLPl+2(sym2, anti0) = lRE
For details regarding the proof, the reader is asked to consult the above
mentioned paper.
It can be seen that the number of membranes used to obtain universality
is strictly dependent on the size of the chosen alphabet, so an infinite hier-
archy is created. The question we try to answer in the next subsection (more
precisely we suggest some answers to it), is: Can lRE be obtained with P
systems in which the number of membranes does not depend on l?
TRIANGLE 6 • December 2011
Symport/Antiport and Traces in P Systems 85
5.1 Ways of obtaining lRE with the number of membranes not
depending on l
Several travelers
The firs way of decreasing the number of membranes is to consider several
travelers. Let us suppose that alphabet T (which was mentioned in section
2.3) has k components (travelers) and the considered P system contains m
membranes.
In this case V consists of k ∗ m symbols ai,j, where 1 ≤ i ≤ k, and 1 ≤
j ≤ m. Let σ = C1C2 . . . Ck, k ≥ 1, be a halting computation and let Ci(T) =
{aij| ti be in membrane j}.
We consider trace(T, σ) = {w1, w2, . . . , wk|wi ∈ V∗, ΨV(wi) = ΨV(Ci(T))},
i.e. wi is a linear arrangement of Ci(T) (more precisely, we allow here any
permutation). Hence, the language defined by a P system with several trav-
elers is given by: LT(Π) = {h(trace(T, σ))| σ is a halting computation in
Π}.
We should also mention that the language LT(Π) can be over k ∗m sym-
bols (provided by the k travelers and m membranes considered).
Using an inverse morphism
The second idea (invitation) we propose is to consider an inverse morphism.
Let us suppose we have the following morphism h : V∗ → U∗. Then, the
inverse morphism of h is defined as h−1 : U∗ → 2V∗ , where h−1(y) = {x ∈
V∗| h(x) = y}, y ∈ U∗.
Now let us consider the following example: let us have two alphabets,
V = {a1, a2, . . . , ak}, U = {0, 1} and the mapping h defined as above,
where h(ai) = 0i1. It is obvious that this mapping is injective; hence,
card(h−1(y)) = 1. We choose now a recursively enumerable language
L ⊆ V∗ and we write it in the form L = h−1(h(L)). It it obvious (from
the way we defined h) that choosing L from kRE, h(L) ∈ 2RE.
Using now the results from [21] we conclude that:
h(L) ∈ 2LP3(sym0, anti2),
and
h(L) ∈ 2LP3(sym3, anti0).
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Changing the labels of membranes
Our final proposed answer to the core question of this section is to consider
the change of the labels of the membranes. The idea is “borrowed" from the
P systems formalisms which deal with active membranes (details in [17]).
Our (symport) rules of the form (x, in), (x, out) can be rewritten as
x[ ]i → [x]i, and [x]i → [ ]ix, respectively, while the rule (x, out; y, in) (the
case of antiport) can be rewritten as y[x]i → [y]ix. Generalizing, we can con-
sider that whenever an object enters or exits a membrane it can change its
label. Thus, our rules will become: x[ ]i → [x]j, [x]i → [ ]jx, and y[x]i → [y]jx,
respectively.
Once this point has been reached another problem might arise: namely,
the conflict with other labels. To be more precise, when label i changes to j,
a different membrane may have the latter, which is of course, quite unwel-
come. For this reason, we thought of three ways of avoiding this conflict.
The first is the sequential use of rules. The second solution is to considera co-
herent set of rules of the form (i, j), all passing from i to j. And the last one is
to use at most one rule which changes the label and, in parallel, other rules
which do not change the label of the membranes. The reader is encouraged
to try them.
6 Final remarks and future work
We have put together some powerful results which arise from the mecha-
nisms of P systems with promoters/inhibitors, and symport/antiport con-
sidering the trace of a certain object through membranes.
We have also recalled here a new way of defining the result of a compu-
tation in a P system with symport and antiport rules: namely, taking into
consideration the trace of a specified object through membranes during a
computation. This idea is attractive because it leads to a string associated
with a computation rather than a number. We believe this last idea is worth
considering also for other classes of P systems. Of particular interest are sys-
tems whose computation is based entirely on communication, such as those
involving carriers [5] and various classes of systems with symport/antiport
rules. For instance, we can consider P systems with symport/antiport rules
with other control mechanisms on the use of rules or with other arrange-
ments of membranes – (e.g., P systems working on networks of elementary
membranes [8]).
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In the last section we proposed three different ways of solving the infinite
hierarchy problem related to the direct relationship between the necessary
number of the membranes in a P system needed to generate a RE language.
We also want to propose here that the relationship of P systems with
traces and Gauss codes be studied. (Gauss codes are one of the oldest prob-
lems leading to a formal language). Here is how they are obtained: consider
a planar closed curve with simple crossing points (i.e. it is not a tangent
point and the curve crosses itself only once that point). Assign the numbers
1, 2, . . . , n to the n crossing points of a given curve c. A sequence x(c) con-
taining exactly two occurrences of each i (i between 1 and n) and describing
the passing of the curve through the crossing points is called a Gauss code.
More details about Gauss codes can be found in [22].) It seems natural, in a
way, to think that the traveler considered here will “jump" on a Gauss curve
and follow its path, but so far no work has been done in this direction.
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