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ABSTRACT 
 
Efficient Production Optimization Using Flow Network Models. (August 2012) 
Pongsathorn Lerlertpakdee, B.Eng., Chulalongkorn University 
Co-Chairs of Advisory Committee:   Dr. Eduardo Gildin 
              Dr. Behnam Jafarpour 
 
Reservoir simulation is an important tool for decision making and field 
development management. It enables reservoir engineers to predict reservoir production 
performance, update an existing model to reproduce monitoring data, assess alternative 
field development scenarios and design robust production optimization strategies by 
taking into account the existing uncertainties. A big obstacle in automating model 
calibration and production optimization approaches is the massive computation required 
to predict the response of real reservoirs under proposed changes in the model inputs. To 
speed up reservoir response predictions without compromising accuracy, fast surrogate 
models have been proposed. These models are either derived by preserving the physics 
of the involved processes (e.g. mass balance equations) to provide reliable long-range 
predictions or are developed based solely on statistical relations, in which case they can 
only provide short-range predictions due to the absence of the physical processes that 
govern the long-term behavior of the reservoir. 
We present an alternative solution that combines the advantages of both 
statistics-based and physics-based methods by deriving the flow predictions in complex 
two-dimensional models from one-dimensional flow network models. The existing 
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injection/production wells in the original model form the nodes or vertices of the flow 
network. Each pair of wells (nodes) in the flow network is connected using a one-
dimensional numerical simulation model; hence, the entire reservoir is reduced to a 
connected network of one-dimensional simulation models where the coupling between 
the individual one-dimensional models is enforced at the nodes where network edges 
intersect. The proposed flow network model provides a useful and fast tool for 
characterizing inter-well connectivity, estimating drainage volume between each pair of 
wells, and predicting reservoir production over an extended period of time for 
optimization purposes. 
We estimate the parameters of the flow network model using a robust training 
approach to ensure that the flow network model reproduces the response of the original 
full model under a wide range of development strategies. This step helps preserve the 
flow network model’s predictive power during the production optimization when 
development strategies can change at different iterations. The robust networks training 
and the subsequent production optimization iterations are computationally efficient as 
they are performed with the faster flow network model. We demonstrate the 
effectiveness and applicability of our proposed flow network modeling approach to rapid 
production optimization using two-phase waterflooding simulations in synthetic and 
benchmark models. 
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NOMENCLATURE 
 
   unit conversion factor for the flow terms 
   total permeability 
    permeability in the direction along the flow path 
    permeability in the direction perpendicular to the flow path 
    cross-sectional area perpendicular to the direction of flow 
   relative permeability of the interested phase to the total permeability 
     relative permeability to the water phase 
     relative permeability to the oil phase 
    water viscosity 
    oil viscosity 
    water formation volume factor 
    oil formation volume factor 
    water phase pressure 
    oil phase pressure 
    water gravity or density 
    oil gravity or density 
   elevation from the datum 
   well-block thickness 
    incremental distance in flow direction / grid block dimension in the 
direction along the flow path 
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    grid block dimension in the direction perpendicular to the flow path 
    bulk volume of the interested control volume 
    unit conversion factor for the accumulation terms 
   porosity 
    water saturation in the pore volume 
    oil saturation in the pore volume 
      oil-water capillary pressure 
     source/sink term of the water phase, measured at the standard 
condition 
      source/sink term of the oil phase, measured at the standard condition 
      
  transmissibility of water at location (   ) evaluated at time-step n 
      
   transmissibility of oil at location (   ) evaluated at time-step n 
      coefficient of pressure difference in the accumulation term in water 
equation of cell i 
      coefficient of saturation difference in the accumulation term in water 
equation of cell i 
      coefficient of pressure difference in the accumulation term in cell i oil 
equation  
      coefficient of saturation difference in the accumulation term in cell i 
oil equation  
   Peaceman’s well index 
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   viscosity of the interested phase 
   formation volume factor of the interested phase 
    equivalent wellbore radius 
    actual wellbore radius 
   skin factor 
    well-block pressure 
     wellbore flowing pressure 
   flow rate in standard condition 
    transmissibility matrix evaluated at the current time-step 
    accumulation matrix evaluated at the current time-step 
      source/sink vector evaluated using new time-step pressure but with the 
well index evaluated at the current time-step 
      state vector of the new time-step 
    state vector of the current time-step 
      water cut 
    total number of wells 
     total number of connections 
    number of grids in each connection (user defined) 
    total number of grids in the system 
      objective function value to be minimized (scalar) 
 ( )  model response from the flow network model using the n
th
 control 
trajectory (vector of length   ) 
x 
 
   parameters to be varied (vector of length   ),          of each grid 
       observed data from the full-order model using the n
th
 control trajectory 
(vector of length   ) 
    weight matrix of the n
th
 realization (square matrix of dimension 
     ) 
 (  ) objective function in production optimization, NPV of the project 
    control trajectory, how each well is controlled 
       field oil production rate at time-step n 
      field water production rate at time-step n 
       field water injection rate at time-step n 
     income for each barrel of oil production 
     cost for each barrel of water production 
     cost for each barrel of water injection 
     time interval at time-step n 
   discount factor 
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 INTRODUCTION AND LITERATURE REVIEW 
 
Introduction 
Our days of easily producible oil and gas are over.  Increasing recovery of the 
fossil fuel by only a small percentage can significantly affect the accumulation of the 
reserves and the profitability of the current and future assets, especially given the current 
global economic and environmental demands and concerns.  
Development in diverse areas in petroleum engineering such as drilling, 
enhanced oil recovery (EOR), and data management allowed some improvements in 
recovery process. In addition, the oil and gas companies realize that the introduction of 
fast and more accurate reservoir management concepts can yield more recovery. To this 
end, efficient optimization methods can leverage these gains. 
With the natural production mechanism, oil recovery efficiency can be as low as 
5-15%. In some cases, where reservoirs are in contact with natural aquifers or big gas 
caps, they would help maintain reservoir pressure and hence improving production. 
However, in the absence of these pressure supports, a pressure maintenance program 
should be designed by either gas or water injection. This is indeed the most common 
practice in the industry. This secondary recovery could raise the recovery factor to be 
higher, average of 35-45%. After the field is maturely developed under secondary 
production mechanism, tertiary recovery or enhanced oil recovery technique could be 
 
____________ 
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implemented to squeeze additional 5-15% of oil in place. In all these cases, it can be 
seen that some of the hydrocarbons are still left underground. Some of these secondary 
and tertiary recoveries are related to fluid injection, which has two main mechanisms, 
namely pressure maintenance and sweep effect. The latter one is quite difficult to 
manage without a proper tool. 
Modern workflow processes can provide a better decision making tool by 
integrating geological and geophysical knowledge with the historical and real-time 
production data. These data can be used to build a more accurate reservoir model, which 
in turn, can be used as a tool to improve the production strategies. With the aid of the 
modern powerful computers, these workflows could be a great tool for petroleum 
engineers to better understand the reservoir dynamics, and hence efficiently develop the 
underground resources.  
Recently, the idea of closed loop reservoir management (CLRM) has gained 
more attention. It is shown to be beneficial to the overall oil-field operation and reservoir 
development. Many researches are concentrated on this idea (Jansen et al. 2005; Jansen 
et al. 2008). The overall concept of CLRM is illustrated in Figure 1. 
 
 
Figure 1: Simplified closed loop reservoir management idea 
Reservoir characterization 
and calibration 
Production optimization 
on the model(s) 
Implement optimal control on 
the field 
Get response from the 
true reservoir 
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Petroleum engineers normally deal with limited amount of data. Data that 
normally have good areal coverage like seismic data, which characterizing how the 
subsurface structure looks or sometimes also implies the fluid type contained in the 
structure, would have high uncertainty. The other types of data like well logs or other 
well related data can be measured quite accurately, but it only covers a very small 
portion of the reservoir. Combining these data together, sometimes with dynamic data 
like well testing, the reservoir models can be constructed. The reservoir is discretized 
into many small grid blocks containing information like porosity and permeability. 
These data are normally only available at the well location, which is very sparse relative 
to the reservoir size. In the grid blocks where there is no hard data, these parameters are 
assigned with the aid of geostatistical technique. There are many models that can give 
the same injection/production response, and the ‘real’ subsurface reservoir is actually 
unknown; therefore, many models are normally built and assessed to cover the 
uncertainties. 
These models need to be calibrated to the production history. This is to make 
sure that the model can reproduce the response from the reservoir using the same control 
input. The ability to reproduce the response from the reservoir would imply the 
predictive capability of the model to be further used for prediction or production 
optimization. History matching is notoriously known to be an ill-posed problem; many 
solutions can give the similar quality of match. Hence, multiple realizations also exist in 
the process. The process could be automated using the optimization algorithms. 
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Once the models are built and calibrated, taking the uncertainties into account, 
optimal control theory can play an important role in finding the best production strategy 
(Alhuthali et al. 2007; Brouwer and Jansen 2002; van Essen et al. 2006; Jansen et al. 
2008). This process is also normally automated by mathematical algorithms. The 
objective of production optimization could be maximizing oil production, penalizing 
water production and water injection, or maximizing NPV of the project, taking into 
account of discounted income, capital cost, and operating cost. In addition, optimization 
can also be used to find the optimal location to drill the well. This is known as the well 
placement problem. The optimization processes itself is an iterative method, which 
requires many simulation runs, could be as many as hundreds or thousands, or more, to 
get to the optimal solution. 
Basically, multiple geological models are built to account for the uncertainties. 
Each of them is calibrated to the production history. The predictive model is then used 
for production optimization to find the optimal production strategy. Once it is 
implemented in the field, the discrepancy between the actual response and prediction is 
used to update the models. It is called in the closed loop reservoir management because 
the feedback from the real field is used in to improve the model prediction capability, 
and hence more precise production strategy can be found and implemented to improve 
the recovery. 
Motivation 
From the idea of CLRM introduced previously, it can be seen that the history 
matching and production optimization are very computationally demanding processes. 
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Especially when it is implemented in the uncertainty quantification paradigm, many 
simulation runs are required to evaluate the model responses with respect to the changes 
in the model inputs. This sometimes makes it impossible to apply the CLRM concept to 
the ‘real world’ problem where the reservoir model is defined by millions of grid blocks. 
In this case, each simulation run could take hours or days to be completed. 
In order to overcome this computational burden, many initiatives in reduced-
order modeling have been researched. A central objective is to speed up the simulation 
runs. Some of the reduced-order modeling techniques are derived by preserving the 
physics of the involved processes, e.g. mass balance equations, to provide reliable long-
term predictions. These methods involve the use of mathematical manipulation to obtain 
the problem of smaller size. This complex mathematical manipulation could be quite 
difficult to understand. Some methods require information from the full-order model to 
be used in model construction. On the other hand, some reduced-order models are 
developed on the more simplified physics; some are even based solely on the statistical 
relationship between inputs and outputs. In this case, they can only provide the short-
term predictions due to the absence of the physical processes that govern the long-term 
behavior of the reservoir. However, one of the advantages of this type of model is that it 
can be built from only injection/production data. Many research projects (Cardoso and 
Durlofsky 2010; Sayarpour 2008; van Doren et al. 2006; Weber 2009) have applied the 
reduced-order modeling for production optimization. 
In this thesis, the goal is to obtain reduced-order models that can combine the 
strengths of both approaches in an optimal fashion. The developed reduced-order models 
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will be used as surrogate models for a more efficient production optimization. The idea 
is to define the model based on the input-output, i.e. production-injection relationship. In 
this case, the physics of flow in porous media will be simplified, but not totally ignored, 
such that the long term prediction capability is preserved. 
Literature Review 
Recently, the oil and gas industry has started deploying reduced-order modeling 
into the production optimization process. Many papers about the application of reduced-
order modeling in production optimization are available. Selected papers will be 
discussed in this section. 
van Doren et al. (2006) utilize the reduced-order model for production 
optimization. Proper orthogonal decomposition (POD), also known as principal 
component analysis, is used to generate the low-order models using snapshots of states 
from the forward simulation using the original high-order models. The authors then 
utilize reduced-order model for production optimization. 
For the POD model reduction, the concept is to project the original model states 
into the lower order subspace. It can be viewed as a projection of the original large state 
space model onto the smaller dimensional space. This is done so that the overall energy 
of the system is maintained at 90-100% of the original model.  
They demonstrate the method for production optimization in the waterflood 
problem. They use adjoint-based optimal control methodology to perform optimization 
on the low-order model. The results are then verified with the original high-order model. 
The process is repeated if it is necessary to do so. If the result of optimization on the 
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low-order model is applied on the high-order model and is found not to be optimal, then 
the model reduction would be performed using the new snapshots from the verification 
run, and the production optimization would also be repeated. They call the 
implementation framework a ‘nested approach’.  Basically, the simulated states from the 
low-order model are almost identical to the high-order model when the control trajectory 
is the same as the one used in the high-order model. However, if the control is extremely 
altered, the structures of the states of the high-order model are less well represented by 
the reduced-order model.  
In summary, van Doren et al. (2006) suggest that the procedure is very good for 
reservoir models with dominant large-scale geological features. It will be less beneficial 
to use the method with the reservoir models with small correlation length. 
POD can reduce the dimension of the problem significantly. However, Cardoso 
and Durlofsky (2010) point out that the degree of speed-up is limited in the standard 
procedure of POD for nonlinear problems. The standard POD procedure works at the 
level of the linear solver. However, the computational efforts for some operations, e.g. 
construction of Jacobian matrix, are not reduced at all. To overcome this problem, they 
applied the linearization procedure, specifically the trajectory piecewise linearization 
(TPWL), to the governing equations in addition to the reduced-order modeling using 
POD. In other words, they applied the POD framework on the linearized system. 
The method works by pre-determining the states and converged Jacobian 
matrices, which are determined in the training simulation runs. A basis matrix is then 
constructed from the states, saved from training simulation runs, using POD. This basis 
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matrix is then used to calculate the reduced states and reduced Jacobian matrices. In the 
subsequent simulation runs, new states can be obtained by linear expansions around the 
previously pre-determined reduced states and Jacobians. This procedure is 
computationally efficient because it is conducted in the reduced space. It has shown 
significant improvement in term of speed-up, compared to the standard POD procedure. 
In summary, these afore mentioned reduced-order modeling techniques are 
considered to be the physical-based type. The speed-up is gained from mathematical 
manipulation. In order to use these methods, the full order reservoir model is assumed to 
be known. 
Some other model reduction techniques are developed based on the more 
simplified physics, in particular, based on the wells/reservoirs input-output relationships. 
The Capacitance-Resistance Model (CRM) is developed to describe interactions between 
injectors and producers in the reservoirs. More detail about the CRM development and 
its application can be found in Sayarpour (2008) and Weber (2009). 
CRM is an input-output model that can be developed from only the 
injection/production data. The total injection rates are considered to be the input signals, 
while the total production rates are considered to be the output signals. The method is 
derived from the equivalency between the porous media flow and the electrical network 
models, so that the electrical potential is converted into voltage or current in a resistor-
capacitor circuit. It is initially developed using multivariate linear regression with 
diffusivity filters. The model has been improved continuously. It is also used as a tool to 
perform production optimization to increase recovery by manipulating injection rates. 
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The advantage of the model is that reservoir performance predictions can be done very 
quickly. In the CRM model, the production responses are given in total liquid production 
rates. Water and oil can be differentiated using the separate fractional flow models. 
Hence, if there is no water-breakthrough in the production history, CRM will predict the 
reservoir performance without any water production. 
From the previous discussions, it can be seen that some reduced-order modeling 
techniques depend on mathematical manipulation, which is sometimes difficult to 
understand and not familiar by most petroleum engineers. Some of them require only 
simple data such as injection/production data, but might not be accurate for long-term 
prediction. 
Considering both the pros and cons of each technique, an alternative method that 
combines the strengths of each approach is proposed. It must be rapid, easy to 
understand, and require less data. Furthermore, prior knowledge of the reservoir can be 
used to improve the predictive power of the model. 
Scope of Study 
This work proposes an alternative to the existing reduced-order modeling 
techniques. The proposed technique will not only speed up the calculations, but will 
maintain the long-term prediction capabilities. The reduced-order models will be used as 
surrogate models in production optimization processes. In addition, the mathematical 
formulation is derived from finite difference method, which is standard in reservoir 
simulation. 
  10 
 
The main idea is to build models based on the injection/production information. 
Instead of trying to define all the spatial properties, like porosity and permeability, only 
relationships between the output behavior of the reservoir from the given input 
production strategy are investigated and used in the processes. To do this, each pair of 
wells is connected with a one-dimensional finite difference reservoir simulation model. 
Since every well is connected to one another, a network of one-dimensional reservoir 
models is obtained. The important parameters that govern the fluid flow in each 
connection are how much fluid is contained in the drainage area in that specific 
connection and the reservoir quality, which will dictate the pressure drop along the flow 
path. It can be seen that the spatial reservoir model is transformed into the flow network 
model with much fewer parameters. The same physics of flow in porous media are still 
maintained, but the physical dimension is reduced. 
 Unlike the conventional reservoir models, the parameters in the flow network 
models depend very much on the dynamic status of reservoirs. Hence, the models need 
to be calibrated to the production data generated from the full-order models. Assuming 
full access to the full-order models, one can generate any responses from the full-order 
models; these do not have to be the same as one in the production history. In this case, 
the models will be used to perform production optimization, in which the models will be 
prescribed with wide ranges of control trajectories, i.e. how to control the injectors and 
producers. It would be better to have models that are less sensitive to the control 
trajectory. This can be achieved by calibrating the models against multiple sets of 
control trajectories. 
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The calibrated flow network models can be used as surrogate models for a much 
less expensive production optimization. Basically, once the full-order models are 
characterized and calibrated to the real production data, the flow networks, reduced-
order models, are generated and calibrated against the full-order models. The flow 
network models, instead of the full-order models, will be used to perform production 
optimization. The CLRM idea in Figure 1 can be replaced by Figure 2. To illustrate how 
the idea works, a few synthetic field examples will be demonstrated. 
 
 
Figure 2: Simplified closed loop reservoir management using surrogate model in 
production optimization 
Reservoir characterization and 
calibration (full-order model) 
Reduced-order 
modeling 
Production 
optimization on 
reduced-order model 
Implement optimal 
control on the field 
Get response from 
the true reservoir 
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MODEL CONSTRUCTION 
 
In conventional reservoir simulation models, the reservoir is discretized into 
many grid blocks; each of them is defined by spatial properties, e.g. porosity and 
permeability. Each block is considered as the control volume, which has fluid flowing in 
and out. The physics of flow involves mass balance of fluid in the control volume, flow 
equation, which dictates flow between grids, and equation of states of the fluid. Grid 
connections are defined by their spatial location relative to the others. 
In this work, the flow network model is introduced. The existing 
injection/production wells in the original model form the nodes or vertices of the flow 
network. Each pair of wells (nodes) in the flow network is connected using a one-
dimensional numerical simulation model; hence, the entire reservoir is reduced to a 
connected network of one-dimensional simulation models, where the coupling between 
the individual one-dimensional flow models is enforced at the nodes where network 
edges intersect. The proposed network model provides a useful and fast tool for 
characterizing inter-well connectivity, estimating drainage volume between each pair of 
wells, and predicting reservoir production over an extended period of time for 
optimization purposes. 
In this section, the basic governing equations of the subsurface flow will be 
covered; only two-phase oil-water fluid model is used in this work. First, the basic 
equations for one-dimensional simulation model are shown. Then, how the conventional 
model can be modified to get the flow network model is discussed.  
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Basic Flow Equations 
Multiphase flow in petroleum reservoir involves the simultaneous flow of oil, 
water, and gas. This multiphase flow transports multiple fluid components. In the case of 
black oil models, the fluid components are oil, water, and gas. Oil and water are assumed 
to be immiscible; hence, there is no mass transfer between these two phases. Gas can be 
soluble in oil, but not in water. Therefore, the gas component can occur in both oil and 
gas phases. The portion of gas soluble in oil is generally called solution gas. In this 
research, only two-phase oil-water flow is studied. 
The physics of fluid flow in porous media can be described by three major 
equations, namely mass conservation, flow equation, and equation of states. Full 
derivation would not be shown here. Only some equations that are used to create the 
flow network model concept are shown. More detail derivation can be found in reservoir 
simulation text books (Aziz and Settari 1979; Ertekin et al. 2001). Basically, the 
interpretation of these equations is that the difference of fluid flowing in and out of the 
control volume is equal to the rate of accumulation of that fluid in the control volume.  
The two-phase flow equations of water and oil in one-dimensional flow are described in 
equations (1) and (2). 
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where 
   is a unit conversion factor for the flow terms 
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   is a permeability in the direction along the flow path 
   is the cross-sectional area perpendicular to the direction of flow 
    is the relative permeability to the water phase 
    is the relative permeability to the oil phase 
   is the water viscosity 
   is the oil viscosity 
   is the water formation volume factor 
   is the oil formation volume factor 
   is the water phase pressure 
   is the oil phase pressure 
   is the water gravity or density 
   is the oil gravity or density 
  is the elevation from the datum 
   is the incremental distance in flow direction 
   is the bulk volume of the interested control volume 
   is the unit conversion factor for the accumulation terms 
  is the porosity 
   is the water saturation in the pore volume 
   is the oil saturation in the pore volume 
     is the source/sink term of the water phase, measured at the standard condition 
     is the source/sink term of the oil phase, measured at the standard condition 
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In equations (1) and (2), there are four unknowns, namely oil phase 
pressure (  ), water phase pressure (  ), oil saturation (  ), and water saturation (  ). 
Hence, an additional two equations are required to solve the above system. These two 
equations are the saturation equation, which limits the total saturation to be unity, and 
the capillary pressure equation, which relates the water pressure to the oil pressure. The 
two equations are given in equations (3) and (4), respectively. 
        (3) 
           (4) 
For this research, capillary and gravity effects are neglected. They are explicitly 
expressed in equations (5) and (6), respectively. 
             (5) 
  
  
   
(6) 
The number of unknowns is reduced down from four to two. In this case, oil 
phase pressure and water saturation are selected as unknowns for the system of 
equations.  Hence, the previous flow equations can be written as equations (7) and (8). 
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The terms, on the left hand side of equations (7) and (8), account for the flow 
into and out of the control volume of the two phases, while the first terms, on the right 
hand side, account for the rate of accumulation of both phases in the control volume. The 
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second terms, on the right hand side, represent external source and sink terms. They are 
for the injection into and production from the reservoir using the injectors and producers. 
Finite Difference Discretization 
Previously, the partial differential equations (p.d.e.) describing the oil-water flow 
in porous media are shown. In some cases, where further simplification can be made, the 
p.d.e. can be solved with analytical techniques. However, for some ‘real world’ 
applications, this becomes a daunting, if not impossible, task. One of the most popular 
techniques that can be used to solve the p.d.e. is the finite difference technique. The 
reservoir p.d.e. is discretized in both time and space to obtain the algebraic equations 
that can be solved simultaneously. Discretization of the p.d.e. is shown next. 
To begin with, discretization of the flow terms in space is manipulated. By 
looking at the left hand side term in the water flow equation, equation (7), the 
discretization in space becomes:  
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(9) 
Here, the term called transmissibility of water,    , is introduced as shown in 
equation (10). The transmissibility contains the geometrical factor of the flow between 
the two adjacent grids, and the pressure and saturation dependent parameters like 
formation volume factor, viscosity, and the relative permeability. 
          
   
    
 
(10) 
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We can re-arrange equation (9) and use the definition of the water 
transmissibility to obtain equations (11) and (12). 
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(12) 
For the oil equation, the discretization can be done in a similar fashion. 
Transmissibility of the oil phase would be used instead of water. Thus, the flow term of 
oil phase in equation (8) can be written as in equation (13). 
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For the first terms on the right hand side of equations (7) and (8), i.e. the 
accumulation terms, discretization in time can be done as in equations (14) and (15). 
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The accumulation terms in equations (14) and (15) can be further expanded. This 
expansion is non-unique; it can be done in many forms. For this research, the final forms 
are given in equations (16) and (17). 
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(17) 
The derivatives, with respect to pressure, of porosity and the inverse of the 
formation volume factor can be determined by numerical perturbation as shown in the 
equations (18) and (19). 
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Finally, the partial differential equations of water and oil, in the equations (7) and 
(8), can be transformed into the following algebraic equations as shown in equations 
(20) and (21) , respectively. 
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(21) 
For the source and sink terms, which represent the flow into and out of the 
reservoir by injection and production wells, the sign convention is defined such that 
mass going into the reservoir is positive, and negative otherwise. In general, injection 
wells can be controlled by specifying either injection rate or bottom-hole injection 
pressure. Producers are mostly controlled either by specifying liquid production rate or 
bottom-hole producing pressure. In the case of rate control, the rate term can be directly 
included into the algebraic equations. On the other hand, for wells that are controlled by 
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injection or production bottom-hole pressure, a well model is needed to couple the well 
production rate, well bottom-hole flowing pressure, and well-block pressure together. 
There exist many well models that can be used. Peaceman’s well index 
(Peaceman 1983), one of the most popular well models, is used for this research. 
Peaceman defines the equivalent wellbore radius. At this radius, the steady-state pressure 
in the reservoir is equal to the well-block pressure. The equivalent wellbore radius can 
be calculated using equation (22). 
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(22) 
where 
   is the permeability in the direction along the flow part 
   is the permeability in the direction perpendicular to the flow path. 
   is the grid block dimension in the direction along the flow path 
   is the grid block dimension in the direction perpendicular to the flow path 
In this research, the goal is to develop the network of one-dimensional flow 
models. Hence, only one-dimensional flow is investigated. Peaceman’s well model can 
be simplified as shown in equation (23). 
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From the equivalent wellbore radius obtained above, the injection/production rate 
and injection/production pressure relationship can be established by using the well 
index. It is given in equations (24) and (25). 
     
        
  [  (     )   ]
 
(24) 
    (      ) (25) 
where 
   is the Peaceman’s well index 
   is the unit conversion for the flow term 
  is the total permeability 
   is the relative permeability of the interested phase to the total permeability 
  is the well-block thickness 
  is the viscosity of the interested phase 
  is the formation volume factor of the interested phase 
   is the equivalent wellbore radius 
   is the actual wellbore radius 
  is the skin factor 
   is the well-block pressure 
    is the wellbore flowing pressure 
  is the interested phase flow rate in standard condition 
From the algebraic equations of water and oil, equations (20) and (21), either 
implicit or explicit formulation can be obtained. In the case that flow terms, on the left 
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hand side of the equations, are evaluated at the old time-steps, i.e. the pressure on the 
flow terms are evaluated at the old time-steps, the method is considered as an explicit 
formulation. On the other hand, if the new time-steps are used, it would be considered as 
an implicit formation. The explicit and implicit formulation can be written as in 
equations (26) and (27), using the arguments evaluated at { } and {   } respectively.   
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(27) 
The advantage of the explicit formulation is its speed. At each time-step, each 
grid block pressure and saturation can be solved explicitly. However, the explicit 
formulation is considered to be only conditionally stable. The stability of the explicit 
formulation depends on the grid size and time-step size.  
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In the implicit formulation, it can be seen that the flow terms on the left hand side 
of the equations are evaluated at the new time-steps. Hence, the pressure and saturation 
solution of each grid block would also depend on its neighbors. In this case, the 
equations of each grid block must be solved simultaneously. It is more computational 
demanding compared to the explicit formulation. However, its advantage over the 
explicit formulation is that it is unconditionally stable. Therefore, it is more practical in 
‘real world’ problems. 
This research is mainly concentrated in the waterflood problem; hence, the 
implicit formulation is used for the fact that it allows more flexibility in selecting the 
grid size and time-step. 
After the p.d.e. is discretized, the resulting algebraic equations must be solved. 
Various choices of how to solve these equations are available, e.g. fully implicit, implicit 
pressure explicit saturation (IMPES), sequential implicit, and semi-implicit. Obviously, 
the most powerful solution method is the fully implicit. However, it is more 
computationally demanding. In this project, the lagging coefficients method, i.e. semi-
implicit, is used to solve the algebraic equations. The pressure and saturation unknowns 
on the left hand side of the equations are evaluated at the new time-steps; however, the 
nonlinear terms that depend on the pressure and saturation are evaluated based on the 
pressure and saturation of the current time-steps. This makes the algebraic equations in 
each time-step become linear. Hence, they can be solved directly, not iteratively. 
Equations (26) and (27)  are modified to be solved with the lagging coefficients solving 
technique. Equations (28) and (29) are repeated here for the sake of completeness. 
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(29) 
In order to simplify notations, one can define the following parameters as shown 
in equations (30) to (33). The coefficients of the accumulation terms are re-defined: 
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 With the new definition of the coefficients of the accumulation terms, equations 
(28) and (29) can be rewritten as equations (34) and (35). 
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(35) 
Once the equations are established for each grid block, they can be rearranged 
and written in the matrix form as shown in equation (36). 
         (       )       
(36) 
where 
   is the transmissibility matrix evaluated at the current time-step 
   is the accumulation matrix evaluated at the current time-step 
     is the source/sink vector evaluated using new time-step pressure but with the well 
index evaluated at the current time-step 
     is the state vector of the new time-step 
   is the state vector of the current time-step 
In order to illustrate the matrix structure, a one-dimensional two-phase 
simulation model of the system with 5 grids is explicitly compiled. The transmissibility 
matrix is illustrated in equation (37), while the accumulation matrix is shown in equation 
(38). 
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(38) 
Because the coefficients of the flow terms (transmissibility) and accumulation 
terms are evaluated at the current time-step, equation (36) can be rearranged such that it 
can be linearly solved for the pressure and saturation in the next time-step as shown in 
equations (39) and (40).  
         (       )       
(39) 
(     )                
(40) 
In the case that the sources or sinks are specified by flow rates at the standard 
condition, they can be included into the equations by directly specifying the specific 
phase flow rate in the matrix equation. The injection into the grid is taken as positive 
sign, while the production out of the grid is taken as the negative sign. In the case that 
liquid rate is specified, water flow rate can be determined by the ratio of well index of 
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water and the sum of well index of both phases as shown in equation (41). Oil flow rate 
can be determined by the difference between liquid and water flow rate. 
     
   
       
 
(41) 
In the case that wells are specified by flowing bottom-hole pressure, the flow 
terms in the matrix   can be replaced by equations (42) to (45). Note that the well index 
is evaluated at the current time-step. 
        
 (   
        )  (42) 
        
    
             (43) 
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       (45) 
To this end, equation (40) has to be modified accordingly. The transmissibility 
matrix can be modified to include the negative of the product of the well index and the 
well-block pressure, while the left-hand side of the equation can be modified to include 
the negative of the product of the well index and the well flowing pressure. Then, the 
linear system of equations can then be solved directly. 
To solve the resulting system of linear equations, two main classes of method can 
be used. The first class is the direct method, e.g. Gaussian elimination and LU 
decomposition. Because the matrix is very sparse and has specific features, it can be 
efficiently solved by direct method for the small scale system. However, for the large 
scale problem, iterative methods would be considered to be more appropriate. GMRES, 
conjugate gradient, and bi-conjugate gradient are examples of the iterative methods. 
  28 
 
Flow Network Models 
In the previous subsection, the construction of a one-dimensional finite 
difference reservoir simulation is discussed. In this part, the methodology used to 
transform multi-dimensional models into the flow network models is described. 
As mentioned earlier, fluid flow in the reservoir is affected by interaction 
between wells and corresponding flow paths. In the proposed flow network modeling, a 
multi-dimensional reservoir is reduced to a connected network of one-dimensional 
simulation models, in which the coupling between the individual one-dimensional 
models is enforced at the well-block, where edges of each network intersect. Figure 3 
illustrates the transformation of flow in the two-dimensional domain of a two-well 
problem into the one-dimensional flow domain.  
 
 
Figure 3: Problem transformation from 2D model to 1D model 
 
In Figure 3, the wells are located at the diagonally opposite corners of the 
heterogeneous reservoir. The heterogeneity is shown by different shades of colors, which 
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represent the logarithmic value of permeability in each grid block. On the right hand 
side, the two wells are connected by one-dimensional grids with a similar color scale. 
This simple example illustrates the idea of reducing the problem from two to one 
dimension. 
In order to illustrate a more complex problem with a bigger set of wells, the 
inverted-5-spot waterflood problem is shown in Figure 4. 
 
 
Figure 4: Problem transformation from spatial model to network model 
 
In the flow network model, the physics of the flow is still described by three 
main components, namely mass conservation, flow equation, and the equation of states. 
The problem is formulated as a grid base simulation, and thus, it can be solved using 
finite difference methodology similar to what is previously described in the one-
dimensional problem. The main difference stems from the fact that, in flow network 
model, the input-output relationship is dictated by the interaction between wells via the 
network of one-dimensional models, not the detailed spatial multi-dimensional model.  
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Basic Flow Network Examples 
This part describes how to construct the flow network model for simple cases, 
which consist of only few wells in the systems. In the more complex cases, the flow 
network models can be constructed in a similar way. Figure 5 shows the simplified flow 
network model with 2, 3, and 4 wells, respectively. Note that physical dimensions and 
other important properties of grid blocks are not reflected in the figure. 
 
 
Figure 5: Simple flow network for 2, 3, and 4 well problems 
 
In the two-well case, the structure of the flow network model is exactly the same 
as the finite difference flow equation previously described. One single connection will 
connect the two wells together. In this case, the number of grids in the connection is 
arbitrarily defined to be five, as shown in the left picture in Figure 5. 
For the three-well problem, three connections are required to connect every well 
together, i.e. the first connection links well number 1 and 2, the second connection links 
well 1 and 3, and the last connection connects well 2 and 3. In the same way, each 
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connection is defined to have five grids. Because each connection will share the same 
grids at the well-blocks, the total number of grids would be   (   )       grids. 
Extending this idea to the four wells case, every well has to be connected to one 
another. Therefore,         connections are required. As before, each connection 
has five grids; hence, the system would consist of   (   )       grids. 
In summary, the number of connections and number of grids can be determined 
using the formulas given in equations (46) and (47). 
   
  (    )
 
 (46) 
        (    ) 
(47) 
where 
   is the total number of wells 
    is the total number of connections 
   is the number of grids in each connection (user defined) 
   is the total number of grids in the system 
Matrix Set-Up 
As mentioned in the previous subsection, the connectivity between each grid is 
different from conventional reservoir simulation with the orthogonal gridding system. In 
the conventional one-dimensional reservoir simulation problem, the transmissibility 
matrix is tri-diagonal for single-phase flow, or tri-block-diagonal for multi-phase flow. 
For the two-dimensional or three-dimensional single-phase flow, the transmissibility 
matrix is penta-diagonal and hepta-diagonal, respectively. In the flow network models, 
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the main structure is the tri-block-diagonal matrix. In addition to the main diagonal 
terms, there are off-diagonal terms that account for the connection between any two 
grids that are not numbered next to each other. The shape of the transmissibility matrix 
depends on how the grid numbering is defined. Although the matrix of the flow network 
model would have higher bandwidth, its main advantage stems from the fact that the 
number of grid blocks can be significantly reduced. In addition, the transmissibility and 
accumulation matrices are sparse; thus, they can be stored and solved efficiently. 
Grid Numbering 
Similar to the conventional simulation model, grids can be numbered in various 
ways. The numbering system can have an effect on the simulation efficiency if the direct 
method is used to solve the linear equation. In this section, the following example in 
Figure 6 is used to depict the grid numbering methodology used in this research. This 
numbering methodology is by no means optimized. This inverted-5-spot waterflood 
example is also used as a tool to demonstrate how to set up the flow network model in 
the following part. In this case, the system consists of 1 injector in the middle, which 
floods oil into each of the 4 producers at each corner of the square 2D reservoir. Based 
on the given formula, a total of 10 connections is used to link all the wells together. Each 
connection is arbitrarily defined to have 6 grids. The total of 45 grids is obtained in this 
flow network. 
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Figure 6: Flow network model for inverted-5-spot waterflood problem 
 
In Figure 6, different colors represent the different connections between each pair 
of wells. However, at each well-block grid, many connections share the same grid block; 
hence, it is only considered as one single grid block for each well. In each connection, 
the well with the smaller number, according to our gridding system, is considered as the 
head of the connection, while the well with the bigger number is the tail of the 
connection. The connection between wells one and two is considered as the first 
connection. Then, the connections from well one-to-three, one-to-four, and one-to-five 
would be the second, third, and fourth connections, respectively. Then, the two-to-three, 
two to four, and two-to-five would be the fifth, sixth, and seventh. Analogously, three-
to-four and three-to-five will be the eighth and ninth. The last one would be the 
connection for wells four and five. Figure 7 illustrates how each well is connected to 
one-another. The same color arrows in Figure 7 represent the connections with the same 
head. 
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Figure 7: Definition of connection 
 
As depicted by Figure 7, there are many different connections, and each of them 
can be viewed as a separate one-dimensional simulation model. To combine these 
connections as a flow network model, the global grid numbering is required. For the first 
connection, the grid numbering is given as shown in Figure 8.  
 
 
Figure 8: Grid numbering for connection number 1 
 
Note that each well-block is given with a number from 1 to   ;    is 5 in this 
case. Then, grid numbering for the grids without a well would be given from the first to 
the last connection, sequentially. Each connection will have 4 more grids in addition to 
the two well-block grids at the head and tail location of each connection. The other main 
connections that connect the injector and producers are the second, third, and fourth 
connections. Grid numbering of these connections is presented in Figure 9.  
 
  35 
 
 
Figure 9: Grid numbering for connection number 2, 3, and 4 
 
The fifth to the tenth connections are connections between producers and 
producers. Grid numbering of these connections can be found in Figure 10. 
 
 
Figure 10: Grid numbering for connection number 5 to 10. 
 
Transmissibility 
Similar to the conventional finite difference reservoir simulation models, the 
connectivity of adjacent grids is defined by transmissibility terms. In the conventional 
models, the south, east, north, west, top, and bottom transmissibility terms define the 
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connection between each grid. However, in the network models, transmissibility terms 
are defined differently as shown in equation (48). 
 (       )                                          
(48) 
Where 
  is the well number in the head of the connection 
  is the well number in the tail of the connection 
  is the local grid number 
  is the local grid number 
The transmissibility terms of any two grids can be indexed by specifying the well 
number at the head and tail of that connection, and the two grids that are being 
investigated. For example,  (       ) is the transmissibility of the grid number 5 and 6 
in the connection between wells 1 and 2.  
One may observe that the grids in the middle of the connection are only 
connected to the two adjacent grids, while the well-block grids, both head and tail grids, 
have more than two connections. In this specific problem, there are five wells; hence, 
each well-block is connected to the other four wells. Therefore, the well-block grids 
would have 4 connections. For example, well number 1 has four connections; the well-
block grid of well number 1 will have four transmissibility terms, 
namely  (       )  (       )  (       ) and  (       ). An additional example for 
well number 2 has   (       )  (       )  (       ), and  (       ). Figure 11 
illustrates connection number 1 and its transmissibility terms. 
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Figure 11: Transmissibility between each grid in connection between well 1 and 2 
 
Transmissibility in the other connection can be referenced in a similar way. To 
clarify the idea, one more example presenting the connection between well 3 and well 5 
is given in Figure 12.  
 
 
Figure 12: Transmissibility between each grid in connection between well 3 and 5 
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Transmissibility and Accumulation Matrices 
The transmissibility ( ) and accumulation( ) matrices of the flow network 
model are illustrated in Figure 13 and Figure 14 respectively. 
Overall, it can be seen that the transmissibility matrix ( ), shown in Figure 13, is 
very sparse. The main part can be viewed as a tri-block-diagonal matrix. The non-
diagonal terms account for the connection of the well-blocks and the adjacent grid 
blocks that are not numbered as its neighboring grids. The accumulation matrix ( ), 
shown in Figure 14, is a block-diagonal matrix. 
 
 
Figure 13: The structure of transmissibility matrix 
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Figure 14: The structure of accumulation matrix 
 
In this section, the construction of a flow network model and its mathematical 
formulation are given. Differences between the flow network model and the 
conventional reservoir model are pointed out. In the next section, how to make this flow 
network model be the predictive model to be further used for production optimization is 
discussed. 
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MODEL CALIBRATION 
 
In the previous section, the concept of how to construct the flow network model 
is given. Basically, it is very similar to the finite difference reservoir simulation model, 
but the wells are connected and interacted via a network of one-dimensional reservoir 
simulation models, instead of the multi-dimensional reservoir model. The flow network 
model would be used to replace the full-order model in production optimization part of 
the CLRM as shown in Figure 2. Once the full-order model is constructed and history 
matched, it will be used to generate the production responses for the flow network model 
calibration. The main task discussed in this section is how to tune the parameters in the 
flow network model to match the responses from the full-order model. Note that they 
could be different from the actual production history. 
Some of the required data for the flow network model is very similar to that for 
the conventional model. Fluid properties, namely PVT and viscosity models are the 
same as those used in the conventional model. For the rock properties like relative 
permeability, the same relative permeability curve as the one in the conventional model 
is used. However, by doing so, modeling error caused by dimension reduction will be 
introduced. The use of pseudo-relative permeability functions would potentially help to 
mitigate these errors. Since this thesis deals with the conceptual modeling of the flow 
network and given that it is the early stage of the model development, original relative 
permeability curves are used without modification.  
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In addition to the previously mentioned parameters, porosity and grid physical 
dimension dictate how much fluid is contained in the drainage area between each pair of 
wells, while the permeability will dictate how much pressure drop is caused by fluid 
flowing from one point to the other. To get the predictive flow network model, these 
parameters have to be tuned such that the flow network model can reproduce the 
response from the full-order model. 
Because the full-order model is known, information like average porosity, 
permeability, and initial fluid in-place can always be extracted and used as a good initial 
guess and constraints in the flow network calibration. 
Initialization of Calibration Process 
The task here is to describe the flow network model using a minimal number of 
parameters. The parameters that will be varied in each grid are grid dimension in the 
direction perpendicular to the flow path (  ) and grid permeability ( ).  
For the other parameters, namely                   , the prior knowledge in 
the full-order model can be used as a guide. For the two-dimensional flow domain,    of 
each grid can be defined such that the sum of    in that specific connection is equal to 
the actual distance between that pair of wells. For   , its value would be equal to the 
reservoir thickness. Porosity also has an effect on the fluid volume in each drainage area. 
In our case, only    would be varied to affect the fluid volume in the connections, while 
porosity and other grid block dimensions will be kept constant. The porosity value of 
grids in the flow network model is the average porosity of the full-order model. 
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In addition to the main idea above, each connection is divided into three main 
parts. The first part is the well-block in the head position of the connection. The second 
one is well-block at the tail position. The last one is the grids in the middle of the 
connection that carry most of fluid in the drainage area. Only the three sets of parameters 
are tuned, not each single grid, in each connection. This way, the number of parameters 
in the flow network model calibration is minimized. 
As this research is mainly concentrated on fluid displacement problems, the 
waterflood problems; most of the fluid is expected to be carried in the connection 
between injectors and producers, not between the producers and producers. Hence, the 
calibration can be initialized such that more fluid is in the connections between injectors 
and producers. For permeability, we can start with the average permeability of the field.  
Calibration Objective Function 
Similar to the history matching problem, where the full-order model parameters 
are tuned to match the response of the true reservoir, the flow network model parameters 
will be varied to minimize the mismatch between the flow network model and the full-
order model responses.  
For injectors, if the water injection rate is controlled, the injecting bottom-hole 
pressure is considered as observed data, and vice-versa. Similarly for producers, if 
producing bottom-hole pressure is specified, observed data is the oil and water 
production rate. In the case that producers are controlled by specifying the liquid 
production rate, observed data is the oil production rate, water production rate, and well 
producing bottom-hole pressure. 
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The frequency of the observed data, generated by the full-order model, and the 
flow network model responses has to be the same in order to reconcile the same 
dynamics. In this research, the responses are generated and compared every ten days. 
To calibrate the model, the objective function that is a measurement of the 
mismatch between the full-order model and the flow network model responses is defined 
as shown in equation (49). It can be viewed as the Euclidean norm of the weighted 
mismatch between the full-order model and the flow network model responses. 
      ( ( )      )
  ( ( )      ) (49) 
where  
      is the objective function value to be minimized (scalar) 
 ( ) is the responses from the flow network model (vector of length   ) 
  is the parameters to be varied (vector of length   ),          of grids  
     is the observed data from the full-order model (vector of length   ) 
  is the weight matrix (square matrix of dimension      ) 
Note that the weight matrix can be as simple as the identity matrix. It could be a 
diagonal matrix with each diagonal element reflecting the confidence or uncertainty in 
the observed data of that specific term of mismatch.  
Prior knowledge from the full-order model can be utilized to better pose the 
problem. For example, the linear equality constraint can be imposed on the    to make 
the flow network model preserve the total pore volume of the full-order model. In 
addition, to make the problem more stable, lower and upper bounds can be prescribed to 
limit the range of the practical value of each parameter. 
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Optimization Algorithm Used in Model Calibration 
The objective of the model calibration process is to minimize the mismatch 
between observed data and model response. Optimization algorithms can be employed in 
order to handle the mathematics associated with the minimization process. Many 
optimization algorithms are available (Griva et al. 2009).  
Some of these production optimization algorithms are gradient-based methods 
like steepest descent, which requires only the first order derivative information. The 
Newton algorithm would be more sophisticated, but requires Hessian, the second order 
derivative information. This makes it more computationally expensive. Quasi-Newton 
methods are something in between; they estimate the Hessian using different techniques. 
A major drawback of these gradient-based methods is that it might get stuck in the local 
optimum.  
Some other techniques are available for global optimization. These include 
simulated annealing, evolutionary algorithm, and swarm-based optimization algorithm, 
among others. These algorithms are even more computationally demanding. 
In this study, our primary objective is to demonstrate the construction and 
utilization of the flow network model, not to find the best method to calibrate the model. 
Therefore, only gradient-based methods are considered and used. 
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Implementation 
To demonstrate the framework to calibrate or train the flow network model, the 
flow network model is coded in MATLAB®. The full-order model response is generated 
using commercial software, namely ECLIPSE. The calibration process was done using 
‘fmincon’ keyword in MATLAB®. The objective function is basically the weighted 
Euclidean norm of the mismatch vector. The overall workflow is shown in Figure 15. 
 
 
Figure 15: The framework of standard model calibration  
 
The gradient of the objective function with respect to each calibration parameter 
is required. In this study, it is calculated by numerical perturbation, considering that each 
simulation run can be done rapidly. It is required to run simulations as many times as the 
number of calibration parameters. 
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Further study can improve the efficiency by deploying the gradient calculation 
using adjoint formulation or using other efficient techniques. 
Robust Training 
Similar to the history matching problem of the conventional reservoir model, the 
inverse problem is ill-posed; there might be so many non-unique solutions that can yield 
a response similar to the observed data. However, each of them would give different 
prediction. 
In the case that data, used in the calibration, is generated from one single 
realization of the control trajectory, the flow network model might be able to  reproduce 
the response of the full-order model, in which the wells are controlled by that specific 
control trajectory. However, when the calibrated flow network model is prescribed with 
other control trajectories, it might no longer be able to produce the same response as the 
full-order model. In other words, the flow network model might lose its prediction 
capability if the control trajectory is altered from the one that is used to train the model. 
The primary goal of this research is to develop a flow network model such that it 
can be used as a surrogate model to perform production optimization. In production 
optimization, the control is varied to find the optimal production strategy. According to 
the defined objective, if the flow network model is sensitive to the control trajectory, the 
resulting control might be inaccurate. In the worst case scenario, the obtained optimal 
control might give a worse result than the initial guess. 
To avoid this problem, ‘robust training’ can be used. Robust training is basically 
a model calibration against multiple sets of control trajectories. This is very similar to 
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idea of robust optimization. van Essen et al. (2006) has successfully used the robust 
optimization to find the optimal waterflooding strategy under uncertainty in the 
geological modeling. In our application, multiple realizations of production responses 
can be generated from different control trajectories, expected and allowed in the 
production optimization. The flow network model is then calibrated against these 
realizations of responses instead of one single set of responses. 
The objective function of the flow network model calibration could be modified 
to minimize the expected value of the Euclidean norm of the weighted mismatch 
between the flow network model and full-order model response with respect to each 
control trajectory. In other words, the mean of the objective function of each single 
realization is minimized. The robust training objective function is modified to be 
equation (50). 
             [( ( )       )
 
  ( ( )       )] (50) 
where 
 ( )  is the response from the flow network model using the n
th
 control trajectory  
  is the parameters to be varied (grid dimension and permeability) 
      is the observed data from the full-order model using the n
th
 control trajectory  
   is the weight matrix of the n
th
 realization 
Note that the full-order model is only needed to generate responses with respect 
to different control trajectories. Therefore, it is run only as many times as the number of 
realizations of control trajectories desired in the robust training framework. During the 
process, only the flow network model with the updated parameters is run to match the 
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pre-determined full-order model responses. Hence, the process can be implemented 
efficiently. The product of the robust training is one single calibrated flow network 
model that is less sensitive to the control trajectories. 
The predictive power of the resulting model on one specific control might not be 
as good as doing standard calibration on that specific control trajectory. However, the 
model is relatively good for the wider range of control that is expected in the production 
optimization. Overall, the robust model calibration is illustrated in Figure 16. 
 
 
Figure 16: The framework of robust model calibration technique 
 
For clarity, robust training is not a requirement for the flow network model 
calibration. Ideally, robust training can yield the result that is less sensitive to the control 
trajectory. However, in some cases, standard calibration against one single control 
trajectory might be good enough. It is very problem dependent.  
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Training Control Trajectories Data 
As mentioned previously, the flow network model parameters have to be tuned to 
match the flow network model responses with the full-order model responses. Different 
from the history matching problem, where the full-order model parameters are tuned to 
match the full-order model responses with the real production history of the field, 
production responses can be generated from the full-order model using any control 
trajectory. However, the question is which kind of data is a good training data for the 
flow network model. Although it might not be optimal, the main idea here is to generate 
the training data using the ranges of control trajectories that are allowed in the real field 
operation. This allowable range of control would also be the constraints in the 
production optimization. 
In each realization, the control trajectory has two dimensions, namely wells and 
control-steps. Ideally, the training data should cover the whole space of the possible 
control. In this case, the Latin Hypercube Sampling (L.H.S.) technique is employed to 
construct each realization. 
For the waterflooding problem, one of the key objectives is to maintain the 
reservoir pressure. Therefore, the off-take should be controlled to be relatively equal to 
the in-take of the reservoir. In other words, field liquid production has to be relatively 
equal to the field water injection.  
Depending on how wells are controlled, if injectors are controlled by injection 
rate, and producers are controlled by bottom-hole flowing pressure, the field is 
automatically operated at the voidage replacement ratio of one, i.e. in-take is equal to 
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off-take. The average reservoir pressure is mainly dictated by ranges of bottom-hole 
flowing pressure of the producers. On the other hand, if injectors are controlled by 
bottom-hole injection pressure, and producers are controlled by liquid production rate, 
the voidage replacement ratio is still unity, but the average reservoir pressure becomes 
dictated by the injection pressure. In the case that both injectors and producers are 
controlled by rate, there is no guarantee that the voidage replacement ratio would be 
unity, unless the equality constraint is applied to force the field water injection rate to be 
equal to the field liquid production rate. Lastly, if both injectors and producers are 
controlled by bottom-hole pressure, the voidage replacement ratio is unity, and the 
average reservoir pressure is between the injection and production pressure. 
To generate the training data in the case that either injectors or producers, or 
both, are controlled by bottom-hole pressure, each well control trajectory can be 
generated using the L.H.S. technique without any modification. However, for the cases 
that both injectors and producers are controlled by liquid production rate, either injectors 
or producers are initially put on bottom-hole pressure control to observe the expected 
range of flow rate based on the allowable bottom-hole pressure. Then, L.H.S. is 
implemented to sample injection or production rates for each injector or producer, based 
on the ranges of flow rates from the bottom-hole pressure control simulations. The flow 
rates of each well are then scaled to have an approximate voidage replacement ratio of 
unity. If the scaled flow rates violate the allowable ranges of control, then they are re-
sampled until they comply with all the constraints. 
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In addition, the training data should be at least equal to or longer than the 
expected range of production optimization. It should also be long enough to have 
sufficient pore volume of injection at the end of the production period. This is to make 
sure that every well has a reasonable period of production after water-breakthrough. 
Based on our experience, this would give a better model. 
In the real applications, the process should be designed backward from 
production optimization to model calibration. For illustration, if the model is to be 
optimized for 400 days, it should be trained with the similar injection/production control 
but with longer production time to achieve more pore volume of injection, 600 days for 
example. The closer the training data to the expected condition in the production 
optimization, the better predictability of the model is expected. 
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PRODUCTION OPTIMIZATION 
 
The ultimate goal of this research is to have a robust and fast tool to be utilized in 
finding the optimum production strategy that would help the operators make a better 
decision on the day-to-day field operations, or even in the real-time basis under the 
closed loop reservoir management concept. Brouwer and Jansen (2002) and Jansen et al. 
(2008) demonstrated the idea of using reservoir simulation as a tool to optimize the 
waterflood operation using optimal control theory. van Essen et al. (2006) showed the 
idea of doing robust optimization of waterflooding field under uncertainty of the 
geological models. 
The idea is to utilize the reduced-order models, the flow network models in this 
case, to perform production optimization instead of the full-order models.  This is similar 
to what van Doren et al. (2006) does with  the reduced-order model using proper 
orthogonal decomposition, and Cardoso and Durlofsky (2010) use the trajectory 
piecewise linearization (TPWL) model for production optimization. 
Basically, the production optimization problem can be interpreted as finding the 
control trajectory that would minimize or maximize the specified objection function. 
This could be to maximize the net present value (NPV) of the project, ultimate oil 
recovery, minimize water production, or delay water breakthrough. 
As suggested previously in the flow network model calibration, there are many 
optimization algorithms that could automate the process. However, for this research, the 
gradient-based optimization method is used.  
  53 
 
Assumption 
Since this research is concentrated in the waterflood problem, one of the goals is 
to maintain a relatively constant reservoir pressure. A voidage replacement ratio of unity 
is desired. In the case that either injectors or producers are controlled by bottom-hole 
pressure, this condition would be achieved automatically. In the case that both of them 
are controlled by flow-rate, this voidage replacement ratio of unity should be imposed as 
a constraint in the selection of the feasible control trajectory. This constraint is expressed 
as shown in equation (51). 
∑      
  
   
 ∑     
  
   
 
(51) 
This can simply be interpreted as the allocation of injection and production rate 
of each well to achieve the optimal condition. The oil price is assumed to be $100 per 
barrel, the cost to handle the produced water and inject water is assumed to be $10 per 
barrel. No discount factor is imposed in this demonstration. 
Objective Function and Mathematical Formulation 
In this research, the objective of production optimization is to maximize the NPV 
of the project. NPV is a function of field oil production, field water production, field 
water injection, their associated cost and sale price, and the discount factor at each time-
step. The objective function is shown in equation (52). 
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(52) 
where  
 (  ) is the NPV of the project 
   is the control trajectory 
      is the field oil production rate at time-step n 
      is the field water production rate at time-step n 
      is the field water injection rate at time-step n 
    is income for each barrel of oil production 
    is the cost for each barrel of water production 
    is the cost for each barrel of water injection 
  is the discount factor 
    is the time interval at time-step n 
  is number of time intervals for discounting 
From the objective function shown above, it can be seen that field oil production 
rate, field water production rate, and field water injection rate depend on the well control 
trajectory. The input-output relationship is basically defined by the reservoir simulation 
run. This optimization problem can be expressed as shown in equation (53). 
   
    
 (  )   (  )  ∑ (
     
   
  (       )) 
(53) 
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Subject to  
 (            )    
(54) 
         (55) 
     
(56) 
        
(57) 
where 
 (  ) is the terminal cost 
   is the function of states vector     and control input vector    
Equation (54) is the reservoir simulation equation, which relates the control 
inputs, states, and outputs of the system together. Equation (55) is the initial states of the 
reservoir, i.e. initial pressure and saturation. Equation (56) is the linear equality 
constraints of the control inputs. In the case that the water injectors are controlled by 
water injection rate and the producers are controlled by liquid production rate, the 
voidage replacement ratio constraint can be included via this constraint. Equation (57) is 
the lower bounds and upper bounds of the control inputs. The allowable range of control 
inputs can be imposed on the optimization via these constraints. 
Implementation 
For this research, similar to the model training procedure, production 
optimization is implemented in MATLAB®. The ‘fmincon’ function is used to perform 
the constrained minimization. In this case, the objective function, to be minimized, is 
modified to be the negative value of NPV. The initial guess is the control trajectory that 
each producer is controlled by the constant uniform flowing bottom-hole pressure. The 
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gradient of the objective function with respect to control trajectory is automatically 
obtained by numerical perturbation in the ‘fmincon’ function. The maximum number of 
iterations is set to be 100. 
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CASE STUDIES 
 
To demonstrate the entire workflow from the model construction to the 
production optimization problem, the following synthetic reservoir models are used as 
full-order models.  
Synthetic Reservoir Model 1 
The first example is the inverted-5-spot waterflood in the synthetic 2D two-phase 
reservoir. The objective is to maximize the NPV of the project by varying the bottom-
hole flowing pressure of each producer within 400 days of production. The information 
about the reservoir and fluid properties can be found in the Table 1. Location and basic 
information about each injector and producer can be found in Table 2, while fluid 
relative permeability and PVT data can be found in Table 3 and Table 4 respectively. 
The map, shown in Figure 17, depicts the logarithmic value of the permeability 
of each grid block. Overall, it can be seen that the southwest region has the highest 
permeability, while the northeast region has the lowest permeability in this map.  
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Table 1: Synthetic model 1 – basic reservoir properties 
Properties Parameters Value 
Number of grid cells in x direction   
 51 
Number of grid cells in y direction    51 
Number of grid cells in z direction    1 
Grid block size in x direction    32.808399 ft 
Grid block size in y direction    32.808399 ft 
Reservoir thickness h 32.808399 ft 
Permeability in x, y, z direction          Figure 17 
Porosity (reference)   20% 
Rock compressibility (constant)        
   
Oil relative permeability    (  ) See Table 3 
Water relative permeability    (  ) See Table 3 
Oil viscosity    See Table 4 
Oil formation volume factor    See Table 4 
Water viscosity    See  equation (58)  
Water formation volume factor    See  equation (59) 
Oil compressibility        
        
Water compressibility        
        
Initial reservoir pressure (all block)             
Initial water saturation (all block)    0.1 
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Figure 17: Synthetic model 1 – logarithmic value of permeability map  
 
Table 2: Synthetic model 1 – basic information about the wells 
Well no. I location J location K location Well radius (ft) Skin factor 
INJ1 26 26 1 0.583 0 
PROD1 1 1 1 0.583 0 
PROD2 1 51 1 0.583 0 
PROD3 51 1 1 0.583 0 
PROD4 51 51 1 0.583 0 
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Table 3: Water and oil relative permeability 
Water saturation Water relative permeability Oil relative permeability 
0 0 1 
0.10 0.0001 1 
0.20 0.0025 0.716 
0.30 0.0230 0.4793 
0.40 0.0842 0.2899 
0.50 0.2115 0.1479 
0.60 0.4319 0.0533 
0.70 0.7740 0.0059 
0.75 0.9999 0.0001 
0.80 1.000 0 
0.90 1.000 0 
1.00 1.000 0 
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Table 4: Oil PVT and viscosity data 
Oil phase pressure 
(psia) 
Oil formation volume factor 
(RB/STB) 
Oil viscosity  
(cp) 
400 1.012 1.17 
800 1.009 1.14 
1200 1.005 1.11 
1600 1.001 1.08 
2000 0.996 1.06 
2400 0.990 1.03 
2800 0.988 1.00 
3200 0.985 0.98 
3600 0.980 0.95 
4000 0.975 0.94 
4400 0.970 0.92 
4800 0.965 0.91 
5200 0.960 0.90 
5600 0.955 0.89 
6000 0.950 0.88 
6400 0.945 0.87 
6800 0.940 0.86 
7200 0.935 0.85 
7600 0.930 0.84 
8000 0.925 0.83 
8400 0.920 0.82 
8800 0.915 0.81 
9200 0.910 0.80 
9600 0.905 0.79 
10000 0.900 0.78 
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The water formation volume factor is defined by equation (58). 
  (  )   
  (    )
        
 
(58) 
where 
     is the reference pressure, 2800 psi in this case 
  (    ) is the formation volume factor at the reference pressure, 1 RB/STB in this case 
  (  ) is the formation volume factor at the pressure of    
   is the water phase pressure 
    (       ), where    is the water compressibility 
Water viscosity can be calculated using equation (59). 
  (  )   
  (    )
        
 
(59) 
where 
     is the reference pressure, 2800 psi in this case 
  (    ) is the water viscosity at the reference pressure, 1 cp in this case 
  (  ) is the water viscosity at the pressure of    
     (       ), where   is water viscosibility,         
  in this case 
Training Data 
As mentioned previously, the flow network model needs to be calibrated to 
injection/production training data in order to be able to reproduce the response from the 
full-order model. The training data is generated from the full-order model using the 
following control trajectory. 
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As the production optimization would be performed for 400 days, the training 
data should be at least 400 days or more. In this case, 600 days of training data is used to 
ensure water breakthrough in every producer. The injector is controlled by a constant 
bottom-hole injection pressure of 3500 psi. Each producer is allowed to be operated 
between 2500 and 2900 psi. The whole production period is divided into 10 equal 
periods. Ten realizations of control trajectory are generated using L.H.S., and they are 
shown in Figure 18. 
The full-order model responses are generated using ECLIPSE. The injection and 
production responses can be found as follows. Figure 19, Figure 20, and Figure 21 show 
water injection rate of injector and the oil production rate, water production rate of each 
producer respectively. Figure 22 shows the liquid production rate of each producer. It 
can be seen that the total liquid production rate and the total injection rate are about the 
same since the field is operated at the voidage replacement ratio of unity. 
From the training data, each well has a different range of liquid production rates, 
which are dictated by the permeability heterogeneity. All producers have good amount 
of data after water-breakthrough as previously suggested. These responses are used as 
the observed data for the flow net work model calibration. 
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Figure 18: Synthetic model 1 – training control trajectories, bottom-hole flowing pressure of each well 
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Figure 19: Synthetic model 1 – resulting water injection rate of injector 
0 200 400 600
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000
INJ rate response #1
Time, days
In
je
c
ti
o
n
 r
a
te
, 
S
T
B
/d
a
y
0 200 400 600
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000
INJ rate response #2
Time, days
In
je
c
ti
o
n
 r
a
te
, 
S
T
B
/d
a
y
0 200 400 600
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000
INJ rate response #3
Time, days
In
je
c
ti
o
n
 r
a
te
, 
S
T
B
/d
a
y
0 200 400 600
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000
INJ rate response #4
Time, days
In
je
c
ti
o
n
 r
a
te
, 
S
T
B
/d
a
y
0 200 400 600
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000
INJ rate response #5
Time, days
In
je
c
ti
o
n
 r
a
te
, 
S
T
B
/d
a
y
0 200 400 600
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000
INJ rate response #6
Time, days
In
je
c
ti
o
n
 r
a
te
, 
S
T
B
/d
a
y
0 200 400 600
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000
INJ rate response #7
Time, days
In
je
c
ti
o
n
 r
a
te
, 
S
T
B
/d
a
y
0 200 400 600
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000
INJ rate response #8
Time, days
In
je
c
ti
o
n
 r
a
te
, 
S
T
B
/d
a
y
0 200 400 600
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000
INJ rate response #9
Time, days
In
je
c
ti
o
n
 r
a
te
, 
S
T
B
/d
a
y
0 200 400 600
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000
INJ rate response #10
Time, days
In
je
c
ti
o
n
 r
a
te
, 
S
T
B
/d
a
y
 
 
OBS INJ#1
   
 
 
6
6
 
 
Figure 20: Synthetic model 1 – resulting oil production rate of each producer 
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Figure 21: Synthetic model 1 – resulting water production rate of each producer 
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Figure 22: Synthetic model 1 – resulting liquid production rate of each producer
0 200 400 600
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000
Liquid prod response #1
Time, days
P
ro
d
u
c
ti
o
n
 r
a
te
, 
S
T
B
/d
a
y
0 200 400 600
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000
Liquid prod response #2
Time, days
P
ro
d
u
c
ti
o
n
 r
a
te
, 
S
T
B
/d
a
y
0 200 400 600
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000
Liquid prod response #3
Time, days
P
ro
d
u
c
ti
o
n
 r
a
te
, 
S
T
B
/d
a
y
0 200 400 600
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000
Liquid prod response #4
Time, days
P
ro
d
u
c
ti
o
n
 r
a
te
, 
S
T
B
/d
a
y
0 200 400 600
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000
Liquid prod response #5
Time, days
P
ro
d
u
c
ti
o
n
 r
a
te
, 
S
T
B
/d
a
y
0 200 400 600
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000
Liquid prod response #6
Time, days
P
ro
d
u
c
ti
o
n
 r
a
te
, 
S
T
B
/d
a
y
0 200 400 600
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000
Liquid prod response #7
Time, days
P
ro
d
u
c
ti
o
n
 r
a
te
, 
S
T
B
/d
a
y
0 200 400 600
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000
Liquid prod response #8
Time, days
P
ro
d
u
c
ti
o
n
 r
a
te
, 
S
T
B
/d
a
y
0 200 400 600
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000
Liquid prod response #9
Time, days
P
ro
d
u
c
ti
o
n
 r
a
te
, 
S
T
B
/d
a
y
0 200 400 600
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000
Liquid prod response #10
Time, days
P
ro
d
u
c
ti
o
n
 r
a
te
, 
S
T
B
/d
a
y
 
 
OBS PROD#1 OBS PROD#2 OBS PROD#3 OBS PROD#4 OBS TOTAL LIQ PROD
  69 
 
 
Calibration 
As there are five wells in this problem, the matrix set-up would be exactly the 
same as the one given in previous sections. The model is initialized such that the total 
pore volume of the flow network model is the same as the original full-order model. In 
addition, to make sure that the calibrated flow network model would preserve the pore 
volume of the full-order model, a linear equality constraint is prescribed in the 
optimization algorithm. The lower bound of the grid dimension perpendicular to the flow 
direction,   ,  is defined to be 10 ft. The initial guess of    is designed such that 90% of 
the pore volume is contained in the connection between the injector and producers, 
which is a reasonable guess for this waterflood problem. The initial guess of 
permeability of each grid block is equal to the average permeability of the full-order 
model. The lower bound of the permeability value is defined to be 10 md. The 
minimization is performed using ‘fmincon’ in MATLAB®. The resulting calibrated flow 
network model parameters and the matches of each response are given as follows. 
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Figure 23: Synthetic model 1 – calibration result of grid dimension perpendicular to the flow path 
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Figure 24: Synthetic model 1 – calibration result of grid permeability 
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Figure 25: Synthetic model 1 – water injection rate match of the injector 
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Figure 26: Synthetic model 1 – oil rate match of each producer 
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Figure 27: Synthetic model 1 – water rate match of each producer 
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Figure 28: Synthetic model 1 – liquid production rate match of each producer
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Figure 23 and Figure 24 show the calibrated grid dimension in the direction 
perpendicular to the flow path and the grid permeability, respectively. The small maps 
on the left hand side of each graph in both figures show the corresponding connection of 
each graph. In Figure 23, it can be seen that most of the fluid is really contained in the 
connection in between injector and producers, and only a minimal amount of fluid is 
contained in the producer-producer connection. This is expected for the waterflooding 
problem. In Figure 24, among these injector-producer connections, the permeability in 
the connection between INJ#1 and PROD#2 is the highest, while the lowest permeability 
in the network model is found between INJ#1 and PROD#3. This is corresponding to the 
original permeability map of the full-order 2D model.  
Figure 25 to Figure 28 show the match of the observed data, generated from the 
full-order model, and the calibrated flow network model responses. Overall, it can be 
seen that the flow network model can capture and reproduce the trend of the response 
from the full-order 2D model, although it is not 100% matched.  
To confirm the robustness of the resulting model from the robust training, the 
result is compared with the cases that the models are only calibrated against one single 
realization. In this case, eleven models are compared; ten of them are the results from 
normal calibration. The model#1 is calibrated against control trajectory#1, while 
model#2 is calibrated against control trajectory#2. Model#3 to model#10 are built in the 
same way. For model#11, it is calibrated against all the realizations simultaneously using 
robust training technique. All eleven models are prescribed with the 10 control 
trajectories used in robust training. For each model, the root mean square error (RMSE) 
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is calculated for each control trajectory. The cumulative probability density function 
(CDF) of RMSE for each model is plotted together on Figure 29.  
 
 
Figure 29: Synthetic model 1 – CDF plots of RMSE for eleven different models 
 
As seen in Figure 29, RMSE distribution of the model obtained from robust 
training are smaller than the result of other models in the probabilistic sense. Although in 
some specific control trajectories, other models might yield less error, given that a wide 
range of control trajectories will be explored in the production optimization, it would be 
safer to use the robust training technique to calibrate the model. 
Note that although the flow network model responses from these 10 control 
trajectories match well with the full-order model responses, the flow network model 
could lose its prediction capability if it is prescribed with a control trajectory that is 
totally different from ones in the training data set.  
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Production Optimization 
In the previous section, the flow network model is calibrated against production 
data generated from the full-order model using the robust training technique. In this 
section, the predictive flow network model will be used as a surrogate model for 
production optimization. The main advantage of this idea is that the flow network model 
requires much less computational effort than the full-order model. Note that the full-
order model has 51 by 51, that is 2601 grids in total, whereas the flow network model 
has only 45 grids.  
The objective here is to maximize the net present value (NPV) of the project, 
based on the assumed oil price of $100 per STB, the cost to handle water production and 
water injection of $10 per STB, and a discount factor of zero. The producers’ bottom-
hole flowing pressure would be varied, while the water injector would be constantly 
injected at 3500 psi of bottom-hole injection pressure over 400 days. These allowable 
ranges of injector and producers bottom-hole pressure are the same as ones in the 
training data.  
The initial guess is chosen to be the case in which every producer is controlled 
constantly at 2700 psi flowing bottom-hole pressure. The production optimization is also 
implemented by using ‘fmincon’ in MATLAB®. Figure 30 shows the bottom-hole 
flowing pressure of each producer in the initial guess control trajectory. 
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Figure 30: Synthetic model 1 – initial guess of bottom-hole pressure of each well 
 
 
Figure 31: Synthetic model 1 – NPV vs iteration on the flow network model 
 
The NPV in each iteration, calculated by flow network model, can be found in 
Figure 31. It can be seen that most of the improvement occurs in the very first few 
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iterations. The total NPV improvement is 4.96%. The result is summarized in Table 5 
and the optimal control trajectory, i.e. the optimal bottom-hole flowing pressure of each 
producer, is shown in Figure 32. 
 
Table 5: Synthetic model 1 – summary of production optimization on the flow 
network model 
 Initial Guess Optimal Control 
Total oil production (MMSTB) 1.734  1.721  
Total water production (MMSTB) 0.996  0.601 
Total water injection (MMSTB) 2.712  2.304  
NPV (MMUSD) 136.287  143.047 
 
 
Figure 32: Synthetic model 1 – optimal bottom-hole flowing pressure of each well 
 
To this end, one might question whether the optimal control trajectory obtained 
from production optimization using the flow network model would really improve the 
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production on the full-order model. There is a chance that the flow network model might 
lose its prediction capability during the optimization process, and yield a poor result. 
The optimal control trajectory is verified against the full-order model. The 
resulting optimal control trajectory from production optimization using the flow network 
model is run on the full-order model, and the responses are compared as shown in Table 
6. The results of the flow network model and full-order model are different in 
magnitude. The NPV improvement on the full-order model becomes 3.94%.  
Although the resulting optimal control trajectory from the flow network model 
can really improve production in the full-order model, it might not be optimal in the full-
order model. In this study, the optimality of optimal control in the full-order model is not 
checked, only comparison is given. Ideally, the process can be improved by 
implementing the ‘nested approach’ as suggested by van Doren et al. (2006). 
 
Table 6: Synthetic model 1 – optimal responses from the flow network model on the 
flow network and the full order model 
 Flow network model Full order model 
 
Initial 
guess 
Optimal 
control 
Initial 
guess 
Optimal 
control 
Total oil production (MMSTB) 1.734  1.721  1.822 1.805 
Total water production (MMSTB) 0.996 0.601  0.960 0.598 
Total water injection (MMSTB) 2.712 2.304 2.765 2.387 
NPV (MMUSD) 136.287  143.047  144.933  150.650 
Improvement 4.96% 3.94% 
 
The cumulative field oil and water production from the full-order model is shown 
in Figure 33. Overall, it can be seen that the NPV is mainly improved by reduction in 
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water production and injection in the optimal control case, while the oil production is 
relatively unchanged from the initial guess. 
 
 
Figure 33: Synthetic model 1 – responses from the full-order model using the initial 
guess and the optimal control trajectory obtained from the flow network model 
 
One might also question if the optimal control obtained by using this surrogate 
model is the same as when the full-order model is used. In this case, the production 
optimization is performed using the full-order model via implementation using the 
‘OPTIMIZE’ module in ECLIPSE. The same constraints are applied. The result of 
optimization using the flow network and full-order model is compared in Table 7.  
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Table 7: Synthetic model 1 – comparison of production optimization using the full-
order model and the flow network model 
 Using flow network model  Using full-order model 
Initial guess NPV (MMUSD) 144.933 144.933 
Optimal NPV (MMUSD) 150.650  150.539 
Improvement 3.94% 3.87% 
 
The NPV improvements from the two processes are very similar. In addition, the 
responses from the full-order model optimization, shown in Figure 34, are very similar 
to the responses obtained by the flow network model, shown in Figure 33. 
 
 
Figure 34: Synthetic model 1 – responses from the full-order model using the initial 
guess and the optimal control trajectory obtained from the full-order model 
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Figure 35: Synthetic model 1 – optimal control trajectory from the full-order model 
optimization 
 
The optimal control obtained from the full-order model can be seen in Figure 35. 
It also gives a similar effect as the one obtained by the flow network model shown in the 
Figure 32. To be specific, in the later time, PROD#3 is fully open, while the others are 
choked to promote more sweep efficiency in the low permeability area in the northeast 
region of the reservoir. 
Speed-Up 
One of the most interesting issues about using the flow network model instead of 
the full-order model to perform production optimization is how much speed-up can be 
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obtained. To investigate this issue, a few aspects have to be clarified. First of all, what 
should be compared are the full-order model production optimization and the flow 
network model production optimization.  
For the full-order model production optimization, ECLIPSE is used as the full-
order reservoir simulator. ECLIPSE is a famous reservoir simulator that is well-known 
in the industry. The code is maturely developed, and hence it is considered to be very 
efficient. The simulation runs are defined using fully implicit formulation. Production 
optimization is performed using the ‘OPTIMIZE’ module in ECLIPSE, which is the 
gradient-based optimizer. The gradient is evaluated using the adjoint method, which is 
considered to be less expensive than the numerical perturbation method. 
For the flow network model production optimization, the flow network model is 
developed on MATLAB®. Basically, it is the finite difference reservoir simulation 
model that is developed on the semi-implicit, or the lagging coefficients, formulation. 
The time-stepping is user defined, compared to automatic time-stepping implemented in 
ECLIPSE. The flow network model is developed mainly to study the concept. It is by no 
means optimal at this stage. In addition, although MATLAB® is very powerful and very 
versatile, especially to prototype the code, it is not as fast as FORTRAN, which 
ECLIPSE utilizes. For the production optimization using the flow network model, the 
gradient-based method is also used. However, the gradient is determined by the 
numerical perturbation method. It is required to run the flow network model as many 
times as the number of control input parameters, allowed to be varied during production 
optimization. 
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The main point that makes the flow network model faster than the full-order 
model is the significant reduction in the number of grid blocks. Considering the above 
differences in the status of the full-order model production optimization, which is 
implemented in the maturely developed ECLIPSE, and the flow network model 
production optimization, which is not optimal, it is unfair to compare the computational 
efficiency. 
However, to give some idea of how fast the flow network model is, comparison 
of elapsed time of the full-order model runs and the flow network model runs on the 
same control trajectories are investigated as shown in Figure 36. 
 
 
Figure 36: Synthetic model 1 – elapse time of the full-order and the flow network 
model on the control trajectories used to train the flow network model 
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From Figure 36, the flow network model is approximately 10 times faster than 
the full-order model. Although the flow network model code is not optimized, it is still 
faster than the full-order model run on ECLIPSE. This speed-up is mainly caused by 
considerable reduction in the number of grid blocks, from 2601 to 45 grids (58 times).  
It must be emphasized that this is not the comprehensive comparison; it is very 
specific to the problem and the reduction in the number of grids. 
Synthetic Reservoir Model 2 
The inverted-5-spot waterflood problem is previously shown in the synthetic 
model number 1. This example demonstrates the methodology on the more complex 
problem, i.e. more wells and a more complex geological scenario. The synthetic 
reservoir permeability and porosity distributions were chosen from the top layer of the 
SPE10 reservoir model (Christie and Blunt 2001). The magnitude of porosity and 
permeability is scaled as shown in Figure 37 and Figure 38, respectively. General 
information about the model can be found in Table 8. Location and basic information 
about each injector and producer can be found in Table 9. The fluid relative permeability 
and PVT data are exactly the same as the previous problem and are summarized in Table 
3 and Table 4, respectively. 
The maps, shown in Figure 37 and Figure 38, depict the logarithmic value of the 
permeability and porosity of each grid block in the reservoir model, respectively. 
Overall, it can be seen that the two producers in the western area are isolated from the 
other part of the reservoir by the low porosity and permeability zone.  
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Table 8: Synthetic model 2 – basic reservoir properties 
Properties Parameters Value 
Number of grid cells in x direction   
 60 
Number of grid cells in y direction    220 
Number of grid cells in z direction    1 
Grid block size in x direction    32.808399 ft 
Grid block size in y direction    32.808399 ft 
Reservoir thickness h 32.808399 ft 
Permeability in x, y, z direction          Figure 37 
Porosity (reference)   Figure 38 
Rock compressibility (constant)        
   
Oil relative permeability    (  ) See Table 3 
Water relative permeability    (  ) See Table 3 
Oil viscosity    See Table 4 
Oil formation volume factor    See Table 4 
Water viscosity    See  equation (58)  
Water formation volume factor    See  equation (59) 
Oil compressibility        
        
Water compressibility        
        
Initial reservoir pressure (all block)             
Initial water saturation (all block)    0.1 
 
 
Table 9: Synthetic model 2 – basic information about the wells 
Well no. I location J location K location Well radius (ft) Skin factor 
INJ1 30 55 1 0.583 0 
INJ2 30 165 1 0.583 0 
PROD1 1 1 1 0.583 0 
PROD2 1 110 1 0.583 0 
PROD3 1 220 1 0.583 0 
PROD4 60 1 1 0.583 0 
PROD5 60 110 1 0.583 0 
PROD6 60 220 1 0.583 0 
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Figure 37: Synthetic model 2 – the logarithmic value of permeability map  
 
 
Figure 38: Synthetic model 2 – porosity map and well location 
 
Training Data 
The training data are generated from the allowable range of the well operating 
condition. Each injector is allowed to be operated between 5000 and 6000 psi, while 
each producer is allowed to be operated between 2000 and 2900 psi. The reservoir would 
be optimized for 400 days; the training data is thus generated for 600 days. Eleven 
control trajectories are generated and shown in Figure 39. This includes the uniform 
control, used as an initial guess for production optimization. The full-order model 
responses with respect to each control trajectory are shown in Figure 40 to Figure 43.  
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Figure 39: Synthetic model 2 – training control trajectories, bottom-hole flowing pressure of each well 
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Figure 40: Synthetic model 2 – resulting water injection rate of injector 
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Figure 41: Synthetic model 2 – resulting oil production rate of each producer 
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Figure 42: Synthetic model 2 – resulting water production rate of each producer 
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Figure 43: Synthetic model 2 – resulting liquid production rate of each producer
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Calibration 
Similar to the previous problem, the calibration is initialized such that the total 
pore volume of the flow network model is the same as the full-order model. It is 
included via the linear equality constraint in the minimization. The lower bound of the 
grid block dimension perpendicular to the flow direction,   , is defined as 10 ft. The 
initial guess of    is designed such that 90% of the pore volume is contained in the 
connection between the producers and the nearby injectors. The initial guess of 
permeability of each grid is equal to the average permeability of the full-order model. 
The lower bound of the permeability is 10 md. The minimization is performed using 
‘fmincon’ in MATLAB®. The calibrated parameters of the flow network model, i.e.    
and permeability, can be found in Figure 44 and Figure 45. The calibrated flow network 
model responses are compared to the full-order model responses in Figure 46 to Figure 
49.  
From the results, most of the fluid is still contained in the injector-producer 
connections. Although the permeability result is more difficult to interpret, the most 
important thing is that the flow network model can capture the fluctuation of the full-
order model responses quite well. 
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Figure 44: Synthetic model 2 – calibration result of grid dimension perpendicular to the flow path 
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Figure 45: Synthetic model 2 – calibration result of grid permeability 
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Figure 46: Synthetic model 2 – water injection rate match of each injector 
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Figure 47: Synthetic model 2 – oil rate match of each producer 
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Figure 48: Synthetic model 2 – water rate match of each producer 
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Figure 49: Synthetic model 2 – liquid production rate match of each producer
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Production Optimization 
The calibrated flow network model is generated using the robust training 
technique. With the same economical assumption previously applied to the synthetic 
model 1, production optimization is performed to maximize the project NPV for 400 
days of production. 
The initial guess is designed such that both injectors are constantly operated at 
5500 psi, while each producer is constantly operated at 2450 psi, except PROD#1 and 
PROD#4, which are operated at 2000 psi constantly to promote more sweep efficiency.  
The optimization parameters for this synthetic model are injection pressure for 
both injectors. They are allowed to be varied between 5000 and 6000 psi. In addition, 
each producer, except PROD#1 and PROD#4, is allowed to be operated between 2000 
and 2900 psi. 
The results are illustrated as follows. Figure 50 shows the bottom-hole flowing 
pressure of each producer in the initial guess control trajectory. NPV improvement and 
result of production optimization can be found in Table 10. The total NPV improvement 
is 5.24%. The optimal control trajectory, i.e. the optimal bottom-hole flowing pressure of 
each injector and producer is shown in Figure 51. 
 
Table 10: Synthetic model 2 – summary of production optimization on the flow 
network model 
 Initial Guess Optimal Control 
Total oil production (MMSTB) 7.669  8.097  
Total water production (MMSTB) 1.111  1.295  
Total water injection (MMSTB) 8.781  9.394  
NPV (MMUSD) 669.122  704.209  
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Figure 50: Synthetic model 2 – initial guess of bottom-hole pressure of each well 
 
 
Figure 51: Synthetic model 2 – optimal bottom-hole flowing pressure of each well 
 
The optimal control trajectory is verified with the full order model and the result 
is compared in the Table 11. It can be seen that the actual NPV improvement is 6.46% 
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Table 11: Synthetic model 2 – optimal response from the flow network model on 
the flow network and the full order model 
 Flow network model Full order model 
 
Initial 
guess 
Optimal 
control 
Initial 
guess 
Optimal 
control 
Total oil production (MMSTB) 7.669  8.097  8.128  8.665 
Total water production (MMSTB) 1.111  1.295  0.968  1.064 
Total water injection (MMSTB) 8.781  9.394 9.103  9.770  
NPV (MMUSD) 669.122  704.209  712.103  758.139  
Improvement 5.24% 6.46% 
 
The field cumulative injection and production from the full-order model is shown 
in Figure 52. Overall, it can be seen that the NPV is mainly improved by increases in oil 
production, although the water injection and production is also increased. 
The optimal control obtained by using this surrogate model is compared with the 
optimal control obtained from the full-order model production optimization in Table 12. 
It can be seen that the NPV improvement is very similar, although the cumulative 
injection/production responses are a bit different. The injection/production responses 
from the full-order optimization, shown in Figure 53, also have a similar trend as the one 
obtained by flow-network model, shown in Figure 52. 
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Figure 52: Synthetic model 2 – responses from the full-order model using the initial 
guess and the optimal control trajectory obtained from the flow network model 
 
Table 12: Synthetic model 2 – comparison of production optimization using the 
full-order model and the flow network model 
 Using flow network model  Using full-order model 
Initial guess NPV (MMUSD) 712.103 712.103 
Optimal NPV (MMUSD) 758.139 757.068 
Improvement 6.46% 6.31% 
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Figure 53: Synthetic model 2 – response from the full-order model using the initial 
guess and the optimal control trajectory obtained from the full-order model 
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Figure 54: Synthetic model 2 – optimal control trajectory from full-order model 
optimization 
 
From Figure 51 and Figure 54, the optimal control obtained from both the full-
order and flow network models are very similar. The well INJ#2 has lower bottom-hole 
pressure, and PROD#2, PROD#5, and PROD#6 are operated at higher bottom-hole 
pressure. 
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Speed-Up 
Similar to the comparison given in the synthetic model number 1, the elapsed 
time for each simulation, both the full-order and flow network models, with respect to 
different training control trajectories for synthetic model number 2 is given in Figure 55.  
 
 
Figure 55: Synthetic model 2 – elapse time of the full-order and the flow network 
model on the control trajectories used to train the flow network model 
 
From Figure 55, the flow network model is approximately 45 times faster than 
the full-order model. This is even better than the speed-up found in the synthetic model 
number 1. This is mainly because the synthetic model number 2 has a larger reduction in 
the number of grid blocks. In this model, the number of grids is reduced from 13200 to 
120 grids, which is a 110 times reduction. 
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FUTURE RESEARCH 
 
This research demonstrates that the flow network modeling can be used for the 
given examples; however, many related issues were discovered in the model 
development process. 
The first issue is the modeling error introduced by dimension reduction. The 
main idea of the flow network model is to transform the multi-dimensional flow into the 
network of one-dimensional flow. This may be similar to trying to use one single 
streamline to approximate the flow which would not be an accurate representation. It has 
been tested that the flow network model cannot reproduce the response, generated from 
the homogeneous quarter of the 5-spot waterflood problem, perfectly. The possible 
solution for this is to use dynamic pseudo relative permeability or to use more than one 
connection between each pair of wells. 
Secondly, the discretization error would be small when the grid size is very 
small. On the other hand, the flow network model is constructed using a small number of 
grids in each connection. Hence, each grid would be relatively big, causing the 
numerical dispersion. The possible solution for this is to use the pseudo relative 
permeability to control numerical dispersion. 
In addition, it is sometimes difficult to calibrate the model to some specific 
responses from some specific geological models. This is especially pronounced when the 
producers are controlled by flow rate. The flow network model is built based on the 
dynamic properties of the model, i.e. the drainage area and the quality of the reservoir in 
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the corresponding flow area. In some cases, when the dynamics of the problem changes 
drastically, we may not be able to match the response with one single flow network 
model. This is very similar to the streamline simulation; we have to update the 
streamline once the pressure field is altered significantly. 
In this research, the objective function in the model calibration does not contain 
any information about the prior knowledge of the reservoir. Although it is not required 
that the flow network model must have a good agreement to the full-order model in 
terms of the geological and dynamic interpretation, a flow network model with more 
similar properties to the full-order model might be considered to be a better model. It 
might be achieved by designing the initial guess of the flow network model parameters 
using the prior knowledge from the full-order model. The connection linking any two 
wells with high permeability could be initialized with high permeability values. In 
addition, one can penalize the mismatch between the desired parameters, designed from 
the prior knowledge, and the parameters in each iteration. This would make the model 
in-line with the prior geological knowledge and might be more predictive. 
In the production optimization aspect, the optimal production strategy obtained 
from the flow network model might not be optimal in the full-order model. It would be 
better to verify the optimality of the obtained control on the full-order model. If it is 
optimal, then it can be used directly; otherwise, the flow network model might need to 
be re-trained with the optimal control, previously obtained, and the production 
optimization can be repeated. We can implement this in the iterative manner until the 
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real optimal solution is found. This is called the ‘nested approach’, proposed by van 
Doren et al. (2006). 
This research also demonstrates that the flow network model can be used to 
perform production optimization for the rate allocation problem. However, because there 
is no spatial interpretation in the flow network model, it might not be used to specify the 
well location for further development. The full-order model is still required for the well 
placement problem. 
In the implementation aspect, the semi-implicit formulation is used in this 
research. We sometimes experienced the numerical stability problem, especially in the 
calibration process, where the grid dimension and grid permeability is changed during 
the iterations. Another possible improvement is to implement the fully implicit 
formulation with the Newton-Raphson technique; this would make the flow network 
model more stable, and hence make the process more robust. In addition, automatic 
time-stepping should also be implemented. Once the code is optimized, we can then 
measure how much speed-up we gain with this kind of model. 
In the application aspect, only two-phase two-dimensional waterflood problem 
has been tested. The flow network model might be applied to the more complex 
problem, e.g. three-phase flow problems and three-dimensional problems. In this case, 
the flow network model parameters would need to be modified to capture the required 
additional physics governing the flow. 
In this research, the objective is to utilize the flow network model as a surrogate 
model for production optimization. The full-order model is assumed to be known. 
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However, regardless of the prediction capability, the flow network model can be built by 
using only the input and output relationships, i.e. injection/production data and how each 
well is controlled. Therefore, it is possible to utilize the flow network model as a 
standalone model, which could even be more beneficial and more computationally 
efficient. Note that the other prior knowledge of the reservoir like estimated porosity, 
permeability, initial fluid in place, and the well configuration can still be included to 
guide the model calibration. 
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CONCLUSION 
 
In this thesis, the use of reduced-order modeling is investigated in order to 
mitigate the high computational effort associated with the production optimization 
process in large-scale reservoir simulation models. Many reduced-order modeling 
techniques have been proposed and utilized in the industry. Some of these techniques 
may involve complex mathematical manipulations, whereas some of them may use too 
simplified physics, and hence lose the long term prediction capability. This thesis 
proposes the flow network model as an alternative reduced-order modeling technique to 
be used particularly in the production optimization framework. 
The flow network model is constructed to capture the input and output response 
of the wells/reservoirs, i.e. injection and production data. Every well in the system is 
connected to one another by one-dimensional finite difference reservoir simulation 
models, which are standard in the industry. The multi-dimensional flow domains are 
reduced to the network of one-dimensional flow system. 
The flow network model is built and trained by the injection and production data, 
generated from the full-order model, using the robust training technique. This yields a 
model that is less sensitive to the control trajectory, and hence more suitable for the 
production optimization process. 
The proposed flow network model provides a useful and fast tool for 
characterizing inter-well connectivity, estimating drainage volume between each pair of 
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wells and predicting reservoir production over an extended period of time for 
optimization purposes. 
This new concept is demonstrated using the synthetic waterflood problems from 
model construction to production optimization. The resulting optimal control trajectory 
is compared with the full-order model production optimization result. Note that although 
the optimality of the control trajectory, obtained from the flow network model 
optimization, is not verified in the full-order model, the most important thing is that the 
NPV is improved from the initial guess, and the result is very similar to the production 
optimization using the full-order model. 
The bottom line is a computationally demanding process like production 
optimization could be done much more efficiently. The full-order model is only required 
to generate the training data for the flow network model calibration and to verify the 
optimal control obtained from production optimization. Most of the calculation is 
performed using the flow network model.  
All in all, the flow network modeling developed here is a promising technique to 
mitigate the computational burden associated with production optimization, which 
involves several forward simulation runs of large-scale reservoir models. It adds to the 
portfolio of similar methods developed elsewhere. Considering that this research is the 
first step towards an innovative methodology to develop and utilize the flow network 
model, further study can be made to gain more insights on both theoretical and practical 
aspects of the flow network model in various applications.  
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