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Abstract
An ambiguity in the mathematical treatment of the study of bound state solutions of the
Schro¨dinger equation for infinite well type potentials (studied for the first time in a pioneering
article of 1928 by G. Gamow) is pointed out. An alternative to prove a similar ”localizing effect”
is here offered ”in terms Hardy type potentials” with the distance to the boundary as a variable.
The existence of flat solutions (with zero normal derivative at the boundary) and solutions with
compact support is here obtained by first time in the literature for elliptic problems for this kind
of linear equations.
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1 On the ambiguity and statements of an alternative treatment
In his 1928 pioneering article Gamow [27] proved, for the first time, the tunneling effect which,
among many other applications lead to the construction of the electronic microscope and the cor-
rect study of the alpha radioactivity. Most of his study was concerning with the bound states
ψ(x, t) = e−iEtu(x) of the Schro¨dinger equation in RN , N ≥ 1,
i}
∂ψ
∂t
= − }
2
2m
∆ψ + V (x)ψ, in (0,∞)× RN ,
1
2 J.I. Dı´az
associated to the potential V (x), for a single elementary particle of mass m and energy E (which
we shall denote also by λ). Here i =
√−1 and } is the renormalized Planck constant.
Gamow was specially interested in the Coulomb potential
V (x) =
k
|x| x ∈ R
N , (1.1)
for a suitable k > 0, but he offered some reasons to truncate such a potential when 0 < |x| < r′ for
some r′ > 0. Then he proposed to replace the resulting potential by a simple potential which keeps
the main properties of the original one: in this way he proposed, it seems that for the first time in
the literature, what today is usually called as the finite well potential
Vq(x : R, V0) =
{
V0 if x ∈ (−R,R),
q if x /∈ (−R,R). (1.2)
for a given R > 0 and for some V0, q > 0. For the present purposes, the exact values of m and } are
not relevant and we can reformulate them in a different form. For instance assuming for simplicity
m = 1 and } = 1, we see that the spatial component u(x) of the bound states must solve the
stationary equation
−∆u+ V (x)u = λu in RN , (1.3)
for a given potential V (x) (possibly discontinuous).
In his article [27], Gamow consider the finite well potential by solving problem (1.3) in a weak
sense: the solution was not C2 but merely C1. The notion of ”solution” used by him was not ex-
plicitely mentioned in the paper but it is coherent with the notion of weak solution introduced several
years later by other
authors such as J. Leray, L. Sobolev and, L. Schwartz.
In his paper he also made some comments on the study of the original (unbounded) Coulomb
potential (1.1) and probably that was the reason why, following the Gamow suggestion in order to
simplify the formulation, the case of the so called infinite well potential
V∞(x : R, V0) =
{
V0 if x ∈ (−R,R),
+∞ if x /∈ (−R,R), (1.4)
for some V0 ∈ R (without loss of generality we can assume V0 > 0) arises in the literature and
started to be considered as a basic example in any text-book in Quantum Mechanics since then to
our-days. In many textbooks this case is presented as a limit case of the associate finite well potential
(1.2). In fact, there is an abuse of the notation in the above terminology. What is really true is that
we can introduce as definition of solution u of the infinite well potential problem (i.e. problem
(1.3) with V given by (1.4) to any function u = limq→∞ uq with uq solution of (1.3) associated
to the potential Vq(x : R, V0) given by (1.2) (see Remark 2.0 below). It is usually claimed that
u = limq→∞ uq satisfies (at least in a weak sense) equation (1.3) for the infinite well potential but,
as we shall explain (see also Remark 2.0 below) this is not correct since some other terms appear in
the limit equation (which, in fact must be understood in distributional sense).
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As a matter of fact, after the work by Gamow, several authors considered some generalizations
of the infinite well potential corresponding to the case in which the constant value V0 is replaced by
a general function V0(x) leading to the potential
V∞
(
x : R, V0(·)
)
=
{
V0(x) if x ∈ (−R,R),
+∞ if x /∈ (−R,R).
More in general, the N -dimensional infinite potential well problem is defined by taking
V∞
(
x : Ω, V0(·)
)
=
{
V0(x) if x ∈ Ω,
+∞ if x /∈ Ω,
where Ω is a regular open bounded set of RN . For instance, the case of V0 ∈ L1(−R,R) was
already considered in the 1968 monograph by M.A. Naimark [32]. The more singular case in which
V0(x) = δ0(x), the Dirac delta applied to x = 0, related with the so called Quantum Dots, was also
considered in the literature (see, e.g., Joglekar [29]).
In contrast with the case of the tunneling effect (corresponding to the treatment of the finite
well potential (1.2)) the usual study of the infinite well potential, such as it is presented in most of
the textbooks, contains an ambiguity which, curiously enough, it seems unseen before: it is said in
many textbooks that to solve the equation in RN outside Ω it is necessary to impose that the solution
u(x) of (1.3) let u(x) ≡ 0 if x /∈ Ω (a better justification of this fact can be given through the
approximation of such potential by a sequence of truncated potentials Vq and passing to the limit on
the associated solutions uq as q → +∞: see Remark 2.0 below). Thus the study of problem (1.3)
leads to solve the associated Dirichlet problem on Ω
DP (V, λ,Ω)
{ −∆u+ V (x)u = λu in Ω,
u = 0 on ∂Ω.
This Dirichlet problem can be explicitly solved in many cases. For instance, for the one-dimensional
infinite well potential, Ω = (−R,R) and V (x) ≡ V0 (see (1.4)) we get
un(x) =
{
C sin
npi
2R
(x+R) if x ∈ (−R,R),
0 if x 6∈ (−R,R),
λn − V0 =
( pi
2R
)2
n2, n = 1, 2, ...
(1.5)
In terms of the original value of the parameters m and } and denoting again the energy by E we get
the discrete set of energies
En :=
}2
2m
λn
(see, e.g. Strauss [35]).
The ambiguity in this mathematical treatment arises because the derivatives of such un are dis-
continuous at the points x = ±R, and thus such un are not solutions of the equation in the whole
domain R in the sense of distributions
− }
2
2m
d2un
dx2
+ V (x)un = Enun, in R,
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but of the different equation
− }
2
2m
d2un
dx2
+ V (x)un = Enun + kn(R)δ{R} − kn(−R)δ{−R}, in R, (1.6)
since the second derivative develops two Dirac deltas (see Remark 2.0 below). Here
kn(−R) = }
2
2m
√
2
R3/2
npi and kn(R) =
}2
2m
√
2
R3/2
npi(−1)n.
The presence of such discontinuities was noticed previously in the literature (see, e.g. [26, page
140]) but, as far as we know, it seems that a careful analysis of this ambiguity, and the study of
some alternative potential V (x) preventing it, was not considered before.
Besides pointing out such ambiguity (see a more detailed presentation in Remark 2.0 below), the
main goal of this paper is to present a set of results offering some kind of alternative. In particular,
here we shall deal merely with nonnegative solutions u ≥ 0 of DP (V, λ,Ω), and in fact in the
one-dimensional case, Ω = (−R,R). Our purpose is to give an answer to the following inverse
free boundary problem: can we find a potential V (x) and some values of the energy λ such that the
solution of −d
2u
dx2
+ V (x)u = λu in R, gives rise to a free boundary given by ∂Ω in the sense that
u ≡ 0 on R \ Ω and du
dx
(±R) = 0 ?
We comment now that the case of higher dimensions will be the object of a separated work by
this author [17] and that the case of nodal solutions (i.e, changing sign on Ω) is the main object of
the paper Dı´az and Herna´ndez [21].
It is useful to introduce the following notation (already used in the literature):
Definition 1.1. We say that a function u ∈ H10 (Ω) is a (positive) “flat solution” of problem
DP (V, λ,Ω) if u satisfies DP (V, λ,Ω), u > 0 and
du
dx
(±R) = 0.
We point out that this type of special solutions was called previously by other authors as ”free
boundary solutions” (see, e.g. [30]), nevertheless in our opinion the use of the expression “free
boundary” may be misleading: such terminology is more adequate in the context where the equation
is set in the whole real line (as in (1.3)) and not in a given bounded interval.
Our main result of this paper (improving the presentation made by the author in a series of
lectures [16]) is the following:
Theorem 1.2. Let Ω = (−R,R) and let V ∈ L1loc(Ω) be such that
C
d(x, ∂Ω)α
≤ V (x) ≤ C
d(x, ∂Ω)α
a.e. x ∈ Ω = (−R,R), (1.7)
for some α ∈ [0, 2] and some C > C > 0. Then:
1. If α ∈ [0, 2) then no positive solution of DP (V, λ,Ω) may be a flat solution for any λ ≥ 0.
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2. If α = 2, for any value of C and C, there exists λ# = λ#(R) ≥
( pi
2R
)2
such that problem
DP (V, λ#,Ω) has a nonnegative solution u#.
3. If α = 2, there exists two positive constants C∗ < C∗ such that if
C∗ ≤ C ≤ C < C∗ (1.8)
then problem DP (V, λ#,Ω) has a positive flat solution u#. Moreover there exists m ∈ [0, 1) such
that u ∈ C2/(1−m)(Ω) and
Kd(x, ∂Ω)2/(1−m) ≤ u#(x) ≤ Kd(x, ∂Ω)2/(1−m) for any x ∈ Ω, (1.9)
for some constants K > K > 0.
Corollary 1.3. Let Ω = (−R,R) and V∞
(
x : R, V0(·)
)
with V0(·) satisfying (1.7) and (1.8) with
α = 2. Then there exists λ# > 0 such that the Schro¨dinger equation (1.3), with N = 1, admits a
solution u ∈ C2/(1−m)(R) satisfying (1.9), for suitable m ∈ (0, 1), K > K > 0, and such that u ≡ 0
on R \ Ω.
As far as we know, Theorem 1 is the first result in the literature showing the existence of a flat
solution for a linear elliptic problem. We recall that the first result in the literature on solutions with
compact support for elliptic problems was raised in the works Brezis and Stampacchia [13] and
[14] related to an obstacle problem formulated for the study of subsonic flows. Later the existence
of solutions with compact support was extended to other semilinear (sublinear) problems in Brezis
[12] and Benilan, Brezis and Crandall [11]. Many other results for nonlinear problems can be found,
for instance, in the monograph [15]. Of course the existence of the flat solution is only possible when
the strong maximum principle cannot be applied (see e.g. [33], [36] and [34]).
Remark 1.4. When C = C potentials V (x) satisfying (1.7), with α = 2, are called ”Hardy type
potentials” on the distance to the boundary variable. There is a long literature dealing with problems
involving such potentials. We emphasize that here we are considering the so called ”absorption case”
and that, in contrast with other authors considering the formation of a free boundary (see, e.g., [4]),
the main problem under consideration in this paper is linear. 
After the above comments on the literature on solutions with compact support for nonlinear
problems perhaps it is not too strange to say that we use here some auxiliary nonlinear problem giv-
ing rise to flat solutions in order to prove Theorem 1 . To be more precise, we shall start considering
the nonlinear eigenvalue type problem
P (R,m, V0, λ) ≡
 −
d2v
dx2
+ V0v
m = λv, v ≥ 0 in (−R,R),
v(±R) = 0,
for a given V0 > 0 and m ∈ (0, 1). We shall prove:
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Proposition 1.5. For any λ ≥
( pi
2R
)2
there exists a unique nonnegative solution vm of P (R,m, V0, λ).
Moreover, there exists a λ∗(m) >
( pi
2R
)2
such that:
i) If λ ≥ λ∗(m) then
vm(x) ≤ Kd(x, ∂Ω)2/(1−m) for any x ∈ Ω = [−R,R], (1.10)
for some constant K. In particular
dvm
dx
(±R) = 0.
ii) If λ ≤ λ∗(m) then
Kd(x, ∂Ω)2/(1−m) ≤ vm(x) for any x ∈ Ω = [−R,R], (1.11)
for some constant K. In particular vm > 0 in Ω.
iii) If λ = λ∗(m) inequalities (1.10) and (1.11) hold for some K > K > 0.
Concerning the case of nodal solutions of the semilinear problem P (R,m, V0, λ) constructed
in [21] we have:
Corollary 1.6. Estimates (1.10) and (1.11) also apply to the nodal solutions of the semilinear prob-
lem P (R,m, V0, λ) corresponding to suitable values λ∗n(m) of the parameter λ in branches bifur-
cating at the infinity from the simple eigenvalues λn for any n ∈ N.
As a particular consequence of Corollaries 1.3 and 1.6 it is possible to offer a correct alternative
to the ”localizing” process suggested by Gamow in his paper [27].
Corollary 1.7. For any R > 0, n ∈ N and m ∈ (0, 1) there exists a countable set of values of
the parameter λ = λ∗n(m) (in branches bifurcating at the infinity from the simple eigenvalues λn,
of the linear problem (2.2) below), and there exists a countable set of infinite well type potentials
Vn,m(x) = V∞(x : R, V0,n,m(.)) such that the associated Schro¨dinger equation
−∆u+ Vn,m(x)u = λ∗n(m)u in R,
admits a solution un,m ∈ C 21−m (R), changing sign n-times, such that un,m(x) = 0 for any x /∈
(−R,R) (and in particular u′n,m(±R) = 0). Moreover V∞
(
x : R, V0,n,m(x)
)
un,m(x) = 0 for any
x /∈ (−R,R) (i.e. no Dirac delta is generated on the boundaries x = ±R).
The proof of Corollary 1.7 holds now simply by taking
V∞
(
x : R, V0,n,m(x)
)
=
{
V0
∣∣vλ∗n(m)(x)∣∣m−1 if x ∈ (−R,R),
+∞ if x /∈ (−R,R),
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where vλ∗n(m) is the solution of the semilinear problem P (R,m, V0, λ) associated to λ = λ
∗
n(m).
Some comments on the regularity un,m ∈ C 21−m (R) are offered in Remark 2.1 below. In fact, Theo-
rem 1.2 proves that there are many other potentials leading to the ”localizing” process suggested by
Gamow.
We shall end the paper by proving, in Section 2, that the existence of flat solutions also holds
for other different linear problems in the presence of absorption potentials of Hardy type. More
precisely, we consider the nonhomogeneous problem
DP (V, f, R)
{ −∆u+ V (x)u = f(x) in (−R,R),
u(±R) = 0.
We shall prove:
Theorem 1.8. Let Ω = (−R,R) and let V ∈ L1loc(Ω) satisfying (1.7) for α = 2. Let f ∈ L1(Ω),
f(x) ≥ 0, a.e. x ∈ (−R,R) such that
f(x) ≤ Kd(x, ∂Ω)(1+m)/(1−m) a.e. x ∈ (−R,R), (1.12)
for some suitablem ∈ (0, 1) andK > 0. Then the (unique) weak solution u ofDP (V, f,R) satisfies
0 ≤ u(x) ≤ Kd(x, ∂Ω)2/(1−m) for any x ∈ Ω = [−R,R] (1.13)
for some constant K. In particular
du
dx
(±R) = 0.
2 Proofs and additional remarks
Let us present the details about the convergence of solutions uq of the problem in the whole space
(1.3) when the potential V is replaced by a family of finite well potentials Vq(x : R, V0) (for a given
R > 0 and for some V0) and q → +∞. This fact is developed in many textbooks but usually the
convergence is not well indicated in the sense that it is not indicated the functional space in which
the convergence of solutions uq takes place.
Lemma 2.1. Given q > 0 and Vq(x : R, V0) given by (1.2) problem (1.3), with N = 1, has
a noumerable sequence of eigenvalues λn(q) and eigenfunctions uq,n(x) (renormalized such that
‖uq,n‖L2(R) = 1). Moreover, as q → +∞,
λn(q)→
( pi
2R
)2
n2, with n ∈ N,
and uq,n → un weakly in H1(R), with un given by (1.5). Finally, (un)xx generate two family of
Dirac deltas (depending on n ∈ N): one at x = R and the other at x = −R.
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Proof. We shall follow here some of the computations made in [31] (see Section 4.7). Without lost
of generality we can assume V0 ≡ 0. The function uq can be written as
uq(x) =

Aeβx +Be−βx x < −R,
Ceiαx +De−iαx −R < x < R,
Feβx +Ge−βx R < x,
(2.1)
for suitable constants A,B,C,D, F,G and
α =
√
λ, β =
√
q − λ.
Since we search solutions uq in H2(R) we get two kinds of necessary conditions: i) the integrability
of |uq|2, |(uq)x|2 and |(uq)xx|2 on R\(−R,R) (which implies conditions B = F = 0), and ii) the
continuity of uq and (uq)x at the matching points x = ±R (which implies the conditions C = ±D:
as a matter of fact we also deduce that C = D implies A = G and that C = −D implies A = −G,
i.e. the solutions uq(x) exhibit the even or odd symmetry, or parity, with respect to x). Moreover the
identity in the differential equation leads to the following conditions on λ:{
cot
√
λ =
√
λ√
q−λ if C = D,
− tan√λ =
√
λ√
q−λ if C = −D.
It is not too difficult to show ([31]) that, given q ∈ (0,+∞), the above trascendent equations have a
discrete set of solutions λn(q) and that
λn(q)→
( pi
2R
)2
n2, as q → +∞, with n ∈ N.
Moreover, the above set of solutions uq,n(x) is renormalized such that
‖uq,n‖L2(R) = 1,
(since we want that the wave function represents a probability density). Then, by multiplying the dif-
ferential equation by uq,n, using that Vq(x : R, V0) ≥ 0 and integrating we conclude that ‖uq,n‖H1(R)
is uniformly bounded (and thus ‖uq,n‖Lp(R) is uniformly bounded too for any p ∈ [1,+∞]). Then
uq,n → un weakly in H1(R) and strongly in L2(I) for any bounded open interval I ⊂ R. From the
expression (2.1) we deduce that uq,n(x)→ 0 if x /∈ (−R,R) and that uq,n(x)→ C∗n sin
npi
2R
(x+R)
if x ∈ (−R,R), as q → +∞, for a suitable constant C∗nsuch that∫ R
−R
(C∗n)
2(sin
npi
2R
(x+R))2dx = 1.
In other words, λn(q)→ λn =
( pi
2R
)2
n2 and un is the function given in (1.5). Obviously (uq,n)xx is
discontinuous (although it belongs to L2(R)) since Vq(x : R, V0)uq,n(x) is a discontinuous function.
Moreover we have Vq(x : R, V0)uq,n(x) → 0 if x /∈ (−R,R). Thus un /∈ H2(R) since the first
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directional derivatives verify that (un)x(−R+) 6= 0 and (un)x(R−) 6= 0. Then, as indicated in the
introduction, there are two Dirac Deltas generated by (un)xx : one at x = R and other at x = −R
(the ones appearing in the equation (1.6) when we assume }2/2m = 1).

As already mentioned, the key point in the proof of Theorem 1 is the set of estimates stated
in Proposition 1.5 for the solutions of the auxiliary nonlinear problem P (R,m, V0, λ). To prove
such estimates we shall use some suitable transformations and plane phase methods of ordinary
differential equations. These type of arguments were used in [19] (extended in [23] to the case of
m ∈ (−1, 1)) to a variation of the equation P (R,m, V0, λ). They have the advantage of providing a
complete description of the solution set for P (R,m, V0, λ), something that cannot be expected for
the N -dimensional problem. The existence of a branch of positive solutions for a bounded interval
of the parameter, λ ∈ (λ1, λ∗(m)) was proven in [21, Theorem 1]. We recall that λ1 = ( pi
2R
)2
is
the first eigenvalue of the linearized problem{ −∆u = λu in Ω
u = 0 on ∂Ω, (2.2)
where Ω = (−R,R). Here λ∗(m) is a certain value of the parameter whose exact definition depends
crucially on the main assumption m ∈ (0, 1) :
λ∗(m) =
1
2R2
(∫ (2/(1+m))1/(1−m)
0
dr
(F (µ)− F (r))1/2
)2
(2.3)
with
F (r) =
r2
2
− r
m+1
m+ 1
. (2.4)
It is shown in [21, Theorem 1] that the (unique) positive solution for λ = λ∗(m) has a peculiar
behaviour near the boundary: it is a ”flat positive solution” in the sense that u > 0 in Ω and
∂u
∂n
(x) = 0 on ∂Ω.
The associated solution uλ∗(m),V0 (when extended by zero to the whole real line R) gives rise to
a continuum of nonnegative solutions uλ,V0 for any λ > λ
∗(m) through a double rescaling (in
amplitude and in the argument of application). This type of solutions have compact support in the
sense that
support (uλ,V0) ( Ω.
In [21, Theorem 2] we show a qualitatively similar result for the branches of nodal solutions chang-
ing sign a finite number of times and emanating from the infinity from the simple eigenvalues λn,
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for n > 1, of the linear problem (2.2). The main novelties of Proposition 1.5 are the estimates (1.10)
and (1.11).
Proof of Proposition 1.5. Let F (r) be diven by (2.4) and let
rF = (2/(1 +m))
1/(1−m) (2.5)
For µ ∈ [rF ,+∞) we define
γ(µ) :=
1√
2
∫ µ
0
dr
(F (µ)− F (r))1/2 . (2.6)
It is shown in [21, Theorem 1] that the mapping γ : [rF ,+∞) → R has the following properties:
(i) γ ∈ C[rF ,∞) ∩ C1(rF ,∞); (ii) γ′(µ) → −∞ as µ ↓ rF ; (iii) For any µ > rF γ′(µ) < 0, (iv)
limµ→+∞ γ(µ) =
pi
2
. Moreover, it was also shown there that if we call
λ∗(m) =
1
2R2
(∫ rF
0
dr
(−F (r))1/2
)2
(2.7)
then we know that:
a) if λ ∈
(
0,
( pi
2R
)2)
there is no positive solution,
b) if λ ∈
(( pi
2R
)2
, λ∗(m)
)
there is a unique positive solution vλ,V0 . Moreover
∂vλ,V0
∂n
(±R) < 0
and ‖vλ,V0‖L∞(−R.R) =
(
V0
λ
) 1
1−m
γ−1
(√
λR
)
,
c) if λ = λ∗(m) there is only one positive solution vλ∗(m),V0 . Moreover v
′
λ∗(m),V0(±R) = 0
∥∥vλ∗(m),V0∥∥L∞(−R,R) = ( 2V0λ∗(m)(1 +m)
) 1
1−m
,
d) if λ > λ∗(m), there is a family of nonnegative solutions which is generated by extending
by zero the function vλ∗(m),V0 outside (−R,R) (and which we label again as vλ∗(m),V0). In
particular, if λ = λ∗(m)ω with ω > 1 we have a family S1(λ) of compact support nonnegative
solutions with connected support defined by
vλ,V0(x) =
1
ω
1
1−m
vλ∗(m),V0
(√
ωx− z) (2.8)
where the shifting argument z is arbitrary among the points z ∈ (−R,R) such that support
vλ,V0(·) ⊂ (−R,R). Moreover, for λ > λ∗(m) large enough we can build, similarly, a subset
of Sj(λ) of compact support nonnegative solutions with the support formed by j-components,
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with j ∈ {1, 2, ..., N}, for some suitableN = N(λ) and then the set of nontrivial and nonneg-
ative solutions of P (λ) is formed by S(λ) = ∪Nj=1Sj(λ). In any case these solutions satisfy
that
‖vλ,V0‖L∞(−R,R) =
1
ω
1
1−m
∥∥vλ∗(m),V0∥∥L∞(−R,R) = 1
ω
1
1−m
(
2V0
λ∗(m)(1 +m)
) 1
1−m
,
for any ω = λ/λ∗(m) > 1.
In order to prove the estimates (1.10) and (1.11) we need to reconstruct some of the arguments of
the proof of Theorem 1 of [21]. We make the change of variables
vλ,V0(x) =
(
V0
λ
) 1
1−m
v
(√
λx
)
(2.9)
where v is now the solution of the renormalized problem
P (L)
{ −v′′ = f(v) in (−L,L),
v(±L) = 0, (2.10)
with f(v) = v − vm and L = √λR. We introduce
F (r) =
∫ r
0
f(s)ds =
r2
2
− r
m+1
m+ 1
and note that f(s) < 0 if 0 < s < 1 := rf and f(s) > 0 if 1 < s. On the other hand F (s) < 0 if
0 < s < rF = (2/(1 +m))
1/(1−m) and F (s) > 0 for s > rF .
For µ > rF we define the mapping γ : [rF ,+∞) → R given by (2.6). Now we use the following
fact whose proof is exactly as in [19] and [23]: a function v is a positive solution of problem P (L)
if and only if
1√
2
∫ µ
v(x)
dr
(F (µ)− F (r))1/2 = |x| , for |x| ≤ L,
where µ := ‖v‖L∞ (such that µ ∈ (rF ,∞)) and L > 0 are related by the equation γ(µ) = L. In
particular, if µ > rF we get that
v′(±L) = ∓A−1(F (µ)) where A(r) := r
2
2
. (2.11)
Thus
|v′(±L)| = ∣∣A−1(F (µ))∣∣ > 0,
which proves part ii) of the Proposition 1.5 for the case of λ < λ∗(m) since we know that it
corresponds to the case in which the transformed function v by the change of variables (2.9) has
a maximum µ such that µ > rF . In the case of λ = λ∗(m) the associated function v is such that
µ = rF and in consequence v′(±L) = 0. Moreover, since
1
1 +m
r1+m ≥ 1
1 +m
r1+m − 1
2
r2 ≥ (1−m)
2(1 +m)
r1+m for r ∈ (0, 1),
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we get that there exist two positive constants M < M such that
Mτ
1−m
2 ≤ 1√
2
∫ τ
0
dr√−F (r) ≤Mτ 1−m2 (2.12)
for any τ ∈ (0, 1) which leads to conclusion iii) of Proposition 1.5 (and obviously also ii) for
λ = λ∗(m)
)
. Finally, since we know that for λ > λ∗(m) the nonnegative solutions are generated
extending by zero the function vλ∗(m),V0 outside (−R,R) we get part i) of Proposition 1.5 thanks to
the estimate (2.12). 
Remark 2.2. Note that estimate (1.10) proves that if λ ≥ λ∗(m) then the solution v of P (R,m, V0, λ)
is more regular than the usual definition of classical solution since v ∈ C 21−m ([−R,R]). As a matter
of fact, given L > 0 we can produce C∞ functions with compact support, contained in the open
interval (−L,L), and being solutions of problem P (L) when we take as a function f(v) a variation
of the function f arising in the above proof. Indeed, by taking
F (v) =
v2
2
− v2(ln v)2a (2.13)
for a given a > 1, we get that f(v) = F ′(v) satisfies that
f(v) ≤ v − vm
for any m ∈ (0, 1) but still ∫ µ
0
dr√−F (r) < +∞,
for any µ > 0. It is a routine matter to check that
Mτ
1−m
2 ≤ 1√
2
∫ τ
0
dr√−F (r) ≤Mτ 1−m2 (2.14)
for any m ∈ (0, 1) and thus, by taking the solution of maximum µ = rF with rF the first positive
zero of F (i.e. such that F (s) < 0 if 0 < s < rF and F (s) > 0 for s > rF ) we get that the
estimate (1.10) remains valid for any m ∈ (0, 1). Thus v ∈ C 21−m ([−R,R]) for any m ∈ (0, 1). This
gives an answer (for the one-dimensional case) to a question raised to the author by Jean-Michel
Coron during his visit to Madrid on May 2014. 
Remark 2.3. The constants M < M arising in (2.12), in the proof of Proposition 1.5 can be
estimated in a sharper way. Indeed, by l’Hoˆpital rule we have
lim
τ↘0
1√
2
∫ τ
0
dr√
−F (r)
τ
1−m
2
=
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Now we are in conditions to prove the main result of this paper:
Proof of Theorem 1. Part 1 holds since if α < 2 then
dv
dx
(−R) > 0 and dv
dx
(R) < 0. The proof is an
easy adaptation of the Hopf strong maximum principle: see, e.g. [33], [10] and [28].
In order to prove Part 2 we shall start by arguing as in the proof of Theorem 3.2 of [24] (see also some
further results in [22]). For any h ∈ L2(Ω) (Ω = (−R,R)) we define the operator Th = z ∈ H10 (Ω)
solution of the linear problem { −∆z + V (x)z = h in Ω,
z = 0 on ∂Ω. (2.15)
This operator is well defined since problem (2.15) has a unique (weak) solution z ∈ H10 (Ω). This
follows from applying the Lax-Milgram Lemma to the associated bilinear form in H10 (Ω)
a(u, v) =
∫
Ω
∇u · ∇vdx+
∫
Ω
V (x)uv dx
which is well-defined, continuous and coercive. Indeed, taking into account that
V (x) ≤ C
d(x, ∂Ω)α
a.e. x ∈ Ω,
(thanks to assumption (1.7)) Hardy’s inequality implies that
1
C
∫
Ω
V (x)u2dx ≤
∫
Ω
u2
d(x)2
dx ≤ k
∫
Ω
|∇u|2 dx
for some suitable constant k = k(Ω) and then
a(u, u) ≤ C ‖u‖2H10 (Ω)
for some C > 0, which implies that a is continuous (the coerciveness of a is a routine matter). Thus,
for any h ∈ L2(Ω), there exists a unique Th ∈ H10 (Ω) solution of the above equation and it is easy
to see that the composition with the (compact) embedding H10 (Ω) ⊂ L2(Ω) is a selfadjoint compact
linear operator T˜ = i ◦ T : L2(Ω) → L2(Ω) for which we obtain in the usual way a sequence of
eigenvalues νn → +∞. If we call λ# = ν1 then, by well-known results we know that λ# > 0. In
fact, since V (x) ≥ 0, we know that λ# > λ1(R) =
( pi
2R
)2
.
The proof of Part 3 (i.e. the associated eigenfunctions have zero normal derivatives on the boundary)
will result of the application of the iterative method of super and subsolutions (since the comparison
principle does not apply directly to solutions of the problem (DP )). We start by proving that if λ#
is the eigenvalue mentioned in Part 2 then we can chose m# ∈ [0, 1) such that
λ# = λ∗(m#) (2.16)
with λ∗(m) the critical eigenvalue of the nonlinear problem P (R,m, V0, λ) given in Proposition 1.5.
Indeed, for any m ∈ [0, 1) we have
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λ∗(m) =
ϕ(m)
2R2
where ϕ(m) :=
∫ µ(m)
0
dr√
rm+1
m+1
− r2
2
, with µ(m) :=
(
2
1+m
) 1
(1−m) . Obviously function ϕ(m) is continu-
ous, ϕ(m) > 0 for any m ∈ [0, 1) and
limm↗1 ϕ(m) = +∞.
Moreover, it is not difficult to check that∫ b
a
dr√
r − r2
2
=
√
2(arcsin(1− a)− arcsin(1− b)),
and thus
ϕ(0) =
∫ 2
0
dr√
r − r2
2
=
√
2pi.
Then property (2.16) holds since we know that
λ# ≥
( pi
2R
)2
>
√
2pi
2R2
= λ∗(0).
On the other hand the comparison principle holds, for solutions of the problem
DP (V, f)
 −d
2u
dx2
+ V (x)u = f(x) in Ω,
u = 0 on ∂Ω,
in the sense that, since
C
d(x, ∂Ω)2
≤ V (x), if f, f ∈ H−1(Ω) and f ≤ f in H−1(Ω) then there
exist u, u ∈ H10 (Ω) solutions of DP (V, f) and DP (V, f), respectively, such that u(x) ≤ u(x) a.e.
x ∈ Ω . The proof of this follows by applying again the Hardy inequality (a different argument,
when f, f ∈ L1(Ω, δ), can be found in Dı´az and Rakotoson [25]). Then we can apply the iterative
method of super and subsolutions: we start by building the supersolution of DP (V, λ#,Ω) of the
form u(x) = vλ∗(m#)(x : V 0) with vλ∗(m#)(x : V 0) the flat solution of P (R,m#, V 0, λ
∗(m#)).
Thanks to estimates (1.10) and (1.11) and assumption (1.7) for any x ∈ Ω we have
V 0∣∣vλ∗(m#)(x)∣∣1−m# ≤
V 0
(K#)1−m#
1
d(x, ∂Ω)2
≤ V (x)
if the condition
V 0
(K#)1−m#
≤ C, (2.17)
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holds. As a matter of fact, from the Proof of Proposition 1.5 we can see that (2.17) is equivalent to
1
K1−m
# ≤ C (2.18)
where K is the bound associated to the ”direct case” V 0 = 1 and λ = 1.Then, if we assume (2.18)
λ∗(m#)vλ∗(m#) = −
d2vλ∗(m#)
dx2
+ V 0v
m#
λ∗(m#) = −
d2v
dx2
+
V 0∣∣vλ∗(m#)(x)∣∣1−m# vλ∗(m#)
≤ −d
2vλ∗(m#)
dx2
+
V 0
(K#)1−m#
vλ∗(m#)
d(x, ∂Ω)2
≤ −d
2vλ∗(m#)
dx2
+ V (x)vλ∗(m#),
which proves that vλ∗(m#)(x : V 0) is a supersolution (notice that for the moment V 0 is arbitrary).
The construction of a subsolution is more delicate. In fact we shall built a continuum of subsolutions.
Given V̂0 > 0 (to be chosen later) we shall take a suitable λ > λ∗(m#) and u(x) = vλ(x : V̂0)
solution of P (R,m#, V̂0, λ). By properties d) mentioned in the proof of Proposition 1.5, if λ =
λ∗(m# : V̂0)ω with ω > 1 we have a family S1(λ) of compact support nonnegative solutions with
connected support defined by
vλ,V̂0(x) =
1
ω
1
1−m#
vλ∗(m#),V̂0
(√
ωx− z) (2.19)
where the shifting argument z is arbitrary among the points z ∈ (−R,R) such that support vλ,V̂0(·) ⊂
(−R,R). Then, arguing as in the case of the supersolution, we have
−d
2u
dx2
+ V (x) ≤ −d
2u
dx2
+ V̂0u
m# − (λ− λ∗(m#))u = λ∗(m#)u
assumed
C ≤ ω
(K
#
)1−m#
− (λ− λ∗(m#))R2, (2.20)
since we have(
ω
(K)1−m#
− λ∗(m#)(ω − 1)R2
)
1
d(x, ∂Ω)2
≤ V̂0um#−1 − (λ− λ∗(m#)),
with K is the upper bound associated to the ”direct case” V̂0 = 1 and λ = 1. If we define ε :=
λ− λ∗(m#) then
ω =
λ
λ∗(m#)
=
λ∗(m#) + ε
λ∗(m#)
and condition (2.20) cab written as
C ≤
λ∗(m#)+ε
λ∗(m#) − εR2(K)1−m
#
(K)1−m#
=
1 + ε( 1
λ∗(m#) −R2(K)1−m
#
)
(K)1−m#
.
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and this implies that u is a subsolution.
Finally, to apply the super and subsolution method we must check
u(x) ≤ u(x) for any x ∈ Ω. (2.21)
From the defintions of u(x) and u(x) we have that (2.21) holds if
V̂0
λ
≤ V 0
λ∗(m#)
, (2.22)
or equivalently
λ∗(m#) + ε
λ∗(m#)
≥ V̂0
V 0
. (2.23)
Thus we can proceed as follows; we assume
C <
1
(K)1−m#
. (2.24)
Then, if 1
λ∗(m#) − R2(K)1−m
# ≥ 0 then we can take ε > 0 arbitrary and then V 0 and V̂0 such that
(2.23) holds. If by the contrary 1
λ∗(m#) −R2(K)1−m
#
< 0 ten we take
ε <
1− C(K)1−m#
(R2(K)1−m# − 1
λ∗(m#))
and again V 0 and V̂0 such that (2.23) holds.
Then, by the super and subsolution method, we get the existence of a minimal u∗(x) and maximal
u∗(x) solution of (DP ) such that
u(x) ≤ u∗(x) ≤ u∗(x) ≤ u(x) for any x ∈ Ω.
Since there is a continuum of subsolutions we can shift them in order to get that u∗(x) > 0 for any
x ∈ Ω. Moreover from the spectral theory necessarily Λu∗(x) = u# = Λu∗(x) for some Λ,Λ > 0
and the estimates (1.9) hold for the solutions of the linear problem holds thanks to Proposition 1.5.

Proof of Corollary 1.6. As it is shown in [21], the nodal solutions vλ∗n(m) of the semilinear problem
P (R,m, V0, λ) corresponding to suitable values λ∗n(m) of the parameter λ bifurcating at the infinity
from the simple eigenvalues λn, n ∈ N, are obtained by rescaling, gluing and translating the unique
positive flat solution corresponding to λ∗(m). Thus the conclusion is an obvious consequence of
Proposition 1.5. 
Remark 2.4. Theorem 1.2 and Proposition 1.5 also hold to N > 1 for suitable convex regular
domains, for instance, satisfying the interior sphere condition (see [17]). 
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Proof of Theorem 1.8. Now the comparison principle can be applied directly and so it suffices to
follow the same scheme of proof than in Theorem 1. The sub and supersolutions are obtained by
solving the associate sublinear problem{ −∆v + V0vm = f(x) in (−R,R),
v(±R) = 0,
for suitable choices of m ∈ (0, 1) and V0 > 0. The boundary estimate similar to the given in (1.10)
was obtained in Theorem 1.15 of [15] (see also [3]) thanks to the crucial assumption (1.12). 
Remark 2.5. A different type of localizing results concerning the non-linear Schro¨dinger equation,
arising in nonlinear optics,
i}
∂ψ
∂t
= − }
2
2m
∆ψ + a|ψ|σψ, in (0,∞)× RN ,
were also presented in the series of lectures [16]. We recall that in most of the papers in the literature
it is assumed σ = 2, nevertheless there are many applications in which σ ∈ (−1, 0). In a series of
papers in collaboration with P. Be´gout ([5], [6], [7], [8] and [9]) we prove precise estimates on the
location of the support of ψ(x, t), whose boundary gives rise to a free boundary associated to the
problem. The techniques of proof are some extensions of the ones of [2] and are entirely different
to the ones used in the present paper.
Remark 2.6. Some of the ideas of this paper can be adapted to the study the existence of ”large
solutions” of the same type of linear equation{ −∆u+ V (x)u = f(x) in Ω,
u = +∞ on ∂Ω,
when the potential V satisfies (1.7) (see [18]). We recall (Theorem 2.10 of [25]) that given f ∈
L1(Ω : δ), f(x) ≥ 0 a.e. x ∈ Ω, V0 > 0, the existence of a large solution of the semilinear problem{ −∆v + V0vm = f(x) in Ω,
v = +∞ on ∂Ω,
requires now the key assumption m > 1 (compare this condition to assumption m ∈ (0, 1) used in
the proof of Theorem 1.8 for the existence of a flat solution).
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———restos
Then, by Proposition 1.5 and the change of variable (2.8) we know that
0 ≤ u(x) ≤
(
V̂0
λ
) 1
1−m# ( 2
1 +m#
) 1
(1−m#)
. (2.25)
Then
−d
2u
dx2
+ V 0u
m# ≤ −d
2u
dx2
+ V̂0u
m# − (λ− λ∗(m#))u = λ∗(m#)u
assumed
V 0u
m# + (λ− λ∗(m#))u ≤ V̂0um# . (2.26)
But thanks to the estimate (2.25), the sufficient condition (2.26) holds once we assume
V̂0(1− (1− λ
∗(m#)
λ
)(
2
1 +m#
)) ≥ V 0. (2.27)
———-restos
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