We consider linear groups which do not contain unipotent elements of infinite order, which includes all linear groups in positive characteristic, and show that this class of groups has good properties which resemble those held by groups of non positive curvature and which do not hold for arbitrary characteristic zero linear groups. In particular if such a linear group is finitely generated then centralisers virtually split and all finitely generated abelian subgroups are undistorted. If further the group is virtually torsion free (which always holds in characteristic zero) then we have a strong property on small subgroups: any subgroup either contains a non abelian free group or is finitely generated and virtually abelian, hence also undistorted. We present applications, including that the mapping class group of a surface having genus at least 3 has no faithful linear representation which is complex unitary or over any field of positive characteristic.
Introduction
Knowing that an abstract group G is actually linear (here meaning that G embeds in the general linear group GL(d, F) for some d and field F of arbitrary characteristic) is, or at least should be, an indication that G is a well behaved group. For instance if G is also finitely generated then it is residually finite (but this is not true of linear groups in general), whereas the Tits alternative states that if F has characteristic zero, or if again G is finitely generated (but not necessarily for arbitrary linear groups in positive characteristic) then G either contains a non abelian free subgroup or is a virtually solvable group. In fact if G is finitely generated and linear in any 1 INTRODUCTION 2 characteristic then all subgroups S of G, whether finitely generated or not, also satisfy this alternative in that S either contains the non abelian free group F 2 or is virtually solvable (this is outlined in Section 4). Now on sticking to the case where G is both linear and finitely generated, we can try and go further with those subgroups S of G that do not contain F 2 by asking whether S has to be finitely generated and also whether S is always virtually polycyclic, virtually nilpotent or virtually abelian. Moreover we can think about the geometry of the embedding in the cases where S does turn out to be finitely generated and ask if S is undistorted in G. For positive results in a different context, suppose we take any word hyperbolic group Γ. In this case Γ will be finitely generated, indeed finitely presented, but it need not be linear over any field. However we have a very strong property held by any "small" subgroup of Γ, namely that if S ≤ Γ is a subgroup not containing F 2 then S is virtually cyclic and is undistorted in Γ.
In this paper we will certainly not want to eliminate groups G containing Z 2 , so the correct analogy here for the "strong behaviour of small subgroups" seen in the word hyperbolic case is that every subgroup of G either contains a non abelian free subgroup or is virtually abelian, finitely generated and undistorted in G. However let us consider the following examples, all of which are finitely generated linear groups or subgroups thereof.
Example 1.1:
The wreath product Z ≀ Z, which can be thought of as a semidirect product i=+∞ i=−∞ Z ⋊ Z, is finitely generated and a subgroup of GL(2, R) via the matrices π 0 0 1 and 1 1 0 1 which is credited to Philip Hall. In fact here we only use the fact that π is transcendental, so that this group is actually linear in two dimensions over the field Q(t) for t an arbitrary element which is transcendental over Q. Clearly this group is solvable, even metabelian, but not virtually abelian and it contains the subgroup i=+∞ i=−∞ Z which is abelian but not finitely generated.
Example 1.2:
We can do the same in any positive characteristic p to obtain the "p-lamplighter group" C p ≀ Z, using the matrices t 0 0 1 and 1 1 0 1 over the field F p (t). Again this is a semidirect product i=+∞ i=−∞ C p ⋊ Z and has the property that it is finitely generated and metabelian, but it contains an abelian group which is torsion and not finitely generated. Thus C p ≀ Z fails to be virtually torsion free.
We now consider distortion of cyclic and abelian subgroups. The next two cases are by far the most commonly given examples of distorted infinite cyclic subgroups.
Example 1.3:
Consider the finitely presented Baumslag-Solitar group BS(1, 2) = a, t | tat −1 = a 2 . This is also solvable and metabelian and is even linear over Q using the matrices a = 1 1 0 1 and t = 2 0 0 1 . Again it has an abelian subgroup which is not finitely generated. Moreover as we clearly have t k at −k = a 2 k for the infinite order element a, the subgroup a is distorted in BS (1, 2) . In fact the behaviour is even worse because BS (1, 2) is an example of a group G which is not balanced: namely there exists an element a ∈ G of infinite order such that a m is conjugate to a n but |m| = |n| (whereupon a is distorted in G if G is finitely generated). Such groups do not have good properties in general, for instance they cannot be linear over Z. but as z n 2 = x −n y −n x n y n , we have that z is distorted in H. (Here z is said to have polynomial distortion, whereas a in the previous example has exponential distortion but in this paper we will not be concerned with the type of distortion, rather just whether the subgroup is distorted or not.) Note also that if S is any finite index subgroup of H and we have l > 0 with x l , y l ∈ S then z l 2 is a commutator in S, so no power of z has infinite order in the abelianisation of S. Now the abelian subgroup a, b ∼ = Z 2 is distorted in S because t n at −n = a s 2n+1 b s 2n for s n the nth Fibonacci number. However every cyclic subgroup of S is undistorted (for instance by seeing S as the fundamental group of a closed Sol 3-manifold).
These examples, which were all in very small dimension and used basic fields, certainly demonstrate that small subgroups of finitely generated linear groups need not have the strong behaviour that we see elsewhere. However surely a striking feature of all of these examples is that the "trouble" comes from non identity matrices of the form In this paper we will present two classes of linear groups, defined by restricting the unipotent matrices which are allowed to occur. One of our classes contains the other but both have considerable range in all dimensions and in any characteristic. Indeed the more general class includes all linear groups in positive characteristic and in zero characteristic it includes all real orthogonal and complex unitary linear groups. The stricter class is actually the same as the more general class in characteristic zero whereas it certainly contains all linear groups in positive characteristic which are virtually torsion free. We will show in Theorem 5.2 that if G is a finitely generated group in the more general class then every finitely generated virtually abelian subgroup is undistorted in G, and in Corollary 4.5 that a finitely generated group in the stricter class has the "small subgroups" property that every subgroup either contains F 2 or is both finitely generated and virtually abelian (thus also undistorted).
In fact the motivation for these results came not quite from hyperbolic groups, but more from non positive curvature. Our stricter class of linear groups, or at least the finitely generated groups in this class, corresponds reasonably well to the class of CAT(0) groups (those groups which act geometrically, namely properly and cocompactly by isometries, on a CAT(0) space). Although neither class in this correspondence contains the other, we will see that they share some group theoretic properties. As for our wider class of linear groups, in this paper they will be compared to groups H having an isometric action on a CAT(0) metric space (X, d) where the action is both proper and, as a weakening of being cocompact, is semisimple (meaning that for any h ∈ H the displacement function x → d(x, h(x)) attains its infimum over X). Again the two classes being compared are not equal, for instance the Burger-Mozes groups are CAT(0) and even have a geometric action on a 2 dimensional CAT(0) cube complex, but are infinite simple finitely presented groups, so are as far from being linear as can be imagined. However this time we will show that the correspondence between the group theoretic properties of these two classes is extremely close indeed. We now give more details of our results.
First for CAT(0) groups, we have the following theorem in [9] Part III Chapter Γ Section 1: Now none of these five points hold in general on replacing CAT(0) group by finitely generated linear group, regardless of the characteristic. For instance F 2 × F 2 is linear in any characteristic but it has finitely generated subgroups which are not finitely presented, thus (1) and (5) fail here on being applied to one of these subgroups. Next Proposition 4.2 of [15] displays a finitely generated subgroup of SL(2, Z) × SL(2, Z) (also linear in any characteristic) with infinitely many conjugacy classes of order 4 (extended in [7] to produce finitely presented subgroups of SL(2, Z) × SL(2, Z) × SL(2, Z) with the same property). Moreover we have already seen the failure of (3) and (4) for the wreath products in Examples 1.1 and 1.2. Indeed the counterexamples being given here for Properties (1), (2) and (5) all belong in our stricter class of linear groups. Nevertheless a consequence of Theorem 4.4 in our paper is that (3) and (4) do actually hold for all finitely generated linear groups in our stricter class, so some of this correspondence does go through.
However there is a Part 2 of the theorem in [9] Again all four of these points fail for finitely generated linear groups overall, as already seen in the examples above. But in this paper we will show that these four results hold verbatim for any finitely generated group in our more general class of linear groups. Consequently they all hold for any finitely generated group which is linear in positive characteristic. In fact we have already observed that Property (iii) is a consequence of Property (ii). The rest of the paper is arranged as follows: in the next section we introduce our two classes, where the more general class will be known as NIU-linear groups (for no infinite order unipotents) and the stricter class as VUF-linear groups (virtually unipotent free). We show in this section that both classes of groups have good closure properties, indeed the same as for linear groups in general. Section 3 is about centralisers where we establish Property (iv) for finitely generated NIU-linear groups in Corollary 3.2.
Section 4 is about small subgroups. Property (i) is readily established for NIU-linear groups in Proposition 4.3 but we get much stronger behaviour for VUF-linear groups, as Corollary 4.5 states that a finitely generated VUFlinear group G (in fact here finite generation is required) has the property that every subgroup S of G either contains F 2 or is virtually abelian and finitely generated. Then in Section 5 we show that for G any finitely generated NIUlinear group, all finitely generated abelian subgroups of G are undistorted in G. This extends a result in [19] which established this for cyclic subgroups.
Of course both G and the subgroup must be finitely generated for this concept to be defined, but combining this with Section 4 tells us that if G is any finitely generated VUF-linear group then any subgroup S of G is virtually abelian, finitely generated and undistorted in G. Consequently we end up showing that finitely generated VUF-linear groups are extremely well 7 behaved: not only do they have the very strong properties on small subgroups enjoyed by word hyperbolic groups, but they also have much better closure properties than word hyperbolic groups.
We provide applications of each of these results in Section 6. In particular, by using the ideas in [8] on centralisers of Dehn twists in mapping class groups, we show in Corollary 6.3 that for genus at least 3 the mapping class group cannot be linear over any field of positive characteristic, nor embed in the complex unitary group of any finite dimension (indeed any such representation in either case sends all Dehn twists to elements of finite order). We then consider how our classes of linear groups correspond to the fundamental groups of 3-manifolds of non positive curvature. Though we only consider closed 3-manifolds with a geometric structure, we can show quickly in Theorem 6.4 that for such an M 3 with π 1 (M 3 ) not virtually cyclic, the fundamental group belongs in either of our two classes of linear groups if and only if M 3 admits a Riemannian metric of non positive curvature. We then consider Euclidean groups, meaning arbitrary abstract subgroups of the Euclidean isometry group in a particular dimension, without any condition on their geometric properties. These need not be in either of our two classes of linear groups, although by using our earlier results we can reduce this to dealing with their translation subgroup. We establish Property (iv) for any finitely generated Euclidean group in Corollary 6.5 and a similar result on small subgroups in Corollary 6.6 (though even in dimension two we can have finitely generated Euclidean groups which are solvable but not virtually abelian). We also prove in Corollary 6.7 that all infinite cyclic subgroups of finitely generated Euclidean groups are undistorted, in contrast to [11] which shows that finitely generated abelian subgroups are often distorted.
We finish by looking at the group Out(F n ) which is not linear (at least for n ≥ 4). The paper [1] shows that all infinite cyclic subgroups of Out(F n ) are undistorted and this was recently extended to abelian groups in [25] , though in Theorem 6.8 we show that this also follows by combining the original result in [1] and a quick argument using translation lengths. We also note that the property of undistorted abelian subgroups then extends immediately to Aut(F n ) and free by cyclic groups F n ⋊ Z.
Properties of linear groups without infinite order unipotents
If F is any field and d ∈ N any positive integer then we say an element g of the general linear group GL(d, F) is unipotent if all its eigenvalues (considered over the algebraic closure F of F) are equal to 1, or equivalently some positive power of g − I is the zero matrix. Proof. For (i) there is r > 0 with N l = 0 for l ≥ r, where N = M − I. If we take k to be any power of p which is at least r then
But N k = 0 because k ≥ r and k i ≡ 0 modulo p for 0 < i < k as k is a power of p, thus M has order dividing k.
We now assume for the rest of the proof that F is algebraically closed. As 1 ≤ n/p < n we know that M n/p has order exactly p and hence has minimum polynomial p(x) dividing x p − 1 = (x − 1) p , but any eigenvalue of a matrix must be a root of its minimum polynomial so M n/p is unipotent. For (ii), if M has finite order then the minimum polynomial of M is x n −1 for some n ∈ N and in characteristic zero this has no repeated roots, so M is diagonalisable over F but has all eigenvalues equal to 1, so is the identity. ✷
We now come to the two key definitions of the paper. Note: clearly VUF-linear implies NIU-linear and they are the same in characteristic zero. As for the case when G is linear in positive characteristic, clearly if G is also virtually torsion free then it is VUF-linear. Although this need not true the other way round, it does hold if G is finitely generated, say by [24] Corollary 4.8. This states that any finitely generated linear group has a finite index subgroup whose elements of finite order are all unipotent (which might be thought of as "Selberg's theorem in arbitrary characteristic").
When we have a group G which is only given in abstract form then to say G is NIU-linear or VUF-linear will mean that there exists some field F and dimension d such that G has a faithful representation in GL(d, F) and the image of this representation has the respective property. We now begin by examining the closure properties of these two classes of linear groups, which turn out to be the same as for arbitrary linear groups. More precisely the property of being linear in a given characteristic is known to be preserved under subgroups, commensurability classes, direct and free products, so we now show that the same is true for either of these two classes when restricted to a particular characteristic. Proof. We will proceed in the following order. First, NIU-linear groups in a given positive characteristic just mean arbitrary linear groups in this characteristic, in which case the closure properties are already known. We then argue for NIU-linear groups in characteristic zero, which here are the same as VUF-linear groups. We then make the necessary adjustments in our proof for VUF-linear groups in positive characteristic. Part (i) is immediate for NIU-linear groups and follows straight away for VUF-linear groups because if S is a subgroup of G and H is the given finite index subgroup which is unipotent free then S ∩ H has finite index in S. This now reduces (ii) to saying that if G 1 is NIU-linear and is also a finite index subgroup of the group G then G is NIU-linear too (and the same for VUF-linearity but this is immediate). We certainly know that G is linear over the same field as G 1 by induced representations (though probably of bigger dimension). But if g ∈ G is a unipotent element of infinite order then so are all its positive powers g n and some of these will lie in G 1 . For (iii) and (iv), we first observe that there is a field F containing both F 1 and F 2 . (As they have the same prime subfield P, we can adjoin enough transcendental elements to P which are all algebraically independent, resulting in a field F ′ where all elements of F 1 and F 2 are algebraic over F ′ , so that F 1 and F 2 both embed in the algebraic closure of F ′ .) We then see that the direct product of G 1 × G 2 is linear over F in the usual way by combining the two blocks representing G 1 and G 2 . Then we note that the eigenvalues of an element g ∈ G 1 × G 2 are just the union of the eigenvalues in each of the two blocks. Thus a unipotent element of G 1 × G 2 is unipotent in both the G 1 and the G 2 blocks, hence in characteristic zero it is the identity in G 1 × G 2 if G 1 and G 2 are both NIU-linear. If instead they are VUF-linear with finite index subgroups H 1 , H 2 respectively that are unipotent free then so is H 1 × H 2 , which has finite index in
Free products of linear groups over the same characteristic were shown to be linear in [20] , which of course implies NIU-linearity in positive characteristic. For the remaining cases we can assume that we are in an algebraically closed field F which has infinite transcendence degree over its prime subfield. This is the setting for the proofs in [21] which rediscovered the result on free products. (Actually that paper works in SL(d, F) but the proofs go through
We first assume, by increasing the size of the matrices and adding 1s on the diagonal if needed, that the NIU-linear groups G 1 and G 2 both embed in GL(d, F) with neither subgroup containing any scalar matrices apart from the identity. Moreover these embeddings will still be NIU-linear. Then Lemma 2.2 of the above paper says there is a conjugate of G 1 (which will henceforth be called G 1 ) in GL(d, F) such that no non identity element of this conjugate has zero in its top right hand entry. Similarly by taking a conjugate of G 2 we can assume that no non identity element of G 2 has zero in its bottom left hand entry. Next [21] Proposition 1.3 shows that G 1 * G 2 embeds in GL(d, F(t)) for t any element which is transcendental over F. This is achieved by conjugating G 1 by a diagonal matrix made up of powers of t and then showing that in the resulting linear representation of G 1 * G 2 , any element g ∈ G 1 * G 2 which is not conjugate into G 1 or G 2 will have a trace which is a Laurent polynomial in t ±1 with at least two non trivial terms and so g is not the identity. But this also means that the trace of g is transcendental over F, thus cannot equal d and so g is not unipotent. Now being unipotent is a conjugacy invariant and as there are no unipotents in G 1 or G 2 either, the resulting faithful linear representation of G 1 * G 2 is NIU-linear.
Thus we are done in characteristic zero for both our classes of linear groups. As for preservation of VUF-linearity under free products in characteristic p > 0, we can use a trick: by dropping down further if necessary we can assume that both the unipotent free finite index subgroups H 1 of G 1 and H 2 of G 2 are normal. This then gives us two homomorphisms (for i = 1, 2) q i : G i → G i /H i onto finite groups and these can be both be extended from G 1 * G 2 to G i /H i with kernels which we will call K 1 and K 2 . Now note that K 1 ∩ K 2 is also normal and has finite index in G 1 * G 2 , and that both maps from G 1 * G 2 to G i are retractions so we have
So suppose that there is a non identity unipotent element k ∈ K 1 ∩ K 2 . By Proposition 2.1 (i) we can assume that k has order p. Thus in the free product G 1 * G 2 we must have that k is conjugate into G 1 or G 2 . This conjugate also lies in K 1 ∩ K 2 and is unipotent, so if it is in G 1 then it is also in H 1 and the same for G 2 and H 2 . But both H 1 and H 2 are unipotent free, so either way we are done. ✷ Note: To see that we cannot mix and match different characteristics in (iii) and (iv), even for finitely generated groups, the lamplighter group C 2 ≀ Z is linear in characteristic 2, but only in this characteristic, whereas the "trilamplighter" group C 3 ≀ Z is linear only in characteristic 3. Thus any group containing them both (such as their direct or free product) is not NIU-linear, or even linear over any field. We finish this section with a few words on how these closure properties work for the three geometric classes of groups that were mentioned in the introduction. First, being word hyperbolic is well known to be preserved under commensurability classes and free products, but hardly ever under direct products. Moreover it is certainly not preserved under passage to subgroups in general, but even if we only pass to finitely presented subgroups then there are examples of Noel Brady which are not word hyperbolic.
Next CAT(0) groups are preserved under both free and direct products, but again we can have finitely presented subgroups of CAT(0) groups which are not themselves CAT(0), for instance by using finiteness properties of direct products of free groups and their subgroups (see [9] Chapter III.Γ Section 5). Also commensurability is unclear because of the problem of lifting the action of a finite index subgroup to the whole group in a way that preserves cocompactness.
However we do obtain all four closure properties for the class of groups acting properly and semisimply on a CAT(0) space, provided we impose the mild extra condition that the CAT(0) space is complete (indeed some authors refer to this as a Hadamard space). This geometric property is preserved by free and direct products, and clearly also by passage to arbitrary subgroups. But less obviously, if a group H has finite index i in G and H has a proper action on the CAT(0) space X then we can use this to induce an action of G on the direct product of i copies of X (also a CAT(0) space) and this action will be proper. Moreover if X is complete then this induced action of G will also be semisimple, by [9] Chapter II Proposition 6.7 and Part (2) of Theorem 6.8 (we thank Martin Bridson for helpful correspondence on this point).
Consequently, as for the analogies we have mentioned between the various classes of linear and geometric groups, the strongest one by far is between our NIU-linear groups and groups acting properly and semisimply on a complete CAT(0) space. Having seen that the closure properties above all hold in both of these cases, the next sections are about other group theoretic properties of NIU-linear and VUF-linear groups.
We finish this section by remarking on two papers containing related results: first [17] considers basically the same class of groups (which they call Hadamard groups) as those acting properly and semisimply on complete CAT(0) spaces (their definition of a proper action, which they call discrete, is that of acting metrically properly, though if the space is itself a proper metric space then the two definitions are equivalent). Also [2] shows that in characteristic zero a finitely generated linear group has finite virtual cohomological dimension if and only if there is a finite upper bound on the Hirsch ranks of its finitely generated unipotent subgroups. Thus our finitely generated NIU-linear groups in characteristic zero always have finite virtual cohomological dimension, though as this also holds for the last three examples in Section 1, we see that this property on its own is not enough to rule out bad behaviour.
Abelianisation of centralisers in linear groups with restricted unipotent elements
We first show the following result.
Theorem 3.1 Suppose that G is a linear group over some field F of arbitrary characteristic and A is a abelian subgroup which is central in G. Let π be the homomorphism from G to its abelianisation G/G ′ . We have: (i) If G is NIU-linear then ker(π) is a torsion group. (ii) If G is VUF-linear then ker(π) is a finite group.
Proof. We first replace our field by its algebraic closure, which we will also call F. Then it is true that any abelian subgroup of GL(d, F) is conjugate in GL(d, F) to an upper triangular subgroup of GL(d, F), for instance by induction on the dimension and Schur's Lemma.
For any g ∈ G and a ∈ A we have ga = ag. This means that g must map not just each eigenspace of a to itself, but each generalised eigenspace
and together these span, so that if a has distinct eigenvalues λ
We now take a particular (but arbitrary) non identity element a of A and restrict G to the first of these generalised eigenspaces E λ 
(a) and so on. Otherwise there is another a ′ ∈ A such that we can split E λ (a) 1
(a) further into pieces where a ′ has only one eigenvalue on each piece. Moreover this decomposition is also G-invariant because it can be thought of as the direct sum of the generalised eigenspaces of a ′ when G is restricted to E λ (a) 1 (a). We then continue this process on all of the pieces and over all elements of A until it terminates (essentially we can view it as building a rooted tree where every vertex has valency at most d and of finite diameter). We will now find that we have split
where any element of A has a single eigenvalue when restricted to any one of these blocks. Now we conjugate within each of these blocks so that the restriction of A to this block is upper triangular, using the comment at the start of this proof. Under this basis so obtained for F d , we have that any a ∈ A will now be of the form
where each block T i is an upper triangular matrix with all diagonal entries equal (as these are the eigenvalues of a within this block). More generally any g ∈ G will be of the form   
for various matrices M 1 , . . . , M k which are the same size as the respective matrices T 1 , . . . , T k because we know g preserves this decomposition. Consequently we have available as homomorphisms from G to the multiplicative abelian group (F * , ×) not just the determinant itself but also the "subdeterminant" functions det 1 , . . . , det k , where for g ∈ G the function det j (g) is defined as the determinant of the jth block of g when expressed with respect to our basis above, and these are indeed homomorphisms as is
As θ is a homomorphism from G to an abelian group, it factors through the homomorphism π from G to its abelianisation because this is the universal abelian quotient of G. This means that ker(π) is contained in ker(θ) and so we can replace π with θ for the rest of the proof. Thus suppose that there is some a ∈ A which is in the kernel of θ. We know that
for upper triangular matrices T i and as the diagonal entries of T i are constant, say µ i for µ 1 , . . . , µ k ∈ F * , we conclude that µ
. In other words a power of a is unipotent, thus if G is NIU-linear then a has finite order.
In the case where G is VUF-linear with a finite index subgroup H having no non trivial unipotent elements, we have that H ∩ A has finite index in A so we will take the restriction of θ to H ∩ A and show that this has finite kernel. If we have elements u 1 , u 2 ∈ H ∩ A with exactly the same diagonal entries then u −1 1 u 2 must be unipotent and so u 1 = u 2 . But on considering the diagonal entries of an upper triangular element in ker(θ), we see they are all roots of unity with bounded exponent and so there are only finitely many possibilities, thus also only finitely many possibilities for elements of H ∩ A which are also in the kernel of θ. ✷
In particular any infinite order element of A also has infinite order in the abelianisation of G. We now adapt this to obtain the same conclusion of Theorem 1.2 Part (iv) in the case of NIU-linear groups.
Corollary 3.2 If H is a finitely generated NIU-linear group and A ∼ = Z n is central in H then there exists a subgroup of finite index in H that contains
A as a direct factor.
Proof. Theorem 3.1 gives us a homomorphism θ from H to some abelian group C which is injective on A. By dropping to the image, we can assume that θ is onto without loss of generality and so C is also finitely generated. By the classification of finitely generated abelian groups, we have that C = Z m ⊕Torsion for m ≥ n and we can compose θ with a homomorphism φ from C to Z n in which A still injects, so will have finite index. Thus if we set K = Ker(φθ) then the pullback (φθ) −1 (A) = KA has finite index in H. Also K and A are normal subgroups of H with K ∩ A = {e},
Small subgroups of NIU-linear and VUFlinear groups
Suppose that F is an algebraically closed field of any characteristic, and that S is a solvable subgroup of GL(d, F).
A consequence of the Lie -Kolchin Theorem, or alternatively results of Malce'ev, is that there is a finite index subgroup T of S which is upper triangularisable, namely conjugate in GL(d, F) to a subgroup of GL(d, F) where every element is upper triangular. Thus on assuming that we have conjugated S within GL(d, F) so that T is in this upper triangular form, we immediately see there is a homomorphism h from T to the abelian group (F * ) d given by the diagonal elements of an element t ∈ T . As the kernel of h consists only of upper unitriangular matrices, meaning that it must be a nilpotent group, we obtain the well known: To improve on this result we will first use NIU-linearity and VUF-linearity, then further strengthen it by assuming that S, which might not be finitely generated, is in fact a subgroup of a finitely generated linear group.
Corollary 4.2 Suppose that S is a solvable group and is NIU-linear. Then S is virtually (torsion by abelian) and if we are in characteristic zero then S is in fact virtually abelian (although S need not be finitely generated in any characteristic).
Proof. The kernel of h in Proposition 4.1 consists entirely of unipotent elements. But as S is NIU-linear, we have by Proposition 2.1 that ker(h) is a torsion group in positive characteristic and ker(h) = {id} in zero characteristic.
We have already seen that the wreath product C p ≀ Z is linear in characteristic p > 0 and this contains the infinitely generated abelian group +∞ i=−∞ C p . As for characteristic zero, we can take all diagonal matrices over F = Q say in any particular dimension to get an NIU-linear and VUF-linear group which is countable and abelian but not finitely generated. ✷
Next we show the equivalent result for NIU-linear groups of Theorem 1.2 Part (i).
Proposition 4.3 Suppose that S is polycyclic and NIU-linear, then S is virtually abelian.
Proof. We are done in characteristic zero by Corollary 4.2 above. Moreover S being polycyclic means that all subgroups of S are finitely generated, in particular ker(h) which is also a solvable torsion group and thus is finite. Hence T is finite by abelian as well as finitely generated, so by standard results it is virtually abelian (for instance: T is certainly residually finite, so we can take finitely many finite index subgroups of T , each missing an element of ker(h), and their intersection injects under h so is abelian).
✷
We now move to considering solvable groups S which are VUF-linear. We can obtain strong results if S is finitely generated, but in fact it is enough to assume that S is merely contained in some linear group G which is finitely generated. This is because we can then utilise the fact that G can be thought of as a subgroup not only of GL(d, F) for F a finitely generated field, but (by taking the ring generated by all entries of a generating set for the group which is closed under inverses) also of GL(d, R) where R is an integral domain which is finitely generated as a subring of F. This approach is exploited in [24] Chapter 4 and allows us here to obtain a much better result on small subgroups in line with word hyperbolic or CAT(0) groups.
Theorem 4.4 Suppose that the solvable group
Then S is virtually abelian. If further we have that S is a subgroup of G ≤ GL(d, F) where G is finitely generated then S is also finitely generated.
Proof. We first replace S with the appropriate finite index subgroup P which is unipotent free. We next assume that F is algebraically closed and proceed as in Proposition 4.1 and Corollary 4.2 by conjugating S in GL(d, F) so that P has a finite index subgroup T which is upper triangular. Now the homomorphism h from T to (F * ) d has kernel consisting only of unipotent elements but T is unipotent free, so T is abelian with P and S being virtually abelian.
Now suppose that S is contained in the subgroup G of GL(d, F) with G finitely generated. We then follow [24] Lemma 4.10 and see that, as T is a subgroup of GL(d, R) for R a finitely generated subring of the field F obtained from the entries of a symmetric generating set for G, our homomorphism h actually has image in U d for U the group of units of R, which happens to be a finitely generated abelian group, so T and thus P and S are also finitely generated. ✷
We can now make this result on small subgroups of VUF-linear groups definitive by bringing in the Tits alternative.
Corollary 4.5 Suppose that G ≤ GL(d, F) is a finitely generated VUFlinear group. Then any subgroup S of G (whether finitely generated or not) satisfies the following alternative: either S contains a non abelian free subgroup or S is virtually abelian and finitely generated.
Proof. The Tits alternative in characteristic zero tells us that any linear group in this characteristic either contains a non abelian free subgroup or is virtually solvable, thus Theorem 4.4 applies.
This does not quite work in positive characteristic, because although the Tits alternative still holds as above for linear groups in positive characteristic which are finitely generated, for an arbitrary linear group we might only conclude that it is solvable by locally finite (for instance GL(d, F q ) for d ≥ 2 and F q the algebraic closure of the finite field F q ). However we can again evoke finite generation of the ring R in this situation to conclude that if S is a subgroup of a finitely generated group which is linear in positive characteristic then either S contains a non abelian free subgroup or S is indeed virtually solvable. For instance [24] Lemma 10.12 states that if R is a finitely generated integral domain and S is a subgroup of GL(d, R), which is the case for S here, such that every 2-generator subgroup of S is virtually solvable, which is also the case for S here if it does not contain a non abelian free subgroup, then S itself is virtually solvable. ✷
We note that in other settings we do not always have a Tits alternative available. For instance it is currently unknown whether every finitely generated subgroup of a CAT(0) group must either contain F 2 or be virtually solvable, whereas there are finitely generated groups acting properly and semisimply on CAT(0) spaces which fail this alternative.
Undistorted abelian subgroups
In this section we prove Theorem 5.2 which states that for a finitely generated NIU-linear group G, all finitely generated abelian subgroups are undistorted in G. Proposition 2.4 of [19] showed this for cyclic subgroups (in fact their statement concludes that cyclic subgroups do not have exponential distortion but the proof given works for arbitrary distortion). They use a fact from the paper [23] establishing the Tits alternative which is that for any element of infinite multiplicative order in a finitely generated field, we can find an absolute value on the field which is not equal to 1 on this element. We will argue in this way but will need to work with many absolute values simultaneously, as well as needing a separate argument for units in number fields.
Suppose we have a group G which is finitely generated but otherwise arbitrary for now, along with a finitely generated abelian subgroup A of G. We will repeatedly use the fact that showing a finite index subgroup of A is undistorted in G also establishes this for A itself, so without loss of generality we will say that A = a 1 , . . . , a m ∼ = Z m for some m ≥ 1. Suppose further that we have a function f : G → [0, ∞) with the following two properties:
There exists a real number c > 0 such that for all (n 1 , . . . , n m ) ∈ Z m , we have f (a
. Then on taking any finite generating set S for G and denoting l S (g) for the standard word length of an element g ∈ G with respect to S, we have by (i) that l S (g)C ≥ f (g) on setting C = max{f (s ±1 ) : s ∈ S}. Now C ≥ 0 and indeed C > 0 unless f ≡ 0, in which case (ii) cannot hold. Thus if a = a 
For linear groups, at least over C, we have a natural candidate for this function f . Indeed if we now suppose that G is a subgroup of GL(d, C) then we can put the max norm || · || ∞ on C d and the corresponding operator norm
, so the operator norm is a map from G to (0, ∞) which is submultiplicative. Of course this can be made subadditive by taking logs, but it might return negative values. Therefore we actually define
This will be at least zero because if λ is an eigenvalue with eigenvector v = 0, so that Mv = λv, then ||M|| op ≥ |λ|, but if 0 < |λ| ≤ 1 then 1/λ is an eigenvalue of M −1 with |1/λ| ≥ 1. Now subadditivity for f is easily checked using the submultiplicity of || · || op , so we first review the proof of Proposition 2.4 in [19] for the case when our abelian group A = M is infinite cyclic: if M ∈ GL(d, C) possesses an eigenvalue λ with |λ| > 1 then for n > 0 we get ||M n || op ≥ |λ| n , and if |λ| < 1 then ||M −n || op ≥ |1/λ| n so that
and we can swap M and M −1 when n < 0, hence f (M n ) ≥ c|n| for c = log|λ| . Thus when |λ| = 1 we will have c > 0 and so M is undistorted in G.
However it is quite possible that all eigenvalues of every element of G have modulus 1, for instance if G were a group of orthogonal or unitary matrices (which is exactly one of the cases we are considering). We also need a generalisation of this argument to arbitrary fields, not just the characteristic zero case. In order to complete the proof for cyclic subgroups, [19] refers back to the famous proof [23] of the Tits alternative, and specifically Lemma 4.1 of this paper which states that for any finitely generated field F and for any element z ∈ F * of infinite multiplicative order, there is an absolute value ǫ on F with ǫ(z) = 1. Here if F is any field then an absolute value ǫ : F → [0, ∞) satisfies (i) ǫ(x) = 0 if and only if x = 0 (ii) ǫ(xy) = ǫ(x)ǫ(y) (iii) ǫ(x + y) ≤ ǫ(x + y).
Thus to finish the cyclic case, suppose that our group G is a subgroup of GL(d, F) for F an arbitrary field. We first note that we can take F to be a finitely generated field without loss of generality because G is a finitely generated group. Then for any element M ∈ G we extend F to F M by adjoining the eigenvalues of M, so that F M is still finitely generated. Now if all eigenvalues of M are roots of unity then a power of M is unipotent, which we are specifically excluding. Thus there must be an eigenvalue λ of M and an absolute value ǫ on F M such that ǫ(λ) = 1, so we do indeed have that |log ǫ(λ)| = c > 0 in the above and M is undistorted in G.
Now we move to the case when A is a free abelian subgroup of rank m in the finitely generated group G ≤ GL(d, F). However, although still following the same path, the argument requires more work than the cyclic case. In particular, difficulties are caused by the fact that we can have m > d in general as the next example shows:
Example: Let F = Q and consider Z 2 ∼ = A = 2, 3 = G ≤ Q * = GL(1, Q). Then on trying the obvious absolute value ǫ(q) = |q| for q ∈ Q and setting f (q) = log max (||q|| op , ||q −1 || op ) = log|q| , Property (ii) above would require c > 0 such that f (2 n 1 3 n 2 ) ≥ c(|n 1 | + |n 2 |). But f (2 n 1 3 n 2 ) = |n 1 log(2) + n 2 log(3)| so this is impossible because log(2), log(3) is dense in R. However we also have p-adic evaluations on Q, in particular the 2-adic evaluation | · | 2 and the 3-adic evaluation | · | 3 . Let us now define f as above but using either of these two evaluations in place of the usual Euclidean absolute value. Then f is still subadditive but on setting g = 2 n 1 3 n 2 ∈ Q * , we have f (g) = log(|g| 2 ) = |n 1 |log(2) or f (g) = log(|g| 3 ) = |n 2 |log(3).
However in the first case we have f (3 n 2 ) = 0 and f (2 n 1 ) = 0 in the second, so Property (ii) fails badly here. Moreover by Ostrowski's Theorem, every absolute value on Q is equivalent either to the modulus or to a p-adic evaluation for some prime p, all of which give rise to our function f being subadditive but all fail Property (ii). The key now is to see that we can combine different functions f obtained from separate evaluations, because the sum of two subadditive functions is also subadditive.
In particular, here we can set f to be the function f (g) = log(|g| 2 ) + log(|g| 3 ) = |n 1 |log(2) + |n 2 |log (3) which (as log(2) < log (3)) is at least (|n 1 | + |n 2 |)log (2), thus providing the required lower bound on A. Of course as A = G we have merely shown that A is undistorted in itself, but we have used Properties (i) and (ii) to establish this.
We can now proceed with the general argument. We first introduce the functions f that we will be using here. 
Then for any dimension d there exists a function f : GL(d, F) → [0, ∞) which is subadditive and with the following property: if
Proof. We first let || · || i be the max norm on the vector space F d with respect to ǫ i , so that given v = (v 1 , . . . , v d ) ∈ F d we have
We then let ||·|| op,i be the corresponding operator norm on GL(d, F), namely
Then each f i is subadditive, thus so is f := f 1 + . . . + f N . Now if λ is an eigenvalue for M then for each i we certainly have
. ✷ We now come to the proof of the equivalent of Theorem 1.2 Part (ii).
Theorem 5.2 If G is any finitely generated group which is NIU-linear and
A is any finitely generated abelian subgroup of G then A is undistorted in G.
Proof. We take G to be a subgroup of GL(d, F), where F is some field which we initially assume to be algebraically closed. By dropping to a finite index subgroup of A if required, we can assume that A = a 1 , . . . , a m is free abelian of rank m. Moreover we can conjugate G within GL(d, F) so that every element of A is upper triangular. Having done this, we henceforth assume that F is the finitely generated field over the relevant prime subfield which is generated by the entries of G.
By taking logs, any absolute value ǫ i on F can also be thought of as a group homomorphism log ǫ i from F * to R. Moreover from a single absolute value ǫ i , we obtain d functions θ i,j from A to R where 1 ≤ j ≤ d by setting θ i,j (a) = log ǫ i (a jj ) for a jj ∈ F * the jth diagonal entry of the element a ∈ A. As any a is an upper triangular matrix, we see that θ i,j : A → R is actually a homomorphism. Proof. We proceed by induction on m. We first write A = A 0 ⊕ a m for A 0 = a 1 , . . . , a m−1 and we can assume that there exist absolute values ǫ 1 , . . . , ǫ m−1 such that the resulting homomorphism θ 0 : A → R (m−1)d , obtained by combining the relevant coordinate functions θ i,j , is injective on A 0 . If it is injective on A too then we are happy and can just add any ǫ m to the list of absolute values. Otherwise θ 0 vanishes on some element a of A which must be of the form a = a 0 a n m for a 0 ∈ A 0 and n = 0. We now pretend that actually A was the finite index subgroup a 1 , . . . , a m−1 , a n m which is also equal to a 1 , . . . , a m−1 , a (with the subgroup A 0 unchanged).
Next we use Tit's Lemma 4.1 in [23] : as F is assumed finitely generated, we have that for any z ∈ F * of infinite order, there exists an absolute value ω on a locally compact field containing F, and thus on F itself by restriction, such that ω(z) = 1. We now apply this to each diagonal element of a: if every one has finite order then the eigenvalues of a are all roots of unity and so some power of a is unipotent, which is excluded by the NIU-linear hypothesis unless a has finite order but A is free abelian of rank m.
Consequently there is some 1 ≤ k ≤ d where the kth diagonal element a kk ∈ F * of a has infinite order, thus there is also an absolute value ω : F → [0, ∞) with ω(a kk ) = 1. We set ǫ m = ω so that θ m,k (a) = log ǫ m (a kk ) = 0. Hence on letting θ be the extension of θ 0 from A to R md obtained by including θ m,1 , . . . , θ m,d as extra coordinate functions, we have that θ is injective on A: suppose θ vanishes on an element of A, which can also be written as a 0 a n for some a 0 ∈ A 0 , so that θ(a 0 a n ) = 0 ∈ R md . Then looking at the first (m − 1)d coordinate functions θ i,j tells us that a 0 is the identity (because we suppose that here a vanishes under θ 0 but that A 0 injects), whereas θ m,k (a n ) = 0 implies n = 0. ✷ An absolute value ǫ on a field F is called discrete if the image of ǫ : F * → (0, ∞) is a discrete set, which is equivalent to saying that there exists λ > 0 such that the image of the function log ǫ in R is λZ. We now proceed on the assumption that all absolute values obtained in Lemma 5.3 are discrete (thus in Q this would mean we have taken the p-adic evaluations but not the modulus) and we will remove this assumption at the end of the proof.
We have the coordinate functions θ i,j on A and we can now assume that there exists real numbers λ i,j > 0 with θ i,j (A) ≤ λ i,j Z ≤ R. Thus by Lemma 5.3 A embeds via θ in the subgroup 1≤i≤m,1≤j≤d
which is clearly a lattice in R md , namely a discrete subgroup of R md which spans. Thus on letting V be the vector subspace of R md spanned by θ(A), which is itself a lattice in V , we see that for a = a Thus if we put the norm on V induced from the max norm on R md , we obtain
But θ i,j (a) = log ǫ i (a jj ) for a jj the jth diagonal entry of a. As a is upper triangular, this is an eigenvalue of a. Hence by applying Proposition 5.1 with ǫ 1 , . . . , ǫ m , we obtain our subadditive function f : G → [0, ∞) where for any a = a
Thus f satisfies both Property (i) and Property (ii) and hence A is undistorted in G.
We must now consider when we are able to use absolute values which are discrete, thus we turn again to [23] Lemma 4.1 but this time we examine the proof rather than just the statement. Our field F is finitely generated over its prime subfield P (namely P = Q in characteristic zero and P = F p in characteristic p > 0) and we suppose we are given a non zero element t ∈ F which is not a root of unity (so t has infinite order in F * ). Let us first assume that t is transcendental over P, in which case this proof proceeds as follows. We set F alg to be the subfield of F consisting of those elements which are algebraic over P, with F alg being finitely generated over P because F is and so F alg is a finite extension of P. Moreover finite generation of F (now over F alg ) implies that we have a finite transcendence basis of F over F alg , namely a finite number of elements t 1 , . . . , t u ∈ F, where we can and do take t 1 = t, which are algebraically independent over F alg and such that F is a finite extension of F alg (t 1 , . . . , t u ).
We set the field E to be F alg in the characteristic zero case and F alg (t) in positive characteristic, and put a suitable discrete absolute value ǫ on E. For E = F alg (t) we can simply use ǫ(f (t)/g(t)) = e deg(f)−deg(g) which is clearly discrete and with ǫ(t) = 1. In characteristic zero E = F alg is a number field and we can use any absolute value ǫ obtained from a prime ideal, which is also discrete. In either case E is a global field and thus we can extend (E, ǫ) to its completion ( E, ǫ) which is locally compact and with ǫ still discrete. Now F alg (t 1 , . . . , t u ) embeds in E as the latter field has infinite transcendence degree over E by countability reasons, thus we can now regard ǫ as defined on F alg (t 1 , . . . , t u ). Moreover in the characteristic zero case we can send t = t 1 to a transcendental element of E with ǫ(t) = 1 (for instance if α = 0 is algebraic with ǫ(α) = 1 but ǫ(t) = 1 then αt is transcendental and ǫ(αt) = 1), thus we have ǫ(t) = 1 in either event. Finally as E is complete and locally compact, there exists a finite field extension E ′ of E with ǫ extending to E ′ (still discretely) and F embedding in E ′ , so ǫ is a well defined discrete absolute value on F with ǫ(t) = 1.
In positive characteristic any non zero element of the algebraic extension F alg is a root of unity as F alg is a finite field, thus we have established the non distortion of A in this case and we now assume we are in characteristic zero for the rest of the proof. But here the above argument also tells us that we are done unless we come across an element a of our free generating set a 1 , . . . , a m for A with no diagonal entry which is a transcendental number. However if t is an algebraic number, and hence here also an element of F alg , then our argument above of the existence of a suitable discrete absolute value ǫ on F alg , which is now a number field, will also go through as long as we can obtain ǫ from evaluation at a prime ideal where ǫ(t) = 1 and this will be discrete (whereupon we do not take t 1 = t anymore in the above, rather t 1 becomes merely the first element in an arbitrary transcendence basis).
Thus we are only left with the case where every diagonal entry of a is algebraic and thus an element of the number field F alg , but such that evaluation of each diagonal entry at any prime ideal in F alg equals 1. Let O be the ring of integers of F alg , so that we have unique factorisation of a fractional ideal of O into prime ideals, with the powers appearing in the factorisation given by evaluation at these prime ideals. This extends to elements x ∈ F * alg by factorising the fractional ideal xO. Thus if x is any diagonal entry of a then it must now factor trivially, giving us xO = O and thus both x and x −1 are in O so that x is a unit of F alg . This means that we can use Dirichlet's units theorem, which states that if (r 1 , r 2 ) is the signature of F alg (where r 1 is the number of real embeddings of F alg and r 2 is the number of pairs of complex conjugate embeddings then the group of units U(F alg ) is a finitely generated abelian group of Z-rank r 1 + r 2 − 1 with torsion group equal to the roots of unity of F alg . Moreover the theorem also states that if the real embeddings are σ 1 , . . . , σ r 1 and σ r 1 +1 , . . . , σ r 1 +r 2 is a choice of complex embeddings from each complex conjugate pair then the map L(x) = log |σ 1 (x)|, . . . , log |σ r 1 (x)|, 2 log |σ r 1 +1 (x)|, . . . , 2 log |σ r 1 +r 2 (x)|, is an abelian group homomorphism from U(F alg ) to the subspace
of R r 1 +r 2 with image of dimension r 1 + r 2 − 1 which is a discrete subgroup.
We can now finish off as follows: if we come across a generator a of A all of whose diagonal entries are units in F alg , we must have some diagonal entry d ∈ F * alg with L(d) = 0, or else all these diagonal entries are roots of unity and so a has a power which is unipotent. Now given any field embedding σ i from F alg to R or C, we can extend this to F by sending the elements t 1 , . . . , t u of our transcendental basis to algebraically independent transcendentals in R or C, then defining σ i over the finite extension up to all of F. Consequently we have that L extends to a map from F to R r 1 +r 2 which is still an abelian group homomorphism.
We now write our abelian subgroup A as a direct sum A u ⊕ A v where the generators a 1 , . . . , a u of A u have all diagonal entries which are units, but such that the generators a u+1 , . . . , a m of A v do not have this property. We then proceed as before on A v with coordinate functions to obtain the group homomorphism θ : A → R (m−u)d which embeds A v discretely, so we have k 1 > 0 such that ||θ(a)|| ≥ k 1 for a ∈ A v \ {id} but θ(A u ) = 0 which means that ||θ(a)|| ≥ k 1 for any a in A\A u . We also take the map M :
defined by the j coordinate functions M j for 1 ≤ j ≤ d where M j applies the Dirichlet map L to the jth diagonal entry a jj of a ∈ A. Although A v could be mapped in a highly non discrete way by M, we have that M sends A u into a discrete subset of S d ≤ R (r 1 +r 2 )d and thus there exists k 2 > 0 such that ||M(a)|| ≥ k 2 for a ∈ A u \ {id}. Thus we can put M and θ together to obtain the map
where we put the max norm on the product. Consequently for any non identity element a ∈ A we have
Thus A embeds discretely under M × θ, giving us c > 0 such that ||(M × θ)(a Moreover for a ∈ A we have that each coefficient of (M ×θ)(a) is obtained by applying one of our absolute values to a particular diagonal entry a jj (hence also an eigenvalue) of a and then taking logs. As we have f (a) ≥ | log ǫ i (a jj )| for all i and j by Proposition 5.1, we conclude that f (a) ≥ ||(M × θ)(a)||. Thus f does have both properties and therefore A is undistorted in G. ✷ 6 Some applications
Mapping class groups
Of course any finitely generated group G which fails to satisfy any of the four conditions in Theorem 1.2 cannot act properly and semisimply by isometries on a CAT(0) space. As we have now shown that G also cannot be NIU-linear, we can look to see if any of these obstructions have been established for well known groups in the course of showing that they do not admit nice actions on CAT (0) spaces. An important example of this is the mapping class group Mod(Σ g ) where here Σ g will be an orientable surface of finite topological type having genus g at least 3 (which might be closed or might have any number of punctures or boundary components). In [8] Bridson shows that for all the surfaces Σ g mentioned above, the mapping class group Mod(Σ g ) does not admit a proper and semisimple action on a complete CAT(0) space, a result first credited to [17] . This is done using the following obstruction which is similar to Theorem 1.2 Part (iv). We note that there are "quantum" linear representations with infinite image but where every Dehn twist has finite order. However linearity of the mapping class group in genus g ≥ 3 is a longstanding open question, although in genus 2 linearity over C was established in [6] and in [18] by applying results on braid groups.
3-manifold groups
Here we will restrict our 3-manifold groups to π 1 (M 3 ) for M 3 any closed 3-manifold. We note that linearity of π 1 (M 3 ) is still unknown for some graph manifolds M 3 , but from the work of Agol -Wise and other related results we have that π 1 (M 3 ) is virtually special (and hence linear over Z) if and only if π 1 (M 3 ) is non positively curved, which means that M 3 admits a smooth Riemannian metric where all sectional curvatures at every point are bounded above by zero. We might therefore ask how NIU-linearity or VUF-linearity of π 1 (M 3 ) relates to the non positive curvature of M 3 . Whilst we cannot answer this in full here because of the open cases of graph manifolds, we can at least do this quickly for 3-manifolds admitting a geometric structure. Note that for very small fundamental groups, namely those which are virtually cyclic and so have geometry modelled on S 3 or S 2 × R, we have a dichotomy because the manifolds fail to be non positively curved but the fundamental groups are even word hyperbolic. However apart from these examples the correspondence works. Proof. We will work in characteristic zero, so that the difference between NIU and VUF-linearity disappears (the arguments do all work in positive characteristic except for the hyperbolic case, where it is not clear if we have faithful linear representations). As π 1 (M 3 ) is not virtually cyclic, we have six geometries to check.
First if M 3 is hyperbolic then it has a faithful (and indeed discrete) representation in P SL(2, C) and also in SL(2, C) where every element is loxodromic, thus without unipotents. Also if M 3 is Euclidean then its fundamental group is virtually Z 3 and all such groups are NIU-linear (by commensurability and taking direct products).
If M 3 has Nil or Sol geometry then it cannot admit a metric of non positive curvature and its fundamental group is virtually polycyclic, but not virtually abelian so π 1 (M 3 ) is not NIU-linear by Section 4.
We are now left with the P SL(2, R) and H 2 × R geometries, leading us to Seifert fibred spaces which here can be defined as closed 3-manifolds M 3 which are finitely covered by circle bundles over surfaces B 3 and where
is not virtually cyclic. By say (C.10) and (C.11) of [3] , we have two possibilities for B 3 . The first is that it has a finite cover which is of the form S 1 × F for F a closed orientable surface, whereupon M 3 is non positively curved. Thus again by commensurability and direct products, the fundamental group of this finite cover, and hence of M 3 itself, is NIU-linear. The other case, where π 1 (M 3 ) will fail to be non positively curved, is when B 3 has non zero Euler class, in which case the infinite order central element of π 1 (B 3 ) has finite order in the abelianisation of π 1 (B 3 ) so Theorem 3.1 immediately applies to tell us that π 1 (B 3 ) and π 1 (M 3 ) cannot be NIUlinear. ✷
Arbitrary groups of Euclidean isometries
A standard result is that the group
, where the translation subgroup T d is a copy of (R d , +). As O(d) is VUF-linear and hence shares the nice properties of non positively curved groups as shown in the previous sections, we can ask whether E d and its subgroups do too. This seems likely given that E d is "nearly" VUF-linear in that we just have to deal with the translation subgroup. In fact we will see that the abelianisation of centralisers property still holds and the property of small subgroups almost goes through, whereas things are rather different for distortion of abelian sub-groups. We emphasise here that we are interested in arbitrary groups of Euclidean isometries in that we will not assume they are discrete, proper or cocompact.
First E d is itself well known to be linear as a subgroup of GL(d + 1, R) via sending the map Mx + b to the matrix
Of course under this embedding the translations map to unipotent elements.
In fact E d is not NIU-linear as an abstract group either, even for d = 2 because the subgroup generated by a translation and an infinite order rotation is (again) Z ≀ Z. Now this group is not NIU-linear (for instance by Corollary 4.2 as it is torsion free). We first show the equivalent of Corollary 3.2 for Euclidean isometries.
Corollary 6.5 If G is any finitely generated group of Euclidean isometries in dimension d and A ∼ = Z m is central in G then there exists a subgroup of finite index in G that contains A as a direct factor.
Proof. From before it is enough to find a homomorphism from G to an abelian group which is injective on A. First consider the translation subgroup S = T d ∩ A ∼ = Z r (for 0 ≤ r ≤ m) of A ∼ = Z m which must be a direct factor of B = S ⊕ R, where B has finite index in A and R is some complementary subgroup. We will henceforth work with B and replace it by A at the end. Now the homomorphism ψ : G → O(d) which sends an isometry Mx+b to M is injective on R with ψ(R) VUF-linear and torsion free, so we can further compose with θ : ψ(G) → (C * ) k as in Theorem 3.1. Then θψ is injective on R and trivial on the translations S in A, so we now need a homomorphism χ from G to an abelian group which is injective on S. To obtain this, first note that γ ∈ E d commutes with the translation x → x + t if and only if M γ fixes the vector t ∈ R d , where we write γ(x) = M γ x + b γ . Thus if the subgroup S is freely generated by the translations with vectors t 1 , . . . , t r then for all g ∈ G we see that M g fixes the subspace U = span(t 1 , . . . , t r ) ≤ R d pointwise.
Now on writing R d = U ⊕ U ⊥ and letting π : R d → U be orthogonal projection onto U, it is easily checked that sending the element g ∈ G to the map π • g| U from U to itself results in the translation u → u + π(b g ) and this is a group homomorphism h from G to the (abelian) translation group of U. This certainly sends the translations s ∈ S to (restrictions of) themselves, so is injective on S.
Finally, putting h and θψ together results in a homomorphism from G to an abelian group which is injective on B and therefore on A, as B has finite index in A which is torsion free. ✷ Any result on small subgroups of Euclidean groups has to take account of the fact that wreath products can appear. The following is a corollary of the results in Section 4.
Corollary 6.6 Suppose that S is an arbitrary group of Euclidean isometries in any dimension which does not contain a non abelian free group. Then S is virtually metabelian.
Suppose further that G is an arbitrary finitely generated group of Euclidean isometries and and S is any subgroup of G which does not contain a non abelian free group. If the translation subgroup of S is finitely generated then S is finitely generated, though the converse need not hold.
Proof. By the Tits alternative in zero characteristic and Theorem 4.4, we have that S is solvable without loss of generality and ψ(S) is VUF-linear so is virtually abelian, meaning that S has a finite index subgroup H with ψ(H) abelian but the kernel of ψ contains only translations.
Then by Corollary 4.5 applied to ψ(G) and ψ(S), we see that ψ(S) is finitely generated, so S is an extension of two finitely generated groups if its translation subgroup is also finitely generated. However for Z ≀ Z in dimension 2 in our example above, the translation subgroup is not finitely generated. ✷ Finally we show as an immediate corollary of Theorem 5.2 that infinite cyclic subgroups of any finitely generated group of Euclidean isometries are undistorted. This may not seem surprising, until we combine it with [11] Lemma 3.5 which states that if φ ∈ GL(n, Z) for n ≥ 2 has irreducible characteristic polynomial over Z and some eigenvalue on the unit circle then the group G = Z n ⋊ φ Z embeds in E 3 (with the Z n as translations and Z a skew translation). But if φ has some other eigenvalue not on the unit circle then Z n is distorted in G, just as in Example 1.5. Thus in Euclidean groups the geometric behaviour of Z subgroups and higher rank free abelian subgroups can be quite different.
Corollary 6.7 If G is any finitely generated group of Euclidean isometries and γ ∈ G is any infinite order element then γ is undistorted in G.
Proof. If the rotation part M γ of γ has infinite order then γ distorted in G means that ψ(γ) is distorted in the NIU-linear group ψ(G) ≤ O(d) which contradicts Theorem 5.2. Thus we can assume that some power of γ, so γ itself without loss of generality, is a translation. However translations are undistorted because they are translations: a fact that has been recognised in many contexts (for instance [19] Lemma 2.8). In slightly more detail: as G acts on a metric space X by isometries, on taking an arbitrary basepoint x 0 ∈ X we obtain the displacement function δ x 0 (g) which measures the distance in X from x 0 to g(x 0 ) and this is submultiplicative on G because it acts by isometries. Consequently finite generation says we have K > 0 such that
where l S is the word length on G under a finite generating set S). Now if γ is any element of G having a point x 0 ∈ X and a constant c > 0 such that cn ≤ δ x 0 (γ n ) for all n ∈ N then γ is undistorted in G because c/K > 0. ✷
Out(F n ) and related results
We finish by discussing the case of the outer automorphism group Out(F n ) of the free group, as well as some related groups. Now, at least for n ≥ 4, Out(F n ) is not linear over any field by [14] so we cannot apply any of our results directly to Out(F n ). However the Tits alternative was shown to hold by [4] and [5] . Then [1] (which ostensibly shows that all cyclic subgroups of Out(F n ) are undistorted) is able to obtain the strong small subgroups property for Out(F n ) using a result of G. Conner in [12] . This was described as follows: if G is finitely generated then put the word length l S on G (with respect to some finite generating set S) and let τ be the associated translation length, that is τ (g) = lim n→∞ l S (g n )/n. Thus having τ (g) > 0 for all infinite order elements g is equivalent to saying that every cyclic subgroup of G is undistorted. This is not equivalent to saying that there exists c > 0 with τ (g) ≥ c for all infinite order g ∈ G, as seen by examples of the form Z n ⋊ Z where all cyclic subgroups are undistorted but Z n is distorted. However now suppose the finitely generated group G has finite virtual cohomological dimension. Then [12] Theorem 3.4 states that if G does possess such a constant c > 0 as above then every solvable subgroup of G is virtually abelian and finitely generated. Thus if also the classical Tits alternative is known to hold for G, namely every subgroup either contains F 2 or is virtually solvable, we obtain the strong small subgroups property for G. As Alibegovic actually shows in [1] that there is indeed such a c n > 0 for Out(F n ) with a suitable finite generating set, we are done. (We remark though that this approach still requires establishing the classical Tits alternative for Out(F n ) as in [4] and [5] , which is highly non trivial, as well as relying on the finite virtual cohomological dimension of Out(F n ) from [13] .)
But what about abelian subgroups of Out(F n )? The recent preprint [25] shows, by employing technical knowledge of train track maps, that they are all undistorted. However here we can use the above result of Alibegovic to provide a quick proof of this fact.
Theorem 6.8 Let G be a finitely generated group where the translation length function τ : G → [0, ∞) with respect to word length of some (equivalently any) finite generating set has c > 0 such that τ (g) ≥ c for all infinite order elements g ∈ G. Then any finitely generated abelian subgroup A of G is undistorted in G.
Proof. As usual, without loss of generality we take A to be isomorphic to Z m and pick out some free abelian basis a 1 , . . . , a m . Here by an R-norm || · ||on R m we mean the standard definition from normed vector spaces, that is it satisfies the triangle inequality with ||v|| being zero if and only if v is the zero vector, and also ||λv|| = |λ| · ||v|| for | · | the usual modulus on R. We will also define a Z-norm on Z m to be a function f : Z m → [0, ∞) having the same properties, except the last becomes f (na) = |n| · ||a|| for all n ∈ Z and a ∈ Z m . We also have R-and Z-seminorms where we remove the || · || = 0 implies · = 0 condition. Now consider word length l S on G with respect to some finite generating set S and the associated translation length τ (where changing the generating set replaces both l S and τ by Lipschitz equivalent functions). We have 0 ≤ τ (g) ≤ l S (g) for any g ∈ G by repeated use of the triangle inequality and τ also satisfies τ (g n ) = |n|τ (g). We further have τ (gh) ≤ τ (g) + τ (h) for commuting elements g, h (but not in general). Thus on restricting τ to the abelian subgroup A, we see that τ is a Z-seminorm on A. However here it is also a Z-norm as τ (a) > 0 for all a ∈ A \ {id}. Moreover τ is actually a discrete Z-norm in that we have τ (a) ≥ c > 0 for all a ∈ A \ {id}.
On regarding A ∼ = Z m as embedded in R m as the integer lattice points, we can extend τ to Q m by dividing through and to R m by taking limits, so that τ is also an R-seminorm on R m . However it is not too hard to see that τ is in fact a genuine R-norm, as explained carefully in [22] , and we denote this by || · || τ . Now take a = a n 1
1 . . . a nm m ∈ A which is also the lattice point (n 1 , . . . , n m ) ∈ R m . We have the ℓ 1 norm || · || 1 on R m but all norms on R m are equivalent, so there is k > 0 such that l S (a) ≥ τ (a) = ||(n 1 , . . . , n m )|| τ ≥ k||(n 1 , . . . , n m )|| 1 = k(|n 1 | + . . . + |n m |) so A is undistorted in G. ✷
We end by pointing out that Out(F n ) having undistorted abelian subgroups can be used to establish some further consequences.
Corollary 6.9
If A is any abelian subgroup of the automorphism group Aut(F n ), or of any free by cyclic group G = F n ⋊ α Z for α ∈ Aut(F n ) then A is finitely generated and undistorted in Aut(F n ) or in G.
Proof. If S, H, G are all finitely generated groups with S ≤ H ≤ G and S is undistorted in G then S is undistorted in H (else extend the generating set of H to one of G, whereupon the distortion persists). The converse also holds if H has finite index in G. Now an observation dating back to Magnus is that Aut(F n ) embeds in Out(F n+1 ) by considering automorphisms of F n+1 which fix the last element of the basis.
Moreover for the free by cyclic group G, we have that if α has infinite order in Out(F n ) then G embeds in Aut(F n ). This can be seen on taking the copy F n of inner automorphisms in Aut(F n ) and then G is isomorphic to α, F n ≤ Aut(F n ). If however α has finite order then G contains the finite index subgroup H = F n × Z and this certainly has finitely generated and undistorted abelian subgroups. ✷
In [16] various non hyperbolic free by cyclic groups are shown to act freely on a CAT(0) cube complex, though this complex might not be finite dimensional or locally finite. In particular the action need not be cocompact (unlike the hyperbolic case where they had already established the existence of geometric actions). It is pointed out that this implies such groups have undistorted abelian subgroups, by using axis theorems of Haglund and of Woodhouse (since here acting freely implies acting properly, because any compact set contains only finitely many vertices). From the result above, we have a unified proof for all free by cyclic groups (though of course this fact is immediate if the group is word hyperbolic).
Free by cyclic groups are good test cases for NIU-linearity, as they are for non positive curvature, because their restricted subgroup structure means that they satisfy all properties in Theorem 1.2 (or indeed in Theorem 1.1). In [10] we look in more detail as to which well known abstract groups are NIU-linear. In particular we show that the famous Gersten free by cyclic group F 3 ⋊ Z is not NIU-linear. This accords with the fact that it does not act properly and semisimply on any complete CAT(0) space, even though it passes all the obstructions we have seen for non positive curvature.
