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Abstract
Automated writing evaluation is a popular research field, but the main focus has been on evaluating argumentative essays. In this paper,
we consider a different genre, namely pre´cis texts. A pre´cis is a written text that provides a coherent summary of main points of a spoken
or written text. We present a corpus of English pre´cis texts which all received a grade assigned by a highly-experienced English language
teacher and were subsequently annotated following an exhaustive error typology. With this corpus we trained a machine learning model
which relies on a number of linguistic, automatic summarization and AWE features. Our results reveal that this model is able to predict
the grade of pre´cis texts with only a moderate error margin.
Keywords: automated writing evaluation, natural language processing, learner corpus
1. Introduction
Research into technology to support writing has been an ac-
tive research topic since the sixties (Page, 1966). Looking
at present-day writing tools, a distinction can be made be-
tween automated essay scoring (AES) systems, which auto-
matically assign a grade to a text; automated writing evalua-
tion (AES) systems, which enable not only summative, but
also formative feedback; and intelligent tutoring systems
(ITS), which offer individualized instruction and feedback
to students based on their needs (Allen et al., 2015).
Most of the currently existing systems, however, address
English essay writing leading to a predominant focus on
the argumentative text genre (Strobl et al., 2019), whereas
in higher education academic writing skills are trained and
tested by having students practicing a variety of text genres,
culminating in a (bachelor’s or master’s) thesis.
This paper wishes to contribute research on a different text
genre, summaries, and more specifically pre´cis texts. A
pre´cis is a written text that provides a coherent summary of
main points of a spoken or written text (Chan et al., 2015).
It is usually formal, objective in tone and paraphrases the
language of the original. In other words, pre´cis are short
formal texts in which content and paraphrasing play a sig-
nificant role.
Though summarization is an effective strategy to pro-
mote and enhance learning and deep comprehension of
texts (Graham and Herbert, 2010), it is seldom imple-
mented by teachers in classrooms because the manual
evaluation requires much time and effort (Crossley et al.,
2019a). Nevertheless, a number of methods have been de-
veloped for automated summarization evaluation. Since the
accurate capturing of the content is a crucial aspect (Li et
al., 2018), most work in this respect has been done using
Latent Semantic Analysis (Landauer et al., 1998) or by cal-
culating n-gram overlap (Madnani et al., 2013) between
summaries and source texts. On the other hand, linguistic
features approximating vocabulary, syntax and cohesion us-
ing NLP processing on the source and summaries have also
been used and have proven effective, both in combination
with content n-gram overlap measures (Sladoljev-Agejev
and Sˇnajder, 2017) and as stand-alone features (Crossley et
al., 2019a).
The aim of this study is to present a corpus of English pre´cis
texts, written by first-year higher-education students whose
mother tongue is Dutch. This writing genre is taught to
students in their first year of higher education because it re-
quires a combination of skills, i.e. listening, understanding,
and writing, to be used at the same time, which presents
a challenge for students and compels them to be clear be-
forehand on what they are expected to achieve. All texts
received a grade assigned by a highly-experienced English
language teacher and have been annotated following an ex-
haustive error typology.
We use this corpus to train a machine learning model which
predicts a score between 0 and 20 (regression). As infor-
mation sources we rely on a range of linguistic features and
also include automatic summarization features and features
derived from a popular AWE-tool. We perform two rounds
of experiments: In the first round, all available features are
used whereas in the second round only those features are
incorporated which yield a significant correlation with the
grades. In order to have an idea of the upper bound we each
time distinguish between a system that only has access to
automatically derived AWE-features and one that relies on
the gold standard – annotated – error categories. Our results
reveal that relying solely on the significant features already
allows to construct a model that is able to predict the grade
of pre´cis texts with only a moderate error margin and that
the difference between the fully automatic system and the
upper bound is negligible.
The remainder of this paper is structured as follows: In the
next section, we present a brief literature overview focusing
on linguistic features which can be automatically derived
from text. Section 3 elaborates on the corpus collection and
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annotation with eleven distinct error categories. In Section
4 the method is explained in close detail and the results are
presented in Section 5. We conclude this work and offer
prospects for future research in Section 6.
2. Related work
This study attempts to map which linguistic features might
be good grade predictors in the automatic grading of pre´cis.
While keeping in mind the typical writing style of this
genre, certain linguistic features might be considered more
important and might thus influence the grading process. As
pre´cis texts are generally condensed, yet logically ordered,
versions of an original longer text, certain features dealing
with lexicality, syntax and cohesion are expected to have
a bigger influence on the comprehensibility and grading of
the text.
It has been shown that vocabulary plays an important role
in perceived text quality and comprehensibility (Pitler and
Nenkova, 2008). Lexical features can be categorized and
explained through the idea of lexical richness. Adhering
to Read (2000), lexical richness consists of four closely re-
lated components, i.e. lexical density, lexical sophistica-
tion, lexical variation and number of errors in vocabulary
use. All of these components focus on the use and presence
of lexical items in a text. Kyle et al. (2018) studied the
relation between lexical sophistication and perceived lex-
ical proficiency in L1 and L2 in free writes, i.e. periods
of constant writing disregarding idiomatic language, gram-
mar or spelling often to overcome writer’s block. They
found positive correlations between indices concerning as-
sociation strength, i.e. idiomatic word combinations, hy-
pernymy, polysemy and Age of Exposure (AoE), indicat-
ing perceived lexical proficiency being related to the use
of more specific, advanced and strongly related words.
These findings are in line with another, preceding study by
Kyle (Kyle, 2016) into the influence of lexical sophistica-
tion on scores on argumentative essays, both source-based
and independent, written as a Test Of English as a Foreign
Language (TOEFL).This study revealed a positive correla-
tion between sophisticated vocabulary, e.g. less frequently
used or more specific words or idiomatic word combina-
tions, and scores of independent writing tasks.
In addition, the structure or syntax of a text is seen as an im-
portant contributor to its overall readability. Because longer
sentences have proven to be more difficult to process than
short ones (Graesser et al., 2004). This study adheres to
Bulte´ and Housen (2012) and Kyle (2016) distinguishing
two components of syntax: syntactic complexity and syn-
tactic sophistication. Syntactic complexity entails the more
countable aspects of syntax, e.g. the amount of subordina-
tion or average sentence length. Syntactic sophistication,
or as Bulte´ and Housen (2012) refer to it: relative com-
plexity, concerns indices related more to the reader’s or
writer’s language proficiency. Syntactic sophistication is
generally focused on Verb-Argument Constructions (VAC)
and their relative corpus frequency, association strength,
based on co-occurrences in corpora, and Age of Acquisi-
tion (AoA) scores (Kyle, 2016; Perfors et al., 2010). Most
findings of L2 writing assessment research into syntactic
influences (Danzak, 2011; Kyle, 2016) support the theo-
ries and results of readability research (Clercq and Hoste,
2016). Firstly, L2 writing assessment research has con-
firmed the importance of sentence length and, addition-
ally, clause, phrase and T-Unit, i.e. a clause and its depen-
dent clauses, length, even in grading (Danzak, 2011; Kyle,
2016). Secondly, similar to parse tree indices in readabil-
ity, the number of dependents on a clause level, e.g. number
of nominal subjects or number of direct objects per clause,
have also been revealed to have a minor influence on grades
of independent TOEFL essay writing tasks (Kyle, 2016).
Two major influencers of discourse that improve sentence
relations and discourse structure comprehensibility are co-
hesion and coherence. Cohesion can be considered the
glue that keeps a text together (Meyer, 2003). This ‘glue’
consists of linguistic features such as linking words, punc-
tuation, pronouns, etc. (McNamara et al., 2015). It is a
crucial element in a text as it aids the reader in follow-
ing the author’s train of thought and inter-textual links.
Given the influence of cohesion and coherence on read-
ing (Meyer, 2003), it would be expected that cohesion and
coherence features have a significant influence on writing
grades. However, research in the matter shows contradic-
tory results. Although many agree that cohesion and coher-
ence is key in qualitative writing, a number of studies (Mc-
Namara et al., 2010; Crossley and McNamara, 2011) reveal
only minor to no correlations with grades in essay writing.
McNamara et al. (2010) report a moderate, negative influ-
ence of using cohesive devices, connectives for example, in
a text and a positive influence of coherence on judgments of
writing quality. In a later study (Crossley et al., 2016b), the
importance of overall text coherence in writing evaluation
is confirmed, but also a positive influence of conjunctions,
positive connectives, conjuncts and subordinators, contra-
dicting the past findings. The authors explain this might be
caused by a difference in the nature of the essays.
3. Corpus Collection and Annotation
3.1. Data
This study presents a corpus of 60 pre´cis exam texts writ-
ten in English by first-year undergraduate students from
Applied Linguistics at Ghent University. All students are
Belgian (Flemish), native speakers of Dutch and study En-
glish as a foreign language. The expected text length for
the task was 190 words with an accepted deviation of 10%
above or below; the students were allowed to use a mono-
lingual dictionary of English; the full version of the text
was delivered by an audio file that was played twice with
a two-minute gap in between for the students to complete
their notes; the students had one hour and fifteen minutes
to write the pre´cis after the audio was played twice. Please
refer to the appendix for three example pre´cis texts.
The original text discusses several theories concerning the
origin of individualistic and collectivist civilisations, partic-
ularly a research conducted by the University of Virginia,
which suggests that the agricultural difference of rice and
wheat might be a possible cause for civilisations to tend
towards collectivism or individualism respectively. It re-
ceived a Flesch Reading Ease score of 44.8 and a Flesch-
Kincaid Grade Level of 12.6. These scores can be inter-
preted as fairly difficult at the college level. The text it-
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self was very accessible in terms of topic and language, ex-
cept for a few expressions that might be difficult for first-
year students to understand (i.e. ‘analytic’, ‘falls at the
first hurdle’, ‘influenza pandemics’, ‘mainstay’, ‘pooling
of labour’).
The exam took place at the end of a semester in which stu-
dents had received their first higher education in English
and had also received instructions on how to write pre´cis
texts in the framework of a general course on English struc-
tures. They had written and received individual feedback on
one pre´cis text before taking the exam.
3.2. Ratings
In an attempt to create an atmosphere of reasonable consen-
sus on evaluating writing tasks and exams, the professors
of the university’s English department set out general band
descriptors (viz. a rubric) for different text types. These
descriptors list three grading categories (i.e. 9 or below,
10-13 and 14 and above), in which the characteristics are
enumerated of a text belonging to that category. With the
help of the agreed upon guidelines, different professors are
more likely to assign the same approximate grade to a text
before narrowing it down to its definitive mark, improving
the odds of similar grading behaviour.
For the evaluation of pre´cis texts, such band descriptors
were also developed and used to grade all 60 pre´cis texts
by one expert evaluator. This was a native English profes-
sor who teaches writing classes and has more than twenty
years of teaching experience. As illustrated in Figure 1, the
broad majority of students (49 out of 60) has passed the
exam. The minimum grade assigned was 6 (1 student) and
the maximum 15 (2 students).
Figure 1: Distribution of pre´cis grades according to the
three grading categories
In a next phase, all texts were annotated based on an error
typology which was directly derived from the previously
mentioned rubric. This annotation work was carried out by
a trained linguist as we did not get access to the original
handwritten corrected copies. Eleven error categories were
distinguished and most of them comprise various subcate-
gories as described next:
• Grammar (Gram): This does not follow the gram-
matical rules of the English language (subtypes: verb
form, subject-verb agreement, article-noun agree-
ment, noun-adjective agreement, singular-plural, arti-
cle, other).
• Lexicon (Lex): This does not follow the lexical rules
of the English language (subtypes: wrong collocation,
word non-existent, wrong preposition, other).
• Spelling, typos and capitalisation (Spel Typ): This ei-
ther does not follow the rules of spelling and punctu-
ation of the English language or is a typo (subtypes:
spelling, punctuation, capitalisation, compound, hy-
phen, other).
• Style and Register (Style reg): The choice of words
and phrasing does not meet the expectations of the
present text type (subtypes: long sentence, short sen-
tence, inappropriate words or phrases, register, exten-
sive use of passive voice, repetition of words, other).
• Coherence/Cohesion (Coher): There is something
wrong with the coherence of the text (subtypes:
strange or missing conjunction, confusing sentence,
inconsistent use of terms, other).
• Interference (Inter): The use of this word or structure
was influenced by the writer’s native language and is
considered incorrect when used in English (subtypes:
Dutch phrasal verb, word translated from Dutch, false
friend).
• Paragraphing (Parg): Either paragraphing is clear and
effective throughout the text or no attempt to para-
graph was made or paragraphs bear little relation to
the units of content.
• Paraphrasing (Para): The writer has not used the same
wording as the original text (subtypes: minimal, at-
tempt made or consistent).
• Content (Cont): A piece of information is either miss-
ing or interpreted in the wrong way (minimum one and
maximum five key content points).
• Length (Len): The text either exceeds or falls short of
the expected word count for the writing task.
• Other: This error cannot be placed into one of the
other major categories
In order to validate whether these error categories are good
indicators of the assigned grades, correlations were calcu-
lated with the occurrence of errors as presented in Table 1.
These numbers reveal that eight out of the eleven error
types correlate with the grades. The error type with the
strongest positive correlation is the level of paraphrasing (r:
0.499) and the number of spelling, typo and capitalization
errors reveal the strongest negative correlation (r: -0.485).
4. Method
Following the work of Crossley et al. (2019a), our primary
objective is to automatically assign a grade to a pre´cis text.
Whilst in their work they only rely on linguistic features
derived from various NLP tools, we also have a look at
other features based on research in the field of automatic
summarization and error indications by an automated writ-
ing evaluation tool. Correlations between the grades and
the derived features are first calculated after which machine
learning experiments are carried out.
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Error type Correlation Sig.
Gram -0.408772300 **
Lex -0.209359806 *
Spel Typ -0.485355734 ***
Style reg -0.249561342
Coher -0.329043833 *
Inter -0.276819640 *
Parg 0.061274755
Para 0.499260595 ***
Content 0.266497823 *
Len 0.073154227
Other -0.369522104 **
Table 1: Correlations between the error categories and the
assigned grades
4.1. Information sources
All 60 pre´cis texts were processed in order to derive a num-
ber of features.
4.1.1. Linguistic features
In order to extract linguistic features a number of publicly
available feature extraction tools were selected because of
their availability, simplicity and user-friendliness. These
tools allow to derive information about the lexical sophisti-
cation, lexical diversity, syntactic complexity and cohesion
of the pre´cis texts amounting to 570 features in total (Ta-
ble 2).
Linguistic features # feats
Traditional 4
Lexical 157
Syntax 253
Coherence & Cohesion 156
TOTAL 570
Table 2: Number of linguistic features extracted per pre´cis
SiNLP1 (Crossley et al., 2014) was used to extract four
traditional readability features, namely mean word length,
mean sentence length, number of paragraphs and number
of sentences.
Next, TAALES2 (Kyle and Crossley, 2015) and TAALED3
were employed to extract lexical features. In this respect
two major categories can be distinguished: lexical sophisti-
cation and lexical diversity and density features.
The lexical sophistication features are based on word fre-
quencies, word ranges, psycholinguistic word information,
polysemy and hypernymy and n-grams. Both word fre-
quencies and word ranges are calculated based on vari-
ous background corpora, namely the Brown Corpus, the
Thorndike-Lorge Corpus, the Academic Corpus (Academic
Word List, AWL) the British National Corpus (BNC) and
the Corpus of Contemporary American English (COCA).
As the dataset consists of student-written examination texts
and the focus of the examination itself lies on academic
language competences, the word frequency indices that are
1https://www.linguisticanalysistools.org/sinlp.html
2https://www.linguisticanalysistools.org/taales.html
3https://www.linguisticanalysistools.org/taaled.html
based on COCA have been limited to only academic word
frequencies, i.e. COCA Academic sub-corpus. The n-gram
features measure the number of multi-word combinations
compared to their presence in the included corpora.
Regarding the lexical density features this study includes
three features for the simple and three for the root TTR
(type token ratio) with the TTRs being separated on con-
tent or lexical words, function words and all words.
In a third step, TAASSC4 (Kyle, 2016) was used to extract
syntax features. These consist of features concerning rel-
ative complexity, also called cognitive complexity or syn-
tactic sophistication, and those concerning absolute com-
plexity, i.e. syntactic complexity. Specific for the tool we
used here, is that it also incorporates the Second Language
Syntactic Complexity Analyzer (L2SCA), a system specifi-
cally trained on college-level L2 writing and developed for
the analysis of syntactic complexity L2 writing (Lu, 2010).
It includes fourteen features based on syntactic indices used
in L2 research.
Finally, the tool TAACO5 (Crossley et al., 2019b) was used
for coherence and cohesion features. A division can be
made between local cohesion, i.e. cohesion across sen-
tences, global cohesion, i.e. cohesion across paragraphs,
and overall cohesion, i.e. cohesion in the entire piece. Re-
search has shown that the use of cohesive devices corre-
lates with perceived writing quality in L2 writing. How-
ever, there is some discussion as to how cohesion influ-
ences ratings of writing. Global cohesion indices appear
to be predictive of essay quality more frequently and con-
sequently than local indices. At least two studies (Crossley
et al., 2016b; Crossley and McNamara, 2010) report posi-
tive correlations between global cohesive indices, e.g. sim-
ilarity and overlap between paragraphs, and overall writ-
ing quality and organization judgments. With regard to text
cohesion, previous research has yielded some diverse re-
sults. Some studies (Crossley and McNamara, 2010; Cross-
ley and McNamara, 2011; McNamara et al., 2010) report a
negative to a non-existing relation between essay quality
and text cohesive indices. Crossley et al. (Crossley et al.,
2016b) on the other hand show that text cohesive indices
are predictive of writing score and organization judgment.
4.1.2. Summarization features
We calculate two automatic measures that have been used
in the past to compare human with computer summaries.
Both metrics calculate some sort of overlap between a gold
and hypothesis version of the same text. We had access
to the transcript of the original audio file that was played
two times during the examination and a model pre´cis that
was composed by the expert evaluator (see Figure 3 in the
Appendix).
The BiLingual Evaluation Understudy or BLEU metric (Pa-
pineni et al., 2002) is a metric that has extensively been
used to score machine translation output. This precision-
based metric computes n-gram overlap between the pre´cis
text written by the students and the original text. This met-
ric will thus indicate how many of the words and phrases
are directly coming from the original text.
4https://www.linguisticanalysistools.org/taassc.html
5https://www.linguisticanalysistools.org/taaco.html
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Next, the Recall-Oriented Understudy for Gisting Evalua-
tion or ROUGE (Lin, 2004) was also calculated between
the student summaries and the model pre´cis. This metric is
recall-based and measures the lexical and phrasal overlap
between the student pre´cis and the model pre´cis. It is cal-
culated in various flavours: ROUGE-L looks at the longest
common subsequence, ROUGE-1 refers to the overlap of
unigrams and ROUGE-2 the overlap of bigrams.
Note that an essential skill for writing good pre´cis texts is
paraphrasing and that the degree of paraphrasing yielded
the highest positive correlation with the assigned grades (r:
0.499).
4.1.3. Writing evaluation features
All student pre´cis texts were processed with the freely
available part of Grammarly6. We deliberately chose this
version as it is open to everyone which means that students
could also have easy access to this. According to Gram-
marly, the online grammar checker scans your text for dif-
ferent mistakes, ranging from typos to sentence structure
problems. It is based on a sophisticated AI that does not
only rely on rules but also takes into account the context
when making corrections or suggestions (Grammarly Inc).
Figure 2: Grammarly error feedback on two student pre´cis
texts: highest grade (left) versus lowest grade (right).
Figure 2 depicts two output screenshots we received for
two pre´cis texts written by students. The first one is a text
that received the highest grade (15) and the second one a
text which received the lowest grade (6). As can be de-
rived, the Grammarly software distinguishes between six
error types: grammar, punctuation, spelling, enhancement,
style and sentence structure. The same error types will be
used as features.
4.2. Experimental setup
Ten-fold cross-validation machine learning experiments
were set up in order to test whether it is actually possible to
train a model that can learn to predict the pre´cis grades us-
ing the information sources presented in the previous sec-
tions. To this purpose the dataset of 60 pre´cis texts were
split into ten folds each containing 54 texts for training and
six texts for testing. Two different flavours were tested: one
where all features were combined and one where only the
significant features were retained. We also had two dif-
ferent setups regarding the AWE information. In a first
setup only the automatically derived features were used (i.e.
6https://www.grammarly.com/grammar-check
the error types coming from Grammarly) and in the second
setup the gold standard error categories were added to the
features. This latter setup should allow us to find the upper
bound.
All experiments were conducted using support vector ma-
chines (SVMs), and more specifically the LibSVM7 imple-
mentation which supports support vector regression. The
output was evaluated by each time calculating the Root-
Mean-Square Error (RMSE):
RMSE =
√√√√ 1
m
m∑
i=1
(Xi − xi)2
in which Xi is the prediction, xi the response value, that
is the correct value, for the regression task at hand, and
m is the number of texts for which a prediction is made.
RMSE computes the differences between the predicted and
observed values, meaning it measures the overall accuracy
of the model, the lower the RMSE, the better.
5. Results
Of the 570 assessed linguistic features, only 33 features re-
vealed significant correlations (see Table 3). Regarding the
traditional features none correlated. In line with our ex-
pectations, a moderate number of lexical features showed
significant correlations with the assigned grades, namely
17 out of the 157 lexical indices. The syntactic feature cat-
egory yielded 13 significant features out of 253 syntactic
features. Of all 156 coherence and cohesion features, only
three showed correlation with the assigned grades. This
study expected cohesion and coherence features to show
a number of significant correlations. Previous grading re-
search (McNamara et al., 2010; Crossley and McNamara,
2011), however, has risen doubts about the importance of
cohesion measures in automatic grading, or possibly the
difficulty of computing a text’ cohesion. This study sup-
ports these earlier findings.
Contrary to our expectations, both automatic summariza-
tion metrics did not yield a significant correlation with the
assigned grades as illustrated in Table 4. For BLEU the
pre´cis texts were compared to the original text to check
for literal repetitions of words or phrases, but apparently n-
gram overlap is not a good indicator for the assigned grade.
The same goes for the ROUGE metrics, where the pre´cis
texts were compared to the model pre´cis written by the
teacher, it seems that more or less strict adherence to this
model pre´cis does not influence the actual grading.
Table 5 presents which Grammarly features correlate with
the assigned grades. The three significant error types
were to be expected as the strongest correlations between
the grades and the annotated error categories were also
Spel Typ and Grammar (see Table 1).
Finally, table 6 presents the results of the machine learning
experiments. These reveal that relying only on the signifi-
cant features allows for a model that is able to predict the
correct grade with an error margin of around 1.6. The dif-
ference between the setup with automatically-derived fea-
tures and gold standard error categories is marginal. What
7https://www.csie.ntu.edu.tw/ cjlin/libsvm/
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Linguistic features Correlation Sig.
TL freq CW -0.262253521 *
Brown freq CW -0.257961755 *
Brown freq CW Log -0.259404762 *
All AWL normed 0.307902066 *
MRC Meaningfulness AW -0.293563784 *
MRC Concreteness FW -0.263572020 *
MRC Imageability FW -0.295273905 *
MRC Meaningfulness FW -0.286744357 *
Kuperman AoA AW 0.284283047 *
Kuperman AoA CW 0.366821563 **
aoe inverse linear regr slope 0.256143648 *
aoe inflection point polyn 0.269953100 *
poly verb -0.274251029 *
hyper verb noun Sav P1 0.254891017 *
hyper verb noun Sav Pav 0.264462225 *
COCA academic bi MI2 0.294925243 *
COCA academic bi DP 0.275411117 *
av nsubj deps 0.256142414 *
av nominal deps NN 0.308795101 *
av nsubj deps NN 0.363631367 **
prep all nom deps struct 0.261772122 *
rcmod all nom deps NN struct -0.268265654 *
advmod all nom deps NN struct 0.264554662 *
det nsubj deps NN struct 0.276806550 *
rcmod pobj deps struct -0.294770840 *
rcmod pobj deps NN struct -0.288811859 *
ccomp per cl -0.296615064 *
tmod per cl 0.270964840 *
MLT 0.267830037 *
MLC 0.353782090 **
all logical 0.268877691 *
positive logical 0.274558684 *
positive intentional -0.427045707 ***
Table 3: Correlations between the linguistic features and
the assigned grades
Metric Correlation Sig.
BLEU 0.210911316
ROUGE-L (prec.) 0.054125372
ROUGE-L (rec.) 0.117912667
ROUGE-L (F) 0.091735391
ROUGE-1 (prec.) 0.138674577
ROUGE-1 (rec.) 0.186920118
ROUGE-1 (F) 0.163359814
ROUGE-2 (prec.) 0.096322671
ROUGE-2 (rec.) 0.174263131
ROUGE-2 (F) 0.139356820
Table 4: Correlations between the summarization features
and the assigned grades
draws the attention is that when including all features, the
gold error categories seem to decrease the performance of
the system, whereas the opposite is true when only the sig-
nificant features are included. This latter approach achieves
the best overall, an RMSE of 1.562.
Grammarly Correlation Sig.
Grammar -0.364881214 **
Punct -0.262258198 *
Spelling -0.416647974 ***
Table 5: Correlations between the Grammarly features and
the assigned grades
All features Significant features
Automatic 1.83319 1.62804
Gold 1.90059 1.56156
Table 6: Results, expressed in RMSE, of the 10-fold cv
experiments
6. Conclusion
In this paper, we presented a corpus of English pre´cis
texts, written by first-year higher-education students whose
mother tongue is Dutch. All texts received a grade assigned
by a highly-experienced English language teacher and were
annotated following an exhaustive error typology. The cor-
pus is available for research purposes8.
We used this corpus to train a machine learning model to
perform a regression task. As information sources we re-
lied on a range of linguistic features and also included auto-
matic summarization features and features derived from the
popular AWE-tool Grammarly. By calculating the correla-
tions between all these different features and the assigned
grades, we distinguished between two setups and found that
relying solely on the significant features already allows to
construct a model that is able to predict the grade of pre´cis
text with only a moderate error margin. In a final step, a
version of the system which relied on gold-standard writ-
ing errors was compared to one including the automatically
derived error types from Grammarly. The differences in
performance between both setups are negligible.
The presented machine learning experiments are limited as
only a corpus of 60 pre´cis texts was available for training.
However, these first results are promising and, in future
work, we would like to further corroborate these findings
on larger datasets and also explore whether and how we can
incorporate and leverage existing data. We also envisage to
collect more text material, encompassing various writing
tasks in different languages.
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Figure 3: Model pre´cis text
Figure 4: The pre´cis texts which received the highest (left) and lowest (right) grade.
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