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In this paper, four main aspects of both the inquiring and operational systems of economic 
systems analysis are explored: (1) A new philosophical paradigm as the foundation of 
general methodology in place of Kantian-Newtonian nquiring systems is proposed. (2) A 
new problem formulation space--a multidimensional, synergetic, and autopoietic 
model--is proposed. (3) The new philosophical paradigm ischaracterized as a Singerian 
inquiring system, and Marglin's multiobjective analysis is replaced by Singerian 
multiobjective analysis. (4) Fuzzy set theory and fuzzy Markov theory are introduced for 
multiobjective analysis. 
An interactive and iterative fuzzy programming method is proposed for solving a 
quasi-optimization problem under constraints involving a multiple objective function. 
Comparing this with the adapted gradient search method, surrogate worth trade-off 
method, and the Zionts-Wallenius method, the approximate preference structure is 
emphasized. 
The paper discusses how to specify a set of nondominated solutions and approach a 
nondominated xtreme point from the perspective of the decision maker. One difference 
between the surrogate worth trade-off method and the proposed method is that the former 
indicates the marginal rates of substitution with the limitation of pair trade-off, while the 
latter shows an approximate preference structure for generating a new ideal point. The 
trade-off of pairs is substituted by multidimensional evaluations without assuming that 
certain conditions remain unchanged. 
Application of Possibility Theory to Learning in Knowledge-Based 
Systems with an Imperfect Teacher 
Maria Zemankova 
Computer Science Department, University of Tennessee, 107 Ayres 
Hall, Knoxville, Tennessee 37996-1301 
The goal of the learning process is to build a knowledge base consisting of a set of 
concepts defined over an object set described by its attributes. The object set is be 
grouped into equivalence lasses using similarity relations defined on attribute domains. 
The learning algorithm is based on finding a possibility function value for each 
equivalence lass or the degree to which this class satisfies the concept being learned. 
This function is translated into an optimized escription of the concept hat can be easily 
read by users. During the learning process the teacher provides positive and negative 
examples, and the system computes the possibility function values for the boundary 
region that can be corrected by the teacher if necessary. The teacher may be 
"imperfect' '--he or she does not have to know the concepts exactly--and the system will 
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compute the boundary cases. Furthermore, if the teacher gives contradictory examples, 
the algorithm requires verification. Since only one element from each equivalence lass is 
used as an example, the number of examples is kept small. Furthermore, previously 
learned concepts can be used to cover a part of the positive or negative region, thus 
further educing the number of examples needed. 
Combining Stochastic Uncertainty and Linguistic Inexactness: 
Theory and Experimental Evaluation 
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Two major sources of imprecision in human knowledge--linguistic inexactness and 
stochastic uncertainty--are id ntified in this work. It is argued that since in most realistic 
situations these two types exist simultaneously, it is necessary to combine them in a 
formal framework to yield realistic solutions. This study presents uch a framework by 
combining concepts from probability and fuzzy set theories. In this framework, we have 
tested four models that try to account for the numeric or linguistic responses in a 
probability elicitation task. The linguistic models of Kwakernaak, Yager, and Zadeh 
were found to be relatively effective in predicting subjects' responses (compared to a 
random choice model). Zadeh's numeric model proved to be insufficient. These results 
and others tend to suggest that subjects are unable to represent the overall structure of the 
problem in all its complexity. Instead they adopt a simplified view of the problem by 
presenting ambiguous linguistic oncepts by multiple-crisp representations (the s-level 
sets). All of the mental computation is done at these surrogate levels. 
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