Abstract. The compact complex manifolds considered in this article are principal torus bundles over a torus. We consider the Kodaira Spencer map of the complete Appell Humbert family (introduced by the first author in Part I) and are able to show that we obtain in this way a connected component of the space of complex structures each time that the base dimension is two, the fibre dimension is one, and a suitable topological condition is verified.
Introduction
One of the most interesting problems in the theory of compact complex manifolds is " Moduli theory", i.e., the study of the space of complex structures C(M) on a given oriented differentiable manifold M. Viewing these as integrable almost complex structures yields a description as an infinite dimensional space on which acts the infinite dimensional group Dif f + (M) of orientation preserving diffeomorphisms of M.
Moduli theory in a proper sense means studying in detail the quotient M(M) := C(M)/Dif f + (M), and often this study is split into two parts. Of course a preliminary question is the determination of the connected components of C(M), which are called the deformation classes in the large of the complex structures on M, and which we believe may be countably many (their number may be arbitrarily high, cf. [Cat02] , [Cat04] ). Observe that the usual deformation theory addresses only the study of the small deformations, i.e., it describes the so called Kuranishi space B(M) which is the germ of the Teichmüller space at the point corresponding to a given complex structure. Kuranishi's theorem ( [Ku1] , [Ku2] ) shows that the Teichmüller space is a complex space of locally finite dimension (its dimension may however be unbounded, cf. cor. 7.7 of [Cat04] ).
A prototype test for all these desiderata is furnished by the example of the complex tori. These are parametrized by an open set T n of the complex Grassmann Manifold Gr(n, 2n), image of the open set of matrices {Ω ∈ Mat(2n, n; C) | (i) n det(ΩΩ) > 0}.
This parametrization is very explicit: if we consider a fixed lattice Γ ∼ = Z 2n , to each matrix Ω as above we associate the subspace V = (Ω)(C n ), so that V ∈ Gr(n, 2n) and Γ ⊗ C ∼ = V ⊕V .
Finally, to Ω we associate the torus Y V := V /p V (Γ), p V : V ⊕V → V being the projection onto the first addendum.
Not only we obtain in this way a connected open set inducing all the small deformations (cf. [K-M71]), but indeed, as it was shown in [Cat02] (cf. also [Cat04] ) a connected component of the Teichmüller space.
It was observed however by Kodaira and Spencer already in their first article ([K-S58], and volume II of Kodaira's collected works) that the mapping class group SL(2n, Z) does not act properly discontinuously on T n . This shows that for compact complex manifolds it is better to consider, rather than the Moduli space, the Teichmüller space, which can be obtained by glueing together several Kuranishi spaces.
Moreover, after some initial constructions by Blanchard and Calabi (cf. [Bla53] , [Bla56] , [Cal58] ) of non Kähler complex structures X on manifolds diffeomorphic to a product C × T , where C is a compact complex curve and T is a 2-dimensional complex torus, Sommese observed ( [Somm75] ) that the space of complex structures on a six dimensional real torus is not connected.
These examples were then generalized in [Cat02] [Cat04] under the name of Blanchard-Calabi manifolds showing (corollary 7.8 of [Cat04] ) that also the space of complex structures on the product of a curve C of genus g ≥ 2 with a four dimensional real torus is not connected.
On the positive side, however, our goal is to determine completely the connected components of spaces C(M) (the so called equivalence classes for "deformation in the large") for suitable differentiable manifolds.
A very interesting class of examples to consider is given by the quotients of an affine space C n by a nilpotent or solvable group Π. One of the main tools in order to analyse this type of examples should be the cited result that every deformation in the large of a complex torus is a complex torus.
Since this ambitious program carries several big difficulties with it, we begin to address it in the simplest possible case, i.e., when we have a holomorphic torus bundle f : X → Y over a torus Y and the group is 2-step nilpotent (the central group extension is given by Λ :
We shall use the classification theory for principal holomorphic torus bundles over tori given in Theorem 6.8 of [Cat04] , where an explicit family is produced, described purely in terms of bilinear algebra, and called the complete AppellHumbert family of Torus Bundles.
Roughly speaking, one looks for the subspaces U ⊂ Λ ⊗ C, V ⊂ Γ ⊗ C such that, viewing A as a real element of This theory bears close similarities with the theory of line bundles over tori, and allows for explicit descriptions of several holomorphic invariants (see theorems 6.11-6.12 of [Cat04] ).
The simplest way to explain the meaning of the Appell-Humbert family is as follows: one observes that the differentiable manifold M underlying X is simply the quotient of a contractible real Lie group Π ⊗ R by a discrete subgroup Π. We consider now all the right invariant almost complex structures on Π ⊗ R, and we show that the Riemann bilinear relations are equivalent to the integrability of these almost complex structures.
In particular, explicit formulae can be given for this family of complex structures, and from these one derives for instance Theorem 6.10 of [Cat04] :
It follows in particular that X is parallelizable if and only if the Hermitian part of A is zero.
We already observed that X, as a differentiable manifold, is the quotient of the real Lie group Π⊗R by the discrete subgroup Π: the point is that there are some complex structures where we can realize X as the quotient of a complex Lie group by Π.
The most famous example is the Iwasawa 3-fold (cf. [K-M71], whose small deformations were analysed by Nakamura in [Nak75] , who thus showed that small deformations of a complex parallelizable manifold need not be parallelizable.
Our first result in this paper will be the following Assume moreover π 1 (X) := Π to be a nontrivial central extension
classified by a cohomology class ǫ = 0 ∈ H 2 (Y, Λ) whose associated bilinear form A has an image of dimension = 2. 2) the associated pencil 
Principal holomorphic torus bundles over tori: generalities
Throughout the paper, our set up will be the following: we have a holomorphic submersion between compact complex manifolds
such that the base Y is a complex torus, and one fibre F (whence all the fibres, by theorem 2.1 of [Cat04] ) is also a complex torus.
We shall denote this situation by saying that f is differentiably a torus bundle.
In general ( cf. [FG65] )) f is a holomorphic bundle if and only if all the fibres are biholomorphic.
This holds necessarily in the special case d = 1, because the moduli space for 1-dimensional complex tori exists and is isomorphic to C.
Assume now that we have a holomorphic torus fibre bundle, thus we have (cf. [Cat04] , pages 271-273) the exact sequence 
where M is discrete. Taking sheaves of germs of holomorphic maps with source
(since holomorphic bundles with base Y and fibre T are classified by the cohomology group H 1 (Y, H(Aut(T )) Y )) determines the discrete obstruction for a holomorphic bundle to be a principal holomorphic bundle.
In the case of a principal holomorphic bundle we write π 1 (T ) ∼ = Λ, π 1 (Y ) ∼ = Γ and the exact sequence
determines a cohomology class ǫ ∈ H 2 (Y, Λ) which classifies the central exten- Then the universal covering of X is isomorphic to C m+d and X is biholomorphic to a quotient X ∼ = C m+d /Π.
Proof.
Let π : C m → Y be the universal covering map and let us consider the pull back bundle π * X → C m as in the following Cartesian diagram:
m is a principal holomorphic torus bundle on C m , therefore it is trivial. In fact principal holomorphic torus bundles on C m are classified by H 1 (C m , H(T ) C m ),and we claim that
Let us in fact consider the exact sequence defining T ,
Taking germs of holomorphic functions with source C m , we get
and the long exact cohomology sequence yields
So we have π * X ∼ = C m × T and by taking the universal covering
T and the composition with the covering π ′ : π * X → X, we obtain the desired assertion.
Q.E.D.
Let us briefly recall again the standard way to look at the family T m of complex tori of complex dimension = m. We fix a lattice Γ of rank 2m, and we look at the complex (m-dimensional) subspaces V ⊂ Γ ⊗ C such that V ⊕V = Γ ⊗ C: to V corresponds the complex torus Y V := Γ ⊗ C/(Γ ⊕V ). We finallyselect one of the two resulting connected components by requiring that the complex orientation of V induces on Γ ∼ = p V (Γ) a standard orientation.
We define similarly
Consider now our principal holomorphic torus bundle f : X → Y over a complex torus Y V of dimension m, and with fibre a complex torus T U of dimension d and let ǫ ∈ H 2 (Y, Λ) = H 2 (Γ, Λ) be the cohomology class classifying the central extension
Lemma 2.3. It is possible to "tensor" the above exact sequence with R, obtaining an exact sequence of Lie Groups
Proof. Consider, as usual, the map
whereγ andγ ′ are respective liftings to Π of elements γ, γ ′ ∈ Γ. We observe that since the extension (1) is central, the definition of A does not depend on the choice of the liftings of γ, resp. γ ′ to Π.
As well known, A is bilinear and alternating, so A yields a cocycle in H 2 (Γ, Λ) which "classifies" the central extension (1). Let us review how does this more precisely hold.
Assume that {γ 1 , ..., γ 2m } is a basis of Γ and choose fixed liftingsγ i of γ i in Π, for each i = 1, . . . , 2m. Then automatically we have determined a canonical way to lift elements γ ∈ Γ through:
2m . Hence a canonical way to write the elements of Π as products λγ, where λ ∈ Λ andγ is as above.
Since ∀i, j, one hasγ
we have a standard way of computing the products (λγ)(λ ′γ′ ) as λ ′′ ( (γγ ′ )) in Π, where λ ′′ will be computed using A.
We can also view Π as a group of affine transformations of (Λ⊗R) ⊕(Γ ⊗R). In fact, (Λ⊗R)⊕(Γ⊗R) is a real vector space with basis {λ 1 , ..., λ 2d , γ 1 , ..., γ 2m } where {λ 1 , ..., λ 2d } is a basis of Λ and the action of Π on (Λ ⊗ R) ⊕ (Γ ⊗ R) is given as follows:
, while the action ofγ j is defined using the multiplication (λγ) → (λγ)γ j .
More precisely if y
where
where T − is the lower triangular part of the matrix A, so that we can write
Therefore we can endow (Λ ⊗ R) ⊕ (Γ ⊗ R) =: Π ⊗ R with a Lie group structure defined by
and the quotient (Π ⊗ R)/Π of this Lie group by the discrete subgroup Π is easily seen to be diffeomorphic to X. Q.E.D.
Remark 2.4. We can change coordinates in
Proof.
Let us define the symmetric form S := −
, so that
Then ∀γ ∈Γ we have an induced action
and we conclude observing that 2S(γ, γ) = T − (γ, γ) ∈ Λ.
We recall from [Cat04] the First Riemann bilinear Relation: it is derived from the exact cohomology sequence
and says that the class ǫ maps to zero in H 2 (Y, H(U) Y ). More concretely we have the
First Riemann Relation for principal holomorphic Torus Bundles
Let A : Γ × Γ → Λ be the alternating bilinear map representing the cohomology class ǫ : then
satisfies the property that its component in
We want now to explain in detail the bilinear algebra underlying the Riemann bilinear relation.
We observe preliminarly that one has a natural isomorphism
∨ , where the middle summand embeds by the wedge product :
Consider the bilinear form
satisfying the first bilinear relation and let us write
By the first bilinear relation
Concretely, A = B ′ + B ′′ + B ′ + B ′′ , where B ′ is an alternating complex bilinear form. The fact that B ′′ is alternating reads out as:
whereas conjugation of tensors reads out as:
Definition 2.5. We define the associated (vector-valued) Hermitian bilinear form
In fact D is clearly complex linear in v 1 and complex antilinear in v 2 , and
We have
of Hermitian forms on V , and its discriminant
will be a real hypersurface of degree m in the projective space P((Λ ⊗ C) ∨ ).
Observe that this linear system is independent of the choice of U, but it depends upon the choice of V .
The geometry of ∆ D and more generally the geometry of the linear rational map P((Λ ⊗ R) ∨ ) P(Herm(m, C)) produces holomorphic invariants of the complex structure.
These are however related to the topological invariants given by the linear rational map
Appell Humbert families and Kodaira Spencer map
We shall consider in this section the family given by the pairs of subspaces satisfying the Riemann bilinear relations, and the main goal will be to compute explicitly its tangent space and its Kodaira Spencer map. 
This complex space is called the Appell Humbert space of Torus Bundles.
Since this space is not connected, we restrict ourselves to its intersection with T m × T d , i.e., we fix respective complex structures which have the same orientation as fixed orientations of Λ, resp. Γ.
One sees immediately that T B A is a complex analytic variety of codimension at most dm(m − 1)/2. Note however that, for d ≥ 3, m >> 0 we get a negative expected dimension. The structure of these complex spaces has to be investigated in general, for our present purposes we limit ourselves to establish the following 
Proof.
Since T B A ∩(T m ×T 1 ) fibres onto the upper half plane T 1 , which is connected, it suffices to show that each fibre is connected.
Our method of proof will be quite simple minded. We shall consider the fibration onto T 1 , but without restricting to T m , and considering instead the larger open set {V |V ∩ V = (0)} (which has two connected components) and will show that the corresponding fibre has exactly two connected components.
Observe then that, if we fix U and write Λ ⊗ C = U ⊕ U, the connectivity of our space in independent of the given integral structures, and it amounts to the following problem: we are given an oriented real vector space W ( W = Γ ⊗ R) and a real alternating map A : Λ 2 (W ) → U ⊕ U, so that clearly we can write A = B ⊕ B.
We are seeking for the subspaces V such that V is isotropic for B, such that W ⊗ C = V ⊕ V , and such that the complex orientation of V induces the fixed orientation on W .
Since the complex linear group is connected, it is sufficient to show the connectedness of the variety of frames v 1 , . . . v m for V .
There are two conditions to be satisfied in the choice of v 1 , . . . v m : 1) the closed condition that v i belongs to the complex subspace
which has obviously complex dimension at least 2m − i + 1
2) the open condition that v i belongs to the open set
We show the connectedness of the variety F i of partial frames v 1 , . . . v i satisfying 1) and 2) by induction on i. Observe that the complement of Ω 1 has real codimension 2m − 1, thus it does not disconnect a vector space of real dimension 4m, as soon as m ≥ 2.
A similar argument applied to the projection of v i into the quotient vector spaceW i := W ⊗C/ << v 1 , v 1 , . . . v i−1 , v i−1 >>, which has complex dimension 2m − 2i + 2, shows that Ω i has a complementary set of real codimension 2m − 2i + 1, thus we conclude that Ω i ∩ W i is connected for i < m.
In the final step instead, we have to remove the zero locus of the Hermitian
We conclude by observing that a Hermitian form has even positivity and even negativity, thus the complementary set of its zero locus has exactly two connected components. 
In other words, X V,U is the quotient of T U × V by the action of Γ such that
Remark 3.4. The above formula differs from the formula given in Definition 6.4 of [Cat04] , where an identification of Γ ⊗ R with V was used, and thus A(z, γ) was identified with B(z, γ). In the latter formula one had thus We also recall from [Cat04] the definition of the complete Appell-Humbert space.
Definition 3.5. Given A as above we define 
The complete Appell-Humbert family of torus bundles parametrized by T
Finally we have the following
Any principal holomorphic torus bundle with extension class isomorphic to ǫ ∈ H 2 (Γ, Λ) occurs in the complete Appell-Humbert family T ′ B A .
Without reproving the above theorem, we want to give a differential geometric explanation of the cocycle formula above.
The idea is very simple : we consider the homogeneous space M := Π⊗R/Π as a fixed differentiable manifold, and we use the canonical identification of the tangent space at the identity in Π ⊗ R with (Λ ⊗ R) ⊕ (Γ ⊗ R) to define a right invariant almost complex structure on Π ⊗ R by translating U ⊕ V .
This induces a right invariant almost complex structure on M, and we prove that if the Riemann bilinear relations hold, then the complex structure is integrable. Observe that in general Π ⊗ R will not have a complex Lie group structure, because, even if right multiplication is holomorphic, the inverse mapping needs not be holomorphic. This interpretation will be quite useful in order to understand the Kodaira Spencer map of the Appell Humbert families. 
we have
which equals, as claimed,
Q.E.D.
It is now clear that this subbundle T (1,0) is stable under the operation of the discrete group Π given by multiplication from the right.
Remark 3.8. We observe that if we denote by i : Π ⊗ R → Π ⊗ R the inverse map sending g to g −1 and by D(i) g the differential of i at the point g ∈ Π ⊗ R,
On the other hand
Lemma 3.9. The above almost complex structure on the differentiable manifold M := Π ⊗ R/Π that we have defined is integrable iff the Riemann bilinear relations are satisfied for the pair (U, V ).
Proof.
We have already observed the necessity of the Riemann bilinear relations, so let us just prove the "if" part.
We have ∀g = (y, x) ∈ Π ⊗ R, the holomorphic tangent subbundle
and its conjugate
We have to show that the holomorphic cotangent bundle, which is the annihilator of T (0,1) g , is generated by the differentials of certain local functions. But we are lucky and we can indeed produce these functions globally.
Consider in fact the diffeomorphism Ψ :
Ψ is a diffeomorphism since one can in fact compute the inverse map explicitly as
It is easy to verify that the differentials of the coordinates of Ψ annihilate Proof. We use the diffeomorphism Ψ used previously to induce an action of Π on U ⊕ V . This action is holomorphic since the complex structure is invariant by right translation.
We just have to read out Ψ • R g • Ψ −1 (u, v) using the shorthand notation g = (y, x) and p U (y) := y U , p V (x) := x V (thus, for instance x = x V + x V ). We have:
We give now a description of the tangent space to T B A , observing that
For (V, U) ∈ T B A , the tangent space to T B A in (V, U) is a subspace of the tangent space to the product of the Grassmannians,
Let (L, M) ∈ Hom(V, V ) ⊕ Hom(U, U) be a tangent vector. In order to determine the Zariski tangent space to T B A , we work over the ring of dual numbers C[ǫ]/(ǫ 2 ) and impose the Riemann bilinear conditions infinitesimally, i.e., considering the infinitesimal variations of V , resp. U, given by the graph V ǫ of ǫL : V ⊕ ǫV → V ⊕ ǫV , resp. the graph U ǫ of ǫM. Concretely, V ǫ = {v + ǫv ′ + ǫLv|v, v ′ ∈ V }, and we want
, and the second equation may be rewritten as:
Finally, observing that u
and the last one is the equation defining the tangent space to T B A in (V, U), which we rewrite using complex conjugation as 
Recall once more that
, so it suffices to prove that T B A is smooth.
We have shown that the tangent space to T B A in (V, U) is the subspace of Hom(V, V ) ⊕ Hom(U, U) given by kernel of the following linear map
thus it suffices to show that G is surjective. Since m = 2 and d = 1, the dimension of the space Hom(Λ 2 (V ), U) is one, and we only have to prove that the map G is non zero. In fact, otherwise we would have
there is L such that Lv =v ′′ = Lv ′ , whence we get B ′′ (v ′′ , v ′ − v) = 0 and it follows right away that B ′′ = 0.
Remark 3.12. The previous proposition contradicts remark 6.13 of [Cat04] , which however was due to a trivial misprint (exchanging H 1 (O X ) and
If d = 1 and m ≥ 3, however, T B A is singular at the points where B ′′ = 0.
has rank one if B ′′ = 0.
Now we want to determine the Kodaira Spencer map for the Appell-Humbert family.
Recall that ∀g = (y, x) ∈ Π ⊗ R, the holomorphic tangent subbundle is
Recall that one way to look at the Kodaira Spencer map is to regard it as
) which gives the infinitesimal variation of the subspace T 
We obtain R simply by projecting the variation (i.e., the terms divisible by ǫ) to T
(1,0) g . We write this projection using the decomposition:
So we have a map
and using the isomorphism
We can partly summarize the above description (dependent upon the local choice of a splitting ) as follows:
Lemma 3.13. Consider the exact sequences of vector bundles on X: 0) ) is the image of M ∈ Hom(U, U).
On the versality of the complete Appell Humbert family
We recall for the reader's benefit some results from [Cat04] :
which annihilates the image of the Hermitian part of A, i.e., of the component
It follows in particular that X is parallelizable if and only if the Hermitian part of A is zero.
Corollary 4.2. The space H 0 (dO X ) of closed holomorphic 1-forms on X contains the pull-back of 
In order to analyse the problem of describing the small deformations of principal holomorphic torus bundles over tori we need to calculate the cohomology groups of the tangent sheaf Θ X .
These fit into the following exact sequences, according to
is given by cup product and contraction with
We want to give now a more explicit description of these groups for i = 1.
We have an exact sequence 
and the above cited corollary says that the first and the last maps are given by cup product and contraction with B ′′ .
The following proposition allows us to describe the cohomology groups
Proposition 4.5.
[Cat04] The Leray spectral sequence for the sheaf O X and for the map f : X → Y is a spectral sequence which degenerates at the E 3 level and with
The Leray spectral sequence yields then an exact sequence
and the map
is given by B ′ .
So we see again that H
Thus, to determine H 1 (X, Θ X ), it remains to compute H 2 (X, O X ).
Since the Leray spectral sequence degenerates at E 3 level, we have
Now we want to determine the kernel of the coboundary map
in the exact sequence ( * * )
in terms of the isomorphism
Lemma 4.6. The kernel of the coboundary map
Since F is given by cup product and contraction with B ′′ , for
Q.E.D. 
iv] X is parallelizable and A is surjective as a linear map between
Λ 2 (V ⊕ V ) → (U ⊕ U ).
Proof.
By the previous remark and by lemma 3.13 the image of ρ(L, M, φ) inside
Thus, we first observe that the subspace of the tangent vectors with
Second, by condition 1) above, the image of the Kodaira Spencer map of the complete Appell Humbert family is surjective onto ker( In the case d = 1 we do not need to take a sum of simple tensors, but just one, and then
However, since we may assume B ′ = 0, the last condition is equivalent to B(v) = 0, which contradicts iii].
Finally, we show that iv] implies i]: in fact we know that parallelizability is equivalent to the vanishing of B ′′ . Whence, we have A = B ′ ⊕ B ′ , thus A is surjective if and only if B ′ is surjective as a linear map Λ 2 (V ) → (U). But then the conjugate of the transpose is injective, i.e., condition i] holds.
Remark 4.9. On a compact complex manifold X one has the Kodaira inequalities
which hold iff X has a very good (cf. e.g. Proof. Assume that v ∈ V is such that B(v, x) = 0 for each x, and recall the assumption B ′ = 0. We can choose w ∈ V such that {v, w} is a basis of V . We set B ′′ (w,v) := ζ so that B ′′ (v,w) = −ζ, and observe that ζ = 0, otherwise v is in the kernel of A.
For principal holomorphic torus bundles then
Up to a change of basis replacing w by w + µv, we may assume that also B ′′ (w,w) = 0 = B ′′ (w,w).
We have found two real isotropic subspaces for A, whose complexifications are spanned by {v,v},{w,w} respectively. These two subspaces are spanned by {v ±v},{w ±w} and we compute the corresponding values of B ′′ on pairs of such vectors. Setting ǫ 1 , ǫ 2 = ±1 we get B ′′ (v + ǫ 1v , w + ǫ 2w ) = −ǫ 1 ζ B ′′ (v + ǫ 1v , w + ǫ 2w ) = −ǫ 2ζ .
We observe at this point that e 1 := ζ +ζ, e 2 := 1 i (ζ −ζ) give a real basis for Λ ⊗ R, whence in the basis {2Re(v), 2Im(v), 2Re(w), 2Im(w)} A is given by a 2 × 2 block matrix with diagonal blocks equal to zero and with upper right block equal to: M = −e 1 −e 2 e 2 −e 1 .
Therefore, the corresponding Pfaffian of µ 1 A 1 + µ 2 A 2 , if A 1 , A 2 are the components of A with respect to the basis e 1 , e 2 , equals µ 2 1 + µ 2 2 , and it has no real roots.
Combining the last three stated results follows rightaway the following 2) the associated pencil We conclude by observing, as recalled to us by Marian Aprodu: Then X is not Kähler.
Indeed, this was proven by Blanchard in [Bla56] more generally for holomorphic fibre bundles whose transgression H 1 (T, R) → H 2 (Y, R) is nonzero ( cf. also [Hö93] ).
