Artificial Intelligence (AI) is currently seeing major media interest, significant interest from federal agencies, and interest from society in general. From its origins in the 1950s, to early optimistic predictions of its founders, to some recent negative views put forth by the media, AI has seen its share of ups and downs in public interest. Yet the steady progress made in the past 50-60 years in basic AI research, the availability of massive amounts of data, and vast advances in computing power have now brought us to a unique and exciting phase in AI history. It is now up to us to shape the evolution of AI research.
Technology Enablers
The coming transformation in transportation infrastructure is being powered by technological progress.
Ubiquitous connectivity and instrumentation are enabling us to measure things that were previously immeasurable; additionally, advances in data analytics are enabling us to build sophisticated models from those data. Specifically, we can now collect information about individuals' travel patterns, so that we can better understand how people move through cities, thereby improving our understanding of city life. AI technology can then be leveraged to move from descriptive models (data analytics) to predictive ones (machine learning) to prescriptive decisions (optimization, game theory, and mechanism design). Like in other domains, AI enables us to go from "data to decision" in urban computing. With the data collections now happening at this scale to aid in decision-making, it is important to also consider the privacy implications around the data.
The potential of this transformation is being demonstrated in pilot systems that optimize the flow of traffic through cities, and in new on-demand, multimodal transportation systems. It is now within the realm of AI technology to optimize traffic lights in real time, continuously adapting their behavior based on current traffic patterns (Smith, 2016) ; and to dispatch fleets of small vehicles to provide on-demand transportation, address the "first and last mile" problem that plagues many urban transit systems (Van Hentenryck, 2016) .
More pilot deployments are needed to fully understand the scope of the transformation that is under way in our cities.
Technical Challenges
In spite of the significant promise, many challenges lie ahead before these new opportunities can be fully realized. Transportation systems are complex, sociotechnical systems that operate over multiple spatial and temporal scales. It is critical that we scale up existing pilots to multi-modal transportation models -incorporating pedestrians, bicycles, cars, vans, and buses -so that we can begin to understand how these models will impact big cities. Fundamental to this effort, it is crucial that we understand the human behavioral changes that new forms of mobility will induce, and the impact those behaviors will have on the efficacy of our systems.
Evidence-based Policy Making
AI, as it pertains to urban computing, is in a unique position to inform policy making in ways that could not be envisioned even a few years ago. It is now possible to carry out interventions that will help us understand In US cities alone it is estimated that traffic congestion costs over $160 Billion annually in lost time and fuel consumption (Schrank, 2015) . signal control system (see Fig. 1 ) (Smith, 2013) . Surtrac senses approaching traffic and allocates green time to different approaches in real-time.
It is designed specifically for optimizing traffic flows in complex urban road networks where there are multiple, competing dominant flows that shift dynamically through the day. An initial deployment of the Surtrac technology in the East end area of Pittsburgh PA has produced significant performance improvements, reducing travel times through the network by 25%, wait times by over 40%, and emissions by 21% (Smith, 2013) . Over the past 3 years, this Pittsburgh deployment has grown to an interconnected network of 50 intersections, and the City of Pittsburgh currently has plans and funds in place to further expand and equip an additional 150 intersections with this technology.
Current research with Surtrac focuses on integration of smart signal control with emerging Dedicated Short Range Communication (DSRC) radio technology (Smith, 2016) . This "connected vehicle" technology, which will begin to appear in some makes of new passenger vehicles in the US starting in the 2017 model year, will allow direct "vehicle-to-infrastructure" (V2I) communication.
In addition to simple use of V2I communication to promote safer travel (e.g., through advance warning of pending signal changes), projects aimed at utilizing V2I communication to enhance urban mobility (particularly under the shorter-term assumption that the penetration level of equipped vehicles is low) are also underway.
Sustainability
Sustainability can be interpreted narrowly as the conservation of endangered species and the sustainable management of ecosystems. It can also be interpreted 
Short-term Applications and Challenges
Current research and applications in AI for sustainability can be organized in terms of data, modeling, decision making, and monitoring. The goal is to manage ecosystems with policies that are based on the high quality data and science.
Data
Several activities concern the measurement and collection of data relevant to ecosystems. 
Policy Optimization
Once we have models of species distribution, behavior, and habitat requirements, we can begin to design and optimize policies for successful management of species and ecosystems. This requires articulating our policy goals and objectives. Virtually every ecosystem management problem combines an ecological model with an economic model of the economic costs and benefits of various policy outcomes.
One example is the design of a schedule for purchasing habitat parcels to support the spatial expansion of the Red Cockaded Woodpecker (Sheldon, 2010; Sheldon, 2015 There are many research issues in data management and data integration that must be addressed. For example, the most common approach to data integration is to assimilate all data to a fixed spatial and temporal scale by smoothing fine-scale data and interpolating coarsescale data. This process introduces distortions into the data. We need methods for integrating and modeling data at multiple scales that can retain the resolution and uncertainty associated with each data source.
A related shortcoming of current modeling efforts is that they generally assume stationary (steady-state)
climate, land use, and species behavior whereas the real systems are experiencing climate change, rapid economic development, and continuing evolution, dispersal, and natural selection of species. Modeling techniques and supporting data are needed that can take into account these drivers of change and the many uncertainties associated with them.
As the scale of questions grow, it is no longer possible to focus only on the biological components of a system. Instead, one must take a "systems of systems approach" and incorporate models of social, cultural, and economic activity. For example, when choosing a site for a new dam, we must consider not only the impact on native and invasive species in the riverine ecosystem, but also the benefits for farming, the potential inundation of important cultural and religious sites, and changes in sediment transport that may affect the distribution of pollutants and contaminated soils. Current AI technologies cannot currently operate at this scale and level of complexity.
One trend that will enable broader and more comprehensive modeling of ecosystems is the continuing improvement of sensors: reduction in size, power requirements, and cost. These improvements will support and drive the demand for better models that can support the development of higher-quality policies. However, cheaper sensors can be less reliable, so research is needed on methods for automatically detecting and removing bad data and broken sensors.
This is a theme that is also common to other areas such as healthcare and public policy, as we discuss below, and poses a major challenge for many AI-powered decision-support systems.
A second set of data challenges concerns the biases and quality of data, particularly crowd-sourced data.
Birders choose where they go bird watching; tourists and tour operators choose where people take pictures of wildlife. Even the data collected by game wardens is biased by the need to maintain unpredictability. A third challenging aspect of sustainability work arises due to lack of technical infrastructure: poor networking, little access to high-performance computing resources, and lack of local personnel with sufficient education and training. We must develop algorithms that can run locally on small computers (or telephones) that only have intermittent access to large cloud computing resources. We must take into account the possibility that human actors may fail to adhere to designated policies. Finally, we must develop creative methods of establishing metrics for assessing the effectiveness of data collection and policy execution to compensate for the lack of historical data.
A fourth challenge is finding business models that support long-term data collection and policy enforcement efforts.
Many current projects rely on the enthusiasm of citizen scientists, the generosity of private donors, or grants from funding agencies. None of these is likely to provide steady, long-term support. One possibility is to develop business models that generate continuing revenue streams. For example, the TAHMO project seeks to sell its weather data to insurance companies, commodities traders, and other businesses that rely on high quality weather data and forecasts.
Long Term Prospects
Sustainability is concerned with the long-term health of ecosystems and human societies. As we contemplate the creation and deployment of policies over the long term, we must confront the fact that the long-term behavior of ecological, economic, and social systems is radically uncertain. We can be very confident that our current models are missing critical variables and important interactions. How can artificial intelligence methods deal with the uncertainty of these "unknown unknowns"?
One important strategy is to plan for the "learning process". When a new policy is put into place, we must also develop and deploy an instrumentation plan to collect data on a broad range of variables. We must incorporate "precautionary monitoring", in which we monitor not only the variables that we expect to change as a result of the policy, but also a wide range of variables that could allow us to detect unexpected side effects and unmodeled phenomena. We must plan to iteratively extend our models to incorporate these phenomena and re-optimize the policies.
Finally, when formulating and optimizing management policies, we should adopt risk-sensitive methods.
Standard practice in solving economic models is to minimize the expected costs and maximize the expected benefits of the policy. But if a policy has substantial downside risk (e.g., species extinction, economic catastrophe), then we should apply AI methods that find robust policies that control these downside risks.
This is an active area of research (see, e.g., Chow, 2015) , and much more work is needed to understand how we can ensure that our models are robust to both the known unknowns (as in traditional risk management methods) and the unknown unknowns.
Health Success Stories
Current methods for gathering population-scale data about public health through surveys of medical providers or the public are expensive, time consuming, and biased towards patients who are already engaged in the medical system. Social media analytics is emerging as an alternative or complementary approach for instantly measuring the nation's health at large scale and with little or no cost. Natural language processing can accurately identify social media posts that are self-reports of disease systems, even for rare conditions. The nEmesis system, for example, helps health departments identify restaurants that are the source of food-borne illness (Sadilek, 2016) . nEmesis number of surgical procedures, amputations, and delayed wound closure), the disease is also associated with high mortality rates (Tribble and Rodriguez, 2014; Warkentien, 2012; Lewandowski, 2016; .
The massive-transfusion protocol (MTP) CDST is currently being assessed under a two-year clinical trial at Emory-Grady, one of the two SC2i civilian hospitals.
This CDST uses evidence-based predictive analytics to help physicians identify which patients genuinely require a massive transfusion, thereby reducing complications associated with over-transfusion or the needless expenditure of blood products McDaniel, 2014; McDaniel, 2014; O'Keeffe, 2008; Dente, 2009 (Henry, 2015) . Early warning opens up the possibility for providing the sepsis bundle in a timely fashion, which has been shown to reduce mortality rates by more than 50% (Barwell, 2014) . Similar ideas have been explored for risk monitoring of individuals likely to test positive for C-diff (Wiens, 2014) . In yet another example, in neonatology, routinely collected physiological data streams have been shown to construct an electronic score to risk stratify premature newborns into low-risk and high-risk cohorts .
Near Term Opportunity 1) Targeted therapy decisions
Many chronic diseases are difficult to treat because of high variation among affected individuals. This makes it difficult to choose the optimal therapy for a patient. Developing systems that support targeted therapy decisions from large-scale observational data is an emerging and exciting area of research (Murphy, 2003) . By analyzing longitudinal databases of clinical measurements and health records, we can develop decision support tools to improve decisionmaking. This can take us towards precision medicine.
Computational subtyping, for example, seeks to refine disease definition by identifying groups of individuals that manifest a disease similarly (Collins, 2015) . These subtypes can be used within a probabilistic framework to obtain individualized estimates of a patient's future disease course. Better decision support tools can be used for more than improved disease management -also providing for better wellness and diagnosis.
2) New sensors, new healthcare delivery
AI can be used to analyze social media data and discover and suggest behavioral and environmental impacts on health. In addition to the nEmesis system described above, examples include tracking influenza and predicting the likelihood that particular social media users will become ill, and quantifying alcohol and drug abuse in communities. Social media as well as social networks can also be used to address the informational and psychosocial needs of individuals e.g., the American Cancer Society's Cancer Survivor Network (CSN) (Bui, 2016 we should address biases in public health data, for example countering biases by modeling the data acquisition process, and by encouraging the self-reporting of additional data.
Data Science Platforms:
Cloud-based data sharing and common data models should be developed and promoted in order to increase the likelihood of societally beneficial outcomes. Shared experimental test beds will also be important, in order to lower the barrier of entry into AI and health research in order to bring in more researchers.
Another direction is to utilize non-U.S. data to speed up the development and testing of models.
Longer Term Opportunity
Personalized Health: In this time frame, the major opportunity is to pivot from personalized medicine to personalized health, to keeping people from getting to the hospital in the first place, and to dealing with life issues and not just specific diseases. For this, we need to move to modeling the health of individuals and populations by using integrated data sets -electronic health records data and other data gathered within the health system with genomic, socio-economic, demographic, environmental, social network and social media and other, non-traditional data sources, such as social service and law enforcement data. Particularly relevant in this context are causal inference methods (Pearl, 2000) , including methods for inferring causal effects from disparate experimental and observational studies (Bareinboim, 2013; Bareinboim, 2014; Lee and Honavar, 2013a; 2013b; Pearl, 2015) and from relational data (Maier, 2010; Lee and Honavar, 2016a; 2016b; Marazopoulou, 2015 penalty). Security is also vitally important and presents a barrier unless technological solutions can be put in place -personalized medicine requires an integrated view of an individual and this data must be kept secure.
Grand Challenge
The grand challenge for AI and health is to develop a learning healthcare system. This is a sustainable system that is able to observe all the available data about a person, build appropriate models from the observations, help make the right decisions using all available AI technologies, proactively and reactively make the right interventions and care when the person needs it, re-capture the results of the intervention, and learn and adapt from the feedback.
Public Welfare
Recent advances in Artificial intelligence have resulted in impact on several industries such as retail, security, defense, manufacturing, transportation, search, social networking and advertising. At the same time, AI has not had a lot of impact on fundamental issues our society faces today. Education, public health, economic development, criminal justice reform, public safety are just some of the areas where AI can potentially make an impact. Here we will discuss some of the issues in these areas where AI can play a critical role, describe some early work where AI has already started to make an impact, and highlight fundamental issues, short and long-term opportunities, barriers and grand challenges for AI research applied to public good. The overall end goal of the work we're motivating is to enhance the quality of life for all individuals, and increase equity, effectiveness and efficiency of public services being provided to citizens.
Social Issues AI can help address
There are many social issues AI could contribute to.
Some examples include the following: 
Success Stories and Case Studies
There has been recent work on some of the issues and move away. Usually cities wait until an entire neighborhood has been affected, then they start to look for investments that they can put back into the neighborhood to try and revitalize them.
Sometimes it works, but most of the time it is just too expensive to bring them back.
Rayid Ghani from the University of Chicago
Center for Data Science and Public Policy and his researchers have been working with the City of Cincinnati to combat this problem. They are taking the preventative route and looking at the past 10 years of data on which areas are prone to blight and starting to predict which neighborhoods and homes will be next. Targeted home inspectors can then be sent to houses before blight happens.
Gaps and Barriers
Work in this area requires deep, intimate, and sustained interaction and efforts between the target community and AI researchers. Some of the current gaps and barriers are as follows: With these challenges in mind, there are numerous basic and applied research problems to be solved. Some of these have been raised above. Others include: 1) data analytics and machine learning models that are robust to systematic bias, missing data, and data heterogeneity;
2) the development of models or simulations that are sufficiently predictive to inform decision-making, and which also can then be adapted "closed-loop" as additional data is collected with time; 3) advanced models of decision-making and planning that incorporate social dynamics, resource constraints, and utility models for multiple actors; 4) consistent, cost-effective, and scalable models for measurement or data collection; and 5) methods for causal reasoning and explanation.
It is important to emphasize that these core AI problems have to be married with a set of broader computerscience innovations. For example, much of the data in question will be personal and sensitive; scalable progress will depend on privacy preserving methods, particularly those that are robust to federation of data from multiple disparate sources. Additionally, usercentered design approaches taking into account the individuals or populations will be essential for adoption.
Opportunities
There are innumerable opportunities to advance work in AI for public welfare, for example:
◗ Better data collection, digitization, and curation, particularly around urgent priorities.
◗ Better federation and integration of data sources currently not being used together. More advanced AI capabilities in these areas could contribute to public welfare in many ways, including:
Public safety: Better data on the location and activities of first responders would quickly (over the space of months) create a dataset that could be mined to create predictive algorithms to better deploy first responders.
Transportation: Using individual public transit and other transportation data (uber, bikeshare, etc.) would allow researchers to better understand mobility patterns of people, to understand gaps in transit with respect to citizenry needs and also to assess the impact of policy changes through data-enabled simulation analysis. or point in time. Thus, all of the systems above must really be considered as "human-in-the loop" systems that will almost always involve human policy and decisionmakers, and of course operate on a specific population.
Thus, research is needed in understanding how to develop these systems to be maximally effective and enabling within the context of system or organization.
Measuring Engagement:
Much of what we'd like to affect cannot be directly measured or controlled.
AI research will need to move beyond prediction of discrete (easily measurable) outcomes and instead use models/algorithms to optimize hidden variables such as engagement/happiness for students in school, people in a community, or in government. To do so, we will need to create a set of concepts, methods, and tools and methods that AI, Social Science, and policy specialists agree on and which form a "franca lingua" for work in this area.
A Grand Challenge
A gross generalization of all of the above themes is that public good is a complex system of systems -information about welfare impacts education impacts law enforcement impacts health, and so forth. Just the implementation of a healthcare system or a transformation system involves the integration of many interacting components. We need to create methods to abstract even further and develop methods to integrate multiple AI systems, which collectively monitor, detect, diagnose, and adapt within their own specific domains. 
Cross Cutting Issues
This report started out by asserting that AI can be a major force for social good; but that to make it such a force, we need to shape this new technology and the questions we use to inspire young researchers. In this report, the term "social good" is intended to focus AI research on areas of endeavor that are to benefit a broad population in a way that may not have direct economic impact or return, but which will enhance the quality of life of a population of individuals through education, safety, health, living environment, and so forth. In general these are areas of work that have not benefited from AI research, but are nonetheless important for societal benefit.
At the end of this report, we now come to some key observations: knowledge; for the AI system to have a human as a subordinate following its commands will not make sense. In such situations, instead, the human must be in charge. There are of course many others that veer into broader issues of safety in control, and ensuring justice (in the sense of making the AI's benefit available to all segments of society). These will remain important issues to consider into the future.
In summary, like many technologies before it, AI is a family of tools that will find their way into a broad spectrum of applications, many of which we cannot today imagine. However, as the discussion above demonstrates, with appropriate forethought and incentives, AI can become a tool that enhances our quality of life at a personal, national, and global level.
In this regard, we hope this report inspires new ideas and approaches that leverage support for basic AI research with opportunities to work with state and local governments and other nonprofit organizations.
Finally, we note that many of the problems and solutions are uniquely local -many at the level of a city or community. Thus, AI for Social Good also provides a unique opportunity for technology researchers to personally engage with their local communities and, by doing so, concretely educate the public about the technology, its limitations, and its potential benefits. We hope this report will succeed in inspiring the AI research community to seek out and capitalize on these opportunities.
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