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Abstract
In this paper, we consider techniques for disseminat-
ing dynamic data—such as stock prices and real-time
weather information—from sources to a set of reposito-
ries. We focus on the problem of maintaining coherency
of dynamic data items in a network of cooperating repos-
itories. We show that cooperation among repositories—
where each repository pushes updates of data items to
other repositories—helps reduce system-wide communi-
cation and computation overheads for coherency main-
tenance. However, contrary to intuition, we also show
that increasing the degree of cooperation beyond a cer-
tain point can, in fact, be detrimental to the goal of main-
taining coherency at low communication and computa-
tional overheads. We present techniques (i) to derive
the “optimal” degree of cooperation among repositories,
(ii) to construct an efficient dissemination tree for propa-
gating changes from sources to cooperating repositories,
and (iii) to determine when to push an update from one
repository to another for coherency maintenance. We
evaluate the efficacy of our techniques using real-world
traces of dynamically changing data items (specifically,
stock prices) and show that careful dissemination of up-
dates through a network of cooperating repositories can
substantially lower the cost of coherency maintenance.
1 Introduction
On-line decision making often involves significant
amount of time-varying data. Examples of such data in-
clude financial information such as stock prices and cur-
rency exchange rates, real-time traffic and weather in-
formation, and data from sensors in industrial process
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control applications. These often occur in the form of
data streams. Due to their time-varying nature, users ac-
cessing such data items need to be provided with up-to-
date values of these items. The coherency requirements
associated with a time-varying data item depend on the
nature of the item and user tolerances. To illustrate, a
user involved in exploiting exchange disparities in differ-
ent markets or an online stock trader may impose strin-
gent coherency requirements (e.g., the stock price should
never be out-of-sync by more than one cent from the
actual value) whereas a casual observer of currency ex-
change rate fluctuations or stock prices may be content
with less stringent coherency requirements.
Sources of time-varying data are often known to be-
come bottlenecks especially when serving rapidly chang-
ing data to a large number of users (e.g., on election
nights or when serving hot stock values in a volatile mar-
ket). If clients refresh values of time-varying data items
directly from the source, then the computational load at
the sources will be high and hence (a) delays will oc-
cur in the dissemination of updates to clients, resulting
in loss of data coherency, and (b) scalability of the sys-
tem will suffer. One technique to alleviate this bottle-
neck is to replicate data across multiple repositories and
have clients access the repository that is best positioned
to meet their data coherency requirement. Although such
replication can reduce load on the sources, replication of
time-varying data introduces new challenges. First, data
at the repositories needs to be coherent with the source.
Second, unless updates to the data are carefully dissem-
inated from sources to repositories, the communication
and computation overheads involved in such dissemina-
tion can themselves result in delays as well as scalability
problems, further contributing to loss of data coherency.
In this paper, we examine techniques to maintain the
coherency of time-varying data items at a set of repos-
itories. Each repository is assumed to store a subset of
the dynamic data items, each of which has a coherency
requirement associated with it. A particular focus of
our work is to investigate how repositories can cooperate
with one another and with the source to reduce the over-
heads of coherency maintenance. To do so, we assume
that repositories storing a particular data item are logi-
cally connected to form an overlay network that we refer
to as a dynamic data dissemination tree (abbreviated as
the  ). The source of the data item forms the root of the
 . Instead of directly disseminating changes to a data
item to all interested repositories, the source only pushes
these changes to its children in the 	 (each child is also
referred to as a dependent of its parent). Each repository
in turn pushes these changes to its dependent reposito-
ries. Dissemination using the  incurs two kinds of
overheads:
1. Communication delays: This is the delay incurred
in propagating an update from a repository to a de-
pendent. It includes all communication related de-
lays, including the message processing delays at the
source and destination of a message and the delays
on all physical links between the two.
2. Computational delays: This is the delay resulting
from the computations performed by a repository to
determine whether an incoming data change is to be
forwarded to one of its dependents.
The objective is to construct a  that reduces these
overheads while meeting the coherency requirements at
all repositories. We assume that each dynamic data item
will have its own  ; the logical structure of this tree
depends on the dynamics of the data item, the coherency
needs of the repositories, node to node communication
delays, and the computational delays at each repository.
Given such an architecture, we consider two key is-
sues in this paper:
1. How should the repositories be interconnected so
as to minimize the overheads of maintaining co-
herency of all data items stored in the various repos-
itories?
2. When should a node (i.e., a source or a repository)
push changes of interest to other repositories so as
to meet coherency requirements of the data item at
all repositories?
In the rest of this section, we first define the problem of
maintaining coherency for a data item and then describe
the challenges in addressing the problem in a network of
cooperating repositories.
1.1 Data Coherency Semantics
Consider a user interested in time-varying data items.
Assume that the user obtains these items from a data
repository instead of the source. Further, assume that
the user specifies a coherence requirement ( 
 ) for each
item of interest. The value of 
 denotes the maximum
permissible deviation from the value at the source, and
thus, constitutes the user-specified tolerance. The co-
herency requirements can be specified in units of time
(e.g., the item should never be out-of-sync by more than
5 minutes) or value (e.g., a stock price should never be
out-of-sync by more than ten cents). In this paper, we
only consider coherence requirements specified in terms
of the value of the object; maintaining coherence re-
quirements in units of time is a simpler problem that re-
quires less sophisticated techniques (e.g., push every 5
minutes). To maintain coherence, each data item in the
repository must be refreshed in such a way that the user-
specified coherency requirements are maintained. For-
mally, let  and  denote the value of a data item
 at the source and the user, respectively, at time  (see
Figure 1). Then, to maintain coherence , we should have
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Figure 1: The Problem of Coherence
Although Figure 1 shows a single data repository, the
source to user coherency requirements are the same even
if there are multiple data repositories acting as interme-
diaries between them.
The effectiveness of such cooperating repositories can
be quantified using a metric referred to as fidelity. The
fidelity of a data item is the degree to which its coherency
requirements are met. We define fidelity fl observed by
a user to be the total length of time for which the above
inequality holds, normalized by the total length of the
observations. The goal of a good coherency mechanism
is to provide high fidelity at low overheads.
1.2 Maintaining Data Coherency in the 	
Consider an architecture consisting of one or more
sources, multiple repositories and several clients (see
Figure 2). Each client in this architecture connects to
one of the repositories to access dynamic data items; the
choice of a particular repository depends on factors such
as proximity, data availability, etc., and can be viewed
as a separate problem. As indicated earlier, the client
specifies a coherency requirement 
 for each data item
of interest. Since multiple clients may be interested in
the same data item, the coherency requirement for data
item  at a repository ffi is defined to be the most strin-
gent coherency requirements across all clients that ob-
tain  from ffi . Consequently, depending on the needs of
its clients, each repository can derive its own data needs
and the associated coherency requirements. Hence, from
now on, we focus on the source-repository coherency
maintenance problem, that is, our goal is to ensure that
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 , where ffi   and    denote
the value of data item  at repository ffi and the source,
respectively, and 
 is the coherency requirement of  at
ffi .
To maintain these coherency requirements, reposito-
ries are assumed to cooperate with one another. Such co-
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Figure 2: The Cooperative Repository Architecture
operation involves receiving updates to data items from
a parent and pushing these updates to dependent reposi-
tories in the  . The design of such techniques requires
resolution of the following interrelated issues.
1. How much should a repository cooperate?
Given that repositories cooperate with one another,
a repository may have to hold data beyond what
its own users may need. Further, cooperation re-
quires a repository to expend both computation and
communication resources to disseminate updates.
We show that this altruism pays off in reducing the
system-wide overheads for maintaining coherency
across all repositories. However, contrary to intu-
ition, we also show that increasing the amount of
cooperation beyond a certain point can, in fact, be
detrimental to the overall goals of achieving high fi-
delity at low overheads. To address this issue, we
propose a technique to derive the “optimal” degree
of cooperation among repositories.
2. Once the level of cooperation is decided, what
should the (logical) interconnection between the
repositories be, i.e., who serves whom?
The structure of the 	 determines the precise com-
putational and communication costs at each reposi-
tory. We show that (i) the 	 should be structured
so as to balance these costs and (ii) so long as these
costs are taken into account, the exact algorithm
employed to construct the    has only a minimal
impact on the achieved fidelity.
3. Given a 	 , when should a repository disseminate
updates (that it receives) to other repositories depen-
dent on it?
Since different repositories can have different co-
herence requirements, a repository will need to take
these differences into account when disseminating
updates to its dependents. We show that it is neces-
sary to place repositories with stringent coherency
requirements closer to the source. Also, a reposi-
tory may have to receive more than the updates it
itself needs so as to meet the coherency needs of its
dependents—even if the coherency needs of its de-
pendents are less stringent than its own!
In the following sections, we examine each question in
turn, offer a set of solutions to address these questions,
and demonstrate their efficacy using real-world traces of
dynamically changing data.
The rest of the paper is structured as follows. We dis-
cuss details of our architecture for cooperating reposi-
tories in Section 2. Section 3 discusses techniques for
determining the degree of cooperation, while Section 4
presents algorithms for constructing the 	 . Techniques
for disseminating updates from a node to its dependents
are discusses in Section 5. Section 6 presents the results
of our experimental evaluation. Section 7 presents re-
lated work, and finally, Section 8 presents our conclu-
sions and directions for future work.
2 Architecture for Cooperating Reposito-
ries
Consider the cooperative repository architecture shown
in Figure 2. We assume that the architecture uses the
push approach for disseminating updates—the source
pushes updates to its dependents in the  , which in
turn push these changes to their dependents and the
end-clients. Not every update needs to be pushed to
a dependent—only those updates necessary to main-
tain the coherency requirements at a dependent need to
be pushed. To understand when an update should be
pushed, let 
&% and 
	' denote the coherency requirements
of data item  at repositories ffi and ( , respectively. Sup-
pose ffi serves ( . To effectively disseminate updates to
its dependents, the coherency requirement at a repository
should be at least as stringent as those of its dependents:


%
ff


' (1)
Given the coherency requirement of each repository and
assuming that the above condition holds for all nodes and
their dependents in the 	 , we now derive the condi-
tion that must be satisfied during the dissemination of
updates. Let *)+  *)+-,/.  $)+0,21  3	33 $)+0,24 33	3 denote the se-
quence of updates to a data item  at the source  . This
is the data stream  . Let  %5   %5 ,6.  	33	3 denote the se-
quence of updates received by a dependent repository
ffi . Let  %5 correspond to update  )+ at the source and
let  %5 ,6. correspond to update *)+-,67 where 8:9<; . Then,
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Thus, as long as the magnitude of the difference between
last disseminated value and the current value is less than
the coherency requirement, the current update is not dis-
seminated (only updates that exceed the coherency tol-
erance 
&% are disseminated). In other words, the repos-
itory ffi sees only a “projection” of the sequence of up-
dates seen at the source. Generalizing, given a  , each
downstream repository sees only a projection of the up-
date sequence seen by its predecessor.
In database terms, such a projection can be seen as
a “view” of the data stream. Maintaining this view for
a data stream  involves ensuring that the projection of
the data stream for a repository satisfies the coherency
associated with  by that repository. This paper’s contri-
bution lies in developing techniques for efficiently main-
taining the views of data streams at repositories accord-
ing to the coherency specified by the repositories.
Efficient view maintenance techniques are required
because, even if the all necessary updates are propa-
gated by a repository to its dependents based on the con-
dition developed above, due to the non-zero computa-
tional and communication delays in real-world networks
and systems, data at a dependent will experience loss of
coherency. Thus, it is impossible to achieve 100% fi-
delity in practice, even in expensive dedicated networks.
The goal of our cooperative repository architecture is
to achieve better fidelity in real-world settings where
computational and communication overheads are non-
negligible.
3 How Much Should a Repository Cooper-
ate?
In this section and the next, we consider the issue of how
to construct the 	 . We define the degree of coopera-
tion offered by a repository ffi for a data item  to be the
maximum number of dependents that are served  by ffi .
This is the fan out of the  used for  . A high degree of
offered cooperation implies that a repository is willing to
take on increased responsibilities, which can help reduce
source overload and potentially improve fidelity. On the
other hand, a repository with a high degree of cooper-
ation can also indirectly lead to a loss in fidelity (since
this increases the computational overheads at a reposi-
tory, which could become a bottleneck). Essentially, a
repository that offers a high degree of cooperation may
just transfer the source load onto itself.
Thus, a greater degree of cooperation increases the
computational delay but reduces the end-to-end network
delay (by virtue of reducing the path length from the
source to the farthest repository). On the other hand, a
small degree of cooperation reduces the computational
delay at a repository but increases the end-to-end com-
munication delays. In the extreme case, if the degree of
cooperation is reduced to one, the  becomes a linear
chain of repositories with a large network delay. To max-
imize fidelity, the  should be constructed such that the
sum of two delays components is minimized.
As shown in Figure 3, for a given set of repositories,
the variation in (loss of) fidelity with increasing degree
of cooperation exhibits a U-shaped curve. The left end
of the  -axis corresponds to the 	 being a chain and
the right end to the case where a source directly dissem-
inates updates to all its dependents. This curve portrays
the results for different values of a parameter E —which
encodes the stringency of the overall coherency require-
ments of repositories. (Section 6 presents details of how
these curves were derived.) For now, it suffices to know
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Figure 3: Need for Limiting Cooperation
that E
>
;JI@ILK signifies that all repositories have very
stringent coherency requirements. As we can see from
the plots, except when repositories do not have stringent
coherency requirements, the choice of the degree of co-
operation does make a difference on the achieved fidelity.
The point where the loss in fidelity is minimized de-
pends on the minimum total network and computational
delays incurred by the 	 . In the falling part of the U-
shaped curve, the communication delays dominate and in
the rising part, the computational delays dominate. The
figure shows that arbitrarily increasing the degree of co-
operation can, in fact, be detrimental to fidelity. Hence,
in a system where communication delays dominate, it is
prudent to use a high degree of cooperation. On the other
hand, if computational delays dominate, then a small de-
gree of cooperation should be chosen (i.e., each reposi-
tory should have a small number of dependents). In other
words, the degree of cooperation should be directly pro-
portional to the communication delays and inversely pro-
portional to the computational delays. This results in the
following heuristic to compute, 
	MNMAO P	QLRNPSP , the degree
of cooperation to be used:
TVU-W

;
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where cB
MSRNPSd denotes the upper bound on the avail-
able number of cooperative resources (i.e., maxi-
mum value of 
MNMAO PQRNPSP ),
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denote the average communica-
tion delays from one repository to another and the av-
erage computational delays in disseminating an update
from one repository to all its dependents, respectively.
The above formula assumes that on average, only
X
K
1
of the dependents of a node would be interested in an
update. This fraction is used to determine the effective
computational delay for processing a data item at a node.
Thus, the above formula allows us to set the degree of
1We studied the sensitivity of our results to the constant f . We ran
the experiments on different traces for gh!h data items to determine the
sensitivity of f to a chosen trace. Our results indicated that if the value
of fjilk!h , then the resultant fidelity is high. (For our graphs, f:mnk!h
translates to a degree of cooperation around opqgh whereas frmsgh!h
gives us a degree of cooperation around k*put . In general, the resulting
fidelity is insensitive to the value of f if f is greater than k!h . Variation
in fidelity loss in such cases is only around 1%.
cooperation depending on the expected overheads. In
Section 6 we study the effectiveness of this formula in
setting the 
MNMAO PQLRSPSP .
4 What Should the Logical Structure of
Cooperating Repositories Be?
Consider a repository ( that needs to be inserted into the
cooperative repository architecture. For simplicity, we
describe the algorithm assuming the following scenario:
v When a repository ( wishes to enter the network
it specifies, the list of data items of interest, their 

values, and its degree of cooperation.
v A single source,  , can satisfy the needs of ( .
(The extension to deal with multiple sources is
fairly straightforward and these extensions along
with their performance are discussed in [21]).
v If a repository’s data needs change or its data co-
herency needs change, then to handle the changed
requirements, the algorithm is reapplied. Due to
space constraints, we do not go into the details of
this step in this paper.
Our algorithm constructs a single dynamic data dis-
semination graph, Q , during a single traversal of the
repository network starting with the source  . For any
particular data item  , the !Q reduces to a tree (i.e., the
 ) that consists of the paths along which an update to
 is disseminated. Put another way, the   Q is the union
of all  of data items of interest.
We call our algorithm LeLA (Level by Level Algo-
rithm), because it looks for a position for ( in the cur-
rent Q , level by level.  is at level 0, the repositories to
which  disseminates data are in level 1, the dependents
of repositories at level ` are at level `wx; , and so on.
The idea behind our algorithm is that starting at level
0, repositories at the current level are examined for their
suitability to serve the new repository ( , that is, whether
( can become the dependent of a set of repositories at
that level. This decision is made by a specially desig-
nated load controller node at each level.  vacuously
serves as the load controller for level 0. The source ex-
amines if it can serve ( , if not it passes it on to the load-
controller of the next level.
The function of the load controller at a level ` is to
find a set of suitable O
[
RNPy repositories, at that level
to serve the data and coherency needs for the new de-
pendent repository, ( . For each repository in its level,
the load controller calculates a preference factor. The
smaller this factor, the more preferred a repository is to
be a parent of ( . We will explain the calculation of the
preference factor shortly. For now, let us assume that this
factor has been calculated for each repository at level ` .
To be a candidate for a parent, we consider all reposito-
ries whose preference values are within 5% of the small-
est preference value computed for the current level.
Considering nodes whose preference factors are close
to the smallest preference factor allows multiple repos-
itories to become parents of ( , each serving a different
subset of data needed by ( . A potential parent ffi can
serve a data-item  to ( , if both ( and ffi are interested
in  and if the coherency requirement of ffi for  is at
least as stringent as that of ( . If more than one reposito-
ries can serve a data-item  to ( then the more preferred
among these is asked to serve  to ( .
It is quite likely that ( might want some data-items,
say,  +  	30303-  7 , which are not served by any of the po-
tential parents. The most preferred repository ffi is made
to serve  +  	303-30  7 to ( . This process of augmenting a
parent’s data requirements—to serve the needs of a new
child—can have a cascading effect: For each of these
data-items, ffi checks if any of its parents are serving it
and if so, requests the parent for service, else it randomly
selects one of its parents and asks it to service the data-
item to ffi at the coherency required by ( . This is con-
tinued all the way up the !Q till there is a path from the
source to ( for those data-items.
The number of dependents currently served by a
repository should be smaller than its 
MNMAO PQLRSPSP . If
a repository already has as many dependents as the

MNMAO PQLRNPJP then it is not considered as a potential par-
ent. As long as there are repositories with less depen-
dents than the 
MNMAO PQLRNPJP specified, the load controller
will find suitable parents from its level. If all of the repos-
itories have reached their limit of 
MNMAO PQRNPSP depen-
dents, the load controller passes the request to the load
controller of the next level.
The following factors are used to determine the pref-
erence factor of a node:
1. Data Availability Factor: The number of data items
that a parent can serve ( , with its current data and
coherency requirement.
2. Computational delay Factor: The larger the compu-
tational delay incurred at a parent ffi to disseminate
a data change to its dependents, the less preferred it
is. We approximate this delay by the number of de-
pendents ffi has: On average, the more dependents
ffi has, the greater will be the computational delays
encountered by ( to get a data update from ffi .
3. Communication delay Factor: Parents which have
a large communication delay with ( are less pre-
ferred.
Since we want to choose parents such that the delays
are low and the data availability is high, we calculate the
preference factor as: z!{}|-~!S0 6
4@JDb
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The load controller derives a preference value for each
node at the current level and the ones with values within
5% of the minimum value are considered as potential
parents. To this end, a load controller’s view of a repos-
itory at its level is updated whenever a new repository
becomes its dependent.
5 When Should an Update be Dissemi-
nated?
Assuming that a  has been constructed for data item  ,
consider a source  that disseminates  to a repository ffi ,
which in turn disseminates  to a dependent repository
( .
Recall from Eq. (1) that to effectively disseminate
updates, we require that the coherency requirement at ffi
should be at least as stringent as that of ( .
Let *)+  $)+0,6.  $)+0,21 33	3 denote a sequence of updates
to  at the source  . Let  %5   %5 ,6.   %5 ,21 33	3 denote the
updates received by ffi and  '7   '7!,6.   '7!,1 3	33 . denote
the updates received by ( . Since 
&%
ff

	' , the set of up-
dates received by ( is a subset of that received at ffi ,
which in turn is a subset of unique data values at the
source. Specifically, an update  %5 received by ffi is for-
warded to ( if


%5


'
7

9 

' (3)
where  '7 denotes the previous update received by ( . In-
tuitively, Eq. (3) indicates that any update that violates
the coherency requirements of ( is forwarded to ( .
We now show that this is a necessary but not sufficient
condition for maintaining coherency at ( . Suppose  )+ ,

%5 and  '7 represent the value of  at  , ffi and ( , re-
spectively. Let the next update at S be *)+-,/. such that

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Thus, the next update is of interest to repository Q but
not to P. Since  is logically connected only to ffi , if
 does not disseminate this update to ffi , then ( , a de-
pendent of ffi , will also miss this update (causing a vio-
lation of its coherency requirement). Figure 4 provides
an example of this situation. Thus, even under ideal con-
ditions of zero processing and communication delays, a
dissemination technique that uses solely Eq. (3) to dis-
seminate updates might not provide 100% fidelity (indi-
cating Eq. (3) is not a sufficient condition to maintain
coherency). Hence, dissemination algorithms need to be
developed carefully to avoid such missed update prob-
lems (i.e., should ensure that a repository does not miss
any updates of interest to itself or its dependents).
Next, we present two approaches to address this issue
and also examine the entailed overheads.
5.1 Distributed (repository-based) Approach
The missed updates problem described earlier occurs
when an update $)+0,6. , where $)+

$)
+0,6.

$)
+
w
&% ,
satisfies both Eqs. (4) and (5).
From these equations, we get,
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which reduces (as shown in [21]) to
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Figure 4: Need for Careful Dissemination of Changes
Eq. (7) represents the additional condition that must be
checked by any repository ffi to see if an update should
be disseminated to its dependent ( . These two condi-
tions can be proven to achieve 100% fidelity at all repos-
itories (as sketched in [21]) Note that this applies even
to the source, i.e., when ffi is the source. Thus, the dis-
semination technique propagates an update  %5 received
by ffi to dependent ( if either Eq. (3) or (7) is satisfied.
In the example illustrated in Figure 4, such a technique
would propagate the update corresponding to value 1.4
from ffi to ( (since it satisfies Eq. (7)). Consequently,
the subsequent increase in value to 1.5 does not result in
a violation at ( . Note that the update of 1.4 is not strictly
required as per the coherency requirement of ( (Eq. (3)),
but is essential to prevent the “missed updates” problem.
5.2 Centralized (source-based) Approach
In this approach, the source maintains a list of all the
unique coherency requirements for a data item  spec-
ified by various repositories. For each such coherency
requirement, the source also tracks the last update dis-
seminated for that coherency requirement. Upon a new
update, the source examines each unique coherency re-
quirement 
 and the last update sent for that 
 . It then
determines all 
 ’s that are violated by the update. The up-
date is tagged by the maximum such coherency require-
ment 

=
[
 and the tagged update is then disseminated
through the 	 . The source also records this data value
as the last update sent for all 
 s that are less then or equal
to 

=
[

.
Each repository receiving the update forwards it to all
dependents that (i) are interested in the data item, and
(ii) have a coherency requirement less than or equal to
the tagged value. As sketched in [21], this dissemination
algorithm also achieves a fidelity of 100% (in the absence
of network transmission delays).
We now discuss the overheads of this approach. This
algorithm finds the maximum coherency value, if any, af-
fected by the an update at the source. A large network of
cooperating repositories can result in a large overhead at
the source (especially if the number of unique 
 values
is also large). Since this approach disseminates updates
Ticker Date Time Interval Min Max
MSFT Feb 12 22:46-01:46 hrs 60.09 60.85
SUNW Feb 1 21:30-01:22 hrs 10.60 10.99
DELL Jan 30 00:43-04:12 hrs 27.16 28.26
QCOM Feb 12 22:46-01:46 hrs 40.38 41.23
INTC Jan 30 00:43-04:12 hrs 33.66 34.239
ORCL Feb 1 21:30-01:22 hrs 16.51 17.10
Table 1: Characteristics of some of the traces used for
the experiments
only when necessary and only to repositories that need
the update, the approach makes efficient use of the com-
munication resources. The algorithm also imposes a state
space overhead at the source to store the list of all unique
coherency tolerances associated with each data-item and
the last update sent for each 
 .
In summary, due to the computational and space over-
heads, this approach may affect the scalability of the
source compared to the distributed repository based dis-
semination approach. We study this issue in Section 6.
6 Experiments and Results
In this section, we demonstrate the efficacy of our tech-
niques through an experimental evaluation. In what fol-
lows, we first present the experimental methodology and
then the experimental results.
6.1 Experimental Methodology
Traces – Collection procedure and characteristics:
The performance characteristics of our solution are in-
vestigated using real world stock price streams as exem-
plars of dynamic data. The presented results are based
on stock price traces (i.e., history of stock prices) ob-
tained by continuously polling http://finance.yahoo.com.
We collected 100 traces making sure that the correspond-
ing stocks did see some trading during that day. The de-
tails of some of the traces are listed in the table below to
suggest the characteristics of the traces used. (Max and
Min refer to the maximum and minimum stock prices
observed in the 10000 values polled during the indicated
Time Interval on the given 
[
P in Jan/Feb 2002.) As
we can see, we were able to obtain a new data value ap-
proximately once per second. Since stock prices change
at a slower rate than once per second, the traces can be
considered to be ”real-time” traces.
Repositories – Data, Coherency and Cooperation
characteristics: We simulated the situation where all
repositories accessed data kept at a single source. Each
repository requests a subset of data items, with a par-
ticular data item chosen with 50% probability. We use
different mixes of data coherency. Specifically, the 
 ’s
associated with data in a repository are a mix of stringent
tolerances (varying from $0.01 to 0.099) and less strin-
gent tolerances (varying from $0.1 to 0.999). E % of the
data items have stringent coherency requirements at each
repository (the remaining ;JI@IE %, of data items have
less stringent coherency requirements). 
MNMAO PQLRSPSP ,
the degree of cooperation offered by each repository (i.e.,
the bound on the number of dependents)—was varied
from 1 to 100 in our experiments.
Physical Network – topology and delays: The
model for the physical network was randomly gener-
ated. It consisting of nodes (routers and repositories)
and links, with one of the nodes selected as the source.
The routing tables of all the nodes are generated using
an all-pairs shortest path algorithm (by Floyd and War-
shall [7]). For our experiments, we vary the size of the
physical network from 700 nodes to 2100 nodes. Unless
specified otherwise, we present results primarily for the
700 node scenario (1 source, 100 repositories and 600
routers). In such a network, an update from one repos-
itory (or source) to another traverses around 10 hops on
average, compared to the 18 hops reported based on mea-
surements done on the internet in [9]. Results for other
network sizes are briefly discussed in Section 6.3.5.
Our experiments use node-node communication de-
lays derived from a heavy tailed Pareto [19] distribution:
_
.
"

w

. where  is given by 

@
. , 
 being the mean
and  . is the minimum delay a link can have. For our ex-
periments,  was 15 ms (milli secs) and  . was 2 ms. As
a result, the average nominal node-node delay in our net-
works was around 20-30 ms. This is lower than the de-
lays reported in [9]. We also experimented with higher
network delays in Section 6.3.2 and show that the gain in
the fidelity using cooperative dissemination is even more
significant for higher delays.
Unless otherwise specified, computational delay in-
curred at a repository to disseminate an update to a de-
pendent is taken to be 12.5 ms. This includes the time
to perform any checks to examine whether an update
needs to be propagated to a dependent and the time to
prepare an update for transmission to a dependent. In the
presence of complex query processing at repositories, the
time taken to perform the checks can be considerable and
hence our choice of computational delay. We also mea-
sured the effect of other delay values on fidelity.
Simulation Procedure: After generating the physical
network topology, we generate the topology of the 	
using the technique discussed in Section 4 and conform-
ing, as discussed in Section 3, to the repository’s maxi-
mum degree of cooperation if specified. The simulation
of data dissemination, is then done, using the algorithms
discussed in Section 5. Specifically, upon each update to
the stock price, the source determines whether to forward
the update to the first-level repositories in the  ; each
repository receiving the update then decides whether to
forward the update to any of its dependents.
6.2 Metrics
The key metric for our experiments is the fidelity of
the data. Recall that fidelity is the degree to which
a user’s coherency requirements are met and is mea-
sured as the total length of time for which the inequality

ffiq 
fiff

 holds (normalized by the total length of
the observations). The fidelity of a repository is the mean
fidelity over all data items stored at that repository, while
the overall fidelity of the system is the mean fidelity of
all repositories.
Rather than computing fidelity, our results plot a more
meaningful metric, namely loss in fidelity. The loss in fi-
delity is simply ;IIK¡ fidelity  . Clearly, the lower this
value, the better the overall performance of a dissemina-
tion algorithm.
In addition to fidelity, we also measure the number
of updates (messages) sent by each dissemination tech-
nique. Clearly, the smaller the number of messages to
maintain a certain fidelity, the lower the cost of the co-
herency maintenance.
6.3 Experimental Results
6.3.1 Baseline Results
Our first experiment examines the efficacy of the  con-
struction algorithm LeLA. We used the source-based al-
gorithm as the baseline data dissemination algorithm.
We consider seven different E values. For each   
construction algorithm and these coherency tolerances,
we vary the 
MNMAO PQRNPSP from 1 to 100 and measure the
efficacy of the resulting    in providing good fidelity.
Note that in the presence of the non-zero communication
delays, the structure of the  has a significant impact on
fidelity (since the data at a repository is out-of-sync un-
til an update propagates through the 	 and reaches the
repository). The larger the end-to-end delay, the greater
the loss in fidelity. As expected, the resulting repository
layout network had a maximum diameter of ;JI¢; when
repositories formed a chain (degree of cooperation=1)
and a minimum diameter of £ when the source updated
the repositories directly (degree of cooperation = ;I@I ).
The average depth ranged from ¤¢; to ; . The average
number of dependents varied from ; to ;II .
Figure 3 shows (seen previously in Section 3) that
there is a significant loss of fidelity at low values for the
degree of cooperation. The loss of fidelity occurs be-
cause the 	 has a large diameter (i.e., a large number
of hops between the source and the farthest repository),
which increases the communication delays and decreases
fidelity.
As the number of dependents of a repository (i.e., the
degree of cooperation) is increased, the loss in fidelity
decreases to a minimum and then starts increasing again.
This is consistent with our expectations, since, as ex-
plained in Section 3, communication delays dominate
when there are a small number of dependents and com-
putational delays at a repository dominate when there
are a large number of dependents. The minimum occurs
when the sum of the two delays is minimized.
The point at which the minimum occurs varies slightly
from one E value to another and lies between 3 and 20
dependents per repository. (It is worth pointing out that
for the communication and computational delay used in
these experiments, the value of 
MNMAO PQRNPSP is ¥ ).
The performance of the algorithm worsens when the
number of dependents allowed per repository is in-
creased beyond the optimal value. This is because when
the number of permitted dependents is large, the source
serves most repositories directly and the  effectively
reduces to a one-level tree with most repositories acting
as a direct dependent of the source. We explore this be-
havior further in Section 6.3.2.
Note also that in Figure 3, as the fraction of data items
with stringent coherency tolerances decreases, the gradi-
ent of the loss in fidelity also decreases.
These results clearly show that, as long as there is
some data with stringent coherency requirements, it is
important for repositories to cooperate with one another
to improve fidelity. Moreover, it is inappropriate to use
a very large number of resources towards cooperation.
(We elaborate on this point in Section 6.3.3.) Hence, we
address the issue of setting the “optimal” level of coop-
eration in the next section.
6.3.2 Effect of Cooperation on Fidelity
In this section, we thoroughly evaluate the effect of co-
operation on fidelity. We begin by showing that if the
source is entrusted with the task of disseminating updates
directly to repositories, then there is a loss in fidelity, re-
gardless of other system parameters. Thus, it is essential
for the source to use the repositories to offload some of
its dissemination overheads. We then examine the im-
pact of two key parameters, namely the communication
delay and the computational delay Eq. (2)), on fidelity
and demonstrate that when the number of dependents is
adapted to communication and computational delays, ad-
ditional performance benefits can be harnessed.
Performance in the Absence of Cooperation
In the previous section we have already shown that a sce-
nario where the source directly disseminates updates to
repositories (i.e., no cooperation between repositories)
results in a large loss in fidelity. In this section we show
that this result holds regardless of other system param-
eters. To demonstrate this, we vary the communication
delays and the computational delays and assume that the
source directly services all repositories in the  . We
measure the fidelity offered by the source for different E
values. Figures 5 and 6 depict our results.
Notice from Figure 5 that even when we increase
the communication delays, fidelity does not drop signif-
icantly. This is because, when the source disseminates
directly to its dependents, the computation related delays
at the source accumulate and the resulting loss of fidelity
is primarily due to this effect. When we performed these
experiments with only five data items, we noticed, as ex-
pected, that the effect of communication overheads was
much more apparent than due to the relatively smaller
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Computation Delays
computational delays encountered at the source. In sum-
mary, when the number of data items to be handled is
large, the computational delays at the source will have an
adverse affect on the scalability of the source. This effect
will be pronounced when all repositories desire their data
at high coherency (as indicated by the T=100% graph).
This point is corroborated further by Figure 6, where
the loss in fidelity worsens with increasing computa-
tional delays, especially when coherency tolerances are
stringent.
Controlled Cooperation
When we repeat the scenario whose results were depicted
in Figure 3, but with the degree of cooperation chosen as
per Eq. (2), that is irrespective of how many coopera-
tive resources a node has, if offers only 
	MNMAO P	QLRNPSP re-
sources for its dependents. The performance is as shown
in Figure 7(a). The behavior becomes an L shaped curve,
that is, after the chosen value of 
	MNMAO P	QLRNPSP , loss of fi-
delity stabilizes.
With controlled cooperation in effect, we studied the
impact of communication and computational delays on
fidelity. The results (see Figures 7(b) and 7(c), note that
the ¬ axis goes only from I to ¤ ) show that we can
counter the effect of large delays in the system by ad-
justing the degree of cooperation as per Eq. (2).
In general, these results also show that, using our ap-
proach, high fidelity can be obtained even if a repository
incurs large computation costs (example, if we extend
our approach to execute general continuous queries [6])
or when data sizes are large, in which case the commu-
nication delays will be larger.
For example, with increasing computational delays,
a smaller value of 
MNMAO PQRNPSP is used (see Eq. (2)),
and this reduces the load at a repository; on the other
hand, a small value of computational delay results in a
larger value of 
	MNMAO PQRNPSP . Similarly, with increasing
communication delays, a larger value of 
	MNMAO P	QLRNPSP is
used and this will reduce the load on the network; on the
other hand, a small value of communication delay will
result in a small value of 
	MNMAO P	QLRNPSP . Our results indi-
cate that the degree of cooperation should be higher when
the communication delays are large and lower when the
computational delays are large.
This clearly demonstrates the benefits of choosing the
degree of cooperation based on system overheads for
providing high fidelity.
In fact, once we have such controlled cooperation,
performance is not affected by changes to the formulae
used to compute the preference factor in  construction
algorithm (see Section 4). We show in [21] that it is not
also affected by the exact value of
X (see Section 3) used
to determine the 
MNMAO PQLRNPJP .
6.3.3 Improvement in Fidelity When Coherency Re-
quirements are used to Filter Updates
We have claimed that only updates of interest should be
disseminated by a repository to its dependent. In this sec-
tion, we demonstrate that this filtering is, in fact, essen-
tial to achieving high fidelity. To demonstrate this aspect,
we compare our approach to a system where all updates
to a data item are disseminated to repositories interested
in that data item. Such a system is emulated by sim-
ply using a very stringent coherency tolerance (T=100%)
causing all updates to be disseminated. We compare this
system to one where the coherency requirements are not
stringent (T=0%). Less stringent 
 ’s result in filtering
and selective forwarding of updates. Thus, any differ-
ence in performance between these systems is indicative
of the fidelity improvement resulting from the filtering
that occurs when repositories disseminate only data of
interest to their dependents.
Figure 8 depicts our results. The figure shows that
compared to the fidelity of our approach (indicated by
the flat “filtered” curve) the approach that disseminate all
updates, in fact, results in worse fidelity across the com-
plete range of 
MNMAO PQLRNPJP values. This is because the
latter approach disseminates more messages, which in-
creases the network overheads as well as computational
delays at repositories, causing a loss in fidelity. In con-
trast, intelligent filtering and selective dissemination of
updates based on data’s coherency requirements can re-
duce overheads and improve fidelity.
Study of Sensitivity to Parameters of the Tree Con-
struction Algorithm
At each level, the load controller chooses repositories
whose preference factor is within ffi
>
¤K of the pref-
0­ 10­ 20­ 30­ 40­ 50­ 60­ 70­ 80­ 90­ 100­
Degree of Cooperation®
0
5
10
15
Lo
ss
 of
 F
ide
lit
y (
%)
(a) Base Case
0¯ 25° 50¯ 75° 100¯ 125
Communication Delays (ms)±
0
1
2
3
4
5
 
Lo
ss 
of
  F
ide
lity
 (%
)
(b) varying Communication Delays
0² 5³ 10² 15³ 20² 25³
Computational Delays (ms)´
0
1
2
3
4
5
 
Lo
ss
 o
f  
Fi
de
lit
y (
%)
µ
T=100
T=90
T=80¶
T=70¶
T=50
T=20
T=0¶
(c) varying Computation Delays
Figure 7: Performance with Cooperation
0· 10· 20· 30· 40· 50· 60· 70· 80· 90· 100·
Degree of Cooperation¸
0
20
40
60
80
Lo
ss
 o
f F
id
el
ity
 (%
)
¹
All updates 
Filtered
Figure 8: Importance of Filtering
during Update Propagation
0· 10· 20· 30· 40· 50· 60· 70· 80· 90· 100·
Degree of Cooperation¸
20
40
60
80
Lo
ss
 o
f F
id
el
ity
 (%
) P=1
P=5
P=10
P=25
P=1Wº
P=5Wº
P=10Wº
P=25W
Figure 9: Effect of Different P%
Values
0· 10· 20· 30· 40· 50· 60· 70· 80· 90· 100·
 Degree of Cooperation¸
20
40
60
80
Lo
ss
 F
id
el
ity
 (%
)
»
 P1
P2
P1Wº
 P2W
Figure 10: Effect of Different Pref-
erence Functions
erence factor for the most preferred parent. We exper-
imented with different values of ffi (see Figure 9). For
ffi
>
;NK , the loss in fidelity is high. This is due to the
fact that very few of the parents (typically ; ) will be serv-
ing all the requirements of the dependents. This adds on
to the load at the parent and hence fidelity of the system
is affected. If a node has a large number of parents (as
will be the case for ffi<¼½;J¤K , more push connections are
used from a certain level (a parent uses one push connec-
tion per child, irrespective of the number of data items
served to the child) for a single child. Because of this a
level can only serve fewer children and this will in turn
increase the diameter of the  , again resulting in loss
of fidelity. Once the degree of cooperation is chosen, the
value of ffi has little impact on fidelity. This is shown by
the curves marked by ffi
>
;S¾ , ffi
>
¤¾ , ffi
>
;S¤@¾ ,
ffi
>
£@¤¾ . ( ¾ indicates the same scenario with con-
trolled cooperation.) As can be seen, these curves offer
high fidelity for all ffi values.
Our next experiment was to determine if the
formula used for calculating the Preference Fac-
tor had an impact on fidelity. So we modi-
fied the one used so far (See Section 4) to ex-
periment with an alternative ORNPNfl*PRNPJy2
P¿fl
[

!MSR
>
PS`
[a
ffib &(À
Y
yÁ
=
lPO$PJy2PJydffiÂ . This does not ac-
count for data availability at a parent. As Figure 10
shows, the choice of the preference function ( ffiV; vs ffiÂ£ )
has insignificant impact on resulting fidelity when the de-
gree of cooperation small.
The results also indicate that once the degree of co-
operation is chosen as discussed in Section 3, the param-
eters of LeLA have little, if any, impact on fidelity ob-
tained. As shown by curves marked by ffiV;J¾ and ffiÂ£@¾
for a range of the degree of cooperation values the varia-
tion of fidelity is less than ;NK . This range depends on the
communication and computational overheads. As long
as we choose the degree of cooperation from this range,
other parameters become secondary for achieving high
fidelity.
6.3.4 Performance of Update Dissemination Algo-
rithms
In this section, we compare the performance of the
source-based and client-based dissemination algorithms.
Figure 11(a) shows that the source does nearly 50% more
checks of incoming data values to determine if the data
value needs to be disseminated to its dependents. As
shown in Figure 11(b), both approaches send the same
number of messages through the system and as discussed
in Section 5, both approaches guarantee 100% fidelity.
So the distributed approach is preferable.
6.3.5 Scalability of the algorithms
We have also studied the effect of increasing the num-
ber of repositories on fidelity. Whereas with unlimited
cooperation, the diameter of the 	 could grow to be
very high with increasing number of nodes in the net-
work, controlled cooperation limits this growth. For ex-
ample, when the number of repositories grows from 100
(for the base case) to 300 (and with that the total number
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Figure 11: Comparing Centralized and Distributed Data
Dissemination Approaches
of nodes in the system grows from 700 to 2100 nodes),
the increase in the loss in fidelity with controlled cooper-
ation was observed to be less than 5%. This is indicative
of the scalability of our approach.
6.4 Summary of Experimental Results
Our performance study indicates that
v Each repository should disseminate only updates of
interest to its dependents.
v Cooperation is essential to achieve high fidelity and
high scalability.
v Cooperation beyond a certain point leads to loss of
fidelity. This is because if a repository agrees to
disseminate data to too many dependents, queueing
and dissemination delays at that repository can re-
duce the fidelity achieved.
v When communication delays and computational de-
lays are not negligible, the degree of cooperation
should be chosen taking communication and com-
putational delays into account because outside the
optimal value, the algorithms could lead to in-
creased loss of fidelity.
7 Related Work
Recently several efforts have focused on maintaining
consistency between sources and cached copies or repli-
cas. The problem of dynamic data dissemination differs
from both caching and replication in several significant
ways as discussed in [21].
An early work focused on a push-based approach
based on expiration times [2]. Achieving transactional
consistency among replicas in traditional databases
has been studied in [11]. Other efforts that employ
push-based techniques include broadcast disks [1] pub-
lish/subscribe applications [16], and speculative dissem-
ination [3]. However, the notion of coherency defined in
this paper requires a different architecture and algorithms
than those in the above efforts.
The problem of selecting an optimal number of repli-
cas has been studied in [8]. Using client-observed round-
trip delays as the metric, they show that the payoffs of
increasing the number of replicas beyond a certain point
are not significant. We focus on a different problem—
data dissemination—and use a different metric—data
fidelity—to show a somewhat similar result: increasing
the degree of cooperation beyond a point is detrimental
to fidelity.
Consistency maintenance has also been studied in the
context of web caching [14]. In this context, hierarchical
web proxy architectures [5] and cooperative web caching
[24, 23, 25] have also been studied. The difference be-
tween these efforts and our work is that we focus on
rapidly-changing dynamic web data while they focus on
web data that changes at slower time-scales (e.g., tens of
minutes or hours)—an important difference that results
in very different solutions. Efforts that focus on dynamic
web content include [13] where push-based invalidation
and dependence graphs are employed to determine where
to push invalidates and when. Achieving scalability by
adjusting the coherency requirements of data items is
studied in [12]. The difference between these approaches
and ours is that, in [12] repositories don’t cooperate with
one another to maintain coherency.
Mechanisms for disseminating fast changing docu-
ments using multicast-based push has been studied in
[20]. The difference though is that recipients receive
all updates to an object (thereby providing strong con-
sistency), whereas our focus is on disseminating only
those updates that are necessary to meet user-specified
coherency tolerances. Multicast tree construction al-
gorithms in the context of application-level multicast
have been studied in [10]. Whereas these algorithms
are generic, the  in our case, which is akin to an
application-level multicast tree, is specifically optimized
for the problem at hand, namely maintaining coherency
of dynamic data.
[18] also deals with dissemination of time varying
data. In fact the metric used in [18] is similar to fi-
delity. Given a fixed available bandwidth they determine
the achievable data coherency. On the other hand, given
a coherency requirement, we determine a dissemination
structure to maximize the achieved fidelity.
Our work can be seen as providing support for execut-
ing continuous queries over dynamically changing data
[15, 6]. Continuous queries in the Conquer system [15]
are tailored for heterogeneous data, rather than for real
time data, and uses a disk-based database as its backend.
NiagraCQ [6] focuses on efficient evaluation of queries
as opposed to coherent data dissemination to repositories
(which in turn can execute the continuous queries result-
ing in better scalability).
8 Conclusions
In this paper, we examined the design of a data dissem-
ination architecture involving repositories that cooper-
ate with one another to maintain coherency of the time-
varying data stored in them. The key contributions of our
work are:
v Design of a push-based dissemination architecture
for time-varying data. One of the attractions of our
approach is that it does not require all updates to
a data item to be disseminated to all repositories,
since each repository’s coherency needs are explic-
itly taken into account by the dissemination algo-
rithm. This intelligent filtering and selective dis-
semination of updates based on user’s coherency
tolerances reduces the system-wide network over-
head as well as the load on repositories. These in
turn improve the fidelity of data stored at reposito-
ries.
v Design of mechanisms for maintaining coherency
of data within an overlay network of repositories.
Our mechanisms were designed to take into ac-
count communication delays, computational over-
heads, and the system load. We also studied their
relative performance and showed that cooperation
among repositories must be used to improve fidelity
substantially with lower overheads, but beyond a
certain point, such cooperation can be detrimental
to performance.
Whereas our approach uses push-based dissemina-
tion, other dissemination mechanisms such as pull [22],
adaptive combinations of push and pull [4], as well as
leases [17] could be used to disseminate data through our
repository overlay network. The use of such alternative
dissemination mechanisms as well as the evaluation of
our mechanisms in a real network setting is the subject
of future research.
Finally, we would like to point out how our work can
be viewed from the perspective of peer-to-peer systems
and streaming data. Our repositories filter the data that
is streamed to them before forwarding the data to their
dependents. Note that, in principle, a repository Ç can
be a dependent of another repository ( for data item 
whereas Ç could obtain data item,
a
, from ( . In other
words the repositories form peers and their job is to se-
lectively disseminate streaming data to each other. In
other words, this paper could also have been titled: Se-
lective Peer-to-Peer Dissemination of Streaming Data!
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