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NONPARAMETRIC REGRESSION FOR LOCALLY STATIONARY RANDOM
FIELDS UNDER STOCHASTIC SAMPLING DESIGN
DAISUKE KURISU
Abstract. In this paper, we introduce nonparametric regression framework for locally station-
ary random fields {Xs,An : s ∈ Rn} in R
p which is observed at finite number of locations in a
sampling region Rn ⊂ R
d with volume O(Adn). We develop asymptotic theory for the estimation
problem on the mean function of the model. In particular, we first derive uniform convergence
rate of general kernel estimators on compact sets and then derive asymptotic normality of ker-
nel estimators for mean functions. Moreover, we consider additive models to avoid the curse of
dimensionality that comes from the dependence of the convergence rate of general estimators
on the number of covariates. We also drive a uniform convergence rate and joint asymptotic
normality of kernel estimators for additive functions. Additionally, we introduce a notion of
approximately mn-dependent locally stationary random field (mn → ∞ as n → ∞) to discuss
and give examples of locally stationary random fields that satisfy our regularity conditions. We
find that approximately mn-dependent locally stationary random fields include a wide class of
locally stationary version of Le´vy-driven moving average random fields.
Keywords: nonparametric regression, locally stationary random field, irregularly spaced data,
approximately mn-dependent random fields, Le´vy-driven moving average random fields
1. Introduction
In this paper, we consider the following model:
Ysj ,An = m
(
sj
An
,Xsj ,An
)
+ ǫsj ,An , sj ∈ Rn, j = 1, . . . , n, (1.1)
where E[ǫs,An |Xs,An ] = 0 and Rn is a sampling region. Here, Ysj ,An and Xs,An are random
variables of dimension 1 and p, respectively. We assume that {Xs,An : s ∈ Rn} is a locally
stationary random field on Rn ⊂ Rd (d ≥ 2). Locally stationary processes, proposed by Dahlhaus
(1997), are nonstationary time series by allowing parameters of the time series to be dependent
on time and it can be approximated by a stationary time series locally in time. His essential
idea that makes it possible to establish the asymptotic theories for estimating time-dependent
parameters of the models. In the literature of time series analysis, locally stationary models
are mainly considered in parametric framework with time-varying coefficients. For example,
we refer to Dahlhaus et al. (1999), Dahlhaus and Subba Rao (2006), Fryzlewicz et al. (2008),
Hafner and Linton (2010) and Koo and Linton (2012). Nonparametric methods for stationary
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and nonstationary time series models have been also developed by some authors. We refer to
Masry (1996), Fan and Yao (2003) and Hansen (2008) for stationary time series and , Kristensen
(2009), Kristensen (2011), Vogt (2012), Zhang and Wu (2015) and Truquet (2019) for locally
stationary time series as recent contributions among others.
Recently, a considerable interest has been paid on statistical inference of spatial regression
models for geostatistical data analysis in some economic and scientific fields such as spatial
econometrics, ecology, and seismology. There is also a wide range of interest in nonparametric
methods for spatial data. Recent contribution includes Hallin et al. (2004), Machkouri and Stoica
(2008), Hallin et al. (2009), Robinson (2011), Jenish (2012), Lu and Tjøstheim (2014), Li (2016),
Machkouri et al. (2017) and Kurisu (2019) which study nonparametric inference and estimation
on mean function of spatial regression models based on random fields. Extending locally station-
ary time series by Dahlhaus (1997) to random fields, we consider a locally stationary random
field {Xs,An : s ∈ Rn} (Rn ⊂ Rd) as a nonstationary random field that can be approximated
by a stationary random field {X(s) : s ∈ Rd} locally at each spatial point s ∈ Rn. We give a
rigorous definition of locally stationary random field in Section 2. The model (1.1) is therefore
can be seen a natural extension of (i) nonparametric regression for locally stationary time series
considered in Vogt (2012) and Zhang and Wu (2015), (ii) nonparametric spatial regression inves-
tigated in Hallin et al. (2004), Robinson (2011), Jenish (2012), Li (2016) and Kurisu (2019), to
locally stationary random fields, and (iii) parametric models with spatially-varying coefficients
to nonparametric framework.
The goal of this paper is to derive uniform convergence rate of kernel estimators for the mean
function m in the model (1.1) on compact sets and derive asymptotic normality of the estimators
at a given point. For this, we also derive uniform convergence rate of general kernel estimators
that plays an important role to show our main results. Since the general estimators include
a wide range of kernel-based estimators such as Nadaraya-Watson-type estimators, the general
results are of independent interest. Although these results are general, the estimators suffer
from the curse of dimensionality since the convergence rate of the estimators depends on the
the number of covariates. To circumvent the problem, we also consider additive models and
derive uniform convergence rate and joint asymptotic normality of kernel estimators for additive
functions based on the backfitting method developed in Mammen et al. (1999) and Vogt (2012).
Our results are extension of those in Vogt (2012) for time series to random fields with irregularly
spaced observations which include irregularly spaced time series as a special case. To the best
of our knowledge, this is the first paper that develops asymptotic theory for nonparametric
regression and additive models for locally stationary random fields.
From the technical point of view, the proofs the our theorems build on non-trivial applications
of the results for equally-distant time series (mixing sequence) or spatial data observed on lattice
points since we take in to account for spatial dependence and irregularly spaced sampling points.
3In many many scientific fields such as ecology, meteorology, seismology and spatial econometrics,
the irregularity of sampling points are natural. Indeed, measurement stations cannot be put on
a regular grid because of physical constrains. The stochastic sampling design assumed in this
paper allows the sampling sites have a (possibly nonuniform) density across the sampling region
and this enables the number of sampling sites to grow at a different rate compared with the
volume of region O(Adn) . In this paper, we work with the mixed increasing domain framework,
that is, limn→∞ nA
−d
n → ∞. As recent contribution that work with the stochastic spatial sam-
pling design, we refer to Shao (2010) for time series and Lahiri (2003b), Lahiri and Zhu (2006),
Bandyopadhyay et al. (2015) and Kurisu (2020) for random fields. More precisely, in the proofs
of our main results, we combine big block-small block technique due to Bernstein (1926) and cou-
pling technique for β-mixing sequences due to Yu (1994) to construct a sequence of independent
blocks in finite sample size. However, their applications are nontrivial to cope with irregularly
spaced data and spatial dependence simultaneously. Discussion on the mixing condition in this
paper is given in Section 2.
We also discuss examples of locally stationary random fields that satisfy our mixing conditions
and other regularity conditions in Section 5. For this, we introduce a notion of approximately
mn-dependent locally stationary random fields (mn → ∞ as n → ∞). As a result, we find that
a wide class of Le´vy-driven moving average random fields, which includes is locally stationary
extension of continuous autoregressive and moving average (CARMA)-type random fields de-
veloped in Brockwell and Matsuda (2017), is (approximately mn-dependent) locally stationary
random fields. Therefore, our results can be applied a wide rage of problems in many scientific
research fields. We refer to Kurisu (2020) that introduced a similar notion of approximately mn-
dependent random fields and Matsuda and Yajima (2018) that extends CARMA random fields
to locally stationary spatio-temporal CARMA random fields.
The rest of the paper is organized as follows. In Section 2, we define locally stationary random
fields, describe our sampling scheme to take into account for irregularly spaced data, and mixing
conditions for random fields. In Section 3, we give uniform convergence rate of general kernel
estimators and estimators of the mean function m in (1.1) over compact sets. Moreover, asymp-
totic normality of the estimator of the mean function is given. In Section 4, we consider additive
models and give uniform convergence rate and joint asymptotic normality of kernel estimators for
additive functions. In Section 5, we discuss Le´vy-driven moving average random fields, introduce
a notion of mn-dependent random fields, and give examples of locally stationary random fields.
All the proofs are deferred to Appendix.
1.1. Notations. For x = (x1, . . . , xd)
′ ∈ Rd, let |x| = |x1|+· · ·+|xd| and ‖x‖ = (x21+· · ·+x2d)1/2
denote the ℓ1 and ℓ2 norm on Rd. For x = (x1, . . . , xd)
′,y = (y1, . . . , yd) ∈ Rd, the notation
x ≤ y means that xj ≤ yj for all j = 1, . . . , d. For any set A ⊂ Rd, let |A| denote the
Lebesgue measure of A and let [[A]] denote the number of elements in A. For any positive
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sequences an, bn, we write an . bn if there is a constant C > 0 independent of n such that
an ≤ Cbn for all n, an ∼ bn if an . bn and bn . an, and an ≪ bn if an/bn → 0 as n → ∞.
We use the notation
d→ as convergence in distribution. For random variables X and Y , we
write X
d
= Y if they have the same distribution. N(µ,Σ) denotes a (multivariate) normal
distribution with mean µ and variance(-covariance) matrix Σ. Let PS denote the joint probability
distribution of the sequence of i.i.d. random vectors {S0,j}j≥1 and let P·|S denote the conditional
probability distribution given {S0,j}j≥1. Let E·|S and Var·|S denote the conditional expectation
and the variance given {S0,j}j≥1, respectively. Let P·|X,S denote the conditional probability
given σ({X(s) : s ∈ Rd} ∪ {S0,j}j≥1). B(Rd) denotes the Borel σ-field on Rd.
2. Settings
2.1. Local stationarity. Intuitively, a random field {Xsj ,An : sj, j = 1, . . . , n}n≥1 (An →
∞ as n → ∞) is locally stationary if it behaves approximately stationary locally in space.
One way to require that locally around each rescaled space point u, the process {Xs,An} can
be approximated by a stationary random field {Xu(s) : s ∈ Rd} in a stochastic sense. See
Dahlhaus and Subba Rao (2006) for example. This idea underlies the following definition.
Definition 2.1. The process {Xs,An = (X1s,Aj , . . . ,X
p
s,An
)′ : s ∈ Rn} is locally stationary if
for each rescaled space point u ∈ [0, 1]d there exists an associated random field {Xu(s) =
(X1u(s), . . . ,X
p
u(s))′ : s ∈ Rd} with the following properties:
(i) {Xs,An} is strictly stationary with density fXu(s).
(ii) It holds that
‖Xs,An −Xu(s)‖1 ≤
(∥∥∥∥ sAn − u
∥∥∥∥
2
+
1
An
)
Us,An(u) a.s., (2.1)
where {Us,An(u)} is a process for positive variables satisfying E[(Us,An(u))ρ] < C for
some ρ > 0, C < ∞ and C is independent of u, s, and An. ‖ · ‖1 and ‖ · ‖2 denote
arbitrary norm on Rd.
Definition 2.1 is a natural extension of the notion of locally stationarity for time series intro-
duced in Dahlhaus (1997). We discuss examples of locally stationary random fields in Section
5. In particular, we show that a wide class of random fields, which includes locally stationary
version of Le´vy-driven moving average random fields satisfy Condition 2.1 in Section 5.
2.2. Sampling design. To take into account irregularly spaced sata, we follow the setting used
in Lahiri (2003b). First we define the sampling region Rn. Let {An}n≥1 be a sequence of positive
numbers such that An →∞ as n→∞. We consider the following set as a sampling region.
Rn =
d∏
j=1
[−An/2, An/2]. (2.2)
5Next we introduce our (stochastic) sampling designs. Let fS(s0) be a continuous, everywhere
positive probability density function on R0 = [−1/2, 1/2]d, and let {S0,j}j≥1 be a sequence of
independent and identically distributed (i.i.d.) random vectors with probability density fS(s0)
such that {S0,j}j≥1 and {Xs,A : s ∈ Rn} are defined on a common probability space (Ω,F , P )
and are independent. We assume that the sampling sites s1, . . . , sn are obtained from realizations
s0,1, . . . , s0,n of the random vectors S0,1, . . . ,S0,n, by the relation
sj = Ans0,j , j = 1, . . . , n.
In this paper, we assume that nA−dn → ∞ as n → ∞. Precisely, we assume the following
conditions on the sampling scheme.
Assumption 2.1 (Assumption S). (S1) For any α ∈ Zd with |α| = 1, 2, ∂αfS(s) exists and
is continuous on (−1/2, 1/2)d.
(S2) C0(log n)
η0 ≤ nA−dn ≤ C1nη1 for some C0 > 0, η0 ≥ 1 and small η1 ∈ (0, 1).
(S3) Let A1,n and A2,n be two positive numbers such that as n→∞, A1,nAn +
A2,n
A1,n
≤ C−10 n−η → 0
for some C0 > 0 and η > 0.
Condition (S2) means that the sample size n grows at a rate faster than vol(Rn), the volume
of Rn, that is, the ratio of the expected number of sampling sites in a given subregion A of Rn to
vol(A) tends to infinity. This implies that we work with the case of infill sampling in the stochastic
design case (cf. Cressie (1993) and Lahiri (2003b)) and it is of interest in geostatistical and
environmental monitoring applications (cf. Lahiri (2003b) and Lahiri et al. (1999)). Moreover
in the stochastic sampling design, the sampling density can be nonuniform. On the other hand,
there is another approach for irregularly spaced sampling sites based on a homogeneous Poisson
point process (cf. Chapter 8 in Cressie (1993)). Given the sample size n, the approach allows
the sampling sites to have only the uniform distribution over the sampling region. Therefore, the
stochastic sampling design in this paper is flexible compared with the sampling design based on
homogeneous Poisson point processes and is important for practical applications. Condition (S3)
is considered to decompose the sampling region Rn into big-blocks and small-blocks. See also the
proof of Proposition 3.1 in Appendix for details.
Remark 2.1. In practice, An can be determined by the diameter of a sampling region for use
here. See Hall and Patil (1994) and Matsuda and Yajima (2009) for example. We can relax the
assumption (2.2) on Rn to more general situation, that is,
Rn =
d∏
j=1
[−Aj,n/2, Aj,n/2],
where Aj,n are sequences of positive constants with Aj,n →∞ as n →∞. To avoid the compli-
cated statements of our results, we assume (2.2).
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2.3. Mixing condition. Now we define β-mixing coefficients for a random fieldX. Let σX(T ) =
σ({X(s) : s ∈ T}) be the σ-field generated by the variables {X(s) : s ∈ T}, T ⊂ Rd. For any
subsets T1 and T2 of R
d, let
β˜(T1, T2) = sup
1
2
J∑
j=1
K∑
k=1
|P (Aj ∩Bk)− P (Aj)P (Bk)|,
where the supremum is taken over all pairs of (finite) partitions {A1, . . . , AJ} and {B1, . . . , BK}
of Rd such that Aj ∈ σX(T1) and Bk ∈ σX(T2). Also, let d(T1, T2) = inf{|x−y| : x ∈ T1,y ∈ T2}
where |x| = ∑dj=1 |xj | for x ∈ Rd and let R(b) be the collection of all finite disjoint unions of
cubes in Rd with a total volume not exceeding b. Then the β-mixing coefficients for the random
field X is defined as
β(a; b) = sup{β˜(T1, T2) : d(T1, T2) ≥ a, T1, T2 ∈ R(b)}. (2.3)
We assume that there exist a non-increasing function β1 with lima→∞ β1(a) = 0 and a non-
decreasing function g such that the β-mixing coefficient β(a; b) satisfies the inequality
β(a; b) ≤ β1(a)g(b), a > 0, b > 0,
where g may be unbounded for d ≥ 2.
Remark 2.2. It is important to restrict the size of index sets T1 and T2 in the definition β(a; b).
Define the β-mixing coefficients of a random field X as a natural extension of the β-mixing
coefficients for time series as follows: Let O1 and O2 be half-planes with boundaries L1 and L2,
respectively. For each real number a > 0, define the quantity
β(a) = sup
{
β˜(O1,O2) : d(O1,O2) ≥ a
}
,
where this sup is taken over all pairs of parallel lines L1 and L2 such that d(L1, L2) ≥ a. Then,
we can show the following result:
Theorem 2.1 (Theorem 1 in Bradley (1989)). Suppose {X(s) : s ∈ R2} is a strictly stationary
mixing random field, and a > 0 is a real number. Then β(a) = 1 or 0.
This implies that a random field X is β-mixing (lima→∞ β(a) = 0) implies “m”-dependent,
that is, β(a) = 0 for some a > m wherem is a fixed positive constant and this is too restrictive. To
avoid the problem, we adopt the definition (2.3) for β-mixing random fields. We refer to Bradley
(1993) and Doukhan (1994) for details on the definition of mixing coefficients for random fields.
We give some examples of β-mixing random fields in Section 5 to which our results can be applied.
Remark 2.3. We can also define α-mixing coefficients α(a; b) for a random field X in a similar
manner to the definition of β(a; b) and it is known that β-mixing implies α-mixing in general.
Therefore, it is often assumed that X is α-mixing (lima→∞ α(a; b) = 0) and apply blocking
technique to construct “asymptotically” independent blocks of observations. See Lahiri (2003b),
7Lahiri and Zhu (2006) and Bandyopadhyay et al. (2015) for examples. Vogt (2012) uses an expo-
nential inequality for α-mixing sequence (Theorem 2.1 in Liebscher (1996)), which is not directly
applicable to irregularly spaced data, to derive uniform convergence rates of kernel estimators
for locally stationary time series. On the other hand, we use blocking argument to construct
independent blocks for β-mixing sequence for sufficiently large but “finite” sample size n based
on the idea developed in Yu (1994) and apply Bernstein-type exponential inequality to those
independent blocks to derive uniform convergence rate of the estimators. As explained in Yu
(1994), the same results for α-mixing sequence would not hold; See Remarks (ii) right after the
proof of Lemma 4.1 in Yu (1994)). Hence we consider β-mixing random field due to such a
problem.
3. Main results
3.1. Kernel estimation for regression functions. We consider the following kernel estimator
of m(u,x) in the model (1.1):
m̂(u,x) =
∑n
j=1 K¯h(u− sj/An)
∏p
ℓ2=1
Kh(xℓ2 −Xℓ2sj ,An)Ysj ,An∑n
j=1 K¯h(u− sj/An)
∏p
ℓ2=1
Kh(xℓ2 −Xℓ2sj ,An)
. (3.1)
Here Xs,An = (X
1
s,An
, . . . ,Xp
s,An
)′, x = (x1, . . . , xp)
′ and u = (u1, . . . , up)
′ ∈ Rp. K denotes a
one-dimensional kernel function and we use the notation Kh(v) = K(v/h), K¯h(u) = K¯(u/h) and
u/h = (u1/h, . . . , ud/h)
′.
Before we state main results, we summarize assumptions on model (1.1) and kernel functions.
These assumptions are standard and similar assumptions are made in Vogt (2012).
Assumption 3.1 (Assumption M). (M1) The process {Xs,An} is locally stationary. Thus, for
each space point u ∈ [−1/2, 1/2]d, there exists a strictly stationary random field {Xu(s)}
such that
‖Xs,An −Xu(s)‖ ≤
(∥∥∥∥ sAn − u
∥∥∥∥+ 1An
)
Us,An(u) a.s.
with E[(Us,An(u))
ρ] ≤ C for some ρ > 0.
(M2) The densities f(u,x) = fXu(s)(x) of the variables Xu(s) are smooth in u. In partic-
ular, f(u,x) is partially differentiable w.r.t. u for each x ∈ Rp, and the derivatives
∂if(u,x) :=
∂
∂ui
f(u,x), 1 ≤ i ≤ d are continuous.
(M3) The β-mixing coefficients of the array {Xs,An , ǫs,An} satisfy β(a; b) ≤ β1(a)g(b) with
β1(a)→ 0 as n→∞.
(M4) f(u,x) is partially differentiable w.r.t. x for each u ∈ [−1/2, 1/2]. The derivatives
∂xif(u,x) :=
∂
∂xi
f(u,x), 1 ≤ i ≤ p are continuous.
(M5) m(u,x) is twice continuously partially differentiable with first derivatives ∂αxm(u,x) for
any α = (α1, . . . , αd)
′ ∈ Zd with |α| =∑pj=1 |αj | = 1, 2. Define ∂2iim(u,x) = ∂2∂u2i m(u,x).
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Assumption 3.2 (Assumption KB). (KB1) The kernel K is symmetric around zero, bounded
and has compact support, that is, K(v) = 0 for all |v| > C1 for some C1 <∞. Moreover,
K is Lipschitz, that is, |K(v1)−K(v2)| ≤ C2|v1−v2| for some C2 <∞ and all v1, v2 ∈ R.
(KB2) The bandwidth h is assumed to converge to zero at least at polynomial rate, that is, there
exits a small ξ1 > 0 such that h ≤ C2n−ξ1 for some constants C1 > 0.
3.2. Uniform convergence rates for kernel averages. As a first step to study the asymptotic
properties of the estimator (3.1), we examine the following general statistics:
ψ̂(u,x) =
1
nhp+d
n∑
j=1
K¯h
(
u− sj
An
) p∏
ℓ=1
Kh
(
xℓ −Xℓsj ,An
)
Wsj ,An , (3.2)
where K¯(u) =
∏d
j=1K(uj) and {Wsj ,An} being an array of one-dimensional random variables.
Later on we will employ the results with Ws,An = 1 and Ws,An = ǫs,An .
We now derive the uniform convergence rate of ψ̂(u,x) − E·|S[ψ̂(u,x)]. To do so, we make
the following assumptions on the components in (3.2). Similar assumptions are made in Hansen
(2008), Kristensen (2009) and Vogt (2012), for example.
Assumption 3.3 (Assumption U). (U1) It holds that E[|Ws,An |ζ ] ≤ C for some ζ > 2 and
C <∞.
(U2) The β-mixing coefficients of the array {Xs,An ,Ws,An} satisfy β(a; b) ≤ β1(a)g(b) with
β1(a)→ 0 as n→∞.
(U3) Let fXs,An and fXs1,An ,Xs2,An be the densities ofXs,An and (Xs1,An ,Xs2,An), respectively.
For any compact set Sc ⊂ Rp, there exists a constant C = C(Sc) such that
sup
s,An
sup
x∈Sc
fXs,An (x) ≤ C and sup
s,An
sup
x∈Sc
E[|Ws,An |ζ |Xs,An = x] ≤ C.
Moreover, for all distinct s1, s2 ∈ Rn,
sup
s1,s2,An
sup
x1,x2∈Sc
E[|Ws1,An ||Ws2,An ||Xs1,An = x1,Xs2,An = x2] ≤ C.
We also assume the following regularity conditions.
Assumption 3.4 (Assumption R). Let an =
√
logn
nhp+d
. As n→∞,
(R1) h−(p+d)ap+dn AdnA
−d
1,nβ(A2,n;A
d
n)→ 0 and Ad1,nA−dn nhd+p(log n)→ 0,
(R2) n
1/2h(p+d)/2
Ad1,nn
1/ζ ≥ C0nη for some C0 > 0 and η > 0,
(R3) Arnh
p →∞.
where ζ is a positive constant which appears in Assumption 3.3.
We discuss Assumptions 3.4 and 3.6 (introduced in Section 3.3) later in Section 5.
9Proposition 3.1. Let Sc be a compact subset of R
p. Then under Assumptions 2.1, 3.2, 3.3 and
3.4, the following results holds PS-almost surely:
sup
u∈[−1/2,1/2]d,x∈Sc
|ψ̂(u,x) −E·|S[ψ̂(u,x)]| = OP·|S
(√
log n
nhd+p
)
.
3.3. Asymptotic properties of m̂. Now we give our main results on the estimation of the
mean function m in the model (1.1).
Theorem 3.1. Define Ih = [−1/2 + C1h, 1/2 − C1h]d. Let Sc be a compact subset of Rp and
suppose that infu∈[−1/2,1/2]d,x∈Sc f(u,x) > 0. Then under Assumptions 2.1, 3.1, 3.2, 3.3 (with
Wsj ,An = 1 and ǫsj ,An) and 3.4, the following result holds PS-almost surely:
sup
u∈Ih,x∈Sc
|m̂(u,x)−m(u,x)| = OP·|S
(√
log n
nhp+d
+
1
Arnh
p
+ h2
)
,
where r = min{1, ρ}.
We note that the term A−rn h
−p in the convergence rate comes from the local stationarity of
Xs,An , that is, the approximation error of Xs,An by a stationary random field Xu(s).
To show the asymptotic normality of the estimator, we additionally assume the following
conditions.
Assumption 3.5 (Assumption Ua). (Ua1) (U1), (U2) and (U3) in Assumption 3.3 holds.
(Ua2) for all distinct s1, s2, s3 ∈ Rn,
sup
s1,s2,s3,An
sup
x1,x2x3∈Sc
E[|Ws1,An ||Ws2,An ||Ws3,An ||Xs1,An = x1,Xs2,An = x2,Xs3,An = x3] ≤ C.
Assumption 3.6 (Assumption Ra). As n→∞,
(Ra1) (R1) and (R2) in Assumption 3.4 holds.
(Ra2) Arnh
p+2 →∞.
(Ra3)(
1
nhp+d
)1/3(A1,n
An
)2d/3(A2,n
A1,n
)2/3
g1/3(Ad1,n)
An/A1,n∑
k=1
kd−1β
1/3
1 (kA1,n +A2,n)→ 0.
Theorem 3.2. Suppose that f(u,x) > 0, fS(u) > 0 and that ǫsj ,An = σ
(
sj
An
,x
)
ǫj where σ(·, ·)
is continuous and {ǫj}nj=1 is a sequence of i.i.d. random variables with mean zero and variance
1. Moreover suppose nhd+p+4 → ch for a constant ch. Then under Assumptions 2.1, 3.1, 3.2,
3.5 (with Wsj ,An = 1 and ǫsj ,An) and 3.6, the following result holds PS-almost surely:
√
nhd+p(m̂(u,x)−m(u,x)) d−→ N(Bu,x, Vu,x),
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where
Bu,x =
√
ch
κ2
2
(
d∑
i=1
2∂im(u,x)∂if(u,x) +
d+p∑
k=1
∂2iim(u,x)f(u,x)
)
and Vu,x = κ
d+p
0 σ
2(u,x)/(fS(u)f(u,x)) with κ0 =
∫
R
K2(x)dx and κ2 =
∫
R
x2K(x)dx.
4. Additive models
In the previous section, we considered general kernel estimators and provided those asymptotic
properties, however, the estimators suffer from curse of dimensionarity. In particular, the conver-
gence rate is OP·|S
(√
log n/nhd+p
)
and this rate gets worse as the dimension of the covariates
p increases. To cope with the problem, we consider additive models inspired by the idea in Vogt
(2012), which is also based on the backfitting method developed in Mammen et al. (1999), and
study asymptotic properties of estimators of additive functions.
4.1. Construction of estimators. We put the following structural constrain on m(u,x):
E[Ys,An |Xs,An = x] = m
(
s
An
,x
)
= m0
(
s
An
)
+
p∑
ℓ=1
mℓ
(
s
An
, xℓ
)
. (4.1)
To identify the component function of model (4.1) with the unit cube [0, 1]p, we impose the
condition that ∫
Rp
mℓ(u, xℓ)pℓ(u, xℓ)dxℓ, ℓ = 1, . . . , p
and all rescaled space point u ∈ [−1/2, 1/2]d . Here, the functions pℓ(u, xℓ) =
∫
Rp
p(u,x)dx−ℓ
(xℓ = (x1, . . . , xℓ−1, xℓ+1, . . . , xp)
′) are the marginals of the density
p(u, s) =
I(x ∈ [0, 1]p)f(u,x)
P (Xu(0) ∈ [0, 1]p) ,
where f(u, ·) is the density of the strictly stationary random field {Xu(s)}.
To estimate the functions m0, . . . ,mp, we follow the strategy considered in Vogt (2012) which
is based on the smooth backfitting technique developed in Mammen et al. (1999). First we
introduce the auxiliary estimates
p̂(u,x) =
1
n[0,1]p
n∑
j=1
I(Xsj ,An ∈ [0, 1]p)K¯h
(
u,
sj
An
) p∏
ℓ=1
Kh
(
xℓ,X
ℓ
sj ,An
)
,
m̂(u,x) =
1
n[0,1]p
n∑
j=1
I(Xsj ,An ∈ [0, 1]p)K¯h
(
u,
sj
An
) p∏
ℓ=1
Kh
(
xℓ,X
ℓ
sj ,An
)
Ysj ,An/p̂(u,x),
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where K¯h
(
u,
sj
An
)
=
∏d
ℓ=1Kh
(
uℓ,
sj,ℓ1
An
)
, p̂(u,x) is a kernel estimate of the function fS(u)p(u,x),
and m̂(u,x) is a (p + d)-dimensional kernel estimator that estimates m(u,x) for x ∈ [0, 1]p. In
the above definitions,
n[0,1]p =
n∑
j=1
K¯h
(
u,
sj
An
)
I(Xsj ,An ∈ [0, 1]p)
is the number of observations in the unit cube [0, 1]p, where only space points close to u are
taken into account, and
Kh(v,w) = I(v,w ∈ [−1/2, 1/2]) Kh(v − w)∫
[−1/2,1/2]Kh(s− w)ds
is a modified kernel weight. Note that this weight has the property that
∫
[−1/2,1/2]Kh(v,w)dv = 1
for all w ∈ [−1/2, 1/2], which is required to derive the asymptotic properties of the backfitting
estimates.
Given the estimators p̂ and m̂, we define the smooth backfitting estimates m˜0(u, ·), . . . , m˜d(u, ·)
of the functions m0(u, ·), . . . ,md(u, ·) at the space point u ∈ [−1/2, 1/2]d as the minimizer of
the criterion ∫
[0,1]p
(
m̂(u,w)− g0 −
p∑
ℓ=1
gℓ(wℓ)
)2
p̂(u,w)dw, (4.2)
where the minimization runs over all additive functions g(x) = g0 +
∑p
ℓ=1 gℓ(x
ℓ) whose compo-
nents are normalized to satisfy∫
[0,1]
gℓ(wℓ)p̂ℓ(u, wℓ)dwℓ = 0, ℓ = 1, . . . , p.
Here, p̂ℓ(u, xℓ) =
∫
[0,1]p−1 p̂(u,x)dx−ℓ is the marginal of the kernel density p̂(u, ·) at the point
xℓ. According to (4.2), the estimate m˜(u, ·) = m˜0(u) +
∑p
ℓ=1 m˜ℓ(u, ·) is an L2-projection of
the full dimensional kernel estimate m̂(u, ·) on to the subspace of additive functions, where the
projection if done with respect to the density estimate p̂(u, ·).
By differentiation, we can show that the minimizer of (4.2) is characterized by the system of
integral equations
m˜ℓ(u, xℓ) = m̂ℓ(u, xℓ)−
∑
k 6=ℓ
∫
[0,1]
m˜k(u, xk)
p̂ℓ,k(u, xℓ, xk)
p̂ℓ(u, xℓ)
dxk − m˜0(u)
together with ∫
[0,1]
m˜ℓ(u, wℓ)p̂ℓ(u, wℓ)dwℓ = 0, ℓ = 1, . . . , p,
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where p̂ℓ and p̂ℓ,k are kernel density estimates, and m̂ℓ is a kernel estimator defined as
p̂ℓ(u, xℓ) =
1
n[0,1]p
n∑
j=1
I
(
Xsj ,An ∈ [0, 1]p
)
K¯h
(
u,
sj
An
)
Kh
(
xℓ,X
ℓ
sj ,An
)
,
p̂ℓ,k(u, xℓ, xk) =
1
n[0,1]p
n∑
j=1
I
(
Xsj ,An ∈ [0, 1]p
)
K¯h
(
u,
sj
An
)
Kh
(
xℓ,X
ℓ
sj ,An
)
Kh
(
xk,X
k
sj ,An
)
,
m̂ℓ(u, xℓ) =
1
n[0,1]p
n∑
j=1
I
(
Xsj ,An ∈ [0, 1]p
)
K¯h
(
u,
sj
An
)
Kh
(
xℓ,X
ℓ
sj ,An
)
Ysj ,An/p̂ℓ(u, xℓ).
Moreover, the estimate m˜0(u) of the model constant at space point u is given by
m˜0(u) =
1
n[0,1]p
n∑
j=1
I
(
Xsj ,An ∈ [0, 1]p
)
K¯h
(
u,
sj
An
)
Ysj ,An
4.2. Asymptotic properties of estimators. We give uniform convergence rate and joint as-
ymptotic normality of estimators here. Before describing the results, we summarize a set of
assumptions.
Assumption 4.1 (Assumption Rb). Let an =
√
logn
nhd+1
and r = min{ρ, 1}, where ρ is a positive
constant which appear in Assumption 3.1. As n→∞,
(Rb1) h−(d+1)ad+1n A
d
nA
−d
1,nβ(A2,n;A
d
n)→ 0 and Ad1,nA−dn nhd+1(log n)→ 0,
(Rb2) n
1/2h(d+1)/2
Ad1,nn
1/ζ ≥ C0nη for some C0 > 0 and η > 0,
(Rb3) Arnh
3 →∞ and Adr/(1+r)n h2 →∞,
(Rb4) nhd+4 →∞.
where ζ is a positive constant which appears in Assumption 3.3.
The following results are extension of Theorems 5.1 and 5.2 in Vogt (2012) to irregularly spaced
locally stationary random fields.
Theorem 4.1. Let Ih,0 = [2C1h, 1 − 2C1h] and Ih = [−1/2 + 2C1h, 1/2 − 2C1h]d. Suppose that
infu∈[−1/2,1/2]d,x∈[0,1]p f(u,x) > 0, infu∈[−1/2,1/2]d fS(u) > 0. Then under Assumptions 2.1, 3.1,
3.2, 3.3 (with Wsj ,An = 1 and ǫsj ,An) and 4.1, the following result holds PS-almost surely:
sup
u∈Ih,xℓ∈Ih,0
|m˜ℓ(u, xℓ)−mℓ(u, xℓ)| = P·|S
(√
log n
nhd+1
+ h2
)
.
Theorem 4.2. Suppose that infu∈[−1/2,1/2]d,x∈[0,1]p f(u,x) > 0, infu∈[−1/2,1/2]d fS(u) > 0, More-
over, suppose that {ǫsj ,An} is a sequence of i.i.d. random variables given {Xsj ,An} and there
exists continuous functions σℓ(u, x), 1 ≤ ℓ ≤ p such that σ2ℓ ( sjAn , xℓ) = E·|S[ǫ2sj ,An |Xℓsj ,An = xℓ]
and that n[0,1]dh
d+5 → ch for a constant ch, PS-almost surely. Then under Assumptions 2.1, 3.1,
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3.2, 3.3 (with Wsj ,An = 1 and ǫsj ,An) and 4.1 hold. for any u ∈ (−1/2, 1/2)d, x1, . . . , xp ∈ (0, 1),
the following result hold PS-almost surely:
√
n[0,1]dh
d+1

m˜1(u, x1)−m1(u, x1)
...
m˜p(u, xp)−mp(u, xp)
 d−→ N(Bu,x, Vu,x).
Here, Vu,x = diag(v1(u, x1), . . . , vp(u, xp)) is a p× p diagonal matrix with
vℓ(u, xℓ) = κ
d+1
0 σ
2
ℓ (u, xℓ)/(fS(u)pℓ(u, xℓ)),
where κ0 =
∫
R
K2(x)dx. Bu,x has of the form
Bu,x =
√
ch(β1(u, x1 − γ1(u)), . . . ,u, xp − γp(u)))′.
The functions βℓ(u, ·) are defined as the minimizer of the problem∫
Rp
(
β(u,x)− b0 −
p∑
ℓ=1
bℓ(xℓ)
)2
p(u,x),
where the minimization runs over all additive functions b(x) = b0+
∑p
ℓ=1 bℓ(xℓ) with
∫
R
bℓ(xℓ)pℓ(u, xℓ)dxℓ =
0, and the function β(u,x) is given in Lemma B.6 in Appendix. γℓ(u) can be characterized by
the equation
∫
R
αℓ(u, xℓ)p̂ℓ(u, xℓ)dxℓ = h
2γℓ(u)+oP·|S(h
2), where αℓ(u, xℓ) are defined in Lemma
B.6.
5. Examples of locally stationary random fields
In this section, we discuss Le´vy-driven moving average (MA) random fields, which can represent
a wide class of stationary random fields. One of the important feature of this class is that it
includes non-Gaussian random fields as well as Gaussian random fields. Moreover, we give
sufficient conditions that a random field is locally stationary random field and that it can be
approximated by a stationary Le´vy-driven MA random field. We focus on the case that p = 1 to
simplify our discussion. The results in the following subsections can be extended to multivariate
case (p ≥ 2). See also Kurisu (2020) for multivariate Le´vy-driven MA random fields.
5.1. Le´vy-driven MA random fields. Brockwell and Matsuda (2017) generalized CARMA(p, q)
processes on R to CARMA (p, q) random fields on Rd, which is a special class of Le´vy-driven
MA random fields. See also Brockwell (2000, 2001) as references on CARMA process on R. Let
L = {L(A) : A ∈ B(Rd)} be an infinitely divisible random measure on some probability space
(Ω,A,P), i.e., a random measure such that
1. for each sequence (Em)m∈N of disjoint sets in B(Rd) it holds
(a) L(∪∞m=1Em) =
∑∞
m=1 L(Em) a.s., whenever ∪∞m=1Em ∈ B(Rd),
(b) (L(Em))m∈N is a sequence of independent random variables.
2. the random variable L(A) has an infinitely divisible distribution for any A ∈ B(Rd).
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The characteristic function of L(A) which will be denoted by ϕL(A)(t), has a Le´vy-Khintchine
representation of the form
ϕL(A)(t) = exp (|A|ψ(t))
with
ψ(t) = iua0 − 1
2
u2b0 +
∫
R
{
eiux − 1− iuxI(x ∈ [−1, 1])} ν0(x)dx
where i =
√−1, a0 ∈ R, 0 ≤ b0 < ∞, ν0 is a Le´vy density with
∫
R
min{1, x2}ν0(x)dx and
|A| is the Lebesgue measure of A. The triplet (a0, b0, ν0) is called Le´vy characteristic of L and
it uniquely determines the distribution of the process L. We refer to Sato (1999) and Bertoin
(1996) as standard references on Le´vy processes and Rajput and Rosinski (1989) as details on the
theory of infinitely divisible measures and fields. Let a(z) = zp+a1z
p−1+ · · ·+ap =
∏p
i=1(z−λi)
be a polynomial of degree p with real coefficients and distinct negative zeros λ1, . . . , λp and let
b(z) = b0 + b1z + · · · + bqzq =
∏q
i=1(z − ξi) be a polynomial with real coefficients and real zeros
ξ1, . . . , ξq such that bq = 1 and 0 ≤ q < p and λ2i 6= ξ2j for all i and j. Define
a(z) =
p∏
i=1
(z2 − λ2i ), b(z) =
q∏
i=1
(z2 − ξ2i ).
The isotropic CARMA(p, q) random field driven by a Le´vy basis L is given by
X(s) =
∫
Rd
g(s − v)L(dv) (5.1)
for every s ∈ Rd. Here, g(·) is the kernel function of the univariate (isotropic) CARMA(p, q)
random field that is given by
g(s) =
p∑
i=1
b(λi)
a′(λi)
eλi‖s‖, (5.2)
where a′ denotes the derivative of the polynomial a.
Remark 5.1. Berger (2019a) characterizes (5.1) as a solution of a (fractional) stochastic partial
differential equation (SPDE). The author also extends the notion of CARMA(p, q) random fields
as a strictly stationary solution of an SPDE and the uniqueness of the solution is discussed in
Berger (2019b).
5.2. Stationary distribution of Le´vy-driven MA random fields. When the Le´vy-driven
MA random field (5.1) is strictly stationary, the characteristic function of the stationary distri-
bution of X is given by
ϕX(0)(u) = E[e
iuX(0)] = exp
(∫
Rd
H(ug(s))ds
)
, (5.3)
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where ∫
Rd
H(ug(s))ds = iua1 − 1
2
u2b1 +
∫
R
{
eiux − 1− iuxI(x ∈ [−1, 1])} ν1(x)dx
with
a1 =
∫
Rd
U(g(s))ds, b1 = b0
∫
Rd
g2(s)ds, ν1(x) =
∫
Sg
1
|g(s)|ν0
(
x
g(s)
)
ds.
Here, Sg = supp(g) = {s ∈ Rd : g(s) 6= 0} denotes the support of g and the function U is defined
via
U(u) = u
(
a0 +
∫
R
x {I(ux ∈ [−1, 1]) − I(x ∈ [−1, 1])} ν0(x)dx
)
.
The triplet (a1, b1, ν1) is again referred to as Le´vy characteristic of X(0) and determines the
distribution of X(0) uniquely. See Karcher et al. (2019) for details. The representation (5.3)
implies that the stationary distribution of X(s) has the density function if the Le´vy basis L is
Gaussian, i.e., (a0, b0, ν0) = (a0, b0, 0).
5.3. Locally stationary Le´vy-driven MA random fields. We give examples of locally sta-
tionary Le´vy-driven MA random fields. Consider the processes
Xs,An =
∫
Rd
g
(
s
An
, ‖s− v‖
)
L(dv), Xu(s) =
∫
Rd
g (u, ‖s − v‖)L(dv)
where g : [−1/2, 1/2]d × [0,∞) → [0,∞) is a bounded function such that |g(u, ·) − g(v, ·)| ≤
C‖u− v‖g¯(·) with C <∞ and for any u ∈ [−1/2, 1/2]d ,∫
Rd
max{g(u, ‖s‖), g¯(s)}ds <∞, and
∫
Rd
max{g2(u, ‖s‖), g¯2(s)}ds <∞.
Note that Xu(s) is a strictly stationary random field for each u. If E[|L(A)|q ] < ∞ for any
A ∈ B(Rd) with bounded Lebesgue measure |A| and for some q ≥ 2,
E[Xu(s)] = µ0
∫
Rd
g (u, ‖s‖) ds, E [(Xu(s))2] = σ20 ∫
Rd
g2 (u, ‖s‖) ds,
where µ0 = −iψ′(0) and σ20 = −ψ′′(0). Let m > 0. Define the function ι(· : m) : [0,∞)→ 1 as
ι(x : m) =

1 if 0 ≤ x ≤ m2 ,
− 2mx+ 2 if m2 < x ≤ m,
0 if m < x
and consider the process
Xu(s : A2,n) =
∫
Rd
g (u, ‖s− v‖) ι(‖s− v‖ : A2,n)L(dv).
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Note that Xu(s : A2,n) is also a A2,n-dependent strictly stationary random field, that is, β-mixing
coefficients of Xu(s : A2,n) satisfies that β1(a) = 0 for a ≥ A2,n. Observe that
|Xs,An −Xu(s : A2,n)|
≤ |Xs,An −Xu(s)| + |Xu(s)−Xu(s : A2,n)|
≤
∫
Rd
∣∣∣∣g( sAn , ‖s− v‖
)
− g (u, ‖s− v‖)
∣∣∣∣ |L(dv)|
+
1
An
∫
Rd
Ang (u, ‖s− v‖) (1− ι(‖s − v‖ : A2,n))|L(dv)|
≤
∥∥∥∥ sAn − u
∥∥∥∥∫
Rd
g¯(‖s− v‖)|L(dv)|
+
1
An
∫
Rd
An g (u, ‖s − v‖) (1− ι(‖s − v‖ : A2,n))︸ ︷︷ ︸
=:gu(‖s−v‖:A2,n)
|L(dv)|
≤
(∥∥∥∥ sAn − u
∥∥∥∥+ 1An
)
2
∫
Rd
max{g¯(‖s− v‖), Angu(‖s− v‖ : A2,n)}|︸ ︷︷ ︸
=:gu,An,A2,n (‖s−v‖)
L(dv)|
=:
(∥∥∥∥ sAn − u
∥∥∥∥+ 1An
)
Us,An(u). (5.4)
Here, we define |L(A)| as the absolute value of the random variable L(A) for any A ∈ B(Rd). If
we assume that
sup
u∈[− 1
2
, 1
2
]d,n≥1
∫
Rd
Angu(‖s‖ : A2,n)ds <∞, and sup
u∈[− 1
2
, 1
2
]d,n≥1
∫
Rd
A2ng
2
u(‖s‖ : A2,n)ds <∞,
(5.5)
we have that
E[U2s,An(u)] ≤ C
(∫
Rd
A2ng
2
u,An,A2,n(‖s‖)ds +
(∫
Rd
Angu,An,A2,n(‖s‖)ds
)2)
<∞. (5.6)
See Brockwell and Matsuda (2017) for details on the computation of the moments of Le´vy-driven
MA random fields. (5.4) and (5.6) imply that Xs,An is a locally stationary random field.
Remark 5.2. (5.4) and (5.6) also imply that Xs,An can be approximated by a A2,n-dependent
stationary random field under the condition (5.5). In this case, we call that the random field
Xs,An is approximately A2,n-dependent locally stationary random field. Let c1, . . . , cp1 are positive
constants and r1(·), . . . , rp1(·) are continuous functions on [−1/2, 1/2]d such that |rk(u)−rk(v)| ≤
C‖u− v‖, 1 ≤ k ≤ p1 with C <∞. Consider the function
g(u, ‖s‖) =
p1∑
k=1
rk (u) e
−ck‖s‖. (5.7)
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Then we can find that locally stationary random fields include a wide class of CARMA-type ran-
dom fields. See also Matsuda and Yajima (2018) for locally stationary spatio-temporal extension
of CARMA random fields.
Kurisu (2020) introduced a notion of approximately mn-dependent random field. Here we
adopt a modified version of their definition.
Definition 5.1 (Approximately mn-dependent random field). Let mn is a sequence of pos-
itive constants with mn → ∞ as n → ∞. We say that a random field X = {X(s) =
(X1(s), . . . ,Xp(s))′ : s ∈ Rn} in Rp is approximately mn-dependent random field if X can
be represented as a sum of mn-dependent random field Xmn and “residual” random field ǫmn
which is asymptotically negligible in a suitable sense.
In this definition, the meaning of suitable depends on the statistics that we are interested in.
For example, Kurisu (2020) considers the case that the magnitude of
∑n
j=1 ǫmn(sj) is sufficiently
small (Condition (6.1) in their paper). In this paper, we assume the following condition.
(Ma0) The process {Xs,An} can be decomposed into a sum of A2,n-dependent processXs,An:A2,n
and residual random field ǫs,An:A2,n = {(ǫ1s,An:A2,n , . . . , ǫ
p
s,An:A2,n
)′ : s ∈ Rn} such that
the following inequality holds for some q > 1:
sup
s/An∈[−1/2,1/2]d
max
1≤ℓ≤p
E
[∣∣∣ǫℓs,An:A2,n∣∣∣ qζζ−1 ]
ζ−1
qζ
≤ γǫ(A2,n),
where ζ > 2 is the constant in Assumption 3.3 and γǫ(·) is a decreasing function such
that for some η2 ∈ (0, 1)
γǫ(A2,n)(n+A
d
n log n)
n
(1−η2)
2 h
d+p
2
+1
→ 0 as n→∞. (5.8)
We can show that univariate locally stationary CARMA-type random fields with exponential
decay kernel such as (5.7) and the driving Le´vy random measure has finite qζ/(ζ − 1)(≥ 4)-th
moment (E[|L([0, 1]d)|qζ/(ζ−1)] <∞) satisfy Condition (Ma1) with
γǫ(x) ≤ Cx
(d−1)(ζ−1)
qζ e−
c0x
2
for some constant C <∞, where c0 = min1≤ℓ≤p1 cℓ. This immediately implies (5.8). See also the
proof of Proposition 6.1 in Kurisu (2020) for details.
Now we summarize the discussion in this section.
Assumption 5.1 (Assumption Ma). (Ma1) The process {Xs,An} is approximately A2,n-dependent
random field. Thus Condition (Ma0) holds.
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(Ma2) The process {Xs,An} is approximately A2,n-dependent locally stationary random field.
Thus, for each space point u ∈ [−1/2, 1/2]d, there exists an A2,n-dependent strictly sta-
tionary random field {Xu(s : A2,n)} such that
‖Xs,An −Xu(s : A2,n)‖ ≤
(∥∥∥∥ sAn − u
∥∥∥∥+ 1An
)
Us,An(u) a.s.
with E[(Us,An(u))
ρ] ≤ C for some ρ > 0.
(Ma3) (M2) and (M4) in Assumption 3.1 hold by replacing Xu(s) with Xu(s : A2,n).
(Ma4) (M3) and (M5) in Assumption 3.1 hold.
Corollary 5.1. Proposition 3.1, Theorems 3.1, 3.2 hold true even if we replace Assumption 3.1
with Assumption 5.1.
Corollary 5.2. Theorems 4.1 and 4.2 hold true even if we replace Assumption 3.1 with Assump-
tion 5.1.
Remark 5.3. Let β˜(a; b) = β˜1(a)g˜(b) denote the β-mixing coefficients of Xs,An:A2,n . When
the process {Xs,An} is approximately A2,n-dependent random field and approximately A2,n-
dependent locally stationary random field, we can replace Xs,An with Xs,An:A2,n in our analysis.
In this case, since the β-mixing coefficients of Xs,An:A2,n satisfies β˜(A2,n;A
d
n) = β˜1(A2,n)g˜(A
d
n) =
0, Conditions on β-mixing coefficients (R1), (Ra3), (Rb1) are satisfied automatically. See also
Remark A.3 in Appendix.
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Appendix A. Proofs
A.1. Proofs for Section 3.
Proof of Proposition 3.1. Define τn = ρnn
1/ζ with ρn = (log n)
ζ0 for some ζ0 > 0. Define
ψ̂1(u,x) =
1
nhp+d
n∑
j=1
K¯h
(
u− sj
An
) p∏
ℓ2
Kh
(
xℓ2 −Xℓ2sj ,An
)
Wsj ,AnI(|Wsj ,An | ≤ τn)
ψ̂2(u,x) =
1
nhp+d
n∑
j=1
K¯h
(
u− sj
An
) p∏
ℓ2
Kh
(
xℓ2 −Xℓ2sj ,An
)
Wsj ,AnI(|Wsj ,An | > τn)
ψ̂(u,x)− E·|S[ψ̂(u,x)] = ψ̂1(u,x)− E·|S[ψ̂1(u,x)] + ψ̂2(u,x)− E·|S[ψ̂2(u,x)]
(Step1) First we consider the term ψ̂2(u,x)− E·|S[ψ̂2(u,x)].
P·|S
(
sup
(u,x)∈B
|ψ̂2(u,x)| > Can
)
≤ P·|s
(|Wsj ,An | > τn for some j = 1, . . . , n)
≤ τ−ζn
n∑
j=1
E·|S[|Wsj ,An |ζ ] ≤ Cnτ−ζn = ρ−ζn → 0 PS − a.s.
E·|S
[
|ψ̂2(u,x)|
]
≤ 1
nhd+p
n∑
j=1
K¯h
(
u− sj
An
)∫
Rd
p∏
ℓ=1
Kh(xℓ − wℓ)
× E·|S[|Wsj ,An |I(|Wsj ,An | > τn)|Xsj ,An = w]fXsj,An (w)dw
=
1
nhd
n∑
j=1
K¯h
(
u− sj
An
)∫
Rd
p∏
ℓ=1
K(ϕℓ)
× E·|S[|Wsj ,An |I(|Wsj ,An | > τn)|Xsj ,An = x− hϕ]fXsj ,An (x− hϕ)dϕ
=
1
nhd
n∑
j=1
K¯h
(
u− sj
An
)
1
τ ζ−1n
∫
Rd
p∏
ℓ=1
K(ϕℓ)
× E·|S[|Wsj ,An |ζI(|Wsj ,An | > τn)|Xsj ,An = x− hϕ]fXsj ,An (x− hϕ)dϕ
≤ C
τ ζ−1n
1
nhd
n∑
j=1
K¯h
(
u− sj
An
)
=
C
τ ζ−1n
(
fS(u) +O
(√
log n
nhd
+ h2
))
≤ C
τ ζ−1n
= Cρ−(ζ−1)n n
−(ζ−1)/ζ ≤ Can PS − a.s.
In the last equation, we used Lemma C.3. As a result,
sup
(u,x)∈B
|ψ̂2(u,x)− E·|S[ψ̂2(u,x)]| = OP·|S(an).
20 D. KURISU
(Step2) Now we consider the term ψ̂1(u,x)−E·|S[ψ̂1(u,x)]. First we introduce some notations.
For ℓ = (ℓ1, . . . , ℓd)
′ ∈ Zd, let Γn(ℓ;0) = (ℓ + (0, 1]d)A3,n where A3,n = A1,n + A2,n and divide
Γn(ℓ;0) into 2
d hypercubes as follows:
Γn(ℓ; ǫ) =
d∏
j=1
Ij(ǫj), ǫ = (ǫ1, . . . , ǫd)
′ ∈ {1, 2}d,
where, for 1 ≤ j ≤ d,
Ij(ǫj) =
(ℓjλ3,n, ℓjλ3,n + λ1,n] if ǫ1 = 1,(ℓjλ3,n + λ1,n, (ℓj + 1)λ3,n] if ǫ1 = 2.
Note that
|Γn(ℓ; ǫ)| = λq(ǫ)1,n λd−q(ǫ)2,n (A.1)
for any ℓ ∈ Zd and ǫ ∈ {1, 2}d, where q(ǫ) = [[{1 ≤ j ≤ d : ǫj = 1}]].
Let Ln = {ℓ ∈ Zd : Γn(ℓ,0)∩Rn 6= ∅} denote the index set of all hypercubes Γn(ℓ,0) that are
contained in or boundary of Rn. Moreover, let L1,n = {ℓ ∈ Zd : Γn(ℓ,0) ⊂ Rn} denote the index
set of all hypercubes Γn(ℓ,0) that are contained in Rn, and let L2,n = {ℓ ∈ Zd : Γn(ℓ,0) ∩Rn 6=
0,Γn(ℓ,0) ∩Rcn 6= ∅} be the index set of boundary hypercubes.
Remark A.1. Let ǫ0 = (1, . . . , 1)
′. The partitions Γn(ℓ; ǫ0) correspond to “big blocks” and the
partitions Γ(ℓ; ǫ) for ǫ 6= ǫ0 correspond to “small blocks”.
Define
Z ′s,An(u,x) = K¯h
(
u− s
An
){ p∏
ℓ=1
Kh
(
xℓ −Xℓs,An
)
Wsj ,AnI(|Ws,An | ≤ τn)
−E·|S
[
p∏
ℓ=1
Kh
(
xℓ −Xℓsj ,An
)
Wsj ,AnI(|Wsj ,An | ≤ τn)
]}
.
Observe that
n∑
j=1
Z ′sj ,An(u,x)
=
∑
ℓ∈L1,n∪L2,n
Z
′(ℓ;ǫ0)
An
(u,x)
︸ ︷︷ ︸
big blocks
+
∑
ǫ6=ǫ0
∑
ℓ∈L1,n
Z
′(ℓ;ǫ)
An
(u,x) +
∑
ǫ6=ǫ0
∑
ℓ∈L2,n
Z
′(ℓ;ǫ)
An
(u,x)
︸ ︷︷ ︸
small blocks
, (A.2)
where
Z
′(ℓ;ǫ)
An
(u,x) =
∑
j:sj∈Γn(ℓ;ǫ)
Z ′s,An(u,x).
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Let {Z˜ ′(ℓ;ǫ)An (u,x)}ℓ∈L1,n∪L2,n be independent random variables such that Z˜
′(ℓ;ǫ)
An
(u,x)
d
= Z
′(ℓ;ǫ)
An
(u,x).
Note that for distinct ℓ1 and ℓ2, d(Γn(ℓ1; ǫ),Γn(ℓ2; ǫ)) ≥ A2,n. Applying Corollary 2.7 in Yu
(1994) (Lemma C.2 in this paper) with m =
(
An
A1,n
)d
and β(Q) = β(A2,n;A
d
n), we have that
sup
t>0
∣∣∣∣∣∣P·|S
∣∣∣∣∣∣
∑
ℓ∈L1,n∪L2,n
Z
′(ℓ;ǫ0)
An
(u,x)
∣∣∣∣∣∣ > t
− P·|S
∣∣∣∣∣∣
∑
ℓ∈L1,n∪L2,n˜
Z
′(ℓ;ǫ0)
An
(u,x)
∣∣∣∣∣∣ > t
∣∣∣∣∣∣
≤ C
(
An
A1,n
)d
β(A2,n;A
d
n) PS − a.s.
sup
t>0
∣∣∣∣∣∣P·|S
∣∣∣∣∣∣
∑
ℓ∈L1,n
Z
′(ℓ;ǫ)
An
(u,x)
∣∣∣∣∣∣ > t
− P·|S
∣∣∣∣∣∣
∑
ℓ∈L1,n
Z˜
′(ℓ;ǫ)
An
(u,x)
∣∣∣∣∣∣ > t
∣∣∣∣∣∣
≤ C
(
An
A1,n
)d
β(A2,n;A
d
n) PS − a.s.
sup
t>0
∣∣∣∣∣∣P·|S
∣∣∣∣∣∣
∑
ℓ∈L2,n
Z
′(ℓ;ǫ)
An
(u,x)
∣∣∣∣∣∣ > t
− P·|S
∣∣∣∣∣∣
∑
ℓ∈L2,n
Z˜
′(ℓ;ǫ)
An
(u,x)
∣∣∣∣∣∣ > t
∣∣∣∣∣∣
≤ C
(
An
A1,n
)d
β(A2,n;A
d
n) PS − a.s.
Since AdnA
−d
1,nβ(A2,n;A
d
n)→ 0 as n→∞, these results implies that
∑
ℓ∈L1,n∪L2,n
Z
′(ℓ;ǫ0)
An
(u,x) = O
 ∑
ℓ∈L1,n∪L2,n
Z˜
′(ℓ;ǫ0)
An
(u,x)
 PS − a.s.
∑
ℓ∈L1,n
Z
′(ℓ;ǫ)
An
(u,x) = O
 ∑
ℓ∈L1,n
Z˜
′(ℓ;ǫ)
An
(u,x)
 PS − a.s.
∑
ℓ∈L2,n
Z
′(ℓ;ǫ)
An
(u,x) = O
 ∑
ℓ∈L2,n
Z˜
′(ℓ;ǫ)
An
(u,x)
 PS − a.s.
Now we show
sup
(u,x)∈B
∣∣∣ψ̂1(u,x)− E·|S[ψ̂1(u,x)]∣∣∣ = OP·|S (an) .
Cover the region B with N ≤ Ch−(d+p)a−(d+p)n balls Bn = {(u,x) ∈ Rd+p : ‖(u,x) −
(un,xn)‖∞ ≤ anh} and use (un,xn) to denote the mid point of Bn, where ‖x1 − x2‖∞ :=
max1≤j≤d |x1,j−x2,j|. In addition, let K∗(w,v) = C
∏d
k=1 K˜(wk)
∏p
j=1 I(|vj | ≤ 2C1) for (w,v) ∈
R
d+p, where K˜ satisfies Assumption 3.2 (KB1) with K˜∗(w,v) ≥ C0
∏d
k=1 I(|wk| ≤ 2C1)
∏p
j=1 I(|vj | ≤
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2C1). Note that for (u,x) ∈ Bn and sufficiently large n,∣∣∣∣∣K¯h
(
u− s
An
) p∏
ℓ=1
Kh
(
xℓ −Xℓs,An
)
− K¯h
(
un − s
An
) p∏
ℓ=1
Kh
(
xℓ,n −Xℓs,An
)∣∣∣∣∣
≤ anK∗h
(
un − s
An
,xn −Xs,An
)
with K∗h(v) = K
∗(v/h). For ℓ ∈ L1,n ∪ L2,n and ǫ ∈ {1, 2}d, define Z
′′(ℓ;ǫ)
An
(u,x) by replacing
K¯h
(
u− s
An
) p∏
ℓ2
Kh
(
xℓ2 −Xℓ2s,An
)
Wsj ,AnI(|Ws,An | ≤ τn)
with
K∗h
(
un − sj
An
,xn −Xsj ,An
)
|Wsj ,An |I(|Wsj ,An | ≤ τn)
in the definition of Z ′
sj ,An
(u,x) and define
ψ¯1(u,x) =
1
nhp+d
n∑
j=1
K∗h
(
un − sj
An
,xn −Xsj ,An
)
|Wsj ,An |I(|Wsj ,An | ≤ τn).
Note that ES
[
E·|S
[∣∣ψ¯1(u,x)∣∣]] ≤M <∞ for some sufficiently large M . Then we obtain
sup
(u,x)∈B
∣∣∣ψ̂1(u,x)− E·|S[ψ̂1(u,x)]∣∣∣
≤
∣∣∣ψ̂1(un,xn)−E·|S[ψ̂1(un,xn)]∣∣∣ + an (∣∣ψ¯1(un,xn)∣∣+ E·|S [∣∣ψ¯1(un,xn)∣∣])
≤
∣∣∣ψ̂1(un,xn)−E·|S[ψ̂1(un,xn)]∣∣∣ + ∣∣ψ¯1(un,xn)− E·|S[ψ¯1(un,xn)]∣∣+ 2Man
≤
∣∣∣∣∣∣
∑
ℓ∈L1,n∪L2,n
Z
′(ℓ;ǫ0)
An
(un,xn)
∣∣∣∣∣∣+
∑
ǫ6=ǫ0
∣∣∣∣∣∣
∑
ℓ∈L1,n
Z
′(ℓ;ǫ)
An
(un,xn)
∣∣∣∣∣∣+
∑
ǫ6=ǫ0
∣∣∣∣∣∣
∑
ℓ∈L2,n
Z
′(ℓ;ǫ)
An
(un,xn)
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∑
ℓ∈L1,n∪L2,n
Z
′′(ℓ;ǫ0)
An
(un,xn)
∣∣∣∣∣∣+
∑
ǫ6=ǫ0
∣∣∣∣∣∣
∑
ℓ∈L1,n
Z
′′(ℓ;ǫ)
An
(un,xn)
∣∣∣∣∣∣+
∑
ǫ6=ǫ0
∣∣∣∣∣∣
∑
ℓ∈L2,n
Z
′′(ℓ;ǫ)
An
(un,xn)
∣∣∣∣∣∣
+ 2Man.
Moreover, let {Z˜ ′′(ℓ;ǫ)An (u,x)}ℓ∈L1,n∪L2,n be independent random variables where Z˜
′′(ℓ;ǫ)
An
(u,x)
d
=
Z
′′(ℓ;ǫ)
An
(u,x). Then applying Corollary 2.7 in Yu (1994) to {Z˜ ′(ℓ;ǫ)An (u,x)}ℓ∈L1,n∪L2,n and
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{Z˜ ′′(ℓ;ǫ)An (u,x)}ℓ∈L1,n∪L2,n , we have that
P·|S
(
sup
(u,x)∈B
∣∣∣ψ̂1(u,x) −E·|S[ψ̂1(u,x)]∣∣∣ > 2d+1Man
)
≤ N max
1≤k≤N
P·|S
(
sup
(u,x)∈Bk
∣∣∣ψ̂1(u,x) −E·|S[ψ̂1(u,x)]∣∣∣ > 2d+1Man
)
≤
∑
ǫ∈{1,2}d
Q̂n(ǫ) +
∑
ǫ∈{1,2}d
Q¯n(ǫ) + 2
d+1N
(
An
A1,n
)d
β(A2,n;A
d
n),
where
Q̂n(ǫ0) = N max
1≤k≤N
P·|S
∣∣∣∣∣∣
∑
ℓ∈L1,n∪L2,n
Z˜
′(ℓ;ǫ0)
An
(uk,xk)
∣∣∣∣∣∣ > Mannhd+p
 ,
Q¯n(ǫ0) = N max
1≤k≤N
P·|S
∣∣∣∣∣∣
∑
ℓ∈L1,n∪L2,n
Z˜
′′(ℓ;ǫ0)
An
(uk,xk)
∣∣∣∣∣∣ > Mannhd+p
 ,
and for ǫ 6= ǫ0,
Q̂n(ǫ) = N max
1≤k≤N
P·|S
∣∣∣∣∣∣
∑
ℓ∈L1,n∪L2,n
Z˜
′(ℓ;ǫ)
An
(uk,xk)
∣∣∣∣∣∣ > Mannhd+p
 ,
Q¯n(ǫ) = N max
1≤k≤N
P·|S
∣∣∣∣∣∣
∑
ℓ∈L1,n∪L2,n
Z˜
′′(ℓ;ǫ)
An
(uk,xk)
∣∣∣∣∣∣ > Mannhd+p
 .
Since the proof is similar, we restrict our attention to Q̂n(ǫ), ǫ 6= ǫ0. Note that
P·|S
∣∣∣∣∣∣
∑
ℓ∈L1,n∪L2,n
Z˜
′(ℓ;ǫ)
An
(uk,xk)
∣∣∣∣∣∣ > Mannhd+p
 ≤ 2P·|S
 ∑
ℓ∈L1,n∪L2,n
Z˜
′(ℓ;ǫ)
An
(uk,xk) > Mannh
d+p

Since Z˜
′(ℓ;ǫ)
An
(uk,xk) are zero-mean random variables with
Z˜
′(ℓ;ǫ)
An
(uk,xk) ≤ CAd−11,n A2,n(log n)τn, PS − a.s. (from Lemma C.1)
E·|S
[(
Z˜
′(ℓ;ǫ)
An
(uk,xk)
)2] ≤ Chd+pAd−11,n A2,n(log n), PS − a.s., (A.3)
Lemma C.6 yields that
P·|S
 ∑
ℓ∈L1,n∪L2,n
Z˜
′(ℓ;ǫ)
An
(uk,xk) > Mannh
d+p

≤ exp
− Mnhp+d logn2(
An
A1,n
)d
Ad−11,n A2,nh
p+d(log n) +
M1/2n1/2h(p+d)/2(logn)1/2Ad−11,n A2,nτn
3
 .
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For (A.3), see Lemma B.1. Observe that
nhp+d log n(
An
A1,n
)d
Ad−11,n A2,nh
p+d(log n)
= nA−dn
(
A1,n
A2,n
)
≥ nA−dn = C0(log n)η0 ,
nhp+d log n
n1/2h(p+d)/2(log n)1/2Ad−11,n A2,nτn
=
n1/2h(d+p)/2(log n)1/2
Ad1,n
(
A2,n
A1,n
)
ρnn1/ζ
≥ C0nη/2.
Taking M > 0 sufficiently large, this shows the desired result. 
Remark A.2. Let η1 ∈ [0, 1), γ2, γA1 , γA2 ∈ (0, 1) with γA1 > γA2 . Define
Adn = n
1−η1 , nhp+d = nγ2 , A1,n = A
γA1
n , A2,n = A
γA2
n .
n1/2h(d+p)/2(log n)1/2
Ad1,n
(
A2,n
A1,n
)
ρnn1/ζ
≥ n
1/2h(d+p)/2(log n)1/2
Ad1,nρnn
1/ζ
=
nγ2/2(log n)1/2
ρnn
(1−η1)γA1+1/ζ
=
(log n)1/2
ρn
n
γ2
2
−(1−η1)γA1−
1
ζ
For n
γ2
2
−(1−η1)γA1−
1
ζ & nη for some η > 0, we need
(1− η1)γA1 +
1
ζ
<
γ2
2
. (A.4)
Remark A.3. Assume that Xs,An satisfies Conditions (Ma1) and (Ma2) in Assumption 5.1.
Observe that
Z
(ℓ;ǫ)
An
(u,x) = Z
(ℓ;ǫ)
1,An
(u,x : A2,n) + Z
(ℓ;ǫ)
2,An
(u,x : A2,n)
=
∑
j:sj∈Γn(ℓ;ǫ)∩Rn
Z1,sj ,An(u,x : A2,n) +
∑
j:sj∈Γn(ℓ;ǫ)∩Rn
Z2,sj ,An(u,x : A2,n),
where
Z1,sj ,An(u,x : A2,n)
= K¯h
(
u− s
An
){ p∏
ℓ=1
Kh
(
xℓ −Xℓsj ,An:A2,n
)
Ws,An −E·|S
[
p∏
ℓ=1
Kh
(
xℓ −Xℓsj ,An:A2,n
)
Ws,An
]}
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and Z2,sj ,An(u,x : A2,n) = Z¯sj ,An(u,x)− Z1,sj ,An(u,x : A2,n). Note that
|E·|S
[
Z2,sj ,An(u,x : A2,n)
] |
≤ 2K¯h
(
u− sj
An
)
E·|S
[∣∣∣∣∣
p∏
ℓ=1
Kh
(
xℓ −Xℓsj ,An:A2,n
)
−
p∏
ℓ=1
Kh
(
xℓ −Xℓs,An
)∣∣∣∣∣ |Wsj ,An |
]
≤ 2C
p∑
ℓ=1
E·|S
[∣∣∣Kh (xℓ −Xℓsj ,An:A2,n)−Kh (xℓ −Xℓs,An)∣∣∣ |Wsj ,An |]
≤ 2CpE·|S
[
max
1≤ℓ≤p
∣∣∣∣∣X
ℓ
s,An
−Xℓ
sj ,An:A2,n
h
∣∣∣∣∣ |Wsj ,An |
]
=
2Cp
h
E·|S
[
max
1≤ℓ≤p
∣∣ǫsj ,An:A2,n∣∣ |Wsj ,An |]
≤ 2Cp
h
E·|S
[
max
1≤ℓ≤p
∣∣ǫsj ,An:A2,n∣∣ ζζ−1 ]1−1/ζ E·|S [|Wsj ,An |ζ]1/ζ
≤ 2Cp
1+1/q
h
max
1≤ℓ≤p
E·|S
[∣∣ǫsj ,An:A2,n∣∣ qζζ−1 ] ζ−1qζ ≤ 2Cp1+1/qh−1γǫ(A2,n).
Here, we used Lipschitz continuity ofK in the third inequality and Lemma 2.2.2 in van der Vaart and Wellner
(1996) in the fifth inequality. Applying Markov’s inequality and Lemma C.1, this yields that
P·|S
∣∣∣∣∣∣
∑
ℓ∈L1,n∪L2,n
Z
(ℓ;ǫ)
2,An
(u,x : A2,n)
∣∣∣∣∣∣ >
√
n1−η2hd+p

≤
∑
ℓ∈L1,n∪L2,n
∑
j:sj∈Γn(ℓ;ǫ)∩Rn
E·|S
[∣∣Z2,sj ,An(u,x : A2,n)∣∣]√
n1−η2hd+p
≤ C (An/A1,n)
dAd1,n(nA
−d
n + log n)γǫ(A2,n)
n
1−η2
2 h
p+d
2
+1
→ 0 as n→∞. (A.5)
Define Z
′(ℓ;ǫ)
1,An
(u,x) by replacing Xℓ
sj ,An
in definition of Z
′(ℓ;ǫ)
An
(u,x) with Xsj ,An:A2,n and define
Z
′(ℓ;ǫ)
2,An
(u,x) = Z
′(ℓ;ǫ)
An
(u,x)− Z ′(ℓ;ǫ)1,An (u,x). Observe that
P·|S
∣∣∣∣∣∣
∑
ℓ∈L1,n∪L2,n
Z
′(ℓ;ǫ)
An
(u,x)
∣∣∣∣∣∣ > t

= P·|S

∣∣∣∣∣∣
∑
ℓ∈L1,n∪L2,n
Z
′(ℓ;ǫ)
An
(u,x)
∣∣∣∣∣∣ > t
 ∩

∣∣∣∣∣∣
∑
ℓ∈L1,n∪L2,n
Z
′(ℓ;ǫ)
2,An
(u,x)
∣∣∣∣∣∣ > t0


+ P·|S

∣∣∣∣∣∣
∑
ℓ∈L1,n∪L2,n
Z
′(ℓ;ǫ)
1,An
(u,x) +
∑
ℓ∈L1,n∪L2,n
Z
′(ℓ;ǫ)
2,An
(u,x)
∣∣∣∣∣∣ > t
 ∩

∣∣∣∣∣∣
∑
ℓ∈L1,n∪L2,n
Z
′(ℓ;ǫ)
2,An
(u,x)
∣∣∣∣∣∣ ≤ t0


≤ P·|S
∣∣∣∣∣∣
∑
ℓ∈L1,n∪L2,n
Z
′(ℓ;ǫ)
2,An
(u,x)
∣∣∣∣∣∣ > t0
+ P·|S
∣∣∣∣∣∣
∑
ℓ∈L1,n∪L2,n
Z
′(ℓ;ǫ)
1,An
(u,x)
∣∣∣∣∣∣ > t− t0

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Set t = Mannh
d+p and t0 =
√
n1−η2hd+p .
√
nhd+p. Let β˜(a; b) be the β-mixing coefficients of
Xs,An:A2,n . Applying (A.5) and Lemma C.2 (Corollary 2.7 in Yu (1994)), we have that
P·|S
∣∣∣∣∣∣
∑
ℓ∈L1,n∪L2,n
Z
′(ℓ;ǫ)
An
(u,x)
∣∣∣∣∣∣ > Mannhd+p

≤ P·|S
∣∣∣∣∣∣
∑
ℓ∈L1,n∪L2,n
Z
′(ℓ;ǫ)
1,An
(u,x)
∣∣∣∣∣∣ > 2Mannhd+p
+ o(1)
≤ P·|S
∣∣∣∣∣∣
∑
ℓ∈L1,n∪L2,n
Z˜
′(ℓ;ǫ)
1,An
(u,x)
∣∣∣∣∣∣ > 2Mannhd+p
+ ( An
A1,n
)d
β˜(A2,n;A
d
n)︸ ︷︷ ︸
=0
+o(1),
where {Z˜ ′(ℓ;ǫ)1,An (u,x)} are independent random variables with Z˜
′(ℓ;ǫ)
1,An
(u,x)
d
= Z
′(ℓ;ǫ)
1,An
(u,x). This
implies that under (Ma1) and (Ma2), we can replace Xs,An with Xs,An:A2,n in our analysis.
Proof of Theorem 3.1. Observe that
m̂(u,x)−m(u,x) = 1
f̂(u,x)
(
ĝ1(u,x) + ĝ2(u,x)−m(u,x)f̂(u,x))
)
,
where
f̂(u,x) =
1
nhd+p
n∑
j=1
K¯h
(
u− sj
An
) p∏
ℓ=1
Kh
(
xℓ −Xℓsj ,An
)
,
ĝ1(u,x) =
1
nhd+p
n∑
j=1
K¯h
(
u− sj
An
) p∏
ℓ=1
Kh
(
xℓ −Xℓsj ,An
)
ǫsj ,An ,
ĝ2(u,x) =
1
nhd+p
n∑
j=1
K¯h
(
u− sj
An
) p∏
ℓ=1
Kh
(
xℓ −Xℓsj ,An
)
m
(
sj
An
,Xsj ,An
)
.
(Step1) First we give a sketch of the proof. In Steps and 2, we show the following four results:
(i) supu∈[−1/2,1/2]d,x∈Sc |ĝ1(u,x)| = OP·|S
(√
(log n)/nhp+d
)
, PS-a.s.
(ii)
sup
u∈[−1/2,1/2]d,x∈Sc
∣∣∣ĝ2(u,x)−m(u,x)f̂(u,x)) − E·|S [ĝ2(u,x)−m(u,x)f̂(u,x))]∣∣∣
= OP·|S
(√
(log n)/nhp+d
)
, PS − a.s.
(iii) Let κ2 =
∫
R
x2K(x)dx.
sup
u∈Ih,x∈Sc
∣∣∣E·|S [ĝ2(u,x)−m(u,x)f̂(u,x))]∣∣∣
= h2
κ2
2
fS(u)
(
d∑
i=1
2∂im(u,x)∂if(u,x) +
d+p∑
k=1
∂2iim(u,x)f(u,x)
)
+O
(
1
Arnh
p
)
+ o(h2), PS − a.s.
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(iv) supu∈Ih,x∈Sc
∣∣∣f̂(u,x)− f(u,x)∣∣∣ = oP·|S(1), PS-a.s.
(i) can be shown by applying Proposition 3.1 with Wsj ,An = ǫsj ,A. (ii) can be shown by applying
Proposition 3.1 to ĝ2(u,x) − m(u,x)f̂(u,x)). For the proof of (iv), we decompose f̂(u,x) −
f(u,x) into a variance part f̂(u,x) − E·|S[f̂(u,x)] and a bias part E·|S[f̂(u,x)] − f(u,x).
Applying Proposition 3.1 with Wsj ,An = 1, we have that the variance part is oP·|S(1) uniformly
in u and x ∈ Sc. The bias part can be evaluated by similar arguments used to prove (iii).
Combining the results (i), (ii) and (iii), we have that
sup
u∈Ih,x∈Sc
|m̂(u,x)−m(u,x)|
≤ 1
infu∈Ih,x∈Sc f̂(u,x)
(
sup
u∈Ih,x∈Sc
|ĝ1(u,x)|+ sup
u∈Ih,x∈Sc
∣∣∣ĝ2(u,x)−m(u,x)f̂(u,x)∣∣∣
)
=
1
infu∈Ih,x∈Sc f̂(u,x)
OP·|S
(
log n
nhp+d
+
1
Arnh
p
+ h2
)
.
The result (iv) and infu∈[−1/2,1/2]d,x∈Sc f(u,x) > 0 imply that 1/ infu∈Ih,x∈Sc f̂(u,x) = OP·|S (1).
Therefore, we complete the proof.
(Step2) In this step, we show (iii). Let K0 : R → R be a Lipschitz continuous function with
support [−qC1, qC1] for some q > 1. Assume that K0(x) = 1 for all x ∈ [−C1, C1] and write
K0,h(x) = K0(x/h). Observe that
E·|S
[
ĝ2(u,x)−m(u,x)f̂(u,x))
]
=
4∑
i=1
Qi(u,x),
where
Qi(u,x) =
1
nhd+p
n∑
j=1
K¯h
(
u− sj
An
)
qi(u,x)
and
q1(u,x) = E·|S
[
p∏
ℓ=1
K0,h(xℓ −Xℓsj ,An)
{
p∏
ℓ=1
Kh(xℓ −Xℓsj ,An)−
p∏
ℓ=1
Kh
(
xℓ −Xℓsj
An
(sj)
)}
×
{
m
(
sj
An
,Xsj ,An
)
−m(u,x)
}]
,
q2(u,x) = E·|S
[
p∏
ℓ=1
K0,h(xℓ −Xℓsj ,An)
p∏
ℓ=1
Kh
(
xℓ −Xℓsj
An
(sj)
){
m
(
sj
An
,Xsj ,An
)
−m
(
sj
An
,X sj
An
(sj)
)}]
,
q3(u,x) = E·|S
[{
p∏
ℓ=1
K0,h(xℓ −Xℓsj ,An)−
p∏
ℓ=1
K0,h
(
xℓ −Xℓsj
An
(sj)
)} p∏
ℓ=1
Kh
(
xℓ −Xℓsj
An
(sj)
)
×
{
m
(
sj
An
,X sj
An
(sj)
)
−m(u,x)
}]
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q4(u,x) = E·|S
[
p∏
ℓ=1
Kh
(
xℓ −Xℓsj
An
(sj)
){
m
(
sj
An
,X sj
An
(sj)
)
−m(u,x)
}]
.
We first consider Q1(u,x). Since the kernel K is bounded, we can use the telescoping argument
to get that∣∣∣∣∣
p∏
ℓ=1
Kh(xℓ −Xℓsj ,An)−
p∏
ℓ=1
Kh
(
xℓ −Xℓsj
An
(sj)
)∣∣∣∣∣ ≤ C
p∑
ℓ=1
∣∣∣∣Kh(xℓ −Xℓsj ,An)−Kh (xℓ −Xℓsj
An
(sj)
)∣∣∣∣ .
Once again using the boundedness of K, we can find a constant C <∞ such that∣∣∣∣Kh(xℓ −Xℓsj ,An)−Kh (xℓ −Xℓsj
An
(sj)
)∣∣∣∣ ≤ ∣∣∣∣Kh(xℓ −Xℓsj ,An)−Kh(xℓ −Xℓsj
An
(sj)
)∣∣∣∣r ,
where r = min{ρ, 1}. Therefore,∣∣∣∣∣
p∏
ℓ=1
Kh(xℓ −Xℓsj ,An)−
p∏
ℓ=1
Kh
(
xℓ −Xℓsj
An
(sj)
)∣∣∣∣∣ ≤ C
p∑
ℓ=1
∣∣∣∣Kh(xℓ −Xℓsj ,An)−Kh (xℓ −Xℓsj
An
(sj)
)∣∣∣∣r .
Applying this inequality, we have that
Q1(u,x) ≤ C
nhd+p
n∑
j=1
K¯h
(
u− sj
An
)
E·|S
[
p∑
ℓ=1
∣∣∣∣Kh(xℓ −Xℓsj ,An)−Kh(xℓ −Xℓsj
An
(sj)
)∣∣∣∣r
×
p∏
ℓ=1
K0,h(xℓ −Xℓsj ,An)
∣∣∣∣m( sjAn ,Xsj ,An
)
−m(u,x)
∣∣∣∣
]
.
Note that
p∏
ℓ=1
K0,h(xℓ −Xℓsj ,An)
∣∣∣∣m( sjAn ,Xsj ,An
)
−m(u,x)
∣∣∣∣ ≤ Ch.
Since K is Lipschitz,
∣∣∣∣Xℓsj ,An −Xℓsj
An
(sj)
∣∣∣∣ ≤ CAnUsj ,An(sj/An) and the variable Usj ,An(sj/An)
have finite r-th moment, we can find that
Q1(u,x)
≤ C
nhd+p−1
n∑
j=1
K¯h
(
u− sj
An
)
E·|S
[
p∑
ℓ=1
∣∣∣∣Kh(xℓ −Xℓsj ,An)−Kh(xℓ −Xℓsj
An
(sj)
)∣∣∣∣r
]
≤ C
nhd+p−1
n∑
j=1
K¯h
(
u− sj
An
)
E·|S
[
p∑
k=1
∣∣∣∣ 1AnhUsj ,An
(
sj
An
)∣∣∣∣r
]
≤ C
Arnh
p−1+r
(from Lemma C.3)
uniformly in u and x. Using the similar arguments, we can also show that
sup
u∈Ih,x∈Sc
|Q2(u,x)| ≤ C
Arnh
p
, sup
u∈Ih,x∈Sc
|Q3(u,x)| ≤ C
Arnh
p−1+r
.
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Finally, applying Lemmas C.4 and C.5 and using the assumptions on the smoothness of m and
f , we have that
Q4(u,x) = h
2κ2
2
fS(u)
(
d∑
i=1
2∂im(u,x)∂if(u,x) +
d+p∑
k=1
∂2iim(u,x)f(u,x)
)
+ o(h2)
uniformly in u and x. Combining the results on Qi(u,x), 1 ≤ i ≤ 4 yields (iii). 
Remark A.4. Let h ∼ n1/(4+d+p) and Adn = n
1−η1
(log n)η2 for some η1 ∈ [0, 1) and η2 ≥ 1.
1
Arnh
p
. h2 ⇔ 1 . Arnhp+2 = n
r(1−η1)
d
− p+2
4+d+p (log n)
rη2
d ⇐ 1− η1 ≥ d(p + 2)
r(4 + d+ p)
.
If r = 1 and d = 2,
1− η1 ≥ d(p+ 2)
r(4 + d+ p)
⇔ 2− p
p+ 6
≥ η1. (A.6)
(A.6) is satisfied for p = 1 with 0 ≤ η1 < 1/7 and p = 2 with η1 = 0. If r = 1 and d = 1 (time
series case), η1 ≤ 3p+5 .
Proof of Theorem 3.2. Observe that
√
nhp+d(m̂(u,x) −m(u,x)) =
√
nhp+d
f̂(u,x)
(
ĝ1(u,x) + ĝ2(u,x)−m(u,x)f̂(u,x))
)
.
Define
B(u,x) =
√
nhp+d
(
ĝ2(u,x)−m(u,x)f̂(u,x))
)
,
V (u,x) =
√
nhp+dĝ1(u,x).
B(u,x) converge in P·|S-probability to Bu,x defined in Theorem 3.2. This follows from (iii) in
the proof of Theorem 3.1 and the fact that B(u,x)−E·|S[B(u,x)] = oP·|S . To prove the latter,
it is sufficient to prove Var·|S(B(u,x)) = o(1), PS-a.s., which can be show by similar argument
used in the proof Lemma B.2. Using the i.i.d. assumption on {ǫj}, K¯(u) =
∏d
ℓ=1K(uℓ) and
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Lemma C.4, the asymptotic variance in (A.7) can be computed as follows:
Var·|S (V (u,x))
= Var·|S
 1√
nhd+p
n∑
j=1
K¯h
(
u− sj
An
) p∏
ℓ=1
Kh
(
xℓ −Xℓsj ,An
)
ǫsj ,An

=
1
nhd+p
n∑
j=1
K¯2h
(
u− sj
An
)∫
Rp
p∏
ℓ=1
Kh (xℓ − wℓ)E·|S
[
ǫ2sj ,An |Xsj ,An = w
]
fXsj,An (w)dw
=
1
nhd
n∑
j=1
K¯2h
(
u− sj
An
)∫
Rp
p∏
ℓ=1
K (ϕℓ)σ
2
(
sj
An
,x− hϕ
)
fXsj,An (x− hϕ)dϕ
=
1
nhd
n∑
j=1
K¯2h
(
u− sj
An
)(
κp0σ
2
(
sj
An
,x
)
f
(
sj
An
,x
))
+ o(1)
= κd+p0 fS(u)σ
2 (u,x) f (u,x) + o(1) PS − a.s.
Moreover, V (u,x) is asymptotically normal. In particular,
V (u,x)
d→ N(0, κd+p0 fS(u)σ2(u,x)f(u,x)). (A.7)
We can show (A.7) by a blocking argument. First we decompose V (u,x) into some big-blocks
and small-blocks as in (A.2). We can neglect the small blocks and use the mixing conditions to
replace the big blocks by independent random variables. This allows us to apply a Lyapounov’s
condition for the central limit theorem for sum of independent random variables to get the result.
We omit the details, as the proof is similar to that of Theorem 3.1 in Lahiri (2003b) under the
standard strictly stationary mixing settings for random fields. 
A.2. Proofs for Section 4.
Proof of Theorems 4.1 and 4.2. Since we can prove the desired result by applying almost the
same strategy in the proof of Theorems 5.1 and 5.2 in Vogt (2012), we omit the proof. We note
that it suffice to check conditions (A1)-(A6), (A8) and (A9) in Mammen et al. (1999) to obtain
the desired results. We can check those conditions by applying almost the same argument in
the proof of Theorems 5.1 and 5.2 in Vogt (2012), Proposition 3.1, Theorems 3.1, 3.2, Lemmas
B.3-B.6 in this paper. 
Appendix B. Auxiliary lemmas
Define
Z¯s,An(u,x) = K¯h
(
u− s
An
)
p∏
ℓ2=1
Kh
(
xℓ2 −Xℓ2s,An
)
Ws,An − E·|S
 p∏
ℓ2=1
Kh
(
xℓ2 −Xℓ2s,An
)
Ws,An
 ,
(B.1)
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ZAn(u,x) =
n∑
j=1
Z¯sj ,An(u,x)
=
∑
ℓ∈L1,n∪L2,n
Z
(ℓ;ǫ0)
An
(u,x) +
∑
ǫ6=ǫ0
∑
ℓ∈L1,n
Z
(ℓ;ǫ)
An
(u,x) +
∑
ǫ6=ǫ0
∑
ℓ∈L2,n
Z
(ℓ;ǫ)
An
(u,x),
where
Z
(ℓ;ǫ)
An
(u,x) =
∑
j:sj∈Γn(ℓ;ǫ)∩Rn
Z¯sj ,An(u,x).
Lemma B.1. Under Assumptions 2.1, 3.2, 3.3 and 3.4,
E·|S
[(
Z
(ℓ;ǫ)
An
(u,x)
)2] ≤ CAd−11,n A2,n(nA−dn + log n)hp+d PS − a.s.
Proof. Observe that
E·|S
[(
Z
(ℓ;ǫ)
An
(u,x)
)2]
=
∑
j:sj∈Γn(ℓ;ǫ)∩Rn
E·|S
[
Z¯2sj ,An(u,x)
]
+
∑
j1 6=j2:sj1 ,sj2∈Γn(ℓ;ǫ)∩Rn
E·|S
[
Z¯sj1 ,An(u,x)Z¯sj2 ,An(u,x)
]
.
Note that
E·|S
[
Z¯2sj ,An(u,x)
]
= K¯2h
(
u− sj
An
)E·|S
 p∏
ℓ2=1
K2h
(
xℓ2 −Xℓ2sj ,An
)
W 2sj ,An
−
E·|S
 p∏
ℓ2=1
Kh
(
xℓ2 −Xℓ2sj ,An
)
Wsj ,An
2
≤ K¯2h
(
u− sj
An
)E·|S
 p∏
ℓ2=1
K2h
(
xℓ2 −Xℓ2sj ,An
)
W 2sj ,An
+
E·|S
 p∏
ℓ2=1
Kh
(
xℓ2 −Xℓ2sj ,An
) ∣∣Wsj ,An∣∣
2 .
Observe that
E·|S
 p∏
ℓ2=1
Kh
(
xℓ2 −Xℓ2s,An
)
|Ws,An |

=
∫
Rp
p∏
ℓ2=1
Kh
(
xℓ2 −Xℓ2s,An
)
E·|S [|Ws,An | |Xs,An = w] fXs,An (w)dw
= hp
∫
Rp
p∏
ℓ2=1
Kh (ϕℓ2)E·|S [|Ws,An | |Xs,An = x− hϕℓ2 ] fXs,An (x− hϕℓ2)dϕ
≤ C‖K‖p∞hp,
32 D. KURISU
where ‖K‖∞ = supx∈R |K(x)|. Likewise,
E·|S
 p∏
ℓ2=1
K2h
(
xℓ2 −Xℓ2sj ,An
)
W 2sj ,An
 ≤ C‖K‖2p∞hp.
Then
E·|S
[
Z¯2sj ,An(u,x)
]
≤ C(hp + h2p)‖K‖2p∞K¯2h
(
u− sj
An
)
≤ Chp‖K‖2p∞K¯2h
(
u− sj
An
)
PS − a.s. (B.2)
Likewise,∣∣∣E·|S [Z¯sj1 ,An(u,x)Z¯sj2 ,An(u,x)]∣∣∣ ≤ Ch2p‖K‖2p∞K¯h (u− sj1An
)
K¯h
(
u− sj2
An
)
PS − a.s. (B.3)
Then Lemmas C.3 and C.1 imply that∑
j:sj∈Γn(ℓ;ǫ)∩Rn
K¯2h
(
u− sj
An
)
≤ C
∑
j:sj∈Γn(ℓ;ǫ)∩Rn
K¯h
(
u− sj
An
)
≤ Chd[[{j : sj ∈ Γn(ℓ; ǫ) ∩Rn}]]
≤ ChdAd−11,n A2,n(nA−d + log n), PS − a.s.,∑
j1 6=j2:sj1 ,sj2∈Γn(ℓ;ǫ)∩Rn
K¯h
(
u− sj1
An
)
K¯h
(
u− sj2
An
)
≤
 ∑
j:sj∈Γn(ℓ;ǫ)∩Rn
K¯h
(
u− sj
An
)2 ≤ Ch2d[[{j : sj ∈ Γn(ℓ; ǫ) ∩Rn}]]2
≤ Ch2dA2(d−1)1,n A22,n(nA−d + log n)2, PS − a.s.
Since Ad−11,n A2,n(nA
−d
n + log n)h
p+d ≤ Ad1,n(nA−dn + log n)hp+d = o(1), (B.2) and (B.3) yield that
E·|S
[(
Z
(ℓ;ǫ)
An
(u,x)
)2] ≤ C {Ad−11,n A2,n(nA−dn + log n)hp+d +A2(d−1)1,n A22,n(n2A−2dn + log2 n)h2(p+d)}
≤ CAd−11,n A2,n(nA−dn + log n)hp+d, PS − a.s.

Remark B.1. As we defined in Remark A.2, consider
Adn = n
1−η1 , nhp+d = nγ2 , A1,n = A
γA1
n , A2,n = A
γA2
n
Note that
Ad−11,n A2,nA
−d
n nh
d+p ≤ Ad1,nA−dn nhd+p = n−(1−η1)(1−γA1 )+γ2 .
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For Ad1,nA
−d
n nh
d+p . n−c for some c > 0, we need
γ2 < (1− η1)(1− γA1). (B.4)
Note that
Ad−11,n A2,nh
d+p = n−1Ad−11,n A2,nnh
p+d ≤ n−1Ad1,nnhp+d = n(1−η1)γA1+γ2−1.
For Ad1,nh
d+p = o((log n)−1), we need
(1− η1)γA1 + γ2 < 1. (B.5)
(B.5) and (B.4) implies that
γ2 < min{1 − (1− η1)γA1 , (1− η1)(1− γA1)} = (1− η1)(1 − γA1). (B.6)
(A.4) and (B.6) imply that 2(1− η1)γA1 + 2ζ < γ2 < (1− η1)(1− γA1). For this, we need
2(1− η1)γA1 +
2
ζ
< (1− η1)(1 − γA1)⇔
2
ζ
< (1− η1)(1− 3γA1).
Lemma B.2. Under Assumptions 2.1, 3.2, 3.5 and 3.6,
1
nhd+p
Var·|S
 ∑
ℓ∈L1,n
Z
(ℓ;ǫ)
An
(u,x)
 = o(1), PS − a.s. (B.7)
1
nhd+p
Var·|S
 ∑
ℓ∈L2,n
Z
(ℓ;ǫ)
An
(u,x)
 = o(1), PS − a.s. (B.8)
Proof. Since the proof is similar, we only show (B.7). Note that
1
nhd+p
Var·|S
 ∑
ℓ∈L1,n
Z
(ℓ;ǫ)
An
(u,x)
 = 1
nhd+p
∑
ℓ∈L1,n
E·|S
[(
Z
(ℓ;ǫ)
An
(u,x)
)2]
+
1
nhd+p
∑
ℓ1,ℓ2∈L1,n,ℓ1 6=ℓ2
E·|S
[
Z
(ℓ1;ǫ)
An
(u,x)Z
(ℓ2;ǫ)
An
(u,x)
]
=: I1 + I2.
As a result of Lemma B.1,
I1 ≤ Cn−1h−(p+d)
(
An
A1,n
)d
Ad−11,n A2,n(nA
−d
n + log n)h
p+d = C
A2,n
A1,n
(log n) = o(1).
Applying Theorem 1.1 in Rio (2013), we have that
E·|S
[
Z
(ℓ1;ǫ)
An
(u,x)Z
(ℓ2;ǫ)
An
(u,x)
]
≤ E·|S
[∣∣∣Z(ℓ1;ǫ)An (u,x)∣∣∣3]1/3E·|S [∣∣∣Z(ℓ2;ǫ)An (u,x)∣∣∣3]1/3 β1/31 (d(ℓ1, ℓ2)A2,n)g1/3(Ad1,n),
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where d(ℓ1, ℓ2) = min1≤j≤d |ℓj1 − ℓj2|. A similar argument to show (B.2) and (B.3) yield that
E·|S
[∣∣∣Z(ℓ1;ǫ)An (u,x)∣∣∣3] ≤ CAd−11,n A2,n(nA−dn + log n)h(p+d).
Therefore, similar argument in the proof of Theorem 3.1 in Lahiri (2003b) yields
I2 ≤ C
(Ad−11,n A2,n(nA
−d
n + log n)h
p+d)2/3
nhd+p
∑
ℓ1,ℓ2∈L1,n,ℓ1 6=ℓ2
β
1/3
1 ((|ℓ1 − ℓ2| − d)+A3,n +A2,n)g1/3(Ad1,n)
≤ C
{(
1
nhp+d
)1/3(A1,n
An
)2d/3(A2,n
A1,n
)2/3
+
A
(d−1)/3
1,n A
1/3
2,n (log n)
1/3
nh(p+d)/3
}
× g1/3(Ad1,n)
β1/31 (A2,n) +
An/A1,n∑
k=1
kd−1β
1/3
1 (kA3,n +A2,n)
 = o(1)
where |ℓ1 − ℓ2| =
∑d
j=1 |ℓ1,j − ℓ2,j|. 
Lemma B.3. Define n0 = E·|S[n[0,1]d ]. Suppose Assumptions 2.1, 3.1, 3.2, 3.3 and 4.1 hold.
Then uniformly for u ∈ Ih,
n0
n
= P (Xu(0) ∈ [0, 1]p) +O
(
A
− dρ
1+ρ
n
)
+ o(h) PS − a.s. (B.9)
and
n[0,1]d − n0
n0
= OP·|S
(√
log n
nhd
)
PS − a.s. (B.10)
Proof. (Step1) In this step, we show (B.9) Define Us,An = Us,An(s/An). Recall that ‖Xs,An −
X s
An
(s)‖ ≤ 1AnUs,An almost surely with E[U
ρ
s,An
] < C ≤ ∞ for some ρ > 0. Observe that for
sufficiently large C <∞,
E[I(Xs,An ∈ [0, 1]d)] = E[I(Xs,An ∈ [0, 1]d, ‖Xs,An −X sAn (s/An)‖ ≤ A
−1
n Us,An)]≥ E[I(X sAn (s) ∈ [CA−1n Us,An , 1− CA−1n Us,An ]d)]≤ E[I(X s
An
(s) ∈ [−CA−1n Us,An , 1 + CA−1n Us,An ]d)].
Define
BL =
1
n
n∑
j=1
K¯h
(
u,
sj
An
)
E·|S
[
I(X sj
An
(sj) ∈ [CA−1n Usj ,An , 1 −CA−1n Usj ,An ]d)
]
,
BU =
1
n
n∑
j=1
K¯h
(
u,
sj
An
)
E·|S
[
I(X sj
An
(sj) ∈ [−CA−1n Us,An , 1 + CA−1n Usj ,An ]d)
]
.
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From the definitions of BL and BU , BL ≤ n0n ≤ BU . Let q ∈ (0, 1) and write BU = BU,1 +BU,2,
where
BU,1 =
1
n
n∑
j=1
K¯h
(
u,
sj
An
)
E·|S
[
I(X sj
An
(sj) ∈ [−CA−1n Usj ,An , 1 + CA−1n Usj ,An ]d, Usj ,An ≤ Aqn)
]
and BU,2 = BU −BU,1. Applying Lemma C.5, we have that
BU,1 ≤ 1
n
n∑
j=1
K¯h
(
u,
sj
An
)
E·|S
[
I(X sj
An
(s) ∈ [−CAq−1n , 1 + CAq−1n ]d)
]
=
∫
Rp
I(x ∈ [−CAq−1n , 1 + CAq−1n ]d)
1
n
n∑
j=1
K¯h
(
u,
sj
An
)
f
(
sj
An
,x
)
dx
= fS(u)
∫
Rp
I(x ∈ [−CAq−1n , 1 + CAq−1n ]d)f (u,x) dx+ o(h)
= fS(u)
∫
Rp
I(x ∈ [−CAq−1n , 1 + CAq−1n ]d)f (u,x) dx+O(A−d(1−q)n ) + o(h), PS − a.s.
uniformly over Ih. Moreover, applying Lemma C.5, we also have that
BU,2 ≤ 1
n
n∑
j=1
K¯h
(
u,
sj
An
)
E·|S
[
I(Usj ,An > A
q
n)
]
≤ 1
n
n∑
j=1
K¯h
(
u,
sj
An
)
E·|S
[
(Usj ,An/A
q
n)
ρ
] ≤ C
Aqρn
PS − a.s.
Set q = 1/(1 + ρ). Then we have that
BU ≤ P (Xu(0)) +O(A
− dρ
1+ρ
n ) + o(h) (B.11)
uniformly over Ih, PS-a.s. Likewise,
BU ≥ P (Xu(0)) −O(A
− dρ
1+ρ
n )− o(h) (B.12)
uniformly over Ih, PS-a.s. (B.11) and (B.12) yields (B.9).
(Step2) Now we show (B.10). Applying Proposition 3.1 and (B.9), we have that
n[0,1]d − n0
n0
=
n
n0
× n[0,1]d − n0
T
= O(1)︸ ︷︷ ︸
(B.9)
×OP·|S
(√
log n
nhd
)
︸ ︷︷ ︸
Proposition 3.1
= OP·|S
(√
log n
nhd
)
.

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Lemma B.4. Let κ0(w) =
∫
R
Kh(w, v)dv. Suppose Assumptions 2.1, 3.1, 3.2, 3.3 and 4.1 hold.
Then
sup
u∈Ih,xℓ∈Ih,0
|p̂ℓ(u, xℓ)− pℓ(u, xℓ)| = OP·|S
(√
log n
nhd+1
)
+O
(
1
Arnh
p+r
)
+ o(h),
sup
u∈Ih,xℓ∈[0,1]
|p̂ℓ(u, xℓ)− κ0(xℓ)pℓ(u, xℓ)| = OP·|S
(√
log n
nhd+1
)
+O
(
1
Arnh
p+r
)
+O(h),
sup
u∈Ih,xℓ,xk∈Ih,0
|p̂ℓ(u, xℓ, xk)− pℓ(u, xℓ, xk)| = OP·|S
(√
log n
nhd+2
)
+O
(
1
Arnh
p+r
)
+ o(h),
sup
u∈Ih,xℓ,xk∈[0,1]
|p̂ℓ(u, xℓ, xk)− κ0(xℓ)κ0(xk)pℓ(u, xℓ, xk)| = OP·|S
(√
log n
nhd+2
)
+O
(
1
Arnh
p+r
)
+O(h)
Proof. Since the proof is similar, we only give the proof for p̂ℓ(u, xℓ). Define
pˇℓ(u, xℓ) =
1
n0
n∑
j=1
I(Xsj ,An ∈ [0, 1]d)K¯h
(
u,
sj
An
)
Kh(xℓ,X
ℓ
sj ,An).
Applying Lemma B.3, we have that
p̂ℓ(u, xℓ) =
(
1 +
n[0,1]d − n0
n0
)−1
pˇℓ(u, xℓ)
=
(
1− n[0,1]d − n0
n0
+OP·|S
((
n[0,1]d − n0
n0
)2))
pˇℓ(u, xℓ)
= pˇℓ(u, xℓ) +OP·|S
(√
log n
nhd
)
uniformly for u ∈ Ih and xℓ ∈ [0, 1]. Applying similar argument in the proof of Theorem 3.1 to
pˇℓ(u, xℓ), we obtain the desired result. 
Decompose m̂ℓ(u,xℓ) = m̂1,ℓ(u,xℓ) + m̂1,ℓ(u,xℓ), where
m̂1,ℓ(u,xℓ) =
1
p̂ℓ(u, xℓ)n[0,1]d
n∑
j=1
I(Xsj ,An ∈ [0, 1]d)K¯h
(
u,
sj
An
)
Kh(xℓ,X
ℓ
sj ,An)ǫsj ,An ,
m̂2,ℓ(u,xℓ) =
1
p̂ℓ(u, xℓ)n[0,1]d
n∑
j=1
I(Xsj ,An ∈ [0, 1]d)K¯h
(
u,
sj
An
)
Kh(xℓ,X
ℓ
sj ,An)
×
(
m0
(
sj
An
)
+
p∑
k=1
mk
(
sj
An
,Xksj ,An
))
.
Lemma B.5. Suppose Assumptions 2.1, 3.1, 3.2, 3.3 and 4.1 hold. Then
sup
u,xℓ
|m̂1,ℓ(u,xℓ)| = OP·|S
(√
log n
nhd+1
)
.
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Proof. Replacing n[0,1]d in the definition of m̂1,ℓ by n0 and applying Proposition 3.1 gives the
desired result. 
Lemma B.6. Let Ich,0 = [0, 1]\I0,h and Ich = [−1/2, 1/2]d\Ih. Suppose Assumptions 2.1, 3.1,
3.2, 3.3 and 4.1 hold. Then
sup
u∈Ih,xℓ∈Ih,0
|m̂2,j(u, xℓ)− µ̂ℓ(u, xℓ)| = oP·|S(h2),
sup
u∈Ih,xℓ∈I
c
h,0
|m̂2,j(u, xℓ)− µ̂ℓ(u, xℓ)| = OP·|S(h2),
where
µ̂ℓ(u, xℓ) = α0(u) + αℓ(u, xℓ) +
∑
k 6=ℓ
∫
R
αk(u, xk)
p̂ℓ,k(u, xℓ, xk)
p̂ℓ(u, xℓ)
dxℓ + h
2
∫
Rp−1
β(u,x)
p(u,x)
pℓ(u, xℓ)
dx−ℓ,
where
α0(u) = m0(u) + h
d∑
i=1
κ1(ui)∂uim0(u)
+
h2
2
 d∑
i=1
κ2(ui)∂uim0(u) +
∑
i1 6=i2
κ1(ui1)κ1(ui2)∂
2
ui1ui2
m0(u)
 ,
αℓ(u, xℓ) = mℓ(u, xℓ) + h
{
d∑
i=1
κ1(ui)∂uimℓ(u, xℓ) +
∏d
i=1 κ0(ui)κ1(xℓ)
κ0(xℓ)
∂xℓmℓ(u, xℓ)
}
,
β(u,x) = κ2
d∑
i=1
∂uim0(u)∂ui log p(u,x)
+
p∑
ℓ=1
{
κ2
d∑
i=1
∂uimk(u, xk)∂ui log p(u,x) +
κ2
2
d∑
i=1
κ2∂uimk(u, xk)
+
κ2
2
∑
i1 6=i2
∂ui1ui2mk(u, xk) + κ2∂xkmk(u, xk)∂xk log p(u,x) +
κ2
2
∂2xkxkmk(u, xk)
 .
Here, ∂zg denotes the partial derivative of the function g with respect to z, κ2 =
∫
R
x2K(x)dx
and κj(v) =
∫
R
wjKh(v,w)dw for j = 0, 1, 2,.
Proof. Although the detailed proof is lengthly and involved, we can obtain the desired result by
applying almost the same strategy in the proof of Lemma C.4 in Vogt (2012). Therefore, we
omit the proof. We note that Lemma B.3 and the similar argument in the proof of Theorem 3.1
are applied for the proof. See also Mammen et al. (1999) for the original idea of the proof. 
Lemma B.7. Suppose Assumptions 2.1, 3.1, 3.2, 3.3 and 3.4 hold. Then
sup
u∈Ih
|m˜0(u)−m0(u)| = OP·|S
(√
log n
nhd
+ h2
)
.
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Proof. Replacing n[0,1]d by n0 in the definition of m˜0 and applying similar argument in the proof
of Theorem 3.1, we obtain the desired result. 
Appendix C. Technical Lemmas
We refer to the following lemmas without those proofs.
Lemma C.1 (Lemmas A.1 and 5.1 in Lahiri (2003b)). Let In = {i ∈ Zd : (i+(0, 1]d)∩Rn 6= ∅}.
Then we have that
PS
 n∑
j=1
1{AnS0,j ∈ (i + (0, 1]d) ∩Rn > 2(log n+ nA−dn ) for some i ∈ In, i.o.
 = 0
and
PS
 n∑
j=1
1{AnS0,j ∈ Γn(ℓ; ǫ)} > CAq(ǫ)1,n Ad−q(ǫ)2,n nA−dn for some ℓ ∈ L1,n, i.o.
 = 0
for any ǫ ∈ {1, 2}d.
Remark C.1. Lemma C.1 implies that each Γn(ℓ; ǫ) contains at most A
q(ǫ)
1,n A
d−q(ǫ)
2,n nA
−d
n samples
PS-almost surely.
We may define the β-mixing coefficients for any probability measure Q on a product measure
space (Ω1 ×Ω2,Σ1 × Σ2) as follows:
Definition C.1 (Definition 2.5 in Yu (1994)). Suppose that Q1 and Q2 are the marginal prob-
ability measures of Q on (Ω1,Σ1) and (Ω2,Σ2), respectively. Then we define
β(Σ1,Σ2, Q) = P sup{|Q(B|Σ1)−Q2(B)| : B ∈ Σ2}.
Lemma C.2 (Corollary 2.7 in Yu (1994)). Let m ≥ 1 and let Q be a probability measure on a
product space (
∏m
i=1Ωi,
∏m
i=1 Σi) with marginal measures Qi on (Ωi,Σi). Let Q
b
a (with 1 ≤ a ≤ b)
be the marginal measure on (
∏b
i=aΩi,
∏b
i=aΣi). Write
β(Q) = sup
1≤i≤m−1
β
 i∏
j=1
Σj,Σi+1, Q
i+1
1
 .
Suppose that, for all 1 ≤ k ≤ m− 1,
‖Q−Qk1 ×Qmk+1‖ ≤ β(Q), (C.1)
where Qk1 ×Qmk+1 is a product measure and ‖ · ‖ is 1/2 of the total variation norm. Then
‖Q−
m∏
i=1
Qi‖ ≤ (m− 1)β(Q).
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Remark C.2. Lemma C.2 is a key tool to construct independent blocks for β-mixing sequence.
Note that Lemma C.2 holds for each finite n.
Assumption C.1 (Assumption KD).
(KD1) The kernel K¯ : Rd → [0,∞) is bounded and has compact support [−C,C]d. Moreover,∫
[−C,C]d
K¯(x)dx = 1,
∫
[−C,C]d
xαK¯(x)dx = 0, for any α ∈ Zd with |α| = 1,
and |K¯(u)− K¯(v)| ≤ C‖u− v‖.
(KD2) For any α ∈ Zd with |α| = 1, 2, ∂αfS(s) exist and continuous on (−1/2, 1/2)d.
Define
f̂S(u) =
1
nhd
n∑
j=1
K¯h (u− S0,j) .
Lemma C.3 (Theorem 2 in Masry (1996)). Under Assumption C.1 and h → 0 such that
nhd/(log n)→∞ as n→∞, we have that
sup
u∈[−1/2,1/2]d
∣∣∣f̂S(u)− fS(u)∣∣∣ = O
(√
log n
nhd
+ h2
)
PS − a.s.
Similar arguments of the proof of Lemma C.3 yields the following Lemmas C.4 and C.5.
Lemma C.4. Under Assumption C.1 and h → 0 such that nhd/(log n) → ∞ as n → ∞, we
have that
sup
u∈Ih
∣∣∣∣∣∣ 1nhd
n∑
j=1
K¯h(u− S0,j)
(
u− S0,j
h
)k
− 1
hd
∫
Rd
K¯h(u−w)
(
u−w
h
)k
fS(w)dw
∣∣∣∣∣∣
= O
(√
log n
nhd
)
PS − a.s.
for any k ∈ Zd with |k| = 0, 1, 2, where xk =∏dℓ=1 xkℓℓ .
Lemma C.5. Let g : [−1/2, 1/2]d × Rp → R, (u,x) 7→ g(u,u) be continuously partially differ-
entiable w.r.t. u. Under Assumption C.1 and h→ 0 such that nhd/(log n)→∞ as n→∞, we
have that
sup
u∈Ih,x∈Sc
∣∣∣∣∣∣ 1nhd
n∑
j=1
K¯mh (u− S0,j)g(S0,j ,x)− κ¯mfS(u)g(u,x)
∣∣∣∣∣∣ = O
(√
log n
nhd
)
+ o(h) PS − a.s.
for m = 1, 2, where κ¯m =
∫
Rd
K¯m(x)dx.
Lemma C.6 (Bernstein’s inequality). Let X1, . . . ,Xn be independent zero-mean random vari-
ables. Suppose that max1≤i≤n |Xi| ≤M <∞ a.s. Then, for all t > 0,
P
(
n∑
i=1
Xi ≥ t
)
≤ exp
(
−
t2
2∑n
j=1E[X
2
j ] +
Mt
3
)
.
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