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Abstract
The objective of the present research is to assess the use of grid adaptation to
improve Computational Fluid Dynamics calculations. Many issues of the quality
discretization of a flow domain are discussed. The representation of the highly directional
features in a flow field, such as shocks and boundary layers, forms the focus of the
analysis. Anisotropic adaptation, which uses stretched elements to resolve directional
features, is more effective than isotropic adaptation. Anisotropic adaptation requires more
degrees of freedom from the mesh and demands the use of unstructured grids in the
adaptation.

The size and orientation of an anisotropic element require a matrix-like local
feature indicator. The Hessian, a matrix composed of the second derivatives of an
appropriate flow variable, is defined and used as a feature indicator in the adaptation. The
Hessian provides a metric that defines the length of an edge and the lengths of all edges
are equal in the optimized mesh. The techniques to minimize the differences among edge
lengths are discussed and those chosen include node enrichment, node removal, edge
swapping and point smoothing. A unified procedure based on the advancing front method
is implemented to reconstruct the local connectivity that has been removed in the node
removal and edge swapping processes.

iii

The results indicate that the mesh in which the edge lengths are equalized is not
correct for three major flow features one frequently encounters. The inflections existing
near the wall in a boundary layer result in coarse grids there. A “wall” Hessian is defined
to replace the second derivatives and give a more appropriate spacing for high Reynolds
number flow modeling. Difficulties in the adaptation of discontinuities are addressed.
These include the infinite refinement that tries to pull all the points close to the
discontinuity and the deviation of the shock from the refinement region because it is too
thin. Remedies proposed are to limit the minimum physical edge length and smooth the
Hessian such that the refinement encompasses more layers of elements. The strength of a
discontinuity is defined and methodology to refine the discontinuity equally is proposed.
The invalidity of the Hessian in a free stream is corrected to give a reasonable grid size in
that region. It is demonstrated that these suggested modifications improve the overall
quality of the adapted mesh as well as the solution.

The concepts involved in the extension of the length-based approach to three
dimensions are addressed. The difference and difficulties in three-dimensional adaptation
are discussed. Barriers exist which prevent the equidistribution of the edge lengths, the
goal of the current approach.
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Chapter 1

Introduction
Computational Fluid Dynamics has been used to obtain numerical solutions for a
wide range of engineering flows. The dramatic development in computing potential has
allowed Computational Fluid Dynamics to become an important complement to
experimental study. Equations governing flows, such as the Navier-Stokes equations, are
mostly partial differential equations. Discretization, which includes both the spatial
domain such that flows are represented by values at discrete points distributed all over
the flow domain, and the equations where variables in the equations are replaced by
those at points, must be conducted before computing. A straightforward example of
discretization is shown below with the evaluation of the one-dimensional gradient,

f i' =

f i +1 − f i −1
f '' ' ∆ x 2
−
+ ⋅⋅⋅⋅⋅⋅
2∆x
6

(1.1)

Suppose that values of the function f are known at a series of equally spaced points, the
gradient of the function at point i can be approximated as the difference of the values at
neighboring points divided by their distance as shown in equation 1.1. The truncation
error associated with such approximation, which is of order ∆x 2 , is also included in the
formulation. Here ∆x is the distance between adjacent grid points.

1

The truncation error is proportional to the product of the local derivative of the
function and the grid space. The order of the derivative and the coefficient in the
truncation error depend upon how the points are chosen in the discretization scheme.
Central differencing, which means that the gradient at the point is evaluated with the
adjacent two nodes as shown in Equation 1.1, gives a truncation error of second order.
The implication from this example tells us that truncation errors on an equal-spaced mesh
will not be uniform unless the function is so trivial that it is constant or linear. Because
the truncation error depends on the local derivatives of the function, it is desirable that
smaller grid sizes appear in regions where the function experiences stronger variations.

The same fundamental concept exists in complex Computational Fluid Dynamics
calculations. While larger and larger numbers of grid points are generally used in current
CFD simulations, most of these points are positioned in regions where features such as
boundary layers, discontinuities or flame fronts appear. The flow in these regions
experiences more dramatic changes compared with that in the rest of the domain. Usually
many functions as well as the gradient need to be calculated when the governing
equations are solved in CFD. The accuracy of these calculations requires the use of much
smaller grid sizes in relatively small regions embedded in the flow field where flow
variables vary rapidly.

The grid generation process allows a certain extent of mesh adjustment
according to local flow features. When a two-dimensional domain, for example, is
discretized, it results in elements such as points, edges and faces. The connectivity of the
mesh describes the manner in which the grid points are joined, i.e., how the edges and
faces are formed. The degrees of freedom of the mesh represented by the point
distribution and their connectivity must be defined during the mesh generation process.
2

From the perspective of a cell, the degrees of freedom in a mesh are reflected by the cell
size, shape and orientation. It is worthwhile to note that although isotropic cells such as
equilateral triangles only require one parameter to define each of their sizes, generally
more parameters are necessary to determine the size of a cell that is non-isotropic in
different directions. The distribution of grid points can be controlled by assigning cell
sizes everywhere in the flow field, either one or more at each location, while local
connectivity determines the shape and orientation of cells there.

Two distinct types of grids are widely used in Computational Fluid Dynamics.
Structured grids, whose coordinates and connectivities can be mapped into elements of a
matrix, originate historically from rectangular Cartesian grids. The lattice of the
structured grid provides easy identification of neighboring points to be used in the
representation of derivatives and is particularly useful when the finite difference
approach is selected. Unstructured meshes represent another type of grid where an
arbitrary distribution of points and any feasible connectivity among them are allowed.
Unstructured grids cannot be represented as elements of a matrix. The points and
connectivities of the unstructured grid do not possess a global structure. Unstructured
grids offer more degrees of freedom than structured grids, because the connectivity of
grid points which determines the element shape and orientation can be changed as well as
the point locations.

Cells of many kinds of shapes are used in spatial discretization. Usually triangles
and quadrilaterals are seen in two-dimensional grid generation, either alone or together in
a hybrid grid. Hybrid grids are particularly useful when large grid stretching is desired
near a wall. In this case, a body-fitted grid consisting of quadrilaterals is used close to the
wall and triangles are generated in regions far from the wall where stretched cells are not
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required. In three dimensions, tetrahedrons, hexahedrons, prisms (wedges) and even
pyramids can be found in many practical grids. Triangles and quadrilaterals, which are
cells themselves in two dimensions, become faces of the above three-dimensional cells.
Generally quadrilaterals and hexahedrons are used in structured grids while any of the
above cells and their combinations are acceptable in an unstructured grid.

The generation of quality grids continues to be a formidable task for most grid
generators, either commercial or proprietary codes, since this relies upon the user’s
engineering sense of where to concentrate points and how to build connectivity within
given constraints of memory, geometry and flow features. It is desirable that the
distribution of points and their connectivity automatically take into account the flow
features during the mesh generation process.

Solution-adaptive grids have received ever-increasing attention over the years [110]. Grid adaptation utilizes the mesh freedom by controlling the point distribution and
their connectivity to satisfy the requirements of a more accurate solution. It is the goal of
calculations with adaptive grid to obtain the best resolution with a given number of grid
points. Effective adaptive grid methods should enable the resolution of complex flow
fields more efficiently and with reduced computing resources.

The categorization of grid adaptation approaches in recent literature can be made
according to the extent to which the degrees of freedom in the mesh are used. Two large
categories of adaptation, namely isotropic adaptation and anisotropic adaptation, exist in
the research area of grid adaptation. Isotropic adaptation produces isotropic grids and
only requires the specification of the variation of the cell areas (volumes), one value at
each location, over the computational domain, whereas anisotropic grids, which result
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from anisotropic adaptation, require sizes which are defined with more than one
parameter at each point, cell types and the cell orientation.

Isotropic grid adaptation distributes isotropic cells over the domain according to
a prescribed criterion and has been attempted in both structured and unstructured meshes
[1,2,6,7,10,19,22,34,35,56,66,84,85,91,102]. Larger variations in relatively small regions
of the flow field require finer grids there. The only criterion necessary in the adaptation is
the local size of the mesh element. Isotropic elements of different sizes are ideal for flow
fields where flow variations are not highly directional, such as inviscid subsonic flows.

Anisotropic adaptation has also been the focus of recent work for both two and
three-dimensional grids [4,5,8]. The interest in anisotropic adaptation arises from the
features in fluid dynamics. Most of the phenomena in flow simulations that require more
attention are highly directional, as for example in boundary layers and discontinuities.
Efficient resolution of these kinds of flows demands the use of strongly anisotropic grids.

The feasibility of anisotropic adaptation comes mostly from the degrees of mesh
freedom described earlier. Structured grids have a fixed connectivity. Although the fixed
connectivity does allow the generation of anisotropic grids around prescribed geometries,
such as boundary layer meshes for high Reynolds number flows, structured grids are
generally not flexible enough to align the grid along arbitrary flow features.
Unstructured grids provide more room for adaptation since the connectivity can be
altered. Cell size and orientation can be changed during adaptation. Even different kinds
of cells can be mixed to achieve better mesh quality. It is thus possible to align the cells
according to the local flow features. Cells can be short across the flow feature and long in
the directions parallel to it. For example, when a shock is computed with anisotropic
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grids, it is possible to use much finer grid spacings across the shock compared with those
along the shock.

Anisotropic adaptation on unstructured grids is chosen as the topic of current
work. Although a wide range of types of cells can be used in unstructured grids, only a
single cell type is adopted for simplicity. Triangles are chosen for two-dimensional grids
while tetrahedrons are used in three dimensions.

1.1 Mesh Generation Methods

It is worthwhile to make a survey of the concurrent unstructured grid generation
methods because many of the procedures used in grid generation are also useful in grid
adaptation. Three commonly used techniques for generating unstructured meshes are the
octree method, the Delaunay method and the advancing-front method. Each of these is
described briefly below. Particular attention is paid to their capability to generate
anisotropic grids.

1.1.1 Octree Method

In the octree method [16,17], a master hexahedron is created which completely
encompasses the three-dimensional domain to be meshed. The master hexahedron is
recursively subdivided into eight child hexahedrons, called octants, by introducing new
nodes at its centroid and at the centroid of each of its faces. The subdivision process
continues until the sizes of the octants near the surface are on the same order as the sizes
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of the elements of the local surface triangulation done earlier. In order to ensure a smooth
variation in element size, additional subdivision is performed such that neighboring
octants do not differ in depth by more than one. In some cases, the final mesh is obtained
by further subdividing each octant into tetrahedrons. Two-dimensional versions of the
approach are also straightforward.

So long as each cell is divided into eight new cells, the degree of isotropy of the
refined grid will be identical to that of the original master hexahedron. If it was a cube,
all new elements will be cubes. If it was highly stretched, all new elements will be highly
stretched also. It is clear that the degree of anisotropy could be changed by dividing a
hexahedron into only four or two cells rather than eight. Most applications, however,
have used the simpler “eight-children” method.

1.1.2

Delaunay Method

Given a set of points {P} in a plane, there exist many ways to join the points
together to form a set of non-overlapping triangles which completely covers the domain.
The Delaunay triangulation represents a particular construction of this type which has
various well-defined properties [104]. For example, the Delaunay triangulation is the
dual of a particular way of tessellation, in which a graph is obtained by drawing the
median line segments among discrete points that separate the plane into regions. Each of
these regions is closer to a given point of {P} than to any other point in the set {P}, as
shown in Figure 1.1. This tessellation is called a Voronoi tessellation. If a line segment is
drawn between any two points that are neighbors in this Voronoi diagram, the Delaunay
triangulation of these points is obtained. Another well-known property of the Delaunay
7

(a)

(b)
Fig. 1.1 Delaunay Method.
(a) Voronoi Tessellation and Corresponding Delaunay Triangulation, (b) Empty
Circumcircle Property
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triangulation is the empty circumcircle property, which states that no point in the grid is
contained inside the circumcircle of any triangle.

In the Delaunay method [18,19,20,21,22,23], the mesh connectivity is
determined by constructing a Delaunay triangulation of the mesh points. A less strict
version of the Delaunay triangulation, known as the constrained Delaunay triangulation
in which the triangulation meets the Delaunay criteria locally instead of globally, is
available in two dimensions but not in three dimensions [102,103]. A common approach
in Delaunay grid generation is to use an incremental insertion algorithm one point at a
time by successively adding points to an existing Delaunay triangulation. The locations
of the field points can be either pre-specified or determined during the mesh generation
process.
It is clear from these definitions that the Delaunay method will produce isotropic
(or nearly isotropic) grids. Methods for producing stretched grids by modifying the
Delaunay procedure are mentioned later.

1.1.3 Advancing-Front Method

The advancing-front method [25,9,8,26,27] is based largely on heuristics in
which the mesh is generated one element at a time by propagating the boundary
discretization inward. The generation process begins by choosing one edge (face in three
dimensions) on the front as the base of a new element. A new element is then formed
from the chosen edge (or face) either by introducing a new point or by connecting with
an existing point. The front is updated and the process continues until the whole domain
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is filled with elements. A coarse triangulation, called the background, is usually used to
store the size information that controls the element sizes throughout the domain.

The nodal positions and connectivities are constructed simultaneously in the
advancing-front procedure. Figure 1.2 shows a two-dimensional case where the front is a
dynamic collection of edges. As noted before, the front is continually updated throughout
the mesh generation process. Although the front can be composed of many disjoint
pieces, each one must be a closed curve which is oriented so that the domain to be
meshed lies to the left. The front is initialized to consist of the edges on the boundary of
the domain to be triangulated. An edge on the front is selected to be the base of a new
cell which will be generated. Based on the local spacing value obtained from the
background grid, the location of an ‘ideal’ point to be the third vertex of the new element
is computed. Nearby nodes on the front are then found and a decision is made to connect
with one of these candidates, including the ‘ideal’ point. After a new cell is formed, the
existing edge(s) used in the formulation of the new element are deleted from the front
while any newly created edges are added to it. The process then repeats until there are no
more edges on the front. The steps in the procedure can thus be described as following,
with the illustration in Fig. 1.2.

1. Initialize the front.

2. Select an edge on the front to be the base of the new element. Usually the
shortest one [8] is chosen first, as AB in the figure.

3. Obtain from the background grid the local spacing value at the midpoint of
the edge.
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r=δ

P1
P2
P3
P4

A

P5
M
B
Fig. 1.2 New Cell Generation in Advancing-Front Method in Two Dimensions

4. Determine the location of a new ‘ideal’ point ( P1 ) to be the third vertex of
the new element. This is done by choosing a δ , which is the radius of the
circle centered at P1 and connecting points A and B . The value of δ
depends upon the length of AB . Details can be found in [8]. Note that the
triangles developed by this method will be isotropic.

5. Find other possible choices from the nearby nodes on the front. This is
judged by checking if the new connectivity intersects any edge in the front.
These nodes are another group of candidates for forming the new cell.

6. Decide which one will be chosen from the nearby candidates. This is done
by constructing a circle passing through A, B and each of the candidates. The
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centers of all circles lie on the line MP1 , which is perpendicular to AB . The
point that results in the furthest distance from P1 in the direction of P1 M is
the ideal point. Note that P1 and a sequence of points (usually 4) between P1
and M serve as the alternative candidates if none of the nearby points
results in a valid connectivity. It can be seen that this approach tries to
generate a triangle as close to isotropic as possible.

7. Form the new element and update the front.

8. If the front is not empty, go to step 2.

1.1.4 Extensions to Anisotropic Grid Generation

The descriptions of all three basic grid generation methods given above show
that they all lead to isotropic or nearly isotropic grids. High Reynolds number fluid
dynamics simulations, however, require strongly anisotropic grids. All three methods can
be modified to produce anisotropic grids by appropriate extensions. In the case of the
octree method, this can be done by subdividing cells in one or two directions (as noted
above) instead of all three. The resulting grid anisotropy produced by the modified octree
method, however, is not very useful in that while the grid aspect ratio can be controlled
very effectively, the cell orientation is (essentially) fixed by the underlying master grid.
Anisotropic grids generated by the octree method can be effective in limited conditions
such as in flow fields where the major flow features are parallel to the master
hexahedron, such as the boundary layer near a flat plate.

12

Both Delaunay and advancing-front methods are more readily adapted to
anisotropy by simply forming the isotropic elements in a transformed (stretched) space.
George et al [4] applied the Delaunay method to the generation of two-dimensional
anisotropic grids by first transforming from a Euclidean space to a Riemann space,
whose definition is given in the next chapter. The Delaunay criterion is then used to
guide the insertion of the new point in the transformed space rather than the physical
space. Although successful two-dimensional examples can be seen in his work, care must
be taken when dramatic changes of the solution take place from point to point.
Difficulties arise when the Delaunay criteria are extended to three-dimensional
anisotropic grid generation and adaptation because of the lack of the constrained
Delaunay triangulation in three dimensions [4].

The strategy of advancing-front methods has also been used to generate
anisotropic mesh in two and three dimensions [9,8]. The criteria of the advancing-front
method are again applied in a Riemann space into which the relevant connectivities are
transformed. Elements with high aspect ratio will be obtained when these isotropic
elements are transformed back to the Euclidean space. More detailed descriptions of this
method are included in Chapter 3.

1.2 Solution Adaptation Techniques

Work on solution adaptive methods has also led to the development of their own
peculiar techniques. These techniques either adjust the calculation or manipulate the
mesh according to the flow features. Many of the mesh manipulations have their roots in
grid generation methods.
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Techniques used widely in solution adaptation can be categorized as the pmethod in which the order of the scheme is varied locally, the r-method in which the
points are repositioned and the h-method in which points are added or removed. A
remeshing method in which a totally new mesh is generated at each adaptation level has
also been used as well as combined methods that couple several of the above techniques.
Analyses of the strengths and weaknesses of these methods are given below.

1.2.1

p-Method

In the p-method [11,12], the adaptation of a calculation is accomplished through
increasing the local order of the scheme in the finite volume method (FVM) or finite
difference method (FDM), or by increasing order of shape functions in the finite element
method (FEM). The p-method does not involve grid movement, grid refinement and
other mesh manipulations. In an optimized p-method, the solver would adjust the order
of calculations from region to region as necessary. Although the concept of the p-method
is widely accepted, it has seen little, if any, implementation in practice. The reason is that
increasing the order of accuracy of a scheme rapidly increases its complexity so that it
quickly becomes impractical. This is especially true in unstructured grids where the
identification of an appropriate number of neighbors is difficult. One exception to this is
an example in which the p-method is widely used to resolve shocks and other
discontinuities by limiters [55,106]. Because high-order schemes have a tendency to
oscillate in the presence of discontinuities, a locally low-order method is required to
provide monotonicity in regions such as the vicinity of a shock. Although they are not
normally thought of as an adaptation method, shock limiters effectively represent prefinement. Because of the lack of previous applications and the difficulties of high-order
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schemes in unstructured grids, the p-method is not considered in the present work (apart
from shock limiters).

1.2.2

r-Method

The r-method of grid adaptation refers to repositioning the nodes of the mesh
while maintaining the original connectivity. The r-method has seen application in
numerous earlier works [2,13,14,75] and represents the primary technique that is used on
structured grids. Structured grids have a fixed connectivity and changes of the point
positions can help to better resolve local large gradients. In some moving boundary
problems where the displacement is small or the geometry is simple, the r-method has
been the primary approach because it requires no change in the solver and precludes the
interpolation errors that are incurred if the domain is remeshed. For example, the flow in
the cylinder of an internal combustion engine with a moving piston is usually modeled
with a moving grid that compresses and expands layers of grid points in conjunction with
the piston movement [105]. The primary limitation of the r-method lies in the fact that a
change in connectivity is often necessary for better mesh alignment after the points have
been displaced. Large movements of the nodes from their original positions can degrade
the quality of the elements. In more complex applications, solution adaptation with node
movement is limited. In addition to being used as a stand-alone method, the r-method is
also routinely used in combination with other approaches. Most grid generators use grid
smoothing as a final step in grid generation, which can also be considered as an radaptation.
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1.2.3

h-Method

In the h-method new nodes are added or existing nodes are removed from a mesh
in local regions of the flow field. Adaptations with the h-method usually start with a
coarse grid and recursively refine the grid locally. In two dimensions, for example, nodes
are added at some intermediate locations of either the elements or the edges. While this
does not cause difficulty in unstructured grids because of the allowance of connectivity
[15], it can result in hanging nodes when only one or two edges of a rectangle are flagged
for refinement. When a structured grid is used as the initial frame (usually Cartesian
grid), a hierarchical tree structure is produced if this refinement process is done
repeatedly. Cartesian-grid methods are highly developed and have been applied to a wide
variety of complex geometries [1,6,16,59,85]. The result of applying the h-method in
Cartesian grids is a highly unstructured grid. Because Cartesian methods align the grids
with the coordinate system rather than with the flow features, they are essentially limited
to the Euler equations. Three-dimensional adaptive refinement on tetrahedral grids is
reported in the work by Löhner [15] and Mavriplis [102]. It can be seen that the major
drawback of the refining procedure in the h-method is the lack of capability to align the
grid to directional features. It is therefore not well suited to problems that have highly
anisotropic features, especially when these features are not in the directions of axes.

1.2.4

Remeshing Method

The remeshing approach generates a completely new mesh based on the analysis
of the flow field on the previous mesh. The methods of grid generation discussed earlier
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are thus applied directly here. Usually the previous mesh, where the information
retrieved from the previous solution is stored, serves as the background grid for the
generation of a new mesh. Successful applications can be seen in the work by Baker et
al. [2,89] and Mavriplis [23] that are based on the Delaunay method and by Löhner et al.
[91] with the advancing-front approach. However, a complete regeneration of the mesh at
each adaptive step is not economical, especially for problems with large numbers of
nodes. Remeshing becomes particularly inefficient when the mesh in steady flow
simulation approaches convergence so that the new mesh has only minor changes over
the previous one.

1.2.5

Combined Methods

All of the above adaptation methods have limitations and none of them is
optimum for all grid adaptation applications. As a result, combined methods have been
implemented by many researchers [2,3,5,10,69] in grid adaptation. Unstructured grids are
mostly used for their allowance of connectivity optimization. In most cases adaptation is
based on the modification of the current mesh. Operations on the mesh include those
from the r, h methods and even those in the mesh generation procedure.

Grid adaptation procedures must reply upon some prescribed criteria that reflect
the features of the flow field. Earlier adaptation research focused on the reduction of
simulation errors in the flow domain, and the term Error Estimate is associated with
much of the literature. Modeling errors are difficult to evaluate and their estimation itself
has become a branch of grid adaptation [36,37,3,68]. An alternative term, a Feature
Indicator, can also be used in adaptation [69]. A good feature indicator captures the key
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features of the flow and can be used in the adaptation procedure to produce grids
resolving these features.

1.3 Present Research

In the current approach, anisotropic adaptation is adopted with a goal of
resolving highly directional flow features efficiently. Moreover, unstructured grids are
chosen over structured meshes for their increased degrees of freedom. Triangles and
tetrahedrons are chosen as the single type of elements in two and three dimensions
respectively. The combined methods of mesh adaptation are used. In particular, some
specific problems in the solution adaptation of general flow fields are addressed and
suggested methods for circumventing some of these are presented.

The thesis is arranged as follows. Chapter 2 presents the feature indicator,
composed of the second derivatives of the flow variables. Chapter 3 defines an
adaptation function. The manipulations on the meshes in order to satisfy the optimization
of the adaptation function are introduced also. The data structures in the current work are
then explained in Chapter 4, followed by an assessment of the standard Hessian based
approach in Chapter 5. In Chapter 6 the special difficulties in boundary layer adaptation
are discussed and difficulties arising in the adaptation of flows with discontinuities
(shocks) are presented in Chapter 7. A series of adaptation results is presented in Chapter
8. Chapter 9 is dedicated to some preliminary research on 3-D adaptation and is followed
by a summary and concluding remarks in Chapter 10. Included in the Appendix are the
derivation of an edge-based Hessian calculation and an assessment of convergence
enhancement of upwind schemes accomplished during the thesis work.
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Chapter 2

Feature Indicator for
Anisotropic Adaptation
The purpose of grid adaptation is to allocate the grid points according to the flow
features such that a desired solution accuracy will be obtained with a minimal number of
grid points. Regions with strong variations in the flow variables require a finer mesh,
while regions where the flow experiences less changes can be resolved with a coarser
grid. In isotropic adaptation, the only local grid information needed to determine the cell
geometry is the size of the cell. In anisotropic adaptation additional information is
needed specify the mesh size (in multiple directions) and orientation. In this chapter,
measures to detect the flow features are discussed and their ability for adaptation is
analyzed. The error estimate, used in many references to reveal the levels of errors in
different regions, is introduced first as a bridge to the feature detector that is used in the
current approach.

2.1 Errors in CFD Calculations
Computational errors are a major issue in flow simulation. In general
computational errors can be subdivided into three groups [28]. These are modeling
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errors, discretization errors and convergence errors. Each of these is defined separately
below.
•

Modeling Errors
Modeling errors are defined as the difference between the actual flow and the

exact solution of the mathematical model that describes the behavior of the system. In
general, the model is composed of a system of coupled partial differential equations
complemented by a companion set of algebraic relations. For laminar flows, the
mathematical model (the Navier-Stokes equations) can be considered exact for many
engineering purposes. However, in turbulent, two-phase or reacting flows, additional
physical models must be added and these models do not always describe the underlying
physics processes accurately and thus introduce potential modeling errors. These errors
can only be rectified through deep understanding of the underlying physics.

We also note that modeling errors do not give useful information for adaptation,
since the models are derived through analysis of the flow physics and do not rely on the
CFD calculation. Adaptation may increase the accuracy with which the model is
computed, but will not improve the effectiveness with which the model describes the
flow physics. Errors of this type are not discussed further in the current grid adaptation
approach.
•

Convergence Errors

The system of algebraic equations constructed through discretization is usually
solved using an iterative solver. The difference between the computed solution and the
exact solution of the discretized system of equations is described by iterative
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convergence errors. Although convergence errors can, in principle, be reduced to an
arbitrary level by improving the algorithms and/or increasing the number of iterations, a
lack of convergence exists in many CFD solutions and errors arising from the incomplete
convergence are often seen in simulations.

Because convergence errors depend on the level of convergence, a fully
converged solution in which the residual at every point is reduced to machine accuracy,
results in the uniform distribution of residuals. This indicates that the convergence error
is not useful for grid adaptation since a uniform residual will give a uniform mesh,
which, obviously is not correct for resolving the large gradients in the flow field.
•

Discretization Errors

Discretization errors constitute a third group of errors that originate from the
approximation employed in the numerical methods used to solve the mathematical
models. Discretization errors describe the difference between the exact solution of the
system of discrete algebraic equations obtained by discretizing the governing equations
on a given grid and the (usually unknown) exact solution of the continuous mathematical
model. Discretization errors depend on the accuracy of the discretization procedure, as
well as the discretization of the solution domain, as, for example, the number of cells,
their sizes, distribution and shapes, etc.

Since the purpose of solution adaptation is to adapt the grid such that those
regions experiencing large flow variations will either be represented by more grid points
in r and h methods or their combination, or be discretized with a higher order scheme in
the p method, discretization errors are suitable to serve as the primary guidance for
adaptation.
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2.2 Evaluation of Discretization Errors

An accurate estimation of discretization errors is very difficult to make because
the exact solution of the set of partial differential equations is usually unknown. A socalled a-posteriori error estimator [29,30], which means that errors are approximated
without knowing the exact solution, has been studied widely and used extensively in
many adaptive procedures [31-37,5,8,3]. Two major methods of the a-posteriori error
estimation are the Taylor series error estimate and the moment error estimate.

The Taylor series error estimate is based on a Taylor series truncation error
analysis, while the moment error estimate is based on a higher moment balance [38].
Estimations with the two approaches are sometimes quite complicated [36]. Although
more complicated estimation may give more accurate error indications of the solution,
they require greater effort in computing. Moreover, the application of such complex error
estimates in solution adaptation is usually also very difficult. It is not uncommon to use
less precise but easily computed estimates as a feature of the flow field. It is also
desirable that the evaluation of the error estimate takes a small portion of the overall
adaptation and solution time.
Peraire et al [9,8] and Habashi et al [5] have developed an efficient and simple
error estimate that forms the basis of the procedure followed here. In this approach, they
use finite element interpolation theory as the basis. The resulting error estimate is
interpreted as the lowest order term that is neglected in the interpolation functions when
the solution is expanded as a Taylor series.
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Figure 2.1 Illustration of One-Dimensional Error Estimate

The derivation of the above error estimate is first illustrated for a onedimensional problem for the sake of simplicity and then generalized to the multidimensional case. Consider the problem in which the solution f ( x ) is approximated by

f

h

(x ) ,

with piecewise linear interpolation, as shown in Figure 2.1. A local

approximation error, E c , is defined at an arbitrary location over an element c to be,

E c ( x ) = f ( x ) − f ch (x ) ,

(2.1)

where x is defined as a local coordinate between point i and i+1 and hc is the width of
the element. Hence x is within the interval [0, hc ].
The approximate solution at locations between i and i+1, f ch ( x ) , may be
expressed as a function of its nodal values by means of linear interpolation in the form
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 f i +
f i +1 .
f ch ( x ) =  1 −
hc
hc 


(2.2)

By expanding f i +1 in a Taylor series around node i , one obtains

f i +1 = f i + h c f i ′ +

hc2
f i ′′+ ⋅ ⋅ ⋅
2

(2.3)

After substituting Eq. (2.3) into Eq. (2.2) and making some simplifications, the solution

f ch may be rewritten as

f ch ( x ) = f i + x f i ′ +

x ⋅ hc
f i ′′+ ⋅ ⋅ ⋅
2

(2.4)

Since the error at the nodes is zero, the exact solution may also be expanded in the
neighborhood of the node i as

f (x ) = f i + x f i′ +

x2
f i ′′+ ⋅ ⋅ ⋅
2

(2.5)

The elemental error at any point x is obtained by substituting the two equations
(2.4) and (2.5) into Eq. (2.1) and neglecting third order terms, which gives

 x 2 x ⋅ hc
−
E c ( x ) = 
2
 2


 f '' ,



(2.6)

This can be seen as a departure of the quadratic interpolation in Eq. 2.5 from the linear
one in Eq. 2.4. Note here that if the exact solution is a linear function of x, the error will
vanish.
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It is useful to define a root-mean-square (RMS) interpolation error over an
element spanning the interval [xI , xI + hc ] following the work of Peraire et al [9], as,


=


E cRMS

∫

hc

0


E c2
dx 
hc


12

=

1
120

h c2

d2 f h
dx 2

.

(2.7)

c

where Ec has been replaced by Eq. 2.6.

Thus, the interpolation error for this 1-D problem is proportional to the product
of the magnitude of second derivative and the square of the characteristic length of the
element, hc . The vertical bars of

represent the magnitude of the derivatives. The

function, f , used in evaluating the second derivative in Eq. 2.6, is replaced by the
discrete solution on the grid points, f h . This represents a reasonable assumption since
the exact solution of the coupled system is usually unknown in the a-posteriori error
estimate.

When extending this adaptation criterion to multi-dimensional cases, the second
derivative of f

h

is now taken with respect to a given unit vector V in space as follows

∂2 f h
= V T HV ,
∂V 2

(

)

where H ( x ) = hij ( x ) represents the Hessian matrix of f
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(2.9)

h

and is expressed as:

 ∂2 f h

 ∂x 2
 ∂2 f h
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 ∂y∂x
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(2.10)

The Hessian is thus defined as the matrix composed of the second derivatives of any
variable, like f h . For case where f

h

is linear for each element, its second derivatives

vanish inside the elements but include jumps on edges between elements. A weak
formulation has been developed to evaluate the second derivatives in the finite element
method [9]. In the finite volume method, the Green-Gauss theorem is usually used to
calculate the gradient and second derivatives [39], while a novel method in which only
the node-to-node data structure (edge table) is used has been proven efficient for second
derivative calculations [40]. This approach, originally developed by Barth [41] with the
concept of the finite element method, gives the advantage that an edge-based algorithm
can be implemented. A detailed illustration of the method is given in Appendix A.

One advantage of having this symmetric matrix appear in the error term is that a
matrix provides information than can be used to define anisotropic grids with its
eigenvectors and eigenvalues. A scalar or a vector such as the gradient of a function does
not contain enough information to determine the sizes and orientation of a cell. The
Hessian matrix, given by Eq. 2.9, is diagonalized for better illustration of its relation to
anisotropy as

H = R ΛR T ,
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(2.11)

where Λ is the diagonal matrix of the eigenvalues of H and R is the normalized matrix
of the right eigenvectors. Note that since H is symmetric, it always has real eigenvalues.
A discrepancy that often exists in the eigenvalues as well as the directions of the
eigenvectors will be used to define the mesh anisotropy in the next section.

Only positive eigenvalues of the matrix are meaningful in space. Consequently
the Hessian is modified by using its singular values. Because H is a real symmetric
matrix, it is normal and its singular values are the absolute values of its eigenvalues. This
results in:

H = R Λ RT

(2.12)

where Λ denotes the matrix containing the singular values of H and H is the
companion matrix obtained by the similarity transformation in Eq. 2.12.

2.3 Length-Based Grid Adaptation

In the current approach, the adaptation procedure is defined as one in which the
differences among the errors along all edges are minimized. Ideally the errors are
equidistributed over the edges of the elements. This criterion, which states that the errors
are equal or nearly equal, in one dimension can be written as

hc2

d2 f h
dx 2

≅C,
c

where C denotes a positive constant.
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(2.13)

In multi-dimensional equations, when ∆x represents the vector of the edge
between node I and J, the above criterion can be written as
∆x T H ∆x ≅ C .

(2.14)

Here ∆x = x J − x I , x I and x J are the coordinates of nodes I and J respectively and
H is given in Eq. 2.12. According to the definition in Eqs. 2.10 and 2.12, both H and
H are symmetric. When H is replaced by its eigenvalues and eigenvectors, this is

∆x T R Λ R T ∆x ≅ C

(2.15)

Note that this can be written as,

∆x T R Λ

12

Λ

12

R T ∆x = ∆x T T T T∆x ≅ C .

where transformation matrix, T, has been defined as T = Λ

(2.16)

12

R T . The criterion now can

be written as

2
x T ∆~
x = ∆~
x ≅C.
∆~

(2.17)

x is the vector transformed from ∆x in the Euclidean space with the matrix, T.
where ∆~
This new space is called a Riemann space. The current adaptation is designed to
equidistribute edge lengths in the Riemann space, which are Riemann lengths. The
operation of the transformation matrix T on each of the eigenvectors of H results in
multiplying them by the square root of the corresponding eigenvalues. For example,
when an ellipse whose semi-major and semi-minor axes are the eigenvectors of H , and
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T

b
a

Figure 2.2 Transformation of an Ellipse by T where

a = λ1

−1 2

and

b = λ2

−1 2

.

their lengths are the reciprocals of the square roots of singular values of H , is
transformed with T, it results in a unit circle in the Riemann space, as shown in Fig. 2.2.

A more convenient way is to define a Riemannian metric. The Riemann length of
an edge [x I , x J ] in this metric is defined by:

l R (x I , x J ) = ∆~
x =

∫

xJ

xI

dx T H (x )dx

(2.18)

Note that the variation of the Hessian along the edge is considered by the
integration. Actually in real calculations an approximation is used by averaging the
Hessian along the edge, for example, from node I to J, in this way,
l R (x I , x J ) =

(x I

T ~
− x J ) H (x I − x J )

(2.19)

~
where H is the average Hessian with positive-definite eigenvalues.

The error estimate developed in this chapter will be used in the current approach.
In the form of either a Riemannian metric or a transformation matrix, the criterion in the
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adaptation is to equidistribute some manipulated length of the edge. This length
originates from the regional error analysis along the edge developed for the 1-D problem,
and a mesh with equal metric edge lengths corresponds to equal errors along the edges.
The reason the term “feature indicator” is used, is because there are so many kind of
errors in the solution and so many different approaches in the evaluation of the these
errors, although only one of these is discussed in this chapter.

In the following chapters mesh optimization with the feature indicator is detailed
and its weakness is also revealed.
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Chapter 3

Anisotropic Mesh Adaptation
Methodology

Mesh manipulations on the grid according to the feature indicator in the
combined methods are detailed in this chapter. Although the initial mesh might be far
from the optimal choice for the fluid dynamics solution, the purpose of grid adaptation is
to drive the mesh toward the optimum. A second goal is that as the adaptation proceeds
that the mesh approaches a stationary condition which indicates that the mesh adaptation
has converged. The adaptation is converged when no further manipulation on the mesh is
necessary, based on the prescribed criteria of the adaptation function.

3.1 Procedures to Drive Edge Metric Lengths Equal

In the last chapter, a feature indicator, introduced as the error along an edge, has
been outlined. As noted before, the feature indicator can be used either in the form of a
transformation matrix which transforms the Euclidean space to a Riemann space and
calculates the edge length in that space or in the form of a Hessian metric which may be
used to calculate the Riemann edge length explicitly. The grid adaptation procedure that
31

is used in the current approach is mathematically defined as one that will minimize the
difference among the metric lengths of all edges in the field, such that the criterion of
equal or nearly equal edge lengths is met. Operations on the mesh in order to meet the
adaptation criterion include node enrichment/removal and edge swapping. In addition,
point movement is allowed in the present study, but it is limited to node smoothing.
These operations and their implementations are detailed below together with the
reconnecting strategy that is required to rebuild the local connectivity removed by both
node removal and edge swapping.

3.1.1 Node Enrichment and Its Implementation

Node enrichment is a procedure whereby additional nodes are added to the mesh.
In the node enrichment process a new node is placed at some intermediate point of the
longest edge in the mesh. The edge length used for determining this longest edge is the
metric length. The specific procedure used to implement the node enrichment step is one
that is analogous to that used for grid adaptation by many earlier researchers [3,4,5,8,9].
The longest edge is first identified and then split into two shorter edges by placing a new
point in the middle, as seen in Fig. 3.1. In two dimensions, the neighboring triangles are
also divided into two smaller ones, while volumes as well as faces around the edge are
split in three dimensions.

Identification of the longest edge that is going to be split first is necessary before
the node enrichment process. To facilitate the location of the longest length of all edges
in the field, a heap data structure [43] is maintained. A heap is a kind of data structure
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where the element with the smallest/largest key is placed on the top. A detailed
description of the data structures in the method is given in the next chapter.

3.1.2 Node Removal and Its Implementation

Node removal removes the short edges in the mesh. When the shortest edge is
identified, the node on one end of it is removed to create a “vacuum” in Fig. 3.2. Local
reconnection is then used to construct a local connectivity inside this “vacuum”. A
unique reconnection procedure based on criteria from the advancing-front method [5],

33

described in section 3.1.4 of this chapter, is used to remesh the “vacuum” created
following node removal.
One other approach attempted for node removal is edge collapsing (Dompierre et
al. [3]), which collapses the shortest edge by merging its two end points. The edge
collapsing approach often leads to overlapping, especially in highly stretched meshes,
while the reconnection approach can remove almost any edge in the mesh. Since the
goal of the procedure is to make all the edge lengths nearly equal, this local reconnection
procedure minimizes potential difficulties. A similar heap data structure is maintained in
the node removal procedure in order to locate the shortest edge.

3.1.3 Edge Swapping and Its Implementation

In two dimensions edge swapping is used to break the edge between two
triangles and connect the remaining two diagonals of the quadrilateral, if the two new
triangles are closer to the equal-metric-length criterion than the previous two as seen in
Fig. 3.3. Extension to three dimensions is similar and will be discussed in Chapter 9.
Edge swapping is a complement to the above node insertion/removal operations in
circumstances where these two operations are not effective. For instance, there are
usually an upper and a lower edge length thresholds for the insertion and removal
procedures respectively. A point is neither inserted to nor removed from the edge whose
length is between the two thresholds though not close to the average length. This is to
preclude infinite cycles, such as the removal of a new point which has just been inserted.
This edge swapping procedure as well as the point smoothing procedure in next section
improves the “quality” of the mesh resulting from node enrichment and removal in such
situations. Here the quality of a mesh is defined as the extent to which its edge lengths
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meet the equal-metric-length criterion. Edge swapping is widely used in both mesh
generation and adaptation and has proven to be an efficient way to improve mesh quality
[5].

Rather than implementing a distinct procedure for swapping, the advancing-front
method used for the node removal procedure is also used to accomplish this effect. It is
done by sweeping over all edges and checking the triangles on either side. During this
checking procedure each edge is removed and the vacuum left is remeshed in the manner
according to the advancing-front criteria. The original connectivity is kept track of so that
if no change is made, the connectivity information is not updated.

Although the edge swapping procedure has the capability to equalize the lengths
of edges, it is rather limited because of geometric constraints. For example, in Figure 3.4,
the edge connecting A and B cannot be swapped because it will intersect the existing
connectivity.
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3.1.4 Local Reconnecting with Advancing-Front Method

A revised version of the advancing front method discussed in Chapter 1 is used
for local reconnection in the current approach. This reconnection procedure does not
involve adding new points to the current mesh, although this is the general step of the
advancing front method where it is used for grid generation. We also note that the
characteristics of grid anisotropy must be accounted for in the modified advancing front
method.

The steps invoked in the creation of the new connectivity inside the vacuum left
by node removal and edge swapping are:

1. Select the shortest (metric) edge ( M ) on the boundary of the hole (with ends A
and B , refer to Fig. 1.2) as the initial starting position. This has proven to be of
special advantage in anisotropic mesh generation [8].

2. From all remaining points pick as the set of usable points those that can form a
new triangle with edge ( M ) without intersecting the existing mesh.
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3. From the matrices in the background mesh, interpolate the local Hessian from
which the local transformation matrix T can be derived by manipulating
eigenvalues and corresponding eigenvectors, as in Chapter 2. Set the middle of the
edge ( M ) picked in Step 1 as the origin and transform all usable points in Step 2
to the Riemann space.

4. For each usable point in the set (Step 2), a circle is constructed in Riemann space,
which passes through A, B and the usable point. This is the same as in the standard
advancing-front method (except that the circle is constructed in Riemann space),
and the ideal point is the one whose circle has the longest distance from its center
to an ideal point in the direction from the ideal point to the edge.

5. Construct the new triangle and a new front if it exists. Repeat Step 1 until no new
front can be created.

3.1.5 Adaptation Function and Point Movement

As noted before, the grid adaptation procedure is mathematically defined as one
that will minimize the difference among the metric lengths of all edges in the field. For
the convenience of defining this adaptation function, a node-by-node basis consistent
with the local Riemann space, is adopted. To provide an expression for measuring the
amount by which the edges in a given mesh fails to meet an (nearly) equal metric edge
length criteria, the average length of all edges, l kR , surrounding any node k is defined as

lkR =

1
Nk

Nk

∑l
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i =1

R
i

(3.1)

where N k represents the number of edges that meet at point k . Using this definition of
the average edge length at each mesh point, an adaptation function, E k (x ) , is then
defined by summing the squares of the difference between the length of each individual
edge and the average length for node k ,

Nk

(

Ek (x ) = ∑ liR − lkR
i =1

)

2

(3.2)

The final adapted grid is obtained by minimizing this adaptation function over all nodes
in the domain taking into account grid connectivity and node location. In the converged
limit when the grid adaptation has been completed, the adaptation function at all nodes in
the field will have (ideally) reached the minimum simultaneously. It is also expected that
on the final mesh the differences among all edge lengths will be small such that the
criterion of equal or nearly equal edge length is met.

While node removal/insertion and edge swapping operations add or remove
points and optimize the connectivity to minimize the adaptation function, a smoothing
process derived from the point movement equation below is used as a subsidiary
procedure to further improve the mesh quality. Point movement has the potential to be
the most important step in grid adaptation. It is identical in complexity in both two and
three dimensions and can be accomplished by identical algorithms. Unfortunately,
implementation of an effective point-movement algorithm is quite challenging and
attempts to design such algorithm have been made for a long time, both in structured and
unstructured grids. The spring analogy, which replaces the edges with springs, has been
adopted in many references [13,50,5]. The position of the vertex is determined by
balancing the forces on each of the edges (springs) around it, while the stiffness of the
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edges is specified according to the edge length. The results, most of which have been
obtained in structured grids, have been promising in applications such as free surface
flow (Slikkeveer et al [44]), fluid-structure interaction (Blom et al [45]), and flow
moving boundaries (Farhat et al [46] and Piperno [47]). Although the spring analogy has
also been applied to unstructured grid adaptation [48,49,50], it has the disadvantage that
the principle of it is to balance the force, not to equidistribute the edge lengths. The
derivation of the equation below for point movement is purely for equalizing the metric
lengths. Note that the results in the present work do not use point movement. This step is
reduced to a smoothing procedure to complement the insertion, removal and swapping
routines presented above. Here the general point movement problem is briefly
summarized, and the approximate smoothing method is described.

A point movement equation can be obtained directly from the deviation function.
This has the advantage of using two complementary steps to accomplish the same (edge
length equalization) objective.

The minimization of the function, Ek , proceeds in

standard fashion by setting the partial derivatives of Ek (Eq. 3.2) with respect to x k to
zero. This gives a nonlinear algebraic system for the new location of the node. Using
primes to denote the gradient, the resulting system of equations becomes,

∑ (l
Nk

i =1

=

R

)

∑ (l



N

i =1

′




(x i , x ) − l R (x i , x) ⋅  l R (x i , x)′ − l R (x i , x)
R

)

′

(x i , x) − l (x i , x ) ⋅ l (x i , x )
R

R

−

∑ (l
N

i =1

R

)

′

(3.3)

(x i , x ) − l (x i , x) ⋅l (x i , x )
R

R

In the above equation, l R (x i , x ) is the Riemann length of the edge connecting i
and the node to be moved, N k is the number of edges around the node, and l R (x i , x ) is
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the average lengths of these edges. Obviously the second term of the above equation is
zero. The metric length is approximated as the Euclidean length times a coefficient in
scale,
l R (x i , x ) = k i ⋅ x i − x

(3.4)

This is a fair approximation and accurate in isotropic grids, but becomes less
appropriate in anisotropic cases where large discrepancies exist between eigenvalues. A
justification of such approximation will be made later together with the results.

The derivative of Equation 3.4 with respect to x is,
k ⋅ (x i − x )
′
l R (x i , x ) = − i
xi − x

(3.5)

The equation is now in the form,

∑ (l
Nk

R

) k x(x −−xx) = 0

(x i , x ) − l R (x i , x) ⋅

i =1

i

i

(3.6)

i

Solving this equation directly with Newton-type iteration is, unfortunately, unstable
because of the lack of diagonal dominance. It is then cast into the form,
k (x − x )
=
l (x i , x ) ⋅ i i
xi − x
i =1
Nk

∑

R

k (x − x )
∑ l (x , x)⋅ x − x
Nk

R

i

i

(3.7)

i

i =1

i

So the right hand side serves as a source term, and the equation can be solved iteratively
as,
k (x − x )
∑ (l (x , x ) − l (x , x ))⋅ x − x
Nk

R

old

R

i

x new = x old + ω

old

i

i

i

i =1

i

Nk

∑k
i =1
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2
i

(3.8)

where ω is an under relaxation parameter.
Although applying this expression to all points in the domain appears
straightforward, there are several mitigating circumstances that make it problematic.
Primary among them is that this minimization sometimes causes the point, x , to move to
infinity. For example, since equalizing edge lengths is equivalent to fitting some sort of
“average” sphere (circle) through the surrounding points and finding x as the center of
this sphere, it is clear that three co-linear points will generate a circle whose center is at
infinity.

3.1.6 Mesh Smoothing

Due to the difficulty in point movement, it is used only as a smoothing procedure
which moves the grid points slightly to improve the local mesh quality in the current
study. A point is allowed to move within the shell formed by the surrounding nodes. The
under relaxation parameter ω is chosen to ensure that the point movement never
entangles the connectivity. In practice, ω is initially set to one when a point is to be
moved. It is continuously reduced by half until the new location is within the shell.

3.2 Sequencing the Process

Node enrichment and removal serve as the major procedures for eliminating the
longest and shortest edges in the domain. Edge swapping is then used to improve the
connectivity which can be distorted either because of node enrichment or removal. The

41

smoothing procedure further improves the grid locally. These procedures are applied
iteratively several times during the solution procedure.

The complete adaptation process is performed by iterating the following
operations:

1

Swap all the edges until convergence.

2

Remove edges whose length is below a specified threshold (usually one-half the
average length of all edges) by the following sub-procedure:

2a Compute the average length of all edges in the field. Construct a heap data
structure (discussed in next chapter), with the shortest edge at the top.

2b Remove the shortest edge (assuming that it satisfies the threshold) from the
heap. Delete one of its nodes and define appropriate changes in connectivity.
Update the heap structure.

2c Repeat 2b until a specific portion of the edges are removed (usually 10%).

2d Edge swap until the remaining triangles in the field satisfy the quality criterion.

2e Perform one sweep of the point smoothing equation throughout the entire field.

2f Repeat 2b through 2e until all edges below the threshold in Step 2 have been
removed.

3

Perform edge swapping and one sweep of smoothing alternately on the whole
mesh for three cycles.
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4

Divide all edges whose lengths are above a threshold value (usually twice the
average lengths of all the edges) by the following sub-procedure:

4a Compute the average length of all edges in the field. Construct a heap data
structure, with the longest edge at the top.

4b Place a new node at the mid-point of the longest edge in the heap and form
connections to all pertinent nodes.

4c Repeat 4b until a specific portion (usually 10%) of the edges are removed.

4d Edge swap until all triangles in the field satisfy the quality criterion.

4e Perform one sweep of the point smoothing equation throughout the entire field.

4f Repeat 4b through 4e until all edges are below the threshold in Step 4 or a predefined number of nodes has been added. This latter condition controls the
total number of nodes.

5

Perform edge swapping and point smoothing alternately on the whole mesh for
three cycles as in Step 3.

6

Repeat Steps 2 through 5 until no further edge is removed or divided.

7

Identify any critical points that cannot be removed due to boundary conditions and
escape from infinite iterations.
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Chapter 4

Data Structures in Mesh
Adaptation
A mesh is a network of nodes, and the information on the connectivity is very
important. The storage of the connectivity in the adaptation algorithm must not only
consider the allocated memory size, but must also take into account the changes in
connectivity brought by the combined methods used in the current approach.

4.1 Storage of Connectivity in Adaptation

An effective data structure for a grid adaptation procedure should meet the
following contradictory requirements:

1. The data structures should provide a rapid identification of any connectivity
needed during adaptation. In general, connectivity access time can be decreased
by increasing the amount of connectivity information that is stored.

2. Storage should be minimized so that a change of the local connectivity involves
minimal operations on the information stored. Fewer operations are necessary
to alter the connectivity if less information is stored.
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3. Data structures should be effective, considering the various connectivities in the
mesh. For instance, if the number of edges around one node varies from point
to point an array of fixed size will not be efficient for storing the connectivity.
The same situation appears in three-dimensional unstructured grids where the
number of faces adjacent to any edge is not always the same.

The first requirement is to store as much information as possible while the
latter two state that information storage should be minimized and effective. These three
requirements for the connectivity storage obviously compete with each other. An
important point to note is adaptation will typically require more information about the
local connectivity than the solver requires. For example, in the CFD solver identifying
the edges around one node is usually not necessary, while in adaptation this
connectivity is of the utmost importance, since it makes point smoothing and node
removal more economical. A smaller amount of stored information makes the recovery
of the local information difficult and thus increases the CPU time of the adaptation
procedure.

The compromises made in the current approach result in the storage of the
following information for two-dimensional meshes. As in all CFD data structures, each
node, edge, face and cell in the domain must be given a unique identifier to distinguish
them from all other elements. Once these elements are identified, the information below
is associated with them.

1. Node information
The coordinates and identity of each node, the identity of the edges containing
the node and identity of the first neighbor nodes surrounding the given node
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2. Edge information
The identity of the end points of each edge, the identity of the cells adjacent to
the edge

3. Cell information
The identity of the vertices of each cell

The above connectivity information provides a reasonable balance between
storage size and computing time.

4.2 AVL Binary Tree Structures in Storage of Connectivity

Most of the connnectivity information can be stored in an array of fixed size,
since the size of these components is fixed. For example, the number of vertices of a
cell is fixed if a single type of cell exists on the mesh. Similarly the number of cells
adjacent to an edge in two dimensions (to a face in three dimensions) is always two.
The only connectivity parameter whose number of elements is not a constant in two
dimensions is the number of edges around a given node. In three dimensions the
number of faces adjacent to an edge is also not constant. In the current approach, this
kind of information is stored in an AVL binary tree [43].

Binary trees provide the basis for many searching algorithms, including the
AVL binary tree to be presented here. It is therefore necessary to begin by introducing
some basic concepts and terminology related to binary tree structures. More detailed
expositions can be found in [43].
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4.2.1 Definition and Terminology of Binary Tree

Tree structures provide a systematic way of sorting a collection of data items
which not only enables quick access to the information stored, but also enables efficient
insertions and deletions of items. This degree of flexibility requires the storage of data
items in non-sequential locations of computer memory. To achieve such a data
structure, each data item is extended by the addition of two integer values, known as the
left and right links, stored in what is known as a node of the tree. Each added link will
either be set to zero or to the position in memory where another node of the tree can be
found. Hence, from any one node of the tree it is possible to reach at most two other
nodes. Moreover, in order to ensure that every node can reached, these links must be
such that for each node except one, known as the root, there is one and only one link
pointing at it, as A in Fig. 4.1. This definition of a tree establishes a hierarchy of nodes:
at the top level of the hierarchy the root points to zero, one or two nodes at the level
below. Each of these in turn points to zero, one or two other nodes at the next level of
the hierarchy; and so forth. This hierarchical structure leads to the graphic
representation shown in Figure 4.1 for a simple tree comprising only eight nodes {A, B,
C, D, E, F, G and H}.

Genealogical terms are normally used to describe the relative position of nodes
in a tree: when one node points to a second node, the former is called the parent of the
latter, and the latter the child of the former node. A node without children, that is, with
both links blank, is called a terminal node. The only node without a parent is the root
(node A in Fig. 4.1). For any given node, the set of nodes formed by the node itself
together with all its descendants constitutes a subtree of the main tree. For instance, in
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Figure 4.1 A Simple Binary Tree

Figure 4.1 the sets of nodes {C, D, E, F, G and H} and {E, G and H} are subtrees of
the main tree rooted at C and E respectively.

4.2.2 Binary Tree Traversal

To retrieve the information stored in a given node requires knowledge of its
location in memory which is kept by its parent. Hence, a node in the tree can only be
examined or visited if all its ancestors are visited first. However, it is possible to
systematically examine each node in such a way that every node is visited exactly once.
Such an operation is known as traversing the tree and provides the basis for the
searching method discussed below. Although several algorithms for traversing a binary
tree can be found in the literature [43,51], attention will be centered here on the socalled pre-order traversal method [43]. This technique is embodied in the following
three steps:

1. Visit the root of the current subtree

2. If the left link of the root is not zero then traverse the left subtree
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3. If the right link of the root is not zero then traverse the right subtree

The procedure determined by these three steps is clearly recursive, that is step 2
and step 3 invoke again the algorithm that they define. In order to illustrate this process,
again consider the tree shown in Figure 4.1. For this tree, the repeated application of the
above algorithm yields the following sequence:

1

Visit A

2

Traverse the tree {B}

3

2.1

Visit B

2.2

Skip

2.3

Skip

Traverse the tree {C, D, E, F, G, H}
3.1

Visit C

3.2

Traverse the tree {D, F}
3.2.1

Visit D

3.2.2

Traverse the tree {F}

3.2.3
3.3

3.3.3

3.2.2.1

Visit F

3.2.2.2

Skip

3.2.2.3

Skip

Skip

Traverse the tree {E, G, H}
3.3.1

Visit E

3.3.2

Traverse the tree {G}
3.3.2.1

Visit G

3.3.2.2

Skip

3.3.2.3

Skip

Traverse the tree {H}
3.3.3.1

Visit H

3.3.3.2

Skip

3.3.3.3

Skip
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Thus, the nodes of the tree in Figure 4.1 in preorder are A, B, C, D, F, E, G and
H. Additional details are given in Ref. 43. Traversing visits every element of a tree. If
the identity of the edges surrounding one node is stored as the elements of a tree, these
edges will be identified when this tree is traversed.

4.2.3 Inserting and Deleting Nodes

In order to add a new item to a binary tree, a node containing the new item of
information must be created and stored with its left and right links set to zero. If the
current tree is empty, the new node becomes the root of the tree, otherwise the node
must be inserted or linked to the existing tree. To achieve this, the tree is followed
downwards, starting from the root and jumping from parent to child, until a blank link
is found. This link is then set to the memory position of the new node. When moving
down the tree, a criterion must be provided at each node to choose between the left or
right branches. This criterion determines the final position in the tree of the new node
and, consequently, the shape of the tree itself.

Deleting a node from a binary tree is a straightforward operation if the
undesired node is a terminal node. The only change necessary is to set the
corresponding link of its parent to zero. In the case of an intermediate node, the process
becomes slightly more complicated since a gap cannot be left in the tree. To overcome
this problem, the unwanted node is replaced by a terminal node chosen from among its
descendants according to some pre-set criterion. This operation can be carried out by
modifying the links to suit the new structure of the tree without moving the nodes from
their memory positions. Figure 4.2 illustrates the deletion of node C from the tree
shown in Figure 4.1 and its replacement by node H.
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Figure 4.2 Deletion of a Node from the Binary Tree

4.2.4 AVL Search Tree

Binary trees are used to store the edges surrounding any given node. The search
process, which is necessary for locating the edge for removal or any other operation,
must be optimized such that the overall time consumption of the adaptation is
minimized. The AVL search tree, named after Adelson- Velskii and Landis [52], is used
to store the surrounding edges.

An AVL tree is a type of binary search tree that facilitates locating elements in
the tree, as well as inserting and deleting nodes from the tree. A binary search tree may
be empty, but if not, it satisfies the following properties:
•

Every element has a key and no two elements have the same key.

•

The keys (if any) in the left subtree are smaller than the key in the root.

•

The keys (if any) in the right subtree are larger than the key in the root.

•

The left and right subtrees are also binary search trees.
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The difficulty with binary search trees is that while the average times for
search, insertion, and withdrawal operations are all O(log 2 n) , any one operation is still
O(n) in the worst case. This is so because one cannot say anything in general about the
shape of the tree.

As an example, consider the two binary search trees shown in Figure 4.3 each
of which contains the same set of keys with integer values from one to seven. The tree
Ta is obtained by starting with an empty tree and inserting the keys in the following
order
1, 2, 3, 4, 5, 6, 7.

The tree Tb is obtained by starting with an empty tree and inserting the keys in this
order
4, 2, 6, 1, 3, 5, 7.

Clearly, Tb is a better search tree than Ta since visiting any node of it costs less than
Ta. In fact, since Tb is a perfect binary tree, its height is log 2 (n + 1) − 1 . Therefore, all
three operations, search, insertion, and withdrawal, have the same worst-case
asymptotic running time, O(log 2 n) .

4.2.5 Implementing an AVL Tree

Inserting or removing an item is a two-part process in an AVL Tree. First, the
item is inserted into the tree using the usual method for insertion in binary search trees.
After the item has been inserted by attaching it to one of the terminals, it is necessary to
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Figure 4.3 Different Implementations of the Binary Tree

check that the resulting tree is still AVL balanced (i.e., like Tb rather than Ta in Fig.
4.3) and to balance the tree when it is not.

When an AVL tree becomes unbalanced, it is possible to bring it back into
balance by performing an operation called a rotation. For a general situation there are
only four cases to consider and each case has its own rotation. These four cases include
Left Left rotation(LL), Right Right(RR) rotation, Left Right(LR) rotation and Right
Left rotation(RL). A detailed description of the four cases is given in Ref. 43.

4.3 Fibonacci Heap

Two major operations in the current approach are node insertion and node
removal. In these operations, all edges in the field are sorted according to their lengths,
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either ascendant or descendant. It is not economical to sort the edges every time an
insertion/removal process is invoked. Similarly a basic data structure like a link-list is
not appropriate for sorting edges, since the node insertion/removal process will produce
edges with altered lengths. The insertion of such edges into the link-list takes an
amount of time of O(n), where n is the number of total edges [43]. A more efficient
data structure, a Fibonacci heap, which always places the longest/shortest edge on the
top and reduces the time to

O(log 2 n) , is maintained during the node

removal/insertion.

A heap is a data structure where the item of top priority is placed on top. In
node removal, the edge with the shortest length is placed on the top while the longest is
on the top in node insertion. The Fibonacci heap implemented in the current work has
the advantage of supporting all operations of the tree items that result from the
operations on the edges during the node removal/insertion process.

Here the operations in the node removal and insertion processes are
summarized. Before the node enrichment/removal process, edges are inserted into the
heap, resulting in placing the longest/shortest edge on top. Thus an Insertion is needed
here. During the process of node removal/insertion, locating the edge with
longest/shortest length requires the DeleteMin operation. When one node is removed,
edges other than the longest around the chosen point will also be removed. The removal
of any specific node other than the min node is accomplished through a Delete
operation. This operation also accompanies procedures like point smoothing and edge
swapping, when relevant edge lengths have been changed. The accompanying operation
on the heap is the deletion of the nodes associated with these edges from the heap being
maintained, followed by the insertion of edges back into the same heap.
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A min Fibonacci heap, which supports operations necessary for the current
work, is a collection of min trees. A min tree is a tree in which each of the elements has
a key less than its parent. The tree in a Fibonacci heap can have any number of children.
Those children form a link list while the parent has a pointer member, pointing to one
of the children. If one node has no child, the pointer to its child will be set to empty.

Several operations on the heap in order to build and maintain the heap are
explained below. More detailed descriptions of the Fibonacci heap are given in Ref. 43.

4.3.1 Insertion into a Fibonacci Heap

An element may be inserted into a Fibonacci heap by first putting it into a new
node and then inserting this node into the circular list pointed at by min which points to
the node with the smallest key. The pointer min is reset to this new node only if the
heap is empty or the key of the new node is smaller than the key in the node pointed to
by min. It is evident that these insertion steps can be performed in O(1) time.

4.3.2 DeleteMin

Assume that min is not empty and that min points to the node that contains the
min element. This node is deleted from the circular list. The new Fibonacci heap
consists of the remaining min trees and the submin trees of the deleted root.

Before forming the circular list of min tree roots, pairs of min trees that have
the same degree (the degree of a node is the number of its children) are repeatedly
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joined together. This min tree joining is done by making the min tree whose root has the
larger key a subtree of the other (ties are broken arbitrarily). When two min trees are
joined, the degree of the resulting min tree is one larger than the original degree of each
min tree and the number of min trees decreases by one. The amortized (statistical
average) time for the DeleteMin operation is O(log 2 n) [43], where n is the number of
nodes in the heap.

4.3.3 Deletion of Specified Element

The deletion of a known element is necessary as the removal of a point or
swapping an edge will result in the removal of some relative edges. The operations on
the Fibonacci heap are to delete the corresponding nodes in the heap. This capability for
removing a specified node is the reason why the relatively complicated heap is used in
the current approach. The procedure of deleting a node other than the min from the heap
is, however, more involved. It requires the addition of more pointers for each node and
a procedure, cascading cut, in order to improve the structure of the heap left by the
deleting the node. A detailed description of the procedure can be found in literature
[43].
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Chapter 5

Assessment of the Adaptation
Approach
In order to assess the approach in the current work, adaptation is performed
through a case demonstrated here in this chapter. The incorporation of node
removal/insertion, edge swapping and grid smoothing is tested and their effectiveness for
producing an anisotropic mesh according to the flow characteristics is demonstrated.

5.1 Supersonic Flow around NACA 0012

The example in this chapter for assessing the ability of current approach is the
supersonic flow around a NACA 0012 airfoil at a Mach number of 2.0, with zero attack
angle. To ensure steady solutions with laminar flow, the Reynolds number is set to 1000.
The calculations in this chapter are done with FUN2D [39,53].

The initial grid for this calculation is shown in Fig. 5.1. The primary portion of
part(a) shows the near-field mesh, while the plot in the top right of the figure shows the
far-field view. This grid is generated by CFDRC-GEOM, a commercial grid generator
[92]. As the figure indicates, the initial mesh, which contains 2032 nodes, is an isotropic
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NACA 0012 α = 0.0
Ma = 2.0 Re = 1000
Cycle 0
2032 nodes

o

(a)

NACA 0012 α = 0.0
Ma = 2.0 Re = 1000
Cycle 0
2032 nodes

o

(b)
Figure 5.1 Supersonic Flow around NACA 0012. (a) Initial Grid, (b) Solution
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grid over the entire domain.

Clearly, the grid contains no provision for the boundary layer or the shock that
are expected for viscous flow at a supersonic Mach number.

The converged Mach number contours obtained on this grid are shown in Fig.
5.1(b). The bow shock is visible, but is very diffuse and spread out while the shocks
from the trailing edge are essentially non-existent. There is a semblance of a wake
behind the airfoil and a wide, diffuse viscous region near the trailing edge of the airfoil.
The flow is not well refined, with a coarse grid in both bow shock and boundary layer
regions. This is clearly a very poor solution, but it is sufficient to initiate the adaptation
procedure.

The refined mesh and Mach contours after one cycle of iteration are shown in
Fig. 5.2. The Hessian is calculated with the Mach number, since it provides information
for both a boundary layer and a shock wave. The number of points is frozen by inserting
the same number of points as the number of points removed. It can be clearly seen that
the mesh, though still coarse, has more points in the regions of the shock and the
boundary layer. The bow shock is better refined on this initial refined mesh, but it
remains quite diffuse. The boundary layer is reasonable considering the low Reynolds
number chosen for this case. As can be seen from the top right plot that the regions of
shock and boundary layer have attracted most of the grid points, but the wake grid
remains very coarse.

Adaptation is furthered with the insertion of more points into the mesh, since the
adaptation is not reasonable with the current number of points. The number of nodes has
been increased to 5080. The results after two refinement cycles are given on Figure 5.3.
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NACA 0012 α = 0.0
Ma = 2.0 Re = 1000
Cycle 1
2032 nodes

o

(a)

NACA 0012 α = 0.0
Ma = 2.0 Re = 1000
Cycle 1
2032 nodes

o

(b)
Figure 5.2 Supersonic Flow around NACA 0012. (a) 1st Cycle Grid, (b) Solution
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NACA 0012 α = 0.0
Ma = 2.0 Re = 1000
Cycle 2
5080 nodes

o

(a)

NACA 0012 α = 0.0
Ma = 2.0 Re = 1000
Cycle 2
5080 nodes

o

(b)
Figure 5.3 Supersonic Flow around NACA 0012. (a) 2nd Cycle Grid, (b) Solution
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The grid in Fig. 5.3(a) clearly shows that the increased number of points gives a
better outline of the shock and the viscous layer near the airfoil than the grid in Fig.
5.2(a). The Mach number contours in Fig. 5.3(b) also show that the refinement in the
bow shock extends further from the leading edge. The wake is now starting to be
resolved but still does not extend to the exit.

The mesh and computational results after three iterations are shown in Fig. 5.4.
The bow shock appears much sharper than in Fig. 5.3(b) and a diffuse rear shock is now
visible. (Notice that the rear shock is actually more visible in the mesh than in the Mach
number contours.) The viscous layer is also more highly resolved. The grid and the Mach
number contours extend to the end of the computational domain.

The results for two more adaptation cycles are given in Figs. 5.5 and 5.6. The
number of nodes is frozen at 5080. Consequently, the modifications to the grid are
accomplished by removing and replacing equal numbers of nodes. The incident shock
shown in Fig. 5.5(b) after Cycle 4 is quite well resolved in both the near field and far
field. The trailing edge shock appears to be relatively distinct in the far field, but remains
a compression in the near field because of the low Reynolds number. Similarly, the
boundary-layer region and the wake have become much more distinct.

The adaptation through the sixth cycle (see Fig. 5.7) shows only minor changes
in both the shock and the viscous regions, suggesting that a stationary result has been
attained. The mesh and the solution contours in the shock region are quite thick because
of the low Reynolds number. More discussions on the shock adaptation will be detailed
in a later chapter. Overall, the entire flow field is reasonably well resolved on this grid,
and the solution quality appears to be high. In each cycle the duration of the adaptation is
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NACA 0012 α = 0.0
Ma = 2.0 Re = 1000
Cycle 3
5080 nodes

o

(a)

NACA 0012 α = 0.0
Ma = 2.0 Re = 1000
Cycle 3
5080 nodes

o

(b)
Figure 5.4 Supersonic Flow around NACA 0012. (a) 3rd Cycle Grid, (b) Solution
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NACA 0012 α = 0.0
Ma = 2.0 Re = 1000
Cycle 4
5080 nodes

o

(a)

NACA 0012 α = 0.0 o
Ma = 2.0 Re = 1000
Cycle 4
5080 nodes

(b)
Figure 5.5 Supersonic Flow around NACA 0012. (a) 4th Cycle Grid, (b) Solution
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NACA 0012 α = 0.0
Ma = 2.0 Re = 1000
Cycle 5
5080 nodes

o

(a)

NACA 0012 α = 0.0
Ma = 2.0 Re = 1000
Cycle 5
5080 nodes

o

(b)
Figure 5.6 Supersonic Flow around NACA 0012. (a) 5th Cycle Grid, (b) Solution
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NACA 0012 α = 0.0
Ma = 2.0 Re = 1000
Cycle 6
5080 nodes

o

(a)

NACA 0012 α = 0.0
Ma = 2.0 Re = 1000
Cycle 6
5080 nodes

o

(b)
Figure 5.7 Supersonic Flow around NACA 0012. (a) 6th Cycle Grid, (b) Solution
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usually about twenty percent of the time that the solver takes to reach a fully converged
solution.

5.2 Equidistribution of Metric Lengths in Adaptation

The goal of the adaptation in the current approach is to equidistribute the
Riemann lengths of edges, which are defined by the solution Hessians. Charts comparing
the distribution of the metric edge lengths in the initial grid and the final grid of the
supersonic flow around NACA 0012 are shown in Figs. 5.8 and 5.9. The upper plot
shows the distribution in the initial grid (which was isotropic, but not of equal size) in
Riemann space, while the lower plot shows the final distribution after adaptation. Note
that the edge lengths are plotted on a logarithmic scale. The metric edge lengths in the
initial grid were distributed over six orders of magnitude, which indicates that a lot of
grid points are not in the right part of the flow field. After adaptation, this spread has
been decreased by nearly a factor of 10 3 . The lengths of the initial grid range from 10 −7
to 1 while in the final mesh it is from 10 −2.5 to 10 −0.5 . Edges with lengths relatively far
from the center, which are about one order of magnitude, exist because of the constraints
of boundaries. These constraints prevent the removal of critical points on the boundaries,
since the disappearance of these points will lead to the loss of geometric integrity.
Overall the Hessian edge-length re-distribution by node insertion/removal and point
smoothing works well for this case.
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Figure 5.8 Distribution of Riemann Edge Lengths of the Initial Mesh
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Figure 5.9 Distribution of Riemann Edge Lengths of the Final Mesh
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0

5.3 Effectiveness of Generating Anisotropy in Adaptation

Anisotropic adaptation adjusts not only the local grid sizes, but also cell
orientations. Anisotropy is introduced with the Hessian matrices of the solution variables.
Stretched cells are oriented according to the flow features, such as the shocks and
boundary layer in Fig. 5.7a.

A possible definition of the aspect ratio in a triangular cell [95] is illustrated in
Fig. 5.10. The aspect ratio of triangles is defined as the ratio of the longest edge over the
height associated with this edge.

Aspect Ratio =

b
h

(5.1)

This straightforward definition can be easily extended to three dimensions where
the choice of the face is based on the areas. Shown in Fig. 5.11 is the history of gird
aspect ratios in the Euclidean (physical) space of the adaptation of supersonic flow
around NACA 0012. The distribution of the aspect ratios of the initial mesh is a short
segment in the upper-left corner, indicating that the mesh is isotropic. The number of
cells with high aspect ratio keeps increasing in the mesh, which is consistent with the
requirement of the shocks and boundary layer in this problem.

The example and analyses in this chapter show that the current adaptation
procedure can equidistribute the metric edge lengths and generate a stretched grid aligned
with key flow features. In the next two chapters, several key difficulties in the current
adaptation will be discussed. One of them, which can be seen in Fig. 5.11, involves
whether the increase in the number of high-aspect-ratio cells will ever stop.
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Figure 5.10 Definition of the Grid Aspect Ratio in Two Dimensions
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70

60

Chapter 6

Boundary Layer Enhancement
for Solution-Adaptive Grids
One of the regions of difficulty in grid adaptation based on a Hessian-like matrix
occurs when the Hessian passes through an inflection point. When the Hessian is
evaluated with tangential velocity or some similar variables, inflection points occur in the
region near the wall in a viscous flow field or the mixing region of a shear layer. For the
boundary layer case, an inflection point occurs on the wall when the free stream pressure
gradient is zero. For favorable or adverse pressure gradients, this inflection is near the
wall (either just outside, or just "inside"). The presence of this inflection point implies
that the grid spacing near the wall will be wider than that far away from the wall, a
condition opposite to the requirements for solution accuracy. The phenomena, both in the
adaptation from a Blasius boundary layer solution and in the viscous calculation around
an airfoil, are shown and remedies are proposed in this chapter.
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6.1 Boundary Layer Adaptation with Blasius Solution

The Blasius solution [93] of the incompressible Navier-Stokes equations
provides an opportunity to show the existence of the inflection points inside the boundary
layer. The shear velocity, u, is the most representative flow variable and its second
derivatives are used in the adaptation procedure.

Fig. 6.1 shows an adapted mesh based on a specified Blasius solution. The
second derivatives of the shear velocity are used directly and adaptation stops when the
criterion of equal edge length is met. The leading edge of the plate is set at x = 0 and the
computing region, which is shown in the figure, ranges between values of x = 1 to x = 4 .
This corresponds to local Reynolds number Re x increasing from 10000 to 40000. A
zoomed view of the boundary layer grid at the center of the flat plate ( x = 2.5 ) is shown
in the lower part of Fig. 6.1.

It can be seen clearly in the zoomed mesh from the upside-down adaptation that a
coarser mesh spacing appears close the wall, while adaptation gives good refinement
farther from the wall. In boundary layer adaptation the second derivative of the shear
velocity is the primary component in the Hessian and controls the grid spacing normal to
the wall. The magnitude of the second derivative of u in the direction normal to the wall
is shown in Fig. 6.2. It is extracted from the location shown in Fig. 6.1. The reason why
the coarse grid is generated near the wall can now be seen clearly. The maximum of the
second derivative appears in the middle of the boundary layer, while an inflection point
occurs at the wall.
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(a)

(b)

Figure 6.1 Adapted Boundary Layer Mesh -- Hessian Defined from Shear Velocity.
(a) Far View, (b) Local View
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Figure 6.2 Boundary Layer Hessian Profile -- Blasius Solution

Since the near-wall region is a region of much concern in many flow simulations,
usually the smallest grid spacing is required next to the wall for accurate prediction
[39,53,55]. The Hessian must be reconstructed in order that a small spacing appears at the
wall. The first remedy proposed here is to find an appropriate variable whose second
derivatives give a more desirable profile near the wall. From Fig. 6.2 it can be seen that
although the inflection point is at the wall, the maximal gradient of the shear velocity
appears at the wall. The gradient (in vector form) itself is not an appropriate feature
indicator for anisotropic adaptation because the gradient does not provide as much
information to define the cell sizes and alignment as the Hessian does. However, in two
dimensions it is possible to find other variables based upon which the calculated Hessian
is composed of the gradients rather than the second derivatives of the velocities.
Specifically a stream function meets the above requirement and is a potential choice in
two dimensions. The definition of the stream function, ψ , is
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ρu = −

∂ψ
,
∂y

ρv =

∂ψ
∂x

(6.1)

The Hessian calculated from the stream function is

 ∂ 2ψ

 ∂x 2
H= 2
∂ψ

∂
 y∂x

∂ 2ψ   ∂ρv
 
∂x∂y   ∂x
=
∂ 2ψ   ∂ρu

−
∂y 2   ∂x

∂ρv 

∂y 
∂ρu 
−
∂y 

(6.2)

A result from adaptation with the above Hessian is shown in Fig. 6.3. It can be
seen in the mesh that the minimal cell size (in the normal direction) appears close to the
wall. This is understandable since the predominant second derivative of the stream
function in the normal direction appears at the exact location in the Hessian (Equation
6.2). Although the Hessian defined from the stream function does a give reasonable
solution for resolving the boundary layer, its capability is limited since the definition and
evaluation of the stream function in three dimensions are quite involved.

Local View  27 Jan 2003  MESH WITH ADAPTATION

Trailing Edge  27 Jan 2003  GMMA MESH WITH

Figure 6.3 Adapted Boundary Layer Mesh -- Hessian Defined from Stream Function
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An alternative to circumvent the near-wall difficulties is to replace the computed
Hessian in such regions. The Hessian is replaced by a modified expression that is valid
only in the near-wall region. At the beginning the location adjacent to the wall where the
Hessian reaches its maximum (which means the eigenvalues of the Hessian are a
maximum) is found. The Hessian, its eigenvalues and eigenvectors at this point are
computed and denoted as H max , λi ,max , etc. In order to define an appropriate near-wall
spacing, a “wall” Hessian, H w , is introduced and the Hessian matrix between the point of
maximum eigenvalues and the wall is obtained by linearly interpolating between H max
and H w .

The implementation of the “wall” Hessian is illustrated in two dimensions for
simplicity. In order to define H w , a rotated coordinate system, x' with components
normal and parallel to the wall is introduced first. The wall Hessian is required to be
diagonal in this rotated coordinate system, so that the exact spacing of the first cell from
the wall can be defined. The transformation matrix that rotates the wall-normal
coordinate system, x' , to the reference coordinate system, x, can be expressed as,
x = Px ' where the elements of P are the direction sines and cosines between the two

coordinate systems. The requirement that the similarity transform of the wall Hessian be
diagonal is made in the wall-normal system,
λ
P −1 H w P =  1
0

0

λ 2 

(6.3)

At the wall λ 2 , whose corresponding eigenvector is normal to the wall, is picked to give
a desired grid spacing (Euclidean) at the wall.
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The value of λ 2 is determined as following. When one is going to specify a wall
spacing, or the height of a cell adjacent to a wall, l yE′ , on the wall, the Riemann length of
an edge normal to the wall will be

(

l yR = λ1 (∆x ′) + λ 2 (∆y ′)

where ∆x ′ and

2

2

)

1

2

= λ 2 ∆y ′ = λ 2 l yE′

(6.4)

∆y ′ are the differences of the local coordinates of the edge. The

tangential difference, ∆x ′ , is zero for the edge normal to the wall.

The current average Riemann length, l R , is defined as the average of all edges in
the domain. When the Riemann length of the edge normal to the wall, given in Equation
6.4, is equal to this average length, the eigenvalue of the local “wall” Hessian, λ 2 , whose
corresponding eigenvector is normal to the wall, is then given by

(

λ 2 = l R l yE′

)

2

(6.5)

The other eigenvalue of H w is specified by setting it equal to the eigenvalue
associated with the eigenvector that is directionally closest to the tangent of the wall at
the point where the Hessian is a maximum. This completes the definition of the wall
Hessian.

The linear “matrix” interpolation between the maximum Hessian point and the
wall is accomplished by linearly interpolating the two eigenvalues and the rotation angles
between the Hessian at the maximum location and the one at the wall. This gives the
Hessian at intermediate locations between the wall and the maximum Hessian point.
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The improvement obtained with this near-wall correction for the Blasius
boundary layer can be discerned by comparing Fig. 6.4 with Fig. 6.1. In Fig. 6.4 a small
l yE′ , which is about one tenth of the wall spacing in Fig. 6.1, is specified to define the wall

Hessian. The second derivative along the short segment normal to the wall in Fig. 6.5
now increases monotonically from zero in the free stream to a maximum at the wall. The
resulting grid spacing also decreases monotonically as one moves toward the wall. The
finest grid is adjacent to the wall with the coarsest grid in the free stream.

It can be seen that this remedy allows the user to specify an arbitrary grid size
adjacent to the wall as is normally done in structured grid generation. This is particularly
useful for turbulence calculations since in most turbulence models an appropriate wall
distance is required usually for accurate prediction. The specification of the grid spacing
at the wall is often done by setting a constant y + (the dimensionless sublayer-scaled
distance) along the wall. For example, to set the first grid point at a location of y + = K in
a turbulent flow, the physical (Euclidean) wall length l yE′ is picked as,
l yE′ = K ν / (∂u ′ / ∂y ′)

(6.6)

where ν is the kinetic viscosity and u ′ is the velocity parallel to the wall.
The approach which improves the Hessian defined from flow velocity or similar
parameter (such as Mach number) can be extended to three dimensional boundary layer
adaptation more readily than the one in which the second derivatives of the stream
function are used. The boundary layer enhancement with this approach is used routinely
in the rest of the adaptation cases.
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(a)

(b)

Figure 6.4 Adapted Boundary Layer Mesh – with Boundary Layer Enhancement.
(a) Far View, (b) Local View
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Figure 6.5 Boundary Layer Hessian Profile – with Boundary Layer Enhancement

6.2

Boundary Layer Adaptation for Subsonic Flow around
NACA 0012 Airfoil

A more realistic boundary layer adaptation study is conducted in order to further
illustrate that the fine grid near the wall is necessary and that the enhancement improves
the accuracy of flow simulation. The justification of the boundary layer enhancement in
last section is made by comparing the results from the corrected grid and uncorrected grid
with a “benchmark solution”.

6.2.1 Adaptation with Un-Corrected Hessian

The case calculated here is a subsonic flow around the NACA 0012 airfoil. The
Mach number of the free stream flow is 0.5 and Reynolds number is 2.89 × 10 6 which
results in a reasonably thin boundary layer. Zero attack angle is chosen for this case. The
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Figure 6.6 Original Isotropic Grid for Boundary Adaptation (2000 nodes)

Figure 6.7 Contours of Mach Number from Original Grid
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adaptation process is initiated from the isotropic grid shown in Fig. 6.6. The grid is
generated by CFDRC-GEOM [92]. Fig. 6.7 shows the contours of the Mach number from
the calculation on this grid as computed by the code FUN2D [39]. The one equation
turbulence model used is that of Baldwin and Barth [54]. The boundary layer is very
thick due to the large diffusion caused by the coarse grid near the wall. With only 2000
points, the grid is not sufficient even for inviscid flow simulation. Clearly this mesh is not
adequate for boundary layer predictions. In following cycles, this grid is refined by
adding more points than those being removed.

Shown in Fig. 6.8 are the grids after ten refinement iterations during which the
proposed enhancement approach in last section have not been used. Since the shear
velocity is cumbersome to calculate here, the Mach number, which provides adequate
information of the flow field, is used to evaluate the Hessian. The calculated Hessian is
not broken down near the wall and thus the “wall” Hessian is not introduced to give a
specified spacing of the first point off the wall. The number of points in the refined grid
in Fig. 6.8 is increased to 10000. The boundary layer has been refined, as shown in the
upper part of the figure, such that it is now much thinner than that in Fig. 6.6. The result
calculated with this grid is shown in Fig. 6.9 and gives a qualitatively much better
solution. A coarse grid is generated close to the wall in a manner analogous to that seen
in the Blasius boundary layer case as shown in the lower part of Fig. 6.8, which indicates
the Mach number gives a similar inflection characteristic as the shear velocity does. The
second derivatives on the wall are much smaller than the maximums in the middle of the
boundary layer. The finest grids appear in the middle of the boundary layer. To evaluate
the accuracy of the present calculation, quantitative information such as local pressure
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(a)

(b)

Figure 6.8 Adapted Mesh without Boundary Layer Enhancement (10000 nodes).
(a) Far View, (b) Local View

83

Figure 6.9 Contours of Mach Number, Adapted Mesh without Boundary Layer Enhancement

coefficients and skin friction coefficients must be extracted from the solution. This will
be done later together with the calculation on the corrected grid.

6.2.2 Adaptation with Boundary-Layer-Enhanced Hessian

The adapted grid with boundary layer enhancement is shown in Fig. 6.10, also
after 10 iterations. The number of points in this grid is again 10000, the same as that in
Fig. 6.8 by controlling the number of nodes added and removed. The Hessian calculated
from the Mach number is replaced in the region between where the Hessian reaches its
maximum and the wall. The replacement Hessian starts from each of the cells adjacent to
the wall and travels along the normal to the wall until the maximum value of the Hessian
is located. The “wall” Hessian is introduced at the wall and the interpolation between the
wall and the maximum Hessian is used to replace Mach-number-based formulation.
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(a)

(b)
Figure 6.10 Adapted Mesh, with Boundary Layer Enhancement(10000 nodes).
(a) Far View, (b) Local View
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The boundary layer enhancement here specifies that y + = 1 holds everywhere
around the airfoil, which introduces a much larger Hessian on the wall. Note that y + = 1
of the first point adjacent to the wall has been suggested by most researchers [55,53,39]
to give an accurate prediction of the skin friction coefficients. Globally the mesh shown
in the first part of Fig. 6.10 looks very much like that in Fig. 6.8, while the boundary
layer in the zoomed part shows that now finest grid spacings appear close to the wall
compared with those in Fig. 6.9 and with the grid in the middle of the boundary layer.
The Mach number contours in Fig. 6.11 are qualitatively the same as those in Fig. 6.9. In
the latter part of this chapter, the justification of the boundary layer enhancement is made
by extracting more information from the computation and comparing it with a
“benchmark solution”.

Figure 6.11 Contours of Mach Number, Adapted Mesh with Boundary Layer Enhancement
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6.2.3 Comparison with Benchmark Solution

In order to evaluate the results calculated with the above two adapted meshes, a
more accurate solution was set up to compare against. For the “benchmark” case, a well
refined C_Type grid was generated around the NACA 0012 airfoil using CFDRC-GEOM
[92]. Two grid sizes were chosen, 150 × 200 and 250 × 400 , to verify that the resulting
solution was grid independent. The former grid is shown in Fig. 6.12 and contains 29849
points and 59004 triangles. Note that every rectangle in the mesh is divided into two
triangles since the FUN2D [39] solver used in the current adaptation can only accept pure
triangular grids. Although many of the points, such as those above the tip and far behind
the airfoil, are not placed in the appropriate regions, the details of interest in this problem
are refined adequately in this grid. In particular, the boundary layer and wake regions are
covered by highly anisotropic mesh in order to capture the strong directional variations
there.

The Mach number contours of the converged solution are shown in Fig. 6.13
which is again globally similar to both of the results from the previous two grids. Local
pressure coefficents and skin friction coefficients from the two “benchmark” calculations
are shown in Fig. 6.14 and Fig. 6.15 respectively. Note that wiggles exist near the leading
edge of the airfoil for both the pressure and skin friction coefficients. These wiggles in
the skin friction coefficients are caused by the lack of convergence in these low Mach
number regions, where the present CFD solver (FUN2D) has limited capability to damp
errors. The indiscernible difference in these plots indicates that a grid-independent
solution has been achieved. The results will therefore be considered as a benchmark
solution with which the solutions from the two adapted meshes can be compared.
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(a)

(b)
Figure 6.12 C_Type Grid around the Airfoil(29849 nodes).
(a) Far View, (b) Local View
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Figure 6.13 Contours of Mach Number, C_Type Mesh (29849 nodes)
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Figure 6.14 Pressure Distribution for NACA 0012 (Benchmark Solution)
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Figure 6.15 Skin Friction Coefficients for NACA 0012 (Benchmark Solution)

The pressure distribution from the calculation with the two adapted meshes is
shown in Fig. 6.16, along with the benchmark solution. It can be seen clearly that the
calculation from the enhanced mesh gives a better coincidence with the benchmark
solution. The calculation with the uncorrected mesh gives a profile that differs
considerably from the benchmark solution. The minimum pressure coefficient in the
unenhanced mesh is smaller than that in the benchmark solution while the adapted
solution with the boundary layer enhancement mesh assesses well in the minimum
pressure region. This indicates that the predicted boundary layer in the uncorrected mesh
is thicker than it should be, thereby accelerating the flow more and resulting in a smaller
local static pressure. This increased boundary layer thickness is caused by the increased
numerical diffusion caused by the large grid spacing adjacent to the wall. In Fig. 6.17, the
skin friction coefficients from the two meshes are shown, again indicating that the
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Figure 6.16 Comparison of Pressure Distribution for NACA 0012
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Figure 6.17 Comparison of Skin Friction Coefficients for NACA 0012
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enhanced mesh is necessary for better resolution. Although the distribution of the
tangential velocity inside the sub-layer is linear, which means the friction coefficient
might not be sensitive to the height of the first cell if it is within the sub-layer, the
uncorrected wall spacing loses direct control of the heights of the cells close to the wall
and the inflection can cause first point off the wall to move outside the sub-layer region.
The thicker boundary layer also causes the accuracy of local flow field resolution to
deteriorate. These are the two factors causing the skin friction coefficients calculated on
the uncorrected grid to deviate from the benchmark solution. Fig. 6.18 shows how the
enhanced mesh refines the grid near the wall in terms of y + , the controlling parameter
for the distance of the first grid point off the wall. As can be seen, y + is almost constant
for the corrected mesh. The uncorrected mesh gives both a large value of y + and a wider
variation of y + , and thus results in a less accurate calculation of the flow field.

The remedy for the adaptation close to a wall gives a better solution. The
enhancement developed in this chapter is implemented in the adaptation procedure and
will be turned on routinely for high Reynolds number viscous flows where the height of
the first grid point to a wall is very important for accurate prediction. The inflection
points existing in the remainder of the flow field, such as those in the wake, are not
corrected in the current work. Lacking a mechanism to locate the inflection region and
define an appropriate Hessian, the correction of these kinds of inflection requires
additional effort although extensions of the present method appear feasible.
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y + Distribution for NACA 0012

Chapter 7

Enhancement for Supersonic
Flow Adaptation
A shock represents a discontinuity in a flow field. In the vicinity of shock waves,
the adaptation criterion continues to reduce the grid spacing, while the reduced spacing
will further increase the magnitude of the Hessian. No matter how finely packed the grid
is, the shock will never be completely resolved. In principle, all grid points in the field
will eventually be drawn to the shock region if the adaptive procedure is allowed to
continue, due to the ever-increasing magnitudes of the Hessian. Consequently, some
criterion must be specified to limit refinement to ensure that an ample number of
elements are available for other solution features.

7.1 Adaptation to Artificial Discontinuity

In order to investigate how a discontinuity attracts grid points, a discontinuous
function, f , is specified as,
0
f =
 10

X < −5
X ≥ −5
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(7.1)
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Figure 7.1 Artificial Discontinuity – Initial Grid

This function is used to compute the Hessian on the initial grid shown in Fig. 7.1. The
adaptation procedure is then used to adapt the grid to this specified function. Again note
that for this initial example of a discontinuous function the adaptation is based upon a
specified function that is not dependent on the grid.

In Fig. 7.2 the second adaptive grid is shown after the adaptation procedure is
applied. The mesh in the region of the discontinuity in Fig. 7.2 is quite coarse and wide
since the cell across the discontinuity in Fig. 7.1 is very large which results in small and
diffusive second derivatives. This is obvious since the magnitude of the jump in the
function is fixed and small grid size results in large derivatives. This artificial
discontinuous function is reasonable since many discontinuities such as a shock have a
nearly stable difference across them no matter how well they are resolved. The function
in Eq. 7.1 is discontinuous at one unique x coordinate, which means that in the refined
mesh in Fig. 7.2 the function will be discontinuous across several cells and it is constant
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Figure 7.2 Artificial Discontinuity – Grid after Second Iteration

at most of the elements that have been previously added. Only several cells sitting across
the discontinuity have a large Hessian.

As the refinement proceeds, these cells are refined in each iteration and those
added previously away from the discontinuity keep being removed. The process will
never end provided that the machine accuracy allows. The grid after 20 iterations is
shown in Fig. 7.3. It can be seen that gradually the points far from the jump are removed
and only a narrow zone is refined. The Hessian is getting larger and larger across the
discontinuity and in the rest of the domain it is zero. It is worthwhile to note that during
the adaptation a maximum physical length is applied. An edge whose physical length is
above the criterion will not be removed, thereby preventing the grid from becoming
nonsense. In this case the maximum length is 0.3 (referred to the scale in Figs. 7.1-7.3.)
A better strategy to achieve this will be given at the end of this chapter. All points will
eventually be pulled into the discontinuity region if no limit on the maximum physical
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Figure 7.3 Artificial Discontinuity – Grid after 20 iterations

edge length is imposed.

7.2 Discontinuity-Enhanced Hessian

To circumvent the infinite refinement of a discontinuity, a restriction is placed on
the minimum Euclidean edge length in the computational domain. Since the eigenvalues
are inversely related to the Euclidean edge length, this will impose a corresponding
maximum magnitude on the eigenvalues of the Hessian.

The eigenvalues of the Hessian are obtained by multiplying by the left and right
eigenvector matrices to obtain the diagonal matrix, Λ ,
R −1 HR = Λ = diag (λ1 , λ 2 )
97

(7.2)

where λi represents the two eigenvalues of the Hessian. Only two dimensions are
considered here for simplicity. To limit the range of the eigenvalues, an allowable
maximum eigenvalue, λ max , is defined according to some pre-set formula. (The details
used to determine its value are given below.) The limited eigenvalue, λi ,lim , is then
defined as,

1

λi ,lim

=

1
1
+
λi λ max

(7.3)

which is similar to the harmonic average of the two and gives

λi ,lim =

λ max λi
.
λ max + λi

(7.4)

The art of limiting in Eq. 7.4 lies in that the pre-specified maximum, λ max , will almost
not affect the eigenvalues of the Hessian if they are much smaller than λ max , but λi is
close to or larger than λ max , λi ,lim will approach λ max . The limited Hessian is then
defined as
 λ1,lim
H lim = R 
 0

0  −1
R
λ 2,lim 

(7.4)

The value of λ max can be determined in the same manner as the “wall” Hessian
introduced in the last chapter. Once the average edge Riemann length, l R , is found and
E
an allowable minimum Euclidean length of the edges, l min
, is picked, λ max is given by

(

E
λ max = l R l min
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)

2

(7.5)

In Fig. 7.4 the mesh resulting from limiting the maximum eigenvalues of the
Hessians is shown. The minimum Euclidean length of the edges is set to 0.1. Rather than
being overly refined in the region of the discontinuity, the minimum grid spacing is well
controlled and an anisotropic grid can be seen across the discontinuity.

Another phenomena in anisotropic adaptation across discontinuities observed
here is that the grid across the shock becomes small in both directions first. It will then
become thin if the length in one of the directions is limited. This can be seen in Figs. 7.3
and 7.4. In Fig. 7.3 although the cells are very thin in the normal direction of the
discontinuity, they are still small in the parallel direction. When the maximum edge
length is applied, the size of cells in the parallel direction is approaching the allowed
maximum cell size, which is 0.3 in this case. This indicates that the Hessian is becoming
more accurate since ideally it should be zero in the parallel direction.
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Figure 7.4 Artificial Discontinuity –Grid After 20 Iterations with Maximal Eigenvalue Control
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The phenomenon of the discontinuity refinement can be explained more clearly
from the calculation of the Hessian in different grids. In Fig. 7.5, a discontinuous
function is set up, which is one for y > 0 and zero for y ≤ 0 . The Hessian on point P is
calculated. It can be seen that the second derivatives at P depend upon the values of the
function at points P, A, B, C, D, E and F. In order to discover how the alignment of the
elements affects the Hessian at P, the coordinate is rotated through an angle α . Since the
function is discontinuous across the x-axis, it can be expected that the Hessian will vary
more dramatically when the x’-axis travels across P and each of the surrounding points.
In the lower part of Fig. 7.5 the magnitudes of the Hessian in the axial directions are
shown. The corresponding points on the mesh are also marked in the plot. The Hessian
varies considerably, particularly in the x-direction. Although the second derivatives
parallel to the discontinuity should be zero, its computed value along the discontinuity
(the y’ direction) is sometimes even larger than that across the discontinuity (the ydirection) where an isotropic grid is used. Although occasionally the aspect ratio can
reach two at some locations as one can deduce from the Hessian in Fig. 7.5, this explains
why the adapted grid from a discontinuity on an isotropic mesh results in a nearly
isotropic grid,

To assess the impact of increasing grid aspect ratio, the x coordinate is fixed and
the y coordinate is multiplied by 0.1. The resulting grid and Hessian are shown in Fig.
7.6. In the stretched grid, the Hessian becomes more sensitive to the angle of rotation.
Compared with the second derivatives on the isotropic grid, the Hessian is accurate
within a small region between two angles. One of them is formed by the vector OB with
the horizontal axis and other one is by OE . The other points, however, become less
important in the evaluation. This indicates that the calculation of the second derivatives
100
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Fig. 7.5 Hessian Evaluation on an Isotropic Grid. (a) Grid, (b) Hessian
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0.03

of a directional function is more accurate on a stretched grid, provided that the mesh is
aligned with the function. In Fig. 7.7, a grid aspect ratio of 1000 is shown. This increased
aspect ratio gives a narrower angle in which the discontinuity must fall for the Hessian to
be accurate and the errors of the second derivative in the x direction to be negligible.

This example explains the growth of the anisotropic elements in the adapted
mesh. The number of stretched cells is small on the initial mesh, but will grow steadily as
the Hessian is improved at iteration. The adaptation of the discontinuity is thus a gradual
process.
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Fig. 7.7 Hessian Evaluation on an Anisotropic Grid (AR = 1000)
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1.5

7.3 Difficulties in Realistic Discontinuity Adaptation and Their
Remedies

Although a stationary discontinuity can now be adapted with the mesh above,
this mesh is not practical for realistic flows with discontinuities, such as shocks. An
example is next given to show how coupled shock adaptation differs from the uncoupled
discontinuity given above. In Fig. 7.8 an isotropic mesh is used as the initial mesh for the
calculation and adaptation of supersonic flow around airfoil NACA0012. This mesh is
similar to the one used in the last chapter and starts with about 2000 points. A Mach
number of 2.0 and zero attack angle are chosen in the case studied. A zoomed view of the
initial and the adapted mesh in front of the leading edge is shown in Figs. 7.9 to 7.13, as
well as the Mach numbers interpolated from the solution along the center line ( y = 0 ) of
the flow approaching the airfoil. The number of points is increased to 6000 in the second
step, as shown in Fig. 7.10. It is then frozen in the following iterations. The values of the
Mach number can be identified from the axis located at the right of the plot. In Fig. 7.9, it
can be seen that the solution is diffusive and the shock is limited in a region about two to
three cells wide. In Fig. 7.10 only the region within this width is refined with nearly
isotropic mesh. As noted before, the reason why an anisotropic mesh does not appear is
that the Hessian calculated on the mesh in Fig. 7.9 is diffusive.

As the adaptation proceeds through additional iterations, the region near the
discontinuity is further refined. The second derivatives in the normal direction continue
to increase because of the finer grid spacings, and the second derivatives further reduce
the grid spacings. The mesh across the shock becomes thinner and thinner until the
specified minimum length is reached while most of the points outside the shock are
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Fig. 7.8 Supersonic flow around NACA 0012 – Initial Mesh
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Figure 7.9 Front of Bow Shock Region and Interpolated Mach Numbers – Initial Mesh

105

Mach number

0.006

1.6

0

1.2

Ma

Y

0.003

2

-0.003
0.8

-0.006
0.4
-0.04

-0.035

-0.03

-0.025

-0.02

X

Figure 7.10 Front of Bow Shock Region and Interpolated Mach Numbers – First Iteration
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Figure 7.11 Front of Bow Shock Region and Interpolated Mach Numbers – Second Iteration
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removed. Here the allowable minimum length across the discontinuity is set as 10 −5
times the airfoil chord. Further adaptation iteration causes the shock to leave the center of
the refined zone, as seen in Fig. 7.12. This means that the CFD solver requires a wider
refinement to encompass the discontinuity. In Fig. 7.13 the locations of the shocks in the
above iterations are shown. The convergence of the adaptation is lost finally due to the
very thin shock zone refined.

In order to keep the discontinuity fixed, the region being refined should not be
allowed to become so thin that it only covers a very small number of layers of elements.
It is expected that on the final mesh the shock region will cover more layers rather than
two or three such that the shock will still stay inside the refinement even it moves in the
following iterations. One possible remedy is to smooth the Hessian such that the refined
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Figure 7.12 Front of Bow Shock Region and Interpolated Mach Numbers – Fifth Iteration
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Figure 7.13 Locations of the Shock

region is fine enough to resolve the discontinuity but yet thick enough to keep the shock
inside. A Laplace equation is solved with each element of the Hessian as the variable hij ,

∆hij = 0

( i=1,ndim, j=1,ndim )

(7.6)

where ndim is the number of dimensions. In two dimensions the equation is solved by
adding a time-dependent of hij , in the form

∂hij
∂t

+

∂ 2 hij
∂x 2

+

∂ 2 hij
∂y 2

= 0.

(7.7)

The spatial discretization of Eq. 7.7 is similar to the evaluation of the second
derivatives in the Hessian and thus the scheme in Appendix A is used. The time
derivative is treated implicitly. Extension of the smoothing on the Hessian is controlled
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by the time step and number of iterations. The Hessian is usually smoothed for 30
iterations and time step is determined by a fixed von Neumann number (here defined as
∆t r 2 , and the length scale r is the shortest of the three heights of a triangle) in the

field, which is around 5. After adaptation with the smoothed Hessian, the mesh in the
front of the bow shock and the Mach number are shown in Fig. 7.14. The limitation of
the maximum edge length, which is again the same as in Fig. 7.12, is applied after the
smoothing process is done. The thickness of the refined region is well controlled and the
shock is reasonably resolved. Note that the same scale is used in Fig. 7.14 as in Fig. 7.12.
The width of the refined zone is increased by a factor of nearly 10. Although the shock
itself lies across two or three layers of cells and many other cells are “wasted”, the mesh
in Fig. 7.14 does represent a more reasonable grid for CFD solvers. The global mesh and
Mach contours of the solution are shown in Fig. 7.15 and Fig. 7.16 respectively.

Although the mesh and result shown in Fig. 7.15 and 7.16 suggest that the
adaptation captures the major characteristics of the flow, such as the bow shock in front
of the airfoil, the trailing shock and the wake, careful examination of the adapted mesh
shows that it is less satisfying. Zoomed views of the different parts of the bow shock are
shown in Fig. 7.17 and 7.18. In Fig. 7.17 the mesh in the front of the bow shock is almost
isotropic, which means a lot of the grid points in the tangential direction of the shock are
wasted, considering the highly directional feature of the normal discontinuity. On the
other side, the mesh adapted at the rear part of the bow shock in Fig. 7.18 shows that it is
rather anisotropic, but too coarse compared with that in the front. It seems that the
refinement in front of the leading edge has not reached the stage that the above limiting
effects. Points have been attracted mostly by the shock here, rather than evenly
distributed at different locations of the discontinuity.
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Figure 7.14 Front of Bow Shock Region and Interpolated Mach Numbers –
Mesh with Smoothed Hessian

Figure 7.15 Mesh Adapted from the Smoothed Hessian
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Figure 7.16 Contours of Mach Number Calculated with the Mesh in Fig. 7.15

Figure 7.17 Front of Bow Shock Region in the Mesh Adapted from Smoothed Hessian
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Figure 7.18 Rear Part of Bow Shock in the Mesh Adapted from Smoothed Hessian

In order to better explain the discontinuity refinement, the strength of a
discontinuity is defined here as the magnitude of the jump across the discontinuity. A
strong discontinuity is thus the one with a large jump. The Hessian, which is calculated
based on the local Mach number, determines the mesh across the oblique shock in Fig.
7.18 is coarser since an oblique shock is much weaker than the normal shock in front of
the leading edge, due to the smaller Mach number drop. A large number of grid points
are drawn into the region of the stronger shock, leaving the rest of the discontinuity
under-refined. Since a shock is a discontinuity, it is more reasonable to adapt the mesh
equally everywhere across the discontinuity regardless of its strength.

In Fig. 7.19 the manner in which discontinuities of different strengths are
smoothed is illustrated. The upper part of the figure represents a Hessian calculated from
a weak discontinuity while the lower part is from a strong one. When the Laplace
equation is solved over the entire domain, the results of the two Hessians will be
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Figure 7.19 Smoothing the Discontinuity Equally

different, as can be seen in the figure. The mesh adapted from this smoothed Hessian will
be too fine near strong discontinuity, and too coarse near the weak one, as shown above.
The stronger shock results in a fine, almost isotropic mesh because the second
derivatives in the tangential direction are also very large. The large second derivatives in
both directions compared with other part of the domain results in overly refined elements
in the wrong direction of the normal shock while the rest is under-refined.

A new approach is adopted here for the smoothing of the second derivatives. The
purpose is to smooth the Hessian such that the resulting matrices will be almost equal
everywhere in the shock. Note that here equality of Hessian means their eigenvalues are
comparable. The procedure shown in Fig. 7.20 explains how this is accomplished.
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Figure 7.20 New Approach to Smooth and Make Shocks Equal
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The magnitudes of the Hessian everywhere in the flow field are first limited and
then smoothed. The limit here is applied in the same way the minimum length of the
mesh is controlled in the earlier part of this chapter. However, the purposes of the two
limits are different. The limit described earlier is to control the local minimum length
while the latter is to equalize the Hessian across the discontinuity before smoothing.
Although the calculated Hessian is disparate at different locations of the discontinuity,
such as those two in Fig. 7.20, the limiting process makes them almost equal. This is
followed by a smoothing process which makes the refining region wide enough to
stabilize the discontinuity.

When calculated from the Mach numbers in the grid points, the Hessian is
actually different from those before being smoothed in Fig. 7.19. There is an inflection
point across the shock and the second derivatives in the normal direction look like that in
the left of Fig. 7.21. After choosing the positive-definite eigenvalues of the Hessian, the
profile across the shock will be like the one in the right of Fig. 7.21. In this approach, the
Hessian is first smoothed by solving the Laplace equation for a few iterations, such that
the inflection points inside the shock are smeared. The above revised limiting and
smoothing processes are applied thereafter. Finally the limiting of the maximum
allowable Euclidean edge length limitation is imposed to give the desired spacing across
the shock. These steps are mathematically described as,
•

Smooth the Hessian to remove the inflection point inside the discontinuity,
shown in Fig. 7.21. This is done by solving,
∂hij
∂t

+

∂ 2 hij
∂x 2

+

for a few steps for each element of H .
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∂ 2 hij
∂y 2

=0

(7.8)

•

Limit the Hessian, such that Hessian across all discontinuities is almost “equal”.
 λ1,lim
H = R 
 0

0  −1
R
λ 2,lim 

(7.9)

where

λ i ,lim =

λ max λ i
.
λ max + λ i

(7.10)

The value of λ max has to be determined manually during the adaptation. This
means one has to examine the flow field and find the eigenvalue of the Hessian
at the location where the discontinuity is the weakest.
•

Smooth the resulting Hessian for more time steps. The equation here is that of
7.8.

•

Limit the Hessian to give the desired spacing across the shock. The same
formulas in 7.11 and 7.12 are used. λ max , however, is determined by

(

E
λ max = l R l min

)

2

(7.11)

E
where l min
is the minimum edge length allowed in the discontinuity. The

resulting Hessian is denoted as H lim .

The results after the above process are shown in the figures below. In Fig. 7.22
the discontinuity-enhanced Hessian gives a far better refinement and aspect ratio when
compared with those in Fig. 7.17. In this case the average aspect ratio in the center of the
shock region is bigger than 10, while in Fig. 7.17 the value is around 2. Fig. 7.23 shows
the same region as in Fig. 7.18, which is under-refined since most of the points are drawn
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0

0

Figure 7.21 Inflection Point in the Center of Shock
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Figure 7.22 Front of Bow Shock Region in the Mesh Adapted from Discontinuity-Enhanced
Hessian

Figure 7.23 Rear part of Bow Shock in the Mesh Adapted from Discontinuity-Enhanced Hessian
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into the discontinuity region with larger Hessians. Shocks now are equally refined by
choosing the discontinuity-enhanced Hessian, which means the widths of the shocks are
almost identical. The aspect ratios usually are not equal since they depend on the
curvature of the shocks.

The resultant mesh is shown globally in Fig. 7.24 and the Mach number contours
are shown in Fig. 7.25. Although it is difficult to detect the improvement in the
computation in these global contours, the improvement is really seen from more detailed
pictures. The contours in front of the bow shock on the two different meshes, as in Fig.
7.26 and 7.27, show the improvement more clearly. The revised method leaves the shock
better refined with higher-aspect-ratio grid in a thinner region. The points saved from this
region are moved into other part of the shocks such that the whole domain is better
adapted.

Figure 7.24 Mesh Adapted from the Discontinuity-Enhanced Hessian
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Figure 7.25 Contours of Mach Number Calculated with the Mesh in Fig. 7.24

Figure 7.26 Contours of Mach Number around the Leading Edge (Smoothed Hessian)
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Figure 7.27 Contours of Mach Number around the Leading Edge (Discontinuity-Enhanced
Hessian)

7.4 Modification for Uniform Flow Regions

In a uniform flow region both the Hessian and the solution gradient are zero.
Uniform flow is often seen in supersonic flow where flow in front of the shock is
essentially the same everywhere. The vanishing Hessian in front of the bow shock
implies that all lengths in the Riemann plane vanish no matter what their Euclidean
length so that there is no longer a mechanism for controlling the grid density. In principle
a uniform flow region does not require resolution. In practice, however, generally some
maximum grid size and some degree of grid uniformity are desired in this region. At the
beginning of this chapter a maximum Euclidean edge length is imposed during the
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adaptation which prevents the removal of an edge that is already very long physically. A
new approach that can be applied more easily is introduced in this session. This is again
through the manipulation of the Hessian.
To accomplish this control, a minimum eigenvalue limit, λ min , times the identity
matrix is added to obtain the modified Hessian,
H mod = H lim + λ min I

(7.12)

The value of λ min is determined by

(

E
λ min = l R l max

)

2

(7.13)

E
where l max
is the maximum Euclidean length of edge that is allowed. The modified

Hessian is then used in the adaptation.

In a region of non-uniform flow, the addition of the identity matrix will cause a
minor change in the eigenvalues of the Hessian. In a uniform flow region, the
eigenvalues are just λmin , while the principal directions are aligned with the coordinates
(the free-stream). To show the improvement of the grid in front of the bow shock in Fig.
7.24 in which the maximum Euclidean length was enforced, a similar solution is shown
in Fig. 7.28 where it is not used. The grid in Fig. 7.28 still contains cells in front of the
shock, but they are generated because of the non-removable points on the boundary that
are retained to maintain the integrity of the domain. The vanishing Hessian in front of the
shock leads to the distorted mesh and unacceptable grid sizes that are not observed in the
improved results in Fig. 7.24.
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NACA 0012 α = 0.0
Ma = 2.0 Re = 1000
Cycle 6
5080 nodes

o

Figure 7.28 Adaptation without Uniform Flow Modification
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Chapter 8

Results of Enhanced Anisotropic
Grid Adaptation
The adaptation approach enhanced by the methods developed for boundary layer
and discontinuities is tested by a sequence of calculations in this chapter. These include
flows with various parameters, such as subsonic, transonic and supersonic flows, and
different geometries, such as internal and external flows. The purpose of these
calculations is to evaluate the capability of the current method to adapt the grid to
practical problems.

The adapted grid satisfying the equal length criteria is not guaranteed to meet the
requirements of Computational Fluid Dynamics calculations. Concerns about anisotropic
adaptation have arisen in the accuracy of the computations based on adapted meshes
[39,56-60]. In this chapter, the accuracy of computation on the adapted mesh has been
studied by comparing the results with experimental data. Quality issues related to
adapted mesh are tested by evaluating the calculation of FLUENT [94], a commercial
CFD solver.
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8.1 Enhanced Approach for Anisotropic Adaptation

Adaptation follows the sequence below when a converged solution is obtained
on the previous mesh.

•

( )

Calculate the Hessian from chosen variable, H = hij where

hij =

∂2 f
.
∂x i ∂x j

(8.1)

The variable f should provide information for important flow features.
•

Find the positive-definite Hessian H ,

H = R Λ RT .

(8.2)

The transformation matrix T at each point can also be defined as

T= Λ

•

12

(8.3)

RT

For flows with boundary layer, start the boundary layer enhancement procedure,
which specifies the near wall grid size by defining a “wall” Hessian.
λ
H w = P 1
0

0  −1
P
λ 2 

(8.4)

where λ 2 , the eigenvalue associated with the eigenvector normal to the wall, is
given by

(

)

2

λ 2 = l R l yE′ .
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(8.5)

and l R is the average Riemann length of all edges and l yE′ is the desired wall
spacing. In a turbulent flow calculation, it is usually determined by a constant
y+ = K ,
l yE′ = K ν / (∂u ′ / ∂y ′)

(8.6)

The eigenvalue parallel to the wall, λ1 , is specified by setting it equal to the
eigenvalue associated with the eigenvector that is directionally closest to the
tangent to the wall at the point where the Hessian is a maximum. The
interpolation between the “wall” Hessian and the maximum Hessian replaces the
original one in the near wall region.
•

For flows with discontinuity, turn on the discontinuity enhancement approach.
This is done with an initial smoothing the Hessian for a few time steps to remove
the inflection inside the discontinuity, an initial limiting and a second smoothing
procedures, resulting in comparable Hessians across the discontinuity
everywhere within the enlarged zone. A maximum allowable grid size is
specified with a minimum allowable eigenvalue in a second limiting step. The
two smoothing processes are done by solving the Laplace equation
∂hij
∂t

+

∂ 2 hij
∂x 2

+

∂ 2 hij
∂y 2

=0

(8.7)

and the limiting process
 λ1,lim
H lim = R 
 0

0  −1
R
λ 2,lim 

is applied to the eigenvalues of the Hessian. Here λi ,lim is defined as
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(8.8)

λi ,lim =

λ max λi
.
λ max + λi

(8.9)

The Hessian is not smoothed and limited in the region close to the wall.
•

For flows where any region of uniform variables exists, the Hessian is further
modified as
H mod = H lim + λ min I

(8.10)

where λ min controls the maximum allowable maximum edge length on the mesh.
•

The final Hessian, denoted as H adap , is stored on the previous mesh, and
manipulations on it in order to equidistribute the metric edge length are done
with procedures developed in Chapter 3.

•

The updated mesh as well as the interpolated solution from the previous mesh is
exported and used to start a new CFD calculation.
The above procedure is repeated until the mesh and solution no longer change. A

converged adaptation is thus acquired.

8.2 Parametric Adaptations to Flow around NACA 0012 Airfoil

All adaptation cases for the flow around a NACA 0012 airfoil started from an
isotropic initial grid show in Fig. 8.1 and were adapted through six cycles. Figures 8.2
and 8.3 show the results at four different angles of attack. The solver used is again
FUN2D [39]. Mach numbers are used to evaluate the Hessian used in the adaptation. All
four flows are at the same free stream Mach number ( Ma = 0.7 ) and the same Reynolds
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Figure 8.1 Initial Mesh for Adaptation of Flow Around NACA 0012
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α = 1.49

α = 3.0 o

o

Flow around NACA 0012
Ma = 0.7 Re = 9 × 10 6
α = 4.0

α = 5.0

o

Figure 8.2 Adaptation for Flow at Different Attack Angles around NACA 0012 (Mesh)
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o

α = 3.0

α = 1.49 o

o

Flow around NACA 0012
6
Ma = 0.7 Re = 9 × 10
α = 4.0

α = 5.0

o

o

Figure 8.3 Adaptation for Flow at Different Attack Angles around NACA 0012 (Mach Number
Contours)
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number ( Re = 9 × 106 ), but the flow field goes from subsonic to transonic as the angle of
attack is increased.
The results on Fig. 8.2 show the final adapted grid for angles of attack of

α = 1.49, 3.0, 4.0, and 5.0. The corresponding contour plots for the Mach number are
given on Fig. 8.3. As both the Mach number contours and the adapted meshes show, the
flow becomes transonic at α = 3.0 degrees, and the transonic region continues to grow as
the angle of attack increases. The enhancement for boundary layer adaptation is adopted
here to improve the accuracy. Shock adaptation is also augmented with the discontinuityenhanced Hessian, which prevents the infinite refinement and oscillation of the shock.
The minimum Euclidean length allowed in the adaptation is 10 −5 c ( c is the airfoil chord
length), which is effective in zones other than the boundary layer. This is done by
limiting the Hessian at points far enough from the wall, which is judged by their distance
to the wall. The Hessian is smoothed with 30 iterations to widen the refined zone near the
shock. The time step is usually adjusted for each individual case to give the best result.
The results are for a relatively small number of nodes (approximately 5000), but the
Mach number contours and the boundary layer are reasonably well resolved. The grid
also shows good refinement in the shock and boundary layer/wake regions.
Figures 8.4 and 8.5 show a second series of parametric calculations, again for a
NACA 0012 airfoil, but this time the free-stream Mach number is changed. Adaptation
also started from the isotropic grid in Fig. 8.1. Four different Mach number conditions
have been computed, Ma = 0.5, 0.7, 0.799, and 2.0. Note that the Reynolds numbers
vary considerably in these four examples, but overall the subsonic, transonic and
supersonic free-stream Mach numbers show the global characteristics of the adaptation
scheme for a variety of flow field conditions. In the first case (upper left plots in Figs. 8.4
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Ma = 0.7
α = 3.0 o, Re = 9×10 6

Ma = 0.5
α = 0.o, Re = 2.89×10 6

Flow with Various Attack Angles, Mach Numbers
and Reynolds Numbers around NACA 0012
Ma = 0.799
o
6
α = 2.26 , Re = 9×10

Ma = 2.0
o
3
α = 0. , Re = 1×10

Figure 8.4 Adaptation for Flow at Different Mach Numbers and Reynolds Numbers around
NACA 0012 (Mesh)
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Ma = 0.7
o
6
α = 3.0 , Re = 9×10

Ma = 0.5
o
6
α = 0. , Re = 2.89×10

Flow with Various Attack Angles, Mach Numbers
and Reynolds Numbers around NACA 0012
Ma = 0.799
α = 2.26 o, Re = 9×10 6

Ma = 2.0
α = 0.o, Re = 1×10 3

Figure 8.5 Adaptation for Flow at Different Mach Numbers and Reynolds Numbers around
NACA 0012 (Mach Number Contours)
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and 8.5), zero degree angle of attack is chosen, the Mach number is 0.5 and the Reynolds
number is set as 2.89 × 10 6 . The boundary layer is well resolved. The spacing of the first
point off the wall is corrected by the “wall” Hessian, which is defined according to the
criterion of y + = 1 . Since no shock appears in this case, the discontinuity enhancement is
not used here and the Hessian is not smoothed. In the second case in the upper right plot,
the Mach number is 0.7 and the Reynolds number is 9 × 10 6 . The attack angle of 3
degrees generates a small transonic zone above the airfoil. In the lower left plot the
increased Mach number induces a stronger normal shock. In both plots the discontinuity
enhancement is used and helps to stabilize the refinement of the normal shocks. The
allowed minimum edge length is 10 −5 c , leaving enough grid points for the boundary
layer. The same wall spacing correction is used as that in the first plot. The last case
shown in the lower right plot in the supersonic flow with Mach number set to 2. The flow
is inviscid and zero angle of attack is chosen. With the discontinuity enhancement the
shocks, including the front bow shock and trailing shock, are equally refined. The
allowed minimum length is again 10 −5 c , which prevents the attraction of all the points
to the discontinuity regions. The Hessian in the uniform flow region in front of the bow
shock is modified to give an isotropic grid whose size is around 0.3 c .

8.3 Transonic Flow around NACA 0012 Airfoil and Comparison
with Experimental Data

The adaptation of the transonic flow past a NACA 0012 airfoil at a Reynolds
number of nine million, one of the cases shown in last section, is further investigated.
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The final mesh shown in Fig. 8.6 contains approximately 16000 nodes. The Mach
number contours are shown in Fig. 8.7. As stated in the last section, the shock wave
generates a narrow separated region on the upper surface of the airfoil that has a
tendency to cause the shock wave to become unusually sensitive to the mesh distribution.
The technique described in Chapter 7 is again used in this case. The discontinuityenhanced Hessian makes the grid region across the shock become wide enough that the
shock remains inside the fine grid. The allowed minimum physical length of the edges in
regions other than the boundary layer is 10 −5 c . The smoothing is done with 30 iterations
and the VNN number is set as 5. With the enhancement implemented, the shock quickly
settled to a stationary location. The adaptation procedure begins to increase the grid
aspect ratio in the shock region after the refinement reaches the minimum cell size. Grids
with high aspect ratio along the shock can be seen in Fig. 8.6.
The value of y + of the first grid point off the wall is set as unity. The Hessian
computed inside the boundary layer, which is the boundary-layer-enhanced Hessian
described in Chapter 6, is the interpolation between the “wall” Hessian and the maximum
Hessian inside the boundary layer. The Hessian in this region does not need smoothing
while that outside the boundary layer does. Excluding the smoothing from the boundary
layer region during the adaptation is done by comparing the distance of grid points to the
wall with prescribed criterion. In this case the criterion is an estimated thickness of the
boundary layer, which is around 10 −2 c . This enables us to capture the shock quite well
without losing the boundary layer features.
Comparisons with experimental data [61] are shown in Fig. 8.8. The dashed line
represents the calculation on the initial isotropic mesh (Fig. 8.1). The widely discrepant
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NACA 0012 α = 2.26 o 6
Ma = 0.799 Re = 9 × 10
Cycle 14
16345 nodes

Figure 8.6 Adaptation for Transonic Flow around NACA 0012 (Mesh)
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α = 2.26
Ma = 0.799 Re = 9 × 10 6
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Cycle 14
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Figure 8.7 Adaptation for Transonic Flow around NACA 0012 (Mach Number Contours)

136

results do initiate the adaptation in this case, and it can be seen as the adaptation
proceeds, the pressure coefficients shown in Fig. 8.8 approach the experimental data. The
Mach number contours in Fig. 8.7 look excellent. Although the final result does not
match the data very well, the primary reason is that wall effects are present in the wind
tunnel, as has been verified by numerous CFD solutions. The significance of adaptation
can be seen as adaptation is started from a trivial mesh.
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-0.5

0

Experiment
Cycle 0
Cycle 5
Cycle 14
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1
0

0.25
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x

Figure 8.8 Comparison between Results from Adaptation and Experimental Data
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8.4 Internal Flow Adaptation Results

In order to further verify the current adaptation approach, subsonic/supersonic
flow through a nozzle is studied here. The computations of the internal flow are
accomplished with the commercial CFD solver, FLUENT [94]. A data transfer facility is
made possible by exporting the mesh in PATRAN format [62], which is widely used in
commercial packages.
The geometry and boundary conditions of the supersonic nozzle are shown in
Fig. 8.9. The total pressure at the inlet is set at 10 atmospheres, while the outlet back
pressure is one atm. The total temperature is 500 K at the inlet and flow angle is zero.
The ideal gas assumption is made for the air and two-dimensional rather than an
axisymmetric case [63,64] is calculated for the demonstration of adaptation here. The two
equation k-ω model of Wilcox [65] is used for turbulence.

10
a tm

1
a tm

Figure 8.9 Geometry and Boundary Conditions of the Convergent/Divergent Nozzle
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The initial mesh shown in Fig. 8.10 with 1500 grid points is generated with
CFDRC-GEOM. The Mach contours from the calculation on this initial mesh are given in
Fig. 8.11 and are quite diffusive near the wall, due to the large, isotropic cells there. The
mesh after four cycles of adaptation is shown in Fig. 8.12. The number of points has now
been increased to 20000, in order to give a more reasonable result. It can be seen from the
mesh in Fig. 8.12 and Mach contours in Fig. 8.13 that the boundary layer is well resolved
by the refined mesh. The pressure contours in the entire nozzle and in the convergent
section are shown in Fig. 8.14. The absolute static pressure (static pressure plus the
ambient reference pressure, which is one atm) of the exit flow is lower than the back
pressure. An oblique shock appears in a small region near the exit line and can be seen in
the pressure contours. The shock-induced separation is also captured by the adaptation.
Due to the high Reynolds number in the flow, the Hessian far from the wall the nozzle
surface is small compared with the second derivatives inside the boundary layer. The
control of the maximum edge length, introduced in Chapter 7 in order to give a
reasonable grid size in the uniform flow region, helps to improve the mesh in the core of
the nozzle.
A zoomed view of the mesh inside the boundary layer is shown in Fig. 8.15. The
region shown is just downstream of the throat of the nozzle, and the highly stretched cells
with smooth transition from the boundary layer to free stream can be seen. The
convergence criterion set by FLUENT, three orders of magnitude down from the initial
condition, is met for the calculations on each adapted mesh of the nozzle. Overall, quality
mesh and results have been acquired through the adaptation for this case.
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Figure 8.10 Initial Mesh of the Convergent/Divergent Nozzle
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Figure 8.11 Mach Contours from the Calculation on the Mesh in Fig. 8.10
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Figure 8.12 Mesh of the Nozzle after 4th Iteration
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Figure 8.13 Mach Contours from the Calculation on the Mesh in Fig. 8.12

141

Pressure (Static)
1.0E+06

Pressure (Static)

9.0E+05
8.0E+05

4.6E+05

7.0E+05

4.2E+05

6.0E+05

3.7E+05
5.0E+05

3.3E+05
2.8E+05
2.4E+05
1.9E+05
1.5E+05
1.0E+05
5.5E+04
1.0E+04

Figure 8.14 Pressure Contours from the Calculation on the Mesh in Fig. 8.12

Figure 8.15 Zoomed View of the Boundary Layer Mesh at the Throat
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Chapter 9

Preliminary Research on
Three-Dimensional Anisotropic
Adaptation
The previous chapters have addressed grid adaptation in two dimensions. The
interest and effort for adaptation will clearly come in three dimensions where high quality
grids are more difficult to generate. Three-dimensional adaptation has been the target of
research efforts [84-90] for several years. In this chapter, the extension of the current
approach to three-dimensional anisotropic grid adaptation is attempted. Some major
differences in three dimensions are discussed. The barriers in anisotropic adaptation will
also be pointed out in the preliminary study in this chapter.

9.1 Anisotropic Adaptation Approach in Three Dimensions

The problem formulation and adaptation function in three dimensions are the
same as those in the two-dimensional study. Again the goal is to drive the edge lengths in
a domain defined by some metric towards equality. Ideally the edges in the transformed
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Riemann space will be equal-sized, while the corresponding mesh in the Euclidean space
is the desired anisotropic solution.

As in the two-dimensional cases, procedures used to equalize the edge length
include node enrichment, node removal, edge swapping and point smoothing. Point
smoothing is exactly the same as that in two dimensions, as pointed out earlier. Node
enrichment and removal are used to insert or delete nodes locally, based on the length of
edges. Each edge whose Riemann length is longer than the allowable upper limit is
divided into two new edges and a new node is introduced. Faces surrounding the edge as
well as the tetrahedrons are divided into two. A representative example of node
enrichment is shown in Fig. 9.1.

Wherever a short edge exists, the node removal procedure is invoked to remove
one end of the edge. Edges meeting in this node will be removed, as well as tetrahedrons
surrounding these edges. A vacuum is thus left. The method to construct the new
connectivity inside this vacuum is similar to that used in two dimensions, which is the
modified version of the advancing front method introduced in Chapter 1. An example in
which the shortest edge is identified, removed and new cells are generated in the resulting
vacuum is shown in Fig. 9.2.

new edge
new node

new edge

longest edge
new edge
new edge

Figure 9.1 Illustration of Node Enrichment in Three Dimensions
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node to be
removed
shortest
edge

Figure 9.2 Three-Dimensional Illustration of Node Removal

The reconnecting method works well in two dimensions since a planar polygon
can always be divided into triangles without introducing a new node, independent of any
adjacent connectivity pattern. Difficulties, however, exist in three-dimensional
applications. Not all polyhedrons in three dimensions can be converted to tetrahedrons.
An example is the family of prisms shown in Figure 9.3. Each face of a prism can be split
into triangles in two different manners, giving a total number of eight different possible
tetrahedral configurations. Among these eight configurations, six can be subdivided into
three tetrahedrons and two cannot. Similarly for general polyhedron with many possible
encompassing connectivities, the tetrahedralization may not exist. If removal of the end
of any short edge results in a non-tetrahedralizable connectivity, such as the prism shown
in the right of Fig. 9.3, it indicates that this end of the edge cannot be removed and thus
the node removal fails.
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Non-Tetrahedralizable

Tetrahedralizable

Figure 9.3 The Tetrahedralizable and Non-Tetrahedralizable Manners of Subdividing a Prism
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Figure 9.4 Edge Swapping on Three-Dimensional Mesh

The edge swapping operation in the current work is to remove every edge
iteratively. The faces and cells around the edge are removed and a vacuum is thus
created. A new connectivity, which is expected to be at least as good as the previous one,
is generated so that local improvement is possible. This is done by the same reconnecting
procedure as in the above node removal process. An example of edge swapping is shown
in Fig. 9.4.

Because edges and faces are distinct elements in a three-dimensional mesh, edge
swapping and face swapping likewise become distinct operations. Face swapping as
demonstrated in Fig. 9.5 considers the two cells sharing a triangular face. When the
common face is replaced by an edge, three new tetrahedrons are generated. If the overall
quality of these three tetrahedrons is better than the previous two, face swapping
improves the local quality. However, as can be easily seen that face swapping will only
increase the number of edges and faces in a mesh with given number of nodes, which is
obviously not reasonable for the optimization of mesh. Face swapping can only change
the left configuration to the right one, while edge swapping can alter the connectivity in
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Figure 9.5 Face Swapping on Three-Dimensional Mesh

both ways. Thus, face swapping itself is not a useful approach for improving the global
quality of the mesh and is not used in the current work.

The advancing front method in the node removal and edge swapping procedures
requires special attention in three dimensions, since occasions that no valid connectivity
can be found exist at any stage when the advancing front method is followed. Thus in the
current approach for every face used to advance, all the possible connectivities should be
stored and tried. If none of the possibilities are valid, any connectivity created previously
should be removed, until returning to the original vacuum. For edge swapping, there is
always a valid connection (the original one before the edge is removed). The node
removal process, however, will frequently result in a non-tetrahedralizable vacuum as
pointed out earlier.
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9.2 Results of Three-Dimensional Adaptation

Following the procedure of the earlier work on two-dimensional mesh
adaptation, a code for the anisotropic adaptation over three-dimensional unstructured
meshes is developed. Only meshes with pure tetrahedrons are considered.

The sequence of procedures is similar to those in Chapter 3. Specific
modifications of the Hessian for boundary layer and discontinuity are not yet included in
the current work. An example here is to show the feasibility of the current approach. An
uncoupled analytical (Blasius) solution of a two-dimensional boundary layer flow is
taken to give the velocity profile so that Hessian metric can be evaluated. The flow is
symmetric in the z-direction. A constant is added to the three eigenvalues in order that the
edge length in the z-direction would not be zero, a situation similar to the uniform flow
region in Chapter 7. Shown in the Figures 9.6 and 9.7, x ranges from 1 to 4,
corresponding to local Reynolds number Re x of 1000 to 4000. The shear velocity, which
is in the y direction, is used to calculated Hessian. Colors in the mesh are shown
according to the magnitudes of h yy , which control the cell sizes in the y-direction. The
values near the wall are smaller than the peaks above the wall due to the inflections on
the wall, which we have explained in our work earlier. A coarse mesh appears near the
wall since boundary layer enhancement is not yet implemented. The surface mesh is
shown in Figure 9.6 and the inner grid is shown in Figure 9.7. Although visualization is
difficult, especially for cells inside the domain, the mesh on the surface clearly shows that
high aspect ratio can be achieved with the current approach.
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Figure 9.6 Surface Grid from Three-Dimensional Anisotropic Adaptation

Figure 9.7 Volume Grid from Three-Dimensional Anisotropic Adaptation
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9.3 Barriers in Three-Dimensional Adaptation

Although anisotropic elements are generated both on the surface and inside the
volume, as can be seen in Figs. 9.6 and 9.7, difficulties can also be seen in these pictures.
In Fig. 9.8 the side view of the surface grid shows that poor quality triangles are not
improved by edge swapping. One of them is sitting in the lower left corner, right above
the boundary layer. Points in the lower right border are not removed, although edges
there are short. These difficulties are amplified by the relatively coarse grid used in the
present example.

The poor quality grids are caused by the major difficulties in three-dimensional
anisotropic adaptation. The inability of tetrahedralizing the vacuum left by the removal of
either a point or an edge prevents equidistribution of the edges and improvement of the
elements with iterative edge swapping. These difficulties, moreover, cannot be overcome
since all possible connectivity patterns have been attempted.

The result in this chapter shows that significant difficulties exist when the current
approach is extended to three-dimensional grids. Although there are many degrees of
freedom when discrete points are to be connected, the situation occurs where no valid
connectivity discretization exists for simple geometry, such as the non-tetrahedralizable
prism mentioned earlier. This kind of difficulty, which does not exist in two dimentions,
is a major barrier in three dimensions. One possible future approach is to utilize a larger
number of degrees of freedom in unstructured grids. Anisotropic adaptation in three
dimensions thus requires more intelligence and effort.
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Figure 9.8 Anisotropic Grid on the Surface
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Chapter 10

Conclusions

10.1 Summary

A solution adaptive method has been analyzed that enables the simulation of
two-dimensional flow fields with reasonably stretched meshes. In order to model highly
directional flow features more effectively, anisotropic meshes are chosen over an
isotropic mesh. The anisotropic approach aligns the elements along the main flow
features, which makes the adaptation more economical since the length scale required in
one direction might be several orders of magnitude smaller than that in the other
direction. Unstructured grids offer more degrees of freedom and are chosen for the
adaptation.

Anisotropic adaptation requires the definition of cell orientations as well as cell
size. Gradients, efficient for isotropic adaptation, cannot provide enough information for
anisotropic adaptation, since the gradient only gives the direction of growth. In order to
identify the large variations of the flow field, feature detection is made possible with the
introduction of Hessian matrices. The Hessian matrices, composed of the second
derivatives of one or more of the flow variables, are efficient for the definition of the cell
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orientations and cell sizes. The eigenvectors of a matrix give the directions of the cells
while the eigenvalues specify the sizes in these directions.

The manipulations on the mesh in order to equidistribute the edge lengths are
detailed. Those include node insertion and removal. Edge swapping is used to improve
the connectivity of grids and a point smoothing process further helps. An equation to relocate a point surrounded by edges is developed for this purpose. The triangulation of the
vacuum left by node removal and edge swapping is done through a unified local
reconnection procedure which uses a modified version of the advancing front method.
Data structures to facilitate the adaptation are described, while validation of the current
approach is made with the grid adaptation of modeling of a supersonic flow around
NACA 0012.

The feature detector in the form of a Hessian matrix does not always generate
high quality grids for key flow features. Inflection points in boundary and shear layers
cause difficulties in the adapted grids. These inflection points result in coarse grids in
regions where fine elements are required, such as the boundary layer grid near the wall.
The remediation is to introduce the boundary-layer-enhanced Hessian, which controls the
grid size next to the wall. The definition of the wall Hessian in turbulence modeling
follows the value of y + of the first point off the wall. The Hessian between the wall and
the location where it reaches a maximum is obtained through interpolation. The control
of the mesh size in a uniform flow region seen usually in a supersonic flow is augmented.
Justification of the correction is made through the comparison of the results with those
from a benchmark solution.
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The difficulties in the adaptation of discontinuities, such as shocks, are
investigated. Discontinuities tend to attract all the grid points in the field, packing most
of the points in their vicinity. Although limiting the maximum value of the Hessian
across the discontinuity prevents over-refinement, the resulting thin region covers only
two or three layers of cells and is not enough to encompass the discontinuity. The
deviation of the shock from the refined region can be prevented by enlarging the width of
refinement by smoothing the Hessian. Issues in the discontinuity adaptation also include
the unbalanced refinement at different regions of the discontinuity. The unbalanced
refinement is shown to be detrimental to the adaptation and improvement is made
through limiting the Hessian before it is smoothed.

Parametric adaptation results for flows around a NACA 0012 are obtained.
Flows with different Mach numbers, going from subsonic to supersonic, are attempted,
as well as transonic flows with attack angles. All adaptations are initiated with coarse,
isotropic grids. The result from a detailed investigation of the transonic flow around
NACA 0012 is compared with an experimental study. The overall quality of the adapted
mesh is further validated through the calculation with FLUENT, a commercial CFD
solver.

Preliminary work on three-dimensional anisotropic adaptation with the current
length-based approach is conducted. The reason why edge swapping instead of face
swapping is used is explained. Although essentially the same advancing-front method is
used for tetrahedralizing the vacuum left by node/edge removal, difficulties are explained
in this approach in the three-dimensional case. The major difficulty is the possible nonexistence of connectivity inside an arbitrary vacuum, which prevents the equidistribution
of edge length and improvement of the tetrahedral quality by iterative swapping. Though
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high-aspect-ratio elements appear on the mesh, poor grid quality also accompanies them
because of the difficulties of the current approach in three dimensions.

10.2 Concluding Remarks

The adaptation

procedure

developed in the current work facilitates

Computational Fluid Dynamics simulations of two-dimensional flows with stretched
adapted mesh. The anisotropic approach provides an economical solution for flows with
highly directional features. The feature detector, developed and improved in the current
approach, can successfully resolve major flow features, such as boundary layers and
discontinuities. The unified reconnection procedure in adaptation enables the easy
removal of short edges and simple implementation of the edge swapping procedure.
Demonstrations show that the anisotropic adaptation resolves flows with a substantially
reduced number of points.

Poor quality grids in three dimensions resulting from the extended version of the
current methodology indicate the magnitudes of the problems to be overcome in threedimensional anisotropic adaptation.
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Appendix A

2D Edge-based Hessian
Formulas
We begin by approximating the following matrix of second derivatives

 f xx
∆2 f = 
 f xy

f yx 
f yy 

(A.1)

using a standard Galerkin approximation for the region Ω 0 formed from all triangles that
share the vertex P . Multiplying by the weight function φ and integration by parts over

Ω 0 assuming φ = 0 on the boundary ∂Ω 0 produces the so-called weak form,

∫Ω

φ∇(∇f )T da = −
0

∫Ω

(∇φ )(∇f )

T

0

da = −

N

∑ ∫ (∇φ )(∇f )

T

i =1

da

(A.2)

Ti +1 2

where Ti +1 2 is the triangle formed by Pi , Pi +1 and P0 .
Using the notation of figure A.1, gradients of the piecewise linear functions φ h
and u h are

(∇φ )
h

Ti +1 2

=−


1
ni +1 / 2
2 Ai +1 / 2

and
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(A.3)

Vertex P0 and Adjacent Neighbors.

Figure A.1

(∇f )
h

Ti +1/ 2

where Ai +1 / 2 is the area of T

=−

(




1
f 0h ni +1 / 2 + f i h ni +1 − f i +h1 ni
2 Ai +1 / 2

)

(A.4)



i +1 / 2

and ni +1 / 2 is the vector normal to the edge e(Pi , Pi +1 )

with magnitude equal to the length of the edge.

For piecewise linear u h the gradient is constant in each triangle. The integral
average matrix of second derivatives simplifies to the following form:

∫Ω φ

h

∇(∇f ) da
T

0

=
=


n i +1 / 2

N

1

i =1

i +1 / 2

∑ 2A

h T

i +1 / 2

(


ni +1 / 2 ∇f

N

1

i =1

i +1 / 2

∑ 2A

∫T (∇f ) da
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) ∫ da

h T
Ti +1/ 2

Ti +1/ 2

=

1
∑ 2 n (∇f )
N

i +1 / 2

i =1

h T
Ti +1/ 2

(A.5)

Inserting the triangle gradient formula we obtain a discretized formula for the Galerkin
integral.

∫Ω

φ h ∇(∇f h ) da = −
T

0

1
4

N

∑A

1

i +1 / 2

i =1

(





ni +1 / 2 f 0h n iT+1 / 2 + f i h niT+1 − f i +h1 niT

)

(A.6)

Regrouping of terms and removal of a constant solution yields the following simplified
form:

∫Ω

(

φ h ∇ ∇f
0

) da = ∫

((

h T

Ω

∇ ∇ f h − f 0h

)) da = ∑ M ( f
T

N

i

h
i

− f 0h

)

(A.7)

i =1

0

with

Mi = −

 T
 T
1 1 
1 
ni +1 2 (ni +1 ) −
ni −1 2 (ni −1 ) 

Ai −1 2
4  Ai +1 2
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Appendix B

Stability Analysis and
Convergence Enhancement of
High Order Upwind Difference
Schemes
Performance of several high order difference schemes is studied with von
Neumann (or Fourier) stability analysis. The inconsistent first-order/second-order upwind
scheme system is examined carefully. We propose a new methodology to design the left
hand side (LHS) so that the potential of the inconsistent difference system can be fully
utilized. The generally used second order upwind scheme in unstructured mesh
calculation is carefully studied and its convergence property is presented.

B.1 INTRODUCTION

Upwind difference schemes are widely used in CFD applications due to their fast
damping rate [96,97]. First order upwind system introduces a large amount of dissipation
and is considered not sufficient in many cases. People seek to more accurate alternatives,
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such as second and third order upwind schemes. Both of these two schemes introduce
high order dissipation, which, in turn, use the second neighborhood nodes in the
difference formulas. However, experiences have shown that the consistent high order
upwind systems (with the same form in the LHS and right hand side (RHS)) are not
stable for many algorithms, such as Point-Jacobi iteration. It is easy to find that both
second order and third order upwind schemes result in a non-diagonally dominating
matrix, which is found to be unstable in some modes with Fourier analysis. Since the
LHS is a transient term and does not affect the steady state solution, people find that
second order scheme can be stable by replacing the LHS difference by first order upwind
scheme [98]. The inconsistent difference scheme, although not accurate for unsteady
computation, resolves the main difficulty related to high order upwind schemes. The
present authors investigate the reason of the success of inconsistent schemes and the
potential of them with von Neumann analysis. We propose a new method to design the
LHS by setting the damping rate at given modes, which is shown to be viable in the
designing of the new LHS for the second order upwind scheme.

The second order upwind scheme in the unstructured mesh calculation is
implemented by the linear reconstruction of the solution variables at the interfaces. This
method for the generation of second order upwind schemes via variable extrapolation is
often referred to in the literature as the MUSCL approach. In our work, the prototype of
this scheme is examined in its one-dimensional version. This biased second order upwind
scheme differs from standard second order upwind scheme, which is obtained through
one-sided extrapolation. The optimal LHS corresponding to this scheme is found with the
methodology, which, occasionally, is the one used in all the calculations.
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B.2 Analysis of the Point-Jacobi Algorithm

We start from the one-dimensional Euler equation
∂Q ∂E
=H
+
∂x
∂t

(B.2.1)

First-order upwind scheme results in following difference form

∆t +
∆t
∆t −
 ∂E



− H
A  ∆Q i +
A ∆Q i +1 −
A ∆Q i −1 = −∆t 
 I − D∆t +
∆x
∆x 
∆x
 ∂x



n

(B.2.2)

When the source term H does not present, von Neumann stability analysis
shows that the amplification factor of the system is

Gt =

I
∆t −
∆t +
I+
A (1 − C + iS ) −
A (1 − C − iS )
∆x
∆x

(B.2.3)

where C = cos(ω ) , S = sin (ω ) , ω is wavenumber.

For simplicity, we define the following variables before introducing the
subiteration
U ≡ ∆Q
L t = I − D∆t +

(B.2.4)
∆t
A
∆x


 ∂E
R n = ∆t 
− H
∂
x
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(B.2.5)

n

(B.2.6)

With Block-Jacobi iteration used to solve the linear equations, we have

L t U ik +1 = − R n +

∆t + k
∆t − k
A U i −1 −
A U i +1
∆x
∆x

(B.2.7)

For the inner iteration, R n is considered as a constant. Again von Neumann stability
analysis can be used to find the amplification factor of the iteration
∆t +
∆t −
A (C − iS ) −
A (C + iS )
x
x
∆
∆
Gi =
Lt

(B.2.8)

We find that the amplification factor of the outer iteration can be achieved only
when the full convergence of the inner iteration is obtained. However, the inner iteration
is only computed for finite times between two outer iterations. Therefore, the overall
amplification factor of such system is somewhat complicated and depends on several
above factors. In order to find the overall application factor of dual system, we do the
first two steps of the inner iteration.
Given U (0 ) ≡ 0 , we compute U (1) , U (2 ) from the above expression
U (1) = L t

−1

(− R )
n

(B.2.9)

∆t + (1) ∆t − (1) 
−1 
U ( 2) = L t  − R n +
A U i −1 −
A U i +1 
∆x
∆x



(B.2.10)

U (1) = G (1) Q n

(B.2.11)

U ( 2) = G ( 2) Q n

(B.2.12)

Let

we have
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G (1) = −L t

−1

(R )

(B.2.13)

where
R=

(

)

∆t +
A (1 − C − iS ) − A − (1 − C + iS )
∆x

∆t − (1)
∆t + (1)

−1 
G ( 2 ) = −L t  R −
A G (C − iS ) +
A G (C + iS )
∆
x
∆
x



(B.2.14)

(B.2.15)

After careful analysis, we find that the amplification factor can be defined as
G = I + LM m R

(B.2.16)

where
M m = I + KL + (KL ) + ⋅ ⋅ ⋅ + (KL )
2

m −1

(B.2.17)

which corresponds to m inner iterations. K and L are

K =R−

∆t
A
∆x

L = −L t

(B.2.18)

−1

(B.2.19)

The consistent second order upwind system gives the similar expressions, which are
given by defining the following different components R and K ,

K =R−
R=

3 ∆t
A
2 ∆x

(

(B.2.20)

)

∆t  3
1 −

2
−
 A − A 2C − 1 + 2iSC + 2 A (C + iS ) +
∆x  2
2


(

)

∆t 
1 +

+
2
 − 2 A (C − iS ) + A 2C − 1 − 2iSC 
∆x 
2


(B.2.21)

For the I/II inconsistent upwind system, second order upwind scheme is used for the right
hand side, while first order is used in the LHS. This results in
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K=R−

(

)

1 −
∆t  3

2
−
 A + A 2C − 1 + 2iSC − 2A (C + iS ) +
2
∆x  2


(

(B.2.22)

)

1 +
∆t 

+
2
 + 2A (C − iS ) − A 2C − 1 − 2iSC 
2
∆x 


R=

(

)

∆t  3
1 −

2
−
 A − A 2C − 1 + 2iSC + A (C + iS ) +
∆x  2
2


(

(B.2.23)

)

∆t 
1 +

+
2
 − A (C − iS ) + A 2C − 1 − 2iSC 
∆x 
2


With the above expressions, we can check how the inner iteration affects the
overall amplification factors (A.F.). The I/I consistent difference system is examined
first. In the cases we study, CFL number is set to 50.

Fig. B.1 is the amplification factor of the outer iteration. Remember that it can be
obtained only when the inner iteration is fully converged. From Fig. B.2 we know that the
inner iteration is convergent. We can see from Fig. B.3 to Fig. B.6 that the property of the
outer amplification factor can be realized with the increase of the numbers of inner
iterations. It is worthwhile to mention that the series is replaced by its exact value in Fig.
B.6.
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Figure B.1 A.F. of the Outer Iteration(I/I)
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Figure B.2 A.F. of the Inner Iteration(I/I)
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Figure B.3 A.F. with 1 Inner Iteration(I/I)
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Figure B.6 A.F. with Infinite InnerIterations(I/I)

From Fig. B.7 to Fig. B.10 are the results of the second/second consistent upwind
system with CFL number set to 50. Although the outer iteration is stable as we see from
Fig. B.7, the inner iteration shown in Fig. B.8 is unstable. Therefore, we can expect that
the overall stability cannot be obtained with the dual system, which are shown in Fig. B.9
and B.10. As we can see from Fig. B.10, one of the eigenvalues is less than unity, which
may result in a stable approach. In Figures B.11 and B.12, stability of the Second/Second
system is present with difference CFL numbers. Although theoretical analysis shows that
his consistent system has its best performance with CFL number round 10, later we can
see that the inconsistent system works much better.
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An alternative to the consistent system is the so-called inconsistent system, which
means we use different schemes on sides of the equations. We analyze the I/II system
from Fig. B.13 to Fig. B.16. Figure B.16 shows the amplification factor with infinite
inner iterations. It is also the outer iteration amplification factor. We find that it results in
a relatively large amplification factor at high wavenumbers. It is also freezing at the
above profile even when CFL increases to infinity. Applications in the next session show
that the inconsistent I/II upwind system with second order scheme in the RHS is unstable
in some applications. It is also found that the generally used second order upwind scheme
in unstructured mesh computation, which introduces less dissipation, is different from the
scheme above.
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Figure B.16 A.F. with Infinite Inner
Iterations(I/II)

B.3 Inconsistent System for High Order Upwind Schemes

From the above work we find that the inconsistent upwind difference resolves the
difficulties related to high order difference schemes. However, inconsistent system
cannot recover the exact property of high order consistent difference when the
convergence of the inner iteration is not fully achieved, especially at high wavenumber.
For example, at wavenumber equal to π , it is found that the amplification factor is

λ (1 + λ ) , where λ is CFL number. So at high CFL number, the damping rate at high
wavenumber is very poor, compared with that of the consistent difference, as seen in
Figures B.15 and B.7.

We can try to improve the inconsistent difference by designing new schemes for
the LHS, since they don't affect the steady state solution. For simplicity, we start from the
one-dimensional scalar equation
∂u
∂u
+a
=0
∂x
∂t

a>0

(B.3.1)

Second-order upwind difference gives
∂u 3u i − 4u i −1 + u i − 2
=
∂x
2

(B.3.2)

is used for the RHS. Instead of putting the one-order upwind difference for the LHS, we
define it with arbitrary coefficients,
∂u
= au i +1 + bu i + cu i −1
∂x
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(B.3.3)

In order that it is an appropriate expression for the gradient, we have the
following restrictions on them
a+b+c =0

(B.3.4)

a −c =1

(B.3.5)

Another freedom is left for the optimization of the LHS. The amplification factor
of this general difference is

g=

(

)

1 + λ 1 − 2C − 2iS + C 2 + iSC + aλ (C + iS ) + bλ + Cλ (C − iS )
1 + aλ (C + iS ) + bλ + Cλ (C − iS )

(B.3.6)

We can find the other relation by setting g = 0 at wavenumber π
1 + λ (4 − a + b − c )
1 + (− a + b − c )

(B.3.7)

b − a − c = −4

(B.3.8)

g=

Now the remaining relation is

and the final result is

a=−

1
2

b=2

c=−

3
2

(B.3.9)

Recall that one-order upwind difference scheme is the central difference with
second order dissipation,
u i − u i −1 u i +1 − u i −1 1 u i +1 − 2u i + u i −1
=
− ∆x
2∆x
2
∆x
∆x 2
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(B.3.10)

the new scheme is

u − 2u i + u i −1
− u i +1 + 4u i − 3u i −1 u i +1 − u i −1
− ∆x i +1
=
2∆x
2∆x
∆x 2

(B.3.11)

We find that it is the central difference plus more dissipation than first order upwind
scheme, although we derive it in the other way.

Results from the above analysis are shown in Figs. B.17 ~ B.22. Figures B.21
and B.22 show the amplification factors of the modified system. Compared with the I/II
system in Fig. B.19, it loses a little in middle wavenumber, while gains pretty much at
high wavenumber. The inner iteration is also improved. Same as the old system, the
profile will freeze at the CFL limit, as shown in Fig. B.21.

The application of the new system to the Euler equation is also tried (Figs.B.23B.28). From the results we can see great improvement on the damping rate because of the
combination of outer and inner iterations influences.
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Figure B.24 A.F. with1 Inner Iteration(Mod/II)
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B.4 Analysis of High Order Upwind Schemes via Variable
Extrapolation

In the previous section, we have studied the performance of inconsistent system.
The schemes we work on are essentially from finite difference method, where derivative
is replaced by biased interpolation or extrapolation. In finite volume method, MUSCL
approach [99,100], where upwind schemes are generated with variable extrapolation at
the control volume interfaces, is used quite often both structured mesh and unstructured
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mesh CFD solver. The fluxes are evaluated by the approximate Riemann solver, which is
to resolve the difference between sides of the interface. Artificial dissipation is
introduced by the Riemann solver, so overall it is still an upwind scheme.

Since our purpose is to investigate the performance of inconsistent systems, we
are interested in the behavior of the second order schemes in MUSCL approach when
inconsistent LHS is used. In the work below we study the discretized form of the scheme
in one-dimensional application.

L R
i-2

i-1

i-1/2

i

i+1

i+2

In this demonstration work, we will show the resulting difference schemes from
several upwind approaches in current CFD simulation. The one-dimensional scalar
equation is used in our work,
∂u
∂u
=0
+a
∂x
∂t

a>0

(B.4.1)

here we assume that a is positive constant so that we can get around that trouble to
evaluate a in the control volume interfaces. Standard first, second and third order
upwind difference schemes give
u − u i −1
∂u
= i
∂x i
∆x

(B.4.2)

3u − 4u i −1 + u i − 2
∂u
= i
∂x i
2∆x

(B.4.3)
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2u + 3u i − 6u i −1 + u i − 2
∂u
= i +1
∂x i
6∆x

(B.4.4)

In MUSCL approach, the solution variables at both sides of the cell interfaces are
defined by a combination of backward and forward extrapolation

u iL−1 2 = u i −1 +

1
[(1 − k )(u i−1 − u i −2 ) + (1 + k )(u i − u i−1 )]
4

(B.4.5)

1
[(1 + k )(u i − u i−1 ) + (1 − k )(u i +1 − u i )]
4

(B.4.6)

u iR−1 2 = u i −

For most compuations, linear interpoation is used between the upstream and
downstream cell, which corresponds to the case k = 0 . Thus we have

1
(u i − u i −2 )
4

(B.4.7)

1
(u i +1 − u i −1 )
4

(B.4.8)

u iL−1 2 = u i −1 +
u iR−1 2 = u i −

Upwind is introduced when evaluating the fluxes across the cell interface
au iL−1 2 + au iR−1 2 1
~
(au )i −1 2 =
− a u iR−1 2 − u iL−1 2
2
2

(

)

(B.4.9)

Here since a is assumed to be a positive constant, we can have the equivalent u~
at the interface that can be used to evaluate the flux. That is
u iL−1 2 + u iR−1 2 1 R
u~i −1 2 =
− u i −1 2 − u iL−1 2 = u iL−1 2
2
2

(

)

This can also be expressed as the average value with dissspation added
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(B.4.10)

(

u + ui 1
u~i −1 2 = i −1
− u i − 2u i −1 + u i − 2
2
4

)

(B.4.11)

Similarily, we can have the expression for the equivalent u~ at the interface
i +1 2

(

u + u i +1 1
u~i +1 2 = i
− u i +1 − 2u i + u i −1
2
4

)

(B.4.12)

From the viewpoint of finite difference method, we can find the scheme
corresponding to the discretized form of finite volume expression
u~i +1 2 − u~i −1 2 u i +1 + 3u i − 5u i −1 + u i − 2
∂u
=
=
∆x
4∆x
∂x i

(B.4.13)

This four point biased second order upwind scheme is different from the standard
four point scheme mentioned above. In order to understand this scheme well, we can
express the equivalent interface flux in the form below

(

u + ui
u~i −1 2 = u~iL−1 2 = i −1
− k ' u i − 2u i −1 + u i − 2
2

Then we can find different values of the upwind schemes

k'=

1
2

second order upind

k'=

1
6

third order upwind

k' =

1
4

second order biased upwind
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)

(B.4.14)

The upwind used in many finite volume approach is different from what we think
it may be, the second order upwind scheme. Actually it is another four point biased
upwind scheme with less dissipation than the second order upwind scheme. With more
dissipation added, it is less accurate than the third order upwind scheme.

Now we may wonder how this new scheme performs in the inconsistent system.
The amplification factor of the coefficients, which will be optimized later, is

3
1
1
 1

1 + λ  − + C − iS − C 2 + iSC  + aλ (C + iS ) + bλ + Cλ (C − iS )
2
2
2
2


g=
1 + aλ (C + iS ) + bλ + Cλ (C − iS )

(B.4.15)
With the same method to determine the LHS scheme in our work on the second
order upwind scheme, we find that the optimal scheme for the LHS is

a=0

b =1

c = −1

(B.4.16)

So we find that first order upwind scheme is the optimal choice for the LHS,
which can perform best with the second order upwind scheme generated from variable
extrapolation in most finite volume solvers. Figures B.29 and B.30 show the
amplification factors of the outer iterations when different LHS are used together with the
second order biased upwind scheme(which is named as Biased Second order Upwind
scheme) . It shows that first order upwind scheme presents a faster convergence rate than
the optimal choice for the standard second order upwind system(modified LHS). The
curves in Fig. B.29 and B.31 meet the criteria we use to optimize the left hand side.
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Figure B.34 A.F. with 2 Inner Iterations

(I/BSU, Euler)

(Mod/BSU, Euler)
193

1

1

Ev( w , 50 )
Ev( w , 50 )

Ev( w, 50)

0
|g|

|g|

Ev( w , 50 )

1

0.5

Ev( w, 50)
Ev( w, 50)

2

0
1

0.5

2

0

0
0

1

2

0

3

1

2

3

w
wavenumber

w
wavenumber

Figure B.35 A.F. with 50 Inner Iterations
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B.5 Application to 2-D Inviscid Flow Equations

In order for the further understanding of the inconsistent system for high order
upwind scheme, it is helpful to apply the analysis to the two-dimensional equations.
Before proceeding to the vector equations, the procedure is first applied to the scalar
convection equation
∂u
∂u
∂u
=0
+b
+a
∂y
∂x
∂t

a>0

b>0

(B.5.1)

Von Neumann analysis gives the amplification factor for the I/II upwind scheme as
following

[1 + λ (1 − C
x

(

x

+ iS x ) + λ y 1 − C y + iS y

(

)](g − 1) = −λ

(

)

)

x

(

)

1
3

2
 2 − 2(C x − iS x ) + 2 2C x − 1 − 2iS x C x 



1
3

− λ y  − 2 C y − iS y + 2C y2 − 1 − 2iS y C y 
2
2


(B.5.2)
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where λ x = a

∆t
∆t
, λy = b
.
∆y
∆x

Similiarily, we can find the formula for the Mod/II and I/BSU systems

[1 + λ (2 − 2C
x

3
− λy 
2

(

)]

(

)

1
3

+ iS x ) + λ y 2 − 2C y + iS y (g − 1) = −λ x  − 2(C x − iS x ) + 2C x2 − 1 − 2iS x C x 
2
2

1

− 2 C y − iS y + 2C y2 − 1 − 2iS y C y 
2

x

(

(

)

)

(B.5.3)
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+ iS x ) + λ y 1 − 1C y + iS y (g − 1) =

(

)

(

)

3 5
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4
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2
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4 4
4
4


(

)

(

)

(B.5.4)
CFL numbers for both directions are set to 50.

Fig. B.37 and FIg. B.38 are the stability results of the Second/Second system. We
can find that although the outer iteration presents good stability, overall stability of the
II/II system with Point-Jacobi iteration cannot be ensured because of the unstable inner
iteration, which is shown in Fig. B.38. Comparison of the results in Figures B.39 and
B.41, which are the stability of the outer iteration of the First/Second system and the
Modified/Second system respectively, shows that the modified LHS does improve the
stability of the second order upwind scheme. The inner iteration can also be enhanced
much, as what can be seen from Figures B.40 and B.42.

Results for the biased upwind scheme are shown in Figures B.43 and B.44. First
order upwind scheme presents better stability than the modified scheme as the LHS,
which is consistent the results from one dimension study.
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Extension of the stability study to Euler equations is studied also. Figures B.45
and B.46 are the out iteration stability properties of second order upwind scheme, when
first order upwind scheme and the modified scheme are used as LHS. The magnitude of
one of the eigenvalues is shown with contour. In both contours, light center regions
represent large amplification values, which approach to unity at the origin. As we can
see, the new scheme works better than first order upwind scheme.

With contrast to the second order upwind scheme, first order upwind scheme is a
better choice for the LHS to work with the biased second order upwind scheme, which is
used quite often in finite volume method with MUSCL approach. The contours in Figures
B.47 and B.48 show how it works compared with the scheme which works very well with
second order upwind scheme.
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The effect of grid aspect ratio(AR) is examined by the stability analysis (Figs.
B.49~B.52). Grid aspect ration of 100 is used in calculation. CFL number in one
direction ( y ) is one hundred times greater than the other direction, which makes the
pictures similar to the one dimensinal curves. Obviously the conclusions we have from
the previous work stand in the above four figures.
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B.6 Conclusions
Stability analysis has been conducted for the implementation of different upwind
schemes. Dual system is studied when Point-Jacobi iteration is used. The properties of
the outer iteration can give the reason of the advantage and disadvantage of different LHS
schemes no matter which kind of inner iteration is choosed. A new methodology for the
design of LHS scheme is proposed ,with which we modify the LHS scheme for second
order upwind scheme. This new LHS scheme renders second order upwind scheme
stable, which is shown to be not possible with first order upwind. Extension of the
analysis is made to other second order upwind scheme generated by MUSCL approach.
We carefully study the performance of the second order biased upwind scheme. Although
the optimal choice is adopted by nearly all the computations, the difficulty rooted in the
inconsistent system is also shown in the calculations. Work towards the consistent LHS is
under investigation.
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