. These classes were found to be not linearly separable and the transformation procedure was applied successfully to them. It is worth noting that not only was a linearly separable configuration found for the two composite classes, but the dimensionality was reduced from 8 to 3.
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[10] T. W. G. Calvert, "Randonily generated ionliniear tranisformations for patterni recogntitioni," Ph.I). dissertation, Car- The work reported here is confined to billary patternls and to features of the same species. Each feature is a binary vector of the same dimensionality as the patterns.
This restriction appears to eliminate many of the common pictorial, i.e., those usually defined in two spatial dimensions, measurements, such as height and width, central moments, medial axes or skeletons, lakes aind bays, forks and intersections, curve following and liine encoding, morpho-and quasi-topological invariants, extrema, local gradients, and the like. On the other hand, it will be seen that the vectorial features are consonant with n-tuples and, in noisy patterns, with threshold logic. The relationship between threshold logic uInits and the properties sought by more complex measurements has beeli extellsively investigated by Mlinsky and Papert.
Our aim is further restricted to finding a minimal set of features capable of reconstructing the input patterns to some desired degree of accuracy. The discriminating power of the features is not taken into account at all. Of course, if a feature set can be used for reconstruction of the patterns, then it is also sufficient to differentiate these patterns from one another, though it may not do this efficiently.
It should be noted that there are always at least two admissible sets of features available: the set of all the individual components, i.e., the unit vectors of the pattern space, and the set of all patterns. The object is to find a sufficient set smaller in number than the smaller of these sets. In some applications there may also be a premium on obtaining features each of which contains as few points as possible.
The problem may also be very simply stated as the decomposition of a binary M X N pattern matrix P into the Boolean product of an M X K feature matrix F and a K X N assignment matrix A in such a way that K is a minimum [7] , [8] . The trivial admissible solutions then correspond to the choice of the identity matrix for either F or A.
ALTERNATIVE FORMULATIONS
The problem of designing a highly nonlinear classification system in two stages has been approached in many ways. In terms of adaptive systems, Rosenblatt and Widrow schools, it is equivalent to training a two-layer machine. The two layers are not independent; the modifications in each layer must depend, through some backpropagating error correction or adaptation scheme, on the overall performance of the categorizer. Various probabilistic methods have been suggested to promote the exploration of the vast number of possible weight assignments, but success still seems around the corner.
Viewing the problem as one of dimensionality reduction, one could apply the statistical and algebraic techniques of factor and discriminant analysis, principal components, or Karhunen-Loeve expansions. Unfortunately, all of these depend on the generally nonbinary eigenvectors of the appropriate covariance matrices, and there seems to be no practical method of confining the resulting features to a binary space. There are, to be sure, orthonormal expansions defined on binary spaces, the Rademacher-Walsh functions, for example, which could be used as basis vectors, but here also the coefficients turn out to be real valued variables. In this direction, Chow's investigations of treedependence probably represent the best hope.
From the viewpoint of switching theory and Boolean algebra, the task is to reduce the number of conjunctive terms in a series of disjunctions. No systematic methods exist, to our knowledge, to accomplish this for expressions conitaining of the order of several hundred variables. This also applies to the related fixed word length coding problem.
It is sometimes sufficient merely to select a small subset of features from a pool of intuitively designed or computer generated candidates. Here the information theoretic and statistical distance criteria of Lewis, Allais, Kamentsky, Liu, and others, are available. The serious drawback of this procedure is that no matter how many features are tried, in any situation of practical interest they represent only an infinitesimal fraction of all possible combinations.
BLOCK, NILSSON, AND DUDA (BND)
The point of departure for the experimental work reported here is a relatively simple set of patterns constructed by Block, Nilsson, and Duda, to evaluate their own feature extraction algorithms, as reported at the 1963 COINS symposium [1] . This excellent pilot study, described in the learning machine idiom, is based on the formation of successive intersections of the Boolean patterns, regarded as subsets of a retinal set, to obtain the core features of the pattern set.
Block et al. postulate the existence of a minimal set of features such that 1) each pattern can be synthesized from the features (as a union), and 2) the intersection of all the patterns containing a given feature is that feature. While the first condition is clearly essential, the second condition merely restricts the number of possible solutions to a given problem. In practice it is relatively easy to satisfy both conditions 1) and 2), the main difficulty being the requirement that the features constitute a minimal set.
The sequential algorithm proposed in [1 ] is shown to obtaill features satisfying all the requirements provided that a certain threshold condition, guaranteeing that the size of the smallest feature is much greater than that of the intersection between any two features, is met. None of the examples successfully processed by Block, Nilsson, and Duda satisfy this condition. In fact, it is quite difficult to construct examples to meet the condition without resorting to nonoverlapping features. The number of computations required by the sequential algorithm, for a known threshold, is proportional to N X M X K2, where N is the number of patterns, M is the number of components in each pattern, and K is the number of features. BND also describe, without proof of convergence, a faster parallel algorithm. The features are found here in between N X 1i X K and N X M X K2 steps, but each step requires verifying whether the pattern set can be reconstructed with the already derived features.
The pattern set used by BND is shown, together with the unique optimal feature set, in Fig. 1(a) and (b). Notice that if the retina squares are renumbered as in Fig.  1(c) , then the features can no longer be easily obtained by inspection.
FEATURE DETERMINATION AS A CLUSTERING PROBLEM
In the scheme of [1] , each associator or A unit becomes selectively attuned to a set of similar patterns, i.e., those sharing a common feature. Thus this method is in a sense equivalent to clustering the pattern vectors in the space defined by the components. The novelty of the approach proposed in this paper resides in the determination of features by the disposition of the component vectors in pattern space rather than vice versa. Tight groups or clusters in this space contain elements which tend to be present or absent in the same patterns. Since this is precisely the intuitive meaning of "feature,"' success in our endeavour presumably depends only on the availability of adequate clustering techniques.
The idea is illustrated in Fig. 2 by meains of a simple example consisting of four patterns on a 3 X 3 retina. The binary pattern space is schematically represented by a four-dimensional cube. Uinfortunately an ordinary three cube could not be used because it is impossible to construct a non-trivial example with only three patterns, and thus, at most, two useful features.
By definition the ith element of the jth component vector is 1 perfect, is as good as can be possibly achieved with only three features. The principal clustering method used in the experiments described further on is the popular K-means or Isodata technique [2] , [3] modified to allow overlapping clusters. Both randomly assigned and computed starting points were tried in clustering, with the latter proving vastly superior.
The computed starting vectors were derived from a similarity matrix obtained from the pair-wise distances among the component vectors as suggested by Abraham [4] . This procedure corresponds to the determination of the disconnected subgraphs of the undirected graph associated with the similarity matrix. The necessary ultimate connectivity matrix was obtained with Baker's algorithm [5] for Boolean matrix multiplication, although it has been kindly pointed out since, by Prof. P. Robert of the University of Montreal, that a procedure based on Warshall's algorithm would yield the same result more rapidly [6] .
Another option allows the experimenter to introduce his own best guesses as starting features to see if the program can improve upon them.
A trivial sufficiency condition for the success of the algorithm is the existence of nonintersecting features cor-responding to clusters concentrated at single points. As in Block, Nilsson, and Duda's method, small intersections between the features represent the most favorable conditions. The speed of operation of the least-squares clustering algorithm is proportional to N X M X K.
A FIGURE OF MXIERIT Each feature set is automatically evaluated by the program by comparing the pattern set, as reconstructed from the features, to the original set. The figure of merit is the total number of bits, or Hamming distance, in which the synthetic pattern set differs from the original. In the example given earlier, for example, the figure of merit for the three features is two.
The synthetic pattern is the union of all the features assigned to a given pattern. Features are assigned in turn to every pattern, on the basis of closeness in the Hamming distance sense, until the appropriate term in the figure of merit begins to increase. At that poinit the synthetic pattern is deemed complete.
To render the system less sensitive to false starts and to avoid very similar features in the final set, two routines based on the pattern synthesis portion of the figure of merit computation were added to the program. 1) Whenever two features are similar, i.e., within a given
Hamming distance of one another, one of them is replaced by the unreconstructed portion of the least successfully reconstructed pattern.
2) The least used feature, if used in fewer than a specified number of synthetic patterns, is replaced in the same way. In either case, the new set of features are used to form initial cluster centers for a renewed series of iterations.
Neither of these heuristic attempts proved signally successful; to cope with difficult practical problems, more profound changes will have to be introduced.
RESULTS
The algorithm described in the preceding sections was programmed for an IBM 7094 computer, as shown in Fig.  3 . The program requires about 1000 FORTRAN statements, with two short machine language subroutines for computing distances between binary vectors. The running time for each experiment is of the order of a few minutes.
For the BND patterns the optimal set of features, as shown in Fig. 1(b) , were derived both with random and with computed initial cluster centers. In the latter case, the main clustering algorithm converges in three cycles at an overlap threshold of five. The program tries a full range of overlap thresholds, selecting the final feature set on the basis of the lowest figure of merit. For these patterns a figure of merit of 0 is reached at several values of the threshold.
For a more severe test of the method, the 36-character alphabet shown in Fig. 4(a) was constructed. This set was designed without any regard for reconstructibility in terms of features. Table I shows the figures of merit F obtained with different methods of generating initial features and for varying numbers of features in the final set. By way of comparison, two sets of 10 features proposed by different persons came in at F of 140 and 147, respectively, although eventually the best features of these and the machine generated set were combined to produce an F of 82 with 10 features. Whether this figure is the lowest possible remains unknown.
The best sets of 10 and 15 features generated by the computer are shown in Fig. 4 along with the corresponding synthetic patterns. Of course, with 15 features the synthetic patterns resemble the originals more closely.
It is noteworthy that with the 36-character alphabet the sets of features consistently correspond to nonoverlapping clusters containing all the component vectors. The BND features have a 20-percent overlap. [7] .
Although pictorial examples were used to test the method, it is clearly quite general and would encounter no more difficulty with the patterns of Fig. 1 (c) than with those of Fig. 1(b) . This lack of specialization can be a liability as well as an asset.
A more serious disadvantage is the absence of satisfactory sufficiency and necessity conditions for the correct convergence of the algorithm. This shows up strikingly in the four-pattern example, where there seems no way of extending the set of three plausible features to the four perfect features corresponding to the patterns themselves.
Recent work by Abdali shows that replacing the thresholded Hamming distance by a logical inclusion test leads to firmer theoretical foundations [7] . Since of the EEG. This paper describes a procedure for automatically analyzing sleep EEGs by using hybrid computer techniques to process the data in a manner similar to that used by electroencephalographers.
Today the annual research budget for this automatic analysis is very large in terms of computer time, research efforts, and total costs. Almost all of the effort is concerned with a frequency decomposition of the EEG (i.e., an analysis of the inherent periodicities). Although this has provided considerable information, some of the significant EEG patterns are aperiodic, such as K-complexes and spike waves. Certainly these aperiodic events are critical to diagnostic electroencephalography and to sleep monitoring electroencephalography. To detect these aperiodic waveforms, different data-processing techniques must be employed.
The procedure described here utilizes matched filters to detect the aperiodic activity of short duration (1-2 seconds). This information with the information on periodic waveforms determines the state of sleep of the subject once each minute. It would be possible to carry out the same analysis on a digital computer, but the computation time would be excessive. This system combines the efficient data-processing capabilities of analog filters with the logic capabilities of digital circuits to analyze sleep waveforms in an efficient manner.
A similar approach was used in 1966 by Berger and Meier [2 ] to determine three stages of vigilance in animals.
