The onset, withdrawal and quantity of rainfall greatly influence the agricultural yield, economy, water resources, power generation and ecosystem. Time series modelling has been extensively used in stochastic hydrology for predicting various hydrological processes. The principles of stochastic processes have been increasingly and successfully applied in the past three decades to model many of the hydrological processes which are stochastic in nature. Time lagged models extract maximum possible information from the available record for forecasting. Artificial neural network has been found to be effective in modelling hydrological processes which are stochastic in nature. The ARIMA model was used to simulate and forecast rainfall using its linear approach and the performance of the model was compared with ANN. The computational approach of ANN is inspired from nervous system of living beings and the neurons possess the parallel distribution processing nature. ANN has proven to be a reliable tool for modelling compared to conventional methods like ARIMA and therefore ANN has been used in this study to estimate rainfall. In this study, rainfall estimation of Junagadh has been attempted using monthly rainfall training data of 32 years and testing data of 5 years (2012)(2013)(2014)(2015)(2016). A number of ANN model structures were tested, and the appropriate ANN model was selected based on its performance measures like root mean square error and correlation coefficient. The correlation coefficient Seasonal ARIMA (1,0,0)(3,1,1)12 and ANN back-propagation model (5-12-1) on the testing data was found to be 0.75 and 0.79 respectively. Seasonal ARIMA (1,0,0)(3,1,1)12 and ANN back-propagation model (5-12-1) were used for forecasting rainfall of 5 years (2017)(2018)(2019)(2020)(2021).
INTRODUCTION
Rainfall forecasting is an important issue for countries whose economies mainly depend on agriculture. Numerous efforts have been devoted to developing and improving the existing time series weather forecasting models by using different techniques. The role of statistical methodology for predicting the weather parameters is important for their precise estimates. Since decades, many efforts have been made by researchers to identify the appropriate and reliable weather forecasting models. The prediction of rainfall is a challenging task and it is highly useful to the sector of agriculture . In this study, ARIMA and ANN have been used to forecast rainfall. ARIMA is a conventional linear statistical model and due to its simplicity in its implementation, it has remained popular for time series modelling of rainfall. On the other hand, ANN is a self adaptive technique which has the ability to deal with nonlinear functions and approximate them. Basically, ANN is a method similar to the neurological system of humans consisting of neurons which are the basic computing elements and theses neurons are interconnected to form a network (Rummelhart & McClelland 1996) . Time series modelling is a process of forecasting using the past data. French et al. (1992) noted that the complex nature of atmospheric processes made rainfall modelling and forecasting a very difficult task. Time series models may be univariate or multivariate. In this study, univariate models have been used. In univariate models, there is a single time series whose lags are utilized for modelling. Time series analysis involves procedures for fitting a given time series to an appropriate model by understanding the inherent characteristics of the time series. Such models fitted to the time series are useful for simulating the time series and hence forecasting. Somvanshi et al. (2006) Chattopadhyay and Chattopadhyay (2010) developed a univariate model to forecast the summer monsoon (June-August) rainfall over India based on the data pertaining to the period 1871-1999. After randomness and non-stationarity within the time series were observed, the autoregressive integrated moving average (ARIMA) models were used and the ARIMA (0,1,1) was identified as a suitable representative model producing minimum Akaike Information Criterion (AIC) of 1228.99. Abdul (2013) predicted monthly rainfall in Kirkuk, Iraq using ANN, ARIMA and MLR. The ANN, ARI-MA and MLR approaches were applied to the data to derive the weights and the regression coefficients respectively. The performances of the models were evaluated by using remaining (13 years) of data. By comparing R 2 values (0.91, 0.85, and 0.823) of the models, the study revealed that ANN model can be used as an appropriate forecasting tool to predict the monthly rainfall, which is preferable over the ARIMA model and MLR model. Validity of the model was tested using standard graphical explanation of residuals given by Box and Jenkins. As a second step of validation, forecasted values of monthly rainfall were checked using actual data series. After completion of necessary checking and forecast observation, the ARIMA(0, 0, 1) (1,1, 1)12 was found to be the most effective to predict future precipitation with a 95% confidence interval. The objective of the study was to identify optimum ARIMA model and ANN model structure for forecasting rainfall of Junagadh based on the training data of 32 years monthly rainfall.
MATERIALS AND METHODS
The present study was based on a time series rainfall data observed at Junagadh located in Gujarat State of India. Geographically Junagadh is situated at 21 The highest average rainfall of 31.72 mm in the non-seasonal months was observed in October followed by rainfall of 9.72mm and 6.53 mm in May and November respectively. The detailed methodology of the models namely ARIMA and ANN is given in this section. The rainfall monthly data were obtained from Agrometeorological department located in Junagadh Agricultural University. In this study, rainfall estimation of Junagadh has been attempted using monthly climatic training data of 32 years and testing data of 5 years (2012-2016). The selected models were used for forecasting rainfall of 5 years (2017-2021). The distribution of the monthly rainfall data in training, testing and forecasting periods is given in Table 1 . errors. The first component was the autoregressive (AR) term, the second component was the integration (I) term which was responsible for making the data stationary and the third component was the moving average (MA) term of the forecast errors. As seasonality was inherent in the time series of monthly rainfall, the seasonal ARI-MA model was utilized in this study in which there were two more terms introduced namely seasonal autoregressive term and seasonal moving average term in addition to the other terms mentioned in the regular ARIMA model as given in equation (1). Box-Jenkins methodology was adopted in this study which involved model identification, parameter estimation and diagnostic check (residual analysis). In the process of model identification, the order of the model was identified which indicated the number of autoregressive and moving average components to be included in the ARIMA model. The order of the model was determined using the using autocorrelation and partial autocorrelation graphs. The Yule walker approach was utilized to evaluate the parameters of the ARIMA model and the best model was selected based on root mean square error criteria. The residuals of the selected model were tested for significant spikes and if they were found to be uncorrelated, the model was finalized. A number of candidates ARIMA models were formed whose performances were checked on testing data and finally the most appropriate model was selected for forecasting. The model type was decided based on the autocorrelation and partial autocorrelation patterns as given in Table 2 . The approach of ARIMA modelling given by Box and Jenkins was used (Box and Jenkins, 1976 ).
..Eq. (1) The Ljung-Box test is a type of typical statistical test of whether any autocorrelations of a time series are different from zero.
The Ljung-Box test may be defined as: H 0 : The data are independently distributed (i.e. the correlations in the population from which the sample is taken are 0, so that any observed correlations in the data result from randomness of the sampling process). H a : The data are not independently distributed; they exhibit serial correlation. The test statistic is:
….Eq. (2) n = sample size = sample autocorrelation at lag k h = number of lags being tested Artificial neural network (ANN) model: The basic structure of ANN involves a system of layered, interconnected nodes and neurons. The nodes were arranged to form an input layer, with neurons in each hidden layer connected to all neurons in neighbouring layers. The typical ANN model structure using backpropagation algorithm is shown in Figure in which lags are used as inputs. The time series data of inputs and output were normalized between 0 and 1. Appropriate process of normalization and denormalization of data was carried out before and after the program execution. The data was divided by the maximum value for normalization and the result was multiplied by the same amount once the model gave its output. The errors obtained were propagated backward until best validation performance could be achieved by the model given in Fig. 1 . Feed forward backpropagation neural network with Levenberg Marquardt algorithm was used to train the network. The backpropagation neural network architecture for monthly forecast were formed using appropriate input data and number of neurons in the hidden layer. Each model was retrained several times with different combination of weights until the performance improved. A model architecture gave a different correlation coefficient value each time it was retrained and finally the model architecture that gave better correlation coefficient value was selected. Performance of each candidate model was observed, and the residuals were also analysed before selecting the optimum model for forecasting. The predicted values with the developed models were compared with observed data for checking their accuracy of prediction. The network used a dot-product activation function that, for each neuron Bj ( j = 1, 2, …..,n) in the hidden layer.
……….Eq. (3)
Where input nodes A i ( i = 1, 2,…., m) and weights W ij between nodes A i and neurons B j . Each neuron value was subsequently passed through a transfer function given below; ………….Eq. (4) Nonlinearities were incorporated into the network via the activation and transfer functions in each neuron. Complexities in the data were captured through the number of neurons in the hidden layer. If increasing a given weight lead to more error, the weights downwards were adjusted and if increasing a weight lead to less error, the weights upwards were adjusted. Adjustment of all the up or down continued throughout this process until the weights and error settled down.
RESULTS AND DISCUSSION
ARIMA model: Seasonal ARIMA model (1,0,0) (3,1,1)12 was selected as the appropriate model after assessing its performance and analysing its residuals. The parameters of the selected model are given in Table 3 . The scatter plot of actual and predicted monthly rainfall data is given in Fig. 2 while Fig. 3 and Fig. 4 shows the time series plot of actual and predicted rainfall for the training and testing data, from which it was observed that the model was able to capture certain extreme events successfully, however it can be said that it generally underpredicted the rainfall. The Seasonal ARIMA model was then employed to forecast the monthly rainfall for the next five years 2017-2021 as shown in Fig 5.  SARIMA (1,0,0)(3,1,1) 12 was checked to see whether the residuals were independently distributed and they did not have significant correlations. Ljung box test was performed on the residuals for checking significant correlations and they were found to be insignificant as given as shown in Fig. 6 . Artificial neural network model: The artificial neural network (5-12-1) was selected as the appropriate model as it simulated rainfall data well both in training and testing data. The selected architecture of the model is shown in Fig. 7 . This model also ensured that there was not overfitting in the training data. The root mean square error of training, validation and testing at various epochs is shown in Fig. 8 which showed that the mean square errors for training, validation and testing were close to each other around epoch 13 at which point the training was halted. The scatter plot of observed and predicted values on testing data is shown in Fig. 9 while the time series comparison of observed and predicted values for training and testing data is shown in Fig. 10 and Fig.  11 respectively. The final weights of the model used for simulating the time series are given in Table 4 . The model was then used to forecast rainfall for the next five years from 2017-2021 as shown in Fig.12 . The error histogram after execution of the ANN model is shown in Fig. 13 . The observed and predicted monthly rainfall (2017) is given in Appendix I. The performance analysis of the ARIMA and ANN model on the testing data revealed that the correlation coefficient was found to be 0.75 and 0.79 respectively while the root mean square error was 89.70 and 85.06 respectively as given in Table 5 . Therefore, the performance of the ANN model was found to be better than ARIMA model. Both ARIMA and ANN models were used for forecasting monthly rainfall of 5 years (2017-2021). Abdul 
Conclusion
Seasonal ARIMA (1,0,0)(3,1,1)12 was found to be the appropriate ARIMA model after assessing its performance and analysing its residuals while ANN back-propagation model (5-12-1) was found to be the appropriate ANN model for estimating monthly rainfall of Junagadh city, Gujarat, India. The correlation coefficient obtained after comparing observed and predicted monthly rainfall revealed that ANN model was better than ARIMA model. The selected models were then used to forecast monthly rainfall of 5 years (2017-2021) which could be used for crop planning as well as design and management of water conservation structures. 
