Abstract. Fintushel and Stern defined the rational blow-down construction [FS] for smooth 4-manifolds, where a linear plumbing configuration of spheres Cn is replaced with a rational homology ball Bn, n ≥ 2. Subsequently, Symington [Sy] defined this procedure in the symplectic category, where a symplectic Cn (given by symplectic spheres) is replaced by a symplectic copy of Bn to yield a new symplectic manifold. As a result, a symplectic rational blow-down can be performed on a manifold whenever such a configuration of symplectic spheres can be found. In this paper, we define the inverse procedure, the rational blow-up in the symplectic category, where we present the symplectic structure of Bn as an entirely standard symplectic neighborhood of a certain Lagrangian 2-cell complex. Consequently, a symplectic rational blow-up can be performed on a manifold whenever such a Lagrangian 2-cell complex is found.
Introduction
In 1997, Fintushel and Stern [FS] defined the rational blow-down operation for smooth 4-manifolds, a generalization of the standard blow-down operation. For smooth 4-manifolds, the standard blow-down is performed by removing a neighborhood of a sphere with self-intersection (−1) and replacing it with a standard 4-ball B 4 . The rational blow-down involves replacing a negative definite plumbing 4-manifold with a rational homology ball. In order to define it, we first begin with a description of the negative definite plumbing 4-manifold C n , n ≥ 2, as seen in Figure 1 , where each dot represents a sphere, S i , in the plumbing configuration. The integers above the dots are the self-intersection numbers of the plumbed spheres: [S 1 ] 2 = −(n + 2) and [S i ] 2 = −2 for 2 ≤ i ≤ n − 1.
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−2 −2 −2 −2 S 1 S 2 S 3 S n−2 S n−1 Figure 1 . Plumbing diagram of C n , n ≥ 2
The boundary of C n is the lens space L(n 2 , n − 1), thus π 1 (∂C n ) ∼ = H 1 (∂C n ; Z) ∼ = Z/n 2 Z. (Note, when we write the lens space L(p, q), we mean it is the 3-manifold obtained by performing − p q surgery on the unknot.) This follows from the fact that [−n − 2, −2, . . . − 2], with (n − 2) many (−2)'s is the continued fraction expansion of Let B n be the 4-manifold as defined by the Kirby diagram in Figure 2 (for a more extensive description of B n , see section 2.1). The manifold B n is a rational homology ball, i.e. H * (B n ; Q) ∼ = H * (B 4 ; Q). The boundary of B n is also the lens space L(n 2 , n − 1) [CH] . Moreover, any self-diffeomorphism of ∂B n extends to B n [FS] . Now, we can define the rational blow-down of a 4-manifold X: Definition 1.1. ( [FS] , also see [GS] ) Let X be a smooth 4-manifold. Assume that C n embeds in X, so that X = C n ∪ L(n 2 ,n−1) X 0 . The 4-manifold X (n) = B n ∪ L(n 2 ,n−1) X 0 is by definition the rational blow-down of X along the given copy of C n .
Fintushel and Stern [FS] also showed how to compute Seiberg-Witten and Donaldson invariants of X (n) from the respective invariants of X. In addition, they showed that certain smooth logarithmic transforms can be alternatively expressed as a series of blow-ups and rational blow-downs. In 1998, (Margaret) Symington [Sy] proved that the rational blow-down operation can be performed in the symplectic category. More precisely, she showed that if in a symplectic 4-manifold (M, ω) there is a symplectic embedding of a configuration C n of symplectic spheres, then there exists a symplectic model for B n such that the rational blow-down of (M, ω), along C n is also a symplectic 4-manifold. (Note, we will often abuse notation and write C n both for the actual plumbing 4-manifold and the plumbing configuration of spheres in that 4-manifold.)
As a result, Symington described when a symplectic 4-manifold can be symplectically rationally blown down. We would like to investigate the following question: when can a symplectic 4-manifold be symplectically rationally blown up? By rational blow-up, (at least in the smooth category) we mean the inverse operation of rational blow-down: if a 4-manifold has an embedded rational homology ball B n , then we can rationally blow it up by replacing the B n with the negative definite plumbing C n . In order to do that, we first need to verify that rationally blowing up makes sense in the symplectic category. Moreover, we wish to define a "true" inverse operation to the symplectic rational blow-down. For the symplectic rational blow-down, the existence of a symplectic configuration of spheres C n in a symplectic manifold makes it possible to perform the operation. In other words, all you need to carry out this procedure is certain "2-dimensional data" in the symplectic 4-manifold. In the same vein, we will define the symplectic rational blow-up operation, where the 2-dimensional data will be a certain Lagrangian 2-cell complex.
The first step towards such a definition is to equip B n with a symplectic structure, such that it is the "standard" symplectic neighborhood of a certain (2-dimensional) "Lagrangian core" L n,1 (see section 3.1 and for an illustration with n = 3 see Figure 5 ). For n = 2, L 2,1 is simply a Lagrangian RP 2 . For n ≥ 3, L n,1 is a cell complex consisting of an embedded S 1 and a 2-cell D 2 , whose boundary "wraps" n times around the embedded S 1 (the interior of the 2-cell D 2 is an embedding). Furthermore, the cell complex L n,1 is embedded in such a way that the 2-cell D 2 is Lagrangian. We show, by mirroring the Weinstein Lagrangian embedding theorem, that a symplectic neighborhood of such an L n,1 is entirely standard. As a result, we show that we can obtain a symplectic model for B n as a standard symplectic neighborhood of this Lagrangian complex L n,1 .
Consequently, we prove that a symplectic 4-manifold (X, ω) can be symplectically rationally blown up provided there exists this "Lagrangian core" L n,1 ⊂ (X, ω):
Theorem A. (Theorem 3.2) Suppose we can find a "Lagrangian core" L n,1 ⊂ (X, ω), (as in Definition 3.1), then for some small λ > 0, there exists a symplectic embedding of (B n , λω n ) in (X, ω), and for some λ 0 < λ and µ > 0, there exists a symplectic 4-manifold (X , ω ) such that (X , ω ) = ((X, ω)−(B n , λ 0 ω n ))∪ φ (C n , µω n ), where φ is a symplectic map, and (B n , ω n ) and (C n , ω n ) are the symplectic manifolds as defined in section 2.3. (X , ω ) is called the symplectic rational blow-up of (X, ω).
In Theorem A above, the scaling coefficient λ, regulates the "size" of the rational homology ball B n that is removed from the symplectic manifold (X, ω), just like in the definition of the regular symplectic blow-up operation, where one chooses the size of the 4-ball being removed. The scaling coefficient µ regulates the symplectic volume of C n which can "fit back into" in place of the removed symplectic volume of B n .
The organization of this paper is as follows. In section 2 we give a detailed description of the rational homology balls B n and give some background information. In section 3 we define the "Lagrangian cores" L n,1 and prove the main theorem. In section 4, we prove a proposition used in the proof of main theorem, involving computations of Gompf's invariant for the contact boundaries of the symplectic copies of B n and C n .
2. Background 2.1. Description of the rational homology balls B n . There are several ways to give a description of the rational homology balls B n . One of them is a Kirby calculus diagram seen in Figure 2 . This represents the following handle decomposition: Start with a 0-handle, a standard 4-disk D 4 , attach to it a 1-handle D 1 × D 3 . Call the resultant space X 1 , it is diffeomorphic to S 1 × D 3 and has boundary ∂X 1 = S 1 × S 2 . Finally, we attach a 2-handle D 2 × D 2 . The boundary of the core disk of the 2-handle gets attached to the closed curve, K, in ∂X 1 which wraps n times around the S 1 × * in S 1 × S 2 . We can also represent B n by a slightly different Kirby diagram, which is more cumbersome to manipulate but is more visually informative, as seen in Figure 3 , where the 1-handle is represented by a pair of balls. The rational homology ball B 2 can also be described as an unoriented disk bundle over RP 2 . Since RP 2 is the union of a Mobius band M and a disk D, we can visualize RP 2 sitting inside B 2 , with the Mobius band and its boundary (M, ∂M ) embedded in ( (Figure 4 , with the ends of the cylinder identified), and the disk D as the core disk of the attaching 2-handle. We will construct something similar for n ≥ 3. Instead of the Mobius band sitting inside X 1 , as for n = 2, we have a "n-Mobius band" (a Moore space), L n , sitting inside X 1 . The case of n = 3 is illustrated in Figure 5 , again with the ends of the cylinder identified. In other words, L n is a singular surface, homotopic to a circle, in X 1 ∼ = S 1 ×D 3 , whose boundary is the closed curve K in ∂X 1 ∼ = S 1 × S 2 , and it includes the circle,
where D is the core disk of the attached 2-handle (along K). We will call L n the core of the rational homology ball B n ; observe, that
The cores L n will be used as geometrical motivation in the construction of a symplectic structure on the rational homology balls B n . For n = 2, if we have an embedded RP 2 in (X, ω), such that ω| RP 2 = 0, (i.e. a Lagrangian RP 2 ) then the RP 2 will have a totally standard neighborhood, which will be symplectomorphic to the rational homology ball B 2 . The symplectic structures which we will endow on the rational homology balls B n will have the cores L n → B n be Lagrangian, which we will refer to later as L n,1 in section 3.
2.2. Review of Kirby-Stein calculus. We will use Eliashberg's Legendrian surgery construction [El] along with Gompf's handlebody constructions of Stein surfaces [Go] to put symplectic structures on the B n s, which will be induced from Stein structures. We will give a brief overview of the aforementioned constructions, beginning with a theorem of Eliashberg's on a 4-manifold admitting a Stein structure [El] [Go]: Theorem 2.1. A smooth, oriented, open 4-manifold X admits a Stein structure if and only if it is the interior of a (possibly infinite) handlebody such that the following hold:
(1) Each handle has index ≤ 2, (2) Each 2-handle h i is attached along a Legendrian curve K i in the contact structure induced on the boundary of the underlying 0-and 1-handles, and (3) The framing for attaching each h i is obtained from the canonical framing on K i by adding a single left (negative) twist. A smooth, oriented, compact 4-manifold X admits a Stein structure if and only if it has a handle decomposition satisfying (1), (2), and (3). In either case, any such handle decomposition comes from a strictly plurisubharmonic function (with ∂X a level set).
From Theorem 2.1, it follows that if we wanted to construct a Stein surface S, such that its strictly plurisubharmonic Morse function did not have any index 1 critical points, then all we have to do to give a handlebody description of S is to specify a Legendrian link L in S 3 = ∂B 4 = ∂(0-handle), and attach 2-handles with framing tb(K i ) − 1, where K i are the components the framed link L. If we allow index 1 critical points, then we must include 1-handles in the handlebody decomposition of S. If a handle decomposition of a compact, oriented 4-manifold has only handles with index 0, 1, or 2, then all that one needs to specify it is a framed link in #mS 1 × S 2 = ∂ (0-handle ∪ 1-handles). Consequently, in order to deal with arbitrary Stein surfaces, Gompf [Go] (1) A rectangular box parallel to the axes in R 2 , (2) A collection of m distinguished segments of each vertical side of the box, aligned horizontally in pairs and denoted by balls, and (3) A front projection of a generic Legendrian tangle (i.e. disjoint union of Legendrian knots and arcs) contained in the box, with endpoints lying in the distinguished segments and aligned horizontally in pairs.
Legendrian tangle Figure 6 . Legendrian link diagram in standard form
All one needs to do is attach 1-handles to each pair of balls and one gets a link in #mS 1 × S 2 . Using this definition, in Theorem 2.2 in [Go] , Gompf establishes a full list of Kirby-Legendrian calculus type moves that will relate any two such diagrams. More specifically, the theorem states that any two Legendrian links in standard form are contact isotopic in ∂(#mS 1 × S 2 ) if and only if they are related by a sequence of those moves.
The classical invariants of Legendrian knots (see for example [OS, Et] ), such as the Thurston Bennequin number tb(K) and the rotation number rot(K) still make sense for the Legendrian link diagrams in standard form, although with a few caveats. Both tb(K) and rot(K) can be computed for a knot K that's part of a Legendrian link diagram as in Figure 6 from the same formulas as in a standard front projection of Legendrian knots in R 3 (also see Figure 7 ):
. Cusps in a front projection of a Legendrian knot
The invariant rot(K) doesn't change under Gompf's Kirby-Legendrian calculus type moves. However, one of the moves changes tb(K) by twice the number of times (with sign) that K runs over the 1-handle (involved in the move). The change is due to how it is obtained from the diagram and not the canonical framing. Moreover, it is shown that in these Legendrian diagrams (as in Figure 6 ) the number tb(K)+rot(K)+1 is always congruent modulo 2 to the number of times that K crosses the 1-handles.
Putting together the Legendrian link diagrams in standard form, the classical Legendrian knot invariants that can be read from them, the complete list of their Kirby-Legendrian calculus type moves, and Eliashberg's Theorem 2.1, the following characterization of compact Stein surfaces with boundary can be made: Proposition 2.3. [Go] A smooth, oriented, compact, connected 4-manifold X admits the structure of a Stein surface (with boundary) if and only if it is given by a handlebody on a Legendrian link in standard form (Definition 2.2) with the i'th 2-handle h i , attached to the i'th link component K i , with framing tb(K i ) − 1 (as given by Formula 2.1). Any such handle decomposition is induced by a strictly plurisubharmonic function. The Chern class c 1 (J) ∈ H 2 (X; Z) of such a Stein structure J is represented by a cocycle whose value on each h i , oriented as in Theorem 2.1, is rot(K i ) (as given by Formula 2.2).
The benefits of these Legendrian link diagrams, is that one can compute several useful invariants of the Stein surface and its boundary straight from them. In particular, Gompf ([Go] , section 4) gave a complete set of invariants of 2-plane fields on 3-manifolds, up to their homotopy classes, which, in particular, could be used to distinguish contact structures of the boundaries of Stein surfaces. We will describe one such invariant, Γ, which we will later use in section 4. In general, the classification of 2-plane fields on an oriented 3-manifold M is equivalent to fixing a trivialization of the tangent bundle T M and classifying maps ϕ : M → S 2 up to homotopy, which was done in [Po] . Γ is an invariant of 2-plane fields on closed, oriented 3-manifolds, that is a 2-dimensional obstruction, thus it measures the associated spin c structure. The advantage of Γ is that it can be specified without keeping explicit track of the choice of trivialization of T M , and instead can be measured in terms of spin structures of the 3-manifold M .
In order to define Γ we need to establish some notation and terminology. Let (X, J) be a Stein surface with a Stein structure J. There is a natural way to obtain a contact structure ξ on its boundary ∂X = M , by letting ξ be the field of complex lines in T M ⊂ T X| M , in other words
Assume X can be presented in standard form, as in Figure 6 . We can construct a manifold X * , which is obtained from X by surgering out all of the 1-handles of X (this can be done canonically). As a result, we have ∂X = ∂X * = M , and X * can be described by attaching 2-handles along a framed link L in ∂B 4 = S 3 , which can be obtained by gluing the lateral edges of the box in Figure 6 . The 1-handles of X become 2-handles of X * that are attached along unknots with framing 0, call this subset of links L 0 ⊂ L. The 2-handles of X remain 2-handles of X * , with the same framing. Since Γ will be defined in terms of the spin structures of M , it is useful to express the spin structures of M as characteristic sublinks of L; thus, for each s ∈ Spin(M ), we will associate a characteristic sublink
is the usual linking number if A = B, and the framing of A if A = B, and is extended bilinearly if A or B have more than one component.) Finally, we can define Γ for a boundary of a compact Stein surface, by a formula obtained from a diagram of the Stein surface in standard form:
Theorem 2.4. (Gompf [Go] , Theorem 4.12) Let X be a compact Stein surface in standard form, with ∂X = (M, ξ), and X * , L = K 1 ∪ . . . ∪ K m and L 0 as defined above. Let {α 1 , . . . , α m } ⊂ H 2 (X * ; Z) be the basis determined by {K 1 , . . . , K m }. Let s be a spin structure on M , represented by a characteristic sublink L(s) ⊂ L. Then P DΓ(ξ, s) is the restriction to M of the class ρ ∈ H 2 (X * ; Z) whose value on each α i is the integer
Description of symplectic structures of B n and C n . First, we will describe the symplectic structure ω n on B n , which will be induced from the Stein structure J n . We will present (B n , J n ) as a Legendrian diagram in standard form, as in Definition 2.2. However, before that can be done we must first express the B n s with a slightly different Kirby diagram, one that has appropriate framings with which its 2-handles are attached, thus enabling us to put it in Legendrian standard form. Figure 8 shows another Kirby diagram of B n , that is equivalent to the one in Figure 2 and Figure 3 , by a series of Kirby moves seen in Appendix A.
Having this Kirby diagram for B n , we are now ready to put it in Legendrian standard form, as seen in Figure 9 . (Note, this is the same Stein structure on B n as it recently appeared in [LM] , for q = 1.) The orientation was chosen arbitrarily, but will remain fixed throughout. Observe, that the Legendrian knot K n 2 in the diagram has the following classical invariants: Figure 9 . Kirby diagram of B n with Stein structure J n Therefore, the framing with which the 2-handle is attached is precisely as dictated by Theorem 2.3, namely tb(K n 2 ) − 1 = −n − 1. Recall, that since the set of Stein structures of a 4-manifold is a subset of the set of almost-complex structures of a 4-manifold, then from the Stein surface (B n , J n ) we naturally get a symplectic 4-manifold (B n , ω n ), where the symplectic form ω n is induced by the almost-complex structure J n .
Second, we present a symplectic structure ω n on C n , also obtained from the Stein structure J n on C n , which we exhibit explicitly with a Legendrian link diagram (with no 1-handles). We label the unknots in the plumbing diagram of C n , (as seen in Figure 10 ), W 1 , W 2 , . . . W n−1 . We put a Stein structure J n on C n , seen in Figure 11 , by making the unknots, representing the spheres in the plumbing configuration, Legendrian in such a way that the framing of each unknot corresponds to the required framing as dictated by Theorem 2.4: tb(W i ) − 1. Observe, that in this particular choice of Legendrian representatives of unknots, we have rot( Figure 11 . Stein structure J n on C n 3. Symplectic rational blow-up -main theorem 3.1. Lagrangian cores L n,q . In this section we define the symplectic rational blow-up operation and prove the main theorem. It is important to note, that just like the symplectic blow-up is not unique because of the choice of radius of the removed 4-ball, so to, the symplectic rational blow-up will also not be unique due to the choice of the symplectic volume of the removed rational homology ball B n . Moreover, we also have to make a choice of the symplectic structure on the B n s. Therefore, we will go further, and show that the existence of a certain 2-dimensional Lagrangian core (see section 2.1) in a symplectic manifold (X, ω) will have a standard neighborhood that will be our desired symplectic rational homology ball (B n , ω n ) as in section 2.3. Now we will describe the construction of our Lagrangian cores. First, we take an embedding γ : S 1 → (X, ω). Next, we consider a Lagrangian immersion L : D 2 (X, ω), (an embedding on the interior of D), such that its boundary "wraps around" γ(S 1 ), with winding number n, so γ(S 1 ) → L(∂D). There is another winding number q that comes in to the picture, so we are going to call this Lagrangian disk immersion L n,q . Let P be the following bundle over γ(S 1 ):
Because we are restricting to those planes π that contain T z (γ(S 1 )), the bundle P is an S 1 -bundle. So, after a choice of trivialization, we have
, and a map:
where n is the degree of the map L n,q on the first component, and q on the second. Note, that before a choice of trivialization of P , q is only defined mod n.
Now we state the formal definition of the Lagrangian "cores", L n,q :
be a smooth Lagrangian immersion of a 2-disk D into a symplectic 4-manifold (X, ω), with n ≥ 2 an integer, and q is an integer defined mod n, assuming the following conditions:
is a smooth embedding.
(ii) There exists a smooth embedding γ :
The pair (n, q) are defined to be the degrees of the maps on the first and second component, respectively of the map L n,q :
Figure 5 is an illustration of how L n,q (D) looks like near γ(S 1 ), for n = 3 and q = 1. Note, we will use L n,q to also denote its image in (X, ω).
3.2. Statement of the main theorem. Now we are ready to state the main theorem:
is as in Definition 3.1 with q = 1, then for some small λ > 0, there exists a symplectic embedding of (B n , λω n ) in (X, ω), and for some λ 0 < λ and µ > 0, there exists a symplectic 4-manifold (X , ω ) such that (X , ω ) = ((X, ω)−(B n , λ 0 ω n ))∪ φ (C n , µω n ), where φ is a symplectic map, and (B n , ω n ) and (C n , ω n ) are the symplectic manifolds as defined in section 2.3. (X , ω ) is called the symplectic rational blow-up of (X, ω).
Proof. The proof of the theorem will follow from Lemmas 3.3 and 3.4 below, but first we will introduce some notation. We express L n,q ⊂ (X, ω) as a union:
where Σ n,q is the image of a collar neighborhood of ∂D ⊂ D, C D , and ∆ is the image of the remainder D − C D . First, we will present a model of Σ n,q explicitly by expressing it in terms of local coordinates. For L n,q , the respective γ(S 1 ) → (X, ω), as in Definition 3.1, will have a neighborhood, S 1 × D 3 with standard Darboux coordinates: (θ, x, u, v) with the symplectic form ω = dθ∧dx+du∧dv, where θ is a 2π-periodic coordinate on S 1 , and x, u, v are the standard coordinates on D 3 . Parameterizing C D by (t, s) with 0 ≤ t < 2π and 0 ≤ s ≤ for some small , Definition 3.1 implies that without loss of generality, Σ n,q (t, s) can be expressed as:
where x(t, s) and ψ q (t, s) are smooth functions with x(0, s) = x(2π, s) and ψ q (2π, s) − ψ q (0, s) = q(2π). We observe that at s = 0 we have:
Thus, the numbers in the pair (n, q) as they appear in (3.3), are the degrees of the maps in part (iii) of Definition 3.1. Next, we switch to somewhat more convenient coordinates (θ, x, τ, ρ), (sometimes referred to as action-angle coordinates) where:
This coordinate change is symplectic, since the symplectic form remains the same: ω = dθ ∧ dx + dτ ∧ dρ. We can reparameterize Σ n,q with (t, I), 0 ≤ t < 2π and 0 ≤ I ≤ , where I = 1 2 s 2 , and so (3.3) in (θ, x, τ, ρ) coordinates becomes: Σ n,q (t, I) = (nt, x(t, I), ψ q (t, I), I) .
The Lagrangian condition ω |T Ln,q (D) X = 0 imposes further restrictions on x(t, I), thus Σ n,q (t, I) can be given as follows:
A particular example is when ψ q (t, I) = qt, this will be called Σ n,q :
(3.5) Σ n,q (t, I) = (nt, − q n I, qt, I) .
Again, we refer the reader to Figure 5 for an illustration of Σ n,q for n = 3 and q = 1.
Lemma 3.3. Let L n,q ⊂ (X, ω) be as in Definition 3.1. Then there exists another L n,q ⊂ (X, ω), also as in Definition 3.1, such that if L n,q = Σ n,q ∪∆, (as defined in (3.2)), then L n,q = Σ n,q ∪∆ , where Σ n,q is as in (3.5) and ∆ agrees with ∆ everywhere except for a small neighborhood of its boundary.
We will refer to such L n,q s as the "good" ones. Thus, all the "good" L n,q s are the ones which are standard in a neighborhood of γ(S 1 ).
Lemma 3.4. Let L n,q andĽ n,q be both "good" L n,q s, in accordance with Definition 3.1 and Lemma 3.3, then they will have symplectomorphic neighborhoods in (X, ω).
Note, the above Lemmas are meant to mirror the standard Weinstein Lagrangian embedding theorem. First, we will prove Lemma 3.3 by constructing a Hamiltonian vector flow that will take Σ n,q to Σ n,q . Second, we will prove Lemma 3.4 using Lemma 3.3 and a relative Moser type argument.
Proof. Proof of Lemma 3.3. We construct a Hamiltonian H with flow ϕ α : nbhd( γ(S 1 )) → nbhd( γ(S 1 )), for 0 ≤ α ≤ 1, where γ(S 1 ) is the n-sheeted covering space of γ(S 1 ). Note, we choose small enough such that Σ n,q (t, I) ⊂ nbhd( γ(S 1 )). H and ϕ α are as given in (3.6) and (3.7) below on Σ n,q (t, I) and are 0 otherwise:
for some continuous function f . The following calculation shows that ϕ α preserves the symplectic form ω = dθ ∧ dx + dτ ∧ dρ, and that it is indeed the Hamiltonian flow for the H above.
Also,
If we let p n : nbhd( γ(S 1 )) → nbhd(γ(S 1 )) be the (n : 1) covering map, then we have p n • ϕ 1 ( Σ n,q ) = Σ n,q , taking f (nt, I) = ψ q (t, I) − qt, as seen in the equation below:
Note, in order for p n •ϕ α ( Σ n,q ) to remain being a "Σ n,q " for all 0 ≤ α ≤ 1, (and not "tear" as α goes from 0 to 1), we must have
be an integer multiple of 2π for all 0 ≤ α ≤ 1. This implies:
Which is precisely the condition that ψ q (t, I) needs to have in the definition of Σ n,q (t, I). Hence, whenever we have L n,q ⊂ (X, ω), we can always find a "good" L n,q ⊂ (X, ω), which looks "standard" near γ(S 1 ), by the map
1 gets smoothed off near ∂∆.) Proof. Proof of Lemma 3.4. In order to prove this lemma, we will be using the relative Moser's theorem, stated below: 
(Note, in [EM] this thereom is stated for the pair (W, ∂W ), however, the proof directly extends to the pair (W, W 1 ).) Let L n,q be a "good" L n,q immersed disk, and let L 0, n,q → (X 0 , ω 0 ) be some particular "good" L n,q immersed disk in a symplectic 4-manifold (X 0 , ω 0 ). Let Σ ,δ n,q (t, I) ⊂ Σ n,q (t, I) be such that 0 ≤ t < 2π and δ ≤ I < . Then, we let
n,q and L 0, ,δ n,q respectively. We also denote
n,q and L 0, ,δ n,q in their respective normal bundles. Refer to Figure 12 for a schematic diagram. We construct a bundle map:
n,q and y ∈ L ,δ n,q such that B 0 | Σ ,δ n,q = Id. By the Whitney Extension theorem [Wh] , we have a map
. Next, we define a family of symplectic forms:
. We can do this by making our a bit smaller. Moreover, we can pass down to the relative homology class:
) .
This relative class [ω
. Thus, we can use relative Moser's theorem (Lemma 3.5), with W = O L 0, ,δ n,q and
, and we get an isotopy Φ t :
1 , and obtain:
Likewise, we can obtain a symplectomorphismΦ :
. By composing Φ andΦ , we get a symplectomorphism:
, which extends to map betweenĽ n,q and L n,q , since they are both "good" immersed disks, and are the same on Σ n,q . Now to complete the proof of Lemma 3.4, we will construct a particular model of a neighborhood of such an immersed Lagrangian disk L 0, n,q = Σ n,q (t, I)∪ • ∆. We will do this by symplectically gluing N Σ n,q to N B ⊂ T * (B), where T * (B) is just the cotangent space of a 2-disk B, and N B is its neighborhood in T * (B). With the identification of Σ ,δ n,q with C B , a collar neighborhood of the boundary of disk B, we can construct a symplectomorphism Ψ between N Σ ,δ n,q ⊂ ν(X, L ,δ n,q ) and N C B ⊂ T * (B), by a similar Moser type argument as used above. We then symplectically glue N Σ n,q to N B via Ψ.
3.3. Showing (nbhd L n,1 ) ∼ = (B n , ω n ). Now that we have shown that a neighborhood of a "good" Lagrangian core L n,1 is entirely standard, we will now show that this standard neighborhood is in fact equivalent to (B n , ω n ) for each n ≥ 2, where ω n are the symplectic forms induced on the rational homology balls B n by the Stein structures J n , in section 2.3. Note, there is a choice in the size of a neighborhood of L n,1 which corresponds to the choice of the symplectic volume of the rational homology ball B n ; this is the source of the non-uniqueness of the symplectic rational blow-up operation, as mentioned in section 3.1. Lemma 3.6. There exists a neighborhood of L n,1 in (X, ω), N (L n,1 ), such that there exists a symplectomorphism
where (N (L n,1 ), ω| N (L n,1 ) ) + and (B n , ω n ) + are the symplectic completions (see for example [OS] ) of (N (L n,1 ), ω| N (L n,1 ) ) and (B n , ω n ) respectively.
Proof. Recall that the "good" Lagrangian cores L n,1 can be expressed as a union L n,1 = Σ n,1 (t, I) ∪ ∆ , and that Σ ,δ n,q (t, I) ⊂ Σ n,q (t, I) is such that 0 ≤ t < 2π and δ ≤ I < . We fix a number 0 < a < and let:
where K n,1 is a knot in ∂(S 1 × D 3 ) ∼ = S 1 × S 2 , and the spheres S 2 have radius a. The knot K n,1 can be described with respect to the (θ, x, τ, ρ) coordinates, introduced in section 3.2, as follows:
(3.10) K n,1 (t) = (nt, − a n , t, a) .
We observe that K n,1 is a Legendrian knot with respect to the standard (tight) contact structure on S 1 × S 2 , which has the contact 1-form (3.11) α = −xdθ − ρdτ with the restriction to the spheres x 2 + 2ρ = a 2 . In light of Eliashberg's classification of Stein handlebodies [El] and Gompf's Kirby-Legendrian moves [Go] , in order to show that a neighborhood of L n,1 is the same symplectic manifold as (B n , ω n ), then all we have to show is that K n,1 in (3.9) is the same Legendrian knot as K n 2 in Figure 9 . We will show this by presenting the knot K n,1 in S 1 × S 2 in an alternate way, and showing that this is equivalent to the presentation of the knot K n 2 in standard form as in Figure 9 .
In ( [Go] , section 2) Gompf presents an alternate way of presenting a knot in S 1 × S 2 , we recreate this method here. We want to pull back the contact 1-form α = −xdθ − ρdτ to R 3 using cylindrical coordinates (θ, r, ), by stereographically projecting all of the spheres S 2 , (with radius a), in S 1 × S 2 . Thus, when we perform the stereographic projections, we switch from coordinate system (θ, x, τ, ρ) to (θ, r, ), such that:
Consequently, the contact 1-form α = −xdθ−ρdτ restricted to the spheres x 2 + 2ρ = a 2 , becomes the following contact 1-form on S 1 × (S 2 − {poles}):
which after rescaling pulls back to standard contact 1-form on R 3 ,
(with the Z coordinate being 2π-periodic). As a result, we can present knots in S 1 × S 2 by their standard front projections into the Y -Z plane, i.e. by projecting them to the θ-"plane" R 2 /2πZ 2 . Thus, one can alternately present knots in S 1 × S 2 by disconnected arcs in a square, corresponding to R 2 /2πZ 2 . Now we will present the knot K n,1 , using this alternate presentation. First, we transfer the knot K n,1 into (θ, r, ) coordinates,
where C a,n is just a constant depending on a and n. Figure 13 depicts the front projection ofK n,1 onto the θ-plane, (after we shift it in the θ-coordinate, and take − π 2 ≤ t ≤ 3π 2 ). We then perform Gompf's move 6 (see [Go] , Figure 11 ), which in effect swings the knot around the 1-handle, and we obtain the knot as seen in Figure 14 , which is isotopic to the knot K n 2 in standard form in Figure 9 . Remark 3.7. To see how to compute the classical Legendrian knot invariants from a diagram like in Figure 13 , we describe what happens to the rotation number. For a Legendrian knot K in a contact 3-manifold, and v a nonvanishing vector field in the contact planes, one can define the rotation number rot v (K) = rot(K), as the signed number of times the tangent vector field of K rotates, relative to v, in the contact planes [Go] . This number is independent of the choice of the nonvanishing vector field v. In the presentations of knots in S 1 × S 2 , by their front projections in R 2 /2πZ 2 (and knots in standard form), we can choose v to be ∂ ∂X inside the square (or box). This corresponds to computing rot(K) with counting cusps, as in (2.2). However, when we extend the vector field ∂ ∂X to a nonvanishing vector field on all of S 1 × S 2 , then the latter vector field will make a 360 • twist going from the top edge of the square, R 2 /2πZ 2 , to the bottom. Consequently, one can compute the rotation number of a Legendrian knot in R 2 /2πZ 2 by counting the cusps as in equation (2.2) and adding to that ± the number of times the knot crosses over from the top to the bottom edge of the square.
As a result, both (N (L n,1 ), ω| N (L n,1 ) ) and (B n , ω n ) can be represented by the same Kirby-Stein diagram, i.e. Figure 9 . Thus, there exists a symplectomorphism between the symplectic completions of these two manifolds.
Lemma 3.6 implies that for a small enough λ, (λ << 1), we can find a symplectomorphic copy of (B n , ω n ) in (X, ω) as follows: let ι be the identification of the copy of (N (
, then we have an embedding:
where f is the symplectomorphism in (3.8). As a consequence, combining the results of Lemmas 3.3, 3.4 and 3.6, we have shown that for each n ≥ 2, if there exists a Lagrangian core L n,1 ⊂ (X, ω), then for a small enough λ, there exists an embedding of the rational homology ball: (B n , λω n ) → (X, ω); hence proving the first part of Theorem 3.2. Note, as stated before, just like the symlectic blow-up, the symplectic rational blow-up operation is unique up to the choice of volume of the rational homology ball B n , i.e. the choice of a λ that works for this construction.
3.4. Gluing argument using the contact manifolds on the boundaries. In the final step of our proof of Theorem 3.2, we will show using Proposition 3.8 (proved in section 4), that we can symplectically rationally blow-up (X, ω) by removing (B n , λ 0 ω n ) and replacing it with (C n , µω n ), for some λ 0 < λ and µ > 0.
Proposition 3.8. Let (∂B n , ξ) = ∂(B n , ω n ) and (∂C n , ξ ) = ∂(C n , ω n ) be contact manifolds and let ξ std be the standard contact structure on (L(n 2 , n− 1). We have (∂B n , ξ) ∼ = (L(n 2 , n−1), ξ std ) ∼ = (∂C n , ξ ) as contact 3-manifolds.
In particular, this implies that (B n , ω n ) is a symplectic filling of (L(n 2 , n − 1), ξ std ).
We start by assuming that we have L n,1 ⊂ (X, ω), implying that we can find an embedding (B n , λω n ) → (X, ω). According to Proposition 3.8, Figure 15 . Symplectic completions of (B n , ω n ) and (C n , ω n )
, thus for some high enough t we will have a symplectomorphism:
where (B n , ω n ) + and (C n , ω n ) + are the symplectic completions of (B n , ω n ) and (C n , ω n ) respectively. We take the embedding (B n , λω n ) → (X, ω), and consider its image f • ι −1 (B n , λω n ) back in (B n , ω n ) + . Likewise, for λ 0 < λ, we can consider the image of f • ι −1 (B n , λ 0 ω n ) in (B n , ω n ) + . We define the A ⊂ (B n , ω n ) + to be:
so that A is a collar neighborhood of the boundary of f • ι −1 (B n , λω n ). We let h be the symplectomorphism corresponding to a radial vector field flow in (B n , ω n ) + , then we can find a µ > 0 such that A ⊂ (B n , ω n ) + is symplectomorphic to g • h(A) ∼ = CN (∂(C n , µω n )) ⊂ (C n , ω n ) + , where CN (∂(C n , µω n )) denotes a collar neighborhood of ∂(C n , µω n ) in (C n , ω n ) + (see Figure 15) .
Finally, we are ready to construct the symplectic rational blow-up (X , ω ) of (X, ω) (see Figure 16 ). We let:
where φ is the symplectic map:
It is worthwhile to note, that given the definition of the symplectic rational blow-up, one can ask the following symplectic capacity question: Given λ 0 , what is the upper bound on µ such that the construction in (3.16) works?
Proof of Proposition 3.8
In this section we will prove Proposition 3.8 using computations of Gompf's invariant introduced in section 2.2. We compute Gompf's Γ invariant for (L(n 2 , n − 1), ξ std ), (section 4.1), ∂(B n , J n ), (section 4.2), and for ∂(C n , J n ), (section 4.3). Note, by the standard contact structure ξ std on (L(n 2 , n − 1), we mean the contact structure that descends to L(n 2 , n − 1) from the standard contact structure on S 3 , via the identification L(n 2 , n − 1) = S 3 /G n 2 ,n−1 , where G n 2 ,n−1 is the subgroup
In 2006, Lisca [Li] classified all the symplectic fillings of (L(p, q), ξ std ) up to diffeomorphisms and blow-ups. In order to show that the boundaries of the symplectic 4-manifolds he constructed are the lens spaces with the standard contact structure (L(p, q), ξ std ), he computed the Gompf invariant Γ of (L(p, q), ξ std ) by expressing the contact manifold as the link of a cyclic quotient singularity. We will use his calculations, in the case of p = n 2 and q = n − 1, to match up to our own calculations of Γ for ∂(B n , ω n ) and ∂(C n , ω n ).
As mentioned above, (L(n 2 , n − 1), ξ std ) can be expressed as a link of a cyclic quotient singularity. There is a canonical resolution of this singularity with an exceptional divisor, with a neighborhood R n 2 ,n−1 . Let l 1 ∪ l 2 be the union of two distinct complex lines in CP 2 . After successive blowups, we can obtain a string C of rational curves in CP 2 #(n + 1)CP 2 of type (1, −1, −2, . . . , −2, −n) (with (n − 1) of −2's), with ν(C) a regular neighborhood of C. It is shown in ( [Li] , section 6) that there is a natural orientation preserving diffeomorphism from the complement of ν(C) to R n 2 ,n−1 . The boundary of ν(C) is an oriented 3-manifold which can be given by a surgery presentation of unknots U 0 , . . ., U n+1 (Figure 17) , where ν 0 , . . . , ν n+1 are the generators of H 1 (∂ν(C); Z). If the unknot U 0 is blown down, we have a natural identification
since [−2, −2, . . . , −2, −n], with n amount of (−2)s, is the continued fraction expansion of n 2 n 2 −(n−1)
The relations of ν 0 , . . . , ν n+1 in H 1 (∂ν(C); Z) are as follows:
Lisca applied a slight generalization of Theorem 2.4 ( [Li] , Theorem 6.2), and computed the value of Gompf's Γ invariant of ∂ν(C) = −L(p, q). For our purposes we restate it with p = n 2 and q = n − 1, and we will handle the even and odd values of n seperately.
For n odd, the lens spaces L(n 2 , n 2 − (n − 1)) each have one spin structure t, which can be specified by the characteristic sublink (see equation 2.3) ). Consequently, we have:
For n even, the lens spaces L(n 2 , n 2 − (n − 1)) each have two spin structures t 1 and t 2 , corresponding to the characteristic sublinks L(t 1 ) = U 0 and L(t 2 ) = U 1 ∪ U 3 ∪ . . . ∪ U n+1 respectively. As before, L 0 = ∅. Consequently we have:
4.2. Computations of Γ for ∂(B n , J n ). Having described the Stein structure J n on B n in section 2.3, we are ready to compute the Γ invariant of ∂(B n , J n ) = (∂B n , ξ) where ξ is the induced contact structure, ξ = T ∂B n ∩ JT ∂B n . As described in Theorem 2.4, we construct the manifold B * n from B n , where we replace the 1-handle in B n with a 2-handle attached to an unknot with framing 0. A diagram for B * n is seen in Figure 18 . Let µ 1 and µ 2 be the meridians of the knots K n 1 and K n 2 , as depicted in Figure 18 . Let α 1 , α 2 be the basis of H 2 (B * n ; Z) determined by K n 1 and K n 2 . By definition, we have rot(K n 1 ) = 0, and according to the Stein structure J n , we have rot(K n 1 ) = 1. The relations of µ 1 and µ 2 in H 1 (∂B n ; Z) are: Figure 18 . Kirby diagram of B * n For n odd, as before, ∂B n = L(n 2 , n − 1) has only one spin structure, s, whose characteristic sublink is L(s) = ∅. Additionally, we have L 0 = K n 1 . Letting ρ be as in Theorem 2.4, we have:
Using the above, we compute P DΓ ∂Bn (ξ, s):
For n even, ∂B n = L(n 2 , n − 1) has two spin structures s 1 and s 2 , corresponding to the characteristic sublinks L(
respectively, (and L 0 = K n 1 as before). We have for the spin structure s 1 :
Therefore,
For the spin structure s 2 we get:
4.3. Computations of Γ for ∂(C n , J n ). Next, we will compute the Γ invariant for ∂(C n , J n ), where J n is a Stein structure on C n , described in section 2.3. This Stein structure induces ξ = T ∂C n ∩ JT ∂C n , the contact structure on the boundary ∂(C n , J n ) = (∂C n , ξ ). Let λ 1 , . . . , λ n−1 be the meridians of the knots W 1 , . . . , W n−1 , as in Figure 11 . Also, let β 1 , . . . , β n−1 be the basis of H 2 (C n ; Z) determined by W 1 , . . . , W n−1 . The relations of λ 1 , . . . , λ n−1 in H 1 (∂C n ; Z) are as follows:
As before, for n odd, ∂C n = L(n 2 , n − 1) has only one spin structure, r, represented by the characteristic sublink L(r) = W 2 + W 4 + W 6 + · · · + W n−1 , in addition, we have L 0 = ∅. Again, letting ρ be as in Theorem 2.4, we have:
Using the above, we compute P DΓ ∂Cn (ξ , r):
For n even, ∂C n = L(n 2 , n − 1) has two spin structures r 1 and r 2 , corresponding to the characteristic sublinks L(r 1 ) = W 1 + W 3 + W 5 + · · · + W n−1 and L(r 2 ) = ∅ respectively, (and L 0 = ∅ as before). For the spin structure r 1 , we have:
For the spin structure r 2 we get:
Finally, we are ready to prove Propostion 3.8, since we computed the Γ invariant for the manifolds (∂B n , ξ), (L(n 2 , n − 1), ξ std ), and (∂C n , ξ ). In order to show these manifolds have the same contact structure, (ξ ∼ = ξ std ∼ = ξ ), we have to find a suitable identification between these manifolds, in particular between their first homology groups. It is important to note that the contact structures ξ and ξ are tight [Li] , since they were induced from the boundaries of Stein surfaces. Therefore, due to the classification of tight contact structures on lens spaces L(p, q) [Gi] [Ho], the Γ invariant is sufficient to show the isomorphisms between these contact 3-manifolds. This is because the Γ invariant shows which spin c structures are induced by the contact structures ξ, ξ , and ξ std , since Γ(ζ, ·) : Spin(M ) → H 1 (M ; Z) depends only on the homotopy class [ζ] . Figure 19 demonstrates a sequence of Kirby calculus moves from ∂B * n to −∂ν(C), (compare with Figure 17 ). For a detailed account of Kirby calculus, see [GS] . (Note, for shorthand we represent most spheres by dots, as in Figure 1. ) As the moves are performed, we keep track of the µ i ∈ H 1 (∂B * n ; Z), the meridians of the associated unknots in the diagram. In move I we perform n blow-ups. In moves II and III we perform a handleslide. In moves IV 1 , . . . , IV n−3 we perform a handleslide in each. Finally, in move V, we blow-down the unknot with framing (−1).
As a result we can form the following identifications between µ 1 , µ 2 ∈ H 1 (∂B n ; Z) and ν 0 , . . . , ν n+1 ∈ H 1 (L(n 2 , n − 1); Z):
. . .
For n odd, L(n 2 , n − 1) has only one spin structure, so there is no need to keep track of it throughout the Kirby moves. We multiply both sides of n 2 − n 2 µ 1 = n 2 − n 2 ν n+1 = (n + 1) n 2 − n 2 ν 1 = n 3 − n 2 ν 1 ≡ ( n 3 − n 2 − (n − 1)n 2 2 )ν 1 ≡ n 2 − n 2 ν 1 mod n 2 .
Thus, we have:
P DΓ (∂Bn) (ξ, s) = n 2 − n 2 µ 1 ≡ n 2 − n 2 ν 1 = P DΓ L(n 2 ,(n−1)) (ξ std , t) .
For n even, since L(n 2 , n − 1) has two spin structures, in addition to matching up the µ i to the ν i , we also also have to make an appropriate identification among the spin structures. In Figure 19 we follow the spin structure s 1 through the Kirby moves by denoting the knots corresponding to its characteristic sublink in grey color. Thus, we can see that spin structure s 1 of ∂B n is identified with the spin structure t 1 of −∂ν(C). If we multiply the first identification of (4.2) by n 2 −n 2 , we get: n 2 − n 2 µ 1 = n 2 − n 2 ν n+1 = (n + 1) n 2 − n 2 ν 1 = n 3 − n 2 ν 1 ≡ 2n 2 − n 2 ν 1 mod n 2 .
Likewise, if we take the last identification of (4.2), and apply the relations for µ i , we get (1 − n)µ 1 = ν 1 . We multiply this by n 2 −n 2 , and get: n 2 − n 2 ν 1 = n 2 − n 2 (1 − n)µ 1 ≡ 2n 2 − n 2 µ 1 mod n 2 .
As a result, we have:
(4.3) P DΓ (∂Bn) (ξ, s 1 ) = 2n 2 − n 2 µ 1 ≡ n 2 − n 2 ν 1 = P DΓ L(n 2 ,(n−1)) (ξ std , t 1 ) (4.4) P DΓ (∂Bn) (ξ, s 2 ) = n 2 − n 2 µ 1 ≡ 2n 2 − n 2 ν 1 = P DΓ L(n 2 ,(n−1)) (ξ std , t 2 ) .
As a consequence, this gives us (∂B n , ξ) ∼ = (L(n 2 , n − 1), ξ std ).
In a similar manner, we can show (∂B n , ξ) ∼ = (∂C n , ξ ). We first find a suitable identification between µ 1 , µ 2 ∈ H 1 (∂B n ; Z) and λ 1 , . . . , λ n−1 ∈ H 1 (∂C n ; Z), by a sequence of Kirby moves depicted in Figure 20 . In move I we perform a handleslide: we slide K n 1 over K n 2 . In moves II and III we perform blow-ups. In moves IV 1 , . . . , IV n−4 we perform a blow-up in each. Finally, in move V we blow-down the unknot with framing (1).
In the final diagram we can see a clear identification with Figure 10 , which gives us the following:
(n − 2)µ 1 + µ 2 = λ n−2 (n − 1)µ 1 + µ 2 = λ n−1 . −n − 2 −2 −2 −1 1 µ 1 + µ 2 2µ 1 + µ 2 3µ 1 + µ 2 (n − 1)µ 1 + µ 2 µ 2 V −n − 2 −2 −2 −2 −2 µ 1 + µ 2 2µ 1 + µ 2 3µ 1 + µ 2 (n − 1)µ 1 + µ 2 Figure 20 . Kirby moves from ∂B n to ∂C n For n odd, the above identifications imply:
(4.6) n 2 − n 2 µ 1 ≡ n 2 − n 2 λ 1 mod n 2 .
Giving us:
(4.7) P DΓ (∂Bn) (ξ, s) ≡ P DΓ ∂Cn (ξ , r) .
For n even, we again match up the spin structures by following the spin structure s 1 through the Kirby moves in Figure 20 . We represent the spin structure s 1 by coloring the corresponding unknots in its characteristic sublink with a grey color. Thus, we can see that the spin structure s 1 of ∂B n is identified with the spin structure r 1 of ∂C n . Similar to previous calculations, the relations in (4.5) imply: 2n 2 − n 2 µ 1 ≡ n 2 − n 2 λ 1 mod n 2 (4.8) n 2 − n 2 µ 1 ≡ 2n 2 − n 2 λ 1 mod n 2 . (4.9) Therefore, (4.10) P DΓ (∂Bn) (ξ, s 1 ) ≡ P DΓ ∂Cn (ξ , r 1 ) (4.11) P DΓ (∂Bn) (ξ, s 1 ) ≡ P DΓ ∂Cn (ξ , r 1 ) .
Appendices
Appendix A.
The following sequence of Kirby diagrams show the equivalence of the two different Kirby diagrams for the rational homology balls B n , as seen in Figures 2 and 8 . We start off with Figure 21 , a Kirby diagram of B n as in Figure 2 , and illustrate the n positive twists in Figure 22 . Next we add a cancelling 1/2-handle pair which includes a 0-framed two-handle, Figure 23 . After this, we slide the (n − 1)-framed handle off of the 0-framed handle, and obtain Figure 24 , where the (n − 1)-framed handle becomes a (n − 3)-framed handle. We can continue to perform handleslides as seen in Figure 25 and Figure 
