Abstract. We develop a family of characteristic discontinuous Galerkin methods for transient advection-diffusion equations, including the characteristic NIPG, OBB, IIPG, and SIPG schemes. The derived schemes possess combined advantages of EulerianLagrangian methods and discontinuous Galerkin methods. An optimal-order error estimate in the L 2 norm and a superconvergence estimate in a weighted energy norm are proved for the characteristic NIPG, IIPG, and SIPG scheme. Numerical experiments are presented to confirm the optimal-order spatial and temporal convergence rates of these schemes as proved in the theorems and to show that these schemes compare favorably to the standard NIPG, OBB, IIPG, and SIPG schemes in the context of advection-diffusion equations.
Introduction
Transient advection-diffusion equations admit solutions with moving steep fronts and complicated structures. Classic numerical methods tend to generate numerical solutions with spurious oscillations, excessive numerical diffusion, or a combination of both. Since their introduction in 1970s [3, 18, 30] , discontinuous Galerkin methods have become a topic of extensive research on numerically solving differential equations. These methods use piecewise polynomial trial and test functions which may be discontinuous across cell boundaries in their weak formulations and are locally mass conservative. They are inherently adaptive to local high order approximations and can capture moving steep fronts and shock discontinuities in the solution to advection-diffusion equations via the use of discontinuous approximating spaces. They are well suited for handling unstructured meshes and nonmatching grids for multidimensional problems.
Optimal-order convergence in the energy norm has been proved for a variety of primal discontinuous Galerkin methods for elliptic and parabolic differential equations [7, 17, 20, 22, 23] . Optimal L 2 convergence has been established [22, 23] for the symmetric interior penalty Galerkin (SIPG) method [30] . However, numerical experiments [7, 23] reveal that the nonsymmetric discontinuous Galerkin methods, including the Oden-Babuška-Baumann (OBB) formulation [7, 17] , the nonsymmetric interior penalty Galerkin (NIPG) method [19] , and the incomplete interior penalty Galerkin (IIPG) method [12, 22, 23] , are generally not optimal in the L 2 norm. An optimal-order error estimate in the L 2 norm has been proved for the NIPG and IIPG methods with odd degree polynomials for onedimensional elliptic problems with a uniform partition [16] .
In this paper we develop a family of characteristic discontinuous Galerkin methods for one-dimensional transient advection-diffusion equations by using an EulerianLagrangian approach within a primal discontinuous Galerkin framework [4, 9] (instead of the dual formulation [10, 11] ). These include the characteristic SIPG method, the characteristic NIPG method, the characteristic IIPG method, and the characteristic OBB method. The developed methods retain the numerical advantages of the discontinuous Galerkin methods. Further, they stabilize the numerical approximations and generate accurate numerical solutions, even if large time steps and coarse spatial grids are used. In this paper we prove an optimal-order L 2 error estimate and a superconvergence estimate for the characteristic NIPG, SIPG, and IIPG methods. Numerical results are presented to show the convergence behavior of the proposed schemes.
The rest of the paper is organized as follows: In Section 2 we derive a reference equation satisfied by the true solution to problem (2.1). In Section 3 we develop a family of characteristic discontinuous Galerkin methods. In Section 4 we present the preliminaries used in the error analysis. Section 5 contains the main error estimate of this article. In Section 6 we present preliminary example runs to show the performance of the scheme. Section 7 contains summary and conclusions. Finally, we present the proof of auxiliary lemmas in the appendix.
A cell-based characteristic reference equation
We consider the initial-boundary value problem u t +(Vu) x −(Du x ) x = f (x,t), x ∈ (a,b), t ∈ (0,T], Vu(a,t)− Du x (a,t) = g(t), −Du x (b,t) = h(t), t ∈ (0,T], u(x,0) = u 0 (x), x ∈ (a,b). ( 
2.1)
Here V(x,t) is the velocity field; f (x,t), u 0 (x), g(t), and h(t) are the prescribed source and sink term, the initial data, and the inflow and outflow boundary data, respectively. The diffusion coefficient D satisfies
To show the treatment of general inflow and outflow flux boundary conditions, we assume that V(a,t) and V(b,t) are positive so that x= a and x=b are the inflow and outflow boundaries, respectively.
Define a quasiuniform space-time partition a=x 0 <x 1 <x 2 <···<x I =b and 0=t 0 <t 1 < t 2 < ··· < t N = T with h i = x i −x i−1 , h = max 1≤i≤I h i , ∆t n = t n −t n−1 and ∆t = max 1≤n≤N ∆t n being the sizes of spatial mesh and time steps. For simplicity we drop the subscripts when it is clear from the context. Note that for a general velocity field, the initial-value problem dx/dt=V(x,t) with x(t)=x cannot be solved analytically. Thus, we use an Euler quadrature to define the approximate characteristic that passes throughx att by
From now on, we shall assume that the curve r(s;x,t) is defined by Eq. (2.2).
A reference equation on an interior control volume
In this subsection we derive a reference equation for the true solution u(x,t) to the problem (2.1), on the following space-time control volume
which is aligned with the characteristic curve defined by (2.2) . Note that the lateral boundary of Ω n i is determined by the characteristic curves r(t;x i−1 ,t n ) and r(t;x i ,t n ) from t = t n to t = t n−1 . We let x * be the foot of the characteristics at time step t n−1 with head x at time t n andx be the head of the characteristics at time step t n with the foot x at time t n−1 , i.e., x * = r(t n−1 ;x,t n ) and x = r(t n−1 ;x,t n ).
To derive a cell-based reference equation, we choose the space-time test functions w(x,t) to be smooth within Ω n i and to vanish outside Ω n i in the weak formulation. Due to the use of characteristics, the test functions w(x,t) are not necessarily continuous across the time steps t n and t n−1 . In the formulation, we require the test functions to be leftcontinuous with respect to time. Namely, the test functions w(x,t) satisfy
in general. We use the notation w(x,t + n−1 ) = lim t→t n−1 +0 w(x,t) to account for the possible discontinuity of w(x,t) in time at time t n−1 . We multiply the governing equation in (2.1) by w(x,t) and integrate the resulting equation by parts over Ω n i to obtain a weak formulation
We define the test functions to be constant along the characteristics [8, 24] , i.e.,
In the evaluation of source and diffusion terms we reserve x for points in [x i−1 ,x i ] at time t n representing the heads of characteristics. We use the variable y = r(t;x,t n ) to represent the spatial coordinate of an arbitrary point at time t ∈ (t n−1 ,t n ). We apply Euler quadrature to evaluate the source and sink term in Eq. (2.3) to obtain
f (r(t;x,t n ),t)w(r(t;x,t n ),t)r x (t;x,t n )dtdx = ∆t
with the local truncation error E ( f ) i (w) for the source term being given by
In the derivation we have used the fact r x (t;x,t n ) = 1−V x (x,t n )(t n −t). We evaluate the diffusion term similarly as
Here we have used the fact that w(y,t) = w(x,t n ) for y = r(t;x,t n ) and so
Next we evaluate the two inter element diffusive flux terms in Eq.(2.3) as
We incorporate the preceding terms into Eq. (2.3) to obtain
Here the local truncation error E i (u,w) is given by
Treatment of boundary condition
When the space-time prism Ω n i under consideration intersects the inflow boundary x = a during the time period [t n−1 ,t n ], we use t * n (x) to denote the time instant if r(θ;x,t n ) intersects the boundary x = a, i.e., a = r(t * n (x);x,t n ) and t * n (x) = t n−1 otherwise.
We let t * n,i−1 = t * n (x i−1 ). However, the curve r(θ;x i ,t n ) could either intersect the inflow boundary x = a (see Fig. 1(a) ) or falls inside the domain [a,b] at time t n−1 (see Fig. 1(b) ). Without loss of generality, we assume that the approximate characteristic curve r(θ;x i ,t n ) t = t 
The local truncation error E i (u,w) is defined similarly to that in Eq. (2.7), with the lower limit t n−1 in the first integral being replaced by t * n (x), the lower limit t n−1 in inter-element advective and diffusive fluxes being replaced by t * n,i−1 and t * n,i , and ∆t(x) = t n −t * n (x). Next we consider the outflow boundary. At the space-time outflow boundary {(b,t);t ∈ [t n−1 ,t n ]}, we define the space-time prism Ω (o) by the characteristics r(t;b,t n ), [t n−1 ,t n ] and [b * ,b]. We now define the test functions w on this control volume as follows:
Thus, once the test functions w(b,t) are specified for t ∈ [t n−1 ,t n ], they are determined completely within the control volume Ω (o) by the constraint (2.9). We integrate (2.1) multiplied by w over Ω (o) and approximate the relevant temporal integrals by an Euler quadrature to obtain
(2.10)
(uw)(r(t;b,t n ),t)(V(r(t;b,t n ),t)−r t (t;b,t n ))dt+
In (2.10) we approximate the diffusion term by its value at the outflow boundary. Moreover, w x is now a normal derivative and needs to be replaced by the time derivative.
(u,w).
A family of characteristic discontinuous Galerkin methods

A global reference equation
We begin by formulating a reference equation for the true solution u to problem (2.1). Note that the test functions w(x,t) in Eqs. (2.7), (2.8), and (2.10) are smooth only within each space-time control volume Ω n i and could be discontinuous across each node x i for i = 1,2,··· , I −1. On the other hand, the inter-element diffusive flux should be continuous. Introduce the average {z}(
We sum Eqs. (2.7), (2.8) (for i = 1,··· , I), and (2.10) and express the diffusive flux term in the form {Du x }( [4, 17] . We then use the idea in [17, 19] to add an asymmetric term [[u] ](x i ,t n ){Dw x }(x i ,t n ) to the inter-element diffusive flux. Finally, we utilize the continuity of u(x i ,t n ) to introduce an inter-element penalty term
, and the term ∆t(a)(Du x )(a,t n )w(a + ,t n ) vanishes due to ∆t(a) = 0. Because w(x,t n ) may be discontinuous across inter-element boundary, the summation of the element integrals cannot be simply written as an integral on the entire domain.
Characteristic NIPG schemes
Let the finite element space S h consist of piecewise polynomials of degree up to m(≥ 1) with respect to the spatial partition in [a,b] . Furthermore, each function in S h is constant in the time interval [t n−1 ,t n ] at x=b. If we replace the true solution u and the test function w in (3.1) by their corresponding approximations in S h and drop the local truncation error term E(u,w) in (3.1), we obtain a family of characteristic NIPG schemes: find u h ∈S h , such that ∀w ∈ S h the following equation holds
Here α i is a parameter for the interior penalty term, which can be prescribed independent of the problem (refer to Theorem 5.1). In (3.2) we have used the fact that all the functions in S h are constant in time at the outflow boundary x =b so that the sixth term on the right side of (3.1) vanishes. Recall that the test function w is defined on [a,b] at time step t n and at the outflow boundary x = b for t ∈ [t n−1 ,t n ] and is extended by constant along the characteristics (2.4). Hence, a characteristic tracking from t n−1 (or the inflow boundary x = a) to t n (or the outflow boundary x = b) needs to be used in the evaluation of the test function w in the first and fourth terms on the right side of (3.1). To insure that the characteristics do not intersect with each other, we impose the constraint |V x (x,t)|∆t < 1 on the time step ∆t [15, 27] . Finally, since the penalty term and the diffusion term in this scheme are of the same order, the introduction of the penalty term will not hurt the condition number of the characteristic NIPG scheme.
Characteristic OBB, SIPG, and IIPG schemes
Choosing α i ≡ 0 in the characteristic NIPG scheme (3.2) yields the characteristic OBB scheme. On the other hand, if we do not add the term [[u] ](x i ,t n ){Dw x }(x i ,t n ) to the inter-element diffusive flux in (3.1) and (3.2), we end up with the following characteristic IIPG scheme:
Finally, if we add a symmetric term [[u] ](x i ,t n ){Dw x }(x i ,t n ) to the inter-element diffusive flux in (3.1) and (3.2), we obtain the following characteristic SIPG scheme:
Preliminaries
Let W m p (a,b) be the Sobolev spaces consisting of functions whose derivatives up to orderm are p-th integrable on (a,b), equipped with their standard norms; and H m = W m 2 . For any Banach space X, we introduce Sobolev spaces involving time
When it is clear from the context, we use · , · H m , and
, respectively. We also introduce the discrete (semi-) norms
Let Πp ∈ S h be the interpolation of p ∈ H m+2 . The following estimates hold
Furthermore, we have the following superconvergence [29, [31] [32] [33] for all φ ∈ S h :
When the finite element space S h consists of piecewise polynomials of m ≥ 3, we can choose Πp to interpolate p and p x at the nodes x i−1 and
Then we introduce the following notations:
In this paper, we use ε to denote an arbitrary small positive number, and C to denote a general positive constant that could be assumed different values at different occurrences.
Optimal-order L 2 estimates and superconvergence estimates
In this section we derive optimal-order error estimates in the L 2 norm and superconvergence estimates in the discrete energy norm for the characteristic NIPG scheme (3.2), the characteristic IIPG scheme (3.3), and the characteristic SIPG scheme (3.4). 
Proof. We subtract Eq. (3.1) from Eq. (3.2) and use the fact w t (b,t) = 0 to obtain an error
We decompose the error e = u h −u as e = ξ +η. Since the estimate for η is known, we need only to derive an error estimate for ξ. We choose w = ξ and use the fact that η(x i ,t n ) = 0 and η x (x i ,t n ) = 0 for i = 1,2,··· , I to rewrite Eq. (5.2) in terms of ξ and η
Now we estimate the right-hand side of (5.3) term by term. We begin by bounding a shifted L 2 -norm of ξ(x,t + n−1 ) = ξ( x,t n ). We use y = r(t n−1 ;x,t n ) to denote the variable at time step t n−1 and x to denote the variable at time step t n .
Then, the first term on the right-hand side of (5.3) can be bounded as follows:
We use Cauchy inequality to bound the fourth term on the right side of (5.3) by
The estimates of the remaining terms on the right-hand side of (5.3) are lengthy and will be presented in Lemmas A.1-A.3 in the Appendix. 
.
We choose ε= 1 4 and sum the resulting inequality on n to rewrite the proceeding inequality as (
We apply Gronwall's inequality to obtain
We combine (5.10) with the estimate for η to finish the proof for (5.1). Note that we used the condition {η x (x i ,t n )} = 0 before (5. 
We use the Peano kernel theorem to get
We differentiate this expression with respect to x to obtain the following expansion for a uniform spatial partition
We use this estimate to bound (5.11) by
The rest can be estimated as before and we finish the proof for the case m=1. For the case of m = 2, G
i (y;x) is of the form
We differentiate η(x,t n ) with respect to x in (5.12) incorporated with (5.15) on intervals [x i−1 ,x i ] and [x i ,x i+1 ] and use the decomposition u yyy (y,t n ) = u yyy (x i ,t n )+(u yyy (y,t n )− u yyy (x i ,t n )) to compute the average {η x }(x i ,t n ) to obtain {η x }(x i ,t n ) = − 1 4h
This expansion is of the same order as (5.13), so (5.14) and hence a suboptimal-order estimate holds for m = 2.
Remark 5.1. The suboptimal-order L 2 estimate proved for m = 2 coincides with the numerical observations [7, 23] . The Peano kernel approach (5.12) would prove an optimalorder L 2 estimate only for the odd-order NIPG schemes under the assumption of a uniform spatial partition. We alleviate these restrictions via the use of the Hermite interpolation in the proof.
Remark 5.2. Theorem 5.1 holds for any fixed ω > 0 with the generic constant C in the theorem depending on ω. However, the theorem does not cover the characteristic OBB scheme, even though numerical results show that this is the case. The current proof will lead to a suboptimal-order error estimate for the characteristic OBB schemes. Proof. If we compare the characteristic NIPG scheme (3.2) with the characteristic IIPG scheme (3.3) and the characteristic SIPG scheme (3.4), we see that we need only to bound one extra term as follows in addition to those in (5.3)
If we choose ε = 1/4 and ω 0 = C/ε, we manage to hide these two terms in (5.9). The rest of proof in Theorem 5.1 goes through.
Remark 5.3. Theorems 5.1 and 5.2 give the optimal-order L 2 estimates for the standard NIPG, IIPG, and SIPG schemes for parabolic equations, since (2.1) reduces to a parabolic problem and the characteristic DG schemes reduces to the standard DG schemes in the case of V ≡ 0 in (2.1). Furthermore, a similar argument gives an optimal-order estimate and superconvergence estimate for the DG schemes for elliptic problems.
Numerical experiments
We carry out numerical experiments to illustrate the performance of the characteristic NIPG scheme, the characteristic OBB scheme, the characteristic IIPG scheme, and the characteristic SIPG scheme developed in this paper. In Section 6.1 we conduct numerical experiments to investigate the spatial and temporal convergence rates of the cubic characteristic NIPG scheme as a representative of high-order characteristic DG schemes, as well as the linear characteristic NIPG, OBB, IIPG, and SIPG schemes. In Section 6.2 we compare the performance of the characteristic DG scheme with some well-received standard DG schemes.
Spatial and temporal convergence rates of the characteristic DG schemes
We carry out numerical experiments to observe the spatial and temporal convergence rates of the characteristic discontinuous Galerkin schemes. We present the numerical results only for the cubic characteristic NIPG scheme (3.2) with ω = 1 in the Theorem 5.1, a representative of the characteristic DG schemes developed in this paper. We use a standard test problem of the transport of a Gaussian pulse subject to Eq. (2.1) with the initial configuration being given by 
is used. We use a linear regression to fit the convergence rates and the associated constants in the error estimates We perform two kinds of computations. The first tests the spatial convergence rate of the characteristic NIPG scheme, where we fix a small time step ∆t and compute the constant C α and the rate α with respect to h; the other tests the temporal convergence rate, where we choose a small grid size h and calculate the constant C β and the rate β with respect to ∆t. The results are presented in Tables 1 and 2 , fitting the pairs (C α , α) and (C β , β). These results show that the characteristic NIPG scheme possesses the optimalorder spatial and temporal convergence rates as predicted by Theorem 5.1. Moreover we notice that the generic constant C β of the temporal error is much smaller than the generic constant C α of the spatial error. This reflects the strength of the characteristic discontinuous Galerkin schemes. 
/500 7.9758e-003 3.8167e-003 3.2908e-002 1/60 1/500 4.7769e-003 2.2469e-003 2.0414e-002 1/70 1/500 3.0656e-003 1.4274e-003 1.3390e-002 1/80 1/500 2.0875e-003 9.5484e-004 9.2220e-003 1/90 1/500 1.4950e-003 6.7856e-004 6.6201e-003 1/100 1/500 1.1171e-003 5.0464e-004 4.9210e-003 We present the spatial and temporal convergence rates of the linear characteristic NIPG, OBB, IIPG, and SIPG schemes with γ = 1 in Tables 3-10 . The numerical results with other values of γ are similar and are skipped. We observe that the linear characteristic NIPG, OBB, IIPG, and SIPG schemes possess second-order convergence rate in space and first-order convergence rate in time in the norms of L 1 , L 2 , and L ∞ . We notice again that the generic constant C β of the temporal error is much smaller than the generic constant C α of the spatial error. Even though these schemes are second order in space and first order in time, the absolute errors with ∆t = 1/10 are much smaller than those with h = 1/50. This reflects the strength of the characteristic discontinuous Galerkin schemes developed in this paper. 
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Comparison of the characteristic DG schemes with standard DG schemes
In this subsection we compare the performance of the characteristic DG scheme with some well-received standard DG scheme to gain better understanding of the proposed characteristic DG scheme. We carry out the comparison of the characteristic DG scheme with the third-order Runge-Kutta DG scheme with piecewise linear polynomials in space for the case of D = 0. This is what the original Runge-Kutta DG schemes were developed for. Moreover, in this case all the four characteristic DG schemes reduce to one scheme. We present the results in Tables 11-13. Table 11 contains the numerical results of the popular third-order Runge-Kutta DG scheme with piecewise linear finite elements in space, which demonstrates the optimal spatial convergence rates of the scheme. We present the numerical results generated by the linear characteristic NIPG scheme in Table 12 to test the spatial convergence rate of the linear characteristic DG scheme. We observe that the linear characteristic DG scheme generates comparable results with the third-order Runge-Kutta DG scheme when very fine time steps are used. Because the Runge-Kutta DG scheme is explicit and requires the Courant number to be less than one [11] , we cannot test the temporal convergence rates unless we use a much higher-order finite elements in space. Hence we skip the test for temporal convergence rate of the Runge-Kutta DG scheme. Table 13 contains the numerical results, which test the temporal convergence rates of the linear characteristic NIPG scheme. These results show that the characteristic DG scheme generates accurate numerical solutions even if very large time steps are used (the Courant number is greater than 50 in this example). This justifies the development of the proposed characteristic DG schemes, i.e., which allow the use of large time steps in generating stable and accurate numerical solutions.
Concluding remarks
In this article we develop a family of characteristic discontinuous Galerkin methods for one-dimensional transient advection-diffusion equations by using an EulerianLagrangian approach within a primal discontinuous Galerkin framework. These include the characteristic SIPG method, the characteristic NIPG method, the characteristic IIPG method, and the characteristic OBB method. The developed methods retain the numerical advantages of the discontinuous Galerkin methods as well as characteristic methods. Further, we prove an optimal-order error estimate in the L 2 norm and a superconvergence estimate in a weighted energy norm for the characteristic NIPG, SIPG, and IIPG methods. Numerical experiments confirm the optimal-order convergence rates in the L 2 norm as proved in the main theorems. The preliminary comparison of these characteristic DG schemes with the well received Runge-Kutta DG schemes lead to the following observations as anticipated: (i) These methods generate comparable results when very fine time steps are used. (ii) The characteristic DG schemes generate stable and accurate solutions even if a large time step (e.g., a Courant number ≥ 50) is used. In addition, we emphasize that the Runge-Kutta DG schemes are very flexible and can apply to virtually any applications. The characteristic DG schemes require a well defined velocity field to carry out a characteristic tracking and generate accurate solutions without requiring high-order regularity of the exact solutions. These methods are particularly suited for such applications as subsurface porous medium flow and transport, in which the exact solutions do not typically have highorder regularity due to the heterogeneity of the porous media. On the other hand, the transport equation in porous medium flow and transport never exhibit shock discontinuities because the governing equations are upscaled on the macroscopic representative elementary volume scale that is larger than the microscopic continuum scale.
The developed characteristic discontinuous Galerkin methods can achieve high-order spatial accuracy (with high-order elements) but has only first-order temporal accuracy along the characteristics. A high-order temporal accuracy can be handled in a straightforward manner in the context of Eulerian methods, but it is delicate in the context of characteristic methods due to the application of a characteristic tracking. A secondorder-in-time characteristic finite element method was developed in [2] , a predict-correct approach can also be employed to develop a high-order-in-time schemes which will be investigated in the near future.
Even though the development and the analysis in this paper are for a simple transient linear advection-diffusion equation in one space dimension, our goal is to develop and analyze these methods for more realistic problems in applications. One important area of applications is the coupled system of partial differential equations arising in porous medium flow such as petroleum reservoir simulation and environmental modeling. In this context, the velocity in the transient advection-diffusion equation is determined from an associated pressure equation that is derived from the continuity equation for the fluid mixture and Darcy's law. On the other hand, the viscosity in the pressure equation depends on the concentration that is the solution to the transient advection-diffusion equation for the concentration [5] . Different characteristic finite difference or finite element methods were developed for the simulation of these systems [1, 13] and were analyzed [14] . A characteristic discontinuous Galerkin method is desired partly due to the following reasons: (i) It could resolve the moving steep fronts between different fluids more effectively; (ii) it is locally mass conservative; and (iii) it can handle physical interfaces between different subdomains with different permeabilities more effectively. This will be investigated in the near future. 
In the case Cr< 1/2, we decompose the left-hand side as follows
The last term on the right-hand side is bounded in a standard manner
The first term on the right-hand side of (A.2) requires careful analysis. As the function ξ exhibits discontinuity in space, one cannot simply integrate this term by parts as in the analysis for the ELLAM type of schemes [25, 27, 28] . Instead, we decompose this term as two sums of terms such that ξ( x,t n ) and ξ(x,t n ) are continuous within each integral
is in the same interval. The first term is bounded by
. Namely, there is one jump discontinuity between ξ(x,t n ) and ξ( x,t n ) in the second term on the right side of (A.4). Therefore, we rewrite this sum as We combine these estimates to conclude the proof. ∆t(x)D(x,t n )η x (x,t n )ξ x (x,t n )dx
∆tD(x,t n )η x (x,t n )ξ x (x,t n )dx
We utilize the superconvergence (4.2) to bound the first term on the right-hand side by
∆tD(x,t n )η x (x,t n )ξ x (x,t n )dx The fifth and sixth terms on the right side of (A.14) are bounded by
. (A.18)
As for the fourth term on the right-hand side of Eq. (A.14), we note that the test function satisfies the approximate adjoint equation ξ t (r(t;x,t n ),t)+V(x,t n )ξ r (r(t;x,t n ),t) = 0.
We subtract this equation from the adjoint term to bound this term as follows:
u ξ t +Vξ r )(r(t;x,t n ),t)r x (t;x,t n )dtdx
u(V(r(t;x,t n ),t)−V(x,t n ))ξ x (x,t n )r x (t;x,t n )dtdx .19) This completes the proof.
