We consider two score tests for heteroscedasticity i n the errors of a signal plus noise model, where the signal is estimated by wavelet thresholding methods. The error variances are assumed to depend on observed covariates, through a parametric relationship of known form. The tests are based on the approaches of Breusch & Pagan (1979), and Koenker (1981) . We establish the asymptotic validity of the tests, and examine their performance in a simulation study. The Koenker test is found to perform well, in terms of both size and power.
INTRODUCTION
In multiple regression models, one of the standard assumptions is that of homoscedasticity. For assessing the appropriateness of this assumption, Breusch & Pagan (1979) obtained a score test. Since this test is sensitive to the assumption of normal errors, Koenker (1981) proposed a studentized version. If the variance function of the random errors is restricted to a second-order polynomial function of the independent variables, then Koenker's test is the same as the test proposed by White (1980) in his Corollary 1. Recently, L y on & Tsai (1996) have compared various tests for heteroscedasticity. They show that for long-tailed or contaminated error distribution, Koenker's score test holds its null size better than other tests.
In wavelet regression, Donoho & Johnstone (1994) assumed that the errors have constant variance. In practice, this assumption may not be valid, as addressed by several discussants in Donoho & Johnstone's (1995) reading paper. In fact, the variance of the errors may depend on either the expected response or additional relevant covariates. The aim of this paper is to adopt the approaches from Breusch & Pagan (1979) and Koenker (1981) to obtain score tests for heteroscedasticity in wavelet regression. In addition, we show that the resulting tests have asymptotic chi-squared distributions under the null hypothesis. In Section 2, we obtain the score tests under the assumption that the variance is a function of known covariates. Section 3 presents the studentized version of the score tests, and provides two consistent estimates of the error variance 2 which are used to construct the tests. Monte Carlo results are described in Section 4, where it is found that Koenker's approach performs better. Discussion of the results and potential future work comprise Section 5, and the mathematical Appendices conclude the paper.
SCORE TESTS

Model structure and wavelet estimator
Consider the model Y = f + ";
(1) where f = ( f 1 ; : : : ; f n ) 0 ; f i = f ( t i ) ; f ( : ) is an unknown piecewise polynomial function dened on t i (i = 1; : : : ; n ) ; t i are the design points taken to be ordered 0 t 1 : : : t n 1, and " = ( " 1 ; : : : ; " n ) 0 h a s a m ultivariate normal distribution with mean zero and covariance 2 . The i th diagonal entry of is ii = g i = g(z i ; ), where g is a twice dierentiable function of ; z 0 i is the i th row o f a n n q matrix Z and is a q 1 v ector. The null hypothesis of homoscedasticity is dened by H 0 : = 0 by requiring that g(z i ; 0 ) = 1 for i = 1 ; : : : ; n .
As described in Donoho & Johnstone (1994) , there exists an orthogonal matrix W such that w = W Y performs the wavelet transform on the noisy data. The inversion formula yields Y = W 0 w = W 0 + ": where = W f . In this paper, we assume that the numb e r o f v anishing moments m in the wavelet basis satises m d, where d is the degree of the piecewise polynomial f. This assumption allows us to apply Donoho & Johnstone's equation (7) and Corollary 1 to derive the asymptotic distribution of the score tests for heteroscedasticity (see Appendices B and C). The wavelet regression estimate of f, b f, can be obtained from hard thresholding or soft thresholding described in Donoho & Johnstone (1994) , provided that the resulting estimator b f satises equation (7) and Corollary 1 of Donoho & Johnstone (1994 Without loss of generality, we will only present a proof for the case q = 1 . The detailed proof is given in Appendix B. All limits will be taken as n 1 ; this will not bementioned explicitly in the bodyof the paper.
STUDENTIZED SCORE TESTS AND CONSISTENT ESTIMATES OF 2
Koenker's Studentized score test
A drawback of the score test ST 1 is that it is crucially dependent on the assumption that " is normally distributed. In the classical regression model, Koenker (1981) , following a robustication suggested by Bickel (1978) , proposed a studentized version of the score test. Adopting Koenker's approach, we obtain the following studentized score test to test H 0 : = 0 , The score test ST 1 is asymptotically distributed as 2 q under H 0 . Without loss of generality, we will only show that ST 1 d 2 1 in the case q = 1 (see Appendix C). The simulation studies (given in Section 4) indicate that ST 1 is more robust against non-normality than ST 1 .
Consistent estimates of 2
In practice, 2 is usually unknown. Hence, we replace 2 by a consistent estimate b 2 in the score tests. This substitution does not alter the asymptotic distribution of the tests. In this subsection, we will study two consistent estimates of 2
The rst one is the maximum likelihood estimator of 2 , dened by
It is easily seen from (B.1) that
Applying the weak law of large numbers, the rst term converges to E" 2 1 = 2 in probability, under H 0 , and the last two terms converge to 0 i n probability b y the Cauchy-Schwarz inequality and (B.4). Therefore, under H 0 , b 2 1 P 2 which implies that b 2 1 is a consistent estimate of 2 .
The second estimator, proposed by Donoho & Johnstone (1995 , p.1218 , is given by b 2 = median (jw J 1;k j : 0 j < 2 J 1 ) = 0 : 6745;
where (w j;k ) are the wavelet coecients of (y i ) 2 is a consistent estimate of 2 under H 0 when the wavelet coecients contain a small proportion of strong \signals" mixed in with \noise", as described in Donoho & Johnstone (1995 , p.1218 ).
MONTE CARLO RESULTS
We h a v e conducted a numerical study to examine the performance of the score test statistics ST 1 and ST 1 given in equations (3) and (5), respectively. In our simulations, we used g i = exp(z i ), where z i are independent standard normal (assumed known, and re-generated for each realization), and = ( 0 ; 0 : 3 ; 0 : 6 ; 0 : 9). We used the same four mean functions f as considered in Donoho & Johnstone (1994) , denoted by Blocks, Bumps, HeaviSine and Doppler, all with a signal to noise ratio of 7. Wavelet thresholding was carried out in Splus using the Wavethresh software (Nason & Silverman, 1994) , Distribution 2.2. We used the Daubechies Least Asymmetric (8) wavelet, with periodic boundary handing. Hard thresholds were set manually by the universal method.
We considered the four sample sizes, n = 128; 256; 512; 1024, and the two error structures, N(0; 1) and t 3 . For each c hoice of mean, , n, and error structure, we generated 1000 realizations from model (1). For each realization, we computed the score tests ST 1 and ST 1 based on the estimators of the error variance b 2 1 and b 2 2 , as given in equations (6) and (7), respectively.
In Tables 1-12 , we record the number of rejections for each test, out of the 1000 realizations, for signicance level 5%. The size of ST 1 seems to bemuch more than the nominal size in most cases studied, especially when the test is used in conjunction with b 2 2 , when the mean function is rough (Blocks and Bumps), or when the error distribution is non-Gaussian (t 3 ). Although the size distortions associated with ST 1 do improve in the normal case as n increases, it seems dicult to recommend the use of ST 1 based on its performance here.
For ST 1 ,there do not seem to be any strong size distortions for either error distribution, although the size is often higher for t 3 errors than for normal errors. The power for ST 1 increases with both and n, as would beexpected, and exceeds 75% for all cases when n = 1024.
DISCUSSION
In wavelet regression models, we have obtained score and studentized score tests for heteroscedasticity. The derivation of ST 1 relies on the normality assumption. However, we can show that ST 1 converges to c 2 q under Assumptions (A.1), (A.2) and H 0 , where c = V a r ( " 2 1 ) = 2 4 . Hence, we can relax the normality assumption on " as long as " satises c = 1 . Moreover, the score test ST 1 converges to 2 q (under H 0 ) assuming only (A.1) and (A.2), without the requirement that c = 1. Hence, ST 1 is more robust against non-normality than ST 1 as illustrated in our simulations.
We h a v e obtained score tests by assuming that the variance function depends on some known covariates. In practice, however, the variance function sometimes may be proportional to the unknown expected response function, f. If the weighting function has the form ii = g i = g(f i ); then we can apply the same techniques used in Section 2 to obtain a score test for H 0 : = 0 = 0 , where g( 0 f i ) = 1 for i = 1 ; :::; n. The resulting test is . In simulation studies (not presented here), we found that ST 2 and ST 2 do not achieve their nominal size for the Blocks and Bumps functions. In contrast, ST 2 and ST 2 did control their size well for the HeaviSine and Doppler functions. However, the power of these tests decreases as increases from 0.6 to 0.9. The reason is that the score tests are evaluated under the null hypothesis, and large values of will lead to an inaccurate estimate of f. It is interesting to note that the inevitable discrepancy between f and b f mentioned in Donoho & Johnstone (1994) has more impact on the score tests ST 2 and ST 2 than the score tests ST 1 and ST 1 .W erecommend that the score tests ST 2 and ST 2 beused only with extreme caution when the variance function is proportional to the mean response function.
Recently, Johnstone & Silverman (1996) studied the wavelet threshold estimator for data with correlated noise. Since the wavelet estimator may be sensitive to error autocorrelation, it is important to study whether the assumption of independence is valid. The result of Tsai (1986) may beapplied to obtain a score test for simultaneously testing for both heteroscedasticity and autocorrelated errors. This will bethe subject of future research.
APPENDIX
A. Assumptions (A.1) max 1in ja n;i j = o n 1=4 log 2 n , where a n;i is dened in (4). 2) are negligible in probability. To this end, we rst apply Corollary 1 and equation (7) in Donoho & Johnstone (1994) 
