You may be used to thinking of the way J() works like this: I want a 5 × 5 matrix, all of whose elements are the scalar 1. Another way of thinking about it is this: Give me 5 replicates or copies rowwise and 5 copies columnwise of the scalar 1. The results are identical when scalars are being replicated.
The second way of thinking about it helps in understanding the generalization now in place. What is to be replicated can now be a matrix, naturally including not only scalars but also vectors as special cases.
The help file gives full technical details and a variety of examples, but here is another. My Speaking Stata column in this issue (Cox 2008 ) mentions the bias on Fisher's z scale when estimating correlation r from sample size n of 2r/(n − 1). The question is thus how big this is for a variety of values of r and n. We can quickly get a Notice again how the first two arguments of J() are the numbers of replicates or copies, rowwise and columnwise, and not necessarily the numbers of rows and columns in the resulting matrix.
