Abstract. In the present paper we study the existence of solutions for some nonlocal problems involving the p(x)−Laplacian operator. The approach is based on a new sub-supersolution method.
Introduction
In this work we are interested in the nonlocal problem In the last decades several works related to the p(x)−Laplacian operator arose, see for instance [1, 27, 28, 30, 31, 32, 33] and the references therein. Partial differential equations involving the p(x)−Laplacian arise, for instance, in nonlinear elasticity, fluid mechanics, non-Newtonian fluids and image processing. See for instance [1, 7, 35] and the references therein for more informations.
The nonlocal term |.| L m(x) with the condition p(x) = r(x) ≡ 2 is considered in the well know Carrier's equation ρu tt − a(x, t, |u| 2 L 2 )∆u = 0 that models the vibrations of a elastic string when the variation of the tensions are not too small. See [6] for more details. The same nonlocal term arises also in Population Dynamics, see [8, 12] and its references.
In the litarature there are several works related to (P ) but with p(x) ≡ p (p constant), see for instance [2, 8, 9, 10, 11, 12, 13, 14, 15, 17, 18, 21, 23, 24, 25, 34, 36] . For example in [23] the authors used a sub-supersolution argument to study the nonlocal problem
L q(x) em Ω, u = 0 sobre ∂Ω.
In [2] , the authors used an abstract sub-super solution Theorem whose proof is chiefly based on a version of the Minty-Browder Theorem for pseudomonotone operators to study the problem −a( Ω |u| q )∆u = h 1 (x, u)f ( Ω |u| p ) + h 2 (x, u)g( Ω |u| r ) in Ω, u = 0 on ∂Ω, where h i : Ω × R + → R are continuous functions, q, p, r ∈ [1, ∞) are constants and the functions a, f, g : [0, ∞) → R + with f, g ∈ L ∞ ([0, ∞)) and a(t), f (t), g(t) ≥ a 0 > 0 for all t ∈ [0, ∞) where a 0 is a constant. Recently in [36] , the authors studied the existence and multiplicity of solutions to the problem −a( Ω |u| γ )∆u = f λ (x, u) em Ω, u = 0 sobre ∂Ω, where γ ∈ (0, ∞), a(t) ≥ a 0 > 0 where a 0 is a constant and f λ : Ω × R → R are continuous functions with f λ depending on the parameter λ.
In [11] , the authors used the Schauder's Fixed Point Theorem to study the boundary value problem −A(x, u)∆u = λf (u) em Ω, u = 0 sobre ∂Ω,
into R for almost all x ∈ Ω. They also considered that there are constants a 0 , a ∞ > 0 such that
for all u ∈ L p (Ω). Recently in [34, Theorem 1] the first two authors considered the problem (P ) for p(x) ≡ 2 (i.e, −∆ p(x) = −∆). They proved a sub-super solution theorem for (P ) and applied such result in three problems. Specifically they considered a sublinear problem, a concave-convex problem and a logistic equation. Their arguments are chiefly based on the existence of the first eigenvalue of the Laplacian operator (−∆, H 1 0 (Ω)). The p(x)−Laplacian operator, in general, has no first eigenvalue, that is, the infimum of the eigenvalues equals 0 (see [29] ).
The lack of the existence of the first eigenvalue implies a considerable difficult to consider boundary values problems involving the p(x)−Laplacian by using subsupersolution methods. Papers that consider such problems by using the mentioned method are rare in the literature. Among such works we want to mention the papers [3, 4, 33, 37, 38] .
The main goal of this paper is to generalize [34, Theorem 1] for the p(x)−Laplacian operator and the three applications of [34] . Below we describe the main points regarding the generalization of the results in [34] .
(i) In [34] the homogeneity of (−∆, H 1 0 (Ω)) and the eigenfunction associated to the first eigenvalue λ 1 are used to construct a subsolution. Differently from the operator (−∆ p , W (Ω) . To avoid these problems we used some arguments contained in [33] ; (ii) We present weaker conditions on the exponents r, q, s, α and γ; (iii) As an application of Theorem 1 we prove the existence of a positive solution for some nonlocal problems which generalize the three problems considered in [34, Theorem 1]; (iv) As in [34, Theorem 1] and differently from several works that consider the nonlocal term A(x, |u| L r(x) ) satisfying A(x, t) ≥ a 0 > 0 (where a 0 is a constant) our Theorem 1 allow us to study (P ) in the mentioned case and in situations where A(x, 0) = 0. In this work we will assume that the functions r, p, q, s, α and γ satisfy the hipothesis below
Now we present our main result:
are continuous functions and
In this section we will point some facts regarding to the spaces
(Ω) that will be often used in this work. For more information see FanZhang [31] and the references therein.
Let Ω ⊂ IR N (N ≥ 1) be a bounded domain. We define the space
We define in L p(x) (Ω) the norm
We define the generalized Sobolev space as
(Ω) is defined as the closure of C ∞ 0 (Ω) with respect to the norm . * .
is a Banach, separable and reflexive space.
Proposition 2.
Let Ω ⊂ R N be a bounded domain and consider p, q ∈ C(Ω).
Define the function p
(Ω).
(Ω) is continuous and compact.
(Ω) which is equivalent to the norm . * .
(Ω) with ϕ ≥ 0. 
Here C * and C * are positive constants dependending only on p
and C 0 where C 0 is the best constant of the embedding W 
Proof of Theorem 1
The goal of this section is the proof of Theorem 1. First we need some definitions. We say that u ∈ W
We say that (u, u) is a sub-super solution pair for (
(Ω) with ϕ ≥ 0 the following inequalities hold
Proof of Theorem 1. Consider the operator T :
p(x)−1 and consider the operator
(Ω). Note that the operators H and u → HoT (u) are well defined. In fact, since f, g and A are continuous functions with
Since Ω is a bounded domain it follows that H is well defined. The operator u → HoT (u) is well defined because the inclusion T u ∈ [u, u] implies that
We claim that the operator u → HoT (u) is continuous. In order to show such affirmation let (u n ) be a sequence in
The continuity of f, g and A combined with the Lebesgue Dominated Convergence Theorem implies that
(Ω) and then we have the desired continuity.
Fix
has a unique solution. Therefore we can define an operator S :
(Ω) is the unique solution of (P L ). We affirm that S is compact. In fact let (v n ) be a bounded sequence in L p(x) (Ω) and define
(Ω). Using the inclusion T v n ∈ [u, u], the inequality (3.3) and considering the test function ϕ = u n we have
The Poincaré inequality combined with the embedding
for all n ∈ N where C is a constant that does not depend on n ∈ N. If u n > 1 then by Proposition 1 we have
for all n ∈ N where the constant C does not depend on n ∈ N. Therefore the
(Ω). Thus, up to a subsequence , we have
. Therefore S is a compact operator.
With respect to continuity, let
and
(Ω). Such equations with ϕ = u n − u provide
The previous arguments implies that the sequence (u n ) is bounded in L p(x) (Ω). Thus by Hölder inequality we have
where the constant C does not depend on n ∈ N. Since HoT is continuous we have
which implies the continuity of S.
We claim that there exists R > 0 such that if u = θS(u) with θ ∈ [0, 1] then |u| L p(x) < R. In fact, if θ = 0 then u = 0. Suppose that θ = 0. In this case we have S(u) = u θ and such equality implies the identity
(Ω). Using the test function ϕ = u θ , the inequality (3.3) and the embedding
where C > 0 is a constant that does not depend on u and θ. If |∇u| L p(x) > 1 we have by the Poincaré inequality and Proposition 1 that |u|
where C is a constant that does not depend on u and θ.
Since θ ∈ (0, 1] by Schaefer's fixed Point Theorem there exists u ∈ L p(x) (Ω) such that u = S(u). Thus
(Ω). We claim that u ∈ [u, u]. Considering w = T u in (3.1) and subtracting from (3.4) we get
(Ω) with ϕ ≥ 0.
Using the test function ϕ := (u − u) + = max{u − u, 0} and using that f,
which implies that u ≤ u. A similar reasoning provides the inequality u ≤ u.
Applications
The main goal of this section is to apply Theorem 1 in some classes of nonlocal problems.
A sublinear problem:
In this section we use Theorem 1 to study the nonlocal problem
The above problem in the case p(x) ≡ 2 was considered recently in [34] . The result of this section generalizes [34, Theorem 3] .
Theorem 4. Suppose that r, p, q, α satisfy (H 0 ) and let β ∈ L ∞ (Ω) be a nonnegative function. Consider also that α + + β + < p − − 1. Let a 0 > 0 be a positive constant. Suppose that one of the conditions hold
Then (P s) has a positive solution.
Proof. Suppose that (A 1 ) holds, that is , A(x, t) ≥ a 0 in Ω × [0, +∞). We will start by constructing u. Let λ > 0 and consider
(Ω) ∩ L ∞ (Ω) the unique solution of (2.1) where λ will be chosen later.
For λ > 0 large by Lemma 1 there is a constant K > 1 that does not depend on λ such that
we can choose λ > 1 such that (4.1) occurs and
By (4.1) and (4.2) we get
Now we will construct u. Since ∂Ω is C 2 there is a constant δ > 0 such that d ∈ C 2 (∂Ω 3δ ) and |∇d(x)| ≡ 1 where d(x) := dist(x, ∂Ω) and ∂Ω 3δ := {x ∈ Ω; d(x) ≤ 3δ}. From [33, Page 12] we have that for σ ∈ (0, δ) small the function φ = φ(k, σ) defined by
belongs to C 1 0 (Ω) where k > 0 is an arbitrary number. They also proved that
for all µ > 0. Let σ = 
We claim that
In fact, note that
where
and note also that lim 
It is possible to choose k > 0 large such that µφ(x) ≤ 1 for all x ∈ Ω that satisfies σ < d(x) < δ. Therefore from (4.3) and (4.5) we have
L q(x) if σ < d(x) < 2δ for k > 0 large enough. Fix k > 0 satisfying the above property and the inequality
The first part of the result is proved. Now suppose that 0 < A(x, t) ≤ a 0 in Ω × (0, ∞). Let δ, σ, µ, a, λ, z λ and φ as before. From the previous arguments there exist k > 0 large enough and µ > 0 small such that
In particular for w ∈ L ∞ (Ω) with µφ ≤ w we have
Fix k > 0 satisfying (4.6). Let λ > 1 such that (4.1) ocurrs and
where K > 1 is a constant that does not depend on k and λ (see Lemma 1) . Thus for all w ∈ [µφ, z λ ] we have
From the weak comparison principle we have µφ ≤ z λ . Therefore (µφ, z λ ) is a sub-supersolution pair for (P s ).
A concave-convex problem:
In this section we consider the following nonlocal problem with concave-convex nonlinearities
The local version of (P ) λ,θ with p(x) ≡ 2 and constant exponents was considered in the famous paper by Ambrosetti-Brezis-Cerami [5] by using a sub-super argument. In [34] the problem (P ) λ,θ was studied with p(x) ≡ 2. The following result generalizes [34, Theorem 4] .
Theorem 5. Suppose that r, p, q, s, α and γ satisfy (H 0 ) and β, η ∈ L ∞ (Ω) are nonnegative functions with 0 < α
and lim t→∞ A(x, t) = b 0 uniformly in Ω then given λ > 0 there exists θ 0 > 0 such that for each θ ∈ (0, θ 0 ) the problem (P ) λ,θ has a positive solution u λ,θ .
Proof. Suppose that (A
(Ω) L ∞ (Ω) be the unique solution of (2.1) where λ ∈ (0, 1) will be chosen before.
Lemma 1 implies that for λ > 0 small enough there exists a constant K > 1 that does not depend on λ such that
For each θ > 0 we can choose 0 < λ 0 < 1 small enough, depending on θ, such that the inequalities
and (4.7) hold because α − + β − > 0 and p
for all λ ∈ (0, λ 0 ). Thus for λ ∈ (0, λ 0 ) we get
If necessary consider a smaller value for
in Ω for λ ∈ (0, λ 0 ). Now consider φ, δ, σ, µ and a as in the proof of Theorem 4. Fix λ ∈ (0, λ 0 ) such that 
in Ω for all w ∈ [0, |z λ | L r(x) ]. The weak comparison principle implies that µφ ≤ z λ for µ > 0 small enough. Therefore (µφ, z λ ) is a sub-super solution pair for (P ) λ,θ . Now we will prove the theorem in the second case. Consider again φ, δ, σ, µ and a as in the proof of Theorem 4. Let λ ∈ (0, ∞). Since α + + β + < p − − 1 we can repeat the arguments of Theorem 4 to obtain µ = µ(λ) > 0 small depending only on λ such that
(Ω) ∩ L ∞ (Ω) the unique solution of (2.1) where M > 0 will be chosen later.
For M ≥ 1 large enough there is a constant K > 1 that does not depend on M such that
in Ω. We want to obtain M > 1 such that for each w ∈ L ∞ (Ω) with µφ ≤ w the inequality
in Ω occurs. Since A is continuous and lim
By (4.9) we have (4.11) (λz
Denoting by I the right-hand side of (4.11) we have I ≤ M if and only if
belongs to C 1 (0, ∞), R and attains a global minimum at 
and Q = L η + +γ + p − −1 . Notice that the above inequality holds if θ > 0 is small enough because α + + β
Thus for λ > 0 fixed there exists θ 0 = θ 0 (λ) such that for each θ ∈ (0, θ 0 ) there is a number M = M λ,θ > 0 such that (4.12) occurs. Consequently we have (4.10). Therefore
Considering if necessary a smaller θ 0 > 0 we get
The weak comparison principle implies that µφ ≤ z M . Then (µφ, z M ) is a sub-supersolution pair for (P ) λ,θ . The proof is finished.
A generalization of the logistic equation:
In the previous sections we considered at least one of the conditions A(x, t) ≥ a 0 > 0 or 0 < A(x, t) ≤ a ∞ , t > 0. In this last section we study a generalization of the classic logistic equation where the function A(x, t) can satisfy
A(x, t) = ∞ and lim t→+∞ A(x, t) = ±∞.
We will attack the problem
We will suppose that there is a number θ > 0 such that the function f : [0, ∞) → R satisfies the conditions:
Problem (P ) λ is a generalization of the problems studied in [11, 16, 34] . The next result generalizes [34, Theorem 5] .
Theorem 6. Suppose that r, p, q, α satisfy (H 0 ). Consider also that f satisfies (f 1 ), (f 2 ) and that A(x, t) > 0 in Ω × 0, |θ| L r(x) . Then there exists λ 0 > 0 such that λ ≥ λ 0 , (P ) λ has a positive solution u λ ∈ [0, θ].
Proof. Consider the function f (t) = f (t) for t ∈ [0, θ] and f (t) = 0 for t ∈ R \ [0, θ]. The functional
(Ω), (Ω), R). Since | f (t)| ≤ C for t ∈ R we have that J is coercive. Thus J has a minimum z λ which is a weak solution of the problem −∆ p(x) z = λ f (z) in Ω, z = 0 on ∂Ω.
Consider a function ϕ 0 ∈ W Thus for each λ ≥ λ 0 µ 0 and w ∈ [ϕ, θ] we get
Since f (θ) = 0 it follows that (z 0 , θ) is sub-solution pair for (P ) λ and the result is proved. Remark 1. We would like to point that is possible to use the function φ from the proof of Theorem 4 to consider problem (P ) λ but in order to do this more restrictions on the functions p and f are needed.
