In this paper, we study zeroth-order algorithms for minimax optimization problems that are nonconvex in one variable and strongly-concave in the other variable. Such minimax optimization problems have attracted significant attention lately due to their applications in modern machine learning tasks. We first design and analyze the Zeroth-Order Gradient Descent Ascent (ZO-GDA) algorithm, and provide improved results compared to existing works, in terms of oracle complexity. Next, we propose the Zeroth-Order Gradient Descent Multi-Step Ascent (ZO-GDMSA) algorithm that significantly improves the oracle complexity of ZO-GDA. We also provide stochastic version of ZO-GDA and ZO-GDMSA to handle stochastic nonconvex minimax problems, and provide oracle complexity results.
Introduction
Algorithms for solving optimization problems with only access to noisy evaluations of the function being optimized are called zeroth-order algorithms. Such zeroth-order optimization algorithms have been studied for decades in the optimization literature; see, for example, [CSV09, RS13b, AH17] for a detailed overview of the existing approaches. In the recent years, the study of zeroth-order optimization algorithms has gained significant attention also in the machine learning literature, due to several motivating applications, for example, in designing black-box attacks to deep neural networks [CZS + 17], hyperparameter tuning [SLA12] , reinforcement learning [MSG99, SHC + 17] and bandit convex optimization [BLE17] . However, a majority of the zeroth-order optimization algorithms in the literature has been developed for the so-called argmin-type optimization problems, which are of the following form: find x * := arg min x∈R d {f (x) := E ξ [F (x, ξ)]}. Indeed there are a few exceptions, to the above situation and we refer the interested reader to [LMW19] for details.
In this work, we study zeroth-order optimization algorithms for solving nonconvex minimax problems. Specifically, we consider both the deterministic setting, given by:
and the stochastic setting, given by:
f (x, y) = E ξ∼P F (x, y, ξ).
(2)
Here, F (x, y, ξ) and hence f (x, y) are assumed to be sufficiently smooth functions, Y ⊂ R d 2 is a closed and convex constraint set 1 , and P is a distribution characterizing the stochasticity in the problem. We allow for the function f (·, y) to be nonconvex for all y ∈ R d 2 but require f (x, ·) to be strongly-concave for all x ∈ R d 1 . The exact assumptions are provided in Section 2.1. Under these assumptions, we provide zeroth-order optimization algorithms for solving the above minimax problem and characterize its oracle complexity (also called query complexity in the zeroth-order setting). Compared to the analysis of oracle complexity of zeroth-order algorithms for argmin-type optimization problems, the corresponding analysis in the minimax situation is more involved.
Our main motivation for studying zeroth-order algorithms for nonconvex minimax problems is its application in designing black-box attacks to deep neural networks. By now, it is well established that care must be taken when designing and training deep neural networks as it is possible to design adversarial examples that would make the deep network to misclassify, easily. Since the intriguing works of [SZS + 13, LCLS17], the problem of designing such adversarial examples that transfer across multiple deep neural networks models, has also been studied extensively. As the model architecture is unknown to the adversary, the problem could naturally be formulated to solve a minimax optimization problem under the availability of only noisy objective function evaluation. We refer the reader to [LLC + 19] for details regarding such formulations. Apart from the above applications, we also note that zeroth-order minimax optimization problems also arise in multi-agent reinforcement learning with bandit feedback [WHL17, ZYB19] and robotics [WJ17, BSJC18].
Related Works
First-order algorithms for minimax problems (aka saddle-point problems) have a long history in the mathematical programming and operations research community. The celebrated extragradient method was proposed in [Kor76] and consequently analyzed by [Tse95, FA96, FP07] for the case of bilinear objectives and strongly-convex and strongly-concave objectives. Generalizing the extragradient method, [Nem04] proposed and analyzed the mirror-prox method for the smooth convex-concave objectives, which was also later analyzed by [MS10] . A sub-gradient based algorithm was proposed and analyzed in [NO09] to handle non-smooth objectives. A unified view of extragradient and proximal point method was provided in [MOP19, AMLJG19] and a stochastic version of offline minimax problems was considered in [PB16] . Frank-Wolfe algorithm for saddlepoint optimization was analyzed in [GJLJ17] , where it was noted that the first use of Frank-Wolfe algorithm for saddle-point optimization was in [Ham84] . In the learning theory community, an alternative approach for solving minimax problems has been considered. This approach involves using an online convex optimization algorithm for performing saddle-point optimization; see, for example [DDK11, SALS15, RS13a, CBL06, AW17, BP18] for more details on this approach. The developed approaches in the learning theory community compare favorably to the optimal algorithm developed in the mathematical programming and operations research community (for example, [Nem04] ).
In the recent years, there has been an ever-growing interest in analyzing first-order algorithms for the case of nonconvex-concave objective and nonconvex-nonconcave objectives, motivated by its applications to training generative adversarial networks [ the best known complexity for  stochastic nonconvex-concave objectives. Furthermore, [DISZ17, DP18, HLC18, MPP18, PS18 , GBV + 18, OSG + 18, JNJ19, FVGP19] studied general nonconvex-nonconcave objectives. Compared to first-order algorithms, zeroth-order algorithms for minimax optimization problems are understudied. Motivated by the need for robustness in optimization, [MW18] proposed derivativefree algorithms for saddle-point optimization. However, they do not provide non-asymptotic oracle complexity analysis. Bayesian optimization algorithms and evolutionary algorithms were proposed in [BSJC18, PBH19] and [BN10, ADSHO18] respectively for minimax optimization, targeting robust optimization and learning applications. The above works do not provide any oracle complexity analysis. Recently, [RCBM19] studied zeroth-order Frank-Wolfe algorithms for strongly-convex and strongly-concave constrained saddle-point optimization problems and provided non-asymptotic oracle complexity analysis. Furthermore, [LLC + 19] studied zeroth-order algorithms for nonconvexconcave minimax problems, similar to our setting. A detailed comparison between our results and [LLC + 19] is provided in Section 5. The literature on zeroth-order optimization for the general argmin-type optimization problem is vast and we do not attempt to survey it. Instead, we refer the interested reader to the recent excellent survey [LMW19].
Our Contributions
In this work, we consider both deterministic and stochastic minimax problems in the form of (1) and (2), respectively. Our contributions could be summarized as follows:
• Considering deterministic minimax problem, we first design a zeroth-order gradient descent ascent (ZO-GDA) algorithm, whose oracle complexity improves the currently best known one in [LLC + 19]. The stochastic counterpart of ZO-GDA, ZO-SGDA, is also discussed and its oracle complexity is analyzed. Notably, for this algorithm, the set Y could be constrained or unconstrained (i.e., the entire Euclidean space R d 2 ).
• We next propose a novel zeroth-order gradient descent multi-step ascent (ZO-GDMSA) algorithm for the deterministic case, which is motivated by [NSH + 19]. This algorithm performs multiple steps of gradient ascent followed by one single step of gradient descent in each iteration. Its oracle complexity is significantly better than that of ZO-GDA. To the best of our knowledge, this is the best complexity result for zeroth-order algorithms for solving deterministic minimax problems so far under Assumption 2.1 stated below. The stochastic counterpart of ZO-GDMSA is also discussed and its oracle complexity is provided.
We emphasize that in our work, the gradient Lipschitz condition in part 3 of Assumption 2.1 remains the same for stochastic problems. With a stronger assumption, as in [LYZ20] , it is plausible to obtain improved complexities using variance reduction techniques, which is beyond the scope of this work though.
• f (x, y) is continuously differentiable in x and y, and f (·, y) is nonconvex for all y ∈ Y and f (x, ·) is τ -strongly concave for all x ∈ R d 1 .
• The function g(x) := max y∈Y f (x, y) is lower bounded. We use L g to denote the Lipschitz constant of g, see Lemma A.3.
• When viewed as a function in
We use κ := ℓ/τ to denote the problem condition number throughout this paper.
• The constraint set Y ⊂ R d 2 is bounded and convex, with diameter D > 0.
In the above, the first condition details the structure of the objective function in the minimax problem we consider. The second condition is required to make the optimization problem welldefined. The third condition places a restriction on the degree of smoothness to be satisfied by the objective function and is also standard in the literature. The fourth condition places a restriction on the constraint set for the strongly-convex maximization part. This assumption is only required in the analysis of ZO-GDMSA and its stochastic counterpart. We emphasize that in the analysis of ZO-GDA, the assumption that Y is a closed and convex set is not essential -our results continue to hold when Y := R d 2 . We utilize the constraint set in both algorithms, to maintain a consistent presentation. See Remark B.1 for more details. We also make the following standard assumptions on the (stochastic) zeroth-order oracle, following [NS17, GL13, BG19]. 
In the deterministic case, we assume we have access to the exact function evaluations.
Zeroth-order gradient estimator
We now discuss the idea of zeroth-order gradient estimator based on Gaussian Stein's identity [NS17] . For the deterministic case, we denote u 1 ∼ N (0, 1 d 1 ), u 2 ∼ N (0, 1 d 2 ), where 1 d 1 and 1 d 2 denote identity matrices with sizes d 1 × d 1 and d 2 × d 2 , respectively. The notion of the Gaussian smoothed functions can be defined as:
and the zeroth-order gradient estimators [NS17] are defined as
where µ 1 > 0 and µ 2 > 0 are smoothing parameters. It should be noted following the arguments in [NS17, BG19] that
Hence, the zeroth-order gradient estimators in (5) provide unbiased estimates of the gradient of Gaussian smoothed functions f µ 1 (x, y, u 1 ) and f µ 2 (x, y, u 2 ). Similarly, for the stochastic case, the Gaussian smoothed functions are defined as:
and the zeroth-order stochastic gradient estimators are defined as:
(7) One can also show that the zeroth-order gradient estimators provide unbiased estimates to the gradients of the Gaussian smoothed functions, i.e.,
In the algorithms, we also need to use mini-batch zeroth-order gradient estimators, which can reduce the variance of stochastic gradient estimators. To this end, we define the following notation. For integer q > 0, we denote [q] := {1, . . . , q}. In the deterministic case, for integers q 1 > 0, q 2 > 0 we denote
For indices sets M 1 and M 2 , in the stochastic case we denote
It is easy to see that we then have the following unbiasedness properties:
Finally, it should be noted that although our gradient estimators are defined based on Gaussian random vectors, in the literature the use of other random vectors, in particular, uniform random vectors on the unit-sphere has also been explored [NY83, FKM05] . Following an analysis similar to that of [Sha17] , it is plausible that our results in this paper could also be extended to such cases. A detailed investigation is beyond the scope of this paper though.
Complexity Measure
Recall that the minimax problem (2) is equivalent to the following argmin-type minimization problem:
where y * (x) is the maximum y for given x. Due to our Assumption 2.1, that f (x, ·) is stronglyconcave for any fixed x ∈ R d 1 , the maximization problem max y f (x, y) can be solved efficiently and its optimal solution is unique. However, since g is a nonconvex function, it is usually difficult to find its global minimum. Hence, following the standard approach in the literature [Nes18] , we will seek for a stationary point of function g. In order to measure the performance of the algorithms developed in this paper, we need to define some new measures for optimality. In the definitions that follow, for the deterministic case, the expectation is taken with respect to the Gaussian random vectors, used in the zeroth-order gradient estimators. In the stochastic setting, the expectation is taken both with respect to the Gaussian random vectors and the i.i.d copies of ξ used in the algorithm. We first note that for argmin-type nonconvex optimization problem, as in (10), firstorder stationary solutions are defined as follows.
Following [LJJ19] , we first define a notion of stationarity for the problem (1), under Assumption 2.1.
It is straightforward to now relate the stationary point of function g, as in Definition 2.1, to the stationary point of the original saddle-point optimization problem in (1), as in Definition 2.2, as we outline in the following proposition.
calls to the zeroth order oracle in the deterministic setting or by using extra O d 2 /ǫ 2 ) calls to the zeroth order in the stochastic setting, a point (x,ȳ) can be obtained such that it is an ǫ-stationary solution of the minimax problem, as in Definition 2.2.
The proof of the proposition follows verbatim the proof of Proposition 5.1 in [LJJ19] and we omit it for succinctness. From Proposition 2.1, we note that in order to obtain an ǫ-stationary solution (as in Definition 2.2) for the problem (1), it is equivalent to analyzing the rate of convergence to ǫ-stationary solution (as in Definition 2.1) for the function g(x). Based on this equivalence, in this work, we concentrate on obtaining ǫ-stationary point of the differentiable function g in (10).
Zeroth-order Algorithms for Deterministic Minimax Problems
We now present our algorithms for the deterministic problem (1). We consider two algorithms. In the first case, we do a vanilla single-step gradient descent and ascent. Next, motivated by [NSH + 19], for each iteration of the minimization part, we perform multiple steps of gradient ascent for the maximization part. Notably, this improves the complexity in terms of the dependency on the condition number of the problem.
Zeroth-Order Gradient Descent Ascent
The zeroth-order gradient descent ascent (ZO-GDA) algorithm for solving problem (1) is described in Algorithm 1. The algorithm is similar to the deterministic first-order approach analyzed in [LJJ19] with a few crucial differences. Specifically, we require a mini-batch gradient estimator with the choices of the batch size depending on the dimensionality of the problem. The complexity result for ZO-GDA (Algorithm 1) is provided in Theorem 3.1.
Algorithm 1 Zeroth-Order Gradient Descent Ascent (ZO-GDA)
Initialization: (x 0 , y 0 ), stepsizes (η 1 , η 2 ), iteration limit S > 0, parameters µ 1 and µ 2 . Set q 1 = 2(d 1 + 6), q 2 = 2(d 2 + 6). for s = 0, . . . , S do
Theorem 3.1. Under Assumption 2.1, by setting
,
and
Moreover, the total number of calls to the (deterministic) zeroth-order oracle, K ZO is given by,
Remark 3.1. We see that the total calls to the (deterministic) zeroth-order oracle depends linearly on the dimensionality of the problem under consideration. The dependence on ǫ is the same as that of corresponding first-order methods [LJJ19] . But, the dependence on the condition number κ is increased from κ 2 to κ 5 (assuming d 1 and d 2 are of constant order). This is due to the choice of balancing the various tuning parameters in the zeroth-order setting, in particular µ 1 and µ 2 which are absent in the first-order setting.
Zeroth-Order Gradient Descent Multi-Step Ascent
In this section, we show that the dependence of the complexity on the condition number κ could be reduced significantly (i.e., from κ 5 to κ 2 ) by making a simple modification to the ZO-GDA algorithm. Specifically, we run T steps of the ascent part, for every descent step. The approach is presented formally in Algorithm 2 and the corresponding complexity results are provide in Theorem 3.2. The main idea behind running multiple ascent steps is to better approximate the maximum of the stongly-concave function in each step. Subsequently, picking the number of inner iterations T appropriately, helps us obtain improved dependence on κ while still maintaining the same dependency on ǫ. We emphasize that [NSH + 19] used the multi-step ascent approach to handle certain non-convex minimax optimization problems that satisfy the so-called Polyak-Lojasiewicz condition in the first-order setting.
Theorem 3.2. Under Assumption 2.1, by setting
Algorithm 2 Zeroth-Order Gradient Descent Multi-Step Ascent (ZO-GDMSA) Initialization: (x 0 , y 0 ), step sizes (η 1 , η 2 ), iteration limit for outer loop S > 0, iteration limit for inner loop T > 0, parameters µ 1 and µ 2 . Set q 1 = 2(d 1 + 6) and q 2 = 2(d 2 + 6). for s = 0, . . . , S do
Moreover, the total number of calls to the (deterministic) zeroth-order oracle is given by
Remark 3.2. Note that compared to Algorithm 1, Algorithm 2 obtains improved dependence on κ while maintaining the same dependence on ǫ. Recall that κ = ℓ/τ . Assuming both d 1 and d 2 are of constant order, the dependency of the complexity on κ is of quadratic order. Assuming only d 1 is of constant order, as long as d 2 = o(1/κ), the dependence of the complexity on κ is improved to be of linear order.
Zeroth-order Algorithms for Stochastic Minimax Problems
We now consider the stochastic saddle-point optimization problem of the form (2), under the availability of a stochastic zeroth-order oracle satisfying Assumption 2.2. This scenario is more practical in the context of zeroth-order optimization, as often times, we are able to only observe noisy evaluations of the function and not the exact values themselves [CSV09, AH17] . Motivated by our analysis of the deterministic case, we now analyze the stochastic versions of ZO-GDA and ZO-GDMSA.
We first consider stochastic version of the gradient descent ascent algorithm presented in Algorithm 3. The main difference between Algorithm 3 and its deterministic counterpart in Algorithm 1 is in the choice of mini-batch size in the zeroth-order gradient estimator. As opposed to the deterministic case, where the mini-batch size is independent of ǫ, in this case, we require a mini-batch size that depends on ǫ. Furthermore, due to the stochastic nature of the problem, the mini-batch size also depends on the noise variance parameter σ 2 . The complexity result corresponding to Algorithm 3 is provided in Theorem 4.1.
Theorem 4.1. Let ǫ ∈ (0, 1). Under Assumption 2.1 and 2.2, by setting the parameters in the same way as Theorem 3.1, i.e., (11) and (12), ZO-SGDA (Algorithm 3) returns iterates (x 1 , y 1 ), . . . , (x S , y S ) such that there exist an iterate which is an ǫ-stationary point for g(x) = max y∈Y f (x, y). That is, ZO-SGDA (Algorithm 1) returns iterates that satisfy min s∈{1,...,S} E [ ∇g(x s ) 2 2 ] ≤ ǫ 2 . Moreover, Algorithm 3 Zeroth-Order Stochastic Gradient Descent Ascent (ZO-SGDA) Initialization: (x 0 , y 0 ), step sizes (η 1 , η 2 ), iteration limit S > 0, smoothing parameters µ 1 and µ 2 . Indices sets M 1 and M 2 with cardinality |M 1 | = 4(d 1 + 6)(σ 2 1 + 1)ǫ −2 , |M 2 | = 4(d 2 + 6)(σ 2 2 + 1)ǫ −2 . for s = 0, . . . , S do
the total number of calls to the (deterministic) zeroth-order oracle, K SZO is given by,
Remark 4.1. The ǫ-dependence of Algorithm 3 is the same compared to the first-order counterpart considered in [LJJ19] . The κ-dependence is same as our result in the deterministic case. Finally, the dimension-dependence is linear, to account for the zeroth-order setting.
We now consider the stochastic version of Algorithm 2. Similar to the deterministic case, we obtain an improved dependence on the condition number κ. The algorithm is formally presented in Algorithm 4 and the corresponding complexity result is provided in Theorem 4.2.
Algorithm 4 Zeroth-Order Stochastic Gradient Multi-Step Descent (ZO-SGDMSA)
Initialization: (x 0 , y 0 ), step sizes (η 1 , η 2 ), iteration limit for outer loop S > 0, iteration limit for inner loop T > 0, smoothing parameters µ 1 and µ 2 . Indices sets M 1 and M 2 with cardinality |M 1 | = 4(d 1 + 6)(σ 2 1 + 1)ǫ −2 , |M 2 | = 4(d 2 + 6)(σ 2 2 + 1)ǫ −2 . for s = 1, . . . , S do Set y 0 (x s ) ← y s for t = 1, . . . , T do
Theorem 4.2. Let ǫ ∈ (0, 1). Under Assumption 2.1 and 2.2, by setting the parameters in the same way as in Theorem 3.2, i.e., (13) and (14), ZO-SGDMSA (Algorithm 4) returns iterates (x 1 , y 1 ), . . . , (x S , y S ) such that there exist an iterate which is an ǫ-stationary point for g(x) = max y∈Y f (x, y). That is, ZO-SGDA (Algorithm 1) returns iterates that satisfy min s∈{1,...,S} E [ ∇g(x s ) 2 2 ] ≤ ǫ 2 . Moreover, the total number of calls to the (deterministic) zeroth-order oracle, K SZO is given by,
Remark 4.2. Similar to the deterministic case, we improve the dependence of the query complexity on κ. The dependence on ǫ and dimensionality remain the same.
Summary and Discussion
In this paper, we analyzed zeroth-order algorithms for deterministic and stochastic nonconvex minimax optimization problems. Specifically, we considered two types of algorithms: the standard single-step gradient descent ascent algorithm and a modified version with multiple ascent steps following each descent step. We obtain oracle complexities for both algorithms that match the performance of comparable first-order algorithms, up to unavoidable dimensionality factors. A summary of our complexity results with those in [LLC + 19] for the zeroth-order setting is provided in Table 1 . Note that we provide improved complexity results in comparison to [LLC + 19] for the zeroth-order gradient descent algorithm. We emphasize that the improvement comes by our use of mini-batch gradient estimators, along with an analysis of their approximation properties (as in Lemma A.10 and Lemma A.11). Furthermore, in Table 2 , we compare with existing results on first-order method. We note that we match the first-order algorithms in terms of dependence on ǫ.
Finally, the linear dimension-dependence is natural in zeroth-order optimization [DJWW15, NS17, BG18].
Algorithm [LJJ19] in the first-order setting and our methods in the zerothorder setting. In the constraint column C denotes 'constrained' and UC denotes 'unconstrained'. In the 'Objective function' column, C denotes convex, SC denotes strongly-convex, NC denotes nonconvex, and PL denotes Polyak-Lojasiewicz . Complexity refers to calls to the (stochastic) gradient oracle for first-order algorithms and calls to the (stochastic) zeroth-order oracle for the zeroth-order algorithms.
There are several avenues for future work. First, it is interesting to explore lower bounds for zeroth-order nonconvex minimax optimization problems. Next, it is worth exploring various structural constraints (for example, sparsity) to obtain improved dimensionality dependence. Furthermore, developing zeroth-order algorithms for non-smooth problems, and developing algorithms for general nonconvex and nonconcave objective are very interesting and challenging.
A Technical Preparations
In this section we present some technical results that will be used in our subsequent convergence analysis. First, we need the follow elementary results regarding random variables.
Lemma A.1.
• For i.i.d. random (vector) variables X i , i = 1, . . . , N with zero mean, we have
and E X 2 2 ≤ E X 2 2 . The following results regarding Lipschitz and strongly convex functions are also useful. • Suppose a function h is L h gradient-Lipschitz and has a unique maximizer x * . Then, for any
x, we have:
• Suppose a function h is τ h strongly concave and has a unique maximizer x * . Then, for any x, we have:
The following lemmas are from existing literature and we omit their proofs. 
Lemma A.6. [NS17, Lemma 3] Under Assumption 2.1, it holds that
Lemma A.7. [NS17, Lemma 4] Under Assumption 2.1, it holds that
Theorem 4] Under Assumptions 2.1 and 2.2, we have
Under Assumptions 2.1 and 2.2, we have
We now bound the size of the mini-batch zeroth-order gradient estimator (8).
Lemma A.10. Under Assumption 2.1 and choosing q 1 = 2(d 1 + 6), q 2 = 2(d 2 + 6). For any
where the second equality is due to Lemma A.1, and the last inequality is due to Lemma A.8. Thus, the first inequality in (17) is obtained by noting q 1 = 2(d 1 + 6). The other inequality can be proved similarly and we omit the details for succinctness.
A similar result can be obtained for the stochastic zeroth-order gradient estimator (9).
Lemma A.11. Under Assumptions 2.1 and 2.2, for given tolerance ǫ ∈ (0, 1), by choosing |M 1 | = 4(d 1 + 6)(σ 2 1 + 1)ǫ −2 , |M 2 | = 4(d 2 + 6)(σ 2 2 + 1)ǫ −2 , for any x ∈ R d 1 , y ∈ Y, we have:
where the second equality is due to Lemma A.1, the first inequality is due to Lemma A.9 and A.6. Substituting |M 1 | = 4(d 1 + 6)(σ 2 1 + 1)ǫ −2 proves the first inequality in (18). The other inequality can be proved similarly and we omit the details for succinctness.
The following result shows that ∇ x f µ 1 (x, y) is Lipschitz continuous with respect to y.
Lemma A.12. Under Assumption 2.1, for any x ∈ R d 1 , y 1 , y 2 ∈ Y, it holds that
Proof. Following the definition of f µ 1 , Assumption 2.1, and Jensen's inequality, it holds that
which proves the desired result.
B Convergence analysis of ZO-GDA (Algorithm 1)
We first show the following inequality.
Lemma B.1. Assume {(x s , y s )} is the sequence generated by Algorithm 1. By setting η 2 = 1/(6ℓ), the following inequality holds:
where ̺(µ 2 ) = µ 2 2 d 2 /6 + µ 2 2 (d 2 + 6) 3 /36.
Proof. According to the updates in Algorithm 1, we have
For a given s, denote by E taking expectation with respect to random samples u 2,[q 2 ] conditioned on all previous iterations. By taking expectation to both sides of the above inequality, we obtain
where the second inequality is due to the concavity of f µ 2 (see Lemma A.4) and Lemma A.10, the third inequality is due to Lemma A.2 and Lemma A.5, the equality is due to η 2 = 1/(6ℓ), and the last inequality is due to Lemma A.2. This completes the proof.
We now prove the following upper bound of E y s − y * (x s ) 2 2 .
Lemma B.2. Consider ZO-GDA (Algorithm 1). Use the same notation and the same assumptions as in Lemma B.1. Denote δ s = y s − y * (x s ) 2 2 and set η 1 as in (11), and
It holds that
where α 1 = 9 12 8 κ(κ + 1) 4 (ℓ + 1) 2 , θ 0 = α 2 µ 2 1 (d 1 + 6) 3 + 2̺(µ 2 ), α 2 = 1 8 × 12 7 κ(κ + 1) 4 . 
where the second inequality is due to (19), the third inequality is due to Lemma A.3. From Lemma A.10, we have
where the second inequality is due to Assumption 2.1. Combining (23) and (24) yields (21) by noting (20). Now we are ready to prove Theorem 3.1.
Proof of Theorem 3.1. First, the following inequalities hold:
where the first inequality is due to Lemma A.3 and the Descent lemma, the second inequality is due to Young's inequality, and the last inequality is due to Lemmas A.6 and A.12. Now take expectation with respect to u 1,[q 1 ] to the above inequality, we get:
From Lemma A.12, we have
From Lemma A.6, we have
Combining (24), (25), (26), (27) yields,
where
where we have used the definition of L g := ℓ(κ + 1). Taking sum over s = 0, . . . , S to both sides of (21), we get
Moreover, from (20) 
Substituting (32) and (33) into (31), we obtain
Now, summing (28) over s = 0, . . . , S yields
where the second inequality is from (34). Using (29), (22) and (11), it is easy to verify that 36κθ 1 α 1 ≤ 108 3 × 12 3 + 108 12 7 + 54 4 × 12 10 η 1 ≤ 0.021η 1 , which together with L g := (κ + 1)ℓ yields
Combining (35) and (36) yields
Dividing both sides of (38) by 0.9787η 1 (S + 1) yields
where ∆ g := g(x 0 ) − min x∈R d 1 g(x). Now we only need to upper bound the right hand side of (38) by ǫ 2 , and this can be guaranteed by choosing the parameters as in (12). This completes the proof of Theorem 3.1.
Remark B.1. Note that the term δ 0 appearing in (38) is defined as δ 0 := y 0 − y * (x 0 ) 2 2 . Under the assumption that the set Y is bounded, this term could be upper bounded by D 2 . This is the only place in the proof where we require the constraint set Y to be bounded. In the unconstrained case, when Y := R d 2 , having δ 0 being bounded away from infinity is dependent on the initial values (x 0 , y 0 ) supplied to the algorithm. Hence, as long as the initial values are such that y 0 − y * (x 0 ) 2 2 is bounded, the same result hold for the ZO-GDA algorithm. Indeed this scenario is common in the complexity analysis of optimization algorithms [Nes18] .
C Convergence analysis of ZO-GDMSA (Algorithm 2)
First, we show the following iteration complexity of the inner loop for y in Algorithm 2.
Lemma C.1. In Algorithm 2, setting η 2 = 1/(6ℓ), µ 2 = O(κ −1/2 d −3/2 2 ǫ) and T = O(κ log(ǫ −1 )).
For fixed x s in the s-th iteration, E y * (x s ) − y T (x s ) 2 2 ≤ ǫ 2 for given tolerance ǫ.
Proof. According to the updates in Algorithm 2, we have
where the second inequality is due to Lemma A.10, the third inequality is due to the concavity of f µ 2 (see Lemma A.4), the fourth inequality is due to Lemmas A.5 and A.2, the equality is due to η 2 = 1/(6ℓ), and the last inequality is due to Lemma A.2. Define δ = 12ℓ(µ 2 2 d 2 /3 + µ 2 2 (d 2 + 6) 3 /36)/τ . From the above inequality, we have
where the last inequality is due to Assumption 2.1. Now it is clear that in order to ensure that
We are now ready to prove Theorem 3.2.
Proof of Theorem 3.2. First, the following inequalities hold:
where the first inequality is due to Lemma A.3, the second inequality is due to Young's inequality, and the last inequality is due to Lemmas A.6 and A.12. Now take expectation with respect to u 1,[q 1 ] to the above inequality, we get:
where the second inequality is due to Lemma A.10. From Lemma A.6 we have
Combining (39) and (40), and noting η 1 = 1/(12L g ), we have
It then follows that
where the second inequality is due to Assumption 2.1, and the last inequality is due to (41). Take the sum over s = 0, . . . , S to both sides of (42), we get
Combining (49), (50), (51), (27) yields,
where we have used the definition of L g := ℓ(κ + 1). Taking sum over s = 0, . . . , S to both sides of (53), we get 
where the second inequality is from (59). Using (54), (47) and (11), it is easy to verify that 36κθ 1 α 1 ≤ 108 3 × 12 3 + 108 12 7 + 54 4 × 12 10 η 1 ≤ 0.021η 1 , which together with L g := (κ + 1)ℓ yields 36κθ 1 α 1 + 24η 2 1 L g ≤ 0.021η 1 + 0.0003η 1 = 0.0213η 1 .
Combining (60) 
Dividing both sides of (62) by 0.9787η 1 (S + 1) yields
where ∆ g := g(x 0 ) − min x∈R d 1 g(x). Now we only need to upper bound the right hand side of (63) by O(ǫ 2 ). Note that by the choice of parameters in (12), the right hand side of (63) is O(ǫ 2 )+O(ǫ 4 ). Hence, with ǫ ∈ (0, 1), we get the required result. This completes the proof of Theorem 4.1.
E Convergence analysis of ZO-SGDMSA (Algorithm 4)
First, we show the following iteration complexity of the inner loop for y in Algorithm 4.
Lemma E.1. In Algorithm 4, setting η 2 = 1/(6ℓ), µ 2 = O(κ −1/2 d −3/2 2 ǫ) and T = O(κ log(ǫ −1 )). For fixed x s in the s-th iteration, E y * (x s ) − y T (x s ) 2 2 ≤ ǫ 2 for given tolerance ǫ. Proof. According to the updates in Algorithm 4, we have y * (x s ) − y t+1 (x s ) 2 = ( Proj Y (y t (x s ) + η 2 H µ 2 (x s , y t (x s ), u M 2 , ξ M 2 ) − y * (x s )) 2 2 ) ≤ y * (x s ) − y t (x s ) 2 + 2η 2 H µ 2 (x s , y t (x s ), u M 2 , ξ M 2 ), y t (x s ) − y * (x s ) + η 2 2 H µ 2 (x s , y t (x s ), u M 2 , ξ M 2 2 2 .
For a given s, denote by E taking expectation with respect to random samples u M 2 , ξ M 2 conditioned on all previous iterations. By taking expectation to both sides of this inequality, we obtain
, y t (x s ) − y * (x s ) + η 2 2 3 ∇ y f (x s , y t (x s )) 2 2 + ǫ(µ 2 )) ≤ E y * (x s ) − y t (x s ) 2 − 2η 2 [f µ 2 (x s , y * (x s )) − f µ 2 (x s , y t (x s ))] + η 2 2 3 ∇ y f (x s , y t (x s )) 2 2 + ǫ(µ 2 ) ≤ E y * (x s ) − y t (x s ) 2 − 2η 2 (f (x s , y * (x s )) − f (x s , y t (x s ))) + 2µ 2 2 d 2 η 2 ℓ + η 2 2 (6L 2 (f (x s , y * (x s )) − f (x s , y t (x s ))) +η 2 2 ǫ(µ 2 ) = E y * (x s ) − y t (x s ) 2 − (f (x s , y * (x s )) − f (x s , y t (x s )))/(6ℓ) +ǫ 2 /(72ℓ 2 ) + µ 2 2 (d 2 + 3) 3 /72 + µ 2 2 (d 2 + 6) 2 ǫ 2 /288 ≤ E y * (x s ) − y t (x s ) 2 1 − τ 12ℓ + ǫ 2 /(72ℓ 2 ) + µ 2 2 (d 2 + 3) 3 /72 + µ 2 2 (d 2 + 6) 2 ǫ 2 /288, where the second inequality is due to Lemma A.11, the third inequality is due to the concavity of f µ 2 (see Lemma A.4), the fourth inequality is due to Lemmas A.5 and A.2, the equality is due to η 2 = 1/(6ℓ), and the last inequality is due to Lemma A.2.
Define δ = 12ℓ(ǫ 2 /(72ℓ 2 ) + µ 2 2 (d 2 + 3) 3 /72 + µ 2 2 (d 2 + 6) 2 ǫ 2 /288)/τ . From the above inequality, we have
where the last inequality is due to Assumption 2.1. Now it is clear that in order to ensure that E y * (x s ) − y T (x s ) 2 ≤ ǫ 2 , we need T ∼ O(κ log(ǫ −1 )) and µ 2 = O(κ −1/2 d
