In this paper, the Caputo-Fabrizio definition of the fractional derivative will be applied to the minimum energy control problem for fractional positive continuous-time linear systems with bounded inputs.
In this paper, the Caputo-Fabrizio definition of the fractional derivative will be applied to the minimum energy control problem for fractional positive continuous-time linear systems with bounded inputs.
The paper is organized as follows. In Section 2 the conditions for the reachability of the standard and positive fractional linear continuous-time systems will be given. The minimum energy control problem for the fractional positive continuous-time linear systems with bounded inputs is formulated and solved in Section 3. Procedure for computation of the optimal input that steers the state of the system from zero initial state to the desired final state is given and illustrated by example of positive fractional electrical circuit in Section 4. Concluding remarks are given in Section 5.
The following notation will be used: ℜ -the set of real numbers, ℜ n×m -the set of n£m real matrices, ℜ + n£m -the set of n£m matrices with nonnegative entries and ℜ + n = ℜ + n£1 , M n -the set of n£n Metzler matrices, I n -the n£n identity matrix.
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From (27) it follows that ) ( ) ( u I u I < since the second term in the right-hand side of the inequality is nonnegative. To find the minimal value of the performance index (15) we substitute (17) into (15) and we obtain (28) since (26) holds. □
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From the considerations given in section 3, we have the following procedure for computation of the optimal inputs satisfying the condition (14) that steers the state of the system from 0 0 = x to n f x + ℜ ∈ and minimizes the performance index (15) . Procedure 1. (28) since (26) holds. □
From the considerations given in Section 3, we have the following procedure for computation of the optimal inputs satisfying the condition (14) that steers the state of the system from x 0 = 0 to x f 2 ℜ + n and minimizes the performance index (15).
Procedure 1.
Step 1. Knowing A 2 M n , B 2 ℜ + n£m and using (3b) compute
Step 2. Using (16) compute the matrix W f for given A , B , Q, α and some t f .
Step 3. Using (17) and (23) find t f for which u (t) satisfying (14) reaches its maximal value and the desired u (t) for given U 2 ℜ + n and x f 2 ℜ + n .
Step 4. Using (19) compute the maximal value of the performance index.
Example 1.
Consider the fractional electrical circuit shown in Fig. 1 with given resistances R 1 , R 2 , R 3 , fractional inductances L 1 , L 2 and source voltages e 1 , e 2 .
Fig. 1. Electrical circuit
Using the Kirchhoff's laws we can write the equations
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From (31) . Because of complicated calculations of (31a) and (31b) we will show an example for 1 , ,
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The standard fractional circuit is reachable since the matrix (31b) is invertible. It is easy to check that the matrix (4) for the standard fractional circuit is also invertible. The positive fractional circuit is reachable only if 0 3 = R .
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The matrix (33) is monomial and the positive fractional circuit for 0 3 = R is reachable. Now, we shall consider the minimum energy control problem for the fractional positive reachable electrical circuit shown on Fig. 1 
Procedure 1 will be used. Using the (16)- (17) and (33) 
Procedure 1 will be used. Using the (16)- (17) and (33)- (35) we obtain 
Procedure 1 will be used. Using the (16)- (17) and (33)- (35) we obtain (33) The matrix (33) is monomial and the positive fractional circuit for R 3 = 0 is reachable. Now, we shall consider the minimum energy control problem for the fractional positive reachable electrical circuit shown in Fig. 1 for R (4) and (32) 
that steers the state of the electrical circuit from zero state to final state 
Procedure 1 will be used. Using the (16)- (17) and (33)- (35) we obtain (4) and (32) 
. To compute the input ) ( t u satisfying the condition
Procedure 1 will be used. Using the (16)- (17) and (33)- (35) we obtain Note that the electrical circuit is stable. Therefore, ) ( t u reaches its maximal value for f t t = . From (23) we have the minimal value of the performance index
is given by (36). 
that steers the state of the electrical circuit from zero state to final state ) and (33)- Note that the electrical circuit is stable. Therefore, ) ( t u reaches its maximal value for f t t = . From (23) we have the minimal value of the performance index
atrix (33) is monomial and the positive fractional t for 0 3 = R is reachable. we shall consider the minimum energy control em for the fractional positive reachable electrical t shown on Fig. 1 
To compute the input ) ( t u satisfying the tion 
dure 1 will be used. Using the (16)- (17) and (33)e obtain Note that the electrical circuit is stable. Therefore, ) ( t u reaches its maximal value for f t t = . From (23) we have the minimal value of the performance index
matrix (33) is monomial and the positive fractional it for 0 3 = R is reachable. , we shall consider the minimum energy control em for the fractional positive reachable electrical it shown on Fig. 1 
dure 1 will be used. Using the (16)- (17) and (33)we obtain Note that the electrical circuit is stable. Therefore, ) ( t u reaches its maximal value for f t t = . From (23) we have the minimal value of the performance index
is given by (36). - (17) and (33) - (17) and (33)- 
where ) ( f t W is given by (36). 
Note that the electrical circuit is stable. Therefore, u (t) reaches its maximal value for t = t f . From (23) we have the minimal value of the performance index 
where W(t f ) is given by (36).
Concluding remarks
The (16) 
