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Abstract 
The relationship between queueing systems in a network is 
explored using Jackson's Theorem. A simple proof of a generalized 
version of the theorem is given. The theory of Markov Chains is 
nsed to analyze the path a customer takes through the network. This 
also provides an interpretation of the arrival rate and of the 
conditions for the existence and uniqueness of the solution to the 
arrival rate equations given in Jackson's Theorem. The number of 
queues a customer visits and the probability that a customer leaves 
the network via queue i is discussed with the aid of flowgraph 
theory. An analysis of two different types of computer systems 
illustrates the applicability of Jackson's Theorem in decision 
making problems. 
Introduction 
In Chapter 1 some preliminary concepts such as deterministic 
and stochastic models, elements of a queueing system, and networks 
of queueing systems are discussed. Chapter 2 focuses on the 
relationship between queueing systems within a network. The 
equilibrium behavior is described using Jackson's Theorem. In 
addition, several special cases of Jackson's Theorem are discussed. 
In Chapter 3 an intuitive interpretation of the overall arrival rate 
given in Jackson's Theorem is presented via Markov Chains. Chapter 
4 uses flowgraph theory techniques as they apply to stochastic 
networks to find the expected number of nodes visited by a customer 
and the probability that a customer exits from the network via a 
particular queueing system. In the last chapter a network model for 
two different computer systems is presented together with a 
discussion of a cost analysis approach to decision making problems 
involving the computer system's performance. 
1. Preliminaries on Modelling 
The study of waiting line phenomena or queueing theory is one 
of the most fruitful areas of applied probability theory [Allen 78]. 
We are all subjected to queues whenever we go to the bank, or 
purchase a movie ticket, or go to the local grocery store. Wherever 
a service is provided and there are fewer servers than customers a 
queue will form. Queues are also found in computer systems. In 
this case a customer could be a person waiting to use a terminal, an 
instruction waiting to be executed by the central processor, or a 
request for backing store memory. The terms customer and server are 
used in queueing theory in the generic sense. The customer is 
anyone or anything requesting a service. The server is anyone or 
anything that performs the requested service. Customers from a 
source or population enter a queueing system in order to gain access 
to the service facility which may have one or more servers. If all 
the servers are busy the customer must join a queue or waiting line. 
1.1 Stochastic vs. Deterministic Models 
Before embarking on an involved study of queueing theory it 
seems appropriate to discuss alternatives to a probabilistic or 
stochastic version of a model of a process. A stochastic model is 
one which involves random variables with associated probability 
distributions. In a stochastic model it is assumed that nothing 
occurs with absolute certainty.  It is often argued that the world 
is deterministic in nature so there is no need to introduce the 
elements of chance involved in a stochastic model. Deterministic 
models are derived under the assumption that future behavior can be 
predicted exactly from some initial state of the 
system [Marcus-Roberts 76"]. 
For example, consider a single server queueing system where the 
arrival rate is X and the service rate is u. That is, X customers 
arrive per unit time and u customers are served per unit time. Let 
a be the difference X - u and assume a is positive. In essence we 
are assuming that customers arrive faster than they can be served. 
Let X be the number of customers in the queueing system at time t 
and X0 be the initial number of customers in the system. If (t, 
t+h) is a short interval of time then it follows that 
X . = X + ah. 
t+h   t 
The increase in the number of customers in the queueing system in 
time h is proportional to h, i.e. ah.  In the deterministic model we 
allow a fractional number of customers. Transferring X to the left 
hand side of the equation and using the definition of the derivative 
we see 
lim (X. . - X )/h = a. 
t+n   t 
h-K) 
dX /dt = a. 
t 
Integrating both sides and letting X = 0 it follows that 
X = at. 
The conclusion from the deterministic model is that if the overall 
arrival rate is a then at time t the number of customers in the 
queueing system will be exactly at. 
An obvions question would be, how realistic is it to assume 
that there will be exactly a arrivals per unit time? It might be 
more reasonable to assume an average arrival rate. Such a 
consideration leads to the stochastic model of a general birth 
process if we assume a is positive. In this derivation let the 
random variable N(t) be the number of customers in the queue at time 
t, then {N(t) : t>0) defines a stochastic process. We want to 
determine the probability distribution 
p (t) = P[N(t) = n]   n = 0, 1, 2, ... 
n 
A queueing system is in state S at time t if there are n customers 
n 
in the system, i.e. the sum of customers waiting in the queue and 
customers being served is n, at the end of the time interval from 0 
to t. Thus, p (t) is the probability of being in state S .  Since 
n n 
the arrival rate is greater than the service rite, it is only 
possible to go from state S  to state S „.  The probability of 
n n+1 
going from state S to state S . in the time interval (t, t+h) is 
n n+1 
a h + o(h), 
n 
where a  is the overall arrival rate when there are n customers 
n 
present in the system.  The probability of more than one arrival in 
the interval (t, t+h) is negligible, i.e. o(h). 
Notice that the probability of an arrival in a short interval 
of time depends only on the length of the interval, i.e. h, and not 
on when it occurs. Also the process has a lack of memory since the 
probability that N(t+h) = n depends on the number of customers in 
the system at time t and not on what happened before time 
t [Marcus-Roberts 76]. Consider the number of ways we can have n 
customers in the system at time t+h. This event can be classified 
into one of three categories. 
In Case 1, n customers arrive during the interval (0, t) and no 
customers arrive in the interval (t, t+h). Case 2 consists of n-1 
customers arriving in the interval (0, t) and one customer arriving 
during (t, t+h). In Case 3, n-j customers arrive during the 
interval (0, t) and j (j£2) customers arrive in the interval (t, 
t+h). A schematic representation of these cases is given in 
Figurel-1. 
In each case it is possible to determine the probability of 
having n customers present in the system at time t+h by using our 
assumptions. For Case 1, the probability of n arrivals in (0, t) 
and no arrivals in (t, t+h) is 
p (t)[l - (a h + o(h))]; 
n        n 
Case 1                   n              0 | ,  
t+h 
Case 2 n-1 1 
I 1  
t+h 
Case 3 n-j j 
I , 1 
0 t      t+h 
Figure 1-1:   Classes of N(t+h) = n 
for Case 2, the probability of n-1 arrivals in (0, t) and one in (t, 
t+h) is 
p _(t)[a „h + o(h)]; 
n-1    n-1 
and for Case 3, the probability of n-j arrivals in (0, t) and j 
arrivals in (t, t+h) is 
n 
2 p , (t)[o(h)], 
J=2 *i 
since these events are mutually exclusive. 
The event that N(t+h) = n falls into one of these three 
categories so it follows that 
p (t+h) = p (t)[l - (a h + o(h))] 
n        n        n 
+ p  (t)[a ,h + o(h)] 
n-1    n-1 
+ j P. wtHodi)] . 
j=2 »M 
Rearranging terms to form a difference equation yields 
p (t+h) - p (t) = -a hp (t) + a ,hp ,(t) 
n        n       n n      n-1 n-1 
n 
+ o(h)2 p„ • (t) 
j=l n"J 
- p (t)o(h) . 
n 
Using the definition of the derivative we obtain the Basic System Of 
Differential Equations for a Pure Birth Process, 
t 
p (t) = -a p (t) + a ,p ,(t), 
n       n n      n-1 n-1 
P„(t) = -aoPo(t) . 
Depending  on  the  overall  arrival  rate,  a ,  and  the  initial 
n 
conditions p (0) for all a , these equations may or may not have a 
n n 
simple analytic solution [Marcus-Roberts 76]. In the past the 
existence of a closed form solution to such a system of differential 
equations played a significant role in the choice between a 
deterministic or stochastic model. With the advent of sophisticated 
computer techniques for obtaining numerical solutions to complicated 
systems of differential equations this consideration is less of a 
factor. 
Returning to our single server queueing system example, we 
assume that a  is the constant a independent of time and the number 
n 
of customers in the system. For this example the basic system of 
differential equations becomes 
p'(t) = a[-p (t) + p ,(t)]   n>l, 
n n      n-1 
p0'(t) = -ap0(t) . 
The solution of this system of differential equations is found to 
be [Marcus-Roberts 76] 
Pn(t) = <at)Vat/n! . 
Notice that this is the form of a Poisson distribution with 
parameter at. Thus, N(t) is a Poisson random variable. Recall that 
the mean for a Poisson distribution is at and the variance is also 
at. So the expected number of customers present in the system 
corresponds to the exact prediction given by the deterministic 
model. In addition, the standard deviation, ~"Yat, measures the 
possible deviation from the expected value. It does not always 
happen that the expected value of the stochastic model will 
correspond to the deterministic analogue. In fact, this only occurs 
in rare instances. 
1.2 Describing a Queueing System 
Most variables used to describe a queueing system have values 
that can not be predicted in advance. Using the concepts of random 
variables, probability distributions, and probability theory we can 
make estimates on the values needed. For example, the number of 
customers being served, the number of customers in the queue, and 
the number of customers in the queueing system at a particular time 
t are all random variables. There is an obvious relationship 
between these three random variables. The total number of customers 
in the queueing system is the sum of the number of customers being 
served and the number of customers waiting for service in the queue, 
i.e. 
N(t) = N (t) + N (t). 
q      s 
Another obvious relationship exists between the random variables 
describing the time a customer spends in the queueing system.  The 
total time, w, is equal to the sum of the time spent waiting in 
line, q, and the time required for service, s. These variables are 
random because it is impossible to predict their values exactly. 
There are many other characteristics of the system which are 
needed for studying its behavior. The source of customers can be 
finite or infinite. Often a finite source is more difficult to 
handle mathematically because the number of customers in the system 
affects the number of customers in the source and therefore the 
arrival rate. For example, if all possible customers are either 
waiting in the queue or receiving service the arrival rate is 
zero [Allen 78]. If a finite population is very large compared to 
the expected number of customers in the queueing system an infinite 
source is sometimes assumed. 
10 
Whether or not a particular queueing system will be able to 
provide adequate service for its customers depends among other 
things on the average arrival rate of the customers, usually denoted 
X, and1on the pattern of those arrivals. When there is an infinite 
source of independent customers it is reasonable to make the 
following assumptions: 
1. The number of arrivals during a time interval depends 
only on the length of the interval. 
2. For a small time interval (t, t + dt) the probability of 
one arrival is Xdt and the probability of more than one 
arrival is negligible. 
Observance of these assumptions leads to a Poisson or random arrival 
pattern [Hansen 73].  Often these assumptions are expressed in terms 
of  the  time between  arrivals or interarrival  time.   If the 
interarrival time Z has an exponential distribution then the arrival 
pattern is Poisson.   This follows since an exponential random 
variable is memoryless in the sense that the probability that Z is 
greater than s+t given that Z is greater than t is simply the 
probability that Z is greater than s, i.e. 
P(Z > t+s I Z > t) = P(Z > s). 
The memoryless property says that the probability of an arrival in 
an interval of time depends only on the length of the interval [Ross 
76]. 
Just as customers arrive at an average arrival rate A., service 
11 
is provided at an average service rate u when the server is busy. 
If the server is not busy then no service is provided.   If the 
expected time needed to complete a customer service does not depend 
on the amount of service already provided then the service time has 
an exponential  distribution.    Suppose  the  system has  several 
identical servers each with exponential service time distributions 
with parameter u, and n of those servers are busy.  Because of the 
memoryless property, the remaining service time for server i (i = 1, 
2, ..., n) , T., has exponential distribution with parameter u.  The 
time until the next service completion, denoted T, is the minimum of 
{T , T , .... T J.  Since each T. has an exponential distribution, T 
1   2       n I 
also has an exponential distribution with parameter nu. Thus, if a 
multi-server queueing system has n servers busy it performs as if it 
were a single server system with average serving time 1/nu. 
Depending on the average arrival rate, X, and the average 
service rate, u, for a particular system the maximum capacity of a 
queue may or may not be a concern. Some systems assume infinite 
capacity which means the length of the queue is not restricted. In 
other systems, such as a message buffer between two processes 
exchanging data to complete a common task, there is a finite 
capacity for the queue. Some queueing systems, called loss systems, 
have no queue capacity. If a customer arrives when all the servers 
are busy the customer leaves the system without receiving service. 
12 
Once a customer is forced to join a queue in order to receive 
service there must be some type of rule to determine which customer 
is served next. There are a wide variety of scheduling disciplines 
that are used in queueing systems. In general we will assume the 
following: 
1. the service required by the customer does not depend on 
the scheduling discipline used; 
2. the discipline does not allow a server to remain idle 
when a customer is waiting. 
These assumptions characterize a class of disciplines known as 
work-conserving [Geist and Trivedi 82]. The most common work- 
conserving discipline is first-come, first-serve, commonly 
abbreviated FCFS. Other work-conserving disciplines include round 
robin (RR), where each customer receives service for a small slice 
of time, service-in-random-order (SIRO), where each customer in the 
queue has equal probability of being served next, and priority 
service (PRI), where customers axe divided in priority classes with 
preferential treatment given to a particular class. 
Often the characteristics used to describe a queueing system 
are summarized in a shorthand notation called Kendall notation. 
This notation has the form A/B/c/K/m/Z where A is the interarrival 
time distribution, B is the service time distribution, c is the 
number of servers, K is the maximum number of customers allowed in 
the queue, m is the number of customers in the source, and Z is the 
13 
queue discipline.  If we can assume that there is no limit to the 
number of customers allowed in the queue, the customer source is 
infinite,  and  the  queue discipline  is FCFS,  then the  shorter 
notation A/B/c may be used.  The traditional symbols for A and B 
are [Allen 78] 
GI general independent interarrival time; 
G general service time distribution; 
M exponential interarrival or service time distribution; ■ 
D constant interarrival or service time distribution . 
For example, M/M/l descibes a FCFS single server infinite source and 
infinite queue length queueing system with Poisson arrival pattern 
and exponential service time distribution. 
Once a description of the queueing system is established we use 
the known parameters, usually X and u, to find some measure of the 
system's performance. One basic measure is called the traffic 
intensity and is given by the formula X/u. Another measure given by 
the formula X/cu is called the server utilization since it gives the 
probability that a given server is busy. Of course if there is only 
one server, i.e. c = 1, then the traffic intensity and the server 
utilization have the same value. Other important measures include 
the average waiting time in the system, denoted W, and the average 
number of customers in the queueing system, denoted L. 
When we first begin observing a queueing system, that is at 
time zero, the number of customers in the queue N and the number of 
4 
14 
customers being served N  have some initial value.  For some time 
s 
the performance of the system will depend on these initial 
conditions. Generally, these influences will lessen with time until 
the distribution of the number of customers in the system N becomes 
independent of the initial state. We say that the system reaches a 
steady state and some equilibrium is established. If the queueing 
system is in steady state then there is a well known queueing 
formula, called Little's formula, that relates the average waiting 
time in the system and the expected number of customers in the 
system 
L = XW. 
Many queueing theory models correspond to the birth and death 
process where a customer arrival is a birth and a departure is a 
death.  The steady state probability of having n customers in the 
queueing system can be found in the following way.  Given an arrival 
rate X and a service rate u  and assuming that 
n n 
T = 1 + C + C + C + . . .    < », where 
C = XX...X   /u u ...u    n = 1, 2, 3, .... 
n   ° x   n-1  * *    n 
the probability that there are no customers in the queueing system, 
denoted pv, is given by 
P, - 1/T. 
and the probability that there are n customers in the queueing 
15 
system is 
P = C p_,       n = 1, 2, 3, ... . 
n   n ° 
The steady state probabilities given above have been calculated for 
many common queueing systems [Allen 78]. 
Up to now we have only considered the properties associated 
with individual queueing systems. However in many applications, 
specifically multiple resource computer systems, the input for one 
queueing system may be the output from one or more other queueing 
systems. Such a situation is called a network of queueing systems, 
or more simply a network of queues, where each system is modelled as 
a node or vertex of the network. If we have a network of queueing 
systems we will need measures of the total network performance as 
well as the individual queueing system performance. In particular, 
we would like to know the average arrival rate to a queue and the 
steady state probability that there are k customers in the ith 
node. Jackson provides a rather surprising theorem about networks 
of queueing systems. 
16 
2. Jackson's Theorem 
2.1 Statement of Theorem 
Jackson considers a network consisting of M different queueing 
systems.  Customers arrive from outside the network at queue m with 
a Poisson arrival rate X .  A customer arriving at queue m from 
m 
either inside or outside the network is served in turn by one of the 
n  servers.   The serving time for each server is exponentially 
m 
distributed with mean 1/u .  Once a customer is assigned to a server 
m 
he may not change servers.  After the customer is served at queue m 
he either goes immediately to another queue k with probability x 
mk 
or he leaves the network with probability 1 - ^L T ..  The average k mk 
arrival rate of customers to queue m from either inside or outside 
the network is denoted y .  In steady state, where flow into a queue 
m 
equals  the  flow out of a  queue,  we have 
m        m k    km    k 
The number of customers waiting and being served at queue m is 
denoted k .   The state of a system of M queues is defined as a 
m 
vector of M elements consisting of kx,ka, ... ,k„. The state of the 
system is actually a function of time. Jackson shows that the 
following theorem is true: 
Theorem 1: Defining P (k) (m = 1, 2, .... M, k = 0, 1, 
2, ...)   by the following equations where the P"(0) are 
found using the conditions TV P"(k) = 1 : 
k 
17 
Pm(k)  =fPm(0)(yn/MB)k/k! 
for k = 0,   1,  2,   ....  n 
m 
Pm(0) (■fn/\im)k/na\ (nm)k"nm 
for k = n  ,  n +1,   .... 
m      m 
A steady state distribution of the state of the network, 
i.e. the probability that there are kx customers in queue 1, 
k3 customers in queue 2, etc., is given by the products 
P(kx, .... kM). = P1(k1)pa(ka) ... Pn(kM), 
if y  < u n for m = 1, 2, ..., H [Jackson 57]. 
m   mm 
The condition y  < n n  is a necessary condition for the 
m     mm 
existence of a steady state solution of this form since ^-fc P (k) 
converges only if (y /u n ) < 1.  Before showing that the steady 
m mm 
state solution is given by the products above we generalize the 
theorem in the following ways. 
2.2 Generalization of Original Theorem 
Instead of limiting ourselves to a specific form for u based 
m 
on the number of servers at each queue, consider a general function 
u (j) which yields the service rate when there are j customers 
m 
either waiting or being serviced at queue m. In addition, it is 
possible to simplify the proof by not using the exact form of P (k). 
If we think of the customers as a stream moving from queue to 
queue, in equilibrium the total flow into a state will equal the 
total flow out of that state.  The equilibrium equation for this 
18 
Figure 2-1:  Markov Chain 
queue with j customers is 
P<jHy. + u<j>] = P(j+Dn(j+D + P(j-i)r. ,. 
Rearranging terms this equation becomes 
P(j)u(j) - P(j-1)Y._1 = P(j+Du(j+1) - P(J>Yj. 
If there are no customers in the queue then the balance equation 
reduces to 
P(0)yo = P(l)u(l). 
or 
P(l)|i(l) - P(0)T- = 0. 
It follows P(j)y - P(j-l)u(j-l) = 0 for all j. We will prove 
Jackson's theorem where the probability of j customers at queue m is 
given by the relationship 
P (j+D/P (j) = Tj/fVjCj+l). 
19 
2.3 Proof of Jackson's Theorem 
Let P(k1# .... k^, t) be the probability of state (kx, .... k ) 
at time t. The probability that the system is in state (k1# .... i. ) 
at time (t + h) given that it is in state (k » .... k^) at time t is 
the probability that no changes occur, i.e. there are no new outside 
arrivals and no service is completed in time h. The probability of a 
new outside arrival to queue i is hX + o(h). For the whole network 
in time h the probability of an outside arrival would be given by 
(^.X.)h. The probability of a completed service or departure from 
queue i is given by the function u (k.)h + o(h). For the whole 
network in time h the service rate is (> u (k )). 
There are a number of ways a system can be in state (kx, ..., 
k ) at time (t + h).  If there are no arrivals and no service is 
n 
completed in time h the system remains in state (kx, ..., k„). If 
the network is in state (kx, .... k +1, ..., ILJ at time t then one 
customer in queue i must complete the service needed and leave the 
network in time h. The probability that a customer having been 
served at queue i leaves the network from queue i is 1 —^   t.. i 
denoted T-. So the total probability that someone leaves the 
network from any queue in time h is 
JiHi(ki+1)Tikp(*i» •••» *i+l. •••» *M»t> + o(h). 
If the network is in state (kx, .... k -1, ..., k^) at time t 
then there must be one outside arrival to queue i in time h. It is 
20 
assumed that if k ~1 is less than zero for any i then P(k1# .... 
k.-l, .... k , t) is equal to zero. The probability of an outside 
arrival to queue i in time h is defined to be X h + o(h). For the 
entire network the probability that someone enters the system in 
time h is 
^T.X.hP(k , .... k.-l. .... ku. t) + 
^~i 1   x       1        M 
o(h). 
The third type of change that could occur is if a customer is 
served at queue j and moves to queue i. If the network is in state 
(k,, ..., k +1, .... k.-l, .... k„) at time t then there must be one 1
       j I        M 
service at queue j and one arrival at queue i in time h. The 
probability for such an event is u , (k.+Dt, ,h.   For the entire 
j  i   ji 
network, i.e. for all possible pairs i, j this probability is given 
by 
57.T>,<k.+1)T. .W(k.. .... k.+l, .... k.-l, .... k„, t). 
Two or more of the changes discussed above or any other changes 
in the state of the system have probability o(h).  Thus the total 
probability of being in state (kx, ...» k.,) at time (t + h) is 
P(kx, .... kM, t+h) = 
{1 - (E.Xi)h - (£"^(ki))h}P(k1, .... kM. t) 
+
 ^E L»U(ki+1)Ti ^^t' •••' ki+1- •••• kM» *> 
+
 2Ii>-iW(k1. .... k -1. .... kM, t) 
+ S"JS'JM,(k +l)T..hP(k1. .... k +1 k -1 k„. t) 
*— i  J JJJi J i * 
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+ o(h). 
Transferring P(kx, .... k-., t) to the left hand side of the equation 
and dividing by h 
(PCkj, .... kM, t+h) - P(ka, .... kM. t))/h = 
- [£ .X, + £,u.(k.)]P(k, k.t) 
1 i    i i  1    *       M 
+ 2. ^(ki+DxJ P(k . .... ki+1, .... k , t) 
+ ll.*..P(k1» .... k.-l, .... k„, t) 
+
 2*^iH-(ki + Di:..P(k,. ...» k +1, ..., k.-l, .... ku,t) 
*- i j J  j     ji  x j i M 
+ o(h)/h. 
Taking the limit as h approaches zero yields the Kolmogoroff forward 
differential equations 
P (ki.   ....  kM.   t)  = -  [^iXi +^iHi(ki)]P(k1,   .... kjf.  t) 
„— * 
+ 2_ijii(ki+l)x  iPtk^.   ....  ki+1,   ....  kM,   t) 
+ £i>.iP(k1,   ....  k.-l,   ...,  kjj,   t) 
+
 S.£.u.(k +l)r..P(kx.   ....  k +1,   ....  k -1,   ....  k  ,t). lJJJJl J 1 M 
To show the assumed probability distribution is the steady 
state solution we replace P(kx, .... k^, t) with P(kx, .... k..) and 
show the derivatives are all made zero. In other words we need to 
establish the equality: 
iZi>.i + E^^^^^x kM> " 
^iH^ki+Dt iP(ka. «... ki+1. .... kM) 
+
 Ii£jMkj+1)TjiP(ki' ••*' kj+1, •••* ki~1, •*" V* 
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Us ing the equation for P(k1# • ••» k„) in Theorem 1 and the relation 
for Pm(j+1)/Pm(j)  we  have 
P(k,,   ....  k.+l,   ...,   ku)/P(k1»   ....  k„) 1 1 M * M 
= P1(k1)   ... P'Ck +1)   ... Prt(kJJ)/PX(k1)   ... PM(kM) 
= PL(k +1)/Pl(k.) i l 
= r./n.(k.+l). l     li 
»\k   »   ...»  k.—1|   ...>   k„) / " l k   ,   •«.»  k ) 1 x M *■ M 
= Pc(k.-1)/Pl(k.) 
I l 
= M.(k.)/y., 
ill 
1
 J 1 M x M 
=   PJ(k.+l)Pl(k.-l)/PJ(k.)Pl(k.) J 1 j 1 
- Vi'WV^v 
Dividing  both   sides   of   the   equation  to be  established  by P(k1#   .... 
ky)   and substituting  in the above relations 
^TiXi +5Iiui(ki)  =ZitiY 
+ ^"i(Xiui(ki)/yi 
* *      «^- Using the definitions of Ti and y- ,   i.e. Ti = 1 ~ ^. ut >.   and y.  = X- 
+ ^T   t    v   ,  we  see  that k ki k 
^•jixl =^in(1 -•^kTu) 
= ZiYi-£iSkYirik 
-2dXi+2:.ZirT|,.rk-2LIkTiT|c; 
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ri21J<i»i<ki>/r1)TjlTj 
= Sli[(ii(ki)/y1](Yi - X£) 
Substituting into the right side of the equality to be established 
the theorem is proved. 
Although we have derived an equilibrium distribution for the 
network of queueing systems, in order to be able to say that the 
distribution of the network converges to the equilibrium 
distribution the network must be irreducible. That is, it must be 
possible to go from any state to any other state. This is not made 
clear in Jackson's original result. We will say more about this in 
the next section. 
2.4 Special Cases of Jackson's Theorem 
Many different types of networks fall under the category 
covered by the given steady state distribution. When you consider 
the range of networks possible it is surprising that one family of 
distributions describes them all. Consider a network consisting of 
two independent queues with one server at each queue. Let X be the 
number of customers in queue 1 and I be the number of customers in 
queue 2.   In this network the queues are totally independent. 
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Figure 2-2:  Two independent queues 
Following Jackson's analysis we find yx equals X±  and y  equals X . 
The functions ux(kx) and H,(kx) are simply ux and ua, respectively 
for kx > 1, ka > 1, u4(0) = 0, and ua(0) = 0.  For each queue the 
probability of having k customers is given by 
PX(k) = P1(0)(XL./ul)k. 
That is, for queue 1 P(X=ki) = P (0) (XjVu^) *• and for queue 2 
a if ,-  _ 
P(Y=ka) = P (0)(Xa/ua) *) .  From the condition that 2.fcP (k) = 1 we 
find that P (0) = (1 - X^/uj.) and P (0) = (1 - Xa/ua).  Thus, 
P(kx.ka) = (1 - X1/|i1)(X1/n1)Ht (1 - xa/ua)<Aa/na)ki • 
If we consider two single server queues in tandem the network 
is slightly more complicated. Intuitively it would appear that the 
number of customers at queue 1 would influence the number of 
customers at queue 2. According to Jackson's theorem, however, in 
steady state they are independent. In this case yx = Xx and ya = y 
= Xx. If both queues have a single server then 
P(kx. ka) - 
25 
Figure 2-3:   Two Queues in Tandem 
(l-X1/u1)(X1/u1)  (l-V^HXj/u,)  . 
For a tandem network of queues in steady state X± - Xa. Notice this 
is the only difference in the steady state distributions between 
tandem and independent queues. 
Two single server queues in tandem with feedback form an even 
more complicated network. 
ft *      1 
Figure 2-4:   Two Tandem Queues with Feedback 
It would seem that the number of customers at queue 1 would 
influence the number of customers at queue 2 and visa versa.  Again 
Jackson's Theorem states that in steady state they are independent. 
In this case y  = X + t y and y = y .  Solving the two equations 
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for yx 
Yl = X/(l - Tai). 
The steady state distribution is given by 
P(kx, ka> = 
(i - yjvjhjvj^ (i - x1/na)(y1/^a),t . 
Notice that the form of **(k »k ) is the same as a network without 
feedback. Instead of y being equal to X , y is equal to a larger 
rate since some customers do not leave the system after service at 
queue 2 but return to queue 1. 
The total arrival rate to queua j, Y.» is given by the formula 
In words, the total arrival rate to queue j is the arrival rate from 
outside the network, X , plus the sum over all k of the arrival rate 
to queue k times the probability of traveling from queue k to queue 
j. It is generally assumed that it is possible to find a unique 
solution for the Y.'s. In fact there are situations where there is 
not true. 
Consider the closed system with two single server queues in 
Figure 2-5.  The outside arrival rate, X, and the probability of 
exit from the system at queue j, xj, are both identically zero.  The 
equations for the total arrival rate to each queue become 
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■^ 
Figure 2-5:   Closed System 
yx  = Y, 
Y, = Tx. 
Any value of Y gives a solution to this set of equations.  It is not 
possible to find a unique solution.   If X  is the number of 
n 
customers in queue 1 at time n and Y is the number of customers in 
n 
queue 2 at time n then the probability that X  equals k and Y 
n n 
equals j is given by 
P(X = k, Y = j) = 
n      n 
(Yk/Hi<l> ••• Hi(k), Yj/Ha(D ... ua(j)). 
Thus it is possible to obtain a stationary distribution for this 
system.  However, if we start with five customers in queue 1 and 
three customers in queue 2 then X + Y will be identically eight. 
n   n 
In such a case the distribution of X  and Y does not converge to 
n     n 
the stationary distribution. 
Consider a system where the probability of exiting from the 
system at any queue is zero, but there is an outside arrival rate. 
The equations for the total arrival rate to each queue in this 
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Figure 2-6:       No Exit From System 
system are 
yx = x + T3 
Ya   = Yx. 
Solving  these  equations  simultaneously results  in the equation 
Yx - >■ + Y*. 
which has no solution. It is not possible to find a stationary 
distribution for X and Y. Notice that the sum X + Y is an increasing 
function since there are arrivals but no departures from the system. 
Intuitively we would not expect such a system to reach an 
equilibrium. 
Suppose we had a system where there were no arrivals from 
outside the network, i.e. X is identically zero. The equations for 
the total arrival rate to each queue become 
Tx = r,Tai 
Ya - Yx. 
If t  does not equal one, i.e. you can exit from queue 2,   the only 
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■* 
Figure 2-7:   No Outside Arrivals 
solution is 
The stationary distribution for X and 7 has the solution 
P(X = 0. Y = 0) = 1. 
n      n 
Since there are no outside arrivals to either queue the network will 
eventually have no customers in either queue. 
A network of queues can be modeled as a Markov Chain where the 
states correspond to the states of the system, i.e. the number of 
customers at each queue.  The chain is said to be irreducible if it 
is possible to get from any state (a, b) to any other state (c, d). 
In each of the last three examples the chain was not irreducible. 
As stated at the end of Section 2.3 there need not be convergence to 
the  stationary distributions  in  such cases.   In the example 
corresponding to Figure 2-5 the solution for y  is not unique and 
the equilibrium distribution for the queueing network is not unique. 
The network is not irreducible and the distributions of X and 7 do 
n     n 
not converge.  In the example corresponding to Figure 2-6  there is 
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no solution for y  and there is no stationary distribution for the 
queoeing network. 
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3. Markov chains 
Although the equilibrium distributions of the queueing networks 
for independent queues, tandem queues, and queues with feedback are 
of the same form, the behavior of each queue is different. We can 
see that by studying the path of a single customer through the 
networks. The customer sees the queues in each of the different 
networks in a different way. His transition probabilities from 
queue to queue are different and the expected number of visits to 
each queue is different. 
If we follow the path a customer takes through the network 
treating each queue as a state and adding absorbing states for each 
departure from the system, we can form a Markov Chain. Using this 
chain we can compute the expected number of times a customer will 
visit each state. We could also compare the probability of leaving 
the network from queue i and the expected number of states visited 
before exiting from queue i for the different networks. These 
questions could be answered by treating the queueing network as a 
flowgraph and applying the techniques developed to evaluate 
flowgraphs in Chapter 4. 
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3.1 Customer Travel as Markov Chain 
Considering the network of qnenea as a Markov Chain we define a 
■tate as the location of a customer at a particular time unit. One 
time unit in this case is the time when a customer moves. If the 
network consists of two single server queues in tandem we will need 
to consider four states in the Markov Chain model. One state is 
needed for each queue, one state is needed for the exit from queue 2 
called Exit2, and one state is needed to serve as a source of 
customers labeled state 0. 
i i 
-*EH» -<°)—<D-^5> 
Figure 3-1:  Two Single Server Queues In Tandem 
The transition matrix for the Markov Chain would be 
Exit2 0 12 
Exit2 / 1 0 0 0 
0 / 0 0 1 0 
1 1 0 0 0 1 
2 \ 1 0 0 0 
States 0, 1, and 2 are transient states and state Exit2 is an 
absorbing state. In fact, any state that is added to model the exit 
from a queue will be an absorbing state by design. 
The expected number of visit* to state j starting in state i is 
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given by 
Ei(N,) =X Pn(i.j). 
N. is equal to a sum of indicator random variables I  + I. + I  + . j o    i    a 
. . where each I is 1 if the customer is in state j at time k and 
is zero otherwise. Instead of considering the whole transition 
matrix P we only need to look at the submatriz Q which is the 
transition matrix restricted to the transient states. The expected 
number of visits to state j starting in state i becomes 
i(Nj) =H Qn(i,j) = (I - Q)"1. J
    n«0 
E. 
0"O
For a system of two single server queues in tandem we can see 
by inspection that states 0, 1, and 2 are visited once and state 
Exit2 is visited infinitely often. 
If the network consists of two single server queues in tandem 
with feedback the Markov Chain will again have four states.  One 
state for each queue, one state for the exit from queue 2, and one 
state to serve as a source of customers.   In this case  the 
transition matrix P for the Markov Chain is 
Exit2 0 12 
Exit2     f       1 0 0 0 
0/0 0 1 0 
1 0 0 1 
2       \ 1-T,! 0 T,i 0 
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Figure 3-2:   Two Tandem Queues With Feedback 
Since it is possible to get from state 1 to state 2 and from 
state 2 to state 1, states 1 and 2 are said to communicate with each 
other. In the case of tandem queues without feedback no two states 
communicate. The transition matrix Q restricted to only transient 
states is 
0 12 
0 
1 
2 
0 
0 
0 
1 
0 
:J1 
0 
1 
0 
The expected number of visits to state j starting in state i is 
given by 
w - 
-1 
1 -1 0 
0 1 -1 
0 -Tax 1 
1 1/(1-Tal)      1/(1-Tal) 
0 1/(1-Tal)      1/(1-Tal) 
0       *»*/<1-*a»)   l/(l-c11) 
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3.2 Relation To Jackson's Theorem 
Assume a customer enters the queueing network at queue j with 
probability p .   Then the expected number of visits to queue j 
■I 
regardless of where the customer starts, denoted E(N ), is given by 
the sum over all n of the probability that the customer is in queue 
j at time n. The sum of the probability that the customer is in 
queue j at time n, i.e. *L   P(X  = j), is given by the probability 
n  n 
that the customer enters the network at queue j plus the sum over 
all n and all k that the customer is in queue k at time n-1 and 
moves to queue j. So we have 
E(N.) = X P(X = j) j     n  n 
= P  + Z X.PU  , = k)P(k, j) j    n k  n—1 
= P.  +ZkE(Nk)P(k,j) . 
Thus, E(N ) satisfies a system of equations of the same form as v 
J J 
from Jackson's Theorem. 
Now if X  is the outside arrival rate to queue j from Jackson's 
analysis, then 
X = X, + X, + . . . + X 
*   * m 
is the overall outside arrival rate to the network.  The probability 
that a given customer arrival will occur at queue j is given by 
If we multiply both sides of the system of equations for E(N ) by X 
•I 
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and replace P(k, j) with Jackson's notation T  we have 
XE(N.) = 3tp. + X^.E(N. )T. . . j     J     «  r rj 
Comparing this system of equations with the system of equations for 
y. we find 
When  there  is  a  unique  solution  for  y   we  have  the 
interpretation that the total equilibrium arrival rate to queue j, 
y , is the product of the overall outside arrival rate, X, and the 
expected number of visits to j per customer arrival, E(N ), where 
E(N.) is calculated using p, = X./X. 
J j   j 
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4. Flowgraph Analysis 
4.1 Basic Terainology 
Flowgraphs give another way to study the path of a cuttoaer. A 
flowgraph is a network which allows a branch to originate and 
terminate at the sane vertex. Such a branch is called a self loop. 
In flowgraph terminology there is a real nnaber associated with a 
branch called a gain [Mason 53] or a transnittance [Whitehonse 
73, Huggins 60]. The transaittance fron vertex i to vertex j is 
written t(i,j). A path through a flowgraph is a sequence of 
vertices in an order specified by the direction indicated on 
connecting branches in which each vertex appears only once. For 
exaaple the vertex sequence 0, 1, 2, 3,  5 in Figure 4-1 is a path. 
Figure 4-1:  Flowgraph 
A first-order loop is a sequence of connected vertices that 
starts at a vertex i and ends at vertex i passing through other 
vertices only onoe. In Figure 4-1 the vertex sequence 1, 4. 1 is a 
first-order loop.  Two first-order loops are aaid to be aontouching 
SI 
if there are no vertices common to both loops. A second-order loop 
is defined as a set of two nontonching first-order loops. In Figure 
4-1 there is one second-order loop consisting of the vertex sequence 
2, 3, 2 and the sequence 1, 4, 1. In general, an nth-order loop is 
a set of n nontouching first-order loops. Usually a first-order 
loop is simply referred to as a loop. 
The path transmittance is given by the product of the branch 
transmittances along that path. Similarly, the loop transmittance 
is the product of the branch transmittances along that loop. The 
value of the loop transmittance for an nth-order loop is given by 
the product of the n nontouching first-order loop 
transmittances [Whitehouse 73], 
If a vertex has no branches which terminate at it then it is 
called a source. On the other hand, if a vertex has no branches 
which originate at it then it is called a sink. A flowgraph that 
contains at least one source and one sink is called an open 
flowgraph. 
It is possible to reduce complicated flowgraphs with many 
vertices to residual flowgraphs with only a few vertices using 
various reduction techniques [Huggins 60]. For example, the 
flowgraph on the left in Figure 4-2 can be reduced to the residual 
flowgraph  on  the  right.    These  flowgraphs  have  equivalent 
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Figure 4-2:  Reducing Flowgraphs 
transmittances but the right flowgraph has fewer vertices [Cebulka 
81].   When the flowgraph contains loops the reduction is not as 
straightforward.  Of particular interest is a method for replacing 
all branches and vertices between a source and a sink with a single 
branch.   The transmittance associated with that single branch is 
called the total transmittance from source to sink.   The total 
transmittance W is given by Mason's Rule [Whitehouse 73] 
W = [/E,(Path Transmittances£.Nontouching Loop Transmittances)]/ 
2I(Loop Transmittances) 
The application of Mason's Rule in the form stated above proves 
to be infeasible even for modestly sized models [Cebulka 81]. The 
method of choice makes use of the transmittance matrix T where T = 
t(i,j). If there are m vertices in the flowgraph then T is an mzm 
matrix. Let the matrix A be defined by A = I - T where I is the mxm 
identity matrix. Let V(k) be the set of v. vertices that form the 
kth path from source to sink and T(k) be the (m - v. )x(m - v. ) 
transmittance matrix obtained from T by removing all rows and 
columns corresponding to vertices in V(k). The matrix A(k) is 
defined as I - T(k) where I is the (■ - vk)x(m - vk) identity 
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matrix. The value of the determinant of A is the sun of loop 
transmittance and the value of the determinant of A(k) is the sum of 
all transmittances on nontouching loops to the kth path. If we let 
W(k) denote the transmittance for the kth path, the form of Mason's 
Rule for a flowgraph with r paths from source to sink becomes 
W = [JkW(k)(detA(k))]/detA . 
This   method   for   evaluating   Mason's   Rule   has   been 
encoded [McAllister, Cebulka, and Galvin 82]. 
4.2 Stochastic Networks 
Stochastic networks are flowgraphs where each vertex has an 
input side and an output side and each branch is assigned two 
variables one of which depends on a random variable. A method for 
evaluating a mathematical expression for the transmittance from a 
source to a sink for such networks is called GERT (Graphical 
Evaluation and Review Technique) [Whitehouse 73]. Each vertex in 
stochastic networks we will consider have EXCLUSIVE-OR input sides, 
i.e. a customer may arrive at queue m by traveling along only one 
branch that terminates at queue m, and probabilistic output sides, 
i.e. once a customer completes service he will travel to queue j 
with probability p(i,j). The sum of all probabilities on branches 
originating at the same vertex is one. 
The second parameter on each branch is the moment generating 
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function for the distribution of a random variable representing the 
time necessary to travel from queue i to queue j and is denoted 
M(i,j). We wish to use this parameter to find the number of visits 
a customer makes to all queues in the system. If the original 
network did not have a source or a sink we let M(source,j) and 
M(j,sink) equal the moment generating function for a constant which 
s c 
is the expected value of e   where c is the constant and s is the 
moment generating function variable.  We will assume the customer 
travels from a source or to a sink instantly.  In other words, the 
Os 
moment generating function is the constant e   which is one.  All 
other branches will have M(i,j) set for a constant time of one unit, 
that is 
M(i,j) = eS. 
This will allow us to count the number of times a customer travels 
along a branch. The product p(i,j)M(i,j) is the transmittance 
associated with each branch of a stochastic network and is called 
the w-function for the branch from vertex i to vertex j [Whitehouse 
73]. 
Applying Mason's Rule to a stochastic network yields the total 
transmittance from a source to a sink as a function of s. The total 
probability of reaching that sink is found by evaluating f(s) when s 
is equal to zero which has the effect of reducing all the moment 
generating functions to one.  The moment generating function of the 
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number of queues a customer will visit before reaching a particular 
sink given that he starts at a particular source is found by 
dividing W(i) by the total transmittance from that source to that 
sink, i.e. the probability of reaching that sink given that the 
customer started at a particular source. The expected number of 
queues visited by a customer is found by taking the derivative of 
the moment generating function with respect to s evaluated at s 
equal to zero. It is also possible to find the variance of the 
number of visits from the moment generating function in the usual 
manner. 
As an example of this technique consider the flowgraph shown in 
Figure 4-3. 
Figure 4-3:  Stochastic Network Example 
In this example there is one source, queue 0, and two sinks, queue 3 
and queue 4.  The probability and the moment generating function 
associated with each branch are given in Table 4-1.  Since we are 
using the moment generating function to find the expected number of 
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Table 4-1:  Probability and MGF For Each Branch 
Branch              vli.i) M(i.J) 
(0,1)                 1 e* 
(1.2) 0.8 e* 
(1.3) 0.2 eS 
(2.1)                 0.3 eS 
(2.4) 0.7 eS 
queues visited by a customer each M(i,j) is the moment generating 
function for a constant of one time unit, i.e. e . Every customer 
starts at queue 0, the source, and when service is completed goes to 
queue 1 with probability 1. When service is completed at queue 1 
the customer may exit the network with probability 0.2 or may 
proceed to queue 2 with probability 0.8. Upon completing service at 
queue 2 the customer may return to queue 1 with probability 0.3 or 
may exit the network with probability 0.7. Notice that the sum of 
the probabilities on all branches originating at the same queue is 
one. That is, the customer must leave the queueing system when 
service is completed. 
Let us apply Mason's Rule in the form 
W(S)k = {JkW(k)[detA(k)]J/detA. 
to find the total transmittance from the source, queue 0, to a sink, 
queue 3, as a function of s. There is only one path from queue 0 to 
queue 3 so r is one. The path consists of the vertex sequence 0, 1, 
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2s 3,   and has path transmittance W(l) equal to 0.2e  . Notice that the 
vertex sequence 0,   1,   2,   1,   3    is not a path since the vertex 1 
appears more than once.  The transmittance matrix for this example 
is 
e* 0 0 0 
0 0.8eS 0.2eS 0 
T = |    0 0.3eS 0 0 0.7eS 
0 0 0 0 
0 0 0 0 
The matrix A is found by subtracting T from the identity matrix. 
The  value  of  the  determinant of A is the sum of all  loop 
transmittances. For this example, 
detA = det(I - T) 
/I 
s 
-e 0 0 0 
/ o 1 -0.8es -0.2es 0 
=det 0 -0.3es 1 0 -0.7es 
0 0 0 1 0 
\° 0 0 0 1   / 
= 1 - - 0. 24e2s. 
T(l) is obtained by removing the rows and columns corresponding to 
the vertices 0, 1,   and 3. 
T(l) =  / 0   .7eS) 
\0 0 / 
The matrix A(l) is defined as I - T(l) and the value of its 
determinant is the sum of all transmittances on non-touching loops 
to the path. By inspection we see that there are no non-touching 
loops to the path 0, 1, 3. The value of the determinant of A(l) is 
given by 
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det[A(l)] = dettl - T(l)] 
1    -.It* 
1 
= 1. 
The value of the determinant should be one since this value appears 
as a product in the formula for V(s).  Substituting into the formula 
for W(s) we find 
W(s) = (0.2e2s)/(l - .24e2s). 
The total probability that a customer will exit from the network at 
queue 3 is found by evaluating W(s) at zero, 
f(0) = (0.2)/(l - 0.24) = 0.263. 
The   moment   generating   function   for  the  number of  queues   a   customer 
visits before  reaching  queue 3  is 
M(s)  = W(s)/W(0)  =  <0.760e2s)/(l - 0.24e2s). 
Thus, the expected number of queues a customer visits before exiting 
the network via queue 3 is 
M'(0) = 2.63, 
and the variance of the number of visits is 
Var = M"(0) - [M'(0)]* 
= (8.587) - (2.63)* « 1.670. 
We  can  also  apply Mason's Rule  to determine  the  total 
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transniittance from the source, queue 0, to the other link, queue 4. 
The transniittance matrix T and consequently the value of the 
determinant of A will not change.  There is one path from queue 0 to 
queue 4 consisting of the vertex sequence 0, 1,   2,   4 and having a 
3s 
path transniittance W(l) of 0.56*e  .  T(l) is found by removing all 
rows and columns corresponding to vertices 0, 1, 2, and 4 leaving 
the single element matrix given below. 
T(l) = [ 0 ] 
Clearly the value of the determinant of A(l) is one,  Again, this 
follows from the fact that there are no non-touching loops to the 
path from queue 0 to queue 4.  Substituting into the formula for 
Mason's Rule we find 
W(s) = (0.56e3s)/(l - 0.24e2s). 
The total probability that a customer will exit from the network via 
queue 4 is given by 
W(0) = (0.56)/(l - 0.24) = 0.737; 
the moment generating function of the number of queues visited is 
M(s) « W(s)/W(0) = (0.760e38)/(l - 0.24e2*). 
Therefore the expected number of queues a customer visits before 
leaving the network is 
M'(0) = 3.6*3; 
and the variance of the number of visits is 
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Var = M"(0)  -  [M'(O)]1 
»  (14.85)  -   (3.63)' = 1.673. 
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5. Applications 
In this section we will apply the theory described above to 
computer systems. Although the theory is not restricted to single 
sources, all previous examples deal with networks where there is a 
single source of customers. In actual computer systems there are 
usually many sources of jobs including on-line terminals, 
communication lines, communication controllers, as well as the 
overhead associated with the operating system of the computer. 
Additionally, the computer, or more precisely the central processing 
unit (CPU), often must use other resources to complete a job 
including main storage, channels, and input/output (I/O) 
devices [Allen 78]. Because of the complexity of computer systems 
it is usually not possible to analyze a model taking into account 
every queue. 
The first step in developing a reasonable model is to determine 
how the model is to be used. If we are using a queueing network 
model to study the behavior of a computer system we would want it to 
be as detailed and accurate as possible. Such a model would provide 
us with the relationships and interdependencies that exist between 
the various components of the system. On the other hand, if our 
primary purpose is to use the model as a tool in a decision making 
process it is important to be able to concentrate on those aspects 
of the computer system we can change.  In addition, we would want to 
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be able to predict the effect of any change on the overall 
performance of the system. We will concentrate on the second type 
of model. 
5.1 A Demand Paging Computer System 
As an example consider a mnltiprogrammed computer system where 
each program consists of a sequence of instructions executed by the 
CPU [Allen 78]. The programs originate at a source node and 
terminate at an exit node. Both main memory and the program itself 
are partitioned into pieces of a fixed size called pages. Each 
program waits in the CPU queue until a section of main memory, which 
usually has fewer pages than the program, is available. The 
instructions of the program are executed by the CPU until a page of 
the program that did not fit into main memory is referenced. This 
is called a page fault. When a page fault occurs the missing page 
is brought into main memory from a secondary memory location, 
usually a disk or drum, to replace the page already in main memory 
using an independent I/O processor. Meanwhile, the CPU starts 
executing another program in main memory. A queuing network model 
of this system is given in Figure 5-1. 
In this queuing network with feedback we assume the programs 
arrive at the CPU queue according to a Poisson arrival process with 
parameter X. Further, we assume the CPU and I/O units provide 
exponential service with parameters \xx  and u>f respectively.  After 
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Figure 5-1: Demand Paging Computer System 
the CPU completes service the program may leave the system with 
probability p, or may require I/O service as a result of a page 
fault with probability 1-p. Once the I/O activity, i.e. page 
swapping, is completed the program rejoins the CPU queue. The 
program will continue to cycle between the CPU and I/O queues until 
the execution of all of its instructions is completed. We will 
assume that each queue has an infinite capacity which means that no 
program will be 'lost' because the length of the queue is too long. 
Using Jackson's Theorem we can find the average arrival rate to 
each queue and the steady state probability of finding kx programs 
in the CPU queue, referred to as quene 1, and k, programs in the I/O 
queue, referred to as queue 2. 
Ti - * + Y* 
Ya » (I-P)YJI 
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Solving  these  equations  simultaneously we  find 
Yx = */p 
y%  =  (l-p)X/p. 
Recall that Jackson's theorem states that the steady state 
probability of kx customers in queue 1 and ka customers in queue 2 
is given by 
P(kx. ka) = P1(k1)pa(k,). 
Each queue can be thought of as an independent system with 
Poisson arrival rate and exponential service time. In queueing 
theory these assumptions characterize the common model known as the 
M/M/l queueing system. Recall M/H/l means the system has 
exponential interarrival time, i.e. Poisson arrival rate, 
exponential service time, and a single server. The steady state 
probability of having n customers in a queue for an M/M/l queueing 
system is 
P(n) = (1 - X/u)tt/u)n. 
which is the probability mass function for a modified geometric 
random variable with parameters p = 1 - X/u and q = X/u [Allen 78]. 
For the demand paging computer system we have, 
P(klf ka) = 
(l-a/p)/n1)((X/p)/u1)kMl-[(l-p)X/p]^,)(r(l-p)X/p]/li,)k>. 
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Since we have a particular probability distribution for the 
number of customers in each queue, it is easy to determine the 
expected number of programs in both queues. The total number of 
programs in the network, N, is equal to the sum of the number of 
programs in the CPD queue, Nx, and the number of programs in the I/O 
queue, Na. So the expected number of programs in the network is 
given by 
E[N] = E[NJ + E[Na]. 
Since the CPU queue and the I/O queue are M/M/l queueing systems, 
both Nx and Na have geometric distributions. The expected value of 
a geometric random variable with parameters p and q is q/p. So the 
expected value of the number of programs in the computer system is 
E[N] = iyx/vix)Hi-iJtx) + (r2/»x,)/a-ya/na) 
= X/(ulP-X) + (l-pH/(nap-(l-p)JO. 
The average waiting time W, i.e. the time between entering the 
program and its completion, is given by Little's formula [Allen 78] 
W - E[NJ/X. 
We can also determine the expected number of times a program will 
visit each queue using the techniques from Section 3.1. The 
transition matrix for the Markov Chain would be 
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Exit / 1 
Source 0 
CPD P 
I/O V o 
Exit       Source        CPD I/O 
0 0 
0 1 
0 0 
0 1 
The Source, CPU, and I/O units are transient states and Exit is an 
absorbing state.  Recall that we only need to look at the transition 
matrix restricted to the transient states called Q. For this system 
Q is given by 
Source CPD I/O 
Source f     0 1 
CPD I  0 0 
I/O \  0 1 
The expected number of visits to state j given that you start in 
state i is 
Ei(Nj) = (I - Q)"1 
/I 1/p (l-p)/p 
- 0 1/p (l-p)/p 
v° 1/p 1/p 
Given that a program starts in the Source, the expected number of 
visits to the CPD queue is 1/p and the expected number of visits to 
the I/O qneue is (l-p)/p. 
Suppose a particular demand paging computer system has the 
following parameters. Each program uses on the average 4 seconds of 
CPD time with a page fault, i.e. a need for I/O service, every 0.25 
seconds of CPD time. An I/O service has an average time of 0.2 
seconds.  So the average number of I/O interrupts per program is 
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4/0.25 or 16. A program will leave the network with probability p = 
1/16. The computer is in operation for 10 hours each day and 
processes an average of 8000 jobs. The average outside arrival rate 
is 
X  = 8000/36,000 = 2/9 jobs/second. 
Using the formulas given above for the overall arrival rate to the 
CPD queueing system, y , and the overall arrival rate to the I/O 
queueing system, ya, we find 
Yj = */p = 16 x 2/9 = 32/9 jobs/second, 
Ta = <l-p)r1 = 15/16 x 32/9 = 10/3 jobs/second. 
The server utilization for the single server CPU queueing system, 
denoted p, is found using the formula given in Section 1.2, i.e. 
px = y1/u1 » 32/9 x 1/4 = 8/9. 
Thus the probability that the CPD is busy is 8/9. Similarly, the 
server utilization for the single server I/O queueing system is 
given by 
P> " ra/n, = 10/3 x  1/5 " 2/3- 
The expected number of programs in the CPD queueing system, 
E[NJ], and the expected number of programs in the 1/0 queueing 
system, E[N ], can be found using the server utilizations together 
with the formulas described above. That is. 
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EtNJ = px/(l-Pl) =8/9x9 = 8 jobs, 
E[Na] = p^/d-p,) =2/3x3 = 2 jobs. 
On the average there are 8 jobs in the CPU queueing system and 2 
jobs in the I/O queueing system for a total of 10 jobs in the 
queueing network. The average response time, given by Little's 
formula, is 
W = E[N]/X = 10 x 9/2 = 45 seconds. 
A 45 second response time seems very large for a program that 
requires only 4 seconds of CPU time. The problem is that each 
program requires 16 passes through the CPU pins 15 passes through 
the I/O unit. If we could cut down on the number of page faults per 
program perhaps the response time would improve. 
Suppose we replace the paging algorithm and increase the amount 
of main memory available so that there will be an I/O interrupt 
every 0.4 seconds of CPU time. Assuming each program still uses an 
average of 4 seconds of CPU time and X = 2/9, we can find new values 
for the other parameters. The average number of I/O interrupts per 
program is 4/0.4 = 10, and the probability that a program leaves the 
network is p = 1/10. The overall arrival rate to the CPU queueing 
system and the I/O queueing system become 
Yx 
=
 *-/P = 10 x 2/9 = 20/9 jobs/second, 
Y, s (l-p)?! a  9/10 x 2/9 = 2 jobs/second. 
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The server utilization for the CPU queue ing system and the I/O 
queueing system are given by 
Pi = lJ*x  = 20/9 x 1/4 = 5/9' 
Pa = Ta/"a =2x1/5 = 2/5. 
Notice that the server utilization for both queueing systems drop. 
That is, the probability that the CPU and I/O servers are busy 
decreases Again, we can use the server utilization to find the 
expected number of programs in each queueing system 
E[NJ = Pj/d-Pj) = 5/9 x 9/4 = 5/4 jobs, 
E[Na] = pa/(l-pa) = 2/5 x 5/3 = 2/3 jobs. 
In this case we get a fractional expected cumber of programs at each 
queueing system for a total of 23/12 jobs in the network. Then the 
average response time becomes 
W = E[N]/X = 23/12 x 9/2 = 69/8 = 8.62 seconds. 
By changing one aspect of the computer network we were able to 
improve the response time by 80%. Such a dramatic difference is a 
desirable change that unfortunately depends on other considerations. 
Assuming that the technology exists to provide an I/O interrupt 
every 0.4 seconds of CPD time, the actual cost of the change might 
make it unfeasible. Obviously an important consideration in this 
type of decision making is the cost associated with making this 
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change and the cost of not making the change.  To explore this idea 
we will consider another compnter system. 
5.2 A Model of the CTBER Computer System 
At Lehigh University there are four different compnter systems. 
Two of these, the DEC-20 and CYBER, are primarily for student use. 
The DEC-20 is an interactive machine with no batch processing 
capabilities. The CYBER supports both batch and interactive jobs 
under NOS-BE (Network Operating System - Batch Environment). 
Originally the CYBER machine was almost exclusively used for batch 
processing. In recent years, however, the number of interactive 
users has been increasing rapidly. The manufacturer of the CYBBR, 
Control Data Corporation (CDC), has available a different operating 
system NOS (Network Operating System) which would give more 
attention to interactive users but still support batch processing. 
A question of concern is at what point would it become cost 
effective to purchase a new operating system (Gary Lutz, Director 
Lehigh University Computer Center). 
The queueing network model for this computer system was 
developed as a result of several interviews with Steve Roseman, 
Systems Programmer LUCC. As expected, batch and interactive jobs 
are handled in different ways initially but eventually reach the 
same Central Memory and CPU queues. The model presented in Figure 
5-2 is a simplified version of the actual system. 
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Source N 
Batch 
Priority 
Queue 
. 
Interactive Users 
Source 
Central 
Memory 
Queue 
CPUT 
ij Systems 
Resource 
Queue 
OJ Exit I/O 
Figure 5-2:  CYBER Computer System 
We are modelling the flow of jobs through this system. A job 
could be a program ready to for execution (batch or interactive) or 
it could simply be a command to be executed (interactive). Before a 
job reaches the Central Memory queue it must be entered on the Job 
Description Table (JDT). The job will retain its slot on the JDT as 
long as it remains in the system. The JDT currently has 128 
possible positions. Each of the approximately 96 terminals in the 
interactive source has direct access to a slot on the JDT. The 
remaining 32 slots are used for batch jobs resulting in the need for 
a Batch Priority Queue. Once a job, either batch or interactive, is 
on the JDT then it enters the Central Memory Queue. Central or main 
memory is divided into 13 areas of equal site referenced by pointers 
stored in a Control Point area.  A job in the Central Memory Queue 
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is serviced when it receives a control Point area. The job then 
joins the CPU queue which provides service in a round robin fashion. 
A job is swapped out of the CPU queue if the job is finished, or if 
it requires more memory (for computations not paging) or more 
commonly if it exceeds its base quantum of time. When a job is 
completed it leaves the system by freeing its slot in the JDT and 
exits via the I/O queue. 
If we label the Batch Priority Queue queue 1, the Main Memory 
Queue queue 2, and the CPU Queue queue 3, then the total arrival 
rate equations become 
Y, = x, + r± + tJaY, 
Y, - T,. 
Solving these equations simultaneously we find 
yx = x4 
Y, = Y, = (Xj+Xj/d-t,,). 
Using available statistics on the performance of the CYBER 
computer system it is possible to estimate Xx, the average outside 
arrival rate of batch jobs. Interactive jobs are counted as the 
number of people logged onto the system since they have direct 
access to a slot on the JDT and therefore the Main Memory Queue.  In 
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my model, however, I consider every instance of communication with 
the computer, whether it is a request to compile a program, a 
request to execute a program, ox a simple Senator command, as a new 
interactive job. If an interactive nser's job loses its Control 
Point Area the job either returns to the Main Memory Queue if it has 
not been completed or it exits from the network even though the user 
may still be logged onto the system. The actual system statistics 
consider an interactive user a single job regardless of the number 
of Control Point Areas released during a particular session. In 
addition, the number of Control Point Areas assigned and released as 
well as the probability of a job returning to the Main Memory Queue 
after losing its Control Point Area, i.e. x , are not readily 
available statistics. 
Since we are dealing with a network where it is possible to go 
from any state (a, b, c) to any other state (d, e, f) and we have 
unique solutions for yx, Y,» *nd y,, Jackson's Theorem can be 
applied. So the probability of having kx jobs in queue 1, ka jobs 
in queue 2, and kf jobs in queue 3 is equal to the product of the 
probability of kx jobs in the Batch Priority Queue, the probability 
of ka jobs in the Main Memory Queue, and the probability of k( jobs 
in the CPU and Systems Resource Queue. Each queueing system in this 
network fits the birth and death process as described in Section 
1.1. Thus, it is possible to find an expression for the needed 
steady state probabilities and other measures of the computer 
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system's performance. 
5.3 Outline Of A Cost Analysis 
A decision is Bade to upgrade the available computer 
facilities, in this case the CYBER system, based on student and 
faculty feedback. The most common complaints are long response 
times or long turnaround times for their programs, and lack of 
sufficient terminals or keypunch machines. Unfortunately the 
addition of more terminals often leads to a longer response or 
waiting time. Obviously some balance must be maintained. The 
amount of time a student spends waiting for a terminal is cyclic in 
nature depending upon the time of day and the number of hours until 
an assignment is due. Once the student acquires a terminal then the 
most significant problem is waiting time. 
Most of the decisions made involve the basic question of 
finding the appropriate level of service in the computer system. 
This question depends on two primary considerations: 
1. the cost of providing the service 
2. the cost of waiting for the service. 
The cost of providing the service includes the cost of the 
machine, the cost of the operating system and other software 
support, and the cost of the personnel needed to maintain a computer 
system.  The cost associated with waiting for the service is not as 
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easily identified so it must be estimated. Typically a university 
computer center provides a non-profit service to customers, i.e. 
students , who are external to the center. In this case the cost of 
waiting is said to be a social cost [Hiller and Lieberman 74]. 
If we have explicit estimates for the cost of providing the 
service per unit time and the cost of waiting for the service per 
unit time then the objective of this analysis is clear. Let SC 
denote the cost of providing the service, WC denote the cost of 
waiting, and TC denote the total cost. The objective can be stated 
as 
Minimize E[TC] = E[WC] + E[SC]. 
That is we want to minimize the total cost of providing the service. 
To do this we need to formulate a waiting-cost function from which 
we can determine the expected cost of waiting per unit time. 
One way to find the overall cost of waiting is to use the 
primary property of queueing systems that determines that cost, i.e. 
the waiting time for a single customer W. The function h(w) assigns 
a cost of waiting for each waiting time w. Regardless of how h(w) is 
obtained the expected value of h(W) is given by 
E[h(f)] = Jh(w)f(w)dw. 
where f(w) is the probability density function of W. Notice that 
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E[h(W)] is the expected waiting cost per customer. We want E[WC] 
which is the expected waiting cost per unit tine. If the expected 
number of customers to arrive per time is X then 
E[WC] = XE[h(W)] = xjh(w)f(w)dw 
The specific decision we want to consider is a change in the 
operating system of the CYBER from NOS-BE (Network Operating System 
- Batch Environment) to NOS (Network Operating System) to reflect 
the current trend toward interactive use. Such a change would 
presumably have little effect on the turnaround time experienced by 
batch users while decreasing the waiting time experienced by 
interactive users. 
Suppose estimates were found for h(w) and f(w) and as a result 
the expected value of h(W) was found to be 
f 1.15, for NOS 
E[h(W)] =  -} 
[_2.65,  for NOS-BE. 
The expected waiting cost per unit time is the product of E[h(W)] 
and the total arrival rate per unit time X which is the sum of Xx 
and X,.  The expected waiting cost is 
C (1.15)X, for NOS 
E[WC] = 
(2.6"5)X» for NOS-BE. 
Thus, the average waiting cost for all jobs arriving is (1.15)X 
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dollars per unit tine if the operating system is NOS and (2.65)X 
dollars per unit time if the operating system is NOS-BE. 
Next we must find the cost of providing the service, i.e. 
leasing the operating system. Suppose the cost of leasing NOS-BB is 
x dollars per unit time. Assuming that NOS costs 10% more than NOS- 
BE to lease we have that the cost of leasing NOS is (1.10)x dollars 
per unit time. 
We want to minimize the expected total cost of providing the 
service. In this case we want to find the minimum of the two 
expressions 
C    (1.15)31 + (1.10)x, for NOS 
E[TC] =    X 
\__   (2.65)X + x. for NOS-BE. 
Consider the case when X is 20 jobs per unit time and x is 100 
dollars per unit time. Then 
{4 133.00. for NOS 
4153.00. for NOS-BE. 
In this case a cost analysis approach would support a decision to 
switch to NOS. 
In general a decision to lease NOS instead of NOS-BE should be 
made whenever 
CxX  + C%x  < CaX + x. 
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where C± is the expected value of h(W) for NOS, Ca is the expected 
value of h(W) for NOS-BE, and C, is a measure of the cost of leasing 
NOS as it compares to the cost of leasing NOS-BE. Solving this 
inequality for X, 
X > (Cf - l)x/(Cs - C^). 
Thus,  when  the  total  outside  arrival  rate is  greater  than 
(CJ-1)/(CJ-CX)  times the cost of leasing the present operating 
system the decision should be made to lease the new operating 
system. 
Of course, a similar method of cost analysis could be used as 
an aid in various types of decision making problems. This type of 
analysis can also be applied to a particular queueing system within 
the network. Both the queueing system model used and the type of 
cost analysis applied depend on the decision to be made. 
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