Abstract. The canonical trace and the Wodzicki residue on classical pseudodifferential operators on a closed manifold are characterised by their locality and shown to be preserved under lifting to the universal covering as a result of their local feature. As a consequence, we lift a class of spectral ζ-invariants using lifted defect formulae which express discrepancies of ζ-regularised traces in terms of Wodzicki residues. We derive Atiyah's L 2 -index theorem as an instance of the Z 2 -graded generalisation of the canonical lift of spectral ζ-invariants and we show that certain lifted spectral ζ-invariants for geometric operators are integrals of Pontryagin and Chern forms.
Introduction
A differential operator A on a closed manifold M lifts to a differential operator A on its universal covering M → M. This is due to the locality property of differential operators which preserve the support of the sections they act on. This lifting property does not extend to general pseudodifferential operators which are only pseudo-local i.e., they only preserves the singular support of the sections. Hence arises the problem of lifting complex powers Q −z involved in spectral ζ-functions ζ A,Q (z) := TR(A Q −z ) .
where A and Q are differential operator on M, and TR is the canonical trace. Nevertheless, we prove that spectral ζ-invariants ζ A,Q (0) := fp z=0 TR(A Q −z )
corresponding to the constant term of the Laurent expansion of (1) canonically lift to coverings (see (76) in Theorem 2.24). This results from a detailed analysis of the intertwining between the pseudo-locality of the complex powers and the locality of the canonical trace on non-integer order operators. In our approach, the locality of spectral ζ-invariants is only an instance of the more general locality expressed by defect formulae. Another central result of the paper are L 2 -counterparts of such defect formulae (10). A natural application is the locality of Atiyah's L 2 -index, which is expressed as a Γ-Wodzicki residue (79). Our approach can be summarised as follows. We build:
• a holomorphic germ of pseudifferential (and hence pseudo-local) operators A(z) (of holomorphic order α(z)) which at zero is the differential (and hence local) operator A; • the corresponding meromorphic germ TR(A(z)) of functions built from the local linear form given by the canonical trace;
• the local invariant is obtained as the value at z = 0 of this germ of functions in terms of the 1-jet of the germ of operators lim z→0 TR(A(z)) = − 1 α (0)
Res(A (0)).
To achieve our goal, following Shubin [Sh01] , we view pseudodifferential operators as "small perturbations" of pseudodifferential operator with finite propagation, more precisely those which are ε-local for some small enough ε > 0. Such operators, which fall into the more general class of quasi-local operators introduced by Roe [Ro88] , are properly supported and hence determined by their symbol. Quasi-local operators can roughly be viewed as operators with controlled propagation at infinity, see [En15] for a detailed discussion. They bare the advantage over finite propagation operators, that they are stable under functional calculus, a property which is not needed here. An ε-local pseudodifferential operator modifies the support of the sections it is acting on, by at most the distance ε. The fact that a differential operator preserves the supports is therefore confirmed by the fact that it is 0-local. Choosing ε small enough, one can lift without ambiguity an ε-local operator A 0 to an ε-local operator A 0 . The lifted operator is a (uniformly) properly supported pseudodifferential operator, and hence also defined in terms of its symbol σ( A 0 ), which is the lifted symbol σ( A 0 ) = σ(A 0 )
∼ of the original operator.
To go from ε-local to a general classical pseudodifferential operator A on a closed manifold, we observe that the latter differs from a ε-local classical pseudodifferential operator A 0 by an operator with smooth kernel supported outside the diagonal (see Proposition (ε − local) (3) Note that the operator π : A 0 −→ (s −→ π * (A 0 π * (s))) is well-defined in view of the equivariance and ε-locality of A 0 (see Proposition 1.27)).
Alongside the pseudo-locality of pseudodifferential operators, the other essential ingredient in our approach is the use of local linear forms defined on a class of classical pseudodifferential operators (see Definition 2.5). These only detect the symbol of an operator and are therefore constant on equivalence classes [A 0 ] diag and hence constant along the horizontal lines of the above diagramme. More precisely, a local linear form Λ reads:
λ being a linear form on an appropriate class of scalar valued symbols, tr the fibrewise trace on the endomorphism bundle in which the symbol σ(A)(·, ξ) of A lies for any ξ in the cotangent bundle to the underlying manifold.
• Our first main result is Theorem 2.10, which states that any continuous local linear form on the class of classical pseudodifferential operators with integer order (resp. on the class of classical pseudodifferential operators non-integer order) is proportional to the Wodzicki residue Res (see (51)) (resp. the canonical trace TR (see (52)))
acting respectively on the algebra of classical pseudodifferential operators with integer order and on the class of classical pseudodifferential operators with noninteger order. The densities Res x (A) dx (resp. TR x (A) dx) are defined by means of the residue res (resp. the canonical integral − R n ) on integer order (resp. on non-integer order) scalar symbols.
A local linear form (4) can be lifted from a ε-local operator A 0 on M to its lift A 0 on M by
where F is a fundamental domain for the action of the fundamental group. It further lifts to any Γ-invariant operator A on the covering; indeed A lies in the class [ A 0 ] diag of some lifted ε-local operator A 0 . Since Λ Γ is constant on such a class, we set Λ Γ (A) := (here Res z=p stands for the complex residue at p) is generally non local and does not a priori lift to coverings. However, defect formulae, which express the discrepancies of regularised traces in terms of the Wodzicki residue and therefore also enjoy a local feature, do lift to coverings (Theorem 2.21). More precisely, if A(p) has a well-defined canonical trace TR(A(p)), the trace defect formula (Theorem 2.12, borrowed from [KV94] and [PS07] ), relates the regularised trace fp z=p TR(A(z)) with the (extended) residue Res log A (p) of the derivative of the family at this pole (see (57)), fp z=p TR(A(z)) = TR(A(p)) + 1 q Res A (p) ,
where the operators A(z) have order a − qz for some given positive q. If A(p) is a differential operator, then TR(A(p)) = 0 and (7) reduces to a local expression of the regularised trace fp z=p TR(A(z)) = 1 q Res log A (p)
in terms of the Wodzicki residue. The trace defect formula (8) is central to our approach since it relates regularised traces (on the l.h.s. of the above formula) with Wodzicki residues (on the r.h.s. of the above formula) and yields index type theorems as an application. Wodzicki residues, which only depend on one homogeneous component of the symbol and not the whole symbol, ar local. In contrast, regularised traces built from the canonical trace, apriori depend on the whole symbol so are not expected to be local.
• Our second main result is Theorem 2.21 which yields the lifted analogue of the (more general) trace-defect formula (7)
for a holomorphic family A(z) of Γ-invariant operators on the covering, such that A(p) at the point p has a well-defined Γ-canonical trace TR Γ (A(p)). If A(p) is a differential operator, then (9) reduces to
Corollary 2.22, which is useful for applications, then says that if A(z) is a holomorphic family on the covering and if there exists a holomorphic family A(z) of ε-local operators on M, such that the difference A(p) − A(p) at a point p has a smooth kernel, then the map z → TR Γ (A(z)) − TR Γ A(z) is holomorphic at point p and
We apply (11) to the holomorphic families
Here D is a Dirac-type operator, and consequently ∆ := D 2 a Laplace-type operator, Q ε (∆) defined in (35) for some ε > 0 is a smooth deformation of ∆, P is a polynomial, and h some measurable function on a contour around the spectrum of Q ε (∆).
• This yields our third main result, Theorem 2.24, which compares the corresponding Q ε (∆)-regularised trace of P(D) h (∆) and the Q ε ( ∆)-regularised trace of P( D) h Q ε ( ∆) .
-In the Z 2 -graded case and for P ≡ 1, h ≡ 1 this gives back Atiyah's L 2 -index theorem (Corollary 2.25).
-In the non-graded case and for P(x) = x, h(x) = x Theorem 2.29 discusses the case of geometric operators showing that the lifted ζ-functions correspond to integrals of densities generated by Pontrjagin forms on the fundamental domain and Chern forms on the auxillary bundle.
One advantage of our approach is that it yields the L 2 -Atiyah theorem as an instance of the much more general lifted trace defect formulae. Here is the general scheme of the argument. Theorem 2.21 gives the lifted trace defect formulae. Theorem 2.24 compares ζ-regularised traces of operators with the ζ-regularised traces of their lifted counterparts using the locality property of the only two local linear forms characterised in Theorem 2.10-the canonical trace and the Wodzicki residue. Corollary 2.25 gives the L 2 -index theorem combining the two previous ingredients.
The above arguments make use of functions of pseudodifferential operators, in particular their complex power and the related logarithm. Even though the constructions are similar to the ones for operators on closed manifolds, special care is to be taken in the open manifold case. In Section 1.2, we first review various classes of pseudodifferential operators on open manifolds, soon specialising to coverings. The essential difference between the various classes lies in the smoothing part, to which we therefore dedicate the first section -Section 1.1-of the paper. We then relate pseudodifferential operators on coverings to pseudodifferential operators on the associated groupoid (Appendix C) and the associated Hilbert module bundle (Appendix B), thereby relating constructions of complex powers and logarithms on groupoids and Hilbert module bundles with the ones on coverings presented here. 1. Γ-invariant operators on coverings and functional calculus 1.1. Operators with smooth kernels. Let X be an n-dimensional manifold and F → X a vector bundle over X of rank k. To a linear operator A : C ∞ c (X, F) → C ∞ (X, F) we assign its Schwartz kernel denoted by K A , which is a distributional section of the bundle F F over M × M. The support of A is the smallest subset of X × X on the complement of which K A vanishes as a distribution.
Sobolev spaces will be useful to introduce another class of operators; in order to have Sobolev spaces at hand, we henceforth assume that our manifold X has bounded geometry [Sh92, MS89, Ko87], a property verified by covering spaces of interest to us.
1.1.1. Smoothing operators on manifolds of bounded geometry. Definition 1.2. A Riemannian manifold (X, g) is said to have bounded geometry if
• it has positive injectivity radius (there is r > 0 s.t. the exponential map is a diffeomorphism on B(0, r) ⊂ T x X, ∀x ∈ X); • every covariant derivative of the Riemannian curvature tensor is bounded. In the same way, a Hermitian vector bundle F → X has bounded geometry if every covariant derivative of the curvature is bounded. Example 1.3. Lie groups or homogeneous spaces with invariant metrics, compact Riemannian manifolds, regular Γ-covering of compact Riemannian manifolds endowed with the induced Riemannian structure, all provide examples of manifolds of bounded geometry.
We now assume the bundle F → X to be of bounded geometry. The fundamental property is the existence of a "good" partition of unity, which allows to define Sobolev spaces H s (X, F), see for instance [Sh92,  
where L(A, B) stands for continuous linear operators from a topological space A to a topological space B. The notation we chose is inspired by Shubin, who calls these operators 
Following [Sh89] and [Ro88] , we set the following definition.
Definition 1.5. Let UΨ −∞ (X, F) denote the space of linear operators A : C ∞ c (X, F) → C ∞ (X, F) with smooth kernel K A satisfying the following uniform boundedness condition: for any multiindices α, β
Proposition 2.9 in [Ro88] yields a refinement of (13), namely
The uniformity follows from uniform estimates that naturally arise in the context of bounded geometry as they do for closed manifolds.
Remark 1.6. If X is a closed manifold, the three above spaces coincide:
since the equality in (13) holds. Indeed any linear operator A : C ∞ c (X, F) → C ∞ (X, F) with smooth Schwarz kernel K A is smoothing when X is closed as can be seen on direct inspection from the formula (Au)(x) = X K A (x, y)u(y)dy.
The notion of properly supported operators recalled in Definition A.5, extends in a straightforward manner to linear operators A :
The following definition is inspired by [Sh92] , and follows the terminology of [En15] .
with Schwartz kernel K A has finite propagation if it is C-local (see Definition A.10) for some positive C, i.e. if there is some C > 0 such that K A (x, y) = 0 ∀x, y with |x − y| > C or equivalently, if
Note that requiring finite propagation is more constraining than the assumption of quasilocality of [Ro88] .
Let UΨ −∞ fp (X, F) denote the subspace of UΨ −∞ (X, F) consisting of finite propagation operators with uniformly bounded smooth kernels. We have [Sh89] Remark 1.9. Whereas SΨ −∞ (X, F) is an algebra, the class Ψ −∞ (X, F) is not. Indeed, the composition of two operators with smooth kernels is defined only under appropriate decay conditions at infinity and when this is the case, the Schwartz kernel of the composition might not be smooth.
1.1.2. Coverings and classes of Γ-invariant operators with smooth kernel. Let us now specialise to covering manifolds. Let M be a (connected) closed manifold and M a regular covering given by a Γ-principal bundle π : M → M with Γ = Aut(p) the discrete Lie group of deck transformations (smooth diffeomorphisms φ : M → M such that π • f = π). Let M be the universal cover so that Γ = π 1 (M) is the fundamental group of M. Example 1.10. R n is a universal cover of T n with group Γ = π 1 (
If M is a Riemannian manifold, we endow the covering M with the Riemannian structure induced by π. Let E → M be a Hermitian vector bundle and E := π * E → M its pullback. Both M and E are of bounded geometry [Sh92] .
The
induces an action on linear operators A :
γ . The operator A is said to be Γ-invariant whenever
The action L γ stabilises Ψ −∞ ( M, E). Imposing a Γ-invariance condition leads to the following subclass of operators.
The following inclusions follow from (15)
1.2. Classes of pseudodifferential operators. In this section we discuss different classes of pseudodifferential operators on an open manifold of bounded geometry (we also consider very general classes, which possibly do not form algebras). This short review which brings together and compares different approaches, follows [Sh92, MS89, Ko87, Ro88, En15].
1.2.1. Classical pseudodifferential operators on manifolds with bounded geometry. Let X be an n-dimensional manifold and F → X a vector bundle over X of rank k. We assume X and F are both of bounded geometry. Remark 1.13.
• Clearly, we have A ∼ diag B =⇒ A ∼ B.
• Whereas the equivalence relation ∼ is stable under composition of operators (whenever composable), the equivalence relation ∼ diag is not. Indeed, if A − A 1 =: R and B − B 1 =: S have smooth kernels supported outside the diagonal, then AB = A 1 S + RB 1 + RS has a smooth kernel but it might not be supported outside the diagonal since the supports of A 1 and B 1 intersect the diagonal.
Example 1.14. Given a linear operator A : C ∞ c (X, F) → C ∞ (X, F), any localisation χ 1 Aχ 2 induced by two smooth functions χ 1 , χ 2 whose compact supports have a non void intersection in a trivialising set, is properly supported.
We shall make use of the the existence of a "good" partition of unity, [Sh92, Lemmas 1.3, 3.22] and [Sh92, A1.1] built as follows. For small enough ρ (smaller than a third of the injectivity radius), there is a countable covering of X by balls B(x i , ρ) centered at x i ∈ X with radius ρ such that d(x i , x j ) ≥ ρ for i j and any point x ∈ X lies in at most C x such balls for some constant C x . Moreover, there is a partition of unity 1 = i χ i with smooth functions χ i whose supports supp χ i lie in B(x i , 2ρ) and which together with their derivatives taken in normal coordinates, are bounded independently of i.
For any ε > 0, the operator A 0 can be chosen ε-local.
Proof. Given a "good" finite open cover U = (U i ) i∈I of X and a "good" partition of unity (χ i ) i∈I subordinated to U, we write the operator A as
where P is the set of pairs {i, j} satisfying supp χ i ∩ supp χ j ∅, and A i j := χ i Aχ j . Then, A 0 := {i, j}∈P A i j is a properly supported operator of finite propagation since each χ i Aχ j is supported in balls with uniformly bounded radii. Moreover, by construction S (A) := {i, j}∈ P χ i Aχ j has Schwartz kernel supported outside the diagonal. For ε > 0, we can choose the diameter of the partition such that ∀i ∈ I, diam U i < ε 2 , in which case A 0 is an ε-local operator. F) ) denote the class of such operators.
Remark 1.17.
• Neither the class Ψ(X,
form an algebra since two such operators do not generally compose, compare Remark 1.9.
• The equivalence relations ∼ and ∼ diag induce equivalence relations on Ψ m cl (X, F) for any m ∈ C, which preserve the symbol in any trivialising chart.
Uniform classical pseudodifferential operators.
We now specialise to the smaller class of uniform pseudodifferential operators, introduced by Shubin and Meladze on Lie groups in [MS89] and by Kordyukov [Ko87] in the general setting of a bounded geometry manifold (see for instance [Sh89, Section 3]). As we shall see later, it is an appropriate class to host pseudodifferential operators on coverings and consists of the usual Hörmander properly supported pseudo-differential operators with additional uniformity conditions.
) be the class of all uniform (resp. classical) pseudodifferential operators of order m i.e., operators A ∈ Ψ m (X, F) (resp. A ∈ Ψ cl (X, F)) which in a "good" trivialising covering (18), where
• and A has a uniformly bounded symbol σ(A) = σ(A 0 ) i.e., for any multiindices α, β there is a constant C α,β independent of i such that
• ( resp. for classical operators, with an additional uniform bound on the remainder terms in (82), namely for any multiindices α, β, for any N ∈ N, and for any excision function χ around zero, there is a constant C α,β,N independent of i such that
On the grounds of (13) we can furthermore require that S (A) lies in SΨ −∞ (X, F) which defines the following subclasses of operators: 
This leads to the following identifications. We equip M with a Γ-invariant locally finite open cover in the following way: given a finite open cover U M = {U j , j = 1, · · · , N} of M, we lift it to M and take all the connected components to have a cover by connected open subsets. We obtain a Γ-invariant locally finite open cover M = j=1,..,N γ∈Γ γ U j . We then build a Γ-invariant partition of unity
subordinated to this cover with χ j,γ (x) = χ j,e (γ −1 x). This way, a partition of unity {χ j } j=1,··· ,N of M subordinated to the covering U M is lifted to a Γ-invariant partition of unity { χ j } j=1,··· ,N , which is a "good" partition of unity in the sense of manifolds with bounded geometry.
Such a partition of unity combined with a subordinated trivialisation of E can be used to construct Sobolev spaces H s ( M, E) of sections on E [Sc96, Definition 1, §3.9]. As a consequence of the corresponding property on manifolds with bounded geometry, see Lemma 1.20, we have:
1.4. Lifted operators. As proved in [Sh] , ε-local pseudodifferential operators can be lifted from M to M, and their lifts are uniform properly supported operators. We include the proof of this classical fact for completeness.
Lemma 1.26. [Sh, Proposition 1, §3.9] With the notation as above, let r 0 := inf x∈X {d(x, γx), γ ∈ Γ \ {e}} > 0, where e is the unit of Γ and let A :
(1) There exists a unique ε-local operator A :
such that for any lifted local section s of F of a local section s of E As = π * (As). (26) With the notations of the introduction, we write
, we have (with the notation of (83), see Appendix A)
This is to be understood as a local identity in appropriate local trivialisations around a point x. In particular, A lies in UΨ m Γ ( M, E) (resp. UΨ m cl,Γ ( M, E)). Proof. We have that if d(x, y) < ε, then d(γx, y) > ε for all e γ ∈ Γ. If K A denotes the Schwartz kernel of A, define A by constructing the operator with Schwartz kernel
To show (2), let (V, Φ) be a local trivialisation of E where V is an evenly covered open set. Recall that the symbol of A on this local chart, denoted by σ V (A)(x, ξ), is by definition the symbol of the operator Φ A V acting on matrix valued functions on φ(V) ⊂ R n , where A V is the localization of A on V. The symbol of the lifted operator A is described as follows. Let π −1 (V) = γ∈Γ U γ ; on each local chart (U γ , φ • π) the symbol is defined as the symbol
. We now combine Proposition 1.26 with the partition of the unity (25) to lift operators modulo ∼ diag , and have therefore a "lifted" analogue of Proposition A.7. Proposition 1.27. Let ε > 0 and A be an operator in Ψ Γ ( M, E).
(1) If A is ε-local, with the notation of (26), there exists a unique A such that
(2) In general, there exists an ε-local operator A ∈ Ψ(M, E) such that
Consequently, the symbols of the two operators relate by
independently of the choice of
Proof. Let { χ j } j=1,··· ,N be a Γ-invariant partition of unity subordinated to a cover X = j=1,..,N γ∈Γ γ U j with open sets U j of diameter smaller than ε. As in the proof of Lemma 1.15 we write a Γ-invariant operator A ∈ Ψ Γ ( M, E) as
where with a slight abuse of notation, using the notations of (25), we have set supp
Choosing the diameter of the partition small enough and applying Proposition 1.26 to the ε-local operators χ i Aχ j , we have
with
and
a linear operator with smooth kernel supported outside the diagonal. If A is ε-local, then the above construction reduces to
This proves (29) from which (30) then follows.
Remark 1.28. In view of (30), properties of pseudodifferential operators such as being classical, the order, invertibility of the principal symbol can be lifted without ambiguity.
On the grounds of the above Remark, we set the following Definition 1.29. With the notations of Proposition 1.27, an operator A in UΨ cl,Γ ( M, E) is elliptic whenever A is elliptic, i.e. whenever its principal symbol is invertible.
On the grounds of the above proposition, we set the following 
With this defintion at hand, for any
1.5. Lifting functions of operators. Let E be a hermitian vector bundle over the closed Riemannian manifold M. We borrow the following definition from [ALNP15] .
(1) Q is invertible, namely its kernel is non trivial or equivalently, it admits an inverse defined on L 2 (M, E), (2) Q has positive order q, (3) Q has a principal angle θ, which means that there exists a ray R θ = {re iθ , r ≥ 0}, called spectral cut , which is disjoint from the spectrum of the End(
This last condition implies that the spectrum of the operator Q lies outside a cone Λ θ containing the ray R θ , [ALNP15, Lemma 1.6].
2 is a non-negative elliptic differential operator on M of positive order q := 2d and the operator ∆ + 1 is a differential operator which defines a weight.
Example 1.33. With the same notations as in the above example, we can instead add to ∆ a smoothing operator χ [−ε,ε] (∆) with ε > 0 chosen small enough so that it coincides with the orthogonal projection χ 0 (∆) onto the kernel of ∆. Then
defines a weight with spectral cut R π = R ≤0 .
A weight Q ∈ Ψ cl (M, E) satisfies a resolvent estimate, see [Sh01, (9 
Let Γ θ be a contour around the ray R θ , then to a measurable function h on Γ θ , such that |h(λ)| ≤ |λ| −δ for some positive δ, we can associate the operator
whose symbol is given by the corresponding Cauchy integral
where the exponent k stands for the k-th -product exponent of symbols. We refer the reader to any book on pseudodifferential operatorsfor the precise definition of theproduct, see e.g. [Sh01, (3.41)]. 
Definition 1.31 carries out to UΨ Γ ( M, E), up to the fact that, in contrast with the closed case (see [ALNP15, Def. 3 .6] for details), the spectrum being not necessarily purely discrete in the noncompact case, we need an extra condition for the existence of an Agmon angle, defined as follows. Definition 1.36. For an angle β and for > 0, denote
(1) Q is invertible in the strong sense of the term, namely that it admits an inverse defined on L 2 ( M, E), (2) Q has positive order q, (3) Q has a principal angle θ as in Definition 1.31, (4) θ is an Agmon angle for Q. Remark 1.38. In view of (30), for any weight Q ∈ UΨ Γ ( M, E), there exists an operator
so that it has the same order and same principal angle. Moreover it can be chosen invertible modulo addition of the projection onto its kernel. Hence for any weight Q in UΨ Γ ( M, E) there is a weight Q in Ψ(M, E) with the same spectral cut and such that (40) holds. = Lemma 1.39. Let Q be a weight in UΨ Γ ( M, E) with spectral cut R θ and let Q be a weight in Ψ(M, E) with the same spectral cut as in Remark 1.38. With the notations of (40), for every measurable function h on a contour Γ π around the ray R θ , such that |h(λ)| ≤ |λ| −δ for some positive δ, we have:
where we have used the notation of (38).
Proof. The star product , which is a local operation for it only involves derivatives, commutes with the lift. For two local symbols σ and τ, we have σ τ ∼ ∼ σ τ, which
Implementing h * therefore yields
Example 1.40. Let Q be a weight with spectral cut R θ . For (z) > 0, the function h(x) = x −z θ with the complex power determined by the angle θ, yields the complex power
which can be extended to any complex value z setting Q −z
With the same notations as in the Example 1.33, the differential operator ∆ lifts to a differential operator ∆ whose leading symbol is the lifted leading symbol of ∆.
With the notation introduced in Appendix B, the isomorphism Φ induces a map
Let ∆ H := Φ ∆ be the corresponding elliptic operator in Ψ cl (M, E ⊗ H).
Proposition 1.41. For any positive ε, the operator
with spectral cut R π = R ≤0 and we have
Proof. To ensure that the operator Q ε ( D), resp. Q ε (D H ) defines a weight (for the latter, see also [ALNP15] ), we need to check that (1) the operator
is invertible, which is an immediate consequence of its non-negativity. The compatibility of the map Φ with functional calculus (see B.9) implies (44) .
Vassout's functional calculus on groupoids recalled in Appendix C, allows to extend the notion of weight to the groupoid G(M) := ( M × M)/Γ associated with UΨ cl,Γ ( M, E), by the isomorphism ρ defined in (94). Indeed, the map
induced preserves the properties 1)-3) of a weight and therefore transforms a weight Q ∈ UΨ cl,Γ ( M, E) with spectral cut θ to a weight ρ (Q) on the associated groupoid with the same spectral cut. The map ρ preserves the estimate (36) on weights, which enables us to transport the related functional calculus from the groupoid to UΨ cl,Γ ( M, E). With the notations of (37) and for a measurable function h on on a contour Γ π around the ray R π =] − ∞, 0], such that h(λ) ≤ λ −δ for some positive δ, we can define
whose symbol is given by
Example 1.42. For (z) > 0, the function h(x) = x −z θ with the complex power determined by the angle θ, yields the complex power
where Q ∈ UΨ cl,Γ ( M, E) is a weight with spectral cut R θ .
1.6. Lifting complex powers to coverings. We now specialise to h :
θ , where θ stands for the determination of the complex power. Applied to a weight Q ∈ Ψ cl (M, E) with spectral cut R θ , this gives rise to complex powers Q 
for which:
is a classical symbol of order α(z) where the function is holomorphic;
(2) for any integer N ≥ 1 the remainder
is holomorphic in z ∈ W as an element of
defining a locally uniform family of symbols of order (α(z))− N +ε in a compact neighborhood of any z 0 ∈ W, for any positive ε.
A family z → A(z) in Ψ cl (M, E) parametrised by a domain W ⊂ C is holomorphic if in each local trivialisation of E one has
with σ(A(z)) a holomorphic family of classical symbols and S (z) a operator with Schwartz kernel R(z, x, y) ∈ C ∞ (W × M × M, E E) holomorphic in z.
There are at least two types of approaches to show that complex powers define holomorphic families. One by Seeley ([Se66] , see also [Sh01, Thm. 11.2]) using in a central manner the calculus of the symbol of the resolvent of the operator, and a cohomological construction by Guillemin [Gu85, Thm 5.2] axiomatic in nature and therefore easily transposable to more general contexts (see e.g. [ALNV04] ). Note that Seeley and Shubin consider complex powers of differential elliptic operators but their construction can be extended to classical pseudodifferential operators using the symbol of the resolvent of these operators. Guillemin applies it to classical pseudodifferential operators with leading symbols that have a unique determination of the logarithm.
These constructions, which rely on basic properties of classical pseudodifferential operators, namely
(1) an estimate of the type (36) on the resolvent of a weight, leading to the existence of Cauchy integrals for weights, (2) the existence of a map Op : σ → Op(σ) taking symbols to operators in the algebra, that "commutes" with Cauchy integrals, extend to very general algebras of classical pseudodifferential operators, including classical pseudodifferential operators on groupoids and uniform classical pseudodifferential operators on coverings.
In particular, a weight Q ∈ UΨ Γ,cl ( M, E) gives rise to a holomorphic family
where the map ρ :
2. Linear forms and trace-defect formulae on Γ-invariant operators 2.1. Local linear forms on classical pseudodifferential operators. Locality plays a fundamental role in the lifting procedure; in this section we single out "local"linear forms which can be lifted to coverings.
2.1.1. The Wodzicki residue and canonical trace densities. Let X and F be of bounded geometry as in the previous section, let m ∈ C. To an operator A = Op(σ(A)) + R(A) ∈ Ψ m cl (X, F) and x ∈ M with symbol σ(A)(x, ·) ∼ ∞ j=0 σ m− j (A)(x, ·) in a local trivialisation around x, where σ m− j (A), j ∈ Z ≥0 are the positively homogeneous components of the symbol of degree m − j, we assign
• the pointwise Wodzicki residue
• the pointwise canonical trace
where the abreviation fp for finite part means we pick the constant term in the asymptotic expansion as R tends to infinity and − R n is the corresponding cut-off integral. Here, tr stands for the fibrewise trace.
We recall well-known facts.
Lemma 2.1. [Wo84, KV94] Given an operator A ∈ Ψ cl (X, F), both Res x (A) dx andwhenever the order of A does not lie in [−n, +∞[ ∩ Z-TR x (A) dx define a global density on X.
2.1.2. The Wodzicki residue and the canonical trace on closed manifolds. From now on in this section we assume that X = M is a closed manifold and F = E is a vector bundle over M. We adopt the notations of [Sc10] and of Lemma 2.1. Proposition 2.2. Let A ∈ Ψ cl (M, E) have local symbol σ U (A) over any trivialising open subset U, and let (U i , χ i ) i∈I be a partition of unity on M subordinated to a trivialisation of E.
(1) The Wodzicki residue density integrates to the Wodzicki residue [Wo84]
(2) Provided the order of the operator does not lie in Z n := [−n, +∞[ ∩ Z, the canonical trace density integrates to the canonical trace [KV94, Le99]
which are both well-defined, independently of the choice of trivialisation and subordinated partition of unity. When A is trace-class, namely when the order of A has real part smaller than −n, then Proof. We refer to [Wo84, KV94] for the existence of Res and TR. The pointwise residue Res x vanishes on operators with smooth kernels and the pointwise canonical trace TR x vanishes on operators with smooth kernel supported outside the diagonal. Consequently, only A 0 := supp χ i ∩supp χ j ∅ χ i Aχ j arises in (51) and (52).
2.1.3.
Characterisation of local linear forms on operators. As before, π : E → M denotes a rank k-complex vector bundle over a closed n-dimensional manifold M.
Definition 2.3. We call a Σ-class (Σ-for symbol) any class Σ(M, E) ∈ Ψ cl (M, E) of classical pseudodifferential operators such that
so that for an operator to belong to Σ is a condition on its symbol. Let Σ symb ⊂ CS(R n , gl k (C)) be the corresponding class of symbols so that We define a class of linear forms (by linear form on a Σ(M, E), we mean that Λ(αA + B) = αΛ(A) + Λ(B) for any scalar α and any operators A and B in Σ such that αA + B also lies in Σ) on a Σ-class Σ(M, E), which only detect the symbol of the operator. For this purpose, it is useful to introduce the corresponding class of scalar valued symbols
where tr x is the fibrewise trace on the group End(E x ) of endomorphisms of the fibre E x over the point x.
Definition 2.5. We call local any linear form Λ :
• and such that
for some linear form λ : Σ tr,symb → C, so that
Remark 2.6. The adjective "local" reflects the fact that the linear form Λ is the integral of a density
Example 2.7. The Wodzicki residue on integer order classical operators (resp. the canonical trace on non-integer order classical operators) are local.
In the remaining part of this paragraph, Σ(M, E) ⊂ Ψ cl (M, E) is a Σ-class of operators which is closed for the Fréchet topology of classical pseudodifferential operators of fixed order (see e.g. [Pa12, p.117] and references therein). Lemma 2.9. Given a Σ-class Σ(M, E) ⊂ Ψ cl (M, E),
• the corresponding symbol class Σ symb is invariant under scaling ξ −→ t ξ for 0 < t < 1 and O n (R); • Given a local and continuous linear form Λ : Σ(M, E) → C, the associated linear form λ : Σ tr,symb → C on the corresponding class of scalar valued symbols is continuous, behaves covariantly under rescaling ξ −→ t ξ for any 0 < t < 1 and O n (R)-invariant.
Proof. We first observe that λ is continuous for the Fréchet topology on symbols of constant order as a result of the continuity of Λ. Let us deduce further properties of λ from the covariance of Λ.
(1) Since ω Λ (A)(x) defines a density, for any local diffeomorphism κ :
, where A U is a localisation of A in that chart. If A U has symbol σ, following the notations of [Pa12] , let κ * σ be the symbol of κ A U . The above covariance property for the form ω Λ translates to
for any local diffeomorphism κ : U → U. (2) Choosing U to be an open ball and κ = t R for any R ∈ O n (R) with 0 < t < 1, it follows from the invariance property (55), that the symbol class Σ symb is invariant and the linear form λ behaves covariantly under rescaling ξ −→ t ξ for any 0 < t < 1 as well as under isometric transformations.
In the following, continuity of local linear forms is defined with respect to the Fréchet topology of classical pseudodifferential operators of fixed order (see e.g. [Pa12, p.117] and references therein. We use this locality in an essential way to lift trace defect formulae. Here is an immediate corollary which uses the known traciality of the Wodzicki residue and the canonical trace on the appropriate classes of operators they are defined on.
Corollary 2.11. Any local continuous linear form on the class Ψ Z (M, E) of integer order classical pseudodifferential operators, resp. on the class Ψ Z (M, E), is a trace, resp. vanishes on brackets.
Trace defect formulae on closed manifolds and applications.
2.2.1. Trace defect formulae. We recall (without proof) useful trace defect formulae for the canonical trace of holomorphic families of classical pseudodifferential operators [KV94, PS07] . 
In particular, this holds if A(d j ) is a differential operator, in which case TR A(d j ) = 0 and we have
Remark 2.13. Actually, the derivatives A (d j ) are log-polyhomogeneous operators (see [Le99] and references therein) and formula (58) yields an extension of the Wodzicki residue to this particular operator, which differs from Lesch's graded residue. Corollary 2.14. For any smooth function φ and any invertible perturbation ∆+S as above, the Wodzicki residue sRes(φ log(∆ + S )) is well-defined and we have
Proof. This follows from Proposition 2.12 applied to the family A(z) = φ (∆ + S ) −z at z = 0, with the fibrewise trace replaced by the Z 2 -graded fibrewise trace.
Applying Corollary 2.14 to the constant 1-valued function φ yields the following formula for the index. 
taking the finite part at zero = − 1 2d sRes(log(∆ + χ {0} )) using (59).
2.3.
Trace defect formulae on coverings. Let as before, M be a (connected) closed Riemannian manifold and M a regular Γ-covering. Let π : E → M be a Hermitian vector bundle and E := π * E → M its pullback. Let A ∈ Ψ cl,Γ ( M, E) be a Γ-invariant classical pseudodifferential operator. Let x ∈ M, and σ(A)(x, ·) denote the symbol in a local trivialisation around x.
Since A is Γ-invariant, the residue Res x (A) dx and the canonical trace TR x (A) dx densities introduced in Section 2.1 define Γ-invariant densities, leading to the following definitions. Let F ⊂ X be a fundamental domain for the action of Γ on M. 
where K A stands for the Schwartz kernel of A.
Definition-Proposition 2.18.
(1) A Σ-class of operators Σ(M, E) ⊂ Ψ cl (M, E) lifts to the class of Γ-invariant operators
using the notation of (20).
(2) Any local linear form Λ : Σ(M, E) → C canonically lifts to a linear form Λ Γ : Σ Γ ( M, E) → C defined as
Remark 2.19. By construction local linear forms are constant on the horizontal lines of the diagramme in (3).
Proof. On an operator A 0 for some ε-local operator A 0 ∈ Σ(M, E), the Γ-invariant linear form is defined as Λ Γ (A) := Λ(A 0 ). This determines Λ Γ on Σ Γ ( M, E) since a local linear form is constant on ∼ diag -equivalence classes and we can set
This applies the canonical trace and the Wodzicki residue. 
. In other words, the residue and the canonical trace are constant along the horizontal lines of the diagramme (3) in the introduction.
Consequently, trace-defect formulae on closed manifolds recalled in Proposition 2.12 induce trace-defect formula on coverings.
Theorem 2.21. For any holomorphic family A(z) ∈ Ψ cl,Γ ( M, E) of classical operators parametrised by C with holomorphic order −qz + a for some positive q and some real number a,
(1) the map z → TR Γ (A(z)) is meromorphic with simple poles d k := a+n−k q , k ∈ Z ≥0 , (2) the complex residue at the point d k is given by
) and the constant term in the meromorphic expansion of TR Γ (A(z)) at d k is
is a differential operator, this reduces to ∼ , and we have
(1) then follows from the meromorphicity and the structure of the poles {d k , k ∈ Z ≥0 } of TR(A(z)) discussed in Proposition 2.12. Similarly, (63) follows from (56) combined with (see Proposition 2.12)
To prove (3) we assume that A(d k ) has a well-defined canonical trace, in which case A(d k ) has a well-defined Γ-canonical trace. We apply (64) to the family A(z), which combined with (66) yields
Since the operator A (d k ) has a well-defined residue, the lifted derivative
∼ has a welldefined Γ-residue and we have Res
The fact that these statements depend only on the class [A(z)] diag and not on the representative follows from the fact that TR and Res are well defined on such classes. ∼ at zero has a smooth kernel, the map z → TR Γ (A(z)) − TR (A(z)) is holomorphic at 0 with
where as before, Tr Γ is defined in (62).
Proof. For some given positive ε, Definition 1.30 yields a family of ε-local operators
The explicit construction of these operators by means of an appropriate partition of unity shows that this family can be chosen holomorphic as a consequence of the holomorphicity of A(z). It then follows from Proposition 2.18 that
The operators B(z) := A(z) − A 0 (z)
∼ define a holomorphic family in Ψ cl,Γ ( M, E). It follows from the above that ∼ has a smooth kernel, then the operator B(0) has a smooth kernel and hence a vanishing Wodzicki residue. It then follows from (63) that the map z → TR Γ (B(z)) has a vanishing complex residue at zero, showing its holomorphicity at zero. The fact that B(0) has a smooth kernel also implies that it has a well-defined canonical trace which coincides with the ordinary Γ-trace Tr Γ (B(0)) and we have
Combining equations (69) and (70) yields (68). 2.4. Lifted spectral ζ-invariants. This section is devoted to applications of Formula (68) in Corollary 2.22. Let E be a hermitian vector bundle over a closed Riemannian manifold M, and let D be an essentially self-adjoint differential operator in Ψ(M, E). Then ∆ := D 2 is a non-negative essentially self-adjoint operator. For any ε > 0, let Q ε (∆) be a weight as defined in (35) and for a measurable function h on on a contour Γ π around the ray
for some positive δ, let h(Q ε (∆)) be defined by (37). Similarly, we consider h(Q ε ( ∆)) with Q ε ( ∆) defined by (43). In the specific case when h is polynomial, then h(∆) is a well-defined differential operator, which lifts to h(∆)
Let h be a measurable function h on a contour Γ π around the ray R π =]−∞, 0], satisfying (71) for some positive ∆, we set h ε (∆) := h(Q ε (∆)) and h ε ( ∆) := h(Q ε ( ∆)). For any A ∈ Ψ cl (M, E) and any weight Q ∈ Ψ cl (M, E) , the family A(z) := A Q −z is a holomorphic perturbation of A and the spectral ζ-function (or Q-regularised trace of A)
defines a meromorphic map on C with a known countable set of simple poles. Similarly, for any A ∈ Ψ Γ ( M, E) and any weight Q ∈ Ψ Γ ( M, E), using (50) we define the holomorphic perturbation A(z) := A Q −z of A and thanks to Theorem 2.21, we know that the spectral ζ-function (or Q-regularised trace of A)
is meromorphic with a known countable set of simple poles. So we can take the finite parts of the Laurent expansions at zero and build (with some abuse of notation) spectral ζ-invariants
Take for ε > 0
Remark 2.23. Recall from Remark 1.13 that whereas the equivalence relation ∼ is stable under products of operators, the equivalence relation ∼ diag is not.
In particular, we do not a priori expect the regularised trace ζ A ε (D),Q ε (∆) (0) to coincide with the regularised Γ-trace ζ A ε ( D),Q ε ( ∆) (0), which involves the product P( D) h ε ( ∆) Q ε ( ∆) −z . The following theorem nevertheless relates the two regularised traces.
Theorem 2.24. Let ε > 0. With the above notations
is holomorphic at zero.
• There is some positive α, and an α-local operator
has a smooth kernel and hence a well-defined trace
• Spectral ζ-invariants canonically lift to the covering. In other words, when h ≡ 1, identity (75) amounts to the coincidence of the zeta-regularised trace and its lifted counterpart:
• The above statements extend to super-regularised traces for operators acting on sections of a Z 2 -graded bundle, replacing the canonical trace TR by a Z 2 -graded canonical tace sTR and correspondingly ζ− functions by Z 2 -graded ζ− functions sζ A,Q (z) := sTR(A Q −z ).
Proof. The operators Q ε (∆) −z , resp. Q ε ( ∆) −z built from complex powers define holomorphic families on M, resp. M and hence so do the operators
−z define homolorphic families on M, resp. M, to which we want to apply Corollary 2.22. To simplify notations, we drop the index ε and the operator D from the notation, setting B(z) := B ε (z)(D) and B(z) := B ε (z)( D). With these notations
On the one hand and as in Corollary 2.22, we build a ε-local holomorphic family B 0 (z) ∈ [B(z)] diag . In particular, the operator B 0 :
So, on the one hand its lift B 0 has symbol
∼ . On the other hand,
∼ . Consequently, using again the locality of as in Lemma 1.39, we find that the operator B(0) has the same symbol as B 0
as a result of which it is Γ-trace-class and therefore has a well-defined Γ-trace Tr Γ B(0) − B 0 (see 62). Applying Corollary 2.22 yields the holomorphicity at z = 0 of the map in (77) Replacing TR by its Z 2 -graded analog sTR yields the last assertion. .
2.4.1. The L 2 -Atiyah index theorem revisited. We apply the above construction to a hermitian Z 2 -bundle E = E + ⊕ E − over a closed Riemannian manifold M, so that its pull-back
is a Γ-invariant elliptic differential operator of positive order d to which we apply the above constructions. Even though the kernels {s ∈ C ∞ c ( M, E), D ± s = 0} are not necessarily finite dimensional, their closures K D ± are finitely generated Γ-modules and hence isometrically Γ-isomorphic to Hilbert Γ-subspaces of the Hilbert space 2 (Γ) n for some positive integer n, which can be represented by idempotent matrices P ± = (p
where e ∈ CΓ is the element with all components zero outside the first one which is one and the
The Γ-Wodzicki residue and the Γ-canonical trace extend in a straightforward manner to a Z 2 -graded Wodzicki residue sRes Γ and a Z 2 -graded canonical trace sTR Γ .
Corollary 2.25. With the notation of (78), log(Q ε ( ∆)) has a well-defined (super) Γ-residue and we have
Proof. By Corollary 2.15, the index is a Z 2 -graded regularised trace of the identity: ind(D + ) = sTR Q ε (Id) and similarly, independently of ε > 0, we have
taking the finite part at zero 
Proof. The statement is a straightforward consequence of Theorem 2.24 applied to P(x) = x and h(x) = x 2.5. Invariants built from geometric operators. Let F → X be a vector bundle over a Riemannian manifold (X, g). We assume that X is spin and F = S ⊗ W where S is the spinor bundle and W an auxillary bundle equipped with a connection ∇ W . This way, F can be equipped with a connection ∇ F := ∇ ⊗ 1 + 1 ⊗ ∇ W , where ∇ is the Levi-Civita connection on S . Following Gilkey's notations [Gi95, Formula (2.4.3)], for a multi-index α = (α 1 , · · · , α s ) we introduce formal variables g i j/α := ∂ α g i j for the partial derivatives of the metric tensor g on the manifold X and similarly ω i/α := ∂ α ω i for the connection ω on the external bundle. Let us set ord g i j/α = |α| = α 1 + · · · + α s ; ord(ω i/β ) = |β|. Inspired by Gilkey [Gi95, Formulae (1.8.18) and (1.8.19)] and following [MP] we set the following definition.
Definition 2.27. Let A ∈ Ψ cl (X, F) be a classical (resp. a log-polyhomogeneous -see [Le99] and references therein-) operator of order a with symbol σ(A) ∼ ∞ j=0 σ a− j (A)(ξ) (resp. σ(A)(ξ) ∼ k =0 ∞ j=0 σ a− j, (A) log |ξ|) with σ a− j (A)(ξ) (resp. σ a− j, (A)(ξ)) homogeneous of degree a − j for |ξ| ≥ 1. We call A geometric, if in any local trivialisation, the homogeneous components σ a− j (A) (resp. σ a− j, (A) for any ∈ {0, · · · , k}) are homogeneous of order j in the jets of the metric and of the connection.
In particular, a differential operator A = |α|≤a c α (x) ∂ α x is geometric if c α (x) is homogeneous of degree j = a − |α| in the metric and the connection on the auxillary bundle. The Laplace-Beltrami operator (resp. the Dirac operator) associated with the metric g (resp. and the connection on W) are geometric differential operators. More generally, the Laplace operator (resp. Dirac operator) associated with the connection ∇ F are geometric differential operators. Proof. Since ∼ preserves symbols and symbols lift to the covering (see (34)), we have
The fact that the operator A is geometric amounts to the components σ a− j, (A) being homogeneous of degree j in the jets of the metric and the connection. Its lift σ (A) obeys the same conditions w.r.t to the metric g and the connection ∇ W on the covering and hence so does σ (A), which shows that A is geometric.
The results of [MP] Then A(z) is geometric and if both A(0) and A(0) are differential operators, (1) for any x ∈ M, the residue densities defined in (61)
is the integral of densities generated by Pontrjagin forms on the fundamental domain and Chern forms on the auxillary bundle.
Remark 2.30. In (61) the residue densities are defined for classical pseudodifferential operators whereas A (0) is a log-polyhomogeneous operator (see e.g. [Le99] and references therein) but it follows from the previous results that they extend to derivatives A (0) whenever A(0) is differential.
Proof. In order to get identities on the level of densities, we need to apply the above results to families φ A(z) for any Γ-invariant function φ on M.
(1) Since A(0) and A(0) are differential operators, we know that φ A (0) and φ A (0) (which are not classical operators) have well defined Wodzicki residue. The fact that the Wodzicki residue canonically lifts to coverings (Proposition 2.18) applied to φ A (0) then yields for any smooth
from which we deduce the identity on the level of densities:
(2) The second statement follows from combining (65) which relates the finite part of the canonical trace to the residue applied to φ A(z) for any Γ-invariant function φ on M, with Gilkey's theory of invariants [Gi95, Theorem 2.6.2] since P g,∇ W n,n,n is a polynomial in the 2-jets of the metric and the one jets of the auxillary connection.
Consequently, ζ-spectral invariants for geometric operators can be written as integrals of densities generated by Pontrjagin forms on the underlying manifold and Chern forms on the auxillary bundle.
Corollary 2.31. With the notations of (76), the spectral zeta invariants
can be written as integrals of densities generated by Pontrjagin forms on the underlying manifold and Chern forms on the auxillary bundle.
Proof. This follows from applying Theorem 2.29 to the families
Appendix A. Pseudodifferential operators on open subsets of R n
We review known results following [Sc10, Ta81] , thus fixing the notation needed in the paper. Let U ⊂ R n be an open subset and k ∈ N.
Definition A.1.
• For any m ∈ R, let S m (U × R n , gl k (C)) be the set of functions σ ∈ C ∞ U × R n , gl k (C) such that
where · is the supremum norm on gl k (C), • For any m ∈ C, let S m cl (U, C k ) be the space of classical symbols, i.e. the set of symbols σ ∈ S (m) (U×R n , gl k (C)) such that there exists σ m− j = σ m− j (x, ξ) in C ∞ U × R n \ {0}, gl k (C) , j = 0, 1, 2, . . . with σ m− j positively homogeneous of degree m− j with respect to ξ obeying the following relation σ(x, ξ) ∼ ∞ j=0 σ m− j (x, ξ) i.e., for an excision function χ(ξ) around zero (By an excision function around a point we mean a smooth function on R which vanishes in a neighborhood of the point and is one outside a ball of radius one centered at this point) and any positive integer N,
) the space of smoothing symbols on U.
Remark A.2. For any m ∈ C, the relation
defines an equivalence relation on S m cl (U × R n , gl k (C)). By Schwartz's kernel theorem, to a continuous linear operator A :
(1) For any m ∈ R (resp. for any m ∈ C), a continuous linear operator
is pseudodifferential (resp. a classical pseudodifferential operator) of order m if it its kernel is an oscillatory integral of the type:
where the amplitude a(x, y, ξ) lies in the symbol space
The operator Op(σ) is called classical if σ is.
Remark A.4.
(1) Given a symbol σ ∈ S m (U × R n , gl k (C)), the kernel K(x, y) of the operator Op(σ) defines a tempered distribution in x − y, if moreover σ ∈ S −∞ (U × R n , gl k (C)), then K(x, y) is smooth on U × U.
(2) Conversely [EKS99, Comments following Th.1], any smooth kernel K on U ×U is the kernel of a pseudodifferential operator with amplitude a(x, y, ξ) := (2π) n K(x, y) e −i x−y,ξ ψ(ξ), where ψ is a smooth function with compact support in R n such that R n ψ(ξ) dξ = 1. The amplitude a(x, y, ξ) lies in S −∞ (U × R n , gl k (C)) since it is smooth in (x, y) and has compact support in ξ.
The operator Op(σ) is a properly supported (see e.g. [Ta81, Def. 3.6]) pseudodifferential operator, a concept we now recall; recall that the support of a distribution is the complement of the set on which the distribution vanishes.
is properly supported if, for any compact K ⊂ U, its support has compact intersection with K × U and U × K or equivalently, if the restriction to the support of T of the two canonical projection maps U × U → U mapping (x, y) to x and y respectively are proper maps (i.e., the preimage of a compact set is compact); (2) an operator A :
is properly supported if its Schwartz kernel is. Remark A.6. Properly supported pseudodifferential operators stabilise C ∞ c (U, C k ) and are therefore composable.
Proposition A.7. For any m ∈ R (resp. m ∈ C), the linear operator A :
is a (resp. classical) pseudodifferential operator of order m if and only if it is of the form
where
) and S (A) is an operator with a smooth kernel supported outside the diagonal of U.
Proof. An operator of the form Op(σ) for some σ ∈ S m (U × R n , gl k (C)), m ∈ R, is a pseudodifferential operator of order m with amplitude a(x, y, ξ) = σ(x, ξ). On the other hand, by Remark A.4 2), any smooth kernel has an amplitude which lies in S −∞ (U × U × R n , gl k (C)). Combining these two facts, we conclude that any operator A of the form (86) is a psedudodifferential operator of order m; it is classical if its symbol σ(A) is classical. Conversely, let A be a (resp. classical) pseudodifferential operator of order m. Let ε > 0 and χ ε be a smooth function with support containing the diagonal ∆ U := {(x, x) ∈ U ×U} such that χ ε is identically one on {m ∈ U × U : d(m, ∆ U ) ≤ ε 2 } and identically zero on {m ∈ U × U : d(m, ∆ U ) ≥ ε}. We split the Schwartz kernel K A of A accordingly
Both projection maps supp(χ ε ) → U are proper, so χ ε K A is properly supported and corresponds to the kernel of some pseudodifferential operator Op(σ A ) with symbol σ(A)(x, ξ) = e −i x,ξ A e i x,ξ in S m (U × R n , gl k (C)) (see e.g. [Ta81, Thm. 3.8], [Sc10, (1.5.3.8)] and the comments that follow). The kernel (1 − χ ε )K A is smooth and supported outside the diagonal ∆ U .
This leads to the following definition.
Definition A.8.
• For any m ∈ R, let Ψ m (U, C k ) is the class of all linear operators A : (86), with symbol σ A ∈ S m (U, gl k (C)) and S (A) an operator with a smooth Schwartz kernel
denote the space of smoothing operators, those whose symbols lie in S −∞ (U, gl k (C)).
Let us state an easy yet very useful result, the proof of which we omit here, referring the reader to any classical textbook on pseudodifferential operators.
Corollary A.9. For any m ∈ R (resp. m ∈ C), the sets Ψ m (U, C k ) (resp. Ψ m cl (U, C k )) are stable under summation A → A + R with an operator R whose kernel is smooth. Moreover, the relation A ∼ B ⇐⇒ A − B has a smooth kernel (87)
defines an equivalence relation on Ψ m (U, C k ) (resp. Ψ m cl (U, C k )) and for any two elements
Whereas differential operators are local, pseudo-differential operators are not local for they smear out the supports of the sections on which they act. However, they are pseudo-local in so far as they do not smear out their singular supports. The following definition captures some features of pseudo-locality. Remark A.12. C-local operators are properly supported.
Example B.2. Take Γ = Z n . The Fourier transform gives an isometric Z n -equivariant isomorphism 2 (Z n ) → L 2 (T n ), where T n is the n-dimensional torus. Therefore NZ n coincides with the commutant L(L 2 (T n )) Z n of the Z n -action on L 2 (T n ), and one obtains an isomorphism NZ n L ∞ (T n ). Definition B.3.
(1) The Kaplansky trace, also called Γ-trace on NΓ is the linear form tr Γ : NΓ → C defined as tr Γ (a) = a e, e = a e , where a = g∈Γ a g g and e ∈ CΓ is the element with all components zero outside the first one which is one. (2) The Γ-dimension of a finitely generated Γ-module V represented by an idempotent matrix P = (p i j ) ∈ gl n (NΓ) is
tr Γ (p ii ) = tr Γ tr gl n (C) (P) , where tr gl n (C) is the matrix trace given by the sum of the diagonal elements of the matrix with complex entries. (3) More generally, the Γ-trace extends to any operator T ∈ End NΓ (V) B(V) ⊗ NΓ by tr Γ (T ) := tr Γ tr gl n (C) (T P) .
Example B.4. The Kaplansky trace on NZ n L ∞ (T n ) is given by the integration map against the canonical volume measure on the flat torus:
Let M be a closed manifold with π 1 (M) = Γ, let π : M → M be a universal covering of M, with Γ acting on the right by deck transformations. Then 2 (Γ) is a finite type NΓ-module for 2 (Γ) (NΓ) 2 , the L 2 -closure of NΓ. More generally, we have Lemma B.5. Let M be a Γ-covering of M. The bundle H → M defined by
is a flat bundle of finitely generated projective NΓ-modules.
Proof. This follows from the fact that the left Γ-action and the right NΓ-action on 2 (Γ) commute so H := M × Γ 2 (Γ) is a finitely generated projective bundle of (right) NΓ-Hilbert modules over M. Moreover, H is endowed with a flat structure since the transition functions are locally constant.
There is a well known dictionary between the space of L 2 -sections of E on M and the sections of the bundle E twisted by H, for which we refer for example to [Sc05, 7.5] or [PS07, Prop. E.6] for full details.
Let us first recall that the space C c ( M, E) is a right CΓ-module with structure given by (ξ · s)(x) = g∈Γ (R * g ξ)(x)s(g −1 ), where R * g denotes the pullback map, s is in CΓ and ξ ∈ C c ( M, E). By completion, this endows L 2 ( M, E) with the structure of right NΓ-module. wherex is an arbitrary lift of x ∈ M, and E γx is identified with E x .
The map s →ŝ = Φ(s) identifies {s ∈ C ∞ c ( M, E) | γ |s(γx)| 2 < ∞} with C ∞ (M, E ⊗ H). It extends to an isometry Φ : L 2 (M, E) → L 2 (M, E ⊗ H) of NΓ-Hilbert modules.
Example B.7. To the universal covering π : R n → T n with fundamental group Z n corresponds the finitely generated projective bundle H := R n × Z n 2 (Z n ) of (right) L ∞ (T n )-Hilbert modules over T n . In this correspondence, L 2 -functions on R n are viewed as L 2 -sections of the bundle H over T n via the map which sends f tof : x → γ∈Z n f (γπ −1 (x)) ⊗ [π −1 (x), γ]. This induces an isometry
which sends { f ∈ C ∞ (R n ) : γ∈Z n | f (γx)| 2 < ∞ ∀x ∈ R n } to C ∞ (T n , H). 
locally on an evenly covered neighborhood U of x ∈ M, with lift U an open set such that π U is a diffeomorphism, so that U y → [ỹ, γ] is a flat section of H for all γ ∈ Γ.
The following proposition is proved in [Sc05] (see also [BP09, Proposition 3.12]). We sketch the proof in this appendix for the sake of completeness. Proof. Relation (1) follows from (91) and hence (2) follows observing that since the unitary equivalence of the self-adjoint unbounded operators D and D H implies the same property for all bounded measurable functions of the latter, using functional calculus.
where U g : C ∞ (G s(g) , r * (E)) → C ∞ (G r(g) , r * (E)) is (U g f )(g ) := f (g g). The support of a family A is is a subset of {(g, h) ∈ G × G, s(g) = s(h)} defined as The algebra of G-pseudodifferential operators (resp. classical G-pseudodifferential operators in the sense of Vassout) consists of two building blocks: a) an algebra Ψ cpt (G, E) whose elements are smooth (The degree of regularity can be chosen according to the needs) families A = (A x ) x∈M where A x is a (resp. classical) pseudodifferential operator acting on C ∞ c (G x , r * (E)), such that A is G-invariant and compactly supported b) an algebra Ψ −∞ (G, E) of smoothing operators defined by means of a scale of Sobolev modules H s (W), s ∈ R, on the groupoid C * -algebra [Vas06, Proposition 4.2.5] as the intersection
of the spaces of linear maps which take a Sobolev module H s (W) to another Sobolev module H t (W). Definition C.2. A (resp. classical) pseudodifferential operator in the sense of [Vas06] consists of a sum A = A 0 + S (A), A 0 ∈ Ψ cpt (G, E), S (A) ∈ Ψ −∞ (G, E), (resp. with A classical). The linear space generated by (resp. classical) pseudodifferential operators of order m ∈ R (resp. m ∈ C) is denoted by Ψ m (G, E) (resp. Ψ m cl (G, E)) and the whole algebra generated by such operators by Ψ(G, E) (resp. Ψ cl (G, E)). Each fibre G x := s −1 (x) can be identified to M via the map
wherex 0 is a fixed element in π −1 (x). The identification of G x with M is unique up to the action of Γ. Given a family A = (A x ) x∈M , the G-invariance condition (92) implies that A x is Γ-invariant. Hence the family A can be identified with a Γ-invariant operator on M. 
