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Abstract
Particle number violating interactions wash out the primordial asymmetry of particle number
density generated by some interaction satisfying Sakharov conditions for baryogenesis. In this
paper, we study how the primordial asymmetry evolves in time under the presence of particle
number violating interactions and in the environment of expanding universe. We introduce a
complex scalar model with particle number violating mass terms and calculate the time evolution
of the particle number density with non-equilibrium quantum field theory. We show how the time
evolution of the number density depends on parameters, including the chemical potential related
with the particle number, temperature, size of the particle number violating mass terms, and the
expansion rate of the universe. Depending upon whether the chemical potential is larger or smaller
than the rest mass of the scalar particle, behaviors of the number density are very different to
each other. When the chemical potential is smaller than the mass, the interference among the
contribution of oscillators with various momenta reduces the number density in addition to the
dilution due to the expansion of universe. In opposite case, the oscillation of the particle number
density lasts for a long time and the cancellation due to the interference does not occur.
1
I. INTRODUCTION
Exploring the origin of the matter and anti-matter asymmetry of our universe, its pro-
duction mechanism and time evolution are very important issues. In many scenarios of
baryogenesis [1] [2] and leptogenesis [3], baryon number (B) and lepton number (L) interac-
tions are required so that the primordial asymmetry of the particle number can be generated.
After it is generated, the particle number violating interactions must be frozen. Otherwise,
the primordial asymmetry created will be washed out. In this regards, in the context of
leptogenesis [3], there are studies of the effect ∆L = 2 operator of the mass dimension 5
on the primordial B
3
− Li (i = e, µ, τ) asymmetries. If the coefficient of the operator is too
large, the primordial asymmetries will be completely washed out. Since the same operator
generates the Majorana mass matrix for light neutrinos at low energy, constraints on its
elements are obtained from the condition that a leptogenesis scenario succeeds. One can
also argue whether they are compatible with neutrino masses, lepton mixing matrix, and
the experimental limit on the neutrino-less double beta decay rate [4].
We introduce a scalar model with particle number violating mass terms to investigate
the time dependence of the particle number density in expanding universe, where the scale
factor has arbitrary time dependence. In numerical study, we focus on the case that the
scale factor grows exponentially and study how a given initial particle number asymmetry
evolves under the influence of the particle number violating mass terms and the expansion.
The scalar field is written in terms of a complex Klein Gordon field and one can identify the
time component of U(1) current as a particle number density. Baryogenesis with a complex
field has been discussed in several literatures [5], [6], [7], where the time derivative of the
phase of the scalar is identified with the baryon number density.
We adopt the non-equilibrium field theory which has been developed in the literatures
[8],[9], [10],[11],[12], [13] so that one can study the time evolution of the expectation value of
the particle number density. We employ functional method since one can naturally extend
the present study so that interactions and condensates are incorporated. The present work,
therefore, serves as a starting point when we include interactions besides the terms quadratic
with respect to the field. Despite of no interactions beyond quadratic terms, under the envi-
ronment of the expanding universe, the initial condition with non-zero asymmetry and the
particle number violating mass terms lead to non-trivial time evolution of the particle and
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anti-particle asymmetry. In the expectation value, the weight of each state is specified by
a density matrix. The density matrix is written with the grand canonical form and it is
specified with temperature and chemical potential. The functional form for the density ma-
trix with non-zero chemical potential is constructed explicitly. In our study, the primordial
asymmetry of the particle number density is given by choosing the value and the sign of the
chemical potential.
We derive formulae for the expectation value of the particle number density in an analytic
form. For exponentially expanding universe, the formulae are written with Hankel functions.
The various limiting cases, e.g., the case of the vanishing and/or small expansion rate and the
case for vanishing particle number violating mass, etc., can be easily obtained. In numerical
study, one can change the coefficient of the particle number violating mass term and the
expansion rate of the universe. One can also change initial conditions by specifying the
temperature and the chemical potential in the density matrix. Therefore, in an unified way,
one can study its time evolutions for the cases with different sets of parameters.
The paper is organized as follows. In section II, Lagrangian for the scalar model is given.
The initial density matrix is also specified. In section III, using a two particle irreducible
effective action, we solve the Schwinger Dyson equation for Green functions and obtain the
particle number density at arbitrary time. In section IV, we present the numerical results
and section V is devoted to summary. In appendix A , the derivation of particle number
density for small expansion rate is given and in appendix B, that for the vanishing limit of
the particle number violating mass term is obtained.
II. THE COMPLEX SCALAR MODEL WITH U(1) BREAKING
We start with a complex scalar model including a soft U(1) symmetry breaking mass
term. The time component of the U(1) current is a particle number density,
S =
∫
d4x
√−gL,
L = gµν∇µφ∗∇νφ+ B
2
2
(φ2 + φ∗2)
− m2φ|φ|2 + (
α2
2
φ2 + h.c.)R + α3|φ|2R. (1)
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U(1) breaking terms are denoted with their coefficients ; B and α2. The metric gµν is given
by that of Friedmann Robertson Walker,
gµν = (1,−a(t)2,−a(t)2,−a(t)2). (2)
The Riemann curvature is given as R = 12H2 with H = a˙
a
. When α2 and B are real
parameters, the mass eigenstates of the scalar are the real part and the imaginary part of
the complex scalar φ. By decomposing it into a real part φ1 and an imaginary part φ2 as
φ = φ1+iφ2√
2
, their masses are given as follows,
m˜1
2(x0) = m2φ − B2 − 12α3H2 − 12α2H2,
m˜2
2(x0) = m2φ +B
2 − 12α3H2 + 12α2H2. (3)
The current associated with U(1) transformation φ′ = φeiθ is [5],
jµ = i(φ
†∂µφ− ∂µφ†φ),
= φ1∂µφ2 − φ1∂µφ2. (4)
Next we study the density matrix which specifies the initial state. Since we have non-
vanishing primordial asymmetry of the particle number density, the statistical density matrix
has the following form with non-zero chemical potential,
ρ =
e−β(H0−µN)
tre−β(H0−µN)
, (5)
where H0 corresponds to the Hamiltonian obtained by taking the U(1) breaking terms and
curvature dependent terms turned off and N is a particle number operator defined as follows,
N =
∫
d3x
√−gj0. (6)
The expectation value of the U(1) current is written with the density matrix in Eq.(5).
〈jµ(X)〉 = tr(jµ(X)ρ). (7)
In section III, we compute the expectation value with the Green function of 2 PI (particle
irreducible) formalism. From the definition of the U(1) current in Eq.(4), the expectation
value defined in Eq.(7) can be written in terms of the Green function,
G1212(x, y) ≡ tr(φ2(y)φ1(x)ρ). (8)
The resulting formulae for the expectation value of the current is given as follows,
〈jµ(X)〉 = ( ∂
∂xµ
− ∂
∂yµ
)G1212(x, y)
∣∣∣
x=y=X
. (9)
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III. SCHWINGER DYSON EQUATION FROM 2 PARTICLE IRREDUCIBLE EF-
FECTIVE ACTION
In this section, we derive 2 PI effective action and obtain the Schwinger Dyson equations
for Green functions. By solving the Schwinger Dyson equations, we obtain an analytic form
for the expectation value of the current for the case that the scale factor of the universe of
arbitrary time dependence.
2 PI effective action in curved space time for O(N) theory is derived in [12] and the
method employed can be also applied to the present model. In 2 PI formalism, one first
introduces non-local source term denoted by K in addition to the usual local source term J .
eiW [J,K] =∫
dφei[S+i
∫ √−g(x)d4xcabJai φbi+ 12 ∫ d4xd4y
√
−g(x)cabccdφbi (x)Kacij (x,y)φdj (y)
√
−g(y)]. (10)
where cab is the metric of in-in formalism [13] and c11 = −c22 = 1 and c12 = c21 = 0.
The Legendre transformation ofW leads to the 2 PI effective action, which is a functional
of Green function.
Γ[G, φˆ, g] = S[φˆ, g] +
i
2
TrLnG−1 +
i
2
∫
d4x
∫
d4yMabij (x, y)G
ab
ij (y, x), (11)
where S and Mabij are given by,
S[φˆ, g] =
1
2
∫
d4x
√
−g(x)cab(gµν∇µφˆai∇νφbi − m˜2i φˆai φˆbi), (12)
iMabij (x, y) = −cabδij
√
−g(x)(∇µx∇xµ + m˜2j )δ4(x− y). (13)
The variation of the 2 PI effective action with respect to the scalar field φˆ leads to,
δΓ
δφˆai (x)
= −
√
−g(x)cab{J bi (x) + ccd
∫
d4z
√
−g(z)Kbcil (x, z)φˆdl (z)}, (14)
and one obtains the following equation of motion for the scalar field φˆi.
cab(gµν∇µ∇ν + m˜2i )φˆbi = cab{J bi (x) + ccd
∫
d4z
√
−g(z)Kbcil (x, z)φˆdl (z)}. (15)
When the single source term J vanishes, the equation of motion for φˆ is homogeneous and
linear with respect to φˆ. Therefore φˆ = 0 is a solution in this case. The variation of the 2
PI effective action with respect to Green function G is the source term K,
δΓ
δGabij (x, y)
= −1
2
caccbd
√
−g(x)Kcd(x, y)ij
√
−g(y). (16)
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Eq.(16) leads to two differential equations,
(∇µx∇xµ + m˜2m)Gabmn(x, y) = −i
1√−g(x)cabδmnδ(x− y)
+
∫
d4zKacml(x, z)
√
−g(z)ccdGdbln(z, y),
(∇µy∇yµ + m˜2n)Gabmn(x, y) = −icabδmnδ(x− y)
1√−g(y)
+
∫
d4zGacml(x, z)c
cd
√
−g(z)Kdbln (z, y). (17)
The non-local source term K is related to the functional representation of the initial density
matrix ρ introduced in Eq.(5) [13],
〈φ1|ρ|φ2〉 = C exp[ i
2
∫ ∫
d4xd4y
√
−g(x)cabφbi(x)Kacij (x, y)ccdφdj (y)
√
−g(y)], (18)
where C is a normalization factor and is determined so that the density matrix is normalized
as trρ = 1. K is non-zero only if both x0 and y0 are the initial time. The resulting K has
the following form,
Kabij (x, y) = −iδ(x0)δ(y0)κabij (x− y), (19)
where κ specifies the space dependent part. Since it is invariant under translation, one can
carry out the Fourier transformation on it.
κ(x) =
∫
d3k
(2π)3
κ(k)e−ik·x. (20)
Let us derive the functional representation for the density matrix of Eq.(5) and determine
κ.
〈φ1| exp(−β(H0 − µN))|φ2〉 = exp(βµNˆ)〈φ1| exp(−βH0)|φ2〉 (21)
Note that φa (a = 1, 2) represents two components scalars.
φa =

φa1
φa2

 . (22)
We assume that the particle number violating term B2 turned on when the universe begins
to expand at x0 = 0. The initial value for the scale factor is a0. Since the Hamiltonian
H0 and the particle number N commute with each other, the exponential factors in the
6
grand canonical distribution function are factorized as shown in Eq.(21). Nˆ is a functional
derivative acting on φ1 and corresponds to the number operator in Eq.(6).
Nˆ =
∫
d3xa30j
0 = −i
∫
d3x
(
φ12
δ
δφ11
− φ11
δ
δφ12
)
. (23)
We first investigate the functional representation for the density matrix with zero chemical
potential.
〈φ1| exp(−βH0)|φ2〉 =
∫
φ(u=β)=φ1,φ(u=0)=φ2
dφ exp(−SE)
= C0 exp(−Sµ=0Ecl [φ1, φ2]). (24)
where SE is a Euclidean action for the complex scalar field and S
µ=0
Ecl is the one for the
classical trajectory with the boundary conditions at the Euclidean time u = 0 and u = β.
C0 is a constant. Explicitly SE is given as,
SE =
∫ β
0
du
∫
d3xa30
[∂φ†
∂u
∂φ
∂u
+
∇φ† · ∇φ
a20
+m2φφ
†φ
]
. (25)
and Sµ=0Ecl becomes,
S
µ=0
Ecl [φ
1, φ2] = −a
6
0
2
∑
i,j=1,2
∫
d3k
(2π)3
φbi(k)c
abccdκ0acij (−k)φdj (−k). (26)
κ0 represents κ defined in Eq.(20) for the zero chemical potential case. One can find,
κ011ij (−k) = κ022ij (−k) = −
1
a30
ω(k) cosh βω(k)
sinh βω(k)
δij,
κ012ij (−k) = κ021ij (−k) = −
1
a30
ω(k)
sinh βω(k)
δij , (27)
where ω(k) =
√
k2
a2
0
+m2φ. To obtain the functional representation of the density matrix
for non-zero chemical potential, one notes the action of exp(µβNˆ) generates O(2) rotation
among φ1, φ2 with a complex angle iµβ,
exp(µβNˆ)

φ11
φ12

 = O(iµβ)

φ11
φ12

 , (28)
where O(iµβ) is a rotation matrix,
O(iµβ) =

 coshµβ −i sinh µβ
+i sinh µβ coshµβ

 . (29)
7
Therefore the action of exp(µβNˆ) replaces φ1 with O(iµβ)φ1. The resulting functional
representation of the density matrix for non-zero chemical potential is,
< φ1| exp(−β(H0 − µN))|φ2 > = < O(iµβ)φ1| exp(−βH0)|φ2 >
≡ C exp(−Sµcl[φ1, φ2]), (30)
where,
S
µ
cl[φ
1, φ2] = Sµ=0cl [O(iβµ)φ
1, φ2]
= −a
6
0
2
∑
i,j=1,2
∫
d3k
(2π)3
φbi(k)c
abccdκacij (−k)φdj (−k). (31)
κ for non-zero chemical potential is given as,
κ11ij (−k) = κ22ij (−k) = −
1
a30
ω(k) coshβω(k)
sinh βω(k)
δij ,
κ12ij (−k) = −
1
a30
ω(k)
sinh βω(k)
OTij(iµβ),
κ21ij (−k) = −
1
a30
ω(k)
sinh βω(k)
Oij(iµβ). (32)
The normalization factor C can be determined by the condition Tr(ρ) = 1.
< φ1|ρ|φ2 >= exp(−S
µ
cl[φ
1, φ2])∫
dφ1dφ2 exp[−Sµcl[φ, φ]]
, (33)
where,
S
µ
cl[φ, φ] = a
3
0
∫
d3k
(2π)3
ω(k)(cosh βω(k)− cosh βµ)
sinh βω(k)
φi(k)φi(−k)
=
1
2
∫
d3xd3yφi(x)D(x− y)φi(y), (34)
with D(r) defined as,
D(r) = 2a30
∫
d3k
(2π)3
ω(k)(cosh βω(k)− cosh βµ)
sinh βω(k)
exp(−ir · k). (35)
The functional representation of the density matrix in Eq.(33) is used for obtaining the
initial condition of the Green functions which are needed to solve the differential equations
of Eq.(17). The Green function at x0 = y0 = 0 is defined as,
Gabij (x, x
0 = 0,y, y0 = 0) = Tr[φˆj(y)φˆi(x)ρ],
=
∫
dφ1dφ2φj(y)φi(x) exp[−Sµcl[φ, φ]]∫
dφ1dφ2 exp[−Sµcl[φ, φ]]
, (36)
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and it can be computed with the generating functional,
W [J ] =
∫
dφ1dφ2 exp[−Sµcl[φ, φ] +
∫
d3xJi(x)φi(x)]∫
dφ1dφ2 exp[−Sµcl[φ, φ]]
,
= exp
[1
2
∫
d3xd3yJi(x)D
−1(x− y)Ji(y)
]
. (37)
Differentiating W [J ] with the source term twice, one obtains,
Gabij (x, x
0 = 0,y, y0 = 0) =
δ2W [J ]
δJi(x)δJj(y)
∣∣∣∣∣
J=0
= D−1(x− y)δij , (38)
where D−1(x− y) satisfies∫
d3yD(x− y)D−1(y− z) = δ3(x− z). (39)
The Fourier transformation of D(x− y) and its inverse D−1(x− y) are,
D(k) = 2a30ω(k)
coshβω(k)− cosh βµ
sinh βω(k)
,
D−1(k) =
1
2a30ω(k)
[ sinh βω(k)
cosh βω(k)− cosh βµ
]
. (40)
Next we define the Fourier transform of the Green functions,
Gabij (x, y) =
∫
d3k
(2π)3
Gabij (x
0, y0,k)e−ik·x. (41)
Using Eq.(39) and Eq.(40), we obtain the initial value of the Fourier transformation of the
Green function,
Gabij (x
0 = 0, y0 = 0,k) = δij
1
D(k)
,
= δij
1
2ω(k)a30
[ sinh βω(k)
cosh βω(k)− cosh βµ
]
. (42)
Since we obtain the initial condition of Green function, one can use it to solve the Schwinger
Dyson equations.
In Friedman Robertson Walker metric, the Laplacian is given as,
∇µ∇µ = ∂
2
∂x02
− 1
a(x0)2
∇ · ∇+ 3 a˙
a
∂
∂x0
(43)
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Therefore, the Fourier transformation of Green functions satisfy,
(
∂2
∂x02
+
k2
a(x0)2
+ m˜m(x
0)2 + 3H
∂
∂x0
)Gabmn(x
0, y0,k)
= −i c
ab
a(x0)3
δ(x0 − y0)δmn − iδ(x0)a30κacml(k)ccdGdbln(0, y0,k),
(
∂2
∂y02
+
k2
a(y0)2
+ m˜n(y
0)2 + 3H
∂
∂y0
)Gabmn(x
0, y0,k)
= −i c
ab
a(y0)3
δ(x0 − y0)δmn − iδ(y0)a30Gacml(x0, 0,k)ccdκdbln(k), (44)
To solve Eq.(44), we introduce Gˆ through the following equantion.
Gabmn(x
0, y0, k) =
(
a0
a(x0)
a0
a(y0)
) 3
2
Gˆabmn(x
0, y0, k). (45)
The differential equations are rewritten as,
(
∂2
∂x02
+
k2
a(x0)2
+mm(x
0)2)Gˆabmn(x
0, y0,k)
= −ic
ab
a30
δ(x0 − y0)δmn − iδ(x0)a30κacml(k)ccdGˆdbln(0, y0,k), (46)
(
∂2
∂y02
+
k2
a(y0)2
+mn(y
0)2)Gˆabmn(x
0, y0,k)
= −ic
ab
a30
δ(x0 − y0)δmn − iδ(y0)a30Gˆacml(x0, 0,k)ccdκdbln(k), (47)
where mm(x
0)2 = m˜m(x
0)2 − 9H2
4
− 3
2
dH
dx0
. In the following, we denote two independent
solutions of the homogeneous differential equation of Eq.(46) as fm(x
0) and gm(x
0).
(
∂2
∂x02
+
k2
a(x0)2
+mm(x
0)2)
{ fm(x0) = 0,
gm(x
0) = 0.
(48)
To solve the differential equations for Green functions, we introduce the following four by
four matrices.
Gˆ(x0, y0,k) =

Gˆ11(x0, y0,k) Gˆ12(x0, y0,k)
Gˆ21(x
0, y0,k) Gˆ22(x
0, y0,k)

 . (49)
where each Gˆij(x
0, y0,k) is given by a two by two matrix.
Gˆij(x
0, y0,k) =

Gˆ11ij (x0, y0,k) Gˆ12ij (x0, y0,k)
Gˆ21ij (x
0, y0,k) Gˆ22ij (x
0, y0,k)

 . (50)
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In this notation, c and κ are given as,
c =


1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1

 , κ =

κ11(−k) κ12(−k)
κ21(−k) κ22(−k)

 . (51)
where each κij(−k) is a two by two matrix and is given by,
κij(−k) =

κ11ij (−k) κ12ij (−k)
κ21ij (−k) κ22ij (−k)

 . (52)
Now let us solve Eq.(46) and Eq.(47). When x0 > y0, one first writes Gˆ(x0, y0) in terms of
Gˆ(x0, 0) and ∂Gˆ(x
0,y0)
∂y0
∣∣∣
y0=0
.
Gˆabmn(x
0, y0,k) = Gˆabmn(x
0, 0,k)ωn(y
0) +
∂Gˆabmn(x
0, y0,k)
∂y0
∣∣∣
y0=0
zn(y
0), (53)
∂Gˆabmn(x
0, y0,k)
∂y0
∣∣∣
y0=0
= −ia30Gˆacml(x0, 0,k)ccdκdbln(−k), (54)
Next we write G(x0, 0) with G(0, 0) as,
Gˆabmn(x
0, 0,k) = ωm(x
0)Gˆabmn(0, 0,k) + zm(x
0)
∂Gˆabmn(x
0, 0,k)
∂x0
∣∣∣
x0=0
, (55)
∂Gˆabmn(x
0, 0,k)
∂x0
∣∣∣
x0=0
= −ic
ab
a30
δmn − ia30κacml(−k)ccdGdbln(0, 0,k), (56)
where wn(x
0) and zn(x
0) are defined as,
wn(x
0) =
fn(x
0)g˙n(0)− gn(x0)f˙n(0)
fn(0)g˙n(0)− gn(0)f˙n(0)
,
zn(x
0) =
−fn(x0)gn(0) + gn(x0)fn(0)
fn(0)g˙n(0)− gn(0)f˙n(0)
. (57)
Using Eqs.(53-56), one can write Gˆ(x0, y0) in terms of Gˆ(0, 0) where Gˆ(0, 0) is obtained
in Eq.(42) in the previous section. To compute all components of Gˆ, one introduces the
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diagonal matrices w(x0) and z(x0),
w(x0) =


w1(x
0) 0 0 0
0 w1(x
0) 0 0
0 0 w2(x
0) 0
0 0 0 w2(x
0)

 , (58)
z(x0) =


z1(x
0) 0 0 0
0 z1(x
0) 0 0
0 0 z2(x
0) 0
0 0 0 z2(x
0)

 . (59)
Using them, one can write the solution Gˆ(x0, y0) for x0 > y0 as,
Gˆ(x0, y0,k) = (w(x0)− z(x0)ia30κc)G(0, 0,k)(w(y0)− icκa30z(y0))
− iz(x0) c
a30
(w(y0)− icκa30z(y0)). (60)
For x0 < y0, one can also write the solution in the matrix form similar to Eq.(60). The
result is,
Gˆ(x0, y0,k) = (w(x0)− z(x0)ia30κc)G(0, 0,k)(w(y0)− icκa30z(y0))
− i(w(x0)− z(x0)ia30κc)
c
a30
z(y0). (61)
By combining Eq.(60) with Eq.(61), one obtains,
G(x0, y0,k) =
(
a0
a(x0)
a0
a(y0)
) 3
2
[
(w(x0)− z(x0)ia30κc)G(0, 0,k)(w(y0)− icκa30z(y0))− z(x0)κz(y0)
− iθ(x0 − y0)z(x0) c
a30
ω(y0)− iθ(y0 − x0)ω(x0) c
a30
z(y0)
]
. (62)
Now we are ready to write all the Green functions explicitly. The diagonal elements, Gˆii
(i = 1, 2) are given as,
Gˆii(x
0, y0, k) =
(wi(x
0)wi(y
0) + ω(k)2zi(x
0)zi(y
0)) sinh βω(k)
2a30ω(k)(coshβω(k)− cosh βµ)

1 1
1 1


+
i
2a30
(wi(x
0)zi(y
0)− zi(x0)wi(y0))

ǫ(x0 − y0) −1
1 −ǫ(y0 − x0)

 , (63)
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where ǫ(x0 − y0) = θ(x0 − y0)− θ(y0 − x0). The off-diagonal ones, Gˆij(i 6= j) are given by,
Gˆ12(x
0, y0, k) =
sinh βµ
2a30(cosh βω(k)− cosh βµ)
(−z2(y0)w1(x0) + w2(y0)z1(x0))

1 1
1 1

 ,
Gˆ21(x
0, y0, k) =
sinh βµ
2a30(cosh βω(k)− cosh βµ)
(−z2(x0)w1(y0) + w2(x0)z1(y0))

1 1
1 1

 .
(64)
We also write G1212 explicitly,
G1212(x
0, y0,k) =
(
a0
a(x0)
a0
a(y0)
) 3
2 sinh βµ
2a30(cosh βω(k)− cosh βµ)
(−z2(y0)w1(x0) + w2(y0)z1(x0)).
(65)
Using the result, one can write the current density,
< j0(x
0) > =
(
a0
a(x0)
)3 ∫
d3k
(2π)3
sinh βµ
2a30(cosh βω(k)− cosh βµ)
[−w˙1(x0)z2(x0) + w1(x0)z˙2(x0)− w˙2(x0)z1(x0) + w2(x0)z˙1(x0)]. (66)
Now let us examine the solutions of homogeneous differential equations of Eq.(48) for the
case that the scale factor grows exponentially with respect to time,
a(x0) = a0 exp(Hx
0). (67)
The masses m˜m in Eq.(3) are independent of time and an analytic form for the Green
functions can be obtained. In this case one can introduce the conformal time [14],
η = − k
Ha(x0)
= − k
HeHx
0
. (68)
where we can set a(x0 = 0) = a0 = 1 without loss of generality. One finds the fm and gm
(m = 1, 2) satisfy the differential equation for Bessel function,
[ ∂2
∂η2
+
1
η
∂
∂η
+ 1 +
ρ2m
η2
]{ fm(η) = 0
gm(η) = 0,
(69)
where ρm (m = 1, 2) is given as,
ρm =
mm
H
, (70)
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ρ1 =
√
m2φ
H2
− B
2
H2
− 12(α3 + α2)− 9
4
,
ρ2 =
√
m2φ
H2
+
B2
H2
− 12(α3 − α2)− 9
4
. (71)
One can choose the Hankel function Hiρm as one of the solution.
fm(x
0) = Hiρm [η] =
1
sinh ρmπ
(
eρmpiJiρm [η]− J−iρm [η]
)
, (72)
where we also show the formula which relates the Hankel function to the Bessel function.
The current density of Eq.(66) is also written in terms of the derivative with conformal time.
Using the relation of the derivatives,
∂
∂x0
=
k
a(x0)
∂
∂η
, (73)
one can write wn and zn in Eq.(57),
wn(x
0) =
Hiρn[η]H
′∗
iρn
[η0]−H∗iρn[η]H ′iρn [η0]
Hiρn [η0]H
′∗
iρn
[η0]−H∗iρn[η0]H ′iρn [η0]
,
zn(x
0) =
−Hiρn [η]H∗iρn [η0] +H∗iρn [η]Hiρn [η0]
k(Hiρn [η0]H
′∗
iρn
[η0]−H ′iρn[η0]H∗iρn [η0])
, (74)
where H ′ ≡ ∂H
∂η
and η0 = − kH . The time derivatives of wn and zn are also written with the
derivatives with the conformal time.
w˙n(x
0) =
k
a(x0)
H ′iρn[η]H
′∗
iρn
[η0]−H ′∗iρn[η]H ′iρn [η0]
Hiρn [η0]H
′∗
iρn
[η0]−H∗iρn[η0]H ′iρn [η0]
,
z˙n(x
0) =
1
a(x0)
−H ′iρn [η]H∗iρn[η0] +H∗′iρn [η]Hiρn [η0]
(Hiρn [η0]H
′∗
iρn
[η0]−H ′iρn [η0]H∗iρn[η0])
. (75)
Furthermore, we introduce Wn and Zn as functions of the conformal time.
Wn[η, η0] = Hiρn [η]H
′∗
iρn
[η0]−H∗iρn [η]H ′iρn[η0],
Zn[η, η0] = −Hiρn [η]H∗iρn [η0] +H∗iρn[η]Hiρn [η0]. (76)
With these formulas, one can write the current density of Eq.(66) with the conformal time.
< j0(x
0) >= e−4Hx
0
∫
d3k
(2π)3
sinh βµ
(cosh βω(k)− cosh βµ)[−W ′1[η, η0]Z2[η, η0] +W1[η, η0]Z2′[η, η0]−W2′[η, η0]Z1[η, η0] +W2[η, η0]Z1′[η, η0]
2W1[η0, η0]W2[η0, η0]
]
.
(77)
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Below we investigate some extreme limit of the particle number density of Eq.(66) and
Eq.(77). We first study the small limit of the Hubble parameter H of Eq.(77). When H
is small, ρi =
√
m2i
H2
and x = k
H
become large. In appendix A, we derive the approximate
formula for the small H limit. From Eq.(A22), one obtains the current density for small H
limit,
< j0(x
0) >= e−3Hx
0
∫
d3k
(2π)3
sinh βµ
(cosh βω(k)− cosh βµ)
1
2
[{(ω1ω1(x0)
ω2ω2(x0)
) 1
2
+
(
ω2ω2(x
0)
ω1ω1(x0)
) 1
2}
sin x(f(a, σ1)− f(1, σ1)) sin x(f(a, σ2)− f(1, σ2))
+
{(ω1ω2(x0)
ω2ω1(x0)
) 1
2
+
(
ω2ω1(x
0)
ω1ω2(x0)
) 1
2}
cosx(f(a, σ1)− f(1, σ1)) cosx(f(a, σ2)− f(1, σ2))
]
,
(78)
where σi =
mi
k
, ωi =
√
k2 +m2i and ωi(x
0) =
√
k2
a(x0)2
+m2i . f(a, σ) =
√
1
a2
+ σ2 −
σ sinh−1(σa). One can also take the limit that the expansion rate H vanishes. (See
Eq.(A26).)
lim
H→0
< j0(x
0) > =
∫
d3k
(2π)3
sinh βµ
(cosh βω(k)− cosh βµ)[
cos(ω1 − ω2)x0 + 1
2
{ω1
ω2
+
ω2
ω1
− 2
}
sinω1x
0 sinω2x
0
]
.
(79)
Another interesting limit is the case that particle number violating mass term B and α2
vanish. In this case, the particle number density per unit comoving volume is conserved.
Since the comoving volume grows as a(x0)3, the density in a unit physical volume decreases as
a(x0)−3. In appendix B, we explicitly derive the current density for the case with B = α2 = 0
and the result is given as follows,
lim
B→0,α2→0
< j0(x
0) > =
(
a0
a(x0)
)3 ∫
d3k
(2π)3
sinh βµ
(cosh βω(k)− cosh βµ) . (80)
IV. NUMERICAL RESULTS
So far we take various limits and derive the corresponding formulae. In this section, we
study the exact formulae and the time dependence of the current density numerically. We
focus on the case that the scale factor grows exponentially with respect to time. Since the
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mode functions satisfy Eq.(69), the effective masses; m¯1 and m¯2 are given as follows,
m¯21 = m
2
φ − B2 − 12(α3 +
3
16
)H2 − 12α2H2 (81)
m¯22 = m
2
φ +B
2 − 12(α3 + 3
16
)H2 − 12α2H2. (82)
When the expansion rate H is small and the condition on αi (i = 2, 3),
|B|
H
≫
√
|12α2|,
√
12|α3 + 3
16
| (83)
is satisfied, the leading contribution to the effective masses is given by the one of the flat
space-time case specified with B and mφ. We study the case that the effective masses are
the same as those in flat space-time case and the H dependent parts of Eq.(81) and Eq.(82)
vanish.
α3 =
−3
16
, α2 = 0. (84)
Limiting ourselves to this case, ρm (m = 1, 2) in Eq.(71) can be determined by the coefficient
of the particle number violating term B,
ρ1 =
√
m2φ − B2
H
, ρ2 =
√
m2φ +B
2
H
. (85)
Without loss of generality, the initial value of the scale factor a0 can be set to unity. One
can write the current density Eq.(77) as,
< j0(X
0) >=
∫
d3k
(2π)3
h(k, µ, T )V (η, η0, k), (86)
where h denotes the momentum distribution for the current density and V denotes the time
evolution factor. They are defined respectively as follows,
h(k, µ, T ) =
sinh βµ
cosh βω − cosh βµ, (87)
V (η, η0, k) = e
−4HX0
−W ′1[η, η0]Z2[η, η0] +W1[η, η0]Z2′[η, η0] +
(
1↔ 2
)
2W1[η0, η0]W2[η0, η0]
. (88)
Because the time evolution factor V is unity at the initial time, one notes that the initial
current density is simply given as,
< j0(X
0 = 0) >=
∫
d3k
(2π)3
h(k, µ, T ). (89)
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FIG. 1: The plot shows the time dependent factor V(η, η0, k) for different momentum k, the expan-
sion rate H and particle number violating mass B. The chemical potential and the temperature are
fixed as (µ, T ) = (5, 20). The dash-dotted line shows the result for the case (B,H, k) = (3, 0.1, 5),
the solid line shows the result for the case (3, 0.2, 5) and the thick solid line shows the result for
the case (1, 0.1, 5). The dashed line shows the result for the case with (B,H, k) = (3, 0.1, 20).
In Fig.1, we show the time evolution factor V (η, η0, k). The period of oscillation tends to
be long for the case that the mass squared difference 2B2 is small and the momentum k is
large. The damping speed becomes faster as the expansion rate H is larger. In Figs. 2 and
3, we show the momentum distribution function h(k, µ, T ) for cases with different values of
chemical potential µ. In Fig. 2, the case for mφ > µ is shown with mφ = 10. Fig. 3 shows
the opposite case, i.e., mφ < µ. Behavior of the two cases is different to each other because
for the latter case, h(k, µ, T ) has a pole at the momentum satisfying µ = ω(k). We also find
that for very large momentum compared with the temperature T and the chemical potential
µ, h(k, µ, T ) becomes very small. Therefore one can set the upper limit of the momentum
integration with a certain large momentum kmax and one can carry out the momentum
integration approximately.
Below, we carry out momentum integration and show the time variation of the current
density. We set the upper limit of the momentum integration kmax = 200. We show the
parameter dependence for time evolution of the current density in Fig.4 ∼ Fig.8. First, we
show the dependence on the expansion rate H in Fig. 4 and Fig. 5. The expansion rate
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FIG. 2: Momentum dependence of the distribution
function h(k, µ, T ). We choose parameters (µ, T ) =
(5, 20).
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FIG. 3: Momentum dependence of the distribution
function h(k, µ, T ). We choose parameters (µ, T ) =
(11, 20).
affects the damping speed of the current density. In fact, as the expansion rate H becomes
larger, the damping speed is faster. We notice that the current density is suppressed even
for the case that the expansion rate H vanishes. This is clearly seen from the behavior of
the thick solid line of Fig. 5. As shown in Fig. 1, the period of oscillation in V varies
depending on momentum k. Therefore, contributions from different k interfere destructively
and their sum becomes small. In Fig.6, we plot B dependence for time evolution of the
current density. The period of oscillation becomes shorter as the mass squared difference is
larger.
In Fig. 7, we show the dependence on temperature T of the current density. It depends on
the temperature only through the initial distribution function h(k, µ, T ). As the temperature
is higher, the initial current density becomes larger. We expect the oscillatory behavior will
be more pronounced for low temperature case and Fig. 7 shows the tendency. When the
temperature T is small compared with the mass scalemφ, the oscillation period is determined
by the inverse of mass difference m2 − m1. When temperature T is larger than the mass
scale, the period will be proportional to T
mφ(m2−m1) . Therefore, when the temperature T is
larger than mφ, the oscillation period becomes large. We also show µ dependence of the
current density in Fig. 8. The chemical potential µ also influences the current density at the
initial time. As the chemical potential becomes larger, the initial current density becomes
larger.
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FIG. 4: Curvature (H) effect on time
evolution of current density. The dash-
dotted line, the solid line and the thick
solid line show the case for H = 0.2, 0.1,
and 0 respectively. (B, µ, T )=(1, 5, 20)
for all the lines.
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FIG. 5: Curvature (H) effect on time
evolution of current density. The dash-
dotted line, the solid line and the thick
solid line show the case for H = 0.2, 0.1,
and 0 respectively. (B, µ, T )=(3, 5, 20)
for all the lines.
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FIG. 6: The mass squared difference
(m2
2
−m2
1
= 2B2) dependence of current
density. The solid line and the thick solid
line show the case B = 3 and B = 1
respectively. (H, µ, T )=(0.1, 5, 20) for all
the lines.
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FIG. 7: Dependence on temperature T of time evolu-
tion of current density. The dashed line and the solid
line show the case T = 10 and T = 20 respectively.
(B,H, µ) = (3, 0.1, 5) for all the lines.
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FIG. 8: Dependence on chemical potential µ of time
evolution of current density. The dashed line, the solid
line, the thick solid line show the case µ = 5, 11 and
20 respectively. (B,H, T )=(3, 0.1, 10) for all the lines.
The effect of the large chemical potential on the time dependence of the current density
is very different from that of the small chemical potential. In Fig. 9, we pay attention to
the damping speed and observe the distinctive behavior between the two cases, i.e., µ > mφ
and mφ < µ. We compare the time dependence of the current density normalized by their
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FIG. 9: We show the time dependence of the current densities normalized by their initial values.
The case with µ > mφ and the case with µ < mφ are shown. The thin solid line shows the case
with µ = 20 and the thick solid line shows the case with µ = 5, respectively. We choose mφ = 10
and (B,H, T ) = (3, 0.1, 10) for both cases. For comparison, with dashed line, we show the time
dependence for the inverse of the universe’s volume, i.e., e−3Hx0 with H = 0.1.
initial values. When the chemical potential exceeds the mass scale mφ (thin solid line) the
oscillatory behavior lasts much longer than the case with the small chemical potential (thick
solid line). The damping behavior ∼ e−3Hx0 which is expected from the simple volume
expansion of the universe is also shown with the dotted line. The exponential damping rate
of the current density for the large chemical potential case (µ = 20) accords with the one
expected from the volume expansion. The damping effect due to the destructive interference
can not be seen when the chemical potential is greater than mφ. As shown in Fig.3, the
momentum distribution has a pole at a certain momentum satisfying the condition µ = ω(k).
Therefore the absolute value of the distribution function h is very large within the small
range of the momenta around the pole. From the behavior of the distribution function, one
concludes that the contribution only from a certain momentum region is dominant for the
case mφ < µ and the oscillation period of the current density is fixed even after integrating
the distribution (h) × time evolution factor (V ) over all the momenta.
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V. CONCLUSION AND DISCUSSION
We have studied how the primordial matter and anti-matter asymmetry in expandinguni-
verse evolves under the influence of the particle number violating interactions. To investigate
its time variation, we have introduced the complex scalar field with the well-defined particle
number density. The Lagrangian of the scalar field includes the mass term which breaks
the particle number conservation. Such mass term can lead to the time evolution of the
asymmetry existing at the beginning, however, it cannot produce the asymmetry itself. We
have assumed that the particle number breaking mass term is turned on when the universe
begins to expand. For the numerical calculation, we assume the universe expands exponen-
tially with respect to time. Under the assumptions, the expectation value of the particle
number density in later time is obtained and its formula has been given in an analytic form
with the special function. The particle number density is written in terms of the momen-
tum integration of the time dependent function V (η, η0, k) weighted with the distribution
function (see Fig.1). By specifying the chemical potential and temperature in the density
matrix, we have determined the initial condition for the particle number density. We have
numerically calculated the evolution of the density and showed various cases with changing
the expansion rate of the universe, the value of the particle number violating mass term,
chemical potential and temperature. In particular, we have paid attention to the speed
of decreasing of the particle number density. When the particle number is conserved, the
density decreases in inversely proportional to the volume of the universe. When the particle
number violating interaction is turned on, the behavior of the density is very different from
that of the case without the interaction.
There are two typical cases. When the chemical potential is smaller than the mass
of the complex scalar, besides the damping effect due to the expansion, the interference of
contributions from various momenta also reduces the particle number density . On the other
hand, when the chemical potential is larger than the scalar mass, the contribution from a
certain momentum region is dominant. The resulting particle number density oscillates with
a definite frequency in addition to the damping.
The phenomena of the single frequency dominance is related to the fact that the distri-
bution function for the complex scalar boson has a pole at some momentum. In contrast
to the case with small chemical potential, the interference does not occur and the density
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continues to oscillate over the time until the density itself is suppressed by the expansion of
the universe.
The phenomena of the decoherence with the interference and the coherence with large
chemical potential will have some impact on concrete scenarios of matter and anti-matter
problem. The decoherence effect has some impact on the dark matter problem. In the
scenario of the asymmetric dark matter, the dark matter is a remnant of the matter and
anti-matter annihilation. The matter and anti-matter oscillation, if it exists, can change
the amount of the dark matter [15], [16]. If the decoherence occurs and the primordial
asymmetry is washed out, the amount of the matter becomes nearly equal to the one of the
anti-matter. The pair annihilation of matter and anti-matter leads to the further reduction
of the dark matter.
Let us consider the case that the sign of the primordial particle number asymmetry is
positive and is the same as that of the present asymmetry. Suppose the particle number
violating mass term is so small that the sign of the asymmetry has been remained as positive.
If this is the case, the strength of the particle number violating mass term will be determined
with cosmological observation on the difference between the primordial asymmetry and the
present one. Although we have assumed in the numerical calculation that universe expands
exponentially with respect to time, it is also possible to extend to the case when the scale
factor has more general dependence on time, such as a power law. In principle, one can
reduce the problem to solving the linear differential with the scale factor. The current
density can be written in terms of the solutions and the formulae similar to Eq.(77) will be
obtained.
To extend the present model to a realistic one, we need to introduce new interactions and
new degrees of freedom so that the primordial density can be generated.
Appendix A: Approximate formulae for the small H limit
In this appendix, we derive the approximate formulae of the particle number density, when
the expansion rate H is small in Eq.(77). We start with the following integral representation
for Hankel functions [17].
ωRλ (−x) = −
1
π
∫
R
dζeix sin ζ+iλζ, (A1)
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FIG. 10: The thick solid line shows the contour R.
where k
H
= x > 0 with λ = iρ = im
H
. We first derive the asymptotic form for the Hankel
functions in the small H limit. When H is small, both x and λ are large. To obtain the
approximate form, we can write,
λ = iρ = iσx, σ =
m
k
. (A2)
Using the integral representation for the Hankel functions, we obtain the approximate form
for them in large x limit. In the integral representation, R denotes the contour for the
integration with respect to a complex variable ζ = ξ + iη. The contour is shown in Fig. 10.
The contour R is the curve which begins at (ξ, η) = (π,−∞) and ends at (0,∞). On the
contour R, ξ varies within the range [0, π]. One can rewrite Eq.(A1) so that large x limit is
easily taken,
ωRλ (−x) = −
1
π
∫
R
dζexf(ζ),
f(ζ) = i sin ζ − σζ = u(ξ, η) + iv(ξ, η), (A3)
where the real part u and imaginary part v of f are given respectively by,
u(ξ, η) = − cos ξ sinh η − σξ,
v(ξ, η) = sin ξ cosh η − ση. (A4)
We apply the steepest descent method and obtain the approximate form in the large x limit.
We first find a saddle point of u.
∂u
∂ξ
= 0,
∂u
∂η
= 0. (A5)
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The following conditions are satisfied at the saddle point.
sin ξ sinh η − σ = 0,− cos ξ cosh η = 0. (A6)
The saddle point for u which lies in the range ξ ∈ [0, π] is
ζ0R = (ξ0, η0) = (
π
2
, sinh−1 σ). (A7)
Along the curve which passes the saddle point ζ0R with steepest descent, v is constant.
v(ξ, η) = v(ξ0, η0). (A8)
One can solve Eq.(A8) and obtain ξ as a function of η.
ξR(η) = θ(η − η0) sin−1(cosh η0 − σ(η − η0)
cosh η
) + θ(η0 − η)[π − sin−1(cosh η0 − σ(η − η0)
cosh η
)].
(A9)
The contour ξR(η) is shown in Fig. 10 as the thick solid curve. One can rewrite the contour
integration of the integral representation in Eq.(A1) as,
ωRλ (−x) = −
1
π
ex(u(ξ0,η0)+iv(ξ0,η0))
∫ +∞
−∞
dη(
dξR
dη
+ i)ex{u(ξR(s),η)−u(ξ0,η0)}. (A10)
We carry out the integration with Gaussian approximation. One expands the real part of
f(ζ) around at the saddle point.
uR(η) ≡ u(ξR(η), η) = u(ξ0, η0) + 1
2!
d2uR
dη2
|η=η0(η − η0)2 + ... (A11)
Truncating the series up to the term quadratic with respect to η−η0 and replacing dξRdη with
dξR
dη
∣∣∣
η=η0
, we obtain
ωRλ (−x) ∼ −
1
π
ex(u(ξ0,η0)+iv(ξ0,η0))(
dξR
dη
+ i)
∣∣∣
η=η0
∫ ∞
−∞
dηe
x
2
d2uR
dη2
∣∣∣
η=η0
(η−η0)2
,
= −1
π
exf(ζ0)(
dξR
dη
+ i)
∣∣∣
η=η0
√√√√ 2π
−xd2uR
dη2
∣∣∣
η=η0
. (A12)
One finds,
dξR
dη
∣∣∣
η=η0
= −1,
d2uR
dη2
∣∣∣
η=η0
= −2 cosh η0. (A13)
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Therefore, for small H limit, the Hankel function is given as,
ωRλ (−x) =
√
2
πx
(
1
1 + σ2
) 1
4
e−i
pi
4
−σxpi
2
+ix(
√
1+σ2−σ sinh−1 σ). (A14)
Since we derive the approximate form of the Hankel functions, one can just substitute it
into Eq.(76) and Eq.(77). We note the Eq.(77) is independent of the normalization of the
solution. Therefore one can simply substitute
Hiρn(η) ≃
(
1
a2
+ σ2n
)− 1
4
eixf(a,σn), (A15)
where f(a, σn) is defined as,
f(a, σn) =
√
1
a2
+ σ2n − σn sinh−1 σna. (A16)
One also obtains the derivative of Hiρn,
H ′iρn(η) ≃ ia
(
1
a2
+ σ2n
) 1
4
eixf(a,σn). (A17)
Using the results, one obtains the functions in Eq.(76).
Wn[η, η0] ≃ 2i
(
1 + σ2n
1
a2
+ σ2n
) 1
4
cosx(f(a, σn)− f(1, σn)), (A18)
Zn[η, η0] ≃ −2i
(
(1 + σ2n)(
1
a2
+ σ2n)
)− 1
4
sin x(f(a, σn)− f(1, σn)), (A19)
W ′n[η, η0] ≃ 2ia
(
(1 + σ2n)(
1
a2
+ σ2n)
) 1
4
sin x(f(a, σn)− f(1, σn)), (A20)
Z ′n[η, η0] ≃ 2ia
( 1
a2
+ σ2n
1 + σ2n
) 1
4
cosx(f(a, σn)− f(1, σn)). (A21)
One substitutes the approximate formulas for the functions given in Eq.(A18)-(A21) and
obtains,
< j0(x
0) >= e−3Hx
0
∫
d3k
(2π)3
sinh βµ
(cosh βω(k)− cosh βµ)
1
2
[{(ω1ω1(x0)
ω2ω2(x0)
) 1
2
+
(
ω2ω2(x
0)
ω1ω1(x0)
) 1
2}
sin x(f(a, σ1)− f(1, σ1)) sin x(f(a, σ2)− f(1, σ2))
+
{(ω1ω2(x0)
ω2ω1(x0)
) 1
2
+
(
ω2ω1(x
0)
ω1ω2(x0)
) 1
2}
cosx(f(a, σ1)− f(1, σ1)) cosx(f(a, σ2)− f(1, σ2))
]
,
(A22)
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where ωi(x
0) (i = 1, 2) are time dependent energies defined as,
ωi(x
0) =
√
k2
a(x0)2
+m2i , (A23)
while ωi is independent of the time.
ωi = ωi(x
0 = 0) =
√
k2 +m2i . (A24)
In the vanishing limit of H , one obtains,
x(f(a, σn)− f(1, σn)) ≃ −ωnx0. (A25)
Therefore, in the limit, the current density is given as follows,
< j0(x
0) > =
∫
d3k
(2π)3
sinh βµ
(cosh βω(k)− cosh βµ)[
cos(ω1 − ω2)x0 + 1
2
{ω1
ω2
+
ω2
ω1
− 2
}
sinω1x
0 sinω2x
0
]
.
(A26)
Appendix B: The formula for the case B = 0, α2 → 0
In this appendix, we give the outline of the derivation for the vanishing limit of the
particle number violating mass term, i.e., B → 0 and α2 → 0. In this limit, two mass eigen
values of the real scalars are degenerate and one can set m¯1(x
0) = m¯2(x
0) in Eq.(48). Then
one can readily show the following equation.
d
dx0
log〈j(x0)〉 = −3 d
dx0
log a(x0), (B1)
which leads to Eq.(80).
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