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Abstract 
Image registration is of great significance to medicine and remote sensing, so a lot of techniques have been developed within 
the context of one or the other discipline. This paper proposes an approach for medical image registration using Modified 
Gabor Wavelet Transform (MGWT) for Modified Adaptive Polar Transform (MAPT). This algorithm can be used to register 
images of the same or different modalities. This transform analyzes periodic signal components and presents the advantage 
of being independent of the window length. The performance of the Modified Gabor Wavelet Transform is compared with 
previous methods like Log Polar Transform and Adaptive Polar Transform. The results show that MGWT outperforms all 
evaluated model-independent methods with respect to identification accuracy. These results show that the basis of errors 
produced by the previous methods is the fixed working scale. The new method not only avoids this basis of errors but also 
makes a tool available for detailed study. 
Keywords: Sequence analysis;wavelet transform;coding regions;signal processing;pattern recognition. 
1. Introduction 
Image registration is the process of overlaying images (two or more) of the same scene taken at different 
times, from different viewpoints, and/or by different sensors. The registration geometrically aligns two images 
(the reference and sensed images). The reviewed approaches are classified according to their nature (area based 
and feature-based) and according to four basic steps of image registration procedure: feature detection, feature 
matching, mapping function design, and image transformation and sampling. It geometrically aligns two 
images—the reference and sensed images. The present differences between images are introduced due to 
different imaging conditions. Image registration is a crucial step in all image analysis tasks in which the final 
information is gained from the combination of various data sources like in image fusion, change detection, and 
multichannel image restoration. Typically, registration is required in remote sensing, in medicine - using 
computed tomography (CT) and Magnetic Resonance Imaging (MRI) data to obtain more complete information 
about the patient, monitoring tumour growth, treatment verification, comparison of the patient’s data with 
anatomical atlases, in cartography (map updating), and in computer vision (target localization, automatic quality 
control), to name a few. 
The detected feature sets in the reference and sensed images must have enough common elements, even in 
situations when the images do not cover exactly the same scene or when there are object occlusions or other 
unexpected changes [10]. The detection methods should have good localization accuracy and should not be 
sensitive to the assumed image degradation. In an ideal case, the algorithm should be able to detect the same 
features in all projections of the scene regardless of the particular image deformation. LPT (Log Polar 
Transform) is a well known tool for image processing for its rotation and scale invariant properties. Scale and 
rotation in the Cartesian coordinates appear as translation or shifting in the log-polar domain [8, 9]. These 
invariant properties make LPT based image registration is robust to scale and rotation. However, LPT suffers 
from the non uniform sampling. One major problem of that is the high computational cost in the transformation 
process, which comes from the oversampling at the fovea in the spatial domain. Since no information is gained 
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from oversampling, this computation is wasted. Another major problem of LPT is the bias matching. With LPT, 
the matching mechanism focuses only at the fovea or the area close to the centre point of the transformation, 
while the peripheral area is given less consideration. Furthermore, occlusions and alterations between the two 
images may occur which is not considered by LPT. For example, the satellite images of the same location but 
taken at different times may contain occlusion due to climate change or cloud. In order to effectively register the 
two images, image registration method that is invariant to occlusion and alteration is needed.  
This paper explains the enhancement in image registration by replacing Gabor-Wavelet transform (GWT) for 
Adaptive Polar Transform (APT) with Modified Gabor-Wavelet Transform (MGWT) for Modified Adaptive 
Polar Transform (MAPT). The results show that MGWT outperforms all assessed model-independent methods 
with respect to identification accuracy.  
Many image registration methods have been proposed in the past 20 years. Medha V. Wyawahare et al. [1]
proposed that Image registration is a vital problem in medical imaging. It has many potential applications in 
clinical diagnosis (Diagnosis of cardiac, retinal, pelvic, renal, abdomen, liver, tissue etc disorders). It is a 
process of aligning two images into a common coordinate system thus aligning them in order to monitor subtle 
changes between the two. D. Sasikala and R.Neelaveni [2] suggested a method for brain image registration 
using Fast Walsh Hadamard Transform. Ashok Veeraraghavan et al. [3] presented an approach for comparing 
two sequences of deforming shapes using both parametric models and nonparametric methods. Kendall's 
definition of shape is used for feature extraction. Since the shape feature rests on a non-Euclidean manifold, 
parametric models like the autoregressive model and autoregressive moving average model are proposed on the 
tangent space and the ability of these models are demonstrated to capture the nature of shape deformations using 
experiments on gait-based human recognition. The nonparametric model is based on Dynamic Time-Warping.  
E.D. Castro and C. Morandi [4] put steps for the new technique, which quickly identify global affine 
transformations applied to tabular document images, and to correct for those transformations. This technique, 
based on the Fourier-Mellin transform, is used to register (align) a set of tabular documents to each other. Each 
component of the affine transform is handled separately, which dramatically reduces the total parameter space 
of the problem. L. G. Brown [5] stated Registration is a fundamental task in image processing used to match two 
or more pictures taken, for example, at different times, from different sensors, or from different viewpoints. 
Virtually all large systems which evaluate images require the registration of images, or a closely related 
operation, as an intermediate step.  
J. P. Lewis [6] described image registration as well known cross correlation that can be efficiently 
implemented in the transform domain; the normalized form of cross correlation preferred for feature matching 
applications does not have a simple frequency domain expression. Normalized cross correlation has been 
computed in the spatial domain for this reason. This short paper shows that un normalized cross correlation can 
be efficiently normalized using pre computing integrals of the image1 and image2 over the search window. S. 
Zokai and G.Wolberg [7] gave an idea about Registration of multi resolution and multisensory images are a 
challenging problem in the research area of remote sensing. Conventional image registration algorithms have 
greatly suffered from control points selected manually. This proposes a novel method for automatic affine image
registration based on local descriptors, called automatic image registration by local descriptors (AIRLD).  
D. Lowe [12] presented a method for extracting distinctive invariant features from images that can be used to 
perform reliable matching between different views of an object or scene. The features are invariant to image 
scale and rotation, and are shown to provide robust matching across a substantial range of affine distortion, 
change in 3D viewpoint, addition of noise, and change in illumination. J. B. Antoine Maintz et al. [11, 13]
presented a survey of recent publications concerning medical image registration techniques. These publications 
will be classified according to a model based on nine salient criteria, the main dichotomy of which is extrinsic
versus intrinsic methods.  
2. Image Registration Approach Using APT or GWT 
2.1. Localization 
Fully using the advantage of APT, the translation parameter between the two images has to be found. The 
plain result is to perform the in-depth search, in which the APT is computed for every pixel in the target image 
and the translation parameter is found from the image pixel that yields the best matching result to the APT of the 
model image. Fourier phase correlation is to recover the translation before computing the log-polar matching in 
the frequency domain. However, a current study [15] indicates the aliasing problem from using the phase 
magnitude of Fast Fourier Transform to recover the translation (of the centre point). Zokai et al. [7] uses a multi 
resolution imaging technique to reduce the computation cost of translation recovery by searching from the 
coarsest to the finest level. This technique, performs well only if target image contains enough low frequency 
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information and that component is not distorted by noise. A new method was initiated to speed up the search 
procedure, which is based on a reduced set of feature points. In order to avoid the exhaustive search of the target 
image for the model image, the search is reduced from every pixel of the target image to a set of feature points 
only. These feature points are obtained by applying Gabor transform to every pixel and selecting those pixels 
which generate high energy in the wavelet domain.  
Fig 1. Feature point extraction and localization procedure for Transaxial T1 MR JPEG image of size 718 kB with resolution 1044 x 2219 
pixels. 
  
First, feature points are extracted from both the reference image and the target image. },...,{ 1 MnMMM ppP =   
and },...,{ 1 nTTTT ppP =  are sets of feature points in the reference image and in the target image, respectively. 
The superscription and M and T denote the model (reference) image and the target image, and nM and nT are the 
number of feature points in the reference image and the number of feature points in the target image, 
respectively. To crop the model image out of the reference image, manually one of the feature points is selected 
in the reference image  Mkp  as a centre point for APT and chooses the size of the radius for the transformation 
Maxℜ that sufficiently covers the model image to compute APT the projections of APT, Mℜ and ΘM. These 
projections Mℜ and ΘM represent the model image. On the left is the reference image (Brain Image with the 
size 1044 x 2219 pixels) with 166 feature points identified. The model image is created by selecting one of the 
feature points in the reference image Mkp as the origin, and is cropped to a circular image patch that covers the 
area Rmax desired to be registered to the target image. On the right is the target image (Brain Image that is scaled 
by 0.7 and rotated by 30 degrees, the size of the image is 730x1553 pixels) with 180 feature points identified. To 
recover the translation between the model image and the target image, locate the corresponding feature 
point Tkp , in the target image. As shown in Fig 1. the search space is limited to only a set of feature points in the 
target image, which is approximately 0.2% of the total number of pixels in the target image in this example. 
Hence, the search space is much smaller than that of the exhaustive search strategy.  
2.2.  APT Matching 
After extracting feature points in the model image and selecting one feature point Mkp as the centre point for 
computing the projections Mℜ and ΘM using the APT approach, the next step is to find the corresponding 
feature point Tkp  , in the target image and obtain both the scale and the rotation parameters between the two 
images. Given a set of feature points in the target image and the radius size of the APT transformation Maxℜ to 
be the same as for computing the projections Mℜ  and ΘM , each feature point is used in the target image as a 
centre point for computing APT creating the set of candidate projections },...,1 TnTTT ℜℜ=ℜ  and },...,{ 1T TnTT ΘΘ=Θ . By matching Mℜ  and ΘM with every member in the sets of projections Tℜ and ΘT, 
respectively, the translation, scale, and rotation parameters are obtained simultaneously. The matching results 
have three dimensions: the scale parameter, the rotation parameter, and the distance coefficient. The translation 
parameter is the offset between the locations of Mkp  to the feature point 
T
kp  , in the target image that yields the 
lowest distance coefficient. For a given feature point Tzp  in the target image, IM, 
T
zI , 
T
zℜ  and TzΘ  are denoted 
as the model images, the image patch that is cropped from the target image to be matched with the model image, 
the projection on the radius coordinate, and the projection on the angular coordinate, respectively. Then the 
scale change in the Cartesian coordinates reflects as variable-scale in the projectionℜ , and the rotation change 
reflects as shifting in the projection Θ . Therefore, the new matching mechanisms are proposed to obtain both 
the scale and the rotation parameters. The mathematical expression of image TzI  that is scaled and rotated 
version of image IM  is 
    )cossin,sincos(),( zzzzzzzMTz yaxaayxaIyxI θθθθ +−+=      (1) 
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In the polar domain, (1) can be expressed as 
),(),( zzMTz raIrI θθθ −=          (2)
Where az and θz are the scale and the rotation parameters, respectively. As shown in (1) and (2), the scale 
parameter az, in the Cartesian coordinates appears as scaling with the same value in the radius direction of the 
polar transformed image. For the case of adaptive sampling (APT), the effect of scaling is seen in the Cartesian 
to APT mapping remains similar to that of the polar transform mapping. Except for APT, the number of samples 
in the angular direction can vary (adaptive).To compute the 1-D projection in the radius direction )(iℜ , 
multiplication variable Ωi is introduced to compensate the effect of adaptive sampling in the angular direction. 
As a result, the 1-D projection ℜ of APT is an approximation to that of the polar transformed image, 
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is obtained. Tzℜ  is computed in terms of Mℜ as follows: 
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Thus, the variable-scale az is a global and uniform scale for the1-D projection R curve. As shown in Fig. 2(a) 
and (c), the projections Θ of the scaled images in the Cartesian is slightly altered when compared with that of 
the original image. This is because the areas covered during the APT transformations are different as a result of 
the scaling. Hence, in order to accurately obtain the shifting parameter between the two projections ΘM and ΘT 
and , the variable-scale parameter  az between the two projections Mℜ and Tzℜ needs to be obtained first. 
(a)Find Scale Parameter: There are several ways to obtain the scale parameter from the projections 
depending on the requirements of the application in term of the computational cost, accuracy, image types and 
environments.  Two effective algorithms are introduced.  
Algorithm 1: Fourier Method: Based on the property of Fourier transform, given a Fourier transform of signal 
as, the Fourier transform of the scaled signal x(t) can be expressed as 
)()( ωxtx ↔                                 (7) 
)(1)(
a
X
a
atx
ω
↔                       (8) 
Similar to the polar transform, the projection Tzℜ computed from image TzI that is the scaled version of 
image IM with the scale parameter az will also be the scaled version of the projection Mℜ with the same scale 
parameter az. From (7) and (8), given the Fourier transform of the projection ( ).ℜ as Г(.), the scale parameter 
can be obtained by 
)()( iai zMTz ℜ=ℜ            (9) 
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This Fourier method performs effectively only when the scale parameter is small. Large scale parameter 
yields the aliasing problem. Hence, this algorithm is suitable for applications that require fast and accurate 
image registration while the scale parameter between the two images is expected to be small, such as medical 
image registration [4], or scene change detection. 
Algorithm 2: Logarithm Method: The second algorithm uses the scale invariant property of the logarithm 
function. First, the logarithm function is applied to the projection R and the output is then quantized to maintain 
the original dimension of the projection. The mathematical expression of the implementation is as follows: 
r
r
r nk
n
k
nkL ,...,1;
log
log)( =⎟⎟⎠
⎞
⎜⎜⎝
⎛ℜ=ℜ               (11) 
The parameter ( ).ℜL denotes the logarithmic of the projection. Given image TzI a scaled and rotated version of 
image MI , the scale parameter az between the two images would appears translation in the logarithm domain 
z
MT
z aLL log)()( +ℜ=ℜ ρρ            (12) 
To find the displacement d, where d=log az, such that )()( dLL MTz −ℜ=ℜ ρρ , one can evaluate the 
correlation function between the two logarithmic of projections ),( TzM LLC ℜℜ
),(maxarg TzM LLCd ℜℜ=                                                  (13) 
This algorithm yields high accuracy and fast matching in the general condition. 
(b) Find Rotation Parameter: After the scale parameter is obtained, the next step is to find the rotation 
parameter θz. For the same sampling radius, Rmax, the larger the image (az>>1), the smaller the area of the scene 
is covered in the sampling procedure. As a result, the magnitude of the projections Θ between the two images 
could be slightly altered. This phenomenon is illustrated in Fig. 2.(a) and (c). Hence, to accurately obtain the 
rotation parameter θz, (21) needs to be modified according to the scale parameter az: see (21) and (22). Both 
projections are then resampled to be equal in length. The rotation parameter can be found by evaluating the 
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(c)Find Distance Coefficient: The final and crucial component resulting from APT matching is the distance 
coefficient, denoted as ε. This distance coefficient indicates how large the difference between the two images is. 
The distance coefficient εz between the model image IM and the target image TzI  can be computed from the 
Euclidean distance between the projections 
∧
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For the proposed image registration approach, one feature point Tkp ′  is searched in the target image that 
corresponds with the feature point Mkp  in the model image. Such feature point
T
kp ′  is the point that yields the 
lowest distance coefficient. The projections Mℜ and Tzℜ are not used for computing the distance coefficient εz
because the dimension of projections that can be used in the computation varies depending on the scale 
parameter az (as seen in the computation of ℜΕ ). As a result, only the projections M∧Θ and  T∧Θ are used in the 
computation. 
2.3.  Image Comparison 
Using the advantages of APT, a fast and simple image comparison scheme is proposed that can effectively 
and automatically locate the altered area or the area where the registered image pair differs without scarifying 
additional computational cost. Since the scale difference in the Cartesian coordinates between the model image 
and the target image yields different area coverage in the transformation process, the dimension of the projection 
R for comparing the two images needs to be adjusted accordingly. Given the scale and the rotation parameters 
between the model image and the target image as akr and θk’, respectively, the altered area is found as a set of 
pixels (X,Y) in the Cartesian coordinates, where X=x1,….,xt, Y=y1,…,yt, and parameter is the number of pixels 
in the altered area as follows: 
1if to1for 
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,{)()(,)( ≥= ≤=ℜ ′
′
ℜ−ℜ= kr
krk
ani
anaii
M
res
T
k iiiε       (17) 
)()()(
^^^
djjj M
T
k I −Θ−Θ=Θε , for j=1 to .
∧
θn        (18) 
The location of Tkp ′ is denoted in the Cartesian coordinates as (cx ,cy). For εεε θ ≥∀∀ ℜ )(),( ji , the set of 
image pixels is computed in the altered area (X,Y) as follows: 
)},(),....,,{(),( 11 tt yxyxyx =          (19)
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The threshold is specifying by the user according to the desire sensitivity of the application to the changes 
between the two images. The recommended value is between 0.1–0.2.It should be noted that image comparison 
to find altered area between two images can be done by any registration algorithm if image registration can be 
achieved. The proposed method is robust in the 
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Fig 2. Example of the proposed image registration approach (a) reference image where the model image is the area inside the circular line, 
(b) two candidates are chosen as examples using two feature points A and B of the target image, (c) APT of the model image, (d) and (e) 
APTs of the target image where the centre points of the transformation are feature points A and B, respectively. 
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sense that the image with altered area even in the centre can still be registered plus the reservation of the LPT 
advantages scale and rotating invariant. Furthermore, the altered area can be identified without further 
computational cost. For most registration algorithms, in order to compare two images that involve the 2-D 
geometric transformation, additional computations are required as post processes such as image alignment, 
geometric transformation to transform both images to the same coordinates prior to the comparison, and image 
normalization. For the proposed image registration approach, since both the model image and the target image 
are already transformed to the projections of the APT domain, image comparison can be performed directly and 
simultaneously while obtaining scale and rotation parameters.
3. Image Registration Approach Using the Proposed Method 
3.1. Modified Adaptive Polar Transformation 
A multiscale transform of a signal U  may be defined as 
∫= dxabxxuab ),,()(),( ϕU          (23)
    
Where a > 0 is the scale parameter, b is the time (or position) parameter, and denotes the analyzing function. 
Different analyzing functions may be adopted with this general transform. In particular, the analyzing function 
of the Short-Time Fourier Transforms (STFT) using a Gaussian window (also known as Gabor transform) . 
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)( 2
),,( bxja
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−
−
=ϕ          (24)
 where 1−=j . The analyzing function in the wavelet transform using a Gabor wavelet (also called a 
Morletwavelet). 
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Where ω0 is the basic frequency of ψGWT. The Gabor and the Gabor-wavelet transforms are commonly adopted 
to perform local frequency analysis because they are well localized in the time and frequency domains. The 
Gabor and Gabor-wavelet transforms analyze signals at different frequencies and scales but in a dependent way, 
i.e., the frequency content range depends on the working scale. This is not desirable for image analysis as the 
coding regions are characterized by a fixed periodicity that may occur at different scales. Neither of these 
transforms is suitable for such task.  
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 Therefore, the MGWT is defined as a function of b and a as 
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Fig 3. Adaptive Polar Transform for CT Axial-427 x 442 - 71k - jpg 
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Fig 4. Modified Adaptive Polar Transform for CT Axial-427 x 442 - 71k - jpg 
   Table 1.Represents Evaluation results for APT and MAPT for Brain image. 
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Fig. 5. Comparison of CC using APT & MAPT.                   Fig. 6. Comparison of MI using APT & MAPT 
A series of experiments was performed using real medical images. The tests were performed using different 
images of different sizes. Finally, a set of CT and MRI medical images are used that depict the head of the same 
patient. In order to remove the background parts and the head outline, the original images are cropped, creating 
sub-images of lesser dimensions. For the evaluation of the algorithm, 40 sets of CT-MR image pairs were used.  
Fig. 3 and Fig. 4 shows the registration of brain image -CT Axial-427 x 442 - 71k – jpg using APT and MAPT. 
Table 1 show the registration results of four brain images when a single ordering is taken into account using 
APT & MAPT. For evaluation of the experimental research the following measures [14-18] are used. MI 
represents Mutual Information [15] and CC represents Correlation coefficient [17]. From Fig. 5 and Fig. 6 the 
experimental results shows the performance of algorithms and comparatively the MAPT is better than APT. In 
future other transformations can be incorporated to increase the speed of the registration process. 
4. Conclusion 
 A series of simulations was performed using medical images. The tests were performed using same 
images. Registration of Monomodal brain images using CT scan images are studied and were examined with 
regard to accuracy, robustness with respect to starting estimate. Finally, a set of CT medical images are used that 
depict the head of the same patient. In order to remove the background parts and the head outline, the original 
images are cropped, creating sub-images of lesser dimensions. The experimental results revealed the fact that 
the application of MAPT performs well in image registration. The future work concentrates on improving the 
results by using some other transforms that use correlation coefficients.  
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