Abstract. In this paper, we study an α-flow for the Sacks-Uhlenbeck functional on Riemannian surfaces and prove that the limiting map by the α-flows is a weak solution to the harmonic map flow. By an application of the α-flow, we present a simple proof of an energy identity of a minimizing sequence in each homotopy class.
Introduction
Suppose that M is a Riemannian manifold and N is a closed manifold embedded in R k . A critical point u of the Dirichlet energy
is called a harmonic map.
Harmonic maps between Riemannian manifolds can be thought of as a natural generalization of geodesics, minimal surfaces and harmonic functions. A fundamental question is: Given a smooth map u 0 from M to N , does there exist a smooth harmonic map representative in the homotopy class of u 0 ? In a pioneering work [7] , Eells and Sampson introduced the harmonic map flow and used it to deform an initial map to a harmonic map in the same homotopic class if the sectional curvature of N is non-positive. In general, one cannot expect to have the existence of smooth harmonic maps into general target manifolds due to the fact that singularities do occur. From now on, we assume that M is a closed Riemannian surface, hence E(u) is conformally invariant. Under certain topological conditions of N , the existence of minimizing harmonic maps in a homotopy class was proved by Lemaire [11] and Schoen-Yau [21] . In a well-known paper [18] , Sacks and Uhlenbeck proposed a family of the perturbed functional
for α > 1. The advantage of the perturbed functional is that E α satisfies the PalaisSmale condition and therefore it is easy to obtain critical points of E α by either minimizing energy functional or Morse theory. When α → 1, the limiting map of critical points of E α is a harmonic map and a bubbling phenomenon occurs.
On the other hand, Struwe [22] proved the global existence of the weak solution to the harmonic map flow and that the solution to the flow converges to a harmonic map as t → ∞. Chang, Ding and Ye [2] constructed an example that the harmonic map flow blowups at finite time, so in general the limit harmonic map by the flow may not be in the same homotopy class of the initial map.
In this paper, we study an α-flow for the perturbed energy E α in the same homotopy class of the initial map. More precisely, we consider the following evolution problem:
(1.1)
with u(x, 0) = u 0 , where △ M is the Laplacian operator with respect to the Riemannian metric of M and A is the second fundamental form of N . We call (1.1) the Sacks-Uhlenbeck flow (or α-flow). We would like to point out that the α-flow is not the standard gradient flow, but the flow has some analytic advantage. At first, we have Theorem 1.1. For a given smooth map u 0 : M → N , there exists a unique global smooth solution u α (x, t) to the evolution problem (1.1) in M × [0, ∞). Moreover, for any t i → ∞, u α (·, t i ) converges smoothly to a limit map u α , which is a critical point of the Sacks-Uhlenbeck functional for α − 1 sufficiently small.
For each α > 1, let u α (x, t) be the global smooth solution to (1.1) in the same homotopy class with the initial map u 0 from M to N . There is a nature problem to study the limit behaviour of the solution u α (x, t) as α → 1 as one in [18] . Thus, we prove (ii) For any two positive t 1 and t 2 , P 2 (Σ ∩ (M × [t 1 , t 2 ])) is finite, where P 2 denotes the 2-dimensional parabolic Hausdorff measure. Moreover, for any t ∈ (0, +∞), Σ t = Σ ∩ (M × {t}) consists of at most finitely many points.
(iii) u is a weak solution to the harmonic map flow.
In fact, this result is similar to the one by the Ginzburg-Landau flow approximation. In [4] , Chen and Struwe used the Ginzburg-Landau flow approximation to construct a global weak solution of the harmonic map flow for any dimension larger than two. Further results obtained by the Ginzburg-Landau flow were discussed by Lin and Wang in [15] . The method by the Ginzburg-Landau flow is very powerful to show the global existence and partial regularity of a weak solution to the harmonic map flow, but it seems that the flow loses control on the topological quantity of maps. The advantage of the Sacks-Uhlenbeck flow approximation is that the solution u α remains in the same homotopy class of u 0 , therefore it seems that the Sacks-Uhlenbeck flow provides a nice geometric picture and can be used to have some geometric applications (see Theorem 1.4 below).
Without the assumption of the energy inequality, weak solutions to the heat flow for harmonic maps may not always be unique (see [1] and [24] ), so it is very interesting whether the limiting solution u by the Sacks-Uhlenbeck flow is the global weak solutionû constructed by Struwe in [22] . Although we do not have a complete answer to the question, we can compare some property of u with the one ofû in the following: (ii) Consider the following two limits of measures
Moreover, we can obtain more refined information about the singularity points of u and Σ (see Lemma 3.3) .
In the final part of this paper, we apply the α−flow to study a minimizing sequence in a given homotopy class. Let u i be a sequence of smooth maps minimizing E(u) = M |∇u| 2 dv in a fixed homotopy class of maps. Since u i is bounded in W 1,2 , there is a weak limit u in W 1,2 (M, N ). In general, u may not be in the same homotopy class, but we can show: Theorem 1.4. Let u be the weak limit of above minimizing sequence {u i }. Then it is a harmonic map from M to N and there exist harmonic maps ω k : S 2 → N with k = 1, · · · , l such that
Moreover, if π 2 (N ) is trivial, then u i converges strongly to u in W 1,2 (M, N ) and u is a minimizer in the homotopy class of u i .
The last part of this theorem can be compared with Theorem 5.1 of [18] , where under the same assumption that π 2 (N ) is trivial, the existence of a minimizer in each homotopy class is proved (see also [21] and [11] ). We improve the result a little by obtaining that every smooth minimizing sequence converges to such a minimizer. In the proof, we use the α−flow to modify the original minimizing sequence and study the blow-up of the new sequence as Theorem 5.1 in [18] . The energy identity of minimizers of the Sacks-Uhlenbeck functional was implicitly established by Chen and Tian in [3] . Our proof for the energy identity is different from one in [3] . Although the result of Theorem 1.4 may be regarded as a consequence of the theory developed by Duzaar and Kuwert [6] , the advantage is that we can avoid to use the concept "weak homotopy class" of maps in the Sobolev space W 1,2 (M, N ), which is formulated by big machinery. Finally, we would like to mention that the related energy identity of critical points of the Sacks-Uhlenbeck functionals was recently discussed by Li and Wang [13] and by Lamm [10] . Remark 1.5. After we finished a first version of this paper, Yuxiang Li informed us that in [14] they used a similar idea to show the energy identify for a sequence of minimizers of E α when α → 1. In fact, while Li and Wang in [14] used a reduction procedure of Ding and Tian [5] , we use the bubble tree construction of Parker in [17] and Lemma 5.4 to find the connecting geodesics, so our approach is different.
The paper is organized as follows. In Section 2, we prove Theorem 1.1. In Section 3, we give a proof of Theorem 1.2. In Section 4, we complete a proof of Theorem 1.3 except for the energy identity, which is proved in Section 5.
global existence and convergence of α−flow
This section is devoted to the proof of Theorem 1.1. In local coordinates g = (g ij ), the α-flow can be written as
This system is a nonlinear parabolic system. For a smooth initial value u 0 , the local existence of the system can be shown (see below appendix for details in Section 6); i.e., there exists T > 0 and a smooth solution u(x, t) defined on [0, T ). The proof of Theorem 1.1 follows if one can establish C k uniform estimates of u(x, t) independent of T for any t ∈ [0, T ).
The first observation is that
Proof. Multiply (1.1) by (1 + |∇u| 2 ) α−1 ∂ t u and integrate by parts.
The next lemma is a local version of the energy inequality.
Lemma 2.2. Let u be a solution to the α−flow. Then (2.1)
Here E 0 is some upper-bound of the overall energy.
Proof. Let ϕ be a cut-off function supported in B R (x) and ϕ ≡ 1 on B R/2 (x). Multiplying the equation (1.1) by (1 + |∇u|
Hence,
The second key for the proof of Theorem 1.1 is to derive a Bochner type formula. We consider a scaled version of (1.1) for some r > 0, (2.2)
Locally, we choose an orthonormal frame {e 1 , e 2 }. We use ∇ i for the first covariant derivative with respect to e i . We denote by u ji the second covariant derivatives of u and so on. Of course, we assume summation convention for repeated index. Then Lemma 2.3. Let u(x, t) be a smooth solution to the scaled α−flow (2.2). If α − 1 is small, then the following Bochner type formula is true:
where e(u) := |∇u| 2 .
Proof. The proof is by computation. In the following proofs, we assume α − 1 is small whenever necessary. In a local frame, we have
Then we have
Here we have used twice Ricci identity for switching third order derivatives. Using (2.2), we have
≤ Ce(u)(e(u) + 1).
Using this Bochner formula, we can prove a small energy estimate following a method of Schoen [20] and Struwe [23] . In our case, the small energy assumption is automatically true because of the Hölder inequality and the E α energy bound. More precisely, we have Lemma 2.4. There is a constant C independent of (x, t) for x ∈ M and t ∈ [0, T ) such that |∇u| (x, t) ≤ C.
Proof. For any t ∈ [0, T ), Lemma 2.1 implies that
By the Hölder inequality, there exists a uniform constant r 0 > 0 such that for all x ∈ M and t < T ,
Here ε 0 is a small constant to be determined. Since u is smooth in M × [0, T ), it suffices to prove the lemma near t = T . By choosing r 0 sufficiently small, we may assume r 2 0 < T . Take any x 0 ∈ M and t 0 ∈ (r 2 0 , T ). Set
Let (x 1 , t 1 ) be the point in P ρ such that
.
which means the lemma is proved. Hence, we may assume that e(r 0 − ρ)
. By our definition of v and the scaling invariance of Dirichlet energy, we have
Moreover, we have e(v)(0, 0) = 1 and
By Lemma 2.3 and (2.5),
where
The symmetric matrix (a ij (v)) has eigenvalues satisfy the uniform elliptic condition.
In local coordinates, we can write the above inequality as
By a standard Moser iteration and (2.4), we have
By (2.5), we obtain
which is a contradiction if we choose ε 0 small.
We now complete the proof of Theorem 1.1.
Proof. Lemma 2.4 provides the C 0 −uniform estimate for u(x, t). Then we show higher order estimates. For x 0 ∈ M and T /2 < t 0 < T , set
where R is a term involving u, ∇u and derivatives of ϕ. By Lemma 2.4 and the L p estimate of linear parabolic equations, we have
We then take one more space derivative of (2.6) to get
Here Q involves u, ∇u, ∇ 2 u and derivatives of ϕ. Using L p estimate again, we have (when α − 1 is sufficeintly small)
for any p. Therefore,
For p > 3, the Sobolev embedding theorem yields that
for some β > 0. We can now apply the Schauder theory for parabolic equations to obatin higher order estimates, which means that we can extend the solution u(x, t) smoothly to t = T . Then the local existence result for smooth initial data implies T = ∞.
The limiting behaviour of the Sacks-Uhlenbeck flow
For a fixed initial map u 0 , it follows from Theorem 1.1 that there is a unique global solution u α to (1.1)in M × [0, ∞) for each α > 1. In this section, we study the limit of the solutions u α as α → 1. We start with two lemmas. The first one is another Bochner type formula.
Lemma 3.1. Let u(x, t) be a classical solution to the scaled α−flow (2.2). If α is small, then there is a constant C > 0 such that
Proof. Again, we assume α − 1 is small whenever necessary.
The second lemma is a parabolic monotonicity formula. Such a formula for the harmonic map flow was first established by Struwe in [23] for the Euclidean case and by Chen and Struwe in [4] for general case. Let u be a solution to (1.1). Suppose R M is the injectivity radius of M . For a fixed point p in M , choose the normal coordinates {x i } and a cut-off function ϕ supported in B RM (p) such that 0 ≤ ϕ ≤ 1 and ϕ ≡ 1 in a neighborhood of p. For z = (p, t 0 ) with some t 0 ∈ [0, ∞), set
Tρ(t0)
where |g|dx is the volume element of M and
Lemma 3.2. Let u be a smooth solution to (1.1) defined on M × [0, ∞) and E α (u(t)) ≤ E 0 . Then for z as above and for any 0 < r < ρ ≤ R M ,
, with a uniform constant c depending only on M and N .
Proof. After a translation, we can assume t 0 = 0 and write
In the following, for simplicity we write g ij for g ij (ρy) and the same convention applies to ϕ,∇g ij and so on. Here we use∇ to denote the gradient in local coordinates; i.e. (
By definition of u ρ ,
Since u ρ satisfies,
we have
Since {x i } are normal coordinates, we have g ij (ρy) − δ ij ≤ Cρ |y|. The absolute value of the last term is not bigger than
Here we use the fact that for s ∈ [−4, −1], |y| 4 G ≤ G + C. In summary, we have
For the remaining terms, we have for a sufficiently small ǫ
Here we use again ρ < 1 and G is bounded on T 1 . There is some constant C depending only on the geometry of M such that∇g ij and∇ |g| are bounded by C. Therefore we have
where we used the fact that |y| 2 G is bounded on T 1 . In conclusion, we show that
The lemma follows from integrating this differential inequality.
With these preparation, we now prove Theorem 1.2.
Proof. (i) Let z i be a sequence of points in Σ which converges toz = (x,t). For any 0 < R < R M , by the definition of Σ, we have lim inf
Since M e α (u α ) |g|dx is uniformly bounded by E 0 and G zi converges to Gz uniformly away fromz, we can take i → ∞ in the above inequality and switch the order of limits to get lim inf
Since R is arbitrary, we knowz ∈ Σ, which shows that Σ is closed.
For any R > 0, since M × [t 1 , t 2 ] is compact, we can find a finite cover of Σ; i.e.,
and {Q R (z i )} are disjoint. Here Q r (z) is defined to be B r (x)
Here in the last step above, we use the fact that
By Lemma 3.2, the second term in the right hand side of (3.2) can be estimated as
2 . Hence, we can choose δ small to make it smaller than ε 0 /4. Therefore,
By sending R to zero, we see that
) is finite. One can prove that Σ t is a finite set in a similar way. If it is an infinite set, then we can find l distinct points x 1 , · · · , x l in Σ t and R > 0 such that B R (x i ) are disjoint. For the same δ > 0 as before, we may repeat the above argument for (x i , t) to see
This gives an upper bound on the number of points in Σ t .
(ii) The proof in this part is similar to the proof of Theorem 1.1. When α is fixed, we know that there is no concentration for the Dirichlet energy, so we can use the small energy condition with (2.3) to obtain a C 0 -bound of the gradient as in Lemma 2.4. However, as α goes to 1, the difference is that there may be a concentration point of the Dirichlet energy, but for z / ∈ Σ, we can find 1/2 > R > 0 such that lim inf
Claim: There is an ε 0 > 0 which we use in the definition of Σ and some δ > 0 and some constant C depending on N, R, E 0 and ε 0 such that
Assume
We can choose R to be small so that the last term is no larger than ε 0 .
Here in the last line we used the fact that on T R , for any ε > 0, we can find δ so small such that
which is (2.18) of [4] . Hence, by choosing ε, δ properly, we have
Pσ (x0,t0)
for any (x 0 , t 0 ) ∈ P r and r + σ < r 1 = δR. We can find ρ ∈ [0, r 1 ] such that
which means the claim is true. Hence, we may assume that e 0 (r 1 − ρ) 2α k > 4. Set
If we write e(v) for (λ −2 + |∇v| 2 ) α k , then we have e(v)(0, 0) = 1 and
if k is large. By Lemma 3.1 and (3.6),
where (a ij ) is a symmetric matrix whose eigenvalues satisfy uniform elliptic condition. By a standard Moser iteration again, we have
Here in the last step, we used (3.5). This is a contradiction if we choose ε 0 small. This concludes the proof of the claim. We can establish higher order estimates for u α k in a smaller neighborhood as in the proof of Theorem 1.1 so that (ii) follows.
(iii) Applying the uniform bound of ∇u α to (1.1), the same proof of Theorem 1.1 yields that u α converges smoothly to u outside Σ. Then u satisfies the harmonic map flow equation on M × [0, ∞) \ Σ. The rest of the proof is exactly the same as in Theorem 7.2.3 of [16] .
Let S(u) be the singular set of the weak limit u; i.e. for any (x, t) / ∈ S(u), there is r > 0 such that u| Br(x)×(t−r 2 ,t+r 2 ) is smooth. It follows from Theorem 1.2 that
In fact, thanks to the local energy inequality (2.1), we can say more about the position of S(u) in Σ. A point z ∈ Σ is said to be a rightmost point of Σ if for some r > 0 we have Σ ∩ (B r (x) × (t − r 2 , t)) = ∅.
Lemma 3.3. Every rightmost point of Σ lies in S(u).
Proof. Let z = (x, t) be a rightmost point of Σ. Assume that z / ∈ S(u). By definition, there exist r 1 > 0 and r 2 > 0 such that
We may assume that r 1 > r 2 . There exists an R ∈ (0, r 2 ) depending only on the C in (3.7) and ε 0 such that
Given this R, we then find ρ > 0 depending only on R, ε 0 and overall energy upperbound E 0 such that (3.9)
by (i) of Theorem 1.2, we have for k sufficiently large
for y ∈ B R (x) and s ∈ [t − 4ρ 2 , t − ρ 2 ]. Now we can estimate for k large
where we used (3.8), (3.9) and (3.10). This is a contradiction to the fact that (x, t) ∈ Σ.
We now prove Theorem 1.3.
Proof. Since the initial value is smooth, by uniqueness, u(x, t) =û(x, t) for t < T . (i) follows immediately from Lemma 3.3. For (ii), since u α converges smoothly to u away from Σ T , we have
. For x ∈ M \ Σ T , by Theorem 1.2, we know u is smooth on B r (x) × [T − r 2 , T + r 2 ] for some small r > 0. This implies that ∇û is bounded on B r (x) × [T − r 2 , T ), which means that x is not one of thep i 's. On the other hand, if x is not a blow-up point forû at time T , then there exists r > 0 such that (3.11) |∇u| (x, t) ≤ C for (x, t) in B r (x)×[T −r 2 , T ). The same proof as in Lemma 3.3 shows that x / ∈ Σ T . Hence, {p i } and {p i } are the same set of points. Assume k = 1. It remains to shoŵ m ≤ m. For R > 0 and δ > 0, local energy inequality gives (3.12)
For any ε > 0, choose R so that B2R(p) e(û)(T ) ≤ ε/6 and Vol(B 2R (p)) ≤ ε/6. Let δ > 0 be a small number such that CE 0 δ R 2 ≤ ε/6. Taking α → 1 in (3.12), we have m ≤
B2R(p)
e(û)(T − δ)dv + ε/3.
Finally, letting δ go to zero, we obtain m ≤
e(û)(T )dv +m + ε/3 ≤m + ε/2.
The theorem follows by the arbitrariness of ε.
With Theorem 1.2 and Theorem 1.3, it is natural to ask whether u in Theorem 1.2 is the same as the Struwe solution after the first blow-up time. Given the nonuniqueness results [1] and [24] , one can not exclude the possibility that u is different from the Struwe solution. On this issue, we would like to make the following remark, Remark 3.4. Consider maps from round S 2 to itself. According to [2] , there exists an initial value map u 0 of degree three such that Struwe's solution blows up at some finite time T and the homotopy class of the solution is changed for t > T . Hence the α−flow solutions u α with the same initial value can not converge strongly to Struwe's solution after T . A natural question is what we can say about Σ. See [12] .
An application
In this section, we apply our results about the α−flow to the study of minimizing sequence of Dirichlet energy in a homotopy class. The following lemma is a variant of the main estimate in [18] . Lemma 4.1. Let w be a map from B 1 to N satisfying the following scaled equation for some R > 0:
where h ∈ L 2 . There exists ε 0 > 0 such that if E(w) < ε 0 and α − 1 is sufficiently small then
Herew is the mean value of w on B 1 .
Proof. The proof is similar to the main estimate in [18] . During the proof, we write · p,q for · W p,q (B1) . Multiplying the equation by ϕ and taking the L p norm, we have If we further assume that ε 0 is small, then it follows from the Sobolev embedding theorem ϕw 2,p ≤ C w 1,p + C h 0,p .
Setting p = 4/3 and using Sobolev embedding again, we have
With this, we can apply the interior L 2 -estimate to (4.1) and multiply it by ϕ to get
We now prove Theorem 1.4.
Proof. Since u i is smooth, we can find α i > 1 such that
We then consider the α i −flow (1.1) with initial value u i and denote the solution in Theorem 1.1 by u i (·, t). Multiplying (1.1) by (1 + |∇u i | 2 ) αi−1 ∂ t u i and integrating by parts, we obtain a global energy inequality
Since u i is a minimizing sequence of E,
Therefore,
Let u be the weak limit of u i in W 1,2 (M × [0, 1]) (by taking a subsequence if necessary), which is a weak solution to the harmonic map flow by Theorem 1.2. (4.4) implies that u(·, t) is (weak) harmonic map independent of t. Since u i (x, t) converges weakly to u in W 1,2 (M × [0, 1]) and the trace operator T : 0) is a harmonic map. Instead of proving the energy identity for u i directly, we will find another sequence of maps v i , which is also minimizing in the same homotopy class and satisfies some perturbed harmonic map equation (see (4.7) below).
Thanks to (4.4), we may assume by taking subsequence if necessary (4.5)
It follows from (4.5) that
there exists at least one t 0 ∈ [1/2, 1] such that for all i
For simplicity, denote u i (x, t 0 ) by v i and write h i for ∂ t u i (x, t 0 ). Hence, v i satisfies the equation
As shown above, v i converges weakly to u in in W 1,2 . Moreover, by (4.3) and Lemma 2.1, v i is also a minimizing sequence of E. With Lemma 4.1, it is well known that there exists finitely many points x 1 , · · · , x k such that v i converges strongly to u in W 1,2 away from these points. By the removable singularity theorem, u can be extended to a smooth map on M . The proof of (1.2) will be given in Section 5. Now, let us prove the second part of the theorem and assume that π 2 (N ) is trivial. For simplicity, we assume k = 1. Let η be a smooth cutoff function which is 1 for r ≥ 1 and 0 for r ≤ 1/2. For some ρ > 0, we define a new sequence of maps v i : M → N such thatṽ i is the same as v i outside B ρ (x 1 ) and for x ∈ B ρ (x 1 )
where exp is the exponential map on N . We claim that
. On the other hand, Lemma 4.1 implies that v i converges to u on B ρ (x 1 )\B ρ/2 (x 1 ) strongly in W 1,2 and C β for some β > 0. Hence for large i, v i (B ρ(x1) \B ρ/2 (x 1 )) lies in a small neighborhood of u(x 1 ), where exp
is a well defined smooth map (if ρ is small). Since
u(x) y is a smooth map from a neighborhood of u(x 1 ) into itself, we have
Thus the claim follows. Since π 2 (N ) is trivial,ṽ i is in the same homotopy class as v i . Noticing that v i is a minimizing sequence of the Dirichlet energy and v i converges weakly to u in W 1,2 , we have
which implies
Now, v i converges to u strongly in W 1,2 , which means that there is no energy concentration and Lemma 4.1 in turn shows that the convergence is in C β for some β > 0.
An energy identity
Let u i be a sequence of maps from M to N with bounded energy such that (1) an ε−regularity lemma such as Lemma 4.1 holds for each u i ; (2) u i minimizes E within some fixed homotopy class. In the previous section, we have constructed a sequence of v i satisfying (1) and (2) by using α−flow. The purpose of this section is to prove that for such a sequence u i , there exists l harmonic maps
where u is the weak limit of u i in W 1,2 .
5.1. Review of bubble tree construction. Let us review the bubble tree construction due to Parker [17] . After taking a subsequence which is still denoted by u i , we can decompose the domain into three parts. For each bubble points x k , there is c i,k ∈ M and ǫ i,k , λ i,k > 0 such that (1) u i converges to u on any compact subset of M \ {x k }; (2) if we rescale u i on B iλ i,k (c i,k ) to a ball of radius i, then there is again a weak limit ω k (a level 1 bubble) and finitely many bubble points so that the decomposition happens again at a higher level.
is the neck region. We denote x k by p k and ω l (∞) by q k . There are finitely many bubbles including the so-called ghost bubbles which are constant maps and finitely many necks. For simplicity, we label bubbles and necks by only one index. So A i,k could be a neck region at any level. Suppose there are totally L such necks. An example of buble tree and the decomposition are illustrated in Figure 1 . The shadow parts in Figure 1(b) stand for the neck regions.
We will need the following fact, which was proved during the construction of this bubble tree structure (see (1.6) in [17] ): On a neck region, (5.1)
where ε 1 is the constant given in Lemma 5.4. To see this, recall that λ i,k is defined to be
. By choosing δ small, R large and a new subsequence if necessary, we may require
for i large.
To prove (1.2), it suffices to show
e(u i ) = 0.
An extension lemma.
Let p be a point in N and r be the injectivity radius of N . Consider a map f : S 1 → N whose image lies in B r (p). Definef :
It is obvious from the definition thatf (θ, 1) = f (θ) andf (θ, 2) = p. We need to compute the energy off . The chain rule implies
We summarize the computation in a lemma.
Lemma 5.1. For any ε > 0, there exists η > 0 depending only on ε and N such that if f :
then the Dirichlet energy off defined in (5.3) on B 2 \ B 1 is smaller than ε.
Remark 5.2. We also need a similar result for
The proof is the same as that of Lemma 5.1, so we omit it.
5.3.
A reference map. We will construct a map from M to N whose image looks like the weak limit and bubbles connected by geodesics. It keeps the record of some topological information which will later be used to construct a new minimizing sequence.
Lemma 5.3. There exists some positive constant σ depending only on N such that if f 1 , f 2 are two continuous maps from Ω into N such that
for all x ∈ Ω and f 1 | ∂Ω = f 2 | ∂Ω , then there exists a homotopy deforming f 1 to f 2 with ∂Ω fixed.
We omit the proof since it is obvious.
Lemma 5.4. There is a positive constant ε 1 depending only on N such that any W 1,2 ∩ C 0 map g : S 2 → N with E(g) < ε 1 is homotopic to a constant mapping.
Proof. Consider the harmonic map flow g(t) starting from g. Since the energy is not enough for a bubble (if ε 1 is small) then we know the flow is smooth for all time and converges sequencially and strongly to a harmonic map g ∞ . In [18] , it is proved that the energy of such a harmonic map is no less than some constant depending only N unless it is a constant map. By choosing ε 1 small, we may assume g ∞ is a constant map. If t n → ∞ is a sequence of time such that g(t n ) converges smoothly to g ∞ , we known from Lemma 5.3 that g(t n ) is homotopic to g ∞ for n large. Hence g is homotopic to the constant map g ∞ .
The next lemma shows how to squeeze a little room on both ends of a long neck region without changing the energy much.
Lemma 5.5. For i large so that δ >> λ i R, there is a diffeomorphism f from B δ \ B λiR to B δ/4 \ B 4λiR such that for any map u : B δ \ B λiR → N , we have
where C( δ λiR ) is a constant which goes to zero if δ λiR goes to infinity. Proof. By conformal invariance of the Dirichlet energy, u can be regarded as a map from
It is straightforward to check
for some C(K) such that C(K) goes to zero if K goes to infinity. Set s :
is the diffeomorphism we need.
A remark about the notation is needed for the rest of the proof. For simplicity, we omit the subscript for necks as if there was only one neck. In fact, one should repeat the construction or proof for each neck region. By the nature of the following proof, this should cause no further difficulty. We write B δ \ B λiR for a neck region, omitting the center. We assume the neck connects the weak limit and a level 1 bubble. For a general neck, one should replace u with some bubble map ω j .
We need δ, R and i to satisfy the following conditions. (A1) Let ε = min{ε 1 , ξ/L}/8, where ξ is a positive number introduced in the next subsection and L is the total number of necks. Lemma 5.1 gives an η. Choose δ and R so that for each neck region B δ \ B λiR , u restricted to ∂B δ satisfies
where p is the value of u at the bubble point and ω restricted to ∂B R ⊂ R 2 satisfies
where q is lim x→∞ ω(x). Fix δ and R, choose some i so large that (A2) (5.4) and (5.5) remains true if we replace u by u i , ω by u i (λ i ·), η/2 by η and σ/2 by σ; 
It is easy to see that w is homotopic to u i . Now let us consider the map w restricted to B δ/2 \ B 2λiR . It follows from the construction that w maps ∂B δ/2 to p and ∂B 2λiR to q. Hence, topologically it induces a map from S 2 to N if we identify ∂B 2λiR with the north pole P N and ∂B δ/2 with the south pole P S . This is in fact a homotopically trivial map. To see this, consider a map w 1 : R 2 → N which agrees with w on B δ/2 \ 2λ i R and maps B 2λiR to q and R 2 \ B δ/2 to p. By the conformal invariance of E, we regard w 1 as a map from S 2 to N . By (A1), (A2) (A4) and (5.2) , the energy of this map is smaller than ε 1 in Lemma 5.4, hence it is homotopic to a constant map. Let F : S 2 × [0, 1] → N be the homotopy such that F (·, 0) = w 1 (·), F (·, 1) ≡ p and F (P S , t) = p for any t ∈ [0, 1]. The curve F (P N , ·) connects q and p. Let γ : [0, 1] → N be the shortest geodesic homotopic to this curve connecting q and p.
We can now define the reference mapw. Letw = w except that on B δ/2 \ B 2λiR w(θ, r) = γ( log r − log(2λ i R) log(δ/2) − log(2λ i R)
).
Figure 2. reference map
The above construction is illustrated by Figure 2 . We claim that w andw are homotopic. Since w andw are the same except on B 2δ \ B 2λiR , we construct the homotopy explicitly. For (θ, r) ∈ B δ/2 \ B 2λiR ,
. From here, it is obvious that one can further deform F (P N , t) to γ.
If there are more than one neck region, we repeat the above construction for each neck.
5.4.
Proof of the energy identity. Let us assume that the energy identity (1.2) is not true. Then there exists ξ > 0 and a subsequence (still denoted by u i ) such that
Letw be the reference map constructed above. We will show a contradiction by construct a new sequenceũ i in the same homotopy class such that
log(δ/2)−log(2λiR) ). It remains to show first, the energy ofũ i in the neck region is smaller than ξ/2 for i large and second,ũ i is homotopic tow. For the first point, (A1) and Lemma 5.1 implies that the energy in B δ \ B δ/2 and B 2λiR \ B λiR for all necks is no more than ξ/4. Moreover, as i gets larger, then the energy on the geodesic part can be made as small as we want since the length of γ is fixed (See Section 5.3).
For the second point, if there is only one neck, then M is decomposed into three parts; M \ B δ/2 , B δ/2 \ B 2λiR and B 2λiR . For the reference mapw, the decomposition is fixed because we chose and fixed a large i in the construction.
Forũ i , the center of B δ and B λiR changes with i and so does the radius of B 2λiR . However, when restricted to the separating circles ∂B δ/2 and ∂B 2λiR ,w andũ i are constant maps to the same points. This allows us to prove the homotopy betweeñ w andũ i on each of the three parts separately.
On M \ B δ/2 , (A1) and (A3) show that d(w,ũ i ) < σ, which implies that there is a homotopy between them leaving ∂B δ/2 fixed. The bubble part B 2λiR ofw and u i are homotopic for the same reason. On B δ/2 \ B 2λiR part, they are different parametrization of the same curve. This concludes our proof for (1.2) in the case of only one neck.
For the general case of multiple necks, the decomposition is more complicated but the same argument applies. To illustrate the idea, consider a bubble tree as shown in Figure 1(a) . The necks are labelled from 1 to 4. The corresponding decomposition of M is illustrated in Figure 1(b) . The shadow parts are neck regions. There are eight circles separating the neck regions and the bubble regions. Bothw andũ i map these circles to p i 's and q i 's. The homotopy for bubble regions (including M \ (B δ/2 (x 1 ) ∪ B δ/2 (x 2 )) follows from Lemma 5.3 and the homotopy for neck regions is obvious because they are different parametrization of the same geodesics.
Appendix
In this appendix, we prove the local existence and uniqueness of the α−flow equation for any smooth initial value u 0 : M → N ⊂ R k . As in the case of harmonic maps, there is an intrinsic way of writing the right hand side of (6.1). If we regard (1 + |∇u| 2 ) α−1 ∇u as a section of the pull back bundle u * T N and denote the induced connection of u * T N byD, the righthand side can be written as τ α (u) := 1
where {e i } is an orthonormal basis of T M in some open set. In the following, we will call τ α the α−tension field of u. It is obvious that smooth solution to (6.1) is equivalent to that of the following
where we regard u(·, t) as maps into N . This allows us to consider a totally geodesic isometric embedding of N into R k with some non-flat metric as in [9] . Precisely, there is a metric h on R k and an embedding N into R k such that the isometric embedding is totally geodesic and there exists an isometric involution i which acts on a tubular neighborhood T of N , leaving points of N fixed. By composing with this embedding, we regard u as a map from M into (R k , h) and denote by τ For each v ∈ V , the Schauder estimate of linear parabolic systems (see [8] and [19] ) implies (6.6) w .
This implies that we can choose T sufficiently small so that w ∈ V . Now start from any v 0 ∈ V . Let v k+1 be the solution of (6.4) with v = v k and zero initial value. We then have a uniform bound v k C ≤ C.
Using Schauder estimate again, we obtain uniform C 
