Although the complete answer to the question of the glacial-interglacial variability in atmospheric CO 2 remains something of a mystery, important feedbacks, and processes have been identified that have improved our understanding of the modern and future carbon cycle. In this chapter, we will (1) outline the problem posed by the observed glacial-interglacial changes in CO 2 ; (2) provide a brief primer for understanding the basics of the global carbon cycle; (3) summarize some of the common ways in which the marine sediment record can be used to shed light in the problem; (4) describe the most promising candidate hypotheses put forth to explain changes in the carbon cycle, including an assessment of our confidence in our level of understanding of these mechanisms and their magnitude of impact on the carbon cycle and what observational evidence there is for constraining their importance; and (5) suggest some new directions and ideas. also affect climate via the greenhouse effect and, in turn, are influenced by changes in climate. We have monitored changes in ocean and atmospheric chemistry over short timescales using instrumental records and gauges, satellites, and large-scale measurement programs. However, the variability in most of these instrumental records remains small in comparison to the scale of responses anticipated from continuing anthropogenic forcing of the Earth system. How can we be sure that we understand how the global carbon cycle and its relationship with climate may change in the future?
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One means of improving our knowledge of global biogeochemical processes and their relationship to climate is through study of the geologic record. Geochemical indicators from sedimentary records can shed light on environmental changes that have occurred from decades to millions of years ago and of greater magnitude than that so far seen in instrumental records. These past biogeochemical cycles provide insights into the range of natural variability within the "There are known knowns. These are things we know that we know. There are known unknowns. That is to say, there are things that we know we don't know. But there are also unknown unknowns. There are things we don't know we don't know." -Donald Rumsfeld, former US Secretary of Defense 1. InTRODUCTIOn: USInG THE PAST TO COnSTRAIn THE FUTURE
The biogeochemical cycling of carbon and nutrients at the Earth's surface is both regulated by, and exerts a controlling influence on, organisms. Biogeochemical cycles, particularly carbon as carbon dioxide (CO 2 ) and methane (CH 4 ), Earth system, insights into the manner in which biogeochemical processes operate under different boundary conditions, and a rigorous test for our models and working knowledge of the Earth system.
A classic example of how knowledge of past biogeochemical cycles contributes to our understanding of modern processes is the phenomenon of glacial-interglacial changes in atmospheric carbon dioxide. Ever since records of atmospheric carbon dioxide were first reliably retrieved from polar ice cores [Delmas, 1980; Neftel et al., 1982] , a high-profile goal of Earth, environment, and climate scientists has been to explain how and why these changes have occurred. There have been numerous ideas and proposals, with each new hypothesis stimulating the exploration of new processes and observations, and enriching our understanding of the global carbon cycle, nutrient cycling, and their relationship to climate. This exploration has also resulted in development of a range of simple-to-complex models for understanding the Earth system. Each hypothesis has also predicted observable consequences that can be tested against the geologic record and has identified new data and observations that can help constrain and improve models. Thus, while a full solution to the question of glacial-interglacial variability in atmospheric CO 2 has yet to be found, the search has led to the identification of important feedbacks and processes that have improved our understanding of the modern carbon cycle, and thus presumably improved the fidelity of our future atmospheric CO 2 predictions. Understanding the processes which are capable of generating a significant lowering of CO 2 has gained even greater significance in our current political climate, as technological solutions for manipulating the global environment, "geoengineering" [Keith, 2000] , are increasingly considered as a means of sequestering anthropogenically generated CO 2 and re-taking control of climate. Our understanding of the geologic record provides an important perspective for determining the effectiveness of controversial geoengineering proposals such as Fe fertilization [e.g., Zeebe and Archer, 2005] and direct CO 2 injection [Brewer et al., 1999] .
In this chapter we will: (a) outline the problem posed by the observed glacial-interglacial changes in CO 2 ; (b) provide a brief primer for understanding the basics of the global carbon cycle; (c) summarize some of the common ways in which the marine sediment record can be used to shed light on the problem, (d) describe the most promising candidate hypotheses put forth to explain glacial-interglacial changes in atmospheric CO 2 , including a detailed assessment of our confidence in our level of understanding of these mechanisms, the potential range in magnitude of their CO 2 impact and what observational evidence there is for constraining their importance; and (e) suggest some new directions and ideas.
THE GLACIAL-InTERGLACIAL CO 2 PROBLEM
The warming response of the climate system to anthropogenic carbon dioxide emissions depends on how the carbon released from fossil fuel burning and deforestation is retained in the atmosphere. This, in turn, depends sensitively upon how much is partitioned into other reservoirs (ocean and biosphere) and how quickly this transfer takes place. Much research has gone into understanding how this partitioning occurs today [IPCC, 2007] , how the partitioning between the ocean and biosphere is likely to change in the future [e.g., Schmittner et al., 2008] , and how the potential of each reservoir to hold carbon depends on the interaction between natural and anthropogenic processes [e.g., Le Quéré et al., 2007] .
We can test our understanding of the exchange of carbon between the different reservoirs and of how atmospheric CO 2 is regulated by looking at past changes in the global carbon cycle. Ice cores recovered from the Antarctic ice cap and analyzed for air bubble gas composition revealed that the concentration of CO 2 in the atmosphere around 20 thousand years ago (20 ka BP or ka) and at the height of the Last Glacial Maximum (LGM) was about one-third lower than during the subsequent interglacial (Holocene) period [Delmas, 1980; Neftel et al., 1982; Monnin et al., 2001; Flückiger et al., 2002] . The longer ice-core records have shown that the same pattern re-occurs over the past four cycles ( Figure 1 ) and that this glacial-interglacial variability approaches 90 ppm [Lüthi et al., 2008; Siegenthaler et al., 2005] . Furthermore, fluctuations in atmospheric carbon dioxide are highly correlated with changes in temperature (T) [Petit et al., 1999; Indermuhle et al., 2000; Cuffey and Vimeux, 2001; Siegenthaler et al., 2005] , as well as with changes in deepocean T as inferred from marine oxygen isotope records [e.g., Shackleton, 2000] . Other interesting relationships are also revealed from these records. For example, dust concentrations within the Vostok ice core only begin to rise once CO 2 has decreased to 220 ppm, hinting that the dust cycle ramps up only after the Earth has progressed at least halfway toward glaciation. The correlations, leads, and lags between these records suggest that multiple biogeochemical feedbacks operate within the Earth system Caillon et al., 2003; Vettoretti and Peltier, 2004; Kohfeld et al., 2005; Peacock et al., 2006; Lambert et al., 2008] .
Ultimately, the mystery associated with long-term fluctuations in the carbon cycle has proved a powerful and fertile testing ground for understanding the natural processes controlling the global carbon cycle. numerous hypotheses have been proposed to explain these fluctuations (Table 1) . Each scenario has various implications from which one can make predictions regarding what changes should be observed in the geological record. Thus, at least in theory, the validity or strength of each hypothesis can be assessed against geologic evidence. But before exploring the likely drivers of the glacial-interglacial variations in atmospheric CO 2 (section 5) and how geologic evidence can be utilized to test theory and model prediction (section 4), we will first outline the principles of how the global carbon cycle operates.
hOW iT WORks: a hiTChhikER's gUidE
TO THE MARInE CARBOn CYCLE On timescales of decades and less, the terrestrial biosphere exerts a significant control on atmospheric composition with a pronounced seasonal signal, primarily due to the antiphased seasonal uptake and release of CO 2 by the terrestrial biosphere between the hemispheres in conjunction with the disparity in total land mass between north and South. The terrestrial biosphere thus provides a very responsive modulation of atmospheric CO 2 . At some 39,000 PgC, the reservoir of dissolved carbon in the oceans is over 13 times that of the atmosphere and terrestrial biosphere put together [IPCC, 2007] . Thus, the mechanisms responsible for longerterm variability in the concentration of atmospheric CO 2 are more likely to involve the ocean. For this reason, models of the global carbon cycle used in the context of glacialinterglacial change are rooted in numerical representation of the oceanic carbon cycle.
The exchange of CO 2 between the ocean and atmosphere depends on the difference in molar fraction (xCO 2 ) or, more commonly, partial pressure (pCO 2 ) of gaseous CO 2 in the atmosphere and that in the surface ocean, which is approximately equal to its fugacity ( f CO 2 ). If one assumes no significant change in terrestrial carbon storage, weathering rates of silicate rocks, volcanic outgassing of CO 2 , or the burning of fossil fuels, then the area-weighted, mean ocean surface f CO 2 , as modified by local wind speed, determines the value of atmospheric CO 2 . The mean ocean surface fCO 2 , in turn, is primarily a function of the concentration of total dissolved inorganic carbon (DIC), alkalinity (ALK), salinity (S), and T at the ocean surface [Zeebe and Wolf-Gladrow, 2001 ]. Processes that affect any or all of S, T, DIC, or ALK, will therefore influence atmospheric CO 2 .
A Tale of Three Pumps
Climate alone determines surface S and T (and wind speed). DIC is affected by the production and export of (mainly) particulate organic matter (POM). alk is influenced primarily by S, less strongly by the precipitation of calcium carbonate (CaCO 3 ), as calcium ions (Ca 2+ ) are removed from solution and, to a more minor extent, by the creation and destruction of POM due to transformations involving nitrate (nO 3 − ). Ocean circulation, by re-distributing all of T, S, DIC, and ALK exerts an overall modulation of CO 2 . From these basic controls, Volk and Hoffert [1985] characterized three main cycles of transformation of state and translocation within the ocean system that act to vertically (and horizontally) partition DIC and ALK and thus determine surface ocean f CO 2 . These three processes were termed "pumps" and consist of:
(1) The "solubility pump," whose action arises through the strong T-dependence of the solubility of gaseous CO 2 in water, with cold water exhibiting a much lower fCO 2 than warmer water. Thus, all other things being equal, warm oceanic regions will tend to be sources of CO 2 to the atmosphere and cold regions sinks. The concentration of atmospheric CO 2 is therefore related to a nonlinearly weighted average of global sea surface temperature (SST).
(2) The "soft tissue pump," whose effect is due to the removal of DIC from surface waters through its photosynthetic fixation by phytoplankton and subsequent export in the form of particulate organic carbon (POC) into deeper waters, where it is largely re-mineralized back into DIC. Through this action, there is a vertical partitioning of DIC Jouzel et al., 2007; Siegenthaler et al., 2005; Lambert et al., 2008] . . In response to decreasing dust fluxes at the end of the glacial, a 2-ppm CO 2 change was predicted.
Assuming an equivalent contribution from an increased Si sink through opal deposition on newly flooded continental shelves leads to the ∆CO 2 best estimate of 4 ppm. Uncertainty is estimated as lying between 0 (if little-to-no aeolian Si dissolves) and 4 ppm for aeolian Si supply, and 1 to 4 ppm for changes in the continental shelf sink, giving a total uncertainty range of 1 to 8 ppm CO within the ocean, with reduced surface concentrations. The concentration of atmospheric CO 2 is consequently inversely related to the strength of operation of this pump, which responds to physical changes (e.g., T, sea ice, and circulation) as well as changes in nutrient, micronutrient, and light availability. This pump is sometimes also called the "biological pump," although strictly, the biological pump encompasses both soft tissue and carbonate (see below) pumps combined.
The strength of the soft tissue pump does not necessarily have a simple relationship to nutrient utilization at the surface. Although Redfield [1934] made the observation that carbon, phosphate, and nitrogen are found in the deep ocean at an approximate ratio of 106:16:1, related to the proportions at which these elements are taken up by phytoplankton, these ratios represent a whole ocean average [Arrigo, 2005] , and there is substantial variability in the actual utilization ratios. Thus, the amount of carbon transferred from surface to deep waters, and hence the strength of the soft tissue pump, could be increased if the amount of carbon that was fixed per unit phosphate and/or nitrate was increased [Broecker, 1982] .
(3) The "carbonate pump," whose effect arises in a similar way to that of the soft tissue pump, except that the particulate phase in question is calcium carbonate (CaCO 3 ). When CaCO 3 is produced by certain species of phyto-(e.g., coccolithophores) and zoo-plankton (e.g., foraminifera) and exported below the surface ocean, ALK is decreased at the surface and enhanced at depth in a 2:1 ratio with DIC. The resultant vertical re-partitioning of ALK in the ocean has a greater effect on fCO 2 than the associated changes in DIC and with the opposite sign, i.e., reduced ALK drives an increased partial pressure of CO 2 in surface waters. The concentration of atmospheric CO 2 therefore scales with the strength of the operation of this pump and in opposition to the soft tissue pump. For this reason, this pump is also known as the "counter pump."
The production ratio of CaCO 3 compared to POC, and thus the relative ratio of the strength of the soft tissue and carbonate pumps, was often treated as a constant in early box models. however, significant spatial and seasonal variability in the CaCO 3 :POC export ratio exists in the modern ocean. furthermore, surface ocean chemistry, specifically pH, affects the ability of open-ocean dwelling calcifying plankton, such as coccolithophorids and foraminifera to make CaCO 3 shells [e.g., Bijma et al., 1999; Riebesell et al., 2000] . Future decreases in pH could thus restrict the global production of marine carbonate, weaken the strength of the carbonate pump, and hence reduce atmospheric CO 2 . Conversely, higher glacial surface ocean pH, if translated into a stronger counter pump, would tend to increase atmospheric CO 2 and thus oppose the observed changes recorded in ice cores (Figure 1 ).
The Principle of Carbonate Compensation
The concentration of DIC and ALK at the ocean surface is affected not only by the gradient between surface and deep, which itself is imposed by the joint operation of the three pumps, but also by the carbon and ALK inventory of the ocean as a whole. The weathering of the continents as well as interactions with biogenic materials such as CaCO 3 in the underlying sediments can bring about such a wholeocean change. The most important process at work in terms of changes in CO 2 on glacial-interglacial timescales is "carbonate compensation."
at steady state, the flux of solutes such as Ca 2+ and HCO 3 − to the ocean will equal the burial flux of CaCO 3 in marine sediments. However, when the ocean's distribution of dissolved carbon and/or ALK is altered, the carbonate ion (CO 3 2− ) concentration of the deep ocean is also changed and, with it, the stability of CaCO 3 and its rate of dissolution in deep-sea sediments [Ridgwell and Zeebe, 2005] . In the absence of any concurrent increase in weathering or hydrothermal inputs, the amount of CaCO 3 preservation and burial in marine sediments and hence the deep-sea CO 3 2− content must ultimately be restored to that required for steady state to be re-established [Broecker, 1982; Broecker and Peng, 1987] . The changes to ocean chemistry brought about by a transitory imbalance between sources and sinks of DIC and ALK creates a lasting change in atmospheric CO 2 .
For example, consider a transfer of carbon from the ocean to the terrestrial biosphere (such as associated with the deglacial transition, see section 5.1.3). The immediate impact is a substantial decrease atmospheric CO 2 . This removal of carbon drives an increase in the carbonate ion [CO 3
2− ] concentration of seawater, as CO 2(aq) is (partially) replenished:
The higher CO 3 2− concentrations are progressively communicated to the entire ocean on the timescale of mixing and overturn of the entire ocean (circa 1000 years), resulting in deepening of the carbonate saturation horizon and reducing the rate of CaCO 3 dissolution in deep-sea sediments. This is manifested in a deepening of the carbonate compensation depth (CCD) and lysocline, the depths at which sediments become CaCO 3 -free, and the calcite content of the sediment begins to noticeably decline with increasing ocean depth, respectively [for a review, see Ridgwell and Zeebe, 2005] (An alternative way to look at it is that with a temporary increase in CaCO 3 preservation, some of the CO 2(aq) that was previously consumed at the sediment surface in the CaCO 3 dissolution reaction is available for reaction with CO 3 2− , leading to higher [CO 2(aq) ] and lower [CO 3 2− ] deep waters.) The lysocline gradually bounces back up with an efolding time of ~5000 years and atmospheric CO 2 increases in response to the upwelling of deep waters with a higher CO 2(aq) content. Once steady state between weathering and sedimentary burial has been re-established, initial seawater carbonate ion concentrations are also re-established. Because of the loss of alk during the transitory deficit of weathering supply of Ca 2+ compared to burial in CaCO 3 , atmospheric CO 2 is left higher overall. This process of adjustment of ocean chemistry and atmospheric CO 2 as a result of an initial imbalance induced between weathering input to the ocean and burial in deep-sea sediments, is called "carbonate compensation" [Broecker and Peng, 1987] .
A variety of glacial-interglacial CO 2 drivers, both internal and external to the marine carbon cycle can result in carbonate compensation. The influx or extraction of terrestrial carbon [Broecker et al., 1999b] or changes in CaCO 3 buried in shallow sediments such as coral reefs [Broecker, 1982] represent two external influences. Within the ocean, changes in ocean circulation or the partitioning of nutrients and carbon between intermediate and deep waters [Boyle, 1988a; Keir, 1988 Keir, , 1991 Toggweiler, 1999] or changes in the rain rates of organic carbon to calcium carbonate [Archer and Maier-Reimer, 1994] will also influence the interaction between sediments and ocean. Thus, carbonate compensation mediates the atmospheric CO 2 of many, if not all (if only to a relatively trivial degree), of the potential drivers of glacialinterglacial CO 2 change.
Rain Ratio Hypotheses: Theme and Variations
One means by which biological activity could affect atmospheric carbon dioxide concentrations is via changes in the relative rates of calcium carbonate and POC supply to the seafloor [Archer and Maier-Reimer, 1994] . Diatoms (together with their zooplankton equivalent, radiolarians) are responsible for all of the biogenic opal production in the open ocean. Among nonsiliceous plankton species, only phytoplankton such as coccolithophorids (and their zooplankton equivalent, foraminifera) produce globally significant amounts of CaCO 3 . Changes in ecosystem structure, specifically the balance between siliceous and nonsiliceous phytoplankton, may then affect the ratio of CaCO 3 to POC exported from the euphotic zone [Ragueneau et al., 2000] .
The amount of CaCO 3 that is buried in the sediments of the deep sea is influenced by the flux of CaCO 3 reaching the sediments. it is also affected by the flux of POC reaching the sediments. This is because the CO 2 that is released to sediment pore waters due to the aerobic oxidation of organic carbon within the sediments results in additional dissolution of calcium carbonate in a process referred to as "respiratory calcite dissolution" [Archer, 1991 [Archer, , 1996 . Changes in the CaCO 3 :POC rain ratio reaching the ocean floor will thus exert an important influence upon the preservation and burial of CaCO 3 , ultimately affecting ocean chemistry and atmospheric CO 2 [Archer and Maier-Reimer, 1994] .
In David Archer and Ernst Maier-Reimer's original study [Archer and Maier-Reimer, 1994] , which used a coupled ocean and sediment carbon cycle model, a 40% decrease in CaCO 3 :POC rain ratio (to the sediments) was sufficient to reduce atmospheric CO 2 by ~90 ppm: the entire difference between glacial and interglacial periods [Petit et al., 1999] . Subsequent variations on this theme have been proposed as mechanisms by which the ratio of organic carbon to calcium carbonate could have been changed, including changes in nutrient distributions ("Si leakage") [Matsumoto et al., 2002b] and T-dependent changes in organic matter regeneration and recycling to surface waters .
Silica Leakage
If changes in the CaCO 3 :POC ratio are to be effective in accounting for a significant portion of the glacial-interglacial CO 2 difference, some means of influencing ecosystem composition on a near-global scale is required. The "silica leakage hypothesis" provides such a mechanism. Observations have suggested that increased iron concentrations and reduced iron limitation in surface waters result in a decrease in the uptake of silicic acid relative to nitrate by diatoms [Watson et al., 2000] , leaving excess silicic acid compared to nitrate. This excess silicic acid would be entrained during Antarctic intermediate water formation and transported to more silica-limited oceanic regions, where it could enhance the prevalence of silicate-producing organisms compared to nonsilicifiers. This hypothesis has been used to explain the relationship between δ 15 n and δ 30 Si in polar regions (see section 4.2.3), as well as the apparent opposite behavior of n and Si in these regions [Brzezinski et al., 2002] . Simple box-modeling studies have suggested that this process could account for 40-50 ppm decrease in atmospheric CO 2 [Matsumoto et al., 2002b] .
Ballasting
Changes in CaCO 3 production due to changes in pH, or due to changes in ecosystem composition, would affect the strength of the carbonate pump and thus atmospheric CO 2 (section 3.1). A secondary, more sensitive but somewhat longer timescale control is exerted on CO 2 via the rain ratio mechanism (section 3.3). "Silica leakage" provides a mechanism to drive regional to global-scale changes in CaCO 3 :POC (section 3.4). The potential party spoiler in accounting for a large chunk of the glacial-interglacial CO 2 change in this way is the "ballast hypothesis." This hypothesis rests on the strong correlation observed between the settling fluxes of organic matter and mineral grains (particularly CaCO 3 ), reconstructed from sediment traps moored in the open ocean [Armstrong et al., 2002; Klaas and Archer, 2002] . The inference made from this correlation is that when CaCO 3 , opal, and dust (terrigenous silicate minerals) aggregate with organic matter, they increase mean particulate densities and thus enhance the settling rate of particles, giving bacteria in the water column less time to degrade the organic matter before it reaches the ocean floor. The bottom line is that the flux of organic carbon to the ocean floor is mechanistically dependent on the flux of mineral particles, particularly CaCO 3 .
If ballasting is an important mechanism controlling the POC flux reaching the ocean floor, this has implications for how the efficiency of the biological pump, and thus atmospheric CO 2 , is regulated. For example, a change in ecosystem composition that reduces the production of CaCO 3 ballast (such as envisioned by the Si-Leakage hypothesis, see section 3.4) would tend to result in an increase in atmospheric CO 2 because organic matter would be recycled closer to the ocean surface [Barker et al., 2003; Heinze, 2004] . More importantly, because the CaCO 3 :POC rain ratio reaching the sediment surface is buffered, the effectiveness of the rain ratio mechanism (section 3.3) would be substantially diminished [Ridgwell, 2003b] .
However, alternative interpretations of sediment trap correlations exist and do not require the efficiency of the organic carbon pump to be explicitly dependent on the CaCO 3 flux. it is possible that POC binds together small biogenic carbonate particles, and therefore the production and flux of POC is responsible for the flux of CaCO 3 to the deep ocean and thus the observed correlations [Passow and de la Rocha, 2006] , not vice versa. Alternatively, the sediment trap observations could simply reflect correlations between ecosystem composition and productivity at the surface [François et al., 2002] . The role of ballasting is currently not fully known, adding a dimension of uncertainty to the ocean carbon cycle processes at work in the glacial ocean (as well as to the modern and future ocean).
Carbon Cycle Models
There is no unique or "correct" model for the glacial carbon cycle, if for no other reason than to create the perfect model would require that the causes of low glacial CO 2 were a priori precisely known, which is the unanswered question being addressed in the first place. Model structure is inevitably a trade-off between: (1) the degree of complexity in terms of the different mechanisms and processes within the global carbon cycle that are represented, (2) the spatial and temporal resolution of the model, and (3) the required simulation length. This, in turn, is further modified by the best "guess" as to what the key processes operating during the glacial are judged to be. At a minimum, the representation of the ocean must be capable of distinguishing between major water masses and accounting for important vertical and horizontal (ideally: along density surfaces) transports of T, S, and (bio-)geochemical tracers. Models for glacialinterglacial variability in atmospheric CO 2 must also resolve the three separate "pumps" (section 3.1) and their associated controls (e.g., nutrient availability). Although changes in CaCO 3 :POC rain ratio (section 3.3), silica leakage (section 3.4), and ballasting (section 3.5) may play important roles, there is currently no consensus on this, and their inclusion is somewhat subjective. In contrast, carbonate compensation (section 3.2) is widely believed to be an essential component. However, because a simulation length of circa 10-20 ka is required to calculate its contribution to atmospheric CO 2 [Ridgwell and Hargreaves, 2007] , carbonate compensation is omitted in most models (although its effects on ocean chemistry can be approximated, e.g., see Toggweiler [1999] ).
Historically, much of the progress in our understanding of the potential causes of low glacial CO 2 has been made with the use of carbon cycle models where the representation of the world ocean is highly simplified. in some of the earliest of these models, the ocean was partitioned into only two or three homogeneous volumes or "boxes" with a prescribed ocean circulation [e.g., Knox and McElroy, 1984; Sarmiento and Toggweiler, 1984; Siegenthaler and Wenk, 1984] , soon followed by slightly more complex "multibox" models utilizing up to a few dozen boxes [e.g., Broecker and Peng, 1986a, 1986b; Keir, 1988] . Despite their apparent oceanographic naivety, they have the advantages of relative ease of interpretation and numerical efficiency, leading to their cen-tral role in the development of many of the proposed mechanisms for glacial-interglacial CO 2 variability. However, the general inability of box models to sufficiently finely resolve key regions of CO 2 ocean-atmosphere exchange (such as strong net outgassing from equatorial upwelling zones) can produce a distortion of the predicted atmospheric CO 2 response to perturbation, such as to changes in sea ice extent , cautioning their use in assessing certain aspects of glacial-interglacial CO 2 variability.
At the opposite end of the spectrum, Ocean General Circulation Models (OGCMs) represent the global ocean on a three-dimensional (3-D) grid, with a typical horizontal resolution of order 3° and with upward of 15-30 separate vertical levels resolved. Ocean circulation is calculated by consideration of forces generated through surface wind stress and ocean density contrasts (driven by heat and S gradients), with surface boundary conditions prescribed from observations or calculated through coupling with an atmospheric general circulation model (AGCM). Although their grid spacing enables most major ocean biogeochemical provinces to be adequately resolved, the sheer number of cells in the 3-D structure results in a considerable computation requirement, even when run "off-line," i.e., utilizing a precalculated circulation [e.g., Archer et al. 2000a; Bopp et al., 2003; Heinze et al., 1999] . Models approaching a resolution of 1° cannot be run long enough to include processes operating on timescales of 1-10 ka and beyond, such as carbonate compensation. Despite this, important dynamics associated with eddies are still not explicitly represented until a resolution of ~0.1° or less is reached.
A "third way" is provided by Earth system (or "intermediate complexity") models. These seek to maximize spatial resolution, while retaining the 10-to 20-ka run-time capability required to account for ocean-sediment interaction and its modulation of atmospheric CO 2 . They also typically account for feedback with climate and many additionally include the response of the terrestrial biosphere. They may be based on zonally averaged [e.g., Brovkin et al., 2007] or 3-D ocean circulation models [e.g., Ridgwell and Hargreaves, 2007] and are sometimes designed with the glacial CO 2 question in mind.
The different approaches have their strength and weaknesses, but can be complementary. Box models are particularly useful for rapid assessment of new ideas and exploration of parameter space. Higher resolution 3-D models are important because some mechanisms and processes require a minimum spatial and/or temporal resolution in addition to improvements in the representation of ocean circulation that is generally facilitated by increased resolution. Earth system/intermediate complexity models attempt to bridge this divide within a single model framework and are often developed with a wide range of carbon cycle processes including sediments in mind.
HELP FROM OCEAn MUDS: PALEOCEAnOGRAPHIC PROxIES
Modelers are not entirely free to vary anything in the search for the desired change in atmospheric CO 2 . Reconstructing past changes in the climate system and global biogeochemical cycles provides important constraints on the boundary conditions that are required as input by all but the most highly integrated Earth system models. For instance, ocean-only models will require information about surface winds and Ts; models without a prognostic ice sheet component need to know how much additional volume of water was stored on land during the last glacial period, and thus what sea level and S were. Models invariably require information regarding dust and thus the supply of iron to the ocean surface. Once appropriate changes in the required boundary conditions have been made, further observations can be used to test model predictions. As we will see later, many potential mechanisms operating over the glacial-interglacial cycles and affecting atmospheric CO 2 could produce nearly identical CO 2 changes. How do we chose between them, or correctly elucidate their relative contributions? The geological record, specifically the sedimentary (paleoceanographic) record on the ocean floor, contains the imprints of a multitude of chemical and biological properties of the ocean. Different mechanisms controlling CO 2 give rise to different unique signatures in the paleoceanographic record.
some of the earliest hypotheses explaining fluctuations in CO 2 have concerned the role of biology and specifically changes in the strength of the biological pump in the ocean [Knox and McElroy, 1984; Sarmiento and Toggweiler, 1984; Siegenthaler and Wenk, 1984; Martin, 1990] . Testing the viability of such hypotheses requires a means of reconstructing, either directly or indirectly, changes in primary productivity, export production, changes in surface and deep-ocean nutrient contents, surface nutrient utilization, and changes in the amount of sinking and remineralization. such a quantification is a tall order even for the modern ocean! But as an example of the importance of sediment proxies in reconstructing past ocean conditions and thus constraining models, in this section, we review in detail how changes in export production, ocean nutrient concentrations and distributions, and nutrient utilization are recorded in muds on the ocean floor.
Reconstructing Export Production
A relevant measure for understanding biological changes in the ocean carbon cycle is changes in the export of carbon from the surface ocean to the seafloor. Quantifying changes in the modern ocean is already quite challenging and becomes increasingly difficult when examining the marine sediment record. Each paleoceanographic proxy carries its own set of assumptions and complications, and not one represents the perfect indicator of export production.
There are several direct measures of fluxes of biogenic components produced by plankton in surface waters, such as organic carbon, biogenic opal, carbonate, and molecular biomarkers. Biogenic opal is formed by diatoms and radiolaria; carbonate is produced by coccolithophorids and foraminifera; molecular biomarkers are associated with primnesiophytes (coccolithophorids), and diatoms have been identified and measured. Organic carbon is produced by all of these organisms as well as several species that do not form tests. For instance, changes in the timing and pattern of opal accumulation in the sediments of the deep sea could help in assessing the silica leakage hypothesis (section 3.4). The first concerns the timing of events. If changes in the Si/n uptake are dependent on iron fertilization, and iron comes largely from aeolian input, then the changes in northward transport of excess silicic acid would be coincident with input of dust to the ocean. Thus, if this effect contributed to decreases to the atmospheric CO 2 , then its major impact would be limited to the latter half of the glacial-interglacial cycle, when dust fluxes to the ocean begin to increase. a second implication of this hypothesis concerns the region of the ocean where changes in silicic acid concentrations and therefore si fluxes to the seafloor are likely to be observed. Two most likely regions to be affected are the Subantarctic regions and equatorial upwelling regions. These increases are observed in the Subantarctic regions of the Atlantic and Indian Oceans [Kumar et al., 1995; Frank et al., 2000; Anderson et al., 2002] and believed to compensate for reductions in opal burial rates in the Antarctic zone at the LGM. However, increased opal burial rates during the LGM compared with today are not observed in the eastern equatorial Pacific region [Kienast et al., 2006; Bradtmiller et al., 2007] .
There are also indirect measures of changes in organic carbon fluxes to the seafloor, including radiogenic isotopes, biogenic barium, and authigenic uranium. Radiogenic proxies (e.g., 231 Pa and 10 Be) are scavenged by particles in the water column and therefore are related to particulate fluxes [Kumar et al., 1995] . However, they can be affected by extra particle scavenging near continental margins, and preferential adsorption to certain types of particles may affect their ability to record export production exclusively [Frank et al., 2000] . Accumulation of biogenic barium in marine sediments is positively related to organic carbon fluxes (specifically diatom frustules), as barite forms during the decomposition of planktonic marine organic matter [Paytan and Kastner, 1996] . However, interpretation of barium depends on variable ratios of barium to organic material, preservation problems under reducing ocean water conditions, and regional variability in the lithogenic contribution to barium concentrations [McManus et al., 1998 ]. Authigenic U is formed in marine sediments during the degradation of organic material, and thus is indirectly related to organic carbon fluxes [Kumar et al., 1995] . however, it can also be influenced by lateral fluxes of organic carbon during sediment focusing, as well as low oxygen content of overlying bottom waters [Frank et al., 2000] .
One approach to estimating paleo-export production is to consider these proxies collectively. Some recent studies Kohfeld et al., 2005] used all measures of export production in each individual core to determine a qualitative consensus, estimating only whether export production at one time period increased, decreased, or did not change relative to another time period. This approach assumes that not all proxies will be affected by the same complications and that the consensus will provide a general representation of changes in carbon export. The reconstruction of the last glacial period compared to today (Plate 1a) shows several distinctive patterns, including decreases or no change in carbon export to the seafloor in high-latitude regions (south of ~50°S, and north of approximately 45°-50°n). The data also suggest increases in carbon export to the seafloor during the LGM relative to the late Holocene in the Subantarctic regions of the Atlantic and Indian Oceans, and possibly higher export along the equatorial upwelling regions of the Atlantic Ocean. data from the equatorial Pacific regions, to the contrary, seem to suggest lower export production overall.
One constraint in this analysis is that all fluxes can be affected by lateral redistribution of sediments. Lateral redistribution can inflate the measured accumulation rates of the sediment components, in some cases, by as much as a factor of 20 [Francois et al., 1993] . Constant flux proxies such as 230 Th and 10 Be have been utilized in several studies to account for these issues [Bacon, 1984] . One limitation is that 230 Th can only be used reliably for the last 75,000 years. in this instance, constant flux proxies were used at 89 out of 277 locations. These fewer data in the equatorial and Southern Ocean regions present a more cohesive picture of changes in carbon export to the seafloor (Plate 1b) and also reveal knowledge gaps where normalization for changes in lateral movements of sediments are still needed.
Reconstructing Changes in Ocean Nutrients and Nutrient Utilization
Changes in the distribution of nutrient concentrations as well as nutrient utilization in the surface waters are also highly relevant for understanding which mechanisms are responsible for changes in atmospheric CO 2 . Several sediment proxies have been used to this end, including the carbon isotope composition of foraminiferal calcite, the ratio of Cd to Ca in foraminiferal calcite, nitrogen isotope composition of organic material, and the silicon isotope composition of diatom frustules.
Carbon isotope composition (δ 13 C) of biogenic calcite.
A global relationship between the carbon isotope composition of DIC and oceanic phosphate (PO 4 − ) concentrations was recognized in the late 1960s and early 1970s, when data were collected as part of the Geochemical Ocean Sections Study (GEOSECS) program [Kroopnick, 1985] . As carbon is fixed during photosynthesis, isotopically light carbon ( 12 C) is taken up by organisms in the surface water (at an average fractionation of ~−19‰), which enriches surface water diC in 13 C. When this organic material is remineralized (generally at deeper depths in the ocean), 12 C is released into the water and decreases the δ 13 C of DIC. Coincident with this carbon isotope fractionation is the uptake and subsequent release of phosphate in surface and deep waters, respectively. If biological uptake and release were the only processes affecting the carbon isotope composition of DIC, then one would anticipate the δ 13 C of diC to decrease by ~1.1‰ for every 1 Plate 1. Reconstructed changes in carbon export to the seafloor during the last glacial Maximum compared to the late Holocene period, from (A) all deep-sea core records, and (B) only those records for which 230 Th normalization of fluxes are available. Data are from [Kohfeld et al., 2005] with new data added in the equatorial Pacific regions [Kienast et al., 2006; Bradtmiller et al., 2007] .
µmol/kg of PO 4
− that is utilized [Broecker and Maier-Reimer, 1992] .
In theory, this relationship makes it possible for the carbon isotopic composition of biogenic carbonates to indirectly track changes in ocean nutrient concentrations. As such, paleoceanographic reconstructions of the carbon isotope composition of foraminiferal shells living in intermediate and deep-water masses have provided new insights into glacial-interglacial changes in ocean circulation [Raymo et al., 1989; Oppo et al., 1995] . Attempts to reconstruct oceanic circulation have resulted in numerous measurements of the carbon isotope composition of foraminiferal calcite, bridging several geologic time periods.
However, several factors complicate the use of carbon isotopes as a paleo-nutrient tracer, both in terms of the relationship to PO 4 − concentrations and the integrity of the carbon isotope composition of foraminiferal calcite as an accurate measure of δ 13 C of ocean DIC. First, air-sea gas exchange affects the fractionation of δ 13 C of DIC of surface waters [Mook et al., 1974; Broecker and Maier-Reimer, 1992] and therefore disrupts the stable relationship between δ 13 C/P [LynchStieglitz et al., 1995] . Second, the δ 13 C in foraminifera can be affected by several "vital" effects which alter carbon isotope fractionation. These include: (a) changes in the carbonate ion concentration of seawater [Spero et al., 1997] ; (b) changes in the carbon isotopic concentration of food source [for summary, see Kohfeld et al., 2000] , and (c) T-based fractionation factors [Spero et al., 1997] . In the Subantarctic South Atlantic Ocean, carbon isotope disequilibrium in planktonic foraminifera can be as much as three to four times greater than the observed glacial-interglacial difference [Kohfeld et al., 2000] . Mackensen et al. [1993] also demonstrated that the δ 13 C of benthic foraminifera do not always reflect ambient, deep-ocean δ 13 C of DIC. This work suggested that there is a tendency for benthic foraminifera to incorporate isotopically "light" 12 C when the rain of organic carbon to the seafloor is especially high and therefore is not always a faithful indicator of the δ 13 C of DIC of ambient seawater.
Cd/Ca ratio of foraminiferal calcite.
Another means of reconstructing ocean nutrient contents involves measuring the ratio of Cd to Ca in foraminiferal calcite, which reflects the phosphate content of ambient seawater [Boyle, 1981 [Boyle, , 1988b . The principles behind this proxy lay in the global relationship between Cd/P in oceanic deep waters. Like all other proxy indicators of past ocean conditions, Cd/Ca is also affected by other processes [for review, see Marchitto and Broecker, 2006; Marchitto et al., 2006] . McCorkle et al. [1990] demonstrated that the Cd/Ca of benthic-dwelling foraminifera changed with water depth and suggested that the dissociation coefficients are affected by pressure. Rickaby and Elderfield [1999] also suggested that the dissociation coefficients depended on T, with greater Cd incorporation occurring at higher Ts. Furthermore, just as the carbon isotope proxy assumes a stable relationship between δ 13 C of DIC and phosphate concentrations, the Cd/Ca proxy is based on the assumption that the relationship between Cd/P in the ocean remains constant. Recent studies suggest that uptake of Cd/P by diatom species varies depending on the degree of iron limitation in the ocean [Lane et al., 2008] . In Antarctic coastal waters, Cd/PO 4 − ratios have been shown to be higher than those observed in ambient, open-ocean waters, most likely as a result of high inputs of Fe and Zn from continental sediments [Hendry et al., 2008] . Both of these recent studies imply that changes in the influx of iron to biologically active regions of the ocean, and subsequent changes in contribution of these waters to deep-water mass formation, could very well alter the deepwater Cd content of seawater and thereby decouple foraminiferal Cd/Ca values from ambient ocean phosphate concentrations.
Nutrient utilization proxies: δ
15 N and δ 30 Si. Information about the utilization of nutrients in the surface waters helps to gauge how much nutrients and CO 2 have been removed from the surface waters (and therefore also removed from contact with the atmosphere). Several utilization proxies have been developed over the past few years.
The nitrogen isotope composition of bulk and diatombound organic matter is one proxy believed to reflect changes in the relative utilization of nitrate in surface waters, based on a Rayleigh distillation process [Altabet and François, 1994] . The δ 15 n of diatom-bound organic matter is believed to increase, as nitrate utilization increases in surface waters and therefore provides us with an overall estimate of the amount of nitrate that is used. Several factors can complicate the interpretation of δ 15 n measurements, including (a) diagenetic alteration when measurements are made on bulk sedimentary organic material [Altabet and François, 1994; François et al., 1997; Sigman et al., 1999] , (b) differences in analytical procedures [Robinson et al., 2004] , and (c) regional variability in the fractionation factor for 15 n/ 14 n, possibly due to remineralization of newly fixed nitrogen and active cycling between nO 3 − and nO 2 − [DiFiore et al., 2006] and possibly due to the influence of iron availability on phytoplankton growth rates [Karsh et al., 2003] .
A second useful measure of changes in nutrient utilization is the change in the silica isotope fractionation observed in diatom frustules, which follows changes in the relative utilization of silicic acid in surface waters [De la Rocha et al., 1998 ]. Whether modeled as a closed [De la Rocha et al., 1997] or open [Varela et al., 2004] system, the silicon isotope composition of diatom frustules increases with increased utilization of Si(OH) 4 in surface waters. As such, this measurement has recently been used most extensively to estimate the changes in silica utilization in Antarctic and Subantarctic regions.
When used together, δ 15 n and δ 30 Si records have suggested that the Subantarctic and Antarctic regions of the Atlantic and Indian Oceans experienced enhanced depletion of nitrate but lesser utilization of silicic acid during the LGM when compared with the Holocene [De La Rocha et al., 1998; Beucher et al., 2007] . These records have been interpreted to indicate support for the idea that higher iron fluxes to the ocean increased si leakage from the antarctic to Subantarctic zones in these oceans.
Difficulties in Paleo Reconstruction
The proxies discussed above provide us with valuable clues about changes in ambient ocean conditions, but their real message is frequently obscured by a complex interaction of physical environmental changes that also affect the way in which a particular isotope is fractionated within a biological system. The important lesson to acknowledge is that each change we measure can have a host of meanings, and it is up to us to interpret these proxies in the most meaningful way based on our combined understanding of the physical, biological, and chemical systems.
Another point that must be considered when reconstructing past conditions is age control. The two primary means of determining the age of deep-sea sediments are through the use of absolute chronologies or stratigraphic correlation. The use of radiocarbon dating for the past ~30,000 years is now the standard means of establishing absolute chronologies in marine sediments, although this technique is not without its complications. Several studies have demonstrated that the production of radiocarbon in the atmosphere has varied [Stuiver, 1978] , likely as a result of changes in the Earth's magnetic field as well as changes in the amount of radiocarbon stored in the various reservoirs. The calibration of the radiocarbon timescale against other methods such as dendrochronology, laminated marine sediments [e.g., Stein et al., 2000] , and U/Th ages in corals [Bard et al., 1990 ] has allowed to reconstruct a calendar age scale that is believed to be a truer representation of time. Stratigraphic correlation, such as the oxygen isotope stratigraphy [Imbrie et al., 1984; Martinson et al., 1987] , is a second means of determining relative ages of sediments that is used extensively in dating marine sediment records. Other forms of stratigraphic correlation that are used in cores that are more difficult to date include magnetic stratigraphy [e.g., Gebhardt et al., 2009] or other forms of lithographic correlation. Because of these complications, both the exact age of records and the estimation of fluxes must be examined cautiously.
WhaT CaUsEd ThE ~70-TO 90-PPM GLACIAL-TO-InTERGLACIAL CHAnGE
In ATMOSPHERIC CO 2 ?
We need to understand the nature of the climate-CO 2 relationship encapsulated in ice core records, not least for the insights it may offer into the future response of the Earth system to anthropogenic forcing. numerous hypotheses and mechanisms have been proposed to explain this observation [see, e.g., reviews by Archer et al., 2000a; Broecker and Henderson, 1998; Köhler et al., 2005; Köhler and Fischer, 2006; Ridgwell, 2001; Sigman and Boyle, 2000] . However, taken in isolation, all proposed mechanisms have fallen far short of the simultaneous constraints dictated by marine, terrestrial, and ice core paleoenvironmental records. Thus, despite the continuing lure to researchers of a single and conceptually elegant explanation, it has become increasingly clear that the observed glacialinterglacial variability in CO 2 must result from a combination of processes operating in conjunction (but not necessarily in phase or even in sign) [Köhler and Fischer, 2006] . The difficulty lies in unambiguously identifying the set of mechanisms involved and constraining their relative contributions.
In the preceding section, we discussed ways in which common paleoceanographic tools can come to our aid and provide evidence of past changes in ocean biogeochemical conditions and function. In the following section, we provide a summary and discussion of the most viable drivers of atmospheric CO 2 change that have been hypothesized to explain the ice core record. The mechanisms and their likely impact on CO 2 are summarized in Figure 2 and detailed in Table 1 . For each mechanism, we will describe how it works and assess its likely importance toward changing atmospheric CO 2 , based on available model estimates. We will also summarize what independent evidence we have to constrain the role of each driver ( Table 2 ). The order of the CO 2 drivers follows that of Figure 2 , with the mechanisms grouped into three categories: "known knowns," "known unknowns," and "unknown unknowns," loosely based on our current level of understanding and certainty of their importance. We also distinguish between 'drivers' of CO 2 change, as summarized in Table 1 , and marine carbon cycle "processes," covered previously (section 3). The distinction is somewhat artificial, CO 2 drivers we consider to be a direct cause of change in CO 2 . Processes may be involved and may be equally or more important, but they act as secondary or tertiary processes down the chain of cause-and-effect.
In our analysis, it must be borne in mind that, although we list and discuss the drivers generally in isolation, there may be an important interaction between them, with the impact of the "whole" being greater (or less) than the sum of the parts. We assume that the summation can be done by linear addition. In other words, the impact on atmospheric CO 2 of a particular environmental change when measured in isolation and with respect to an otherwise interglacial state of the Earth system may be rather different from that same environmental change when measured against the glacial state [e.g., Rahmstorf, 2002; Rahmstorf et al., 2005] . However, where such a comparison has been carried out, the CO 2 impact of adding a process to the interglacial state versus subtracting it from the glacial state does not normally differ by more than a few ppm. Thus far, there is no consistent sign as to whether the glacial or interglacial state is the more "sensitive" [Köhler and Fischer, 2006] . We have also chosen to focus on global environmental changes that followed the last glacial maximum and how these contributed to the observed CO 2 rise at deglaciation. There are other ways of viewing the "glacial CO 2 problem," such as the reasons for the fall in CO 2 between each interglacial and the subsequent full glacial period, and fluctuations in atmospheric CO 2 between intermediate glacial states and full glacial and interglacial periods [e.g., Kohfeld et al., 2005] . Table  1 for details of model simulations and studies included).
Finally, the assessment of different (primarily) modelbased estimates is not exhaustive, nor can the estimated glacial-interglacial CO 2 contributions a priori be an entirely objective judgment. We have excluded more simplistic models and assumptions (not necessarily box models) for which some basis for exclusion exists, particularly where subsequent papers and analysis has raised some doubt. Otherwise, we have taken available estimates at face value in assessing the "uncertainty" in CO 2 , giving a simple min/max range of feasible values rather attempt to assign a formal likelihood (i.e., 1 or 2 sigma uncertainty). The "level of scientific understanding" is subjective.
Well-Understood Glacial-Interglacial Changes:
The "Known Knowns"
Several of the global environmental changes occurring between glacial and interglacial periods have impacts on atmospheric CO 2 that are reasonably well understood. We term these the "known knowns" of the glacial CO 2 problem. This is not to say that there is no uncertainty in their contribution to observed CO 2 variability, no model is perfect after all. More importantly, different proxy-based (or other) reconstructions used to define the glacial input conditions to carbon cycle models do not always agree, and reconstructions are not always sufficiently well constrained spatially or temporally to allow us to make exact estimates of their CO 2 impact. The "known knowns" concern glacial-interglacial variations in ocean surface T, sea level, and the terrestrial biosphere.
5.1.1. Ocean surface temperature. Ocean surface T (or SST) affects atmospheric CO 2 because the solubility of carbon dioxide in seawater is T sensitive [Zeebe and WolfGladrow, 2001 ]. Thus, one expects that the ocean will be able to hold more carbon dioxide during glacial periods when surface ocean waters are cooler and CO 2 solubility higher. How much cooler? Paleoceanographic reconstructions of seasurface Ts during the LGM have been made using several faunal and geochemical techniques (e.g., transfer functions using diatoms, dinoflagellates, radiolaria, and foraminifera; alkenone Ts, Mg/Ca ratios in planktonic foraminifera). These T reconstructions vary slightly in their estimates of global T change largely due to differences in methodology [e.g., Kucera et al., 2005; de Vernal et al., 2006] , but overall, they suggest that the global ocean was, on average, 3°-5°C cooler during glacial relative to interglacial periods (Figure 3) .
One ongoing concern in these T reconstructions is the spatial pattern of the SST change, particularly with respect to the T suppression in tropical regions at the LGM period. Early reconstructions suggested that this T drop was rather small, on the order of 1°-2°C in western equatorial regions and 2°-3°C in eastern equatorial regions [CLIMAP, 1981] . However, T reconstructions based on the tropical snowline depressions [Rind and Peteet, 1985] , land-based Ts from groundwater [Stute et al., 1995] , geochemicalbased reconstructions from tropical corals [Guilderson et al., 1994] , geochemical estimates from alkenones [Rosell-Melé et al., 2004] , and Mg/Ca ratios in foraminifera [Lea et al., 2000] suggest that tropical Ts might have been an additional 2°-3°C cooler than the original Climate: Long-Range Investigation, Mapping, and Prediction (CLIMAP) reconstruction, in some places. Ongoing efforts to address this problem continue to demonstrate east-west spatial patterns in the T gradients at the LGM [Farrera et al., 1999] , but that overall Ts were likely to be approximately 2°C cooler [Hostetler et al., 2006] than the CLIMAP reconstruction.
Quantifying the impact of ssTs on atmospheric CO 2 is simple in principal because the process at work is gas solubility, which is well-constrained from laboratory characterization. Early studies employed simple box models to translate lower glacial SSTs into a CO 2 change [e.g., Broecker and Peng, 1989] . However, biases arise because of the necessity to average large oceanic regions or even entire basins in low-resolution box models, despite the solubility of CO 2 being a nonlinear function of T [Broecker et al., 1999a] . This averaging, together with differences in assumptions about what constitutes a representative mean glacial-interglacial change in SSTs, give rise to a large spread in atmospheric CO 2 estimates: 14-38 ppm. Questions have been raised as to whether these types of models can be relied upon to correctly predict the response of atmospheric composition to SST changes [Archer et al., 2000b; Broecker et al., 1999a Broecker et al., , 1999b Ridgwell, 2001] . Because of the importance of spatial variations in SSTs, 3-D and "2.5-D" [e.g., Marchal et al., 1998a] GCM-based carbon cycle models are arguably more appropriate tools. When glacial ssT reconstructions [CLIMAP, 1981] are used and an additional 2°C cooling in the tropics are assumed, ocean GCM carbon cycle models (as well as more highly resolved box models) produce an estimate for the atmospheric CO 2 increase due to ocean surface warming across the glacial-to-interglacial transition with a central value of 26 ppm (∆CO 2 range: 21 to 30 ppm, see Table 1 , Figure 2 ).
Global sea level, whole ocean salinity, and alkalinity.
Another change between glacial and interglacial periods that is reasonably well constrained by data, and whose influence on CO 2 is well understood, is sea level. During the LGM, sea level was much lower than today, as a result of large amounts of water stored on the continents in the form of the massive, northern hemisphere ice sheets. During deglaciation, freshwater was released from continental ice [Shackleton, 1978; Curry et al., 1988; Duplessy et al., 1988; Matsumoto and Lynch-Stieglitz, 1999] Th data suggest that rate of overturning is similar between the two time periods [Yu et al., 1996; McManus et al., 2004] , and δ
13
C suggests that Pacific Ocean circulation is similar between two time periods [Matsumoto et al., 2002a] . Glacial ocean believed to be well-stratified compared to modern interglacial, as evidenced from bore hole sites [Adkins et al., 2002] and from surface ocean data in polar regions [e.g., François et al., 1997; Sigman et al., 2004; Jaccard et al., 2005] . This stratification likely disintegrated on deglaciation [Galbraith et al., 2007; Marchitto et al., 2007] and was a source of CO 2 to the atmosphere.
Reduced Fe fertilization (section 5.2.2) +15 Iron-limited HnLC regions: north
Pacific, eastern equatorial Pacific, southern Ocean; potential nutrient-related impacts at lower latitudes decreased dust fluxes to marine sediments across the deglaciation can, in theory, be reconstructed directly [e.g., Rea, 1994; Kohfeld and Harrison, 2001; Kohfeld and Tegen, 2007] . Ice-core records which show several-fold decreases between the last glacial period and today can be used as regional proxies for changes in high-latitude deposition [e.g., Hammer et al., 1985; Steffensen, 1997; Petit et al., 1999; Delmonte et al., 2002] . decreases in biogenic fluxes (export production) to marine sediments are observed [Kohfeld et al., 2005] .
Increased T (higher metabolic rate) (section 5.2.3) +15 Whole ocean T-dependent increases in the rate of remineralization and recycling of organic matter will increase the CaCO 3 :POC rain ratio, resulting in lower respiratory CO carbonate suggest little or no change [Catubig et al., 1998 ]; foraminiferal assemblage dissolution indices estimate that carbonate ion concentrations changed by a maximum of 5 mmol/kg in the Pacific and 20 mmol/kg in the atlantic [Anderson and Archer, 2002] ; increases in foraminiferal size imply that carbonate ion concentrations were only 4 to 8 mmol/kg different between glacial and interglacial periods [Bijma et al., 2002] .
Coral reef re-growth (section 5.2.4) +12 Impact on whole ocean; driven from changes in tropical and subtropical coastal waters and seas Changes in coral reef buildup and shallow water CaCO 3 deposition can be reconstructed directly from the geological record [Kayanne, 1992; Milliman, 1993; Milliman and Droxler, 1996; Montaggioni, 2000; Ryan et al., 2001] Chase et al., 2003] . Opal deposition, in fact, lower than today in equatorial Pacific region [Kienast et al., 2006; Bradtmiller et al., 2007] . Changes in shallow water opal deposition can, in theory, be reconstructed directly from the geological record.
Lower wind-speed (and gas transfer) (section 5.2.6) 0 Surface ocean Coupled measurements δ
13
C and Cd/Ca ratios recorded in foraminifera have been used as one way of estimating the degree of air-sea gas exchange [Lynch-Stieglitz and Fairbanks, 1994] . Other estimates of wind speed involve grain size of terrigenous materials found in ice cores [Delmonte et al., 2004] and marine sediments [Rea, 1994] , but overall, this parameter is difficult to constrain. Gersonde et al. [2005b] suggested that Southern Ocean sea ice extent was ~8° further north at the last glacial period. A full understanding of the impact on biological productivity (and thus CO 2 ) requires that changes in ecosystem structure are reconstructed [Abelmann et al., 2006] in addition to bulk fluxes of opal and organic matter Chase et al., 2003; Kohfeld et al., 2005] . a See Table 1 for explanation (and also Figure 2 ).
sheets and mixed with the ocean, leading to sea-level rise. Fairbanks [1989] quantified this change by recovering and dating fossilized corals that normally live in surface waters from a depth transect off the island of Barbados, and correcting for the average vertical uplift at this location. This reconstruction quantified the deglacial sea level rise at about 117 m. Removal and replacement of fresh water from the ocean has three distinct impacts on the global carbon cycle. First, mean ocean S during the LGM was approximately 3% greater than today. This affects atmospheric CO 2 almost entirely through its influence on aqueous carbonate equilibria in the surface ocean [Zeebe and Wolf-Gladrow, 2001 ]. An increase in S of 1‰ equates to an increase in CO 2 fugacity of ~8 ppm. However, because glacial SSTs (section 5.1.1) tend to reduce the rate of evaporation, the net glacial-interglacial change in surface salinities will be somewhat less than the mean ocean change, meaning that the net S-driven CO 2 impact is closer to 6 ppm (Table 1) . Second, removing fresh water from the glacial ocean means that dissolved species [CLIMAP, 1981] in the top panel, and warm season SSTs, as revised by the Multiproxy Approach for the Reconstruction of the Glacial Ocean surface (MARGO) Project [Kucera et al., 2005] in the bottom panel. CLIMAP SST anomalies were based on a mixture of faunal indices (planktonic foraminifera, diatoms, and radiolarian), and data were later gridded to produce the anomalies recorded above. The MARGO data are SST reconstructions based on planktonic foraminifera (circles), radiolarian (inverted triangles), diatoms (diamonds), alkenones (squares), and Mg/Ca ratios (triangles). such as DIC, ALK, and nutrients were more concentrated at the LGM. Increasing DIC and ALK in a 1:1 ratio has the effect of driving atmospheric CO 2 higher. However, complicating this response are further influences on CO 2 related to increased export production and sedimentary opal preservation during glacial periods, both driven by the increased nutrient availability. Finally, since the solubility ratio of CaCO 3 is a sensitive function of pressure, decreasing ambient hydrostatic pressure at the ocean floor at low sea level will drive reduced CaCO 3 dissolution and induce carbonate compensation (section 3.2), decreasing DIC and ALK in the ocean in a 1:2 ratio and driving CO 2 slightly higher. These processes all work in reverse when adding freshwater and diluting solutes and lowering S during deglaciation.
The sum of these effects creates a glacial-to-interglacial decrease in atmospheric CO 2 of 13 ppm (∆CO 2 range: −16 to −12 ppm), toward which the effect of decreasing S contributes about 50% (~6 ppm). This occurs in the "wrong" direction compared to the prominent glacial-to-interglacial increase in CO 2 of 70-90 ppm observed in ice cores ( Figure  1 ) and partly cancels out the effect of the deglacial increase in ocean surface Ts (section 5.1.1). However, the effect is well understood and must be taken into account despite pushing CO 2 in the opposite direction to observed [Ridgwell, 2003a] .
The terrestrial carbon reservoir.
In the past few decades, the terrestrial biosphere has served as a substantial sink for anthropogenic carbon [IPCC, 2007] . Is it possible that vegetation and soils served as a larger sink for CO 2 during glacial periods?
Evidence to address this question was first obtained using the carbon isotope composition of marine benthic carbonates (benthic foraminifera), which record changes in the isotopic composition of the ocean's DIC pool. Shackleton [1978] proposed that glacial-interglacial changes in foraminiferal δ 13 C might indicate that carbon had been transferred between the ocean (and atmosphere) and terrestrial biosphere. Measurements from deep-sea sediment cores suggested ambient glacial δ 13 C conditions around 0.7‰ lighter than during the Holocene. From this, Shackleton [1978] estimated that some ~1000 PgC of carbon must have been removed from the ocean since the LGM. Shackleton's hypothesis was consistent with the idea that carbon storage increased in terrestrial ecosystems between glacial and interglacial times, through the CO 2 fertilization of primary productivity together with afforestation of high northern latitudes (both somewhat offset by loss of shelf areas for vegetation growth as the sea level rises at the end of the glacial). if a significant quantity of carbon were removed from the ocean and atmosphere upon deglaciation, this would effectively increase the gross deglacial CO 2 rise that other mechanisms need to explain [Berger and Wefer, 1991; Maslin et al., 1995; Ridgwell et al., 2003] . The magnitude of the change in carbon storage is therefore of primary importance in accounting for glacial-interglacial change.
From an extensive survey of deep-sea sediment cores, Curry et al. [1988] concluded that a 0.46‰ increase in mean ocean had taken place during the last deglacial transition, although this value was subsequently reduced to 0.32‰ Matsumoto and Lynch-Stieglitz, 1999] , with other analyses of benthic δ 13 C data suggesting a mean oceanic δ 13 C increase of about 0.40‰ [Crowley, 1995] . A decrease in ocean δ 13 C at the last glacial was also originally proposed to be consistent with the erosion and oxidation in the ocean of organic matter stored on exposed continental shelves [Broecker and Peng, 1982] . However, the consequences of an increase in PO 4 3− from eroding shelf sediments and hence productivity globally is not consistent with other lines of paleoceanographic evidence, as we discuss later in section 5.3.1.
Translating a ~0.4‰ ocean δ 13 C change into an equivalent shift in terrestrial biosphere carbon requires an estimate to be made of the mean isotopic composition of terrestrial organic carbon, which lies in the range −22 to −25‰ for the preindustrial biosphere [Bird et al., 1994] . However, the mean isotopic composition of land biota cannot be guaranteed to have remained invariant over the course of the late Quaternary, with a shift in the dominance of C 4 over C 3 species suspected to have occurred since the LGM [Crowley, 1991; Maslin et al., 1995] . Further complications arise as a result of recent culture studies, which have found that the 13 C fractionation in several planktonic foraminiferal species depends on ambient carbonate ion concentrations [Spero et al., 1997] . If benthic species were to behave in a comparable manner, then changes in deep-sea carbonate ion concentrations might either amplify or diminish apparent variations recorded by foraminiferal tests [Russell and Spero, 2000] . Changes in foraminiferal δ 13 C would therefore need to be interpreted in light of glacial-interglacial perturbations in oceanic DIC and ALK inventories, both of which are poorly constrained.
There are independent methods available for quantifying the deglacial change in carbon stored in the terrestrial biosphere, primarily through the reconstruction of terrestrial ecosystems (and their associated soils) both for LGM and modern (preindustrial) conditions. This can be done by either interpreting terrestrial proxy evidence [Adams et al., 1990; Crowley, 1995; Maslin et al., 1995; Faure et al., 1996; Prentice, 2001b] or by means of climate-vegetation models [Prentice and Fung, 1990; Prentice et al., 1993; Van Campo et al., 1993; Esser and Lautenschlager, 1994; Francois et al., 1998; Peng et al., 1998; Francois et al., 1999; Friedlingstein et al., 1992; Kaplan et al., 2002; Otto et al., 2002] . Estimates made by these two methods often do not entirely agree, neither among themselves nor when compared with foraminiferal δ 13 C-based estimates [Bird et al., 1994; Crowley, 1995; Maslin et al., 1995] . Reconstructions range from 31 PgC less terrestrial carbon stored [Esser and Lautenschlager, 1994] to 1900 PgC more carbon stored today compared with the LGM [Adams and Faure, 1998 ]. If these values are to be believed, they imply a high degree of uncertainty in our estimate of the transfer of carbon between the terrestrial biosphere and ocean and atmosphere.
Here we assume a more modest uncertainty range of 400-900 PgC, which encapsulates recent vegetation model estimates of over 800 PgC [Kaplan et al., 2002; Otto et al., 2002] and has a mean estimate of 650 PgC, which lies close to the δ 13 C-based reconstruction of Crowley [1995] . Adding this amount of carbon to the terrestrial biosphere implies that atmospheric CO 2 would have dropped by a little over 47 ppm following the LGM. This would make the 70-90 ppm observed rise extremely problematic to explain! However, carbonate compensation (see section 3.5) means that the actual impact on atmospheric CO 2 would be a more manageable 22 ppm (∆CO 2 range: −12 to −36 ppm), albeit still in the "wrong" direction.
Less Well-Understood Glacial-Interglacial Changes: The "Known Unknowns"
As is evident from Figure 2 , if we combine the individual influences of the global environmental changes taking place between the glacial and interglacial period for which we have the best scientific grasp of their impacts upon CO 2 , we are headed in the wrong direction! The net effect of the "known knowns" is a 9-ppm reduction in CO 2 following the LGM, rather than the 70-to 90-ppm increase that is observed in ice cores (figure 1). While simple linear addition of the impacts of the individual mechanisms in isolation will not give quite the same answer as when they are all combined, the ∆CO 2 deficit (or "residual") requires the simultaneous operation of one or more additional mechanisms.
Although there are a number of additional changes in the global carbon cycle that are likely to contribute to glacialinterglacial CO 2 variability, our level of scientific understanding of how these mechanisms affect atmospheric CO 2 is rather less well developed. These are our "known unknowns," and comprise changes in ocean circulation, iron fertilization (from dust), metabolic rates, reefal (and other shallow water) carbonate production, Si supply from dust, and loss of opal sinks on continental shelves, wind speed (as it affects the air-sea gas transfer coefficient), weathering of terrestrial rocks, and sea ice cover.
Ocean circulation.
Because of the importance of the ocean as a store of (dissolved) carbon, circulation is the "elephant in the room" of the glacial CO 2 problem. Both largescale circulation and microscale mixing act to undo the work of the biological pump by transferring nutrient and CO 2 -rich waters back to the surface. Circulation changes have the potential to alter the volume and distribution of deep-water masses, and their degree of connectivity (i.e., how well they are ventilated from the surface), and thus also atmospheric CO 2 [Boyle, 1988a; Toggweiler, 1999] . Circulation also controls the distribution and rate of supply of nutrients to the surface, and thus, its net carbon cycle impact is intricately linked with biological productivity.
So what is known about ocean circulation during glacial periods? The classical and generally popularized view of oceanic circulation is that it operates like a "conveyor belt" [Broecker et al., 1985] , driven by warm, salty surface waters from the Atlantic Gulf Stream that move toward the poles, cool, and become dense enough to sink. These relatively warm, salty, low-nutrient waters sink and fuel the movement of the ocean's deep conveyor, accumulating remineralized nutrients and carbon as they move throughout the ocean. The Atlantic head of this circulation [the Atlantic Meridional Overturning ("AMO")] is susceptible to changes in the freshwater balance [Broecker et al., 1985] , and these freshwater inputs during glacial periods would be enough to shutdown this meridional overturning circulation [see, e.g., Schmittner et al., 2002] .
Reconstructions of circulation during the LGM suggest that a persistent complete shutdown of the conveyor circulation is unlikely. Instead, evidence from 13 C/ 12 C ratios [Oppo and Fairbanks, 1987; Sarnthein et al., 1994] and Cd/Ca ratios [e.g., Boyle and Keigwin, 1982] in foraminifera suggest that the predominant meridional overturning circulation occurred at intermediate water depths during glacial periods and shifted to deeper water depths during the interglacial periods [for review of this paleoceanographic evidence, see Boyle, 1995] . Although the depth at which meridional overturning occurs appears to have shifted, additional 231 Pa/ 230 Th data suggest that the rate of overturning is similar between glacial and interglacial time periods [Yu et al., 1996; McManus et al., 2004] . Furthermore, δ 13 C data from benthic foraminifera suggest the overall pattern of circulation remained similar between two time periods [Matsumoto and Lynch-Stieglitz, 1999; Matsumoto et al., 2002a] . nevertheless, a change in the depth of the meridional overturning circulation would have implications for the volume of deep water in which nutrients and carbon most effectively accumulate. Because of the relative ease of simulating a collapse of the AMO by applying a fresh water forcing to the surface of the north Atlantic, the CO 2 impact of this facet of glacial-interglacial circulation change has been evaluated in a number of different models and, on average, demonstrates a modest 12 ppm change (∆CO 2 range: 7 to 15 ppm).
Additional evidence from bore hole sites [Adkins et al., 2002] and from surface ocean data in polar regions [François et al., 1997; Sigman et al., 2004; Jaccard et al., 2005] have led paleoceanographers to believe that the glacial ocean was highly stratified compared to modern interglacial conditions. This stratification may have played a key role in holding a larger store of DIC during glacial times and likely disintegrated during the process of deglaciation [Galbraith et al., 2007; Marchitto et al., 2007] . Conflicting hypotheses exist regarding how this stratification of the deep ocean might have come about. One mechanism for increasing ocean stratification and enhancing carbon sequestration in the deep ocean involves the large northward shift and weakening of midlatitude westerly winds in the Southern Hemisphere, which reduces the amount of CO 2 -rich deep waters that upwell around Antarctica during the cold glacial periods [Toggweiler et al., 2006] . A similar mechanism suggests that a combination of more extensive sea ice formation and reduced air-sea buoyancy fluxes resulted in weaker mixing and less upwelling [Watson and Garabato, 2006] . Alternatively, as a result of the nonlinear dependence of seawater density on T, vertical S contrasts have a greater effect on the density structure, as T through the water column is reduced. On this basis, Sigman et al. [2004] suggested that polar stratification could arise as a simple consequence of the cooling of the glacial ocean. The exact mechanism and timing over which stratification may have occurred as well as the exact nature and depth of this stratification remains an open question.
an additional constraint on the stratification of the deep ocean relates to the concentration of dissolved oxygen. The proposal that the glacial ocean was stratified with a deepocean carbon reservoir containing old carbon also presumably implies reduced [O 2 ]. Both the deep Southern Ocean and deep Pacific Oceans have been proposed as possible locations for this "old carbon," but do we see evidence for extensive anoxia? Evidence from δ 13 C, excess Ba, and authigenic U suggests that at least some parts of the ocean experienced suboxic conditions during the last glacial period, but this evidence remains somewhat mixed because of the difficulty in pinpointing circulation or increased organic carbon inputs to the sediments as the main cause. Light excursions in the δ 13 C of benthic foraminifera in the Southern Ocean [Michel et al., 1995; François et al., 1997] suggest that this region experienced nutrient-rich (and therefore low oxygen) conditions. Similarly, the increased concentrations of authigenic U was ubiquitous in the South Atlantic Ocean at the LGM [Chase et al., 2001] . in both of these instances, it is difficult to ascertain whether these changes are a result of higher export production or reduced ventilation and therefore poorly oxygenated bottom waters. Some support for a productivity-related cause comes from the low preservation of excess Ba in the same cores that record concurrent increases in export production proxies [Kumar et al., 1995; Anderson et al., 1998 ], as excess Ba is poorly preserved under suboxic conditions [McManus et al., 1998 ]. An additional, convincing piece of evidence concerns the very existence of deep-ocean foraminiferal records during the glacial period. Benthic foraminifera require oxygen to metabolize organic matter and respire, and their continuing and widespread abundance through the glacial discounts the occurrence of widespread anoxia.
With these constraints in mind, models in which a glacial state has been assessed indicate a 27-ppm change, although with considerable uncertainty (∆CO 2 range: 3 to 57 ppm).
(Aeolian) Iron fertilization: The "iron hypothesis."
In addition to regions of the ocean where all nutrients are consumed, there are certain regions of the ocean where the primary nutrients (PO 4 3− , nO 3 − ) remain plentiful. These "high-nutrient, low-chlorophyll" (HnLC) regions are areas where some other factor limits biological production, and include the north Pacific, the eastern equatorial Pacific, and the Southern Oceans. The potential for increased consumption of the large unused nutrient inventories in these regions and thus a stronger biological pump led to a series of hypotheses for low glacial CO 2 . The Southern Ocean, in particular, is considered to exhibit a powerful control over atmospheric CO 2 because of its cooler Ts, the large pool of nutrients, and high-CO 2 deep water that comes into contact with surface waters [Knox and McElroy, 1984; Sarmiento and Toggweiler, 1984; Siegenthaler and Wenk, 1984] .
The prevailing mechanism by which increased utilization of nO 3 − (and PO 4 ) in HnLC regions can come about is via a relief from the constraint of trace metal limitation. Martin and Fitzwater [1988] first produced data that suggested that the micronutrient iron (Fe) can limit biological production in several regions of the ocean. Over the past decade, iron fertilization has been observed to increase carbon fixation in surface waters in several field experiments [Coale et al., 1998; Boyd et al., 2000; Tsuda et al., 2003 ] as well as under conditions where the ocean surface has been naturally fertilized with dust [Bishop et al., 2002] . Based on the idea of iron fertilization, the chemical oceanographer John Martin [Martin, 1990] first proposed that iron may have been more abundant during glacial periods when dust fluxes to the ocean were more than two times greater than today in several places. This increased glacial supply of iron-rich dust may have alleviated iron limitation in HnLC regions, leading to increased productivity and thus lower CO 2 .
All modeling studies applied to estimating the effect of increased glacial rates of dust deposition, particularly to the surface of the Southern Ocean, agree that some CO 2 drawdown will result. However, the magnitude of the reduction in atmospheric CO 2 is not necessarily proportional to primary production because carbon fixed into additional organic matter must escape remineralization and reach the ocean interior if the atmospheric CO 2 inventory is to be altered [Gnanadesikan et al., 2003; Matsumoto, 2006] . Most open-ocean Fe fertilization experiments conducted to date are generally ambiguous on this question. This uncertainty, in conjunction with substantial differences in how the Fe cycle is represented in the ocean in models (and thus what the balance at the surface is between "new" (aeolian) and preformed (upwelled) dissolved Fe supply [see, e.g., Parekh et al., 2004] , gives rise to a wide spread of model estimates (Table 1 , ∆CO 2 range: 5 to 28 ppm) with a central estimate of 15 ppm.
If iron fertilization and resulting increases in marine productivity lowered atmospheric CO 2 , we should see increased organic carbon and biogenic fluxes to the seafloor in regions that are iron-limited today. Examination of Plate 1 suggests that increased export production is indeed observed in the south Atlantic region and in areas directly downwind of the Australian continent. The effects of Fe fertilization are more ambiguous in areas such as the north Pacific Ocean where dust fluxes were expected to increase during glacial periods, but export production was apparently not enhanced . Recent studies have suggested that lower export production during the height of glacial periods may have occurred because the effects of ocean stratification reduced nutrient availability and therefore also productivity [Jaccard et al., 2005; Brunelle et al., 2007; Galbraith et al., 2008] . however, this does not mean that the efficiency of the soft tissue pump was necessarily reduced.
If aeolian iron fertilization and resulting increases in marine productivity lowered CO 2 , one obvious change that one might expect to see is higher dust fluxes to the oceans during periods of decreased atmospheric carbon dioxide concentrations. But are these changes observed? Paleoceanographic reconstructions suggest that dust fluxes to the ocean were increased on the order of two-to fivefold during glacial compared to interglacial time periods [see, e.g., Rea, 1994; Kohfeld and Harrison, 2001; Kohfeld and Tegen, 2007] . Data from polar ice cores suggest even larger changes, with fluxes increasing as much as 20 times during glacial compared with interglacial periods. Model simulations of the dust cycle are basically consistent with these large-scale data reconstructions [Mahowald et al., 1999; Werner et al., 2002; Mahowald et al., 2006] .
We can also place constraints on the basis of the timing at which the maximum fluxes of dust to the sediments are expected to occur. In order to account for the total decrease in atmospheric CO 2 , one would expect that dust would have to increase during glacial inception. Instead, Figure 1 suggests that dust fluxes only begin to increase after atmospheric CO 2 has dropped to 220 ppm Antarctic ice cores. Therefore, the feedback of Fe fertilization most likely occurs during peak glacial periods [Watson et al., 2000] . Röthlisberger et al. [2004] came to a similar conclusion based on correlations between dust and CO 2 in an ice core record.
Temperature-dependent changes in organic matter
regeneration. The T of the ocean not only affects density gradients and the solubility of CO 2 (section 5.1.1), but also directly impacts the living organisms within it. T exerts a general influence on metabolic rate, which is manifested as an increasing rate of growth with T up until a critical point, at which conditions steadily become less conducive for organisms [Eppley, 1972; Laws et al., 2000] . Although lower glacial ocean surface Ts should result in slower growth rates, the glacial-interglacial variability in export production may be muted. This is, first, because marine production today is generally nutrient, not T limited. Second, species are able to "habitat track," moving geographically to follow (track) their optimal environmental conditions [see, e.g., Longhurst, 2007] . Thus, in any one location, the gradual replacement of one dominant species by another may mute the impact of changes in SST, although across marine species, the net effect is still a nonlinearly increasing rate of growth with T, known as the Eppley Curve [Eppley, 1972] .
However, T changes deeper in the water column may be important. Particulate organic matter export from the surface ocean is progressively degraded as it settles through the water column, primarily by the action of bacteria. The result is that on average, only ~5% of export production reaches the ocean floor, and the profile of the fraction remaining with depth resembles a pseudoexponential curve [e.g., Martin et al., 1987] . any deepening of this profile with a greater fraction of organic matter reaching greater depths will negatively impact on atmospheric CO 2 and vice versa [Heinze, 2004] . Lower glacial Ts could drive such a deepening of the average depth at which organic matter is remineralized as a result of a reduction in the rate of bacterial metabolism.
Only one model to date has been applied directly in quantifying this effect. Matsumoto et al. [2007] found that a uniform 5°C decrease in ocean Ts could drive a 30-ppm CO 2 decrease (including secondary rain ratio and carbonate compensation effects). The observed glacial-interglacial amplitude in ocean T was, on average, rather less than 5°C and likely heterogeneous (e.g., see surface T, Figure 3) , suggesting a contribution to deglacial CO 2 rise of faster metabolism in a warming ocean somewhat less than 30 ppm, perhaps 15 ppm (∆CO 2 range: 0 to 30 ppm). GCM studies of future global warming impacts indicate an important positive feedback via this mechanism [Matsumoto, 2007; Schmittner et al., 2008] , supporting a glacial-interglacial contribution from this effect.
Apart from records of T change, geologic evidence that remineralization in the mesopelagic zone of the ocean changed at the last glacial period is particularly difficult to acquire. We have no direct evidence of changes in the rates of bacterial activity in the ocean. However, one of the major impacts of this mechanism is a shoaling in the depth of organic matter remineralization, as Ts increase across the deglaciation and hence an increase in the CaCO 3 :POC rain ratio at depth. An increase in CaCO 3 :POC rain ratio to the sediments would reduce the supply of respiratory CO 2 and drive a deepening of the CCD and lysocline between the glacial and interglacial periods. Evidence for this change is mixed: reconstructed burial rates of carbonate between glacial-interglacial periods suggest little or no change [Catubig et al., 1998 ], and foraminiferal assemblage dissolution indices estimate that carbonate ion concentrations changed by a maximum of 5 µmol/ kg in the Pacific and 20 µmol/kg in the Atlantic [Anderson and Archer, 2002] . Increases in foraminiferal size imply that carbonate ion concentrations were only 4 to 8 µmol/kg different between glacial and interglacial periods [Bijma et al., 2002] . Thus, geologic evidence for shifts in the lysocline is substantially smaller than would be predicted if rain ratio changes were the dominant cause in glacial-interglacial changes in atmospheric CO 2 [Sigman and Boyle, 2000] .
Coral reef re-growth.
Since the LGM there has been a rise in sea level of ~117 m [Fairbanks, 1989] , which by flooding the continental shelves produced a substantial, approximately fourfold [Kleypas, 1997] increase in the area of shallow water (neritic) environments. More CaCO 3 precipitation and burial globally in shallow marine sediments will return CO 2 to the atmosphere at an increased rate via: On this basis, buildup of shallow water carbonates was once proposed as an explanation for the deglacial rise in atmospheric CO 2 concentrations recorded in ice cores, known as the "coral reef hypothesis" [Berger, 1982a [Berger, , 1982b . While early coupled atmosphere-ocean-sediment carbon cycle box models confirmed that sea level-driven changes in shallow water carbonate deposition could generate a substantial increase in atmospheric CO 2 [e.g., Berger, 1982a; Opdyke and Walker, 1992; Munhoven and Francois, 1996; Walker and Opdyke, 1995] , atmospheric changes due to this cause must inevitably lag sea level rise. This lag is contrary to the apparent sequence of events at deglaciation [Sowers et al., 1991; Sowers and Bender, 1995; Broecker and Henderson, 1998 ], meaning that this mechanism cannot contribute significantly to the rapid ~70 ppm CO 2 rise at the deglacial transition (circa 17 to 11 ka) .
Irrespective of arguments regarding the relative timing of sea level and CO 2 rise, observational evidence is unambiguous in indicating an increase in the global rate of shallow water carbonate deposition since the LGM [Kayanne, 1992; Milliman, 1993; Milliman and Droxler, 1996; Montaggioni, 2000; Ryan et al., 2001 ]. This interpretation is also supported by process-based model studies [Kleypas, 1997] . Full understanding of the glacial to interglacial change in CO 2 must therefore a priori accommodate the effects of reef buildup. Observations also suggest that initial colonization lags shelf inundation, such that the onset of modern reef growth did not occur until as late as perhaps 8 ka BP, with peak CaCO 3 accumulation rates around 5 ka [Kayanne, 1992; Montaggioni, 2000; Ryan et al., 2001] . This timing is contemporaneous with a 20-ppm rise observed starting at ~8 ka [Indermuehle et al., 1999; Flückiger et al., 2002] . Models have confirmed an important role for coral reef re-growth in the observed late Holocene CO 2 rise [see e.g., Ridgwell et al., 2003; Brovkin et al., 2007] . The shallow water sedimentary carbonate system thus plays an important role in climate feedback on sea level rise (and fall). Available model estimates suggest 12 ppm (∆CO 2 range: 6 to 20 ppm) as the relative importance of this carbon cycle phenomenon.
Si fertilization:
The "silica hypothesis." Changes in the supply of dissolved silica to the ocean should affect the relative contribution of export production derived from diatoms relative to that derived from phytoplankton that do not make opal frustules. In turn, such ecosystem shifts might affect the CaCO 3 :POC rain ratio and thus atmospheric CO 2 via a cascade of mechanisms (see sections 3.2-3.4). One component of the modern ocean Si budget is the supply and bioavailability of dissolved Si (as silicic acid, H 4 SiO 4 ) resulting from the (partial) dissolution of silicate in dust. Silicate from dust accounts for ~10% of the total new supply to the ocean, with riverine supply accounting for much of the remainder [for review, see Tréguer et al., 1995] . Although a decrease in dust (as recorded at Vostok) precedes the increase in atmospheric CO 2 at glacial terminations [Petit et al., 1999] , there is an apparent lag of up to 8 ka between initial dust decline and initial CO 2 rise [Broecker and Henderson, 1998 ]. Since the residence time of H 4 SiO 4 in the ocean is of similar order to the observed lag, the aeolian input of dissolved Si to the ocean might play an important role in driving atmospheric CO 2 changes. Harrison [2000] proposed a "Silica Hypothesis," whereby higher aeolian Si supply to the surface ocean during glacial times enhances diatom productivity at the expense of calcium carbonate shell-forming species, producing a substantial second-order effect on atmospheric CO 2 through the rain ratio (section 3.2.) [Archer and MaierReimer, 1994] .
However, models incorporating an explicit marine Si cycle and including deep-sea sediments suggest a relatively long residence time of Si in the ocean of 23 ka. Because of the dominant supply of Si to the ocean surface by upwelling (~120 Tmol Si a ) , the reduced dustiness at the end of the glacial is unlikely to explain more than 3 ppm of the observed CO 2 rise. It is possible, however, that increased dustiness plays a more important role in the decline in CO 2 from interglacial into glacial because the timescale is more comparable to that of Si residence in the ocean .
A corollary of the aeolian silica hypothesis is that an important sink of opal on the continental shelves is lost during glacial periods and re-gained as sea level rises during deglaciation [Tréguer and Pondaven, 2000] . This CO 2 driver shares the same difficulties as the si hypothesis in that the entire dissolved silica inventory of the ocean must be changed. It also shares similar problems of timing with the coral reef hypothesis, in that the CO 2 change must invariably lag sea level rise. The difficulties of modeling coastal environments and shallow water processes mean that no explicit quantification of the importance of changing the magnitude of the neritic sedimentary opal sink for Si is available. The magnitude is likely to be similar to that of aeolian Si fertilization and thus not a major player at deglaciation.
Taken together, changes in the supply of dissolved silica to the open ocean since the last glacial, both via decreased dust and by enhanced burial of opal in coastal and shelf sediments, may be responsible for only 4 ppm (∆CO 2 range: 1 to 8 ppm).
Wind speed.
The degree to which the carbonate chemistry of a parcel of water at the ocean surface is equilibrated with respect to the concentration of CO 2 in the atmosphere is dependent on the speed of the prevailing wind because this sets the value of the air-sea gas transfer coefficient, generally thought to be a strongly nonlinear function of wind speed [Liss and Merlivat, 1986; Wanninkhof, 1992; Nightingale et al., 2000] . Today, the ocean surface is a patchwork of regions of outgassing (where the fugacity of CO 2(aq) in seawater (fCO 2 ) exceeds atmospheric pCO 2 ) and uptake (where pCO 2 > fCO 2 ). This variability, coupled with the nonlinear response of CO 2 gas transfer rates to wind speed, means that glacial-interglacial variations in winds could potentially exert an important control on atmospheric composition [Erickson, 1989 [Erickson, , 1993 Keir, 1993] . Using a box model, Keir [1993] was able to account for around 50 ppm of the observed glacial-interglacial difference in atmospheric CO 2 . However, a massive 80-150% increase in glacial wind speeds was assumed by Keir [1993] . Furthermore, this study restricted changes to a single high-latitude box and used a class of model strongly suspected to overestimate the effect of high-latitude perturbations [Broecker et al., 1999a; Archer et al., 2003] . Analysis with a more highly resolved model in which a simple 50% change in wind speed was applied globally resulted in only a ~4 ppm decrease in glacial CO 2 [Ridgwell, 2001] . The lack of available explicit estimates using 3-D ocean GCMs, in conjunction with glacial and interglacial wind fields, leads us to an assessment of 0 ppm for the importance of this CO 2 driver (∆CO 2 range: 0 to 5 ppm).
The effect of changing wind speed on gas transfer leaves little imprint in sediments, making model results difficult to constrain against the paleoceanographic record. However, because of the difference in δ 13 C of DIC in surface waters, with higher latitudes generally lighter than lower latitudes [Lynch-Stieglitz et al., 1995] , the effect of changes in wind speed can be tested against the variations in the δ 13 C of CO 2 recorded in ice cores [Smith et al., 1999] . For instance, Ridgwell [2001] found a ~0.2‰ deglacial increase in atmospheric δ 13 CO 2 due to weaker interglacial winds, a change consistent with observations of higher Holocene δ 13 CO 2 [Marino et al., 1992; Smith et al., 1999] . Furthermore, because the process involved is reasonably well understood, improved reconstructions and simulations of glacial wind fields applied to the glacial flow fields of 3-d ocean circulation models should be sufficient to place strong constraints on this mechanism in future.
Terrestrial weathering.
Carbon dioxide in the atmosphere dissolves in rainwater to form a weak carbonic acid solution, which dissolves carbonate minerals in rocks exposed at the land surface and mineral grains in soils:
In this reaction, for each mole of CaCO 3 that dissolves, 1 mol of CO 2(aq) , originally derived from CO 2 in the atmosphere, is removed. The solutes that result from this reaction are carried by rivers to the ocean, where biological precipitation of carbonate shells and skeletons and CaCO 3 burial in marine sediments results in the return of CO 2 (to the atmosphere): [Berner, 1992] , with 1 mol of CO 2 being sequestered for each mole of Ca-silicate mineral weathered. On the longterm, the rate of silicate weathering is balanced by the rate of volcanic release of CO 2 to the atmosphere [Berner and Caldeira, 1997] . Any glacial enhancement in the rate of weathering, if not balanced by an increase in CaCO 3 burial (both weathering mechanisms) and mantle CO 2 outgassing (Ca-silicate weathering only), will result in a drawdown of atmospheric CO 2 . Could this help explain the glacial-interglacial variability in CO 2 ? The rate at which the weathering reaction proceeds also depends on variables such as ambient T, and ambient (soil) CO 2 concentration, which is enhanced in soils through the metabolic activity of plants, animals, and microbes, [Berner, 1990 [Berner, , 1992 , and the influence of plants more directly, in excreting organic acids. none of these factors is likely to be higher during glacial than interglacial periods. Thus, if anything, the rate per unit area of terrestrial weathering should have increased during deglaciation, driving CO 2 lower just when it is observed to increase. Countering this weathering effect is the effect of ice sheets and glaciers in physical weathering, transforming solid rock into fine glacial flour, which is more susceptible to weathering. These interplays of total area and lithology, the total mineral surface area available for weathering and rate of creation of fresh surfaces, and kinetic accelerations (T and acidity), make the net effect of weathering on glacial-interglacial CO 2 variability highly uncertain as reflected in the status report (figure 2; ∆CO 2 range: 0 to 5 ppm). Because of the long timescale of this process (tens of ka) and uncertainty in sign, the best estimate for contribution to the deglacial increase in CO 2 is 0 ppm.
Have weathering inputs to the ocean changed on glacialinterglacial timescales? it is difficult to answer this question given existing proxies. One commonly cited proxy is the ratio of germanium to silicon (Ge/Si) in diatomaceous material, which has been thought to reflect changes in riverine fluxes to the oceans, with lower ratios suggesting lower riverine fluxes during glacial compared with interglacial periods [Mortlock and Froelich, 1987; Shemesh et al., 1989; Froelich et al., 1992; Bareille et al., 1998 ]. However, the exact interpretation of this proxy is complicated by possible variability in opal diagenesis [e.g., Hammond et al., 2000] or even possible changes in the fluxes of low ge/si opal phytoliths, which were mobilized and added to the ocean during glacial periods [Derry et al., 2005; Street-Perrott and Barker, 2008] . These complications could be substantial enough to bring this proxy in line with Sr and Pb isotopic proxies that suggest little change in glacial-interglacial weathering rates [Henderson et al., 1994; Foster and Vance, 2006] .
Sea ice cover.
A change in sea ice extent is another means by which the rate of air-sea gas exchange can be modified in polar oceans. Reconstructions of the cryosphere at the time of the LGM suggest that seasonal sea ice cover was much more extensive than today [CLIMAP, 1981; Crosta et al., 1998; Gersonde and Zielinski, 2000; Gersonde et al., 2003; Sarnthein et al., 2003] .
at first glance, this mechanism appears a seductively simple and potentially powerful means of controlling atmospheric CO 2 . For instance, in a box modeling study, over half (>45 ppm) of the entire glacial-interglacial amplitude of CO 2 variability could be explained as a consequence of changing sea ice coverage in the Southern Ocean [Stephens and Keeling, 2000] . however, the particular configuration of this model had virtually all outgassing of CO 2 in the modern ocean occurring from the surface of the Antarctic box, whereas in present-day data-based reconstructions, it occurs primarily in equatorial regions [Takahashi et al., 2003] , making it prone to being overly sensitive to sea ice changes.
One of the difficulties in assessing the impact on atmospheric CO 2 of changes in sea ice cover is that the pattern of circulation and biological productivity and thus surface CO 2 uptake and outgassing will not be invariant over the glacial-interglacial cycles, and will respond to changing sea ice extent. Some OGCM-based carbon cycle models have examined effects of changing sea ice cover by prescribing sea ice cover in experiments [see, e.g., Kurahashi-Nakamura et al., 2007] but ideally, sea ice extent (climate) and ocean carbon cycling need to be modeled interactively (fully coupled). In simulating a colder glacial climate with increased sea ice extent, the isolation of the impact of changing sea ice cover alone then becomes impossible and arguably something of a nonsensical question to pose. In models that do attempt to isolate a sea ice impact, the CO 2 change is −5 ppm (∆CO 2 range: −14 to 0 ppm), and thus slightly opposing the observed deglacial CO 2 increase.
There are also difficulties in accurately reconstructing the limits of sea ice extent, which complicates the overall assessment of its CO 2 impact, both in summertime (minimum extent) and wintertime (maximum extent). Original CLIMAP [1981] reconstructions were based on changes in sediment lithology and suggested that the winter sea ice extent was several degrees equatorward of its present position and that summer sea ice extent was comparable to the modern-day winter sea ice extent. More recent reconstructions rely on the distribution and abundance of certain diatom species, whose preferred habitats are associated with either sea ice or open-water conditions [Crosta et al., 1998; Gersonde and Zielinski, 2000] . These reconstructions are, more or less, in agreement with the CLIMAP reconstruction of winter sea ice distributions at the LGM in the Southern Ocean [Gersonde et al., 2005a] . However, while Gersonde et al. [2005a] estimate that LGM sea ice was greater than present during summer months, Crosta et al. [1998] suggest little difference between the modern and LGM summer sea ice extent. These distinctions are important because a large seasonal ice zone (siZ) has the potential to be an efficient CO 2 sink, with blooms drawing down CO 2 in the summer but with that CO 2 being isolated from the atmosphere during winter. significant ecosystem changes are also associated with the changing limits of sea ice [Abelmann, 1992; Abelmann et al., 2006] , further complicating the understanding of the net carbon cycle effect. This type of dynamic interaction leads to perhaps the greatest problem for modelers: simulating how carbon and nutrient cycling is impacted not only within the glacial maximum limits of sea ice extent, but also far outside of this region, as is relevant when considering mechanisms such as Si leakage (section 3.4).
The Wildcards of the Glacial-Interglacial Pack:
The "Unknown Unknowns"
The search for an explanation for why atmospheric CO 2 during the LGM was around one-third lower than during the Holocene has proved fertile intellectual ground, with myriad hypotheses devised since the first unambiguous evidence for low glacial CO 2 was presented from ice core samples crushed under vacuum [Delmas, 1980; Neftel et al., 1982] . As additional information has become available, particularly concerning the relative timing of deglacial CO 2 rise and sea level and also of productivity in the ocean, many of the ideas have been left by the wayside or reformulated with a much smaller role than originally envisaged. Some of the earlier propositions that have been little (if at all) considered probably have a grain of truth in them. These mechanisms, of which very little is understood if only because of a historical deficit of analysis, are our "unknown unknowns." We summarize some of them here for completeness, although most researchers are of the opinion that their overall contributions are expected to be relatively small. As the uncertainty is progressively reduced in the known knowns and known unknowns (Figure  2 ), we will home in on the solution for the glacial-interglacial variability in CO 2 and pinpoint the role (if any) that additional "unknown unknown" mechanisms must play.
5.3.1. Nutrient storage on continental shelves and denitrification. Some early hypotheses to explain the observed glacial-interglacial variability in atmospheric composition envisioned an oceanic nO 3 − inventory higher during glacial periods than interglacials. Comparisons made between the predictions of ocean n cycle models and paleoceanographic δ 15 n proxy data go some way to supporting this assertion [Altabet and Curry, 1989; Altabet and Francois, 1994] .
One hypothesis required the existence of a critical threshold within the oceanic nitrogen cycle. During glacial inception, dissolved O 2 concentrations in the ocean gradually decrease until widespread denitrification rapidly proceeds. Since the oceanic residence time of nO 3 − is relatively short (3-10 ka) [Codispoti, 1995] , the oceanic nitrate inventory could be quickly depleted, resulting in decreased biological productivity and thus a steep rise in atmospheric CO 2 [Knox and McElroy, 1984; Shaffer, 1990] . Declining [O 2 ] during glacial periods could be driven by increased productivity fuelled by nutrients (PO 4 3− and/or nO 3 − ) eroded from shelf sediments exposed as sea level falls [McElroy, 1983; Shaffer, 1990 ]. An associated hypothesis draws upon the likelihood that the modern ocean nitrogen cycle is far from steady state, with nitrogen losses from the ocean through denitrification (particularly on continental shelves) exceeding the combined input from rivers, atmosphere, and nitrogen fixation in the surface ocean [McElroy, 1983; Berger and Vincent, 1986; Codispoti, 1995] . As sea level fell during glacial inception, denitrification within neritic sediments ceased on the newly exposed shelf area. This increased the oceanic n inventory, fueled greater productivity, and led to CO 2 drawdown [Berger and Vincent, 1986; Altabet and Curry, 1989; Codispoti, 1995; Ganeshram et al., 1995] .
Both variants on this hypothesis imply increased carbon production during glacial compared with interglacial periods, particularly in the regions of the ocean where nutrients are limiting today, such as the tropical regions and subtropical gyres. Such an increase in biological productivity would also likely increase the export of carbon to the seafloor and thus also manifest itself as an increase in fluxes of biogenic materials in marine sediments.
Do we see evidence of coherent global-scale changes? First, reconstructions of export production at the LGM (Plate 1) do show increases at the last glacial period com-pared to today, although these changes are not globally coherent. Furthermore, analyses of changes in export production over different time periods seem to limit the impact of this process to the full glacial period rather than during the glacial inception [Kohfeld et al., 2005] . Increased global nutrient inventories and productivity also has implications for the concentration of dissolved O 2 in the ocean, as O 2 is consumed during the (aerobic) degradation of organic matter. Our review of the data concerning changes in deepwater O 2 contents in section 5.2.1 suggests that changes in deep-water oxygen concentrations seem to be regional in nature and are not conclusively the result of globally enhanced carbon export. a final implication for productivity mechanisms tied to shelf area is that deglacial CO 2 increases should lag sea level change, which is contrary to observed temporal relationships and thus limits their potential importance.
N-fixation. Another means of monkeying around with nO 3
− availability in the glacial ocean is via increased Fe availability arising from aeolian dust deposition. This influx of iron stimulates the activity of diazotrophs such as Trichodesmium spp. in the surface ocean, thereby increasing the rate of n 2 fixation [Falkowski, 1997; Broecker and Henderson, 1998 ]. As a consequence, biological productivity and thus CO 2 drawdown follow (lagged) changes in aeolian dust supply, in general agreement with ice core records. A compilation of nine sedimentary δ 15 n records from deepsea sediments globally demonstrates coherent behavior in δ 15 n of nitrate [Galbraith et al., 2004] . These authors hypothesize that low SSTs and strong winds in high-latitude regions at the LGM likely resulted in higher O 2 solubility and greater ventilation of the thermocline. Although regional changes in export production and nitrate utilization are likely to modulate this δ 15 n signal [e.g., , these cooler and well-ventilated thermocline waters suggest that, in fact, glacial periods were likely marked by more limited denitrification and reduced n-fixation overall, thereby limiting the overall effectiveness of this mechanism.
SUMMARY AnD OUTLOOK
The purpose of this review has been to summarize the different mechanisms that have been proposed as a means of explaining glacial-interglacial changes in atmospheric CO 2 (Table 1) , to provide an assessment of our best estimates and degree of uncertainty regarding the relative magnitude of the impacts of these mechanisms (Figure 2) , and to describe the basis for these mechanisms that is found in geologic evidence (Table 2) . It should be recognized that this summary has, for the most part, taken the approach of teasing apart the magnitude of the impact of each mechanism separately. In the real world, synergisms between mechanisms might exist, and the overall, combined effect of some of these processes on atmospheric CO 2 might be larger (or smaller) than the simple linear sum. For example, model simulations that incorporate interactive sea ice might reveal a different picture of the impacts that sea ice might have on vertical mixing and biological activity in polar regions, which might result in a different drawdown of CO 2 than otherwise anticipated. A second point in this study is that we have focused primarily on the increase in atmospheric CO 2 concentrations that occurred during the transition between the Last Glacial Maximum and the pre-Industrial era of the Holocene. Of equal importance is our need to study the Earth's transition as it moves into a period of glaciation, from which we may gain insights into the relative phasing of the processes we have described here. Modeling studies of this nature have been initiated [Vettoretti and Peltier, 2004; Peacock et al., 2006] .
A quick glance at Figure 2 highlights that there is no "smoking gun" that can account for the entire glacial-interglacial change in atmospheric CO 2 . Instead, the combination of and interaction between a number of different mechanisms and feedback are required to account for the total observed ice core changes. It is also apparent that there are substantial uncertainties in each of the mechanisms contributing to glacial-interglacial CO 2 variability and that progress toward a full understanding of this problem requires development on several fronts, including: (a) expansion of key observations, (b) development of new and more realistic ways of modeling the problem, and (c) examining the problem from different perspectives.
Aside from glacial-interglacial changes in ocean T, S (and volume), and terrestrial biosphere carbon inventory, for which we have a relatively high level of scientific understanding, two controls clearly dominate the residual change in atmospheric CO 2 that needs to be explained (79-99 ppm, depending on the deglacial time interval considered), ocean circulation and the strength and efficiency of the biological pump. Thus, we believe that the greatest advances toward solving the (low) "glacial CO 2 problem" will come through improved constraints and understanding of the role of physics and biology. specifically, an increased appreciation of the development of deep-ocean stratification during glacials and how this interacts with the biological pump to affect atmospheric CO 2 is likely to lead to major advances in our overall understanding of the problem in the next few years.
Observational evidence is progressively providing new insights into the physical oceanographic conditions prevailing during the last glacial, but crucial information that we still need includes the distribution of ocean water masses and their spatial evolution with time, and an understanding of the cause and mechanism driving the changes in physical conditions. Addressing the spatial distribution will involve a quantification of the partitioning of ocean water masses between the different ocean basins and with depth. Knowing their relative volumes and properties will allow greatly improved estimates of carbon storage. Understanding what triggers changes in the physical oceanography requires knowledge of the relative timing of changes in winds, T, upwelling, and overturning circulations in the northern and Southern Hemispheres. Studies are attempting to ascertain this information indirectly through new chemical oceanographic tracers (e.g., radiocarbon measurements in deep-sea corals) but also through more extensive data collection and synthesis of existing tracers (e.g., carbonate and opal preservation indices).
The second main term in the glacial CO 2 equation is the response of ocean biology to physical and geochemical environmental changes, and the consequences of these biological changes for ocean chemistry. Several studies have brought us a long way in understanding changes in ocean export production, but detailed knowledge of what happened in surface waters between glacial and interglacial remains quite limited. Development and more extensive application of nutrient utilization proxies may take us a long way in both quantifying the global role of ocean biology as well as serving as a test of whether our physical understanding of the ocean is correct.
To interrogate the expanded observational data sets, improvements are also required in models that parallel the two primary facets of glacial-interglacial CO 2 change, physics and biology. 3-D ocean circulation models are necessary to make use of and attempt to reproduce observed spatial patterns and at sufficient resolution. appropriate models must have the "physics" and parameters that allow adequate reproduction of observed modern patterns and historical trends [Cao et al., 2008; Doney et al., 2004] . further refinements to representations of the marine iron cycle and controls on the fate of particulate organic matter exported from the surface are also needed.
It is important to recognize the iterative nature of this exploratory process in our search for understanding natural processes of glacial-interglacial CO 2 ; new data further constrain models which then make revised predictions that can be tested through observations [Archer et al., 2009] . The combination of Earth system modeling with available data reconstructions have vastly improved our understanding of natural processes and how they are likely to interact with anthropogenic perturbations and what changes we are likely to see on the carbon cycle in the future [see, e.g., Archer and Ganopolski, 2005; Montenegro et al., 2007; Schmittner et al., 2008] .
