Computational Linguistics and Natural Language have long been targets for Machine Learning, and a variety of learning paradigms and techniques have been employed with varying degrees of success. In this paper, we review approaches which have adopted an unsupervised learning paradigm, explore the assumptions which underlie the techniques used and develop an approach to empirical evaluation. We concentrate on a statistical framework based on N-grams, although we seek to maintain neurolinguistic plausibility.
Introduction
Unsupervised learning of linguistic structure An empirical evaluation
Natural language corpora are a kind of natural resource, but how do we exploit them? In this paper, we examine a class of statistical methods which have been used for applications ranging from cryptography to document retrieval, from speech recognition to machine translation. In some of these applications, the corpora are being used to produce classes of a semantic nature. Thus in document retrieval the aim is to find documents with similar content. It is similarly possible to produce thesaurus-like lists of words associated with a common semantic frame. Conversely, analogous techniques can be used to find syntactic classes and other information of a more grammatical nature, this being the context in which the present work was undertaken. Yet other applications (e.g. in Speech Recognition and Machine Translation) are able to make use of many kinds of corpus-based prediction, whether semantic, syntactic or some mix of the two.
The techniques and results which we present in this paper are very general, and are readily generalized to each of these application domains. But the focus here is on the automatic generation of grammars from corpora, based on cognitive, psycholinguistic and information-theoretic models, rather than linguistic models. In this paper, we present the quantitative results of the exploration of an entire space of statistical techniques for automatic generation of linguistic classes, some of which are motivated by cognitive or psycholinguistic considerations, and others of which follow from standard statistical and information-theoretic arguments.
Part 1 introduces basic concepts and terminology, and subsequently proceeds to a review of the literature on unsupervised language learning from corpora. Part 2 introduces the metrics and techniques which provide the context for the empirical investigation, which we report on in Part 3. The primary corpus used in these experiments was the book 'Alice's Adventures in Wonderland'. We emphasize that while this paper is a report on a language learning project, our approach to evaluating metrics is in no way limited to the domain presented.
Models
In making use of a corpus, it is always necessary to use some sort of model.This model may be very general and very widely applicable, such as a Hidden Markov Model, or it may be as specific as a detailed grammatical theory. There is also an extensive middle ground in which fairly coarse part-of-speech tags are used, and there are tagged corpora and treebanks available which are preclassified or prestructured according to some such convention. In addition, corpora may be pure ASCII text, pure digitized speech, phonetic or phonemic transcriptions, or aligned combinations of these. Note that these transcriptions and alignments are based in varying degrees on models or judgements of some sort. In general, it takes considerable manual work to produce and check such Introduction annotated corpora, and while we may be fairly sure of our judgements in the case of speech transcription, other forms of annotation are biased by our linguistic framework and may be based on models which are fairly crude and arbitrary.
Linguistics has over the centuries developed many theories and grammars, and most of them are still around in some form! While it may be possible to develop a natural language system based on any one of them, none is so complete as to be totally satisfactory, and the nature of language is such as to require the ability to adjust dynamically to different situations, changing conventions and multiple dialects.
The work presented here is part of a project aimed at computer analysis of language, automatic development and dynamic maintenance of grammars, and exploration of a cognitive theory of language acquisition and evolution. The lower the level that we start, the less (implicit or explicit) importation of existing linguistic theories we make. For example, using characters or phonetic or phonemic transcriptions has already placed an interpretation on the speech signal; using part-of-speech tags has already made considerable assumptions about what distinctions are important in the context of some grammatical model.
The assumptions we are making in this research are at a much lower level, and relate to mechanisms for cognition and learning rather than to language per se.
Context, Features and Ngrams
In an untagged, unannotated, uninterpreted corpus, we invariably have an alphabet of symbols which have no internal structure and no external cues apart from the context in which they occur. This alphabet may be a literal alphabet of letters, for English say, it may be the set of digital codes which occur in a speech signal, the set of phones employed, the set of words employed, or the set of parts of speech employed. In each case, we have to treat the members as uninterpreted symbols or units. However, language is redundant and there are patterns. Different units and combinations of units occur with different frequencies -frequencies which are characteristic of the language. This means that we are able to make predictions from context: target any character of any sequence of two or more characters and you will find that there are some characters that could replace it, and others which couldn't. More generally, we can produce statistics as to how often particular sequences of characters or other units occur. The frequency statistics for a sequence of N units are called Ngrams, and the bigrams and trigrams which correspond to pairs and triples are quite common starting points for statistical analysis. Introduction The contexts thus act like the features we might have had if we'd been representing the concepts in terms of some theory or model (such as the characterization of phones and phonemes in terms of features like voicing, aspiration, point of articulation, etc.) Moreover, we might expect that our multidimensional context space, the vector space formed from the context vectors, would have similarities with the feature space formed by the proposed articulatory and phonological features in some theory of speech production.
Systems in which features emerge from the application of simple rules and properties are said to be emergent. It is possible for neural nets to maintain the kind of Ngram statistics we have been talking about here, and there are models of cortical structure in which neurons self-organize into feature maps that reflect our knowledge of the visual cortex well (von der Malsburg 1973) . These have also been applied to speech (Ritter and Kohonen, 1990) and syntax (Powers, 1983) .
The research program we are presenting here is concerned with unsupervised learning, or self-organization, of hierarchical linguistic structure. The distinction between supervised and unsupervised learning has less to do with the choice of algorithm used than with the way it is used: the learning paradigm. In a supervised paradigm, we need to teach the computer with training sets which present a situation along with the decision it is meant to make in that situation. In a linguistic context, we could use a tagged corpus to try to learn to do part-of-speech tagging.
In the case of an unsupervised paradigm, there is no explicit training. For our tagging application, this means that the computer is provided with an untagged corpus, or with direct access to a stream of live data. The system itself tries to identify classes of words which are similar and group them into part-of-speech classes. We don't even expect that the data will be 100% accurate: it may contain noise, such as typographic or grammatical errors. In fact, supervision turns out to be a matter of degree. The most important feature of a supervised paradigm is that there is not only information about instances of what we are interested in, e.g. sentences, but also 'negative information' of some sort. This is most directly evident when the user provides both examples and counter examples of a desired context (classified as positive and negative respectively), but more generally it corresponds to any form of labelling. Since in the case of a language we are trying to learn the rules by which it is structured, structuring or bracketing information is a highly focused form of supervision.
In our model, we use only a raw corpus. For some experiments we may accept the segmentation into words, and use words as our units, but in the experiments discussed here we start with characters, and we consider only the first phase of self-organization, in which the class of vowels emerges. If we make multiple passes, using the classifications from earlier phases, more complex classes emerge and we can interpret the relationship between these classes in terms of context-free grammar rules (Powers, 1992 ; see section 1.5). Introduction the two -such as context vectors involving part-of-speech tags rather than the words themselves. In each case, we are able to compare concepts in terms of their similarity, as defined by the closeness of their vectors in this space. There turn out to be several possible distance measures which can be used to measure closeness in a vector space, and there are certain properties which we would like to have of our distance measure. The measures which satisfy our requirements we call 'metrics', and the most important of these is that they add up in a reasonable fashion: we don't want the direct distance from A to B to be greater than the distance via C, as given by the sum of the A to C and C to B distances.
The most well-known metrics are based on the absolute differences between the corresponding entries in the vectors being compared. Or in terms of the multidimensional space, the distances in each dimension. Our everyday two-and threedimensional conception of distance is the Euclidean or L 2 metric, which corresponds to squaring the differences in each dimension, summing them, and then taking the square root. Metrics may also be defined for powers other than two, and in particular the Manhattan or L 1 metric is very common and somewhat cheaper, as it involves simply summing the absolute differences.
Once we decide that some concepts are similar and belong to the same class, we then encounter the necessity of calculating distances between classes, and we find there are a plethora of techniques available for generalizing our metrics to deal with classes as well as individual vectors. Metrics are the focus of Part 2, and the main results of the paper concern an empirical evaluation of a large family of generalized metrics.
We now proceed to review the previous work in this area, including its antecedents in cryptography and linguistics.
Cryptographic roots
The letter 'e' is the most frequent letter of the English alphabet, and the word 'the' is by far the most common English word. These trivial facts have long been used by cryptographers and have been refined it into a form which can identify major orthographic classes reliably in most languages (Sukhotin, 1962 ).
Sukhotin's technique involves setting up a bigram matrix as in Table 1 , with target concepts labelling the rows and context tokens labelling the columns. Sukhotin aimed to divide the concepts into two sets with contrasting patterns of occurrence, and used the following algorithm: The most frequent target ('e') is selected by finding the row with the highest total, and is then used as a seed to grow a class (the vowels). This is achieved by negating the bigram entries in the corresponding column ('e') and repeating the process of finding the row with the highest total. Note that the negation of the columns which are already in the class means that we are looking for positive correlation with units that are not yet in the class, and negative correlation with units that are already in the class. Once all totals are negative, we stop, and for English and 18 of 19 other languages analysed, the class found is exactly the set of vowels. With Russian, some are missing (Boy, 1977) -possibly because St Cyril was incorrect in his decision to introduce a duplicate set of palatalized vowels into his Cyrillic orthography rather than simply employing two letter digraphs using the equivalent of the letter 'y'. Introduction This algorithm is the earliest known precursor to the research reported in this paper, and indeed has itself been explored as a candidate technique for extracting hierarchical linguistic structure, both using character level and word level input units (Powers, 1992) .
Phonological roots
World War II interrupted the development of another technique for analysing language, Phonemics, introduced by Pike (1947) , as a technique for developing an appropriate orthography for an unwritten language. In this case, the input is a preliminary phonetic transcription and the output is a phonemic transcription in which the distinctions which are significant to the language are retained and other discernable but irrelevant differences are discarded.
Pike's approach has remained highly influential, and has become the dominant approach to orthographic reduction. However, whilst some tools have been developed, it has not been formalized as an algorithm -indeed since it takes a 'no holds barred' approach, it is difficult to do so. For example, it regularly appeals to knowledge that two words are 'different', that is have different semantics, and it encourages the delay of certain decisions until morphological and/or syntactic knowledge may be brought to bear. Note that the very use of even the word 'word' presumes that some form of initial syntactic analysis exists, since they are not conveniently separated by spaces in speech! In practise, such analysis is done via a process of successive approximation and refinement.
Nonetheless, Pike introduced some fundamental linguistics principles in Phonemics which he generalized and later simplified (Pike,1977) to produce an elegant linguistic theory, Tagmemics, which applies consistent principles at every level from phone to discourse. In particular, he generalized the '-etic' and '-emic' affixes and showed that the fundamental distinction between a linguistic unit and its expression in some context is applicable at every level. He retained the form of phrase structure, but embellished it with explicit distinctions between syntactic category, semantic role and filler class, and introduced a precursor of features called cohesion.
This theory is the basis for the approach to language learning taken by Powers (1989) Pike (1947) explicitly assumes that there is a unique correct phonology for any language. Thus we need to allow for the possibility that the units of our phonology may not be the putative units of our phonetic transcription.
The application of similar terminology in morphology (morph/morpheme) is well known, but generalizing to the entire linguistic hierarchy leads to a model in which the emic classes decided at one level are the putative etic units of the next level. Whilst certain levels, characterized by phoneme, syllable/morph, word and clause/sentence, have been afforded more attention than others, and define the major divisions of structural linguistics into phonology, morphology and syntax, the tagmemic approach generalizes to the entire language hierarchy -which extends above and below the traditional range of these three branches of linguistics. Powers (1989 Powers ( , 1991 treats phonological, morphological and linguistic classes in the same kind of way as the phoneme class is treated in phonemic analysis, although Schifferdecker (1992) notes that the use Powers makes of CIE/CAE is almost the opposite of Pike's usage. Powers uses a single context as a paradigm which defines a class consisting of all the units (or 'concepts'), which occur in that context. He then looks at the distribution of suspiciously similar classes across the full set of contexts, employing a form of the CD test. Powers assumes that classes must be very similar to be combined, but he also observes Pike's expectation of variation between contexts. Powers' algorithm is specifically focused on classes that are of approximate size seven, allowing a variation of about two in the size of a class or the overlap of the alloforms of the class in the different contexts. (This is loosely motivated by Miller's 1956 essay on the magical number seven plus or minus two.) Powers (1991 Powers ( ,1992 thus assumes only a binary contingency table rather than a table with full Ngram statistics, as he argues that if we are looking for phonological, morphological or syntactic classes, these are characteristic of the language and thus, to a first approximation, invariant. Ngram contingency tables have also been used for discovery of 'semantic classes', and as Finch (1993) and Schifferdecker(1994) both note, the syntactic/semantic crossover occurs at a window size of around seven words, syntax involving local constraints and semantics the topical content of a larger context.
Note that the fuzzification of the putative unit is also highly significant in a syntactic context. It not only allows for the possibility of 'error' in the identification of the units/ segments at the previous level, its original intention, but allows for hyperclasses of context free rules to be learnt. The members of such a hyperclass may be single units or pairs of units, these units being themselves classes determined at the level below. Thus a new hyperclass, H, corresponds to a set of context free rules each of which has the form H ← C 1 , ... C k for k in some range. Powers (1989) limited k to two in word level experiments using this approach, whereas Powers (1992) limited k to three in grapheme level experiments with this approach. Finch (1993) uses a similar technique to learn two Introduction levels of classes. At the first level k was limited to three words, while at the second level it was limited to two words. Powers (1983) succeeded in learning three levels of rules (which could parse small three word phrases or clauses) whilst Powers (1992) succeeded in learning eight levels of rules (which parsed a similar size phrase down to character level). The rules learnt were not the traditional rules, but made some linguistic or psycholinguistic sense nonetheless. In fact, Powers (1991) notes that the small closed classes are learnt first and most robustly (e.g. specifier words like articles and demonstratives) and generalizes the terminology to include the similarly small and distinctive phonological classes (like the vowels and the liquids). Powers (1993) also proposes that these closed class words and affixes are detected early by children, notwithstanding their late appearance in child speech. According to this theory, closed class words and morphemes act as pointers which assist with the identification of syntactic classes and with the correlation of open class contentives and ontological frames, thus combining with prosodic effects to provide the focus necessary for the learning of semantics. Some of these closed class items also seem to be amongst the features which most characterize a particular language and there is psycholinguistic evidence that children can do this at an early age (Mehler 1992 ).
Statistical roots
Schütze (1993) and Finch (1993) explore similar distributional approaches using a bigram matrix. Whereas Powers (1991,2) used all contexts of one, two or three characters on either side, Schütze uses the count of occurrences of a token within three words of the target, whilst Finch concatenates six matrices of vectors deriving from each of the three nearest words in each direction. In all cases, the context vector for each target is treated a point in a higher dimensional space and then compared according to some distance measure (as discussed in sections 1.2 and 1.3).
As well as the standard properties that any metric must satisfy, Finch (1993) seeks to impose two further conditions. The first of these, the statistical replacement test, insists that if an arbitrary token is replaced randomly throughout the corpus by one of two different symbols, the distance between the vectors that will be associated with those symbols should be 0 irrespective of the respective probabilities of replacement. Thus two synonyms will always belong to the same class whatever diameter clustering is used. Note that in the binary case studied by Powers (1991) this condition is trivially satisfied by any metric as the binary vectors will be the same providing each of the replacement symbols occurs with non-zero probability in a sufficiently large corpus.
The second desirable property assumes that there is some external measure of 'syntactic similarity', and insists that a good metric will be near zero when and only when this syntactic measure is near zero. Such measures are not normally available, but are necessary if we want to evaluate how good our technique is. We discuss the need for similar 'goodness' measures in section 2.5, where we define the measures that we have used in our experiments. In practise these measures are based on external human judgements about the classes found or expected.
In the context of classifying words, assessing emergent classes assumes that we already know the syntactic classes of words accurately enough to be able to decide whether the classifications are 'correct' or not. This condition is one which other researchers have not tried to make explicit, but have in effect used when judging utility. It does however allow Introduction the use of tagged corpora to test the proposed classifications. Note that there is a tension between using evidence of correspondence as support for the employed classification technique versus as support for the assumed linguistic theory. Nonetheless, there are certain clear cut cases where there is full agreement on class membership, and any such external syntactic measure derived from such a system will be zero for such first class members. It is in these cases that Finch expects that a good metric will also deliver a similarity distance of approximately zero. In this paper we use the well-accepted class of the vowels as our target class, but consider a couple of other reasonable possibilities to illustrate the way in which preconceived notions can influence our identification of the best algorithms or metrics.
In selecting his metric, Finch (1993) proceeds beyond the ubiquitous Euclidean (L 2 ) and Manhattan (L 1 ) metrics and advocates use of the Spearman Rank Correlation Coefficients (SRCC) after normalization by the expected value under an assumption of independence of target and context. It may also be observed that preferring L 1 over L 2 will have the effect of better discriminating classes that have a smaller 'coset' of context vectors which prefer them. SRCC essentially uses the Variance (the square of the Euclidean metric) as the distance measure, with vector elements replaced by their ranks.
Replacing a vector by its ranks involves sorting the vector and replacing each of the original values by its rank position in the sorted vector. This operation is expensive, and Finch (1993, p186) agrees that ranking does not seem "neurally plausible". Finch, however, reviews evidence that using ranks rather than values is often more powerful (indeed never less powerful under the assumption that the vectors derive from a joint normal distribution) and concludes from his experiments that it is empirically the best approach for natural language data. Whilst Finch (1993) provides an excellent theoretical assessment of various metrics and related options, and reports which metric is best for certain experiments, he does not clearly indicate the range of measures actually tested or provide quantitative results and comparisons. This is a deficiency which we aim to rectify, in part, in this paper. But it seems that Finch did compare Spearman Rank Correlation with the L 1 and L 2 metrics, as well as with an information theoretic measure that he calls 'divergence'. This latter measure is also known (Schifferdecker, 1994, p58) as the unweighted entropy measure (UEM) and represents the loss in entropy in merging two vectors into a single cluster centred midway between them. The weighted version of this entropy measure (WEM) is also used (e.g. by Schifferdecker), whereby the probability of the two vectors is taken into account -the cluster is centred at the point given by the weighted average of the two vectors. Finch, however, eschews the WEM as it fails to satisfy his statistical replacement test.
The other issue which Finch (1993) addresses from a theoretical perspective, but which he does not explore empirically, is the question of normalization. The bigram matrix contains raw frequencies. Dividing by the total size of the corpus (the sum of all cells in the matrix) would convert these to probabilities, but this constant factor will not affect the classifications for the common metrics. Dividing by the number of occurrences of the target unit (row total or vector sum), will convert to conditional probability of the context given the target, whilst dividing by the number of occurrences of the context (column total) will give the conditional probability of the target given the context. These are all ways of doing L 1 normalization, since frequencies and ranks are always positive.
In fact Finch (1993) recommends dividing by both the row and the column total, and then multiplying by the matrix total. This effectively normalizes by the expected value of the cell under the null hypothesis of statistical independence of context and concept, as discussed above. We will call this L E -normalization. This is the normalization which Finch appears to use as standard, although it is not appropriate for divergence/UEM. Given that he usually uses a a rank based metric, dividing by row totals makes no difference and the normalization amounts to column normalization.
Another useful metric for normalization is L 2 , which involves dividing by the sum of squares total for the vector and turns all vectors into points on the surface of a unit hypersphere centred on the origin. If the mean of the components of the vector is first subtracted off, to give a new mean of zero, then L 2 -normalization together with use of the L 2 -metric gives us a metric which is linearly related to the linear correlation coefficient (Finch, 1993, p94 ). Applying sin -1 then allows interpretation of the distance as an angle.
Schifferdecker (1994) considers further metrics including the scalar product, and the weighted version of the entropy measure discussed above (where the contributions of the two vectors to the merged cluster are weighted by their probabilities). The scalar product is 1 when the vectors are identical and 0 when they are maximally distant, and must therefore be subtracted from 1 to give a distance metric. Alternatively applying cos -1 to the dot product after L 2 normalization gives us an angle again. Schifferdecker also considers one measure, the S-distance, which is specific to binary vectors and emulates one of the metrics used in Powers (1991) . This measure eliminates from consideration contexts which have zero frequencies in both dimensions, essentially reporting mismatches as a proportion of the non-zero contexts which occurred in the merged cluster (or union, in the terminology of Powers). Again, however, the results are not tabulated and Schifferdecker merely reports that Spearman was best, that L 2 and UEM were satisfactory, and that WEM and L 1 were not (for experiments with phonemic data). There is no indication that the other metric/normalization possibilities were considered.
Note that the original experiments by Powers (1991) as well as the later experiments on Dutch in Powers (1992) were performed on a dictionary (a list of unrepeated words), as were some of the experiments by Schifferdecker (1993) . In such an experiment, the distributions will be totally different from those for text, and the highly frequent closed class words lose their biasing effect. Thus, in this instance, the binary vectors are quite possibly more appropriate than those based on frequency information. Moreover, if binary occurrence suffices for classification, then the matrix can be obtained efficiently from dictionaries, thus allowing results for far higher vocabularies than even the largest corpora allow. Schifferdecker (1993, p71 ) also notes that single character contexts admit better discrimination than multicharacter contexts (for phonemic data).
Evaluating Metrics

Which metric?
We have noted that many different measures and normalizations have been proposed for analysing Ngram context matrices, and have noted also different approaches to the treatment of context (see section 1.6). Unfortunately, we have met a total absence of tabulated comparison of results for different measures, normalizations and vector structures. One reason for this is, perhaps, the lack of an objective, quantitative measure of the 'goodness' of a classification, notwithstanding that researchers have chosen to make a judgement. We propose to define for a given language a set of classes that we would expect to be found, and then we will use that to define a measure of goodness based on the diameter of the class and its purity and robustness. We address this in section 2.5.
Choosing a metric on the basis of performance relative to such a goodness measure is valid only under certain conditions. If we choose a metric on the basis of performance on some subset of, say, the total corpus of English ever written, and then proceed to use it on another part of this universal corpus, our procedure is no longer unsupervised. We have selected a metric using a training corpus so that we get the results we expect. If we now apply it to a test corpus, we cannot claim it has discovered the regularities we trained it to find. On the other hand, if we train it using one language and test in using another, or several others, then our results are far more defensible. Indeed, if our goal is to automatically analyse arbitrarily languages, there is no sensible objection to using one language as the basis for selecting metrics and the investigation of universals.
Metric-related factors
Even once we have decided on our metric, having committed to some choice of representation and normalization, there are a number of other choices available which cause further explosion of the range of possibilities. These relate to a number of issues which we consider briefly now, and we will see that some options actually constrain our choice of metric.
Class Distance.
Although we can now determine how similar vectors are to each other, we do not yet have a mechanism for determining distance between classes and are faced with an array of choices as to how to generalize our distance metric to classes. This is discussed briefly in the next Part.
Closure.
Even once we have defined a mechanism for determining how similar vectors are to each other and to a class, we have no objective mechanism for closing off classes, and none has been proposed in the literature, other than the implicit threshold that was used in the Sukhotin algorithm presented at the start of the paper. The use of this threshold assumes, with no particular justification, that the binary vowel-consonant division is in some sense evenly balanced. In fact, vowels do consort with consonants far more frequently than with other vowels, and a similar property holds for the consonants.
2.2.3.
Redundancy. This kind of matrix elimination is itself suggestive of another option which we have: Singular Value Decomposition (SVD). SVD involves finding the eigenvectors of the matrix (or in fact of MM T , since in general the matrix M will be rectangular). We essentially rotate the space so that the axes are aligned with the major vectors along which the data lie (Golub,1971) . Since a rectangular matrix always contains linear dependencies, we can always compress our context vectors (rows) to the same dimension as our columns (number of target units) without loss of information. Not only can we reconstruct the original full size matrix from much smaller matrix (which we will assume is scaled by the eigenvalues), certain metrics including the Euclidean metric and the dot product may be used directly on the vectors of this compressed matrix, with the same result, and reduced computational load. Furthermore, SVD can contribute to the problem of separating classes, an the individual eigenvectors themselves reflect some kind of class membership information related to what Powers(1991) calls cosets.
Lossy Compression.
Furthermore, given we have ordered our eigenvectors/ values according to their significance, we can drop the least significant columns/contexts completely and still retain a good approximation. Indeed, Schifferdecker (1994, p75) reports that even when compressed to just two context columns, 'the clusters are apparently quite unchanged'. He notes further that 'the vowel-consonant distinction can even be kept on the first principal component'. In fact, many of the less significant components would be expected to be rather noisy and highly influenced by the low frequency components of the matrix. We note that the principals components also have a tendency to make a meaningful positive-negative classification, once noise around the zero is ignored.
Random Augments.
When the corpus is relatively small, and how small that is depends on the type and complexity of the context vectors we choose, there is considerable sample error and our analysis will be very noisy. Finch (1993) observes that adding in a small random value to each cell improves the classification by masking the effect of perturbations due to the unreliable vectors associated with infrequent targets. Such vectors will tend to be sparse, and when normalized will have relatively large values in relatively few places, and thus resemble normalized binary vectors. The random numbers also have the effect of randomly resolving ties in rank if the methods are combined (as they are by [Finc93]).
Functional Substitution.
Applying ranking or an inverse function (e.g. reciprocal) will turn low values in odd places into high values in odd places, which will tend to distance the vectors from the centre of the space and from each other (Zipf's law tells us that rank varies inversely with frequency or probability). Ranking itself can be seen as a stabilizing influence in the face of noise (or sample error): while rank specifies an expected value of the frequency, the actual value will vary around this value, and for small corpora, the value will be discretized and different ranks blurred onto a single value. For larger frequencies and corpora, rank provides a more stable prototype for distance measures, whereas the random variation of frequency around its expected value will for some metrics (e.g. Euclidean) increase the diameter of classes and thus reduce the discrimination between classes. Ranking is particularly appropriate for use with the squared Euclidean metric which the Spearman Correlation Coefficient maps onto after ranking. According to Zipf's law, the reciprocal of frequency is proportional to the rank, and thus reciprocal tends to maps to a similar scale to ranking, but without the discretization effect. Logarithm, replaces probability by information, linearizes the space and has the advantage of adding meaningfully and thus allowing more direct interpretation of the distances under certain metrics. Logarithm of rank retains the stability property of rank while distorting the space in a meaningful way. Logarithm would also seem particularly appropriate in conjunction with the L 1 metric after L E normalization and SVD reduction, since in the absence of redundancy cells may be interpreted and combined as information, thus providing an alternative to measures based directly on entropy. Constant or random augmentation is needed before applying an inverse substitution to a frequency or probability which may have a value of 0. We have also seen that subtracting the mean value can be meaningful (section 1.6) and this can be done either by row or by column (before normalization).
Good-Turing.
Another method of dealing with the sampling problem for small corpora is to use the relative frequency of adjacent frequencies to make an improved, non-integral estimate of the expected frequency of a token. This technique, attributed by [Good53] to Alan Turing, can also have the effect of shifting token's with 0 frequency to a positive value. The technique is not really appropriate here as the set of tokens is highly restricted and the majority of tokens do occur, omissions are significant and their are two few singletons to help with shift the zeros. Ranking and Good-Turing smooth the distribution of values, and are most useful for small corpora. Both have less influence as the size of the corpus increases. The effectiveness of Good-Turing has been explored empirically in experiments similar to those described below, giving similar results to small random or constant augments. There is no point in combining Good-Turing and Ranking -it will only introduce additional error.
2.2.8. This metric! When we use the term 'metric' in this paper, we do not necessarily refer to a simple distance measure, but in general mean a combination of measure, norm, normalization strategy with some specified random and/or functional transformations of the data, all of which, taken together, satisfy the properties we want of a metric.
Metric-independent factors
In addition to these algorithmic choices relating to metrics, we make other kinds of methodological decisions, including what size window to use as context to use and how we make use of the information in the window in setting up our vectors. For example, do we use the bigrams at a particular displacement, do we count larger contexts segments on each side, or we do treat the whole window of context on both sides together as a single Ngram (with a marker where the current character occurs)?
Powers ' (1991,1992) approach allows both larger contexts and 'concepts', but treats them as binary occurrence data. This is justified by the fact that we are looking for inviolable rules, and that frequency is not relevant if we are trying to decide whether a particular combination is possible. However, he computes the left and right contexts independently, and then combines them, finding that left context alone leads to poor result, whereas the right context and the intersection (logical and) of the two do give good results. On the other hand, Pike's (1943) approach would treat the combined left and right context as a single paradigmatic template (in which putative units containing different numbers of input units may be tried). The use of bilateral contexts like 'a_bc', where the target concept fits in the slot in this paradigm, increases the amount of information to be stored for a given window size, but should allow a much smaller window to be used, however there appear to have been no computational experiments along these lines.
Once initial classes are detected, including those involving multisegment units, they may be used to reduce the context space and bootstrap the process to a higher level. Whereas Powers (1992) and Finch (1993) use the new classes in both target and context positions, Schifferdecker (1994) notes that some improvement in classification can be obtained by using single unit contexts and allowing substitution in the context only, repeating the process until the class stabilizes. This would seem to achieve the effect originally envisaged by Powers (1991) in introducing multisegment contexts, but without incurring the disadvantages. Powers (1992) himself uses the reverse technique in which he allows use of a class or its member as alternatives in the target position, retaining member vectors while adding class vectors to the context space, and thus permits the learning of recursive context free grammars.
There are also a range of non-hierarchical clustering techniques which we will not consider in this paper but which have proven useful, these include K-means, Kohonenmaps (Ritter and Kohonen, 1990 ) and other types of conventional and connectionist machine learning techniques and self-organizing maps (SOMs).
Visualization and Clustering
The standard approach to visualizing linguistic classes has become the dendrogram (Finch, 1993; Schütze, 1993; Schifferdecker, 1994) . Dendrograms (see 3.1.5, Figure 3) are the binary trees formed as we coalesce nearest neighbours. They are essentially single dimensional, representing the distance between the merged concepts by the length of the branches of the new subtree. This coalescing clearly requires the use of some kind of clustering protocol.
Determining the distance between two clusters admits a wide variety of possibilities. For example, we can use the centroid of the cluster, unweighted or weighted by the probability or the size of its components, or we can use some kind of function of the set of distances between the individual members of the two clusters. The choice we make again depends on whether we prefer compact structures or want to permit the formation of chain-like structures. There is also the issue as to whether weighting is appropriate or not in relation to the metric used and the desired conditions which our cluster metric should satisfy.
We would normally prefer to define distance between clusters as the maximum of the distances between their respective members, as this encourages maximally compact clusters, discourages merging of large clusters and is consistent with our intuitions about goodness, biasing towards compact clusters. In fact, if we know what the 'correct' class should be, and it does indeed emerge as a cluster, using the maximum cluster distance allows us to make a meaningful comparison of the distance between the last two concepts merged and the distance between our desired class and the nearest other concept. In the next section will examine this as the basis for defining a formal measure of the 'goodness' of our classification.
Using the minimum of the distances between the members of two candidate clusters would produce chainlike structures; using the agglomeration or the weighted or unweighted centroid is not recommended as they are non-monotonic and they can result in a smaller distance being computed between two clusters than there is between any pair of elements (see 3.1.5, Figure 3) . It is also possible to use the mean of the distances for all pairs drawn from the two classes, but often this mean is weighted by either probability or cluster size. These distances can all be computed recursively from the immediate children of the current clusters.
Note that Finch (1993) uses the unweighted mean, which is appropriate for the metric he uses and meets his requirement that relative frequency be irrelevant to the classification task, as it is with the other non-agglomerative methods. Schifferdecker on the other hand seems to prefer the weighted mean, although he doesn't always make clear which method he is using. Schifferdecker (1994, p72) notes, however, that the minimum seems to be worst, and that the weighted and unweighted means were best and that the centroid methods were 'not particularly successful'.
As an alternative to the single dimensional dendrograms, we will also present maps using multidimensional scaling based on the technique of Sammon (1969) . The Sammon maps are two-dimensional representations of the multidimensional space in which the distances between vectors in the multidimensional spaces are close to the distances between the corresponding points in the two-dimensional map. The map is formed by steepest descent using an error function. The final value of the error function is reported as part of the caption on all our Sammon maps, and is typically of the order of 5-10%. Distances in the map are always Euclidean, but the corresponding distances in the multidimensional space may be calculated using an arbitrary metric. There is also scope for varying the choice of error function.
As a third option, it is possible to view individual or pairs of dimensions from an SVD reduction (see 2.2.3), and multiple plots may provide a clearer picture than Sammon maps or dendrograms (see 3.1.4, Figure 1 ).
Goodness measures
2.5.1. Simple metrics. It would be useful to have a goodness measure which is usable with whatever metric we are currently evaluating and which takes into account our linguistic intuitions. Clearly there is no objective way of doing this without specifying what classes we expect, so we will define a goodness measure for a specific target class. There are two facets to consider: purity (Do we have a cluster that includes all the members of the target class without any ring-ins?) and discrimination (How tight is our cluster? How much clearance do we have between the target class and the nearest outsider?) Purity is quite straightforward once we have done our clustering, as discussed below, but without doing clustering it is rather complicated as it requires us to have a definition of convexity ('inness' or 'betweenness'). That is, members of the target class need to define some kind of convex polyhedron such that all points with that space should belong to the class. This is rather complicated, but it can be done by declaring that all points on lines between members of the class must also belong to the class, and then applying this rule recursively. However this begs a definition of 'line' and it is not clear that all metrics allow the obvious definition that C is a point on the line between A and B if the distance from A to B is the sum of the distances from A to C and C to B. We therefore use purity tests only once we have defined our clustering technique.
Discrimination is easier. An obvious approach involves measuring the diameter of our target class in the vector space, using the current metric. As discussed previously, a good candidate for our definition of the diameter is the largest distance between any members of the class. Note that this tends to favour compact classes rather than elongated classes. Another possibility would be the average distance between members of the classes, which would be less biased towards compact classes and allows members to be further apart than the diameter (it is a form of average diameter). This has been rejected, partly for this reason, but also because the measure requires a reference to tell us how significant the size is in the current context space, and our choice of reference suggests that the supremum is the better choice.
Since these absolute measures do not directly provide a useful measure of goodness, we will use as our reference the smallest distance from any member of the class to any non-member. An alternative would again be the average distance between members and non-members, or simply between arbitrary vectors. Whilst these latter measures gives us a good reference in relation to the size of the space, they don't help with the question of purity (that is incursion of non-members into the class space), or robustness (that is discrimination in terms of distance between the class space and non-members). Thus the infimum is our choice. In order to have a 'bigger is better' type measure, and for reasons of symmetry and aesthetics, our chosen measure is the ratio of this infimum measure to the above supremum measure.
This metric goodness measure can give an indication of both purity and discrimination, but there is also a range of ambiguity which is dependent on the metric as well as the definition of purity (which might be in terms of convexity). Values greater than 1.0 indicate purity unambiguously under the assumption that concepts should be convex.
Generalized metrics.
Once we have decided on how we are going to measure distance between clusters, as opposed to simple points or vectors, we are in a position to define a goodness measure appropriate to our generalized metric and the resulting hierarchical classification scheme (we always merge the closest pair of clusters according to our generalized metric). Indeed, it is also easy to develop a direct purity measure. The approach we take corresponds in both cases to the visual approach we adopt when inspecting dendrograms.
Purity is straightforward. One way is to take the smallest subtree that includes the whole of the target class, and count the number of 'ring-ins'. In practice, we use the negation of this value, in keeping with our 'bigger is better' principle. Alternatively, we can count the number of members omitted from the smallest subtree that includes both members and nonmembers of the target class, and again use the negated value. We use this latter approach to defining our purity measure, since it is taken at the first point where we realize something has gone wrong.
Our clustering goodness measure is determined at the same point, and uses the ratio of the minimum distance at which a non-member joins the target cluster to the maximum distance at which a member joins the target cluster. This measure will be greater than 1.0 for a correct classification by a well-behaved clustering algorithms using a monotonic definition of intercluster distance. This corresponds to our visual interpretation of the goodness of a dendrogram in terms of the relative length of the branch which joins our target class to another cluster: we see a nice spacing between our class and where it joins on to something else.
Experiments on clustering characters
The purpose of this paper is not so much to report novel or better unsupervised classifications or techniques, as to evaluate the different approaches which have been used, including all the feasible combinations of the individual techniques proposed in the research reviewed above. However, we have introduced in this paper the reciprocal, squared reciprocal and logarithm substitutions as cheaper potential alternatives to ranking, and a focus of our evaluation is therefore how these algorithms measure up. In addition, in order to be able to do a quantitative evaluation, we have defined a purity measure and two goodness measures. For the purposes of the comparisons in the section we have used a relatively small corpus consisting of Lewis Carroll's book 'Alice's Adventures in Wonderland'.
Summary of dimensions of evaluation
Our investigation of clustering techniques and metrics has been massive, and we have generated thousands of dendrograms and hundreds of Sammon and SVD maps. We have therefore proposed our three measures of goodness and purity in order to allow us summarize the utility of around 12000 of the possible combinations of metrics and classification algorithms we have explored. We recapitulate the dimensions of the space of possibilities we are investigating before presenting the results, since the labelling of the figures is rather abbreviated.
3.1.1. Normalization. The matrix may be unnormalized, or normalized with either the L 1 or the L 2 metric to determine the length of a vector (row normalization) of the matrix or its transpose (column normalization) and has the effect of pulling all vectors onto the unit hypersphere. A number of other normalization schemes are possible, dividing by row, column or matrix sums (equivalent to L 1 norm for positive entries) to achieve particular effects:
• by row (L 1 gives conditional probabilities of context given target, ineffectual for rank metrics); • by column (L 1 gives conditional probabilities of concept given context);
• by column then row (equivalent to 'column' for reciprocal, log and rank metrics);
• by column and row simultaneously;
• by the expected value of the bigram (equivalent to 'column and row' for reciprocal, log and rank metrics, as it multiplies that distance by the matrix sum).
• by the matrix sum (ineffective for most metrics but appropriate for entropy metrics).
Neither 'column then row' nor 'row then column' has an obvious interpretation, but the former is included as it was used by Schifferdecker (1994) whilst 'column' is omitted due to its formal equivalence to 'column then row' for the major metrics.
We also include the weighted and unweighted entropy measures, which measure the loss in entropy by combining two vectors into a single cluster using the weighted and unweighted averages of the original entropies, respectively (which corresponds to application of the respective centroid methods discussed below and would therefore seem most appropriate when used in conjunction with those methods).
Function Substitution.
The value may be substituted, before or after normalization, according to a deterministic function. Rank is the most soundly motivated, statistically. Binary occurrence values were motivated phonologically in the introduction. Reciprocal and square root of reciprocal were motivated as approximations to ranks using extreme variants of Zipf's law. Logarithm was motivated on similar grounds, but also reduces the dynamic range and has information theoretic appeal. Other possible functional substitutions, which we do not consider here, are the sigmoids which are used in connectionist models to control the sharpness of a threshold.
Statistical adjustments.
The value may be augmented by the addition of a small random number, usually to the raw frequency, and thus before both normalization and function substitution. The addition of noise shifts the absent tokens from zero and blurs the low frequency items generally, thus reducing the closeness of low frequency concept vectors and their tendency to classify together. Noise at a low level may thus improve classification accuracy, while at too high a level it will reduce accuracy. Noise is typically added with a uniform distribution at a level which guarantees that the addition will average some fraction of an occurrence. We used an average of 1.0. An alternative adjustment is Good-Turing (Good,1953) , but this will move all zeros to the same value and thus have more of a similarity to the effect of ranking than to random augmentation, and it is similarly expensive as it requires ranking and collection of a second level of frequency statistics. Moreover Good-Turing is only applicable when the sorted frequencies increase stepwise and their cardinalities decrease monotonicly. In particular, when the number of zeros is relatively low, and zeros are as a consequence significant, it gives an overly high estimate, and it is inapplicable when no entries have frequency 1. It is also possible to make adjustments in the opposite direction: low values for bigrams may be the result of error or other noise, so a threshold may be imposed or subtracted.
Note that with the logarithmic, reciprocal and square root of reciprocal substitutions tested, it is necessary to shift values from zero purely in order to be able to apply the function. In other cases, augmentation is purely optional. Although we have performed experiments in which we apply it within a vector, Good-Turing does not guarantee shifting zeros as it is not always well defined. We have not applied to the across the entire bigram matrix. In this paper we present tables of results for the two conditions which we judge to be most interesting: constant augmentation (necessary for the function substitutions at zero) and random augmentation (pre-normalization in Figure 6 , postnormalization in Figures 4 and 5) .
Compression.
Compression, lossy or otherwise, may be performed at any point, with different effects. SVD is most appropriate in association with the L 2 metric. We use it routinely in presenting two dimensional visualizations. We illustrate the binary, reciprocal and rank substitutions in Figure 1 using both a Sammon map to visualize the L 2 distances in the full context space, and a straightforward plot in the space defined by the first two eigenvectors. The corpus is 'Alice in Wonderland', and in this case we illustrate the power of the techniques by fuzzifying our targets to be one or two characters characterized by single character contexts.
Notice the vowel-liquid incursions with binary, consistent with Powers (1991) results with binary and inadequate context. The next class to form after the vowels was vowelliquid (V={a,e,i,o,u}, VL={V,rV,lV,Vl,Vr] ) consistent with sonority. Note that rank does have an intrusion free convex class as can be seen from the SVD map, notwithstanding that Sammon map has not been able to resolve them. Conversely, reciprocal is perfectly grouped with a high degree of discrimination, although the relatively infrequent 'u' is reluctant to cluster in the SVD map illustrated. This illustrates that reciprocal does indeed perform well, but not necessarily that it will outperform the rank metric.
All results are presented for analyses performed subsequent to SVD reduction to 10 dimensions. Note that reduction from 58 to 29 dimensions (square) is lossless. Subsequent reduction does introduce a small degree of error, but whilst this makes a considerable difference to the time and memory taken to run the thousands of experiments presented here, it seems not to affect the results.
Clustering methods.
The clustering method is also a variable. We can use a centroid method, or a recursive method for determining distances between clusters. The method may use some sort of averaging, or a simple maximum or minimum distance. The averaging and centroid techniques may be weighted by either frequency or by cardinality (the number of vectors in the cluster). The recursive methods typically Experiments on clustering characters calculate the distance from one cluster to both immediate subclusters of the other, and then combine the results in the specified way. The difference between the methods is illustrated informally in Figure 2 .
In Figure 3 we contrast three different clustering methods while further comparing rank and reciprocal. The unweighted average method favoured by Finch (1993) is contrasted with the weighted median method as an illustration of what can go wrong with a nonmonotonic method -the estimated distance at times becomes less than all actual distances to candidate clusters, and thus merging can make the composite closer to certain clusters than the original subclusters were. We contrast further with Ward's method (Steinhausen, 1977, p90) , since it is extremely effective but not particularly well known.
Ward's method is similar to a weighted median method which recursively approximates a centroid method in which one cluster is viewed as if it is considering absorbing the other. The existing top-level subclusters of the absorbing cluster are each considered as if they had absorbed the target cluster for weighting purposes, which is always done by relative size rather than by probability. Whereas the recursive median method uses the weighting of the subclusters in compensating for the position of the estimated centroid both along the median perpendicular to it (since the new centroid will tend to be closer with most metrics), Ward's method weights the perpendicular component with the weighting of the target, compensating for the shift of centroid its absorption will cause.
Let us denote the distances between the accepting subcentroids as D t and the size of the target cluster by S t and further denote the distances from the subcentroids to the target as D 1 and D 2 respectively, and their sizes by S 1 and S 2 respectively, then the total cardinality of the three clusters is S = S 1 + S 2 + S t and Ward's method gives the distance from the accepting cluster to the target as D = ((S 1 + S t ) . D 1 + (S 2 + S t ) . D 2 -S t . D t ) / S. 
Target class and goodness measure
The target class is a variable of a different nature which is not properly part of the metric or clustering technique, but which must be consistent with it. Together with the goodness and purity measures, it defines what we think is a good result. We use the number of misses as a purity measure and the ratio of minimum miss distance to maximum inclusion distance, in two variants, one which depends solely on the metric, and one which depends also on the clustering technique. The latter tells us exactly what we are going to recognize in the dendrograms, while the former allows us to present a more compact matrix of results which is independent of the classification technique used and reflects clustering we see in a Sammon map or an SVD map set.
Interpretation of result tables
Our experiments are summarized in some highly compressed tables showing the results of our chosen goodness measure for a systematic exploration of the space of metrics and normalizations, for the corpus "Alice's Adventures in Wonderland". In Table 1 , we truncated our bigram information to the range 0..9. Following the same principle, in Figures 4 to 6 we truncate our purity and goodness measures to the range 0..15 and present them in greyscale, impure cases being shown in cross-hatch and pure cases being shown as solid. The more impure a class is, the darker the cross hatch; the more discriminative it is, the darker the solid blocks. This allows us to present a larger dynamic range in a far more compact and comprehensible format than using a numeric presentation. Row labelling is indented to indicate clustering variables and normalization conditions only when they are different from the previous entry in the column, except that absence of a normalization metric indicates that no normalization was performed for the experiments in that row. Column labels are grouped by the underlying metric, with the substitution used being indicated by a dot ('frequency' means that the raw frequency was used without applying any substitution). Experiments were not performed under conditions in which their preconditions were violated. In Figures 5 and 6 , the column for Spearman Rank Correlation is redundant with the Variance/rank column (its underlying metric/substitution) and redundant experiments were not performed; the binary M (symmetric) and S (asymmetric) metrics are those used by Schifferdecker (1994; see section 1.6). Figure 4 shows results using the metric goodness measure for three possible sets of vowels and a comprehensive range of metrics, substitutions and noise conditions. These results were obtained for single character concepts and contexts (using 'Alice in Wonderland' as the corpus).
Results with metric goodness measure
Note the consistently good results for the metrics based on rank (where normalization was performed even when redundant). Binary was consistently bad, but the remaining functional substitutions were good for the metrics which normalized by row. Only rank and logarithm were not adversely affected by the addition of a relatively large amount of noise.
In this matrix noise was added after normalization. Each vector's expected noise total of 0.5 resulted in a signal to noise ratio of just 2 given row normalization (to vector total 1.0) had been performed. This represents the most severe attempt to stress the metrics.
When normalization is not performed first, a much lower and more typical level of noise augmentation occurs. It is noteworthy, and at first surprising (as rank of frequency = rank of probability), that matrix normalization to probabilities, actually improved the performance of the rank methods in most conditions involving post-normalization noise. This is presumably attributable to the relatively high probability of vowels compared with consonants -all vectors would have been swamped by noise in excess of their probability in the corpus since the noise totals around 0.5 per vector and the normalized data 1.0 for the entire matrix! This kind of masking acts similarly to a threshold.
Since the reciprocal and logarithm functions are undefined at zero, a constant (the reciprocal of the size of the constant vector) was added in just these cases and only in the absence of a random augment. In the runs summarized in Figure 4 , both augments were post-normalization, and thus had a very considerable impact. In the case of prenormalization augments there was not very much difference between the constant and random cases, and the reciprocal and squared reciprocal cases did considerably less well, but the ranks did well for matrix sum normalization irrespective of the point where the noise was inserted, and thus whether its magnitude was limited absolutely or relatively. Figure 5 is an expanded version of the same kind of matrix, but displays results across a range of clustering protocols and omits the noise dimension, using a constant augmentation after normalization to permit the inverse substitutions. It uses the cluster goodness measure (solid) and the purity measure (hatched) defined in subsection 2.5.2.
Results with cluster goodness measure
The starting point for this paper was the question of how we can evaluate the success of our classification method objectively. Although we have defined some goodness and purity measures, they depend on us having an independent theory or intuition about the 'correct class'. In fact, hierarchical application of these techniques show that they are quite robust irrespective of the precise class that is identified, and in this case there are several possible classes for which a case can be made as the 'correct' vowel class.
How do we know that {a,e,i,o,u} is really the right class? This has been the effective target of the character level research. The common wisdom is that the vowels are a class. This may be true, but what are the members? In particular do they include 'y'. In English, in the Alice corpus, the vast majority of occurrences of 'y' (whether we consider unique tokens or word occurrences) are word final (almost 80% of tokens), and the number of morph final words is even greater (over 90%). Only 'gryphon' and 'chrysalis' had 'y' in an unambiguous mid-morph vowel position, but the vast majority of the morph final instances followed a consonant and were unambiguous (around 70% are unambiguously vowels). Of the remainder we have a few (6%) word initial instances which are clear consonants, and others which have both characters, and in some cases this is exhibited quite clearly in our pronunciation. A family of words from the corpus will serve illustrate this: 'play played playing players'. In these cases it seems to me that we have more of a vowel than a consonant, but from a textual point of view they look like consonant contexts as they are embedded between two vowels. Thus between 70% and 90% are vowels, but the boundary is fuzzy.
The same kind of reasoning applies to vowels and space. In fact, the vowel is a sonority peak, which is assumed to define the syllable nuclei, and the word boundary would not appear to be either a peak or any kind of nucleus. But from an analytic perspective the syllable structure of English is much easier to model if word boundaries are assumed to be sonority peaks. The fact that there is a strong tendency for clustering measures to augment the vowels with space may have a relationship to this phonological convenience. (The kind of fact that phonology has problems with can be illustrated by the observation that 's' at the end of a word has a higher energy level than the preceding stop, and should therefore define another syllable. But English speakers do not perceive the plural morph as a syllable in most cases, and we write it as '-es' when we do.)
For these reasons, we present in Figure 6 a comparison of six tables of cluster goodness results, varying the target 'vowel' class to allow inclusion of either space or the palatal 'y', as well as controlling the noise condition. Augmentations, both constant and random, were done before normalization, which is the condition that corresponds to external noise. The maximum effect, in both cases, was one frequency unit. Note that under these more realistic conditions, the best cases always employed Ward's clustering technique.
The augmentations by 'y' or space are complementary, as expected, although the preference is very strong for space in English. The vowel class itself still emerged strongest in most combinations of the leading metrics, normalizations, substitutions and clustering algorithms, but the vowel + 'y' class was not robustly found by any of them. Rank clearly prefers the standard vowel class, whilst logarithm (conditional information) is happy with both the pure vowels and the space augmentation (although with Ward's technique it does not get the vowels as a pure cluster).
In other languages 'y' and space have different characters, and the reverse grouping tends to occur. For example, German has longer words and space is thus less significant. On the other hand, in the entire German bible (Elberfelder version) 'y' always acts as a vowel, and groups consistently with the vowels (as do the umlauted vowels).
Conclusions
We have considered a broad agenda in unsupervised language learning, and have analysed a considerable portion of the space of known techniques, although in this paper we have had the space to present all the conditions and metrics examined. In the process Conclusions we have developed some methods for assessing a set of possible metrics, clustering algorithms and augmentation/noise conditions without having to visually judge dendrograms, Sammon maps or SVD plots. Of course, these remain a useful adjunct for more detailed review of a particular instance. The primary purpose of this paper is the presentation of these assessment methods.
The goodness and purity measures we have defined allow us to focus on techniques which produce what we would regard as being 'a good classification' when viewed as a one-dimensional dendrogram or a two-dimensional map. Use of Singular Valued Decomposition and a relatively small corpus (26456 words) has allowed us to perform a large number of experiments. The 12000 odd experiments for which we have presented goodness results here took around eight hours on a SPARCstation 4. It takes considerably longer to generate the dendrograms, let alone manually inspect them -we inspected only around 200.
We have graphically presented our results in a way which allows us to visually pick up the range of possibilities which are worth such closer exploration using dendrograms, Sammon maps and SVD plots, or which may be worth trying on other corpora or tasks.
The particular task we focused on was the discovery of the vowel class and its possible extensions. Rank is clearly the most powerful substitution if the vowel class is the 'correct' one. However, rank did not reliably detect either of the two proposed supersets. Logarithm also proved very robust, although there is the necessity of adding a bias away from zero in this case. Logarithm works well under various normalization conditions, irrespective of whether the bias takes the form of a constant or random noise; it also detects the vowels the most cleanly in experiments using Good-Turing (unpresented) .
The two reciprocal substitutions showed appropriate grouping, but didn't perform particularly well with most of the clustering algorithms, although they were assisted by relatively large levels of noise.The binary experiments did not produce good results under the conditions presented, although we have noted excellent results (comparable with or better than rank and logarithm) under conditions which we have not included in the tables presented here, e.g. if we translate the vectors so that their average maps onto the origin before making our binary positive/negative substitution (viz. binary one represents contexts which occur more than expected under an independence assumption).
With respect to the underlying metric, the information theoretic measures did poorly, as did scalar product, while all L i -based metrics did well, as did the square of L 2 (Variance) -which was probably the best overall (and the specified choice for Ward's method and Spearman Rank Correlation). In relation to normalization, the primary message is that it does help, although rank-based metrics do similarly well without normalization. In terms of helping us to decide which form to use, row normalization seems to be marginally ahead, and providing L 1 and L 2 are appropriate to the rest of the procedure, either seems to do well.
The classification algorithms were where competition was fiercest, and the centroid (and related) methods were totally ineffective, except that Ward's outsider brought in extraordinary scores, necessitating the use of a logarithmic scale for display purposes. The strongest class for Ward + rank is the vowels, whilst for Ward + logarithm it is the vowels + space that gets most support (with row normalization, corresponding to
