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We compute the tensor and scalar spectral index nt, ns, the tensor-to-scalar ratio r, the con-
sistency relation nt/r in the general monomial multifield slow-roll inflation models with potentials
V ∼∑i λi |φi|pi . The general models give a novel relation that nt, ns and nt/r are all proportional
to the logarithm of the number of fields Nf when Nf is getting extremely large with the order of
magnitude around O(1040). An upper bound Nf . N∗eZN∗ is given by requiring the slow variation
parameter small enough where N∗ is the e-folding number and Z is a function of distributions of
λi and pi. Besides, nt/r differs from the single-field result −1/8 with substantial probability except
for a few very special cases. Finally, we derive theoretical bounds r > 2/N∗ (r & 0.03) and for nt
which can be tested by observation in the near future.
I. INTRODUCTION
Besides the quantum fluctuations generated during in-
flation which seed the anisotropies of cosmic microwave
background (CMB) and the large-scale structure (LSS)
observed in today’s Universe [1–4], another significant
prediction of inflation models is the primordial gravita-
tional wave. Although astrophysical gravitational waves
produced by binary black holes have been detected by
LIGO [5], the searching for primordial gravitational wave
and its contribution to CMB B-mode polarization is still
underway at present and in the future [6–20].
The consistency relation [21] in single-field slow-roll in-
flation nt/r = −1/8 is a relation between tensor spectral
index nt and the tensor-to-scalar ratio r. It is hoped
that the detection of such a compelling signature can
further validate inflation theory especially for the single-
field ones. Unfortunately the excess of B-mode power
detected by BICEP2 [22] can be explained by the polar-
ized thermal dust, not the primordial gravitational wave
[23–25].
Recent experimental progress however, especially the
Planck 2015 results [6] shows r0.002 < 0.11 at 95% C.L.
by fitting the Planck TT,TE,EE+lowP+lensing combi-
nation (P15). The BICEP2 & Keck Array B-mode data
(BK14) implies r0.05 < 0.09 (95% C.L.). Combining with
Planck 2015 TT+lowP+lensing and some other external
data, the upper bound on r becomes r0.05 < 0.07 (95%
C.L.) [11, 26] in the base ΛCDM+r model. The tight
constraint on r lead to the chaotic single-field inflation
model with a potential V (φ) ∝ φ2 being disfavored at
more than 2σ C.L. [25]. Moreover, single-field inflation
models with a monomial potential and the natural infla-
tion model are all marginally disfavored at 95% C.L. and
all single-field inflation models with a convex potential
are not favored [26].
On the other hand, many high energy theories contain
∗guozhk@itp.ac.cn
large numbers of scalar degrees of freedom in extremely
high energy scales [27–30], therefore single-field infla-
tion models are simple but not natural in the very early
Universe in approaching Planck energy density. Con-
sequently, the studies of gravitational wave consistency
relation and other inflationary observables for large-
number multifield inflation are necessary and may pro-
vide a better representation of our real Universe. Price
et al. derived good results for the Nf -monomial models
with potential V ∼∑i λi|φi|p by marginalizing probabil-
ity random method and many-field limit [31]. However,
diverse exponent p will be more appropriate and more
consistent with many high energy theories [32–39].
In this paper we will derive robust results for nt/r
and other inflationary parameters in Nf -monomial mod-
els with diverse exponent pi. In Sec. II, we employ
δN-formalism, central limit theorem (CLT) and Laplace
method sequentially to calculate the expectations and
corresponding variances of all the inflation parameters
and prove their robustness. Numerical verifications and
intuitive graphic representations are showed for some
well-motivated prior probabilities of λi, pi and initial con-
ditions. We conclude in Sec. III.
II. THE GENERAL LARGE-Nf MONOMIAL
MULTIFIELD MODELS
We consider the multifield inflation with potential
V =
Nf∑
i=1
Vi(φi) =
Nf∑
i=1
λi|φi|pi , (1)
where φi is the inflaton field, Nf is the number of fields
and λi, pi are real, positive constants. For simplicity, we
set the reduced Planck mass Mpl = 1/
√
8piG ≡ 1.
According to the slow-roll inflation of first-order ap-
proximation we have nt = −2 and
 =
1
2
∑
i
(
V ′i
V
)2
, (2)
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2where V ′i ≡ dVi/dφi.
In δN-formalism, applying initial flat slice of space-
time at time t∗ gives the number of e-folds N∗ from t∗
when the pivot scale k∗ leaves the horizon to the end of
inflation at tc [40, 41]
N∗ = −
∫ φc
φ∗
Nf∑
i
Vi
V ′i
dφi, (3)
where φi,∗ and φi,c denote values at the horizon crossing
time and the end of inflation respectively. Substitute Vi
and V ′i = λipi|φi|pi−1 then
N∗ =
1
2
Nf∑
i
1
pi
(φ2i,∗ − φ2i,c). (4)
We can also express the gauge-invariant curvature per-
turbation ζ by the field perturbations at horizon crossing
ζ ≈ ∑iN∗,iδφi,∗, where N∗,i ≡ ∂N∗/∂φi. The power
spectrum of scalar field perturbations around a smooth
background at time t∗ is P
ij
δφ = (H∗/2pi)
2
δij . Conse-
quently, the power spectrum of curvature perturbation
is
Pζ =
∑
i
N∗,iN∗,i
(
H∗
2pi
)2
. (5)
Recalling the tensor power spectrum Ph = 2H
2
∗/pi
2 fi-
nally comes to the expression of tensor-to-scalar ratio in
δN-formalism
r =
8∑
iN∗,iN∗,i
. (6)
For Nf -monomial models, it is reasonable to neglect
the field values φi,c at the end of inflation, i.e., we ap-
ply the horizon crossing approximation (HCA). From the
definitions of scalar spectral index ns and  we can de-
rive ns − 1 = d ln
∑
iN∗,iN∗,i/dN − 2, where we have
taken the first order approximation of . Substituting the
Friedman equations, the Klein-Gorden equations and the
relation dN = Hdt comes to
d ln
∑
iN∗,iN∗,i
dN
=
−2∑
iN∗,iN∗,i
1
V
∑
i
V ′iN∗,iN∗,ii.
In our general Nf -monomial model the V and N∗ are Eq.
(1) and Eq. (4) respectively and using HCA then gives
the scalar spectral index ns in the first order of 
ns − 1 = − 2∑
i φ
2
i /p
2
i
∑
j(λj/pj)|φj |pj∑
l λl|φl|pl
− 2, (7)
where φi means the field values φi,∗ at horizon crossing.
Other inflation parameters in explicit expressions of φi,
pi, λi are as follows:
 =
1
2
∑
i λ
2
i p
2
i |φi|2pi−2(∑
j λj |φj |pj
)2 , (8)
nt = −
∑
i λ
2
i p
2
i |φi|2pi−2(∑
j λj |φj |pj
)2 , (9)
r =
8∑
i φ
2
i /p
2
i
, (10)
nt
r
= −1
8
∑
i λ
2
i p
2
i |φi|2pi−2(∑
j λj |φj |pj
)2 ∑l φ2lp2l . (11)
We set up the probability distribution for the param-
eters Eq. (7)-(11) by marginalizing them over P (λ),
P (φ∗), and P (p) and then calculate their expectations
and corresponding variances by applying the central limit
theorem (CLT) in many-field limit in the order of magni-
tude about Nf > O(100). To further simplify the expres-
sions, we boost Nf to be really large in the order O(1040)
and use Laplace method to produce the final analytical
results precisely. Different choice of initial conditions has
an insignificant effect on the density spectra [42]. And
applying the HCA in Eq. (4) implies that P(φ∗) is a
uniform prior on the surface of an Nf ellipsoid whose el-
liptic radii are determined by P(p). So we can sample
the ellipsoid by defining
φi =
√
2piN∗∑
j x
2
j
xi for ~x ∼ N (0,1), (12)
whereN (0,1) is a multivariate normal distribution. Sub-
sequently, one of the summations in Eq. (7)-(11) is∑
i
λ2i p
2
i |φi|2pi−2 =
∑
i
λ2i 2
pi−1ppi+1i N
pi−1∗ |xi|2pi−2√∑
j x
2
j
(2pi−2) .
(13)
In many-field limit Nf → ∞ the CLT ensures that the
summation is normally distributed with mean〈∑
i
λ2i p
2
i |φi|2pi−2
〉
Nf↑
= Nf
〈
λ2
〉〈2p−1pp+1Np−1∗ |x|2p−2√
Nf
(2p−2)
〉
(14)
in which we assume that λi, pi and xi are indepen-
dent and angle brackets 〈.〉 indicates the expectation
value. The lower term of denominator in Eq. (13)√∑
j x
2
j is χ-distribution and approaches normal distri-
bution N (√Nf , 1/√2) in many-field limit. Besides, for
any normally distributed variable x ∼ N (µ, σ) [43]
〈|x|ν〉 = 2
(ν/2)σν√
pi
Γ
(
1 + ν
2
)
F1,1
(
−ν
2
;
1
2
;− µ
2
2σ2
)
,
(15)
3where F1,1 is the confluent hypergeometric function of
the first kind and ν > −1. If ν < −1, 〈|x|ν〉 may diverge.
As for µ = 0, σ = 1, then F1,1 = 1.
Also we know the ratio distribution α/β for normally
distributed random variables (RVs) α ∼ N (µα, σα) and
β ∼ N (µβ , σβ) as P (β > 0)→ 1 will approach a normal
distribution with mean µα/µβ and standard deviation
[44]
s =
√
µ2βσ
2
α − 2γµαµβσασβ + µ2ασ2β
µ2β
(16)
in many-field limit, where γ ≡ 〈(α − µα)(β −
µβ)〉/(σασβ) ∈ [−1, 1] is the correlation. The
term (
∑
i λi|φi,∗|p)2 is also approximately normal
in many-field limit and we can prove the relation〈
(
∑
i λi|φi|pi)2
〉
= 〈∑i λi|φi|pi〉2 as Nf → ∞. Then
in many-field limit the mean of the summation〈∑
i
λ2i p
2
i |φi|2pi−2
〉
=
Nf√
pi
〈
λ2
〉〈Np−1∗
Np−1f
22p−2pp+1Γ(p− 1
2
)
〉
(17)
is finite when p > 1/2. The means of other summa-
tions are similar to Eq. (17) and all the standard devi-
ations can be calculated from the mean values and the
corresponding two-moments so they are tedious algebraic
functions of 〈λ〉, 〈λ2〉, 〈λ4〉 and many other terms.
Finally by applying Eq. (16) and other conclusions in
many-field limit the value of r is normally distributed
with a mean
〈r〉 = 4
N∗〈1/p〉 , (18)
and a standard deviation proportional to
sr =
1√
Nf
4
N∗
√
3σ21/p + 4µ
2
1/p − 2
√
2γ′µ1/p
√
3σ21/p + 2µ
2
1/p
µ21/p
∝ 1√
Nf
→ 0 as Nf →∞, (19)
where γ′ is the correlation between the numerator and
denominator in Eq. (10). The value of nt is normally
distributed with a mean
〈nt〉 = −2〈〉 = −
√
pi
4N∗
〈λ2〉
〈λ〉2
〈
22p(N∗/Nf )ppp+1Γ(p− 12 )
〉〈
2p(N∗/Nf )(p/2)pp/2Γ(p2 +
1
2 )
〉2
(20)
≈ −
√
pi
4N∗
〈λ2〉
〈λ〉2
pmΓ(pm − 12 )
4Γ2
(
pm+1
2
) 1
f(pm)
ln
(
Nf
N∗
)
,
(21)
where pm is the minimum possible value and f(p) is the
probability density function (PDF) of p. Note that a fi-
nite prediction for mean requires p > 1/2 and a finite
standard deviation requires p > 3/4. To get the approxi-
mation Eq. (21) we have employed Laplace method (see
Appendix A). Both the standard deviations of nt and 
are proportional to
snt = 4s ∝
1√
Nf
→ 0 as Nf →∞. (22)
The value of consistency relation nt/r is a multiplica-
tion of two normally distributed asymptotic-sharp ran-
dom variate with a mean〈nt
r
〉
Nf↑
= −1
8
〈λ2〉
〈λ〉2
〈
1
p
〉 √
pi
2
〈
22p(N∗/Nf )ppp+1Γ(p− 12 )
〉〈
2p(N∗/Nf )
p
2 pp/2Γ(p2 +
1
2 )
〉2
(23)
≈ −1
8
〈λ2〉
〈λ〉2
〈
1
p
〉 √
pipmΓ(pm − 12 )
8Γ2
(
pm+1
2
) 1
f(pm)
ln
(
Nf
N∗
)
,
(24)
where the requirements for p are the same as above and
please see Eq. (B1) in Appendix B for the validity of
multiplication splitting. Concretely, for typical P (λ) and
P (p), Eq. (23) will be a very good approximation when
Nf is larger than O(100) but the approximation Eq. (24)
is as good as Eq. (23) generally only if Nf is larger than
O(e100) ∼ O(1040). The standard deviation is propor-
tional to
snt/r ∝
1√
Nf
→ 0 as Nf →∞, (25)
and also see Appendix B for the detailed proof.
The value of ns is a combination of two normally dis-
tributed variate with a mean
〈ns〉 − 1 = −1
N∗〈1/p〉
〈
(N∗/Nf )p/22pp(p/2−1)Γ(p2 +
1
2 )
〉〈
(N∗/Nf )p/22ppp/2Γ(p2 +
1
2 )
〉 − 2〈〉
(26)
≈ − 1
N∗〈1/p〉pm −
√
pi
4N∗
〈λ2〉
〈λ〉2
pmΓ(pm − 12 )
4Γ2
(
pm+1
2
) 1
f(pm)
ln
(
Nf
N∗
)
.
(27)
and the standard deviation of the left term of the result
is also proportional to
sL ∝ 1√
Nf
→ 0 as Nf →∞. (28)
From Eq. (21), requiring the slow variation parameter
 . 0.1 then sets the upper limit of Nf
Nf . N∗ exp (ZN∗) (29)
where Z is a value depends on the specific probability
distributions of λi and pi
Z =
8√
pi
〈λ〉2
〈λ2〉
4Γ2
(
pm+1
2
)
pmΓ
(
pm − 12
)f(pm)×O (10−1) . (30)
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FIG. 1: The multifield prediction from CLT in Eq. (23)
compared to the numerical simulations with 100 000 samples,
λi ∈ U [10−14, 10−13], pi ∈ U [1, 2] and pi ∈ U [1, 3]. Using
the horizon-crossing approximation, the field values φi,∗ as
the pivot scale k∗ leaves the horizon are originated from a
uniform prior on the surface in Eq. (4).
In addition, combining Eq. (18), Eq. (21), Eq. (24) and
Eq. (27) immediately reaches the lower limiting value of
consistency relation nt/r〈nt
r
〉
& −N∗
2
〈
1
p
〉
×O(10−1), (31)
and a relation
〈ns〉 = 1− 〈r〉
4pm
+ 〈nt〉 (32)
which is independent of specific probability distribution
of λi, pi and φi,∗. Adding the restriction pm > 1/2 gives
two bounds of r
r >
2
N∗
, (33)
r > 2(1− ns + nt), (34)
and the value range of nt as
1
2
1
pmN∗
+ ns − 1 < nt < 0 (35)
which can be tested by observation in the near future
because Eq. (33) indicates r & 0.03, which is exactly
on the coverage of the next generation projects under
construction.
Obviously, with all pi equal we can regain all the con-
clusions described in [31] and many other classic results
from Eq. (23), Eq. (18), Eq. (20), and Eq. (26). But the
extent of deviation from the single-field model result of
nt/r = −1/8 gets much larger than the fixed-p ones. Fig-
ure 1 compares the predicted value from CLT for 〈nt/r〉
in Eq. (23) to corresponding numerical results from Eq.
(11) with uniform-distribution λi ∈ U [10−14, 10−13] and
uniform-distribution pi ∈ U [1, 2] and pi ∈ U [1, 3] respec-
tively, showing excellent convergence in many-field limit.
Furthermore, the wider the distribution of pi is, the larger
Nf is needed for getting the comparable convergence.
Also we can strictly prove that the corresponding rela-
tive error is proportional to 1/Nf .
−0.7 −0.6 −0.5 −0.4 −0.3 −0.2
nt / r
Nf=100
Nf=200
FIG. 2: The probability distributions for nt/r with his-
tograms built from 100 000 numerical samples with λi ∈
U [10−14, 10−13] and pi ∈ U [1, 3] when Nf = 100 and Nf =
200.
Figure 2 delineates the PDF for nt/r with λi ∈
U [10−14, 10−13] and pi ∈ U [1, 3] when Nf is 100 and 200
respectively. As shown, the larger the Nf becomes, the
sharper the PDF of nt/r will be and the more likely that
the mean of nt/r can well represent the real value, as
proved in Eq. 25.
2 4 6 8 10 12 14
lnNf / ln10
−2.0
−1.5
−1.0
−0.5
0.0
⟨n
t/
r⟩
C.⟨L.⟨pi∈U [1⟩3]
Laplace⟨pi∈U [1⟩3]
FIG. 3: The multifield analytic prediction from Laplace ap-
proximation method in Eq. (24) compared to the central
limit results with 1 000 000 samples, λi ∈ U [10−14, 10−13] and
pi ∈ U [1, 3]. The logarithmic correlation relation is evident in
extremely large Nf .
To understand the Laplace approximation result in Eq.
(24) more intuitionally, we compare the central limit re-
5sults for 〈nt/r〉 in Eq. (23) to the predicted analytical
values from Eq. (24) when Nf is extremely large in Fig-
ure 3. It is clearly observed that when Nf is small, the
Laplace approximation is at a great deviation while the
extremely large Nf leads to a good agreement with Eq.
(23) and the logarithmic correlation relation is evident.
Also a wider distribution of pi needs a larger Nf for a
good approximation. But in a narrow distribution of pi
as the setup in the figure, Nf needs not to be as large as
O(1040) to make the Laplace approximation valid, only
Nf & O(105). The Nf ∼ O(1040) condition is suitable
for general cases. Notice that the C. L. results, in such a
large Nf , can represent the numerical ones perfectly well
according to the aforementioned analysis.
III. CONCLUSIONS
We have computed the probability distributions for the
tensor spectral index nt, tensor-to-scalar ratio r, scalar
spectral index ns, and the consistency relation nt/r in
the general large number monomial multifield inflation
model, as a function of the probability distribution of
couplings λi, power indexes pi, initial field values and
the number of fields Nf . In many-field limit, all the dis-
tributions become sharp with the variances s2 ∝ 1/Nf ,
so the expected values we get are very robust.
We give a novel prediction that the inflationary pa-
rameters , nt, ns and nt/r are all proportional to
lnNf when Nf is extremely large. The dependency be-
tween  and lnNf immediately gives the upper bound
of Nf . N∗eZN∗ if we require  small enough such as
O(10−1) where Z is a value decided by the specific prob-
ability distributions of λi and pi. But the tensor-to-scalar
ratio r = 4/ (N∗〈1/p〉) depends only on the probability
distribution of pi.
Besides, we find some distribution-independent rela-
tions between the inflationary observables and thereby
we give some theoretical bounds for r and nt especially
r > 2/N∗ (r & 0.03) which can be tested by observa-
tion in the near future. All predictions above together
can distinguish diverse-p-Nf -monomial models, fixed-p-
Nf -monomial models and their single-field analogues.
This work marks another significant step in the multi-
field scenario where the predictions are sharp and generic
in large-Nf limit [31, 45–56]. Additionally, exploring a
broader class of large number multifield models such as
the multifield extension to small-field inflation will be
intriguing follow-up work, in order to advance our un-
derstanding of the very early universe and the physics in
extremely high energy.
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Appendix A: Laplace method
We define the notations
M ≡ Nf
N∗
→∞,
g1(p) ≡ 22ppp+1Γ(p− 1
2
)f(p), g2(p) ≡ 2ppp/2Γ(p
2
+
1
2
)f(p),
where f(p) is the PDF of p and we restrict p > 1/2. Thus
we can rewrite one of the upper average terms in Eq. (20)
and Eq. (23) by〈
22p(N∗/Nf )ppp+1Γ(p− 1
2
)
〉
=
∫ pmax
pm
e−p lnMg1(p)dp,
where pm and pmax are the minimum and the maximum
possible value for typical possibility distribution of p, re-
spectively. Then when M → ∞ we use Laplace method
to simplify the expression∫ pmax
pm
e−p lnMg1(p)dp ≈ g1(pm)
∫ pmax
pm
e−p lnMdp
≈ g1(pm)e−pm lnM/ lnM,
where we have dropped the pmax term because it de-
creases much faster than the pm term when M →∞ and
the other average term is〈
2p(N∗/Nf )
p
2 pp/2Γ(
p
2
+
1
2
)
〉
≈ 2g2(pmin)e−
pmin
2 lnM/ lnM,
Finally the p-average terms in Eq. (20) and Eq. (23)
can be expressed in large-Nf limit by〈
22p(N∗/Nf )ppp+1Γ(p− 12 )
〉〈
2p(N∗/Nf )
p
2 pp/2Γ(p2 +
1
2 )
〉2
∣∣∣∣∣
Nf↑
≈ g1(pmin)
4g2(pmin)2
lnM
=
pminΓ(pmin − 12 )
4Γ2
(
pmin+1
2
) 1
f(pmin)
ln
(
Nf
N∗
)
.
Similarly, the p-average term in Eq. (26) is〈
(N∗/Nf )p/22pp(p/2−1)Γ(p2 +
1
2 )
〉〈
(N∗/Nf )p/22ppp/2Γ(p2 +
1
2 )
〉 ∣∣∣∣∣
Nf↑
≈ 1
pmin
.
Appendix B: Standard deviation s in large-Nf limit
Generally we suppose there are two normally dis-
tributed RVs X1 ∼ N (µ1, σ1), X2 ∼ N (µ2, σ2) and
both standard deviations are inversely proportional to
the square root of Nf (σ1 ∝ 1/
√
Nf , σ2 ∝ 1/
√
Nf )
and the correlation coefficient of X1 and X2 γx1x2 =
6Cov(X1, X2)/σ1σ2 < 1, as a consequence of Cauchy-
Bunyakovsky-Schwarz inequality. Immediately,
〈X1X2〉 = µ1µ2 + γx1x2σ1σ2 → µ1µ2 as Nf →∞.
(B1)
Besides, the correlation coefficient of X21 and X
2
2 is
γx21x22 = Cov(X
2
1 , X
2
2 )/σX21σX22 , from which we can get
〈X21X22 〉 = σX21σX22γx21x22 + (σ21 + µ21)(σ22 + µ22), (B2)
and also |γx21x22 | < 1.
Note from Eq. (15) that for any normally distributed
variable X ∼ N (µ, σ) we have 〈X4〉 = 3σ4 + 6µ2σ2 +µ4,
because F1,1(−2; 12 ; z) = 1− 4z + 43z2. Hence
σ2X21
= 〈X41 〉 − 〈X21 〉2 = 2σ41 + 4µ21σ21 , (B3)
σ2X22
= 2σ42 + 4µ
2
2σ
2
2 . (B4)
Then substitute Eq. (B3) and Eq. (B4) into Eq. (B2) we
get the standard deviation of the multiplication X1X2
s2(X1X2) = 〈X21X22 〉 − 〈X1X2〉2
=γx21x22
(
4σ41σ
4
2 + 8µ
2
1σ
2
1σ
4
2 + 8µ
2
2σ
4
1σ
2
2 + 4µ
2
1µ
2
2σ
2
1σ
2
2
)1/2
+ (1− γ2x1x2)σ21σ22 + µ21σ22 + µ22σ21 − 2γx1x2µ1µ2σ1σ2
∝ 1
Nf
as Nf →∞,
if both µ1 and µ2 are not go up faster than N
q
f where q
is an arbitrary positive number.
For the term in Eq. (7)
X1 =
1∑
i φ
2
i,∗/p
2
i
, X2 =
∑
j(λj/pj)|φj |pj∑
l λl|φl|pl
.
Then in large-Nf limit
µ1 → 1
2N∗〈1/p〉 ∝ N
0
f < N
q
f , µ2 →
1
pmin
∝ N0f < Nqf .
For the term in Eq. (11)
X1 =
∑
i λ
2
i p
2
i |φi|2pi−2(∑
j λj |φj |pj
)2 , X2 = ∑l φ2l,∗p2l .
In large-Nf limit
µ1 ∝ lnNf < Nqf , µ2 → Const. ∝ N0f < Nqf .
Obviously we have proved the asymptotic inverse square
root relation
sL, snt/r ∝
1√
Nf
, as Nf →∞.
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