Abstract. We consider the application of the conjugate gradient method to the solution of large symmetric, indefinite linear systems. Special emphasis is put on the use of constraint preconditioners and a new factorization that can reduce the number of flops required by the preconditioning step. Results concerning the eigenvalues of the preconditioned matrix and its minimum polynomial are given. Numerical experiments validate these conclusions.
where A ∈ R n×n is symmetric and B ∈ R m×n . We shall assume that 0 < m ≤ n, B is of full rank, and A is positive definite in the nullspace of B. The symmetric matrix A is indefinite (i.e. it has both positive and negative eigenvalues.) Such systems may arise in convex quadratic programming problems [13] and saddle-point systems, see [2] and [10, Chapters 7, 9] , as well as many other areas.
Solution of systems of equations of the form (1.1) can be achieved by a number of methods. For large, sparse or structured matrices iterative methods are an attractive option. In particular, Krylov subspace methods apply techniques that involve orthogonal projections onto subspaces of the form The conjugate gradient method (CG), minimum residual method (MINRES) and generalized minimal residual method (GMRES) are all common iterative Krylov subspace methods. The CG method is used for symmetric positive definite matrices, MINRES for symmetric and possibly indefinite matrices, and GMRES for unsymmetric matrices, [12] . MINRES and GMRES will find the solution of the linear system (1.1) within n + m iterations in exact arithmetic, but CG may fail because of the indefiniteness of the system. GMRES is just an expensive way to implement MINRES when A is symmetric as here. For very large systems this upper bound on the number of iterations is not helpful and such methods would generally not be employed unless many fewer iterations were required in practice. It is often advantageous to use a preconditioner, P, with such iterative methods. The preconditioner should reduce the number of iterations required for convergence but not significantly increase the amount of computation required at each iteration, [12, Chapter 13] .
Keller, Gould and Wathen [8] investigated the use of a preconditioner of the form
where G approximates but is not the same as A. They were able to prove various results about the eigenvalues and eigenvectors for the preconditioned systems P −1 A, where A and P are defined in (1.1) and (1.2) respectively. P is called a constraint preconditioner.
The system (1.1) is symmetric and indefinite, implying that we are unable to apply the CG method directly in a robust way since it might fail, [3, Section 6.3] . Gould, Hribar and Nocedal [7] show how the CG method can still be used when solving quadratic programming problems provided a preconditioner of the form (1.2) is employed. We extend their method to the general problem of solving systems of the form (1.1) where a constraint preconditioner of the form (1.2) is also used in Sections 2 and 3. In Section 4 we introduce a new factorization for the preconditioner P. This, previously unpublished, factorization was recently developed by Wil Schilders (Tech. Univ. Eindhoven/Philips), [11] . We shall refer to this as the Schilders Factorization. In Section 5 we give numerical examples to demonstrate the effectiveness of the use of this method. A related but different factorization is the variable-reduction method, [4, Chapter 5] .
2. CG method for the reduced system. We wish to solve the system (1.1) to find [x * T y * T ] T . Let Z be an n × (n − m) matrix spanning the nullspace of B, then BZ = 0. The columns of B T together with the columns of Z span R n and any solution x * of linear equations Bx = d can be written as
Substituting this into (1.1) gives
Let us split the matrix A into a block 3 × 3 structure where each corner block is of dimension m by m. We can also expand out the vector [
To maintain symmetry of our system we premultiply (2.3) by H T . Multiplying out the matrix expression H T AH and simplifying, we obtain the linear system   BAB
We observe that an m × m system determines x * B :
Since B is of full rank, BB T is symmetric, positive definite. We could therefore solve this system using the Cholesky factorization of BB T if the dimension of the system is small enough, [5, p. 143 
where
The matrix A is symmetric and positive definite in the nullspace of B, hence Z T AZ is symmetric, positive definite. Anticipating our technique, we can apply the CG method to compute an approximate solution to the system (2.6). Substituting this into (2.1) will give us an approximate solution for x * . Using (2.4) with (2.1) we obtain a system that can be solved to give an approximate solution for y * :
If we used a Cholesky factorization to find x * B , then this same factorization could be employed to solve (2.7).
Let us consider the practical application of the CG method to the system (2.6). As we noted in Section 1, the use of preconditioning can improve the rate of convergence of the CG iteration. Let us assume that a preconditioner W ZZ is given, where W ZZ is a symmetric, positive definite matrix of dimension n − m. Let us consider the class of preconditioners of the form W ZZ = Z T GZ, where G is a symmetric matrix such that Z T GZ is positive definite. The preconditioned CG method can then be applied
3. CG method for the full system. Explicit use of Algorithm 2.1 from [7] would require knowledge of Z and solution of systems involving W ZZ . The algorithm may, however, be written to make explicit use of the constraint preconditioner without the need for Z at all. Let us define the scaled projection matrix
We will later see that P is independent of the choice of null space basis Z. Algorithm 3.1 (preconditioned CG in expanded form). Choose an initial point x satisfying Bx = d, compute r = Ax − c, g = P r, and p = −g. Repeat the following steps, until a convergence test is satisfied:
Note the definition of g + via the projection step g + = P r + . Following the terminology of [7] , the vector g + will be called the preconditioned residual. It is defined to be in the null space of B. We now wish to be able to apply the projection operator
T without a representation of the null space basis Z. If G is nonsingular, then P can be expressed as
We can find g + by solving the system
whenever z T Gz = 0 for all nonzero z for which Bz = 0, [4, section 5.4.1]. The idea in Algorithm 3.2 below is to replace the projection step with the solution of (3.3) to define the same g + : this is why a constraint preconditioner of the form (1.2) is needed. A preconditioner which is not of constraint form would not suffice.
Discrepancy in the magnitudes of g + and r + can cause numerical difficulties for which Gould, Hribar and Nocedal [7] suggest using a residual update strategy that redefines r + so that its norm is closer to that of g + . This dramatically reduces the roundoff errors in the projection operation in practice. 
The key point is that Algorithm 3.2 does not require the computation of any nullspace basis but is a CG procedure for a symmetric and positive definite system which yields the solution of the indefinite system (1.1).
We would therefore like to be able to solve the systems of the form (3.3) efficiently. If we were to use Gaussian Elimination to solve this system then, in general, the number of flops required would be O((n + m) 3 ), [5, p. 98] . Although this may be reduced depending on the sparsity, it could be impractical for large systems. In the following section we introduce a different factorization for matrices of the form P in (1.2). If 2m ≤ n, then we can use this factorization to solve (3. 4. Schilders' factorization for preconditioning step. The preconditioning step of solving (3.3) in Algorithm 3.2 involves a constraint preconditioner of the same form of P given in (1.2). Let us split P into a block 3 × 3 structure as we did for the matrix A in (2.3). Suppose we choose matrices
such that L 2 is nonsingular, and assume that B 1 is nonsingular, then we can factorize P in the following manner:
We should emphasize that ensuring that B 1 is nonsingular by permutation of columns, if necessary, is an important and nontrivial practical issue. Equations (4.2), (4.3) and (4.4) are such that we can choose the matrix G and use this to define D 1 , D 2 and E, or we could choose matrices D 1 , D 2 and E that then define the matrix G. If we choose to use the second option, then we need to make sure that G satisfies several criteria set out in Sections 2 and 3. These are
• G is non-singular, and
) is nonsingular, G will certainly satisfy these criteria if P 2 is symmetric, positive definite. This is equivalent to the simple condition that D 2 is symmetric and positive definite.
In using the factorization (4.1) to solve (3.3) we take L 2 = I for simplicity. We then need to calculate the lu factorization of B 1 ∈ R m×m and the Cholesky factorization of D 2 ∈ R (n−m)×(n−m) once and then use these factored forms in each iteration. Note that we only need choose D 2 to be symmetric and positive definite, so we can effectively choose how much work is involved in the factorization of D 2 : the choice D 2 = I will give a less effective preconditioner but renders this Cholesky factorization trivial, for example. If i iterations are carried out in Algorithm 3.2, then there are i + 1 solves carried out using the factorization (4.1). 1 and L 2 , the total number of flops required by PCG is given by
However, if D 2 and L 2 are diagonal, then the number of flops required reduces to no. f lops. ∼ 2 3 m 3 + 4m(i + 1)(5m + 3n).
We would like to balance this reduction in the number of flops with the possible increase in the number of iterations carried out. Keller, Gould and Wathen give a bound on the dimension of the Krylov subspace
Proof of the following theorem can be found in [8] .
Theorem 4.1. Let A ∈ R (n+m)×(n+m) be a symmetric and indefinite matrix of the form
where A ∈ R n×n is symmetric and B ∈ R m×n is of full rank. Assume Z is an n × (n − m) basis for the nullspace of B. Preconditioning A by a matrix of the form
where G ∈ R n×n is symmetric, G = A, and B ∈ R m×n is as above, implies that
• the matrix P −1 A has 1. an eigenvalue at 1 with multiplicity 2m, and 2. n − m eigenvalues λ which are defined by the generalized eigenvalue problem
Let us consider what happens if
, and we choose some matrix D 2 which is symmetric, positive definite. Equation (4.3) can be rearranged to give an explicit expression for G 2,2 : this is given in Theorem 4.2. We assume that G 2,2 = A 2,2 . By choosing D 2 and using the factorization (4.1) to solve (3.3) we will never have to explicitly form the matrix P.
Theorem 4.1 reveals that the preconditioned system P −1 A has an eigenvalue at 1 with multiplicity 2m, and n − m eigenvalues which are defined by the generalized eigenvalue problem
basis for the nullspace of B. Using the above values of G 1,1 , G 1,2 , G 2,1 and G 2,2 , it is straightforward to show that the n − m eigenvalues can be defined by
where 
Assume that m < n and A is nonsingular. Let us choose any matrices
then the dimension of the Krylov subspace
Proof. By assumption, B 1 is nonsingular, so we can use the Schilders' factorization (4.1) to express both A and P. Using these factorizations we can express P −1 A as
where D 1 , D 2 , and E are given by Equations (4.2), (4.6) and (4.4) respectively, and
From the eigenvalues of the preconditioned system, it is evident that the characteristic polynomial of the preconditioned system is of the form
To prove the upper bound on the dimension of the Krylov subspace we need to show that the degree of the minimum polynomial is less than or equal to n − m + 1. Expanding the polynomial
with base case f 1 (Γ) = Γ. Now let us premultiply the matrix (4.10) by P
We note that the (1,2), (2,2), and (3,2) entries are in fact zero, since the λ i (i = 1, . . . , n − m) are eigenvalues of S, which is similar to a symmetric matrix and thus diagonalizable. Hence, the degree of the minimum polynomial of P −1 A is less than or equal to n − m + 1.
If at least one of the eigenvalues defined by (4.5) has multiplicity greater than one, then we can sharpen this bound. Theorem 4.3. Suppose we precondition our system A by a matrix P as defined in Theorem 4.2. Assume that there exists α ∈ R and 1 ≤ j < n − m such that the eigenvalues defined by (4.5) can be "ordered" to satisfy 
where Θ, Υ, S and f j+1 (·) are as defined previously. Now let us premultiply the matrix (4.12) by P −1 A − I to give
As in the proof of Theorem 4.2, we note that the (1,2), (2,2), and (3,2) entries are in fact zero. Hence, the degree of the minimum polynomial of P −1 A is less than or equal to j + 2. Proof. Let us expand out the difference D 2 − D 2 :
Since D 2 is, by assumption, positive definite, we may write D 2 = W W T for some nonsingular W . Thus
differs from the identity matrix by a matrix of rank at most min(2m, n−m), and hence there are at most min(2m, n − m) non-unit eigenvalues defined by the generalized eigenvalue problem (4.5). We can therefore arrange the eigenvalues such that there exists 1 ≤ j ≤ min(2m, n − m) and
From Theorems 4.2 and 4.3 we conclude that the dimension of the Krylov subspace
is at most min(2m + 2, n − m + 1). 5. Numerical Examples. We apply Algorithm 3.2 to solve a selection of problems from the CUTEr collection [6] , and also a set of Stokes saddle-point problems generated using the ifiss incompressible flow software associated with the book [2] . Any simple bounds in the CUTEr problems are removed to create a problem of the form
For both sets of problems, the matrix A ∈ R n×n is symmetric and B ∈ R m×n is the full row rank matrix of linear constraints. A is positive definite in the nullspace of B (in fact on the whole space for the Stokes problems), and vectors x, s and t have appropriate dimensions. A permuted lu factorization of B T is used to find a permutation matrix, M , such that the first m columns of BM are linearly independent, [5,
The assumption about the nonsingularity of B 1 will now hold.
The dimensions of the problems and number of nonzeros in the associated matrices A and B are given in Table 5 Table 5 .2. This preconditioner is of the general form considered in [8] (see also [9] ). Another possible choice for G is to use the diagonal entries of A, [1] . The results of using this preconditioner are shown in Table 5 .3. In Tables 5.4 and 5.5 we use preconditioners of the form considered in Theorems 4.2 and 4.4 respectively. The final preconditioner that we try will generally reproduce less of the matrix A in G than the previous two do, but we hope that this will be compensated by the iterations being "cheaper" to apply. The results are given in Table 5 .6.
We compare the number of iterations and the amount of CPU time taken when we use an lu factorization of the preconditioner P, and when we use the Schilders' factorization for P. In both cases, we carry out the factorization once and then use the factored forms in each iteration. When producing the Schilders' factorization, we set L 1 = 0 and L 2 = I. At present, we have not carried out substantial research into how we should choose the values of L 1 and L 2 . In an attempt to maintain sparsity, an approximate minimum degree pre-ordering strategy is applied before carrying out any lu factorizations. Threshold pivoting is also used during the lu factorization stages: the default threshold value in Matlab R is used. The number of iterations carried out is given in the column headed "Its". We also measure the CPU time taken in carrying out the factorization of the preconditioners (FTime) and the CPU time then taken by Algorithm 3.2 when using these factored forms (ITime). The time spent finding an initial x which satisfies Bx = d is excluded from the value given in Itime. The total CPU time used to solve the problem is given by "Total". Each problem is solved ten times and the mean of the CPU times recorded. The minimum values of T Ax + s T x calculated are also compared for all the problems, although this is not immediately applicable to the Stokes problems. The number of digits of agreement in these values are given in "Digits". We observe that, for the majority of the CUTEr problems, the differences in rounding errors of the two factorization methods do not greatly affect the calculated minimum values. We note that for some of the Stokes problems at least one of the solutions is rather inaccurate, though we have no easy way of finding out which! An important factor in how well a certain factorization will perform is it's sparsity. In particular, the number of nonzeros in the lu factors of P, and the number of nonzeros in the factors of D 2 . These values are also given for each of our preconditioners, and the total amount of storage required for the various blocks required. Note: the matrices D 1 and E should not be generated when using the Schilders' factorization.
The diagonal form of D 2 used in the examples of Table 5 .4 produces a significant drop in the CPU times when we use the Schilders' factorization instead of the lu factorization of P. However, this choice of D 2 is not so practical because we have to form the matrix D 2 , as defined in equation (4.6) , and then use the diagonal. If A 2,2 is positive definite and sparse enough for us to consider factorizing it, then we can set All tests were performed on a dual Intel Xeon 3.20GHz machine with hyperthreading and 2GiB of RAM. It was running Fedora Core 2 (Linux kernel 2.6.8) and all programs were written in Matlab R 7.0. We terminate the iteration when the value of r T g is reduced by at least a factor of 10 −2 . If no result is given for a problem, then the machine we used ran out of memory during the factorization stage. This is indicated by -in the results tables. Consider the test problem CONT-300. We were unable to solve it by choosing G explicitly, as in Tables 5.2 and 5 .3, and then factoring it because of the machine running out of memory. However, when we used the Schilders' factorization with D 2 = A 2,2 , our Algorithm successfully terminated, Tables 5.5 and 5.6. We were also able to factor P with an lu factorization for G 1,1 = 0, G 1,2 = G T 2,1 = 0 and D 2 = A 2,2 , but the factorization time was over 300 times larger than using the Schilders' factorization, resulting in the total CPU time being at least 38 times larger.
It is clear that, for the majority of the problems, factoring P with an lu factorization is preferable when we choose G as in Tables 5.2 and 5. 3. However, it is generally preferable to use the Schilders' factorization for the other choices of preconditioner, as we would expect. Table 5 .7 shows results for the factorization of preference with four of the preconditioners that we have considered. The iteration process is terminated when r T g has been reduced by a factor of 10 −6 . The number of iterations required and the total CPU time is recorded. We observe that the Schilders' factorization with G 1,1 = 0, G 1,2 = 0 and D 2 = A 2,2 is preferable, or of equal preference, for twelve out of the seventeen CUTEr test problems. However, setting G = diag(A) and then carrying out an lu factorization is better for the Stokes problems tested because the number of iterations required is a greatly reduced. The convergence of the relative residuals of r T g are plotted below Table 5 .7 for the problem DUAL1. The line labelled "(c)" corresponds to a preconditioner which satisfies the assumptions of Theorem 4.4. The plot supports this theorem.
6. Conclusion. In this paper, we have discussed the use of the Preconditioned Conjugate Gradient method for solving indefinite linear systems. We have investigated the use of a new factorization for constraint preconditioners and shown how this can be used in incomplete forms to decrease the number of flops required overall by the preconditioned iterative method. We obtained an upper bound on the number of iterations required to solve systems of the form (1.1) by means of appropriate Krylov subspace methods by using a minimum polynomial argument.
We have provided computational evidence that the Preconditioned Conjugate Gradient method works well for nontrivial quadratic programming problems, however, they would not be the method of choice for the Stokes saddle-point problems tested. Indeed, problem-based preconditioned iterative methods which have optimal computational complexity exist for these problems (see [2, Chapter 6] ).
In some cases, the use of the Schilders' factorization to define a preconditioner can speed up the solution time by a factor of 5 compared to using the lu factorization of a preconditioner for which G has been chosen. For larger dimensional problems, we have shown an example where the Schilders' factorization approach enables fast solution but the lu factorization with popular choices of preconditioner fail because of memory costs.
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