I. INTRODUCTION
The process of digitally storing infonnation associated with the representation of a continuous time stochastic process involves the operations of sampling and quantiza tion. The number of bits per second needed to describe an information source to some given average distortion is one of the basic problems in information theory, while the sampling and reconstruction of a stationary stochastic signal is a classic problem in signal processing. The parameters of the problem are the sampling frequency fs, the infonnation rate R and the average distortion D . If the sampling frequency is such that the signal can be fully reconstructed from the samples, then the trade-off is described by the classic rate distortion function of the source. The other extreme is where the information rate R goes to infinity, in which case we are left with the reconstruction problem of an undersampled signal in the presence of noise.
In this work we focus on uniform sampling of Gaus sian stationary processes under quadratic distortion, and determine the expression for the three-dimensional manifold representing the trade-off among fs, Rand D in terms of the spectral density of the source and the noise. In addition, we derive an expression for the optimal pre-sampling filter and the corresponding minimal possible distortion achievable under any uniform sampling scheme. An extension of these results to the case of multi-branch sampling, along with detailed proofs of our results in this paper, appears in [12] . Sxz(f) � l� IE [X(t + 'T)Z(t)] e-2 n i 'l' ! d'T = Sx (f)Q* (f).
We require that l� Sz(f)df = l� (Sx(f) + S1) (f)) IQ(f)1 2 df < 00 .
We sample Ze) uniformly at times j;, resulting in the discrete time process
The encoder transmits the samples y [.] in an average rate of no more than R bits per time unit. Throughout this paper, we use the word 'rate' to indicate information rate rather than sampling rate, and use 'sampling frequency' for the latter. The sampling frequency fs is the number of samples taken per time unit. In some cases it is more convenient to measure the information rate in bits per sample, in which we use R � R/fs .
The fidelity criterion is defined by the Minimum Mean Square Error (MMSE) between the original source and its reconstruction X e) = {X (t), t E IR}, namely lEd (Xe), X(-)) =limsup_ l j T IE [(X(t) -X(t)/] dt.
The problem we consider is as follows: given a sampling frequency is > 0 and an information rate R ?: 0, what is the minimum possible distortion that can be attained between X (-) and X (-) ? Classical results in rate-distortion theory imply that this problem has the informational rate-distortion theory representation depicted in Fig. 2 
Related Work
Since in our model the encoder needs to deliver informa tion about the process X ( . ) but cannot observe it directly, the problem of characterizing the distortion-rate function belongs to the regime of indirect or remote source coding problems [1] , [2, Section 3.5], which will be discussed in detail in Section II. A classical indirect distortion-rate problem can be obtained as a special case from our model if the sampled process Z ( . ) can be fully reconstructed from its samples. The problem is then reduced to determining the indirect distortion rate function of a Gaussian stationary process given another process, jointly Gaussian and stationary with the source. This was first solved by Dobrushin and Tsybakov in [3] . Another reduction is obtained if we relax the rate constraint in the model in Fig. 2 . The distortion at a given sampling frequency is given then by the MMSE in the estimation of X ( . ) from its noisy measurements Y [.], which was found in [4] .
Contribution
The main result of this paper is a closed form expression for the functions D (fs, R) of any second order continuous time Gaussian stationary processes, given in terms of the spectral densities Sx(f), S1) (f) and Q(f).
We note that the result of Dobrushin and Tsybakov was obtained for the case where the source and the observable process are jointly Gaussian and stationary. In our setting the observable discrete time process Y [.] and the processes X (-) and Z (-) are still jointly Gaussian, but a regular notion of stationarity no longer exists since the optimal reconstruction process under quadratic distortion, lE [X (t) I Y [.]J, is in general not a stationary process. An easy way to see this is to consider the estimation error at the sampling times t E Z/ j" which must vanish, while estimation error at any t rt Z/ j, is not necessarily zero. In Section III we present a way to overcome this difficulty. The idea is to use time discretization, after which we can identify a vector-valued process jointly stationary with the samples Y [.] which contains the same information as the discretized version of X (-). The result is a distortion-rate function for any given sampling frequency in a discrete version of our problem, which converges to D (fs, R) under some mild conditions. In practice, the system designer may choose an optimal pre-sampling filter Q that achieves minimal reconstruction error for a given sampling frequency fs. This suggests that for a given source X (-) and a sampling frequency is, an optimal choice of Q can further reduce the distortion for a given information rate. This optimization is carried out in Section IV and leads to the function D* (fs, R), which gives a lower bound on D(f" R), for any uniform sampling system, and depends only on S x (f) and S1) (f). In particular, if we take the noise to be zero, D* (fs, R) can be considered to describe a fundamental trade-off in signal processing and information theory associated with any Gaussian stationary source.
Sampling at frequency j, and compressing at rate i? bits per sample forces a compression rate of R = isi? bits per unit time. This raises the following question: given a limited memory budget per time unit, is it better to sample at a higher frequency with less accurate measurements, or sample at a lower frequency with more bits to describe each sample? Note that our model does not capture this trade-off. The encoder in our model sees each sample with infinite accuracy, and no penalty is incurred on the number of samples per time unit at the input to the encoder. This means that by fixing R, an optimal choice for is and R is to take j, such that Z(-) can be reconstructed from y[.] with zero error. A sampling and compression model in which a limited memory budget is considered is the subject of a future work.
The rest of this paper is organized as follows: in Section II we discuss indirect source coding problems in Gaussian discrete time settings. In Section III we prove our main results, first for the discrete counterpart of our main problem and then use the latter to solve the continuous-time case. In Section IV we find the pre-sampling filter Q that minimizes the distortion. Concluding remarks are given in Section V.
II. INDIRECT SOURCE CODING
We begin by reviewing the problem of indirect source coding. By doing so we also introduce concepts and notions which will be useful in the rest of the paper.
In an indirect or a remote source coding problem, the encoder needs to describe the source by observing a different process, statistically related to the source, rather than the source itself. The indirect rate-distortion function describes the trade-off between information rate given on the observed process and the minimum average distortion between the source and its reconstruction. In order to get some insight into the nature of indirect source coding problems in Gaus sian settings, it is instructive to start with a simple example.
Example 1: Consider two zero mean jointly Gaussian ran dom variables U and V with variances Cu, Cv and covariance Cuv. We want to find the indirect distortion-rate function in describing U by observing V, under a quadratic distortion measure. It follows from [5] that a compression scheme V -7 V that achieves optimal minimal distortion for a given rate R, is characterized by a joint Gaussian distribution of V and V . where a E lR and , is a standard normal random variable independent of U and V . The mutual information between V and V equals
Since the distortion is quadratic, the optimal reconstruction and the resulting minimal average distortion are respectively given by
Substituting a 2 from (4), we obtain
where mmseu W = Cu -CuW is the MMSE in estimating U from V and CuW � CJ: is the variance of the estimator
Equation (5) can be intuitively read as an extension of the regular source coding solution for a Gaussian source [6, Eq. lO .24] to the case where the information on the source is not entirely available at the encoder.
Consider the model in Fig. 2 and assume that ZU can be recovered from the samples Y[·] with zero error. In this case, the indirect distortion rate function of XU given Y[·] reduces to determining the indirect distortion rate function of XU given ZU, which we denote as DX l z(R). DX l z(R) was first found by Dubroshin and Tsybakov in [3] .
Theorem 2.1 (Dobrushin and Tsybakov (3] ): Let X U and ZU be two jointly stationary Gaussian stochastic processes with spectral densities S x (f), S z (f), and joint spectral density Sxz(f). The indirect rate-distortion function of XU given ZU, is given by
is the spectral density of the MMSE estimator of X ( . ) from ZU, [x] + = max {x, O}, and
Equation (6) defines the function DX l z(R) through a joint dependency of DX l z and R in the parameter 8. The distortion is the sum of the MMSE in estimating XU from ZU, plus a second term which has a water-filling interpretation. This is illustrated in Fig. 3 . This solution generalizes the celebrated Shannon-Kolmogorov-Pinsker (SKP) reverse water filling for a single stationary Gaussian source [7] , [8] . The distortion-rate function in this case is defined to be
where the infimum is taken over all cascade of mappings
Here we adopt the definition of a cascade of mappings given in [9] . The solution to this problem in the case where all pro cesses are one dimensional and jointly stationary, is obtained from Theorem 2.1 by replacing all factors by their discrete time counterparts.
B. Separation principle
In this subsection we suppress the time index, so that X and Y represent discrete-time Gaussian vector processes. For a vector valued process X = (XI, ... , X M) we define
An important observation, which was first made in [9] but was in fact implicit in [3] , says that under quadratic dis tortion, an indirect source coding problem can be separated into a MMSE estimation problem and a direct source coding problem. This is because
where (a) follows from the orthogonality principle. From 
where DlElX IY j (R) is the (direct) distortion-rate function of IE [X I Y] .
We can now revisit Example 1 and Theorem 2.1 to observe that both are consequences of Proposition 1.
C. Ve ctor Va lued Source
It is useful to derive the counterpart of Theorem 2.1 for vector valued sources. We recall that for the Gaussian stationary source X [.], the counterpart of the SKP reverse water-filling was given for example in [ LkE Z (Sx(ffsk) +S T) (f -j,k)) IQ(f -j,k)1 2) As R goes to infinity, D(f"R) converges to mmse x! y(fs).
3) If the process ZU has almost surely Riemann inte grable paths, the reconstruction error of ZU from Y[·]
can be made arbitrarily small by sampling at high enough frequency. It follows that as fs goes to infinity, D (j;"R) converges to DX l z (R). In particular, if Z U is band-limited, D(fs, R) = DX l z (R) for any fs above the Nyquist frequency of Z U.
4)
For a fixed j, > 0, D(fs, R) is a monotone non increasing function of R . It is not necessarily non increasing in j;,. since mmseX I Y (j;,.) is not necessarily non-increasing in j,.
In what follows we derive a closed form expression for D(f"R) . We begin with the discrete-time counterpart of the problem.
A. The Discrete-time Case
In the discrete-time counterpart of our main source coding problem, the underlying process is X [ . ] and we observe a factor M down-sampled version of the discrete time process Z [ . ], which is jointly Gaussian and jointly stationary with X [ . ]. Note that unlike what was discussed in Section II, the source process and the observable process are no longer jointly stationary. Both processes X[·] and X[·] contain the same information hence share the same indirect distortion-rate function given Y[·]. Since X[·] and Y[·] are jointly Gaussian and stationary, the result follows from Theorem 2.2. A detailed proof is be given in [12] .
B. Main result
We are now ready to solve our main source coding problem introduced in Section I. Note that here we go back to the model of Fig. 2 . .
Proof Sketch: We approximate ttl continuous time pro cesses X ( . ) and Z ( . ) by discrete time processes, and take the limit in the solution to the discrete problem given by Theorem 3.1. A detailed proof is given in [12] .
C. Discussion
We see that for a given sampling frequency fs, the optimal solution has a similar form as in the stationary case (6) and 
This suggests that the function 1,1 (f j fs) can be seen as the spectral density of a discrete-time stationary process which reflects some time averaging over the non stationary process X U, in the sense that both processes share the same distortion-rate function.
From (14) and (15) we can also conclude that as J(f) increases, the less distortion we get for a given rate R . This can be seen for example by finding the derivative of D (8) with respect to the function 1 . J (f) can also be written as (14) and (15) are equivalent to (6) .
(ii) If we take R to infinity, 8 goes to zero and (15) reduces to (13).
This means that the expressions for mmse x l Y(fs) and DX l z(R) obtained in [4] and [3] , respectively, can be derived directly form Theorem 3.2.
D . Examples
In Examples 2 and 3 below we find a single line expression for the function D(fs, R) in two simple cases. as a function of the rate increases by a constant factor due to the error as a result of non-optimal sampling. This factor completely vanishes for fs greater than the Nyquist frequency of the signal, in which case D(fs, R) equals the (direct) distortion-rate function of the process X ( . ) given in this case by D (R) = (j 2 2-R/W. The function described in (17) is depicted in Fig. 5 .
The following example shows that the distortion-rate func tion is not necessarily monotone in the sampling frequency.
We take again I Q(f) I == 1 and 11 0 == 0 as in Example 2, but now Sx (f) has the bandpass structure we are looking for the function
in the domain (-�, � ) . Let us denote by Q* (f) the filter that achieves J* (f) and by D* (f"R) the distortion obtained by performing reverse water-filling over J* (f) using (14) and (15). We observe that given fs > 0, J*(f) and therefore Q*(f) are the same for all rates R;::: O. Theorem 4.1: Given f,. > 0, the optimal pre-sampling filter Q*(f) that maximizes J(f) and minimizes D(fs, R), for all R ;::: 0, is given by
where the set F is defined as follows:
In the case that S* (f) is maximized by more than one element of f,.',L + f, we take the one that is closest to zero (and is positive if possible). The maximal value of J(f) Theorem 4.1 means that for each I E JR, we go over all shifts of I by an integer multiple of Is, and choose k* such that S (f -Isk*) is maximal among all k E Z. We denote by F the set of frequencies 1-Isk* obtained this way. The optimal Q is the indicator function of F . It follows that for each set of the form 1-f,Z there exists one and only one representative in F, and therefore by using the optimal Q the process Z (-) admits no aliasing when sampled at frequency Is . In addition, since {F -Isk, k E Z} constitutes a division of the real line into countably many disjoint sets, we deduce that the Lebesgue measure of F is f,.
The small frame in Fig. 7 shows Q* (f) for a specific signal and sampling frequency. The filter Q* (f) first appeared in [11] as the filter that maximizes the capacity of a channel which involves sampling. We emphasize that even in the absence of noise, the filter Q*(f) still plays a crucial role in reducing distortion by preventing aliasing. Fig. 7 illustrates the effect of the optimal pre-sampling filter on the distortion at a fixed rate and varying sampling frequency.
V. CONCLUSIONS
We derived an expression for the indirect distortion-rate function of an analog stationary Gaussian process corrupted by noise, given the uniform samples of this process. By doing so we have generalized and unified the Shannon Nyquist-Whittaker sampling theorem and Shannon's rate distortion theorem, for the special case of Gaussian stationary processes. The function D* (j"R ) associated with an optimal design of the pre-sampling filter that minimizes the distortion for any compression rate, is expressed only in terms of the spectral density of the source and the noise. It therefore describes a fundamental trade-off in information theory and signal processing, associated with any Gaussian stationary source. These two functions fully describe the amount of information lost in uniform sampling of an analog stationary Gaussian process.
