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ABSTRACT
Early disease detection is critical for the long-term well-being of the swine industry, as changes
over the last several decades have left the industry vulnerable to costly outbreaks. Here we use a
county-level spatiotemporal disease spread model to simulate the spread of disease over time and
compare the disease detection performance of six sampling methods across a variety of settings.
We find that spatially balanced sampling methods have a higher probability of detecting disease
in early periods than benchmark methods such as simple random sampling under many settings,
in large part because spatially balanced methods produce samples that are well spread throughout
the population region. We present these simulation results in an interactive web app that will help
users identify settings for which spatially balanced methods are expected to perform well. For each
simulation setting, the app displays probabilities of detection for the methods under consideration
at each time point as well as maps that visualize the spread of disease over time. Finally, the
app allows users to select spatially balanced samples of their own for the regions examined in our
simulation study. Overall, we seek to convince readers of the merits of using spatially balanced
sampling for the purpose of detecting disease as well as provide an intuitive understanding of the
methods themselves and when and why we expect them to perform well.
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1. Introduction
The U.S. pork industry has changed tremendously over the last several decades. McBride
and Key (2013) found that the number of swine farms decreased by over 70 percent from 1992 to
2009 with no decrease in the overall number of pigs, resulting in the average farm size increasing
from 945 heads to over 8,000. In addition, they note that the industry has become increasingly
specialized, with the majority of production belonging to farms that focus on a single stage of
production. This specialization necessitates the movement of a large number of animals. Nearly
61 million pigs were transported across state lines in 2018, with over half of those brought into
Iowa (United States Department of Agriculture, National Agricultural Statistics Service, 2019).
While these changes likely led to increased productivity for the industry, there is evidence that
they made farms more susceptible to disease outbreaks. For example, during the 1997-1998
classical swine fever (CSF) outbreak in the Netherlands, larger farms were both more vulnerable
to infection and more infectious to other farms (Boender et al., 2014). In addition, an
examination of the 2013 porcine epidemic diarrhea virus (PEDV) outbreak in the U.S. revealed
that transmission was largely driven by mechanisms related to movement of animals and
geographic proximity (VanderWaal et al., 2018).
Failure to detect an outbreak for even a short length of time can prove costly. For example,
the 1997-1998 CSF outbreak resulted in the loss of 12 million pigs and economic costs of roughly
$2.3 billion, despite the disease being detected within roughly 5 to 7 weeks (Stegeman et al., 2000;
Meuwissen et al., 1999). Similarly, the foot-and-mouth disease (FMD) outbreak that affected
livestock across Great Britain in 2001 was detected only two weeks after the initial infection but
still resulted in a loss of several billion dollars (Ferguson et al., 2001, 2014). In summary, large
farm sizes and the sizable movement of animals make the industry vulnerable to costly outbreaks,
making timely disease detection critical.
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When an outbreak does occur, disease spread often exhibits positive spatial dependence.
For example, Boender et al. (2014) found that farm-to-farm transmission risks during the
1997-1998 CSF outbreak depended largely on the distance between farms. Similarly, an analysis
of the 2013 PEDV outbreak in the U.S. found spatiotemporal dependence in infection risk, with
risk increasing for farms within 2 km. of a recently infected farm (Alvarez et al., 2016). The
spatial dependence observed in previous outbreaks implies that nearby sites tend to have similar
disease status. This suggests that an efficient disease detection program will make use of sampling
methods that avoid the selection of neighboring units and rather select units that are spread
throughout the population region. Such methods, denoted spatially balanced sampling methods,
utilize the spatial distribution of the population to select samples that are “well spread”
throughout the region of interest (Stevens Jr. and Olsen, 2004). Samples are well spread “if the
number of selected units is close to what is expected on average in every part of the study region”
(Grafström and Lundström, 2013; Benedetti et al., 2017). Intuitively, well spread samples neither
over- nor under-sample any part of the population region according to the pre-specified inclusion
probabilities for each unit, a desirable property when the goal is detection of an outbreak. While
researchers have implemented spatially balanced sampling methods in a variety of areas such as
environmental management (Lackey and Stein, 2013; St̊ahl et al., 2017), wildlife management
(Kermorvant et al., 2019), and agricultural surveys (Rosanowski et al., 2012), there have been no
known applications to livestock disease surveillance.
The aim of this paper is to help introduce the concept of using spatially balanced sampling
methods for disease detection in livestock, with a focus on swine. Through simulation, we first
show that under a county-level disease spread model, spatially balanced sampling methods are
more likely to detect disease in early periods of an outbreak relative to non-spatially balanced
methods under a variety of scenarios. The large Midwest pork-producting states of Iowa, Illinois,
Indiana, Minnesota, and Missouri are utilized as population regions. We note which methods tend
to perform well and offer some possible reasons for their superior performance. We then introduce
an interactive web application, denoted a Shiny app, that allows users to explore the full array of
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simulation results as well as select spatially balanced samples of user-specified size for the five
states included in the simulation study. Interested readers can use the app to compare
performance of the methods across different settings, gaining insight on when using spatially
balanced sampling methods are likely to provide an advantage in early disease detection.
Similarly, the app’s sample selection tool allows readers to gain hands-on experience selecting
spatially balanced samples, illustrating the well spread property that is key to the superior
performance of spatially balanced methods. Overall, we seek to convince readers of the merits of
using spatially balanced sampling for the purpose of detecting disease as well as provide an
intuitive understanding of the methods themselves and when and why they perform well.
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2. Simulation Study
In this section, we compare the disease detection performance of several spatially balanced
and non-spatially balanced sampling methods through simulation. We utilize a county-level
spatiotemporal disease spread model that allows us to vary the prevalence at the onset of
infection and how quickly the disease spreads over time. Using Iowa, Illinois, Indiana, Minnesota,
and Missouri as population regions, we simulate the spread of disease across 25 time points under
a variety of model settings. For each simulation setting, we compare performance by estimating
the probability of detection for each sampling method under consideration at all 25 time points in
the disease spread model. The section begins with an overview of the sampling methods examined
in the simulation study before describing our simulation procedure. We then highlight the
important results of the simulation study, noting situations for which the top-performing spatially
balanced methods tend to outperform their non-spatially balanced counterparts. We conclude
with a discussion on why certain methods achieve higher probabilities of detection and how
changes to the simulation settings affect performance.
2.1 Sampling Methods
We consider six sampling methods in our simulations, four of which are spatially balanced.
As noted in the introduction, spatially balanced methods aim to select well spread samples, a
desirable property for disease detection because under-sampling of any subregion can lead to an
outbreak in that subregion going undetected. While each of the spatially balanced methods are
designed to produce well spread samples, the methods differ in important ways that can affect the
probability of detection. We also consider two non-spatially balanced methods as benchmarks for
comparison, including simple random sampling.
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2.1.1 Generalized Random-tessellation Stratified (GRTS) Sampling
Generalized random-tessellation stratified (GRTS) sampling, first introduced by Stevens Jr.
and Olsen (2004), maps units in two-dimensional space onto a one-dimensional line in such a way
that systematic sampling from the one-dimensional line results in a spatially balanced sample.
The algorithm requires a certain degree of separation between population units. Since we
represent each county by a single fixed point in our model, as will be detailed below, a slight
adjustment is necessary to allow GRTS to select multiple units from each county. We therefore
treat each county as an areal region rather than a point in two-dimensional space when using
GRTS. GRTS accounts for this by randomly placing a grid over the state and putting a unit in
each cell to create the population frame. Essentially, we are now sampling from a larger
population of size N where each county is populated with multiple units. Next a two-by-two
square grid is randomly placed over the state, and segments representing the four resulting
subregions are arranged randomly in a line. This process is repeated, with each subregion being
split into four further subregions whose segments are randomly arranged within their original
spaces on the line. This “quadrant-recursive” partitioning continues until each subregion contains
at most a single unit from the population frame. Thus, the units in the state are mapped from
two-dimensional space onto a one-dimensional line of length N that largely maintains the original
spatial relationships. Finally, for a sample of size n, the line is split into units of length N/n, and
a point within each unit is selected using systematic sampling. This results in a spatially balanced
sample because units that are close in two-dimensional space tend to be close on the
one-dimensional line. As systematic sampling goes down the line, units from throughout the
region are selected while nearby units are selected infrequently. We consider a county to be
sampled once for each unit that is selected from that county.
2.1.2 The Local Pivotal Method (LPM)
The local pivotal method (LPM) (Grafström et al., 2012) is a spatially balanced method
that utilizes distances between units to ensure that nearby units are selected infrequently,
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resulting in well spread samples. The LPM updates inclusion probabilities in a stepwise fashion
until a sample of n units is selected, keeping the total inclusion probability for each subregion as
constant as possible throughout the updating process, leading to implicit stratification. The
algorithm is as follows, with the initial inclusion probability for unit i denoted by πi:
1. A single unit i is randomly selected.
2. The closest unit to unit i in terms of Euclidean distance, denoted unit j, is also selected,
with ties broken randomly.
3. If unit i and unit j are not mutually nearest neighbors, then the algorithm returns to the
first step. If the nearest neighbor of unit j is also unit i, then the inclusion probabilities of
the two units, (πi, πj), are updated as below:








(0, πi + πj) with probability
πj
πi+πj












(1, πi + πj − 1) with probability 1−πj2−πi−πj
(πi + πj − 1, 1) with probability 1−πi2−πi−πj
(2.2)
The final inclusion probability is thus determined for at least one of the two units, with an
updated probability of 1 indicating that that unit is included in the sample and 0 that it is
not. Once a unit is assigned its final inclusion probability, it is removed from any
consideration in future steps.
4. The algorithm returns to step 1 until all units have been assigned a final inclusion
probability of 0 or 1.
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2.1.3 Spatially Correlated Poisson Sampling (SCPS)
Spatially correlated Poisson sampling (SCPS) (Grafström, 2012) is a spatially balanced
extension of correlated Poisson sampling (CPS) (Bondesson and Thorburn, 2008). CPS is a
“list-sequential” sampling method, meaning that the sampling outcomes are decided one unit at a
time according to their order in a list. After a sampling decision on a unit has been made, the
inclusion probabilities are updated for all the units following that unit in the list. SCPS is a
special case of CPS that uses distances between units to ensure that once a unit has been
selected, the probabilities of selection for nearby units decrease.
Denote the initial inclusion probability and the inclusion indicator for unit i as πi and Ii,
respectively, where Ii takes the value 1 if unit i is selected and 0 otherwise. At the j
th step of the
algorithm, the sampling outcomes for the first j − 1 units have already been determined, and the
jth unit is included in the sample with probability π
(j−1)
j , which denotes the inclusion probability
for unit j after j − 1 steps have been completed. After the jth sampling decision, the inclusion














j denotes the weight given to unit i from unit j.
SCPS differs from CPS in that the weights are selected in such a way that the resulting
samples are spatially balanced. The implementation used in our simulation study assigns weights
via the “maximal weights” strategy. Unit j assigns weights to the units i = j + 1, j + 2, . . . , N by
giving as much weight as possible to the unit closest to it, then as much as possible to the next
closest, and so on, such that the weights sum to 1 and the updated inclusion probabilities remain
between 0 and 1. If multiple units in i = j + 1, j + 2, . . . , N are equidistant to unit j, the weights
are split between the units as equally as possible. This results in the inclusion indicators being
negatively correlated with those for nearby units, as the updated inclusion probability for a unit
decreases if a nearby unit is selected in the previous step. This strategy also results in an implicit
stratification of the population region, as the sum of the inclusion indicators for any arbitrary
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subregion will be approximately equal to the sum of the initial inclusion probabilities. This leads
to a high degree of spatial balance for samples selected by SCPS.
2.1.4 The Cube Method (CUBE)
The cube method (CUBE) (Deville and Tillé, 2004; Grafström and Tillé, 2012) is not a
spatially balanced sampling method but rather aims to balance samples on a vector of auxiliary
variables, where an auxiliary variable is a variable for which data is available for every unit in the









where S denotes the set of units in the selected sample, U the units in the population, xk the
vector of auxiliary variables for unit k, and πk the inclusion probability for unit k. Intuitively, a
balanced sampling method selects a sample for which the Horwitz-Thompson estimator of the
auxiliary variables is as close as possible to the true total in the population. For our simulations,
we balance on latitude and longitude. Thus, we can use the cube method as a benchmark that
takes the geographic distribution of the units into account but does not select samples that are
explicitly spatially balanced.
The cube method is named for its geometric representation of the sample space. For a
population of size N , a sample can be characterized as a 1xN vector of indicator variables, where
the ith element takes a value of 1 if the ith unit is included in the sample and 0 otherwise. Thus,
each possible sample can be represented as a vertex of an N -cube that sits in RN . In addition,
the balancing constraints detailed above can be represented by a hyperplane Q in RN of
dimension N − p, where p is the number of auxiliary variables being balanced on. The algorithm
is split into two parts. The first, denoted the flight phase, is a random walk that starts at the
specified vector of inclusion probabilities and ends at a vertex of the intersection of the N -cube
and Q. At each step in the random walk, a sampling decision is made for at least one unit in the
population. Thus, the flight phase attempts to select a sample that is exactly balanced. If that
does not occur, or is not possible, then the sampling outcome for at least one point is left
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undecided and the algorithm moves into the landing phase, where a sample is selected that meets
the balancing constraints as closely as possible. This is done by successively dropping auxiliary
variables until the random walk is able to reach a vertex of the intersection of the N -cube and the
hyperplane representing the relaxed constraints, thereby finalizing the sample.
2.1.5 The Local Cube Method (LCUBE)
The local cube method (Grafström and Tillé, 2012) is an extension of the LPM and the
cube method that selects samples that are both balanced and spatially balanced. The local cube
method applies the flight phase of the cube method to clusters of nearby points, updating the
inclusion probabilities locally at each step in a manner similar to the LPM while maintaining
balance on a vector of p auxiliary variables. This selects a sample that is not only balanced on the
auxiliary variables but also spatially balanced, as nearby units will have inclusion probabilities
that are negatively correlated. When there are fewer than p+ 1 points with undecided sampling
outcomes, the landing phase of the cube method is applied to finalize the sample. As with the
cube method, we balance on latitude and longitude when sampling using the local cube method.
2.1.6 Simple Random Sampling (SRS)
For a population of size N , simple random sampling (without replacement) selects samples
of size n, where each unit is selected with probability nN .
2.2 Disease Spread Model and Simulation Procedure
2.2.1 Disease Spread Model
We first describe the spatiotemporal county-level model we use to simulate the spread of
disease across a population region. It is a simplification of the model proposed by Ji et al. (2020)
to describe the spread of PEDV in swine across a region over time. Suppose that the region
consists of n counties, and that we are examining the spread of disease over T time points. In the
model, each county is represented as a single fixed point geographically located in the interior of
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the county. Let ps,t denote the prevalence of disease in county s at time t, which can be
interpreted as the share of pigs in county s at time t that have the disease. We model the odds of
prevalence, λs,t =
ps,t
1−ps,t , rather than the prevalence directly because the odds function maps
prevalence to the positive real line, allowing for more flexibility in specifying the model. The
model is as follows:








The odds for county s at time t thus depend on the odds for county s and a linear
combination of the prevalence values for counties contiguous to county s, denoted as the set of
neighbors Ns, in the preceding period. The extent of the impact of ps′,t−1 on λs,t depends on both
the spread rate, denoted by α, and the distance between county s and county s′, denoted by ds,s′ .
The parameter α ∈ (0, 1) determines how sensitive λs,t is to the prevalence values in neighboring
counties, while the overall effect from county s′ decreases exponentially as the distance between
the counties increases. We calculate the distance between counties s and s′ as the straight-line
distance between the two fixed points representing the counties. Spread is limited to neighboring
counties to ensure that it exhibits a spatially dependent pattern. We initialize the model by
specifying an initial prevalence value in a single county s0 in period 1 and a value for α. For our
simulations, we select a county in the central area of each state to serve as county s0, so that the
disease spreads outward throughout the region. The model lacks any random components, so the
specification of the initial prevalence and the spread rate completely determines the spread of
disease over the next T − 1 periods.
2.1 provides an illustration of disease spread according to our model using Iowa as the
population region with initial prevalence set to 0.99 and the spread rate set to 0.05. In the first
period, we see that county s0 has a prevalence value of 0.99 with the rest set to 0. Over the next
24 periods, the disease spreads outwards from county s0, with the counties nearest the initial




















































































































































































































(b) t = 25
Figure 2.1: Example of disease spread for Iowa with ps0,1 = 0.99 and α = 0.05. The first panel
shows prevalence values for each county at t = 1 and the second at t = 25.
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2.2.2 Simulation Procedure
We now outline the procedure used to simulate disease spread and compare disease
detection performance across sampling methods. As discussed earlier, we use the large
pork-producing states of Iowa, Illinois, Indiana, Minnesota, and Missouri as population regions.
For each combination of state, initial prevalence ps0,1 ∈ (0.05, 0.5, 0.99), spread rate
α ∈ (0.02, 0.05, 0.08, 0.1), and sample size n ∈ (50, 70, 90, 110) we apply the disease spread
model over 25 time points. These parameter values were chosen to cover a wide range of possible
scenarios over which to compare performance. Our comparison metric is the probability of
detection for each method, which we calculate according to the following procedure. For a total of
10,000 iterations:
1. We select samples of size n for each of the sampling methods. With the exception of GRTS,
our population frame consists of the same fixed point as in the disease spread model,
replicated 10 times to allow for each county to be selected more than once. Each unit is
assigned the same initial inclusion probability. For GRTS, we treat each county as an areal
region, as described in the GRTS overview.
2. For time t ∈ (1, ..., 25):
(a) For each of the units selected in step 1, the disease is detected with probability ps,t, the
prevalence for the given unit’s county in time t.
(b) We consider a sampling method to have detected the disease at time t if the disease is
detected for any of its selected units.
Thus, our estimate for the probability of detection for a sampling method at time t is the number
of iterations for which the method detected the disease at time t divided by 10,000, the number of
iterations.
All simulations were completed using the statistical software R (version 3.6.0). The
spsurvey package (version 4.0.0) (Kincaid et al., 2019) provides the functionality to select samples
with GRTS, while the BalancedSampling package (version 1.5.5) (Grafström and Lisic, 2019)
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provides functions for the CUBE, LCUBE, LPM, and SCPS methods. The sample function allows
for the selection of simple random samples and is included in base R.
2.3 Results
The complete simulation results for each combination of state, sample size, initial
prevalence, and spread rate are available to view in the Shiny app
(https://paulmorris.shinyapps.io/SBSapp/), which will be detailed in the next section.
Rather than review the full results in detail, we highlight settings for which the simulations
indicate there is an advantage to using spatially balanced sampling methods and note which
methods perform best in those settings.
We start with 2.2, which displays the probabilities of detection for each sampling method
across the 25 time periods for the simulation setting with Iowa, ps0,1 = 0.99, α = 0.05, and
n = 70. This is the same setting for which we examined disease spread in 2.1. We see that SCPS
has the highest probability of detection in most periods, followed closely by the local cube
method, with the cube method and SRS performing the worst. This ordering is consistent across
time, with the gap between probabilities of detection shrinking as the disease spreads. This
simulation setting serves as a good starting point for our analysis for several reasons. First, this is
a case for which we observe separation in performance among the sampling methods. For such
cases, the ordering seen in this setting is largely consistent; SCPS and the local cube method tend
to perform best. By changing simulation parameters one at a time, we can treat this setting as a
base case to see how those changes affect performance of the sampling methods. In addition, the
population region has little effect on results, so we can focus on Iowa without fear that a change
in the state leads to a change in conclusions.
2.3 displays the probabilities of detection for Missouri with ps0,1 = 0.5, α = 0.08, and
n = 90. Each of the simulation parameters have been changed, resulting in lower probabilities of
detection in early periods and a smaller gap between the best- and worst-performing methods.





























Figure 2.2: Probabilities of detection for Iowa, ps0,1 = 0.99, α = 0.05, and n = 70.
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the previous case examined in 2.2. This provides an example to show that the ordering of the
methods’ probabilities of detection is consistent when there is separation in performance, and that
the choice of population region does not have a dramatic effect on results. While we cannot



























Figure 2.3: Probabilities of detection for Missouri, ps0,1 = 0.99, α = 0.05, and n = 70.
We now examine how changes to initial prevalence, spread rate, and sample size affect the
probabilities of detection for each method, using the simulation setting with Iowa, ps0,1 = 0.99,
α = 0.05, and n = 70 displayed in 2.2 to compare against. The effects of these changes are similar
across cases that display some separation in performance between the methods, with this specific
setting being highlighted for illustration. 2.4 plots the differences in the probabilities of detection
between the top-performing method and SRS at each time point, with each line representing a
16
different initial prevalence value. We see that initial prevalence is a main determinant of whether
a spatially balanced method such as SCPS outperforms SRS in the early periods. In general, for
settings with ps0,1 = 0.99, the top spatially balanced sampling methods outperform simple
random sampling by a large margin. For smaller initial prevalence values, the advantage provided
by spatially balanced methods is muted, with no meaningful difference in probabilities of



























Figure 2.4: Difference in the probabilities of detection between the top-performing method and
SRS at each time point for different initial prevalence values; population region set to Iowa with
α = 0.05 and n = 70.
Similarly, 2.5 displays the differences in probabilities of detection for different levels of the
spread rate α. While the value of spread rate does not affect disease detection performance in the
early periods, the spatially balanced methods perform better than SRS in later periods when the
spread rate is low. In other words, the difference in probabilities of detection converge faster for
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higher values of spread rate. Finally, 2.6 plots the differences in probabilities of detection for
different sample sizes. We see that the effect of sample size on probability of detection is slightly
more complex. Larger sample sizes result in superior performance for spatially balanced methods




























Figure 2.5: Difference in the probabilities of detection between the top-performing method and SRS
at each time point for different values of spread rate; population region set to Iowa with ps0,1 = 0.99
and n = 70.
In summary, spatially balanced methods such as SCPS and the local cube method perform
better than SRS and the cube method in many situations, particularly when initial prevalence
values are high. When the initial prevalence is large, lower spread rates and higher sample sizes
result in better performance for the top spatially balanced methods across time relative to SRS.
As noted earlier, these results are consistent across states and for other settings not explicitly




























Figure 2.6: Difference in the probabilities of detection between the top-performing method and SRS
at each time point for different values of sample size; population region set to Iowa with ps0,1 = 0.99
and α = 0.05.
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2.4 Discussion
As described in the introduction, spatially balanced sampling methods are designed to
select well spread, or spatially balanced, samples. This is a desirable property when the goal is
timely disease detection, as well spread samples neither over- nor under- sample any part of the
population region according to the initial inclusion probabilities. In other words, spatially
balanced methods are designed to select units from each part of the population region, providing
more complete geographic coverage than a corresponding sample from SRS is likely to provide.
Therefore, when an outbreak occurs, a sample from a spatially balanced method is likely to
include units from the subregion that has positive disease status, resulting in a higher probability
of disease detection than a sample that is not well spread.
Thus, it seems reasonable that there is a relationship between the degree of spatial balance
a method achieves and its probability of detection. Spatial balance is typically measured using
the method of Voronoi polygons (Stevens Jr. and Olsen, 2004). For a sample selected in
two-dimensional space, the Voronoi polygon for the ith unit in the sample consists of all units in
the population that are closer to unit i than any other unit selected in the sample. Letting vi
denote the sum of inclusion probabilities for all units in polygon i, each vi should be close to 1 if a
sample is spatially balanced. Therefore, the variance of the vi for a selected sample can be used to
assess its degree of spatial balance, with lower values indicating a more spatially balanced sample.
Unfortunately, assessing spatial balance using this approach is difficult for our setting given the
large sample sizes relative to the number of unique units and the ability to select units from each
county multiple times.
However, we can look to other studies to gain some insight on how we might expect each
method to behave in terms of spatial balance. For example, a simulation of a nonclustered
population of size 1,000 with samples of size 50 finds a high degree of spatial balance for the local
cube method, SCPS, and the LPM, with GRTS and the cube method selecting samples that are
less spatially balanced on average (Benedetti et al., 2017). While this is not an exact match for
our setting, the points representing the counties in our simulations are nonclustered, and the
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spatially balanced methods are unlikely to select multiple units from the same county unless the
sample size is large. In addition, the levels of spatial balance observed in the simulation presented
in Benedetti et al. (2017) roughly match up with the probabilities of detection seen in our results.
Thus, it is reasonable to conclude that SCPS and the local cube method perform well at least in
part because their samples achieve a high degree of spatial balance. Benedetti et al. (2017) note
that GRTS often produces samples that are less spatially balanced than those from SCPS and the
LPM because a distance matrix better captures the spatial ordering of the population units than
the mapping from two-dimensional to one-dimensional space used by GRTS. In terms of the cube
method, we observe that selecting a sample that is balanced on the population coordinates does
not necessarily result in a high degree of spatial balance.
The well spread property can also help explain why changes in initial prevalence, spread
rate, and sample size affect the probabilities of detection in the ways detailed in the results
section. We saw that higher initial prevalence values provide an advantage to spatially balanced
methods in the early periods, as their probabilities of detection are much higher than that of the
cube method and SRS in those cases. Referring back to 2.1, it is clear that under our model,
disease spreads outward from the county with the initial outbreak. Over the next few periods,
this results in a cluster of counties with high prevalence values, while the disease has not yet
reached the rest of the state. Spatially balanced methods thus perform better in these early
periods, as they are more likely to select units from that high prevalence cluster than a method
that is not spatially balanced. As the disease spreads, this becomes less important because
detection will be likely no matter what units are selected. When initial prevalence is low, there is
little benefit in selecting units from that central cluster.
We also saw that the difference in probability of detection between the top-performing
spatially balanced methods and SRS persists longer when the spread rate is low. Since spatially
balanced methods are more likely to select units from the cluster of high prevalence counties than
the cube method or SRS, their detection abilities do not rely as much on the disease spreading to
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the outlying counties. As the disease spreads, the well spread property becomes a less important
factor for detecting disease.
Finally, we saw that larger sample sizes increase the probability of detection for all
methods, but the benefit is greater for the spatially balanced methods in the early periods. This
is because a spatially balanced sample does not over- or under-sample from any particular
subregion. As the sample size increases, more units are likely to be selected from the cluster of
high prevalence counties accordingly. On the other hand, each remaining unit has an equal chance
of being selected under SRS. The results also showed that the probabilities of detection converge
at a quicker rate under larger sample sizes. As the disease spreads, each method has a high
likelihood of selecting at least one unit with positive disease status when the sample size is large.
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3. Shiny App
Here we introduce the Shiny app that hosts the complete simulation results and allows
users to select their own spatially balanced samples for the states included in our simulations.
Users can gain further insights on the behavior of our disease spread model, how each method
performs under various settings, and how spatially balanced samples of different sizes look
geographically. It is available at https://paulmorris.shinyapps.io/SBSapp/.
3.1 Using the App
Here we detail the full functionality of the app and provide instructions on how to navigate
it. The app is split into two sections. The first hosts the simulation results and is under the
”Simulation Results and Maps” tab. The second allows users to select spatially balanced samples
using SCPS and is under the ”Sample Selection Tool” tab.
3.1.1 Simulation Results and Maps Tab
This tab allows users to view probabilities of detection for each method under any setting
in our simulation study as well as the corresponding disease spread maps. 3.1 displays the control
panel for this tab. Users can load results for a chosen simulation setting by specifying a state,
sample size, starting prevalence, and spread rate from the respective dropdown menus then
clicking on the button labeled “Load Simulation Results and Maps.” A plot displaying the
probabilities of detection similar to 2.2 will populate. In addition, a map similar to those in 2.1
that displays county-level prevalence under the selected disease spread model parameter values at
time t = 1 will appear. Users can view maps for the other 24 time periods by adjusting the slider
labeled “Select Time to Display on Map.” Pressing on the play button in the bottom right corner
of the time slider will animate the map through all 25 time points.
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Figure 3.1: Control panel for the Simulation Results and Maps tab.
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3.1.2 Sample Selection Tab
The sample selection tab provides the functionality to select spatially balanced samples
using SCPS with the five states featured in our simulation study available as population regions.
3.2 displays the control panel for this tab. Users can select the state using the dropdown menu
and specify a sample size, with a maximum number of samples per county of 100. Users also have
the option of specifying a seed, which allows the user to replicate the sample selection process
each time it is run under that seed. If the “Set Seed?” option is set to yes, an additional input
box labeled “Specify Seed” appears directly underneath. Users can specify a seed by entering an
integer into this box. Once the state, sample size, and (optional) seed have been specified, users
can generate a sample by pressing on the “Generate Sample Locations” button. This will populate
a map that displays the number of units selected in each county, as well as a table containing the
same information. 3.3 displays the map for Iowa using a sample size of 70 and a seed of 0. Note
that the selected units appear to be well spread throughout the state. Finally, users can download
a .csv file containing the table by pressing the “Download Sample Locations” button.
3.2 Creating the Shiny App
The code for a Shiny app is split into two sections called the user interface and the server.
The user interface controls the overall structure of the app, determining which inputs users can
enter and which outputs the app displays, as well as the layout of these inputs and outputs. The
server contains the code needed to build the app given the structure specified in the user
interface. It performs calculations and displays output depending on inputs specified by the user,
with the outputs reacting as values of inputs are changed. This interactivity makes a Shiny app
an ideal tool for our purposes. Shiny apps are built using the shiny package (version 1.4.0)
(RStudio, Inc, 2020) in R. Below we describe the Shiny functionality used to create the app.
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Figure 3.3: Map of Iowa generated using the sample selection tool. Displays the number of units
selected in each county using SCPS with a sample size of 70 and a seed of 0.
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3.2.1 Code for the Simulation Results and Maps Tab
The dropdown menus for state, initial prevalence, spread rate, and sample size are created
using the selectInput function. The button labeled “Load Simulation Results and Maps” that
populates the results for the selected simulation setting is referred to as an action button. In the
corresponding server code, the selected inputs for the dropdown menus are stored in an
eventReactive that is linked to that button. This keeps the values of the inputs from updating
until the button is pressed, preventing a different set of results from being loaded each time a
selection in the dropdown menu is changed. Once the button is pressed, the values of the inputs
are passed along to the server code that populates the correct plot and map using the renderPlot
function.
In the user interface, we also include a slider through use of the sliderInput function that
allows users to select the time period displayed in the disease spread map. This slider is not
connected to the action button, so the chosen time is passed to the server code that loads the
corresponding map automatically. Specifying the animate option within the sliderInput function
allows for the maps to be cycled through automatically.
3.2.2 Code for the Sample Selection Tool Tab
As in the previous tab, the selectInput function creates the dropdown menu used to select
the state, and the numericInput function allows for the entry of a sample size. The values of these
inputs are passed along to the server through an action button labeled “Generate Sample
Locations”. Once this button is pressed, code in the server selects a sample of the specified size
using SCPS, with the renderTable function populating a table listing the number of units selected
in each county and the renderPlot function populating the corresponding map.
The button that provides the option to set a seed is created using the radioButtons
function. If the user selects the option to set a seed, the renderUI function generates a numeric
input in the user interface where the user can input a seed that is then passed to the code in the
server that selects the sample. If the option to set a seed is not selected, the numeric input is not
28
generated. Lastly, the app allows users to download the table of locations of selected units. In the
user interface, the downloadButton function creates a button labeled “Download Sample
Locations”. When this button is pressed, the server is instructed to output the table in the form
of a .csv file.
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4. Conclusions and Considerations for Future Work
In this paper, we have detailed simulations and a Shiny app that help introduce the use of
spatially balanced sampling methods for livestock disease detection. We saw that two spatially
balanced methods, SCPS and the local cube method, have the highest probabilities of detection
for many of the simulation settings, particularly when the initial prevalence is high, and were able
to connect a method achieving a high degree of spatial balance with large probabilities of
detection. Thus, it is clear that spatially balanced sampling has the potential to result in
improvements in disease detection ability over traditional sampling methods. The Shiny app
should serve as a useful tool for those interested in exploring the simulation results in more detail
or experimenting with selecting spatially balanced samples themselves.
While the county-level spatiotemporal model used in our simulations has provided us with
valuable insights into the use of spatially balanced methods for disease detection, there is room
for improvement in future work. Using a farm-level model would provide a more realistic setting
that overcomes some of the limitations inherent to the county-level model. For example, it is
unrealistic to assume that disease spreads uniformly within a county. A change to a farm-level
model would also result in populations that more closely resemble those encountered in real-world
applications, as we would not need to replicate units as we did in the county-level analysis. This
would allow us to more easily assess the spatial balance of our selected samples as well. Thus,
there is some value in developing a version of the app that is based on farm-level simulations, as it
would more closely approximate conditions in the real world and could therefore provide further
insights into the performance of spatially balanced methods.
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