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Abstract
Coping with an ageing population is a major concern for healthcare organisations around the
world. The average cost of hospital care is higher than social care for older and terminally
ill patients. Moreover, the average cost of social care increases with the age of the patient.
Therefore, it is important to make efficient and fair capacity planning which also incorporates
patient centred outcomes. Predictive models can provide predictions which their accuracy can
be understood and quantified. Predictive modelling can help patients and carers to get the
appropriate support services, and allow clinical decision-makers to improve care quality and
reduce the cost of inappropriate hospital and Accident and Emergency admissions. The aim
of this study is to provide a review of modelling techniques and frameworks for predictive risk
modelling of patients in hospital, based on routinely collected data such as the Hospital Episode
Statistics database. A number of sub-problems can be considered such as Length-of-Stay and
End-of-Life predictive modelling. The methodologies in the literature are mainly focused on
addressing the problems using regression methods and Markov models, and the majority lack
generalisability. In some cases, the robustness, accuracy and re-usability of predictive risk models
have been shown to be improved using Machine Learning methods. Dynamic Bayesian Network
techniques can represent complex correlations models and include small probabilities into the
solution. The main focus of this study is to provide a review of major time-varying Dynamic
Bayesian Network techniques with applications in healthcare predictive risk modelling.
1998 ACM Subject Classification G.3 Probability and Statistics
Keywords and phrases Healthcare Modelling, Dynamic Bayesian Network, Predictive Risk Mod-
elling, Time-Varying, Hospital Administrative Data
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1 Introduction
Costs of care are increasing at a rate that is unaffordable in the current economy. This is mainly
due to the impact of ageing population, population growth, deprivation, increased expectations
and cost of treatment and technology [45, 19]. The current system is unsustainable and
unfair, and the current financial options to support people in meeting care costs are limited.
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In the fourth consecutive year, in 2013/14 local authorities have reduced social care budget
[46]. Looking further ahead, it is projected that people aged over 85 to almost double by
2030, with an additional 600,000 of ageing population will be needing significant care [44].
While a quarter of people aged over 65 will need to spend very little on care over their life,
half can expect cost of up to £20,000, and one in 10 can expect cost of £100,000 [44]. The
fairness and quality of care can only be guaranteed if the cost saving changes are sustainable
in the way care is provided. Because, there is some evidence that health and social care act
as substitutes, pressure on one system can affect the other [27].
The main content is divided into seven sections. In the second section, the background is
described briefly. The Predictive Modelling (PM) with applications to risk adjustment and
predictive risk modelling is explained in the third section. The fourth section highlights the
techniques in healthcare PM with emphasis on Dynamic Bayesian Network (DBN) modelling.
Then, the main approaches in modelling time-varying DBN are highlighted in the fifth section.
In the sixth section, the gaps and limitations of the current solutions are outlined. In the
seventh section, the challenges are listed. Finally, in section eight, the future research areas
are stated.
2 Background
Identification of high risk events has been a major concern for many healthcare providers
and purchasers. According to Lewis et al. [43], there are three major sources of risks to the
healthcare systems:
Ageing population;
Increase in number of people with long-term conditions;
Rise in rate of emergency (or unplanned) admission to hospitals.
Firstly, a major concern in healthcare organisations throughout the world is about coping
with an ageing population [10]. Survey results [12, 42] show that many people would prefer
to die with an appropriate support at home rather than hospital, and yet the number of
death in hospital can reach to 65% in the future if no appropriate policy would be in place.
Moreover, the average cost of hospital care is higher than social care for older and
terminally ill patients. Also, the costs of care in the final phases before death are very high in
hospital. According to the Nuffield Trust report [27], the average cost of social care increases
with the age of the patient. However, the cost of social care stays cheaper than the hospital
care for those whose age is below 85. Based on gender, the intersection point of hospital
and social care costs for male patients are close to the age 90 and for the female patients are
approximately at the age 80.
Sometimes a hospital admission can be avoided by residential setting substitution or social
care. According to the analysis by Bardsley et al. [5] on a wide population in England, use
of a social care may prevent the need for the hospital care. The End-of-Life researches help
patients to get appropriate support services towards the end of life by better management of
resources and patients. The ambition of National Health Service (NHS) is to increase the
number of people who die in their usual place of residence to 60% . This baseline in 2007 was
38%, and with the End-of-Life practices that are in place it reached to 42% in 2012 [51, 52].
Secondly, ageing population and change of lifestyles are related to increase in number of
people with long-term conditions and morbidity conditions (any condition that represent
departure from a state of well-being). For instance, there was a significant rise in chronic
kidney disease, diabetes and cancer between years 2006 and 2011 [18]. Also, it has been
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predicted that the number of people with co-morbidity condition (dual diagnoses) to rise
from 1.9 million in 2009 to 2.9 million in 2018 [47].
Thirdly, an estimated £11 billion per year is the cost of unplanned admissions to the
NHS in England. There are two main causes of emergency admissions: early discharge and
unpredictable accidents and emergency events. Based on a retrospective study by Clarke et
al. [9], about half of the 30-day emergency readmissions were potentially preventable between
2004 and 2010. Discharging patients is a primary way of providing free beds in the healthcare
systems, and administrators are in charge of evaluating the risk of emergency readmission
in advance. Patient flow modelling such as Length-of-Stay PM enables managers to better
understand the operational and clinical functions [2]. Length-of-Stay PM includes capturing
the flow of patient from the admission to discharge. The flow is through a number of
conceptual (virtual) phases that each patient goes through them. The PM of Length-of-Stay
uses the time spent in phases in addition to the clinical data and the demographic data to
identify events.
Therefore, it is important to make efficient and fair capacity planning. Predictive risk
models that include the patient centred outcomes, as well as the aggregated levels, can help
patients and carers to get the appropriate support services in clinical decision making. Also,
PM of risks can improve care quality and reduce the cost of inappropriate hospital and
Accident and Emergency (A&E) admissions.
The aim of this study is to provide a review of DBN techniques in healthcare predictive
risk modelling, such as Length-of-Stay and End-of-Life PM.
3 Predictive Modelling
PM is often associated with Machine Learning (ML), pattern recognition and data mining.
The practice of PM defines the process of development of models that their prediction
accuracy can be understood and quantified [38]. Geisser [25] defined PM as "the process by
which a model is created or chosen to try to best predict the probability of an outcome."
In the field of decision analysis, risk modelling [22] can answer questions such as:
Is the risk high or low, and is the level acceptable?
Which are the most critical causal factors?
What are the differences between the risks of the alternative solutions?
What can be achieved in terms of risk-reducing effect in comparison with the other
options?
Generally, the identification of emergent risk can be categorised into modelling of three
main aspects: stratification, clinical profiles and resource utilisation profiles. Moreover, in
modelling of the events, the time dimension is usually modelled as time-to-event or as a risk
score.
For instance, Gotz et al. [29] at the Watson Research Centre introduced an approach based
on patient similarity, which extract a cohort of patients from an Electronic Health Record
that is similar to specific patient, and provides interactive visualisation for complex decision
making. It has been shown that this clustering, dynamic visualisation and expert refinement
had been effective for near-term prognosis [21] and risk evaluation [11] of physiological data.
There are two major branches of risk modelling in healthcare: PM and Risk Adjustment.
PM is frequently used for finding high-risk member Case Finding, such as finding patients
with high risk of readmission and also to predict member cost and utilisation.
Risk Adjustment is a normalisation technique for comparison purposes, such as classifying
patients by potential risk level for the purpose of the insurance provider reimbursement
[43, 33]. These two methods are briefly summarised in the following subsections.
SCOR’14
92 Dynamic Bayesian Network Techniques in Healthcare Risk Modelling
3.1 Predictive Risk Modelling
In healthcare systems various types of scoring systems (e.g. Glasgow Coma Scale for patients
with brain injury) are used to support clinical and administrative decisions; however, statistical
and stochastic models are needed to estimate the risks according to the changes in the care
and environmental variables [60].
Physicians are interested in the evaluation and forecast of the adverse events that may
provoke mortality or longer hospital stay for the patient, and assign a quantity to the patient’s
risk profile [14]. In terms of risk impact, healthcare risk analysis can be categorised into two
categories: Operational Risks and Clinical Risks [36].
Data mining in healthcare can predict risks in healthcare, improve health status of
high-risk patients and make overall savings. There are various predictive risk models in
the literature, but each can forecast a small range of healthcare and social care outcomes.
They differ in terms of the predicted time range, variables, data sources and the modelling
approaches [43].
For instance, Billing et al. [6] developed a predictive risk model for re-admission using a
multivariate logistic regression based on Length-of-Stay, diagnoses and demographic data
derived from the Hospital Episode Statistics (HES) database. The algorithm produces risk
scores for each admitted patient and a prediction of people in risk of readmission within
30 days. Also, 20 different risk bands were defined and associated to cost estimates for the
business case analysis.
3.2 Risk Adjustment
Although the medical advances have contributed to improvement of life expectancy, it has
little to do with the life expectancy and has much more to do with the quality of life. Risk
Adjustment methods are either used for direct selection by health insurer for selection of
good (profitable) risks from an insurer pool, or indirectly by designing insurance products.
The models are often based on a linear utility function framework [48], and the objective is
to minimise the outcome (risk) [15, 16]. The data mining techniques in Risk Adjustment
modelling help to find the characteristics that have predictability power, which do not result
into unfair risk assessment.
4 Techniques
Five major modelling methodologies presented in the previous studies on PM in healthcare
are: simulation, formula-based methods, statistical, probabilistic and queuing. The focus
of this study is on Dynamic Bayesian Network (DBN) techniques in PM, therefore initially
regression modelling approach is briefly summarised. Afterwards, a brief introduction to
the ML methods is provided. Then, the graphical networks with the main focus on DBN
modelling are reviewed.
4.1 Regression
Regression modelling methods, such as logistic regression and mixed models, have been
applied extensively in previous literature in social science and healthcare modelling [24, 39, 2].
An application of regression modelling is in the pathway modelling of the End-of-Life and
frailty (i.e. the factors that arise from heterogeneity amongst patients) function modelling. A
multinomial logit model was developed by Adeyemi et al. [1] for modelling patient’s pathway.
In the model, the patient frailties were regarded as mixed effect, and the random effects
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distributions were modelled based on patient pathways. The model could identify the high
probability pathways for survival and cost objective functions.
An evaluation of multiple logistic regression-based PMs was performed by Aylin et al. [4]
for inpatient death using the HES database. Different number of factors, such as age, sex,
admission parameters and diagnostics, were included, and ultimately the performance was
compared by using Receiver-Operating Characteristic (ROC). The models were designed for
very specific mortality risk index in healthcare, but it was demonstrated that the use of only
an administrative database could effectively predict the risk.
4.2 Machine Learning
Since late 1980s, ML methods have been used in extending the statistical analysis for making
inferences from data. There are a lot to be done in the area of automated methods for
learning and forecasting in healthcare. In this research, the major area of contribution is in
developing techniques for doing transfer learning. The transfer learning refers to the methods
that harness and adapt models to a specific new predictive task at hand. Transfer learning
methodologies can help to use forecasting and PM to provide a systematic methodology
of analysis for similar cases with smaller number of visible parameters. This may also be
extended to perform active learning for use in complex real-world settings [34, 30].
Based on the knowledge of interest, Bayesian Networks (BNs), Neural Networks, Decision
Tree and Kernel methods, such as Support Vector Machines, and Gaussian Processes are
often used in healthcare data mining. Other approaches in ML can be found in the work of
Bishop and Nasrabadi [7]. In the following, BNs which is a subset of graphical networks is
discussed.
4.2.1 Bayesian Networks
There are two main approaches in incorporating stochastic models to the statistical modelling:
discriminative (conditional distribution model) and generative (joint probability model). The
discriminative modelling does not make any assumption about the prior distribution and
only includes the conditional probability. Therefore, discriminative modelling is also known
as the frequentist approach, and a linear classifier and logistic regression are examples of it.
On the other hand, Bayes modelling methods are known as generative and they include the
prior (marginal) distribution of the evidence data to the discriminative model [49].
Graphical networks are commonly used in probabilistic and statistical modelling. BNs [54]
are standard approaches for modelling structured domains by allowing explicit representation
of dependencies. BNs use probabilistic inference methods to present parameters with high
dimensional distributions. These parameters are presented as nodes in graphical networks,
where links between nodes represent direct correlation. To be able to update and infer large
networks’ probabilities in real-time, inference approximation methods, such as Expectation
Maximisation and Particle Filter, have been introduced to estimate the joint and marginal
probabilities of the nodes.
In BN modelling, template-based representations are used to produce a single compact
model that can represent properties of system dynamics and to produce distribution over the
different trajectories (DBN modelling) or to produce a distribution over different worlds (e.g.
Genetics networks). To be able to reason about non-static situations, DBNs [17] are used to
represent nodes with system-states. The system-states are either considered as stationary
time-slices (homogeneous or invariant) like Markov Models or as the state observation model
like Hidden Markov Models (HMMs). In state observation models, the states are variant and
evolve on their own separately from the observations [37].
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There are always two major challenges in using BN modelling: design and training. The
accuracy and the efficiency of BN models depend on four main design choices: the framework
of the causal tree, the framework of the system-states, inference approximation algorithm
and finally the assignment and update method of prior probabilities.
It is not feasible computationally to design a graphical network that is too large, dynamic,
inhomogeneous, noisy and incomplete. Therefore, the modelling assumptions are often
relaxed, and specialised approximation and heuristic methods are widely used. In the next
section, five main Bayesian Network (BN) techniques in PM of dynamic systems are outlined.
5 Time-Varying Dynamic Bayesian Networks Approaches
In a PM problem, such as Length-of-Stay or End-of-Life, the features are mainly inhomogen-
eous, because the processes in the models are either non-stationary (e.g. length of illness or
treatment stages) or the events are sparse (e.g. morbidity conditions or patient states). The
unobservable and inhomogeneous properties of models cause the momentum of the system
dynamic to change across temporal access.
Generally, it is not statistically tractable to consider all of the variances for every time-
point, because of the complexity in the inference and the lack of enough training evidence.
Also, it is not possible to segment the time, since the model characteristics are unknown for
each segment. There are five main approaches to model a time-varying Dynamic Bayesian
Network (DBN). The approaches are highlighted in the following and the summary of the
studies is presented in Table 1.
Firstly, a basic indirect approach is to transform time in order to make the process
homogeneous. A naive approach is to use a time interpolation technique. Instead of using
direct time transformation, a method like Kalman filter can be used, which is a Linear
Dynamical System technique and is based on an autoregressive function to estimate a value
at a timepoint [62, 13]. Xu et al. [63] proposed a state space model based on Kalman filter to
estimate mean and variance for equally and unequally spaced longitudinal count data with
serial correlation. The model applied to Epileptic Seizure and Primary Care Visits Data,
and with high number of observations, the model produced comparable results to those by
numerical approach.
Moreover, another indirect approach is to re-weight the likelihoods at each time-point
using a particle based approach, such as feed-forward and sparse Kalman filtering. Since
DBN is a generative model, it often works better for sparse models, because of its assumption
about the underlying probabilities. However, it needs to be applied with an extreme care,
since inappropriate sampling technique can rapidly slide the weights to zero or make the
model assumptions and prior probabilities incorrect [37].
Furthermore, another approach is network rewiring which is also known as time-evolving
graphical models [57]. It is a feasible option for large-scale time-varying networks. Time-
evolving graphical models have been recently used in designing large networks in biological
and social studies [3, 64, 31], with the objective to find unobserved network topologies or to
rewire network under different conditions (e.g. edge-stability, and transitivity). For instance,
recently a new modelling approach known as temporal Exponential Random Graph Model
has been proposed for modelling networks evolving over discrete time-steps with Monte Carlo
Markov Chain based or convex optimisation algorithms for posterior inference [3, 31, 32].
Another approach is conditional BN modelling, which is also known as multilevel or
hierarchical BN model and is popular in the literature. In BN modelling a time-varying
framework on top of a Markov Chain (MC) technique can be used to model multilevel time
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properties. A Cox phase-type model is used for modelling durations on top of a Hidden
Semi-Markov Model by [20] for human activity recognition. In this research, an extension
added to the Coxian Hidden Semi-Markov Model, which incorporates both duration and
hierarchical modelling. Also, a DBN framework is proposed by Lappenschaar et al. [41] for
modelling non-stationary events in multi-morbidity modelling. This PM of the interactions
between heart failure and diabetes mellitus could closely resemble the PM techniques which
use multilevel Linear Mixed Model. Moreover, a framework is designed by Lappenschaar
et al. [40] for formulating an Linear Mixed Model into a BN using a Logistic Regression
function.
Finally, the Linear Dynamical Systems are useful temporal models, which represent
one or more real-valued variables that evolve linearly over time, with some Gaussian noise
[37]. There are two categories of the Linear Dynamical Systems methods in modelling of
time-varying DBN: Switching Linear Dynamic System and Time Varying Autoregression.
Switching Linear Dynamic Systems have been studied extensively for piecewise modelling
of linear systems [61]. Based on the Switching Linear Dynamic Systems modelling, time-
varying observations [28] and time-varying duration [8, 53] can be formulated using a latent
MC. But, the MC method which is a piecewise stationary, does not have a very general
application in learning and inference, and a time-varying linear regression can be used instead.
For instance, a time-varying DBN has been introduced by Song et al. [59], which aggregates
observations of adjacent time points by a kernel re-weighting function.
Time Varying Autoregression models are another type of the Linear Dynamic Systems
[61] models, which focus on non-stationary models with fixed structure. Time Varying
Autoregression models have been applied on a wide range of research applications, such as
PM of equity market [35], inferring time-varying data from gene expression [56, 55] and
modelling non-Gaussian autoregression [26].
6 Gaps and Limitations
Presented solutions in the literature mainly lack robustness and re-usability in different
environments and for different care plans. These approaches mainly use descriptive, regression
or Markov methods. The main shortcomings of these models can be summarised in the
following:
Not being fit for the modelling of complex correlations;
Not accounting for small probabilities in an appropriate way;
Not updating the beliefs (prior probabilities) based on the environmental variables and
change of policies;
Not using an automated parallel workflow system to compare different models and settings
[50, 22].
Moreover, after the breakdown of financial markets at 2008, Rodriguez [58] wrote, "PM,
the process by which a model is created or chosen to try to best predict the probability of
an outcome has lost credibility as a forecasting tool". This is due to either the modeller’s
expertise or knowledge, or the lack of resources. The main common reasons that make a PM
model to fail are as below:
Inadequate pre-processing of the data;
Inadequate model validation;
Unjustified extrapolation;
Over-fitting the model to available data [38].
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Table 1 The summary of the studies in modelling time-varying processes.
Approach Method(s) Study Domain Findings/Outcomes
Time trans-
formation
Auto-
regression
and Kalman
filter
Xu et al. [63] Healthcare
events
The likelihood estimation
approach performs better
than the numerical integ-
ration approach
Time
Evolving
Graphical
Network
Prevailing net-
works
Robinson
et al. [57]
Generic non-
stationary
data
Demonstrating the feasib-
ility
Scalable infer-
ence for time-
evolving net-
works
Ahmed
et al. [3]
Biological sys-
tems to social
science
Having asymptotically
value-consistent under
fixed model dimension
Conditional
BN Modelling
A multilevel
BN
Lappenschaar
et al. [40]
Multimorbid-
ity condition
prediction
Providing more insight
into interaction of multiple
diseases
A multilevel
BN
Lappenschaar
et al. [41]
The course of
a medical con-
dition
An informative clinical de-
cision making tool
Semi-Markov
model, Coxian
and HMM
Duong
et al. [20]
Recognition of
human activit-
ies of daily liv-
ing
Having high and compar-
able accuracy
Switching Lin-
ear Dynamic
Systems
Using hidden
variables
for network
changes
Wang
et al. [61]
Camera track-
ing
Being successful for both
simulated non-stationary
data and video sequences
Time Varying
Autoregression
Kalman filter Johnson
et al. [35]
Equity market
prediction
Performing as well as
the Capital Asset Pricing
Model benchmark, despite
of using non-traditional
pricing measures
The PM of Operational Risks in healthcare modelling, such as Length-of-Stay and End-of-
Life, varies across systems and often are not robust. There is a few examples in the literature
that uses ML techniques including BNs to address Length-of-Stay and End-of-Life problems.
7 Challenges
There are a number of challenges in applying ML techniques in healthcare modelling.
Firstly, there are uncertainties in patient flows and resource demands as well as complex
interdependency relations in the healthcare system.
Secondly, there are parameters, associations and timeframes that are missing from the
primary and the secondary database due to security and confidentiality concerns. Thirdly,
understanding the parameters, dependencies and independences are very crucial. Fourthly,
there are various challenges that lie ahead of the robustness and generalisation of the solution,
such as supporting adequate training data and selection of performance measures [23, 4].
Finally, it is very common in PM to build, evaluate and compare different models with
varying features, algorithms, parameters and cohorts. Therefore, use of an optimised and
automated parallel workflow system, like the framework developed by Ng et al. [50] is
desirable to facilitate large-scale modelling.
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8 Future Research Directions
Available solutions and proposed methodologies in the literature are mainly focused on
addressing healthcare problems, such as PM of Length-of-Stay and End-of-Life, using
regression methods and Markov models on very small number of case studies. The robustness,
accuracy and re-usability of the models can be improved using ML methods.
ML methods, such as BNs, can represent complex correlation models and include small
probabilities into the solution. BN methodologies allow composing risk utility functions
and the causal and dependency relationship between variables, events, risks and outcomes.
This enables BN models to appropriately estimate small probabilities that are associated to
healthcare system as well as the statistical evidence [22]. There has been a little research
done on using BNs in healthcare modelling, and the time-varying DBN techniques have great
potentials in PM of non-stationary and hierarchical events and risks in healthcare problems.
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