For the feature tensor of multi-sensor signals classification problem in gear intelligent fault diagnosis, a new tensor classifier named nearest neighbor convex hull tensor classification (NNCHTC) is proposed in this paper. First, the convex hull distance from a test tensor sample to the convex hull is taken as the similarity measure for classification. Then, the convex hull distance calculation is transformed into the feature tensor inner product, and CANDECOMP/PARAFAC (CP) decomposition is applied to the calculation process to capture the intrinsic information of the feature tensor. Furthermore, the reduction factor is introduced into NNCHTC to enhance its robustness. Finally, feature tensors are obtained from multi-sensor signals by wavelet packet transform (WPT) and used to identify gear working condition by NNCHTC. The experimental results show that NNCHTC not only can be effectively applied to the gear intelligent fault diagnosis based on multi-sensor signals but also has better robustness.
I. INTRODUCTION
Gear as a key component has been widely used in gearbox, wind turbine, high-speed locomotives and other modern industrial equipment [1] - [3] . The operation condition of the gear directly affects the operation of the entire equipment. Once the gear of the equipment failure occurs, it may lead to some serious economic losses or even personal injury. Therefore, the research on gear fault diagnosis has been made great progress [4] , [5] . Nowadays, vibration signal processing method is one of the methods widely used in gear fault diagnosis, for instance, empirical mode decomposition [6] , variational mode decomposition [7] , sparsity time-frequency analysis [8] . Although gear fault diagnosis can be effectively realized by these signal processing methods, it requires professional person to determine the working condition of the gear through the results of the signal processing. On the contrary, the different working conditions of the gear can be automatically identified and classified by the intelligent The associate editor coordinating the review of this manuscript and approving it for publication was Prakasam Periasamy . diagnosis methods. At present, there are two kinds of intelligent diagnosis methods, namely traditional pattern recognition classifier and deep learning network.
For the first kind of intelligent diagnosis method, support vector machine (SVM) [9] - [11] is a typical pattern recognition classifier and has achieved good diagnostic results in the gear intelligent fault diagnosis. But the input feature data of SVM must be a feature vector instead of directly using the feature tensor as the input of the SVM. That is to say when SVM is applied to the gear intelligent fault diagnosis, the features extracted from the raw signals must be vector data. However, when the raw signals are from diverse sensors or multi-channels of a sensor, the tensor expression of the features can well reflect the inherent structural information of the raw signals. In [12] , He et al. proved that the feature tensors extracted from the multi-sensor can be more effectively used for classification. Therefore, if the raw signals in gear faults intelligent diagnosis are from multi-sensor, the tensor expression of features from the raw signals can better contain the fault information of the gear. In this scenario, when the feature tensors obtained from multi-sensor signals are taken as the input data, SVM may lose its functions. Although the feature tensors can be directly transformed to vector data and used as the input of SVM, this transformation may break the structure information of the feature tensors. Moreover, the transformation leads to the curse of dimensionality and the small sample size (SSS) problems [13] , [14] .
On the other hand, as a hot research topic of machine learning, some deep learning networks such as deep autoencoder [15] , recurrent neural network (RNN) [16] , convolutional neural network (CNN) [17] and improved deep CNN [18] have been developed rapidly in recent years and used successfully in the field of rotating machinery fault diagnosis. Although these networks can be used successfully in the gear intelligent fault diagnosis, they require large numbers of training samples to train the deep learning networks. However, in practical engineering applications, the number of different fault conditions of the gear is very small. In addition, although matrix or tensor data can be used as input to these deep learning networks, these matrix or tensor data are obtained from the construction of the raw one-order vibration signals. In this condition, whether these high-order data have tensor physical meaning is still uncertain, because they are only a form of tensor rather than tensor data in the essence.
Recently, tensor classifiers which can use tensor data as input and classify small samples have been deeply studied. On the basis of SVM and tensor decomposition, Kotsia et al. [19] proposed a higher ranker support tensor machines (STM) and applied the proposed STM method to the third-order visual recognition. In order to overcome the problem of non-convex optimization in the STM, Hao et al. [20] applied the tensor rank-one decomposition method to STM. Correspondingly, a new tensor classifier called linear support high-order tensor machine (SHTM) was proposed. For the one-class classification problems, Chen et al. [21] proposed One-Class Support Tensor Machine (OCSTM) and applied it to the face recognition. However, like the standard SVM, the samples used to construct decisions function of these tensor classifiers are only the support tensors, while ignoring the samples on other boundary surfaces. And the decision functions will further affect the classification results of these tensor classifiers. Moreover, for multi-classification problems, these tensor classifiers need to decompose multi-class problems into many binary classification problems. To solve the above problems, Zhou and Shi [22] proposed a nearest neighbor convex hull classification (NNCHC) and verified its superiority over SVM in image classification. The NNCHC method does not need support vectors to construct decision function, and can directly deal with multi-classification problems. Unfortunately, NNCHC can only deal with the classification of vector data.
Inspired by the above tensor classifiers and NNCHC, we firstly propose a new tensor classification model named nearest neighbor convex hull tensor classification (NNCHTC) in this paper. Then, the proposed NNCHC method is applied to the gear fault intelligent classification. In NNCHTC, each class of the samples is represented by a convex hull, and distance between the query tensor sample and the convex hull of a tensor set is used as the measure for nearest neighbor classification. Simultaneously, CANDECOMP/PARAFAC (CP) decomposition [23] - [25] is applied to the tensor inner product calculation of NNCHTC to keep the intrinsic information of the input feature tensors. Furthermore, in order to eliminate the influence of the outliers, a reduction factor is defined in NNCHTC to enhance its robustness. At the same time, when NNCHTC is applied to the gear intelligent fault diagnosis with multi-sensor signals, feature tensors are obtained from the multi-sensor signals based on wavelet packet transform (WPT) firstly. Subsequently, multilinear principle component analysis (MPCA) is utilized to reduce the dimensionality of the feature tensors. Finally, the new feature tensors after dimensionality reduction are taken as the input of NNCHTC to identify the different gear working conditions. The rest of the paper is organized as follows. In section II, the process of feature tensor expression and dimensionality reduction is stated. In section III, the novel classifier NNCHTC is stated in detail. In section IV, the process of NNCHTC for gear intelligent fault diagnosis is described. In section V, NNCHTC is applied to the gear intelligent fault diagnosis experiment. In section VI, the conclusion of the paper is given.
II. RELATED WORK A. FEATURE TENSOR EXPRESSION
As an effective modern signal processing method, wavelet packet transform (WPT) has been applied to signal decomposition and feature extraction of non-stationary signals of rotating machinery. Qu et al. [26] applied the feature extraction based on WPT method to the mechanical fault intelligent diagnosis. Wei et al. [27] used features extracted from the vibration signals by WPT to realize the bearing fault intelligent diagnosis. Although WPT has been widely used in the decomposition and feature extraction of gear vibration signals, it is only used to extract the feature from single channel vibration signals or the signals of a triaxial accelerometer. He et al. [12] have successfully used the DWPT method to extract features of multi-sensor signals, and then used the features represented as tensors to realize human activity recognition. Therefore, in the field of gear intelligent fault diagnosis, it is of great significance to further apply the WPT method to extract feature tensor from multi-channel signals of diverse sensors. And then the features extracted from diverse sensor signals based on WPT are expressed as tensors instead of vectors, because the representation of vectors may destroy the structural information of the multi-channel signals themselves. The feature tensor expression process of a sample can be shown in Figure 1 and the detail process can be described as follow.
1) SIGNAL DECOMPOSITION
First, suppose each sample of the gear contains P signals from P diverse channels of the sensors, and each signal has L points. That is, the signals of each sample can be represented as X = [x 1 , x 2 , · · · , x P ] T ∈ R P×L . Then, H reconstructed components of each channel signal of the sample are obtained by WPT, where J is the level of WPT and H = 2 J .
2) FEATURE EXTRACTION
By calculating the statistical parameters in Table 1 , we can get Q (Q = 20) features from each reconstructed component. Then, the features of each channel signal can be represented
3) TENSORIZATION OF THE FEATURES
After the feature extraction of each signal, if every channel signal of each sample is taken as a mode, the features of each sample can be expressed as a third-order feature tensor F ∈ R I 1 ×I 2 ×I 3 , where I 1 = H , I 2 = Q, I 3 = P, as shown in Figure 1 .
B. DIMENSIONALITY REDUCTION OF FEATURE TENSOR BY MPCA
It is well known that not all features are sensitive to gear faults, and redundant feature information in high-dimensional feature data increases the complexity of classification calculation and reduces the accuracy of the classification. Therefore, it is necessary to reduce the dimension of original features before the fault classification. Nowadays, principle component analysis (PCA) and linear discriminant analysis (LDA) are widely used in dimensionality reduction methods [28] , [29] . Recently, multilinear principle component analysis (MPCA) has been successfully applied to the tensor dimensionality reduction [30] . The MPCA method can reduces the dimension of the tensor data while avoiding destroying the structure of the tensor data. Hence, the MPCA method is applied to reduce the dimensionality of gear feature tensors in the paper.
Suppose there is a feature tensor set
where
F m is the mean tensor of the feature
where Y m is a new tensor after dimensionality reduction of F m and Y m can capture most of the variation observed in the original feature tensor F m . In order to solve (2), the objective of MPCA for the dimensionality reduction can be simplified as an optimal problem Ũ (n) ∈ R I n ×P n , I n ≥ P n , n = 1, 2, · · · , N = arg max
Finally, submitting the optimal solution of (3) to (2), we can get a new low dimensional feature tensor Y m , where Y m ∈ R P 1 ×P 2 ×···×P N .
III. A NOVEL TENSOR CLASSIFIER NNCHTC A. NNCHC
The basic idea of NNCHC is to use convex hull to represent each class by the convex combinations and adopt nearest neighbor rule to realize classification. In NNCHC, a convex hull for a class of training samples is taken as distribution estimation of the class firstly. Then, convex hull distance from a test sample to the convex hull is taken as the similarity measure for classification.
The convex hull of a set X = {x i } l i=1 is the smallest convex set containing the set X and it can be defined as
Given the training set X = {x i } l i=1 , the convex hull distance function between a query x and the convex hull of X can be written in detail
Then, the distance function in (5) can be expanded as
Obviously, equation (6) is a convex quadratic optimization, and it can be solved by standard algebraic algorithms.
Given a multi-labeled training set {X h , c h } m h=1 , X h (h = 1, 2, · · · m) is a training sample and c h (c h = h, h = 1, 2, · · · , m) is its corresponding class or label. Similarly, the m convex hulls from different category training sets can be defined as
For an arbitrary query (x, c), c is an unknown class label and the value needs to be given. We can respectively use (5) and (8) to compute the square distance between x and each class convex hull
Finally, d 2 h (x, CH(X h )) is taken as the similarity of x and the hth class, and x is classified to the class of the nearest neighbor convex hull. Correspondingly, the unknown label c of x can be computed by
B. THE PROPOSED NNCHTC METHOD
Similar to the NNCHC method, in the NNCHTC method, a convex hull for a class of tensor training samples is also taken as distribution estimation of the class, and convex hull distance from a test tensor sample to the convex hull is taken as the similarity measure for classification. The convex hull of a tensor set X = {X i } l i=1 in NNCHTC can be defined as
The convex hull distance function between a query X and the convex hull of X can be written as
The distance function in (12) of NNCHTC can be transformed into the inner product calculation of the tensors.
Form the (13) , it can be found that when the order of the training sample X i ∈ R I 1 ×I 2 ×···×I N is N = 1, NNCHTC degenerates into NNCHC method. Moreover, if the tensor inner product X i , X j in (13) is directly calculated by the original input tensor samples X i and X j , it would mean that the raw original tensor data is vectorized directly. As stated in the introduction, this vectorization process may destroy the structure information of the feature tensors and lead to high-dimensional vectors.
As an effective tensor decomposition method, CP decomposition can decompose the original tensor into the meaningful sum of several rank-1 tensors. Therefore, CP decomposition is embedded into (13) to calculate the tensor inner product. Correspondingly, X i and X j can be decomposed by CP decomposition as follows.
where • represents output product operation. Respectively, the tensor inner product X i , X j can be expressed as
Substituting (16) into the (13), we get
Obviously, equation (17) is a convex quadratic optimization, and it can be solved by standard algebraic algorithms. Given the optimal solution α * 1 , α * 2 , · · · , α * l T , the distance d 2 (X , CH(X )) can be computed by
Suppose we have a multi-labeled tensor training set
is a tensor training sample set and c h (c h = h, h = 1, 2, · · · , m) is its corresponding label. For an arbitrary query (X , c), we need to solve the unknown class label c. The square distance between X and each class convex hull can be written as
Finally, d 2 h (X , CH(X h )) is taken as the similarity of X and the hth class, and X is classified to the class of the nearest neighbor convex hull. Correspondingly, the unknown label c of X can be calculated by c = arg min h d 2 h (X , CH(X h )) , h = 1, 2, · · · , m. (20) For any query tensor X , it can be classified to the class of the nearest neighbor convex hull by the calculation of d 2 h (X , CH(X h )) in NNCHTC method. But the minimum distance d 2 h (X , CH(X h )) is easily affected by the outliers. From (12) , it can be found that d 2 h (X , CH(X h )) is mainly affected by the coefficient α i of the outliers. Therefore, when there are outliers in the training samples, in order to improve the robustness of the NNCHTC method, reduction factor µ is introduced into the NNCHTC method. Then, the optimization problem (12) is transformed to
where µ is the reduction factor and µ ∈ 1 l, 1 . Accordingly, the original optimization problem in (17) is represented as
Then, the label c of the query tensor X still can be calculated by (18) - (20) .
IV. THE PROCESS OF NNCHTC FOR GEAR INTELLIGENT FAULT DIAGNOSIS
As shown in Figure 2 , when the proposed NNCHTC method is applied to the gear intelligent fault diagnosis, the detailed procedures can be summarized as follows.
Step 1: Acquire multi-channel signals from diverse sensors of the gearbox, and collect samples.
Step 2: Extract features based on WPT and build the feature tensor set.
Step 3: Reduce the dimensionality of the feature tensors by MPCA.
Step 4: Classify the tensor features by the proposed NNCHTC method.
Step 5: Get the diagnosis classification results.
V. APPLICATION TO GEAR FAULT INTELLIGENT DIAGNOSIS A. DESCRIPTION OF GEAR EXPERIMENTAL SETUP
Gears are the common fault parts of rotating machinery. In this section, multi-sensor signals are applied to the gear fault intelligent diagnosis. The test rig is the QPZZ-II rotating machinery vibration analysis and fault simulation test platform, and the test rig is shown in Figure 3 . The gearbox in the platform consists of a pinion (input shaft gear) with a number of teeth of 55 and a large gear (output shaft gear) with a number of teeth of 75, and the modulus of both gears is 2. In the experiment, five acceleration sensors were installed on the different parts of the gearbox housing as shown in Figure 3 . Four accelerometers were installed on both sides of the gearbox (axially) and one on the top of the gearbox housing. The rotational speed of the input shaft was tested by a photoelectric speed sensor and two displacement sensors were used to test the axial and radial displacement of the input shaft. Three different working conditions of the large gear were tested, that were normal condition, gear pitting fault condition and gear tooth-broken condition. The multi-sensor signals were collected by ADA16-8/2 (LPCI) at the sampling frequency of 5120Hz, and the speed of the input was 880RPM. The loading current of the magnetic powder loader on the output shaft was 0.2A.
B. GEAR DATASET DESCRIPTION AND PRE-PROCESSING
There are a total of 120 samples which include 40 normal samples, 40 gear pitting fault samples and 40 gear tooth-broken samples. Each sample contains one rotational speed signal, two displacement signals and five vibration acceleration signals, and each signal of the sample includes 1024 points. The raw multi-sensor signals of a sample with gear pitting fault are shown in Figure 4 . Before signal decomposition, the direct current (DC) components of the rotational speed signals and displacement signals in each sample were removed firstly. Then, each signal was decomposed by WPT. In this process, DB4 orthogonal wavelet was taken as the mother wavelet of WPT. At the same time, in order to separate the frequency components of the raw signals as far as possible without introducing higher dimensional data, the decomposition level of WPT was 4 through the analysis and comparison. Subsequently, feature extraction was performed for every component obtained by WPT, and each sample could be represented as a 16 × 20 × 8 three-order feature tensor. Finally, MPCA was used to reduce the dimension of the feature tensors, and the tensors (6×6×3) were obtained and used as the input of the NNCHTC to identify the different faults of the gear.
In the experimental analysis, the three-order feature tensors were directly reshaped to vectors as the input samples of SVM and NNCHC. When linear kernel function was used in these two vector classifiers, SVM and NNCHC were given the name SVM1 and NNCHC1 respectively. Similarly, the two vector classifiers were given the name SVM2 and NNCHC2 when RBF kernel function was used in SVM and NNCHC. In order to compare the effect of feature tensors dimensionality reduction on NNCHTC classification results, the feature tensors before and after dimensionality reduction were used as input of NNCHTC respectively, and NNCHTC was defined as NNCHTC1 and NNCHTC2 respectively. Considering the number of training samples, we do not introduce deep learning methods for comparative analysis.
C. EXPERIMENT 1 In this experiment, the classification performance of vector classifiers (SVM and NNCHC) and tensor classifiers (SHTM and NNCHTC) in the gear fault intelligent diagnosis was evaluated. n(n = 10, 20, 30) samples from different gear work conditions were selected to train the classifiers, and the remaining samples were tested by the trained classifiers. It is worth noting that a total of 10 repeated sample extraction processes had been carried out and each extraction was independent, and the final classification results were the average of the 10 classification results.
In the vector classifiers, the penalty factor C was selected from C ∈ 2 0 , 2 1 , · · · , 2 10 and RBF kernel parameter was selected from σ ∈ 2 −2 , 2 −1 , · · · , 2 6 . And all the optimal parameters were selected using the grid search method. At the same time, according to [30] and the uniqueness of CP decomposition [31] , the parameters of CP decomposition were all selected as R = 3 in the methods of SHTM and NNCHTC. The classification accuracy of NNCHTC with different reduction factors µ = 1 K was shown in Figure 5 .
It can be seen from Figure 5 that as the value of K increases, namely with the decrease of the reduction factor µ = 1 K , the average classification results of NNCHTC decrease regardless of the training samples n = 10,n = 20 or n = 30. This means that the reduction factor µ = 1 K does not work in this experiment, so µ = 1 is selected as the best reduction factor. The final classification results of NNCHTC and the comparison methods are shown as Table 2 and Figure 6 .
The following two conclusions can be drawn from Table 2 and Figure 6 . First, the linear tensor classifiers SHTM and NNCHTC achieve better classification results than their corresponding vector classifiers, whether the training samples are n = 10, n = 20 or n = 30. Secondly, with the increase of training samples, the classification results of the six models are all improved. However, the proposed NNCHTC2 method has always achieved the best results, whether compared to other vector classifiers SVM and NNCHC or tensor classifier SHTM.
On the basis of the above experiment, we further analyzed the gear fault intelligent diagnosis results when single sensor signals were taken as the input of NNCHTC. In this case, only the radial vibration signals of the accelerometer 5 were used as input of NNCHTC. Correspondingly, the feature input of NNCHTC method were second-order tensors. The average classification results of NNCHTC (µ = 1 K = 1) with radial vibration signals are shown as Table 3 and Figure 7 .
From the final classification results as shown in Table 3 and Figure 7 , we can find that the NNCHTC method obtains the best average classification results when the feature tensors extracted from the multi-sensor signals are used as the input of NNCHTC. The classification results also shows that the feature tensors extracted from multi-sensor signals have more abundant gear fault information than those from the only radial vibration signals. 
D. EXPERIMENT 2
The main purpose of this experiment is to compare the robustness of NNCHTC with several existing classifiers.
Therefore, different numbers of outliers have been added to the training samples respectively. First, half of the samples were randomly selected from each working condition as training samples of classifiers, and the rest as testing samples. Then, n (n = 1, 2, 3, 4, 5) samples were randomly selected from training samples of each working condition and added to training samples of the other working condition. In this condition, n (n = 1, 2, 3, 4, 5) samples from each training sample were taken as outliers for the other training samples. Same as experiment 1, a total of 10 repeated sample extraction processes had been carried out and each extraction was independent, the final classification results were the average of the 10 classification results.
The penalty factor C was selected from C ∈ 2 −4 , 2 −3 , · · · , 2 8 and RBF kernel parameter was selected from σ ∈ 2 −2 , 2 −1 , · · · , 2 8 . All the optimal parameters were selected using the grid search method. Meanwhile, the parameters of CP decomposition were also all set as R = 3 in the methods of SHTM and NNCHTC. The reduction factor µ = 1 K in the NNCHTC method was selected from K ∈ {1, 2, · · · , 19}, and the final average results of NNCHTC with different reduction factors µ = 1 K , K ∈ {1, 2, · · · , 19} were shown in Figure 8 .
From the results shown in Figure 8 , it can be clearly seen that the average classification results of the NNCHTC method increase first and then decrease, regardless of the number of outliers (n = 1, 2, 3, 4, 5). This also shows that when outliers are added to the training sample, the classification performance of NNCHTC can be improved by the different reduction factors µ. Therefore, the reduction factors µ in this experiment as shown in Table 4 were taken as the values when the NNCHTC method obtained the best classification results with different numbers of outliers. Accordingly, the classification accuracies of NNCHTC and the comparison methods are shown in Figure 9 and Table 5 .
From the classification accuracies just as shown in Figure 9 and Table 5 , it can be seen that with the increase of the number of outliers, the classification accuracies of the six classification models all decrease. But the NNCHTC method has still achieved the best classification results. Especially when n = 3, 4, 5, NNCHTC has more obvious advantages than other five models. The comparative analysis of the experimental results also shows that the NNCHTC method has better robustness than the other five models.
VI. CONCLUSION
In this paper, a new tensor classification model NNCHTC is proposed for the intelligent diagnosis of gear fault based on multi-sensor signals. In NNCHTC, CP decomposition is applied to the tensor inner product calculation, and reduction factor has been defined to enhance the robustness of NNCHTC algorithm. The experimental results of the gear intelligent fault diagnosis show that the proposed NNCHTC method not only can achieve better results than the vector classifiers SVM and NNCHC, but also has advantages over the tensor classifier SHTM when feature tensors extracted from multi-sensor signals of small samples are used as the input of NNCHTC and SHTM. At the same time, when the training samples have outliers, the classification results also show that the NNCHTC method has better robustness than SVM, NNCHC and SHTM.
However, the problem of parameter selection in the NNCHTC method requires further research. Moreover, whether tensor distance or tensor kernel function can be used to replace inner product calculation in NNCHTC method also needs further study. Furthermore, some nonlinear features such as all kinds of entropy may be used to construct the tensor feature from multi-sensor signals also require further researched in the future work.
