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Non-compensatory ruleDisaggregate behaviour choice models have been improved in many aspects, but they are rarely evaluated from
the viewpoint of their ability to express intention to change travel behaviour. This study compared various
models, including objective and latent models and compensatory and non-compensatory decision-making
models. Latent models contain latent factors calculated using the LISREL (linear structural relations) model.
Non-compensatory models are based on a lexicographic-semiorder heuristic. This paper proposes ‘probability
increment’ and ‘joint probability increment’ as indicators for evaluating the ability of thesemodels to express in-
tention to change travel behaviour. The application to commuting travel data in the Chukyometropolitan area in
Japan showed that the appropriate non-compensatory and latent models outperform other models.
© 2012 International Association of Trafﬁc and Safety Sciences. Production and hosting by Elsevier Ltd.
All rights reserved.1. Introduction
Disaggregate behaviour models have been applied to travel behav-
iour analysis, such as travel behaviour prediction, but very few attempts
have been made to analyse intention to change travel behaviour itself.
Since any aggregate change in travel demandmust be the result of indi-
vidual intention to change travel behaviour, analysing intention to
change travel behaviour is very important when applying disaggregate
behaviour models to forecasting.
After the theoretical background and estimation methods based on
random utility theory were developed [1], disaggregate behaviour
models became widely applied. Since then, these models have been im-
proved [2]. The improvements include relaxation of the assumption
concerning error components [3], choice set generation [4], and so on.
Whilst the models used today are wide-ranging, in the most basic and
most frequently applied framework for disaggregate behaviour models,
the explanatory variables include only objective characteristics, such as
travel time and travel cost, and the decision-making rule is compensato-
ry, with utility expressed as the summation of weighted attribute values.orikawa@nagoya-u.jp
i).
on of Trafﬁc and Safety Sciences.
ssociation of Trafﬁc and Safety ScienHowever, models based on this framework are problematic. Models
using only objective characteristics as explanatory variables have difﬁ-
culty with attributes that are not easily quantiﬁed, and an individual's
taste heterogeneity is difﬁcult to express. Moreover, the compensatory
decision-making rule assumes that each individual evaluates all attri-
bute values of all alternatives. Individuals have limited data processing
capability, however, and so apply much simpler decision-making rules
[5].
In addition, these models are evaluated based on the ﬁt to the data
used for the estimation (usually cross-sectional data for a single time
point) even when they are applied to forecasting. In other words,
models with a better ﬁt explain the correlations amongst variables
used for the estimation. However, these correlations do not always re-
main true over time, so a ﬁt with the estimation data set does not nec-
essarily correspond to a ﬁt with data related to intention to change
travel behaviour [6]. Accordingly, researchers need a suitable method-
ology for evaluating intention to change travel behaviour.
This study examined models suitable for explaining intention to
change travel behaviour. Speciﬁcally, the authors compared models
with objective characteristics only and models with latent variables
only, as well as compensatory and non-compensatory models. In
this paper, the authors evaluated the models using their proposed in-
dicators for intention to change travel behaviour.
Section 2 of this paper summarises the improvements made to dis-
aggregate choice models related to this study and also summarises the
drawbacks of conventional indicators for evaluating model ﬁt.
Section 3 describes the data used in this study. Section 4 describes the
disaggregate models compared in this study. Section 5 proposes indica-
tors for evaluating the ability of these models to express intention toces. Production and hosting by Elsevier Ltd. All rights reserved.
130 N. Sanko et al. / IATSS Research 36 (2013) 129–138change travel behaviour. Section 6 shows estimations and compares
models using the indicators proposed in Section 5. Section 7 summa-
rises the outcomes and identiﬁes areas requiring further research.
2. Improvements to disaggregate choice models and drawbacks of
conventional indicators for evaluating model ﬁt
2.1. Improvements to disaggregate choice models
Disaggregate behaviour models have been improved in many as-
pects, and themodels used today arewide-ranging. This subsection dis-
cusses some of the improvements that relate to this study.
2.1.1. Latent factors of individuals
For models in which all of the explanatory variables are objective
characteristics, it is difﬁcult to include as explanatory variables any fac-
tors that are not easily quantiﬁed. The inﬂuence of factors that are not in-
cluded as explanatory variables can be attributed to alternative-speciﬁc
constants and/or error components. These constants, which include var-
ious unobservable factors, may not be transferrable [7]. Therefore, as
many factors as possible, even those difﬁcult to quantify, should be in-
cluded as explanatory variables.
Moreover, in models using only objective explanatory variables
(sometimes called objective models), an individual's taste heterogene-
ity is expressed only by socio-economic characteristics. An individual's
socio-economic characteristics, however, such as gender and age, can-
not always express that individual's taste heterogeneity. Therefore, in
the ﬁeld of marketing science, the individual's taste heterogeneity is
tried to be clariﬁed by analysing the unobservable components that
are present in the decision-maker's inner self.
The same discussion has occurred in the ﬁeld of transport research
[8]. The model ﬁt is reportedly improved by including psychometric
data, such as the satisfaction level obtained from a questionnaire [9].
Predicting future psychometric data is difﬁcult, and developing a
model that can be applied to future predictions using psychometric
data is expected.
Consequently, Morikawa [10] introduced latent variables that ex-
plain the factors of an individual's inner self. Morikawa used the
LISREL (linear structural relations) model [11] to express the relation-
ships between the latent variables and the other observable variables,
which made forecasting possible. Research into using psychometric
data continues, and the model ﬁt reportedly has been improved by
adopting both objective characteristics and latent variables as explana-
tory variables [12].
2.1.2. Non-compensatory decision-making rule
Human beings have a non-compensatory aspect to their decision-
making [5]. However, compensatory decision-making rules, such as the
linear utility function, are widely used in disaggregate behaviour model-
ling, mainly because compensatory decision-making rules have more
handleability. The linear utility function also makes the model and its
beneﬁts easier to interpret and evaluate, suggesting the merits of
compensatory decision-making rules. Individuals have limited data
processing capability, however, so much simpler non-compensatory
decision-making rules can be applied to actual situations. Therefore,
the models should duplicate the decision-making rules actually used. A
summary of non-compensatory rules can also be found in Kurauchi
and Morikawa [13].
2.2. Drawbacks of conventional indicators for evaluating model ﬁt
When cross-sectional data for a single time point is applied to a
model, the indicators frequently used for evaluating model ﬁt are ρ2, ad-
justed ρ2, AIC (Akaike's information criterion), and so on. However, these
conventional indicators consider only the data used by themodel andnot
the model's ability to express intention to change travel behaviour.Data for intention to change travel behaviour can be obtained from
SP (stated preference) surveys, which include hypothetical situations
that might change travel behaviour. Accordingly, including both RP
(revealed preference) and SP data in themodels can be useful. However,
most models are evaluated based on themodel's ﬁt to the RP and SP data
[14,15]. Hence, the model ﬁts for the RP and SP data of a speciﬁc individ-
ual are evaluated independently and do not consider the individual's in-
tention to change travel behaviour.
When cross-sectional data for two time points are available, re-
searchers can use the earlier time-point data and then evaluate the hit
ratio and the share of predictions with the later time-point data. Or,
the researchers can use the later time-point data and then evaluate
the model ﬁt to the earlier data. However, cross-sectional data at two
time points do not reveal the behaviour change of a speciﬁc individual,
and the model does not consider the individual's intention to change
travel behaviour.
Evaluations of models that use panel data generally consider the
model ﬁt to each individual's two time-points data independently
[16] or the model ﬁt to the latter time-point data aggregately [17]. Ac-
cordingly, this evaluation does not consider each individual's inten-
tion to change travel behaviour. A detailed review of behavioural
changes can be found in Kitamura [18].
3. Data
The data used in this study were obtained from the “Transport
Questionnaire Survey in Commuting to Work” in cooperation with a
small-scale person-trip survey (household travel survey) conducted
in 1997 [19]. This survey asks questions that are not included in the
conventional person-trip survey, such as travel costs, detailed infor-
mation on transfers, subjective evaluations of the level-of-service of
each transport mode, and so on. For example, a subjective evaluation
of travel time is obtained by asking “What is your impression of the
travel time?” and having respondents choose a response from the
provided list (1: short, …, 5: long). Other subjective evaluation
items relate to travel cost; parking, delay, and congestion of car
travel; access and egress, changes, crowdedness, headway, and punc-
tuality of public transport, and so on.
The data includes RP (current transport mode for commuting) and
SP data. In the SP survey, those who commute by car but have an inten-
tion to use the bus or rail instead are asked to choose their reasons from
the provided list (up to three reasons, for example, ‘if the nearest bus
stop or station becomes closer to your house’) and the change in the
level-of-service from the provided list (for example, a walking time of
3, 5, 8, 10, or 20 min from home to the bus stop or station) for them
to choose bus or rail. Other reasons from which respondents chose re-
late to improvement of public transport in headway, travel time,
changes, fare, punctuality, crowdedness, and so on, and to deterioration
of car travel in travel time, petrol price, parking, and so on. Note that
those who currently commute by bus or rail do not answer SP ques-
tions. The survey covered approximately 6000 commuters.
4. Principles of modelling
The general modelling framework is depicted in Figs. 1 and 2.
Fig. 1 shows the relationships between conventional disaggregate be-
haviour models and the two ideas of improvements considered in this
study. In the conventional model, preference (usually called utility in
the ﬁeld of microeconomics) is explained by objective variables
such as LOS (level-of-service) of alternatives and SE (socio-economic
characteristics) of individuals. The decision-making rule is usually the
compensatory rulewhere decision-makers consider all attribute levels
of all alternatives. The preference then explains the RP data.
Two ideas for improvements are to (a) incorporate the latent factors
of individuals at the stage in which the objective variables explain the
preference, and (b) incorporate a non-compensatory rule at the stage
Structural equations
Measurement equations
Unobservable variables
Observable variables
SE* Socio-economic 
    characteristics
LOS of alternatives
SE*of individuals
RP data
(a) Latent factors of 
individuals
(b) Non-compensatory 
rule
Compensatory 
rule
The ability and usefulness of 
(a) and (b) to express 
intention to change travel 
behaviour is compared. 
Preference
Fig. 1. Conventional models and ideas for improvements.
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study compares the ability of these two improvements to express inten-
tion to change travel behaviour using the indicators proposed in
Section 5. The general framework of the models incorporating latent
factors is shown in Fig. 2.4.1. Models incorporating latent factors
As shown in Fig. 2, the preference of an individual cannot be
explained by objective variables directly, but can be explained by latent
factors such as perception and consciousness. In this study, latent factors
(such as level of satisfaction) are explained by objective variables and
measured using a subjective evaluation value, such as an indicator of
satisfaction. The preference for each alternative is explained by the la-
tent factors. In other studies, preference is explained by both objective
attributes and latent factors [12]. This study assumes that utility is
explained by latent variables only and considers the strong inﬂuence
of an individual's latent factors.
In the framework of Fig. 2, the LISREL model captures those parts in
which objective characteristics affect the latent level of satisfaction. The
latent level of satisfaction is then revealed by the indicator of satisfac-
tion. The relationships between the objective characteristics and theLevel of
satisfaction 
Indicator 
satisfactio
LOS of alternatives
SE*of individuals
RP data
Decision-
making rule
Preference
Fig. 2. Models that conslatent level of satisfaction are explained by structural equations, whilst
the relationships between the latent level of satisfaction and the indica-
tor of satisfaction are explained by measurement equations. The math-
ematical formulation is based onMorikawa [10] and given below in Eqs.
(1a) and (1b).
Structural equations
x ¼ Βzþ ζ ð1aÞ
Measurement equations
y ¼ Λx þ ε ð1bÞ
where,
x* latent variable vector expressing level of satisfaction
z objective variable vector affecting x*
y subjective indicator vector expressing the level of satisfaction
Β, Λ unknown parameter vectors
ζ, ε random variable vectors (ζ~MVN(0,Ψ) and ε~MVN(0,Θ)).
The unknown parameter vectors in Eqs. (1a) and (1b) can be esti-
mated using the maximum likelihood method and software such asStructural equations
Measurement equations
Unobservable variables 
Observable variables 
SE* Socio-economic 
    characteristics
of
n 
ider latent factors.
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values of the latent variables.
x^ ¼ Β^zþ Ψ^Λ^
0
Λ^Ψ^Λ^
0
þ Θ^
 −1
y−Λ^Β^z
 
: ð2Þ
This model cannot be used for policy evaluation or future prediction
since the future value of y is unknown. Hence, the ﬁtted values of the
latent variables are calculated using only the ﬁrst term of Eq. (2). The
model can then be applied to forecasting.
4.2. Non-compensatory model
The non-compensatory model considered in this study is a
two-stage model based on a lexicographic-semiorder heuristic. This is
a simpliﬁed version of Kurauchi and Morikawa [13] that justiﬁes the
usefulness of the heuristic.
The lexicographic-semiorder model ﬁrst evaluates the most impor-
tant attribute of the alternatives and retains in a choice set the best alter-
native or alternatives within a just-noticeable difference (JND) from the
best alternative.When the choice set containsmore than one alternative,
the second most important attribute is considered. The process con-
tinues until only one alternative remains in the choice set. However, in
this study, the authors reduce the complications and unsteadiness in
the estimation [20] by applying the following simpliﬁcations:
• The order of importance of the attributes and the JND are the same
for all individuals.
• Whenmore than one alternative remains after evaluating themost im-
portant attribute, the individual stochastically chooses the alternative
with the highest utility based on the compensatory decision-making
rule assuming a linear utility function.
• The most important attribute and the JND are given a priori.
For the sake of simplicity, the following example has two alterna-
tives, i and j. The most important attribute, which is common to all in-
dividuals, is x1 (for explanatory purposes, an assumption is made: the
larger the value, the more inferior the attribute level, such as travel
time). θ1 is the JND. In this case, the probability that individual n
chooses alternative i is given by Eqs. (3a), (3b), and (3c).
Pn ið Þ ¼ 0 when xin1−xjn1 > θ1
 
ð3aÞ
Pn ið Þ ¼ 1 when xjn1−xin1 > θ1
 
ð3bÞ
Pn ið Þ ¼
exp Vinð Þ
exp Vinð Þ þ exp Vjn
  when xjn1−xin1
 ≤θ1 and logit model is assumed
 
ð3cÞ
where Vin is the deterministic component of the utility when individ-
ual n chooses alternative i, and xin1 is the attribute value of x1 for in-
dividual n and alternative i.
In Eq. (3a), the attribute value xin1 is inferior to xjn1 by more than
JND (θ1), and so alternative j is chosen. In Eq. (3c), the choice is not
determined by the comparison of the most important attribute, and
the choice is made based on the compensatory decision-making rule
assuming a linear utility function. Here, the logit model is assumed
and expressed in Eq. (3c).
When the respondents have more than two alternatives, the alter-
native with the best attribute value is retained in the choice set along
with some alternatives within the JND from the best attribute value.
The explanation is similar to that for the binary situation above.5. Indicators for evaluating intention to change travel behaviour
This section proposes indicators for evaluating the ability of a
model to express intention to change travel behaviour.
Disaggregate models are frequently evaluated using conventional
indicators such as ρ2, adjusted ρ2, AIC, and so on. However, these in-
dicators consider the model ﬁt to the entire set of choice data. Hence,
even when multiple choice data are obtained from the same individ-
ual, the model ﬁt to the data is evaluated independently and does not
include dynamic behaviour changes.
When dynamic behaviour changes are taken into account, the in-
dicator can be deﬁned by the choice result after the level-of-service
change and the choice probability predicted by the model after the
level-of-service change. The hit ratio is determined by the ratio that
the alternative chosen after the level-of-service change matches the
alternative with the highest probability predicted by the model after
the level-of-service change. However, the hit ratio is a discrepancy
in the probabilistic choice model since it evaluates hit and no hit as
1 and 0, respectively [21]. Therefore, one indicator can be the choice
probability predicted by the model after the level-of-service change
for the alternative chosen after the level-of-service change. However,
for an individual who changes his/her behaviour from car to public
transport, if the model predicts a high probability of choosing public
transport before a level-of-service change, then the model will also
predict a high probability of choosing public transport after a
level-of-service change. Hence, if the probabilities of choosing public
transport before and after the level-of-service change are equally
high, then the indicator will also be high, suggesting that behaviour
change is a poor viewpoint.
In this study, the authors propose a new indicator called ‘probability
increment'. This indicator is calculated from Eq. (4) and considers the
probability of choosing an alternative after a level-of-service change.
The indicator can dynamically express the travel behaviour change.
Pn
af ter behavioural change alternative chosen af ter behavioural changeð Þ
–Pn
bef ore behavioural change alternative chosen af ter behavioural changeð Þ
ð4Þ
where Pnafter behavioural change (alternative chosen after behavioural change)
denotes the probability that individual n chooses the alternative in the
parentheses after a behavioural change, that is, after a level-of-service
change, and Pnbefore behavioural change (alternative chosen after behavioural
change) denotes the probability that individual n chooses the alternative
in parentheses before a behavioural change, that is, before a level-of-
service change.
Fig. 3 describes how this indicator works in the case of an individual
changing from car to public transport. The direction and length of the ar-
rows illustrate the two parts of Eq. (4). In Fig. 3(a), the left-hand arrow
shows the probability increment calculated from model A, whilst the
right-hand arrow shows the probability increment calculated from
model B. Both models have 0 hit ratio. Model B is better than model A
at predicting the probability of choosing public transport after a
level-of-service change. However, the lengths of the arrows suggest that
model A has a higher probability increment, meaning thatmodel A better
expresses intention to change travel behaviour.Moreover, in Fig. 3(b), the
probability of choosing public transport is high but does not change,
suggesting that the model does not explain behavioural changes.
The data for actual behaviour change were not available for this
study, but the data for intention to change travel behaviour from car
to public transport were available. Therefore, this study focuses on the
choice probability increment (probability after level-of-service change
minus probability before level-of-service change) of the alternative
chosen after the level-of-service change for an individual who intends
to change the travel behaviour from car to public transport. The proba-
bility increment is calculated for each model and then the increments
are compared. More speciﬁcally, for each SP response, the probability
10
0.5
(a) (b)
A B
Probability of choosing public 
transport before a level-of-service
change
Probability of choosing public 
transport after a level-of-service 
change
(c)
C
D
0.3
0.2
0.9
0.8
Pn (public transport)
Fig. 3. The concepts of ‘probability increment’ and ‘joint probability increment’.
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in SP), that is, PnSP (public transport) minus the probability of choosing
public transport before a level-of-service change (level-of-service in RP),
that is, PnRP (public transport), is calculated ﬁrst, and then the differences
are averaged for all SP responses,NSP. The probability increment for this
study is again deﬁned in Eq. (5).
1
NSP
XNSP
n¼1
PSPn public transportð Þ−PRPn public transportð Þ
 
ð5Þ
If the model expresses the intention to change travel behaviour,
then the probability of choosing public transport before a level-
of-service change must be low (since the respondent chooses to use a
car), and then the probability of choosing public transport after a
level-of-service change must be high (since the respondent intends to
choose public transport). Accordingly, the better model is the one
with a higher probability increment value, as shown by Eq. (5).
A second indicator, ‘joint probability increment’ is proposed in
Eq. (6). This indicator considers the probability of choosing an alter-
native before a level-of-service change. The indicator ﬁrst considers
the joint probability of the respondent choosing to use a car before
the level-of-service change (RP) and then choosing public transport
after the level-of-service change (SP), that is, PnRP (car)×PnSP (public
transport). The indicator then considers the joint probability in
which the probability increment is 0 (PnSP (public transport)=PnRP
(public transport)), that is, PnRP (car)×PnRP (public transport). Finally,
the increment of these two joint probabilities is considered.
1
NSP
XNSP
n¼1
PRPn carð Þ PSPn public transportð Þ−PRPn public transportð Þ
 
ð6Þ
In Fig. 3(c), the probability increment is 0.1 for both models C and
D. However, the joint probability increment is 0.8×(0.3−0.2)=0.08
for model C and 0.2×(0.9−0.8)=0.02 for model D. Model C, which
has a higher choice probability for the alternative chosen before the
level-of-service change, has the higher value.
For the evaluation, the repeated holdoutmethod is used. Two-thirds
of the data are used as training data, whilst one-third are used as testing
data. Repeated holdout is conducted 1000 times. In other words, 1000
sets of training and testing data are generated. The 1000 sets of data
are generated just once and used to evaluate all models.
6. Estimations and model evaluations using the
proposed indicators
6.1. LISREL (linear structural relations) model
The variables used in the model are shown in Table 1. The subjec-
tive indicators are rated on a ﬁve-point scale; the larger the value, the
greater the level of dissatisfaction. The LISREL model estimates areshown in Fig. 4. The GFI (goodness of ﬁt index) is 0.787, which is sat-
isfactory considering the large number of variables used.
Four latent variables are identiﬁed for car use: Travel time (Ctime*),
Cost (Ccost*), Parking (Cpark*), and Congestion (Ccong*). Four latent
variables are identiﬁed for public transport use: Travel time (Ptime*),
Cost (Pcost*), Tiredness (Ptire*), and Convenience (Pconv*). These la-
tent variables express rough factors that are considered when evaluat-
ing each transport mode.
First, the estimates of measurement equations Λ are considered.
The signs are all positive, and t-stat. satisﬁes the 5% level of signiﬁ-
cance for all but one parameter. Since a larger subjective indicator
value indicates a higher level of dissatisfaction, the identiﬁed latent
variables indicate the level of dissatisfaction, and a higher latent vari-
able value indicates a higher level of dissatisfaction.
Second, the estimates of structural equations Β are considered.
The signs generally correspond to the authors' expectations, and
t-stat. satisﬁes the 5% level of signiﬁcance for all but some parameters
related to terminal mode travel time (Paetime), age, and peak hour
dummy (Peak). The higher the age, the higher the level of satisfaction
with all of the latent variables, which likely means that older people
are more tolerant regarding all of the latent factors. Peak hour
dummy suggests a higher level of dissatisfaction for the latent vari-
ables Ctime*, Ccong*, and Ptire*, and a higher level of satisfaction for
the latent variable Pconv*. This can be explained by crowdedness
and a shorter headway for public transport at morning peak.
6.2. Prerequisite for choice model estimations
6.2.1. Objective models and latent models
In the objective models, fourteen of the sixteen objective variables
used in the LISREL model are explanatory variable candidates. Two vari-
ables—age and peak hour dummy (Peak)—are excluded because the
expected signs cannot be intuitively evaluated. In the latent models,
the explanatory variable candidates are eight latent variables that were
identiﬁed in the LISREL model and included only in order to incorporate
latent factors. In each model, the explanatory variables are alternative-
speciﬁc and the additive linear utility function is assumed. The cost
data does not include season ticket data or compensation from the com-
pany. Accordingly, the ratio of parameter estimates, such as the value of
travel time, is not considered and variables with signs matching the
expected signs are retained without considering the t-stat.
6.2.2. Non-compensatory models
Based on the discussion in Section 4.2, the lexicographic-semiorder
heuristic is simpliﬁed as follows:
• Themost important attribute is assumed to be travel time. This can be
intuitively supported since the travel time can be the most important
attribute in a commuting situation. The data in this study support this
intuition. 69% of respondents choose the transport mode with the
shortest travel time, and 79% choose the transport modewith a travel
time that was equal to or shorter than that of the other mode.
Table 1
Variables.
• Latent variables
Variables related to car use
Ctime* Latent level of dissatisfaction with travel time
Ccost* Latent level of dissatisfaction with travel cost
Cpark* Latent level of dissatisfaction with parking
Ccong* Latent level of dissatisfaction with road congestion
Variables related to public transport use
Ptime* Latent level of dissatisfaction with travel time
Pcost* Latent level of dissatisfaction with travel cost
Ptire* Latent level of dissatisfaction with tiredness
Pconv* Latent level of dissatisfaction with convenience
• Objective characteristics
Variables related to car use
Ctime Total travel time (60 min)
Ccost One-way toll road cost plus half the daily parking cost (1000 JPY)
Cpotime Time from parking space near ofﬁce to ofﬁce (60 min)
Cpﬁnd 1 if respondent has a car free to use and does not need to ﬁnd parking near ofﬁce, 0 if otherwise
Cpunc 1 if respondent rarely arrives at the ofﬁce on time, 0 if otherwise
Ccong 1 if road is very congested, 0 if otherwise
Variables related to public transport use
Ptime Total travel time (60 min)
Pcost One-way normal ticket price (including half of daily parking cost at the station parking lot near home) (1000 JPY)
Paetime Sum of travel time from home to station (nearest to home) and travel time from station (nearest to ofﬁce) to ofﬁce (60 min)
Paemeans Complicated use of public transport: 1 if at least one of the following items is true, 0 if otherwise
• Transport mode other than walking is used to travel between home and station, station and ofﬁce
• More than one category of public transport is used (Categories: JR (Japan Railways), private railway, and underground
railway; new transport system; tram; bus; others)
Pchange 1 if more than one change is made, 0 if otherwise
Pcrowd 1 if respondent rarely has a seat, 0 if otherwise
Ppunc 1 if public transport rarely operates on time (whenmultiple transport modes are used, the worst punctuality is adopted), 0 if
otherwise
Phead Headway (when multiple transport modes are used, the worst headway is adopted) (60 min)
Others
Age Age (0 if 0–4 yrs old, 1 if 5–9 yrs old, …) (ﬁve-year intervals)
Peak 1 if arrives at ofﬁce between 7:30 (exclusive) and 9:00 (exclusive), 0 if otherwise
• Subjective indicators
Variables related to car use
CTIME Impression of total travel time
CCOST Toll road price or daily parking cost (least favourable impression is adopted)
CPOTIME Impression of travel time from parking space near ofﬁce to ofﬁce
CPFIND Impression of ﬁnding parking space near ofﬁce
CDELAY Impression of travel time delay
CCONG Impression of road congestion
CWHOLE Impression of car use as a whole
Variables related to public transport use
PTIME Impression of total travel time
PCOST Impression of one-way normal ticket price (when multiple transport modes are used, the least favourable impression is
adopted)
PACOST Impression of travel cost from home to station nearest home
PATIME Impression of travel time from home to station nearest home
PETIME Impression of travel time from station nearest ofﬁce to ofﬁce
PCHANGE Impression of number of changes
PCHANGEC Impression of comfort level during changes (when multiple changes are made, the least favourable impression is adopted)
PCROWD Impression of crowdedness (when multiple transport modes are used, the least favourable impression is adopted)
PHEAD Impression of headway (when multiple transport modes are used, the least favourable impression is adopted)
PPUNC Impression of punctuality (when multiple transport modes are used, the least favourable impression is adopted)
PWHOLE Impression of public transport use as a whole
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ation the range that only 10% or 20% of respondents choose the trans-
port mode with the longer travel time. Since they must have some
speciﬁc reason for making such a choice, the authors excluded this
mode from the choice set.
JND is deﬁned by the absolute difference in travel time (hereinafter
called absolute) and absolute ratio of travel time (hereinafter called
ratio) for the objective models, and by difference of ﬁtted value of latent
variables related to travel time (hereinafter called ﬁtted). The deﬁned
JNDs are shown in Table 2.
The ﬁrst case is the objective model and the absolute value
(Table 2(a)). For 10%, car and public transport are excludedwhen traveltime by car is 20 min longer than by public transport or vice versa. That
is, the JNDs are balanced. For 20%, the JNDs are 10 min and 5 min,
suggesting that the JNDs are not balanced. The reason for this may be
that the JNDs are set by actual RP data.
The second case is the objective model and the ratio (Table 2(b)).
For 20%, the car is excluded when the car travel time divided by public
transport travel time exceeds 1.334, whilst public transport is excluded
when the public transport travel time divided by car travel time exceeds
1.143. The lax standard for car use can be due to the car's ability to pro-
vide door-to-door service. For 10%, the lax standard for public transport
is not discussed here since the sample size is small.
The third case is the latent model and the ﬁtted value (Table 2(c)).
The JNDs are not balanced because, in LISREL, the observed variables
Ctime*
Ccost*
Cpark*
Ccong*
Ptime*
Pcost*
Ptire*
Pconv*
CTIME
CCOST
CWHOLE
CPOTIME
CPFIND
CDELAY
CCONG
PPUNC
PTIME
PCOST
PCHANGEC
PACOST
PWHOLE
PATIME
PETIME
PCHANGE
PCROWD
PHEAD
Ctime
Ccost
Cpotime
Cpfind
Cpunc
Ccong
Age
Peak
Pcost
Ptime
Pchange
Pcrowd
Paetime
Paemeans
Phead
Ppunc
2.33*
2.95*
14.6*
-0.306*
0.418*
1.59*
1.79*
1.23*
0.267*
1.21*
3.08*
-0.0429*
-0.0854*
-0.0168
-0.0597*
-0.0160
-0.0176*
-0.0608*
-0.124
1
1
1
1
0.509*
0.111*
0.536*
0.349*
1.04*
1
1
1
1
0.433*
1.12*
2.86*
2.98*
3.48*
0.213
0.461*
0.367*
Structural equations
Measurement equations
Observable variables
Unobservable variables 
*: estimates with 5% level of significance
Age
Peak
-0.0373*
0.0739
0.195*
0.302*
0.0860
0.0256
0.414*
0.125*
Fig. 4. Estimates of the LISREL model.
Note: Some of parameters of measurement equations are standardised to one. For the descriptive convenience, Age and Peak appear twice in the ﬁgure.
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0 does not have a clear meaning. Analysing the structural equations of
the LISREL model shows that the characteristics of JNDs of this case are
(1) when the travel time is short, the JND is lax for car, and (2) when
the travel time is long, the JND is lax for public transport. When travel
time is long, the JND might be lax for public transport due to the incon-
veniences of long distance driving, delays, and accidents in car use.
When the travel time is short, however, the JNDmight be lax for car be-
cause scheduling with timetables is required in public transport use.11 Judging from the structural equations of LISREL model, Ctime *=2.33×
Ctime−0.0373×Age+0.0739×Peak; and Ptime*=1.79×Ptime−0.0597×Age. Consider
the case where the person is 40 years of age and arrives at the ofﬁce at morning peak hour
(Peak=1) and the JND is 20%.When the public transport travel time is 20 min, the car will
be excluded if the car travel time is more than 32 min. When the public transport travel
time is 80 min, the carwill be excluded if the car travel time is 78 min,which is shorter than
80 min.6.3. Choice model estimations
The estimations obtained from the choice models are shown in
Table 3. In both the objective and latent models, the parameters related
to travel time are often signiﬁcantly estimated. On the other hand, pa-
rameters related to cost are not estimated signiﬁcantly, and cost related
to public transport is even difﬁcult to be included in the explanatory
variable. One reason is that the cost for public transport is not the sea-
son ticket price but the normal ticket price. Another reason is that the
dataset does not include compensation provided by the company. In ad-
dition, in the objective models, car parking (Cpﬁnd) and public trans-
port headway (Phead) are signiﬁcantly estimated. In the latent
models, car parking (Cpark*) and public transport convenience
(Pconv*) are often signiﬁcantly estimated. In the non-compensatory
model, fewer parameters are estimated signiﬁcantly, possibly because
travel time was already evaluated in the ﬁrst stage and the estimation
uses fewer samples.
Table 2
JNDs for non-compensatory model (lexicographic-semiorder heuristic).
(a) Objective, absolute (b) Objective, ratio (c) Latent, ﬁtted
20% 10% 20% 10% 20% 10%
Car is excluded (A) Ctime−Ptime>θ Ctime/Ptime>θ Ctime*−Ptime*>θ
10 min a 20 min a 1.334 a 1.750 a 0.897 a 1.532 a
Public transport is excluded (B) Ptime−Ctime>θ Ptime/Ctime>θ Ptime*−Ctime*>θ
5 min a 20 min a 1.143 a 2.000 a −0.358 a 0.253 a
Number of samples in (A)b,c 22:4 15:2 15:4 4:0 31:8 21:2
Number of samples in (B)b,d 58:234 13:128 63:246 11:110 61:244 14:129
a Value of θ is shown.
b “Number of users of public transport: number of car users”.
c Ratio is initially tried to be set to 8:2 or 9:1, but actual ratio differs slightly since it is determined by the actual data.
d Ratio is initially tried to be set to 2:8 or 1:9, but actual ratio differs slightly since it is determined by the actual data.
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Statistical test was used to compare the models' probability
increment and joint probability increment. Suppose that common
holdout data are used for models X and Y and that the repeated hold-
out is conducted n times. Let the probability increment (or joint prob-
ability increment) of model X be x1, x2, …, xn. Let the probability
increment (or joint probability increment) of model Y be y1, y2, …,
yn. Then, d is a mean of xi–yi (i=1, 2, …, n), and the null hypothesis,
d ¼ 0, is one-side tested. The results are shown in Table 4 and
discussed below.Table 3
Choice model estimations.
Objective models (a–e)
a.
Compensatory
b.
Non-compensatory,
absolute, 20%
c.
Non-compensatory,
ratio, 20%
d.
Non-compensato
absolute, 10%
Cconstant −1.07* −0.446 −0.763 −1.11
Ctime −3.59* −2.91* −3.09* −2.30*
Ccost −0.560 −0.576 −1.15 −0.531
Cpotime −2.79 −1.17 −1.82 −5.21
Cpﬁnd 2.10* 2.46* 3.14* 2.34*
Cpunc −0.671 −0.876 −1.04 −1.13
Ccong – – −0.0268 −0.0790
Ptime −1.57* – – –
Pcost – – – –
Paetime −0.994 – – −0.265
Paemeans – – – –
Pchange −0.628 −0.949 −0.678 −0.265
Pcrowd −0.0883 – – −0.428
Ppunc −0.0493 – – –
Phead −3.82* −4.05* −4.30* −5.19*
Ctime* – – – –
Ccost* – – – –
Cpark* – – – –
Ccong* – – – –
Ptime* – – – –
Pcost* – – – –
Ptire* – – – –
Pconv* – – – –
N 409 91 81 251
AIC 346 106 88 255
LI 6.39% 6.92% 8.00% 6.24%
LI (HO) 6.31% 6.70% 7.66% 6.11%
LI (SD) 1.11% 2.12% 2.24% 1.51%
JLI 5.13% 6.31% 7.49% 5.26%
JLI (HO) 5.09% 6.22% 7.27% 5.20%
JLI (SD) 0.89% 2.01% 2.17% 1.37%
Notes: Explanatory variables starting with “C” are entered in the car utility function, wh
function. *: estimates with 5% level of signiﬁcance; LI: likelihood increment; JLI: joint lik
repeated holdout. N and AIC are calculated using the data from the second stage for non-co6.4.1. Comparison of compensatory and non-compensatory models
(Table 4(b))
Inmany cases, non-compensatorymodels better express intention to
change travel behaviour. If the JND is set appropriately (even a priori, as
in this study), non-compensatorymodels are better.When the exclusion
level is 10%, compensatory models are better in some cases because a
10% exclusion level can bring no beneﬁt to a non-compensatory model.
6.4.2. Comparison of objective and latent models (Table 4(c))
In a compensatory model, the result is mixing. In a compensatory
model, all of the attributes are evaluated simultaneously, so it is notLatent models (f–h)
ry,
e.
Non-compensatory,
ratio, 10%
f.
Compensatory
g.
Non-compensatory,
ﬁtted, 20%
h.
Non-compensatory,
ﬁtted, 10%
−1.29* 1.13* 0.645 1.06*
−3.24* – – –
−0.551 – – –
−4.59 – – –
2.20* – – –
−0.772 – – –
– – – –
−1.33 – – –
– – – –
– – – –
– – – –
−0.248 – – –
−0.389 – – –
– – – –
−5.27* – – –
– −1.41* −0.423 −0.884*
– −0.220 −0.208 −0.236
– −0.368* −0.0566 −0.521*
– – −0.447 −0.0088
– −1.19* – −0.544
– – – –
– – – −0.127
– −1.02* −1.34* −1.36*
284 409 65 243
277 385 90 284
7.01% 6.46% 8.77% 5.67%
6.88% 6.46% 8.59% 5.64%
1.62% 1.02% 2.57% 1.48%
5.76% 5.05% 8.29% 4.63%
5.65% 5.05% 8.16% 4.64%
1.43% 0.83% 2.55% 1.32%
ilst explanatory variables starting with “P” are entered in the public transport utility
elihood increment; HO: mean using repeated holdout; SD: standard deviation using
mpensatory models.
Table 4
Test of probability increment and joint probability increment.
(a) Comparison of all models
Y Objective Latent
X
a.
Com
b.
N-c,
Abs,
20%
c.
N-c,
Rat,
20%
d.
N-c,
Abs,
10 %
e.
N-c,
Rat,
10%
f.
Com
g.
N-c,
Fit,
20%
h.
N-c,
Fit,
10%
O
bjective
a. Compensatory − − * − # − *#
b. Non-compensatory, absolute, 20% *# − *# # *# − *#
c. Non-compensatory, ratio, 20% *# *# *# *# *# − *#
d. Non-compensatory, absolute, 10% # − − − # − *#
e. Non-compensatory, ratio, 10% *# * − *# *# − *#
Latent
f. Compensatory * − − * − − *#
g. Non-compensatory, fitted, 20% *# *# *# *# *# *# *#
h. Non-compensatory, fitted, 10% − − − − − − -
(b) Comparison of compensatory and 
non-compensatory models (d) Comparison of 20% and 10% models 
Compensatory Non-compensatory 20% 10%
Obj - Abs20%*# Obj Abs*# Abs
Obj - Rat20%*# Obj Rat*# Rat
Obj * Abs10%# Lat Fit*# Fit
Obj - Rat10%*#
Lat - Fit20%*#
(e) Comparison of ratio and absolute models Lat *# Fit10%
Ratio Absolute
(c) Comparison of objective and latent models 20% *# -
Objective Latent 10% *# -
Com # *
N - c Abs20% Fit20%*#
N - c Rat20% Fit20%*#
N - c Abs10%*# Fit10%
N - c Rat10%*# Fit10%
Abbreviations: Com: compensatory; N-c: non-compensatory; Abs: absolute; Rat: ratio; Fit: ﬁtted; Obj: objective; and Lat: latent.
Note: In (a) Comparison of all models, let the models in each row be model X and models in each column be model Y. Suppose that repeated holdout is conducted n times. Let the
probability increment (or joint probability increment) of model X be x1, x2,…, xn, and the probability increment (or joint probability increment) of model Y be y1, y2,…, yn. Then, d is
a mean of xi–yi (i=1, 2, …, n), and the null hypothesis, d ¼ 0, is tested and shown. The alternative hypothesis, d > 0 (model X is superior), is assumed. If the null hypothesis is
rejected at a 5% level of signiﬁcance, then the result is shown using “*” and “#” for the probability increment and joint probability increment, respectively. In (b)–(e), Table (a)
are re-summarised for comparative reasons. The alternative hypothesis in (b)–(e) is that the model with “*” and “#” is better.
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(latent factors evaluate some objective factors together). In non-
compensatory models, the latent models are better in the 20% case,
whilst the objective models are better in the 10% case. The respondents
may group attributes together in the 20% case.
6.4.3. Comparison of 20% and 10% models (Table 4(d))
In all cases, the 20% models express intention to change travel be-
haviour. When more samples are excluded in the ﬁrst stage, the
model results are better.
6.4.4. Comparison of ratio and absolute models (Table 4(e))
In all cases, the ratio models express intention to change travel be-
haviour. When evaluating travel time at the ﬁrst stage, the ratio, and
not the absolute difference, should be used.
6.4.5. Comparison of all models (Table 4(a))
Amongst all of the models, the best performing model is the latent,
non-compensatory, ﬁtted, 20% model. The latent factors and non-
compensatory rule are useful for expressing intention to change travelbehaviour. On the other hand, the worst model is the latent,
non-compensatory, ﬁtted, 10% model, suggesting that the exclusion level
is critical when applying the latent and non-compensatory model. The
second best model is the objective, non-compensatory, ratio, 20% model,
suggesting that the appropriate objective non-compensatory model is
also relatively better.
In this study, two indicators are proposed, but opposite test results
can be obtained in some cases. It is difﬁcult to say which indicator is
better from this one case study, and further research is required.7. Conclusions
This study introduced new indicators—probability increment and
joint probability increment—and evaluated the ability of severalmodels
to express intention to change travel behaviour. The latent choice
models developed in this study include as explanatory variables only
the latent variables estimated by the LISREL model, and these models
express the latent variables' deeper inﬂuence. The non-compensatory
models were developed using a lexicographic-semiorder heuristic.
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change travel behaviour are as follows:
• Appropriate non-compensatory models are better than compensa-
tory models.
• In compensatory model, all attributes are considered simultaneously,
and it is not clear if the objective or latent models are better.
• Concerning the exclusion level for the non-compensatory model, the
more samples are excluded appropriately in the ﬁrst stage, the better
the model.
• Models with ratio type exclusion values are better than models with
absolute value type exclusion values.
• Amongst all the models, the best performing model is the latent,
non-compensatory, ﬁtted, 20% model. Latent factors and non-
compensatory rule are useful for expressing intention to change travel
behaviour.
Further research is needed to ﬁnd indicators that express intention
to change travel behaviour and analyse the decision-making process
of individuals, including the non-compensatory aspect. This paper eval-
uates models for their ﬁt to the hypothetical behaviour change data (SP
data), not to the actual behavioural change data. Applying this research
to actual behaviour changes is another subject for future study.
The dependent variables in this model were choice results, and the
developed model was state-descriptive. Developing models that de-
scribe travel behaviour change itself also can be a topic of future
research.
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