An engineering inspired method called multi-pole system analysis (MPSA) is presented and applied to an innovative windenergy converter. The method offers a consecutive and structured guideline to determine optimal system designs in the tense interrelations of sustainability requirements, e.g. energetic efficiency, economic profitability and environmental quality. The method consists of the four steps of (i) system synthesis, (ii) system analysis under uncertainty, (iii) stochastic system optimization and (iv) sensitivity analysis and addresses the involved uncertainty due to lack of information in the early stage of system design. As the results indicate, only a simultaneous consideration of the involved domains can truly lead to an optimal system design. By incorporating uncertainty aspects within the second step of the method and performing stochastic optimization, the disadvantage of missing robustness of previous deterministic optimal systems is overcome.
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NOMENCLATURE
The nomenclature is shown in the dimension of length (L), mass (M), time (T) and currency (C). 
Abbreviations

V Vessel
INTRODUCTION
Both, the growing sustainability requirements for technical products and the growing environmental awareness of the population lead inevitably to the incorporation of sustainability aspects in the phase of technical product design and development. The sustainability requirement is interdisciplinary and the involved disciplines are in most cases contradictionary, so that the question of the optimal technical system as a trade-off of the involved criteria arises.
In this paper a methodological approach is presented that leads in a structured manner to this optimal system. The method has been recently developed by the authors and is called Multi-pole system analysis (MPSA). By the adaption of well-known practices from engineering sciences and the consecutive projection into the involved scientific fields, one yields the method consisting of the four steps of (i) system synthesis, (ii) system analysis under uncertainty, (iii) stochastic system optimization and (iv) sensitivity analysis. In the first step of the method the system as well as the system topology is defined. In this framework a system boundary is defined including the involved aspects, e.g. energetic efficiency, economic profitability and environmental quality, which are presented through adequate fluxes through the system. The system topology is defined by the number of components and their interconnections. By using multi-pole formalism a superior model of the system is gained showing all linkages of the considered criteria. Coupling effects of the cross-domain fluxes are already revealed. In the second step the system is analyzed in detail using the practices of the respective field. For instance, a generic physical model is derived in the technical domain which is in the next step mathematically modeled using first principles. In economics, methods of the investment analysis are used to describe the system economically. Due to the modelling process and the general lack of system information the description has to be performed taking uncertain aspects into account. In this paper, the most common approach of probabilistic uncertainty analysis is used by means of modeling uncertain input factors by adequate distribution functions. Following this train of thought, the system optimization of step (iii) turns over into a stochastic optimization problem. The optimization problem is solved using Monte-Carlo-Simulations. The model quality, the cause and effect relationship of the model as well as dominant input factors are determined by performing a sensitivity analysis as the last step of the method. The last step basically provides the information of how the uncertainty in the model output can be assigned to the respective uncertainty of the model input.
The method is presented in this paper on the example of an innovative wind-energy converter called the energy ship concept. The concept involves a wind-powered vessel with a hydrokinetic turbine. The vessel converts the kinetic energy of the wind into kinetic energy of the vessel. The wind is substituted with water for power generation, so that the resulting hydrokinetic turbine can be designed very small in comparison to a regular wind turbine. The electric energy is stored on board of the vessel by means of the electrolytic splitting of sea water into hydrogen and oxygen. The concept was first proposed by Salomon [1] in 1982, followed by Meller [2] , Holder [3] and Gizara [4] . More quantitative analysis were performed by Platzer [5] [6] [7] [8] [9] and Kim [10] [11] [12] . Most recently the first and second author and Platzer [13] [14] [15] presented a physically based upper limit for the conversion of wind energy in mechanical energy of the presented concept. Based on this approach, the first and second author introduced a general method for holistic system analysis, the MPSA method [16] .
The recent publications have the drawback of treating the energy converter deterministically. This is an assumption which truly does not represent reality sufficient and, thus, in this paper the next evolutionary step of the method is presented by incorporating system analysis under uncertainty to gain a certain degree of robustness in the phase of optimal system design. Consequently, the optimization problem turns over into a stochastic optimization problem. Following this train of thought and the given introduction, the paper is structured in the sections 2 and 3. In section 2 the four steps of the method are gradually explained in general and then applied to the energy converter. Highlights and differences in contrast to the previous analysis are outlined as well as the advantages which go hand in hand with the incorporation of the uncertainty consideration. Section 3 closes the paper by summarizing the content and emphasizing the gained knowledge.
MULTI-POLE SYSTEM ANALYSIS
System synthesis
The first step of the MPSA focuses on the question of the shape and topology of the considered system. The definition of a system, according to Buchholz [17] requires a system boundary to delimit the "inner world" to the "outer world" and thus, defines the considered framework. The topology of the system is defined by the number of components within the system boundary and the interconnection through signals. We define these signals as various cross-domain fluxes, e.g. mass flows, energy flows and cash flows that are used for communication in between the components and across the system boundary. Focusing on a single component, the input fluxes are listed in the input vector ̲ and the output fluxes in the output vector ̲ , respectively. The component itself is mathematically described by the matrix and represents the effect of the component to each flux and also linkages of fluxes. Thus, the composite of input-and output fluxes and the component can be described as ̲ = ̲ . If all system components are series-connected, one can easily combine the component descriptions and yields the system description ̲ = ∏ =1 ̲ , with the system matrix = ∏ =1 . If all components are parallel connected one yields for the system matrix = ∑ =1 .
As can be seen in Fig. 1 the components of the energy converter are, relating to considered energy-, mass-and cash flows, series-connected. Thus, one can achieve the system matrix by multiplying all component matrices. An obvious interaction of the considered fluxes can be seen on the components desalinator, electrolyser and compressor, which require a certain amount of power for functional performance. Also, the periodic cash flow needs at least to be balanced through the periodic revenue, which is gained through the sale of the hydrogen. Fig. 1 Multi-pole model of the energy converter with energy-, mass-and cost flows [16] The matrix notation of the multi-pole model is shown in detail in a recent publication [16] and is here recalled as
with the mass flows denoted as ̇, efficiency factors denoted as , mass conversion rates as and mass specific work as . If one calculates in each specific domain the ratio of output and input quantity, one yields the system efficiency factor Π, the mass conversion rate M and the well-known economic indicator return on investment OI, defined as the ratio of the periodic profit ̇ and the periodic costs ̇ Π ∶=̇H 
(2.2)
It can be seen, that the economic profitability is influenced by the energetic efficiency of the energy converter. Nevertheless, the gained multi-pole model represents only a superior model which will be further investigated in the detailed system analysis, the second step of the MPSA method.
Analysis under uncertainty
The second step of the MPSA deals with the detailed analysis of the considered system. The first step only provides a superior model, which highlights interactions of the fluxes. In engineering terms, a domain-specific white-box model of the system is derived. In the technical domain this is typically done by deriving a physical model of the real system. Since the real system is too complex to describe this model goes hand in hand with assumptions, simplifications and neglect of physical irrelevant phenomena. In the next step first principles, i.e. the conservation of mass, energy and momentum, etc., are applied to the physical model to determine the physics of the system. By further considering energy conversion systems as ideal one finds a physically based upper limit for power generation as presented by Carnot for thermodynamic power cycles [18] , Betz for wind turbines [19] , the second author for low-head hydro power [20] and the first and second author and Platzer for the here presented concept [15] . In contrast, one has to use economic models for an economic system evaluation, e.g. the method of net present value NPV, the annuity method or static methods like the amortization method. As one could already see in figure 1 , all flows converge in the economic model and thus, one finds a combined holistic model of the system with the deterministic energetic and economic input factors = [ 1 , … , ] and the deterministic model output , = ( ). In a world with no uncertainty a specific system, characterized by 0 , would lead to the deterministic model output 0 . In reality, systems cannot be characterized exactly since system information are never perfect, the system has been simplified through the modeling process and knowledge gaps exist. Especially in economics one has to deal with random price and cost alterations which can be faced with an uncertainty assignment for a more reliable system analysis. Following this train of thought, the deterministic model turns over into a stochastic model = ( ), with the random input variable vector and the random output variable . Due to the above mentioned reasons, the authors emphasize here that models generally should be considered uncertain. Various ways for uncertainty representation can be found in the literature [21] [22] [23] [24] [25] [26] . Knight [27] was the first to differ between risk and uncertainty in 1921. The probabilistic uncertainty analysis is the most common approach. Each input factor is mathematically approximated by an adequate probability distribution function PDF. In general, an analytic calculation of the model output distribution is not possible and thus, the calculation is performed numerically by discretizing each input factor distribution times and calculating model outputs. This principle is called Monte-Carlo-Simulation. Fig. 2 shows the differences of a deterministic model, the mathematic model under uncertainty and the principle of calculating the latter model using MonteCarlo-Simulation. The energy conversion concept is in this paper modeled energetically and economically. Thus, the analysis is structured into these two parts. In the following system analysis random variables are mathematically denoted as (̃).
Energetic system analysis
According to the above mentioned process, the physical model of the energy converter can be seen in Fig. 3 . The sail area is denoted as , the wetted sail area as V and the turbine area as T . The vessel speed is denoted as and the ocean current as . The turbine is modelled as an ideal disc actuator. To determine the physics of energy conversion, the first law of thermodynamics is applied. The first law of thermodynamics for a stream tube was scientifically first formulated by von Helmholtz [28] and reads )/2. It can be seen that the uncertainty of the vessel speed and ocean current leads to uncertainty in the turbine pressure drop, resistance force and the turbine power output. The total available power is defined as the power of the influenced air mass by the wing. Prandtl [29] showed that this air mass is equal the span multiplied by twice the induced downwash velocity. Thus, the sail influences the air mass defined by the circular area and the available power is ̃ ∶= ̃3 /2. In order to determine an upper limit for energy conversion of the proposed concept, the coefficient of performance ̃P is defined as the ratio of the mechanical turbine power and the available power
5)
with the dimensionless density ratio ∶= / , the aspect ratio Λ ∶= / , the dimensionless vessel speed ̃∶=̃/, the dimensionless ocean current ̃∶=̃/̃ and the dimensionless turbine area ̃T ∶= T /̃( ). The sail area as well as the wetted area of the vessel scale with the length of the vessel . In a previous publication [16] the results of a market survey and the corresponding scaling laws were presented. To generally assess the assigned uncertainty of the estimated scaling law ̂, we calculate the corresponding 95%-prediction interval according to Sachs [30] and gain an upper and lower bound for all predictions
with the root mean square MSE = √∑
, the average of the input factor ̅ and the -statistics, which is a function of the number of samples . The prediction interval is small if the MSE is small, the input factor 0 is close to the average ̅ and the number of samples is high. Fig. 4 shows the scaling laws of sail and wetted vessel area with their respective 95%-prediction interval. Using these scaling laws a multitude of possible systems can be described with respect to their energetic efficiency. An energetic white-box model of the system is gained.
VESSEL LENGTH in
Economic system analysis
To evaluate the economic quality the method of net present value is used in this paper. The method discounts all cash flows to a specific point of time to consider the time value of money. If the NPV is positive, one will pursue an investment and if the NPV is negative one will not. Investors in general are considered indifferent with regard to an investment, if the NPV = 0. According to Brockhoff [31] and Schneider [32] the first discounting formula has been used by Stevin [33] in 1582 but the first juristic and economic justification of the net present value method has been presented by the famous mathematician Leibniz [34] in 1682. The method of net present value reads NPṼ = (
7)
with the periodic cash flows ̇, which can further be divided into the periodic revenue ̇ and the periodic costs ̇, the operational time and the rate of interest . If one further assumes the periodic revenues and costs as time-independent, one can calculate the NPV with the annuity present-value factor AP ̃, which is the reciprocal of the capital recovery factor C ̃= (1 ) ((1 ) − 1) ⁄ . While the initial costs ̃0 cover all the investment costs, the periodic costs cover the operation and maintenance (O&M) costs, which can be calculated as the percentage ̃ of the investment costs ̃0 , ̇=̃̃0
With these assumptions the NPV method turns over into the annuity method so that one is able to calculate the periodic profit ̇ as the difference of the periodic revenue and the periodic costs
The periodic revenue is generated through the sale of the periodically converted hydrogen ̇=̃̇H
2̃H2
, with the capacity factor ̃∶ =̃/ as the ratio of the periodic system operation time ̃ and the periodic total time . The periodic revenue depends on the market price for hydrogen ̃H 2 . To assess the techno-economic quality of an energy conversion technology, one calculates not the periodic revenue nor the net present value but the levelized production costs, which is the critical price of hydrogen for cost neutrality. Low levelized costs indicate a high techno-economic system quality. It is here referred to as "techno-economic" because the levelized costs of hydrogen LCOH considers on the one hand the investment and O&M-costs of the technology and on the other hand the periodically converted hydrogen, which depends on the energetic efficiency. Consequently, a hydrogen providing technology has small LCOH for a low investment and O&M costs, high system utilization and high system efficiency. Mathematically, the LCOH result of the condition NPṼ = ! 0, so that equation (2.9) reads 0 =̃̇H 2 LCOH −. Hence, the levelized costs can be calculated as In order to describe not only one but a multitude of possible systems, another market survey has been performed to derive scaling laws for the investment costs of the involved system components. Figure 5 shows the scaling laws for vessel, turbine, desalinator, electrolyser and compressor with their respective 95%-prediction interval. As can be seen in Fig. 5 the vessel costs scale with the vessel length, the turbine costs with the turbine area and the desalinator, electrolyser and compressor with their respective consumed power. An economic white-box model results. Looking back on the system analysis, one can see several commonalities of the performed energetic and economic analysis, i.e. the usage of first principles in engineering and basic models in economics. In both cases, empirical scaling laws are used to describe a multitude of possible systems.
Uncertainty assignment
The system analysis is performed using random variables. As the last step of the system analysis, these random variables are now assigned to adequate PDFs in order to mathematically model the corresponding input uncertainty. In this paper the three following PDF's are used:
i.
Uniform distribution A random variable ~( , ) is uniformly distributed in the interval [ , ]
with < and , with the probability density function PDF
(2.12)
A uniform distribution is used if the input quantity can be assumed to appear in a specific interval with the same probability.
ii.
Normal distribution
A random variable ~ ( , ) is normally distributed with the expected value and the standard deviation and , with the symmetric PDF
A normal distribution is used to describe random processes which scatter around the expected value.
iii. -distribution A random variable ~( ) is -distributed with the degree of freedom . The PDF is given by
Γ√ ( 2 ) (1
14)
with the gamma function Γ. The -distribution plays an important role for the construction of confidence and prediction intervals and converges to the normal distribution for ∞. Thus, if the sample size is small and the standard deviation is unknown, a greater uncertainty is assumed in comparison to an assumed normal distribution. Table 1 shows the assigned PDF to the uncertain model parameters. The characteristic values of each PDF are based on literature reviews, market surveys and expert opinions. Following the initial outlined motivation the concept has been energetically described by deriving a physical model and applying first principles, which leads to a physically based upper limit for energy conversion of the fluid system. The method of net present value has been used to describe the system economically. The LCOH has been identified as the objective for techno-economic optimal system design. The analysis has been performed assuming uncertain input factors instead of deterministic ones. Finally, empirical scaling laws have been presented in the energetic and economic system analysis as the result of market surveys and literature reviews to describe not only one, but a multitude of possible systems. Due to the imperfection of this data the respective 95%-prediction interval has been calculated to address the data uncertainty. In the last step the uncertain inputs are mathematically modelled by adequate PDFs. Thus, one yields a broad system description concerning the combined energetic and economic system quality under uncertainty. In the next step the optimal of these possible systems is identified.
Stochastic optimization
Since uncertain model parameters have been considered in the second step, the optimization turns over into a stochastic optimization problem. The beginning of the mathematic field of stochastic programming goes back to Dantzig [35] , who published a paper dealing with an linear optimization problem under uncertainty in 1955. Nowadays, the work of Kall [36] and Birge [37] are well known as standard literature in the field of stochastic optimization. Wets [38] gives as general form of a stochastic optimization problem
15)
with the expected value , the objective function 0 subjected to the constraints consisting of the equalities and inequalities . The random variable vector is denoted as ̃. Generally, the constraints specify the considered system. Numerous methods for decision making under uncertainty can be found in several reviews [39] [40] [41] [42] [43] , e.g. the Bernoulli-principle, the concept of stochastic dominance, downside-risk and mean-variance analysis. Nevertheless, the application specifies the chosen concept of decision making under uncertainty. A common ground of all methods is the statement of a utility function Ξ that is minimized or maximized. In this paper two different utility functions are derived and thus gain two different techno-economic optimization functions. If one recalls the objective of gaining minimal LCOH , this thought leads inevitably to the framework of expected value. This idea goes back to Bernoulli's work in 1738 for the assessment of gambling [44] , which is nowadays referred to as the scientific fundamentals of normative decision-making. Later, Bernoulli's idea was revisited by von Neumann and Morgenstern [45] , who were able to derive the axiomatic foundations of his approach. Thus, the framework of the expected value is often referred to as the Bernoulli-Principle or the Neumann-Morgenstern-utility. Consequently, the first utility function is defined as 16) and the corresponding objective function is in Ξ 1 . The second utility function addresses the involved risk that goes hand in hand with a possible investment. In financial analysis, the cumulative distribution function CDF of the objective function is referred to as the risk profile [46] . If an agent is risk averse, he might pursue a system design with greater LCOH but a lower assigned involved risk of exceeding the expected value. Because the involved risk only refers in this case to one side of the risk profile, often used methods of risk approximation using the variance of the risk profile are not suitable. Thus, the method of lower-partial-moments is used here. The method was scientifically first introduced by Bawa [47] and Jean [48] and later revisited by Fishburn [49] , who presented the method in its most general way. The lower-partial-moment LPM( , ) of the degree and the reference value is defined as
The LPM of degree = 0 is equal to the cumulative probability of the reference value ,
In order to address the involved risk, the second utility function is defined as a combination of the expected value and the zero-order LPM with the reference value {LCOH } Ξ 2 ∶= {LCOH } − ⋅ LPM(0, {LCOH }).
(2.18)
It can be seen that the objective function is "rewarded" for greater cumulative probabilities of the expected values. The corresponding optimization objective is in Ξ 2 .The weighting factor specifies the degree of risk aversion of an agent. The greater one chooses , the more important becomes the cumulative probability of the expected value in contrast to the expected value itself. Obviously, for = 0 the utility function Ξ 2 becomes the first utility function Ξ 1 . The constraints of the respective stochastic optimization problem consists of all the equations found in the second step of the MPSA, the system analysis. Because the system was analyzed energetically and economically, the constraints consist of these equations and forms therewith the stochastic techno-economic optimization problem. The two optimization problems are solved using Monte-CarloSimulations. The decision variables are the two design parameter vessel length and the turbine area T . The results of the optimization are shown in Fig. 7 for the two optimization functions and varying values of . The results of the objective function Ξ 1 (Bernoulli principle) can be seen in Fig. 7 (left) with the specific optimal design specified by Ξ 1, n . The results have the shape of the deterministic optimal system, which has been presented in a previous paper [16] with the obvious disadvantage of missing robustness. The dispersion of the data is due to the statistics of the MonteCarlo-Simulations. The optimal system designs for the objective function Ξ 2 (Combination of expected value and LowerPartial-Moment) differ greatly according to their respective weighting factors . It can be seen, that the spread of the results increase for increasing weighting factors so that an agent faces greater indifference in choosing the optimal system. It shall be mentioned here that the absolute numbers of the objective Ξ 2 have no techno-economic meaning, whereas the objective Ξ 1 does. The defined objective Ξ 2 is only interpretable to determine the optimal system design under consideration of the involved risk. For instance, it can be seen that no difference of the optimal systems Ξ 2, n ( = 0) and Ξ 2, n ( = 0) exists. On the right side of Fig. 7 , one can see the respective CDFs of the optimal solutions found and the corresponding expected value. It can be seen that the expected value of Ξ 1, n is the smallest, but the cumulative probability of the expected value is smaller compared to all other optimal systems. The figure also shows the increase of the cumulative probability of the expected value for the optimal solutions Ξ 2 . But on the other hand this increase goes hand in hand with an increasing expected value. Thus, one is able to model the investment behavior of an agent by finding an appropriate weighting factor , e.g. a stringent riskaverse investment behavior can be modeled by choosing a great weighting factor . With this method, a specific technoeconomic optimal system design can be assigned to every agent.
For the further analysis the system consideration is set to the optimal solution Ξ 2, n ( = 0), which is further evaluated in the last step of the method, the sensitivity analysis.
Sensitivity analysis
In the last step of the MPSA method dominant input parameters are identified, the model quality is assessed and the cause and effect relationship of the model is revealed. The optimal system has been identified in the second step and the accompanying risk profile is known. Methods of sensitivity analysis provide information of how the uncertainty in the model output (risk profile) can be assigned to the different sources of uncertainty in the model input. Therefore, different methods exist and can be found in several reviews [50] [51] [52] [53] . The most common methods are the method of variance-based sensitivity analysis (VBSA) and density-based sensitivity analysis DBSA. VBSA approximates uncertainty reduction as the reduction of variance for conditional and unconditional distribution functions and refers therewith to a symmetric statistical moment. This can lead to misleading results, if out-or input distributions are not symmetric but skewed. Several examples can be found in the literature [50, 54, 55] as well as a recently published paper by the first and second author and Platzer [56] , which presents this phenomenon on the here shown energy converter, treated as a deterministic optimization problem. DBSA on the other hand considers the entire output distribution and thus, does not refer to a statistical moment. Based on the advantage of momentindependence, only DBSA methods are considered here. The general form of a density-based sensitivity-index , measuring the influence of the -th parameter for uncertainty reduction, is given by Pianosi et. al. [53] = stat div r nc ( | | = ), (2.19) with the unconditional PDF of the model output and the conditional PDF of the model output | = . The conditional PDF describes the PDF of the model output if the uncertainty of the input factor disappears. The term 'stat' refers to some statistics, e.g. max, mean or median and 'divergence' denotes the divergence of the unconditional and conditional PDF. For instance, the -sensitivity method defines uncertainty as the area enclosed by unconditional and conditional PDFs [57] . In this paper the recently published PAWN method (named by the developers) is used, which uses the so called Kolmogorov-Smirnov statistics KS as uncertainty approximation [58] [59] [60] . The KS is attributed to Kolmogorov [61] and is a scale-invariant geometrically interpretable quantity that considers the maximum distance between conditional and unconditional CDFs
The sensitivity index is defined as the median of all calculated KS statistics. Thus, high scatterings of the conditional CDFs around the unconditional CDF implies a high sensitivity of the considered input variable
The sensitivity indices can be seen sorted according to their respective influence and are shown in Fig. 8 (left) with their corresponding 95%-confidence intervals. This process is called factor prioritization. It can be seen that a reduction of the lift coefficient uncertainty ̃L and the vessel drag coefficient uncertainty ̃D will have the most significant impact on the uncertainty of the levelized costs LCOH .
Fig. 8
Factor prioritization and exemplary illustration of the unconditional and conditional CDFs as well as scatter plots for a significant and a less significant input factor Fig. 8 (right) shows as an illustrative example for two input factors, the relevant input factor ̃L and the less relevant input factor ̃T the unconditional CDF L H and the respective conditional CDFs. It can be seen on the example of the significant input factor ̃L, that the unconditional CDFs scatter greatly around the conditional one, implying that the model output reacts very sensitive on input factor variations. This can also be seen on the corresponding scatter plot, also shown in Fig. 8 . The model output decreases significantly for increasing lift coefficients. In contrast, the conditional CDFs of the turbine efficiency factor do not vary that much. It can also be seen on the scatter plot that the model output does not react very sensitive to variations of the turbine efficiency factor.
CONCLUSION
In this paper the method of multi-pole system analysis (MPSA) is presented in its most general form and also applied to an innovative wind-energy converter. The method consists of the four steps of (i) system synthesis, (ii) system analysis under uncertainty, (iii) stochastic optimization and (iv) sensitivity analysis. The first step provides answers on the question of the considered framework of the system. The topology of the system is defined and a superior system model is achieved showing all the coupling effects of the modeled criteria. These coupling effects already impressively verify that an isolated system consideration is not suitable. In the second step, domain specific white-box models are derived by applying e.g., first principles in the technical domain or fundamental models in the economic domain. Empirical scaling laws, based on market surveys, literature review or expert opinions are used to describe not only one but a multitude of possible systems. In this paper we present for the first time a system analysis under uncertainty, using the probabilistic approach. Thus, each uncertain input factor is mathematically modeled using an adequate probability density function. In the third step, the optimal system of all described ones is identified by deriving a stochastic optimization problem, which consists of an objective function according to an agents preferences subjected to all the constraints, which have been found in the second step. By doing so, one is guided in a structured manner to a complete optimization problem which is solved here using Monte-Carlo-Simulations. The cause-and effect relationship, dominant input factors and the model quality is assessed by using methods of sensitivity analysis in the last step of the method. The results reveal how the uncertainty of the model output can be assigned to the uncertainty of the model inputs.
The method is presented in this paper on the example of an innovative wind-energy converter, which makes vast ocean wind energy accessible. It can be seen, that only a simultaneous consideration of energetic and economic aspects leads to a truly optimal system design. Due to the incorporation of uncertainty in the stage of early system design, different optimal systems are presented according to an agents preferences. It is shown that the optimal system design, resulting of the minimization of the expected utility differs greatly from the optimal system that provides minimal investment risk. Also, due to the incorporation of uncertainties, the disadvantage of missing robustness of the previous deterministic optimal system design is overcome.
