Audio to visual speech conversion by Feldhoffer, Gergely
Audiotovisualspeechconversion
GergelyFeldhoﬀer
Athesissubmittedforthedegreeof
DoctorofPhilosophy
DOI:10.15774/PPKE.ITK.2010.007
Scientiﬁcadviser:
Gy¨orgyTak´acs
FacultyofInformationTechnology
InterdisciplinaryTechnicalSciencesDoctoralSchool
P´azm´anyP´eterCatholicUniversity
Budapest,2010
DOI:10.15774/PPKE.ITK.2010.007
Contents
1 Introduction 3
1.1 Deﬁnitions................................... 3
1.1.1 Components ............................. 4
1.1.2 Qualityissues............................. 5
1.2 Applications.................................. 6
1.2.1 Synface................................ 6
1.2.2 Synthesisofnonverbalcomponentsofvisualspeech........ 7
1.2.3 Expressivevisualspeech....................... 7
1.2.4 Speechrecognitiontoday...................... 7
1.2.5 MPEG-4 ............................... 8
1.2.6 Facerendering............................ 8
1.3 Openquestions................................ 9
1.4 Theproposedapproachofthethesis.................... 9
1.5 Relateddisciplines.............................. 10
1.5.1 Speechinversion........................... 10
1.5.2 Computergraphics.......................... 10
1.5.3 Phonetics............................... 10
2 Motivationandthebasesystem 11
DOI:10.15774/PPKE.ITK.2010.007
2.1 SINOSZproject................................ 11
2.1.1 Apracticalview........................... 11
2.2 Lucia...................................... 12
2.3 Thebasesystem............................... 12
2.3.1 Databasebuildingfromvideodata................. 12
2.3.2 Audio................................. 12
2.3.3 Video................................. 14
2.3.4 Training................................ 14
2.3.5 Firstresults.............................. 16
2.3.6 Discussion............................... 16
2.4 JohnnieTalker................................ 17
2.5 Extendingdirectconversion......................... 17
2.5.1 DirectATVSandco-articulation.................. 17
2.5.2 Evaluation.............................. 19
i
i CONTENTS
3 Naturalnessofdirectconversion 21
3.1 Method.................................... 21
3.1.1 Introduction............................. 21
3.1.2 Audio-to-visualConversion..................... 21
3.1.3 Evaluation.............................. 25
3.1.4 Results................................ 26
3.1.5 Conclusion.............................. 29
3.1.6 Technicaldetails........................... 30
3.2 Thesis..................................... 32
3.2.1 Novelty................................ 32
3.2.2 Measurements ............................ 32
3.2.3 Limitsofvalidity........................... 32
3.2.4 Consequences............................. 32
4 Temporalasymmetry 35
4.1 Method.................................... 35
4.1.1 Introduction............................. 35
4.1.2 Resultsandconclusions....................... 40
4.1.3 MultichannelMutualInformationestimation........... 44
4.1.4 Durationofasymmetry....................... 46
4.2 Thesis..................................... 47
4.2.1 Novelty................................ 47
4.2.2 Measurements ............................ 47
4.2.3 Limitsofvalidity........................... 48
4.2.4 Consequences............................. 48
5 Speakerindependenceindirectconversion 51
5.1 Method.................................... 51
5.1.1 Introduction............................. 51
5.1.2 Speakerindependence........................ 53
5.1.3 Conclusion.............................. 55
5.2 Thesis..................................... 56
5.2.1 Novelty................................ 56
5.2.2 Measurements ............................ 56
5.2.3 Limitsofvalidity........................... 56
5.2.4 Consequences............................. 56
6 Visualspeechinaudiotransmittingtelepresenceapplications 57
DOI:10.15774/PPKE.ITK.2010.007
6.1 Method.................................... 57
6.1.1 Introduction............................. 58
6.1.2 Overview............................... 58
6.1.3 Facemodel.............................. 59
6.1.4 Visemebaseddecomposition.................... 60
6.1.5 Voicerepresentation......................... 63
DOI:10.15774/PPKE.ITK.2010.007
6.1.6 Speexcoding............................. 63
6.1.7 Neuralnetworktraining....................... 64
6.1.8 Implementationissues........................ 65
6.1.9 Results................................ 65
6.1.10 Conclusion.............................. 68
6.2 Thesis..................................... 68
6.2.1 Novelty................................ 70
6.2.2 Measurements ............................ 70
6.2.3 Consequences............................. 70
Acknowledgements
DOI:10.15774/PPKE.ITK.2010.007
IwouldliketothankthehelpofmysupervisorGy¨orgyTak´acs,andmy
actualandformercoleaguesAttilaTihanyi,Tam´asB´ardi,Tam´asHarczos,
B´alintSrancsik,andBal´azsOroszi.Iamthankfulformydoctoralschoolfor
providingtoolsandcaringenvironmenttomywork,especialypersonaly
forJuditNy´eky-GaizlerandTam´asRoska.
IamalsothankfulforIv´anHeged˝us,GergelyJung,J´anosV´ıg, M´at´eT´oth,
G´abor D´aniel“Szasza”Szab´o, Bal´azs B´anyai, L´aszl´o M´esz´aros,Szilvia
Kov´acs,SoltBucsiSzab´o,AttilaKrebszandM´artonSelmecistudents,who
participatedinourresearchgroup.
Myworkwouldbelesswithoutthediscussionswithvisualspeechsynthesis
expertsasL´aszl´oCzap,TakaashiKuratateandSashaFagel.
IwouldliketothankalsomyfelowPhDstudentsandfriends,especialyto
B´ela Weiss,GergelySo´os,A´d´amR´ak,Zolt´anFodr´ozci,GauravGandhi,
Gy¨orgyCserey, R´obert W´agner, CsabaBenedek,Barnab´asHegyi, E´va
Bank´o,Krist´ofIv´an,G´aborPohl,B´alintSass,M´artonMih´altz,FerencLom-
bai,NorbertB´erci,A´kosTar,J´ozsefVeres,Andr´asKiss,D´avidTisza,P´eter
Vizi,Bal´azsVarga,L´aszl´oF¨uredi,BenceB´alint,L´aszl´oLaki,L´aszl´oL˝ovei
andJ´ozsefMihaliczafortheirvaluablecommentsanddiscussions.
Ithanktheendlesspatienceandhelpfulnessto MrsVida,L´ıviaAdorj´an,
MrsHaraszti,MrsK¨ormendy,GabrielaRumi,MrsTihanyiandMrsMikesy.
Ialsothankthesupportofthetechnicalstaﬀoftheuniversity,especialy
P´eterTholt,Tam´asCsilagandTam´asRec.
AndﬁnalybutnotleastIwouldliketothankthepatientandlovingsupport
ofmywifeBernadettandmyfamily.
Abstract
DOI:10.15774/PPKE.ITK.2010.007
Inthisthesis,Iproposenewresultsinaudiospeechbasedvisualspeechsynthesis,
whichcanbeusedashelpforhardofhearingpeopleorincomputeraidedanimation.
Iwildescribeasynthesistoolwhichisbasedondirectconversionbetweenaudioand
videomodalities.Iwildiscussthepropertiesofthissystem,measuringthespeech
qualityandgivesolutionsforoccurrentdrawbacks.Iwilshowthatusingadequate
trainingstrategyiscriticalfordirectconversion. AttheendIconcludethatdirect
converisoncanbeusedaswelasotherpopularaudiotovisualspeechconversions,and
itiscurrentlyignoredundeservedlybecauseofthelackofeﬃcienttraining.
1
DOI:10.15774/PPKE.ITK.2010.007
Chapter1
Introduction
Audiotovisualspeechconversionisanincreasinglypopularapplicableresearchﬁeld
today. MainconferencessuchasInterspeechorEurasipstartednewsectionsconcerning
multimodalspeechprocessing,Interspeech2008heldaspecialsessiononlyforaudioto
visualspeechconversion.
Possibleapplicationsoftheﬁeldarecommunicationaidingtoolsfordeafandhard
ofhearingpeople[1]bytakingadvantageofthesophisticatedlip-readingcapabilities
ofthesepeople,orlip-syncapplicationsintheanimationindustry,incomputeraided
animationsaswelasinreal-timetelepresencebasedvideogames.InthisthesisIwil
describesolutionsforbothoftheseapplications.
InthischapterIwilshowtheactualstatusofthetopic, motivationsandstate
ofthearttechniques. Tounderstandthischapterbasicspeechandsignalprocessing
knowledgeisneeded.
1.1 Deﬁnitions
Speechisamultimodalprocess.Themodalitiescanbeclassiﬁedasaudiospeechand
visualspeech.Iwilusethefolowingterms:
Visualspeechisarepresentationoftheviewofafacetalking.
Visualspeechdataisthemotioninformationofvisiblespeechorgansinanyrepre-
sentation.
Phonemeisthebasicmeaningdistinctivesegmentalunitoftheaudiospeech.Itis
languagedependent.
Visemeisthebasicmeaningdistinctivesegmentalunitofthevisualspeech.Also
languagedependent.Therearevisemesbelongingtophonemes,andtherearephonemes
whichdonothavevisemeinparticular,becausethephonemecanbepronouncedwith
morethanonewaysofarticulation.
Automaticspeechrecognition(ASR)isasystemoramethodwhichcanextract
phoneticinformationfromaudiospeechsignal.Usualyaphonemestringisproduced.
Audiotovisualspeech(ATVS)conversion
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systemsaretocreateananimationofa
faceaccordingtoagivenaudiospeech.
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Figure1.1:Taskofaudiotovisualspeech(ATVS)conversion.
DirectATVSisanATVSwhichmapsaudiorepresentationtovideorepresentation
byapproximation.
DiscreteATVSisanATVSwhichusesclassiﬁcationintodiscretecategoriesinorder
toconnectthemodalities.Usualyphonemesandvisemesareused.
ModularATVS isanATVSwhichcontainsASRsubsystem,andphoneme-viseme
mappingsubsystem. ModularATVSsystemsareusualydiscrete.
AVmappingisaninput-outputmethodwheretheinputisaudiodatainanyrep-
resentationandtheoutputisvisualdatainanyrepresentation.InadiscreteATVS,
AVmappingisaphoneme-visememapping,inadirectATVSthisisanapproximator.
1.1.1 Components
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EachATVSconsistoftheaudiopreprocessor,theAV(audiotovideo)mapping,and
thefacesynthesizer. Themoststraightforwardmethodisthejaw-openingdrivenby
speechenergy,thissystemiswidelyusedinon-linegames,sotheaudiopreprocessorisa
frame-by-frameenergycalculationexpressedindB,theAVmappingisalinearfunction,
whichmapstheonedimensionalaudiodatatotheonedimensionalvideoparameter,
thejawopening.Thefacemodelisusualyavertexarrayoftheface,andbymodifying
theverticesofthejawthefacesynthesisisdone.Inbelowmoresophisticatedcases
wilbedetailedwherenaturalnessandinteligibilityareissues.
Recentresearchactivitiesareonspeechsignalprocessing methodsspecialyfor
lip-readablefaceanimation[2],facerepresentationandcontrolermethod[3],andcon-
vincinglynaturalfacialanimationsystems[4].
1.1.2Qualityissues 5
Audiopreprocessing
Thesesystemsusefeatureextractionmethodstogetusefulandcompactinformation
fromthespeechsignal.Themostimportantaspectsofqualityherearetheextracted
representationdimensionalityandcoveringerror. Forexamplethespectrumcanbe
approximatedbyafewchannelsofmelbandsreplacingthespeechspectrumwitha
certainerror.Inthiscasethedimensionalityisreducedgreatlybyalowingcertainnoise
intherepresenteddata.Databasesforneuralnetworkshavetoconsiderdimensionality
asaprimaryaspect.
Audiopreprocessingmethodscanbeclusteredinmanyaspectsastimedomainor
frequencydomainfeatureextractors,approximationorclassiﬁcation,etc. Adeeper
analysisofaudiopreprocessingmethodsconcerningaudiovisualspeechispublished
by[5]resultingthemainapproachesareapproximatelyequalywel.Thesetraditional
approachesaretheMelFrequencyCepstralCoeﬃcients(MFCC)andLinearPrediction
Coding(LPC)basedmethods.AquiteconvenientpropertyofLPCbasedvocaltract
estimationisthedirectconnectiontothespeechorgansviathepipeexcitationmodel.
ItseemstobeagoodideatousevocaltractforATVSaswelbutaccordingto[5]it
hasnotsigniﬁcantlymoreusabledata.
AV mapping
Inthisstepthemodalitiesareconnected,visualspeechdataisproducedfromaudio
data.
Therearediﬀerentstrategiesforperformingthisaudiotovisualconversion.Oneap-
proachistoexploitautomaticspeechrecognition(ASR)toextractphoneticinformation
fromtheacousticsignal.Thisisthenusedinconjunctionwithasetofcoarticulation
rulestointerpolateavisemicrepresentationofthephonemes[6,7]. Alternatively,a
secondapproachistoextractfeaturesfromtheacousticsignalandconvertdirectly
fromthesefeaturestovisualspeech[8,9].
Facesynthesis
Inthisstepthevisualspeechrepresentationisappliedtoafacemodel.Usualysepa-
ratedtotwoindependentpartsasfacialanimationrepresentationandmodelrendering.
Thefacerepresentationmapsthequantitativedataonfacedescriptors.Anexampleof
thisistheMPEG-4standard.Facerenderingisamethodtoproducepictureoranima-
tionfromfacedescriptions.Theseareusualycomputergraphicsrelatedtechniques.
1.1.2 Qualityissues
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AnATVScanbeevaluatedondiﬀerentaspects.
-naturalness:howmuchisthesimilarityoftheresultoftheATVSanda
realpersonsvisualspeech
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-inteligibility:howtheresulthelpsthelip-readertounderstandthecontent
ofthespeech
-complexity:thesystemsoveraltimeandspacecomplexity
-trainability:howeasyistoenhancethesystem’sotherqualitiesbyexam-
ples,isthisprocessfastorslow,isitadaptableorﬁxed
-speakerdependency:howthesystemperformancevariesbetweendiﬀerent
speakers
-contextdependency:howthesystemperformancevariesbetweenspeech
contents(eg.asystem,whichtrainedonmedicalcontent, mayperform
pooreronﬁnancialcontent)
-languagedependency:howcomplexistoportthesystemtoadiﬀerent
language. Thereplacementofthedatabasecanbeenough,ormayrules
havetobechanged,eventhepossibilitycanbequestionable.
-acousticalrobustness:howthesystemperformancevariesindiﬀerentacous-
ticenvironments,likehighernoise.
1.2 Applications
InthissectionIdescribesomeoftherecentsystems,andgiveashortdescriptionof
theminthequalityaspectsdetailedabove.
1.2.1 Synface
DOI:10.15774/PPKE.ITK.2010.007
AnexampleofATVSsystemsistheSynface[1]ofKTH,Sweden. Thissystemisde-
signedforhearingimpairedbutnotdeafpeopletohandlevoicecalsonphone.Thesys-
temconnectsthephonelinetoacomputer,whereaspeechrecognitionsoftwaretrans-
latestheincomingspeechsignaltoatimealignedphonemesequence. Thisphoneme
sequenceisthebasisoftheanimationcontrol.Eachphonemeisassignedtoaviseme,
andtherecognizedsequencemakesastringofvisemestoanimate.Thespeechrecog-
nitionsubsystemnotjustrecognizesthephonemebutmakesthesegmentationalso.
Thevisemesequencetimedbythissegmentationinformationgivestheﬁnalresultof
theAVmapping,usingarule-basedstrategy. Therulesetiscreatedbyexamplesof
Swedishmultimodalspeech.
Thissystemisdeﬁnitelylanguagedependent,itusestheSwedishphonemeset,
aSwedishASR,andarulesetbuiltonSwedishexamples. Ontheotherhandthe
systemperformsverywelinaspectsofinteligibility,acousticalrobustness,speaker
andcontextdependency.
1.2.2Synthesisofnonverbalcomponentsofvisualspeech 7
1.2.2 Synthesisofnonverbalcomponentsofvisualspeech
Anexampleofaudiotovisualnon-verbalspeechestimationisthesystemofGregor
HoferandHiroshiShimodaira[9].Theirsystemtargetstoextractthecorrecttimeof
blinkinspeech. Theaudiopreprocessinginthissystemconcentratesonnon-verbal
components,suchasrhythm,andintonation.Comparedtoactualvideos,theoriginal
audiosignalwasusedtotesttheprecisionoftheestimation,whichwasabove80%with
adecenttimetolerationof100ms.Itisimportantthattherearetwokindsofblink,
oneoftheregulareyecare,fastblink,andtheotheristhenon-verbalvisualspeech
componentemphasizedblink.Ofcoursethisworkwasfocusedthesecondvariant.
1.2.3 Expressivevisualspeech
Thisﬁeldchangedthenamefrom“Emotionalspeech”to“Expressivespeech”because
ofpsychologicalreasons.Expressivespeechtargetstosynthesizeorrecognizeemotional
expressionsinspeech.Expressingemotionsisveryrelevantinvisualspeech.
Ishowtwoapproachestotheﬁeld.PietroCosielalworkonthevirtualhead“Lucia”
[10]toconnectanexpressiveaudiospeechsynthesizerwithavisualspeechsynthesizer.
Thistextbasedsystemcanbeusedasanaudiovisualagentonanyinteractivemedia
wheretextcanbeused.Forexpressivevisualspeechitusesvisemesfortextualcontent
andfourbasicemotionalstatesofthefaceasexpressivespeechbasis.Theyworkona
naturalblendingfunctionofthesestates.
SashaFagelworksonexpressivespeechinabroadsense[11].Hecreatedamethodto
helpcreatingexpressiveaudiovisualdatabasesbyleadingthesubjectthroughemotional
stagestoreachthedesiredlevelofexpressiongradualy.Thiswayitispossibletorecord
emotionalyneutralcontent(eg.“ItwasonFriday”)articulatedwithjoyoranger.The
trickistorecordthesentencemultipletimesandinsertingemotionalyrelevantcontent
betweentheoccurrences.Oneexamplecouldbethesequence“Troublehappenalways
withme!ItwasonFriday. Whatdoyouthinkyouare?!ItwasonFriday.Ihateyou!
ItwasonFriday.” Thismethodgivesthespeakertheguidetoexpressangerwhich
gradualyincreasesinexpressiveness.Thedatabasewilcontainonlytheoccurrences
ofemotionalyneutralcontent.
1.2.4 Speechrecognitiontoday
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Asof2010,afteradecade,thehegemonyofHiddenMarkovModel(HMM)basedASR
systems[12]isstilstanding. Thisapproachusesalanguagemodelformulatedwith
consecutiveness-functions,andapronouncationmodelwithconfusionfunctions.
ThemainreasonofthepopularityofHMMbasedASRsystemsistheeﬃciencyof
handlingmorethousandsofwordsinaformalgrammar.Thisgrammarcanbeusedto
focusthevocabularyaroundaspeciﬁctopictoincreasethecorrectnessandreducing
thetimecomplexity.HMMcanbetrainedtoaspeciﬁcspeakerbutalsocanbetrained
onlargedatabasestoworkspeakerindependent.
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Figure1.2: MouthfocusedsubsetoffeaturepointsofMPEG-4.
1.2.5 MPEG-4
MPEG-4isastandardforfacedescriptionforcommunication.ItusesFeaturePoints
(FP)andFacialAnimationParameters(FAP)todescribethestateoftheface. The
constantpropertiesofafacealsocanbeexpressedinMPEG-4,forexamplethesizes
inFAPU.
TheusageofMPEG-4istypicalinmultimediaapplicationswhereaninteractiveor
highlycompressedpre-recordedbehaviorofafaceisneeded,suchasvideogamesor
newsagents.OneofthemostpopularMPEG-4systemsisFacegen[13].
Forvisualspeechsynthesis MPEG-4isafairchoicesincethereareplentyofim-
plementationsandresources.Thedegreeoffreedomaroundthemouthisclosetothe
actualneeds,buttherearefeatureswhichcannotbemodeledwithMPEG-4,suchas
inﬂation.GerardBailyetalshowedthatusingmorefeaturepointsaroundthemouth
canincreasenaturalnesssigniﬁcantly[14].
1.2.6 Facerendering
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Thetaskofthesynthesisofthepicturefromfacedescriptorsisfacerendering.Usualy
3Denginesareused,but2Dsystemsarealsocanbefound. Thespectrumofthe
approachesandimagequalitiesisverywidefromeﬃcientsimpleimplementationsto
musclebasedsimulations[4].
Mostofthefacerenderersuse3Daccelerationandvertexarraystointerpolate,
whichisafairlyacceleratedoperationintoday’svideocards.Inthiscaseafewgiven
vertexarrayrepresentgivenphasesoftheface,andusinginterpolationtechniques,the
statusofthefacecanbeexpressedasaweightedsumofthepropervertexarrays.The
resultingstatecanbetexturedandlightedjustasoneoftheoriginaldesignedfacial
phases.
1.3. OPENQUESTIONS 9
1.3 Openquestions
Itisclearthatfacemodelingandfacialanimation —subtasksofaudiotovisualspeech
conversion —arestilevolvingbutmainlyadevelopmentﬁelds,butthereareexam-
plesofresearchareas,suchasapproximationofthehumanskin’sphysicalproperties,
connectionofthemodalities,evaluationofAVmapping,whatisspeakerdependentin
thearticulation,whatistheminimalnecessarydegreesoffreedomforperfectfacial
modeling.
Mymotivationscovertheapplicableresearchontheconnectionbetweenthemodal-
ities.Thisisalsoanopenquestion.Thereareconvenientargumentsforthephysical
relationbetweenthemodalities:thespeechorgansareusedbothforaudioandvisual
speech,althoughsomeofthemarenotvisible.Theremustarephysicaleﬀectsofthe
visiblespeechorganstotheaudiospeech.
Ontheotherhand,therearephenomenawheretheconnectionbetweenthemodal-
itiesareminimal.Speechdisorderscaneﬀecttheaudiospeechwithoutavisibletrace.
Ventriloquism(theartofspeakingwithoutlipmovement,usualyperformedwithpup-
petscreatingtheilusionofaspeakingpuppet)isalsoaninterestingexception.
ToavoidinconsistencyIturnedtotheclariﬁedtopicofaudiotovisualspeech
conversion.
1.4 Theproposedapproachofthethesis
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Thephysicalconnectionbetweenthemodalitiescangiveguidelinetoreachbasiccon-
versionfromaudiotovideo,butthisgoalisnotclearwithoutspeciﬁedaspectsof
qualities. Thenextchapterwildetailhowourresearchgroupmettheﬁeldthrough
theaidofdeafandhardofhearingpeople.Theirmainqualityaspectsoftheresulting
visualspeecharethelip-readability,andthenaturalness. Thiswaytheproblemcan
beredeﬁnedtosearchthemostappropriatevisualspeechforthegivenaudiospeech
signal,nottorestoretheoriginalvisualarticulation.
Thephysicalconnectioncanbeutilizedeasilythroughdirectconversion. Direct
ATVSsystemsarenotspeechrecognitionsystems,thetargetistoproduceananimation
withoutrecognizinganyofthelanguagelayersasphonemesorwords,asthispartof
theprocessislefttothelip-reader. Becauseofthis,ourATVSusesnophoneme
recognition,furthermorethereisnoclassiﬁcationpartintheprocess.Thisisthedirect
ATVS,avoidinganydiscretetypeofdataintheprocess.DiscreteATVSsystemsare
usingvisemesasthevisualmatchofphonemestodescribeagivenstateoftheanimation
ofaphoneme,andusinginterpolationbetweenthemtoproducecoarticulation.
Oneofthemostimportantbeneﬁtsofthedirectconversionisthechancetoconserve
nonverbalcontentofthespeechsuchasprosody,dynamicsandrhythm. ModularATVS
systemshavetosynthesizethesefeaturestomaintainthenaturalnessoftheresult.
1.5 Relateddisciplines
1.5.1 Speechinversion
Ourtaskissimilartospeechinversionwhichtendstoextractinformationfromspeech
signalaboutthestatesequenceofthespeechorgans.However,speechinversionaims
toreproduceeveryspeechorgantoexactlythesamestateasthespeakerusedhis
organs,witheveryspeakerdependentproperty[15,16].ATVSisdiﬀerent,thetargetis
toproducealip-readableanimationwhichdependsonlyonthevisiblespeechorgans
anddoesnotdependonthespeakerdependentfeaturesofthespeechsignal.
Speechinversionaimstorecoverthestatesequenceofthespeechorgansfromspeech.
Averysimplemodelandsolutionofthisproblemisthevocaltract. Recentresearch
onthisﬁeldconcernstonguemotionandmodelsinparticular.
1.5.2 Computergraphics
Synthesisofhumanfaceisachalengingﬁeldofcomputergraphics.Themainreason
ofthehighdiﬃcultyistheverysensitivehumanobserver.Thehumankinddeveloped
ahighlysophisticatedcommunicationsystemwithfacialexpressions,itisabasichu-
manskiltoidentifyemotionalandcontextualcontentfromaface. Anexampleof
cuttingedgefacesynthesissystemsistherenderingsystemofthemovieAvatar(2009)
wherethesystemparameterswereextractedfromactors[17]. Therearerecentscien-
tiﬁcresultsofeﬃcientvolumeconservingdeformationsoffacialskinbasedonmuscular
modeling[4]. These modernrenderingmethodscanreproducecreasingoftheface,
whichisperceptionalyimportant.
1.5.3 Phonetics
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ThescienceofphoneticsisrelatedtoATVSsystemsbytheASRbasedapproaches.
PhoneticalyinterestingareasaretheASRcomponent,thephonemestringprocessing,
therulesappliedonphonemestringstosynthesizevisualspeech,suchasinterpolation
rules,ordominancerules.
Thedetailsofarticulation,andtherelationofthephoneticcontentandthefa-
cialmusclecontrolsisthetopicofarticulatoryphonetics[18,19]. Thisﬁeldclassiﬁes
phonemesbytheirplacesofarticulation:labial-dental,coronal,dorsal,glottal.ATVS
systemsareawareofvisiblespeechorgans,solabial-dentalconsonantsareimportant,
alongvowelsandarticulationswithopen mouth. Forexamplethephoneme“l”is
identiﬁableofit’salveolararticulationsinceitisdonewithopenedmouth.
ArticulatoryphoneticshaveimportantresultsforATVSsystems,aswewilseethe
detailsofvisualspeechsynthesisfromphonemestrings.
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Chapter2
Motivationandthebasesystem
InthischapterIwildescribethemaintasksIhadtodealwith,showingthemotivation
ofmythesis.Iwildescribeabasesystemaswel.Thebasesystemitselfisnotpart
ofthecontributionofmythesis,althoughunderstandingthebasesystemisimportant
tounderstandingmymotivations.
2.1 SINOSZproject
TheoriginalprojectwithSINOSZ(NationalAssociationofDeafandHearingImpaired)
aimedamobilesystemtohelpdealingwithaudioonlyinformationsourcesforhard
ofhearingpeople. Theﬁrstideawastovisualizetheaudiodatainsomelearnable
representation,buttheassociationrejectedanyvisualizationtechniquewhichmustbe
learnedbythedeafcommunity,sothevisualizationmethodhadtobesomealready
knownrepresentationofthespeech. Wehadbasicalytwochoices,toimplementan
ASRtogettext,ortranslatetofacialmotion. Weexpectedmoreeﬃcientandrobust
qualityoffacialmotionconversionwiththecapabilitiesofamobiledevicein2004.
Thedevelopmentofthemobileapplicationwasinitiatedwiththeproject. The
mobilebranchoftheprojectisoutofthescopeofmythesis,althoughtherequirement
ofeﬃciencyisimportant.
2.1.1 Apracticalview
DOI:10.15774/PPKE.ITK.2010.007
WhenIstartedtoworkonaudiotovisualspeechconversion,afterexaminingsomeof
thesystemsinaspectsofrequirementsandqualitiesdetailedinthepreviouschapter,I
decidedtousedirectconversion.Themainreasoninthistimewastogetafunctional
andeﬃcienttestsystemassoonaspossibletohaveresultsandﬁrsthandexperience
withthehopeofsuﬃcialyeﬃcientimplementationlater.
Directconversioncanbedeployedonmobileplatformseasierthandatabasede-
pendentclassiﬁersystems. Notonlythecomputationaltimeismoderated,butthe
memoryrequirementsarealsolower.Choosingdirectconversionwastheoptionofthe
guaranteedpossibilityofthetestimplementationonthetargetplatform.
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2.2 Lucia
InthebeginningoftheprojectIconvincedtheteamtousedirectmappingbetween
modalities. Mytwoimportantreasonsweretheeﬃciencyandthelackoftherequire-
mentofalabeleddatabaseunlikeanASR.Sincewedidnothaveanyaudiovisual
databases(andevenin2009therearequitefewpubliclyavailable)wehadtothinkon
notonlythesystembutthedatabasealso. Directconversiondoesnotneedlabeled
datasomanualworkcanbeminimized,whichshortenstheproductiontime.
Sotheplannedsystemcontainedasimpleaudiopreprocessing(LPCorMFCC),a
directmappingtovideofromaudiofeaturevectorsviacode-bookorneuralnetwork,
andvisualizationoftheresultonanartiﬁcialhead. Wedidnothaveanyfacemodels,
neitherwantedtocreateone,sowewerelookingforanavailableheadmodel.
TheﬁrsttestsystemusedthetalkingheadofCosietal[10]caledLucia.Thehead
modelwasoriginalyusedforexpressivespeechsynthesis.ThesystemusedMPEG-4
FAPasinput,andgeneratedarun-timevideoinanOpenGLwindow,andexporting
invideoﬁleswasalsoavailable.
2.3 Thebasesystem
Thebasesystemisanimplementationofdirectconversion2.1.
2.3.1 Databasebuildingfromvideodata
Thedirectconversionneedspairsofaudioandvideodata,sothedatabaseshouldbe
a(maybelabeled)audiovisualspeechrecordingwherethevisualinformationisenough
tosynthesizeaheadmodel.Thereforewerecordedafacewithmarkersonthesubset
ofMPEG-4FPpositions,mostlyaroundthemouthandjawandalsosomereference
points. Basicalythisisapreprocessedmultimediamaterialspecialytouseitasa
trainingsetforneuralnetworks.Forthispurposethedatashouldnotcontainstrong
redundancyforproacticalyacceptablelearningspeed,sothepre-processingincludes
thechoiceofanappropriaterepresentationalso. Withinadequaterepresentationthe
learningmaytakemonths,ormaynotevenconverges.
2.3.2 Audio
Thevoicesignalisprocessedby25frame/sratetobeinsynchronywiththeprocessed
videosignal.Oneanalysiswindowis20-40ms,themaximumnumberofsamplesinthe
40mswindowtobe2n
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samples.Theinputspeechcanbepre-emphasisﬁlteredwith
H(z)=1-0.983z-1.HammingwindowandFFTwithRadix-2algorithmareapplied.The
FFTspectraisconvertedto16mel-scalebands,andlogarithmandDCTisapplied.
SuchMelFrequencyCepstrumCoeﬃcients(MFCC)featurevectorsarecommonlyused
ingeneralspeechrecognitiontasks. TheMFCCfeaturevectorsprovidetheinputto
theneuralnetworksafterscalingto[-0.9.0.9].
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Figure2.1: WorkﬂowusedinLucia.
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2.3.3 Video
Forvideoprocessingweusedtwomethods.Bothmethodsarebasedonvideorecording
ofaspeakerandfeaturetrackerapplications. Theﬁrstmethodisbasedonmarkers
onlywhichareplacedaroundthemouth. Themarkerswereselectedasasubsetof
the MPEG-4facedescriptionstandard. Trackingthe markersisacomputeraided
process;a98%precisemarkertrackeralgorithmwasdevelopedforthisphase. The
mistakeswerecorrectedmanualy. Themarkerpositionsasafunctionoftimewere
therawdata,whichwasnormalizedbycontrolpointssuchasthenosetoeliminate
themotionofthewholehead. Thisgivesa30-36dimensionalspacedependingon
markercount. Thisdataisveryredundantandhighdimensional,itisnotsuitable
forneuralnetworktraining,soPCAwasappliedtoreducethedimensionalityand
eliminatetheredundancy. PCAcanbetreatedasalossycompressionbecauseonly
theﬁrst6parameterswereusedfortraining.Usingonly6coeﬃcientscancauseabout
1pixelerroronPALscreenwhichistheprecisionofthemarkertracking.Theﬁrst4
coeﬃcientcanbeseenonFig2.2.
Thebasesystems’svideodatabaseisasetofvideorecordsofprofessionallip-
speakers.Theirmovingfacesaredescribedbythe15elementsubsetofthestandard
MPEG-4featurepoints(FP)set(84). Thesefeaturepointsweremarkedbycolored
dotsonthefaceofthespeakers.Thecoordinatesoffeaturepointswerecalculatedby
amarkertrackingalgorithm.
Themarkertrackingalgorithmusedthenumberofmarkers(nm)asinput,andon
eachframeitlookedforthenmmostmarker-likeareasofthepicture. Themarker-
likelinesswasgivenashighenergyﬁxedsizedblobafteryelowﬁltering.Thetracking
containedaself-checkbylookingforadditionalmarkers,andbycomparingthemarker-
likelinessesofthemarker[.,nm−1,nm,nm+1,.]thegoodtrackingshowstrong
decreaseafterthenmmarker.Ifthedecreaseisbeforenmtherearemissingmarkers,
ifthedecreaseifafternmtherearemisleadingblobsintheframe.Usingtheself-check
ofthetracking,manualcorrectionswasmade.
TheFPcoordinatesmeans30dimensionalvectorswhicharecompressedbyPCA.
WehaverealizedthattheﬁrstfewPCAbasisvectorshavecloserelationstothebasic
movementcomponentsoflips.Suchcomponentscandiﬀerentiatevisemes.Themarker
coordinatesaretransformedintothisbasis,andwecanusethetransformationweights
asdata(FacePCA).TheFacePCAvectorsarethetargetoutputvaluesoftheneural
netduringthetrainingphase[8].
2.3.4 Training
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Thesynchronyoftheaudioandvideodataischeckedbyword”papapa”inthebe-
ginningandtheendoftherecording.Theﬁrstopeningofthemouthbythisbilabial
canbesynchronizedwiththeburstintheaudiodata.Thissynchronizationguarantees
thatthepairsofaudioandvideodatawererecordedinthesametime.Forthebest
resulttheneuralnetworkhastobetrainedonmultiplewindowsofaudiofeaturevectors
wherethewindowcounthastobechosenbasedontheoptimaltemporalscope.
2.3.4Training 15
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Figure2.2:PrincipalcomponentsofMPEG-4featurepointsinthedatabaseofapro-
fessionallip-speaker.
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Theneuralnetworkisaback-propagationimplementationbyDavideAnguitacaled
MatrixBackPropagation[20].Thisisaveryeﬃcientsoftware,weuseaslightlymodiﬁed
versionofthesystemtoabletocontinueatrainingsession.
2.3.5 Firstresults
Thedescribedmoduleswereimplementedandtrained.Thesystemwasmeasuredwith
arecognitiontestwithdeafpeople.Tosimulateameasurablecommunicationsituation,
thetestcoverednumbers,namesofdaysoftheweekandmonths.Asthemeasurement
aimedtotelthediﬀerencebetweentheATVSandarealperson’svideo,thesituation
hadtobeinconsiderationofaveragelip-readingcases. Aswefound[8]deafpersons
reclineuponcontextmorethanhearingpeople.Inthecasesofnumbersornamesof
monthsthecontextdeﬁnesclearlytheclassofthewordbutleavetheactualvalue
uncertain.Duringthetestthetestsubjectshadtorecognize70wordsfromvideoclips.
Onethirdoftheclipswereoriginalvideoclipfromtherecordingofthedatabase,other
onethirdwereoutputoftheATVSfromaudiosignalsandtheremainingonethird
weresynthesizedvideoclipsfromtheextractedvideodata. Thediﬀerencebetween
therecognitionofrealrecordingandthefaceanimationfromtheextractedvideodata
givestherecognitionerrorfromthefacemodelandthedatabase,asthediﬀerence
betweenanimationsfromvideodataandaudiodatagivesthequalityoftheaudioto
videoconversion.Table2.1showstheresults.
Table2.1:Recognitionratesofdiﬀerentvideoclips.
Material Recognitionrate
originalvideo 97%
facemodelonvideodata 55%
facemodelonaudiodata 48%
2.3.6 Discussion
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Inthiscasethe45%shouldbecomparedtothe55%.Thefacemodels,whichisdriven
byrecordedvisualspeechdataisthebestpossiblebehaviorofthedirectATVSsystem.
Theratiooftheresultsis87%.Itmeansthatthebasesystemcanmakedeafpeopleto
understand87%ofthebestpossiblesystem.Thiswasveryencouragingexprerience.
The55%isaweakresultcomparedtothe97%oforiginalvideo. Thisfaloﬀis
becauseoftheartiﬁcalhead.Thisratiocouldbeenhancedbyusingmoresophisticated
headmodelsandfacialparameters,butthisdirectionofresearchanddevelopmentis
outofscopeofthisthesis.
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2.4 JohnnieTalker
JohnnieTalkerisareal-timesystemwithverylowtimecomplexity,pureAVmapping
applicationwithasimplefacemodelandfacialanimation.Johnniewasimplemented
todemonstratethelowtimecomplexityofdirectATVSapproach.Theapplicationisa
developmentofourresearchgroup,itusesmyimplementationofAVmapping,Tam´as
B´ardi’saudiopreprocessingandB´alintSrancsik’sOpenGLbasedheadmodel.
Johnnieisfreelydownloadablefromthewebpageoftheauthorofthisdissertation[21].
Itisa WindowsapplicationusingOpenGL.
Becauseofthedemandoflowlatencynotheoreticaldelaywasusedinthissystem.
InthenextfewchaptersIwildescribehowthenaturalnessandtheinteligibilitycan
beenhancedbyusingatimewindowinthefutureofaudiomodality. Thiscanbe
implementedbydelayingtheaudiodubtomaintainaudio-videosynchronyandusing
thefutureaudiointhesametime.Forexampleaphonelinecanbedelayedtothethe-
oreticalyoptimaltimewindow.ButsinceJohnniecanbeusedviamicrophone,which
cannotbedelayed,anyadditionalbuﬀeringwouldcausenoticeablelatencywhichruins
thesubjectivesenseofquality. Asoneofthenextchapterswildescribe,subjective
qualityevaluationdependsheavilyonaudio-videosynchrony,andthisphenomenaap-
pearsstronglyintheperceptionofasynthesizedvisualspeechofone’sownspeechin
real-time.
JohnnieTalkerwasshownonvariousinternationalconferenceswithsuccess.Itwas
agoodopportunitytotestlanguageindependenceinpractice.
Wewerelookingfortechniquestoimprovethequalitiesofthereal-timesystem
withoutadditionalrun-timeoverhead.Therewilbeachapteraboutamethodwhich
canenhancespeakerindependenceofthesystemusingonlydatabasemodiﬁcations,so
norun-timepenaltyneeded.
2.5 Extendingdirectconversion
2.5.1 DirectATVSandco-articulation
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Themostcommonformofthelanguageisthepersonaltalkwhichisanaudiovisual
speechprocess.Ourresearchisfocusedontherelationoftheaudioandthevisualpart
oftalkingtobuildasystemconvertingvoicesignalintofaceanimation.
Co-articulationisthephenomenaoftransientphasesinspeechprocess.Inaudio
modality,co-articulationistheeﬀectoftheneighboringphonemestotheactualstate
ofspeechinashortwindowofthetime,shorterthanaphonemeduration.Inspeech
synthesis,thereisastrongdemandtocreatenaturaltransientsbetweenthecleanstates
ofspeech.Invisualspeechsynthesisthisissueisalsoimportant.Inthevisualspeech
processtherearevisemesevenifthesynthesizerdoesnotexplicitlyusethisconcept.
Visualco-articulationcanbedeﬁnedasasystemofinﬂuencesbetweenvisemesin
time.Becauseofbiologicallimitations,visualco-articulationisslowerthanaudioco-
articulation,butsimilarinotherways:neighboringvisemescanhaveeﬀectoneach
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other,therearestrongervisemesthanothers,andmostofthecasescanbedescribed
orapproximatedasaninterpolationofneighboringvisemes.
Letmecalasystemvisualspeechtransientmodel,ifitgeneratesmediatestatesof
visualspeechunits,suchasvisemes.Anexampleofvisualspeechtransientmodelisthe
strictlyadoptedco-articulationconceptonvisemes,thevisualco-articulation,sincethe
visemestringprocessinghastodecidehowinterpolationshouldtakeplacebetweenthe
visemes.Anotherexampleofvisualspeechtransientmodelsisthedirectconversion’s
adaptationtolongertimewindowsinordertoincludemorethanonephonemeon
theaudiomodality.Inthiscasethetransientsdependonacousticalproperties.In
modularATVSsystems,thetransientsarecodedinrulesdependingonvisemestring
neighborhoods.
Utilization
TrainingadirectATVSneedsaudio-videodatapairs.Sinceplentyofspeechaudio
databasesexistbutonlyafewaudiovisualones,buildingadirectATVSmeansbuilding
amultimodaldatabaseﬁrst.AdiscreteATVSisamodularsystem,itispossibletouse
existingspeechdatabasestotrainvoicerecognition,andseparatelytraintheanimation
partonphonemepairsortrigraphs[1].ThereforedirectATVSneedsaspecialdatabase,
butthesystemwilhandleenergyandrhythmnaturaly,meanwhileadiscreteATVShas
toreassemblethephonemesintoaﬂuidcoarticulationchainofvisemeinterpolations.
Letusetheterm“temportalscope”fortheoveraltimeofacoarticulationphenomena,
whichmeansthatthestateofthemouthisdependingonthistimeintervalofthespeech
signal.IndirectATVSthecalculationofaframeisbasedonthisaudiosignalinterval.
IndiscreteATVSthevisemesandthephonemesaresynchronizedandinterpolationis
appliedbetweenthem,asitispopularintexttovisualspeechsystems[22].Figure2.3
showsthisdiﬀerence.
Figure2.3:Temporalscopeofdiscrete(interpolating)anddirectATVS
Asymmetry
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Asmutualinformationestimationresultedanygivenstateofthevideodatastream
canbecalculatedfairlyonadeﬁnablerelativetimewindowofthespeechsignal.This
modelpredictsthatthetransientphaseofthevisiblespeechcanbecalculatedinthe
samewayasinthesteadyphaseasFigure2.3shows.
Thismodelgivesapredictionabouttemporalasymmetriesinthemultimodalspeech
process.Thisasymmetrycanbeexplainedwithmentalpredictivityinthemotionof
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thefacialmusclestoﬂuentlyformthenextphoneme.
Detailswilfolowinchapter“Temporalasymmetry”.
Speakerindependence
Sincethedirectconversionisusualyanapproximationtrainedonagivensetofaudio
andvideostates,itsuﬀersheavydependenceonthedatabase.AsIdetailedbefore,for
agooddirectATVSagoodlip-speakerneededtosharevisualdatawiththesystem.
Talentedlip-speakersarerare,andmostoftheexperiencedlip-speakersarewomen.
Thismeansthatasinglerecordingofonelip-speakergivesnotonlyaspeakerdependent
system,butcolectingmoreprofessionallip-speakerswouldresultagenderdependent
system,sincethestatisticsofthedatawouldheavilybiased,oritisverydiﬃcultto
colectenoughmalelip-speakertothesystem.
Evenifwewouldhaveplentyofprofessionallip-speakers,thereisaquestionabout
themixingthevideodata. Peoplearticulatediﬀerently.Itisnotguaranteedthata
mixtureofgoodarticulationsresultevenanacceptablearticulation. Themostsafe
solutionistochooseoneofthelip-speakersasaguaranteedhighqualityarticulation,
andtryingtousehis/herperformancewithmultiplevoices.
Iwilgiveasolutionforthisprobleminchapter“Speakerindependenceindirect
conversion”.
2.5.2 Evaluation
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Thebasesystemwaspublishedasastandalonesystem,andwasmeasuredwithsubjec-
tiveopinionscoresandinteligibilitytestswithdeafpersons.Inmychapteraboutthe
comparisonofAVmappings,IwilpositionthedirectATVSamongtheothersusedin
theworld.
OddlytherearequitefewpublicationsondirectATVS.Thisisstrange,because
thesystemisoneofthemostsimpledesigns.Letmetelapersonalexperiencefroma
conferenceofEUSIPCO,Florence. AyoungresearcherwasinterestedinourJohnnie
demo. HewasfromATR,Japan,andhepraisedoursystem. AsIexplainedthe
workﬂowofthesystem,oneachstagehesaid“Wedidthesame”.Eventhenumber
ofPCAcoeﬃcientswasthesame. Attheend,hesaidthattheirsystemproduce
signiﬁcantlyworseresultsthanours,itwasnotevenpublishedbecauseitwasﬂawed.
Weagreedthenthatthemostimportantdiﬀerenceisthelip-speaker’sprofessionality.
Hisworkcanbereadinjapanese[23]intheannualreportoftheinstitute,bythe
wayinthesameyearwepublishedourresultsinHungarian[24,25,26]
Anotherexampleofdirectconversionpublicityisacomparisonstudyofanunpub-
lisheddirectsystem[27]usedasinternalbaseline.
Becauseofthisunderpublicity,itisimportanttopositiondirectATVSamongthe
morepopularmodularATVSsystems,sincemostofthevisualspeechsynthesisresearch
groupsalsotrytoimplementadirectATVS,buttheireﬀortsfailbecauseofthequality
ofthedatabase. Attheﬁrstglancethismayseemasbadnewsforourresearch,but
thenoveltyofoursystemisstilunharmedsincetheworkinATRwasidenticalonlyin
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thetechnicaldetails,andatrainingsystem’stechnologyitself,withoutthedatabaseis
notawholesystem.Ourbasesystemisnewbecauseofthenewtrainingdata,andthe
ﬁndingoftheneedoftheprofessionallip-speaker.Again,Iwouldliketoemphasizethat
diﬀerencebetweenourbasesystemandtheonedevelopedinATRisnot“only”the
databasebutthetrainingstrategy,whichisoneofthemostimportantandfundamental
partofanylearningsystem.
Thisnewandsuccessfullearningstrategy makesourbasesystemnovel,butin
thisthesisIfocustheresultsof myown,nottheresearchgroup. JohnnieTalker
isacontributionofthegroup,andthefolowingextensionsandmeasurementsare
contributionoftheauthorofthisthesis.
InthenextchapterIwilshowhowthebasesystemwiththeessentialdatabaseof
theprofessionallip-speakercanberankedamongthewidelyusedATVSsystems.
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Chapter3
Naturalnessofdirectconversion
InthischapterIdiscussthemeasurementofthenaturalnessofsyntheticvisualspeech,
andcomparisonofdiﬀerentAVmappingapproaches.
3.1 Method
Acomparativestudyofaudio-to-visualspeechconversionisdescribedinthischapter.
Thedirectfeature-basedconversionapproachiscomparedtovariousindirectASR-
basedsolutions.Thealreadydetailedbasesystemwasusedasdirectconversion.The
ASRbasedsolutionsarethemostsophisticatedsystemsactualyavailableinHungarian.
The methodsaretestedinthesameenvironmentintermsofaudiopre-processing
andfacialmotionvisualization.Subjectiveopinionscoresshowthatwithrespectto
naturalness,directconversionperformswel.Conversely,withrespecttointeligibility,
ASR-basedsystemsperformbetter.
ThethesisabouttheresultsofthecomparisonisimportantbecausenoAVmap-
pingcomparisonsweredonebeforewiththenoveltraningdatabaseofprofessional
lip-speaker.
3.1.1 Introduction
Adiﬃcultythatarisesincomparingthediﬀerentapproachesisthattheyusualyarede-
velopedandtestedindependentlybytherespectiveresearchgroups.Diﬀerentmetrics
areused,e.g.inteligibilitytestsand/oropinionscores,anddiﬀerentdataandview-
ersareapplied[28].InthischapterIdescribeacomparativeevaluationofdiﬀerent
AVmappingapproacheswithinthesameworkﬂow,seeFigure3.1. Theperformance
ofeachismeasuredintermsofinteligibility,wherelip-readabilityismeasured,and
naturalness,whereacomparisonwithrealvisualspeechismade.
3.1.2 Audio-to-visualConversion
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Theperformanceofﬁvediﬀerentapproacheswilbeevaluated.Thesearesummarized
asfolows:
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Figure3.1: Multipleconversionmethodsweretestedinthesameenvironment
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Figure3.2:Structureofdirectconversion.
-Areferencebasedonnaturalfacialmotion.
-Adirectconversionsystem.
-AnASRbasedsystemthatlinearinterpolatesphonemic/visemictargets.
-AninformedASR-basedapproachthathasaccesstothevocabularyofthetest
material(IASR).
-AnuninformedASR(UASR)thatdoesnothaveaccesstothetextvocabulary.
Thesearedescribedinmoredetailinthefolowingsections.
Directconversion
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Weusedourbasesystem,withadatabaseofaprofessionallip-speaker.Thelengthof
therecordedspeechwas4250frames.
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ASR-basedconversion
FortheASRbasedapproachesa WeightedFiniteStateTransducer—HiddenMarkov-
Model(WFST-HMM)decoderisused.Speciﬁcaly,asystemknownasVOXerver[29]
isused,whichcanruninoneoftwo modes:informed,thisexploitsknowledgeof
thevocabularyofthetestdata,anduninformed,whichdoesnot.Incomingspeechis
convertedto MFCCs,afterwhichblindchannelequalizationisusedtoreducelinear
distortioninthecepstraldomain[30].Speakerindependentcross-worddecision-tree
basedtriphoneacoustic modelsareapplied,whichpreviouslyaretrainedusingthe
MRBAHungarianspeechdatabase[31],whichisastandardized,phoneticalybalanced
HungarianspeechdatabasedevelopenontheBudapestUniversityofTechnologyand
Economics.
TheuninformedASRsystemusesaphoneme-bigramphonotacticmodeltocon-
strainthedecodingprocess. Thephoneme-bigramprobabilitieswereestimatedfrom
theMRBAdatabase.IntheinformedASRsystemazerogramwordlanguagemodel
isusedwithavocabularysizeof120words. Wordpronunciationsweredetermined
automaticalyasdescribedin[32].
Inbothtypesofspeechrecognitionapproachesthe WFST-HMMrecognitionnet-
workwasconstructedoﬄineusingtheAT&TFSMtoolkit[33].Inthecaseofthe
informedsystem,phonemelabelswereprojectedtotheoutputofthetransducerin-
steadofwordlabels.Theprecisionofthesegmentationis10ms.
Visemeinterpolation
Tocomparethedirectandindirectaudio-to-visualconversionsystems,astandard
approachforgeneratingvisualparametersistoﬁrstconvertaphonemetoitsequivalent
visemeviaalookuptable,thenlinearinterpolatethevisemetargets.Thisapproachto
synthesizingfacialmotionisoversimpliﬁedbecausecoarticulationeﬀectsareignored,
butitdoesprovideabaselineonexpectedperformance(worst-casescenario).
ModularATVS
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Toaccountforcoarticulationeﬀects,amoresophisticatedinterpolationschemeisre-
quired.Inparticulartherelativedominanceofneighboringspeechsegmentsonthe
articulatorsisrequired.Speechsegmentscanbeclassiﬁedasdominant,uncertainor
mixedaccordingtothelevelofinﬂuenceexertedonthelocalneighborhood.Tolearn
thedominancefunctionsanelipsoidisﬁttedtothelipsofspeakersinavideosequence
articulatingHungariantriphones. Toaidtheﬁtting,thespeakerswearadistinctly
coloredlipstick. Dominancefunctionsareestimatedbythevarianceofvisualdatain
agivenphoneticneighborhoodset. Thelearneddominancefunctionsareusedtoin-
terpolatebetweenthevisualtargetsderivedfromtheASRoutput[34]. Weusethe
implementationofL´aszl´oCzapandJ´anos M´aty´asherewhichproducesPoserscript.
FAPsareextractedfromthisformatbythesameworkﬂowasfromanoriginalrecording.
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Figure3.3: ModularATVSconsistsofanASRsubsystemandatexttovisualspeech
subsystem.
Rendering Module
ThevisualizationoftheoutputoftheATVSmethodsiscommontoalapproaches.
TheoutputfromtheATVSmodulesarefacialanimationparameters(FAPs),which
areappliedtoacommonheadmodelforalapproaches.Note,althoughbetterfacial
descriptorsthan MPEG-4areavailable, MPEG-4isusedherebecauseour motion
capturesystemdoesnotprovidemoredetailthanthis.Therenderedvideosequences
arecreatedfromtheseFAPsequencesusingtheAvisynth[35]3Dfacerenderer. As
themaincomponentsfortheframeworkarecommonbetweenthediﬀerentapproaches,
anydiﬀerencesareduetothediﬀerencesintheAVmappingmethods.Actualframes
areshownonFig3.5.
3.1.3 Evaluation
Implementationspeciﬁcnoncriticalbehavior(eg. articulationamplitude)shouldbe
normalizedtoensurethatthecomparisonisbetweentheessentialqualitiesofthe
methods.Todiscoverthesediﬀerences,apreliminarytestisdone.
Preliminarytest
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Totunetheparametersofthesystems,7videosweregeneratedbyeachoftheﬁve
mappingmethods,andsomesequenceswerere-synthesizedfromtheoriginalfacial
motiondata.Alsequencesstartedandendedwithaclosedmouth,andeachcontained
between2-4words.Thespeakerparticipatedinalofthetestswasnotoneofthosewho
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Table3.1:Resultsofpreliminarytestsusedtotunethesystemparameters.Shownare
theaverageandstandarddeviationofscores.
Method Averagescore STD
UASR 3.82 0.33
Original 3.79 0.24
Linear 3.17 0.4
Direct 3.02 0.41
IASR 2.85 0.72
wereinvolvedintrainingoftheaudio-to-visual-mapping.Thevideoswerepresentedin
arandomizedorderto34viewerswhomwereaskedtoratethequalityofthesystems
usinganopinionscore(1–5).TheresultsareshowninTable3.1.
Theresultswereunexpected,theIASR,whichusesamoresophisticatedcoarticula-
tionmodel,wasexpectedtobeoneofthebestperformingsystems.Closerinvestigation
ofthelowerscoresshowedthereasonwasratherduetopooreraudiovisualsynchrony
ofIASRthanforUASR.Thereasonofthisphenomenaisthediﬀerenceofthemecha-
nismoftheinformedandtheuninformedspeechrecognitionprocess.Duringinformed
recognitionthetiminginformationisproducedasaconsequenceofthealignmentof
thecorrectphonemestothesignal,whichpressesthesegmentboundariesbyusing
thecertainphoneticinformation. Theuninformedrecognitionmaymiscategoriesthe
phonemebuttheacousticalchangesarethedriverofthesegmentboundaries,sothe
resultingsegmentationisclosertotheacousticalyreasonablethanthephoneticaly
drivensegmentation.
Aqualitativediﬀerencebetweenthedirectandindirectapproachesisthedegree
ofmouthopening —thedirectapproachtendedtoopenthemouthonaverage30%
morethantheindirectapproaches.Consequently,tobringthesystemsintothesame
dynamicrange,themouthopeningforthedirectmappingwasdampedby30%.The
synchronyoftheASR-basedapproacheswascheckedforsystemicerrors(constantor
linearlyincreasingdelays)usingcrosscorrelationoflocalytimeshiftedwindows,but
nosystematicpatternsoferrorsweredetected.
3.1.4 Results
ASRsubsystem
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ThequalityoftheASR-basedapproachisaﬀectedbytherecognizedphonemestring.
Thistypicalyis100%fortheinformedsystemasthetestsetconsistsonlyofasmal
numberofwords(monthsoftheyear,daysoftheweek,andnumbersunder100),whilst
theuninformedsystemhasatypicalerrorrateof25.21%. DespitethistheATVS
usingthisinputperformssurprisinglywel.Thelikelyreasonmightbethepatternof
confusions—oftenphonemesthatareconfusedacousticalyappearvisualysimilaron
thelips.AsecondfactorthataﬀectstheperformanceoftheASR-basedapproachesis
precisionofthesegmentation. Generalytheuninformedsystemsaremorepreciseon
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Figure3.4: Trajectoryplotofdiﬀerent methodsforthe word“Hatvanh´arom”
(hOtvOnha:rom).Jawopeningandlipopeningwidthisshown.Notethatthespeaker
didnotpronouncetheutteranceperfectly,andtheinformedsystemattemptstoforce
amatchwiththecorrectlyrecognizedword.Thisleadstotimealignmentproblems.
theaveragethantheinformedsystems.Theprecisionofthesegmentationcanseverely
impactonthesubjectiveopinionscores. Wethereforeﬁrstattempttoquantifythese
likelysourcesoferror.
Theinformedrecognitionsystemissimilarinnaturetoforcedalignmentinstandard
ASRtasks.Foreachutterancetherecognizerisruninforcedalignmentmodeforalof
thevocabularyentries.Themaindiﬀerencebetweentheinformedandtheuninformed
recognitionprocessisthediﬀerentMarkovstategraphsforrecognition.Theinformed
systemisazerogramwithoutloopback,whiletheuninformedgraphisabigrammodel
graphwheretheprobabilitiesoftheconnectionsdependonlanguagestatistics.
Whilematchingtheextractedfeatureswiththe Markovianstates,thediﬀerences
arecumulatedinbothscenarios.However,theuninformedsystemalowsfordiﬀerent
phonemesoutsideofthevocabularytominimizethecumulatederror.Fortheinformed
systemonlythemostlikelysequenceisalowed,whichcandistortthesegmentation
—seeFigure3.4foranexamplewherethespeakermispronouncestheword“Hat-
vanh´arom”(hOtvOnha:rom,“63”inHungarian).The(mis)segmentationofOtvO
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means
IASRAVTSsystemopensthemouthaftertheonsetofthevowel.Humanperception
issensitivetothiserrorandsothisseverelyimpactstheperceivedquality. Without
forcingthevocabulary,asystemmayignoreoneoftheconsonantsbutopenthemouth
atthecorrecttime.
Notethatthegeneralizationofthisphenomenaisoutofthescopeofthiswork. We
havedemonstratedthatthisisaproblemwithcertainimplementationsofHMM-based
ASR.Alternative,morerobustimplementationsmightaleviatetheseproblems.
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Table3.2:Resultsofopinionscores,averageandstandarddeviation.
Method Averagescore STD
Originalfacialmotion 3.73 1.01
Directconversion 3.58 0.97
UASR 3.43 1.08
Linearinterpolation 2.73 1.12
IASR 2.67 1.29
Subjectiveopinionscores
Thetestsetupissimilartothepreliminarytestdescribedpreviouslytotunethesystem.
However,58viewersareused,andonlyquantativeopinionsurveywasmadeonthescale
of1(bad,veryartiﬁcal)to5(realspeech).
TheresultoftheopinionscoretestisonTable3.2. Theadvantageofdirectcon-
versionagainstUASRisontheedgeofsigniﬁcancewithp=0.0512aswelasthe
diﬀerencebetweentheoriginalspeechandthedirectconversionwithp=0.06but
UASRissigniﬁcantlyworsethanoriginalspeechwithp=0.00029. Theresultscom-
paredtothepreliminarytestalsoshowthatwithrespecttonaturalness,theexcessive
articulationisnotsigniﬁcant. Theadvantageofcorrecttimingovercorrectphoneme
stringisalsosigniﬁcant.
NotethatthelinearinterpolationsystemisexploitingbetterqualityASRresults,
butstilperformssigniﬁcantlyworsethantheaverageofotherASRbasedapproaches.
Thisshowstheimportanceofcorrectlyhandlingvisemedominanceandvisemeneigh-
borhoodsensitivityinASRbasedATVSsystems.
Inteligibility
Inteligibilitywasmeasuredwithatestofrecognitionofvideosequenceswithoutsound.
Thisisnotthepopular ModiﬁedRhymeTest[36]butforourpurposeswithhearing
impairedviewersitismorerelevant,sincethekeywordspottingisthemostcommon
lip-readingtask.The58testsubjectshadtoguesswhichwordwassaidfromagivenset
of5otherwordsofthesamecategory.Thecategorieswerenumbers,namesofmonths
andthedaysoftheweek. Althewordsweresaidtwice. Thesetswereintervalsto
eliminatethememorytestfromthetask(forexample“2”,“3”,“4”,“5”,“6”canbe
aset).Thistaskmodelsthesituationofhearingimpairedorverynoisyenvironment
whereanATVSsystemcanbeused.Itisassumedthatthecontextisknown,sothe
keywordspottingistheclosesttasktotheproblem.
Theperformanceoftheaudio-to-visualspeechconversionmethodsreverseinthis
taskcomparedtonaturalness. ThemainresulthereisthedominanceofASRbased
approaches(Table3.3),andtheinsigniﬁcanceofthediﬀerencebetweeninformedand
uninformedATVSresults(p=0.
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43)inthistestwhichmaydeservefurtherinvesti-
gation. Notethatasthesynchronyisnotanissuewithoutvoice,theIASRisthe
best.
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Table3.3:Resultsofrecognitiontests,averageandstandarddeviationofsuccessrate
inpercent.Randompickwouldgive20%.
Method Precision STD
IASR 61% 20%
UASR 57% 22%
Originalmotion 53% 18%
Cartoon 44% 11%
Directconversion 36% 27%
Table3.4:ComparisontotheresultsofO¨hmanandSalvi[27],aHMMandrulebased
systemsinteligibilitytest.Inteligibilityofcorrespondingmethodsaresimilar.
Methods Prec. Prec.
IASR/Ideal 61% 64%
UASR/HMM 57% 54%
Direct/ANN 36% 34%
Asacomparisonwith[27]whereinteligibilityistestedsimilarly,manualytuned
optimalrulebasedfacialparametersareclosetoourIASRsincetherewasnorecognition
error,andwithoutvoicethetimealignmentqualityisnotimportant,andourTTVS
isrulebased. TheirHMMtestissimilartoourUASR,becausebotharewithout
vocabulary,botharetargetingtimealignedphonemestringtobeconvertedtofacial
parameters,andourASRisHMMbased.TheirANNsystemisveryclosetoourdirect
conversionexceptthetrainingset,itisastandardspeechdatabaseaudio,andarule
basedcalculatedtrajectoryvideodata,whileoursystemistrainedonactualrecording
ofaprofessionallip-speaker.Howevertheresultsconcerninginteligibilityarecloseto
eachother,seeTable3.4. Thisisavalidationoftheresults,sincethecorresponding
measurementareclosetoeachother.Itisimportantthat[27]testsonlyinteligibility,
andonlybetweenthreemethodsofours,soourmeasurementisbroader.
3.1.5 Conclusion
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Ipresentedacomparativestudyofaudio-to-visualspeechconversion methods. We
havepresentedacomparisonofourdirectconversionsystemwithconceptualydiﬀerent
conversionsolutions. Asubsetoftheresultscorrelatewithalreadypublishedresults,
validatingtheapproachofthecomparison.
WeobservehigherimportanceofthesynchronyoverphonemeprecisioninanASR
basedATVSsystem. Therearepublicationsonthehighimpactofcorrecttimingin
diﬀerentaspects[34,37,38],butourresultshowexplicitlythatmoreaccuratetim-
ingachievesmuchbettersubjectiveevaluationthanmoreaccuratephonemesequence.
Also,wehaveshownthatintheaspectofsubjectivenaturalnessevaluation,directcon-
version(trainedonprofessionallip-speakerarticulation)isamethodwhichproduces
thehighestopinionscoreof95.9%ofanoriginalfacialmotionrecordingwithlower
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computationalcomplexitythanASRbasedsolutions.
Fortaskswhereinteligibilityisimportant(supportforhearingimpaired,visual
informationinnoisyenvironment)modularATVSisthebestapproachamongthose
presented. Ourmissionofaidinghearingimpairedpeoplecaluponustoconsider
usingASRbasedcomponents.Fornaturalness(animation,entertainingapplications)
directconversionisagoodchoice.ForbothaspectsUASRgivesrelativelygoodbut
notoutstandingresults.
3.1.6 Technicaldetails
Markertrackingwasdonefor MPEG-4FP8.88.48.68.18.58.38.78.25.29.29.3
9.15.12.102.1. Duringsynthesis,al FAPs(MPEG-4FacialAnimationParameter)
connectedtheseFPswereusedexceptdepthinformation:
•openjaw
•lowertmidlip
•raisebmidlip
•stretchlcornerlip
•stretchrcornerlip
•lowertliplm
•lowertliprm
•raisebliplm
•raisebliprm
•raiselcornerlip
•raisercornerliplowertmidlipo
•raisebmidlipo
•stretchlcornerlipo
•stretchrcornerlipo
•lowertliplmo
•lowertliprmo
•raisebliplmo
•raisebliprmo
•raiselcornerlipo
•raisercornerlip
DOI:10.15774/PPKE.ITK.2010.007
o
Innerlipcontourisestimatedfromoutermarkers.
YelowpaintwasusedtomarktheFPlocationsonthefaceoftherecordedlip-
speaker.Thevideorecordingis576iPAL(576x720pixels,25frame/sec,24bit/pixel).
Theaudiorecordingismono48kHz16bitinasilentroom.Furtherconversionswere
dependedontheactualmethod.
Markertrackingwasbasedoncolormatchingandintensitylocalizationframeto
frameandthelocationwasidentiﬁedbytheregion.Inoverlappingregionstheclosest
locationonthepreviousframewasusedtoidentifythemarker.Aframewithneutral
facewasselectedtouseasthereferencetoFAPUmeasurement. Themarkeronthe
noseisusedasreferencetoeliminateheadmotion.
ThedirectconversionusesamodiﬁcationofDavideAnguita’sMatrixBackpropaga-
tionwhichenablesreal-timeworkalso.Theneuralnetworkused11framelongwindow
ontheinputside(5framestothepastand5framestothefuture),and4principal
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componentweightsofFAPontheoutput.Eachframeontheinputisrepresentedby16
bandMFCCfeaturevector.Thetrainingsetofthesystemcontainsstandalonewords
andphoneticalybalancedsentences.
IntheASRthespeechsignalwasconvertedtoafrequencyof16kHz. MFCC(Mel
FrequencyCepstralCoeﬃcients)-basedfeaturevectorswerecomputedwithdeltaand
delta-deltacomponents(39dimensionsintotal).Therecognitionwasperformedona
batchofseparatedsamples.Outputannotationsandthesampleswerejoined,andthe
synchronybetweenlabelsandthesignalwascheckedmanualy.
Thevisemestothelinearinterpolation methodwereselectedmanualyforeach
visemeinHungarianfromthetrainingsetofthedirectconversion. Visemesand
phonemeswereassignedbyatable. Eachsegmentisalinearinterpolationfromthe
actualvisemetothenextone.LinearinterpolationwascalculatedintheFAPrepre-
sentation.
TTVSisaVisualBasicimplementedsystemwithaspreadsheetofthetimedpho-
neticdata.ThisspreadsheetwaschangedtotheASRoutput.Neighborhooddependent
dominancepropertieswerecalculatedandvisemeratioswereextracted.Linearinterpo-
lation,restrictionsconcerningbiologicalboundariesandmedianﬁlteringwereapplied
inthisorder.TheoutputisaPoserdataﬁlewhichisappliedtoamodel.Thetexture
ofthemodelismodiﬁedtoblackskinanddiﬀerentlycolored MPEG-4FPlocation
markers.Theanimationwasrenderedindraftmode,withtheﬁeldofviewandresolu-
tionoftheoriginalrecording. Markertrackingwasperformedasdescribedabovewith
theexceptionofthediﬀerentlycoloredmarkers.FAPUvaluesweremeasuredinthe
renderedpixelspace,andFAPvalueswerecalculatedfromFAPUandtrackedmarker
positions.
ThiswasdoneforbothASRruns,uninformedandinformed.
Thetestmaterialwasmanualysegmentedto2-4wordunits. Thelengthsofthe
unitswerearound3seconds.Thesegmentationboundarieswerelistedandthevideo
cutwasautomaticalydonewithanAvisynthscript. WeusedanMPEG-4compatible
headmodelrendererpluginforAvisynth,withthemodel“Alice”ofXFaceproject.
Theviewpointandtheﬁeldofviewwasadjustedtohaveonlythemouthonthescreen
infrontalview.
Duringthetestthesubjectswatchedthevideosfulscreenandusedheadphones.
3.2 Thesis
I.Ishowedthatdirect AV mapping method,whichis moreef-
ﬁcientcomputationallythan modularapproaches,overperforms
the modularAV mappinginaspectofnaturalnesswithaspeciﬁc
trainingsetofprofessionallip-speaker.[39]
3.2.1 Novelty
ThisistheﬁrstdirectAVmappingsystemtrainedwithdataofprofessionallip-speaker.
ComparisontomodularmethodsisinterestingbecausedirectAVmappingstrainedon
lowqualityarticulationcanbeeasilyoverperformedbymodularsystemsinaspectof
naturalnessandinteligibility.
3.2.2 Measurements
Naturalnesswasmeasuredassubjectivesimilaritytohumanarticulation. Themea-
surementwasblindandrandomized,thenumberoftestsubjectswas58,andourdirect
AVmappingwasnotsigniﬁcantlyworsethanoriginalvisualspeech,butthediﬀerence
betweenthemodularandtheoriginalwassigniﬁcant.
Opinionscoreaveragesanddeviationsshownnosigniﬁcantdiﬀerencebetweenhu-
manarticulationanddirectconversion,butsigniﬁcantdiﬀerencebetweenhumanand
modularmappingbasedsystems.
The measurementwasdoneonHungariandatabase,ﬂuentlyreadspeech. The
databasecontainsmixedisolatedwordsandsentences.
3.2.3 Limitsofvalidity
Testsweredoneonnormalspeechdatabase,withfulyfocusedperceptionofthetest
subjectsongoodaudioandvideoqualityvideos.
3.2.4 Consequences
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Usingdirectconversionforareaswherenaturalnessismostimportantisencouraged.
Usingprofessionallip-speakertorecordaudiovisualdatabaseincreasesthequalityto
becomparablewiththelevelofhumanarticulation. Otherlaboratoriestrainedtheir
systemswithnon-professionals,andthosesystemswerenotpublicatedduetotheir
poorperformance.
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Figure3.5:Anexampleoftheimportanceofcorrecttiming.Framesoftheword“Ok-
tober”showtimingdiﬀerencesbetweenmethods.Notethatdirectconversionreceived
bestscoreeventhoughitdoesnotclosethelipsonbilabialbutclosesonvelar,andit
hasproblemswithliprounding.
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Chapter4
Temporalasymmetry
InthischapterIdiscussthemeasurementofrelevanttimewindowfordirectAVmap-
ping,whichisimportanttobuildaaudiotovisualspeechconversionsystemsincethe
temporalwindowofinterestcanbedetermined.
4.1 Method
Theﬁnetemporalstructureofrelationsofacousticandvisualfeatureshasbeenin-
vestigatedtoimproveourspeechtofacialconversionsystem. Mutualinformationof
acousticandvisualfeatureshasbeencalculatedwithdiﬀerenttimeshifts.Theresult
hasshownthatthemovementoffeaturepointsonthefaceofprofessionallip-speakers
canprecedeevenby100msthechangesofacousticparametersofspeechsignal.Con-
sideringthistimevariationthequalityofspeechtofaceanimationconversioncanbe
improvedbyusingthefuturespeechsoundtotheconversion.
4.1.1 Introduction
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Otherresearchprojectsonconversionofspeechaudiosignaltofacialanimationhave
concentratedondevelopmentoffeatureextractionmethods,databaseconstructionand
systemtraining[40,41].Evaluationandcomparisonofdiﬀerentsystemshavealsohad
highimportanceintheliterature.InthischapterIdiscussthetemporalintegrationof
acousticfeaturesoptimalforreal-timeconversiontofacialanimation.Thecriticalpart
ofsuchsystemsisthebuildingofanoptimalstatisticalmodelforthecalculationthe
videofeaturesfromtheaudiofeatures.Thereinnoknownexactrelationoftheaudio
featuresetandvideofeaturesetcurrently,thisisanopenquestionyet.
Thespeechsignalconveysinformationelementsinaveryspeciﬁcway. Someof
speechsoundsarerelatedrathertoasteadystateofthearticulatoryorgans,others
rathertothetransition movements[42]. Ourtargetapplicationisforprovidinga
communicationaidtodeafpeople.Professionallip-speakershave5-6phoneme/sspeech
ratetoadaptthecommunicationtothedemandofdeafpeoplesosteadystatephases
andthetransitionphasesofspeechsoundsarelongerthenineverydayspeechstyle.
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Thesignalfeaturestocharacterizeasoundsteadystatephaseoratransitionphase
oreventocharacterizeaco-articulationphenomenonwhentheneighboringsoundsare
highlyinterrelated,needacarefulselectionofthetemporalscopetocharacterizethe
speechandvideosignal.Inourmodelweselected5analysiswindowstodescribethe
actualframeofspeechplustwopreviousandtwosucceededwindowstocover+/-80
msinterval.Sosuch5elementsequenceofspeechparameterscancharacterizetransient
soundsandtheco-articulations.
Wehaverecognizedthatatthebeginningofwordsthelipmovementsstartearlier
thenthesoundproduction. Sometimes100msearlierthelipsstarttomovetothe
initialpositionofthesounds.Itwasthetaskofthestatisticalmodeltohandlethis
phenomenon.
Inthereﬁnementphaseofoursystemwehavetriedtooptimizethemodelselecting
theoptimaltemporalscopeandﬁttingofaudioandvideofeatures. Themeasureof
theﬁttinghasbasedonthemutualinformationofaudioandvideofeatures[43].
Thebasesystemusesanadjustabletemporalwindowofaudiospeechsignal.The
neuralnetworkcanbetrainedtorespondtoanarrayof MFCCwindows,usingthe
futureand/orpastaudiodata.Theconversioncanbeasgoodastheamountofmutual
informationbetweentheaudioandvideorepresentations.
Usingthetrainedneuralnetforcalculationofcontrolparametersoffacial
animation model
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Theaudioprocessingunitextractstheaudio MFCCfeaturevectorsfromtheinput
speechsignal.Fiveframesof MFCCvectorsareusedasinputtothetrainedneural
net.TheNNprovideFacePCAweightvectors.Theseareconvertedintothecontrolpa-
rametersofaMPEG-4standardfaceanimationmodel.Thetestofﬁttingofaudioand
videofeatureswasbasedonstep-by-steptemporalshiftingoffeaturevectors.Indicator
ofthematchingwasmutualinformation.Lowlevelmutualinformationmeansthatwe
havelowaveragechancetoestimatethefacialparametersfromtheaudiofeatureset.
Thetimeshiftvaluetoproducethehighestmutualinformationmeansthemaximal
averagechancetocalculatetheonekindofknownfeaturesfromtheotherone.
Estimationof mutualinformationneedscomputationintensivealgorithm. The
calculationisunrealisticusinglargedatabasewithmultidimensionalfeaturevectors.
Sosingle MFCPCAandFacePCAparameterswereinterrelated.Sincethesinglepa-
rametersareorthogonalbutnotindependent,theyarenotadditive.Forexamplethe
FacePCA1valuesarenotindependentfromFacePCA2.Themutualinformationcurves
eveninsuchcomplexcasescanindicatetheinterrelationsofparameters.
Analternativemethodistocalculatecrosscorrelation. Wehavealsotestedthis
method.Itneedslesscomputationalpowerbutsomeofrelationsarenotindicatedso
itisalowerestimationoftheoreticalmaximum.
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Mutualinformation
MIX,Y =
x∈Xy∈Y
P(x,y)logP(x,y)P(x)P(y) (4.1)
MutualinformationishighifknowingXhelpstoﬁndoutwhatisY,anditislowif
XandYareindependent.Tousethismeasurementfortemporalscopetheaudiosignal
wilbeshiftedintimecomparedtothevideo.Ifthetimeshiftedsignalhasstilhigh
mutualinformation,itmeansthatthistimevalueshouldbeinthetemporalscope.If
thetimeshiftistoohigh,mutualinformationbetweenthevideoandthetimeshifted
audiowilbelowduetotherelativeindependenceofdiﬀerentphonemes.
Usingaandvasaudioandvideoframes:
∀∆t∈[−1s,1s]:MI(∆t)=
n
t=1
P(at+∆t,vt)logP(at+∆t,vt)P(at+∆t)P(vt) (4.2)
whereP(x,y)isestimatedbya2dimensionalhistogramconvolvedwithGauss
window. Gausswindowisneededtosimulatethecontinuousspaceinthehistogram
incaseswhereonlyafewobservationsarethere. Sinceaudioandvideodataare
multidimensionalandMIworkswithonedimensionaldata,althecoeﬃcientvectors
wereprocessed,andtheresultsaresummarized.Themutualinformationvalueshave
beenestimatedfrom200x200sizejointdistributionhistograms.Thehistogramshave
beensmoothedbyGaussianwindow. Thewindowhas10celradiuswith2.5cel
deviation.Themarginaldensitydistributionfunctionshavebeencalculatedfromthe
sumofjointdistributionfunctions.
MFCPCAandFacePCA measurements
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170secondsofaudioandvideospeechrecordswasprocessed.Thetimeshifthasbeen
varied1mssteps. Melfrequencycoeﬃcientsarecalculatedforeachelement.Principal
componentanalysis(PCA)hasbeenappliedforeven morecompactrepresentation
ofaudiofeaturessincePCAcomponentscanrepresenttheoriginalspeechframesby
minimalaverageerroratgivensubspacedimensionality.Inthefolowingthespeech
framesaredescribedbysuchMFCPCAparameters.
TheMFCPCAparametersaremorereadablerepresentationofframesforhuman
expertsthanPCAofMFCCfeaturevectors.
TheMFCPCAparametershavedirectrelationstothespectrum.ThePCAtrans-
formationdoesnotconsiderthesignofthetransformedvectors,sotheﬁrstMFCPCA
componentshowsenergy-likerepresentationascanbeseeninFig4.1. Foranother
examplethesecond MFCPCAcomponenthaspositivevalueinvoicedspeechframes
andnegativeinframesoffricativespeechelements.
Theoriginalvideorecordshave40msframeratesotohavethepossibilityof1ms
stepsizeshifting,theintermediateshiftedframeparametershavebeencalculatedby
interpolationandlowpassﬁltering.
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Figure4.1:PrincipalcomponentsofMFCfeaturevectors.
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Table4.1:Importancerate(variance)oftheMFCPCA.
MFCPCA alone ﬁrstntogether
1 77% 77%
2 10% 87%
3 5% 93%
4 2% 95%
Table4.2:Importancerate(variance)oftheFacePCA.
FacePCA alone ﬁrstntogether
1 90% 90%
2 6% 96%
3 2% 98%
4 1% 99%
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Audioandvideosignalaredescribedby1msﬁnestepsizesynchronousframes.
Thesignalscanbeshiftedrelatedtoeachotherbyﬁnesteps. Theaudioandvideo
representationofthespeechsignalcanbeinterrelatedfrom∆t=-1000msto+1000ms.
Suchinterrelationcanbeinvestigatedonlylevelthatasinglevoiceelementhowcan
estimatebasedonashiftedvideoelementandviceversaasanaverage.
Ourcalculationisnotabletoexplainthevalueofadditionalinformationofshifted
signalcomparedtothe0shiftingvalue.Ifithasanyadditionalinformationitisnot
subtracted.Sothecurvesdonotindicatetheneedoftheextensionofthetimescope
foreverynon-zerovalue. Rathertheshapeofthecurveandtheshiftvalueofthe
maximumhaveaspeciﬁcmeaning.
Inthenewcoordinatesystemgeneratedbytheprincipalcomponentanalysisthe
coordinatescanbecharacterizedbytheimportancerate. Theimportanceratecan
expressthatinthegivendirectionwhichportionofthevariancehasbeenproducedin
theoriginalspace.TheimportanceratevaluesinthecaseofMFCPCAtransformation
areshowninTable4.1.
TheimportanceratevaluesinthecaseofFacePCAtransformationareshownin
Table4.2.
Combiningthetwotablesbymultiplicationofthetwovectors,acommonimpor-
tanceestimationcanbecalculated.Thevaluesexpressthecontributionofparameter
pairstothewholemultidimensionaldata.
Therealyimportantcurvesarethecombinationsofthe1-4principalcomponents.
Theirgeneralimportanceisexpressedbythedarknessofthecurves.Potentialsystem-
aticerrorshavebeencarefulychecked.Therealsynchronyoftheaudio-videorecords
hasbeenadjustedbasedonexplosivesounds. Thenoiseburstofexplosivesandthe
openingpositionoflipsarerealthecharacteristics.Thecheckhavebeenrepeatedat
theendoftherecordsalso. Thepossiblesynchronyerrorisbelowonevideoframe
(40ms).
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Figure4.2:Shifted1.FacePCAandMFCPCAmutualinformation.Positive∆tmeans
futurevoice.Darknessshowimportance.
4.1.2 Resultsandconclusions
DOI:10.15774/PPKE.ITK.2010.007
ThemutualinformationcurveswerecalculatedandplottedforeverypossiblePCA
parameterpairintherangeof-1000to1000mstimeshift.Onlythemostimportant
curvesarepresentedbelowtoshowtherelationofthecomponentshavinghighest
eigenvalues. Theearliermovementofthelipsandthemouthhavebeenobservedin
casesofcoarticulationandatthebeginningofwords.Thisdelayhasbeenconsidered
asaspeciﬁcandnegligibleeﬀect. Thedelayvaluehasbeenestimatedonly. Our
newexperimentsproducedageneralrulewithweldeﬁneddelayvalues.Someofthe
strongestrelationofaudioandvideofeaturesisnotinthesynchronoustimeframes.
Themouthstartstoformthearticulationinsomecases100msearlierandtheaudio
parametersfolowitwithsuchdelay.
Thecurvesofmutualinformationvaluesareasymmetricandmovedtowardspositive
timeshift(delayinsound).Thismeanstheacousticspeechsignalisabetterprediction
basistocalculatethepreviousfaceandlippositionthanthefutureposition. This
factisinharmonyofthementionedpracticalobservationthatarticulationmovement
proceedsthespeechproductionatthebeginningofwords.Theexcitationsignalcomes
4.1.2Resultsandconclusions 41
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Figure4.3:Shifted2.FacePCAandMFCPCAmutualinformation.Positive∆tmeans
futurevoice.Darknessshowimportance.
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Figure4.4:Shifted3.FacePCAandMFCPCAmutualinformation.Positive∆tmeans
futurevoice.Darknessshowimportance.
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Figure4.5:n-thprincipalcomponent(black)doesnotcontainsubstantiveinformation
comparedtothemaincomponents(gray)
laterTheresultsunderlinethegeneralsynchronyofaudioandvideodatabasebecause
themaximumofcurvesgeneralyﬁtto∆t=0.Interestingexceptionisthe mutual
informationcurveofFacePCA1andMFCPCA2.Itsmaximumlocationisabove0.
OntheFig4.3themutualinformationofFacePCA2and MFCPCA1hasmaxi-
mumlocationat∆t=100mswithaverycharacteristicpeek.Thismeansthatthebest
estimationoftheFacePCA1andFacePCA2havetowaittheaudioparameters100ms
later.
TheFacePCA3curveshavelessimportancebecausetheweightofthisparameter
isconsiderablelessinthefacialanimationprocesscomparedtotheﬁrsttwoone.The
asymmetryofcurvesissimilarsothereisnonewmessageontheﬁgure.
Thepronouncedwordwas”‘September”’.Inﬁgure4.6thebottomplotshowsthe
audiowaveform.TheMFCPCA1andMFCPCA2parametercurvescanbeseenabove.
ThechangesontheMFCPCAcurvesareinexactsynchronywiththewaveformchart.
Thejump-upphasesofFacePCA1parametercurvestartalittlebitearlierthenthe
transientphasesonthewaveform. Butthewaveformandthe MFCPCAparameters
remaininnearsteadystatephasewhiletheFacePCAparametersfaldowntowards
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Figure4.6: Theword“September”asanexampleoftimeshiftedvisualcomponents
comparedtoaudiocomponents.
thenextphase. Suchphenomenonwith100-200 mstimeintervalcanproducethe
asymmetryandshoulderlikeshapeonthecurvesofFacePCAandMFCPCAmutual
information.
Fig4.6showsclearlythattheFacePCA2parameterhasregularchangesduringthe
thesteadystatephasesofaudiofeaturessothisparameterisrelatedrathertothe
transients. Theexampleshowsapossiblereasonoftheshoulderofthe MFPCPA1-
FacePCA1mutualinformationcurve.Atthe“ep”,wherethebilabial“p”folowsthe
wovel,thespectralcontentdoesnotchangeasfastastheFacePCA.Thisisbecausethe
tonguekeepsthespectrumclosetotheoriginalwovel,butthelipsareclosingalready.
Thislastsuntilthemouthcloses,wheretheMFCchangesrapidly. Theseresultsare
validinthecaseofaspeechandvideosignalwhichisslowenoughandlip-readablefor
deafpersons.
4.1.3 Multichannel MutualInformationestimation
DOI:10.15774/PPKE.ITK.2010.007
Thedetailsaboveinvestigatedtheconnectionbetweenspeciﬁcfacialmotionsandspe-
ciﬁcspectralcontentofaudiospeech. TheuseofPCAisconvenientifwewantto
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identifytheactualmotionsandactualphoneticcontent,butitisnotsuitableforsum-
minguptheresultsbecauseoftheinterchannelmutualinformationwithinthesame
modality.
Inordertohavearepresentationwhichisfreeofinterchannelmutualinformation
thedatashouldbetransformedbyIndependentComponentAnalysis(ICA)whichlooks
forthosemultidimensionalbasisvectorswhichcanmakethedistributionofthedata
toauniformlyﬁledhyperquadricshape.Thiswaythejointdistributionfunctionof
anytwodimensionwilbeminimized.
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Figure4.7:SumofMI(∆t)resultsofalchannelaudio-videopairs(6x6:15pairs).
Positive∆tmeansvoiceinthefuturewasmeasuredtothevideoframein∆t
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=0.The
unitoftimeismilisecond.
ThechannelswerecalculatedbyIndependentComponentAnalysis(ICA)tokeep
downtheinterchanneldependency.The16MFCCchannelwascompressedinto6in-
dependentcomponentchannels.The6PCAchannelsofvideoinformationwastrans-
formedintoaICAbasedbasis.Interchannelindependenceisimportantbecausethe
measurementisthesumofalpossibleaudiochannel–videochannelpairs,andwe
havetoprovethateachmemberofmutualinformationsumisnotfromthecorrelation
ofdiﬀerentvideochannelsordiﬀerentaudiochannelswhichwouldcausemultiplecount
ofthesameinformation.
Sincemutualinformationisacommutative,6x6estimationsgives15diﬀerent
pairs.
Figure4.7showstheresultoftheestimation.Certainasymmetrycanbeobserved
inthesumofmutualinformationcurvesofalchannelpairsofaudioandvideodata.
Thisresultshowsthatthevisiblespeechorgansarepreparingforthenextphoneme
duringthevisualcoarticulationwhilethespeechaudiosignalisnotchanging.Ifboth
modalitieswouldbechangingtogether,therewouldbenoasymmetryinmutualinfor-
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mation.
Figure4.8:InterchannelMI(∆t)resultsshowindependenceinaudio(left)andvideo
(right)channels. Thescalingofthecurvesare∆t=-1.1insecondsonxaxis,and
0.10rangeinbitsonyaxis
InFigure4.8theindependenceofthechannelscanbeseen.Achannelwithitself
produceshighmutualinformationin∆t=0becauseofequality. Shortrisingand
decreasingphasescanbeobservedinbothmodalities,muchshorterthanonFigure4.7,
howevervideodatashowslongerwindowofautocorrelation. Thisdiﬀerencebetween
audioandvideodataispartlybecausevideoinformationisfroma25fpsrecordingwhich
is40msofwindowlengthbuttheaudioinformationwasmeasuredoneverymiliseconds,
sovideodatawasinterpolatedtoﬁttotheaudiodata,andpossiblypartlybecause
ofthediﬀerencebetweeninvisibleandvisiblespeechorgans. Themeasurementwas
repeatedlaterwithfastercamera.
Networktraining
Inpracticalwaythemeasurementofthetemporalscopeistoestimateitwithtraining
eﬃciency. Eﬃciencyismeasuredinthiscasebytrainingerrorafteragivenepoch
number.Thesamedataweretrainedwithdiﬀerentwindowcounts,andafter10.000
epochsthetrainingerrorwascompared. Trainingerrormeanstheaveragediﬀerence
ofthenetwork’soutputandtargetvaluesinthetrainingset.Usingthetrainingerror
ofsingleframetrainingas100%,wefoundthattrainingerrorsarenearlylinearly
decreasingto50%at200msandstayaround50%(evenhigherduetotheincreased
diﬃcultyandﬁxedepochcount)ifthescopeisincreasedfurther.SeeFigure4.9.This
conﬁrmsinpracticethemutualinformationmeasurement.
4.1.4 Durationofasymmetry
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Thephenomenawastestedwithmultiplespeechtempos. Normalandslowspeech
temposhowtheeﬀect,butinthecaseoffastspeech,thereisnotemporalasymmetry
sincetherearenoshouldersontheslopesofthemutualinformationcurve,because
thereisnoelevationinthevalueofmutualinformation.Itseemsthattheexistenceof
themutualinformationisrelatedtotheclearphasesofthespeech.
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Figure4.9:Trainingerrorsofdiﬀerenttemporalscopes. Theerrorisgiveninneural
networkstrainingdatawhichisnormalizedto[-1.1]interval.
4.2 Thesis
II.Ishowedthatthefeaturesofvisiblespeechorganswithinan
averagedurationofaphonemearerelatedclosertothefollowing
audiofeaturesthanpreviousones. Theintensityoftherelation
isestimatedwith mutualinformation. Visualspeechcarriespre-
cedinginformationonaudio modality.[38]
4.2.1 Novelty
Therearealreadypublishedresultsaboutthetemporalasymmetryoftheperception
ofthemodalities. Czapetalexperienceddiﬀerenceinthetoleranceofaudio-video
synchronybetweenthedirectionsofthetimeshift:ifaudioprecedesvideo,thelisteners
aremoredisturbedthaninthereversesituation. Myresultsshowtemporalasymmetry
intheproductionsideoftheprocess,nottheperception.Thiscanbeoneofthereasons
whyperceptionisasymmetricintime(alongsomeotherthings,likethediﬀerence
betweenthespeedsofsoundandthelight,whichmakesperceiverstogetusedtoaudio
latencywhilelisteningtoapersonindistance)
4.2.2 Measurements
DOI:10.15774/PPKE.ITK.2010.007
Amultichannelmutualinformationestimationwasintroduced.Idecreasedtheinter-
channelmutualinformationofthesamemodalityusingICA.Touseonlyrelevant,
contentdistinctivedata,theICAwasusedontheﬁrstfewPCAresults. Thisway
thetraditionalmutualinformationestimationmethodcanbeusedoneachpairsofthe
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Figure4.10: Mutualinformationinmultiplespeechtempos.Thedotsshowtheaverage
phonemedurations.Itseemsthatthemutualinformationishighinthisduration
betweenfutureaudiospeechandactualvisualspeech.
channels.Ifonewouldjustaddtheresultsoftheestimationsofthechannelswithout
ICAorequivalentﬁlter,thesumwouldcontainthesamemutualinformationmultiple
timesbecauseoftheinterchannelmutualinformationinthedata.ByusingICAthis
redundancyislowered,dependingonthequalityoftheICAalgorithmused.
Mutualinformationwascalculatedbytwodimensionaldistributionhistogram.The
resolutionofthehistogramwas200x200. Lowresolutiongivenousableresult,high
resolutionneedsmoredatathanwehad,soweconvolvedthehistogramwithatwo
dimensionalgausswindow.
Timeshiftsweretestedin+-1000msinterval.
4.2.3 Limitsofvalidity
Thephenomenacannotbereproducedinfastspeech.Theremustbeenoughtransient
phasebetweenphonemes.Theeﬀectisstrongerinisolatedworddatabase,andweaker
butstilpresentinreaddatabase.
4.2.4 Consequences
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ThemainconsequenceofthephenomenaisthatthebestpossibleATVSsystemshould
have200mstheoreticallatencytowaitupthefutureoftheaudiospeechtosynthesize
thevideodatawiththemostextractableinformation.
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Thisphenomenacanbeusefulalsoinmultimodalspeechrecognition,usingthe
videodatatopre-ﬁlterthepossibilitiesintheaudiorepresentation.
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Chapter5
Speakerindependenceindirect
conversion
Thischapterisabouthandlingspeakerdependenceofdirectlearningapproach.
5.1 Method
InthischapteraspeakerindependenttrainingmethodispresentedfordirectATVS
systems. Anaudiovisualdatabasewithmultiplevoicesandonlyonespeaker’svideo
informationwascreatedusingdynamictimewarping.Thevideoinformationisaligned
tomorespeakers’voice.Theﬁtismeasuredwithsubjectiveandobjectivetests.Suit-
abilityofimplementationsonmobiledevicesisdiscussed.
5.1.1 Introduction
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ThedirectATVSneedanaudiovisualdatabasewhichcontainsaudioandvideodata
ofaspeakingface[44]. Thesystemwilbetrainedonthisdata,soifthereisonly
oneperson’svoiceandfaceinthedatabase,thesystemwilbespeakerdependent.
Forspeakerindependencethedatabaseshouldcontainmorepersons’voice,covering
asmanyvoicecharacteristicsaspossible(seeFig5.1). Butourtaskistocalculate
onlyone,butlip-readableface.Trainingonmultiplespeaker’svoicesandfacesresults
changingfaceondiﬀerentvoices,andpoorlipreadabilitybecauseofthelackofthe
talentofmanypeople. Wemadeatestwithdeafpersons,andthelip-readabilityof
videoclipsisaﬀectedmostlybythetrainingperson’stalent,andanyofthevideoquality
measuresaspicturesize,resolutionorframe/secfrequencyaﬀectedless.Thereforewe
askedprofessionallip-speakerstoappearinourdatabase.Forspeakerindependence
thesystemneedsmorevoicerecordingfromdiﬀerentpeople. Tosynthesizeonelip-
readablefaceneedsonlyoneperson’svideodata.SotocreatedirectATVSthemain
problemistomatchtheaudiodataofmanypersonswithvideodataofoneperson.
Becauseoftheuseofmultiplevisualspeechdatafrommultiplesourceswouldrise
theproblemofinconsistentarticulation,wedecidedtoenhancethedatabasebyadding
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Figure5.1:Overtraining:thenetworklearnstrainingsetdependentdetails.Thetrain
andtestrunswereindependent.
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Figure5.2:Iterationsofalignment.Notethattherearefeatureswhichneedmorethan
oneiterationofalignment.
audiocontentwithoutvideocontent,andtryingtomatchrecordeddataifthedesired
visualspeechstateisthesameformoreaudiosamples.Inotherwords,wecreate
trainingsamplesas“Howaprofessionallip-speakerwouldvisualyarticulatethis”for
eachaudiotimewindow.
Iwil usea methodbasedonDynamicTime Warping(DTW)[45]toalignthe
audio modalitiesofdiﬀerentoccurrencesofthesamesentence. DTWisoriginaly
usedforASRpurposesonsmalvocabularysystems. Thisisanexampleofdynamic
programmingforspeechaudio.
ApplyingDTWfortwoaudiosignalswilresultinasuboptimalalignmentsequence,
howthesignalsshouldbewarpedintimetohavethemaximumcoherencewitheach
other.DTWhassomeparameterswhichrestrictsthepossiblestepsinthetimewarping,
forexampleitisforbiddeninsomesystemstoomitmorethanonesampleinarow.
Theserestrictionsguaranteetheavoidanceofilsolutions,like“omiteverythingand
theninserteverything”.Ontheotherhand,thealignmentwilbesuboptimal.
IhaveusediterativerestrictiveDTWapplicationonthesamples.Ineachturnthe
alignmentwasvalid,andtheprocessconvergedtoanacceptablealignment.SeeFig
5.2.
5.1.2 Speakerindependence
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Thedescribedbasesystemworksonweldeﬁnedpairsofaudioandvideodata.This
isevidentifthedatabaseisasinglepersondatabase.Ifthevideodatabelongstoa
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Figure5.3: Meanvalueandstandarddeviationofscoresoftestvideos.
diﬀerentperson,thetaskistoﬁttheaudioandthevideodatatogether. Thetext
ofthedatabasewasthesameforeachperson.Thisalowsthealigningofaudiodata
betweenspeakers.
Thisabovedescribedmatchingisrepresentedbyindexarrayswhichtelthatspeaker
AintheimomentsaysthesameasspeakerBinthejmoment.Aslongastheaudio
andvideodataofthespeakersaresynchronized,thisgivestheinformationofhow
speakerBholdshismouthwhenhesaysthesameasspeakerAspeaksinthemoment
i. Withthistrainingdatawecanhaveonlyoneperson’svideoinformationwhichis
fromaprofessionallip-speakerandinthesametimethevoicecharacteristicscanbe
coveredwithmultiplespeakers’voices.
Subjectivevalidation
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TheDTWgivenindiceswereusedtocreatetestvideos.Foraudiosignalsofspeaker
A,BandCwecreatedvideoclipsfromtheFPcoordinatesofspeakerA.Thevideos
ofA-Acasesweretheoriginalframesoftherecording,andinthecaseofBandCthe
MPEG-4FPcoordinatesofspeakerAweremappedbyDTWonthevoice.Sincethe
DTWmappedvideoclipscontainsframedoublingwhichfeelserratic,aloftheclips
wassmoothedwithawindowoftheneighboring1-1frames. Weasked21peopletotel
whethertheclipsareoriginalrecordingsordubbed.Theyhadtogivescores,5forthe
original,1forthedubbed,3inthecaseofuncertainty.
AsitcanbeseenonFig.5.3.thedeviationsareoverlappingeachother,there
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Figure5.4:TrainingwithspeakerA,AandB,andsoon,andalwaystestbyspeaker
Ewhichisnotinvolvedinthetrainingset.
areevenbetterscoredmodiﬁedclipsthansomeoftheoriginals. Theaveragescore
oforiginalvideosis4.2,themodiﬁedis3.2. Wetreatthisasagoodresultsincethe
averagescoreofthemodiﬁedvideosareabovethe”‘uncertain”’score.
Objectivevalidation
Ameasurementofspeakerindependenceistestingthesystemwithdatawhichisnot
inthetrainingsetoftheneuralnetwork. Theunitofthemeasurementerrorisin
pixel.Thereasonofthisisthevideoanalysis,wheretheerrorofthecontourdetection
isabout1pixel. Thisistheupperlimitofthepracticalprecision.40sentencesof5
speakerswereusedforthisexperiment. WeusedthevideoinformationofspeakerAas
outputforeachspeaker,sointhecaseofspeakerB,C,DandEthevideoinformation
iswarpedontothevoice. WeusedspeakerEastestreference.
First,wetestedtheoriginalvoiceandvideocombination,wherethediﬀerenceof
thetrainingwasmoderate,theaverageerrorwas1.5pixels. Whenweinvolvedmore
speakers’sdatainthetrainingset,thetestingerrordecreasedtoabout1pixel,which
isourprecisionlimitinthedatabase.SeeFig.5.4
5.1.3 Conclusion
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AspeakerindependentATVSispresented.Subjectiveandobjectivetestsconﬁrmthe
suﬃcientsuitabilityoftheDTWontrainingdatapreparing.Itispossibletotrain
thesystemwithonlyvoicetobroadenthecoverofvoicecharacteristics. Mostofthe
calculationsofdirectATVSarecheapenoughtoimplementthesystemon mobile
devices.Thespeakerindependenceinducesnoplusexpenseontheclientside.
5.2 Thesis
III.Idevelopedatimewarpingbased AVsynchronizing method
tocreatetrainingsamplesfordirectAV mapping.Ishowedthat
theprecisionofthetraineddirect AV mappingsystemincreases
witheachaddedtrainingsamplesetontest materialwhichisnot
includedinthetrainingdatabase.[46]
5.2.1 Novelty
SpeakerindependenceinATVSisusualyhandledasanASRissue,sincemostofthe
ATVSsystemsaremodularATVS,andASRsystemsarewelpreparedforspeakerinde-
pendencechalenges.Inthisworkaspeakerindependenceenhancementwasdescribed
whichcanbeusedindirectconversion.
5.2.2 Measurements
Subjectiveandobjectivemeasurementsweredone.Thesystemwasdrivenbyanun-
knownspeaker,andtheresponsewastested.Intheobjectivetestaneuralnetworkwas
trainedonmoreandmoredatawhichwereproducedbythedescribedmethod,andtest
errorwasmeasuredwiththeunknownspeaker.Inthesubjectivetestthetrainingdata
itselfwastested.Listenerswereinstructedtotelifthevideoisdubbedororiginal.
5.2.3 Limitsofvalidity
Themethodisvulnerabletopronouncationmistakes,theaudioonlyspeakershaveto
sayeverythingjustliketheoriginallip-speaker,becauseifthedynamicprogramming
algorithmlosethesynchronybetweenthesamples,seriouserrorswilbeincludedin
theresultingtrainingdatabase.
5.2.4 Consequences
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Thisisa methodwhichgreatlyenhanceaqualitywithoutanyrun-timepenalties.
DirectATVSsystemsshouldusethemethodalways.
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Chapter6
Visualspeechinaudio
transmittingtelepresence
applications
SupportinganATVSsystemwithheadmodelsrequiresinformationontherepresenta-
tionoftheATVSsystem.InearlierresultsweusedPCAparameters.Facerendering
parametersarebasedon measurements.Ifthesystemhastousehead modelsby
graphicaldesigners,themaincomponentstatesoftheheadshouldbeclearlyformu-
lated.Graphicaldesignerscannotdrawprincipalcomponentssincetheseabstractions
cannotbeexaminedinthemselvesinnature.Designerscandrawvisemestates.
ForaudiopreprocessingweusedMFCC.Insomeapplicationsthereareotheraudio
preprocessingincluded,inthecaseofaudiotransmissionmostlySpeex[47].
Iwildescribeamethodofeasyenhancementofaudiotransmittingtelepresenceap-
plicationsusingit’sinternalSpeexpreprocessorandproducingresultswhichiscapable
torendervisualspeechfromvisemestates.
6.1 Method
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Inon-linecyberspacesthereareartiﬁcialbodieswhichimitaterealisticbehaviorcon-
troledbyremoteusers. Animportantaspectistherealisticfacialmotionofhuman
likecharactersaccordingtotheactualspeechsounds.Thischapterdescribesamem-
oryandCPUeﬃcientmethodforvisualspeechsynthesisforon-lineapplicationsusing
voiceconnectionovernetwork. Themethodisreal-time,canbeactivatedonthere-
ceiverclientwithoutserversupport.Itisneededonlytosendcodedspeechsignaland
thevisualspeechsynthesisisthetaskofthereceivingclient. Theanimationrender-
ingissupportedbygraphicalacceleratordevices,soCPUloadoftheconversionis
insigniﬁcant.
57
58
6. VISUALSPEECHINAUDIOTRANSMITTINGTELEPRESENCE
APPLICATIONS
6.1.1 Introduction
Voicedrivenvisualspeechsynthesishasagrowingpopularityincybertelepresence
applications. Asof2009therearemorevideogamesonthemarketwiththebeneﬁts
ofthistechnology.
The mostpopularuseofvisualspeechsynthesisisthereal-timerenderedpre-
calculatedfacialanimation. This meetsaltherequirementsinanartiﬁcialworld
wherethecontentofthevoicesisgivenbythedesigners,itisrecordedwithvoice
actors,andthereistimetodoalthecalculationsduringproductiontime.Anexample
ofthistechnologyisinthetitleOblivionorFalout3fromBethesdaSoftworks[48]
whichusestheMPEG-4basedFaceGen[13]. Howeverthisapproachisextendableto
real-timeapplicationsaswelbyconcatenativesynthesis,wewilseethatitisnota
realysuitablesolution.
Inareal-timetelepresenceapplicationtheplayeractivatesthetransmission,the
clientsiderecordsthevoiceinsmalchunks,andsendittotheserverwhichforwardsit
tothegivensubsetoftheplayers,teammatesoranycharactersnearby.Duringactive
voicetransmissionthevisualfeedbackonthereceiverclientsideissomevisualeﬀectof
thecharacter,likeanicon,alighteﬀect,abasicorrandomfacialmotion.Anexample
ofbasicfacialmotionisintheCounter-StrikeSource[49],wherethemomentaryvoice
energyisvisualizedbythemovementofthejaw. Wewilusethisapproachasbaseline.
Oursolutionisareplacementofthiswithimprovedquality,alowingevenlipreading.
6.1.2 Overview
Real-timeorpre-calculated motioncontrol
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Incaseofproductiontimemethodsaloftheaudiocontentisavailableinadvance.A
typicalexampleofthisstartsfromscreenplay,andthevoicerecordsarebasedonthe
giventext.Therearesolutionstoextractphonemestringfromtext,andtosynchronize
thisphonemestringtotherecordslike Magpie[50]forexample. Voicesynchronized
phonemestringscanbeusedtocreatevisemestringwithvisualco-articulation. The
visemeisthebasicunitofvisualspeech(Fig6.2),practicalythevisualconsequence
ofpronouncationofaphoneme. Thevisemestringwithtimingincludesthevisual
information,andco-articulation methodshastoformitintoanaturalvisualﬂow.
Visemecombinationsweremappedforinteractionsasdominationormodifying,and
withthisknowledge,visemepairsorlongersubsequencesareusedforthesynthesis.
Also,duringproductiontimethespeechsignalisavailableasawholesentence.
Thismakesthosemethodsusablewhichusesdataforagivenframefromthevoice
ofnextframes.Thisinformationdeﬁnitelyimportantforprecisefacialmotion[38,6].
Real-timemethodsarenotalowedtouselongbuﬀersbecauseofthedisturbingdelay.
Oneofthereal-timeapproachesusesautomaticspeechrecognition(ASR)systemto
extractphonemestringfromthevoice[6].Thebeneﬁtofthisapproachisthecompati-
bilitywithvisemestringconcatenatormethodsbysimplyuseASRinsteadofmanualy
extractedannotatedphonemestringinformation.TheASRsystemcanbetrainedon
6.1.3Face model 59
Figure6.1:Ourreal-timemethod:thevisualspeechanimationparametersarecalcu-
latedfromtheSpeexcodingparameterswithneuralnetwork.
usualspeechdatabaseswithoutvisualdata.Thedrawbackisthetimeandspacecom-
plexityoftherecognition,andthepropagationoftherecognitionerrors,becauseofthe
falselycategorizedphonemesorwords.
Otherwayisthedirectconversionwhichissimplerandfasterbutusualyless
accuratebecauseofthelackoflanguagedependentinformation.
6.1.3 Face model
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Foraspeakingheadmodeltherearetworequirements:theartistsshoulddesignthe
modeleasily,anditshouldhaveenoughdegreeoffreedom.Forexampleinthegame
Counter-StrikeSourcethemouthmotionhasonedegreeoffreedom,thepositionof
thejaw,anditisdirectlylinkedtotheenergyofthesignal. Althoughthisbehaves
obviouslyartiﬁcial,thisisnumericalyafairapproximationsincevisualspeechPCA
(PrincipalComponentAnalysis)factorizationshowsthatthe90%ofthedeviationisin
theﬁrstprincipalcomponentwhichmainlyshowsthemotionofthejaws[8].Inorderto
haveamoresophisticatedheadmodelthereshouldbemoredegreeoffreedom,which
includesthehorizontalmotionofthemouthboundaryormore.
InourworksweusedPCAbasedfacialcoordinatestorepresentafacialstate.
Thisrepresentationhavesomenicepropertiesas mathematicalyproven maximum
compressionratealonglinearbasisesindimensioncount. Eachstateisexpressedin
anoptimalbasiscalculatedfromvisualspeechdatabase.Inthiswaya30dimensional
facialdatacanbecompressedinto6dimensionwithonly2%error.Aswevisualizethe
calculatedbasis,thecoordinatesshowmotioncomponentsasjawmotion,liprounding,
andsoon.Thesearenotvisemesasvisemesarenotguaranteedtobeorthogonalsof
eachother. WeusedguidedPCAinthiscase,includingthemostimportantvisemes
aslongasitispossible.
Foradesignerartistitiseasiertobuildmultiplemodelshapesindiﬀerentphases
thanbuildingonemodelwiththecapabilityofparameterdependentmotionbyimple-
mentingrulesinthe3Dframework’sscriptlanguage. Themultipleshapesshouldbe
theclearstatesoftypicalmouthphases,usualythevisemes,sincethesephasesare
easytocapturebyexample. Adesignerwouldhardlycreateamodelwhichisina
theoreticalstategivenbyfactorizationmethods.
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Thereforeweneedtogiveafacialanimationcontrolbasedonfacestates,andthe
designercanworkwithexamples.Thecontrolofthefacialanimationcanbetheweights
ofthedrawnshapes. Generalyitisnottruethateveryfacialstatecanbeexpressed
fromanysetofvisemes,butthereisanapproximationofthestatesforagivenviseme
set,anddependingonthesizeofthisset,andsothedegreeoffreedom,anylevelof
accuracycanbereached(Table6.1).Thisapproachmayusemoredegreesoffreedom
thanPCAbasedapproachforthesamequality,sincethePCAisoptimalinthispoint
ofview.
Therenderingofthefaceiseﬃcient. Thegraphicalinterfacesusualyprovide
hardwareacceleratedvertexblending.Therearemoresophisticatedapproachesusing
volumeconservertransformations[51]withslightincreaseoftimecomplexity. These
methodscanbeusedtorenderourapproachaswel.Supportforfeatureslikecrinkling
skinisoutofourinterest.
6.1.4 Visemebaseddecomposition
Thevideodataisfromavideorecordingofatalkingpersonwithﬁxedﬁeldofview.
Theheadofthepersonwasﬁxedtothechairtoeliminatethemotionofthewhole
head. Thefaceofthepersonwaspreparedwithmarkerpointswhichweretracked
automaticalyandcorrectedmanualy[8].Thepositionofthenosewasusedasorigin,
soeveryframewastranslatedtocommonframe.Theautomatictrackingwasbasedon
colorsensitivehighlighttrackingwithautomaticqualityfeedbacktohelpthemanual
corrections. Therewere15markers,placedonasubsetof MPEG-4featurepoints.
Themarkertrackerresultsavectorstreamin2Dpixelspace. Thisrepresentationis
goodformeasurement,becausenospecialequipmentisneededfortherecording,and
alsorelativelygoodforestimationofqualitysincethegeneratedanimationwilgive
thesamedatainbestscenario. Toachieveinterchangeablemetrics,pixelunitmust
beeliminated.Thiseliminationisdonebyusingthedistributionofthegivenmarker
positionasareferencetothepositionerror.Inthiscasethepixelunitsareeliminated
fromtheresultbytransformingtoarelativescale.
E(G)=
N
i=1
f
j=1 Gij−Sij
Nfσ(Si) (6.1)
whereNisthedimensionalityofthevisualrepresentation,fisthetotalnumber
offrames,GisthegeneratedsignalversusSsignalandEistheestimatederrorvalue.
S
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canbeanylinearrepresentationofthefacialstate,giveninpixelsorvertices,or
MPEG-4FAPvalues.
Everyfacialstateisexpressedasaweightedsumoftheselectedvisemestatesets.
Thedecompositionalgorithmisasimpleoptimizationoftheweightvectorsofviseme
elementsresultingminimalerrors.Thevisemesaregiveninpixelspace.Everyframe
ofthevideoisprocessedindependentlyintheoptimization. Weusedpartialgradient
methodwithaconstraintofconvexnesstooptimizetheweightswherethegradientwas
basedonthedistanceoftheoriginalandtheweightedvisemesum(Equation6.1).The
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Table6.1:Errorsasafunctionofvisemenumberusedincompositionsonimportant
featurepoints.Visemesarewrittenincorrespondingphonemecodes,except”closed”
andSwhichisnotastandalonedominantviseme,itisusedatthebeginningofthe
word.
No. Visemes Error
2 closed2 15.25%
3 closed2I 7.48%
4 closed2IO 4.17%
5 closed2IOE 3.88%
6 closed2IOES* 3.48%
constraintisasuﬃcientbutnotnecessaryconditiontoavoidunnaturalresultsastoo
bigmouthorhead,thereforenonegativeweightsalowed,andthesumoftheweights
isone.Inthiscaseastepinthepartialgradientdirectionmeansalargerchangein
thedirectionandasmalchangeintheremainingdirectionstobalancethesum.The
approximationisacceleratedandsmoothedbychoosingthestartingweightvectorfrom
thelastresult.
G=
N
i=1
wiVi (6.2)
where
N
i=1
wi=1 (6.3)
ThestateGcanbeexpressedasconvexsumofvisemestatesV
DOI:10.15774/PPKE.ITK.2010.007
,whichcanbeany
linearrepresentation,aspixelcoordinatesor3Dvertexcoordinates.
Theconvexnessguaranteesthattheblendingisindependentofthecoordinatesys-
tem.Ifthedesigneruseunnormalizedvertexcoordinates,aweightedsumwithmore
orlessofweightsumofonecanresulttranslationandmagniﬁcationofthehead.
Theresultsofthissimpleapproximationareacceptable.Thequalityisestimated
bypixelerrorsoftheimportantfacialfeaturepoints.Theselectionofimportantpoints
isbasedondeviation,thosefeaturepointswhichareabovetheaveragedeviationare
chosen.
Theheadmodelusedinsubjectivetestsisthreedimensionalandthiscalculation
isbasedontwodimensionalsimilarities,sothephasedecompositionisbasedonthe
assumptionthattwodimensional(frontalview)similarityinducethreedimensional
similarity.Thisassumptionisnumericalyreasonablewithprojection.
Notethattherepresentationqualityisscalablebysettingthevisemecount.This
wil maketheresultingmethodscalableonclientside.
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Figure6.2: Visemesarethebasicunitofvisualspeech. Thesearethosevisemeswe
usedforsubjectiveopinionscoretestsinthis(row-major)order.
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6.1.5 Voicerepresentation
Everyvoiceprocessing methodneedtoextractusefulinformationfromthesignal.
Thosealgorithmswhichusedirectlythesoundpressuresignalarecaledtimedomain,
whichusesFouriertransformorotherfrequencyrelatedﬁlterbanksarecaledfrequency
domain,andthosewhichusessome(lossy)compressedinputarecaledcompressed
domainmethods.
Thoseapplications,wherevoicedrivenfacialanimationcanbeamatter,usevoice
transmission.Voicetransmissionsystemsuselossycompressionmethodstominimize
thenetworkload.Thereforeaneﬃcientvoicedrivenvisualspeechsynthesizershould
beacompresseddomainmethod.
Aspeechcoderattendstoachievebestvoicequalitywithreasonablesizeddata
packets. Thiscanbetreatedasafeatureextractingmethod. Thequestionis,what
distancefunctioncanbeusedonthegivenrepresentation?Isthereanappropriate
metricswhatalearningsystemcanapproximate?
6.1.6 Speexcoding
OneofthemostpopularspeechcoderforthispurposeistheSpeex[47].SpeexusesLSP,
amemberofthelinearpredictioncodingfamily.Linearpredictionuseavectorofscalars
whichcanpredictthenextsamplefromtheprevioussamplesbylinearcombination.
xn=
N
i=1
aixn−i (6.4)
WhereNisthesizeofthepredictionvector.Theoptimalpredictorcoeﬃcientvector
foragivenxcanbecalculatedbyLevinson-Durbinalgorithm.Thisisshortrepresenta-
tion,butitisnotsuitableforquantizationorlinearoperationsaslinearinterpolation,
consequentlyitisnotdirectlyusedforvoicetransmissionorfacialanimationconver-
sion.HenceSpeexusesLSPwhichisaspecialrepresentationofthesameinformation
butcapabletolinearoperations,forexampletheLSPvaluesarelinearlyinterpolated
betweenthecompressedframesofSpeex.
ForLSPcoding,insteadofstoringthepredictorvectorawetreatitasapolynomial,
andstoretheroots.Therootsareguaranteedtobeinsidetheunitcircleofthecomplex
plane.Toﬁndroots,twodimensionalsearchwouldbeneeded,sotoavoidthisweuse
apairofpolynomialswhichareguaranteedtohavealtherootsontheunitcircle,and
themeanofthepairistheoriginalroot,soonedimensionalsearchisenough.
PQz= az±z−(N+1)az−1 (6.5)
LSP=
z∈C
{PQz=0}
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(6.6)
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ThismakesLSPmorerobusttoquantizationandinterpolationthanthepredictor
vector.Interestingly,PQvaluesarecaledvocaltract,withglottisopenandclosed,
whichareconnectedwiththetopicofaudiovisualspeechsynthesis.
Lossycompressionmethodsusequantizationofvaluesofacarefulychosenrepresen-
tation.LSPisacompactandrobustrepresentation,andSpeexuseVectorQuantization
tocompressthesevalues. WemodiﬁedtheSpeexdecodingprocesstoexportuncom-
pressedLSPvaluesandtheenergy.Thismakesonly11assignmentsandmultiplications
forscalingasanextracomputationalcost.
6.1.7 Neuralnetworktraining
Thedataisfromanaudiovisualrecordingofaprofessionallip-speaker. Therecord-
ingcontains4250frames. Thecontentisintendedfordirectvoicetovisualspeech
conversiontestingfordeafpeople,itcontainsnumbers,months,etc.Thelanguageis
Hungarian. Thenetworkisasimplestraightforwarderror-backpropagationnetwork
withonehiddenlayer.
Audio
Theaudiorecordingisoriginaly48kHz,anditisdownsampledto8kHzforSpeex.
WeusedthemodiﬁedSpeexdecodertoextractLSPandgainvaluestotrainneural
networksasinput.Therearevaluesforeach20mswindow.LSPhasvaluesin[0,π],
andtheneuralnetworkusethe[−1,1]interval,soscalingwasapplied.
Video
Thetargetoftheneuralnetworkisthevisemeweightvectorrepresentingfacialstate.
Astheoriginalrecordingis25framepersecond,andtheaudiodatafromSpeexuses
20mswindows,thevideodatawasinterpolatedfrom40msto20msframeinterval.
Weusedlinearinterpolationasitnotviolatesconvexness.Thedecompositionweight
valuesareintherangeof[0,1]whichisintheneuralnetworks[−1,1]interval,sono
scalingwasapplied.
Neuralnetworkusage
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Theresultingnetworkisintendedtobeuseddirectlyinthehostapplication. The
trainednetworkweightscanbeexportedasastaticfunctionofaprogramminglan-
guage,forexampleC++. Thissourcecodecanbecompiledintotheclient. This
functioniscaledwiththevaluesexportedfromthemodiﬁedSpeexcodec.Thereturn-
ingvaluesisapplieddirectlyfortherenderer. Withthisapproachruntimeoverhead
isminimal,noﬁlereadingsordatastructuresareneeded.Thegeneratedsourcecode
canbecreatedatspeechinterestedlaboratories,theapplicationdevelopersjustusethe
code.
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6.1.8 Implementationissues
Themethodcanbeimplementedasafeatureontheclient,onreceiverside.Theuser
mayturnonandoﬀthemethodsincethecalculationareperformedonthereceiver
clientsCPU.Thereisnoextrapayloadonthenetworktraﬃc.
TheCPUcostofthecalculationis200-400multiplicationsdependingonthehidden
layersizeandthedegreesoffreedom. Thespacecostofthefeatureisthemultiple
shapesoftheheadmodels,whichdependsonthegivenapplication,howsophisticated
headmodelsareusedinit. Thespacecostisscalablebysettingthevisemeset,the
moreheadmodelsthebetterapproximationoftherealmouthmotion.
Theheadmodelscanbestoredonvideoacceleratordevicememoryandcanbe
manipulatedthroughgraphicalinterfacesasOpenGLorDirect3D.Thevertexblending
(weightedvectorsum)canbecalculatedontheacceleratordevice,itishighlyparalel
sincetheverticesareindependent.
6.1.9 Results
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Trainingandtestingsetwasseparated,andduringtheﬁrst1‘000‘000epochs(training
cycles)oftrainingtheerrorofthetestingsetstildecreased(Fig6.3).Dependingonthe
degreesoffreedomtheresultsare1-1.5%ofaverageerror. Ourformermeasurements
gavesuﬃcientinteligibilityresultsatthislevelofnumericerror. Thisshowsthat
usabletrainingerrorlevelcanbereachedbeforeovertrainingevenwithrelativelysmal
databases.
ThedetailsofthetrainedsystemresponsecanbeseenonFig 6.4. Themain
motionﬂowisreproduced,andtherearesmalglitchesbilabialnasals(lipsnotclose
fuly)andplosives(visibleburstframe). Mostoftheseglitchescouldbeavoidedusing
longerbuﬀer,butitcausedelayintheresponse.
Subjectiveopinionscoretestwasdonetoevaluatethevoicebasedfacialanimation
withshortvideos.Halfofthetestmaterialwasfacepicturecontroledbydecomposed
dataandtheotherhalfbyfacialanimationcontrolparametersgivenbytheneural
networkbasedcontroldatafromoriginalspeechsounds.Theopinionscoretestincluded
from1to5degreesoffreedomofcontrolparameters.Eachcontrolsourceanddegreesof
freedomcombinationwasrepresentedin8shortvideo,2ofthempronouncednumbers
0-9,2ofthemnumbers10-99,2withnamesofthemonthsand2withthedaysofthe
week.Thismakes80videos.
Testsubjectswereinstructedtoevaluateharmonyandnaturalnessoftheconnection
ofvisualandaudiochannels. Score5forperfectarticulation,score3formistakes
andscore1forhardlyrecognizableconnection.Theresultsareinterestingsinceafter
theseconddegreeoffreedomtheevaluationisneartoconstantwhilenumericalerror
halvesbetween2.and3. degree. Thepossibleexplanationofthisphenomenacan
bethesimplenessofourheadmodelusedforscoring.Thetongueandtheteethwas
notindependentlymovedinthevideos,themoredegreeoffreedomwasusedonlyto
approximatethemouthcontourmorepreciselywhichmaywaspreciseenoughalready
atlowerdegreesoffreedom.
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Figure6.3:Trainingandtestingerrorofthenetworkduringtraining.Theerroristhe
averagedistancebetweentheweightfromthevideodataandthecalculatedfromSpeex
input.
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Figure6.4:Exampleswiththehungarianword”Szeptember”,it’sveryclosetoEnglish
”September”exceptthelasteisalsoopen. Eachﬁgureisthemouthcontourinthe
time.Theoriginaldataisfromavideoframesequence.The2and3DoFaretheresult
ofdecomposition.Thelastpictureisthevoicedrivensynthesis.
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Highertargetcomplexityinducetheneuralnetworkconvergeslower,ornotatal.
Butasweincreasethedegreesoffreedom,theneuralnetwork’serrordecreasesfrom
the2.degree.
Theresultsoftheopinionscoretestshowthatthebestscore/DoFrateisatthe2
DoF(Fig6.5),infactthehighestnumericalerror.Theseresultsshowthattheneural
networkmaytraintodetailswhicharenotveryimportanttothetestsubjects. As
thedecompositionisbasedentirelyandonlyonmouthcontour,itmaybenotthat
important.Usingcorrectteethvisibilityortonguemovementmayimprovetheresults,
butinthistestwewereunabletotrythisbecauseofthelackofmarkersonthesefacial
organs. Thisproblemisinthedecompositionphasesinceinthesynthesizedfacewe
havethesefacialorgansandcontrolthemactively,butthecontrolisinaccurate.Ifthe
decompositionwouldbeaﬀectedbymoreinformation,thiscouldbecorrected.Active
shapemodelingorotheradvancedtechniquesmayimprovethedecompositionmaterial.
Themainconsequenceofthesubjectivetestthattwodegreesoffreedomcangive
suﬃcientqualityforaudiovisualspeech,andtheproposedmethodcangivethecontrol
parametersinthisqualityfromthevoicesignal.
6.1.10 Conclusion
Themainchalengewasthestrangerepresentationofthevisualspeech. Wecansay
oursystemwassuccessfulyusedthisrepresentation.
ThepresentedmethodiseﬃcientastheCPUcostislow,thereisnonetworktraﬃc
overhead,thefeatureextractionofthevoiceisalreadyperformedbyvoicecompression,
andthespacecomplexityisscalablefortheapplication. Thefeatureisindependent
fromtheotherclients,canbeturnedonwithoutexplicitsupportfromtheserveror
otherclients.
Thequalityofthemouthmotionwasmeasuredbysubjectiveevaluation,thepro-
posedvoicedrivenfacialmotionshowssuﬃcientqualityforon-linegames,signiﬁcantly
betterthantheonedimensionaljawmotion.
Letusnotethatthesystemdoesnotcontainanylanguagedependentcomponent,
theonlystepintheworkﬂowwhichisconnectedtothelanguageisthecontentofthe
database.
6.2 Thesis
IV.Idevelopedand measureda methodtoenhanceaudiotrans-
mittingtelepresenceapplicationstosupportvisualspeechwithlow
timecomplexityandwiththeabilitytohandlevisemebasedhead
models. Theresultingsystemoverperformsthebaselineofthe
widelyusedenergybasedinterpolationoftwovisemes.
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Figure6.5:Subjectivescoresofthedecompositionmotioncontrolandtheoutputof
theneuralnetwork.Thereisasigniﬁcantimprovementbyintroducingaseconddegree
offreedom.Themethod’sjudgmentfolowsthedatabase’saccordingtothecomplexity
ofthegivendegreeoffreedom.
6.2.1 Novelty
FacialparametersusualyrepresentedwithPCA.Thisnewrepresentationisawareof
thedemandsofthegraphicaldesigners.Therewerenopublicationsbeforeontheus-
abilityifthisrepresentationconcerningATVSdatabasebuildingorreal-timesynthesis.
6.2.2 Measurements
Subjectiveopinionscoreswereusedtomeasuretheresultingquality.
6.2.3 Consequences
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UsingtheSpeexandthevisemecombinationrepresentationtheresultingsystemis
embeddableveryeasily.
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InthisproposedthesisIcolectedmycontributionstotheﬁeldofaudiospeechconver-
siontovisualspeech,especialydirectconversionbetweenthemodalities.
Newscientiﬁcresults
IpositioneddirectconversionmethodamongwidelyusedASRbasedsolutions.
I.Ishowedthatdirect AV mapping method,whichis moreef-
ﬁcientcomputationallythan modularapproaches,overperforms
the modularAV mappinginaspectofnaturalnesswithaspeciﬁc
trainingsetofprofessionallip-speaker.[39]
Idiscoveredandmeasuredthephenomenaoftemporalasymmetryonproductional
sideofthespeechprocess.
II.Ishowedthatthefeaturesofvisiblespeechorganswithinan
averagedurationofaphonemearerelatedclosertothefollowing
audiofeaturesthanpreviousones. Theintensityoftherelation
isestimatedwith mutualinformation. Visualspeechcarriespre-
cedinginformationonaudio modality.[38]
Isolvedtheproblemofspeakerdependencyofdirectconversionofspeech.
III.Idevelopedatimewarpingbased AVsynchronizing method
tocreatetrainingsamplesfordirectAV mapping.Ishowedthat
theprecisionofthetraineddirect AV mappingsystemincreases
witheachaddedtrainingsamplesetontest materialwhichisnot
includedinthetrainingdatabase.[46]
Ishowedthatdirectconversioncanbeusedwithnaturalrepresentationsinsteadof
mathematicalyconvenientprincipalcomponents.
IV.Idevelopedand measureda methodtoenhanceaudiotrans-
mittingtelepresenceapplicationstosupportvisualspeechwithlow
timecomplexityandwiththeabilitytohandlevisemebasedhead
models. Theresultingsystemoverperformsthebaselineofthe
widelyusedenergybasedinterpolationoftwovisemes. [52]
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Theconclusionofmyworkisthatthedirectconversionisanundeservedlyignored
methodintheworldbecauseoftheinitialfailureswithinadequatetrainingdata. My
resultsclearlyshowthatdirectconversionisnotonlycomputationalyeﬃcientbut
contributesspeakerindependentnaturalvisualspeechsolutionforbroadrangeofap-
plications,andthekeyofthegoodqualityvisualspeechsynthesisistheappropriate
database,.
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