This paper proposes a recommender system to alleviate the coldstart problem that can estimate user preferences based on only a small number of items. To identify a user's preference in the cold state, existing recommender systems, such as Netflix, initially provide items to a user; we call those items evidence candidates.
of the lack of user-item interactions. Content-based systems are introduced [15, 17] to solve the cold-start problem. Such systems use user profile information (e.g., gender, nationality, religion, and political stance) and the contents of the items to make recommendations. The systems might have a limitation suggesting the same items to the users who have similar contents regardless of items that user already rated. Hybrid systems, which are based on a collaborative filter and utilize content information, are widely used in various applications [3, 9, 23] . However, these systems are unfit for a recommendation when the user-item interaction data are sparse. Moreover, due to privacy issues, collecting personal information is challenging, which might result in the user cold-start problem.
To avoid the user cold-start problem due to privacy issues, many web-based systems, such as Netflix, recommend items based on only minimal user information. Netflix initially presents popular movies and television programs to new users: we call these videos the evidence candidates. Then, the user chooses the videos that he/she likes among the candidates. Afterward, the system recommends some programs based on the videos selected by the user. Recently, to improve performance, the recommendations have been made using deep learning methods [10, 24, 28] ; however, the cold-start problem remains for new users who rate only a few items.
Previous recommender systems are limited by two important issues. First, a system should be able to recommend items to new users who have made a few ratings. New users leave the system when they receive poor recommendations initially [14] . However, the existing systems are not designed for users who rate only a few items. The previous system leverages the user profile information to improve the poor performance, but it does not solve the limitation. Consider two unemployed male users of a movie service who are in their twenties. One man watches a few science fiction movies, while the other man views a few horror movies. When gender, age, and occupation are provided as the user information, the recommender system might present a very similar movie lists to both men because a few movies cannot figure out their preferences. Second, the existing systems do not provide reliable evidence candidates to estimate user preferences: they show popular items as evidence candidates. Spending time selecting evidence candidates might not be necessary because recommendations naturally become robust as user-item interaction increases. However, we have to deliberately select proper evidence candidates to improve the initial recommendations for new users.
This study proposes a meta-learning-based recommender system called MeLU to resolve the preceding issues. Meta-learning focuses on improving classification or regression performance by learning with only a small amount of training data. A recommender system has similar characteristics with meta-learning, because it focuses on predicting a user's preferences based on only a small number of consumed items. We consider the Model-Agnostic Meta-Learning (MAML) algorithm [4] , which allows estimation of customized preference directly based on an individual user's item-consumption history, even when only a small number of items have been consumed. In contrast to collaborative filter-based systems, which find other users who have similar ratings as the target user, the proposed system considers the items consumed by the target user only. Moreover, we suggest evidence candidate selection strategy for the MAML-based recommender system which can substantially enhance the initial recommendation performance for new users by selecting distinguishing items for customized preference estimation.
Our study provides four main contributions. First, we alleviate the user cold-start problem by adopting the MAML concept in the recommender system. Second, to the best of our knowledge, this study is the first to identify reliable evidence candidates to improve the initial recommendation performance of new users. Third, MeLU can provide personalized model to each user using their unique item-consumption history. Lastly, the proposed system and evidence candidate selection strategy are validated with two benchmark datasets and a user survey.
The remainder of this paper is organized as follows. We briefly describe meta-learning and the relationship between meta-learning and the proposed recommender model in Section 2. We present the proposed system and evidence candidate selection strategy in Section 3. Section 4 evaluates the recommendation performance of the proposed method by means of two comparative methods for benchmark datasets. In addition, through user study, we compare the proposed model-based evidence candidates with popularitybased evidence candidates in Section 5. Finally, we conclude this paper and discuss future research in Section 6.
META-LEARNING
Meta-learning, also called learning-to-learn, aims to train a model that can rapidly adapt to a new task which is not used during the training with a few examples [26] . Meta-learning is inspired by the human learning process, which can quickly learn new tasks based on a small number of examples. Meta-learning can be classified into three types: metric-based, memory-based, and optimization-based meta-learning. Previous researches [8, 20, 22, 27] on metric-based and memory-based meta-learning are concentrated on classification problems; the work in [25] took a concept of the metric-based meta-learning algorithm in the recommender system to predict whether a user consumes an item or not. The system could make a recommendation based on item-consumption but cannot provide a personalized model to users. By contrast, we consider taking a concept of optimization-based meta-learning [4, 11] to recommender system, which can serve a personalized recommender model by reflecting item-consumption of each user.
The optimization-based meta-learning algorithm considers the model f and the distribution over task p(T ). The algorithm attempts to find desirable parameter θ of model f , as shown in Figure 1 . The optimization-based meta-learning algorithm performs local and global updates. From the random initial parameter θ (the starting point of the black arrow), the algorithm samples several tasks from the distribution over task T i ∼ p(T ). The algorithm locally updates parameter θ to θ i by gradient ∇ θ L i (f θ ) for each tasks i = 1, · · · ,T , where T is the number of sampled tasks and L i (f θ ) denotes the training loss on task i with parameter θ . The local updates are represented as gray arrows in the figure. After local updates, for all sampled tasks, the algorithm globally updates parameter θ based on L ′ i (f θ i ), which is the test loss on task i with parameter θ i , so that the globally updated parameter fits into the various tasks.
The optimization-based meta-learning algorithm uses two sets, namely, the support set and query set, for each task. The support set and query set are used for calculating the training loss and test loss on each task, respectively. During the local update, the algorithm adjusts the parameter of the model on each support set (learning process). During the global update, the algorithm trains the parameter to minimize the losses with the adapted parameters on the query sets (learning-to-learn process). When the learningto-learn process reaches a termination condition for previous tasks, the algorithm only accepts a support set for a new task. Using the support set, the model can adapt to the new task. Note that, the algorithm allows parameters for each task not to be stored; instead, the parameters are calculated via support sets.
We regard each task as estimating a user's preferences in the recommender system. From this inspiration, we propose a MAMLbased recommender system that can rapidly estimate a new user's preferences based on only a few user-item interactions. The MAMLbased recommender system accounts for the fact that different users have different optimal parameters. Therefore, our MAML-based recommender system provides each user personalized recommendations based on their unique item-consumption history. Consider the two male users from Section 1. The item-consumption history of the first user includes science fiction movies, and that of the second user includes horror movies. Since our recommender system considers movies watched by individual users, the system will recommend science fiction movies or horror movies to each user. Moreover, our model can provide items with large gradient as reliable evidence candidates. An item has a large gradient for item-consumption history if a rating of that item by a new user provides the system with substantial information about the preferences of the user.
METHOD
In this section, we describe the details of Meta-Learned User preference estimator (MeLU). We first introduce a user preference estimatior that consists of decision-making layers and output layer with user and item embeddings. Next, we design a personalized user preference estimation model based on MAML that can rapidly adapt to new tasks (new users). Finally, we suggest an evidence candidate selection strategy based on the personalized user preference estimation model.
User Preference Estimator
The proposed user preference estimation model for the recommender system is shown in Figure 2 . The model takes user content (e.g., age and occupation) and item content (e.g., genre and publication year) as the input. First, the proposed model performs embedding processes based on the input and concatenates the embedded vectors. Second, from the embedding, we model the decisionmaking process by means of a multilayered neural network, which is widely used in recent recommendation research [3, 6] .
We employ the embedding process to extract useful features to estimate user preferences from the contents, because the previous research showed that the embedding process improves the performance in the recommender system [1, 30] . Our model embeds user and item contents in a similar way as in previous work [3] . For categorical content, we generate each content embedding and use the concatenated embeddings as shown in Figure 2 . When the number of user contents is P, we define the embedding vector U i for user i as follows.
where c ip is a d p -dimensional one-hot vector for categorical content p ∈ {1, · · · , P } of user i and e ip represents the d e -by-d p embedding matrix for the corresponding categorical content of the user. d e and d p are the embedding dimension and the number of categories for content p, respectively. The items are embedded in the same way. The embedding vector I j for item j can be described as
where c jq is a d q -dimensional one-hot vector for categorical content q ∈ {1, · · · , Q } of item j and e jq represents the d e -by-d q embedding matrix for the corresponding categorical content of the item. Q, d e and d q are the number of item contents, embedding dimension, and the number of categories for content q, respectively. If there exist continuous contents, the input nodes of the contents are connected directly to the concatenate layer without passing through the embedding layer.
User preference estimation is conducted by the decision-making and output layers of our model. The embedding dimensions for a user and an item may be different (i.e., d e ×p d e ×q). Thus, we cannot use a generalized matrix factorization layer [6] , which requires equal embedding dimensions. Therefore, we construct the decisionmaking layer as a N -layer fully-connected neural network. The output layer, which is the subsequent layer of the decision-making layers, estimates user preferences that could be ratings, implicit feedback [7] , or dwell times [29] . The layers can be formulated as
where W n and b n are the weight matrix and bias vector for the n-th decision-making layer, and W o and b o are those for the output layer.ŷ i j is user i's estimated preference for item j, and a and σ denote the activation functions of the decision-making layer and output layer, respectively. We use rectified linear unit (ReLU) [16] as the activation function a. The activation function σ depends on how user preference is defined. If the goal is to estimate ratings and dwell times, a linear function might be appropriate, whereas the sigmoid function can be used in the case of implicit feedback.
Meta-Learned User Preference Estimator
Inspired by the concept of optimization-based meta-learning, we put this concept into MeLU to reflect personalized user preferences with only a few user-item interactions. Figure 3 shows how the model employs users' item-consumption history, which is not directly considered in the previous model [3] . Our model considers a user's item-consumption history and preferences, and these inputs act as the support set for the local update. In other words, to reflect a user's tastes, the model updates the parameters in the decision-making layers and the output layer (i.e., W and b) based on the user's unique item-consumption history. We do not update the embedding vectors for the user and items during the local update to ensure the stability of the learning process, which means that our model assumes users and items do not change, only the users' thoughts change as they interact with the items. Furthermore, unlike MAML, we do not limit the length of the item-consumption history. We extend the idea of the matching network, which is one of the most famous meta-learning algorithms and shows good performance even when the length of the support set (i.e., length of the item-consumption history) is not fixed [2] .
Algorithm 1 shows the detailed personalization procedure of the user preference estimation model. First, the parameters in Eqs. 1, 2, and 3 (lines 1-2) are randomly initialized. As the model updates only the parameters in Eq. 3 during the local update, we denote these parameters separately. Second, the model randomly samples the batch of users (line 4). Third, the model locally updates the parameters for user i in the batch by backpropagating the following 
where H i = {j | item j consumed by user i} is a set of items consumed by user i, i.e., the support set, and y i j is user i's actual preference for item j. This local update can be considered to be an iteration for personalization, which can be repeated several times. Finally, the algorithm globally updates θ 1 and θ 2 based on loss function L ′ i for corresponding new item-consumption history H ′ i (i.e., the query set) with the personalized parameters (line 10). This process aims to find the desirable parameters that achieve good recommendation performance after a few local updates for all users. The algorithm repeats these processes until θ 1 and θ 2 converge. When recommending items to a user, MeLU conducts local updates based on the user's item-consumption history and calculates the preferences for all items that the user has not rated. After that, the model recommends top favored items to the user.
Evidence Candidate Selection
We suggest an evidence candidate selection strategy based on the MeLU. The strategy identifies the distinguishing items that can be used to quickly analyze individual preferences of new users in the system. In our model, the larger the average Frobenius norm of whole users' gradient for personalization is (i.e., the gradient of the local update,
, the better the distinction among users' preferences. When calculating the gradient, we modify L i as L i /|L i |, where | · | denotes the absolute value of the input to backpropagate the unit error. Although the items with large gradient are useful for identifying user preferences, a proper assessment might be difficult when the user does not know about the items. Therefore, we also consider the users' awareness of the items. We assume that the more frequent user-item interaction is, the better for user i in B do 6:
end for 10:
aware users are of the item. Therefore, for each item, we calculate the gradient-based value and popularity-based value as the average Frobenius norm and the number of interactions for each item using the whole existing user-item pairs, respectively. To scale the units of two values, we normalize the values to range from zero to one and assign the score to each item by multiplying two normalized values. Finally, we define the top k items with the highest scores as evidence candidates. Note that, the scores can vary when entering new user, which directly effects the average Frobenius norm and user-item interactions.
EXPERIMENTS 4.1 Experimental Design
We considered two datasets: MovieLens 1M [5] and Bookcrossing [31] . Both datasets provide basic user and item information, such as user's age and publication year, and the datasets have explicit feedback information. We divided the items and users into two groups (existing/new) to evaluate the performance under item-coldstart and user-cold-start condition. We prepared four partitions for each dataset: 1) existing items for existing users, 2) existing items for new users, 3) new items for existing users, and 4) new items for new users. The following preprocessing was performed for each dataset:
• MovieLens 1M: We collected additional movie contents from IMDb 1 . We divided the movies into movies released before 1997 and after 1998 (approximately 8:2). We regarded movies released before 1997 as existing items and movies released after 1998 as new items, and we randomly selected eighty percent of the users as existing users and the rests as new users. • Bookcrossing: We divided the books into those released before 1997 and those released after 1998 (approximately 5:5). We regarded books released before 1997 as existing items and books released after 1998 as new items, and we randomly selected one-half of the users as existing users and the remainder as new users.
In each partition, we included only users whose item-consumption history length is between thirteen and one hundred. For each user, ten random items from the history were used as the query set (H ′ i ), and the remaining items were used as the support set (H i ) in Algorithm 1, i.e., the length of the item-consumption history ranges from three to ninety. It was used to determine whether the model can learn consumers' preferences regardless of the length of the item-consumption history. The characteristics of the two datasets are summarized in Table 1 .
The proposed model, MeLU, was tested with the following structure. Two layers were used for the decision-making layers with 64 nodes each, and the dimension of all embedding vectors was set to 32. We set the step sizes α and β to 5 × 10 −6 and 5 × 10 −5 for the MovieLens 1M dataset and to 5 × 10 −5 and 5 × 10 −4 for the Bookcrossing dataset. The number of local updates was varied from one to five. The batch size and the maximum number of epochs of Algorithm 1 were set to 32 and 30, respectively. All experiments were implemented with Pytorch [19] . The source code of the proposed model is available online 2 .
We compared the proposed method with two models: Pairwise Preference Regression (PPR) [18] and Wide & Deep [3] . PPR estimates user preferences via bilinear regression with the one-hot user and item content vectors. Wide & Deep predicts whether the user likes an item, but we modified it into a regression model that estimates preferences. The structure of the Wide & Deep model was the same as that of our user preference estimation model. We did not consider the collaborative-filtering-based approaches for comparison because they cannot estimate preferences for new users and new items.
The performance indicators used in this study were the mean absolute error (MAE) and normalized discounted cumulative gain (nDCG), as shown in Eqs. 4 and 5.
where R ir , U , and IDCG i k are the real rating of user i for the r -th ranked item, a set of users in the test data and the best possible DCG i k for user i, respectively.
Experimental Results
We conducted experiments on a non-cold-start scenario and three cold-start scenarios: (1) recommendation of existing items for new users, (2) recommendation of new items for existing users, and (3) recommendation of new items for new users. The first type of cold-start recommendation scenario can be considered as recommendations for new users of a system. The second type can be considered as making a recommendation on new movies or books. The third is a mixture of the first and second cases and is the most difficult recommendation scenario. Table 2 shows the performance of the three methods for the four types of recommendation on the two datasets. The recommendation of existing items for existing users represents the performance on the training dataset. The other three types, which represent coldstart scenarios, indicate the test performance in different cases. We denoted the proposed model with l local updates as MeLU-l. Our model outperforms two comparative methods in three types of coldstart scenarios in the MovieLens and Bookcrossing datasets. PPR showed the best MAE, nDCG 1 , and nDCG 3 in the recommendation of existing items for existing users in the MovieLens dataset, but it showed poor performance in the three cold-start scenarios. From the performance degradation, we could infer that the performance gaps of PPR between the non-cold-start scenario and cold-start scenarios come from the overfitting when sparsity is low. Because the Bookcrossing dataset has large sparsity, the models were not well fitted compared to the MovieLens dataset and it is considered that overfitting did not occur. Moreover, the proposed method performed well when minimal information about users is available (only age), as for the Bookcrossing dataset. Generally, our model showed good performance in cold-start scenarios, regardless of the amount of user and item information available to the recommender system. MeLU achieved remarkable improvements on all types of datasets, even in cases with very few local updates. Figure 4 shows the performance of our method for varying the number of iterations for personalization on the two datasets. The MAE of the proposed method dramatically decreased after the single iteration for all datasets. After one iteration, slight differences were observed for increasing the number of local updates, in contrast to the results from the existing MAML [4] , in which the performance improved as the number of iterations increased. Our model can adapt quickly to users because a single local update is sufficient. The rapid adaptation allows the proposed method to be applied to online recommendation based on user ratings. Figures 5 and 6 show the MAE of our method according to the length of the item-consumption history when the number of local updates is one. As shown in the figures, the recommendation performances of MeLU were superb even when the length of the support set was short. Our model showed robust performance with regard to the length of the item-consumption history. Note that for both datasets, the longer the item-consumption history was, the smaller the number of people. In extreme cases, the number of people was less than five. The performance is believed to be unstable because of insufficient sample size.
We qualitatively analyzed the effect of the local update, which aims to provide personalized recommendations. Figure 7 shows the contour maps of the estimated preferences after one local update for all items of eight MovieLens users. They were divided into four groups, with each group having the same user profiles in each row. For visualization, we used t-SNE [13] to reduce the dimension of the item embeddings into two, which was shared by all figures. Differences in the ridge and valley lines were observed in the contour maps within groups as well as between groups. The difference between groups could be caused by differences in user profiles. The difference within groups verified that the proposed algorithm estimates preferences based on movies belonging to the item-consumption history of each user, even when the user profiles are the same. To summarize, MeLU estimated the preferences of users within groups as well as users between groups through the local update.
USER STUDY ON EVIDENCE CANDIDATES 5.1 Design of User Study
We conducted user study experiments to compare the proposed and popularity-based evidence candidate selection strategy. In this section, we considered only the MovieLens dataset because more people frequently watch movies than read books. We created the demonstration page for the user study shown in Figure 8 . On the first page, as in MovieLens, we collected the user's basic information, such as gender, age, and occupation. On the second page, we presented twenty movies to the user and then obtained item preferences on a five-point Likert scale, which means that we selected twenty evidence candidates. At this time, the movies the user is not familiar with were marked as 'I do not know this movie. ' These movies were not included in the user's item-consumption history. We randomly showed one of the popularity-based or our strategy-based movie lists as an A/B test; we listed the two movie lists in Appendix A. When calculating the scores for both evidence candidates, we used existing user-item pairs, and calculated gradients from the model with one local update (i.e., MeLU-1). On the third page, accepting the movies rated by the user among the twenty movies, our model presented new twenty movies that the user might like. We only considered the one-round interaction to verify the effectiveness of extreme user cold-state, but it could be expanded into a multiple-round interactions with the simple expansion on the third page. Additionally, we collected the ratings of the recommended items on a five-point Likert scale, as on the second page. Based on the survey, we evaluated which movie list more accurately discriminated user preferences.
Results of User Study
We quantitatively validated the evidence candidate selection via a user study. We surveyed eighty-four users in total. Forty-five of the users rated movies extracted by popularity only, and the others rated movies extracted using our strategy. Table 3 shows the summary of the survey results. Naturally, on the second page, our evidence candidates were rarely rated by users compared to the popularity-based evidence candidates. While approximately onehalf of the popularity-based evidence candidates were chosen, only one-quarter of our evidence candidates were selected. However, on the third page, the proposed strategy showed better performance on all indicators. The respondents chose more movies, and the average ratings and nDCG 1 of the suggested movies were higher. Note that the proposed strategy used smaller evidences than popularity-based strategy for the local update, although the average ratings on the evidences were similar. Therefore, our strategy provides reliable evidence candidates and can quickly identify individual preferences of new users for the items.
We interviewed some of the participants to qualitatively analyze the users' response to the system. The reactions from two groups conflicted. One user assigned to policy A (i.e., popularity-based evidence) said that she could made a lot of choices among the movies on the second page because she knew most of them, but she could not chose any recommended movies on the third page. Another user assigned to the same policy answered that the recommended movies did not seem to grasp his taste. By contrast, a user assigned to policy B (i.e., proposed strategy-based evidences) responded that it was nice to have more preferred movies on the third page than on the second page. 
CONCLUSION
In this paper, we proposed a MAML-based recommender system that can identify personalized preferences. Our model was able to estimate user preferences based on only a small number of items. We found that the proposed method outperforms two methods on two benchmark datasets. Moreover, we qualitatively found that the local update using item-consumption history effectively identifies user preferences. In addition, based on the local update, we devised a strategy to select evidence candidates. As a result of an A/B test with eighty-four users, the candidates of the proposed strategy were selected less often than those of the popularity-based strategy, but the users were more satisfied with the recommendation results by the proposed strategy-based evidences. Three promising topics for future research remain. First, the model update cycle must be verified before real-world applications. Although meta-learning is good at learning new things, the performance may not be guaranteed when an entirely new type of user appears in the recommender system. Second, future studies should explore the variants of evidence candidate selection strategy. When calculating the scores for evidence candidate selection, the weighted summation or the addition of other factors may yield better results. Third, the variants of meta-learning based recommender system should be studied. For example, meta-learning based collaborative filter could be designed.
APPENDIX
A LISTS OF EVIDENCE CANDIDATES. Table A .1: Comparison of popularity-based and proposed strategy-based evidence candidates. All movies are sorted by the score of each method. Note that only three movies are overlapped (marked in bold).
Rank
Popularity-based strategy Our strategy Title Score Title Score 
