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Getting OWA weights under given orness level is an active topic in the OWA operator research.
The paper proposes a series of weights generating methods in equidiﬀerent forms. Similar to the
geometric (maximum entropy) OWA operator, we propose a parameterized OWA operator called
equidiﬀerent OWA operator, which consist the adjacent weighes with a common diﬀerence. The
maximum spread equidiﬀerent OWA (MSEOWA) operator is equivalent to the minimum variance
OWA operator, but is more computational eﬃcient. Some properties associated with the orness level
are discussed. One of them is that the aggregation value for any elements set is always increasing with
the orness level, which can used as a parameterized aggregation method with orness as its control
parameter. These properties similar to that of the geometric (maximum entropy) OWA operator,
which can also be seen as the discrete case of equidiﬀerent RIM (regular increasing monotone) quan-
tiﬁers. The general forms of equidiﬀerent OWA operator are proposed, and the weights generating
methods are also extended in a similar way.
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The process of information aggregation appears in many applications related to the
development of intelligent systems. One sees aggregation in neural networks, fuzzy logic
controllers, vision systems, expert systems and multi-criteria decision aids. In [1], Yager
introduced a new aggregation technique called ordered weighted averaging (OWA) oper-
ator. It provides a general class of parametric aggregation operators that include the min,
max, and average, and has shown to be useful for modeling many diﬀerent kinds of aggre-
gation problems such as decision making, expert systems, neural networks, fuzzy system
and control [2–8].
One of the appealing points in OWA operators is the concept of orness [1]. The orness
measure reﬂects the andlike or orlike aggregation result of an OWA operator, which is very
important both in theory and applications [7,9–13]. An important issue is to determine the
OWA weights under given orness level [7,6,12–16]. And if we want to use the orness level
as a control parameter in the aggregation process, a natural condition is that we should
select an OWA operator family F that satisﬁes:
1. For "a 2 [0, 1], there exists an OWA operator W 2F, that makes orness(W) = a;
2. 8W ;W 0 2F, if orness(W)P orness(W 0), then for any aggregated elements set x, their
aggregation values should satisfy F W ðxÞP F W 0 ðxÞ.
As pointed out by Liu in [13, p. 172], the second condition is not satisﬁed in
general. Two suﬃcient conditions that make this consistent aggregation were pro-
posed. The consistent condition of geometric (maximum entropy) OWA operator
was proved, some properties associated with the orness level are discussed, which
extended the results of O’Hagan [14], Filev and Yager [6,7], Fulle´r and Majlender
[15].
In the present paper, similar to the geometric (maximum entropy) OWA weights
consistent the adjacent weighes with a constant ratio, we will propose another class
parameterized OWA operator consistent the adjacent weighes with a common diﬀer-
ence, which is called equidiﬀerent OWA operator. Similar to the equivalence of geomet-
ric OWA and the maximum entropy OWA operator [13], we will also show that the
maximum spread equidiﬀerent OWA (MSEOWA) operator is equivalent to the mini-
mum variance OWA operator [12], but is more computational eﬃcient especially in
high dimensional cases. Some properties associated with the orness level are discussed,
which are similar to that of the geometric OWA operators [13]. These properties can
also be seen as the discrete case of RIM quantiﬁers with a ﬁxed dimension [17]. The
parameterized forms of equidiﬀerent OWA operator and the minimum variance prob-
lem are proposed, and the weights generating methods are also extended in a similar
way.
Section 2 lists some properties of OWA weights that will be used in the next. Section 3
proposes the equidiﬀerent OWA operator. The equivalence of the minimum variance
OWA operator and MSEOWA operator is proved. Some properties of the MSEOWA
are discussed, and the weights generating methods are proposed. Section 4 proposes
parameterized equidiﬀerent OWA operator and the minimum variance OWA weights
problem. The weights generating methods proposed in Section 3 are also extended. Section
5 summarizes the main results and draws conclusions.
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An OWA operator of dimension n is a mapping F : Rn ! R that has an associated
weighting vector W = (w1,w2, . . . ,wn) having the properties
w1 þ w2 þ    þ wn ¼ 1; 0 6 wj 6 1; j ¼ 1; 2; . . . ; n
and such that
F ðx1; x2; . . . ; xnÞ ¼
Xn
j¼1
wjyj;
with yj being the jth largest of the xi. In what follows, we will always assume that
x1P x2P   P xn, and we will denote this expression as FW(x), where
x = (x1,x2, . . . ,xn).
The degree of ‘‘orness’’ associated with this operator is deﬁned as
ornessðW Þ ¼
Xn
j¼1
n j
n 1wj. ð1Þ
The min, max and average correspond to W*, W* and WA, respectively, where
W* = (1,0, . . . , 0), W* = (0,0, . . . , 1) and W A ¼ 1n ; 1n ; . . . ; 1n
 
. Obviously, orness(W*) = 1,
orness(W*) = 0 and ornessðW AÞ ¼ 12.
The orness measure of the OWA operator has the following properties.
Proposition 1 [18]. For an OWA weighting vector W = (w1,w2, . . . ,wn), orness(W) = a,
then for the reverse of W, bW ¼ ðwn;wn1; . . . ;w1Þ, ornessð bW Þ ¼ 1 a.
Obviously, orness(W) = 1 if and only if W =W*, on the other hand, orness(W) = 0
if and only if W =W*, so we have the following proposition:
Proposition 2. If orness(W) = 1, then FW(x) = max16i6n{xi}; and if orness(W) = 0, then
FW(x) = min16i6n{xi}.Theorem 1 [13]. For OWA weights W = (w1,w2, . . . ,wn), W
0 ¼ ðw01;w02; . . . ;w0nÞ, if
wi  wiþ1 P w0i  w0iþ1, with i = 1,2, . . . , n  1, then orness (W)P orness(W 0) and "x =
(x1,x2, . . . ,xn), F W ðxÞP F W 0 ðxÞ.
When W ¼ 1n ; 1n ; . . . ; 1n
 
, ornessðW Þ ¼ 1
2
, and F W ðxÞ ¼ 1n
Pn
i¼1xi. From Theorem 1, we can
easily get:
Corollary 1 [13]. For an OWA operator W = (w1,w2, . . . ,wn).
1. If w1P w2P   P wn, then ornessðW ÞP 12, and F W ðxÞP 1n
Pn
i¼1xi.
2. If w1 6 w2 6    6 wn, then ornessðW Þ 6 12, and F W ðxÞ 6 1n
Pn
i¼1xi.
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3.1. Equidiﬀerent OWA operator
From Theorem 1, if we want to increase or decrease the orness level of an OWA oper-
ator, we only need to increase or decrease the diﬀerence of the adjacent weights. Here we
will propose the concept of the equidiﬀerent OWA operator and discuss its properties.
An equidiﬀerent OWA operator is a class of monotonic OWA operator with weights
that composed of a series of nonnegative equidiﬀerent real numbers and 0s. By setting dif-
ference value between the adjacent weights, we can get OWA operator weights with diﬀer-
ent orness level.
An equidiﬀerent OWA operator weights W = (w1,w2, . . . ,wn) can be expressed as
wi ¼
aþ ði 1Þd if aþ ði 1Þd P 0;
0 otherwise,
(
ð2Þ
with
Pn
i¼1wi ¼ 1.
Obviously if d 6 0, then w1P w2P   P wn, from Corollary 1, ornessðW ÞP 12, and for
any x, F W ðxÞP 1n
Pn
i¼1xi; if dP 0, then w1 6 w2 6    6 wn, ornessðW Þ 6 12, and for any x,
F W ðxÞ 6 1n
Pn
i¼1xi; when d = 0, W =WA, ornessðW Þ ¼ 12 and F W ðxÞ ¼ 1n
Pn
i¼1xi. If we sup-
pose an equidiﬀerent OWA operator has m nonnegative equidiﬀerent elements, then it
can be expressed in the following two cases:
1. When d 6 0
wi ¼
aþ ði 1Þd if 1 6 i 6 m;
0 if mþ 1 6 i 6 n;

ð3Þ
2. When dP 0
wi ¼
0 if 1 6 i 6 n m;
a ðn iÞd if n mþ 1 6 i 6 n;
(
ð4Þ
where a > 0.
It is obvious that the two forms of equidiﬀerent OWA operator weights have reversed
order. As when the weighting vector has only one nonzero element, it can also be regarded
as equidiﬀerent combine with 0, we can always assume that nP mP 2.
In the following we will ﬁrst consider the case of (3) with d 6 0. To keep
Pn
i¼1wi ¼ 1,
and wiP 0 (i = 1,2, . . . ,n), from (3), a and d should satisfy the following conditions:
Xm
i¼1
ðaþ ði 1ÞdÞ ¼ 1; ð5Þ
aþ ðm 1Þd P 0; ð6Þ
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a ¼ 2þ dm dm
2
2m
; ð7Þ
2
m m2 6 d 6 0. ð8Þ
With (7), we can compute orness(W) as
ornessðW Þ ¼ 12n 6 6mþ dm dm
3
12ðn 1Þ . ð9Þ
From (9), when n and m are speciﬁed, orness(W) is monotone decreasing with d, which
means that when d changes from 2mm2 to 0, orness(W) changes from
3nm1
3ðn1Þ to
2nm1
2ðn1Þ . Here
another question arises, when m and d change, can orness(W) spread on 1
2
; 1
 
? If it is true,
considering (4) and Proposition 1, for any given orness level X 2 [0, 1], we can always ﬁnd
an equidiﬀerent OWA operator W, that makes orness(W) = X. We will check it in the
following.
For the interval series
Dm ¼ 2n m 1
2ðn 1Þ ;
3n m 1
3ðn 1Þ
 
; m ¼ 2; . . . ; n;
D2 ¼ 2n32ðn1Þ ; 1
h i
; . . . ;Dk ¼ 2nk12ðn1Þ ; 3nk13ðn1Þ
h i
;Dkþ1 ¼ 2nk32ðn1Þ ; 3nk23ðn1Þ
h i
; . . . ;Dn ¼ 12 ; 2n13ðn1Þ
h i
, Dk+1
is on the left side of Dk, and
3nk2
3ðn1Þ  2nk12ðn1Þ ¼ k16ðn1Þ > 0, they intersect each other, and cover
the half unit interval 1
2
; 1
 
. So for any X 2 1
2
; 1
 
, there will exist at least one equidiﬀerent
OWA operator W, that makes orness(W) = X, m can be determined by
2nm1
2ðn1Þ 6 X 6 3nm13ðn1Þ ;
2 6 m 6 n;
(
ð10Þ
that is
2n 1 2Xðn 1Þ 6 m 6 3n 1 3Xðn 1Þ;
2 6 m 6 n:

ð11Þ
From (9), d can be also determined
d ¼ 6ð2n m 1 2nXþ 2XÞ
mðm2  1Þ ð12Þ
Similarly, for the equidiﬀerent OWA operator weights (4) with X 2 0; 1
2
 
, we can get
that
a ¼ 2 dmþ dm
2
2m
; ð13Þ
0 6 d 6 2
m2  m ; ð14Þ
ornessðW Þ ¼ dm
3 þ dmþ 6m 6
12ðn 1Þ . ð15Þ
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2Xðn 1Þ þ 1 6 m 6 3Xðn 1Þ þ 2;
2 6 m 6 n;

ð16Þ
d ¼  6ð2nX 2X mþ 1Þ
mðm2  1Þ . ð17Þ
The process to generate equidiﬀerent OWA operator weights W with a given orness
level X can be summarized as follows:
Algorithm 1
Case 1. If X 2 1
2
; 1
 
Step 1. Determine m with (11).
Step 2. Determine d with (12).
Step 3. Generate OWA weights from (7) and (3).
Case 2. If X 2 0; 1
2
 
.
Step 1. Determine m with (16).
Step 2. Determine d with (17).
Step 3. Generate OWA weights from (13) and (4).Remark 1. From Proposition 1, we can also only consider either one of the two cases.
First, get equidiﬀerent OWA operator weights bW with ornessð bW Þ ¼ 1 X, reverse the
order of bW , we can get the W we wanted.
Example 1. Determine the equidiﬀerent OWA operator weights W = (w1,w2, . . . ,w10)
with ornessðW Þ ¼ 7
9
.
From (11), we can get 5 6 m 6 8, m can be set as 5, 6, 7, 8.
1. When m = 5, d = 0, a ¼ 1
5
, so W ¼ 1
5
; 1
5
; 1
5
; 1
5
; 1
5
; 0; 0; 0; 0; 0
 
.
2. When m = 6, d ¼  1
35
, a ¼ 5
21
, W ¼ 5
21
; 22
105
; 19
105
; 16
105
; 13
105
; 2
21
; 0; 0; 0; 0
 
.
3. When m = 7, d ¼  1
28
, a ¼ 1
4
, W ¼ 1
4
; 3
14
; 5
28
; 1
7
; 3
28
; 1
14
; 1
28
; 0; 0; 0
 
.
4. When m = 8, d ¼  1
28
, a ¼ 1
4
, W ¼ 1
4
; 3
14
; 5
28
; 1
7
; 3
28
; 1
14
; 1
28
; 0; 0; 0
 
.3.2. Maximum spread equidiﬀerent OWA operator
From above, we can see that for a given orness levelX, there often exist more than onem,
for the maximum m, we call it the maximum spread equidiﬀerent OWA (MSEOWA) oper-
ator weights. From (11) and (16), for MSEOWA operator weights, m can be determined as
m ¼
minf½3Xðn 1Þ þ 2; ng if X 2 0; 1
2
 
;
minf½3n 1 3Xðn 1Þ; ng if X 2 1
2
; 1
 
;
(
ð18Þ
where [*] represents the ﬂoor of a real number.
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m ¼
½3Xðn 1Þ þ 2 if 0 6 X < 1
3
;
n if 1
3
6 X 6 2
3
;
½3n 3Xðn 1Þ  1 if 2
3
< X 6 1:
8><>>: ð19Þ
Considering (12), (17) and (19), d also can be expressed in an uniform expression
d ¼
6ð2X 2nXþ m 1Þ
mðm2  1Þ if 0 6 X <
1
3
;
6ð1 2XÞ
nðnþ 1Þ if
1
3
6 X 6 2
3
;
6ð2X 2nXþ 2n m 1Þ
mðm2  1Þ if
2
3
< X 6 1:
8>>>><>>>>>:
ð20Þ
We can generate MSEOWA operator weights W just by setting the maximum value of
m in Algorithm 1 directly. As m and d can also be determined explicitly, the process to
generate MSEOWA operator weights W with given orness level X can be summarized
as follows:
Algorithm 2
Step 1. Determine m with (19).
Step 2. Determine d with (20).
Step 3. If d 6 0, generate OWA weights with8wi ¼
2þ dm dm2
2m
þ ði 1Þd if 1 6 i 6 m;
0 if mþ 1 6 i 6 n;
<: ð21Þ
otherwise, generate OWA weights withwi ¼
0 if 1 6 i 6 n m;
2 dmþ dm2
2m
 ðn iÞd if n mþ 1 6 i 6 n:
8<: ð22Þ
Example 2. Following Example 1, we can determine the MSEOWA weights
W = (w1,w2, . . . ,w10) with ornessðW Þ ¼ 79 directly.
(1) Set n = 10, X ¼ 7
9
in (19), we can get m = 8.
(2) Set n = 10, m = 8, X ¼ 7
9
in (20), we can get d ¼  1
28
.
(3) From (21), we can get that W ¼ 1
4
; 3
14
; 5
28
; 1
7
; 3
28
; 1
14
; 1
28
; 0; 0; 0
 
.
In what follows, we will discuss some properties of MSEOWA operator. First, we will
prove the equivalence of MSEOWA operator and the minimum variance OWA operator
proposed by Fulle´r and Majlender [12].
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D2ðW Þ ¼
Xn
i¼1
1
n
ðwi  EðW ÞÞ2 ¼ 1n
Xn
i¼1
w2i 
1
n
Xn
i¼1
wi
 !2
¼ 1
n
Xn
i¼1
w2i 
1
n2
; ð23Þ
where EðW Þ ¼ ðw1þw2þþwnÞn ¼ 1n stands for the arithmetic mean of the weights.
To obtain minimum variance OWA weights under given orness level, we need to solve
the following constrained mathematical programming problem
min D2ðW Þ ¼ 1
n
Xn
i¼1
w2i 
1
n2
s.t. h1ðW Þ ¼ ornessðW Þ ¼
Xn
i¼1
n i
n 1wi ¼ X; 0 6 X 6 1;
h2ðW Þ ¼
Xn
i¼1
wi ¼ 1;
giðW Þ ¼ wi 6 0; i ¼ 1; 2; . . . ; n:
ð24ÞTheorem 2. The MSEOWA operator is the unique optimal solution of (24), that is the
MSEOWA operator and the minimum variance OWA operator are equivalent.Proof. See Appendix A. h
As the original minimum variance problem involves the solution of a nonlinear pro-
gramming problem, Fulle´r and Majlender [12] proposed an analytical approach by divid-
ing (0,1] into 2n  1 subintervals to decide which sub-interval the given level of orness lies
in. The MSEOWA weights generating method can be seen as an improvement, which is
more computational eﬃcient for large n, as the latter only involves the directly computa-
tion of the parameters instead of the 2n  1 subinterval division of (0,1]. This can be seen
by comparing the numerical example here and that of [12, p. 213] in an intuitive way.
Next, we will discuss some other properties of MSEOWA operator associated with
orness. These properties can be seen as the discrete case for the equidiﬀerent RIM quan-
tiﬁers [17]. Similar properties can also be found for the maximum entropy operator [13].
Theorem 3. For MSEOWA operator, with given n, d is a continuous and strictly decreasing
function of orness(W) mapping from [0,1] to [1,1].Proof. Obviously, when orness(W) = 0, W =W*, d = 1, and when orness(W) = 1,
W =W*, d = 1, we only need to prove that d is continuous and strictly decreasing for
orness(W).
From (20), d is strictly decreasing with orness(W) = X(nP mP 2). From (19), m
changes with orness(W) = X, we only need to prove that when m changes from r  1 to r
(3 6 r 6 n), d is also continuous and decreasing for orness(W). From (19), at this changing
point, ornessðW Þ ¼ 3nr13ðn1Þ ðor r23ðn1ÞÞ. We can set m = r  1 and m = r with X ¼ 3nr13ðn1Þ
ðor r23ðn1ÞÞ in (20), respectively, d have the same vale d ¼  2rðr1Þ ðor 2rðr1ÞÞ, so d is
continuous and decreasing for orness(W). h
0 0.2 0.4 0.6 0.8 1
-1
-0.5
0
0.5
1
orness
d
n=3
n=5
n=10
Fig. 1. The d changes with orness for MSEOWA operator.
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determined. The relationship between d and orness(W) is shown in Fig. 1.
Theorem 4. The variance of MSEOWA operator D2(W) is continuous for d in [1,1], it is
decreasing for d in [1,0], and increasing for d in [0,1], that is the D2(W) reaches its
minimum at d = 0.Proof. If  1 6 d 6 0, from (23) and (21),
D2ðW Þ ¼ 1
n
Xm
i¼1
2þ dm dm2
2m
þ ði 1Þd
	 
2
 1
n2
¼ 12þ d
2m2ðm2  1Þ
12m
 1
n2
.
It is obvious that D2(W) is decreasing for d 2 [1,0] when m is ﬁxed. From the proof of
Theorem 3, when m changes from r  1 to r, d have the same value d ¼  2rðr1Þ, we can
further verify that D2(W) also have the same value D2ðW Þ ¼ 2ð2r1Þ
3nrðr1Þ  1n2. So D2(W) is con-
tinuous and decreasing for d in [1,0].
Similarly, we can prove that D2(W) is continuous and increasing for d in [0,1], and in
both of these two cases D2(W) has the same value D2(W) = 0 at d = 0, so D2(W) is
continuous for d 2 [1,1], and reaches its minimum at d = 0. h
From Theorems 3 and 4, we can get that
Corollary 2. The variance of MSEOWA operator D2(W) is increasing for orness(W) in
1
2 ; 1
 
and decreasing for orness(W) in 0; 12
 
, that is the variance of MSEOWA operator W
reaches its minimum at ornessðW Þ ¼ 12.
The variance of a MSEOWA operator changes with its orness level is shown in Fig. 2.
0 0.2 0.4 0.6 0.8 1
0
0.05
0.1
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0.2
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va
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e
n=3
n=5
n=10
Fig. 2. The variance changes with orness for MSEOWA operator.
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Pk
i¼1wi,
s0k ¼
Pk
i¼1w
0
i, k = 1,2, . . . , n, if "k = 1,2, . . . , n, sk P s0k, then orness(W)P orness(W 0) and
for "x = (x1,x2, . . . ,xn), F W ðxÞP F W 0 ðxÞ.Proof
F W ðxÞ  F W 0 ðxÞ ¼
Xn
i¼1
wixi 
Xn
i¼1
w0ixi ¼
Xn
i¼1
ðsi  si1Þxi 
Xn
i¼1
ðs0i  s0i1Þxi
¼ snxn þ
Xn1
k¼1
skðxk  xkþ1Þ
 !
 s0nxn þ
Xn1
k¼1
s0kðxk  xkþ1Þ
 !
¼
Xn1
k¼1
ðsk  s0kÞðxk  xkþ1Þ.
If "k, k = 1,2, . . . ,n  1, sk P s0k, as xkP xk+1, so F W ðxÞP F W 0 ðxÞ.
If we set x ¼ n1n1 ; n2n1 ; . . . ; 1n1 ; 0
 
, we can get that orness(W)P orness(W 0). hTheorem 6. For MSEOWA operator W, W 0, if orness(W)P orness(W 0), then "x =
(x1,x2, . . . ,xn), F W ðxÞP F W 0 ðxÞ.Proof. As weighting vector of the MSEOWA operator changes monotonically, from
Corollary 1, we only need to consider the two cases ornessðW ÞP ornessðW 0ÞP 1
2
and
1
2
P ornessðW ÞP ornessðW 0Þ, as when ornessðW ÞP 1
2
P ornessðW 0Þ, the conclusion can
be got directly.
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the equidifferent parameters corresponding to W and W 0 are m, d and m 0, d 0, respectively.
Let sk ¼
Pk
i¼1wi, and s
0
k ¼
Pk
i¼1w
0
i, k = 1,2, . . . ,n. From (19), we can get that if
orness(W)P orness(W 0), then m 6 m 0 and from Theorem 3, d 6 d 0. We will discuss for
m in the following two cases:
Case 1: m = m 0.
For W = (w1,w2, . . . ,wn), W
0 ¼ ðw01;w02; . . . ;w0nÞ and x = (x1,x2, . . . ,xn), we can
denote W
m ¼ ðw1;w2; . . . ;wmÞ, W 0
m
¼ ðw01;w02; . . . ;w0mÞ and x
m ¼ ðx1; x2; . . . ; xmÞ.
As for i = 1,2, . . . ,m  1, wi  wi+1 = d, w0i  w0iþ1 ¼ d 0, so wi  wiþ1 P
w0i  w0iþ1, from Theorem 1, we can get that for 8 x
m ¼ ðx1; x2; . . . ; xmÞ, F Wm ðx
mÞP
F
W
m ðxmÞ, let xm ¼ ð1; 1; . . . ; 1
kth
; 0; . . . ; 0Þ, then sk P s0k, k = 1,2, . . . , m. As wi ¼
w0i ¼ 0 for i = m + 1,m + 2, . . . ,n, so sk ¼ s0k ¼ 1 for k = m + 1,m + 2, . . . ,n. So
"k = 1,2, . . . ,n, sk P s0k, from Theorem 5, for "x = (x1,x2, . . . ,xn),
F W ðxÞP F W 0 ðxÞ.
Case 2: m < m 0.
As sm ¼
Pm
i¼1wi ¼ 1, but s0m ¼
Pm
i¼1w
0
i 6 1, let w00i ¼ w0i þ 1s
0
m
m for i = 1,2, . . . ,m,
then w00i  w00iþ1 ¼ w0i  w0iþ1 ¼ d 0, for i = 1,2, . . . ,m  1, and
Pm
i¼1w
00
i ¼ 1. As
d 6 d 0, so wi  wiþ1 ¼ d P w00i  w00iþ1 ¼ d 0 for i = 1,2, . . . ,m  1. Considering
that
Pm
i¼1w
00
i ¼
Pm
i¼1wi ¼ 1, with the same method as in case 1, we can get that
for k = 1,2, . . . ,m, sk P s00k ¼
Pk
i¼1w
00
i . As w
00
i P w
0
i for i = 1,2, . . . ,m, so for
k = 1,2, . . . ,m, s00k P s
0
k, so sk P s
0
k. As sk = 1 for k = m + 1,m + 2, . . . ,n, so for
"k = 1,2, . . . ,n, sk P s0k, from Theorem 5, F W ðxÞP F W 0 ðxÞ.
When 12P ornessðW ÞP ornessðW 0Þ, it can be also proved in a similar way. h
With Theorem 6, for MSEOWA operator weights, we can always get consistent results
between its orness level and the aggregation result of an arbitrary aggregated element set,
this property maybe useful to describe the decision maker’s preference attitude.
Remark 2. This property does not hold for ordinary OWA weights, that is we can not
guarantee that if orness(W)P orness(W 0), then F W ðxÞP F W 0 ðxÞ for any aggregation set.
The negative example can be found in [13, p. 172].
As for "X 2 [0,1], there always exists a MSEOWA operator W, that satisﬁes
orness(W) = X, and from Proposition 2, when X = 0 or X = 1 there exist unique solution
W* = (0,0, . . . , 0,1), or W
* = (1,0, . . . , 0). On the other hand, for "x = (x1,x2, . . . ,xn),
F W  ¼ min16i6nfxig, F W  ¼ max16i6nfxig. From Theorem 6, we can get that for
"c 2 [min16i6n{xi},max16i6n{xi}], there always exists a MSEOWA operator W, that
makes FW(x) = c. FW(x) can be seen as a continuous increasing function of orness level
X with MSEOWA operator.
Similar to the MSEOWA operator weights generating method with given orness level,
for "c 2 [min16i6n{xi},max16i6n{xi}], the MSEOWA operator W satisﬁes FW(x) = c can
be determined in the following two cases. (Here, we assume that x1P x2P   P xn.)
Case 1. If cP
Pn
i¼1xi
n , from Corollary 1, we should have w1P w2P   P wn, we can
assume W have the form of (3). When d = 0, F W ðxÞ ¼
Pm
i¼1xi
m and when
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Pm
i¼1
2ðmiÞ
mðm1Þ xi so m can be determined with the maximum value
that satisfyPm
i¼1xi
m
6 c 6
Xm
i¼1
2ðm iÞ
mðm 1Þ xi; ð25Þd can be determined withF W ðxÞ ¼
Xm
i¼1
dm2 þ ð2i 1Þdmþ 2
2m
xi ¼ c. ð26ÞP
Case 2. Similarly, if c 6
n
i¼1xi
n , we should have w1 6 w2 6    6 wn, we can assume W
have the form of (4), the maximum value of m can be determined withPnXn
i¼nmþ1
 2ðn mþ 1 iÞ
mðm 1Þ xi 6 c 6
i¼nmþ1xi
m
; ð27Þand d can be determined withF W ðxÞ ¼
Xn
i¼nmþ1
dm2  ð2n 2iþ 1Þdmþ 2
2m
xniþ1 ¼ c. ð28ÞSo for x = (x1,x2, . . . ,xn), the method to generate MSEOWA operator weights W with
FW(x) = c (c 2 [min16i6n{xi},max16i6n{xi}]) can be as following:
Algorithm 3
Case 1. If cP
Pn
i¼1xi
n
Step 1. Determine the maximum value m that satisfy (25) (m 6 n).
Step 2. Determine d with (26).
Step 3. Generate OWA weights from (7) and (3).
Case 2. If c <
Pn
i¼1xi
n
Step 1. Determine the maximum value m that satisfy (27) (m 6 n).
Step 2. Determine d with (28).
Step 3. Generate OWA weights from (13) and (4).
Algorithm 3 can be seen as an extension of Algorithm 2. When x ¼ n1n1 ; n2n1 ; . . . ; 0n1
 
,
it becomes the process of Algorithm 2.
Example 3. For x = (21,19,16,13,11,8,7), determine the MSEOWA operator W =
(w1,w2, . . . ,w7) that makes FW(x) = 9.
As 9 < F W AðxÞ ¼ 21þ19þ16þ13þ11þ8þ77 ¼ 957 , W is decreasing, that is W has the form
W = (0, . . . , 0,w8m, . . . ,w7). From (27), (28) and (13), we can get that m = 5, d ¼ 223 and
a ¼ 43115, so
W ¼ 0; 0; 3
115
;
13
115
;
1
5
;
33
115
;
43
115
	 

.
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problem
In this section, we will propose parameterized forms of equidiﬀerent OWA operator
and minimum variance OWA weights problem, but we will mainly focus on the
weights generating methods and not discuss their properties to avoid complicated
derivations.
Similar to the parametric geometric OWA operator [13], a generic form of the equidif-
ferent OWA operator is the parametric equidiﬀerent OWA operator (PEOWA), which can
be expressed as
wi ¼
aþPi
j¼1
ajd if aþ
Pi
j¼1
ajd P 0;
0 otherwise,
8><>: ð29Þ
with
Pn
i¼1wi ¼ 1.
It can also be expressed in the following two cases:
1. d 6 0
wi ¼
a if i ¼ 1;
aþPi1
j¼1
ajd if 2 6 i 6 m;
0 if mþ 1 6 i 6 n;
8>><>>: ð30Þ
2. dP 0
wi ¼
0 if 1 6 i 6 n m;
aPn1
j¼i
ajd if n mþ 1 6 i 6 n 1;
a if i ¼ n;
8>><>>: ð31Þ
where a > 0, ai > 0 except that a1 = 0.
Based on the similar reason as equidiﬀerent OWA operator weights, we will only con-
sider (30), which has orness measure in 1
2
; 1
 
. The results of (31) can be got in a similar
way. To keep
Pn
i¼1wi ¼ 1, and wiP 0 (i = 1,2, . . . ,n), from (30), a and d should satisfy
the following conditions:
a ¼ 1
m
1
Xm1
i¼1
ðm iÞaid
 !
; ð32Þ
 1Pm1
i¼1 iai
6 d 6 0; ð33Þ
ornessðW Þ ¼ ð2n m 1Þ 
Pm1
i¼1 iðm iÞaid
2ðn 1Þ . ð34Þ
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d ¼ 2ðn 1ÞX 2nþ mþ 1Pm
i¼1ðm iÞiai
. ð35Þ
We can see that when n and m are speciﬁed, orness(W) is monotone decreasing with d,
which means that when d changes from  1Pm1
i¼1 iai
to 0, orness(W) changes from
2n1
2ðn1Þ 
Pm1
i¼1 i
2ai
2ðn1Þ
Pm1
i¼1 iai
to 2nm1
2ðn1Þ . We can also verify the interval series
Dm ¼ 2n m 1
2ðn 1Þ ;
2n 1
2ðn 1Þ 
Pm1
i¼1 i
2ai
2ðn 1ÞPm1i¼1 iai
" #
; m ¼ 2; 3; . . . ; n; ð36Þ
intersect each other, and cover the half unit interval 1
2
; 1
 
. So for any X 2 1
2
; 1
 
, there al-
ways exists a PEOWA operator weights W that makes orness(W) = X. Similarly, we can
also get that for any X 2 0; 1
2
 
, there is also exists a PEOWA operator weights, that makes
orness(W) = X. So for any speciﬁc X 2 [0,1], there always exist at least one PEOWA oper-
ator that makes orness(W) = X. For the PEOWA operator with maximum m, we call it the
maximum spread parametric equidiﬀerent OWA (MSPEOWA) weights for the orness
measure set x ¼ n1n1 ; n2n2 ; . . . ; 1n1 ; 0
 
, m should satisfy
2n 1
2ðn 1Þ 
Pm
i¼1i
2ai
2ðn 1ÞPmi¼1iai 6 X 6 2n 12ðn 1Þ 
Pm1
i¼1 i
2ai
2ðn 1ÞPm1i¼1 iai . ð37Þ
A process similar to Algorithms 1 and 2 can also be proposed.
Based on the same idea, we can also extend the minimum variance problem (24) to a
more generic form. Sometimes we may not want to use the orness measure to get OWA
operator weights, but the aggregation value of a standard elements set x = (x1,x2, . . . ,xn)
(xi5 xj for i5 j). For OWA weights W = (w1,w2, . . . ,wn), as min16i6n{xi} 6 FW(x) 6
max16i6n{xi}, we may need to generate minimum variance OWA weights that make
FW(x) = c, where min16i6n{xi} 6 c 6 max16i6n{xi}. We will call this the parametric min-
imum variance OWA weights problem. The problem can be formulated as
min D2ðW Þ ¼ 1
n
Xn
i¼1
w2i 
1
n2
s.t.
Xn
i¼1
wixi ¼ c; 0 6 c 6 1;
Xn
i¼1
wi ¼ 1; wi P 0; i ¼ 1; 2; . . . ; n;
ð38Þ
where xi > xj for i < j (i, j = 1,2, . . . ,n) and x1 > c > xn.
When xi ¼ nin1, i = 1,2, . . . ,n, it becomes the minimum variance OWA weights problem
(24).
We can also verify that the optimal solution of (38) is a MSPEOWA operator with
ai = xi  xi+1, i = 1,2, . . . ,n  1 for x = (x1,x2, . . . ,xn).
Similar to the idea of Algorithm 3, we can also get MSPEOWA operator from the
aggregation value of an example x0 ¼ ðx01; x02; . . . ; x0nÞ with another set x = (x1,x2, . . . ,xn)
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mum variance problem (38), furthermore, if x ¼ n1n1 ; n2n1 ; . . . ; 1n1 ; 0
 
, it becomes the solu-
tion of (24). The process is similar to the algorithms proposed before, and we will show
this with two examples.
Example 4. Determine the MSPEOWA operator weights of x = (21,19,16,13,11,8,7)
that makes FW(x) = 18.
As F W AðxÞ ¼ 957 < 18, so d 6 0, we can assume that W with the form W = (w1,w2, . . . ,
wm, 0, . . . , 0), and a = (2,5,8,10,13,14) that is the nonzero elements can be set as w1 = a,
w2 = a + 2d, w3 = a + 8d, w4 = a + 10d, w5 = a + 2d, w6 = a + 13d, w7 = a + 14d (d 6 0).
Considering that
Pm
i¼1wi ¼ 1, wmP 0 and d 6 0, we can express a with a formula about d,
we can also get the lower bound of d, and get the aggregation value when d is set as the
lower bound with the formulas similar to (32)–(34) for different m. The computation
results for different m are listed in Table 1. With FW(x) = 18, we can determine the
maximum value of m and get MSPEOWA operator we wanted.
From Table 1, m = 5, considering FW(x) = 18, we can get that d ¼  134, a ¼ 59170, so
W ¼ 59
170
;
49
170
;
1
5
;
19
170
;
9
170
; 0; 0
	 

.Example 5. Suppose we have a sample x0 = (21,19,15,12), and a standard data set
x = (22,18,16,13), if the aggregated value for x0 is FW(x
0) = 15, generate MSPEOWA
operator W for x.
F W ðx0Þ ¼ 15 < F W Aðx0Þ ¼ 21þ19þ15þ124 ¼ 674 , W should be decreasing, from x = (22,18,
16,13) we can get the nonzero elements of W should have the form w4 = a, w3 = a  3d,
w2 = a  5d, w1 = a  9d (dP 0). With the similar method as Example 4, the aggregated
value FW(x
0) with different m are listed in Table 2.
From Table 2, m = 4, considering FW(X
0) = 15, we can get d ¼ 7177, a ¼ 74177, so
W ¼ 11
177
;
13
59
;
53
177
;
74
177
	 

.Table 1
FW(x) changes with m
m 2 3 4 5 6 7
mind  12  18  117  125  140 –
FW(x) 21 20
1
4 19
7
17 18
18
25 17
7
10 –
Table 2
FW(x) changes with m
m 2 3 4
maxd 13
1
7
1
19
FW(x
0) 12 12 67 14
8
19
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The paper proposes the equidiﬀerent OWA operator weights. The properties of
maximum spread equidiﬀerent OWA (MSEOWA) operator and the weights generating
methods are discussed systematically. The equivalence of the MSEOWA operator and
the minimum variance OWA operator is proved. Some properties associated with the
orness level in the MSEOWA operator are discussed. One of these properties is that the
aggregation results for any aggregated elements set are always increasing with the orness
levels. Then the parameterized forms of equidiﬀerent OWA operator and the minimum
variance operator problem are proposed and the weights generating methods are also
extended.
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Appendix A. The proof of Theorem 2
Proof. The proof is similar to that of [12].
Obviously, the variance does not change if we reverse the order of W, we only need
consider the case ornessðW Þ ¼ XP 12, that is d 6 0 with the form (3).
The Lagrange function of constrained optimization problem (24) is
LðW ; k; lÞ ¼ 1
n
Xn
i¼1
w2i 
1
n2
þ k1
Xn
i¼1
n i
n 1wi  X
 !
þ k2
Xn
i¼1
wi  1
 !
þ
Xn
i¼1
li wið Þ. ð39Þ
We will show now that the MSEOWA operator weightsW = (w1,w2, . . . ,wn) with form (3)
satisﬁes the Kuhn–Tucker second-order sufﬁciency conditions for optimality [19, p. 58].
Considering that the problem (24) is a convex programming that is the objective
function is convex and the feasible domain is convex and compact, so there is a unique
global minimum solution for it. We can also verify the MSEOWA operator weightsW is a
regular point in the feasible domain, so we only need to prove that
There exist k1; k2 2 R and liP 0 (i = 1,2, . . . , n) such that
rD2ðW Þ þ k1rh1ðW Þ þ k2rh2ðW Þ þ
Xn
i¼1
lirgiðW Þ ¼ 0; ð40Þ
ligiðW Þ ¼ 0. ð41Þ
That is
2
n
wi þ n in 1 k1 þ k2  li ¼ 0; i ¼ 1; 2; . . . ; n, ð42Þ
liwi ¼ 0; i ¼ 1; 2; . . . ; n. ð43Þ
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k1 ¼ 2ðn 1Þn d; ð44Þ
k2 ¼  2n a
2ðn 1Þ
n
d ð45Þ
and
li ¼
2
n
wi þ n in 1 k1 þ k2; ð46Þ
we only need to verify that li = 0 (i = 1,2, . . . ,m), and liP 0 (i = m + 1, . . . ,n).
For i 6 m, wi = a + (i  1)d,
li ¼
2
n
aþ ði 1Þdð Þ þ n i
n 1 k1 þ k2 ¼ 0.
For iP m + 1 (here, we assume m < n), as wi = 0 and d 6 0,
li ¼
n i
n 1 k1 þ k2 ¼
n i
n 1
2ðn 1Þ
n
d  2
n
a 2ðn 1Þ
n
d ¼  2
n
ðaþ ði 1ÞdÞ
P  2
n
ðaþ mdÞ.
Replacing a and d with (7) and (12) sequently, we can get that
li P
12ðn 1ÞXþ 4mþ 8 12n
mnðm 1Þ .
From (19), m > 3n  3X(n  1)  2, that is X > 3nm2
3ðn1Þ , it can be veriﬁed that li > 0.
So W is the global minimum solution of (24). hReferences
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