We model recent experimental wavelength dependent Three Pulse Photon Echo Peak Shift ͑WD-3PEPS͒ and Transient Grating ͑WD-TG͒ signals considering both solvation dynamics and vibrational contributions. We present numerical simulations of WD-3PEPS and WD-TG signals of two probe molecules: Nile Blue and N,N-bisdimethylphenyl-2,4,6,8-perylenetetracarbonyl diamide to investigate the influence of intramolecular vibrations in the signals. By varying the excitation wavelength, we show that the different initial conditions for the vibrational wave packets significantly affect the signals, especially through the contributions associated with high frequency modes, often neglected in experimental analyses. We show that the temporal properties of both WD-TG and WD-3PEPS signals display sensitivities to both the excitation wavelength and the vibronic structure of the specific probe molecule used. Several mechanisms for generating vibronic modulations in the signals are discussed and their effects on the signals are described. Quantitative agreement between experiment and simulated signals requires accurate characterization of the laser pulses, specifically the magnitude and sign of chirp has a significant effect on the initial temporal properties of the signals. We provide a description of the experimental considerations required for accurate determination of molecular dynamics from 3PEPS and TG experiments and conclude with a brief discussion of the implications of our results for previous analyses of such experiments.
I. INTRODUCTION
Proper characterization of the coupling strengths and time scales of intramolecular vibrational and solvent dynamics is central to the understanding of chemical reactions in liquids. [1] [2] [3] Various ultrafast nonlinear resonant third-order electronic spectroscopies such as transient absorption ͑TA͒, [4] [5] [6] transient grating ͑TG͒, and photon echo 7 techniques have been used to investigate intramolecular vibrational and solvation dynamics in liquids, glasses and proteins. [8] [9] [10] [11] [12] [13] Rapid developments in ultrafast lasers have made pulses shorter than the period of low frequency vibrational modes routinely available. [14] [15] [16] These short laser pulses can create vibrational coherences in a number of vibrational modes generating nonstationary wave packets in both the ground and excited states. 17 These coherent vibrational wave packets are interrogated by the probe pulses and produce modulations in electronically resonant signals. [10] [11] [12] [18] [19] [20] [21] [22] Several workers have described the evolution of vibrational wave packets and their influence on pump-probe signals. 7, 17, [23] [24] [25] [26] [27] Photon echo experiments have been used to remove the static components ͑inhomogeneous broadening͒ from the absorption spectrum and thus allow access to the underlying dynamical information. 28 In liquids, the time scales of the system-bath interactions range from tens of femtoseconds to hundreds of picoseconds. Both the three pulse photon echo peak shift ͑3PEPS͒ and TG measurements can provide dynamical information on such systems. 8, 10 The sensitivity of the TG signal to solvation dynamics results from a finite pulse duration effect, 8, 10 while Cho et al. 29 and de Boeij et al. 10 derived an analytical expression for the peak shift in the impulsive limit and found that peak shift profile mirrors the transition frequency correlation function, M (t), for times longer than the solvation correlation time. The 3PEPS technique has a number of advantages over other methods for characterizing the system dynamics: ͑1͒ high time resolution, ͑2͒ large dynamic range, and ͑3͒ the ability to characterize static inhomogeneity. 30 acterize the intramolecular and intermolecular ͑e.g., solvation͒ dynamics.
In contrast to the theoretical studies of TA measurements, detailed studies of the vibronic contribution to TG and photon echo measurements are relatively rare. 31 For most experiments, the laser pulse covers only a portion of the absorption spectrum of the probe molecule. The finite width of the laser spectrum selects the set of vibrations that will contribute to the signal by acting as a frequency domain filter. In this paper, we present numerical simulations of vibronic contributions to resonant third-order nonlinear spectroscopies and compare them with the experimental results presented in paper I. Here we choose two probe molecules as examples: Nile Blue and N,N-bis-dimethylphenyl-2,4,6,8-perylenetetracarbonyl diamide ͑PERY͒. Nile Blue is an excellent model system to demonstrate the numerical calculations as Mathies and coworkers measured the resonance Raman spectrum of Nile Blue in ethylene glycol. 32 They identified 40 Franck-Condon active modes and obtained the frequencies and coupling strengths for all these modes based on a Raman intensity profile analysis. With the PERY systems, we observed a pronounced 139 cm Ϫ1 oscillation and a weaker 278 cm Ϫ1 second harmonic oscillation in both the peak shift and TG signals. 33 These large amplitude oscillations in the PERY molecule allow us to study the properties of individual oscillations free of other oscillations that may obscure the study. This paper is organized as follows. In Sec. II, we present numerical calculations of the vibronic contributions of the third order signals for Nile Blue and PERY. We briefly present simulations of the nonlinear signals with slightly chirped pulses that are commonly generated in the laboratory. Next, we present model calculations of the contributions of combination and higher harmonic oscillations to the signals, and of wavepacket dynamics to the signals resulting from the ground and excited states in Sec. III. In Sec. IV, we discuss the implications of our calculations for the analysis of nonlinear optical signals. Finally, we summarize our results in Sec. V. In the Appendix, we present a brief review of the nonlinear response functions used for the calculations of our signals.
II. MODEL CALCULATIONS
The theoretical treatment of third-order nonlinear optical signals has been described elsewhere in detail. 7, 8, 10 We briefly outline in the Appendix the multimode Brownian oscillator ͑MBO͒ model and the response function formalism used to calculate the nonlinear optical signals. We assume the chromophore-solvent system can be modeled as a twolevel electronic system ͑chromophore͒ linearly coupled to a quasicontinuous set of harmonic oscillators ͑solvent͒. This model, often referred to as the spin-boson or MBO model, is a common approach for investigating system-bath interactions and describes many of the salient features observed in nonlinear experiments.
The optical transition frequency, for a particular chromophore, i, dissolved in a solvent can be written as
where ͗ eg ͘ is the average value of the transition frequency, ␦ eg i (t) is the fluctuating part of the electronic transition frequency induced by the interactions with the surrounding bath, and i is a static offset from the mean used to represent different average properties of individual chromophore molecules, i.e., static inhomogeneity. The width of the distribution of i values corresponds to the inhomogeneous width ⌬ in of the system.
The memory of the electronic transition frequency is written as a time correlation function, M (t), expressed by
where the brackets represent an average over the ensemble. When frequencies describing the transition fluctuations are small compared to kT, the M (t) function alone describes the system dynamics. When high frequency motions ͑e.g., vibrations͒ contribute to the fluctuations, a more complex representation is required, as is used here. 7 As discussed in the Appendix, the determination of the corresponding M (t) function for the system is the first step in calculating the electronically resonant signals within the MBO model. Both vibrational and solvent dynamics contribute to the M (t) function, and as we will demonstrate, accurate representation and inclusion of both contributions is important for describing wavelength dependent signals. The wavelength dependence of the signals is then determined by detuning factors calculated from the energy difference between the central wavelength of the laser spectrum, laser , and the transition frequency, eg , for the system.
For the PERY simulations we included three high frequency modes ͑585 cm Ϫ1 , 809 cm Ϫ1 , and 1410 cm
Ϫ1
͒ and one low frequency mode ͑139 cm Ϫ1 ͒ directly observed as an oscillation in the TG and 3PEPS signals. 33 The 1410 cm
vibronic mode is taken from the absorption spectrum of PERY as clearly observed in the vibronic structure of the spectrum. The other two modes ͑585 cm Ϫ1 and 809 cm Ϫ1 ͒ are taken from the resonance Raman spectrum of molecules similar to PERY and are included for better agreement between the simulated and experimental absorption spectra. 34, 35 The coupling strengths for the high frequency modes are determined by fitting the experimental absorption spectrum to the simulated absorption spectrum ͓Eq. ͑A16͔͒. The time scales of the solvation components are determined by fitting the 3PEPS data at 535 nm ͑Table II͒. For the PERY simulations, eg is located near the absorption minimum between the first and second vibronic bands and the total reorganization energies for solvation and intramolecular contributions are found to be 135 cm Ϫ1 and 878 cm Ϫ1 , respectively. As expected for nondipolar chromophores that are weakly coupled to a nondipolar bath, the intramolecular contribution dominates the total M (t). Since we do not know the frequencies and coupling strengths of all the Franck-Condon active modes of PERY, our simulations can only be used for a qualitative comparison with the experimental data.
The vibrational parameters ͑Table I͒ used for Nile Blue simulations were taken from the resonance Raman measurements performed by Mathies and co-workers. 32 The M (t) function used in simulations of Nile Blue in acetonitrile ͑Table I͒ is displayed in Fig. 1 along with its constituent intramolecular and solvent components. The intramolecular vibrational component, M intra (t), decays to zero on a 10 fs time scale and then oscillates around zero. As has been noted by many authors, 8, 10, 36 the ϳ10 fs decay of M intra (t) results from the rapid destructive interference of the intramolecular vibrational wave packets. At tϭ0 the intramolecular vibrations oscillate in phase with each other and interfere constructively, but as time proceeds the vibrations rapidly interfere destructively leading to a rapid decay. The physical basis of this very fast irreversible loss of correlation in an echo measurement due to level congestion was first discussed by Yeh and Eberly. 37 The solvation contribution, M solvent (t), displays a bimodal decay with a 130 fs Gaussian component and a 1 ps exponential decay. As is clearly observed in Fig. 1͑c͒ , the initial decay of M total (t) is dominated by the vibrational contributions. The estimated reorganization energies of Nile Blue from solvation and from intramolecular vibrations are 350 cm Ϫ1 and 754 cm
, respectively. Coupling strengths and time scales of the solvation components are determined self-consistently by fitting the experimental WD-3PEPS signals and the absorption spectrum.
Introducing vibronic modes, especially high frequency modes, into the simulations significantly affects the calculated absorption spectra. A comparison of the simulated absorption spectrum for Nile Blue in acetonitrile, with and without the intramolecular vibrations, is displayed in Fig.   2͑a͒ , with a similar comparison for PERY in DMSO in Fig.  2͑b͒ . As expected, the simulated spectra calculated with intramolecular contributions are considerably wider than the spectra calculated with solvation dynamics alone. The bandwidths of the solvation only spectra for the Nile Blue and PERY systems in Fig. 2 FHWM, respectively, in contrast to the 1746 cm Ϫ1 and 1759 cm Ϫ1 FWHM bandwidths for the same systems with vibrations added. Introducing vibrations also creates a significant amount of asymmetry in the spectra, and when one or a few high frequency modes have significant Franck-Condon factors, extreme deviations from symmetric spectra are observed ͑e.g., the PERY system͒. More subtle vibrational effects are noticeable when comparing the spectra in Fig. 2 , especially in the red edges. For both PERY and Nile Blue systems, the spectra with the vibrations included exhibit an enhanced ''tail'' on the red edge, originating from hot bands within the vibronic manifold.
The solvation only spectra were initially simulated centered near Ϫ eg Ϸ0 cm Ϫ1 , but were shifted to aid in comparison with the spectra. For Nile Blue with the complete vibronic structure included, the agreement between the ex- Table I . ͑a͒ Solvation component, ͑b͒ intramolecular vibrational component, and ͑c͒ total M (t).
FIG. 2.
Experimental absorption spectra ͑solid lines͒ for ͑a͒ Nile Blue in acetonitrile and ͑b͒ PERY in DMSO. The dotted lines and dashed lines show the simulated absorption spectra with and without the intramolecular vibrational contribution introduced respectively. For comparison, the simulated spectrum without intramolecular modes was shifted by Ϫ532 cm Ϫ1 and Ϫ837 cm Ϫ1 for the Nile Blue and PERY systems, respectively.
perimental spectrum and the simulated spectrum is good. Qualitative agreement is also achieved for the PERY system. The value of eg can be extracted from the first moment of the absorption band, which is generally located to the blue of the absorption maximum. The peaks of the absorption spectra for the Nile Blue and PERY systems are Ϫ eg ϭ Ϫ533 cm Ϫ1 and Ϫ eg ϭϪ837 cm
Ϫ1
, respectively. The absorption maxima for spectra simulated without vibrations are located near eg since the spectra are symmetric.
Normally, the Stokes shift ͑2͒ is obtained by taking the difference of the maximum between the absorption and fluorescence spectra. This definition is useful for determining the total reorganization energy of systems when the absorption and fluorescence spectra exhibit Gaussian line shapes. If the spectra are asymmetric, or exhibit structure ͑e.g., PERY͒, due to the presence of high frequency vibrations, we cannot obtain the Stokes shift from the difference of the maximum between the absorption and fluorescence spectra. A more accurate estimate of the Stokes shift is obtained by measuring the difference between the first moments of the absorption and fluorescence spectra.
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A. Wavelength dependent 3PEPS calculations
The introduction of intramolecular vibrations into the simulations has a pronounced effect on the calculated WD-3PEPS profiles. In Fig. 3 , the simulated WD-3PEPS profiles for Nile Blue in acetonitrile ͑Table I͒ including both solvation and vibrational contributions are compared to the solvation-only profiles. While the WD-3PEPS profiles calculated with vibrational modes included ͓Fig. 3͑a͔͒ exhibit a pronounced wavelength dependence, the wavelength dependent effects observed in the solvation-only profiles ͓Fig. 3͑b͔͒ are hardly noticeable.
A comparison of Figs. 2 and 3, shows that the initial peak shift values are greatest at the red side of the absorption maximum for the two model systems. As the excitation wavelength is shifted away from the absorption maximum, the initial peak shift value decreases. We find that the initial peak shift value decreases slightly for the solvent-only profiles, while it decreases quickly for the simulation with the intramolecular vibrations included as the excitation wavelength is tuned away from the absorption peaks. Furthermore, the magnitude of the initial peak shift values for the solvation-only signal is larger, since the vibrational components contribute an additional 754 cm Ϫ1 of reorganization energy ͑Table I͒ to the simulations. This effect arises because the initial peak shift values are inversely related to the total reorganization energy, whether intra-or intermolecular in origin. 29 The calculated wavelength dependences of the initial peak shift for Nile Blue in acetonitrile and for PERY in DMSO and benzene are shown in Fig. 4 . For all three systems, the experimental and simulated data display similar wavelength dependence, though the experimental data has a smaller initial peak shift than the simulated values. A possible origin for this difference is discussed in Sec. III C. For the PERY systems, the calculated magnitude of the initial peak shifts follows the profile of the absorption spectra, with the exception of the value measured with excitation at 493 nm in the PERY/DMSO system. In this case, other processes not included in the simulation ͑e.g., intramolecular vibrational redistribution͒ may be responsible for the discrepancy between experiment and simulations.
The time dependence of the 3PEPS profiles is also sensitive to the excitation wavelengths. In Fig. 5 we compare the simulated 3PEPS profiles with the experimental data at six different wavelengths for Nile Blue presented in paper I. At Ϫ eg ϭϪ1162 cm Ϫ1 ͑660 nm͒, which is slightly to the red of the absorption maximum, the simulated peak shift profile starts at 19 fs and drops to 3-4 fs within the first 100 fs. The signal subsequently decays to zero on a picosecond time scale. A strongly coupled 590 cm Ϫ1 oscillation is clearly observed ͑laser bandwidth ϳ500 cm Ϫ1 FWHM͒ in the simulated signal. At Ϫ eg ϭ234 cm Ϫ1 (606 nm), which is on the blue side of the absorption peak ͑Fig. 2͒. The simulated peak shift profile starts at 13 fs and decays to zero within 100 fs. At shorter wavelengths the calculated 3PEPS profiles decay to near zero prior to the onset of slower decaying solvation components, making it very difficult to observe solvation components of Ͼ100 fs. The amplitude of oscillations in the experimental data is smaller than in the simulated data, perhaps due to the long vibrational damping times in the simulations ͑2 ps͒. Signals simulated with shorter damping times ͑100 fs and 300 fs͒ exhibit similar wavelength dependent trends to the signals calculated with longer damping times ͑results not shown͒. For the damping times to have a significant effect on the 3PEPS decay, they must be comparable with the decay from the interference of the vibrational modes ͑i.e., 10-20 fs͒, otherwise they will only affect the dynamics of individual modes ͓Fig. 1͑b͔͒. In the case of the prominent 590 cm Ϫ1 mode, the damping time is on the order of picoseconds from paper I. 38 The amplitude of this mode in the calculated signals is determined by the displacement from the resonance Raman study of Mathies and co-workers. 32 Decreasing the amplitude of this mode improves the agreement between simulations and experiment, however to maintain consistency with the Raman data, we have not deviated from the vibronic parameters of Lawless and Mathies. 32 In general, the wavelength dependent trends in the data are well reproduced by the calculations. The discrepancy between the experimental and simulated data at 660 nm is greater than at the shorter wavelengths, but the decay time scales are qualitatively reproduced. For the simulations without the vibrational contribution, the time scales of the decaying components are weakly affected ͑ϳ3%͒ by the excitation wavelength, though the relative amplitude of the 1 ps decay ͑Table I͒ decreases by 20% as the excitation wavelength is shifted away from the absorption maximum ͓Fig. 3͑b͔͒. Figure 6 displays the simulated 3PEPS profiles of PERY in DMSO at three different excitation wavelengths ranging from the blue to the red edges of the absorption spectrum. Upon excitation at the red edge of the absorption spectrum, the initial peak shift starts at 25 fs and decays to ϳ5-10 fs within 100 fs. The strong 139 cm Ϫ1 oscillation is clearly observed. At Ϫ eg ϭϪ400 cm Ϫ1 the initial value decreases and the peak shift decays to zero within 100 fs. The slowly decaying components are not observed at this wavelength, and the amplitude of the oscillation decreases. The calculated curves reproduce the trends shown in Fig. 6 of paper I. We also performed a simulation of the 3PEPS profiles with only two low frequency modes ͑139 cm Ϫ1 and the second harmonic at 278 cm Ϫ1 ͒, 33 and could not reproduce the wavelength dependent 3PEPS profiles ͑results not Tables I  and II and also shown͒. We also calculated model 3PEPS profiles for Oxazine 4 in methanol ͑results not shown͒ using the parameters for intramolecular vibrations tabulated by Bardeen and co-workers. 31 These calculated signals exhibit the same qualitative wavelength dependent trends as Nile Blue.
In agreement with previous simulations, 29, 39, 40 when the simulated 3PEPS profiles are fit to a sum of exponentials ͑results not shown͒, the slowly decaying components ͑Ͼ200 fs͒ observed in the 3PEPS profiles are directly observed in the M (t) function used to simulate the peak shift profiles.
These decay components do not exhibit pronounced wavelength dependence and agree with the fits from the experimental data of paper I. In contrast, the initial relaxation time scales in the 3PEPS profiles decay much faster than the corresponding initial timescales in the M (t) function. This deviation from 3PEPS profile and the M (t) function arises directly from the expressions used to calculate the signals ͑see Appendix͒ and does not require inclusion of finite pulse durations. 29, 40 
B. Wavelength dependent transient grating calculations
Numerical simulations of TG signals for Nile Blue in acetonitrile, with and without the intramolecular vibrational contribution, are compared in Fig. 7 . As the excitation wavelength is tuned to the blue, the magnitude of the initial ultrafast decay ͑the ''coherent spike''͒ decreases for the TG signals with the intramolecular vibrations included ͓Fig. 7͑a͔͒. The initial rise and decay of the TG signals within the first 200 fs is particularly sensitive to the excitation wavelength. In particular, the rise of the simulated TG signals becomes faster as the excitation wavelength is tuned to the blue. The time scales for the rise of the simulated TG signals decrease as the excitation wavelength is tuned to the blue; the peak of the signals shift from 50 fs at Ϫ eg ϭϪ1000 cm Ϫ1 ͑red side excitation͒ to 15 fs at Ϫ eg ϭϩ600 cm Ϫ1 ͑blue side excitation͒. In contrast to the 3PEPS profiles, the slowly decaying components of M (t) can be observed directly at all wavelengths and show little variation. The simulations are in qualitative agreement with the experimental data of paper I. In Fig. 7͑b͒ , we show calculated TG signals in which the intramolecular vibrational contribution is neglected. The magnitude of the coherence spike is larger for the TG traces when the intramolecular vibrations are excluded. In addition, an opposite wavelength dependence is observed between the two simulations. As the excitation wavelength shifts to the blue, the amplitude of the coherent spikes increases in the solvent-only simulations. The time scale of the initial rise is similar at all the excitation wavelengths, since the vibrations do not contribute to the slowly decaying components of the signals. With the exception of the 582 nm experimental data, good agreement between the WD-TG signals of paper I with the simulated WD-TG signals in Fig. 7 is attained only when a more realistic vibronic structure is introduced into the calculations. We attribute the deviation at 582 nm to interference effects from excited state absorption that contributes to the signals collected on the blue edge of the absorption band. Table II . In contrast to the Nile Blue results ͑Fig. 7͒, the amplitude of the initial decay component increases as the excitation wavelength is tuned to blue. The temporal profiles of the TG signals are particularly sensitive to the intramolecular vibrational modes included in the M (t). A detailed description of these effects will be given in Sec. III C. In contrast to the WD-3PEPS profiles, slowly decaying components can be clearly observed in the TG signals obtained with blue excitation wavelengths. 
C. Chirped pulse effects in 3PEPS signals
In this section, we investigate the effects of nontransform limited, i.e., chirped pulses on the 3PEPS profiles. In our experiments, the time-bandwidth products of the pulses are ϳ0.45-0.61 ͑Tables I and II in paper I͒, compared to the transform limited value of 0.441 for Gaussian pulses. 42 Thus, the experimental data were collected with slightly chirped laser pulses.
The temporal profile of the electric field of the laser pulses can be written as
where A(t) and (t) are the envelope and phase of the electric field, respectively and 0 is the carrier frequency. The instantaneous frequency, (t), at time t is given by
The time profile of electric field, with (t) expanded to third order, is expressed as
where E is the full width at half maximum of the pulse envelope and the parameters, B, C, and D represent the quadratic, cubic, and quartic spectral phase factors, respectively. The pulse spectrum is obtained by taking the Fourier transform of E(t). When B is the only nonzero phase parameter, the pulse is linearly chirped ͓i.e., the instantaneous frequency, (t), varies linearly in time͔ and nonzero C or D values result in higher order chirps, e.g., third order dispersion. Pulses with increasing (BϽ0) and decreasing (BϾ0) frequency with time are positively and negatively chirped, respectively. The effects of introducing pulse chirp into the simulations of 3PEPS signals for Nile Blue ͑Table I͒ are displayed in Fig. 9 . Chirp effects are most prevalent when the three laser pulses are temporally overlapped and quickly diminish for longer population periods (TϾ100 fs). The effects of negative and positive linear chirps on the peak shift profiles are compared to the profiles calculated with transformlimited pulses in Fig. 9͑a͒ . The pulse durations for all three profiles are 40 fs intensity FWHM, though the spectral widths for the linearly chirped pulses are & times larger than the transform limited pulse width (⌬⌬ϭ0.62). The 3PEPS profile simulated with negatively chirped pulses exhibits a smaller initial peak shift value ͓*(0)ϭ12.5 fs with Bϭϩ1͔ than the profile calculated with positively chirped pulses ͓*(0)ϭ16.4 fs with BϭϪ1͔, while both values are noticeably smaller than the initial peaks shift values obtained with transform limited pulses ͓*(0)ϭ19.9 fs͔. Similar properties are observed in the 3PEPS profiles calculated with pulses containing only higher order chirps. A comparison of the profiles calculated with cubic (Bϭ0,Cϭ0.02) and quartic (Bϭ0,Dϭ0.001) chirped pulses to the transform limited signals is displayed in Fig. 9͑b͒ . The pulse durations are again 40 fs intensity FWHM. As with the linearly chirped signals, the initial peak shift values are significantly lower for the chirped signals ͓*(0)ϭ15.4 fs and *(0)ϭ8.5 fs for the cubic and quartic chirp, respectively͔ than the transformlimited value ͓*(0)ϭ19.9 fs͔.
As shown in Fig. 5 , the magnitudes of the experimental peak shift values over the initial 50 fs are smaller than the simulated ones. The time-bandwidth products of the longer wavelength pulses are greater than those at shorter wavelengths ͑see Table II in paper I͒. Therefore, we consider that the small discrepancy between the experimental and simulated peak shift profiles on the red edge of the absorption spectrum arises from the presence of a small amount of chirp in our laser pulses. Careful characterization of the pulse is therefore necessary to obtain a fully quantitative agreement between the experimental data and simulated profiles. For example, frequency-resolved optical gating ͑FROG͒ ͑Ref. 43͒ and spectral interferometry 44, 45 can be used to properly characterize the pulse.
The magnitude of oscillations in the simulated 3PEPS profiles can be amplified by adding a small amount of chirp into the pulses. The oscillations in the 3PEPS profiles calculated with the linear and the higher order chirped pulses ex- hibit a larger amplitude than in the transform-limited case, especially with the negatively linear and quartic chirped pulses. The presence of chirp in the pulses also induces small phase shifts ͑ϳ0.2 rad͒ in the oscillations. Using the same formalism, we also introduced chirped pulses into simulated TG and TA signals ͑results not shown͒. The results follow similar trends to previous observations and calculations where chirped pulses were used to enhance the vibrational oscillations and change the relative contribution between the ground and excited state responses in pump-probe signals. 22, 46 It should be noted that the spectral shape can also affect the short time behavior of the signals, even without chirp. For example, pulses with square spectra produced by the self-phase modulation process in a fiber have been used in previous photon echo measurements.
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III. DISCUSSION
A. Mechanisms of signal modulation
In paper I, we presented TG traces that contain oscillatory components and identified several frequencies that were not directly ascribed to the fundamental vibrational frequencies previously observed for the probe molecule, but to frequencies that were combinations ͑specifically difference frequencies͒ or second harmonics of the fundamental frequencies. In this section we outline four mechanisms for generating oscillating components in the nonlinear signals. These mechanisms are illustrated in Fig. 10 .
The first of these mechanisms ͓Fig. 10͑a͔͒ is the most commonly used interpretation of oscillations in the signals. Vibrational wave packets are created when individual vibra- tional modes with significant Franck-Condon factors ͑i.e., coupling to the electronic transition͒ are coherently excited by laser pulses with durations shorter than the characteristic vibrational periods. The processes of wave packet formation, evolution, and probing are described in detail elsewhere. 4, 6, 38 The vibrational wave packets produce modulations in the signals that oscillate with the frequencies of the corresponding fundamental mode frequencies. Thus, the frequencies of the oscillating components observed in the signals are often directly ascribed to the fundamental frequencies of the vibrational modes. 3, 9, 13, 47, 48 In addition to fundamental frequencies, second harmonic frequencies can also be generated depending on how the wave packets are probed. 23 Figures 11͑a͒ and 11͑b͒ show the calculated ground state contributions to the wavelength dependent TA signals for a single vibrational mode system simulated at the turning points of the vibrational potential ͑Ϫ400 cm Ϫ1 and ϩ400 cm Ϫ1 ͒ and at the center of the potential ͑0 cm Ϫ1 ͒. In addition to an oscillating component at the fundamental frequency ͑150 cm Ϫ1 ͒, the second harmonic ͑300 cm Ϫ1 ͒ is clearly observed in the simulated TA signals probed at the center of the vibrational potential since the wave packet passes through the probe window twice per period. The simulated ground state contributions to the 3PEPS profile for the same system at different excitation wavelengths are shown in Figs. 11͑c͒ and 11͑d͒. In contrast to the TA signals, the 3PEPS profiles are weakly sensitive to this mechanism for producing second harmonic frequencies.
Should the bandwidth of the laser overlap eigenstates from different vibronic modes ͓Fig. 10͑b͔͒, oscillations can be induced in the signals that only originate from the coherent excitation of separated eigenstates from different vibrational modes. The induced oscillations will have frequencies that are combinations of two or more fundamental vibrational frequencies, provided they lie within the laser bandwidth ͑which consequently favors the generation of difference frequencies over sum frequencies͒. These oscillations are true quantum beats and have been observed in several time domain studies. 49, 50 The diagrams in Figs. 10͑a͒ and 10͑b͒ display mechanisms to generate oscillations in the excited electronic state, P ee , but ground state, P gg , modulations are also generated via the impulsive stimulated Raman scattering ͑ISRS͒ process. 4, 5 Both TG and 3PEPS signals are homodyne detected signals 8, 42 that measure the modulus squared of the third order responses ͓Eq. ͑A12͔͒. Consequently, an addi- 
. This interference component also contains oscillations at the sum and difference frequencies of the fundamental frequencies and has been previously used to explain the presence of both combination frequencies and second harmonic frequencies in nonresonant homodyne detected transient grating optical Kerr effect ͑OKE͒ signals. 51 Heterodyne detected measurements ͑e.g., TA or heterodyne detected OKE studies͒ do not have this interference term, so this mechanism cannot contribute oscillations to the total signal.
It is often the case that the vibrational modes of the chromophore have different frequencies in the ground and excited electronic states. 47 In this case, the interference components in the signals contain oscillations that are the difference frequencies of the excited and ground state frequencies, 52, 53 in addition to the combination frequencies between different vibrational modes as described above. Figure 10͑c͒ displays examples of two pathways for a system with an individual mode that changes frequency in the excited electronic state. In this case, the underlying pathways that contribute to the total nonlinear response 7 may interfere and create oscillations at the difference frequency of the ground and excited state fundamental frequencies. Unfortunately, introducing such frequency shifts requires more detailed information about the vibronic structure of the system than is often known and hence is generally not introduced into analysis.
The previously described mechanisms for creating modulations in the nonlinear signals rely on interferences within individual chromophores. However, an interference between polarizations created on different chromophores can also create oscillations in the nonlinear signals. Should the induced polarization created on one chromophore differ from that created on another chromophore, the total polarization that generates the nonlinear signals contains interference terms between these polarizations. This mechanism, often referred to as polarization beating, has been observed, for example, in CARS measurements. 54, 55 In this case, oscillations are observed in the signals with frequencies that can be directly attributed to the interference between the vibrational modes on different types of molecules. These oscillations are inherently an ensemble effect and do not directly reflect the dynamics of individual molecules. In homogeneous systems, where the probe molecules are identical ͑e.g., paper I͒, polarization beating is difficult to distinguish from the oscillations created by other mechanisms. In the numerical calculations, the effects of polarization beats are included explicitly via thermal averaging ͓Eqs. ͑A10͒ and ͑A11͔͒.
It is important to stress that the mechanisms described above and depicted in Fig. 10 do not require coupling between the vibrational modes and hence apply to the independent harmonic oscillator approximation used to describe underdamped vibrational modes in the MBO model. 7 Anharmonicity, mode coupling, and non-Condon effects may enhance the amplitude of existing frequencies, and may create new frequencies, or produce nonexponetial damping. 18 In TA studies of semiconductors, both sum and difference frequency oscillations have been attributed to mode coupling mechanisms. 50, 56 The Duschinsky effect is an additional mechanism that can cause mode coupling. The Duschinsky effect occurs when the normal coordinates in the excited state are rotated with respect to those for the ground state. A consequence of the Duschinsky effect is the observation of different vibrational frequencies in the ground and excited states. Recently, Kobayashi and co-workers observed both frequency and amplitude modulations of the ring-breathing mode for cresyl violet in the time domain. 57 They enlisted the Duschinsky effect to explain the variable frequency and amplitude observed in their experiment.
The identification of the mechanism͑s͒ responsible for the presence of individual oscillations requires detailed information about the system. Additional information extracted from experiments sensitive to the vibronic structure of the chromophore molecules ͑e.g., resonance Raman scattering, high resolution absorption spectra, or fluorescence line narrowing experiments͒ can directly correlate oscillations to vibrational modes. In the absence of information on the vibronic structure, temperature dependence may help to identify the nature of the oscillations since the mechanisms described above may exhibit different temperature dependent properties. 52 Should several beating mechanisms contribute to a specific oscillation, then a different temperature dependence would be expected than when it is generated exclusively from one mechanism, especially when the ground state vibrational frequency lies within ϳkT. 52, 53 The strongly temperature dependent amplitude of the 278 cm Ϫ1 oscillation in the 3PEPS data presented in paper I for PERY in benzene strongly suggests that this oscillation cannot be ascribed to a 278 cm Ϫ1 vibrational mode.
B. Effects of intramolecular vibrations on the wavelength dependent 3PEPS profiles
The numerical simulations presented in Sec. II A illustrate the ability to attain qualitative agreement between numerical simulations of the WD-3PEPS data and the experimental data presented in paper I. The addition of high frequency modes into the simulations was identified as critical in explaining the experimental results. The sensitivity of the 3PEPS profiles to combination frequency oscillations produced by the mechanisms described in Sec. III A is displayed in Fig. 12 . The addition of a single low frequency, 150 cm Ϫ1 vibrational mode into the g(t) function leads to a large amplitude 150 cm Ϫ1 oscillation in the 3PEPS profile calculated with ␦-function pulses. Second ͑300 cm Ϫ1 ͒ and third ͑450 cm Ϫ1 ͒ harmonics are also observed, though with smaller amplitudes. The simulated 3PEPS profile calculated with two vibrational modes ͑150 cm Ϫ1 and 400 cm Ϫ1 ͒ is displayed in Fig. 12͑b͒ . In addition to the peaks attributed to fundamental frequencies and their respective higher harmonics, combination bands ͑both difference and sum͒ between the two modes are directly observed. The 3PEPS profiles in
Figs. 12͑a͒ and 12͑b͒, were calculated with ␦-function pulses to illustrate the observation of the combination frequencies; Fig. 12͑c͒ shows that these additional oscillation components are also observed in signals calculated with finite-duration pulses, though filtered by the limited spectral range of the pulses.
The bandwidths of the laser pulses used in many experiments often are not large enough to coherently excite highfrequency vibrational modes. However, the final two mechanisms discussed in the previous section allow for high frequency vibrational modes to contribute to the signals. The simulated results displayed in Fig. 12 illustrate the sensitivity of the 3PEPS profiles to one or two vibrational modes, however the chromophores commonly used in experimental studies often have many vibrational modes coupled to the electronic transition. 58 For example, the 40 Franck-Condon active vibrational modes for Nile Blue tabulated in Table I can generate 40 second harmonic, 780 difference and 780 sum frequency oscillations in the nonlinear signals. Additional oscillations could be created if the frequencies differ in the ground and the excited state for a particular vibrational mode. 52 Although many of these oscillations may not be coherently excited with the limited bandwidths of typical laser pulses, over 500 oscillations lie within the first 500 cm Ϫ1 that can be coherently excited by ϳ40 fs pulses.
A similar point was made recently by Book and Scherer 36 who preformed wavelength-resolved stimulated photon echo measurements ͑WR-3PE͒ on DTTCI in methanol. They found a considerable difference, for population times shorter than 50 fs, between the measured and simulated WR-3PE surfaces calculated with the M (t) obtained by de Boeij et al. 10 Book and Scherer suggested that this discrepancy results from dynamics of weakly coupled, underdamped intramolecular vibrational modes not explicitly included in the simulations. They used 640 discrete Brownian oscillators in their M (t) to represent the entire vibronic manifold. 36 This distribution was viewed as a more realistic representation of the vibrational structure of the chromophore, than just the three vibrations observed as oscillations in the signals.
The use of the entire vibronic manifold, including highfrequency modes, in the simulations produces a large set of oscillations via the mechanisms described in Sec. III A. Furthermore, the number of generated oscillations will increase rapidly with excess vibrational energy. Destructive interference between this large set of oscillations excited at higher energies results in a rapid decay of the signal. The time scale of this rapid decay will depend on the number of oscillations that are initially generated. The coupling of the intramolecular vibrations to the electronic transition need not be large, since only a weak amplitude broad distribution of oscillations will produce the wavelength dependence. 36 Critical or overdamping ͑i.e., fast vibrational dephasing͒ of the individual oscillations leads to increased decay of the signals.
C. Effects of intramolecular vibrations on the wavelength dependent transient grating signals
Understanding the TG signals requires insight into the dynamics of the ground state and excited state contributions and how they interact to form the final signal. Before discussing the wavelength dependence of one-color TG signals, we present the wavelength-dependent properties of two-color TG signals since valuable information about the ground and excited state components can be obtained from investigating their contributions to two-color TG signals. Recently we have measured two-color TG signals on IR144 and DTTCI in different solvents. 59 Two color TG signals are calculated for the case that the first two pulses excite the sample at a fixed wavelength and the third pulse probes the system at a different wavelength. The intensity of the TG signal is plotted against the probe frequency while the two pump frequencies are fixed at Ϫ eg ϭ0 cm Ϫ1 . Hence the spectral and temporal evolution of the ground and excited state responses can be directly monitored over a wide frequency range. ) and ͑a͒ a single 150 cm Ϫ1 vibrational mode with a 8 ps damping constant and ϭ80 cm Ϫ1 and ͑b͒, ͑c͒ two vibrational modes with 150 cm Ϫ1 and 400 cm Ϫ1 frequencies with 8 ps damping and ϭ80 cm Ϫ1 each. For calculating power spectra, the initial part ͑Ͻ500 fs͒ of the signals were cut out prior to Fourier transformation. ͑a͒ 3PEPS signals calculated for a single vibrational mode, 1 , system in the impulsive limit. ͑b͒ 3PEPS signals calculated for a two vibrational mode system, 1 and 2 , in the impulsive limit. ͑c͒ 3PEPS signals calculated for the same system as ͑b͒ but calculated with 50 fs intensity FWHM Gaussian pulses. The pulse spectrum is overlaid ͑dashed line͒ for comparison. Insets display the time domain signals. The power spectra were normalized to the peak intensity of 1 . Figures 13͑a͒-13͑d͒ illustrates the properties of simulated two-color TG signals for Nile Blue in acetonitrile. The first two interactions of the pulses create population in the excited state and a hole in the ground state. Initially, the wavelength dependence of ground state response ͑square modulus of P gg ) resembles the excitation pulse spectrum near Ϫ eg ϭ0 cm Ϫ1 but quickly broadens and shifts slightly ͑ϳ500 cm Ϫ1 ͒. The small shift originates from the difference between the excitation wavelength and the absorption peak; excitation at the absorption maximum would remove this shift, resulting in only broadening. In contrast, the excited state response ͑square modulus of P ee ) initially starts near Ϫ eg ϭ0 cm Ϫ1 and quickly broadens and shifts toward a lower frequency. Comparison of the two color signals calculated with and without intramolecular vibrations ͑not shown͒ demonstrate that at short times, ϳ50 fs, the excited state dynamics is dominated by the chromophore vibrations, while at later times the intermolecular solvation dynamics dominates. Figure 13͑c͒ displays the interference term created by the squaring of the P (3) for the homodyne TG experiments. The magnitude of interference term is similar to the magnitude of the individual ground and excited electronic state components. Even though the ground and excited state responses are positive ͓Eq. ͑A13͔͒, the interference response may be negative and thus destructively interfere with the other components to generate the total TG signals. 60 In the signals presented here the interference term is mostly positive, with a small negative contribution of ϳ5% amplitude. The interference term contributes most strongly within the first 150 fs and near the spectral region where the ground state and excited states overlap ͑ϳϪ800 cm Ϫ1 ͒. At longer times, when the spectral overlap between the ground and excited state responses has decreased, the interference term makes little contribution. Comparison of the three responses indicates that the coherent spikes in the TG signals are dominated by the interference term.
The corresponding one-color TG signals, where all three laser pulses are the same color, are calculated with the same parameters used in the two-color TG signals. The intensity of the TG signal is plotted against the pump and probe frequency with respect to eg ͓Figs. 13͑e͒-13͑h͔͒. The oneand two-color TG signals have similar properties. An essential difference between the one-and two-color TG signals is that one-color signals are sensitive only to the dynamics that lie within the spectral range of the excitation pulses. This is especially important when considering the role of the excited state response to the total signal, where the excited state population may leave the spectral window of the experiment resulting in signals dominated by the ground state response. The excited state contribution to the total signals is more significant upon excitation on the red edge of the absorption spectrum. The ground state response for the one-color signals is similar to the two-color signals, except for the narrower frequency region ͑Ϫ1500 cm Ϫ1 to ϩ500 cm Ϫ1 for the one-color signals vs. Ϫ2000 cm Ϫ1 to ϩ2000 cm Ϫ1 for the two-color signals͒.
As with the two-color signals, the magnitude of the interference response is similar to the ground and excited state responses and contributes most significantly to the initial ͑Ͻ150 fs͒ dynamics. In contrast, instead of contributing mostly to a relatively small region in the two-color signals ͑dictated by the temporal and spectral overlap of the excited and ground state responses͒, the interference term contributes appreciably across the whole wavelength range. In Fig. 14 the relative contributions of the ground state, excited state and interference responses are displayed. As would be expected, the ground state responses dominate the signals on the blue edge of the absorption band, while the excited state response contributes mostly to the red edge. In sharp con- Table I and with 40 fs intensity FWHM pulses. The contour lines are at 10% increments of the maximum. ͑a͒-͑d͒ Surfaces are the two-color TG signal with the first two excitation pulses set at Ϫ eg ϭ0 cm Ϫ1 and the third pulse varied ͑frequency axis͒. ͑e͒-͑h͒ Surfaces are one-color TG signals in which all three excitation pulses were varied ͑frequency axis͒. The total TG signals ͓͑d͒ and ͑h͔͒ are calculated from the sum of the ground state ͓͑a͒ and ͑e͔͒, excited state ͓͑b͒ and ͑f͔͒, and interference ͓͑c͒ and ͑g͔͒ components. The maximum values for each of the constituent responses ͑as a percentage of the maximum of the total signal͒ are 35% ͑ground state͒, 32% ͑excited state͒, and 33% ͑interference͒ for the two-color signals and 37% ͑ground state͒, 30% ͑excited state͒, and 33% ͑interference͒ for the one-color signals. The interference terms are mostly positive in these calculations, with a slight negative ͑ϳ4%͒ contribution in the two-color TG signals. Note that the frequency ranges are different for the two-color and the one-color responses.
trast, the interference term is almost wavelength independent in its contribution to the initial dynamics, but has pronounced wavelength dependence for the more slowly decaying time scales.
The simulated one-color TG signals, normalized to the maximum intensity at each wavelength are displayed in Fig.  15 . The magnitude of the coherent spike for the ground state response is partially dictated by the shifting and spreading of the ground state population after excitation. As Figs. 14͑a͒ and 15͑a͒ illustrate, the magnitude of the coherent spike is largest on the edges of the absorption band ͑Ϫ1000 cm Ϫ1 and ϩ600 cm Ϫ1 ͒. This behavior is ascribed to the shifting and broadening of the ground state response upon excitation. When excited away from the absorption spectrum maximum, either to the red or the blue, the spectral shifting of the ground state shows up in the normalized response as an additional contribution to the coherent spike. In contrast, the coherent spike for the excited state response is largest for blue excitation ͑e.g., ϩ600 cm Ϫ1 ͒, since the excited state rapidly moves outside the spectral window of the pulses center at this frequency, leading to an increased decay in a similar manner to the ground state response ͓Figs. 14͑b͒ and 15͑b͔͒. The dynamics of the interference term is difficult to interpret since both ground and excited state dynamics contribute. Despite this, it is clear that the normalized TG signals are strongly affected by the interference term. The interference term in Fig. 15͑c͒ exhibits an opposite wavelength dependent trend to the excited state response ͑i.e., the rapid decay increases upon excitation of the red edge͒. Since the ground state response is weakly wavelength dependent, the total signal is dictated by the excited state response and the interference terms. For Nile Blue in acetonitrile, the interference term dominates the excitation dependent properties of the TG signals. For PERY in DMSO, the overlap between the absorption and the fluorescence spectra is smaller, leading to a weaker interference contribution to the signals. Consequently, the excited state dynamics dominate the total TG response, leading to an opposite wavelength dependent trend as was shown in Fig. 7 .
IV. EXPERIMENTAL IMPLICATIONS
Our simulations show that the effects of the vibrational manifold on the WD-3PEPS and WD-TG signals are most significant at early times ͑Ͻ200 fs͒ and for excitation to the blue of the absorption maximum. We propose the following criteria to successfully determine the intermolecular bath ͑solvation͒ dynamics via the 3PEPS technique with limited interference from intrachromophore vibrational dynamics: ͑1͒ excitation near the red edge of the absorption spectrum, ͑2͒ short duration pulses, and ͑3͒ well characterized pulses ͑preferably without chirp͒.
͑1͒ Laser pulses with center wavelengths located on the red edge of the absorption spectrum decrease the vibronic contribution to the 3PEPS signals and thus allow the dynamics of the bath to be more clearly observed. Our experimental Table I and with 40 fs intensity FWHM pulses. ͑a͒-͑d͒ The contributions to the one-color WD-TG signals are each divided by the maximum values of the total response, so that the sum of all three contributions generate the normalized total response. results, presented in paper I, are in agreement with this prediction ͑Fig. 5͒. 3PEPS profiles collected near the peak or to the blue of the absorption spectra exhibit decreased sensitivity to the solvent dynamics.
͑2͒ Previous 3PEPS studies, using sub-20 fs laser pulses, observed a rapid sub-10 fs decay that was attributed to the destructive interference of high frequency intramolecular vibrations. 8, 40, 61 In recent 3PEPS experiments performed with laser pulses of longer durations ͑ϳ40 fs͒, this fast decay component is not directly observed, 13, 33, 48 due to the convolution over the longer pulse durations. Longer pulse durations will smear this sub-10 fs decay component into the slower, ϳ100 fs ultrafast solvation decay, and consequently lead to a poorer characterization of both time scales. This effect is clearly observed in 3PEPS profiles collected with variable pulse durations, 62 and in numerical simulations. Measuring 3PEPS signals with short ͑but not too short͒ laser pulses is beneficial because the vibrational interference decay component can be more clearly distinguished from fast solvation dynamics. However, several effects are associated with 3PEPS profiles measured with short laser pulses: ͑i͒ lower initial peak shifts, 8 ͑ii͒ faster, and ͑iii͒ larger amplitude vibrational contributions. 62 Simulated 3PEPS profiles calculated for Nile Blue with laser pulses whose spectra completely cover the absorption spectrum demonstrate little sensitivity to dynamics other than modulations caused by the vibrational oscillations ͑results not shown͒. This result seemingly contradicts the conclusions of previous simulations 29, 40 where solvation dynamics are directly observed in 3PEPS profiles collected with ␦-function pulses. The difference originates from the introduction of a larger ͑and more realistic͒ vibrational manifold for the chromophore. The added reorganization energy resulting from the vibrations decreases the initial peak shift value such that the oscillations overwhelm the solvent dynamics ͑Fig. 3͒.
29
͑3͒ Small amounts of chirp in the laser pulses can have significant effects on the 3PEPS profiles ͑Fig. 9͒. The lower initial peak shift values and the enhanced oscillations generated by slightly chirped pulses partially obscure the initial dynamics. Therefore, careful determination of the pulse characteristics is important in interpreting the initial timescales in the 3PEPS studies.
Similar considerations apply to the TG technique. As with the 3PEPS signals, the duration of the laser pulses should not be too short. Simulated TG signals calculated with ␦-function pulses are insensitive to solvation dynamics and are sensitive only to population and rotational dynamics. 8 ͑dashed-dotted line͒, ϩ600 cm Ϫ1 ͑dashed-dotted-dotted line͒. Note: The intensity scale is not the same for all plots. Vertical arrows illustrate the general trend of the WD-TG components upon detuning the laser pulses to higher energy. similar to the TA signals. As with the 3PEPS profiles, accurate characterization of the electric field of the laser pulses is required to extract meaningful dynamical information, especially at short times.
Other techniques have been used to further investigate the properties of the early time ͑Ͻ100 fs͒ solvation dynamics including time-gated photon echo, 10, 20 and fifth-order three pulse echo 65 ͑FOTS͒ techniques. Cho et al. 65 showed that the FOTS technique can extract detailed information about the functional form of the initial solvation dynamics. Recent preliminary FOTS data, collected in our lab, on IR dyes in several solvents suggests a strong dependence of the signals on the vibrational contribution. 66 Jonas and co-workers have also described a third order, two-dimensional Fourier transform ͑2D-FT͒ electronic spectroscopy with phase sensitive detection. 67 In 2D-FT spectroscopy, the frequency resolution is not determined by the pulse bandwidth and in principle, the M (t) function is determined with high precision, especially early time scale dynamics. 68 In both FOTS and 2D-FT measurements, the system dynamics is observed through the evolution of two coherence periods that are either experimentally controlled or directly measured. The duration of the coherence times is limited by the electronic dephasing time of the system, which is typically subpulse width ͑Ͻ20 fs͒ for room temperature systems. 68 However, as we showed here, vibronic effects significantly affect the nonlinear signals at short time and therefore, both techniques may be particularly sensitive to the vibronic structure of the chromophore. Consequently, the interpretation of these measurements may require careful consideration of the vibronic effects presented here.
Based on the above arguments, an obvious question arises: how much reanalysis of previously published data [8] [9] [10] [11] [12] 33, 48, [69] [70] [71] [72] is required. Most, if not all, of previous analyses used significantly simplified vibronic models, i.e., only the few vibrational modes directly observed as modulations in the signals, were included in the simulations. High frequency vibrational modes were either neglected or if included, only small displacement ͑coupling strengths͒ values were used. We first focus our comments on the determination of solvation timescales and their relative amplitudes and then turn to a discussion of energy transfer measurements. In the case of the solvation contribution ͑in both polar and nondipolar solvents͒ it is clear that time scales longer than 200 fs are accurately retrieved from fits to 3PEPS data based on simplified vibronic models, provided the experiments were carried out on the red portion of the absorption spectrum. However, significant uncertainty is likely attached to published values of both the amplitude and timescale of the ultrafast solvation component, though the degree of uncertainty clearly depends on the relative values of the reorganization energies for intramolecular vibrations and solvation.
Among the attractive characteristics of 3PEPS measurements is the technique's sensitivity to the presence of static disorder ͑or very slowly decaying components͒ in condensed phase systems. 11, 12, 29, 70 This was demonstrated both theoretically and experimentally for polymer glasses doped with dyes and isolated subunits of the LH1 protein ͑B820 subunit͒. 11, 12, 29, 70 The presence of finite peak shift values for very long population time provides a direct measure of the disorder in a system. Our simulations have shown that the long population time peak shift value is also wavelength dependent. Blue edge excitation leads to a smaller value of the long time peak shift in comparison to the red edge excitation. Previous analysis of 3PEPS data provided an estimate of the width of the disorder ͑i.e., the inhomogeneous width͒ present in polymer glasses. 11, 70, 73 We believe that these estimates may change once a complete set of vibrations are included in the analysis. Preliminary wavelength dependent calculations ͑results not shown͒ of terminal peak shift values do not parallel the wavelength dependence of the initial peak shift values shown in Fig. 4 . However, estimating the magnitude of the change requires further investigation into the specific molecular systems.
The 3PEPS experiment has also been shown to be sensitive to energy transfer between chromophores that absorb within the laser spectral window. 30, 48, 74 In the case of energy transfer studies in photosynthetic light harvesting systems the situation is more favorable than dye chromophores dissolved in solutions. The reorganization energy for intramolecular vibrations in photosynthetic light harvesting complexes is extremely small as is the solvation ͑intermolecular͒ component. As a result, large initial peak shift values are typically observed. Such systems display better agreement between the experimental and calculated initial peak shift values because the destructive interference of intramolecular vibrations plays a relatively minor role in the initial peak shift. 12, 48, 71 Furthermore, these systems exhibit significant inhomogeneous broadening, and in several cases such as the B850 band of the LH2 antenna complex, exchange narrowing as a result of excitonic interactions reduces the role of vibrations in the nonlinear signal. [75] [76] [77] We therefore conclude that the previous analyses of energy transfer systems with a simplified vibronic model should give reasonable values for the energy transfer timescales and the magnitude of coupling strengths for the bath.
V. CONCLUDING REMARKS
The success of the simulations described above in reproducing the trends in experimental wavelength dependent photon echo and transient grating data confirms the suggestion made in paper I, that a detailed vibronic model for the chromophore is required for a detailed quantitative analysis of the solvation dynamics of chromophores immersed in nonreacting baths. Similar considerations are also likely to apply to other nonlinear techniques such as fifth-order three pulse echoes, and two-dimensional Fourier transform electronic spectroscopy. In addition, we showed that accurate characterization of pulse chirp is required for quantitative calculations on time scales Ͻ50 fs.
It has often been assumed that the frequencies observed in third order nonlinear experiments correspond to vibrational fundamentals or their second harmonic. Here we demonstrated that sum and especially difference frequencies could make important contributions to the nonlinear signals, particularly at short times. Vibrational modes with frequencies too high to be impulsively excited can contribute via difference frequency quantum beats, and interference between such contributions can mask slower contributions to the overall response, especially for excitation on the blue side of the absorption maximum. Our simulations do not include the influence of intramolecular vibrational redistribution or vibrational relaxation, except via the phenomenological damping constants. However, the rapid destructive interference between different frequencies makes it unlikely that 3PEPS or TG will be especially incisive techniques for the study of such processes. It is possible that the mode suppression techniques introduced by Shank et al. 31, 78, 79 and Wiersma et al. 80 may be of value in reducing this interference, but with many mode systems very complex fields would be necessary and the technique does not seem viable at present.
Experimental conditions that favor the extraction of, for example, solvation dynamics from photon echo peak shift and transient grating measurements include excitation on the red edge of the absorption band, and the use of short, transform-limited pulses. Provided the vibronic spectrum of the chromophore is well known, careful analysis of experimental data should provide detailed insight into questions such as whether solvation dynamics differs in ground or excited states and whether provision of excess energy alters the solvent response significantly. Similarly, provided realistic vibronic models are used, the 3PEPS method can provide accurate measurements of energy transfer in weakly and strongly coupled inhomogeneous molecular aggregates.
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APPENDIX: THEORETICAL FORMALISM
The third-order nonlinear optical signals are calculated with a response function formalism. 7 The envelope function of the nonlinear polarization, P (3) , induced within the system by its interactions with the external electric fields is expressed by 7, 8, 10 
where E 1 , E 2 , and E 3 refer to the pulse envelopes of the first, second, and third pulses, respectively. The detuning parameter, laser Ϫ eg , is defined as the difference between the center frequency of the laser pulses and the transition frequency. eg depends on the detailed vibronic model used and the total reorganization energy and is expressed by
where 0 -0 is the 0-0 transition frequency and is the total reorganization energy ͑both intra and intermolecular͒ of the system. The times, t 1 ,t 2 ,t 3 refer to the interaction times, while t, T, and represent the pulse timing ͑i.e., the time differences between the maxima of the pulses͒ of the first two pulses, the second two and the time between the third pulse and the final interaction time, t 3 , respectively ͑Fig. 2 of paper I͒. In the first and third time durations, the system evolves in a superposition state ͑either dephasing or rephasing͒; while during the second time period, the system evolves in a population state, either the excited or ground state. We refer to the time delay between the first and second pulses as the coherence period ͑͒ and the time delay between the second and third pulse as the population period ͑T͒ and the signal is integrated over the third time period (t 3 ). When the laser pulses do not overlap, the summation in Eq. ͑A1͒ collapses to two terms ͓simply Eqs. ͑A2͒ and ͑A3͔͒. The additional expansion terms, Eqs. ͑A4͒-͑A5͒, are the result of including pulse overlaps in the simulations and are necessary for accurate calculation of the nonlinear signals. 8, 10 The first polarization component, P 1 , represents the polarization responsible for the photon echo signal with the three pulse interactions occurring from the sequential ͑properly time-ordered͒ pulse combination ͑1,2,3͒. The next component in the summation, P 2 , represents a free induction decay response ͑FID͒. The remaining contributions, P 3 and P 4 , originate from the rephasing and nonrephasing contributions, respectively.
Using the cumulant expansion, 7 the response functions R I -R IV in Eqs. ͑A2͒-͑A5͒ can be expanded in terms of the line broadening function, g(t). 7, 81 We define g(t) via
where is the total reorganization energy including both intramolecular vibrational and solvation contribution and ͗␦ 2 ͘ is the coupling strength of the system. The g(t) line broadening function can be separated into intramolecular vibrational and solvation contributions ͓provided M (t) can be similarly separated͔, g͑t ͒ϭg sol ͑ t ͒ϩg vib ͑ t ͒. ͑A8͒
For the intermolecular solvation contribution, we model the M (t) as a sum of Gaussian and exponential components as follows:
ͪͬ .
͑A9͒
The solvation contribution includes a subhundred femtosecond relaxation component that is commonly attributed to inertial motion for the solvent, and we model it as a Gaussian function with a time constant, g . Slower solvation components, arising from diffusional or structural relaxation of the solvent, are modeled with exponential decays with corresponding time constants, sol .
For the intramolecular vibrational contribution to the signals, g vib (t) is calculated with the following equation: 82, 83 g vib ͑ t ͒ϭ ͚ i S i ͓͑͗n i ͘ϩ1͒͑exp͑Ϫi i tϪ␥ i t ͒Ϫ1 ͒ϩ͗n i ͘ ϫ͑exp͑i i tϪ␥ i t ͒Ϫ1 ͒Ϫi i t͔, ͑A10͒
where, S i ϭ⌬ i 2 /2 is the Huang-Rhys factor, ⌬ i denotes the dimensionless displacement of the ith mode upon electronic excitation, and ␥ i is the phenomenological damping constant of the specific vibration. 84 The definition of M (t) from Eq. ͑2͒ and g(t) from Eq. ͑A7͒ are high temperature limits; high frequency vibrational modes do not fall within this approximation and hence we use this more complex representation to describe vibrational contributions to the signals. The thermal occupation number, ͗n i ͘, accounts for the thermal population of the modes and is given by
.
͑A11͒
Within the slowly varying envelope approximation, 85 the integrated echo signal measured in the laboratory is expressed in terms of P (3) by
In a peak shift experiment, we measure the maximum of the photon echo intensity for a fixed delay T as a function of ͑Fig. 3 of paper I͒. The peak shift, *(T), at a particular delay T is defined as the shift of the maximum from ϭ0 of the integrated echo signal. As shown previously, the peak shift is directly related to the transition frequency correlation function, and hence gives direct information on the amplitude and time scales of the fluctuations of the environment and inhomogeneity of the system. 29 In the TG experiment, the first and second pulses overlap completely in time (ϭ0) and the TG signal is collected by scanning the T delay. The resulting one-dimensional TG signal is calculated from Eq. ͑A12͒ with set to 0. P (3) can be separated into the ground state and excited state contributions and are determined directly by the square modulus of P (3) . Consequentially, the TG signals can be separated into contributions from the square modulus of the ground state polarization, P gg , the excited states polarization, P ee , and an interference term between the two dynamical polarizations,
Re͕P ee ͑ t,T,0͒P gg * ͑ t,T,0͖͔͒.
͑A13͒
As is shown in Sec. II C, a detailed analysis of TG signals in terms of the constituent dynamics on the respective electronic states requires the inclusion of this interference term. In TA measurements, the first and second interactions originate from the same pulse and the signal is measured in the same direction as the third pulse. The pulse sequence is the same as in the TG measurement. TA signals are calculated from the following relations: where pr and E pr are the carrier frequency and the field envelope of the probe pulse, respectively. The signal intensity in the TA experiment is directly proportional to the induced optical polarization and is a sum of the ground state ͑ground state bleach͒ and excited state ͑stimulated emission͒ contributions. The principal difference between the TG and the TA signals is that the TA signal is intrinsically heterodyned with the third pulse, while the TG is a homodyne signal. Thus, in contrast to the TG signals, the TA signals do not contain interference contributions ͓Eq. ͑A10͒ vs Eq. ͑A12͔͒.
86
The steady state absorption spectrum for the system can be calculated from g(t) via 
͑A17͒
Equations ͑A16͒ and ͑A17͒ predict spectra that are mirror images of each other and shifted by from the 0-0 transition. 87 The Stokes shift is then given by 2.
