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Abstract
We prove an elementary recursive bound on the degrees for Hilbert 17-th problem. More
precisely we express a nonnegative polynomial as a sum of squares of rational functions, and
we obtain as degree estimates for the numerators and denominators the following tower of
five exponentials
22
2d
4k
where d is the degree and k is the number of variables of the input polynomial. Our method is
based on the proof of an elementary recursive bound on the degrees for Stengle’s Positivstel-
lensatz. More precisely we give an algebraic certificate of the emptyness of the realization
of a system of sign conditions and we obtain as degree bounds for this certificate a tower of
five exponentials, namely
22
(
2max{2,d}
4k
+s2
k
max{2,d}16
kbit(d)
)
where d is a bound on the degrees, s is the number of polynomials and k is the number of
variables of the input polynomials.
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1 Introduction
Throughout this paper, we denote by N the set of nonnegative integers, by N∗ the set of positive
integers, by R the field of real numbers, byK an ordered field, byK+ the set of positive elements
of K and by R a real closed extension of K.
1.1 Hilbert 17-th problem
Hilbert 17-th problem asks whether a real multivariate polynomial taking only nonnegative
values is a sum of squares of rational functions ([27], [28], [29]). E. Artin gave a positive answer
proving the following statement [1].
Theorem 1.1.1 (Hilbert 17-th problem) Let P ∈ R[x1, . . . , xk]. If P takes only nonnega-
tive values in Rk, then P is a sum of squares in R(x1, . . . , xk).
1.2 Positivstellensatz
In order to give the statement of the Positivstellensatz, we will deal with finite conjunctions
of equalities, strict inequalities and nonstrict inequalities on polynomials in K[x], where x =
(x1, . . . , xk) is a set of variables.
Definition 1.2.1 A system of sign conditions F in K[x] is a list of three finite (possibly empty)
subsets [F6=, F≥, F=] of K[x], representing the conjunction

P 6= 0 for P ∈ F6=,
P ≥ 0 for P ∈ F≥,
P = 0 for P ∈ F=.
Since the condition P ≤ 0 is equivalent to −P ≥ 0, the condition P > 0 is equivalent to
P 6= 0∧P ≥ 0 and the condition P < 0 is equivalent to P 6= 0∧−P ≥ 0, any finite conjunction
of equalities, strict inequalities and nonstrict inequalities can be represented by a system of sign
conditions as in Definition 1.2.1. Throughout this paper, by a slight abuse of language, we will
refer to such more general conjunctions as systems of sign conditions, when we should be strictly
speaking referring to the systems of sign conditions associated to such conjunctions.
If P ∈ K[x] and ξ = (ξ1, . . . , ξk) ∈ L
k where L is a field extension of K, we denote by
P (ξ) ∈ L the result of the substitution of x by ξ.
Definition 1.2.2 For an ordered extension L of K, the realization in L of a system of sign
conditions F in K[x] is the set
Real(F ,L) = {ξ ∈ Lk |
∧
P∈F6=
P (ξ) 6= 0,
∧
P∈F≥
P (ξ) ≥ 0,
∧
P∈F=
P (ξ) = 0}.
If Real(F ,L) is the empty set, we say that F is unrealizable in L.
Stengle’s Positivstellensatz, which we will refer from now on simply as the Positivstellensatz,
states that if a system F is unrealizable in R, there is an algebraic identity which certifies this
fact. To describe such an identity, we introduce the following notation and definitions.
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Notation 1.2.3 Let P be a finite subset of K[x]. We denote by
• P2 the set of squares of elements of P,
• M (P) the multiplicative monoid generated by P,
• N (P)K[x] the nonnegative cone generated by P in K[x], which is the set of elements of
type
∑
1≤i≤m ωiV
2
i ·Ni with ωi ∈ K+, Vi ∈ K[x] and Ni ∈ M (P) for 1 ≤ i ≤ m,
• Z (P)K[x] the ideal generated by P in K[x].
When the ring K[x] is clear from the context, we simply write N (P) for N (P)K[x] and Z (P)
for Z (P)K[x].
Definition 1.2.4 A system of sign conditions F in K[x] is incompatible if there is an algebraic
identity
S +N + Z = 0 (1)
with S ∈ M (F26=), N ∈ N (F≥)K[x] and Z ∈ Z (F=)K[x]. The identity (1) is called an incom-
patibility of F . We use the notation
↓ F ↓K[x]
to mean that an incompatibility of F is provided. We denote simply
↓ F ↓
when the ring K[x] is clear from the context. The polynomials S, N and Z are called the monoid,
cone and ideal part of the incompatibility.
An incompatibility (1) of F is a certificate that F is unrealizable in any ordered extension
L of K. Indeed, suppose that there exsists ξ ∈ Real(F ,L). Then
S(ξ) > 0, N(ξ) ≥ 0, and Z(ξ) = 0,
which is impossible since S +N + Z = 0.
Example 1.2.5 The identity
P 2 − P 2 = 0 (2)
is an incompatibility of F1 = [{P}, ∅, {P}], since P
2 ∈ M ({P}2), 0 ∈ N (∅) and −P 2 ∈
Z ({P}). For simplicity we write
↓ P 6= 0, P = 0 ↓
to mean ↓ F1 ↓.
The identity (2) is also and incompatibility of F2 = [{P}, {P,−P}, ∅], since P
2 ∈ M ({P}2),
−P 2 ∈ N ({P,−P}) and 0 ∈ Z (∅). For simplicity, and following the procedure explained before
so that every system of sign conditions is as in Definition 1.2.1, we write
↓ P > 0, P ≤ 0 ↓
to mean ↓ F2 ↓.
Similarly, the identity (2) also shows that
↓ P > 0, P = 0 ↓ , ↓ P < 0, P = 0 ↓ , ↓ P < 0, P ≥ 0 ↓ and ↓ P > 0, P < 0 ↓ .
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Notation 1.2.6 Let F = [F6=, F≥, F=] and F
′ = [F ′6=, F
′
≥, F
′
=] be systems of sign conditions
in K[x]. We denote by F , F ′ the system [F6= ∪ F
′
6=, F≥ ∪ F
′
≥, F= ∪ F
′
=].
Note that ↓ F ↓ implies
y F , F ′ y.
A major concern in this paper are degrees of incompatibilities in the Positivstellensatz. To
deal with them, we introduce below the following definitions.
Definition 1.2.7 Let P be a finite set in K[x].
• For N =
∑
1≤i≤m ωiV
2
i · Ni ∈ N (P), with ωi ∈ K+, Vi ∈ K[x] and Ni ∈ M (P) for
1 ≤ i ≤ m, we say that ωiV
2
i ·Ni are the components of N in N (P).
• For Z =
∑
1≤i≤mWi · Pi ∈ Z (P) with Wi ∈ K[x] and Pi ∈ P for 1 ≤ i ≤ m, we say that
Wi · Pi are the components of Z in Z (P).
Note that N ∈ N (P) and Z ∈ Z (P) can be written as a sum of components in many
different ways. So, when we talk of the components of N or Z, the ones we refer to should be
clear from the context.
Definition 1.2.8 Let F by a system of sign conditions in K[x]. The degree of the incompati-
bility
S +N + Z = 0 (3)
with S ∈ M (F26=), N ∈ N (P), and Z ∈ Z (F=) is the maximum of the total degrees in x of S,
the components of N and the components of Z. For a subset of variables w ⊂ x, the degree in
w of the incompatibility (3) is the maximum of the total degrees in w of S, the components of
N and the components of Z.
Contrary to the common convention, we consider the degree of the zero polynomial as 0. In
this way, we have for instance the incompatibility 0 = 0 of degree 0 which proves ↓ 0 6= 0 ↓.
The Positivstellensatz is the following theorem.
Theorem 1.2.9 (Positivstellensatz) Let F be a system of sign conditions in K[x]. The
following are equivalent:
1. F is unrealizable in R,
2. F is unrealizable in every ordered extension of K,
3. F is incompatible.
3. =⇒ 2. and 2. =⇒ 1. are clear, the difficult part is to prove 1. =⇒ 3.
This statement comes from [52] (see also [6, 18, 19, 35, 48]).
An immediate consequence of the Positivstellensatz (Theorem 1.2.9) is the Real Nullstellen-
satz.
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Theorem 1.2.10 (Real Nullstellensatz) Let P,P1, . . . , Ps ∈K[x1, . . . , xk]. If P vanishes on
the common zero set of P1, . . . , Ps in R
k, there is an identity
P 2e +N = Z
with N ∈ N (∅)K[x1,...,xk], and Z ∈ Z (P1, . . . , Ps)K[x1,...,xk]
Proof. Apply Theorem 1.2.9 (Positivstellensatz) to the system of sign conditions
[{P}, ∅, {P1, . . . , Ps}], which corresponds to P 6= 0, P1 = 0, . . . , Ps = 0. 
As another consequence of the Positivstellensatz (Theorem 1.2.9), we have an improved
version of Hilbert 17-th problem due to Stengle [52].
Theorem 1.2.11 (Improved Hilbert 17-th problem) Let P ∈ K[x1, . . . , xk] be a polyno-
mial of degree d. If P is nonnegative in Rk, then
P =
∑
i
ωi
P 2i
Q2
with ωi ∈ K+, Pi ∈ K[x1, . . . , xk], Q ∈ K[x1, . . . , xk], Q vanishing only at points where P van-
ishes.
Proof. Since P is nonnegative in Rk, by Theorem 1.2.9 (Positivstellensatz) applied to the
system [{P}, {−P}, ∅], which corresponds to the sign condition P < 0, we have an identity
P 2e +N1 −N2 · P = 0
with e ∈ N and N1, N2 ∈ N (∅)K[x1,...,xk]. Therefore
P =
N2 · P
2
P 2e +N1
=
N2 · P
2 · (P 2e +N1)
(P 2e +N1)2
. (4)
The result follows by expanding the numerator of the last expression in (4). 
1.3 Historical background on constructive proofs and degree bounds
In order to compare different degree bounds, in this section we use the notions of primitive
recursive function and elementary recursive function (see [49, Chapter 1]).
With respect to Hilbert 17-th problem, Artin’s proof of Theorem 1.1.1 is non-constructive
and uses Zorn’s lemma. Later, Kreisel and Daykin produced the first constructive proofs [33,
34, 14, 16] of this result, providing primitive recursive degree bounds.
For the Positivstellensatz, the original proofs were also non-constructive and used Zorn’s
lemma. The first constructive proof was given in [39, 40, 41], and it is based on the transla-
tion into algebraic identities of Cohen-Ho¨rmander’s quantifier elimination algorithm [9, 30, 6].
Following this construction, primitive recursive degree estimates for the incompatibility of the
input system were obtained in [43]. In order to state this result precisely, we introduce the
following notation.
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Notation 1.3.1 Let F = [F6=, F≥, F=] be a system of sign conditions in K[x]. We denote by
|F| a subset of F6= ∪F≥ ∪F= such that for every P ∈ F6= ∪F≥ ∪F= one and only one element
of {P,−P} is in |F|.
The first known degree bound for the Positivstellensatz is the following result (see [43,
The´ore`me 26]), which is, in fact, still the only known degree bound till now.
Theorem 1.3.2 (Positivstellensatz with primitive recursive degree estimates) Let F
be a system of sign conditions in K[x1, . . . , xk], such that #|F| = s and the degree of every
polynomial in F is bounded by d. If Real(F ,R) is empty, one can compute an incompatibility
↓ F ↓ with degree bounded by
22
. .
.
dlog(d)+loglog(s)+c
where c is a universal constant and the height of the exponential tower is k + 4.
A different constructive proof of the Real Nullstellensatz and Hilbert 17-th problem was given
in [50], providing also primitive recursive degree bounds for the incompatibility it produces.
On the other hand, lower bounds on the degrees for the Positivstellensatz are given in [24],
where for k ≥ 2, an example is provided of an incompatible system F in K[x1, . . . , xk] with
|F| = k and the degree of every polynomial in F bounded by 2, such that every incompatibility
of the system has degree at least 2k−2. Concerning Hilbert 17-th problem, an example of a
nonnegative polynomial of degree 4 in k variables, such that in any decomposition as a sum of
squares of rational functions, the degree of some denominator is bounded from below by a linear
function in k, appears in [5].
The huge gap between the best known lower bound on the degrees for the Positivstellensatz,
which is singly exponential, and the best upper bound on the degrees known up to now, which is
primitive recursive, is in strong contrast with the state of the art for the Hilbert Nullstellensatz.
For this result, elementary recursive upper degree bounds are already known since [25]. Indeed,
it is easy using resultants to obtain a doubly exponential bound on the degree of a Nullstellensatz
identity [54, 4]. More recent and sophisticated results give singly exponential degree estimates
[7, 8, 32, 31], which are known to be optimal.
1.4 Our results
The aim of this paper is to provide for the first time elementary recursive estimates on the
degrees of the polynomials involved in the Positivstellensatz, Real Nullstellensatz and Hibert
17th problem. The existence of such bounds is a long-standing open question.
Notation 1.4.1 We denote by bit(d) the number of bits of the natural number d, defined by
bit(d) =
{
1 if d = 0,
k if d 6= 0 and 2k−1 ≤ d < 2k.
We can state now the main results of this paper.
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Theorem 1.4.2 (Positivstellensatz with elementary recursive degree estimates) Let
F be a system of sign conditions in K[x1, . . . , xk], such that #|F| = s and the degree of every
polynomial in F is bounded by d. If Real(F ,R) is empty, one can compute an incompatibility
↓ F ↓ with degree bounded by
22

2max{2,d}4k +s2k max{2,d}16kbit(d)


.
As an immediate consequence of Theorem 1.4.2 we also get the following result.
Theorem 1.4.3 (Real Nullstellensatz with elementary recursive degree estimates)
Let P,P1, . . . , Ps ∈ K[x1, . . . , xk] with degree bounded by d. If P vanishes on the common zero
set of P1, . . . , Ps in R
k, there is an identity
P 2e +N = Z
with N ∈ N (∅)K[x1,...,xk], and Z ∈ Z (P1, . . . , Ps)K[x1,...,xk] of degree bounded by
22

2max{2,d}4k +(s+1)2k max{2,d}16kbit(d)


.
The final main theorem of this paper is the following result.
Theorem 1.4.4 (Hilbert 17-th problem with elementary recursive degree estimates)
Let P ∈ K[x1, . . . , xk] be a polynomial of degree d. If P is nonnegative in R
k, then
P =
∑
i
ωi
P 2i
Q2
with ωi ∈ K+, Pi ∈ K[x1, . . . , xk], Q ∈ K[x1, . . . , xk], Q vanishing only at points where P van-
ishes and degP 2i for every i and degQ
2 bounded by
22
2d
4k
.
We sketch now a very brief description of the strategy we follow in our proof of Theorem
1.4.2 and Theorem 1.4.4. If a system of sign conditions F in K[x] is unrealizable in R, we
want to construct an incompatibility of F . The idea is to transform a proof of the fact that
F is unrealizable into a construction of an incompatibility. This was already the strategy used
by [40, 43]; the proof that F is unrealizable was using Cohen-Ho¨rmander quantifier elimination
method [9, 30, 6] and was giving primitive recursive bounds for the final incompatibility.
In the current paper, the proof that F is unrealizable has to be based on more powerful tools
than Cohen-Ho¨rmander quantifier elimination method to obtain elementary recursive degree
bounds, but it also has to remain on the algebraic side, so that we are able to turn it into a
construction of an incompatibility.
The methods to prove the unrealizability in R of a system F are composed of many steps.
Therefore, we need to know how to turn each of this steps into the construction of a new incom-
patibility. This is in general a very hard task and requires transforming standard and rather
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abstract proofs into very concrete proofs, in a way such that the outcome is so transparent
that it becomes possible to read these new proofs as algebraic certificates or as constructions of
algebraic certificates from other ones. More explicitly, in order to construct incompatibilities,
we first need to associate to a well-chosen existing proof of the preceeding results, some specific
algebraic identities. Then, using the key notions of weak inference and weak existence coming
from [43], we have to show how to translate these modified proofs into constructions of incom-
patibilities. This translation is far from straightforward, relies heavily on the selected proof and
the associated algebraic identities, and, as said before, should be done at each step for the cor-
responding specific result, most of the times in a different way. Indeed, the methods we develop
here to consctruct incompatibilities associated to some well known results in mathematics may
actually be of interest independent of our main results.
Since a single step of a proof that a system F is unrealizable in R which cannot be trans-
formed into the construction of an incompatibility is enough to ruin the whole construction, it is
clear that the choice of the method we use to prove that F is unrealizable, taking into account
which steps compose this method, is of major importance.
Proving that that a system of sign conditions F is unrealizable in R is an instance of the
Existential Theory of the Reals, which is a special case of Quantifier Elimination of the theory
of real closed fields. Most of the proofs of Quantifier Elimination are based on the elimination
of variables one after the other. More recent methods eliminate in one step a block of variables
[22, 23, 47, 2, 15, 4].
The first proofs of Quantifier Elimination for the reals by Tarski, Seidenberg, Cohen or Hor-
mander [53, 51, 9, 30] were all providing primitive recursive algorithms. The situation changed
with the Cylindrical Algebraic Decomposition method [10, 38] and elementary recursive algo-
rithms where obtained [44]. Cylindrical Algebraic Decomposition, is in fact doubly exponential
(see for example [4]).
Singly exponential degree bounds, have been obtained for the Existential Theory of the
Reals [22, 23, 47, 2, 15, 4] by eliminating in one step the block of existential variables. But these
singly exponential results are based on the critical point method which seems too geometric to be
translated into algebraic identities, and this is why we choose to use the technique of elimination
of one variable after the other. In order to obtain our main results we need a method such that
for each of its steps we are able to produce an incompatibility, and therefore we are led to design
a suitable new elimination method with this property. This new elimination method produces
a new purely algebraic proof of Quantifier Elimination which is elementary recursive [46].
Our proof translates into constructions of incompatibilities several main ingredients. Some
of them are classical mathematical facts, but many of them come from much more recent results
in computer algebra. These main ingredients are:
• the Intermediate Value Theorem for polynomials,
• Laplace’s proof of the Fundamental Theorem of Algebra,
• Hermite’s quadratic form, for real root counting with polynomial constraints,
• subresultants whose signs are determining the signature of Hermite’s quadratic form,
• Sylvester’s inertia law,
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• Thom’s lemma characterizing real algebraic numbers by sign conditions, and sign deter-
mination,
• a new elimination method reducing one by one the number of variables to consider.
Finally, for any unrealizable system of sign conditions we are able to construct an explicit
incompatibility and prove that the degree bound of this incompatibility is elementary recursive.
More precisely the five levels of exponentials in Theorem 1.4.2 and Theorem 1.4.4 come from
the following facts
• eliminating all variables one after another produces univariate polynomials of doubly ex-
ponential degree,
• Laplace’s proof of the Fundamental Theorem of Algebra introduces a polynomial of expo-
nential degree,
• the construction of incompatibilities for the Intermediate Value Theorem produces alge-
braic identities of doubly exponential degrees.
Applying Laplace’s proof of the Fundamental Theorem of Algebra to a univariate polynomial
of doubly exponential degree, coming from the elimination process produces a polynomial of
triple exponential degree. Since the Intermediate Value Theorem adds two more exponents to
the degree of the final incompatibility, we obtain by our method a tower of five exponents.
We are lucky enough that the other ingredients of our construction do not increase the height
of the tower above five exponentials. Full details will be provided in the paper.
1.5 Organization of the paper
Since the paper is very long, a significant effort is made to keep the organization simple.
In Section 2 we describe the concepts of weak inference and weak existence and we include
many lemmas showing examples of them, with degree estimates, which correspond each to a
very simple mathematical fact. These lemmas are used a large number of times in the rest of
the paper and can be considered as the basis steps we use to obtain our results.
From Section 3 to 6 we develop weak inference versions of different theorems. In Section 3
we give a weak inference version of the Intermediate Value Theorem for polynomials. In Section
4 we give a weak inference version of the classical Laplace’s proof of the Fundamental Theorem
of Algebra and finally get a weak inference version of the factorization of a real polynomial into
factors of degrees one and two. In Section 5, which is independent from Section 3 and Section
4, we obtain incompatibilities expressing the impossibility for a polynomial to have a number
of real roots in conflict with the rank and signature of its Hermite’s quadratic form, through
an incompatibility version of Sylvester’s Inertia Law. In Section 6 we show how to eliminate a
variable in a family of polynomials under weak inference form. As said before, all these results
may be of interest independent of our main results. Finally, in Section 7 we prove Theorem 1.4.2
and Theorem 1.4.4.
Each of Sections 3 to 6 contains a final theorem which is the only result from the section which
is used outside the section, and it is used only in one of the remaining sections, as illustrated in
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the following diagram.
Section 3 → Section 4
ց
Section 6 → Section 7
ր
Section 5
A final annex provides the details of the proofs of several technical lemmas comparing the
values of numerical functions which we use in our degree estimates.
Acknowledgements We would like to thank the anonymous referee for his/her relevant re-
marks. Special thanks to Saugata Basu for his linguistic advice.
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2 Weak inference and weak existence
In this section we describe the concepts of weak inference (Definition 2.1.1) and weak existence
(Definition 2.2.1) introduced in [43], improving and making more precise results from [42] (see
also [11]). These are mechanisms to construct new incompatibilities from other ones already
available. Most of the work we do in the paper is to develop weak inference and weak existence
versions of known mathematical and algorithmical results, and obtain the corresponding degree
estimates; therefore, these notions are central to our work. Several examples of the use of these
notions, which play a role in the other sections of the paper, are provided, the most important
being the case by case reasoning (see Subsection 2.1.3).
2.1 Weak inference
The idea behind the concept of weak inference is the following: let F , F1, . . . , Fm, be systems of
sign conditions inK[u] = K[u1, . . . , un]. Suppose that we know that for every ϑ = (ϑ1, . . . , ϑn) ∈
Rn if the system F is satisfied at ϑ, then at least one of the systems F1, . . . , Fm is also satisfied
at ϑ. If we are given initial incompatibilities ↓ F1, H ↓K[v], . . . , ↓ Fm, H ↓K[v] , v ⊃ u, this
means that all the systems [F1, H], . . . , [Fm, H] are unrealizable. Then we can conclude that
the system [F , H] is also unrealizable in R and we would like an incompatibility ↓ F , H ↓K[v]
to certify this fact. A weak inference is an explicit way to construct this final incompatibility
from the given initial ones.
Definition 2.1.1 (Weak Inference) Let F ,F1, . . . ,Fm be systems of sign conditions in K[u].
A weak inference
F ⊢
∨
1≤j≤m
Fj
is a construction that, for any system of sign conditions H in K[v] with v ⊃ u, and any incom-
patibilities
↓ F1, H ↓K[v] , . . . , ↓ Fm, H ↓K[v]
called the initial incompatibilities, produces an incompatibility
↓ F , H ↓K[v]
called the final incompatibility.
Whenever we prove a weak inference, we also provide a description of the monoid part and
a bound for the degree in the final incompatibility. This information is necessary to obtain the
degree bound in our main results.
2.1.1 Basic rules
In the following lemmas we give some simple examples of weak inferences, most of them involving
a one-term disjunction to the right (that is with m = 1 in Definition 2.1.1).
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Lemma 2.1.2 Let P1, P2, . . . , Pm ∈ K[u]. Then
P1 > 0 ⊢ P1 ≥ 0, (1)
P1 > 0 ⊢ P1 6= 0, (2)
⊢ P 21 ≥ 0, (3)
P1 6= 0 ⊢ P
2
1 > 0, (4)
P1 = 0 ⊢ P1 · P2 = 0, (5)∧
1≤j≤m
Pj 6= 0 ⊢
∏
1≤j≤m
Pj 6= 0, (6)
∧
1≤j≤m
Pj ≥ 0 ⊢
∏
1≤j≤m
Pj ≥ 0, (7)
∧
1≤j≤m
Pj > 0 ⊢
∏
1≤j≤m
Pj > 0. (8)
Moreover, in all cases, the initial incompatibility serves as the final incompatibility.
Proof. Since the proof of all the items is very similar, we only prove (8) which is the least
obvious one. Consider the initial incompatibility
S ·
( ∏
1≤j≤m
Pi
)2e
+N0 +N1 ·
∏
1≤j≤m
Pi + Z = 0
with S ∈ M (H26=), N0, N1 ∈ N (H≥) and Z ∈ Z (H=), where H = [H 6=, H≥, H=] is a system of
sign conditions in K[v] with v ⊃ u. This proves the claim since
S ·
( ∏
1≤j≤m
Pi
)2e
= S ·
∏
1≤j≤m
P 2ei ∈ M ((H 6= ∪ {P1, . . . , Pm})
2),
N0 +N1 ·
∏
1≤i≤m Pi ∈ N (H≥ ∪ {P1, . . . , Pm}) and Z ∈ Z (H=). 
Lemma 2.1.3 Let α ∈ K, P ∈ K[u].
If α > 0,
P ≥ 0 ⊢ αP ≥ 0, (9)
P > 0 ⊢ αP > 0. (10)
If α < 0,
P ≥ 0 ⊢ αP ≤ 0, (11)
P > 0 ⊢ αP < 0. (12)
For any α,
P = 0 ⊢ αP = 0. (13)
Moreover, in all cases, up to a division by an element of K+, the initial incompatibility
serves as the final incompatibility.
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Proof. Immediate. 
Lemma 2.1.4 Let P ∈ K[u]. Then
P ≥ 0, P ≤ 0 ⊢ P = 0.
If we have an initial incompatibility in K[v] where v ⊃ u with monoid part S and degree
in w ⊂ v bounded by δw, the final incompatibility has the same monoid part and degree in w
bounded by δw +max{δw − degw P, 0}.
Proof. Consider the initial incompatibility
S +N + Z +W · P = 0
with S ∈ M (H26=), N ∈ N (H≥), Z ∈ Z (H=) and W ∈ K[v], where H = [H 6=, H≥, H=] is a
system of sign conditions in K[v]. If W is the zero polynomial there is nothing to do; otherwise
we rewrite the initial incompatibility as
S +N + 14 (1 +W )
2 · P + 14 (1−W )
2 · (−P ) + Z = 0.
This proves the claim since S ∈ M (H26=), N+
1
4 (1+W )
2·P+ 14 (1−W )
2·(−P ) ∈ N (H≥∪{P,−P})
and Z ∈ Z (H=). The degree bound follows easily. 
Lemma 2.1.5 Let P1, . . . , Pm ∈K[u]. Then∧
1≤j≤m
Pj = 0 ⊢
∑
1≤j≤m
Pj = 0, (14)
∧
1≤j≤m′
Pj ≥ 0,
∧
m′+1≤j≤m
Pj = 0 ⊢
∑
1≤j≤m
Pj ≥ 0. (15)
In both cases, if we have an initial incompatibility in K[v] where v ⊃ u with monoid part
S and degree in w ⊂ v bounded by δw, the final incompatibility has the same monoid part and
degree in w bounded by δw +max{degw Pj | 1 ≤ j ≤ m} − degw
∑
1≤j≤m Pj .
Proof. We first prove item 14. Consider the initial incompatibility
S +N + Z +W ·
∑
1≤j≤m
Pj = 0
with S ∈ M (H26=), N ∈ N (H≥), Z ∈ Z (H=) and W ∈ K[v], where H = [H 6=, H≥, H=] is a
system of sign conditions in K[v]. We rewrite this equation as
S +N + Z +
∑
1≤j≤m
W · Pj = 0.
This proves the claim since S ∈ M (H26=), N ∈ N (H≥) and Z +
∑
1≤j≤mW · Pj ∈ Z (H= ∪
{P1, . . . , Pm}). The degree bound follows easily.
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Now we prove item 15. Consider the initial incompatibility
S +N0 +N1 ·
∑
1≤j≤m
Pj + Z = 0
with S ∈ M (H26=), N0, N1 ∈ N (H≥) and Z ∈ Z (H=), where H = [H 6=, H≥, H=] is a system of
sign conditions in K[v]. We rewrite this equation as
S +N0 +
∑
1≤j≤m′
N1 · Pj + Z +
∑
m′+1≤j≤m
N1 · Pj = 0.
This proves the claim since S ∈ M (H26=), N0 +
∑
1≤j≤m′ N1 · Pj ∈ N (H≥ ∪ {P1, . . . , Pm′}) and
Z +
∑
m′+1≤j≤mN1 · Pj ∈ Z (H= ∪ {Pm′+1, . . . , Pm}). The degree bound follows easily. 
Lemma 2.1.6 Let P1, . . . , Pm ∈K[u]. Then
P1 6= 0,
∧
2≤j≤m
Pj = 0 ⊢
∑
1≤j≤m
Pj 6= 0.
If we have an initial incompatibility in K[v] where v ⊃ u with monoid part S(
∑
1≤j≤m Pj)
2e
and degree in w ⊂ v bounded by δw, the final incompatibility has monoid part S ·P
2e
1 and degree
in w bounded by δw + 2e
(
max{degw Pj | 1 ≤ j ≤ m} − degw
∑
1≤j≤m Pj
)
.
Proof. Consider the initial incompatibility
S ·
( ∑
1≤j≤m
Pj
)2e
+N + Z = 0
with S ∈ M (H26=), N ∈ N (H≥) and Z ∈ Z (H=), where H = [H 6=, H≥, H=] is a system of sign
conditions in K[v]. We rewrite this equation as
S · P 2e1 +N + Z + Z2 = 0
where Z2 ∈ Z ({P2, . . . , Pm}) is the sum of all the terms in the expansion of S · (
∑
1≤j≤m Pj)
2e
which involve at least one of P2, . . . , Pm. This proves the claim since S ·P
2e
1 ∈ M ((H 6=∪{P1})
2),
N ∈ N (H≥) and Z + Z2 ∈ Z (H= ∪ {P2, . . . , Pm}). The degree bound follows easily. 
Lemma 2.1.7 Let P1, . . . , Pm ∈K[u]. Then
P1 > 0,
∧
2≤j≤m′
Pj ≥ 0,
∧
m′+1≤j≤m
Pj = 0 ⊢
∑
1≤j≤m
Pj > 0.
If we have an initial incompatibility in K[v] where v ⊃ u with monoid part S ·
(∑
1≤j≤m Pj
)2e
and degree in w ⊂ v bounded by δw, the final incompatibility has monoid part S ·P
2e
1 and degree
in w bounded by δw +max{1, 2e}
(
max{degw Pj | 1 ≤ j ≤ m} − degw
∑
1≤j≤m Pj
)
.
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Proof. Consider the initial incompatibility
S ·
( ∑
1≤j≤m
Pj
)2e
+N0 +N1 ·
∑
1≤j≤m
Pj + Z = 0
with S ∈ M (H26=), N0, N1 ∈ N (H≥) and Z ∈ Z (H=), where H = [H 6=, H≥, H=] is a system of
sign conditions in K[v]. We rewrite this equation as
S · P 2e1 +N0 +N2 +
∑
1≤j≤m′
N1 · Pj + Z + Z2 +
∑
m′+1≤j≤m
N1 · Pj = 0,
where N2 ∈ N ({P1, . . . , Pm′}) is the sum of all the terms in the expansion of S · (
∑
1≤j≤m Pj)
2e
which do not involve any of Pm′+1, . . . , Pm with the exception of the term S · P
2e
1 and Z2 ∈
Z ({Pm′+1, . . . , Pm}) is the sum of all the terms in the expansion of S · (
∑
1≤j≤m Pj)
2e which
involve at least one of Pm′+1, . . . , Pm. This proves the claim since S · P
2e
1 ∈ M ((H 6= ∪ {P1})
2),
N0 + N2 +
∑
1≤j≤m′ N1 · Pj ∈ N (H≥ ∪ {P1, . . . , Pm′}) and Z + Z2 +
∑
m′+1≤j≤mN1 · Pj ∈
Z (H= ∪ {Pm′+1, . . . , Pm}). The degree bound follows easily. 
Lemma 2.1.8 Let m1, . . . ,mn ∈ N∗ and Pj,k, Qj,k ∈ K[u] for 1 ≤ j ≤ mk, 1 ≤ k ≤ n. Then∧
1≤k≤n,
1≤j≤mk
Pj,k = 0 ⊢
∧
1≤k≤n
∑
1≤j≤mk
Pj,k ·Qj,k = 0.
If we have an initial incompatibility in K[v] where v ⊃ u with monoid part S and degree
in w ⊂ v bounded by δw, the final incompatibility has the same monoid part and degree in w
bounded by
δw +max
{
max{degw Pj,k ·Qj,k | 1 ≤ j ≤ mk} − degw
∑
1≤j≤mk
Pj,k ·Qj,k | 1 ≤ k ≤ n
}
.
Proof. Follows from Lemmas 2.1.2 (item 5) and an easy adaptation of the proof of Lemma
2.1.5 (item 14). 
Lemma 2.1.9 Let P1, P2 ∈ K[u]. Then
P1 · P2 ≥ 0, P2 > 0 ⊢ P1 ≥ 0.
If we have an initial incompatibility in K[v] where v ⊃ u with monoid part S and degree in
w ⊂ v bounded by δw, the final incompatibility has monoid part S · P
2
2 and degree in w bounded
by δw + 2degw P2.
Proof. Consider the initial incompatibility
S +N0 +N1 · P1 + Z = 0
with S ∈ M (H26=), N0, N1 ∈ N (H≥) and Z ∈ Z (H=), where H = [H 6=, H≥, H=] is a system of
sign conditions in K[v]. We multiply this equation by P 22 and we obtain
S · P 22 +N0 · P
2
2 +N1 · P1 · P
2
2 + Z · P
2
2 = 0.
This proves the claim since S ·P 22 ∈ M ((H 6=∪{P2})
2), N0·P
2
2+N1·P1 ·P
2
2 ∈ N (H≥∪{P1·P2, P2})
and Z · P 22 ∈ Z (H=). The degree bound follows easily. 
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Lemma 2.1.10 Let P1, P2 ∈ K[u]. Then
P1 · P2 > 0, P2 > 0 ⊢ P1 > 0.
If we have an initial incompatibility in K[v] where v ⊃ u with monoid part S ·P 2e1 and degree
in w ⊂ v bounded by δw, the final incompatibility has monoid part S ·P
2
2 if e = 0 and S ·(P1 ·P2)
2e
if e ≥ 1 and degree in w bounded by δw + 2max{1, e}degw P2 in both cases.
Proof. Consider the initial incompatibility
S · P 2e1 +N0 +N1 · P1 + Z = 0
with S ∈ M (H26=), N0, N1 ∈ N (H≥) and Z ∈ Z (H=), where H = [H 6=, H≥, H=] is a system
of sign conditions in K[v]. If e = 0, we proceed as in the proof of Lemma 2.1.9. If e ≥ 1, we
multiply this equation by P 2e2 and we obtain
S · (P1 · P2)
2e +N0 · P
2e
2 +N1 · P1 · P
2e
2 + Z · P
2e
2 = 0.
This proves the claim since S · (P1 · P2)
2e ∈ M ((H 6= ∪ {P1 · P2, P2})
2), N0 · P
2e
2 +N1 · P1 · P
2e
2 ∈
N (H≥ ∪ {P1 · P2, P2}) and Z · P
2e
2 ∈ Z (H=). The degree bound follows easily. 
Lemma 2.1.11 Let P1, P2 ∈ K[u]. Then
P1 + P2 > 0, P1 · P2 ≥ 0 ⊢ P1 ≥ 0, P2 ≥ 0.
If we have an initial incompatibility in K[v] where v ⊃ u with monoid part S and degree in
w ⊂ v bounded by δw, the final incompatibility has monoid part S · (P1 + P2)
2 and degree in w
bounded by δw + 2max{degw P1,degw P2}.
Proof. Consider the initial incompatibility
S +N0 +N1 · P1 +N2 · P2 +N3 · P1 · P2 + Z = 0
with S ∈ M (H26=), N0, N1, N2, N3 ∈ N (H≥) and Z ∈ Z (H=), where H = [H 6=, H≥, H=] is a
system of sign conditions in K[v]. We multiply this equation by (P1 +P2)
2 and we rewrite it as
S · (P1 + P2)
2 +N0 · (P1 + P2)
2 +N1 · P
2
1 · (P1 + P2) +N2 · P
2
2 · (P1 + P2)+
+(N1 +N2) · (P1 + P2) · P1 · P2 +N3 · (P1 + P2)
2 · P1 · P2 + Z · (P1 + P2)
2 = 0.
This proves the claim since S · (P1 + P2)
2 ∈ M ((H 6= ∪ {P1 + P2})
2), N0 · (P1 + P2)
2 +N1 · P
2
1 ·
(P1 + P2) + N2 · P
2
2 · (P1 + P2) + (N1 + N2) · (P1 + P2) · P1 · P2 + N3 · (P1 + P2)
2 · P1 · P2 ∈
N (H≥ ∪ {P1 + P2, P1 · P2}) and Z · (P1 + P2)
2 ∈ Z (H=). The degree bound follows easily. 
Lemma 2.1.12 Let P1, . . . , Pm ∈ K[u]. Then∏
1≤j≤m
Pj = 0 ⊢
∨
1≤j≤m
Pj = 0.
If we have initial incompatibilities in K[v] where v ⊃ u with monoid part Sj and degree in
w ⊂ v bounded by δw,j, the final incompatibility has monoid part
∏
1≤j≤m Sj and degree in w
bounded by
∑
1≤j≤m δw,j.
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Proof. Consider for 1 ≤ j ≤ m the initial incompatibility
Sj +Nj + Zj +Wj · Pj = 0
with Sj ∈ M (H
2
6=), Nj ∈ N (H≥), Zj ∈ Z (H=) and Wj ∈ K[v], where H = [H 6=, H≥, H=]
is a system of sign conditions in K[v]. We pass Wj · Pj to the right hand side in the initial
incompatibility, we multiply all the results and we pass (−1)m
∏
1≤j≤mWj · Pj to the left hand
side. We obtain ∏
1≤j≤m
Sj +N + Z + (−1)
m+1
∏
1≤j≤m
Wj · Pj = 0
where N ∈ N (H≥) is the sum of all the terms in the expansion of
∏
1≤j≤m(Sj +Nj) with the
exception of the term
∏
1≤j≤m Sj and Z ∈ Z (H=) is the sum of all the terms in the expansion
of
∏
1≤j≤m(Sj +Nj + Zj) which involve at least one of Z1, . . . , Zm. This proves the claim since∏
1≤j≤m Sj ∈ M (H
2
6=), N ∈ N (H≥) and Z+(−1)
m+1
∏
1≤j≤mWjPj ∈ Z (H=∪{
∏
1≤j≤m Pj}).
The degree bound follows easily. 
2.1.2 Sums of squares
The following remark states a very useful algebraic identity.
Remark 2.1.13 Let A be a commutative ring and A1, . . . , Am, B1, . . . , Bm ∈ A. Consider the
sum of squares
N(A1, . . . , Am, B1, . . . , Bm) =
∑
σ∈{−1,1}m,
σ 6=(1,...,1)
( ∑
1≤j≤m
σ(j)AjBj
)2
+ 2m
∑
1≤j,j′≤m, j 6=j′
(AjBj′)
2.
Then ( ∑
1≤j≤m
AjBj
)2
+N(A1, . . . , Am, B1, . . . , Bm) = 2
m
∑
1≤j≤m
A2j ·
∑
1≤j≤m
B2j . (16)
We can now prove some more weak inferences.
Lemma 2.1.14 Let P1, . . . , Pm ∈ K[u]. Then∑
1≤j≤m
P 2j = 0 ⊢
∧
1≤j≤m
Pj = 0.
If we have an initial incompatibility in K[v] where v ⊃ u with monoid part S and degree in
w ⊂ v bounded by δw, the final incompatibility has monoid part S
2 and degree in w bounded by
2
(
δw +max{degw Pj | 1 ≤ j ≤ m} −min{degw Pj | 1 ≤ j ≤ m}
)
.
Proof. Consider the initial incompatibility
S +N + Z +
∑
1≤j≤m
Wj · Pj = 0
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with S ∈ M (H26=), N ∈ N (H≥), Z ∈ Z (H=) and Wj ∈ K[v] for 1 ≤ j ≤ m, where H =
[H 6=, H≥, H=] is a system of sign conditions in K[v]. First, we pass
∑
Wj ·Pj to the right hand
side, we raise to the square, we add N(W1, . . . ,Wm, P1, . . . , Pm) defined as in Remark 2.1.13 and
we substitute using (16). Then we pass 2m
∑
W 2j ·
∑
P 2j to the left hand side and we obtain
S2 +N1 +N(W1, . . . ,Wm, P1, . . . , Pm) + Z1 − 2
m
∑
1≤j≤m
W 2j ·
∑
1≤j≤m
P 2j = 0
where N1 = 2N ·S+N
2 and Z1 = 2Z ·S+2Z ·N+Z
2. This proves the claim since S2 ∈ M (H26=),
N1+N(W1, . . . ,Wm, P1, . . . , Pm) ∈ N (H≥) and Z1−2
m
∑
W 2j ·
∑
P 2j ∈ Z (H=∪{
∑
P 2j }). The
degree bound follows easily taking into account that degw
∑
P 2j = 2max{degw Pj}. 
Lemma 2.1.15 Let P1, . . . , Pm, Q1, . . . , Qm ∈ K[u]. Then∑
1≤j≤m
Pj ·Qj 6= 0 ⊢
∑
1≤j≤m
P 2j 6= 0.
If we have an initial incompatibility in K[v] where v ⊃ u with monoid part S ·(
∑
1≤j≤m P
2
j )
2e
and degree in w ⊂ v bounded by δw, the final incompatibility has monoid part S · (
∑
1≤j≤m Pj ·
Qj)
4e and degree in w bounded by δw + 4emax{degwQj | 1 ≤ j ≤ m}.
Proof. Consider the initial incompatibility
S ·
( ∑
1≤j≤m
P 2j
)2e
+N + Z = 0
with S ∈ M (H26=), N ∈ N (H≥) and Z ∈ Z (H=), where H = [H 6=, H≥, H=] is a system of sign
conditions in K[v]. We multiply this equation by 22me(
∑
Q2j)
2e, we substitute using (16) and
we obtain
S ·
( ∑
1≤j≤m
Pj ·Qj
)4e
+N1 + 2
2meN ·
( ∑
1≤j≤m
Q2j
)2e
+ 22meZ ·
( ∑
1≤j≤m
Q2j
)2e
= 0
where N1 is the sum of all the terms in the expansion of S · ((
∑
1≤j≤m Pj · Qj)
2 +
N(P1, . . . , Pm, Q1, . . . , Qm))
2e with the exception of the term S · (
∑
1≤j≤m Pj · Qj)
4e. This
proves the claim since S · (
∑
1≤j≤m Pj · Qj)
4e ∈ M ((H 6= ∪ {
∑
1≤j≤m Pj · Qj})
2), N1 + 2
2meN ·
(
∑
1≤j≤mQ
2
j)
2e ∈ N (H≥) and 2
2meZ · (
∑
Q2j)
2e ∈ Z (H=). The degree bound follows easily. 
2.1.3 Case by case reasoning
We will refer to the weak inferences in the following lemmas as “case by case reasoning”, which
enable us to consider separately the different possible sign conditions in each case.
Lemma 2.1.16 Let P ∈ K[u]. Then
⊢ P 6= 0 ∨ P = 0.
If we have initial incompatibilities in K[v] where v ⊃ u with monoid part S1 ·P
2e and S2 and
degree in w ⊂ v bounded by δw,1 and δw,2, the final incompatibility has monoid part S1 · S
2e
2 and
degree in w bounded by δw,1 + 2e(δw,2 − degw P ).
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Proof. Consider the initial incompatibilities
S1 · P
2e +N1 + Z1 = 0 (17)
and
S2 +N2 + Z2 +W · P = 0 (18)
with S1, S2 ∈ M (H
2
6=), N1, N2 ∈ N (H≥), Z1, Z2 ∈ Z (H=) and W ∈ K[v], where H =
[H 6=, H≥, H=] is a system of sign conditions in K[v]. If e = 0 we take (17) as the final in-
compatibility. If e 6= 0 we proceed as follows. We pass W · P to the right hand side in (18), we
raise both sides to the (2e)-th power and we multiply the result by S1. We obtain
S1 · S
2e
2 +N3 + Z3 = S1 ·W
2e · P 2e (19)
where N3 ∈ N (H≥) is the sum of all the terms in the expansion of S1 · (S2 +N2 +Z2)
2e which
do not involve Z2 with the exception of the term S1 · S
2e
2 and Z3 ∈ Z (H=) is the sum of all the
terms in the expansion of S1 · (S2 +N2 + Z2)
2e which involve Z2. If W is the zero polynomial,
we take (19) as the final incompatibility. Otherwise, we multiply (17) by W 2e, we substitute
S1 ·W
2e · P 2e using (19) and we obtain
S1 · S
2e
2 +N1 ·W
2e +N3 + Z1 ·W
2e + Z3 = 0.
This proves the claim since S1 · S
2e
2 ∈ M (H
2
6=), N1 ·W
2e +N3 ∈ N (H≥) and Z1 ·W
2e + Z3 ∈
Z (H=). The degree bound follows easily. 
Lemma 2.1.17 Let P ∈ K[u]. Then
P 6= 0 ⊢ P > 0 ∨ P < 0.
If we have initial incompatibilities in K[v] where v ⊃ u with monoid part S1 · P
2e1 and
S2 ·P
2e2 and degree in w ⊂ v bounded by δw,1 and δw,2, the final incompatibility has monoid part
S1 · S2 · P
2(e1+e2) and degree in w bounded by δw,1 + δw,2.
Proof. Consider the initial incompatibilities
S1 · P
2e1 +N1 +N
′
1 · P + Z1 = 0 (20)
and
S2 · P
2e2 +N2 −N
′
2 · P + Z2 = 0 (21)
with S1, S2 ∈ M (H
2
6=), N1, N
′
1, N2, N
′
2 ∈ N (H≥) and Z1, Z2 ∈ Z (H=), where H =
[H 6=, H≥, H=] is a system of sign conditions in K[v]. We pass N
′
1 · P and −N
′
2 · P to the
right hand side in (20) and (21), we multiply the results and we pass −N ′1 ·N
′
2 · P
2 to the left
hand side. We obtain
S1 · S2 · P
2(e1+e2) +N3 +N
′
1 ·N
′
2 · P
2 + Z3 = 0
where N3 = N1 · S2 · P
2e2 + N2 · S1 · P
2e1 + N1 ·N2 and Z3 = Z1 · S2 · P
2e2 + Z2 · S1 · P
2e1 +
Z1 ·N2 + Z2 ·N1 + Z1 · Z2. This proves the claim since S1 · S2 · P
2(e1+e2) ∈ M ((H 6= ∪ {P})
2),
N3 +N
′
1 ·N
′
2 · P
2 ∈ N (H≥) and Z3 ∈ Z (H=). The degree bound follows easily. 
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Lemma 2.1.18 Let P ∈ K[u]. Then
⊢ P > 0 ∨ P < 0 ∨ P = 0.
If we have initial incompatibilities in K[v] where v ⊃ u with monoid part S1 · P
2e1 , S2 · P
2e2
and S3 and degree in w ⊂ v bounded by δw,1, δw,2 and δw,3, the final incompatibility has monoid
part S1 · S2 · S
2(e1+e2)
3 and degree in w bounded by δw,1 + δw,2 + 2(e1 + e2)(δw,3 − degw P ).
Proof. Follows from Lemmas 2.1.16 and 2.1.17. 
Lemma 2.1.19 Let P1, . . . , Pm ∈ K[u]. Then
⊢
∨
J⊂{1,...,m}
( ∧
j 6∈J
Pj 6= 0,
∧
j∈J
Pj = 0
)
.
If we have initial incompatibilities in K[v] where v ⊃ u with monoid part SJ ·
∏
j 6∈J P
2eJ,j
j ,
degree in w ⊂ v bounded by δw, and eJ,j ≤ e ∈ N∗, the final incompatibility has monoid part∏
J⊂{1,...,m}
S
e′
J
J
with e′J ≤ 2
2m+1−m−2e2
m−1 and degree in w bounded by 22
m+1−2e2
m−1δw.
Proof. Easy to prove by induction on m using Lemma 2.1.16. 
Lemma 2.1.20 Let P1, . . . , Pm ∈ K[u]. Then∧
1≤j≤m
Pj 6= 0 ⊢
∨
J⊂{1,...,m}
( ∧
j∈J
Pj > 0,
∧
j 6∈J
Pj < 0
)
.
If we have initial incompatibilities in K[v] where v ⊃ u with monoid part SJ ·
∏
j P
2eJ,j
j ,
degree in w ⊂ v bounded by δw, and eJ,j ≤ e ∈ N, the final incompatibility has monoid part∏
J⊂{1,...,m}
SJ ·
∏
1≤j≤m
P
2e′j
j
with e′J ≤ 2
me and degree in w bounded by 2mδw.
Proof. Easy to prove by induction on m using Lemma 2.1.17. 
Lemma 2.1.21 Let P1, . . . , Pm ∈ K[u]. Then
⊢
∨
J⊂{1,...,m}
J′⊂{1,...,m}\J
( ∧
j∈J ′
Pj > 0,
∧
j 6∈J∪J ′
Pj < 0,
∧
j∈J
Pj = 0
)
.
If we have initial incompatibilities in K[v] where v ⊃ u with monoid part SJ,J ′ ·
∏
j 6∈J P
2eJ,J′,j
j ,
degree in w ⊂ v bounded by δw, and eJ,J ′,j ≤ e ∈ N∗, the final incompatibility has monoid part∏
J⊂{1,...,m}
J′⊂{1,...,m}\J
S
e′
J,J′
J,J ′
with e′J,J ′ ≤ 2
2m+1+m2m−2m−2e2
m−1 and degree in w bounded by 22
m+1+m2m−2e2
m−1δw.
Proof. Follows from Lemmas 2.1.19 and 2.1.20.
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2.2 Weak existence
Weak inferences are constructions to obtain new incompatibilities from other incompatibilities
already known. It will be useful sometimes to introduce in the new incompatibilities, new sets
of auxiliary variables. Weak existence is a generalization of weak inference which enables us to
do so.
Definition 2.2.1 (Weak Existence) Consider disjoint sets of variables u = (u1, . . . , un),
t0 = (t0,1, . . . , t0,r0), t1 = (t1,1, . . . , t1,r1), . . . , tm = (tm,1, . . . , tm,rm). Let F(t0) be a sys-
tem of sign conditions in K[u][t0] and F1(t1) . . . ,Fm(tm) be systems of sign conditions in
K[u][t1], . . . ,K[u][tm]. A weak existence
∃t0 [ F(t0) ] ⊢
∨
1≤j≤m
∃tj [ Fj(tj) ]
is a construction that, given any system of sign conditions H in K[v] with v ⊃ u, v disjoint from
t0, t1, . . . , tm, and initial incompatibilitiesy F1(t1), H(v) yK[v][t1] , . . . ,y Fm(tm), H(v) yK[v][tm]
produces an incompatibility y F(t0), H(v) yK[v][t0]
called the final incompatibility.
Note that the sets of variables t1, . . . , tm which appear in the initial incompatibilities have
been eliminated in the final incompatibility and also the set of variables t0 which do not appear
in the initial incompatibilities has been introduced in the final incompatibility.
Most of the times, it will not be the case that we want to introduce and eliminate sets of
variables simultaneously. So, for instance, we write
F ⊢
∨
1≤j≤m
∃tj [ Fj(tj) ]
for a weak existence in which the sets of variables t1, . . . , tm have been eliminated but no new
set of variables has been introduced. We also write
∃t0 [ F(t0) ] ⊢
∨
1≤j≤m
Fj
for a weak existence in which no sets of variables have been eliminated but a new set of variables
has been introduced.
We illustrate the concept of weak existence with a few lemmas. In general, we need to make
a careful analysis of the degree bounds considering also the auxiliary variables.
Lemma 2.2.2 Let P ∈ K[u]. Then
P 6= 0 ⊢ ∃t [ t 6= 0, P · t = 1 ].
Suppose we have an initial incompatibility in K[v][t] where v ⊃ u and t 6∈ v, with monoid part
S · t2e, degree in w ⊂ v bounded by δw and degree in t bounded by δt. Let δ¯t be the smallest even
number greater than or equal to δt. Then, the final incompatibility has monoid part S · P
δ¯t−2e
and degree in w bounded by δw + δ¯t degw P .
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Proof. Consider the initial incompatibility in K[v][t]
S · t2e +
∑
i
ωiV
2
i (t) ·Ni +
∑
j
Wj(t) · Zj +W (t) · (P · t− 1) = 0 (22)
with S ∈ M (H 6=
2), ωi ∈K, ωi > 0, Vi(t) ∈ K[v][t] and Ni ∈ M (H≥) for every i, Wj(t) ∈ K[v][t]
and Zj ∈ H= for every j and W (t) ∈ K[v][t], where H = [H 6=,H≥,H=] is a system of sign
conditions in K[v].
For every i, let Vi0 be the remainder of P
1
2
δ¯t · V (t) in the division by Pt− 1 considering t as
the main variable; note that degw Vi0 ≤ degw Vi(t) +
1
2 δ¯t degw P . Similarly, for every j, let Wj0
be the remainder of P δ¯t ·Wj(t) in the division by Pt− 1 considering t as the main variable; note
that degwWj0 ≤ degwWj(t) + δ¯t degw P .
We multiply (22) by P δ¯t and deduce that there exists W ′(t) ∈K[v][t] such that
S · P δ¯t−2e +
∑
i
ωiV
2
i0 ·Ni +
∑
j
Wj0 · Zj +W
′(t) · (P · t− 1) = 0.
Looking at the degree in t, we have that W ′(t) is the zero polynomial. This proves the claim
since S · P δ¯t−2e ∈ M ((H 6= ∪ P )
2),
∑
ωiV
2
i0 · Ni ∈ M (H≥) and
∑
Wj0 · Zj ∈ H=. The degree
bound follows easily. 
Lemma 2.2.3 Let P ∈ K[u]. Then
P ≥ 0 ⊢ ∃t [ t2 = P ].
If we have an initial incompatibility in K[v][t] where v ⊃ u and t 6∈ v, with monoid part S,
degree in w ⊂ v bounded by δw and degree in t bounded by δt, the final incompatibility has the
same monoid part and degree in w bounded by δw +
1
2δt degw P.
Proof. Consider the initial incompatibility in K[v][t]
S +
∑
i
ωiV
2
i (t) ·Ni +
∑
j
Wj(t) · Zj +W (t) · (t
2 − P ) = 0 (23)
with S ∈ M (H26=), ωi ∈ K, ωi > 0, Vi(t) ∈ K[v][t] and Ni ∈ M (H≥) for every i, Wj(t) ∈ K[v][t]
and Zj ∈ H= for every j and W (t) ∈ K[v][t], where H = [H 6=,H≥,H=] is a system of sign
conditions in K[v].
For every i, let Vi1 · t+ Vi0 be the remainder of Vi(t) in the division by t
2 − P considering t
as the main variable; note that degw Vi0 ≤ degw Vi(t) +
1
4δt degw P and degw Vi1 ≤ degw Vi(t) +
1
4(δt−2) degw P . Similarly, for every j, letWj1 ·t+Wj0 be the remainder ofWj(t) in the division
by t2 − P considering t as the main variable; note that degwWj0 ≤ degwWj(t) +
1
2δt degw P .
From (23) we deduce that exists W ′(t) ∈ K[v][t] such that
S +
∑
i
ωi(Vi1 · t+ Vi0)
2 ·Ni +
∑
j
(Wj1 · t+Wj0) · Zj +W
′(t) · (t2 − P ) = 0.
We rewrite this equation as
S +
∑
i
ωi(V
2
i1 · P + V
2
i0) ·Ni +
∑
j
Wj0 · Zj +W
′′′ · t+W ′′(t) · (t2 − P ) = 0.
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for some W ′′′ ∈ K[v] and W ′′(t) ∈ K[v][t].
Looking at the degrees in t, we have that W ′′(t) is the zero polynomial; and looking again at
the degree in t, we have that then also W ′′′ is the zero polynomial. This proves the claim since
S ∈ M (H26=),
∑
ωi(V
2
i1 · P + V
2
i0) · Ni ∈ N (H≥ ∪ {P}) and
∑
Wj0 · Zj ∈ Z (H=). The degree
bound follows easily. 
Lemma 2.2.4 Let P ∈ K[u]. Then
P > 0 ⊢ ∃t [ t > 0, t2 = P ].
If we have an initial incompatibility in K[v][t] where v ⊃ u and t 6∈ v, with monoid part
S · t2e, degree in w ⊂ v bounded by δw and degree in t bounded by δt, the final incompatibility
has monoid part S2 · P 2e and degree in w bounded by 2δw + (max{1, 2e} + δt) degw P.
Proof. Consider the initial incompatibility in K[v][t]
S · t2e +N1(t) +N2(t)t+ Z(t) +W (t) · (t
2 − P ) = 0 (24)
with S ∈ M (H26=), N1(t), N2(t) ∈ N (H≥)K[v][t], Z(t) ∈ Z (H=)K[v][t] and W (t) ∈ K[v][t], where
H is a system of sign conditions in K[v].
We substitute t = −t in (24) and we obtainy t < 0, t2 = P, H y
K[v][t]
(25)
with the same monoid part and degree bounds.
Then we apply to (24) and (25) the weak inference
t 6= 0 ⊢ t > 0 ∨ t < 0.
By Lemma 2.1.17, we obtain y t 6= 0, t2 = P, H y
K[v][t]
with monoid part S2 ·t4e, degree in w bounded by 2δw and degree in t bounded by 2δt. Since the
exponent of t in the monoid part is a multiple of 4, this incompatibility is also an incompatibilityy t2 > 0, t2 = P, H y
K[v][t]
. (26)
Then we apply to (26) the weak inference
P > 0, t2 = P ⊢ t2 > 0.
By Lemma 2.1.7, we obtain y P > 0, t2 = P, H y
K[v][t]
(27)
with monoid part S2 · P 2e, degree in w bounded by 2δw + max{1, 2e}degw P and degree in t
bounded by 2δt.
Finally we apply to (27) the weak inference
P ≥ 0 ⊢ ∃t [ t2 = P ].
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By Lemma 2.2.3, we obtain
↓ P > 0, H ↓K[v]
with the same monoid part and degree in w bounded by 2δw + (max{1, 2e}+ δt) degw P , which
serves as the final incompatibility. 
Remark 2.2.5 In the preceeding lemmas, we have no case of a weak existence with an existential
variable to the left. The first example of such a situation appears later in the paper, when we
deal with the Intermediate Value Theorem in Section 3.
2.3 Complex numbers
We introduce the conventions we follow to deal with complex variables in the context of weak
inference, which has been originally defined to be well adapted to a real setting.
Notation 2.3.1 (Complex Variables) A complex variable, always named z, represents two
variables corresponding to its real and imaginary parts, always named a and b, so that z = a+ib.
We also use z to denote a set of complex variables and a and b to denote the set of real and
imaginary parts of z.
Let z = (z1, . . . , zn) and P ∈ K[i][u][z]. We denote by PRe ∈ K[u][a, b] and PIm ∈ K[u][a, b]
the real and imaginary parts of P . The expression P = 0 is an abbreviation for
PRe = 0, PIm = 0,
and the expression P 6= 0 is an abbreviation for
P 2Re + P
2
Im 6= 0.
We illustrate the use of complex variables with some lemmas.
Lemma 2.3.2 Let C,D ∈ K[u]. Then
C + iD 6= 0 ⊢ ∃z [ z 6= 0, z2 = C + iD ],
where z is a complex variable (using Notation 2.3.1) If we have an initial incompatibility in
K[v][a, b] where v ⊃ u and a, b 6∈ v, with monoid part S ·(a2+b2)2e, degree in w ⊂ v bounded by δw
and degree in (a, b) bounded by δz, the final incompatibility has monoid part S
4 · (C2+D2)2(2e+1)
and degree in w bounded by 4δw + (20 + 24e+ 8δz)max{degw C,degwD}.
Proof. Consider the initial incompatibility in K[v][a, b]
S · (a2 + b2)2e +N(a, b) + Z(a, b) +W1(a, b) · (a
2 − b2 − C) +W2(a, b) · (2a · b−D) = 0 (28)
with S ∈ M (H26=), N(a, b) ∈ N (H≥)K[v][a,b], Z(a, b) ∈ Z (H=)K[v][a,b] and W1(a, b),W2(a, b) ∈
K[v][a, b], where H is a system of sign conditions in K[v].
We substitute b = −b in (28) and we obtainy z 6= 0, z2 = C − iD, H y
K[v][a,b]
(29)
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with the same monoid part and degree bounds.
Then we apply to (28) and (29) the weak inference
(2a · b)2 = D2 ⊢ 2a · b = D ∨ 2a · b = −D.
By Lemma 2.1.12, we obtainy z 6= 0, a2 − b2 = C, (2a · b)2 = D2, H y
K[v][a,b]
(30)
with monoid part S2 · (a2 + b2)4e, degree in w bounded by 2δw and degree in (a, b) bounded by
2δz.
We consider a new auxiliary variable t. Taking into account the identities
a2 − b2 − C =
(
a2 − 12(t+ C)
)
−
(
b2 − 12(t− C)
)
,
(2a · b)2 −D2 =
(
a2 − 12(t+ C)
)
· 4b2 +
(
b2 − 12 (t− C)
)
· 2(t+ C) + (t2 − C2 −D2),
we apply to (30) the weak inference
a2 =
1
2
(t+ C), b2 =
1
2
(t− C), t2 = C2 +D2 ⊢ a2 − b2 = C, (2a · b)2 = D2.
By Lemma 2.1.8, we obtainy z 6= 0, a2 = 12(t+ C), b2 = 12(t− C), t2 = C2 +D2, H
y
K[v][a,b,t]
(31)
with monoid part S2 ·(a2+b2)4e, degree in w bounded by 2δw+2degw C, degree in (a, b) bounded
by 2δz and degree in t bounded by 2.
Then we apply to (31) the weak inference
t 6= 0, a2 =
1
2
(t+ C), b2 =
1
2
(t− C) ⊢ z 6= 0.
By Lemma 2.1.6 we obtainy t 6= 0, a2 = 12(t+ C), b2 = 12(t− C), t2 = C2 +D2, H
y
K[v][a,b,t]
(32)
with monoid part S2 ·t4e, degree in w bounded by 2δw+(2+4e) degw C, degree in (a, b) bounded
by 2δz and degree in t bounded by 2 + 4e.
Then we successively apply to (32) the weak inferences
t+C ≥ 0 ⊢ ∃a [ a2 = 12(t+ C) ],
t−C ≥ 0 ⊢ ∃b [ b2 = 12(t− C) ].
By Lemma 2.2.3, we obtainy t 6= 0, t+ C ≥ 0, t− C ≥ 0, t2 = C2 +D2, H y
K[v][t]
(33)
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with monoid part S2 · t4e, degree in w bounded by 2δw + (2 + 4e+ 2δz) degw C, and degree in t
bounded by 2 + 4e+ 2δz.
Finally we successively apply to (33) the weak inferences
t > 0, t2 − C2 ≥ 0 ⊢ t+ C ≥ 0, t− C ≥ 0,
D2 ≥ 0, t2 = C2 +D2 ⊢ t2 − C2 ≥ 0,
⊢ D2 ≥ 0,
C2 +D2 > 0 ⊢ ∃t [ t > 0, t2 = C2 +D2 ].
By Lemmas 2.1.11, 2.1.5 (item 15), 2.1.2 (item 3) and 2.2.4, we obtain an incompatibility in
K[v] y C2 +D2 > 0, H y
K[v]
with monoid part S4 · (C2 + D2)2(2e+1) and degree in w bounded by 4δw + (20 + 24e + 8δz)
max{degw C,degwD}. Note that this incompatibility is also an incompatibilityy C2 +D2 6= 0, H y
K[v]
(34)
with the same degree bound, which serves as the final incompatibility. 
Lemma 2.3.3 Let C,D ∈ K[u]. Then
⊢ ∃z [ z2 = C + iD ],
where z is a complex variable (using Notation 2.3.1).
If we have an initial incompatibility in K[v][a, b] where v ⊃ u and a, b 6∈ v, with monoid part
S, degree in w ⊂ v bounded by δw and degree in (a, b) bounded by δz, the final incompatibility
has monoid part S8 and degree in w bounded by 8δw + (20 + 8δz)max{degw C,degwD}.
Proof. Consider the initial incompatibility in K[v][a, b]
S +N(a, b) + Z(a, b) +W1(a, b) · (a
2 − b2 − C) +W2(a, b)(2a · b−D) = 0 (35)
with S ∈ M (H26=), N(a, b) ∈ N (H≥)K[v][a,b], Z(a, b) ∈ Z (H=)K[v][a,b] and W1(a, b),W2(a, b) ∈
K[v][a, b], where H is a system of sign conditions in K[v].
We proceed by case by case reasoning. First we consider the case C2 +D2 6= 0. We apply
to (35) the weak inference
C2 +D2 6= 0 ⊢ ∃z [ z 6= 0, z2 = C + iD ].
By Lemma 2.3.2 we obtain y C2 +D2 6= 0, H y
K[v]
(36)
with monoid part S4 · (C2 +D2)2 and degree in w bounded by 4δw + (20 + 8δz) max{degw C,
degwD}.
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We consider then the case C2 +D2 = 0. We evaluate a = b = 0 in (35) and we apply the
weak inference
C2 +D2 = 0 ⊢ C = 0, D = 0.
By Lemma 2.1.14, we obtain y C2 +D2 = 0, H y
K[v]
(37)
with monoid part S2 and degree in w bounded by 2δw + 2max{degw C,degwD}.
Finally we apply to (36) and (37) the weak inference
⊢ C2 +D2 6= 0 ∨ C2 +D2 = 0.
By Lemma 2.1.16, we obtain
↓ H ↓K[v]
with monoid part S8 and degree in w bounded by 8δw +(20+8δz)max{degw C,degwD}, which
serves as the final incompatibility. 
Lemma 2.3.4 Let E = y2 +G · y +H ∈ K[i][u][y]. Then
⊢ ∃z [ E(z) = 0 ],
where z is a complex variable (using Notation 2.3.1).
If we have an initial incompatibility in K[v][a, b] where v ⊃ u and a, b 6∈ v, with monoid part
S, degree in w ⊂ v bounded by δw and degree in (a, b) bounded by δz, the final incompatibility
has monoid part S8 and degree in w bounded by 8δw + (40 + 24δz)max{degwG,degwH}.
Proof. Consider the initial incompatibility in K[v][a, b]
S +N(a, b) + Z(a, b) +W1(a, b) ·ERe(a, b) +W2(a, b) ·EIm(a, b) = 0 (38)
with S ∈ M (H26=), N(a, b) ∈ N (H≥)K[v][a,b], Z(a, b) ∈ Z (H=)K[v][a,b] and W1(a, b),W2(a, b) ∈
K[v][a, b], where H is a system of sign conditions in K[v].
Let C = 14G
2
Re −
1
4G
2
Im −HRe ∈ K[u] and D =
1
2GReGIm −HIm ∈ K[u]. Then we have
ERe(a, b) = a
2 − b2 +GRe · a−GIm · b+HRe =
(
a+ 12GRe
)2
−
(
b+ 12GIm
)2
− C,
EIm(a, b) = 2a · b+GIm · a+GRe · b+HIm = 2
(
a+ 12GRe
)
·
(
b+ 12GIm
)
−D.
We substitute a = a− 12GRe and b = b−
1
2GIm in (38) and we obtainy z2 = C + iD, H y
K[v][a,b]
(39)
with monoid part S, degree in w bounded by δw+ δz degwG and degree in (a, b) bounded by δz.
Finally we apply to (39) the weak inference
⊢ ∃ z [ z2 = C + iD ].
By Lemma 2.3.3, we obtain
↓ H ↓K[v]
with monoid part S8 and degree in w bounded by 8δw+(40+24δz)max{degwG,degwH}, which
serves as the final incompatibility. 
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2.4 Identical polynomials
We introduce the notation we use to deal with polynomial identities in the weak inference
context.
Notation 2.4.1 (Identical Polynomials) Let P =
∑
0≤h≤p Ch · y
h, Q =
∑
0≤h≤pDh · y
h ∈
K[u][y]. The expression P ≡ Q is an abbreviation for∧
0≤h≤p
Ch = Dh.
Note that P ≡ Q is a conjunction of polynomial equalities in K[u].
We illustrate the use of this notation with a few lemmas.
Lemma 2.4.2 Let P,Q ∈ K[u][y] with degy P = degyQ. Then
P ≡ Q, Q > 0 ⊢ P > 0.
If we have an initial incompatibility in K[v] where v ⊃ (u, y), with monoid part S · P 2e and
degree in w ⊂ v bounded by δw, the final incompatibility has monoid part S ·Q
2e and degree in
w bounded by
δw +max{1, 2e}
(
max{degw P,degwQ} − degw P
)
.
Proof. Follows from Lemmas 2.1.2 (item 5) and 2.1.7. 
Lemma 2.4.3 Let P ∈ K[u][y] with degy P ≥ 2. Then
P (t1) = 0, Quot(P, y − t1)(t2) = 0 ⊢ P ≡ (y − t1) · (y − t2) ·Quot(P, (y − t1)(y − t2)).
If we have an initial incompatibility in K[v] where v ⊃ (u, t1, t2) with monoid part S and
degree in w ⊂ v bounded by δw, the final incompatibility has the same monoid part and degree
in w bounded by
δw +max{degw(t1 ·Quot(P, y − t1)(t2)),degw P (t1)} − degw(−t1 ·Quot(P, y − t1)(t2) + P (t1)).
Proof. Because of the identity in K[u][t1, t2, y]
P = (y−t1)·(y−t2)·Quot(P, (y−t1)(y−t2))+Quot(P, y−t1)(t2)·y−t1 ·Quot(P, y−t1)(t2)+P (t1),
the lemma follows from Lemma 2.1.8. 
Lemma 2.4.4 Let P ∈ K[u][y] with degy P ≥ 2. Then
P (z) = 0, b 6= 0 ⊢ P ≡ ((y − a)2 + b2) ·Quot(P, (y − a)2 + b2).
If we have an initial incompatibility in K[v] where v ⊃ (u, a, b) with monoid part S and
degree in w ⊂ v bounded by δw, the final incompatibility has monoid part S · b
2 and degree in w
bounded by δw + degw b
2 + degw P .
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Proof. Because of the identity in K[u][a, b, y]
P = ((y − a)2 + b2) ·Quot(P, (y − a)2 + b2) +
PIm(a, b)
b
y +
bPRe(a, b)− a · PIm(a, b)
b
,
the initial incompatibility is of type
S +N + Z +W1
PIm(a, b)
b
+W2
b · PRe(a, b)− a · PIm(a, b)
b
= 0 (40)
with S ∈ M (H26=), N ∈ N (H≥), Z ∈ Z (H=) and W1,W2 ∈ K[v], where H is a system of sign
conditions in K[v].
We multiply (40) by b2 and we obtain an incompatibilityy b 6= 0, b · PIm(a, b) = 0, b2 · PRe(a, b)− a · b · PIm(a, b) = 0, H yK[v] (41)
with monoid part S · b2 and degree in w bounded by δw + degw b
2.
Finally we apply to (41) the weak inference
P (z) = 0 ⊢ b · PIm(a, b) = 0, b
2 · PRe(a, b)− a · b · PIm(a, b) = 0.
By Lemma 2.1.8, we obtain an incompatibilityy P (z) = 0, b 6= 0, H y
K[v]
with the same monoid part and, after some analysis, degree in w bounded by δ2 + degw b
2 +
degw P , which serves as the final incompatibility. 
Notation 2.4.5 We denote
R(z, z′) = Resy((y − a)
2 + b2, (y − a′)2 + b′2)
where Resy is the resultant polynomial in the variable y. Note that
R(z, z′) = ((a− a′)2 + (b− b′)2) · ((a− a′)2 + (b+ b′)2).
Lemma 2.4.6
R(z, z′) = 0 ⊢ (y − a)2 + b2 ≡ (y − a′)2 + b′
2
.
If we have an initial incompatibility in K[v] where v ⊃ (a, b, a′, b′) with monoid part S and
degree in w ⊂ v bounded by δw, the final incompatibility has monoid part S
4 and degree in w
bounded by
4
(
δw +max{degw a− a
′,degw b− b
′} −min{degw a− a
′,degw b− b
′}
)
.
Proof. Consider the initial incompatibilityy a− a′ = 0, a2 + b2 − a′2 − b′2 = 0, H y
K[v]
(42)
2 WEAK INFERENCE AND WEAK EXISTENCE 31
where H is a system of sign conditions in K[v]. On the one hand, we successively apply to (42)
the weak inferences
a2 − a′2 = 0, b2 − b′2 = 0 ⊢ a2 + b2 − a′2 − b′2 = 0,
a− a′ = 0 ⊢ a2 − a′2 = 0,
b− b′ = 0 ⊢ b2 − b′2 = 0,
(a− a′)2 + (b− b′)2 = 0 ⊢ a− a′ = 0, b− b′ = 0.
By Lemmas 2.1.5 (item 14), 2.1.2 (item 5) and 2.1.14 we obtain an incompatibilityy (a− a′)2 + (b− b′)2 = 0, H y
K[v]
(43)
with monoid part S2 and degree in w bounded by 2(δw + max{degw a − a
′,degw b − b
′} −
min{degw a − a
′,degw b − b
′}). On the other hand, in a similar way we obtain from (42) an
incompatibility y (a− a′)2 + (b+ b′)2 = 0, H y
K[v]
(44)
with the same monoid part and degree bound. Since
R(z, z′) = ((a− a′)2 + (b− b′)2) · ((a− a′)2 + (b+ b′)2),
the proof is finished by applying to (43) and (44) the weak inference
R(z, z′) = 0 ⊢ (a− a′)2 + (b− b′)2 = 0 ∨ (a− a′)2 + (b+ b′)2 = 0.
By Lemma 2.1.12, we obtain an incompatibilityy R(z, z′) = 0, H y
K[v]
with monoid part S4 and degree in w bounded by
4
(
δw +max{degw a− a
′,degw b− b
′} −min{degw a− a
′,degw b− b
′}
)
,
which serves as the final incompatibility. 
2.5 Matrices
We introduce the notation we use to deal with matrix identities in the context of weak inference.
Notation 2.5.1 (Identical Matrices) Let A = (Aij)1≤i,j≤p, B = (Bij)1≤i,j≤p ∈ K[u]
p×p.
The expression A ≡ B is an abbreviation for∧
1≤i≤p,
1≤j≤p
Aij = Bij .
We denote by 0 the matrix with all its entries equal to 0.
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We illustrate the use of this notation with two lemmas.
Lemma 2.5.2 Let A,B ∈ K[u]p×p. Then
A ≡ 0, B ≡ 0 ⊢ A+B ≡ 0.
If we have an initial incompatibility in K[v] where v ⊃ u with monoid part S and degree
in w ⊂ v bounded by δw, the final incompatibility has the same monoid part and degree in w
bounded by
δw +max{max{degw Aij,degw Bij} − degw Aij +Bij | 1 ≤ i ≤ p, 1 ≤ j ≤ p}.
Proof. Follows from Lemma 2.1.8. 
Lemma 2.5.3 Let A,B,C ∈ K[u]p×p. Then
A ≡ 0 ⊢ B ·A ·C ≡ 0.
If we have an initial incompatibility in K[v] where v ⊃ u with monoid part S and degree
in w ⊂ v bounded by δw, the final incompatibility has the same monoid part and degree in w
bounded by δw + degwB + degwA+ degwC.
Proof. Follows from Lemma 2.1.8. 
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3 Intermediate Value Theorem
In this section we prove a weak existence version of the Intermediate Value Theorem for polyno-
mials (Theorem 3.1.3) and we apply it to prove the weak existence of a real root for a polynomial
of odd degree (Theorem 3.2.1).
The only result extracted from Section 3 used in the rest of the paper is the last result of the
section, which is Theorem 3.2.1 (Real Root of an Odd Degree Polynomial as a weak existence),
and is used three times in Section 4.
3.1 Intermediate Value Theorem
We define the following auxiliary function, which plays a key role in the estimates of the growth
of degrees in the construction of incompatibilities related to the Intermediate Value Theorem.
Definition 3.1.1 Let g1 : N×N→ N,
g1{k, p} = 2
3·2kpk+1.
We extend the definition of g1 with g1{−1, 0} = 2.
Technical Lemma 3.1.2 For every (k, p) ∈ N× N,
4pg1{k − 1, k}g1{k, p} ≤ g1{k + 1, p}.
Proof. Easy. 
Theorem 3.1.3 (Intermediate Value Theorem as a weak existence) Let P =∑
0≤h≤pCh · y
h ∈ K[u][y]. Then
∃(t1, t2) [ Cp 6= 0, P (t1) · P (t2) ≤ 0 ] ⊢ ∃t [ P (t) = 0 ].
If we have an initial incompatibility in K[v][t] where v ⊃ u and t, t1, t2 6∈ v, with monoid
part S, degree in w ⊂ v bounded by δw and degree in t bounded by δt, the final incompatibility
has monoid part Se · C2fp with e ≤ g1{p − 1, p}, f ≤ g1{p − 1, p}δt, degree in w bounded by
g1{p− 1, p}(δw + δt degw P ) and the degree in (t1, t2) bounded by g1{p − 1, p}δt.
Note that the degree estimates obtained are doubly exponential in the degree of P with
respect to y.
The proof is based on an induction on the degree of P with respect to y, which is an
adaptation of the proof by Artin [1] that if a field is real (i.e. -1 is not a sum of squares) its
extension by an irreducible polynomial of odd degree is also real.
Proof: Consider the initial incompatibility in K[v][t]
S +
∑
i
ωiV
2
i (t) ·Ni +
∑
j
Wj(t) · Zj +Q(t) · P (t) = 0 (1)
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with S ∈ M (H26=), ωi ∈ K, ωi > 0, Vi(t) ∈ K[v][t] and Ni ∈ M (H≥) for every i, Wj(t) ∈ K[v][t]
and Zj ∈ H= for every j and Q(t) ∈ K[v][t], where H = [H 6=,H≥,H=] is a system of sign
conditions in K[v].
The proof proceeds by induction on p. For p = 0, P (t) = C0 and P (t1) · P (t2) = C
2
0 . We
evaluate t = 0 in (1), we pass the term Q(0) ·C0 to the right hand side, we square both sides and
we pass Q2(0) · C20 back to the left hand side. We take the result as the final incompatibility.
Suppose now p ≥ 1. If Q(t) is the zero polynomial, we evaluate t = 0 in (1) and we take the
result as the final incompatibility. From now, we suppose that Q(t) is not the zero polynomial
and therefore, δt ≥ p. We denote by δ¯t the smallest even number greater than or equal to δt.
For every i, let V˜i(t) ∈ K[v][t] be the remainder of C
1
2
δ¯t
p ·Vi(t) in the division by P (t) considering
t as the main variable; then degw V˜i(t) ≤ degw Vi(t) +
1
2 δ¯t degw P . Similarly, for every j, let
W˜j(t) ∈ K[v][t] be the remainder of C
δ¯t
p ·Wj(t) in the division by P (t) considering t as the main
variable; then degw W˜j(t) ≤ degwWj(t) + δ¯t degw P .
We multiply (1) by C δ¯tp and we deduce that exists Q
′(t) ∈ K[v][t] such that
S · C δ¯tp +
∑
i
ωiV˜
2
i (t) ·Ni +
∑
j
W˜j(t) · Zj +Q
′(t) · P (t) = 0. (2)
Since the degree in w of S · C δ¯tp , V˜
2
i (t) ·Ni for every i and W˜j(t) · Zj for every j is bounded by
δw + δ¯t degw P , the degree in w of Q
′(t) · P (t) is also bounded by the same quantity.
If Q′(t) is the zero polynomial, we evaluate t = 0 in (2) and take the result as the final
incompatibility. In particular, for p = 1, degt V˜i(t) = 0 for every i and degt W˜i(t) = 0 for every
j; looking at the degree in t in (2), we deduce that Q′(t) is the zero polynomial and we are done.
From now on, we suppose p ≥ 2 and that Q′(t) is not the zero polynomial. Let q = degt Q˜
′(t);
looking again at the degree in t in (2) we have q ≤ p − 2. Let Q′(t) =
∑
0≤ℓ≤qDℓ · t
ℓ and, for
0 ≤ k ≤ q + 1, Q′k−1(t) =
∑
0≤ℓ≤k−1Dℓ · t
ℓ. We will prove, by a new induction on k, that for
0 ≤ k ≤ q + 1, we havey Cp 6= 0, Q′k−1(t1) ·Q′k−1(t2) ≤ 0,
∧
k≤ℓ≤q
Dℓ = 0, H
y
K[v][t1,t2]
of type
Sek ·C2fkp +Nk,1(t1, t2)−Nk,2(t1, t2)·Q
′
k−1(t1)·Q
′
k−1(t2)+Zk(t1, t2)+
∑
k≤ℓ≤q
Dℓ·Rk,ℓ(t1, t2) = 0 (3)
with Nk,1(t1, t2), Nk,2(t1, t2) ∈ N (H≥)K[v][t1,t2], Zk(t1, t2) ∈ Z (H=)K[v][t1,t2], Rk,ℓ(t1, t2) ∈
K[v][t1, t2] for every ℓ, ek ≤ g1{k, p} − 2, fk ≤ (g1{k, p} − 2)δt, degree in w bounded by
(g1{k, p} − 4)(δw + δt degw P ) and degree in (t1, t2) bounded by (g1{k, p} − 4)δt.
For k = 0, we simply evaluate t = 0 in (2). Suppose now that we have an equation like (3)
for some 0 ≤ k ≤ q. We will obtain an equation like (3) for k + 1.
• We rewrite (2) in this way:
S · C δ¯tp +
∑
i
ωiV˜i(t)
2 ·Ni +
∑
j
W˜j(t) · Zj + P (t) ·
∑
k+1≤ℓ≤q
Dℓ · t
ℓ + P (t) ·Q′k(t) = 0
3 INTERMEDIATE VALUE THEOREM 35
to obtain y Cp 6= 0,
∧
k+1≤ℓ≤q
Dℓ = 0, Q
′
k(t) = 0, H
y
K[v][t]
(4)
with degree in w bounded by δw + δ¯t degw P and degree in t bounded by 2(p − 1). Since
k < p, by the inductive hypothesis on p, we have a procedure to obtain from (4) an
incompatibilityy Cp 6= 0, Dk 6= 0, Q′k(t1) ·Q′k(t2) ≤ 0,
∧
k+1≤ℓ≤q
Dℓ = 0, H
y
K[v][t1,t2]
(5)
with monoid part Se
′
·C δ¯te
′
p ·D
2f ′
k with e
′ ≤ g1{k− 1, k}, f
′ ≤ 2g1{k− 1, k}(p− 1), degree
in w bounded by g1{k−1, k}(δw+ δ¯t degw P +2(p−1)(δw+ δ¯t degw P )) = g1{k−1, k}(2p−
1)(δw + δ¯t degw P ) and degree in (t1, t2) bounded by 2g1{k − 1, k}(p − 1).
• On the other hand, we substitute
Q′k−1(t1) ·Q
′
k−1(t2) = Q
′
k(t2) ·Q
′
k(t2) +Dk ·
(
− tk1 ·Q
′
k(t2)− t
k
2 ·Q
′
k(t1) +Dk · t
k
1 · t
k
2
)
in (3) and we obtainy Cp 6= 0, Q′k(t1) ·Q′k(t2) ≤ 0,
∧
k≤ℓ≤q
Dℓ = 0, H
y
K[v][t1,t2]
(6)
with monoid part Sek ·C2fkp , degree in w bounded by g1{k, p}(δw + δt degw P ) and degree
in (t1, t2) bounded by (g1{k, p} − 4)δt + 2k.
• Finally we apply to (5) and (6) the weak inference
⊢ Dk 6= 0 ∨ Dk = 0.
By Lemma 2.1.16, we obtainy Cp 6= 0, Q′k(t1) ·Q′k(t2) ≤ 0,
∧
k+1≤ℓ≤q
Dℓ = 0, H
y
K[v][t1,t2]
with monoid part Sek+1 · C
2fk+1
p with ek+1 = e
′ + 2ekf
′ and fk+1 =
1
2 δ¯te
′ + 2fkf
′, degree
in w bounded by g1{k − 1, k}(2p − 1)(δw + δ¯t degw P ) + 2f
′g1{k, p}(δw + δt degw P ) and
degree in (t1, t2) bounded by 2g1{k− 1, k}(p− 1)+ 2f
′((g1{k, p}− 4)δt+2k). The bounds
ek+1 ≤ g1{k + 1, p} − 2 and fk+1 ≤ (g1{k + 1, p} − 2)δt follow using Lemma 3.1.2 since
g1{k−1, k}+4(g1{k, p}−2)g1{k−1, k}(p−1) ≤ 4pg1{k−1, k}g1{k, p}−2 ≤ g1{k+1, p}−2.
The degree bounds also follow using Lemma 3.1.2 since
2g1{k−1, k}(2p−1)+4g1{k−1, k}g1{k, p}(p−1) ≤ 4pg1{k−1, k}g1{k, p}−4 ≤ g1{k+1, p}−4
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and
2g1{k − 1, k}(p − 1) + 4g1{k − 1, k}((g1{k, p} − 4)δt + 2k)(p − 1) ≤
≤ (4pg1{k − 1, k}g1{k, p} − 4)δt ≤
≤ (g1{k + 1, p} − 4)δt.
So, for k = q + 1, we have
Seq+1 · C
2fq+1
p +Nq+1,1(t1, t2) + Zq+1(t1, t2) = Nq+1,2(t1, t2) ·Q
′(t1) ·Q
′(t2). (7)
On the other hand, substituting t = t1 and t = t2 in (2) we have
S · C δ¯tp +
∑
i
ωiV˜i(t1)
2 ·Ni +
∑
j
W˜j(t1) · Zj = −Q
′(t1) · P (t1) (8)
and
S · C δ¯tp +
∑
i
ωiV˜i(t2)
2 ·Ni +
∑
j
W˜j(t2) · Zj = −Q
′(t2) · P (t2). (9)
Multiplying (7), (8) and (9) and passing terms to the left hand side we obtain
Seq+1+2 ·C
2(fq+1+δ¯t)
p +N(t1, t2)−Nq+1,2(t1, t2) ·Q
′2(t1) ·Q
′2(t2) ·P (t2) ·P (t2)+Z(t1, t2) = 0 (10)
for some N(t1, t2) ∈ N (H≥)K[v][t1,t2] and Z(t1, t2) ∈ Z (H=)K[v][t1,t2]. Equation (10) serves as
the final incompatibility, taking into account that eq+1+2 ≤ g1{q+1, p}, fq+1+δ¯t ≤ g1{q+1, p}δt,
the degree in w is bounded by (g1{q + 1, p} − 4)(δw + δt degw P ) + 2(δw + δ¯t degw P ) ≤ g1{q +
1, p}(δw+δt degw P ), the degree in (t1, t2) is bounded by (g1{q+1, p}−4)δt+4p−4 ≤ g1{q+1, p}δt
and g1{q + 1, p} ≤ g1{p− 1, p}. 
3.2 Real root of a polynomial of odd degree
Now we prove the weak existence of a real root for a monic polynomial of odd degree as a
consequence of Theorem 3.1.3 (Intermediate Value Theorem as a weak existence).
Theorem 3.2.1 (Real Root of an Odd Degree Polynomial as a weak existence) Let
p be an odd number and P = yp +
∑
0≤h≤p−1Ch · y
h ∈ K[u][y]. Then
⊢ ∃t [ P (t) = 0 ].
If we have an initial incompatibility in K[v][t] where v ⊃ u and t 6∈ v, with monoid part
S, degree in w ⊂ v bounded by δw and degree in t bounded by δt, the final incompatibility has
monoid part Se with e ≤ g1{p − 1, p} and degree in w bounded by 3g1{p− 1, p}(δw + δt degw P )
(see Definition 3.1.1).
To prove Theorem 3.2.1 we first give in Lemma 3.2.2, for a monic polynomial of odd degree,
a real value where it is positive and a real value where it is negative. Then, we apply the weak
existence version of the Intermediate Value Theorem from Theorem 3.1.3.
3 INTERMEDIATE VALUE THEOREM 37
Lemma 3.2.2 Let p be an odd number, P = yp +
∑
0≤h≤p−1Ch · y
h ∈ K[u][y] and E = p +∑
0≤h≤p−1C
2
h ∈ K[u]. Then both P (E) and −P (−E) are sums of squares in K[u] multiplied by
elements in K+ plus an element in K+.
Proof. We only prove the claim for P (E) and the respective claim for −P (−E) follows by
considering the polynomial −P (−y).
We consider the Horner polynomials of P , Hor0(P ) = 1, Hori(P ) = Cp−i+ y ·Hori−1(P ) for
1 ≤ i ≤ p. We will prove by induction on i that for 1 ≤ i ≤ p,
Hori(P )(E) = p− i+
∑
0≤h≤p−i−1
C2h +Ni + ωi (11)
with Ni ∈ N (∅) and ωi in K+.
For i = 1 we have
Hor1(P )(E) = Cp−1 + p+
∑
0≤h≤p−1
C2h = p− 1 +
∑
0≤h≤p−2
C2h +
(
Cp−1 +
1
2
)2
+
3
4
.
Suppose now that we have an equation like (11) for some 1 ≤ i− 1 ≤ p− 1. Then we have
Hori(P )(E) = Cp−i +
(
p+
∑
0≤h≤p C
2
h
)
·
(
p− i+ 1 +
∑
0≤h≤p−iC
2
h +Ni−1 + ωi−1
)
=
= p− i+
∑
0≤h≤p−i−1C
2
h +Ni + ωi
by taking
Ni =
(
p− 1 +
∑
0≤h≤p
C2h
)
·
(
p− i+ 1 +
∑
0≤h≤p−i
C2h +Ni−1 + ωi−1
)
+Ni−1 +
(
Cp−i +
1
2
)2
and ωi = ωi−1 +
3
4 .
Finally, since Horp(P ) = P , the claim follows by considering equation (11) for i = p. 
Proof of Theorem 3.2.1: We apply to the initial incompatibility the weak inference
∃(t1, t2) [ P (t1) · P (t2) ≤ 0 ] ⊢ ∃t [ P (t) = 0 ].
By Theorem 3.1.3 (Intermediate Value Theorem as a weak existence), we obtain an incompatibil-
ity with monoid part Se with e ≤ g1{p−1, p}, degree in w bounded by g1{p−1, p}(δw+δt degw P )
and degree in (t1, t2) bounded by g1{p−1, p}δt. Then we simply substitute t1 = E and t2 = −E
where E is defined as in Lemma 3.2.2. The degree bound follows easily. 
4 FUNDAMENTAL THEOREM OF ALGEBRA 38
4 Fundamental Theorem of Algebra
In this section, we follow the approach of a famous algebraic proof of the Fundamental Theorem
of Algebra due to Laplace to give a weak existence form of this theorem (Theorem 4.1.8). This
approach is based on an induction on the power of 2 appearing in the degree of the polynomial,
the base case being the case of polynomials of odd degree.
We then apply Theorem 4.1.8 to obtain a weak disjunction of the possible decompositions
of a polynomial into irreducible real factors according to the number of real and complex roots
(Theorem 4.2.4). Finally we obtain a weak disjunction of the possible decompositions of a
polynomial into irreducible real factors taking into account multiplicities (Theorem 4.3.5).
Apart from many results from Section 2, the only result from Section 3 used in this section
is Theorem 3.2.1 (Real Root of an Odd Degree Polynomial as a weak existence), and it is used
once in the base case of the induction in the proof of Theorem 4.1.8 (Fundamental Theorem
of Algebra as a weak existence), once in the proof of Lemma 4.2.1 and once in the proof of
Theorem 4.2.4 (Real Irreducible Factors as a weak existence).
On the other hand, the only result extracted from Section 4 used in the rest of the paper is
Theorem 4.3.5 (Real Irreducible Factors with Multiplicities as a weak existence), which is used
only once in Section 6.
4.1 Fundamental Theorem of Algebra
In order to prove a weak existence version of the Fundamental Theorem of Algebra in Theorem
4.1.8, we need some auxiliary notation, definitions and results.
Notation 4.1.1 For p ∈ N∗, we denote by r{p} the biggest nonnegative integer r such that 2
r
divides p and by n{p} the combinatorial number
(p
2
)
.
Laplace’s proof of the Fundamental Theorem of Algebra [37] is very well known (see for
example [3]). It is based on an inductive reasoning on r{p}, where p is the degree of the
polynomial P ∈ R[y] for which the existence of a complex root is being proved. The result is
true for a polynomials of odd degree for which r{p} = 0. An auxiliary polynomial of degree n{p}
is constructed, and has a complex root by induction, taking into account that r{n{p}} = r{p}−1.
A complex root of P is then produced by solving a quadratic equation.
Following Laplace’s approach, we define auxiliary polynomials.
Definition 4.1.2 Let p ≥ 1, c = (c0, . . . , cp−1), y
′ = (y′0, . . . , y
′
n{p}) and y
′′ = (y′′0,1, . . . , y
′′
0,n{p},
y′′1,2, . . . , y
′′
1,n{p}, . . . , y
′′
n{p}−1,n{p}) be sets of variables. We denote by K(c) the algebraic closure
of K(c). We consider
• P = yp +
∑
0≤h≤p−1 ch · y
h ∈ K[c][y],
• for 0 ≤ k ≤ n{p},
Qk =
∏
1≤i<j≤p
(y′k − k(ti + tj)− titj) ∈ K[c][y
′
k]
where t1, . . . , tp ∈ K(c) are the roots of P considering y as the main variable,
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• for 0 ≤ k < ℓ ≤ n{p},
Rk,ℓ = y
′′
k,ℓ
2
−
y′ℓ − y
′
k
ℓ− k
y′′k,ℓ +
ℓy′k − ky
′
ℓ
ℓ− k
∈ K[y′k, y
′
ℓ, y
′′
k,ℓ].
Remark 4.1.3 For 0 ≤ k ≤ n{p}, p− 1 of the factors in the definition of Qk have degree in t1
equal to 1 and the remaining factors have degree in t1 equal to 0. From this, it can be deduced
that degcQk ≤ p− 1 and also that deg(c,y′
k
)Qk = n{p} (see [4, Section 2.1]).
Lemma 4.1.4 We denote by K the algebraic closure of K. For any γ ∈ K
p
, ψ′ ∈ K
n{p}+1
and
ψ′′ ∈ K
(n{p}+12 ), if Qk(γ, ψ
′
k) = 0 for 0 ≤ k ≤ n{p} and Rk,ℓ(ψ
′
k, ψ
′
ℓ, ψ
′′
k,ℓ) = 0 for 0 ≤ k < ℓ ≤
n{p}, then ∏
0≤k<ℓ≤n{p}
P (γ, ψ′′k,ℓ) = 0.
Proof. For every 0 ≤ k ≤ n{p}, the condition Qk(γ, ψ
′
k) = 0 implies that there exists a pair of
roots τk, τ
′
k ∈ K of P (γ, y) such that ψ
′
k = k(τk+τ
′
k)+τkτ
′
k. Since there are at most n{p} different
pairs of roots of P (γ, y), by the pigeon hole principle there exist indices (k, ℓ), 0 ≤ k < ℓ ≤ n{p}
and roots τ, τ ′ ∈ K of P (γ, y) such that ψ′k = k(τ + τ
′) + ττ ′ and ψ′ℓ = ℓ(τ + τ
′) + ττ ′. Then,
we have
τ + τ ′ =
ψ′ℓ − ψ
′
k
ℓ− k
, ττ ′ =
ℓψ′k − kψ
′
ℓ
ℓ− k
,
so that the two roots of Rk,ℓ(ψ
′
k, ψ
′
ℓ, y
′′
k,ℓ) are τ and τ
′ and therefore ψ′′k,ℓ is a root of P (γ, y),
what proves the claim. 
The preceding statement is transformed into an algebraic identity using Effective Nullstel-
lensatz ([31, Theorem 1.3]).
Lemma 4.1.5 There is an identity in K[c][y′, y′′]∏
0≤k<ℓ≤n{p}
P (c, y′′k,ℓ)
m =
∑
0≤k≤n{p}
Wk(c, y
′, y′′) ·Qk(c, y
′
k) +
+
∑
0≤k<ℓ≤n{p}
Wk,ℓ(c, y
′, y′′) · Rk,ℓ(y
′
k, y
′
ℓ, y
′′
k,ℓ)
such that all the terms have degree in (c, y′, y′′) bounded by n{p}n{p}+12(
n{p}+1
2 )(1 +
(n{p}+1
2
)
p).
Proof. Consider an auxiliary variable y¯ and the polynomials P [h](c, y, y¯), Q
[h]
k (c, y
′
k, y¯) and
R
[h]
k,ℓ(y
′
k, y
′
ℓ, y
′′
k,ℓ, y¯) obtained respectively from P (c, y), Qk(c, y
′
k) and Rk,ℓ(y
′
k, y
′
ℓ, y
′′
k,ℓ) by homo-
geneization.
It is clear from Lemma 4.1.4 that for any γ ∈ K
p
, ψ′ ∈ K
n{p}+1
, ψ′′ ∈K
(n{p}+12 ) and ψ¯ ∈ K,
if Q
[h]
k (γ, ψ
′
k, ψ¯) = 0 for 0 ≤ k ≤ n{p} and R
[h]
k,ℓ(ψ
′
k, ψ
′
ℓ, ψ
′′
k,ℓ, ψ¯) = 0 for 0 ≤ k < ℓ ≤ n{p}, then
ψ¯
∏
0≤k<ℓ≤n{p}
P [h](γ, ψ′′k,ℓ, ψ¯) = 0.
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Following [31, Theorem 1.3], we have an identity
y¯m ·
∏
0≤k<ℓ≤n{p}
P [h](c, y′′k,ℓ, y¯)
m =
∑
0≤k≤n{p}
W
[h]
k (c, y
′, y′′, y¯) ·Q
[h]
k (c, y
′
k, y¯)+
+
∑
0≤k<ℓ≤n{p}
W
[h]
k,ℓ(c, y
′, y′′, y¯) · R
[h]
k,ℓ(y
′
k, y
′
ℓ, y
′′
k,ℓ, y¯)
(1)
with m = n{p}n{p}+12(
n{p}+1
2 ) and W
[h]
k and W
[h]
k,ℓ homogeneous polynomials such that all the
terms in (1) have degree in (c, y′, y′′, y¯) equal to m(1 +
(
n{p}+1
2
)
p). The lemma follows by
evaluating y¯ = 1 in (1). 
The following function plays a key role in the estimates of the degrees in the weak inference
version of the Fundamental Theorem of Algebra.
Definition 4.1.6 Using Notation 4.1.1, let g2 : N∗ → R, g2{p} = 2
23(
p
2 )
2r{p}
.
Technical Lemma 4.1.7 Let p ∈ N∗.
1. If p ≥ 3 is an odd number, then 3g1{p− 1, p} ≤ g2{p}.
2. If p ≥ 4 is an even number, then 316p
9m8(
n{p}+1
2 )g
n{p}+1
2 {n{p}} ≤ g2{p}, where m =
n{p}n{p}+12(
n{p}+1
2 ).
Proof. See Section 8. 
Theorem 4.1.8 (Fundamental Theorem of Algebra as a weak existence) Let p ≥ 1
and P = yp +
∑
0≤h≤p−1Ch · y
h ∈ K[u][y]. Then
⊢ ∃z [ P (z) = 0 ],
where z = a+ ib is a complex variable (see Notation 2.3.1).
If we have an initial incompatibility in K[v][a, b] where v ⊃ u and a, b 6∈ v, with monoid part
S, degree in w ⊂ v bounded by δw and degree in (a, b) bounded by δz, the final incompatibility
has monoid part Se with e ≤ g2{p}, and degree in w bounded by g2{p}(δw + δz degw P ).
Proof. Consider the initial incompatibility in K[v][a, b]
S +N(a, b) + Z(a, b) +W1(a, b) · PRe(a, b) +W2(a, b) · PIm(a, b) = 0 (2)
with S ∈ M (H26=), N(a, b) ∈ N (H≥)K[v][a,b], Z(a, b) ∈ Z (H=)K[v][a,b] and W1(a, b), W2(a, b) ∈
K[v][a, b], where H is a system of sign conditions in K[v].
The proof proceeds by induction on r{p}. For r{p} = 0, i.e. p is odd, we evaluate b = 0 in
(2) and, since PIm(a, b) is a multiple of b and PRe(a, 0) = P (a), we obtain an incompatibility of
type
S +N ′(a) + Z ′(a) +W ′(a) · P (a) = 0 (3)
4 FUNDAMENTAL THEOREM OF ALGEBRA 41
withN ′(a) ∈ N (H≥)K[v][a], Z
′(a) ∈ Z (H=)K[v][a] andW
′(a) ∈K[v][a]. For p = 1, we substitute
a = −C0 and we take the result as the final incompatibility. For odd p ≥ 3, we apply to (3) the
weak inference
⊢ ∃a [ P (a) = 0 ].
By Theorem 3.2.1 (Real Root of an Odd Degree Polynomial as a weak existence) we obtain
an incompatibility with monoid part Se with e ≤ g1{p − 1, p} and degree in w bounded by
3g1{p − 1, p}(δw + δz degw P ), which serves as the final incompatibility taking into account
Lemma 4.1.7 (item 1).
Suppose now r{p} ≥ 1, then p is even. If W1(a, b) and W2(a, b) in (2) are both the zero
polynomial, we evaluate a = 0 and b = 0 in (2) and we take the result as the final incompatibility.
From now, we suppose thatW1(a, b) andW2(a, b) are not both the zero polynomial and therefore,
δz ≥ p.
For p = 2, the result follows from Lemma 2.3.4.
So we suppose p ≥ 4 and , from now on, we denote n = n{p}, and m = nn+12(
n+1
2 ).
For 0 ≤ k < ℓ ≤ n, we substitute a = a′′k,ℓ, b = b
′′
k,ℓ in (2) and we apply the weak inference
P 2Re(a
′′
k,ℓ, b
′′
k,ℓ) + P
2
Im(a
′′
k,ℓ, b
′′
k,ℓ) = 0 ⊢ P (z
′′
k,ℓ) = 0.
By Lemma 2.1.14, we obtainy P 2Re(a′′k,ℓ, b′′k,ℓ) + P 2Im(a′′k,ℓ, b′′k,ℓ) = 0, H yK[v][a′′
k,ℓ
,b′′
k,ℓ
]
(4)
with monoid part S2, degree in w bounded by 2(δw+degw C0) and degree in (a
′′
k,ℓ, b
′′
k,ℓ) bounded
by 2δz .
Then we apply to the incompatibilities (4) for 0 ≤ k < ℓ ≤ n, each one repeated m times,
the weak inference∏
0≤k<ℓ≤n
(
P 2Re(a
′′
k,ℓ, b
′′
k,ℓ) + P
2
Im(a
′′
k,ℓ, b
′′
k,ℓ)
)m
= 0 ⊢
∨
0≤k<ℓ≤n,
1≤j≤m
P 2Re(a
′′
k,ℓ, b
′′
k,ℓ) + P
2
Im(a
′′
k,ℓ, b
′′
k,ℓ) = 0.
By Lemma 2.1.12, we obtainy
∏
0≤k<ℓ≤n
(
P 2Re(a
′′
k,ℓ, b
′′
k,ℓ) + P
2
Im(a
′′
k,ℓ, b
′′
k,ℓ)
)m
= 0, H
y
K[v][a′′,b′′]
(5)
with monoid part S2m(
n+1
2 ), degree in w bounded by 2m
(n+1
2
)
(δw + degw C0) and degree in
(a′′k,ℓ, b
′′
k,ℓ) bounded by 2mδz for 0 ≤ k < ℓ ≤ n.
By Lemma 4.1.5, we have an identity∏
0≤k<ℓ≤n
(
P 2Re(a
′′
k,ℓ, b
′′
k,ℓ) + P
2
Im(a
′′
k,ℓ, b
′′
k,ℓ)
)m
=
=
( ∑
0≤k≤n
(Wk)Re · (Qk)Re − (Wk)Im · (Qk)Im +
∑
0≤k<ℓ≤n
(Wk,ℓ)Re · (Rk,ℓ)Re − (Wk,ℓ)Im · (Rk,ℓ)Im
)2
+
+
( ∑
0≤k≤n
(Wk)Re · (Qk)Im + (Wk)Im · (Qk)Re +
∑
0≤k<ℓ≤n
(Wk,ℓ)Re · (Rk,ℓ)Im + (Wk,ℓ)Im · (Rk,ℓ)Re
)2
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and then we apply to (5) the weak inference∧
0≤k≤n
Qk(C, z
′
k) = 0,
∧
0≤k<ℓ≤n
Rk,ℓ(z
′
k, z
′
ℓ, z
′′
k,ℓ) = 0 ⊢
⊢
∏
0≤k<ℓ≤n
(
P 2Re(a
′′
k,ℓ, b
′′
k,ℓ) + P
2
Re(a
′′
k,ℓ, b
′′
k,ℓ)
)m
= 0.
By Lemma 2.1.8, we obtainy
∧
0≤k≤n
Qk(C, z
′
k) = 0,
∧
0≤k<ℓ≤n
Rk,ℓ(z
′
k, z
′
ℓ, z
′′
k,ℓ) = 0, H
y
K[v][a′,b′,a′′,b′′]
(6)
with the same monoid part, degree in w bounded by
2m
((n+ 1
2
)
δw +
(
1 +
(
n+ 1
2
)
p
)
degw P
)
≤ m
(1
4
p4δw +
1
4
p5 degw P
)
,
degree in (a′k, b
′
k) bounded by 2m(1 +
(n+1
2
)
p) ≤ 14mp
5 for 0 ≤ k ≤ n and degree in (a′′k,ℓ, b
′′
k,ℓ)
bounded by 2m(1− p+
(n+1
2
)
p+ δz) ≤ m(
1
4p
5 + 2δz) for 0 ≤ k < ℓ ≤ n.
Then we fix an arbitrary order (k1, ℓ1), . . . , (k(n+12 )
, ℓ(n+12 )
) of all the pairs (k, ℓ) with 0 ≤ k <
ℓ ≤ n and we we successively apply to (6) for 1 ≤ h ≤
(n+1
2
)
the weak inference
⊢ ∃z′′kh,ℓh [ Rkh,ℓh(z
′
kh
, z′ℓh , z
′′
kh,ℓh
) = 0 ].
By Lemma 2.3.4, we obtain y
∧
0≤k≤n
Qk(C, z
′
k) = 0, H
y
K[v][a′,b′]
(7)
with monoid part S2m(
n+1
2 )8
(n+12 )
and degree in w bounded by
δ′w := m
(1
4
p4δw +
1
4
p5 degw P
)
8(
n+1
2 ).
In order to obtain a bound for the degree in (a′k, b
′
k) of (7) for 0 ≤ k ≤ n, we do the following
analysis. Consider a fixed 0 ≤ k0 ≤ n. For 1 ≤ h ≤
(n+1
2
)
, deg(a′
k0
,b′
k0
)Rkh,ℓh = 0 if k0 6= kh, ℓh
and deg(a′
k0
,b′
k0
)Rkh,ℓh = 1 otherwise. Again by Lemma 2.3.4, there will be
(n
2
)
values of h for
which the bound for the degree in (a′k0 , b
′
k0
) is multiplied by 8 and n values of h for which the
bound for the degree in (a′k0 , b
′
k0
) is multiplied by 8 and then increased by 40+m(6p5+48δz)8
h−1.
It is easy to see that the worst case for the degree bound in (a′k0 , b
′
k0
) is when these n values of
h are 1, . . . , n, and that, in this case, after the application of the first h ≤ n weak inferences, the
degree in (a′k0 , b
′
k0
) of the incompatibility we obtain is bounded by
1
4
mp58h + 40
( ∑
0≤j≤h−1
8j
)
+m(6p5 + 48δz)h8
h−1.
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From this, we conclude that the degree in (a′k, b
′
k) of (7) is bounded by
1
4
mp58(
n+1
2 ) + 40
( ∑
0≤j≤n−1
8j
)
8(
n
2) +m(6p5 + 48δz)n8
(n+12 )−1 ≤ m
(3
8
p7 + 3p2δz
)
8(
n+1
2 ) =: δ′z′
for 0 ≤ k ≤ n.
Finally we successively apply to (7) for every 0 ≤ k ≤ n the weak inference
⊢ ∃z′k [ Qk(C, z
′
k) = 0 ].
Since r{n{p}} = r{p} − 1, by the inductive hyphotesis, we obtain
↓ H ↓K[v] (8)
with monoid part S2m(
n+1
2 )8
(n+12 )e′n+1 with e′ ≤ g2{n}. Also, when applying the weak inference
corresponding to the index k, the bound for the degree in w is increased by gk2{n}δ
′
z′(p−1) degw P
and then multiplied by g2{n} (see Remark 4.1.3). It is easy to see that, after the application of
this weak inference, the degree in w of the incompatibility we obtain is bounded by
gk+12 {n}(δ
′
w + (k + 1)δ
′
z′(p− 1) degw P ).
Therefore, the degree in w of (8) is bounded by
gn+12 {n}(δ
′
w + (n+ 1)δ
′
z′(p− 1) degw P ) ≤ g
n+1
2 {n}m
(1
4
p4δw +
3
16
p9δz degw P
)
8(
n+1
2 ).
The incompatibility (8) serves as the final incompatibility since
2m
(
n+ 1
2
)
8(
n+1
2 )gn+12 {n} ≤
1
4
p4m8(
n+1
2 )gn+12 {n} ≤
3
16
p9m8(
n+1
2 )gn+12 {n} ≤ g2{p}
and
gn+12 {n}m
(1
4
p4δw +
3
16
p9δz degw P
)
8(
n+1
2 ) ≤
≤ gn+12 {n}
3
16
p9m
(
δw + δz degw P
)
8(
n+1
2 ) ≤ g2{p}(δw + δz degw P )
using Lemma 4.1.7 (item 2). 
4.2 Decomposition of a polynomial into irreducible real factors
We obtain now a weak disjunction on the possible decompositions of a polynomial into irreducible
real factors.
We prove first an auxiliary lemma.
Lemma 4.2.1 Let p ≥ 2 be an even number and P = yp +
∑
0≤h≤p−1Ch · y
h ∈ K[u][y]. Then
⊢ ∃(t1, t2) [ P ≡ (y − t1) · (y − t2) ·Quot(P, (y − t1)(y − t2)) ] ∨
∨ ∃z [ P ≡ ((y − a)2 + b2) ·Quot(P, (y − a)2 + b2), b 6= 0 ],
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where z = a+ ib is a complex variable (see Notation 2.3.1).
Suppose we have initial incompatibilities in K[v][t1, t2] and K[v][a, b] where v ⊃ u and
t1, t2, a, b 6∈ v, with monoid part S1 and S2 · b
2e and degree in w ⊂ v bounded by δw. Sup-
pose also that the first initial incompatibility has degree in t1 and degree in t2 bounded by δt and
the second initial incompatibility has degree in (a, b) bounded by δz. Then, the final incompati-
bility has monoid part S
2(e+1)f
1 · S
f ′
2 with f ≤ g1{p − 2, p − 1}g2{p} and f
′ ≤ g2{p} and degree
in w bounded by
g2{p}
(
(1+6g1{p−2, p−1}(e+1))δw+
(
3+ δz+6g1{p−2, p−1}(e+1)(2+(p+1)δt)
)
degw P
)
,
Proof. Consider the initial incompatibilities,y P ≡ (y − t1) · (y − t2) ·Quot(P, (y − t1)(y − t2)), H yK[v][t1,t2] (9)
and y P ≡ ((y − a)2 + b2) ·Quot(P, (y − a)2 + b2), b 6= 0, H y
K[v][a,b]
, (10)
where H is a system of sign conditions in K[v].
We successively apply to (9) the weak inferences
P (t1) = 0, Quot(P, y − t1)(t2) = 0 ⊢ P ≡ (y − t1) · (y − t2) ·Quot(P, (y − t1)(y − t2)),
⊢ ∃t2 [ Quot(P, y − t1)(t2) = 0 ].
By Lemma 2.4.3 and Theorem 3.2.1 (Real Root of an Odd Degree Polynomial as a weak exis-
tence), we obtain y P (t1) = 0, H yK[v][t1] (11)
with monoid part Se
′
1 with e
′ ≤ g1{p − 2, p − 1} and, after some analysis, degree in w bounded
by 3g1{p− 2, p− 1}(δw+(1+ δt) degw P ) and degree in t1 bounded by 3g1{p− 2, p− 1}(1+ pδt).
Then we substitute t1 = a in (11) and, taking into account that PRe(a, b)−P (a) is a multiple
of b, we apply the weak inference
P (z) = 0, b = 0 ⊢ P (a) = 0.
By Lemma 2.1.8, we obtain y P (z) = 0, b = 0, H y
K[v][a,b]
(12)
with the same monoid part and bound for the degree in w and degree in (a, b) bounded by
3g1{p− 2, p − 1}(1 + pδt).
On the other hand, we apply to (10) the weak inference
P (z) = 0, b 6= 0 ⊢ P ≡ ((y − a)2 + b2) ·Quot(P, (y − a)2 + b2).
By Lemma 2.4.4, we obtain y P (z) = 0, b 6= 0, H y
K[v][a,b]
(13)
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with monoid part S2 · b
2(e+1), degree in w bounded by δw+degw P and degree in (a, b) bounded
by δz + 2.
Then we apply to (13) and (12) the weak inference
⊢ b 6= 0 ∨ b = 0.
By Lemma 2.1.16, we obtain y P (z) = 0, H y
K[v][a,b]
(14)
with monoid part S
2(e+1)e′
1 · S2, degree in w bounded by
δw + degw P + 6g1{p− 2, p − 1}(e + 1)(δw + (1 + δt) degw P )
and degree in (a, b) bounded by
δz + 2 + 6g1{p− 2, p − 1}(e+ 1)(1 + pδt).
Finally we apply to (14) the weak inference
⊢ ∃z [ P (z) = 0 ].
By Theorem 4.1.8 (Fundamental Theorem of Algebra as a weak existence), we obtain
↓ H ↓K[v]
with monoid part S
2(e+1)e′f ′
1 · S
f ′
2 with f
′ ≤ g2{p} and degree in w bounded by
g2{p}
(
(1+6g1{p−2, p−1}(e+1))δw+
(
3+ δz+6g1{p−2, p−1}(e+1)(2+(p+1)δt)
)
degw P
)
,
which serves as the final incompatibility. 
We define a new auxiliary function.
Definition 4.2.2 Let g3 : N→ R, g3{p} = 2
23(
p
2 )
p+1
.
Technical Lemma 4.2.3 Let p ∈ N∗.
1. If p ≥ 3 is an odd number, then 3(2p + 1)g1{p − 1, p}g3{p − 1} ≤ g3{p}.
2. If p ≥ 4 is an even number, then 6p3g1{p− 2, p − 1}g2{p}g
2
3{p − 2} ≤ g3{p}.
Proof. See Section 8. 
We now prove the weak disjunction on the possible decompositions taking into account only
the number of real and complex roots.
4 FUNDAMENTAL THEOREM OF ALGEBRA 46
Theorem 4.2.4 (Real Irreducible Factors as a weak existence) Let p ≥ 1 and P = yp+∑
0≤h≤p−1Ch · y
h ∈ K[u][y]. Then
⊢
∨
m+2n=p
∃(tm, zn)
[
P ≡
∏
1≤j≤m
(y − tm,j) ·
∏
1≤k≤n
((y − an,k)
2 + b2n,k),
∧
1≤k≤n
bn,k 6= 0
]
,
where tm = (tm,1, . . . , tm,m) is a set of variables and zn = (zn,1, . . . , zn,n) is set of complex
variables with zn,k = an,k + ibn,k (see Notation 2.3.1).
Suppose we have initial incompatibilities in K[v][tm, an, bn] where v ⊃ u and tm, an, bn are
disjoint from v, with monoid part Sm,n ·
∏
1≤k≤n b
2en,k
n,k with en,k ≤ e, degree in w ⊂ v bounded
by δw, degree in tm,j bounded by δt for 1 ≤ j ≤ m and degree in (an,k, bn,k) bounded by δz
for 1 ≤ k ≤ n. Then, the final incompatibility has monoid part
∏
m+2n=p S
fm,n
m,n with fm,n ≤
(e+ 1)2
⌊
p
2 ⌋−1g3{p} and degree in w bounded by (e+ 1)
2⌊
p
2 ⌋−1g3{p}(δw +max{δt, δz}degw P ).
Proof. Consider for m,n ∈ N such that m+ 2n = p the initial incompatibilityy P ≡
∏
1≤j≤m
(y − tm,j) ·
∏
1≤k≤n
((y − an,k)
2 + b2n,k),
∧
1≤k≤n
bn,k 6= 0, H
y
K[v][tm,an,bn]
(15)
where H is a system of sign conditions in K[v]. If max{δt, δz} = 0, the result follows by simply
taking any of the initial incompatibilities as the final incompatibility. So from now we suppose
max{δt, δz} ≥ 1.
We first prove the result for even p by induction. For p = 2 the result follows from Lemma
4.2.1. Suppose now p ≥ 4.
For m,n ∈ N such that m+ 2n = p with m ≥ 2, we apply to (15) the weak inference
P ≡ (y − tm,1) · (y − tm,2) ·Quot(P, (y − tm,1)(y − tm,2)),
Quot(P, (y − tm,1) · (y − tm,2)) ≡
∏
3≤j≤m
(y − tm,j) ·
∏
1≤k≤n
((y − an,k)
2 + b2n,k) ⊢
⊢ P ≡
∏
1≤j≤m
(y − tm,j) ·
∏
1≤k≤n
((y − an,k)
2 + b2n,k).
which is a particular case of the weak inference in Lemma 2.1.8. After a careful analysis, we
obtain y P ≡ (y − tm,1) · (y − tm,2) ·Quot(P, (y − tm,1) · (y − tm,2)),
Quot(P, (y − tm,1) · (y − tm,2)) ≡
∏
3≤j≤m
(y − tm,j) ·
∏
1≤k≤n
((y − an,k)
2 + b2n,k),∧
1≤k≤n
bn,k 6= 0, H
y
K[v][tm,an,bn]
(16)
with the same monoid part, degree in w bounded by δw + degw P , degree in tm,1 and in tm,2
bounded by δt + p − 2, degree in tm,j bounded by δt for 3 ≤ j ≤ m and degree in (an,k, bn,k)
bounded by δz for 1 ≤ k ≤ n.
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Then we substitute tm,1 = t1 and tm,2 = t2 in the incompatibilities (16) and we apply to
these incompatibilities the weak inference
⊢
∨
m+2n=p,
m≥2
∃(t′m, zn)
[
Quot(P, (y − t1) · (y − t2)) ≡
∏
3≤j≤m
(y − tm,j) ·
∏
1≤k≤n
((y − an,k)
2 + b2n,k),
∧
1≤k≤n
bn,k 6= 0
]
where t′m = (tm,3, . . . , tm,m). Since degy Quot(P, (y − t1) · (y − t2)) = p − 2, by the inductive
hyphotesis we obtainy P ≡ (y − t1) · (y − t2) ·Quot(P, (y − t1)(y − t2)), H yK[v][t1,t2] (17)
with monoid part ∏
m+2n=p,
m≥2
S
fm−2,n
m,n
with fm−2,n ≤ (e+ 1)
2
p−2
2 −1g3{p − 2}, degree in w bounded by
δ′w := (e+ 1)
2
p−2
2 −1g3{p− 2}(δw + (1 + max{δt, δz}) degw P ),
and degree in t1 and degree in t2 bounded by
δ′t := (e+ 1)
2
p−2
2 −1g3{p − 2}(δt + (1 + max{δt, δz})(p − 2)).
On the other hand, we obtain in a similar way, from the initial incompatibilities (15) for
m,n ∈ N such that m+ 2n = p with n ≥ 1,y P ≡ ((y − a)2 + b2) ·Quot(P, (y − a)2 + b2), b 6= 0, H y
K[v][a,b]
(18)
with, defining E =
∑
m+2n=p, n≥1 en,1fm,n−1, monoid part∏
m+2n=p,
n≥1
S
fm,n−1
m,n · b
2E
with fm,n−1 ≤ (e+ 1)
2
p−2
2 −1g3{p− 2}, degree in w bounded by δ
′
w and degree in (a, b) bounded
by
δ′z := (e+ 1)
2
p−2
2 −1g3{p − 2}(δz + (1 + max{δt, δz})(p − 2)).
Finally, we apply to (17) and (18) the weak inference
⊢ ∃(t1, t2) [ P ≡ (y − t1) · (y − t2) ·Quot(P, (y − t1) · (y − t2)) ] ∨
∨ ∃z [ P ≡ ((y − a)2 + b2) ·Quot(P, (y − a)2 + b2), b 6= 0 ].
By Lemma 4.2.1, we obtain
↓ H ↓K[v] (19)
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with monoid part ( ∏
m+2n=p,
m≥2
S
fm−2,n
m,n
)2(E+1)f
·
( ∏
m+2n=p,
n≥1
S
fm,n−1
m,n
)f ′
,
with f ≤ g1{p− 2, p − 1}g2{p} and f
′ ≤ g2{p}. Therefore, for m ≥ 2 and n ≥ 1, we take
fm,n = 2fm−2,n(E+1)f+fm,n−1f
′ ≤ (e+1)2
p
2−1pg1{p−2, p−1}g2{p}g
2
3{p−2} ≤ (e+1)
2
p
2−1g3{p}
using Lemma 4.2.3 (item 2). Also we take f0, p
2
= f0, p
2
−1f
′ ≤ (e + 1)2
p
2−1g3{p} and fp,0 =
2fp−2,0(E +1)f ≤ (e+1)
2
p
2−1g3{p} in a similar way. Again by Lemma 4.2.1, the degree in w of
(19) is bounded by
g2{p}
(
(1 + 6g1{p− 2, p − 1}(E + 1))δ
′
w +
+
(
3 + δ′z + 6g1{p− 2, p − 1}(E + 1)(2 + (p + 1)δ
′
t)
)
degw P
)
≤
≤ (e+ 1)2
p
2−16p3g1{p− 2, p − 1}g2{p}g
2
3{p − 2}(δw +max{δt, δz}degw P ) ≤
≤ (e+ 1)2
p
2−1g3{p}(δw +max{δt, δz}degw P )
using Lemma 4.2.3 (item 2). Therefore (19) serves as the final incompatibility.
Now we prove the result for odd p. For p = 1 note that we only have to consider m = 1 and
n = 0; therefore we can take e = 0. We simply substitute t1,1 = −C1 in (15) and take the result
as the final incompatibility. Suppose now p ≥ 3.
For m,n ∈ N such that m+ 2n = p we apply to (15) the weak inference
P ≡ (y − tm,1) ·Quot(P, y − tm,1),
Quot(P, y − tm,1) ≡
∏
2≤j≤m
(y − tm,j) ·
∏
1≤k≤n
((y − an,k)
2 + b2n,k) ⊢
⊢ P ≡
∏
1≤j≤m
(y − tm,j) ·
∏
1≤k≤n
((y − an,k)
2 + b2n,k).
which is a particular case of the weak inference in Lemma 2.1.8. After a careful analysis, we
obtain y P (tm,1) = 0,
Quot(P, y − tm,1) ≡
∏
2≤j≤m(y − tm,j) ·
∏
1≤k≤n((y − an,k)
2 + b2n,k),∧
1≤k≤n bn,k 6= 0, H
y
K[v][tm,an,bn]
(20)
with the same monoid part, degree in w bounded by δw + degw P , degree in tm,1 bounded by
δt + p − 1, degree in tm,j bounded by δt for 2 ≤ j ≤ m and degree in (an,k, bn,k) bounded by δz
for 1 ≤ k ≤ n.
Then we substitute tm,1 = t in the incompatibilities (20) and we apply to these incompati-
bilities the weak inference
⊢
∨
m+2n=p
∃(t′m, zn)
[
Quot(P, y−t) ≡
∏
2≤j≤m
(y−tm,j)·
∏
1≤k≤n
((y−an,k)
2+b2n,k),
∧
1≤k≤n
bn,k 6= 0
]
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where t′m = (tm,2, . . . , tm,m). Since degyQuot(P, y − t) is an even number greater than or equal
to 2, we obtain y P (t) = 0, H y
K[v][t]
(21)
with monoid part
∏
m+2n=p S
fm−1,n
m,n with fm−1,n ≤ (e+1)
2
p−1
2 −1g3{p− 1}, degree in w bounded
by
δ′′w := (e+ 1)
2
p−1
2 −1g3{p− 1}(δw + (1 + max{δt, δz}) degw P )
and degree in t bounded by
δ′′t := (e+ 1)
2
p−1
2 −1g3{p − 1}(δt + (1 + max{δt, δz})(p − 1)).
Finally, since p is odd, we apply to (21) the weak inference
⊢ ∃t [ P (t) = 0 ].
By Theorem 3.2.1 (Real Root of an Odd Degree Polynomial as a weak existence) we obtain
↓ H ↓K[v] (22)
with monoid part (
∏
m+2n=p S
fm−1,n
m,n )e
′
with e′ ≤ g1{p− 1, p}. Therefore, for every m and n, we
take fm,n = fm−1,ne
′ ≤ (e + 1)2
p−1
2 −1g1{p − 1, p}g3{p − 1} ≤ (e + 1)
2
p−1
2 −1g3{p} using Lemma
4.2.3 (item 1). Again by Theorem 3.2.1, the degree in w of (22) is bounded by
3g1{p − 1, p}(δ
′′
w + δ
′′
t degw P ) ≤
≤ (e+ 1)2
p−1
2 −13(2p + 1)g1{p − 1, p}g3{p− 1}(δw +max{δt, δz}degw P ) ≤
≤ (e+ 1)2
p−1
2 −1g3{p}(δw +max{δt, δz}degw P ).
using Lemma 4.2.3 (item 1). Therefore (22) serves as the final incompatibility. 
4.3 Decomposition of a polynomial into irreducible real factors with multi-
plicities
In order to prove the weak inference of the decomposition into irreducible factors taking multi-
plicities into account, we introduce some notation and definitions.
Notation 4.3.1 Let m ∈ N. We introduce the following notation: For m ∈ N∗,
Λm = {µ = (µ1 ≥ · · · ≥ µ#µ) | µi ∈ N∗ for 1 ≤ i ≤ #µ, |µ| =
∑
1≤i≤#µ
µi = m};
Λ0 is the set with a single element equal to an empty vector.
Definition 4.3.2 Let p ≥ 1, P = yp +
∑
0≤h≤p−1Ch · y
h ∈ K[u][y], (µ,ν) ∈ Λm × Λn with
m+2n = p, t = (t1, . . . , t#µ) and z = (z1, . . . , z#ν) a set of complex variables with zk = ak+ ibk
(see Notation 2.3.1). We define
Fµ,ν = yp +
∑
0≤h≤p−1
Fµ,νh · y
h =
∏
1≤j≤#µ
(y − tj)
µj ·
∏
1≤k≤#ν
((y − ak)
2 + b2k)
νk ∈ Z[t, a, b][y].
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Using Notation 2.4.5, we define the system of sign conditions
Fact(P )µ,ν(t, z)
in K[u][t, a, b] describing the decomposition of P into irreducible real factors:
P ≡ Fµ,ν ,
∧
1≤j<j′≤#µ
tj 6= tj′ ,
∧
1≤k≤#ν
bk 6= 0,
∧
1≤k<k′≤#ν
R(zk, zk′) 6= 0.
Before proving the weak disjunction on the possible decompositions taking multiplicities into
account, we define a new auxiliary function.
Definition 4.3.3 Let g4 : N→ R, g4{p} = 2
23(
p
2 )
p+2
.
Technical Lemma 4.3.4 For every p ∈ N∗, 2
(p2−p+2)2
1
2 p
2
g3{p} ≤ g4{p}.
Proof. Easy. 
Theorem 4.3.5 (Real Irreducible Factors with Multiplicities as a weak existence)
Let p ≥ 1 and P = yp +
∑
0≤h≤p−1Ch · y
h ∈ K[u][y]. Then
⊢
∨
m+2n=p
(µ,ν)∈Λm×Λn
∃(tµ, zν) [ Fact(P )
µ,ν(tµ, zν) ],
where tµ = (tµ,1, . . . , tµ,#µ) is a set of variables and zν = (zν,1, . . . , zν,#ν) is a set of complex
variables with zν,k = aν,k + ibν,k (see Notation 2.3.1).
Suppose we have initial incompatibilities in K[v][tµ, aν , bν ] where v ⊃ u, and tµ, aν , bν are
disjoint from v, with monoid part
Sµ,ν ·
∏
1≤j<j′≤#µ
(tµ,j − tµ,j′)
2eµ,ν
j,j′ ·
∏
1≤k≤#ν
b
2fµ,ν
k
ν,k ·
∏
1≤k<k′≤#ν
R(zν,k, zν,k′)
2gµ,ν
k,k′ ,
with eµ,νj,j′ ≤ e ∈ N∗ for 1 ≤ j < j
′ ≤ #µ, fµ,νk ≤ f ∈ N∗ for 1 ≤ k ≤ #ν and g
µ,ν
k,k′ ≤ g ∈ N∗
for 1 ≤ k < k′ ≤ #ν, degree in w ⊂ v bounded by δw, degree in tµ,j bounded by δt ≥ p for
1 ≤ j ≤ #µ, and degree in (aνk , b
ν
k ) bounded by δz ≥ p for 1 ≤ k ≤ #ν. Then, the final
incompatibility has monoid part ∏
m+2n=p
(µ,ν)∈Λm×Λn
S
hµ,ν
µ,ν
with hµ,ν ≤ max{e, g}
2
1
2p
2
f2
1
2pg4{p} and degree in w bounded by max{e, g}
2
1
2 p
2
f2
1
2 pg4{p}(δw +
max{δt, δz}degw P ).
For the proof of Theorem 4.3.5, we need an auxiliary notation and lemma.
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Notation 4.3.6 To J ⊂ {(j, j′) | 1 ≤ j < j′ ≤ m}, we associate the smallest equivalence
relation ≃J on {1, . . . ,m} such that (j, j
′) ∈ J implies j ≃J j
′. We define µJ ∈ Λm as the
non-increasing vector of cardinalities of the equivalence classes for ≃J and C1, . . . , C#µJ the
equivalence classes defined by ≃J .
Similarly, to K ⊂ {(k, k′) | 1 ≤ k < k′ ≤ n}, we associate the smallest equivalence re-
lation ≃K on {1, . . . , n} such that (k, k
′) ∈ K implies k ≃K k
′. We define νK ∈ Λm as the
non-increasing vector of cardinalities of the equivalence classes for ≃K and C
′
1, . . . , C
′
#νK
the
equivalence classes defined by ≃K .
Lemma 4.3.7 Let p ≥ 1, P = yp +
∑
0≤h≤p−1Ch · y
h ∈ K[u][y], m,n ∈ N with m + 2n = p,
J ⊂ {(j, j′) | 1 ≤ j < j′ ≤ m} and K ⊂ {(k, k′) | 1 ≤ k < k′ ≤ n}. Then
∃(t′, z′)
[
P ≡
∏
1≤j′≤m
(y − t′j′) ·
∏
1≤k′≤n
((y − a′k′)
2 + b′k′
2
),
∧
1≤j′
1
<j′
2
≤m,
(j′1,j
′
2)∈J
t′j′1
= t′j′2
,
∧
1≤j′
1
<j′
2
≤m,
(j′1,j
′
2) 6∈J
t′j′1
6= t′j′2
,
∧
1≤k′≤n
b′k′ 6= 0,
∧
1≤k′
1
<k′
2
≤n,
(k′1,k
′
2)∈K
R(z′k, z
′
k′) = 0,
∧
1≤k′
1
<k′
2
≤n,
(k′1,k
′
2) 6∈K
R(z′k, z
′
k′) 6= 0
]
⊢
⊢ ∃(t, z) [ Fact(P )µJ ,νK (t, z) ],
where t′ = (t′1, . . . , t
′
m), z
′ = (z′1, . . . , z
′
n) is a set of complex variables with z
′
k′ = a
′
k′ + ib
′
k′
t = (t1, . . . , t#µJ ) and z = (z1, . . . , z#νK ) is a set of complex variables with zk = ak + ibk (see
Notation 2.3.1).
Suppose we have an initial incompatibility in K[v][t, a, b] where v ⊃ u and t, a, b are disjoint
from v, with monoid part
S ·
∏
1≤j<j′≤#µJ
(tj − tj′)
2ej,j′ ·
∏
1≤k≤#νK
b2fkk ·
∏
1≤k<k′≤#νK
R(zk, zk′),
2gk,k′ ,
with ej,j′ ≤ e for 1 ≤ j < j
′ ≤ #µJ , fk ≤ f for 1 ≤ k ≤ #νK and gk,k′ ≤ g for 1 ≤ k <
k′ ≤ #νK , degree in w ⊂ v bounded by δw, degree in tj bounded by δt ≥ p for 1 ≤ j ≤ #µJ ,
and degree in (ak, bk) bounded by δz ≥ p for 1 ≤ k ≤ #νK . Then, the final incompatibility has
monoid part
Sh ·
∏
1≤j′
1
<j′
2
≤m,
(j′1,j
′
2) 6∈J
(t′j′1
− t′j′2
)
2e′
j′
1
,j′
2 ·
∏
1≤k′≤n
b′k′
2f ′
k′ ·
∏
1≤k′
1
<k′
2
≤n,
(k′1,k
′
2) 6∈K
R(z′k, z
′
k′)
2g′
k′
1
,k′
2
with h ≤ 2n(n−1), e′j′1,j′2
≤ 2n(n−1)e for 1 ≤ j′1 < j
′
2 ≤ m, (j
′
1, j
′
2) 6∈ J , f
′
k′ ≤ 2
n(n−1)f for
1 ≤ k′ ≤ n and g′k′1,k′2
≤ 2n(n−1)g for 1 ≤ k′1 < k
′
2 ≤ n, (k
′
1, k
′
2) 6∈ K, degree in w bounded by
2n(n−1)δw, degree in t
′
j′ bounded by 2
n(n−1)δt for 1 ≤ j
′ ≤ m, and degree in (a′k′ , b
′
k′) bounded by
2n(n−1)δz for 1 ≤ k
′ ≤ n.
Proof. Consider the initial incompatibilityy Fact(P )µJ ,νK (t, z), H y
K[v][t,a,b]
(23)
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where H is a system of sign conditions in K[v].
First, for 1 ≤ j ≤ #µJ and 1 ≤ k ≤ #νK , we choose α(j) ∈ Cj and β(k) ∈ C
′
k (using
Notation 4.3.6) and we substitute tj = t
′
α(j) and (ak, bk) = (a
′
β(k), b
′
β(k)) in (23). Then we apply
the weak inference
P ≡
∏
1≤j′≤m
(y − t′j′) ·
∏
1≤k′≤n
((y − a′k′)
2 + b′k′
2
),
∧
1≤j′
1
<j′
2
≤m,
(j′1,j
′
2)∈J
t′j′1
= t′j′2
,
∧
1≤k′1<k
′
2≤n,
(k′
1
,k′
2
)∈K
(y − a′k′1
)2 + b′k′1
2
≡ (y − a′k′2
)2 + b′k′2
2
⊢
⊢ P ≡ FµJ ,νK .
By Lemma 2.1.8, we obtainy P ≡ ∏
1≤j′≤m
(y − t′j′) ·
∏
1≤k′≤n
((y − a′k′)
2 + b′k′
2
)
∧
1≤j′
1
<j′
2
≤m,
(j′1,j
′
2)∈J
t′j′1
= t′j′2
,
∧
1≤j<j′≤#µJ
t′α(j) 6= t
′
α(j′),
∧
1≤k≤#νK
b′β(k) 6= 0,
∧
1≤k′
1
<k′
2
≤n,
(k′
1
,k′
2
)∈K
(y − a′k′1
)2 + b′k′1
2
≡ (y − a′k′2
)2 + b′k′2
2
,
∧
1≤k<k′≤#νK
R(z′β(k), z
′
β(k)) 6= 0, H
y
K[v][t′,a′,b′]
(24)
with monoid part
S ·
∏
1≤j<j′≤#µJ
(t′α(j) − t
′
α(j′))
2ej,j′ ·
∏
1≤k≤#νK
b′β(k)
2fk ·
∏
1≤k<k′≤#νK
R(z′β(k), z
′
β(k′))
2gk,k′
and, after some analysis, degree in w bounded by δw, degree in t
′
j′ bounded by δt for 1 ≤ j
′ ≤ m,
and degree in (a′k′ , b
′
k′) bounded by δz for 1 ≤ k
′ ≤ n (using δt ≥ p and δz ≥ p). Note
that for 1 ≤ j < j′ ≤ #µJ , if α(j) < α(j
′) then (α(j), α(j′)) 6∈ J and if α(j′) < α(j) then
(α(j′), α(j)) 6∈ J , and a similar fact holds for 1 ≤ k < k′ ≤ #νK .
Finally, we successively apply to (24) for (k′1, k
′
2) ∈ K the weak inference
R(z′k′1
, z′k′1
) = 0 ⊢ (y − a′k′1
)2 + b′k′1
2
≡ (y − a′k′2
)2 + b′k′2
2
.
The proof is easily finished using Lemma 2.4.6. 
Proof of Theorem 4.3.5. Consider for (µ,ν) ∈ Λm × Λn the initial incompatibilityy Fact(P )µ,ν(tµ, zν), H yK[v][tµ,aν ,bν ] (25)
where H is a system of sign conditions in K[v].
For each m and n, for each J ⊂ {(j, j′) | 1 ≤ j < j′ ≤ m} and K ⊂ {(k, k′) | 1 ≤ k < k′ ≤ n},
we apply to the incompatibility (25) corresponding to (µJ ,νK) (see Notation 4.3.6) the weak
inference
∃(tm, zn)
[
P ≡
∏
1≤j≤m
(y − tm,j) ·
∏
1≤k≤n
((y − an,k)
2 + b2n,k),
∧
1≤j<j′≤m,
(j,j′)∈J
tm,j = tm,j′ ,
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∧
1≤j<j′≤m,
(j,j′) 6∈J
tm,j 6= tm,j′ ,
∧
1≤k≤n
bn,k 6= 0,
∧
1≤k<k′≤n,
(k,k′)∈K
R(zn,k, zn,k′) = 0,
∧
1≤k<k′≤n,
(k,k′) 6∈K
R(zn,k, zn,k′) 6= 0
]
⊢
⊢ ∃(tµJ , zνK ) [ Fact(P )
µJ ,νK (tµJ , zνK ) ],
where tm = (tm,1, . . . , tm,m) and zn = (zn,1, . . . , zn,n). By Lemma 4.3.7 we obtainy P ≡ ∏
1≤j≤m
(y − tm,j) ·
∏
1≤k≤n
((y − an,k)
2 + b2n,k),
∧
1≤j<j′≤m,
(j,j′)∈J
tm,j = tm,j′ ,
∧
1≤j<j′≤m,
(j,j′) 6∈J
tm,j 6= tm,j′,
∧
1≤k≤n
bn,k 6= 0,
∧
1≤k<k′≤n,
(k,k′)∈K
R(zn,k, zn,k′) = 0,
∧
1≤k<k′≤n,
(k,k′) 6∈K
R(zn,k, zn,k′) 6= 0, H
y
K[v][tm,an,bn]
(26)
with monoid part
S
hJ,K
µJ ,νK ·
∏
1≤j<j′≤m,
(j,j′) 6∈J
(tm,j − tm,j′)
2eJ,K,j,j′ ·
∏
1≤k≤n
b
2fJ,K,k
n,k ·
∏
1≤k<k′≤n,
(k,k′) 6∈K
R(zn,k, zn,k′)
2gJ,K,k,k′
with hJ,K ≤ 2
n(n−1), eJ,K,j,j′ ≤ 2
n(n−1)e for 1 ≤ j < j′ ≤ m, (j, j′) 6∈ J , fJ,K,k ≤ 2
n(n−1)f for
1 ≤ k ≤ n and gJ,K,k,k′ ≤ 2
n(n−1)g for 1 ≤ k < k′ ≤ n, (k, k′) 6∈ K, degree in w bounded by
2n(n−1)δw, degree in tm,j bounded by 2
n(n−1)δt for 1 ≤ j ≤ m and degree in (an,k, bn,k) bounded
by 2n(n−1)δz for 1 ≤ k ≤ n.
Then, for each m and n, we apply to incompatibilities (26) for every J ⊂ {(j, j′) | 1 ≤ j <
j′ ≤ m} and K ⊂ {(k, k′) | 1 ≤ k < k′ ≤ n}, the weak inference
P ≡
∏
1≤j≤m
(y − tm,j) ·
∏
1≤k≤n
((y − an,k)
2 + b2n,k),
∧
1≤k≤n
bn,k 6= 0 ⊢
⊢
∨
J,K
(
P ≡
∏
1≤j≤m
(y−tm,j)·
∏
1≤k≤n
((y−an,k)
2+b2n,k),
∧
1≤j<j′≤m,
(j,j′)∈J
tm,j = tm,j′,
∧
1≤j<j′≤m,
(j,j′) 6∈J
tm,j 6= tm,j′ ,
∧
1≤k≤n
bn,k 6= 0,
∧
1≤k<k′≤n,
(k,k′)∈K
R(zn,k, zn,k′) = 0,
∧
1≤k<k′≤n,
(k,k′) 6∈K
R(zn,k, zn,k′) 6= 0
)
.
By Lemma 2.1.19 and taking into account that there are at most 2
1
2
p(p−1) pairs of subsets (J,K)
and many different pairs may lead to the same pair of vectors (µJ ,νK), we obtainy P ≡
∏
1≤j≤m
(y − tm,j) ·
∏
1≤k≤n
((y − an,k)
2 + b2n,k),
∧
1≤k≤n
bn,k 6= 0, H
y
K[v][tm,an,bn]
(27)
with monoid part ∏
(µ,ν)∈Λm×Λn
S
h′µ,ν
µ,ν ·
∏
1≤k≤n
b
2f ′
n,k
n,k
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with h′
µ,ν ≤ max{e, g}
2
1
2p(p−1)−12(n
2−n+2)2
1
2p(p−1)−2 and f ′n,k ≤
max{e, g}2
1
2 p(p−1)−1f2(n
2−n+2)2
1
2p(p−1)−2 for 1 ≤ k ≤ n, degree in w
bounded by max{e, g}2
1
2p(p−1)−12(n
2−n+2)2
1
2p(p−1)−2δw, degree in tm,j bounded by
max{e, g}2
1
2 p(p−1)−12(n
2−n+2)2
1
2 p(p−1)−2δt for 1 ≤ j ≤ m and degree in (an,k, bn,k) bounded
by max{e, g}2
1
2p(p−1)−12(n
2−n+2)2
1
2p(p−1)−2δz.
Finally, we apply to incompatibilities (27) for every m and n such that m+2n = p the weak
inference
⊢
∨
m+2n=p
∃(tm, zn)
[
P ≡
∏
1≤j≤m
(y − tm,j) ·
∏
1≤k≤n
((y − an,k)
2 + bn,k
2),
∧
1≤k≤n
bn,k 6= 0
]
.
By Theorem 4.2.4 (Real Irreducible Factors as a weak existence) and using Lemma 4.3.4, we
obtain
↓ H ↓K[v]
with monoid part ∏
m+2n=p
(µ,ν)∈Λm×Λn
S
hµ,ν
µ,ν
with hµ,ν ≤ max{e, g}
2
1
2p
2
f2
1
2pg4{p} and degree in w bounded by max{e, g}
2
1
2 p
2
f2
1
2 pg4{p}(δw+
max{δt, δz}degw P ), which serves as the final incompatibility. 
5 HERMITE’S THEORY 55
5 Hermite’s Theory
In this section we study Hermite’s theory and Sylvester’s inertia law in the context of weak
inferences and incompatibilities. Hermite’s theory has two aspects: on one hand, the rank and
signature of Hermite’s quadratic form determine the number of real roots, and on the other
hand, sign conditions on the principal minors of Hermite’s quadratic form also determine its
rank and signature.
In Subsection 5.1, we explain how the rank and signature of Hermite’s quadratic form is
related to real root counting (Theorem 5.1.3) and we transform this statement into a weak
inference of a diagonalization formula (Theorem 5.1.11). In Subsection 5.2, we explain that
the rank and signature of Hermite’s quadratic form are also determined by sign conditions on
principal minors, which are closely related to subresultants (Theorem 5.2.2) and we transform
this statement into a weak inference of a different diagonalization formula (Theorem 5.2.17).
In Subsection 5.3, we produce an incompatibility for Sylvester’s inertia law, expressing the
impossibility for a quadratic form to have two diagonal forms with distinct rank and signature
(Theorem 5.3.6). Finally in Subsection 5.4, combining results from the preceding subsections,
we produce an incompatibility expressing the impossibility for a polynomial to have a number
of real roots in conflict with the rank and signature of its Hermite’s quadratic form predicted
by the signs of its principal minors (Theorem 5.4.3).
In this section we use many results from Section 2, but it is absolutely independent from the
results from Section 3 and Section 4.
On the other hand, the only result extracted from Section 5 used in the rest of the paper
is Theorem 5.4.3 (Hermite’s Theory as an incompatibility), which produces an incompatibility
used only twice in Section 6.
5.1 Signature of Hermite’s quadratic form and real root counting
In this section, K is as usual an ordered field and R is a real closed field containingK. Moreover,
D is a domain and F is a field of characteristic 0 containing D. A typical example of this
situation is the following: K is the field of rational numbers, R the field of real algebraic
numbers, D = K[c] the polynomials in a finite number of variables with coefficients in K and F
the corresponding field of fractions.
We now recall the definition of Hermite’s quadratic form [26, 4] and its role in real root
counting.
Notation 5.1.1 For a symmetric matrix A ∈Kp×p, we denote by Si(A) and Rk(A) the signa-
ture and rank of A respectively.
Definition 5.1.2 (Hermite Quadratic Form) Let P,Q ∈ D[y] with degP = p ≥ 1 and P
monic. The Hermite’s matrix Her(P ;Q) ∈ Dp×p is the matrix defined for 1 ≤ j1, j2 ≤ p by
Her(P ;Q)j1,j2 = Tra(Q · y
j1+j2−2)
where Tra(A) is the trace of the linear mapping of multiplication by A ∈ F[y] in the F-vector
space F[y]/P .
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Theorem 5.1.3 (Hermite’s Theory (1)) Let P,Q ∈ K[y] with = p ≥ 1, P monic. Then
Rk(Her(P ;Q)) = #{α+ iβ ∈ R[i] |P (α + iβ) = 0, Q(α + iβ) 6= 0},
Si(Her(P ;Q)) = #{θ ∈ R |P (θ) = 0, Q(θ) > 0} −#{θ ∈ R |P (θ) = 0, Q(θ) < 0}.
Even though this result is well known, we give here a detailed proof of Theorem 5.1.3 which
we will follow later on to obtain a weak inference counterpart of it. We introduce first some
more auxiliary notation and definitions.
Definition 5.1.4 For α ∈ R, its sign is defined as follows:

sign(α) = 0 if α = 0,
sign(α) = 1 if α > 0,
sign(α) = −1 if α < 0.
From now on, for P ∈ K[v], τ ∈ {−1, 0, 1}, we freely use sign(P ) = τ , to mean

P = 0 if τ = 0,
P > 0 if τ = 1,
P < 0 if τ = −1.
Similarly we define the invertibility of an element of R[i].
Definition 5.1.5 For α+ iβ ∈ R[i], its invertibility is defined as follows:{
inv(α+ iβ) = 0 if α = 0, β = 0,
inv(α+ iβ) = 1 if α2 + β2 6= 0.
From now on, for P (z) = PRe(a, b)+ iPIm(a, b) ∈K[i][v][z], κ ∈ {0, 1}, we freely use inv(P ) = κ,
to mean {
PRe(a, b) = 0, PIm(a, b) = 0 if κ = 0,
PRe(a, b)
2 + PIm(a, b)
2 6= 0 if κ = 1.
Remark 5.1.6 If D ∈ Kp×p is a diagonal matrix, with diagonal elements D1, . . . ,Dp,
Rk(D) =
∑
1≤i≤p
inv(Di),
Si(D) =
∑
1≤i≤p
sign(Di).
Notation 5.1.7 • For p ∈ N∗ and j ∈ N we denote by Ap,j ∈ Z[c0, . . . , cp−1] the unique
polynomial such that
Ap,j
(
Coef(y1, . . . , yp)
)
=
∑
1≤k≤p
yjk ∈ Z[y1, . . . , yp],
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where Coef(y1, . . . , yp) is the vector whose j-th entry, j = 0, . . . , p− 1, is
Coefj(y1, . . . , yp) = (−1)
p−j
∑
K⊂{1,...,p}
|K|=p−j
∏
k∈K
yk.
Note that degAp,j = j (see [13, Proof of Theorem 3, Chapter 7]).
• For j ∈ N and (µ,ν) ∈ Λm×Λn, let t = (t1, . . . , t#µ) , a = (a1, . . . , a#ν), b = (b1, . . . , b#ν)
be sets of variables , zi = ai + bi and z = (z1, . . . , z#ν). We denote by N
µ,ν
j ∈ Z[t, a, b] the
Newton sum polynomial
Nµ,νj =
∑
1≤i≤#µ
µit
j
i +
∑
1≤k≤#ν
2νk(z
j
k)Re .
Remark 5.1.8 • Let p ∈ N∗, (µ,ν) ∈ Λm × Λn with m + 2n = p, t = (t1, . . . , t#µ) is a
set of variables and z = (z1, . . . , z#ν) is a set of complex variables. Following Definition
4.3.2, for j ∈ N we have
Ap,j(F
µ,ν
0 (t, z), . . . ,F
µ,ν
p−1(t, z)) = N
µ,ν
j (t, z)
in Z[t, a, b].
• Let p ∈ N∗, P = y
p +
∑
0≤h≤p−1 γhy
h, Q =
∑
0≤h≤q γ
′
hy
h ∈ D[y]. For 1 ≤ j1, j2 ≤ p,
Her(P ;Q)j1,j2 =
∑
0≤h≤q
γ′hAp,h+j1+j2−2(γ0, . . . , γp−1)
(see [4, Proposition 4.54]).
Notation 5.1.9 Let p ∈ N∗, (µ,ν) ∈ Λm × Λn with m + 2n = p, t = (t1, . . . , t#µ) and
z = (z1, . . . , z#ν).
• For κ ∈ {0, 1}{1,...,#ν}, we denote Diµ,ν,κQ (t) the diagonal matrix with entries
(µ1Q(t1), . . . , µ#µQ(t#µ), ν1κ1,−ν1κ1, . . . , . . . , ν#νκ#ν ,−ν#νκ#ν , 0, . . . , 0).
5 HERMITE’S THEORY 58
• We denote by V(t, z) the p× p matrix

1 . . . 1 1 0 . . . . . . 1 0 0 . . . 0
t1 . . . t#µ a1 b1 . . . . . . a#ν b#ν 0 . . . 0
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
... 0 0
...
...
...
...
...
... 1 . . . 0
...
...
...
...
...
...
...
. . .
...
tp−11 . . . t
p−1
#µ (z
p−1
1 )Re (z
p−1
1 )Im . . . . . . (z
p−1
#ν )Re (z
p−1
#ν )Im 0 . . . 1


.
• For κ ∈ {0, 1}{1,...,#ν} and z′ = (z′k)κk=1 we denote by Sqκ(z
′) the p × p block diagonal
matrix having the first #µ diagonal elements equal 1, the next #ν diagonal blocks of size
2 equal to 

(
a′k b
′
k
−b′k a
′
k
)
if κk = 1,
the identity matrix of size 2 if κk = 0,
and the last p−#µ− 2#ν diagonal elements equal to 1.
• We denote by Bκ(t, z, z
′) the matrix V(t, z) · Sqκ(z
′).
Lemma 5.1.10
det(V(t, z)) =
∏
1≤j<j′≤#µ
(tj′ − tj) ·
∏
1≤j≤#µ,
1≤k≤#ν
((ak − tj)
2 + b2k) ·
∏
1≤k≤#ν
bk ·
∏
1≤k<k′≤#ν
R(zk, zk′).
Proof. Easy computation from the formula for the usual Vandermonde determinant. 
We can now give a proof of Theorem 5.1.3 (Hermite’s Theory (1)).
Proof of Theorem 5.1.3. Consider the decomposition of P into irreducible factors in R[y]
P =
∏
1≤j≤#µ
(y − θj)
µj ·
∏
1≤k≤#ν
((y − αk)
2 + β2k)
νk ,
with θ = (θ1, . . . , θ#µ) ∈ R
#µ, α = (α1, . . . , α#ν) ∈ R
#ν and β = (β1, . . . , β#ν) ∈ R
#ν and
κ ∈ {0, 1}{1,...,#ν} defined by κk = 1 if Q(αk + iβk) 6= 0 and κk = 0 otherwise.
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For 1 ≤ k ≤ #ν with κk = 1, we consider a square root α
′
k + iβ
′
k of 2Q(αk + iβk). Since
det(V(θ, α+ iβ)) 6= 0 by Lemma 5.1.10 and det(Sqκ(α
′ + iβ′)) 6= 0 by an easy computation, we
have that det(Bκ(θ, α+ iβ, α
′ + iβ′)) 6= 0.
Using Remark 5.1.8, it can be checked that
Her(P ;Q) = Bκ(θ, α+ iβ, α
′ + iβ′) ·Diµ,ν,κQ (θ) · Bκ(θ, α+ iβ, α
′ + iβ′)t.
The proof concludes then by simply noting that, by Remark 5.1.6,
Rk(Diµ,ν,κQ (θ)) = #{α+ iβ ∈ R[i] |P (α + iβ) = 0, Q(α + iβ) 6= 0},
Si(Diµ,ν,κQ (θ)) = #{θ ∈ R |P (θ) = 0, Q(θ) > 0} −#{θ ∈ R |P (θ) = 0, Q(θ) < 0}.

Now we give a weak inference version of Theorem 5.1.3 (Hermite’s Theory (1)), using Defi-
nition 4.3.2. Note that for the first time in this paper, the set of variables w in the statement of
the theorem is not an arbitrary set of variables included in v. This is enough for our purposes
and enables us to obtain a more precise result. In fact, many times from here on we will make
a similar distinction for the set of variables w.
Theorem 5.1.11 (Hermite’s Theory (1) as a weak existence) Let p ≥ 1, P = yp +∑
0≤h≤p−1Ch · y
h ∈ K[u][y], m, n ∈ N with m + 2n = p, (µ,ν) ∈ Λm × Λn, t = (t1, . . . , t#µ),
z = (z1, . . . , z#ν), Q =
∑
0≤h≤qDh · y
h ∈ K[u][y], κ ∈ {0, 1}{1,...,#ν} and s(κ) = #{k | 1 ≤ k ≤
#ν, κk = 1}. Then
Fact(P )µ,ν(t, z),
∧
1≤k≤#ν
inv(Q(zk)) = κk ⊢
⊢ ∃z′ [ Her(P ;Q) ≡ Bκ(t, z, z
′) · Diµ,ν,κQ (t) · Bκ(t, z, z
′)t, det(Bκ(t, z, z
′)) 6= 0 ]
where z′ = (z′k)κk=1.
Suppose we have an initial incompatibility in variables (v, a′, b′) where v ⊃ (u, t, a, b) and
(a′, b′) are disjoint from v, with monoid part S · det(Bκ(t, z, z
′))2e, degree in w bounded by δw
for some subset of variables w ⊂ v disjoint from (t, a, b), degree in tj bounded by δt, degree in
(ak, bk) bounded by δz and degree in (a
′
k, b
′
k) bounded by δz′. Then the final incompatibility has
monoid part
S2
2s(κ)
·
∏
1≤j<j′≤#µ
(tj′ − tj)
22s(κ)+1e ·
∏
1≤k≤#ν
b
22s(κ)+1(2#µ+1)e
k ·
·
∏
1≤k<k′≤#ν
R(zk, zk′)
22s(κ)+1e ·
∏
1≤k≤#ν,
κk=1
(Q2
Re
(zk) +Q
2
Im
(zk))
2e′
k
with e′k ≤ 2
2s(κ)−2(2e+ 1), degree in w bounded by
22s(κ)
(
δw + (2s(κ)(3e + δz′) + q + 2p+ 6)max{degw P,degwQ}
)
,
degree in tj bounded by 2
2s(κ)(δt + q+ 2p− 2) and degree in (ak, bk) bounded by 2
2s(κ)(δz + (6+
2(3e+ δz′))q + 2p− 2).
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Proof. We apply to the initial incompatibility the weak inference
Fact(P )µ,ν(t, z),
∧
1≤j≤#µ,
1≤k≤#ν
(ak − tj)
2 + b2k 6= 0,
∧
1≤k≤#ν,
κk=1
z′k 6= 0 ⊢ det(Bκ(t, z, z
′)) 6= 0.
By Lemma 2.1.2 (item 6) according to Lemma 5.1.10, we obtain an incompatibility with monoid
part
S·
( ∏
1≤j<j′≤#µ
(tj′−tj)·
∏
1≤j≤#µ,
1≤k≤#ν
((ak−tj)
2+b2k)·
∏
1≤k≤#ν
bk·
∏
1≤k<k′≤#ν
R(zk, zk′)·
∏
1≤k≤#ν,
κk=1
(a′k
2
+b′k
2
)
)2e
and the same degree bounds.
Then we successively apply for 1 ≤ j ≤ #µ and 1 ≤ k ≤ #ν the weak inferences
(ak − tj)
2 + b2k > 0 ⊢ (ak − tj)
2 + b2k 6= 0,
(ak − tj)
2 ≥ 0, b2k > 0 ⊢ (ak − tj)
2 + b2k > 0,
⊢ (ak − tj)
2 ≥ 0,
bk 6= 0 ⊢ b
2
k > 0.
By Lemmas 2.1.2 (items 2, 3 and 4) and 2.1.7, we obtain an incompatibility with monoid part
S ·
∏
1≤j<j′≤#µ
(tj′ − tj)
2e ·
∏
1≤k≤#ν
b
2(2#µ+1)e
k ·
∏
1≤k<k′≤#ν
R(zk, zk′)
2e ·
∏
1≤k≤#ν,
κk=1
(a′k
2
+ b′k
2
)2e
and the same degree bounds.
For 1 ≤ j1, j2 ≤ p, by Remark 5.1.8, we have
Her(P ;Q)j1,j2 − (Bκ(t, z, z
′) · Diµ,ν,κQ (t) · Bκ(t, z, z
′)t)j1,j2 =
=
∑
0≤h≤q
Dh ·
(
Ap,h+j1+j2−2(C0, . . . , Cp−1)−Ap,h+j1+j2−2(F
µ,ν
0 (t, z), . . . ,F
µ,ν
p−1(t, z))
)
+
+
∑
1≤k≤#ν,
κk=0
2νk
(
Q(zk)Re(z
j1+j2−2
k )Re −Q(zk)Im(z
j1+j2−2
k )Im
)
+
+
∑
1≤k≤#ν,
κk=1
νk
((
2Q(zk)Re − (a
′
k
2
− b′k
2
)
)
· (zj1+j2−2k )Re −
(
2Q(zk)Im − 2a
′
kb
′
k
)
· (zj1+j2−2k )Im
)
.
Therefore, we apply the weak inference
Fact(P )µ,ν(t, z),
∧
1≤k≤#ν,
κk=0
Q(zk) = 0,
∧
1≤k≤#ν,
κk=1
z′k
2
= 2Q(zk) ⊢
⊢ Her(P ;Q) ≡ Bκ(t, z, z
′) · Diµ,ν,κQ (t) · Bκ(t, z, z
′)t.
By Lemma 2.1.8, after some analysis, we obtain an incompatibility with the same monoid part,
degree in w bounded by δw+degwQ+(q+2p−2) degw P , degree in tj bounded by δt+q+2p−2,
degree in (ak, bk) bounded by δz + q + 2p − 2 and degree in (a
′
k, b
′
k) bounded by δz′ .
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Suppose that {k | 1 ≤ k ≤ #ν, κk = 1} = {k1, . . . , ks(κ)}. Finally we apply for 1 ≤ s ≤ s(κ)
the weak inference
Q(zks) 6= 0 ⊢ ∃z
′
ks [ z
′
ks 6= 0, z
′
ks
2
= 2Q(zks) ].
Using Lemma 2.3.2, it is easy to prove by induction on s that, for 1 ≤ s ≤ s(κ), after the
application of the weak inference corresponding to index s, we obtain an incompatibility with
monoid part
S2
2s
·
∏
1≤j<j′≤#µ
(tj′ − tj)
22s+1e ·
∏
1≤k≤#ν
b
22s+1(2#µ+1)e
k ·
·
∏
1≤k<k′≤#ν
R(zk, zk′)
22s+1e ·
∏
1≤i≤s
(Q2
Re
(zki) +Q
2
Im
(zki))
22se+22s−2i+1 ·
∏
s+1≤i≤s(κ)
(a′ki
2
+ b′ki
2
)2
2s+1e,
degree in w bounded by 22s(δw + degwQ + (q + 2p − 2) degw P ) + (
20
3 (2
2s − 1) + s22s+1(3e +
δz′)) degwQ, degree in tj bounded by 2
2s(δt+ q+2p− 2), degree in (ak, bk) bounded by 2
2s(δz+
q+2p−2), degree in (aki , bki) bounded by 2
2s(δz+ q+2p−2)+2
2(s−i)(20+22i+1(3e+ δz′))q for
1 ≤ i ≤ s, degree in (aki , bki) bounded by 2
2s(δz + q+2p− 2) for s+1 ≤ i ≤ s(κ) and degree in
(a′ki , b
′
ki
) bounded by 22sδz′ for s+ 1 ≤ i ≤ s(κ). Therefore, the incompatibility we obtain after
the application of the s(κ) weak inferences serves as the final incompatibility. 
5.2 Signature of Hermite’s quadratic form and signs of principal minors
The preceeding method to compute the signature of the Hermite’s quadratic form is based on the
factorization of P over a real closed field; therefore, it involves algebraic numbers. We explain
now another way to compute this signature using only operations in the ring of coefficients of P
and Q, through the principal minors of the Hermite’s matrix. Most of these results are classical
[20, 4] but we need them under precise algebraic identity form.
Notation 5.2.1 • Let P,Q ∈ D[y] with degP = p ≥ 1 and P monic. For 0 ≤ j ≤ p − 1,
we denote by HMij(P ;Q) the (p − j)-th principal minor of Her(P ;Q) and by HMi(P ;Q)
the list [HMi0(P ;Q), . . . ,HMip−1(P ;Q)] in D. We additionally define HMip(P ;Q) = 1.
• Given a sign condition τ ∈ {−1, 0, 1}{0,...,p−1} we denote by d(τ) the strictly decreasing
sequence (d0, . . . , ds) of natural numbers defined by d0 = p and {d1, . . . , ds} = {j | 0 ≤ j ≤
p− 1, τ(j) 6= 0}.
• For k ∈ N, εk = (−1)
k(k−1)/2.
Theorem 5.2.2 (Hermite’s Theory (2)) Let P,Q ∈ K[y] with degP = p ≥ 1, P monic,
τ ∈ {−1, 0, 1}{0,...,p−1} be the sign condition defined by τ(i) = sign(HMii(P ;Q)) and d(τ) =
(d0, . . . , ds). Then
Rk(Her(P ;Q)) = p− ds,
Si(Her(P ;Q)) =
∑
1≤i≤s,
di−1−di odd
εdi−1−diτ(di−1)τ(di).
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As in the previous subsection, even though this result is well known, we give here a detailed
proof of Theorem 5.2.2 which we will follow later on to obtain a weak inference counterpart of
it. First, we introduce some more notations and definitions, in order to make a link between
Hermite’s matrix and subresultants.
Definition 5.2.3 (Subresultants) Let P,R ∈ D[y] with degP = p ≥ 1 and degR = r < p.
• For 0 ≤ j ≤ r, the Sylvester-Habicht matrix SyHaj(P,R) ∈ D
(p+r−2j)×(p+r−j) is the matrix
whose rows are the polynomials
yr−j−1 · P, . . . , P,R, . . . , yp−j−1 ·R,
expressed in the monomial basis yp+r−j−1, . . . , y, 1.
• For 0 ≤ j ≤ r, the j-th subresultant polynomial of P,R, sResPj(P,R) ∈ D[y] is the
polynomial determinant of SyHaj(P,R), i.e.
sResPj(P,R) =
∑
0≤i≤j
det(SyHaj,i(P,R)) · y
i
where SyHaj,i(P,R) ∈ D
(p+r−2j)×(p+r−2j) is the matrix obtained by taking the p+r−2j−1
first columns and the (p+ r − j − i)-th column of SyHaj(P,R).
By convention, we extend this definition with
sResPp(P,R) = P,
sResPp−1(P,R) = R,
sResPj(P,R) = 0 for r < j < p− 1.
• For 0 ≤ j ≤ r, the j-th signed subresultant coefficient of P and R, sResj(P,R) ∈ D is the
coefficient of yj in sResPj(P,R).
By convention, we extend this definition with
sResp(P,R) = 1,
sResj(P,R) = 0 for r < j ≤ p− 1.
• For 0 ≤ j ≤ p, sResPj(P,R) is said to be defective if deg sResPj(P,R) < j or, equivalently,
if sResj(P,R) = 0.
• For 0 ≤ j ≤ r, the j-th subresultant cofactors of P,R, sResUj(P,R), sResVj(P,R) ∈
D[y] are the determinants of the matrices obtained by taking the first p + r − 2j − 1 first
columns of SyHaj(P,R) and a last column equal to (y
r−j−1, . . . , 1, 0, . . . , 0) and equal to
(0, . . . , 0, 1, . . . , yp−j−1), respectively.
By convention we extend these definitions with
sResUp(P,R) = 1, sResVp(P,R) = 0,
sResUp−1(P,R) = 0, sResVp−1(P,R) = 1,
sResUj(P,R) = 0, sResVj(P,R) = 0 for r < j < p− 1,
sResU−1(P,R) = −sRes0(P,R) · R, sResV−1(P,R) = sRes0(P,R) · P.
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Remark 5.2.4 When P is monic, the definitions of subresultant polynomials, signed subresul-
tant coefficients and subresultant cofactors, are independent of the degree r < p of R (see for
instance [21]). Therefore, we can artificially consider the degree of R as p−1, specialize its first
p− r − 1 coefficients as 0 and obtain the same result.
The connection between the subresultant coefficients and the Hermite’s matrix is the follow-
ing.
Proposition 5.2.5 Let P,Q ∈ D[y] with degP = p ≥ 1, P monic and let R be the remainder
of P ′ ·Q in the division by P . Then for 0 ≤ j ≤ p
HMij(P ;Q) = sResj(P,R).
Proof. See [4, Lemma 9.26 and Proposition 4.55]. 
We now explain how to diagonalize Hermite’s matrix using an alternative method. The first
step is to transform it into a block Hankel triangular matrix, using subresultants.
Notation 5.2.6 • Given α = (α1, . . . , αp) ∈ D
p, we denote by HanTp(α) ∈ D
p×p the
Hankel triangular matrix defined for 1 ≤ i, j ≤ p by HanTp(α)ij = 0 if i + j ≤ p and
HanTp(α)ij = α2p+1−i−j if i+ j ≥ p+ 1.
• Given S =
∑
0≤h≤p αhy
h ∈ D[y], we denote by HanTp(S) ∈ D
p×p the Hankel triangular
matrix HanTp(α1, . . . , αp).
Notation 5.2.7 Let P,R ∈ D[y] with degP = p ≥ 1 and degR = r < p. Let d = (d0, . . . , ds) be
the sequence of degrees of the non-defective subresultant polynomials of P and R and d−1 = p+1.
Note that d0 = p and d1 = r.
• For 1 ≤ i ≤ s, let Ri = sResPdi−1−1(P,R) ∈ D[y]. By the Structure Theorem for Subre-
sultants ([4, Theorem 8.30] ), degRi = di.
• For 1 ≤ i ≤ s,
sRdi = sResdi(P,R) ∈ D,
Tdi−1−1 = lcoeff(sResPdi−1−1(P,R)) ∈ D.
We extend this definiton with
sRp = 1 ∈ D,
Tp = 1 ∈ D.
• For 1 ≤ i ≤ s,
F˜di−1 = sResUdi−2−1(P,R) · sResVdi−1(P,R)−
−sResUdi−1(P,R) · sResVdi−2−1(P,R) ∈ D[y],
Fdi−1 =
1
sRdi · sRdi−1 · Tdi−1−1 · Tdi−2−1
· F˜di−1 ∈ F[y].
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As seen in the proof of [4, Proposition 8.36], F˜di−1 is the quotient of Tdi−1−1 · sRdi ·
sResPdi−2−1(P,R) in the division by sResPdi−1−1(P,R); therefore, for 1 ≤ i ≤ s,
degy F˜di−1 = degy Fdi−1 = di−1 − di, lcoeff(F˜di−1) = sRdi · Tdi−2−1 and lcoeff(Fdi−1) =
1
sRdi−1 ·Tdi−1−1
.
• Let HanBP ;R ∈ F
p×p be a block Hankel triangular matrix composed by s or s + 1 blocks
according to ds = 0 or ds > 0. For 1 ≤ i ≤ s, the i-th block of HanBP ;R ∈ F
p×p, of size
di−1 − di, is HanTdi−1−di(Fdi−1) and, if ds > 0, there is a final 0 block of size ds.
• Let us take now P monic and let Q ∈ D[y]. Consider R ∈ D[y] to be the remainder of
P ′ ·Q in the division by P . Let MP ;Q ∈ D
p×p be the matrix of the basis R :=
{yd0−d1−1 ·R1, . . . , R1, . . . , y
di−1−di−1 ·Ri, . . . , Ri, . . . , y
ds−1−ds−1 ·Rs, . . . , Rs, y
ds−1, . . . , 1}
of the subspace of F[y] of polynomials of degree less than p, in the Horner basis of P ,
Hor(P ) := {yp−1 +
∑
0≤h≤p−2
γh+1y
h, . . . , 1}.
In order to prove Theorem 5.2.2 (Hermite’s Theory (2)), we also use Bezoutians, which we
recall now.
Definition 5.2.8 (Bezoutian) Let P,R ∈ D[y], with degP = p ≥ 1 and degR = r < p. The
Bezoutian of P and R is defined as
Bez(P,R) =
P (x) ·R(y)−R(x) · P (y)
x− y
∈ D[x, y].
If B = {b1, . . . bp} is a basis of F[y]/P , Bez(P,R) can be uniquely written as
Bez(P,R) =
∑
1≤i,j≤p
αi,j · bi(x) · bj(y).
The Bezoutian matrix BezB(P ;R) ∈ F
p×p is the symmetric matrix with (i, j)-th entry equal to
the coefficient αi,j of bi(x) · bj(y) in Bez(P,R).
Lemma 5.2.9 Following Notation 5.2.7,
BezR(P ;R) = HanBP ;R.
Proof. Since for any S =
∑
0≤h≤p αhy
h ∈ D[y] we have that
S(x)− S(y)
x− y
=
∑
1≤i≤p
∑
p+1−i≤j≤p
α2p+1−i−j · x
p−i · yp−j,
in order to prove the claim we have to prove that
Bez(P,R) =
∑
1≤i≤s
Fdi−1(x)− Fdi−1(y)
x− y
·Ri(x) · Ri(y).
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This will be done by induction on s, which, by the Structure Theorem for Subresultants ( [4,
Theorem 8.30]) is equal to the length of the remainder sequence of P and R.
If s = 0 then R is the zero polynomial and the statement is clear. Now suppose that s ≥ 1,
therefore R is not the zero polynomial, and let S be the remainder of P in the division by R.
Note that S is the zero polynomial if and only if s = 1. We also have that R = R1 and, since
sRp = Tp = 1, Fr−1 is the quotient of P in the division by R, this is to say
P = Fr−1 ·R1 + S
and therefore
Bez(P,R) =
Fr−1(x)− Fr−1(y)
x− y
·R1(x) · R1(y) + Bez(R,−S). (1)
For s = 1 equation (1) proves the claim. Suppose now that s ≥ 2. We define R′2, . . . , R
′
s,
sR′d1 , . . . , sR
′
ds , T
′
d1
, T ′d1−1, . . . , T
′
ds−1−1
and F ′d2−1, . . . , F
′
ds−1
as we did in Notation 5.2.7, but this
time we consider all definitions depending on the polynomials R and −S instead of P and R. If
β is the leading coefficient of R, we have
R2 = −εp−r · β
p−r+1 · S,
sRd1 = εp−r · β
p−r,
Td0−1 = β,
R′2 = −S.
In addition, by Proposition [4, 8.35], there exists λ ∈ D, λ 6= 0, such that
sRdi = λ · sR
′
di
for 2 ≤ i ≤ s,
Tdi−1−1 = λ · T
′
di−1−1
for 3 ≤ i ≤ s,
Ri = λ · R
′
i for 3 ≤ i ≤ s.
From this we first deduce that
Fd2−1 =
1
sRd1Td0−1
·Quot(R1, R2) =
1
εp−r · βp−r+1
·Quot(R,−εp−r · β
p−r+1 · S) =
=
1
(εp−r · βp−r+1)2
·Quot(R,−S) =
1
(εp−r · βp−r+1)2
· F ′d2−1,
second, since Td1−1 and T
′
d1−1
are the leading coefficients of R2 and R
′
2 respectively, that
Fd3−1 =
1
sRd2 · Td1−1
·Quot(R2, R3) =
1
λ · sR′d2 · T
′
d1−1
·Quot(R′2, λ · R3) =
1
λ2
· F ′d3−1,
and finally, that for 4 ≤ i ≤ s,
Fdi−1 =
1
sRdi−1 · Tdi−2−1
·Quot(Ri−1, Ri) =
1
λ2 · sR′di−1 · T
′
di−2−1
·Quot(λ··R′i−1, λ·R
′
i) =
1
λ2
·F ′di−1.
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Therefore for 2 ≤ i ≤ s we have that
(Fdi−1(x)− Fdi−1(y)) · Ri(x) ·Ri(y) =
(
F ′di−1(x)− F
′
di−1(y)
)
·R′i(x) · R
′
i(y).
Finally, using equation (1) and the inductive hypothesis, since the length of the remainder
sequence of R and −S is s− 1, we have that
Bez(P,R) =
Fr−1(x)− Fr−1(y)
x− y
· R1(x) · R1(y) + Bez(R,−S) =
=
Fr−1(x)− Fr−1(y)
x− y
· R1(x) · R1(y) +
∑
2≤i≤s
F ′di−1(x)− F
′
di−1
(y)
x− y
·R′i(x) ·R
′
i(y) =
=
∑
1≤i≤s
Fdi−1(x)− Fdi−1(y)
x− y
·Ri(x) ·Ri(y)
as we wanted to prove. 
Lemma 5.2.10 Following Notation 5.2.7 with R the remainder of P ′ ·Q in the division by P ,
Her(P ;Q) = MP ;Q ·HanBP ;R ·M
t
P ;Q.
Proof. The claim follows from Lemma 5.2.9 and the fact that
Her(P ;Q) = BezHor(P )(P ;R) = MP ;Q · BezR(P ;R) ·M
t
P ;Q
(see [4, Proposition 9.20 and Proposition 4.55]). 
We introduce some more definitions to transform the preceeding block Hankel form into a
diagonal form.
Definition 5.2.11 For p ∈ N∗ and a variable c, we define the diagonal matrix Dip ∈ Q[c]
p×p
as follows:
• If p is odd, Dip has c in the first
1
2(p − 1) diagonal entries,
1
2c in the next diagonal entry
and −c in the last 12(p − 1) diagonal entries.
• If p is even, Dip has c in the first
1
2p diagonal entries and −c in last
1
2p diagonal entries.
We also define for c = (c1, . . . , cp) the matrix Ep ∈ Q[c]
p×p as follows:
• E1 =
(
2
)
,
• E2 =
(
c2 0
1
2c1 c2
)(
1 1
1 −1
)
,
• For odd p ≥ 3, Ep =

cp 0 0
cp−1
... cp · Id 0
c2
1
2c1 0 cp




1 0 1
0 Id 0
1 0 −1




c
1
2
(p−3)
p 0 0
0 Ep−2(c
′) 0
0 0 c
1
2
(p−3)
p


with c′ = (c3, . . . , cp).
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• For even p ≥ 4, Ep =

cp 0 0
cp−1
... cp · Id 0
c2
1
2c1 0 cp




1 0 1
0 Id 0
1 0 −1




c
1
2
(p−2)
p 0 0
0 Ep−2(c
′) 0
0 0 c
1
2
(p−2)
p


with c′ = (c3, . . . , cp).
Finally, for S =
∑
0≤h≤p ch · y
h ∈ Q[c0, . . . , cp][y], we denote by Ep(S) ∈ Q[c1, . . . , cp]
p×p the
matrix Ep(c1, . . . , cp).
Lemma 5.2.12 • For odd p ∈ N∗ the degree of the entries of the matrix Ep is
1
2 (p − 1),
det(Ep) = (−1)
1
2
(p−1)2
1
2
(p+1)c
1
2
p(p−1)
p and
HanTp = Ep ·Dip
(1
2
c2−pp
)
· Etp.
• For even p ∈ N∗ the degree of the entries of the matrix Ep is
1
2p, det(Ep) = (−2)
1
2
pc
1
2
p2
p
and
HanTp = Ep ·Dip
(1
2
c1−pp
)
· Etp.
Proof. Easy to prove by induction on p. 
We can prove now Theorem 5.2.2 (Hermite’s Theory (2)).
Proof of Theorem 5.2.2. Following Notation 5.2.7, by Lemmas 5.2.10 and 5.2.12, it is clear
that
Rk(Her(P ;Q)) = p− ds,
Si(Her(P ;Q)) =
∑
1≤i≤s,
di−1−di odd
sign(sRdi−1 · Tdi−1−1).
By the Structure Theorem for Subresultants ([4, Theorem 8.30]), for 1 ≤ i ≤ s,
sRdi = εdi−1−di
T
di−1−di
di−1−1
sR
di−1−di−1
di−1
.
Therefore, for 1 ≤ i ≤ s such that di−1 − di is odd, sign(Tdi−1−1) = εdi−1−disign(sRdi). The
conclusion follows using Proposition 5.2.5. 
Before proving a related weak inference in Theorem 5.2.17 (Hermite’s Theory (2) as a weak
existence), we give some auxiliary definitions.
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Definition 5.2.13 Let p, q ∈ N, p ≥ 1. Let c = (c0, . . . , cp−1) be variables representing the
coefficients of P , c′ = (c′0, . . . , c
′
q) be variables represeting the coefficients of Q. In the following
definitions, we always consider y as the main variable.
• P = yp +
∑
0≤h≤p−1 ch · y
h ∈ K[c][y],
• Q =
∑
0≤h≤q c
′
h · y
h ∈K[c′][y],
• R ∈ K[c, c′][y] is the remainder of P ′ ·Q in the division by P ,
• for 0 ≤ j ≤ p, sResPj ∈ K[c, c
′][y] is the j-th subresultant polynomial of P and R,
• for 0 ≤ j ≤ p, sRj ∈ K[c, c
′] is the j-th signed subresultant coefficient of P and R,
• for −1 ≤ j ≤ p, sResUj ∈ K[c, c
′][y] and sResVj ∈ K[c, c
′][y] are the j-th subresultant
cofactors of P and R.
Let now τ ∈ {−1, 0, 1}{0,...,p−1} be a sign condition, d(τ) = (d0, . . . , ds) and d−1 = p+ 1.
• for 0 ≤ i ≤ s, T τdi−1−1 ∈ K[c, c
′] is the coefficient of degree di in sResPdi−1−1,
• for 1 ≤ i ≤ s, Rτi ∈ K[c, c
′][y] is the remainder of sResPdi−1−1 in the division by y
di+1,
• MτP ;Q ∈ K[c, c
′]p×p is the matrix of
{yd0−d1−1 ·Rτ1 , . . . , R
τ
1 , . . . , y
di−1−di−1 ·Rτi , . . . , R
τ
i , . . . , y
ds−1−ds−1 ·Rτs , . . . , R
τ
s , y
ds−1, . . . , 1}
in the Horner basis of P , {yp−1 +
∑
0≤h≤p−2 ch+1 · y
h, . . . , 1},
• for 1 ≤ i ≤ s, F˜ τdi−1 =
∑
j F˜
τ
di−1,j
· yj ∈ K[c, c′][y] is
sResUdi−2−1 · sResVdi−1 − sResUdi−1 · sResVdi−2−1.
In order to avoid dealing with rational functions, we consider variables ℓ = (ℓ1, . . . , ℓs)
representing the inverses of (sRdi)1≤i≤s and ℓ
′ = (ℓ′1, . . . , ℓ
′
s) variables representing the in-
verses of (T τdi−1−1)1≤i≤s. We additionally define ℓ0 = ℓ
′
0 = 1. We also consider variables
a = (ai)1≤i≤s, di−1−dieven and b = (bi)1≤i≤s, di−1−dieven which only purpose is to fix the sign of the
diagonal elements in the even size blocks in the diagonal matrix DiτP ;Q defined below.
• For 1 ≤ i ≤ s, F τdi−1 ∈K[c, c
′][ℓ, ℓ′][y] is
ℓi−1 · ℓ
′
i · y
di−1−di + ℓi · ℓi−1 · ℓ
′
i · ℓ
′
i−1
( ∑
0≤j≤di−1−di−1
F˜ τdi−1,j · y
j
)
,
• EτP ;Q ∈ K[c, c
′][ℓ, ℓ′]p×p is the block diagonal matrix composed by s or s+1 blocks according
to ds = 0 or ds > 0; for 1 ≤ i ≤ s the i-th block is the matrix Edi−1−di(F
τ
di−1
), if ds > 0
the last block is the identity matrix of size ds.
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• E′τ ∈ K[a, b]p×p is the block diagonal matrix composed by s or s + 1 blocks according to
ds = 0 or ds > 0; for 1 ≤ i ≤ s, the i-th block is the identity matrix of size di−1 − di if
di−1 − di is odd and the matrix

ai 0 . . . . . . 0 bi
0
. . . . .
.
0
... ai bi
...
... −bi ai
...
0 . .
. . . .
−bi 0 . . . . . . 0 ai


of size di−1 − di if di−1 − di is even, if ds > 0 the last block is the identity matrix of size
ds.
• BτP ;Q = M
τ
P ;Q · E
τ
P ;Q · E
′τ ∈ K[c, c′][ℓ, ℓ′, a, b]p×p.
• DiτP ;Q ∈ K[c, c
′][ℓ, ℓ′]p×p is the diagonal matrix defined by blocks, composed by s or s + 1
blocks according to ds = 0 or ds > 0; for 1 ≤ i ≤ s, the i-th block is the diagonal matrix
Didi−1−di
(1
2
εdi−1−diℓ
2
i−1 · ℓ
′
i
2
· sR
2(di−1−di)−1
di−1
· sRdi
)
if di−1 − di is odd and the matrix
Didi−1−di
(1
2
)
if di−1 − di is even, if ds > 0 the last block is the zero block of size ds.
Remark 5.2.14 Following Definition 5.2.3 and Definition 5.2.13 and taking into account Re-
mark 5.1.8, it can be proved that:
• degcHer(P ;Q) ≤ q + 2p− 2, degc′ Her(P ;Q) ≤ 1, then deg(c,c′)Her(P ;Q) ≤ q + 2p − 1,
• deg(c,c′)R ≤ q + 2,
• for 0 ≤ j ≤ p− 1, deg(c,c′) sRj ≤ (p− j)(q + 3)− 1, deg(c,c′) sRp = 0,
• for 1 ≤ i ≤ s, deg(c,c′)R
τ
i ≤ (p − di−1 + 1)(q + 3)− 1,
• deg(c,c′)M
τ
P ;Q ≤ p(q + 3)− 1,
• for 1 ≤ i ≤ s, deg(c,c′,ℓ,ℓ′) F
τ
di−1
≤ (2p − di − di−2 + 1)(q + 3) + 2 ≤ (2p − 1)(q + 3) + 2,
• deg(c,c′,ℓ,ℓ′) E
τ
P ;Q ≤
1
2p((2p − 1)(q + 3) + 2),
• deg(a,b) E
′τ ≤ 1,
• deg(c,c′,ℓ,ℓ′)Di
τ
P ;Q ≤ 4 + 2p(p(q + 3)− 1).
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We will use these degree bounds in Lemmas 5.2.15 and 5.2.16; but, in fact, a separate degree
analysis on the set of variables (c, c′) and each variable ℓi and ℓ
′
i, which can be easily done, will
be needed in Theorem 5.4.3 (Hermite’s Theory as an incompatibility).
We prove two auxiliary algebraic identities, using Effective Nullstellensatz ([31, Theorem
1.3]).
Lemma 5.2.15 Let p, q ∈ N, p ≥ 1, τ ∈ {−1, 0, 1}{0,...,p−1} be a sign condition, d(τ) =
(d0, . . . , ds), c = (c0, . . . , cp−1), c
′ = (c′0, . . . , c
′
q), 1 ≤ i ≤ s and e = (p(q + 3) − 1)
di−1−di.
Following Definition 5.2.13, there is an identity in K[c, c′]
(sRdi−1 · sRdi)
e =
∑
di+1≤j≤di−1−1
sRj ·Wj + Tdi−1−1 ·W
such that all the terms have degree in (c, c′) bounded by 2ep(q + 3).
Proof. We denote byK the algebraic closure ofK. By the Structure Theorem for Subresultants
([4, Theorem 8.30]), for any γ ∈ K
p
, γ′ ∈ K
q+1
, such that
sRdi−1(γ, γ
′) 6= 0,
∧
di−1<j<di
sRj(γ, γ
′) = 0, sRdi(γ, γ
′) 6= 0
we have
Tdi−1−1(γ, γ
′) 6= 0.
The claim follows from a similar use of [31, Theorem 1.3] as in the proof of Lemma 4.1.5. 
Lemma 5.2.16 Let p, q ∈ N, p ≥ 1, τ ∈ {−1, 0, 1}{0,...,p−1} be a sign condition, d(τ) =
(d0, . . . , ds), c = (c0, . . . , cp−1), c
′ = (c′0, . . . , c
′
q), ℓ = (ℓ1, . . . , ℓs), ℓ
′ = (ℓ′1, . . . , ℓ
′
s), a =
(ai)1≤i≤s, di−1−dieven, b = (bi)1≤i≤s, di−1−dieven and e = 2
2pp4p(q + 3)3p. Following Definition
5.2.13, for 1 ≤ j1, j2 ≤ p, there is an identity in K[c, c
′][ℓ, ℓ′, a, b](
Her(P ;Q)j1,j2 −
(
BτP ;Q ·Di
τ
P ;Q · B
τ
P ;Q
t)
j1,j2
(ℓ, ℓ′, a, b)
)e
=
=
∑
0≤j≤p−1,
τ(j)=0
sRj ·Wj(ℓ, ℓ
′, a, b) +
∑
1≤i≤s
(ℓi · sRdi − 1) ·W
′
i (ℓ, ℓ
′, a, b) +
+
∑
1≤i≤s
(ℓ′i · Tdi−1−1 − 1) ·W
′′
i (ℓ, ℓ
′, a, b) +
+
∑
1≤i≤s,
di−1−dieven
(a2i − b
2
i − (sRdi−1 · Tdi−1−1)
di−1−di−1) ·W ′′′i (ℓ, ℓ
′, a, b) +
+
∑
1≤i≤s,
di−1−dieven
ai · bi ·W
′′′′
i (ℓ, ℓ
′, a, b)
such that all the terms have degree in (c, c′, ℓ, ℓ′, a, b) bounded by e(4p2(q + 3) + p(q + 3) + 5).
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Proof. We denote byK the algebraic closure ofK. By the Structure Theorem for Subresultants
([4, Theorem 8.30]), Lemma 5.2.10 and Lemma 5.2.12, for any γ ∈ K
p
, γ′ ∈ K
q+1
, λ, λ′ ∈ K
s
,
α, β ∈ K
#{1≤i≤s, di−1−dieven} such that∧
0≤j≤p−1
inv(sRj(γ, γ
′)) = τ(j)2,
∧
1≤i≤s
λi · sRdi(γ, γ
′) = 1,
∧
1≤i≤s
λ′i · Tdi−1−1(γ, γ
′) = 1,
∧
1≤i≤s,
di−1−dieven
α2i − β
2
i = (sRdi−1(γ, γ
′) · Tdi−1−1(γ, γ
′))di−1−di−1,
∧
1≤i≤s,
di−1−dieven
αi · βi = 0,
we have Her(P ;Q)(γ, γ′) = BτP ;Q ·Di
τ
P ;Q ·B
τ
P ;Q
t(γ, γ′, λ, λ′, α, β) ∈ K
p×p
. Moreover, for 1 ≤ i ≤ s,
the condition λi · sRdi(γ, γ
′) = 1 clearly implies inv(sRdi(γ, γ
′)) = 1. The claim follows from a
similar use of [31, Theorem 1.3] as in the proof of Lemma 4.1.5. 
From now on, we make a slight abuse of notation, denoting by BτP ;Q(ℓ, ℓ
′, z) the matrix
BτP ;Q(ℓ, ℓ
′, a, b) where z = a+ ib is a complex variable,
We prove now the following related weak inference.
Theorem 5.2.17 (Hermite’s Theory (2) as a weak existence) Let p ≥ 1, P = yp +∑
0≤h≤p−1Ch · y
h ∈ K[u][y], Q =
∑
0≤h≤qDh · y
h ∈ K[u][y], τ ∈ {−1, 0, 1}{0,...,p−1} be a sign
condition, d(τ) = (d0, . . . , ds), and d
′
i = di−1 − di for i = 1, . . . , s. Then∧
0≤i≤p−1
sign(HMii(P ;Q)) = τ(i) ⊢
⊢ ∃(ℓ, ℓ′, z) [ Her(P ;Q) ≡ BτP ;Q(ℓ, ℓ
′, z) · DiτP ;Q(ℓ, ℓ
′) · BτP ;Q
t(ℓ, ℓ′, z), det(BτP ;Q(ℓ, ℓ
′, z)) 6= 0,∧
1≤i≤s,
d′
i
odd
sign(ℓ2i−1 · ℓ
′
i
2
· HMidi−1(P ;Q)
2d′i−1 · HMidi(P ;Q)) = τdi−1τdi ]
where ℓ = (ℓ1, . . . , ℓs), ℓ
′ = (ℓ′1, . . . , ℓ
′
s), z = (zi)1≤i≤s, d′ieven.
Suppose we have an initial incompatibility in K[v][ℓ, ℓ′, a, b] where v ⊃ u and (ℓ, ℓ′, a, b) are
disjoint from v, with monoid part
S · det(BτP ;Q(ℓ, ℓ
′, z))2e ·
∏
1≤i≤s,
d′
i
odd
(ℓ2i−1 · ℓ
′
i
2
·HMidi−1(P ;Q)
2d′i−1 ·HMidi(P ;Q))
2ei
with e ∈ N∗, ei ≤ e
′ ∈ N∗, degree in w ⊂ v bounded by δw, degree in ℓi bounded by an even
number δℓ, degree in ℓ
′
i bounded by an even number δℓ′ and degree in (ai, bi) bounded by δz. Then
the final incompatibility has monoid part
Sf ·
∏
1≤i≤s
HMidi(P ;Q)
2fi
with f ≤ 23pp4p+2(q + 3)3p,
fi ≤ 2
3p−1p4p+2(q + 3)3p(δℓ + p
p(q + 3)pδℓ′ + 10p
p+2(q + 3)p+1e+ 4pe)
and degree in w bounded by
23pp4p+2(q + 3)3p·
·
(
δw+
(
p2(q+3)δℓ+3p
p+1(q+3)p+1δℓ′+4p
2(q+3)δz+31p
p+3(q+3)p+2e
)
max{degw P,degwQ}
)
.
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Note that in the weak inference in Theorem 5.2.17, the elements ℓ2i−1 ·ℓ
′
i
2 ·HMidi−1(P ;Q)
2d′i−1 ·
HMidi(P ;Q) for 1 ≤ i ≤ s, d
′
i odd, are, up to scalars, the only non-constant terms in the diagonal
matrix DiτP ;Q(ℓ, ℓ
′).
Proof. Consider the initial incompatibilityy Her(P ;Q) ≡ BτP ;Q(ℓ, ℓ′, z) ·DiτP ;Q(ℓ, ℓ′) · BτP ;Qt(ℓ, ℓ′, z), det(BτP ;Q(ℓ, ℓ′, z)) 6= 0,∧
1≤i≤s,
d′
i
odd
sign(ℓ2i−1 · ℓ
′
i
2
·HMidi−1(P ;Q)
2d′i−1 ·HMidi(P ;Q)) = τ(di−1)τ(di), H
y
K[v][ℓ,ℓ′,a,b]
(2)
where H is a system of sign conditions in K[v]. By Proposition 5.2.5, for 0 ≤ j ≤ p,
HMij(P ;Q) = sRj(C0, . . . , Cp−1,D0, . . . ,Dq).
Following Lemma 5.2.12, det(BτP ;Q(ℓ, ℓ
′, z)) is equal to
∏
1≤i≤s
T
d′i
di−1−1
·
∏
1≤i≤s,
d′
i
odd
(−1)
1
2
(d′i−1)2
1
2
(d′i+1)(ℓi−1 · ℓ
′
i)
1
2
d′i(d
′
i−1) ·
∏
1≤i≤s,
d′
i
even
(−2)
1
2
d′i(ℓi−1 · ℓ
′
i)
1
2
d′i
2
· (a2i + b
2
i )
1
2
d′i .
Then we apply to (2) the weak inference∧
1≤i≤s
Tdi−1−1 6= 0,
∧
1≤i≤s
ℓi 6= 0,
∧
1≤i≤s
ℓ′i 6= 0,
∧
1≤i≤s,
d′
i
even
zi 6= 0 ⊢ det(B
τ
P ;Q(ℓ, ℓ
′, z)) 6= 0.
By Lemma 2.1.2 (item 6) we obtain an incompatibilityy Her(P ;Q) ≡ BτP ;Q(ℓ, ℓ′, z) · DiτP ;Q(ℓ, ℓ′) · BτP ;Qt(ℓ, ℓ′, z),
∧
1≤i≤s
Tdi−1−1 6= 0,
∧
1≤i≤s
ℓi 6= 0,
∧
1≤i≤s
ℓ′i 6= 0,
∧
1≤i≤s,
d′
i
even
zi 6= 0,
∧
1≤i≤s,
d′
i
odd
sign(ℓ2i−1 · ℓ
′
i
2
· sR
2d′i−1
di−1
· sRdi) = τ(di−1)τ(di), H
y
K[v][ℓ,ℓ′,a,b]
(3)
with monoid part
S ·
∏
1≤i≤s
T
2d′ie
di−1−1
·
∏
1≤i≤s,
d′
i
odd
(ℓi−1 · ℓ
′
i)
d′i(d
′
i−1)e+4ei · (sR
2d′i−1
di−1
· sRdi)
2ei ·
∏
1≤i≤s,
d′
i
even
(ℓi−1 · ℓ
′
i)
d′i
2e · (a2i + b
2
i )
d′ie
and the same degree bounds.
Let e˜ = 22pp4p(q+3)3p. We pass in (3) all the terms in the ideal generated by {(Her(P ;Q)−
BτP ;Q · Di
τ
P ;Q · B
τ
P ;Q
t)j1,j2 | 1 ≤ j1 ≤ j2 ≤ p} to the right hand side, we raise both sides to the
(12p(p+1)e˜)-th power and we pass all the terms back to the left hand side. It is easy to see that
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what we obtain is an incompatibilityy ∧
1≤j1≤j2≤p
(
Her(P ;Q)j1,j2 − (B
τ
P ;Q(ℓ, ℓ
′, z) ·DiτP ;Q(ℓ, ℓ
′) · BτP ;Q
t(ℓ, ℓ′, z))j1,j2
)e˜
= 0,
∧
1≤i≤s
Tdi−1−1 6= 0,
∧
1≤i≤s
ℓi 6= 0,
∧
1≤i≤s
ℓ′i 6= 0,
∧
1≤i≤s,
d′
i
even
zi 6= 0,
∧
1≤i≤s,
d′
i
odd
sign(ℓ2i−1 · ℓ
′
i
2
· sR
2d′i−1
di−1
· sRdi) = τ(di−1)τ(di), H
y
K[v][ℓ,ℓ′,a,b]
.
Following Lemma 5.2.16 and applying Lemma 2.1.8, we obtain an incompatibilityy ∧
1≤j≤p, τ(j)=0
sRj = 0,
∧
1≤i≤s
ℓi · sRdi = 1,
∧
1≤i≤s
ℓ′i · Tdi−1−1 = 1,
∧
1≤i≤s,
d′
i
even
z2i = (sRdi−1 · Tdi−1−1)
d′i−1,
∧
1≤i≤s
Tdi−1−1 6= 0,
∧
1≤i≤s
ℓi 6= 0,
∧
1≤i≤s
ℓ′i 6= 0,
∧
1≤i≤s,
d′
i
even
zi 6= 0,
∧
1≤i≤s,
d′
i
odd
sign(ℓ2i−1 · ℓ
′
i
2
· sR
2d′i−1
di−1
· sRdi) = τ(di−1)τ(di), H
y
K[v][ℓ,ℓ′,a,b]
(4)
with monoid part
S
1
2
p(p+1)e˜ ·
∏
1≤i≤s
T
d′ip(p+1)ee˜
di−1−1
·
∏
1≤i≤s,
d′
i
odd
(ℓi−1 · ℓ
′
i)
1
2
p(p+1)(d′i(d
′
i−1)e+4ei)e˜ · (sR
2d′i−1
di−1
· sRdi)
p(p+1)eie˜
·
∏
1≤i≤s,
d′
i
even
(ℓi−1 · ℓ
′
i)
1
2
p(p+1)d′i
2ee˜ ·
∏
1≤i≤s,
d′
i
even
(a2i + b
2
i )
1
2
p(p+1)d′iee˜ := S1 ·
∏
1≤i≤s,
d′
i
even
(a2i + b
2
i )
1
2
p(p+1)d′iee˜,
degree in w bounded by
δ′w := e˜
(1
2
p(p+ 1)δw + (4p
2(q + 3) + p(q + 3) + 5)max{degw P,degwQ}
)
,
degree in ℓi bounded by
δ′ℓ := e˜
(1
2
p(p+ 1)δℓ + 4p
2(q + 3) + p(q + 3) + 5
)
degree in ℓ′i bounded by
δ′ℓ′ := e˜
(1
2
p(p+ 1)δℓ′ + 4p
2(q + 3) + p(q + 3) + 5
)
and degree in (ai, bi) bounded by
δ′z := e˜
(1
2
p(p+ 1)δz + 4p
2(q + 3) + p(q + 3) + 5
)
.
Then we successively apply to (4) for 1 ≤ i ≤ s with d′i odd the weak inference
sign(sRdi) = τ(i), sign(sRdi−1) = τ(i− 1), ℓ
2
i−1 > 0, ℓ
′2
i > 0 ⊢
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⊢ sign(ℓ2i−1 · ℓ
′2
i · sR
2d′i−1
di−1
· sRdi−1) = τ(i)τ(i − 1).
By Lemma 2.1.2 (item 8) we obtain an incompatibility with the same monoid part and degree
bounds.
Then we successively apply for 1 ≤ i ≤ s with d′i even the weak inferences
(sRdi−1 · Tdi−1−1)
d′i−1 6= 0 ⊢ ∃zi [ zi 6= 0, z
2
i = (sRdi−1 · Tdi−1−1)
d′i−1 ],
sRdi−1 6= 0, Tdi−1−1 6= 0 ⊢ (sRdi−1 · Tdi−1−1)
d′i−1 6= 0.
Let {1 ≤ i ≤ s | d′i even} = {i1 < · · · < is′} and i0 = 0. Using Lemmas 2.3.2 and 2.1.2 (item
6), it can be proved by induction in r that, for 0 ≤ r ≤ s′, after the application of the weak
inferences corresponding to index r, we obtain an incompatibility with monoid part
S4
r
1 ·
∏
r+1≤j≤s′
(a2ij + b
2
ij )
1
2
4rp(p+1)d′ij
ee˜
·
∏
1≤j≤r
(sRdij−1 · Tdij−1−1)
4r−j+1( 1
2
·4j−1p(p+1)d′ij
ee˜+1)(d′ij
−1)
,
degree in w bounded by
4r
(
δ′w +
(
10 + 3p2(p+ 1)ee˜ + 4δ′z
)
p(q + 3)(p − dir)max{degw P,degwQ}
)
,
degree in ℓi bounded by 4
rδ′ℓ and degree in ℓ
′
i bounded by 4
rδ′ℓ′ and degree in (aij , bij ) bounded
by 4rδ′z for r + 1 ≤ j ≤ s
′. At the end we obtain an incompatibility with monoid part
S
1
2
4s
′
p(p+1)e˜ ·
∏
1≤i≤s
ℓ2gii · ℓ
′
i
2g′i · sR2hidi · T
2h′i
di−1−1
with
hi ≤
1
2
4s
′
(
2p2(p+ 1)e′ +
1
2
p3(p+ 1)e
)
e˜, h′i ≤ 4
s′−1p2(p+ 1)(p + 2)ee˜,
degree in w bounded by
δ′′w := 4
s′
(
δ′w +
(
10 + 3p2(p + 1)ee˜ + 4δ′z
)
p2(q + 3)max{degw P,degwQ}
)
,
degree in ℓi bounded by 4
s′δ′ℓ and degree in ℓ
′
i bounded by 4
s′δ′ℓ′ . An explicit bound for gi and
g′i will not be necessary.
Then we successively apply for 1 ≤ i ≤ s the weak inferences
sign(sRdi) = τ(i) ⊢ sRdi 6= 0,
ℓ′i 6= 0 ⊢ ℓ
′2
i > 0,
ℓi 6= 0 ⊢ ℓ
2
i > 0,
Tdi−1−1 6= 0 ⊢ ∃ℓ
′
i [ ℓ
′
i 6= 0, ℓ
′
i · Tdi−1−1 = 1 ].
By Lemmas 2.1.2 (items 2 and 4) and 2.2.2 we obtain an incompatibilityy ∧0≤i≤p−1 sign(HMii(P ;Q)) = τ(i), ∧1≤i≤s ℓi · sRdi = 1,
∧
1≤i≤s ℓi 6= 0,
∧
1≤i≤s Tdi−1−1 6= 0, H
y
K[v][ℓ]
(5)
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with monoid part
S
1
2
4s
′
p(p+1)e˜ ·
∏
1≤i≤s
ℓ2gii · sR
2hi
di
· T
2h′i+4
s′δ′
ℓ′
−2gi
di−1−1
,
degree in w bounded by δ′′w + s4
s′p(q + 3)δ′ℓ′ max{degw P,degwQ} and degree in ℓi bounded by
4s
′
δ′ℓ.
For 1 ≤ i ≤ s, we successively multiply (5) by the polynomial W (C,D)2h
′
i+4
s′δ′
ℓ′
−2gi , where
W (C,D) is the polynomial from Lemma 5.2.15, and we substitute Tdi−1−1 ·W in the monoid
part of the result using the identity from this lemma. We obtainy ∧
0≤i≤p−1
sign(HMii(P ;Q)) = τ(i)
∧
1≤i≤s
ℓi · sRdi = 1,
∧
1≤i≤s
ℓi 6= 0, H
y
K[v][ℓ]
(6)
with monoid part
S
1
2
4s
′
p(p+1)e˜ ·
∏
1≤i≤s
ℓ2gii · sR
2h′′i
di
with
h′′i ≤ hi + p
p(q + 3)p4s
′−1(p2(p+ 1)(p + 2)ee˜ + 2δ′ℓ′)
degree in w bounded by
δ′′w + 4
s′
(
sp(q + 3)δ′ℓ′ + p
p+1(q + 3)p+1(p2(p+ 1)(p + 2)ee˜ + 2δ′ℓ′)
)
max{degw P,degwQ}
and degree in ℓi bounded by 4
s′δ′ℓ.
Finally we successively apply to (6) for 1 ≤ i ≤ s the weak inferences
sRdi 6= 0 ⊢ ∃ℓi [ ℓi 6= 0, ℓi · sRdi = 1 ],
sign(sRdi) = τ(di) ⊢ sRdi 6= 0.
By Lemmas 2.2.2 and 2.1.2 (item 2) we obtainy ∧
0≤i≤p−1
sign(HMii(P ;Q)) = τ(i), H
y
K[v]
with monoid part
S
1
2
4s
′
p(p+1)e˜ ·
∏
1≤i≤s
sR
2h′′i +4
s′δ′
ℓ
−2gi
di
and degree in w bounded by
δ′′w + 4
s′
(
sp(q + 3)(δ′ℓ + δ
′
ℓ′) + p
p+1(q + 3)p+1(p2(p + 1)(p + 2)ee˜+ 2δ′ℓ′)
)
max{degw P,degwQ}
which serves as the final incompatibility, taking into account that s′ ≤ p2 . 
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5.3 Sylvester Inertia Law
Sylvester Inertia Law states that two diagonal reductions of a quadratic form in an ordered field
have the same number of positive, negative and null coefficients. In order to obtain Sylvester
Inertia Law as an incompatibility, we use linear algebra a` la Gram. First, we introduce some
definitions, notation and properties. We refer to [17] and [36] for further details and proofs.
Definition 5.3.1 Let A be a commutative ring, A ∈ Am×n and k ∈ N.
1. The Gram’s coefficient Gramk(A) is the coefficient gk of the polynomial
det(Im + y ·A ·A
t) = g0 + g1 · y + · · ·+ gm · y
m,
where y is an indeterminate over A.
2. The matrix A‡k ∈ An×m is the matrix
A‡k =
( ∑
0≤i≤k−1
(−1)iGramk−1−i(A) · (A
t ·A)i
)
·At.
Note that Gramk(A) is an homogeneous polynomial of degree 2k in the entries of A and the
entries of A‡k are homogeneous polynomials of degree 2k− 1 in the entries of A. Note also that
Gram0(A) = 1 and Gramk(A) = 0 for k > m. For 1 ≤ k ≤ m, Gramk(A) is equal to the sum
of the squares of all the k-minors of A.
Notation 5.3.2 Let A be a commutative ring, A ∈ Am×n and k ∈ N. We denote by Dk(A)
the ideal generated by all the k-minors of the matrix A.
Proposition 5.3.3 Let A be a commutative ring, A ∈ Am×n, v ∈ Am, k ∈ N and let A|v be
the matrix in Am×(n+1) obtained by adding v as a last column to A. Then
Gramk(A) · v = A ·A
‡k · v mod Dk+1(A|v).
Moreover, this equation is given by homogeneous identities of degree 2k in the entries of A and
of degree 1 in the entries of v.
The following proposition plays a fundamental role to express Sylvester Inertia Law as an
incompatibility.
Proposition 5.3.4 Let v1, . . . ,vs,w1, . . . ,wt+1 ∈ K[u]
p with s ∈ N∗, t ∈ N, s + t = p, A ∈
K[u]p×p be a symmetric matrix, and let V ∈ K[u]p×s be the matrix having v1, . . . ,vs as columns.
Then, there is an incompatibilityyGrams(V ) 6= 0, ∧
1≤i≤s
vti ·A · vi ≥ 0,
∧
1≤i<i′≤s
vti ·A · vi′ = 0,
∧
1≤j≤t+1
wtj ·A ·wj < 0,
∧
1≤j<j′≤t+1
wtj ·A ·wj′ = 0
y
5 HERMITE’S THEORY 77
with monoid part
Grams(V )
22(t+1) ·
∏
1≤j≤t+1
(wtj ·A ·wj)
22(t−j)+3
and degree in w ⊂ u bounded by
2
3
(22(t+1)−1) degwA+
4
3
(
22t+1(3s+2)−1
)
max{degw vi | 1 ≤ i ≤ s}∪{degwwi | 1 ≤ j ≤ t+1}.
Proof. Let H be the system of sign conditions whose incompatibility we want to obtain. Let
δw = degwA and δ
′
w = max{degw vi | 1 ≤ i ≤ s} ∪ {degwwi | 1 ≤ j ≤ t+1}. For 0 ≤ j ≤ t+1,
we consider the matrix Vs+j ∈ A
p×(s+j) having the vectors v1, . . . ,vs,w1, . . . ,wj as columns.
We denote by Gs+j the Gram’s coefficient Grams+j(Vs+j) ∈ K[u].
For 1 ≤ j ≤ t+ 1, we apply Proposition 5.3.3 to the matrix Vs+j−1, the vector wj and the
number s+ j − 1. If for 1 ≤ k ≤ s+ j − 1 we denote Hs+j−1,k the k-th coordinate of the vector
V
‡s+j−1
s+j−1 ·wj, we obtain
Gs+j−1 ·wj −
∑
1≤k≤j−1
Hs+j−1,s+k ·wk =
∑
1≤i≤s
Hs+j−1,i · vi mod Ds+j(Vs+j). (7)
Next we apply to (7) the quadratic form associated to A. After passing some terms to the left
hand side, we obtain for 1 ≤ j ≤ t+ 1,
G2s+j−1 ·w
t
j ·A ·wj+
∑
1≤k≤j−1
H2s+j−1,s+k ·w
t
k ·A ·wk−
∑
1≤i≤s
H2s+j−1,i ·v
t
i ·A ·vi+Zj = Ds+j (8)
with Zj ∈ Z (H=) and Ds+j ∈ Ds+j(Vs+j). The degree in w of the first three terms of (8) and
the components of Zj and Ds+j is bounded by δw + (4(s + j) − 2)δ
′
w.
Raising (8) to the square, we obtain
G4s+j−1 · (w
t
j ·A ·wj)
2 +Nj + Z
′
j = D
2
s+j (9)
with Nj ∈ N (H≥) and Z
′
j ∈ Z (H=). Let M1, . . . ,Mℓ ∈ K[u] be all the (s + j)-minors of the
matrix Vs+j and consider Q1, . . . , Qℓ ∈ K[u] such that Ds+j =
∑
1≤k≤ℓMk ·Qk. Note that for
1 ≤ k ≤ ℓ, degwMk ≤ (s + j)δ
′
w and degwQk ≤ δw + (3(s + j) − 2)δ
′
w. Adding to both sides
of (9) the sum of squares N(M1, . . . ,Mℓ, Q1, . . . , Qℓ) defined in Remark 2.1.13, we obtain for
1 ≤ j ≤ t+ 1,
G4s+j−1 · (w
t
j ·A ·wj)
2 +N ′j + Z
′
j = Gs+j ·Rs+j (10)
with N ′j ∈ N (H≥) and Rs+j = 2
ℓ
∑
1≤k≤ℓQ
2
k. The degree in w of the first term of (10) and the
components of N ′j and Z
′
j is bounded by 2δw + (8(s + j) − 4)δ
′
w.
We will prove by induction on h that for 1 ≤ h ≤ t+ 1 we have an identity
G4
h
s ·
∏
1≤j≤h
(wtj ·A ·wj)
2·4h−j +N ′′h + Z
′′
h = Gs+h ·
∏
1≤j≤h
R4
h−j
s+j (11)
with N ′′h ∈ N (H≥), Z
′′
h ∈ Z (H=) and degree in w of the first term of (11) and the components
of N ′′h and Z
′′
h bounded by
2
3
(4h − 1)δw +
2
3
(
4h(3s+ 2)− 2
)
δ′w.
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For h = 1, we take equation (10) for j = 1. Suppose now we have an equation like (11) for
some 1 ≤ h ≤ t. We raise it to the 4-th power and we multiply the result by (wth+1 ·A ·wh+1)
2.
We obtain
G4
h+1
s ·
∏
1≤j≤h+1
(wtj ·A ·wj)
2·4h+1−j +N ′′′h +Z
′′′
h = G
4
s+h · (w
t
h+1 ·A ·wh+1)
2 ·
∏
1≤j≤h
R4
h+1−j
s+j (12)
with N ′′′h ∈ N (H≥) and Z
′′′
h ∈ Z (H=). On the other hand, we multiply equation (10) for
j = h+ 1 by
∏
1≤j≤hR
4h+1−j
s+j and we obtain
G4s+h · (w
t
h+1 ·A ·wh+1)
2 ·
∏
1≤j≤h
R4
h+1−j
s+j +N
′′′′
h+1 + Z
′′′′
h+1 = Gs+h+1 ·
∏
1≤j≤h+1
R4
h+1−j
s+j (13)
with N ′′′′h ∈ N (H≥) and Z
′′′′
h ∈ Z (H=). Finally, by adding equations (12) and (13) and
simplifying equal terms at both sides of the identity, we obtain an equation like (11) for h+ 1.
The degree bound follows easily.
Taking into account that Gs = Grams(V ) and Gs+t+1 = 0 since Vs+t+1 has only p = s + t
rows, the proposition follows by considering the incompatibility ↓ H ↓ obtained taking h = t+1
in equation (11). 
Lemma 5.3.5 Let C ∈ K[u]p×p, 1 ≤ s ≤ p, 1 ≤ i1 < · · · < is ≤ p and v1, . . . ,vs ∈ K[u]
p be
the columns i1, . . . , is of C. Then
det(C) 6= 0 ⊢ Grams([v1| . . . |vs]) 6= 0,
where [v1| . . . |vs] is the matrix in K[u]
p×s formed by the vectors v1, . . . ,vs as columns. If we
have an initial incompatibility in variables v ⊃ u with monoid part S ·Grams([v1| . . . |vs])
2e and
degree in w ⊂ v bounded by δw, the final incompatibility has monoid part S ·det(C)
4e and degree
in w bounded by δw + 4e(p − s) degwC.
Proof. By the Generalized Laplace Expansion Theorem, det(C) is a linear combination of the
s minors of [v1| . . . |vs], where the coefficients are, up to sign, p− s minors of the matrix formed
with the remaining columns of C. Then, the lemma follows from Lemma 2.1.15. 
We can prove now an incompatibility version of Sylvester Inertia Law.
Theorem 5.3.6 (Sylvester Inertia Law as an incompatibility) Let A ∈ K[u]p×p be a
symmetric matrix, B,B′ ∈ K[u]p×p, D, D′ ∈K[u]p×p be diagonal matrices with (D)ii = Di for
1 ≤ i ≤ p and (D′)jj = D
′
j for 1 ≤ j ≤ p and η, η
′ ∈ {−1, 0, 1}p. If the number of coordinates
in η and η′ equal to −1, 0 and 1 is not respectively the same, there is an incompatibilityyA ≡ B ·D ·Bt, A ≡ B′ ·D′ ·B′t, det(B) 6= 0, det(B′) 6= 0,
∧
1≤i≤p
sign(Di) = η(i),
∧
1≤j≤p
sign(D′j) = η
′(j)
y
with monoid part
det(B)2e · det(B)2e
′
·
∏
1≤i≤p,
η(i) 6=0
D2fii ·
∏
1≤j≤p,
η′(j) 6=0
D′j
2f ′j
5 HERMITE’S THEORY 79
with e, e′ ≤ p22p, fi, f
′
j ≤ 2
2(p−1) and degree in w ⊂ u bounded by
22p degwA+ p
222p+1max{degwB,degwB
′}+ 22p+1max{degwD,degwD
′}.
Proof. Let δw = degwA, δ
′
w = max{degwB,degwB
′} and δ′′w = max{degwD,degwD
′}.
Without loss of generality, we suppose that there are at least s coordinates 1 ≤ k1 < · · · < ks ≤ p
in η equal to 0 or 1 and at least t + 1 coordinates 1 ≤ k′1 < · · · < k
′
t+1 ≤ p in η
′ equal to −1,
with s ∈ N∗, t ∈ N and s + t = p. We take v1, . . . ,vs as the columns k1, . . . , ks of Adj(B)
t and
w1, . . . ,wt+1 as the columns k
′
1, . . . , k
′
t+1 of Adj(B
′)t.
We successively apply to the incompatibility from Proposition 5.3.4 the weak inferences
det(Adj(B)t) 6= 0 ⊢ Grams(V ) 6= 0,
det(B) 6= 0 ⊢ det(Adj(B)t) 6= 0.
Since det(Adj(B)t) = det(B)p−1, by Lemmas 5.3.5 and 2.1.2 (item 6), we obtain an incompati-
bility with monoid part
det(B)(p−1)2
2t+3
·
∏
1≤j≤t+1
(wtj ·A ·wj)
22(t−j)+3
and degree in w bounded by
2
3
(22(t+1) − 1)δw + (p− 1)
(
22t+3
(
p+
2
3
)
−
4
3
)
δ′w.
Then we successively apply for 1 ≤ i ≤ s and for 1 ≤ j ≤ t+ 1 the weak inferences
vti ·A · vi = det(B)
2 ·Dki , det(B)
2 ·Dki ≥ 0 ⊢ v
t
i ·A · vi ≥ 0,
det(B)2 ≥ 0, Dki ≥ 0 ⊢ det(B)
2 ·Dki ≥ 0,
⊢ det(B)2 ≥ 0,
wtj ·A ·wj = det(B
′)2 ·D′k′j
, det(B′)2 ·D′k′j
< 0 ⊢ wtj ·A ·wj < 0,
det(B′)2 > 0, D′k′j
< 0 ⊢ det(B′)2 ·D′k′j
< 0,
det(B′) 6= 0 ⊢ det(B′)2 > 0.
By Lemmas 2.1.2 (items 3, 4, 7 and 8) 2.1.5 (item 15), and 2.1.7, we obtain an incompatibility
with monoid part
det(B)(p−1)2
2t+3
· det(B′)
4
3
(22(t+1)−1) ·
∏
1≤j≤t+1
D′k′j
22(t−j)+3
and degree in w bounded by
2
3
(22(t+1) − 1)δw +
(
p222t+3 −
1
3
p22t+3 −
1
3
22t+4 + 2ps−
8
3
p+
4
3
)
δ′w +
(
s+
2
3
(22(t+1) − 1)
)
δ′′w.
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Finally, we successively apply the weak inferences
A ≡ B ·D ·Bt ⊢ Adj(B) ·A ·Adj(B)t ≡ det(B)2 ·D,
A ≡ B′ ·D′ ·B′t ⊢ Adj(B′) ·A ·Adj(B′)t ≡ det(B′)2 ·D′.
By Lemma 2.5.3, we obtain an incompatibility with the same monoid part and degree in w
bounded by
4
3
(22t+1 + 1)δw +
(
p222t+3 −
1
3
p22t+3 −
1
3
22t+4 + 2ps+
4
3
p+
4
3
)
δ′w +
(
s+
4
3
(22t+1 + 1)
)
δ′′w.
which is the incompatibility we wanted to obtain. 
5.4 Hermite’s quadratic form and Sylvester Inertia Law
In order to obtain the main result of this section, we combine now Sylvester Inertia Law with
the two methods we have considered to compute the signature of the Hermite’s quadratic form.
Notation 5.4.1 Let p ∈ N∗.
• For τ ∈ {−1, 0, 1}{0,...,p−1} and d(τ) = (d0, . . . , ds), we denote by
– RkHMi(τ) = p− ds,
– SiHMi(τ) =
∑
1≤i≤s,
di−1−di odd
εdi−1−diτ(di−1)τ(di).
• For m,n ∈ N with m+ 2n = p, η ∈ {−1, 0, 1}m and κ ∈ {0, 1}n, we denote by
– RkFact(η,κ) the addition of the number of coordinates in η equal to −1 or 1 and twice
the number of coordinates in κ equal to 1,
– SiFact(η) the number of coordinates in η equal to 1 minus the number of coordinates
in η equal to −1.
Note that RkHMi(τ) and SiHMi(τ) are respectively the rank and signature of the matrix
Her(P ;Q) if τ is the sign condition satisfied by HMi(P ;Q). Similarly, RkFact(η,κ) and SiFact(η)
are respectively the rank and signature of the matrix Her(P ;Q) if in the decomposition into real
irreducible factors of P , η is the sign condition satisfied by the real roots of P at Q and κ is the
invertibility condition satisfied by the complex non-real roots of P at Q.
We define a new auxiliary function.
Definition 5.4.2 Let gH : N× N→ N, gH{p, q} = 39 · 2
7pp5p+6(q + 3)4p+2.
In the following theorem, we combine Sylvester Inertia Law with Hermite’s Theory as an
incompatibility. To do so, we use many previously given definitions and notation, namely Nota-
tion 2.4.5, Notation 4.3.1, Definition 4.3.2, Definition 5.1.4, Definition 5.1.5, Notation 5.2.1 and
Notation 5.4.1.
5 HERMITE’S THEORY 81
Theorem 5.4.3 (Hermite’s Theory as an incompatibility) Let P,Q ∈ K[u][y] with
degy P = p ≥ 1, degy Q = q and P monic with respect to y. For τ ∈ {−1, 0, 1}
{0,...,p−1},
d(τ) = (d0, . . . , ds), m + 2n = p, (µ,ν) ∈ Λm × Λn, η ∈ {−1, 0, 1}
#µ, κ ∈ {0, 1}#ν such that
(RkHMi(τ),SiHMi(τ)) 6= (RkFact(η,κ),SiFact(η)), t = (t1, . . . , t#µ) and z = (z1, . . . , z#ν), we
have y ∧
0≤i≤p−1
sign(HMii(P ;Q)) = τ(i), Fact(P )
µ,ν(t, z),
∧
1≤j≤#µ
sign(Q(tj)) = ηj ,
∧
1≤k≤#ν
inv(Q(zk)) = κk
y
K[u][t,a,b]
with monoid part ∏
1≤i≤s
HMidi(P ;Q)
2gi ·
∏
1≤j<j′≤#µ
(tj − tj′)
2ej,j′ ·
∏
1≤k≤#ν
b2fkk ·
·
∏
1≤k<k′≤#ν
R(zk, zk′)
2gk,k′ ·
∏
1≤j≤#µ,
ηj 6=0
Q(tj)
2e′j ·
∏
1≤k≤#ν,
κk 6=0
(Q2
Re
(zk) +Q
2
Im
(zk))
2f ′
k
with gi, ej,j′ , fk, gk,k′ , e
′
j , f
′
k ≤ gH{p, q}, degree in w ⊂ u bounded by
gH{p, q}max{degw P,degwQ} and degree in tj and degree in (ak, bk) bounded by gH{p, q}.
Proof. We evaluate
A = Her(P ;Q), B = Bκ(t, z, z
′), D = Diµ,ν,κQ (t),B
′ = BτP ;Q(ℓ, ℓ
′, z′′), D′ = DiτP ;Q(ℓ, ℓ
′)
in the incompatibility from Theorem 5.3.6 (Sylvester Inertia Law as an incompatibility), where
z′ = (z′k)κk=1, ℓ = (ℓ1, . . . , ℓs), ℓ
′ = (ℓ′1, . . . , ℓ
′
s) and z
′′ = (z′′i )di−1−di even and we obtainy Her(P ;Q) ≡ Bκ(t, z, z′) ·Diµ,ν,κQ (t) · Btκ(t, z, z′), det(Bκ(t, z, z′)) 6= 0,
Her(P ;Q) ≡ BτP ;Q(ℓ, ℓ
′, z′′) ·DiτP ;Q(ℓ, ℓ
′) · BτP ;Q
t(ℓ, ℓ′, z′′), det(BτP ;Q(ℓ, ℓ
′, z′′)) 6= 0,
∧
1≤j≤#µ
sign(Q(tj)) = ηj,
∧
1≤i≤s,
di−1−diodd
sign(ℓ2i−1 · ℓ
′
i
2
·HMidi−1(P ;Q)
2(di−1−di)−1 ·HMidi(P ;Q)) = τ(di−1)τ(di)
y
K[u][t,a,b,a′,b′,ℓ,ℓ′,a′′,b′′]
(14)
with monoid part
det(Bκ(t, z, z
′))2e1 · det(BτP ;Q(ℓ, ℓ
′, z′′))2e2 ·
∏
1≤j≤#µ,
ηj 6=0
Q(tj)
2f1,j ·
∏
1≤i≤s,
di−1−diodd
(
ℓ2i−1 · ℓ
′
i
2
·HMidi−1(P ;Q)
2(di−1−di)−1 · HMidi(P ;Q)
)2f2,i
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with e1, e2 ≤ p2
2p, f1,j ≤ 2
2(p−1) and f2,i ≤ p2
2(p−1), degree in w bounded by 9p4(q +
3)22pmax{degw P,degwQ}, degree in tj and degree in (ak, bk) bounded by p
322p+1, degree in
(a′k, b
′
k) bounded by p
222p+1, degree in ℓi and degree in ℓ
′
i bounded by 5p
322p and degree in
(a′′i , b
′′
i ) bounded by p
222p+1.
Then we apply to (14) the weak inference from Theorem 5.1.11 (Hermite’s Theory (1) as a
weak existence) and we obtainy Fact(P )µ,ν(t, z), ∧
1≤j≤#µ
sign(Q(tj)) = ηj ,
∧
1≤k≤#ν
inv(Q(zk)) = κk,B
τ
P ;Q(ℓ, ℓ
′, z′′)
Her(P ;Q) ≡ ·DiτP ;Q(ℓ, ℓ
′) · BτP ;Q
t(ℓ, ℓ′, z′′), det(BτP ;Q(ℓ, ℓ
′, z′′)) 6= 0,
∧
1≤i≤s,
di−1−diodd
sign(ℓ2i−1 · ℓ
′
i
2
·HMidi−1(P ;Q)
2(di−1−di)−1 ·HMidi(P ;Q)) = τ(di−1)τ(di)
y
K[u][t,a,b,ℓ,ℓ′,a′′,b′′]
(15)
with monoid part
det(BτP ;Q(ℓ, ℓ
′, z′′))2
2s(κ)+1e2 ·
∏
1≤i≤s,
di−1−diodd
(
ℓ2i−1·ℓ
′
i
2
·HMidi−1(P ;Q)
2(di−1−di)−1·HMidi(P ;Q)
)22s(κ)+1f2,i ·
·
∏
1≤j<j′≤#µ
(tj′ − tj)
22s(κ)+1e1 ·
∏
1≤k≤#ν
b
22s(κ)+1(2#µ+1)e1
k ·
∏
1≤k<k′≤#ν
R(zk, zk′)
22s(κ)+1e1 ·
·
∏
1≤j≤#µ,
ηj 6=0
Q(tj)
22s(κ)+1f1,j ·
∏
1≤k≤#ν,
κk=1
(Q2
Re
(zk) +Q
2
Im
(zk))
2f ′′
k
with f ′′k ≤ 2
2s(κ)−2(2e1 + 1), degree in w bounded by
22s(κ)
(
22p(9p4(q + 3) + 2s(κ)(3p + 2p2)) + q + 2p+ 6
)
max{degw P,degwQ},
degree in tj bounded by
22s(κ)(p322p+1 + q + 2p− 2),
degree in (ak, bk) bounded by
22s(κ)
(
22p+1(p3 + (3p+ 2p2)q) + 6q + 2p− 2
)
,
degree in ℓi and degree in ℓ
′
i bounded by 5 · 2
2s(κ)p322p, and degree in (a′′i , b
′′
i ) bounded by
22s(κ)p222p+1; where s(κ) = #{k | 1 ≤ k ≤ #ν, κk = 1}.
Finally, we apply to (15) the weak inference from Theorem 5.2.17 (Hermite’s Theory (2) as
a weak existence) and we obtainy ∧
0≤i≤p−1
sign(HMii(P ;Q)) = τ(i), Fact(P )
µ,ν(t, z),
∧
1≤j≤#µ
sign(Q(tj)) = ηj ,
∧
1≤k≤#ν
inv(Q(zk)) = κk
y
K[u][t,a,b]
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with monoid part
∏
1≤i≤s
HMidi(P ;Q)
2gi ·
∏
1≤j<j′≤#µ
(tj′ − tj)
22s(κ)+1e1f ·
∏
1≤k≤#ν
b
22s(κ)+1(2#µ+1)e1f
k
·
∏
1≤k<k′≤#ν
R(zk, zk′)
22s(κ)+1e1f ·
∏
1≤j≤#µ,
ηj 6=0
Q(tj)
22s(κ)+1f1,jf ·
∏
1≤k≤#ν,
κk=1
(Q2
Re
(zk) +Q
2
Im
(zk))
2f ′′
k
f
with
gi ≤ 2
5p+2s(κ)−1p4p+4(q + 3)3p(5p+ 5pp+1(q + 3)p + 10pp+1(q + 3)p+1 + 1),
f ≤ 23pp4p+2(q + 3)3p,
degree in w bounded by
23p+2s(κ)p4p+2(q + 3)3p
(
22p
(
2s(κ)(3p + 2p2) + 17p4(q + 3) + 5p5(q + 3)+
+15pp+4(q + 3)p+1 + 31pp+4(q + 3)p+2
)
+ q + 2p+ 6
)
max{degw P,degwQ},
degree in tj bounded by
23p+2s(κ)p4p+2(q + 3)3p(p322p+1 + q + 2p− 2),
and degree in (ak, bk) bounded by
23p+2s(κ)p4p+2(q + 3)3p
(
22p+1(p3 + (3p + 2p2)q) + 6q + 2p − 2
)
.
It can be easily seen that this incompatibility satisfies the required bounds to be the final
incompatibility. 
6 ELIMINATION OF ONE VARIABLE 84
6 Elimination of one variable
The main results of this section are as follows: given a family Q of univariate polynomials
depending on parameters, first, to define an eliminating family Elim(Q) of polynomials in the
parameters, such that the signs of the polynomials in the eliminating family Elim(Q) determine
the realizable sign conditions on Q and second, to translate this statement under weak inference
form.
Classical Cylindrical Algebraic Decomposition (CAD) is a well known method for construct-
ing an eliminating family, containing subresultants of pairs of polynomials of Q (in the case
where the polynomials are all monic with respect to the main variable). However in classical
CAD the properties of the eliminating family are proved using properties of semi-algebraically
connected components of realization of sign conditions. Since semi-algebraic connectivity is not
available in our context, we cannot use CAD.
So we need to provide a new elimination method. This new elimination method uses the
fact that each real root of a polynomial is uniquely determined by the signs it gives to the
derivatives of the polynomial (Thom encoding). The eliminating family of Q will consist of
principal minors of Hermite matrices of pairs of polynomials Q1, Q2 where Q1 belongs to Q and
Q2 is the product of (a small number of) derivatives of Q1 and at most one polynomial in Q
or its square, according to sign determination. Since minors of Hermite matrices coincide with
subresultants (see Proposition 5.2.5), the main difference between classical CAD and the new
elimination method presented here is that in the new method it is not sufficient to consider
subresultants of pairs of polynomials in Q.
In order to design our new elimination method, we proceed in severeal steps. In Subsection
6.1 we first recall the Thom encodings, which characterize the real roots of a univariate polyno-
mial by sign conditions on the derivatives and we prove some weak inferences related to them.
In Subsection 6.2 we consider a univariate polynomial P depending on parameters and define a
family of eliminating polynomials in the parameters whose signs determine the Thom encodings
of the real roots of P (and the sign of another polynomial at these roots).
In Subsection 6.3, we consider a whole family Q of univariate polynomials depending on
parameters and define the family Elim(Q) whose signs determine the ordered list of real roots
of all the polynomials in Q. Finally, in Subsection 6.4, we deduce that the signs of Elim(Q)
determine the realizable sign conditions on the family Q. All the results in this section are first
explained in usual mathematical terms, then translated into weak inferences.
Apart from many results from Section 2, the only results from previous sections used in this
section are Theorem 4.3.5 (Real Irreducible Factors with Multiplicities as a weak existence),
which is used only once in the proof of Theorem 6.2.8 (Fixing the Thom encodings as a weak
existence) and Theorem 5.4.3 (Hermite’s Theory as an incompatibility), which is used once in
the proof of Theorem 6.2.8 (Fixing the Thom encodings as a weak existence) and once in the
proof of Theorem 6.2.9 (Fixing the Thom encodings with a Sign as a weak existence).
On the other hand, the main result of the section, Theorem 6.4.4 (Elimination of One
Variable as a weak inference) which describes under weak inference form the fact that the signs
of Elim(Q) determine the realizable sign conditions on Q will be the only result from the rest
of the paper used in Section 7.
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6.1 Thom encoding of real algebraic numbers
We start this section with a general definition.
Definition 6.1.1 Let Q ⊂ K[u] with u = (u1, . . . , uk). A sign condition on a set Q is an
element of {−1, 0, 1}Q. The realization of a sign condition τ on Q is defined by
Real(τ,R) = {ϑ ∈ Rk |
∧
Q∈Q
sign(Q(ϑ)) = τ(Q)}.
We use
sign(Q) = τ
to mean ∧
Q∈Q
sign(Q) = τ(Q).
It will be often convenient to use the following abuse of notation.
Notation 6.1.2 If τ ∈ {1, 0,−1}Q is a sign condition on Q and Q′ ⊂ Q, we denote again by τ
the restriction τ |Q′ of τ to Q
′.
Now we recall the Thom encoding of real algebraic numbers [12] and explaining its main
properties. We refer to [4] for proofs.
Definition 6.1.3 Let P =
∑
0≤h≤p γhy
h ∈ K[y] with γp 6= 0. We denote Der(P ) the list formed
by the first p− 1 derivatives of P and Der+(P ) the list formed by P and Der(P ). A real root θ
of P is uniquely determined by the sign condition on Der(P ) evaluated at θ, i.e. the list of signs
of Der(P )(θ), which is called the Thom encoding of θ with respect to P .
By a slight abuse of notation, we identify sign conditions on Der(P ) (resp. Der+(P )),
i.e. elements of {1, 0,−1}Der(P ) (resp. {1, 0,−1}Der+(P )) with {−1, 0, 1}{1,...,p−1} (resp.
{−1, 0, 1}{0,...,p−1}). For any sign condition η on Der(P ) or Der+(P ), we extend its definition
with η(p) = sign(γp) if needed.
Thom encoding not only characterizes the real roots of a polynomial, it can also be used to
order real numbers as follows.
Notation 6.1.4 Let P =
∑
0≤h≤p γhy
h ∈ K[y]. For η1, η2 sign conditions on Der+(P ), we use
the notation η1 ≺P η2 to indicate that η1 6= η2 and, if q is the biggest value of k such that
η1(k) 6= η2(k), then
• η1(q) < η2(q) and η1(q + 1) = 1 or
• η1(q) > η2(q) and η1(q + 1) = −1.
We use the notation η1 P η2 to indicate that either η1 = η2 or η1 ≺P η2.
Proposition 6.1.5 Let P =
∑
0≤h≤p γhy
h ∈ K[y] with γp 6= 0 and θ1, θ2 ∈ R. If
sign(Der+(P )(θ1)) ≺P sign(Der+(P )(θ2)) then θ1 < θ2.
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Let θ1, θ2 ∈ R, η1 = sign(Der+(P )(θ1)) and η2 = sign(Der+(P )(θ2)) with η1 6= η2, and let q
be as in Notation 6.1.4. Note that it is not possible that there exists k such that q < k < p and
η1(k) = η2(k) = 0. Otherwise, θ1 and θ2 would be roots of P
(k) with the same Thom encoding
with respect to this polynomial, and therefore θ1 = θ2, which is impossible since η1 6= η2.
Next we recall the mixed Taylor formulas, which play a central role in proving the weak
inference version of these results.
Proposition 6.1.6 (Mixed Taylor Formulas) Let P = yp +
∑
0≤h≤p−1 γhy
h ∈ K[y]. For
every ε ∈ {1,−1}{1,...,p} with ε(1) = 1, there exist Nε,1, . . . , Nε,p ∈ N∗ such that
P (t2) = P (t1) +
∑
1≤k≤p
ε(k)
Nε,k
k! P
(k)(ak) · (t2 − t1)
k (1)
where, for 1 ≤ k ≤ p− 1, ak = t1 if ε(k) = ε(k + 1) and ak = t2 otherwise.
Note that ap is not defined in (1), but this is not important since P
(p) is a constant. A proof
of Proposition 6.1.6 can be found in [40] and also in [55].
We prove now the weak inference version of the main properties of Thom encoding.
Proposition 6.1.7 Let p ≥ 1, P = yp +
∑
0≤h≤p−1Ch · y
h ∈ K[u][y], η1, η2 be sign conditions
on Der+(P ) such that exists q, 0 ≤ q ≤ p− 1, with η1(q) = η2(q) = 0 and η1(k) = η2(k) 6= 0 for
q + 1 ≤ k ≤ p− 1. Then
sign(Der+(P )(t1)) = η1, sign(Der+(P )(t2)) = η2 ⊢ t1 = t2.
If we have an initial incompatibility in variables v ⊃ (u, t1, t2) with monoid part S, degree
in w bounded by δw for some subset of variables w ⊂ v disjoint from (t1, t2), degree in t1 and
degree in t2 bounded by δt, the final incompatibility has monoid part
S · P (q+1)(t1)
2 · P (q+1)(t2)
2,
degree in w bounded by 2δw+14degw P and degree in t1 and degree in t2 bounded by 2δt+14(p−
q)− 8.
In order to prove Proposition 6.1.7, we will prove first an auxiliary lemma.
Lemma 6.1.8 Let p ≥ 1, P = yp +
∑
0≤h≤p−1Ch · y
h ∈ K[u][y], η1, η2 be sign conditions on
Der+(P ) such that exists q, 0 ≤ q ≤ p − 1, with η1(q) = η2(q) = 0 and η1(k) = η2(k) 6= 0 for
q + 1 ≤ k ≤ p− 1. Then
sign(Der+(P )(t1)) = η1, sign(Der+(P )(t2)) = η2 ⊢ t1 ≤ t2.
If we have an initial incompatibility in variables v ⊃ (u, t1, t2) with monoid part S, degree
in w bounded by δw for some subset of variables w ⊂ v disjoint from (t1, t2), degree in t1 and
degree in t2 bounded by δt, the final incompatibility has monoid part
S · P (q+1)(a1)
2
where a1 = t1 if q < p−1 and η1(q+1)η1(q+2) = −1 and a = t2 otherwise, degree in w bounded
by δw + 7degw P , and degree in t1 and degree in t2 bounded by δt + 7(p − q)− 4.
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Proof. Consider the initial incompatibility
↓ t1 ≤ t2, H ↓ (2)
where H is a system of sign conditions in K[v]. For q ≤ k ≤ p we denote η(k) = η1(k) = η2(k).
If η(q + 1) = −1, we change P by −P , η1 by −η1 and η2 by −η2; so without loss of generality
we suppose η(q + 1) = 1.
The mixed Taylor formula (Proposition 6.1.6) for P (q) and ε = [η(q + 1),−η(q + 2) . . . ,
(−1)p−q−1η(p)] provides us the identity
P (q)(t2)− P
(q)(t1) = (t2 − t1) · So − Se (3)
where
So = Nε,1P
(q+1)(a1) +
∑
3≤k≤p−q,
k odd
Nε,k
k! η(q + k)P
(q+k)(ak) · (t2 − t1)
k−1,
Se =
∑
2≤k≤p−q,
k even
Nε,k
k! η(q + k)P
(q+k)(ak) · (t2 − t1)
k.
We successively apply to (2) the weak inferences
(t2 − t1) · So ≥ 0, So > 0 ⊢ t1 ≤ t2,
(t2 − t1) · So − Se = 0, Se ≥ 0 ⊢ (t2 − t1) · So ≥ 0,
P (q)(t1) = 0, P
(q)(t2) = 0 ⊢ (t2 − t1) · So − Se = 0.
By Lemmas 2.1.9 and 2.1.5 (items 14 and 15) using (3), we obtainy So > 0, Se ≥ 0, P (q)(t1) = 0, P (q)(t2) = 0, H y (4)
with monoid part S · S2o , degree in w bounded by δw + 4degw P and degree in t1 and degree in
t2 bounded by δt + 4(p − q)− 2.
Then we successively apply to (4) the weak inferences
P (q+1)(a1) > 0,
∧
3≤k≤p−q,
k odd
η(q + k)P (q+k)(ak) · (t2 − t1)
k−1 ≥ 0 ⊢ So > 0,
∧
2≤k≤p−q,
k even
η(q + k)P (q+k)(ak) · (t2 − t1)
k ≥ 0 ⊢ Se ≥ 0.
By Lemmas 2.1.7 and 2.1.5 (item 15) we obtain an incompatibilityy P (q+1)(a1) > 0, ∧
3≤k≤p−q,
k odd
η(q + k)P (q+k)(ak) · (t2 − t1)
k−1 ≥ 0,
∧
2≤k≤p−q,
k even
η(q + k)P (q+k)(ak) · (t2 − t1)
k ≥ 0, P (q)(t1) = 0, P
(q)(t2) = 0, H
y (5)
with monoid part S · P (q+1)(a1)
2, degree in w bounded by δw + 7degw P and degree in t1 and
degree in t2 bounded by δt + 7(p − q)− 4.
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Then we successively apply to (5) for odd k, 3 ≤ k ≤ p− q, the weak inferences
η(q + k)P (q+k)(ak) ≥ 0, (t2 − t1)
k−1 ≥ 0 ⊢ η(q + k)P (q+k)(ak) · (t2 − t1)
k−1 ≥ 0,
sign(P (q+k)(ak)) = η(q + k) ⊢ η(q + k)P
(q+k)(ak) ≥ 0,
⊢ (t2 − t1)
k−1 ≥ 0,
and for even k, 2 ≤ k ≤ p− q, the weak inference
η(q + k)P (q+k)(ak) ≥ 0, (t2 − t1)
k ≥ 0 ⊢ η(q + k)P (q+k)(ak) · (t2 − t1)
k ≥ 0,
sign(P (q+k)(ak)) = η(q + k) ⊢ η(q + k)P
(q+k)(ak) ≥ 0,
⊢ (t2 − t1)
k ≥ 0.
By Lemma 2.1.2 (items 1, 3 and 7) we obtainy sign(Der+(P )(t1)) = η1, sign(Der+(P )(t2)) = η2, H y
with the same monoid part and degree bounds. 
We can prove now Proposition 6.1.7.
Proof of Proposition 6.1.7. Consider the initial incompatibility
↓ t1 = t2, H ↓ (6)
where H is a system of sign conditions in K[v].
We successively apply to (6) the weak inferences
t1 ≥ t2, t1 ≤ t2 ⊢ t1 = t2,
sign(Der+(P )(t1)) = η1, sign(Der+(P )(t2)) = η2 ⊢ t1 ≤ t2,
sign(Der+(P )(t2)) = η2, sign(Der+(P )(t1)) = η1 ⊢ t2 ≤ t1.
By Lemmas 2.1.4 and 6.1.8, we obtainy sign(Der+(P )(t1)) = η1, sign(Der+(P )(t2)) = η2, H y
with monoid part S ·P (q+1)(t1)
2 ·P (q+1)(t2)
2, degree in w bounded by 2δw+14degw P and degree
in t1 and degree in t2 bounded by 2δt + 14(p− q)− 8, which serves as the final incompatibility.

Proposition 6.1.9 Let p ≥ 1, P = yp +
∑
0≤h≤p−1Ch · y
h ∈ K[u][y], η1, η2 be sign conditions
on Der+(P ) such that exists q, 0 ≤ q ≤ p − 1, with η1(q) 6= η2(q) and η1(k) = η2(k) 6= 0 for
q + 1 ≤ k ≤ p− 1, and η1 ≺P η2. Then
sign(Der+(P )(t1)) = η1, sign(Der+(P )(t2)) = η2 ⊢ t1 < t2.
6 ELIMINATION OF ONE VARIABLE 89
If we have an initial incompatibility in variables v ⊃ (u, t1, t2) with monoid part S · (t2 − t1)
2e
with e ≥ 1, degree in w bounded by δw for some subset of variables w ⊂ v disjoint from (t1, t2),
degree in t1 and degree in t2 bounded by δt, the final incompatibility has monoid part
S · P (q)(b)2e
with b = t2 if η2(q) 6= 0 and b = t1 otherwise, degree in w bounded by δw + (6e+ 2) degw P and
degree in t1 and degree in t2 bounded by δt + (6e+ 2)p.
Proof. The proof is an adaptation of the proof of Lemma 6.1.8. For q + 1 ≤ k ≤ p we denote
η(k) = η1(k) = η2(k). If η(q + 1) = −1, we change P by −P , η1 by −η1 and η2 by −η2; so
without loss of generality we suppose η(q + 1) = 1. We replace the first three weak inferences
in the proof of Lemma 6.1.8 by
(t2 − t1)So > 0, So > 0 ⊢ t1 < t2,
(t2 − t1)So − Se > 0, Se ≥ 0 ⊢ (t2 − t1)So > 0,
sign(P (q)(t1)) = η1(q), sign(P
(q)(t2)) = η2(q) ⊢ (t2 − t1)So − Se > 0.
In fact, just for the case η1(q) = −1 and η2(q) = 1, also the weak inference
P (q)(t1) < 0 ⊢ P
(q)(t1) ≤ 0
from Lemma 2.1.2 (item 1) is also needed between the second and third weak inference above.
By Lemmas 2.1.10, 2.1.7 and possibly 2.1.2 (item 1), we obtainy So > 0, Se ≥ 0, sign(P (q)(t1)) = η1(q), sign(P (q)(t2)) = η2(q), H y
with monoid part S ·P (q)(b)2e with b = t2 if η2(q) = 1 and b = t1 otherwise, degree in w bounded
by δw + 6edegw P and degree in t1 and degree in t2 bounded by δt + 2e(3(p − q)− 1).
The rest of the proof is as in the proof of Lemma 6.1.8. 
6.2 Conditions on the parameters fixing the Thom encoding
Given P,Q ∈ K[u][y], with P monic in y and u = (u1, . . . , uk), our goal is to define a family
of polynomials in K[u] whose signs fix the Thom encoding of the real roots of P and the signs
of Q at these roots; the family composed by the principal minors of Hermite matrices of P
and products of (a small number of) its derivatives with 1, Q or Q2 has this property by sign
determination (see [45, Theorem 27]).
We introduce some notation and definitions.
Notation 6.2.1 Let P ∈K[u][y] monic in y with degy P = p ≥ 1.
For η ∈ {−1, 0, 1}Der(P ), we denote by η+ ∈ {−1, 0, 1}
Der+(P ) the extension of η to Der+(P )
given by η+(0) = 0.
For η ∈ {−1, 0, 1}Der+(P ), the number mu(η, P ) is the smallest index i, 0 ≤ i ≤ p, such that
η(i) 6= 0. Note that if the real root θ of P has Thom encoding η, the multiplicity of θ as a root
of P is mu(η, P ).
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For η ∈ {−1, 0, 1}Der(P ), the number mu(η, P ) is mu(η+, P ).
For a list of distinct sign conditions η = [η1, . . . , η#η] on Der(P ), the vector vmu(η) is the
list mu(η1, P ), . . . ,mu(η#η, P ) in non-increasing order.
We define the order ≺muP on {−1, 0, 1}
Der(P ), given by η1 ≺
mu
P η2 if mu(η1, P ) > mu(η2, P )
or mu(η1, P ) = mu(η2, P ) and η1,+ ≺P η2,+.
Definition 6.2.2 Let p ≥ 1, P = yp +
∑
0≤h≤p−1Ch · y
h ∈ K[u][y], (µ,ν) ∈ Λm × Λn with
m + 2n = p, η = [η1, . . . , η#η] be a list of distinct sign conditions on Der(P ) with #µ = #η,
t = (t1, . . . , t#µ) and z = (z1, . . . , z#ν). We define the system of sign conditions
Th(P )µ,ν,η(t, z)
in K[u][t, a, b] as
Fact(P )µ,ν(t, z),
∧
1≤j≤#µ
sign(Der(P )(tj)) = ηj .
Note that in Definition 6.2.2, since the multiplicity of the real roots of P can be read
both from µ and η, there should be some restrictions on µ and η in order that the system
Th(P )µ,ν,η(t, z) admits a real solution. Nevertheless, we will still need the definition in the
general case, with the only restriction on µ and η given by #µ = #η.
Definition 6.2.3 Let p ≥ 1, P = yp+
∑
0≤h≤p−1Ch · y
h ∈ K[u][y], Q ∈ K[u][y] and i ∈ N. We
define
PDeri(P ) =
{ ∏
1≤h≤p−1
(P (h))αh | α ∈ {0, 1, 2}{1,...,p−1}, #{h | αh 6= 0} ≤ i
}
⊂ K[u][y],
PDeri(P ;Q) = {AB | A ∈ PDeri(P ), B ∈ {Q,Q
2}} ⊂ K[u][y],
ThElim(P ) =
⋃
A∈PDerbit{p}(P )
HMi(P ;A) ⊂ K[u],
ThElim(P ;Q) =
⋃
A∈PDerbit{p}−1(P ;Q)
HMi(P ;A) ⊂ K[u].
The following two results show the connection between signs conditions on the sets
ThElim(P ) and ThElim(P ;Q) and the Thom encodings of the real roots of P and the sign
of Q at these roots.
Theorem 6.2.4 (Fixing the Thom encodings) Let p ≥ 1, P = yp +
∑
0≤h≤p−1Ch · y
h ∈
K[u][y]. For every realizable sign condition τ on ThElim(P ), there exist unique (µ(τ),ν(τ)) ∈
Λm ×Λn with m+ 2n = p, and a unique list η(τ) of distinct sign conditions on Der(P ) ordered
with respect to ≺muP such that for every ϑ ∈ Real(τ,R) there exist θ ∈ R
#µ(τ), α ∈ R#ν(τ), β ∈
R#ν(τ) such that
Th(P (ϑ))µ(τ),ν(τ),η(τ)(θ, α+ iβ).
Proof. As said in Theorem 5.2.2 (Hermite’s Theory (2)), a sign condition τ on ThElim(P )
determines the rank and signature of Her(P ;A) for every A ∈ PDerbit{p}(P ). By sign determi-
nation [45, Theorem 27], this is enough to determine the decomposition of P into ireducible real
factors and the Thom encodings of the real roots of P . 
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Theorem 6.2.5 (Fixing the Thom encodings with a Sign) Following the notation of
Theorem 6.2.4, for every realizable sign condition (τ, τ ′) on ThElim(P ) ∪ ThElim(P ;Q),
there exists a unique list ǫ(τ, τ ′) = [ǫ1(τ, τ
′), . . . , ǫ#µ(τ)(τ, τ
′)] of signs such that for every
ϑ ∈ Real((τ, τ ′),R) there exist θ ∈ R#µ(τ), α ∈ R#ν(τ), β ∈ R#ν(τ) such that
Th(P (ϑ))µ(τ),ν(τ),η(τ)(θ, α+ iβ),
∧
1≤j≤#µ(τ)
sign(Q(θj)) = ǫj(τ, τ
′).
Proof : The claim follows using Theorem 6.2.4 and the fact that a sign condition τ ′ on
ThElim(P ;Q) additionally determines the rank and signature of Her(P ;A) for every A ∈
PDerbit{p}−1(P ;Q), and therefore, by sign determination [45, Theorem 27], the signs of Q at the
real roots of P . 
Before giving the weak inference versions of Theorems 6.2.4 and 6.2.5, we define new auxiliary
functions (see Definitions 4.3.3 and 5.4.2).
Definition 6.2.6 1. Let gH,1 : N∗ → N, gH,1{p} = gH{p, 2bit{p}(p − 1)}.
2. Let g˜H,1 : N∗ → N, g˜H,1{p} = bit{p}2
2
1
2 (p−1)p+2−2gH,1{p}
2
1
2 (p−1)p−1(gH,1{p}+ 2).
3. Let gH,2 : N∗ ×N→ N, gH,2{p, q} = gH{p, 2(bit{p} − 1)(p − 1) + 2q}.
4. Let g˜H,2 : N∗ ×N→ R, g˜H,2{p, q} = bit{p}2
2
1
2p
2+2−2gH,2{p, q}
2
1
2p
2
−1(gH,2{p, q}+ 2).
5. Let g5 : N× N× N× N× N→ R,
g5{p, e, f, g, e
′} = g4{p}max{e
′, g˜H,1{p}}
2
3
2p
2
max{e, g, g˜H,1{p}}
2
1
2 p
2
max{f, g˜H,1{p}}
2
1
2 p .
Technical Lemma 6.2.7 For every (p, e, f, g, e′) ∈ N∗ × N× N×N× N,
2p+(((p−1)p+2)2
(p−1)p−2)(2
1
2p
2
+2
1
2 p+1)g4{p}max{e
′, g˜H,1{p}}
(2(p−1)p−1)(2
1
2 p
2
+2
1
2p+1)+1·
·max{e, g, g˜H,1{p}}
2
1
2p
2
max{f, g˜H,1{p}}
2
1
2p ≤
≤ g5{p, e, f, g, e
′}.
Proof. See Section 8. 
Now, we first give weak inference versions of Theorems 6.2.4 and 6.2.5, and then the proofs
of them.
Theorem 6.2.8 (Fixing the Thom encodings as a weak existence) Let p ≥ 1, P = yp+∑
0≤h≤p−1Ch · y
h ∈ K[u][y] and τ be a realizable sign condition on ThElim(P ). Then, using the
notation of Theorem 6.2.4,
sign(ThElim(P )) = τ ⊢ ∃(t, z) [ Th(P )µ(τ),ν(τ),η(τ)(t, z) ]
where t = (t1, . . . , t#µ(τ)) and z = (z1, . . . , z#ν(τ)).
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Suppose we have an initial incompatibility in K[v][t, a, b], where v ⊃ u, and t, a, b are disjoint
from v, with monoid part
S ·
∏
1≤j<j′≤#µ(τ)
(tj − tj′)
2ej,j′ ·
∏
1≤k≤#ν(τ)
b2fkk ·
·
∏
1≤k<k′≤#ν(τ)
R(zk, zk′)
2gk,k′ ·
∏
1≤j≤#µ(τ), 1≤h≤p−1,
ηj (τ)(h) 6=0
P (h)(tj)
2e′
j,h
with ej,j′ ≤ e, fk ≤ f , gk,k′ ≤ g, e
′
j,h ≤ e
′, degree in w bounded by δw for some subset of
variables w ⊂ v, degree in tj bounded by δt and degree in (ak, bk) bounded by δz. Then the final
incompatibility has monoid part
Sh ·
∏
H∈ThElim(P ),
τ(H) 6=0
H2h
′
H
with h, h′H ≤ g5{p, e, f, g, e
′}, and degree in w bounded by
g5{p, e, f, g, e
′}
(
max{δw, g˜H,1{p}degw P}+max{δt, δz , g˜H,1{p}}degw P
)
.
Theorem 6.2.9 (Fixing the Thom encodings with a Sign as a weak existence) Let
p ≥ 1, P = yp +
∑
0≤h≤p−1Ch · y
h ∈ K[u][y], Q ∈ K[u][y] with degy Q = q and τ and τ
′ be sign
conditions on ThElim(P ) and ThElim(P ;Q) respectively such that (τ, τ ′) is a realizable sign
condition on ThElim(P ) ∪ ThElim(P ;Q). Then using the notation of Theorem 6.2.5,
sign(ThElim(P ;Q)) = τ ′, Th(P )µ(τ),ν(τ),η(τ)(t, z) ⊢
∧
1≤j≤#µ(τ)
sign(Q(tj)) = ǫj(τ, τ
′)
where t = (t1, . . . , t#µ(τ)) and z = (z1, . . . , z#ν(τ)).
Suppose we have an initial incompatibility in K[v], where v ⊃ (u, t, a, b), with monoid part
S ·
∏
1≤j≤#µ(τ),
ǫj(τ,τ
′) 6=0
Q(tj)
2hj ,
with hj ≤ h, degree in w bounded by δw for some subset of variables w ⊂ v disjoint from (t, a, b),
degree in tj bounded by δt and degree in (ak, bk) bounded by δz. Then, the final incompatibility
has monoid part
Sh
′
·
∏
H∈ThElim(P ;Q),
τ ′(H) 6=0
H2h
′
H ·
∏
1≤j<j′≤#µ(τ)
(tj − tj′)
2ej,j′ ·
∏
1≤k≤#ν(τ)
b2fkk ·
·
∏
1≤k<k′≤#ν(τ)
R(zk, zk′)
2gk,k′ ·
∏
1≤j≤#µ(τ),1≤h≤p−1,
ηj(τ)(h) 6=0
P (h)(tj)
2e′
h,j
with h′ ≤ 2(p+2)2
p−2p−2max{h, g˜H,2{p, q}}
2p−1, h′H , ej,j′ , fk, gk,k′ ,≤
2(p+2)2
p−2max{h, g˜H,2{p, q}}
2p−1g˜H,2{p, q}, degree in w bounded by
2(p+2)2
p−2max{h, g˜H,2{p, q}}
2p−1max{δw, g˜H,2{p, q}max{degw P,degwQ}},
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degree in tj bounded by
2(p+2)2
p−2max{h, g˜H,2{p, q}}
2p−1max{δt, g˜H,2{p, q}}
and degree in (ak, bk) bounded by
2(p+2)2
p−2max{h, g˜H,2{p, q}}
2p−1max{δz , g˜H,2{p, q}}.
Proof of Theorem 6.2.8. Consider the initial incompatibilityyTh(P )µ(τ),ν(τ),η(τ)(t, z), Hy
K[v][t,a,b]
(7)
where H is a system of sign conditions in K[v].
In order to proceed by case by case reasoning, our first aim is to obtain incompatibilitiesy sign(ThElim(P )) = τ, Th(P )µ(τ),ν(τ),η , Hy
K[v][t,a,b]
for every list of sign condition η = [η1, . . . , η#µ(τ)] on Der(P ), including those η such that the
system Th(P )µ(τ),ν(τ),η(t, z) has obviously no solution because of some real root of P having
two different multiplicities according to µ(τ) and η.
We consider first the case that η can be obtained from η(τ) through permutations of elements
corresponding to real roots with the same multiplicity. In this case, by simply renaming variables
within the set of variables t in (7), we obtainy Th(P )µ(τ),ν(τ),η(t, z), H y
K[v][t,a,b]
(8)
with the same monoid part up to permutations within t and the same degree bounds.
We consider now the case that η cannot be obtained from η(τ) through permutations as
above. Let κ = [κ1, . . . , κ#ν(τ)] be a list of invertibility conditions on Der(P ). By Theorem 6.2.4
(Fixing the Thom encodings) there exists α ∈ {0, 1, 2}1,...,p−1 with #{h | αh 6= 0} ≤ bit{p} such
that Q =
∏
1≤h≤p−1(P
(h))αh ∈ PDerbit{p}(P ) verifies
(RkHMi(τ),SiHMi(τ)) 6= (RkFact(η
α,κα),SiFact(η
α)),
where ηα is the list of sign conditions satisfied by Q on t when η is the list of sign conditions
satisfied by Der(P ) on t and κα is defined analogously. By Theorem 5.4.3 (Hermite’s Theory as
an incompatibility) there is an incompatibilityy sign(ThElim(P )) = τ, Fact(P )µ(τ),ν(τ)(t, z),
∧
1≤j≤#µ(τ)
sign(Q(tj)) = η
α
j ,
∧
1≤k≤#ν(τ)
inv(Q(zk)) = κ
α
k
y
K[u][t,a,b]
(9)
with monoid part ∏
H∈HMi(P ;Q),
τ(H) 6=0
H2g˜H ·
∏
1≤j<j′≤#µ(τ)
(tj − tj′)
2e˜j,j′ ·
∏
1≤k≤#ν(τ)
b2f˜kk ·
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·
∏
1≤k<k′≤#ν(τ)
R(zk, zk′)
2g˜k,k′ ·
∏
1≤j≤#µ(τ),
ηα
j
6=0
Q(tj)
2e˜′j
∏
1≤k≤#ν(τ),
κα
k
6=0
(Q2
Re
(zk) +Q
2
Im
(zk))
2f˜ ′
k
with g˜H , e˜j,j′ , f˜k, g˜k,k′ , e˜
′
j , f˜
′
k ≤ gH,1{p}, degree in w bounded by 2bit{p}gH,1{p}degw P and
degree in tj and degree in (ak, bk) bounded by gH,1{p}.
Since the sign and invertibility of a product is determined by the sign and invertibility of
each factor, by applying to (9) the weak inferences in Lemmas 2.1.2 (items 5, 6 and 8) and 2.1.8,
we obtainy sign(ThElim(P )) = τ, Th(P )µ(τ),ν(τ),η(t, z),
∧
1≤k≤#ν(τ)
inv(Der(P )(zk)) = κk
y
K[u][t,a,b]
(10)
with monoid part∏
H∈HMi(P ;Q),
τ(H) 6=0
H2g˜H ·
∏
1≤j<j′≤#µ(τ)
(tj − tj′)
2e˜j,j′ ·
∏
1≤k≤#ν(τ)
b2f˜kk ·
∏
1≤k<k′≤#ν(τ)
R(zk, zk′)
2g˜k,k′ ·
·
∏
1≤j≤#µ(τ), 1≤h≤p−1,
ηα
j
6=0
P (h)(tj)
2αhe˜
′
j ·
∏
1≤k≤#ν(τ), 1≤h≤p−1,
κα
k
6=0
(P (h)
Re
(zk)
2 + P (h)
Im
(zk)
2)2αhf˜
′
k ,
degree in w bounded by 2bit{p}(gH,1{p} + 1) degw P , and degree in tj and degree in (ak, bk)
bounded by gH,1{p}. Note that Lemma 2.1.8 is used for the weak inference saying that, for
1 ≤ k ≤ #ν(τ), inv(Q(zk)) = 0 when the invertibility of some factor of Q at zk is 0.
Then we successively apply to (10) the weak inferences∑
1≤k≤#ν(τ),1≤h≤p−1,
κk(h)=0
(P (h)
Re
(zk)
2 + P (h)
Im
(zk)
2) = 0 ⊢
∧
1≤k≤#ν(τ),1≤h≤p−1,
κk(h)=0
P (h)
Re
(zk) = 0, P
(h)
Im
(zk) = 0
and ∧
1≤k≤#ν(τ),1≤h≤p−1,
κk(h)=0
P (h)
Re
(zk)
2 + P (h)
Im
(zk)
2 = 0 ⊢
∑
1≤k≤#ν(τ),1≤h≤p−1,
κk(h)=0
(P (h)
Re
(zk)
2 + P (h)
Im
(zk)
2) = 0.
By Lemmas 2.1.14 and 2.1.5 (item 14) we obtainy sign(ThElim(P )) = τ, Th(P )µ(τ),ν(τ),η(t, z),
∧
1≤k≤#ν(τ),1≤h≤p−1,
κk(h) 6=0
P (h)
Re
(zk)
2 + P (h)
Im
(zk)
2 6= 0,
∧
1≤k≤#ν(τ),1≤h≤p−1,
κk(h)=0
P (h)
Re
(zk)
2 + P (h)
Im
(zk)
2 = 0
y
K[u][t,a,b]
(11)
with monoid part∏
H∈HMi(P ;Q),
τ(H) 6=0
H4g˜H ·
∏
1≤j<j′≤#µ(τ)
(tj − tj′)
4e˜j,j′ ·
∏
1≤k≤#ν(τ)
b4f˜kk ·
∏
1≤k<k′≤#ν(τ)
R(zk, zk′)
4g˜k,k′ ·
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·
∏
1≤j≤#µ(τ),1≤h≤p−1,
ηα
j
6=0
P (h)(tj)
4αhe˜
′
j ·
∏
1≤k≤#ν(τ),1≤h≤p−1,
κ
α
k
6=0
(P (h)
Re
(zk)
2 + P (h)
Im
(zk)
2)4αhf˜
′
k ,
degree in w bounded by (4bit{p}(gH,1{p} + 1) + 2) degw P , degree in tj bounded by 2gH,1{p}
and degree in (ak, bk) bounded by 2(gH,1{p}+ p− 1).
Then we fix η and we apply to incompatibilities (11) for η and every κ, the weak inference,
⊢
∨
K∈K
( ∧
(k,h)6∈K
P (h)
Re
(zk)
2 + P (h)
Im
(zk)
2 6= 0,
∧
(k,h)∈K
P (h)
Re
(zk)
2 + P (h)
Im
(zk)
2 = 0
)
where
K = {K | K ⊂ {1 ≤ k ≤ #ν(τ)} × {1 ≤ h ≤ p− 1}}.
By Lemma 2.1.19 we obtainy sign(ThElim(P )) = τ, Th(P )µ(τ),ν(τ),η(t, z) y
K[u][t,a,b]
(12)
with monoid part
∏
H∈ThElim(P ),
τ(H) 6=0
H2gˆH ·
∏
1≤j<j′≤#µ(τ)
(tj − tj′)
2eˆj,j′ ·
∏
1≤k≤#ν(τ)
b2fˆkk ·
·
∏
1≤k<k′≤#ν(τ)
R(zk, zk′)
2gˆk,k′ ·
∏
1≤j≤#µ(τ),1≤h≤p−1,
ηj(h) 6=0
P (h)(tj)
2eˆ′
j,h
with gˆH , eˆj,j′ , fˆk, gˆk,k′ , eˆ
′
j,h ≤ g˜H,1{p}, degree in w bounded by g˜H,1{p}degw P and degree in tj
and degree in (ak, bk) bounded by g˜H,1{p}.
Now we have already obtained the necessary incompatibilities for every η. Then we apply
to incompatibilities (8) and (12) the weak inference
⊢
∨
(J,J ′)∈J
( ∧
(j,h)∈J ′
P (h)(tj) > 0,
∧
(j,h)6∈J∪J ′
P (h)(tj) < 0,
∧
(j,h)∈J
P (h)(tj) = 0
)
where
J = {(J, J ′) | J ⊂ {1 ≤ j ≤ #µ(τ)}×{1 ≤ h ≤ p−1}, J ′ ⊂ {1 ≤ j ≤ #µ(τ)}×{1 ≤ h ≤ p−1}\J}.
By Lemma 2.1.21 we obtainy sign(ThElim(P )) = τ, Fact(P )µ(τ),ν(τ)(t, z), H y
K[v][t,a,b]
(13)
with monoid part
Shˆ
′
·
∏
H∈ThElim(P ),
τ(H) 6=0
H2gˆ
′
H ·
∏
1≤j<j′≤#µ(τ)
(tj − tj′)
2eˆ′
j,j′ ·
∏
1≤k≤#ν(τ)
b
2fˆ ′
k
k ·
∏
1≤k<k′≤#ν(τ)
R(zk, zk′)
2gˆ′
k,k′
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with hˆ′ ≤ f ′0, gˆ
′
H ≤ f
′
0g˜H,1{p}, eˆ
′
j,j′ ≤ f
′
0max{e, g˜H,1{p}}, fˆ
′
k ≤ f
′
0max{f, g˜H,1{p}}, gˆ
′
k,k′ ≤
f ′0max{g, g˜H,1{p}}, degree in w bounded by f
′
0max{δw, g˜H,1{p}degw P}, degree in tj bounded
by f ′0max{δt, g˜H,1{p}} and degree in (ak, bk) bounded by f
′
0max{δz, g˜H,1{p}}, where
f ′0 = 2
((p−1)p+2)2(p−1)p−2max{e′, g˜H,1{p}}
2(p−1)p−1.
We rename variables t and z in (13) as tµ(τ) and zν(τ) respectively.
Our next aim is to obtain incompatibilitiesy sign(ThElim(P )) = τ, Fact(P )µ,ν(tµ, zν), H yK[v][tµ,aν ,bν ]
for every (µ,ν) ∈ ∪m+2n=pΛm × Λn, where tµ = (tµ,1, . . . , tµ,#µ) and zν = (zν,1, . . . , zν,#ν),
in order to be able to apply Theorem 4.3.5 (Real Irreducible Factors with Multiplicities as a
weak existence). For (µ(τ),ν(τ)), we already have incompatibility (13), so now we suppose
(µ,ν) 6= (µ(τ),ν(τ)).
By Theorem 6.2.4 (Fixing the Thom encodings) for every η list of sign conditions on Der(P )
and κ list of invertibility conditions on Der(P ), there exists α ∈ {0, 1, 2}1,...,p−1 with #{h | αh 6=
0} ≤ bit{p} such that Q =
∏
1≤h≤p−1(P
(h))αh ∈ PDerbit{p}(P ) verifies
(RkHMi(τ),SiHMi(τ)) 6= (RkFact(η
α,κα),SiFact(η
α)).
Proceeding as before, we obtainy sign(ThElim(P )) = τ, Fact(P )µ,ν(tµ, zν) yK[u][tµ,aν ,bν ] (14)
with monoid part
∏
H∈ThElim(P ),
τ(H) 6=0
H2gˆ
′′
H ·
∏
1≤j<j′≤m
(tµ,j − tµ,j′)
2eˆ′′
j,j′ ·
∏
1≤k≤n
b
2fˆ ′′
k
ν,k ·
∏
1≤k<k′≤n
R(zk, zk′)
2gˆ′′
k,k′
with gˆ′′H , eˆ
′′
j,j′ , fˆ
′′
k , gˆ
′′
k,k′ ≤ f
′
0g˜H,1{p}, degree in w bounded by f
′
0g˜H,1{p}degw P , and degree in tµ,j
and degree in (aν,k, bν,k) bounded by f
′
0g˜H,1{p}.
Finally, we apply to incompatibility (13) and incompatibilities (14) for every (µ,ν) 6=
(µ(τ),ν(τ)) the weak inference
⊢
∨
m+2n=p
(µ,ν)∈Λm×Λn
∃(tµ, zν) [ Fact(P )
µ,ν(tµ, zν) ].
By Theorem 4.3.5 (Real Irreducible Factors with Multiplicities as a weak existence), taking into
account that # ∪m+2n=p Λm × Λn ≤ 2
p, and using Lemma 6.2.7, we obtainy sign(ThElim(P )) = τ, H y
K[v]
with monoid part
Sh ·
∏
H∈ThElim(P ),
τ(H) 6=0
H2h
′
H
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with
h ≤ g4{p}f
′
0
2
1
2p
2
+2
1
2 p+1
max{e, g, g˜H,1{p}}
2
1
2p
2
max{f, g˜H,1{p}}
2
1
2p ≤
≤ g5{p, e, f, g, e
′},
h′H ≤ 2
pg4{p}g˜H,1{p}f
′
0
2
1
2 p
2
+2
1
2p+1
max{e, g, g˜H,1{p}}
2
1
2 p
2
max{f, g˜H,1{p}}
2
1
2p ≤
≤ g5{p, e, f, g, e
′},
and degree in w bounded by
g4{p}f
′
0
2
1
2p
2
+2
1
2p+1max{e, g, g˜H,1{p}}
2
1
2 p
2
max{f, g˜H,1{p}}
2
1
2p ·
·
(
max{δw, g˜H,1{p}degw P}+max{δt, δz , g˜H,1{p}}degw P
)
≤
≤ g5{p, e, f, g, e
′}
(
max{δw, g˜H,1{p}degw P}+max{δt, δz , g˜H,1{p}}degw P
)
,
which serves as the final incompatibility. 
Proof of Theorem 6.2.9. We simplify the notation by renaming µ = µ(τ), ν = ν(τ) and
η = η(τ). Consider the initial incompatibilityy ∧
1≤j≤#µ
sign(Q(tj)) = ǫj(τ, τ
′), H
y
K[v]
(15)
where H is a system of sign conditions in K[v].
Once again, our aim is to proceed by case by case reasoning. Let ǫ = [ǫ1, . . . , ǫ#µ] be a list of
sign conditions on Q with ǫ 6= ǫ(τ, τ ′), κ = [κ1, . . . , κ#ν ] be a list of invertibility conditions on
Der(P ) and ρ = [ρ1, . . . , ρ#ν ] be a list of invertibility conditions on Q. By Theorem 6.2.5 (Fixing
the Thom encodings with a Sign) there exist α ∈ {0, 1, 2}1,...,p−1 with #{h | αh 6= 0} ≤ bit{p}−1
and β ∈ {1, 2} such that Q˜ = (
∏
1≤h≤p−1(P
(h))αh)Qβ ∈ PDerbit{p}−1(P ;Q) verifies
(RkHMi(τ),SiHMi(τ)) 6= (RkFact(η
αǫβ ,καρβ),SiFact(η
αǫβ)),
where ηαǫβ is the list of sign conditions satisfied by Q˜ on t if Th(P )µ,ν,η(t, z) holds and ǫ is the
list of sign conditions satisfied by Q on t and καρβ is defined analogously. By Theorem 5.4.3
(Hermite’s Theory as an incompatibility) there is an incompatibilityy sign(ThElim(P ;Q)) = τ ′, Fact(P )µ,ν(t, z),
∧
1≤j≤#µ
sign(Q˜(tj)) = η
α
j ǫ
β
j ,
∧
1≤k≤#ν
inv(Q˜(zk)) = κ
α
kρ
β
k
y
K[u][t,a,b]
(16)
with monoid part
∏
H∈HMi(P ;Q˜),
τ ′(H) 6=0
H2g˜H ·
∏
1≤j<j′≤#µ
(tj − tj′)
2e˜j,j′ ·
∏
1≤k≤#ν
b2f˜kk ·
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·
∏
1≤k<k′≤#ν
R(zk, zk′)
2g˜k,k′ ·
∏
1≤j≤#µ,
ηα
j
ǫ
β
j
6=0
Q˜(tj)
2e˜′j ·
∏
1≤k≤#ν,
κα
j
ρ
β
k
6=0
(Q˜2
Re
(zk) + Q˜
2
Im
(zk))
2f˜ ′
k
with g˜H , e˜j,j′ , f˜k, g˜k,k′ , e˜
′
j , f˜
′
k ≤ gH,2{p, q}, degree in w bounded by
2bit{p}gH,2{p, q}max{degw P,degwQ} and degree in tj and degree in (ak, bk) bounded
by gH,2{p, q}.
Since the sign and invertibility of a product is determined by the sign and invertibility of
each factor, by applying to (16) the weak inferences in Lemmas 2.1.2 (items 5, 6 and 8) and
2.1.8 (used as in the proof of Theorem 6.2.8), we obtainysign(ThElim(P ;Q)) = τ ′, Thµ,ν,η(t, z), ∧
1≤j≤#µ
sign(Q(tj)) = ǫj ,
∧
1≤k≤#ν
inv(Der(P )(zk)) = κk,
∧
1≤k≤#ν
inv(Q(zk)) = ρk
y
K[u][t,a,b]
(17)
with monoid part
∏
H∈HMi(P ;Q˜),
τ ′(H) 6=0
H2g˜H ·
∏
1≤j<j′≤#µ
(tj − tj′)
2e˜j,j′ ·
∏
1≤k≤#ν
b2f˜kk ·
∏
1≤k<k′≤#ν
R(zk, zk′)
2g˜k,k′ ·
·
∏
1≤j≤#µ,
ηα
j
ǫ
β
j
6=0
( ∏
1≤h≤p−1
P (h)(tj)
2αhe˜
′
j
)
·Q(tj)
2βe˜′j ·
·
∏
1≤k≤#ν,
κα
k
ρ
β
k
6=0
( ∏
1≤h≤p−1
(P (h)
Re
(zk)
2 + P (h)
Im
(zk)
2)2αhf˜
′
k
)
· (Q2
Re
(zk) +Q
2
Im
(zk))
2βf˜ ′
k ,
degree in w bounded by 2bit{p}(gH,2{p, q}+1)max{degw P,degwQ} and degree in tj and degree
in (ak, bk) bounded by gH,2{p, q}.
Then we successively apply to (17) the weak inferences∑
1≤k≤#ν,1≤h≤p−1,
κk(h)=0
(P (h)
Re
(zk)
2 + P (h)
Im
(zk)
2) +
∑
1≤k≤#ν,
ρk=0
(Q2
Re
(zk) +Q
2
Im
(zk)) = 0 ⊢
⊢
∧
1≤k≤#ν,1≤h≤p−1,
κk(h)=0
(P (h)
Re
(zk) = 0, P
(h)
Im
(zk) = 0),
∧
1≤k≤#ν,
ρk=0
(Q
Re
(zk) = 0, QIm(zk) = 0)
and ∧
1≤k≤#ν,1≤h≤p−1,
κk(h)=0
P (h)
Re
(zk)
2 + P (h)
Im
(zk)
2 = 0,
∧
1≤k≤#ν,
ρk=0
Q2
Re
(zk) +Q
2
Im
(zk) = 0 ⊢
⊢
∑
1≤k≤#ν,1≤h≤p−1,
κk(h)=0
(P (h)
Re
(zk)
2 + P (h)
Im
(zk)
2) +
∑
1≤k≤#ν,
ρk=0
(Q2
Re
(zk) +Q
2
Im
(zk)) = 0.
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By Lemmas 2.1.14 and 2.1.5 (item 14) we obtainysign(ThElim(P ;Q)) = τ ′, Thµ,ν,η(t, z), ∧
1≤j≤#µ
sign(Q(tj)) = ǫj,
∧
1≤k≤#ν,1≤h≤p−1,
κk(h) 6=0
P (h)
Re
(zk)
2 + P (h)
Im
(zk)
2 6= 0,
∧
1≤k≤#ν,1≤h≤p−1,
κk(h)=0
P (h)
Re
(zk)
2 + P (h)
Im
(zk)
2 = 0,
∧
1≤k≤#ν,
ρk 6=0
Q2
Re
(zk) +Q
2
Im
(zk) 6= 0,
∧
1≤k≤#ν,
ρk=0
Q2
Re
(zk) +Q
2
Im
(zk) = 0
y
K[u][t,a,b]
(18)
with monoid part
∏
H∈HMi(P ;Q˜),
τ ′(H) 6=0
H4g˜H ·
∏
1≤j<j′≤#µ
(tj − tj′)
4e˜j,j′ ·
∏
1≤k≤#ν
b4f˜kk ·
∏
1≤k<k′≤#ν
R(zk, zk′)
4g˜k,k′ ·
·
∏
1≤j≤#µ,
ηα
j
ǫ
β
j
6=0
( ∏
1≤h≤p−1
P (h)(tj)
4αhe˜
′
j
)
·Q(tj)
4βe˜′j ·
·
∏
1≤k≤#ν,
κα
k
ρ
β
k
6=0
( ∏
1≤h≤p−1
(P (h)
Re
(zk)
2 + P (h)
Im
(zk)
2)4αhf˜
′
k
)
· (Q2
Re
(zk) +Q
2
Im
(zk))
4βf˜ ′
k ,
degree in w bounded by (4bit{p}(gH,2{p, q}+1)+2)max{degw P,degwQ}, degree in tj bounded
by 2gH,2{p, q} and degree in (ak, bk) bounded by 2(gH,2{p, q}+max{p− 1, q}).
Then we fix ǫ and we apply to incompatibilities (18) for ǫ and every κ and ρ, the weak
inference
⊢
∨
K∈K,
K′∈K′
( ∧
(k,h)6∈K ′
P (h)
Re
(zk)
2 + P (h)
Im
(zk)
2 6= 0,
∧
(k,h)∈K ′
P (h)
Re
(zk)
2 + P (h)
Im
(zk)
2 = 0,
∧
k 6∈K
Q2
Re
(zk) +Q
2
Im
(zk) 6= 0,
∧
k∈K
Q2
Re
(zk) +Q
2
Im
(zk) = 0
)
,
where
K = {K | K ⊂ {1 ≤ k ≤ #ν}} and K′ = {K ′ | K ′ ⊂ {1 ≤ k ≤ #ν} × {1, . . . , p− 1}}.
By Lemma 2.1.19 we obtainy sign(ThElim(P ;Q)) = τ ′, Thµ,ν,η(t, z), ∧
1≤j≤#µ
sign(Q(tj)) = ǫj
y
K[u][t,a,b]
(19)
with monoid part
∏
H∈ThElim(P ;Q),
τ ′(H) 6=0
H2gˆH ·
∏
1≤j<j′≤#µ
(tj − tj′)
2eˆj,j′ ·
∏
1≤k≤#ν
b2fˆkk ·
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·
∏
1≤k<k′≤#ν
R(zk, zk′)
2gˆk,k′ ·
∏
1≤j≤#µ, 1≤h≤p−1,
ηj (h) 6=0
P (h)(tj)
2eˆ′
j,h ·
∏
1≤j≤#µ,
ǫj 6=0
Q(tj)
2eˆ′j
with gˆH , eˆj,j′ , fˆk, gˆk,k′ , eˆ
′
j,h, eˆ
′
j ≤ g˜H,2{p, q}, degree in w bounded by
g˜H,2{p, q}max{degw P,degwQ} and degree in tj and degree in (ak, bk) bounded by g˜H,2{p, q}.
Finally, we apply to incompatibilities (15) and (19) for every ǫ 6= ǫ(τ, τ ′) the weak inference
⊢
∨
J⊂{1,...,#µ}
J′⊂{1,...,µ}\J
( ∧
j∈J ′
Q(tj) > 0,
∧
j 6∈J∪J ′
Q(tj) < 0,
∧
j∈J
Q(tj) = 0
)
.
By Lemma 2.1.21 we obtainy sign(ThElim(P ;Q)) = τ ′, Th(P )µ,ν,η, H y
K[v]
with monoid part
Sh
′
·
∏
H∈ThElim(P ;Q),
τ ′(H) 6=0
H2h
′
H ·
∏
1≤j<j′≤#µ
(tj − tj′)
2ej,j′ ·
∏
1≤k≤#ν
b2fkk
·
∏
1≤k<k′≤#ν
R(zk, zk′)
2gk,k′ ·
∏
1≤j≤#µ,1≤h≤p−1,
ηj (h) 6=0
P (h)(tj)
2e′
h,j
with
h′ ≤ 2(p+2)2
p−2p−2max{h, g˜H,2{p, q}}
2p−1,
h′H , ej,j′ , fk, gk,k′ , e
′
h,j ≤ 2
(p+2)2p−2max{h, g˜H,2{p, q}}
2p−1g˜H,2{p, q},
and degree in w bounded by
2(p+2)2
p−2max{h, g˜H,2{p, q}}
2p−1max{δw, g˜H,2{p, q}max{degw P,degwQ}},
degree in tj bounded by
2(p+2)2
p−2max{h, g˜H,2{p, q}}
2p−1max{δt, g˜H,2{p, q}}
and degree in (ak, bk) bounded by
2(p+2)2
p−2max{h, g˜H,2{p, q}}
2p−1max{δz , g˜H,2{p, q}},
which serves as the final incompatibility. 
We finish this subsection with the following remark, which will be used in Subsection 6.3.
Remark 6.2.10 Following Definition 6.2.3, there are
∑
0≤j≤i
(
p− 1
j
)
2j ≤ 2pi
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elements in PDeri(P ). Therefore, there are at most 2p
bit{p}+1 elements in ThElim(P ) and, by
Remark 5.2.14, their degrees in u are bounded by
p
(
(2(p − 1)bit{p}+ 2p− 2) degu P + 2bit{p}degu P
)
≤ 2p2(bit{p}+ 1) degu P.
Similarly, there are at most 4pbit{p} elements in ThElim(P ;Q) and, again by Remark 5.2.14,
their degrees in u are bounded by
p
(
(2(p − 1)(bit{p} − 1) + 2q + 2p − 2) degu P + 2(bit{p} − 1) degu P + 2deguQ
)
=
= p
(
(2pbit{p}+ 2q − 2) degu P + 2deguQ
)
.
6.3 Conditions on the parameters fixing the real root order on a family
Consider now a finite family Q of polynomials in K[u][y] monic in the variable y, with u =
(u1, . . . , uk). Our aim is to define a family Elim(Q) ⊂ K[u] such that the list of realizable sign
conditions on Elim(Q) fixes the factorization and relative order between the real roots of all
polynomials in Q.
Definition 6.3.1 Let Q be a finite family of polynomials in K[u][y] monic in the variable y.
We denote by
Der+(Q) =
⋃
P∈Q
Der+(P ) ⊂ K[u][y].
We define
Elim(Q) =
⋃
P∈Q
(
ThElim(P )
⋃ ⋃
Q∈Der+(Q)\Der+(P )
ThElim(P ;Q)
)
⊂ K[u].
In order to prove that the family Elim(Q) satisfies the required property, we introduce some
notation and defintions.
Notation 6.3.2 Let Q be a finite family of polynomials in K[u][y] monic in the variable y. We
define the set H(Q), whose elements give a description of the total list of real roots of Q. An
element of H(Q) is a list η = [η1, . . . , ηr] of distinct sign conditions on Der+(Q) such that
• for every 1 ≤ j ≤ r, there exists P ∈ Q such that ηj(P ) = 0.
• for every 1 ≤ j ≤ r and every P ∈ Q such that ηj(P ) = 0, ηj′ ≺P ηj for 1 ≤ j
′ < j and
ηj ≺P ηj′ for j < j
′ ≤ r.
• for every 1 ≤ j < j′ ≤ r and every P ∈ Q, ηj P ηj′.
For η ∈ H(Q) and P ∈ Q we define η(P ) as the (possibly empty) ordered sublist of η |Der(P )
containing ηj |Der(P ) for those 1 ≤ j ≤ r such that ηj(P ) = 0.
Given η ∈ H(Q), we define the set N(Q,η), whose elements give a description of the multi-
plicity of the complex roots of the polynomials in Q, given the description η of their real roots,
by
N(Q,η) =
∏
P∈Q
Λ 1
2
(degy P−|vmu(η(P ))|)
.
(cf Notation 6.2.1).
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Note that every choice of ϑ ∈ Rk defines an element η of H(Q) and an element ν of N(Q,η)
by considering the list of signs of Der+(Q(ϑ)) at the roots θ1, . . . , θr of the polynomials in
Q(ϑ) ⊂ K[y] as well as the vectors of multiplicities of their complex roots.
Definition 6.3.3 Let Q be a finite family of polynomials in K[u][y] monic in the variable y
and η ∈ H(Q),ν ∈ N(Q,η) with η = [η1, . . . , ηr], t = (t1, . . . , tr), tP be the vector formed by
those tj whose indices appear in η(P ) in the order ≺
mu
P , zP = (zP,1, . . . , zP,#ν(P )) for P ∈ Q
and z = (zP )P∈Q. We define the system of sign conditions
OFact(Q)η,ν(t, z)
in K[u][t, a, b] describing the decompostion into irreducible real factors and the relative order
between the real roots of all polynomials in Q:∧
P∈Q
Fact(P )vmu(η(P )),ν(P )(tP , zP ),
∧
1≤j<j′≤r
tj < tj′.
The folowing result show the connection between a sign condition on the set Elim(Q) and
the order between the real roots of the family Q.
Theorem 6.3.4 (Fixing the Ordered List of the Roots) For every realizable sign condi-
tion τ on Elim(Q), there exist η(τ) ∈ H(Q), ν(τ) ∈ N(Q,η(τ)) such that for every ϑ ∈
Real(τ,R) there exist θ ∈ R#η(τ), α ∈ Rs, β ∈ Rs with s =
∑
P∈Q#ν(τ) such that
OFact(Q(ϑ))η(τ),ν(τ)(θ, α+ iβ).
Proof. By usual properties of Thom encoding [4, Proposition 2.28] and sign determination [45,
Theorem 27] a sign condition τ on Elim(Q) determines the decomposition into irreducible real
factors and the relative order between the real roots of all polynomials in Q. 
Before giving a weak inference form of Theorem 6.3.4, we define new auxiliary functions (see
Definitions 4.3.3 and 6.2.6).
Definition 6.3.5 1. Let g˜H,3 : N∗ → R, g˜H,3{p} = g˜H,2{p, p}.
2. Let g6 : N× N× N× N× N→ R,
g6{p, s, e, f, g} =
(
g4{p}g
2
1
2 p
2
f2
1
2 p
) 2s( 32p2+2)−1
2
3
2 p
2+2
−1 2(p+4)(2
s(s−1)p2−1)2s(
3
2 p
2+2)
·
·max{(ps − 1)e+ s− 1, g˜H,3{p}}
2s(s−1)p
2+s( 32 p
2+2)−1.
We now give a weak inference form of Theorem 6.3.4.
Theorem 6.3.6 (Fixing the Ordered List of the Roots as a weak existence) Let p ≥
1, Q be a family of s polynomials in K[u][y] \ K, monic in the variable y with degy P ≤ p
for every P ∈ Q, and τ be a realizable sign condition on Elim(Q). Then
sign(Elim(Q)) = τ ⊢ ∃(t, z) [ OFact(Q)η(τ),ν(τ)(t, z) ]
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where t = (t1, . . . , tr) with r = #η(τ), zP = (zP,1, . . . , zP,#ν(τ)(P )) for P ∈ Q and z = (zP )P∈Q.
Suppose we have an initial incompatibility in variables (v, t, a, b), where v ⊃ u, and t, a, b are
disjoint from v, with monoid part
S ·
∏
1≤j<j′≤r
(tj − tj′)
2ej,j′ ·
∏
P∈Q,
1≤k≤#ν(τ)(P )
b
2fP,k
P,k ·
∏
P∈Q,
1≤k<k′≤#ν(τ)(P )
R(zP,k, zP,k′)
2gP,k,k′ ,
with ej,j′ ≤ e ∈ N∗, fP,k ≤ f ∈ N∗, gP,k,k′ ≤ g ∈ N∗, degree in w bounded by δw for some subset
of variables w ⊂ v, degree in tj bounded by δt and degree in (aP,k, bP,k) bounded by δz. Then the
final incompatibility has monoid part
Sh ·
∏
H∈Elim(Q),
τ(H) 6=0
H2h
′
H
with h, h′H ≤ g6{p, s, e, f, g}max{(ps− 1)e + s− 1, g˜H,3{p}} and degree in w bounded by
g6{p, s, e, f, g} ·
(
max
{
2ps(s−1)(δw + (ps(ps− 1)(3e + 1) + 14) degwQ), g˜H,3{p}degwQ
}
+ max
{
2ps(s−1)(δt + ((ps− 1)(6e + 2) + 15)p − 8) + p, 2
ps(s−1)δz + p, g˜H,3{p}
}
degwQ
)
,
where degwQ = max{degw P | P ∈ Q}.
Proof. We simplify the notation by renaming η(τ) = η, and ν(τ) = ν. Consider the initial
incompatibility y OFact(Q)η,ν(t, z), H y
K[v][t,a,b]
(20)
where H is a system of sign conditions in K[v].
For 1 ≤ j < j′ ≤ r there exists a polynomial P in Q such that ηj(P ) = 0 and ηj ≺P ηj′ . We
successively apply to (20) for each such pair (j, j′) the weak inference
tj < tj′ ⊢ tj 6= tj′
if it is the case that exists Q ∈ Q with mu(ηj , Q) > 0 and mu(ηj′ , Q) > 0 and
sign(Der+(P )(tj)) = ηj , sign(Der+(P )(tj′)) = ηj′ ⊢ tj < tj′
in every case. By Lemma 2.1.2 (item 2) and Proposition 6.1.9 we obtainy ∧
P∈Q
P ≡ Fvmu(η(P )),ν(P )(tP , zP ),
∧
P∈Q,
1≤k≤#ν(P )
bP,k 6= 0,
∧
P∈Q,
1≤k<k′≤#ν(P )
R(zk, zk′) 6= 0,
∧
1≤j≤r
sign(Der+(Q)(tj)) = ηj , H
y
K[v][t,a,b]
(21)
with monoid part
S ·
∏
1≤j≤r, Q∈Der+(Q),
ηj(Q) 6=0
Q(tj)
2eQ,j ·
∏
P∈Q,
1≤k≤#ν(P )
b
2fP,k
P,k ·
∏
P∈Q,
1≤k<k′≤#ν(P )
R(zP,k, zP,k′)
2gP,k,k′
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with eQ,j ≤ (r− 1)e, degree in w bounded by δw+ r(r− 1)(3e+1) degwQ, degree in tj bounded
by δt + (r − 1)(6e + 2)p and degree in (aP,k, bP,k) bounded by δz.
For each 1 ≤ j ≤ r, suppose thatQj is the list of polynomials P inQ such that mu(ηj , P ) > 0,
tj is the α(j, P )-th element in tP for P ∈ Qj and Pγ(j) the first element of Qj . Conversly,
suppose that for P ∈ Q and 1 ≤ j′ ≤ #η(P ), the j′-th element in tP is tβ(P,j′). We consider new
variables t′P = (t
′
P,1, . . . , t
′
P,#η(P )) for every P ∈ Q and we substitute tj by t
′
Pγ(j),α(j,Pγ(j))
in (21)
for 1 ≤ j ≤ r. For each P ∈ Q, let t˜P be the result obtained in each tP after these substitutions.
Then we apply the weak inference∧
1≤j≤r,
P∈Qj\{Pγ(j)}
t′Pγ(j),α(j,Pγ(j)) = t
′
P,α(j,P ),
∧
P∈Q
P ≡ Fvmu(η(P )),ν(P )(t′P , zP ) ⊢
⊢
∧
P∈Q
P ≡ Fvmu(η(P )),ν(P )(t˜P , zP ).
By Lemma 2.1.8 we obtainy ∧
1≤j≤r,
P∈Qj\{Pγ(j)}
t′Pγ(j),α(j,Pγ(j)) = t
′
P,α(j,P ),
∧
P∈Q
P ≡ Fvmu(η(P )),ν(P )(t′P , zP ),
∧
P∈Q,
1≤k≤#ν(P )
bP,k 6= 0,
∧
P∈Q,
1≤k<k′≤#ν(P )
R(zP,k, zP,k′) 6= 0,
∧
P∈Q,
1≤j≤#η(P )
sign(Der+(Q)(t
′
P,j)) = ηβ(P,j), H
y
K[v][(t′
P
)P∈Q,a,b]
(22)
with monoid part
S ·
∏
P∈Q,
1≤j≤#η(P )
∏
Q∈Der+(Q),
ηβ(P,j)(Q) 6=0
Q(t′P,j)
2eP,Q,j ·
∏
P∈Q,
1≤k≤#ν(P )
b
2fP,k
P,k ·
∏
P∈Q,
1≤k<k′≤#ν(P )
R(zP,k, zP,k′)
2gP,k,k′
with eP,Q,j ≤ (r − 1)e, degree in w bounded by δw + r(r − 1)(3e + 1) degwQ, degree in t
′
P,j
bounded by δt + ((r − 1)(6e + 2) + 1)p and degree in (aP,k, bP,k) bounded by δz. For simplicity
we rename t′P as tP for every P ∈ Q and (t
′
P )P∈Q as t.
Then we successively apply to (22) for 1 ≤ j ≤ r and P ∈ Qj \ {Pγ(j)} the weak inference
sign(Der+(Pγ(j))(tPγ(j) ,α(j,Pγ(j)))) = ηj, sign(Der+(Pγ(j))(tP,α(j,P ))) = ηj ⊢
⊢ tPγ(j),α(j,Pγ(j)) = tP,α(j,P ).
By Proposition 6.1.7, we obtainy ∧
P∈Q
P ≡ Fvmu(η(P )),ν(P )(tP , zP ),
∧
P∈Q,
1≤k≤#ν(P )
bP,k 6= 0,
∧
P∈Q,
1≤k<k′≤#ν(P )
R(zP,k, zP,k′) 6= 0,
∧
P∈Q,
1≤j≤#η(P )
sign(Der+(Q)(tP,j)) = ηβ(P,j), H
y
K[v][t,a,b]
(23)
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with monoid part
S ·
∏
P∈Q,
1≤j≤#η(P )
∏
Q∈Der+(Q),
ηβ(P,j)(Q) 6=0
Q(tP,j)
2e′
P,Q,j ·
∏
P∈Q,
1≤k≤#ν(P )
b
2fP,k
P,k ·
∏
P∈Q,
1≤k<k′≤#ν(P )
R(zP,k, zP,k′)
2gP,k,k′
with e′P,Q,j ≤ (r − 1)e + s − 1 =: e
′, degree in w bounded by 2r(s−1)(δw + (r(r − 1)(3e + 1) +
14) degwQ), degree in tP,j bounded by 2
r(s−1)(δt + ((r − 1)(6e + 2) + 15)p − 8) and degree in
(aP,k, bP,k) bounded by 2
r(s−1)δz.
Then we apply to (23) the weak inference∧
P∈Q
P ≡ Fvmu(η(P )),ν(P )(tP , zP ) ⊢
∧
P∈Q,
1≤j≤#η(P )
P (tP,j) = 0.
By Lemma 2.1.8 we obtainy ∧
P∈Q
P ≡ Fvmu(η(P )),ν(P )(tP , zP ),
∧
P∈Q,
1≤k≤#νP
bP,k 6= 0,
∧
P∈Q,
1≤k<k′≤#ν(P )
R(zP,k, zP,k′) 6= 0,
∧
P∈Q, Q∈Der+(Q)\{P},
1≤j≤#η(P )
sign(Q(tP,j)) = ηβ(P,j)(Q), H
y
K[v][t,a,b]
(24)
with the same monoid part, degree in w bounded by δ′w := 2
r(s−1)(δw + (r(r − 1)(3e + 1) +
14) degwQ), degree in tP,j bounded by δ
′
t := 2
r(s−1)(δt + ((r − 1)(6e + 2) + 15)p − 8) + p and
degree in (aP,k, bP,k) bounded by δ
′
z := 2
r(s−1)δz + p.
Now we fix an arbitrary order (P1, Q1), . . . , (Pm, Qm) in the set {(P,Q) ∈ Q×Der+(Q) | Q 6∈
Der+(P )}, note that m ≤ s(s − 1)p. For 1 ≤ i ≤ m, we successively apply to (24) the weak
inference
sign(ThElim(Pi, Qi)) = τ, Th(Pi)
vmu(η(Pi)),ν(Pi),η(Pi)(tPi , zPi) ⊢
⊢
∧
1≤j≤#η(Pi)
sign(Qi(tPi,j)) = ηβ(Pi,j).
Using Theorem 6.2.9 (Fixing the Thom encodings with a Sign as a weak existence), it can be
proved by induction on i that for 1 ≤ i ≤ m, after the application of the i-th weak inference, we
obtain an incompatibility in K[v][t, a, b] with monoid part
Sh˜i ·
∏
H∈Elim(Q),
τ(H) 6=0
H2h˜
′
H,i ·
∏
P∈Q,
1≤j≤#η(P )
( ∏
1≤h≤degy P−1,
ηβ(P,j)(P
(h)) 6=0
P (h)(tP,j)
2e˜′
P,j,h,i ·
∏
Q∈Der+(Q)\Der+(P ),
ηβ(P,j)(Q) 6=0
Q(tP,j)
2e˜′′P,Q,j,i
)
·
·
∏
P∈Q,
1≤j<j′≤#η(P )
(tP,j − tP,j′)
2e˜P,j,j′,i ·
∏
P∈Q,
1≤k≤#ν(P )
b
2f˜P,k,i
P,k ·
∏
P∈Q,
1≤k<k′≤#ν(P )
R(zP,k, zP,k′)
2g˜P,k,k′,i
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with
e˜′′P,Q,j,i ≤ 2
((p+2)2p−2p−2) 2
ip−1
2p−1 max{e′, g˜H,3{p}}
2ip ,
h˜i ≤ 2
((p+2)2p−2p−2) 2
ip−1
2p−1 max{e′, g˜H,3{p}}
2ip−1,
h˜′H,i, e˜P,j,j′,i ≤ 2
(p+2)2p−2(2(p+2)2
p−2p−2 + 1)
2ip−1
2p−1
−1max{e′, g˜H,3{p}}
2ip−1g˜H,3{p},
e˜′P,j,h,i ≤ 2
(p+2)2p−1(2(p+2)2
p−2p−2 + 1)
2ip−1
2p−1
−1max{e′, g˜H,3{p}}
2ip ,
f˜P,k,i ≤ 2
(p+2)2p−1(2(p+2)2
p−2p−2 + 1)
2ip−1
2p−1
−1max{e′, g˜H,3{p}}
2ip−1g˜H,3{p}f,
g˜P,k,i ≤ 2
(p+2)2p−1(2(p+2)2
p−2p−2 + 1)
2ip−1
2p−1
−1max{e′, g˜H,3{p}}
2ip−1g˜H,3{p}g,
degree in w bounded by 2((p+2)2
p−2) 2
ip−1
2p−1 max{e′, g˜H,3{p}}
2ip−1max{δ′w, g˜H,3{p}degwQ}, de-
gree in tP,j bounded by 2
((p+2)2p−2) 2
ip−1
2p−1 max{e′, g˜H,3{p}}
2ip−1max{δ′t, g˜H,3{p}} and degree in
(aP,k, bP,k) bounded by 2
((p+2)2p−2) 2
ip−1
2p−1 max{e′, g˜H,3{p}}2
ip−1max{δ′z , g˜H,3{p}}. Therefore, at
the end we obtain an incompatibilityy sign(Elim(Q)) = τ,
∧
P∈Q
Th(P )vmu(η(P )),ν(P ),η(P )(tP , zP ), H
y
K[v][t,a,b]
(25)
with monoid part
Sh˜ ·
∏
H∈Elim(Q),
τ(H) 6=0
H2h˜
′
H ·
∏
P∈Q,
1≤j<j′≤#η(P )
(tP,j − tP,j′)
2e˜P,j,j′ ·
∏
P∈Q,
1≤k≤#ν(P )
b
2f˜P,k
P,k ·
·
∏
P∈Q,
1≤k<k′≤#ν(P )
R(zP,k, zP,k′)
2g˜P,k,k′ ·
∏
P∈Q,
1≤j≤#η(P )
∏
1≤h≤degy P−1,
ηβ(P,j)(P
(h)) 6=0
P (h)(tP,j)
2e˜′
P,j,h
with
h˜, h˜′H , e˜P,j1,j2 , e˜
′
P,j,h ≤ 2
(p+4)(2s(s−1)p
2
−1)max{e′, g˜H,3{p}}
2s(s−1)p
2
,
f˜P,k ≤ 2
(p+4)(2s(s−1)p
2
−1)max{e′, g˜H,3{p}}
2s(s−1)p
2
f,
g˜P,k1,k2 ≤ 2
(p+4)(2s(s−1)p
2
−1)max{e′, g˜H,3{p}}
2s(s−1)p
2
g,
degree in w bounded by 2(p+4)(2
s(s−1)p2−1)max{e′, g˜H,3{p}}
2s(s−1)p
2
−1max{δ′w, g˜H,3{p}degwQ},
degree in tP,j bounded by 2
(p+4)(2s(s−1)p
2
−1)max{e′, g˜H,3{p}}
2s(s−1)p
2
−1max{δ′t, g˜H,3{p}}, and de-
gree in (aP,k, bP,k) bounded by 2
(p+4)(2s(s−1)p
2
−1)max{e′, g˜H,3{p}}
2s(s−1)p
2
−1max{δ′z, g˜H,3{p}}.
Finally we fix an arbitrary order P1, . . . , Ps in Q and for 1 ≤ i ≤ s we successively apply to
(25) the weak inference
sign(ThElim(Pi)) = τ ⊢ ∃(tPi , zPi) [ Thom
vmu(η(Pi)),ν(Pi),η(Pi)(tPi , zPi) ].
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Using Theorem 6.2.8 (Fixing the Thom encodings as a weak existence), it can be proved by
induction on i that for 1 ≤ i ≤ s, after the application of the i-th weak inference, we obtain an
incompatibility in K[v][tPi+1 , . . . , tPs , aPi+1 , bPi+1 , . . . , aPs , bPs ] with monoid part
Shi ·
∏
H∈Elim(Q),
τ(H) 6=0
H2h
′
H,i ·
∏
i+1≤i′≤s,
1≤j<j′≤#η(Pi)
(tPi,j − tPi,j′)
2ePi,j,j′,i ·
∏
i+1≤i′≤s,
1≤k≤#η(P
i′
)
b
2fP
i′
,k,i
Pi′ ,k
·
·
∏
i+1≤i′≤s,
1≤k<k′≤#ν(P
i′
)
R(zP,k, zP,k′)
2gP
i′ ,k,k
′,i ·
∏
i+1≤i′≤s,
1≤j≤#η(P
i′ )
∏
1≤h≤degy Pi′
−1,
ηβ(P
i′
,j)(P
(h)) 6=0
P (h)(tPi′ ,j)
2e′
P
i′ ,j,h,i
with, denoting
Gi :=
(
g4{p}g
2
1
2p
2
f2
1
2p
) 2i( 32 p2+2)−1
2
3
2p
2+2
−1 2(p+4)(2
s(s−1)p2−1)2i(
3
2p
2+2)
max{e′, g˜H,3{p}}
2s(s−1)p
2+i( 32 p
2+2)−1,
hi, h
′
H,i, ePi′ ,j,j′,i, e
′
Pi′ ,j,h,i
≤ Gimax{e
′, g˜H,3{p}}
fPi′ ,k,i ≤ Gimax{e
′, g˜H,3{p}}f,
gPi′ ,k,k′,i ≤ Gimax{e
′, g˜H,3{p}}g,
degree in w bounded by Gi
(
max{δ′w, g˜H,3{p}degwQ} + max{δ
′
t, δ
′
z, g˜H,3{p}}degwQ
)
, de-
gree in tPi′ ,j bounded by Gimax{δ
′
t, g˜H,3{p}} and degree in (aPi′ ,k,Pi′ ,k ) bounded by
Gimax{δ
′
z, g˜H,3{p}}. Therefore, at the end we obtainy sign(Elim(Q)) = τ, H y
K[v]
with monoid part
Sh ·
∏
H∈Elim(Q),
τ(H) 6=0
H2h
′
H
with the respective bounds replacing i by s, which serves as the final incompatibility. 
We finish this subsection with the following remark, which will be used in Section 7.
Remark 6.3.7 Let Q = {P1, . . . , Ps} ⊂ K[u][y] with Pi monic in the variable y and degy Pi ≤ p
for 1 ≤ i ≤ s. Following Definition 6.3.1, by Remark 6.2.10 there are at most
4s2pbit{p}+1
elements in Elim(Q) and their degrees in u are bounded by
2p2(bit{p}+ 1)max{degu Pi | 1 ≤ i ≤ s} ≤ 4p
3max{degu Pi | 1 ≤ i ≤ s}.
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6.4 Realizable sign conditions on a family of polynomials
From the family Elim(Q) ⊂ K[u] defined in Subsection 6.3, we deduce now the list of realizable
sign conditions on Q.
Theorem 6.4.1 (Elimination of One Variable) For every realizable sign condition τ on
Elim(Q), there exists a list of sign conditions on Q
SIGN(Q|τ)
such that for every ϑ = (ϑ1, . . . , ϑk) ∈ Real(τ,R), the list of realizable sign conditions on Q(ϑ)
is SIGN(Q|τ).
Proof. The result is immediate from Theorem 6.3.4 (Fixing the Ordered List of the Roots),
since once the factorization and relative order between the real roots of all the polynomial in
Q is fixed, the list of all realizable sign conditions on Q can be determined by looking at the
partition of the real line given by the set of real roots. 
Before stating the main result of Section 6, we introduce an auxiliary function.
Definition 6.4.2 Let g7 : N×N× N→ R, g7{p, s, e} = 2
23(
p
2 )
p+s2( 32 p
2+3)+8
e2
6p2s2
.
Technical Lemma 6.4.3 For every p, s, e ∈ N∗,
2ps(s−1)+2e2s4p g6{p, s, 2eps + 8(eps)
2, (ps + 1)ep + 4e2p3s2, 1}max{8e2p3s3, g˜H,3{p}} ≤
≤ g7{p, s, e}.
Proof. See Section 8. 
The main result of Section 6 is the following weak inference form of Theorem 6.4.1.
Theorem 6.4.4 (Elimination of One Variable as a weak inference) Let p ≥ 1, Q be a
family of s polynomials in K[u][y] \K, monic in the variable y with degy P ≤ p for every P ∈ Q
and τ be a realizable sign condition on Elim(Q). Then
sign(Elim(Q)) = τ ⊢
∨
σ∈SIGN(Q |τ)
sign(Q) = σ.
Suppose we have initial incompatibilities with monoid part
Sσ ·
∏
P∈Q,
σ(P ) 6=0
P 2eP,σ
with eP,σ ≤ e ∈ N∗ and degree in w ⊂ v bounded by δw. Then, the final incompatibility has
monoid part ∏
σ∈SIGN(Q |τ)
Shσσ ·
∏
H∈Elim(Q),
τ(H) 6=0
H2h
′
H
with hσ, h
′
H ≤ g7{p, s, e} and degree in w bounded by g7{p, s, e}max{δw,degwQ}.
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As said before, once the factorization and relative order between the real roots of all polyno-
mials in Q is fixed, the list of all realizable sign conditions on Q can be determined by looking
at the partition of the real line given by the set of real roots. We prove now weak inference
version of some auxiliary results in this direction.
Proposition 6.4.5
⊢ y < t1 ∨ y = t1 ∨ ( t1 < y, y < t2) ∨ . . . ∨ ( tr−1 < y, y < tr) ∨ y = tr ∨ tr < y.
Suppose we have initial incompatibilities in variables v ⊃ (t1, . . . , tr, y) with monoid part
S′1(y− t1)
2e1 , S1, S
′
2(y− t1)
2f1(y− t2)
2e2 , . . . , S′r(y− tr−1)
2fr−1(y− tr)
2er , Sr, S
′
r+1(y− tr)
2fr
with ej ≤ e and fj ≤ e and degree in w bounded by δ
′
w,1, δw,1, δ
′
w,2, . . . , δ
′
w,r, δw,r, δ
′
w,r+1 for
some subset of variables w ⊃ v. Then, the final incompatibility has monoid part∏
1≤j≤r+1
S′j ·
∏
1≤j≤r
S
2(ej+fj)
j
and degree in w bounded by
∑
1≤j≤r+1 δ
′
w,j + 4e ·
∑
1≤j≤r δw,j.
When t1, . . . , tr are not variables but elements in K, similar degree estimations are due to
Warou [55].
Proof. Consider the initial incompatibilities
↓ y < t1, H ↓ , . . . , ↓ tr−1 < y, y < tr, H ↓ , ↓ y = tr, H ↓ , ↓ tr < y, H ↓K[v] (26)
where H is a system of sign conditions in K[v].
We proceed by induction on r. If r = 1, the result follows from Lemma 2.1.18. Suppose now
r > 1. We apply to the last three initial incompatibilities (26) the weak inference
⊢ y < tr ∨ y = tr ∨ tr < y.
By Lemma 2.1.18 we obtain an incompatibility
↓ tr−1 < y, H ↓K[v] (27)
with monoid part
S′r · S
′
r+1 · S
2(er+fr)
r · (y − tr−1)
2fr−1
and degree in w bounded by δ′w,r+δ
′
w,r+1+4e ·δw,r. The result follows by applying the inductive
hypothesis to the remaining initial incompatibilities (26) and (27). 
Lemma 6.4.6 Let p ≥ 1, Q be a family of s polynomials in K[u][y]\K, monic in the variable y
with degy P ≤ p for every P ∈ Q, τ be a realizable sign condition on Elim(Q), η(τ) = [η1, . . . , ηr]
with r ≥ 1 and 1 ≤ j0 ≤ r. Then, defining εP = (−1)
∑
j0+1≤j
′≤rmu(ηj′ ,P ),
∃(t, z) [ OFact(Q)η(τ),ν(τ)(t, z), y = tj0 ] ⊢
∧
P∈Q,
mu(ηj0
,P )>0
P = 0,
∧
P∈Q,
mu(ηj0
,P )=0
sign(P ) = εP
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where t = (t1, . . . , tr), z = (zP )P∈Q and zP = (zP,1, . . . , zP,#ν(τ)(P )).
Suppose we have an initial incompatibility in variables v ⊃ (u, y) with monoid part
S ·
∏
P∈Q,
mu(ηj0
,P )=0
P 2eP
with eP ≤ e ∈ N∗ and degree in w bounded by δw for some set of variables w ⊂ v. Then, the
final incompatibility has monoid part
S ·
∏
1≤j′≤r
j′ 6=j0
(tj0 − tj′)
2ej′ ·
∏
P∈Q
1≤k≤#ν(η)(P )
b
2eP,k
P,k
with ej′ ≤ eps, eP,k ≤ ep, degree in w bounded by δw, degree in tj bounded by 2epsr and degree
in (aP,k, bP,k) bounded by 2ep.
Proof. We simplify the notation by renaming η(τ) = η and ν(τ) = ν. Consider the initial
incompatibility y ∧
P∈Q,
mu(ηj0
,P )>0
P = 0,
∧
P∈Q,
mu(ηj0
,P )=0
sign(P ) = εP , H
y
K[v]
(28)
where H is a system of sign conditions in K[v].
Following the notation from Definition 4.3.2 and Definition 6.3.3, we apply to (28) the weak
inference ∧
P∈Q,
mu(ηj0
,P )>0
P ≡ Fvmu(η(P )),ν(P )(tP , zP ), y = tj0 ⊢
∧
P∈Q,
mu(ηj0
,P )>0
P = 0.
By Lemma 2.1.8, we obtainy ∧
P∈Q,
mu(ηj0
,P )>0
P ≡ Fvmu(η(P )),ν(P )(tP , zP ), y = tj0 ,
∧
P∈Q,
mu(ηj0
,P )=0
sign(P ) = εP , H
y
K[v][t,a,b]
(29)
with the same monoid part, degree in w bounded by δw, degree in tj and degree in (aP,k, bP,k)
bounded by p.
Then we successively apply to (29) for P ∈ Q with mu(ηj0 , P ) = 0 the weak inferences
P ≡ Fvmu(η(P )),ν(P )(tP , zP ), sign(F
vmu(η(P )),ν(P )(tP , zP )) = εP ⊢ sign(P ) = εP
and ∧
1≤j′≤j0−1
tj′ < y,
∧
j0+1≤j′≤r
y < tj′ ,
∧
1≤k≤#ν(P )
(y − aP,k)
2 + b2P,k > 0 ⊢
⊢ sign(Fvmu(η(P )),ν(P )(tP , zP )) = εP ,
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and for P ∈ Q with mu(ηj , P ) = 0 and 1 ≤ k ≤ #ν(P ) the weak inferences
(y − aP,k)
2 ≥ 0, b2P,k > 0 ⊢ (y − aP,k)
2 + b2P,k > 0,
⊢ (y − aP,k)
2 ≥ 0,
bP,k 6= 0 ⊢ b
2
P,k > 0.
By Lemmas 2.4.2, 2.1.2 (items 8, 3 and 4) and 2.1.7 we obtainy ∧
P∈Q
P ≡ Fvmu(η(P )),ν(P )(tP , zP )),
y = tj0 ,
∧
1≤j′≤j0−1
tj′ < y,
∧
j0+1≤j′≤r
y < tj′ ,
∧
P∈Q
1≤k≤#ν(P )
bP,k 6= 0, H
y
K[v][t,a,b]
(30)
with monoid part
S ·
∏
1≤j′≤r,
j′ 6=j0
(y − tj′)
2ej′ ·
∏
P∈Q
1≤k≤#ν(P )
b
2eP,k
P,k
with ej′ ≤ eps, eP,k ≤ ep, degree in w bounded by δw, degree in tj bounded by 2eps (taking into
account that mu(ηj0 , P0) > 0 for at least one P0 ∈ Q) and degree in (aP,k, bP,k) bounded by 2ep
(taking into account that for each P ∈ Q, either mu(ηj0 , P ) > 0 or mu(ηj0 , P ) = 0).
Finally, we successively apply to (30) for 1 ≤ j′ ≤ j0 − 1 the weak inference
tj′ < tj0 , tj0 = y ⊢ tj′ < y
and for j + 1 ≤ j′ ≤ r the weak inference
y = tj0 , tj0 < tj′ ⊢ y < tj′ .
By Lemma 2.1.7 we obtain y ∧
P∈Q
P ≡ Fvmu(η(P )),ν(P )(tP , zP )),
y = tj0 ,
∧
1≤j′≤j0−1
tj′ < tj0 ,
∧
j0+1≤j′≤r
tj0 < tj′ ,
∧
P∈Q
1≤k≤#ν(P )
bP,k 6= 0, H
y
K[v][t,a,b]
with monoid part
S ·
∏
1≤j′≤r,
j′ 6=j0
(tj0 − tj′)
2ej′ ·
∏
P∈Q
1≤k≤#ν(P )
b
2eP,k
P,k
with degree in w bounded by δw, degree in tj bounded by 2epsr and degree in (aP,k, bP,k)
bounded by 2ep, which serves as the final incompatibility. 
Lemma 6.4.7 Let p ≥ 1, Q be a family of s polynomials in K[u][y]\K, monic in the variable y
with degy P ≤ p for every P ∈ Q, τ be a realizable sign condition on Elim(Q), η(τ) = [η1, . . . , ηr]
with r > 1 and 1 ≤ j0 ≤ r − 1. Then, defining εP = (−1)
∑
j0+1≤j
′≤rmu(ηj′ ,P ),
∃(t, z) [ OFact(Q)η(τ),ν(τ)(t, z), tj0 < y, y < tj0+1 ] ⊢
∧
P∈Q
sign(P ) = εP
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where t = (t1, . . . , tr), z = (zP )P∈Q and zP = (zP,1, . . . , zP,#ν(τ)(P )).
Suppose we have an initial incompatibility in variables v ⊃ (u, y) with monoid part
S ·
∏
P∈Q
P 2eP
with eP ≤ e ∈ N∗ and degree in w bounded by δw for some set of variables w ⊂ v. Then, the
final incompatibility has monoid part
S · (y− tj0)
2ej0 · (y− tj0+1)
2ej0+1 ·
∏
1≤j′≤j0−1
(tj0 − tj′)
2ej′ ·
∏
j0+2≤j′≤r
(tj0+1− tj′)
2ej′ ·
∏
P∈Q
1≤k≤#ν(P )
b
2eP,k
P,k ,
with ej ≤ eps, eP,k ≤ ep, degree in w bounded by δw, degree in tj bounded by 2epsr and degree
in (aP,k, bP,k) bounded by 2ep.
Proof. We simplify the notation by renaming η(τ) = η and ν(τ) = ν. Consider the initial
incompatibility y ∧
P∈Q
sign(P ) = εP , H
y
K[v]
(31)
where H is a system of sign conditions in K[v].
We successively apply to (31) for P ∈ Q the weak inferences
P ≡ Fvmu(η(P )),ν(P )(tP , zP )), sign
(
Fvmu(η(P )),ν(P )(tP , zP ))
)
= εP ⊢ sign(P ) = εP
and ∧
1≤j′≤j0
tj′ < y,
∧
j0+1≤j′≤r
y < tj′ ,
∧
1≤k≤#ν(P )
(y − aP,k)
2 + b2P,k > 0 ⊢
⊢ sign(Fvmu(η(P )),ν(P )(tP , zP ))) = εP ,
and for P ∈ Q and 1 ≤ k ≤ #ν(P ) the weak inferences
(y − aP,k)
2 ≥ 0, b2P,k > 0 ⊢ (y − aP,k)
2 + b2P,k > 0,
⊢ (y − aP,k)
2 ≥ 0,
bP,k 6= 0 ⊢ b
2
P,k > 0.
By Lemmas 2.4.2, 2.1.2 (items 8, 3 and 4) and 2.1.7 we obtainy ∧
P∈Q
P ≡ Fvmu(η(P )),ν(P )(tP , zP ),∧
1≤j′≤j0
tj′ < y,
∧
j0+1≤j′≤r
y < tj′ ,
∧
P∈Q
1≤k≤#ν(P )
bP,k 6= 0, H
y
K[v][t,a,b]
(32)
with monoid part
S ·
∏
1≤j≤r
(y − tj)
2ej ·
∏
P∈Q
1≤k≤#ν(P )
b
2eP,k
P,k
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with ej ≤ eps, eP,k ≤ ep, degree in w bounded by δw, degree in tj bounded by 2eps and degree
in (aP,k, bP,k) bounded by 2ep.
Finally, we successively apply to (32) for 1 ≤ j′ ≤ j0 − 1 the weak inferences
tj′ < tj0 , tj0 ≤ y ⊢ tj′ < y,
tj0 < y ⊢ tj0 ≤ y
and for j0 + 2 ≤ j
′ ≤ r the weak inferences
y ≤ tj0+1, tj0+1 < tj′ ⊢ y < tj′ ,
y < tj0+1 ⊢ y ≤ tj0+1.
By Lemmas 2.1.7 and 2.1.2 (item 1) we obtainy ∧
P∈Q
P ≡ Fvmu(η(P )),ν(P )(tP , zP ),
tj0 < y, y < tj0+1,
∧
1≤j′≤j0−1
tj′ < tj0 ,
∧
j0+2≤j′≤r
tj0+1 < tj′,
∧
P∈Q
1≤k≤#ν(P )
bP,k 6= 0, H
y
K[v][t,a,b]
with monoid part
S · (y− tj0)
2ej0 · (y− tj0+1)
2ej0+1 ·
∏
1≤j′≤j0−1
(tj0 − tj′)
2ej′ ·
∏
j0+2≤j′≤r
(tj0+1− tj′)
2ej′ ·
∏
P∈Q
1≤k≤#ν(P )
b
2eP,k
P,k ,
degree in w bounded by δw, degree in tj bounded by 2epsr and degree in (aP,k, bP,k) bounded
by 2ep, which serves as the final incompatibility. 
We state below two more lemmas corresponding to the other cases needed to analyze the
whole partition of the real line given by the set of roots. We omit their proofs since they are
very similar to the proof of Lemma 6.4.7.
Lemma 6.4.8 Let p ≥ 1, Q be a family of s polynomials in K[u][y] \K, monic in the variable
y with degy P ≤ p for every P ∈ Q, τ be a realizable sign condition on Elim(Q) and η(τ) =
[η1, . . . , ηr] with r ≥ 1. Then
∃(t, z) [ OFact(Q)η(τ),ν(τ)(t, z), tr < y ] ⊢
∧
P∈Q
P > 0
where t = (t1, . . . , tr), z = (zP )P∈Q and zP = (zP,1, . . . , zP,#ν(τ)(P )).
Suppose we have an initial incompatibility in variables v ⊃ (u, y) with monoid part
S ·
∏
P∈Q
P 2eP
with eP ≤ e ∈ N∗ and degree in w bounded by δw for some set of variables w ⊂ v. Then, the
final incompatibility has monoid part
S · (y − tr)
2er ·
∏
1≤j≤r−1
(tr − tj)
2ej ·
∏
P∈Q
1≤k≤#ν(P )
b
2eP,k
P,k ,
with ej ≤ eps, eP,k ≤ ep, degree in w bounded by δw, degree in tj bounded by 2epsr and degree
in (aP,k, bP,k) bounded by 2ep.
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Lemma 6.4.9 Let p ≥ 1, Q be a family of s polynomials in K[u][y] \K, monic in the variable
y with degy P ≤ p for every P ∈ Q, be τ a realizable sign condition on Elim(Q) and η(τ) =
[η1, . . . , ηr] with r ≥ 1. Then
∃(t, z) [ OFact(Q)η(τ),ν(τ)(t, z), y < t1 ] ⊢
∧
P∈Q
sign(P ) = (−1)
∑
1≤j≤r mu(ηj ,P )
where t = (t1, . . . , tr), z = (zP )P∈Q and zP = (zP,1, . . . , zP,#ν(τ)(P )).
Suppose we have an initial incompatibility in variables v ⊃ (u, y) with monoid part
S ·
∏
P∈Q
P 2eP
with eP ≤ e ∈ N∗ and degree in w bounded by δw for some set of variables w ⊂ v. Then, the
final incompatibility has monoid part
S · (y − t1)
2e1 ·
∏
2≤j≤r
(t1 − tj)
2ej
∏
P∈Q
1≤k≤#ν(P )
b
2eP,k
P,k ,
with ej ≤ eps, eP,k ≤ ep, degree in w bounded by δw, degree in tj bounded by 2epsr and degree
in (aP,k, bP,k) bounded by 2ep.
We introduce an auxiliary definition.
Definition 6.4.10 Let τ be a relizable sign condition on Elim(Q) and η(τ) = [η1, . . . , ηr]. If
ϑ ∈ Rk, θ ∈ Rr, α ∈ Rs, β ∈ Rs with s =
∑
P∈Q#ν(τ)(P ) verifies sign(Elim(Q)(ϑ)) = τ and
OFact(Q(ϑ))η(τ),ν(τ)(θ, α+ iβ), we denote σj the sign condition sign(Q(ϑ, θj)) for 1 ≤ j ≤ r and
σ(j−1,j) the sign condition sign(Q)(ι) for any ι ∈ (θj−1, θj) for 1 ≤ j ≤ r + 1, where θ0 = −∞
and θr+1 = +∞.
Proposition 6.4.11 Let p ≥ 1, Q be a family of s polynomials in K[u][y] \K, monic in the
variable y with degy P ≤ p for every P ∈ Q, τ be a realizable sign condition on Elim(Q),
η(τ) = [η1, . . . , ηr], t = (t1, . . . , tr) and z = (zP )P∈Q where zP = (zP,1, . . . , zP,#ν(τ)(P )). Then
∃ (t, z) [ OFact(Q)η(τ),ν(τ)(t, z) ] ⊢
∨
σ∈SIGN(Q |τ)
sign(Q) = σ.
Suppose we have for σ = σ(0,1), σ1, . . . , σ(r,r+1) an initial incompatibility in variables v ⊃
(u, y) with monoid part
Sσ ·
∏
P∈Q,
σ(P ) 6=0
P 2eP,σ
with eP,σ ≤ e ∈ N∗ and degree in w bounded by δw for some subset of variables w ⊂ v. Then the
final incompatibility has monoid part∏
1≤j≤r+1
Sσ(j−1,j) ·
∏
1≤j≤r
S
ej
σj ·
∏
1≤j<j′≤r
(tj′ − tj)
2ej,j′ ·
∏
P∈Q
1≤k≤#ν(τ)(P )
b
2eP,k
P,k
with ej ≤ 4eps, ej,j′ ≤ 2eps + 8(eps)
2, eP,k ≤ (ps + 1)ep + 4e
2p3s2, degree in w bounded by
(ps + 1 + 4ep2s2)δw, degree in tj bounded by 2(ps + 1 + 4ep
2s2)ep2s2 and degree in (aP,k, bP,k)
bounded by 2(ps + 1 + 4ep2s2)ep.
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Proof. We consider first the case that at least one polynomial in Q has a real root, this is to
say, r > 0. In this case, the proof is done by applying to the initial incompatibilities the weak
inferences in Lemmas 6.4.6, 6.4.7, 6.4.8 and 6.4.9 and Proposition 6.4.5.
In the case that every polynomial in Q has no real root, this is to say, r = 0, the set of
variables t = (t1, . . . , tr) is actually empty. Moreover, it is clear that SIGN(Q|τ) has only the
element 1Q, since every P is monic and without real roots. We omit the proof since it is very
easy. 
We are finally ready for the proof of the main result of the section.
Proof of Theorem 6.4.4. Consider the initial incompatibilitiesy sign(Q) = σ, H y (33)
where H is a system of sign conditions in K[v].
We apply to (33) the weak inference
∃ (t, z) [ OFact(Q)η(τ),ν(τ)(t, z) ] ⊢
∨
σ∈SIGN(Q |τ)
sign(Q) = σ.
By Proposition 6.4.11 we obtainy OFact(Q)η(τ),ν(τ)(t, z), H y
K[v][t,a,b]
, (34)
where η(τ) = [η1, . . . , ηr], t = (t1, . . . , tr), z = (zP )P∈Q with zP = (zP,1, . . . , zP,#ν(τ)(P )), with
monoid part ∏
1≤j≤r+1
Sσ(j−1,j) ·
∏
1≤j≤r
S
ej
σj ·
∏
1≤j<j′≤r
(tj′ − tj)
2ej,j′ ·
∏
P∈Q
1≤k≤#ν(τ)(P )
b
2eP,k
P,k
with ej ≤ 4eps, ej,j′ ≤ 2eps + 8(eps)
2, eP,k ≤ (ps + 1)ep + 4e
2p3s2, degree in w bounded by
(ps+ 1 + 4ep2s2)δw, degree in tj bounded by 2(ps + 1 + 4ep
2s2)ep2s2 and degree in (aP,k, bP,k)
bounded by 2(ps+ 1 + 4ep2s2)ep.
Finally we apply to (34) the weak inference
sign(Elim(Q)) = τ ⊢ ∃(t, z) [ OFact(Q)η(τ),ν(τ)(t, z) ].
By Theorem 6.3.6 (Fixing the Ordered List of the Roots as a weak existence), we obtainy sign(Elim(Q)) = τ, H y
with monoid part ∏
σ∈SIGN(Q |τ)
Shσσ ·
∏
H∈Elim(Q),
τ(H) 6=0
H2h
′
H
with
hσ, h
′
H ≤ 4epsg6{p, s, 2eps + 8(eps)
2, (ps+ 1)ep + 4e2p3s2, 1}max{8e2p3s3, g˜H,3{p}},
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and degree in w bounded by
g6{p, s, 2eps+ 8(eps)
2, (ps+ 1)ep + 4e2p3s2, 1}·
·
(
max{2ps(s−1)(6ep2s2δw + 24e
2p4s4 degwQ), g˜H,3{p}degwQ}+
max{2ps(s−1)56e2p4s4, g˜H,3{p}}degwQ
)
≤
≤ 2ps(s−1)+1e2s4g˜H,3{p}g6{p, s, 2eps + 8(eps)
2, (ps + 1)ep + 4e2p3s2, 1}max{δw,degwQ},
which serves as the final incompatibility, using Lemma 6.4.3. 
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7 Proof of the main theorems
In this section we prove Theorem 1.4.2 (Positivstellensatz with elementary recursive degree esti-
mates) and Theorem 1.4.4 (Hilbert 17-th problem with elementary recursive degree estimates),
which are the main results of this paper. The proof proceeds by successive elimination of the
variables, using at each stage Theorem 6.4.4 (Elimination of One Variable as a weak inference).
This is the only result from previous sections which is used in this section.
First, we introduce some notation, new auxiliary functions and a final auxiliary lemma.
Notation 7.0.1 For Q ⊂ K[x1, . . . , xk], SIGN(Q) is the set of realizable sign conditions on Q
in Rk.
Note that by Theorem 6.4.1 (Elimination of One Variable),
SIGN(Q) =
⋃
τ∈SIGN(Elim(Q))
SIGN(Q|τ).
Definition 7.0.2 • Let g8 : N× N× N× N→ R,
g8{d, s, k, i} =
= g7

4 4
k−i−1
3 d4
k−i
, s2
k−i
max{2, d}(16
k−i−1)bit{d}, 22
(
2max{2,d}
4k−i
+s2
k−i
max{2,d}16
k−ibit(d)
)
 .
• Let g9 : N× N× N→ R,
g9{d, k, i} = g7

4 4
k−i−1
3 d4
k−i
, d(16
k−i−1)bit{d}, 2
(
22
d4
k−i
−2
)
 .
Technical Lemma 7.0.3 1. For every d, s, k, i ∈ N∗ with 1 ≤ i ≤ k,
g8{d, s, k, i} · 2
2
(
2max{2,d}
4k−i
+s2
k−i
max{2,d}16
k−ibit(d)
)
≤
≤ 22
(
2max{2,d}
4k−i+1
+s2
k−i+1
max{2,d}16
k−i+1bit(d)
)
.
2. For every d, k, i ∈ N∗ with 1 ≤ i ≤ k and d ≥ 2,
g9{d, k, i} · 2
(
22
d4
k−i
−2
)
≤ 2
(
22
d4
k−i+1
−2
)
.
Proof. See Section 8. 
Given a set of polynomials P and a polynomial ℓ, we denote by P ◦ ℓ the set of compositions
{P ◦ ℓ | P ∈ P}. Similarly, if F = [F6=, F≥, F=] is a system of sign conditions, we denote by
F ◦ ℓ the system [F6= ◦ ℓ, F≥ ◦ ℓ, F= ◦ ℓ].
We are ready now to prove our main theorems.
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Proof of Theorem 1.4.2. We define Pk as |F| (see Notation 1.3.1), note that without loss of
generality we can assume F ⊂ K[x] \K. For i = k, . . . , 1, we define inductively finite families
Qi ⊂ K[x1, . . . , xi] and Pi−1 ⊂ K[x1, . . . , xi−1]. Let ℓi : K[x1, . . . , xi]→ K[x1, . . . , xi] be a linear
change of variables such that for every polynomial P ∈ Pi, P ◦ ℓi(x1, . . . , xi) is quasimonic in the
variable xi; we define
• Qi as the family obtained by dividing each polynomial P ◦ ℓi(x1, . . . , xi) in Pi ◦ ℓi by its
leading coefficient in the variable xi,
• Pi−1 = Elim(Qi)\K, considering (x1, . . . , xi−1) as parameters and xi as the main variable.
Following Remark 6.3.7, it can be easily proved by induction that for i = k, . . . , 1,
degPi ≤ 4
4k−i−1
3 d4
k−i
.
Also using Remark 6.3.7, we will prove that
#Pi ≤ s
2k−i max{2, d}(16
k−i−1)bit{d}.
Indeed, #Pk = s and for i = k, . . . , 2,
#Pi−1 ≤ 4s
2k−i+1 max{2, d}2(16
k−i−1)bit{d}(4
4k−i−1
3 d4
k−i
)bit{4
4k−i−1
3 d4
k−i
}+1 ≤
≤ s2
k−i+1
max{2, d}2+2(16
k−i−1)bit{d}+(2 4
k−i−1
3
+4k−i)(2 4
k−i−1
3
+4k−ibit{d}+1) ≤
≤ s2
k−(i−1)
max{2, d}(16
k−(i−1)−1)bit{d}.
For 1 ≤ i ≤ k, we denote by ℓ[k,i] the polynomial ℓk ◦ · · · ◦ ℓi. Let us show by induction in
i = k, . . . , 0, that for every realizable sign condition σ on Pi we have an incompatibilityy sign(Pi) = σ, F ◦ ℓ[k,i+1] y (1)
with monoid part ∏
H∈Pi, σ(H)6=0
H2eH
with eH bounded by
22
(
2max{2,d}
4k−i
+s2
k−i
max{2,d}16
k−ibit(d)
)
for H ∈ Elim(Pi) with σ(H) 6= 0 and degree bounded by
22
(
2max{2,d}
4k−i
+s2
k−i
max{2,d}16
k−ibit(d)
)
.
For i = k, |F| and Pi are the same sets of polynomials. Moreover, for every strict sign
condition σ which is realizable for |F|, there must be a polynomial P ∈ |F| such that σ(P ) is
incompatible with the system of sign conditions F . It is easy to check that, in all possible cases,
the algebraic identity
P 2 − P 2 = 0
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serves as the corresponding incompatibility (see Example 1.2.5). So eH ≤ 1 for H ∈ Pi with
σ(H) 6= 0 and the degree of the incompatibility (1) is bounded by 2d.
Suppose now that the induction hypothesis holds for some value of i > 0 and let τ be
a realizable strict sign condition on Pi−1. For every realizable strict sign condition σ on Pi
we compose the incompatibility we have already by induction hypothesis with ℓi to obtain an
incompatibility for y sign(Pi ◦ ℓi) = σ, F ◦ ℓ[k,i] y
with the same bounds for the degree and the exponents in the monoid part as (1). We denote
σ′ the strict sign condition on Qi obtained from a strict σ on Pi ◦ ℓi by replacing > for < and
vice versa when the leading coefficient of the corresponding polynomial in Pi ◦ ℓi is negative. It
is clear that
SIGN(Qi) = {σ
′ | σ ∈ SIGN(Pi ◦ ℓi)}.
So, we have for every realizable strict sign condition σ′ on Qi an incompatibilityy sign(Qi) = σ′, F ◦ ℓ[k,i] y (2)
with the same bounds as (1). We apply to (2) for every σ′ ∈ SIGN(Qi |τ) the weak inference
sign(Pi−1) = τ ⊢
∨
σ′∈SIGN(Qi |τ)
sign(Qi) = σ
′
of Theorem 6.4.4 (Elimination of One Variable as a weak inference). We obtain in this way an
incompatibility y sign(Pi−1) = τ, F ◦ ℓ[k,i] y
with monoid part ∏
H∈Pi−1, σ(H)6=0
H2e
′
H
with e′H bounded by g8 {d, s, k, i} and degree bounded by
g8 {d, s, k, i} · 2
2
(
2max{2,d}
4k−i
+s2
k−i
max{2,d}16
k−ibit(d)
)
.
The claim follows then by Lemma 7.0.3 (item 1).
Since P0 ⊂ K, after the inductive procedure described above is finished, we obtain a single
incompatibility y F ◦ ℓ[k,1] y
with degree bounded by
22
(
2max{2,d}
4k
+s2
k
max{2,d}16
kbit(d)
)
.
Our result follows then by composing this incompatibility with ℓ−1[k,1] which does not change the
degree bound. 
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Proof of Theorem 1.4.4. The sketch of the proof is the following: first we proceed as in
the proof of Theorem 1.4.2 (Positivstellensatz with elementary recursive degree estimates) but
obtaining a slightly better bound which holds for the particular case when the original system
has only one polynomial. Then we proceed as in the proof of Theorem 1.2.11 (Improved Hilbert
17-th problem).
The initial system F we consider is
P 6= 0,−P ≥ 0
and the initial incompatibility between F and P ≥ 0 is
P 2 − P 2 = 0.
Note that since P is nonnegative in Rk, d is even and therefore d ≥ 2.
Proceeding as in the proof of Theorem 1.4.2 and using Lemma 7.0.3 (item 2) (instead of
Lemma 7.0.3 (item 1)), we prove that for i = k, . . . , 0, for every realizable strict sign condition
σ on Pi we have an incompatibilityy sign(Pi) = σ, F ◦ ℓ[k,i+1] y
with monoid part ∏
H∈Pi, σ(H)6=0
H2eH
with eH bounded by
2
(
22
d4
k−i
−2
)
for H ∈ Elim(Pi) with σ(H) 6= 0 and degree bounded by
2
(
22
d4
k−i
−2
)
.
After finishing the inductive procedure and composing with ℓ−1[k,1] as before, we obtain a final
incompatibility of F ,
↓ P 6= 0,−P ≥ 0 ↓ ,
of type
P 2e +N1 −N2P = 0
with e ∈ N, N1, N2 ∈ N (∅) and degree bounded by
2
(
22
d4
k
−2
)
.
From this we deduce, as in the proof of Theorem 1.2.11 (Improved Hilbert 17-th problem),
P =
N2P
2
P 2e +N1
=
N2P
2(P 2e +N1)
(P 2e +N1)2
. (3)
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After expanding the numerator in (3) we obtain an expression
P =
∑
i
ωi
P 2i
Q2
with ωi ∈ K, ωi > 0, Pi ∈K[x], Q = P
2e +N1 ∈ K[x] and
degP 2i ≤ 2
(
22
d4
k
−1
)
+ d ≤ 22
2d
4k
for every i and
degQ2 ≤ 2
(
22
d4
k
−1
)
≤ 22
2d
4k
.

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8 Annex
Here we include the proof of technical lemmas from the previous sections.
Proof of Technical Lemma 4.1.7. We first prove item 1.
3g1{p − 1, p} = 3 · 2
3·2p−1pp ≤ 23·2
p−1+p2 ≤ 22
3
p
2 = g2{p}.
Now we prove item 2. We check separately that the inequality holds for p = 4 and p = 6
and we suppose that p ≥ 8. Then we have
3
16
p9n{p}n{p}+124(
n{p}+1
2 )g
n{p}+1
2 {n{p}} ≤ 2
1
2
p4+ 1
2
p223(
p2−p
4 )
2r{p}−1
.
The lemma follows since
1
2
p4 +
1
2
p223(
p2−p
4
)2
r{p}−1
≤ p223(
p2−p
4
)2
r{p}−1
≤ 23(
p
2
)2
r{p}
.

Proof of Technical Lemma 4.2.3. We first prove item 1.
3(2p + 1)g1{p− 1, p}g3{p − 1} ≤ 2
1+p2+3·2p−1+23(
p−1
2 )
p−1+1
≤ 22
3(
p−1
2 )
p−1+3
≤ g3{p}.
Now we prove item 2.
6p3g1{p− 2, p − 1}g2{p}g
2
3{p − 2} ≤ 2
p2+3·2p−2+23(
p
2 )
p
+23(
p−2
2 )
p−2+2
≤ g3{p}.

Proof of Technical Lemma 6.2.7. It is easy to see that it is enough to prove that
2p+(((p−1)p+2)2
(p−1)p−2)(2
1
2 p
2
+2
1
2 p+1) ≤ g˜H,1{p}
2
3
2p
2
−(2(p−1)p−1)(2
1
2 p
2
+2
1
2 p+1)−1.
Indeed, since 2(2
1
2 (p−1)p+2−2) ≤ g˜H,1{p} and 2
3
2
p2 − (2(p−1)p − 1)(2
1
2
p2 + 2
1
2
p + 1) − 1 ≥ 0, the
lemma follows from
p+ (((p − 1)p+ 2)2(p−1)p − 2)(2
1
2
p2 + 2
1
2
p + 1) ≤ ((p− 1)p + 2)2
3
2
p2−1 ≤
≤ (2
1
2
(p−1)p+2 − 2)2
3
2
p2−1 ≤ (2
1
2
(p−1)p+2 − 2)(2
3
2
p2 − (2(p−1)p − 1)(2
1
2
p2 + 2
1
2
p + 1)− 1).

Proof of Technical Lemma 6.4.3. First, it is easy to prove that for every p ∈ N∗ we have
that g˜H,3{p} ≤ 2
(9p2+14p+3)2
1
2 p
2+2−2. Then,
2ps(s−1)+2e2s4p g6{p, s, 2eps + 8(eps)
2, (ps + 1)ep + 4e2p3s2, 1}max{8e2p3s3, g˜H,3{p}} ≤
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≤ 2ps(s−1)+2e2s4p
(
g4{p}(6e
2p3s2)2
1
2p
) 2s( 32 p2+2)−1
2
3
2p
2+2
−1 2(p+4)(2
s(s−1)p2−1)2s(
3
2p
2+2)
·
·max{8e2p3s3, g˜H,3{p}}
2s(s−1)p
2+s( 32 p
2+2)
≤
≤
(
(6p3)2
1
2p22
3(
p
2 )
p+2
) 2s( 32p2+2)−1
2
3
2 p
2+2
−1 2α1{p,s}sβ1{p,s}eγ1{p,s},
where
α1{p, s} = (p + 4)2
s(s−1)p2+s( 3
2
p2+2) + ((9p2 + 14p + 3)2
1
2
p2+2 − 2)2s(s−1)p
2+s( 3
2
p2+2),
β1{p, s} = 4 + 2
1
2
p+1 2
s( 3
2
p2+2) − 1
2
3
2
p2+2 − 1
+ 3 · 2s(s−1)p
2+s( 3
2
p2+2),
and
γ1{p, s} = 2 + 2
1
2
p+1 2
s( 3
2
p2+2) − 1
2
3
2
p2+2 − 1
+ 2s(s−1)p
2+s( 3
2
p2+2)+1.
Then we have (
(6p3)2
1
2p22
3(
p
2 )
p+2
) 2s( 32p2+2)−1
2
3
2p
2+2
−1 2α1{p,s} ≤ 2α2{p,s}
and
sβ1{p,s} ≤ 2α
′
2{p,s}
where
α2{p, s} = 2
s( 3
2
p2+2) + 23(
p
2
)p+2+s( 3
2
p2+2)+
+(p+ 4)2s(s−1)p
2+s( 3
2
p2+2) + ((9p2 + 14p + 3)2
1
2
p2+2 − 2)2s(s−1)p
2+s( 3
2
p2+2)
and
α′2{p, s} = (s− 1)(2
s( 3
2
p2+2) + 3 · 2s(s−1)p
2+s( 3
2
p2+2)).
But then,
α2{p, s}+ α
′
2{p, s} ≤ 2
3(p
2
)p+2+s( 3
2
p2+2) + 2
1
2
p2+p+7+s(s−1)p2+s( 3
2
p2+2) + 2s(s−1)p
2+s( 3
2
p2+3) ≤
≤ 23(
p
2
)p+s2( 3
2
p2+3)+8.
On the other hand,
γ1{p, s} ≤ 2
s( 3
2
p2+2) + 2s(s−1)p
2+s( 3
2
p2+2)+1 ≤ 26s
2p2
and the lemma follows. 
Proof of Technical Lemma 7.0.3. We prove item 1 and the proof of item 2 can be done in
a similar way.
g8{d, s, k, i} · 2
2
(
2max{2,d}
4k−i
+s2
k−i
max{2,d}16
k−ibit(d)
)
= 22
α{d,s,k}
22
β{d,s,k}
22
γ{d,s,k}
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where
α{d, s, k} = 3
(
22
4k−i−1
3
−1d4
k−i
)22 4k−i−13 d4k−i
+
+s2
k−i+1
max{2, d}2(16
k−i−1)bit{d}
(
3
2
24
4k−i−1
3 d2·4
k−i
+ 3
)
+ 8,
β{d, s, k} = 2max{2,d}
4k−i
+
+s2
k−i
max{2, d}16
k−ibit(d) + 6 · 24
4k−i−1
3 d2·4
k−i
s2
k−i+1
max{2, d}2(16
k−i−1)bit{d},
and
γ{d, s, k} = 2max{2,d}
4k−i
+ s2
k−i
max{2, d}16
k−ibit(d).
The inequality holds since
α{d, s, k} ≤ 22
2(k−i)+2 4
k−i−1
3 d1+4
k−i
+ s2
k−i+1
max{2, d}2(16
k−i−1)bit{d}+4 4
k−i−1
3
+2·4k−i+4
≤ 2max{2,d}
4k−i+1
+ s2
k−i+1
max{2, d}16
k−i+1bit(d) − 1,
β{d, s, k} ≤ 2max{2,d}
4k−i+1
+ 7s2
k−i+1
max{2, d}4
4k−i−1
3
+2·4k−i+2(16k−i−1)bit(d)
≤ 2max{2,d}
4k−i+1
+ s2
k−i+1
max{2, d}16
k−i+1bit(d) − 2,
and
γ{d, s, k} ≤ 2max{2,d}
4k−i+1
+ s2
k−i+1
max{2, d}16
k−i+1bit(d) − 2.

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