This paper considers the problem of uniformly asymptotic stability (UAS) for discrete-time switched linear time-varying (DSLTV) systems. Starting with discrete-time linear time-varying (DLTV) systems, some stability conditions are given by using function-dependent linear matrix inequalities (LMIs). Comparing with the existing results, the conditions obtained allow the norm and rate of variation of system matrix are unbounded. Furthermore, the obtained results are extended to study the UAS of DSLTV systems, the stability condition is given by combining the methods of function-dependent LMIs with average dwell time. Finally, some further discussions about the relaxation of conditions obtained are also proposed. Three numerical examples are given to illustrate the theoretical results. INDEX TERMS Uniformly asymptotic stability, discrete-time systems, switched systems, linear timevarying systems, function-dependent linear matrix inequalities, average dwell time. VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/
I. INTRODUCTION
As a class of important hybrid systems, switched systems have drawn considerable attentions and interests in control field due to their significance in both theory and applications. Many significant results have been obtained for continuoustime and discrete-time switched systems, see [1] - [12] and references therein.
Stability is one of the most important properties of switched systems. To study the stability of discrete-time switched systems, researchers proposed many effective approaches, and one of them is the technique of LMIs based on Lyapu-nov stability theory. This approach is quite effective for studying discrete-time switched linear time-invariant (DSLTI) systems [5] , [13] - [22] . Furthermore, by combining the technologies of LMIs and multiple piecewise (discontinuous) convex Lyapunov function, the authors of [23] , [24] investigate the stability of discrete-time (continuous-time) switched systems. It is noticing that these LMIs method may not be readily applied to DSLTV systems due to the The associate editor coordinating the review of this manuscript and approving it for publication was Guangdeng Zong . difficulties of solving time-dependent LMIs. In fact, since the stability problem of DSLTV systems is much more complicated than that of DSLTI ones, there is few research on the stability for DSLTV systems. It is a challenging problem that how to investigate the stability of DSLTV systems by extending the existing LMI methods.
On the other hand, for the DLTV systems of the form x(k + 1) = A(k)x(k), there exist some general requirements, i.e., require ||A(k)|| and the rate of variation of the system matrix A(k) = A(k + 1) − A(k) are bounded [25] - [28] . These requirements restrict the practical applications and theoretical research of DLTV systems. They are also the realistic and challenging problems that how to relax these restrictions and extend the obtained results to the case of DSLTV systems. It is noticing that the main technical difficulty for studying the stability for DSLTV based on functiondependent LMIs include the following two aspects: 1) the conventional LMIs method can be used to analyze the stability of DSLTI systems, but it can not be used to analyze the stability of DSLTV ones, or the result obtained is conservative. As a natural extension, we want to use time-varying LMIs to study the stability of DSLTV systems, but what form of time-varying LMIs should be used? In particular, where should the added time-varying function (or parameter) be placed in the inequality. This is the first problem to be solved. 2) Because the stability of DSLTV system mainly depends on the time-varying coefficient matrix and the switching signal of the system, so in order to ensure the stability of DSLTV systems, we need to determine what conditions the added time-varying function (or parameter) should satisfy?
In particular, what are the conditions that this function and the former two ones (i.e., coefficient matrix and the switching signal of systems) need to meet together? This is a key technical issue.
Motivated by the above reasons, in this paper we will study the stability of DSLTV systems by using the methods of function-dependent LMIs. The main contributions of this paper include: i) two stability conditions are proposed for DLTV systems by using function-dependent LMIs (Compa-ring with the existing results, the conditions obtained allow the norm and rate of variation of system matrix are unbounded), ii) the stability condition is given for DSLTV systems by combining the methods of function-dependent LMIs with average dwell time, iii) some further discussions and two relaxed stability conditions that allows all subsystems are unstable are also given.
II. NOTATIONS
Through-out this paper, the notations are used as follows.
Let N denote the set of nonnegative integers, R denote the set of real numbers, R + = [0, +∞), R n be the n-dimensional real space, C[R + , R + ] be the set of continuous maps from R + to R + . The function w ∈ C[R + , R + ] is a class-K function if w(0) = 0 and w is strictly increasing. w is a class-K ∞ function if it is a class-K function and also satisfies lim t→∞ w(t) = ∞. ||x|| denotes the Euclidean norm of the real vector x. ||A|| denotes the spectral norm of matrix A. Let {a(k)} be a sequence of number, then for any k 1 , k 2 ∈ N, we let
III. PROBLEM FORMULATIONS
In this section, we will introduce the system, definitions and the problems to be solved.
Consider the following DLTV systems:
with initial condition x 0 = x(k 0 ), where initial time k 0 ∈ N, x(k) ∈ R n , k ∈ N, is the state of systems, A(k) : N → R n×n is the matrix function and has the following form:
where A i , 1 ≤ i ≤ p, are constant matrices, a i (k) : N → R, 1 ≤ i ≤ p, are discrete-time functions. (Note that any matrix function A(k) can always be converted into the form of the right side of (2)). To obtain the desired results, we need the following definitions and lemmas.
Definition 1: The DLTV system (1) is said to be: 1) Lyapunov stable (LS) if for any given ε > 0 and k 0 ∈ N, there exists a δ = δ(k 0 , ε) > 0 such that
2) uniformly stable (US) if for any given ε > 0, there exists a δ = δ(ε) > 0, independent of k 0 , such that (3) is satisfied; 3) asymptotically stable (AS) if it is LS and there exists a constant c = c(k 0 ) > 0 such that x(k) → 0 as k → ∞, for all x(k 0 ) ≤ c; 4) uniformly asymptotically stable (UAS) if it is US and there exists a constant c > 0, independent of k 0 , such that for all x(k 0 ) ≤ c, x(k) → 0 as k → ∞, uniformly in k 0 ; that is, for any given ε > 0, there is
In this paper, we mainly solve the following two problems: 1) study the stability of DLTV systems by using functiondependent LMIs (Section IV);
2) investigate the stability of DSLTV systems by using the methods of function-dependent LMIs with and average dwell time, respectively (Section V).
IV. STABILITY CONDITIONS FOR DLTV SYSTEMS
Lemma 1: Consider the system (1) . Assume that there exist functions V : N × R n → R + , α 1 , α 2 ∈ K ∞ and γ : N → R + such that for any k ≥ k 0 ,
then the system (1) is UAS. Proof Uniform Stability: It follows from condition 2) that for any k ≥ k 0 ,
From condition 3) we have that (k) → 0 as k → ∞, which means that there exists a constant M > 0 such that (k) ≤ M for all k ≥ k 0 . Combining this fact with (5), we get
Now for any given ε > 0 and k 0 ≥ 0, there exists a δ(ε) > 0 such that
for x 0 ≤ δ. Combining (6), (7) and condition 1), we get
which implies that x(k) ≤ ε, k ≥ k 0 , i.e., the system (1) is US. Asymptotic Convergence: For any given constant c > 0, it follows from (5) and condition 1) that for all x(k 0 ) ≤ c,
Combining with condition 3), we further get
which implies that x(k) → 0 as k → ∞, i.e., the system (1) is uniformly asymptotically convergent to zero. In a word, the system (1) is UAS. This completes the proof. Based on Lemma 1, we have the following results. Lemma 2: Consider the system (1) . Assume that there exist a matrix P ∈ R n×n , a function γ : N → R + and two positive constants p 2 ≥ p 1 such that for any k ≥ k 0 , 1)
, α 1 (s) = p 1 s 2 and α 2 (s) = p 2 s 2 , then all conditions of Lemma 1 are satisfied, and hence the system (1) is UAS. This completes the proof. To obtain the next result, we first convert the matrix function A(k) into the following equivalent form:
where
The conversion of (11) can always be achieved. An alternative method is shown as follows. Let
and hence
It is worth noticing that this is not a unique method to achieve the conversion of (11).
Lemma 3: Given any matrices B i ∈ R n×n , i ∈ Q = {1, 2, · · · , q}, and symmetric positive definite matrix P ∈ R n×n , then
Proof: Since P is the symmetric positive definite matrix, we have that for any
Using (14), we further have
i.e., the inequality (12) is satisfied. This completes the proof.
Using the equivalent form (11) of A(k), Lemmas 2 and 3, we have the following results. Theorem 1: Consider the system (1) with (11) . Assume that there exist a symmetric positive definite matrix P and a positive integer K ≥ k 0 such that
where Q = {1, 2, · · · q}, m i (K ) = max K ≤k≤∞ b 2 i (k) and 0 < θ < 1, then the system (1) is UAS.
Proof: In the following analysis, we will verify that all conditions of Lemma 2 are satisfied, and hence the system (1) is UAS.
Firstly, choosing p 1 = λ min (P) and p 2 = λ max (P), then the condition 1) of Lemma 2 is satisfied.
Secondly, it follows from (11) and Lemma 3 that for any k ≥ k 0 ,
On the other hand, we can verify that 1) if (16). (17), we have that for k ≥ K ,
Now combining with
Let
i.e., the condition 3) of Lemma 2 is also satisfied. Now all conditions of Lemma 2 are satisfied, and hence the system (1) is UAS. This completes the proof. Theorem 2: Consider the system (1) with (11) . For any i ∈ Q, assume that there exist a symmetric positive definite matrix P and a function u i :
i (j) , then the system (1) is UAS.
Proof: In the following analysis, we will also verify that all conditions of Lemma 2 are satisfied, and hence the system (1) is UAS.
Firstly, the condition 1) of Lemma 2 is satisfied from the proofs of Theorem 1.Secondly, it follows from (17) and condition 1) that
Let i.e., the condition 3) of Lemma 2 is also satisfied. Now all conditions of Lemma 2 are satisfied, and hence the system (1) is UAS. This completes the proof. Remark 2: From (16) and condition 1) of Theorem 2, we can see that the LMIs depend on the value of functions b i (k) or u i (k), so they are called function-dependent LMIs. In addition, Theorems 1 and 2 allow that both ||A(k)|| and the rate of variation of the system matrix A(k) = ||A(k + 1) − A(k)|| are unbounded. So the obtained results are less conservative than the results of [25] - [28] .
Remark 3: Theorem 1 is a special case of Theorem 2, which allow the parameter θ of (16) (in Theorem 1) satisfy the condition that θ ≥ 1, and so Theorem 2 is less conserve-ative than Theorem 1. However, when using Theorem 2, we need to verify two conditions, while one only need to verify an inequality when using Theorem 1. So the application of Theorem 2 is more complicated than that of Theorem 1.
Example 1: Consider the DLTV system:
where x ∈ R 2 , and
, when k is odd,
, and A 3 = 0.9 0.1 0.1 0.8 . Let u 1 (k) = u 2 (k) = 0.5 for k is odd, and u 3 (k) = 1 for k is even, then we have
Furthermore, solve the following LMIs:
we get
From (23)-(26), we have that all conditions of Theorem 2 are satisfied, and hence the system (22) is UAS. Let x 0 = [2, 1], then state trajectories x(k) of the system (22) are shown in Fig.1 .
Remark 4: The stability of the system (22) can't be studied by the methods of [5] , [19] - [21] since these methods require that both ||A(k)|| and/or the rate of variation of the system matrix A(k) are bounded, while both of them in system (22) are unbounded.
V. STABILITY CONDITIONS FOR DSLTV SYSTEMS
In this section, we will extend the obtained results to study the stability of DSLTV systems. Consider the DSLTV systems: with initial condition x 0 = x(k 0 ), where the initial time k 0 ∈ N, the state x(k) ∈ R n , k ∈ N. The switching signal σ (k) : N → M = {1, 2, · · · , m} is a piecewise constant func-tion, and M is an index set. Corresponding to the switching signal σ (k), we have the switching sequence {x 0 : (i 0 , t 0 ), (i 1 , t 1 ), · · · , (i n , t n ), · · · ,| i n ∈ M , t n ∈ N}, which means that the i n th subsystem is active when k ∈ [t n , t n+1 ), where t 0 = k 0 and {t n } , n = 1, 2, · · · , is the switching time sequence. For each i ∈ M , A i (k) : N → R n×n is the matrix function and has the following form:
where A ij , 1 ≤ j ≤ p i , are constant matrices, a ij (k) : N → R, 1 ≤ j ≤ p i , are discrete-time functions. We denote the trajectory of system (27) by x(k) = x(k, x 0 , σ ) with the initial value x 0 under the switching signal σ . Definition 2: For any k 0 ≤ k 1 ≤ k 2 , let N σ (k 1 , k 2 ) denote the number of switching of σ (t) over [k 1 , k 2 ]. If there exist τ a > 0 and N 0 ≥ 0 such that N σ (k 1 , k 2 ) ≤ N 0 + k 2 −k 1 τ a , where N 0 is the chattering bound, then τ a is called average dwell time.
Lemma 4: Consider the system (27) . Assume that for each i ∈ M , there exist a matrix P i ∈ R n×n , a function γ i : N → R + three constants p 2 > p 1 > 0 and b ≥ 1 such that for any k ≥ k 0 , 1)
, then we can obtained the desired results by using the conventional stability analysis method based on multiple Lyapunov function. This completes the proof.
To obtain the next result, we first convert each matrix function A i (k), i ∈ M into the following equivalent form:
Based on Lemma 4, we give the following results by combining the methods of function-dependent LMIs with average dwell time.
Theorem 3: Consider the system (27) with (29). Assume that for each i ∈ M , there exist a symmetric positive definite matrix P i , two constants 0 < θ i < 1, b ≥ 1, and a positive integer K ≥ k 0 such that
the condition 3) of Lemma 4 is satisfied, then the system (27) is UAS under the switching signal σ (t) with average dwell time satisfying
where θ = max i∈M {θ i }. Proof: We will verify that the conditions 1), 2) and 4) of Lemma 4 are also satisfied, and hence the system (27) is UAS from Lemma 4.
Firstly, let p 1 = min i∈M {λ min (P i )} and p 2 = max i∈M {λ max (P i )}, then condition 1) of Lemma 4 is satisfied.
Secondly, it follows from Lemma 3 and condition 1) that for k ≥ K ,
, k 0 ≤ k ≤ K − 1, then the condition 2) of Lemma 4 is satisfied.
Thirdly, we show that the condition 4) of Lemma 4 is also satisfied, i.e., lim k→∞ b N σ (k 0 ,k) G(k) = 0. From (40) we have that for any k ≥ K + 1,
Taking the limits on both sides of (31), we get
i.e., the condition 4) of Lemma 4 is also satisfied, and hence the system (27) is UAS from Lemma 4. This completes the proof. Remark 5: From condition 1) of Theorem 3, we obtain the inequality (31), i.e., x(k) ) < 0 and V i (k, x(k)) → 0, k → ∞, which implies that the subsystem i is stable, i.e., Theorem 3 requ-ire all subsystems to be stable.
VI. FURTHER DISCUSSIONS
From the similar analysis of proofs of Theorem 2, we can relax the LMIs condition (i.e., condition 1)) of Theorems 3 as follows:
On the other hand, to ensure the stability of systems, the results of Theorems 3 still require all subsystem to be stable. By relaxing this restriction, we further have the following results.
Theorem 4: Consider the system (27) with (29). Assume that for each i ∈ M , there exist a symmetric positive definite matrix P i , three constants 0 < θ < 1,b ≥ 1, F > 0, and functions u is :
σ (j)s (j), then the system (27) is UAS under the switching signal σ (t) with average dwell time satisfying
Proof: It is easy to verify that the conditions 1)-3) of Lemma 4 are satisfied.
Furthermore, from condition 2) and (34) we have
where z = θ b 1 τa < 1. Taking the limits on both sides of (35), we get
i.e., the condition 4) of Lemma 4 is also satisfied, and hence the system (27) is UAS from Lemma 4. This completes the proof.
Theorem 5: Consider the system (27) with (29). Assume that for each i ∈ M , there exist a symmetric positive definite matrix P i , a constant b ≥ 1, a function u is : N → R + , s ∈ Q i , and a switching signal σ (k) such that
σ (h)s (h), then the system (27) is UAS under the given switching signal σ (k).
This result allow all subsystems are unstable when the switching signal σ (k) has an infinite number of switchings and such that condition 3) is satisfied.
Noticing that the condition 3) can not ensure that
and so we can have the case that lim k→∞ V i (k +1, x(k +1)) = 0, i.e., Theorem 5 allows all the subsystems are unstable.
Remark 7: Using Theorems 4-5 to analyze the stability of the system, we need to compute the function u is (k), however, it is not easy when the matrix functions A i (k), i ∈ M are complex. Furthermore, it is also difficult to compute bf γ σ (i) (i) since its computation is based on the function u is (k). How to simplify the calculations of u is (k) and bf γ σ (i) (i), which is one of our future research direction.
VII. NUMERICAL EXAMPLES
Example 2: Consider the DSLTV systems:
where x ∈ R 2 , σ (k) ∈ Q = {1, 2}, and Based on the analysis of Section V, we convert A 1 (k) and A 2 (k) into the equivalent forms of (29) as follows:
Let u 11 (k) = 0.02, u 12 (k) = 0.22, u 21 (k) = 0.1, u 22 (k) = u 23 (k) = 0.05, k ≥ 0, and solve the following LMIs: [5] , [13] - [24] require that the system considered is DSLTI systems, while the system (37) is DSLTV ones, so its stability can not be studied by these methods. However, the stability of systems (37) is still investigated by the Theorem 4, which cover these existing results as special cases.
Example 3: Consider the DSLTV systems: where x ∈ R 2 , σ (k) ∈ Q = {1, 2}, and
+A 12 sin 2 (k), and h is odd,
, when k ∈ [10h, 10(h+1)−1]
and h is even. VOLUME 8, 2020 Let u 11 (k) = 70, u 12 (k) = 50, u 13 (k) = 100, u 21 (k) = 100, u 22 (k) = 90 and u 23 (k) = 70, k ≥ 0, and solve the follow-ing LMIs:
A T 2j P 2 A 2j − u 2j (k)P 2 < 0, j = 1, 2, 3 (46) P 1 > 0, P 2 > 0 (47) we get P 1 = 0.0289 0.0080 0.0080 0.0324 , P 2 = 0.0454 0.0170 0.0170 0.0373 , (48) i.e., the condition 1) of Theorem 5 is satisfied. Furthermore, we can verify that the conditions 2) and 3) of Theorem 5 are also satisfied by using b = 2 and the switching signal σ (k) are shown in Fig.7 . Now from Theorem 5, we have that the system (44) is UAS under the above switching signal σ (k). Let x 0 = [3, 2], then state trajectories x(k) of the subsystems 1-2 and systems (44) are shown in Figs. 4, 5 and 6, respectively.
Remark 9: From Figs.4 and 5, we know that all subsystems are unstable. In addition, the stability of the system (44) can't be studied by the methods of [25] , [26] since these methods require that both ||A(k)|| and/or the rate of variation of the system matrix A(k) are bounded, while both of them in system (44) are unbounded. However, the stability of the system (44) still can be investigated by Theorem 5.
VIII. CONCLUSION
In this paper, we have studied the UAS of DSLTV systems. Some stability conditions have been proposed to verify the UAS of DLTV systems by using function-dependent LMIs. Comparing with the existing results, the obtained conditions allow the norm and rate of variation of system matrix are unbounded. Furthermore, the stability condi-tions have been given for DSLTV systems by combining the methods of function-dependent LMIs with average dwell time. Finally, some further discussions and two relaxed stability condition that allows all subsystems are unstable also have been proposed.
