This paper presents a methodology for evaluating the performance of forwarding strategies for location management in a Personal Communication Services (PCS) mobile network. A forwarding strategy in the PCS network can be implemented by two mechanisms: a forwarding operation which follows a chain of databases to locate a mobile user, and a resetting operation which updates the databases in the chain so that the current location of a mobile user can be known directly without having to follow a chain of databases. In this paper, we consider the PCS network as a server whose function is to provide services to the mobile user for \updating the location of the user as the user moves across a database boundary" and \locating the mobile user." We use a Markov chain to describe the behavior of the mobile user and analyze the best time when forwarding and resetting should be performed in order to optimize the service rate of the PCS network. We demonstrate the applicability of our approach with hexagonal and mesh coverage models for the PCS network and provide a physical interpretation of the result.
Introduction
In a Personal Communication Services (PCS) network, it is possible for a mobile user to be called by other mobile users, or to call other mobile users, as it moves. In recent years, various location management strategies based on the concept of forwarding have been proposed and studied in the literature 5, 11] with the goal of minimizing the network signaling and database loads. The basic mechanisms involved in implementing these forwarding strategies are \forwarding" and \resetting" operations. The \forwarding" operation means that when a mobile user moves across a database boundary (e.g., a registration area boundary 5] or a base station boundary 11]), only a pointer is set-up between the two involved databases, while the \resetting" operation means that all databases along the forwarding chain for locating a mobile user are updated all at once so that after the update the current location of the mobile user is known directly by consulting a single database instead of a chain of databases. Naturally, if resettings are done frequently, say, on a per move basis, then the cost of locating a mobile user per call would be small since only a single database needs to be consulted to know the location of the called mobile user; however, the network signaling cost due to frequently updating all involved databases would be large. Conversely, if resettings are done infrequently then the cost of locating a user per call would be large since the system has to follow a potentially long chain of databases to locate the called mobile user. Of course, the updating cost for keeping the location information of the called mobile user up-to-date in this case would be small because reset operations are performed only once in a while.
The main research issue in previous studies is in analyzing \how often" the system should perform a reset in response to a move made by a mobile user crossing a database boundary, so that a speci ed \cost" measure may be minimized, essentially by trading-o the costs involved in locating users and updating user location information 7, 9] . Various cost measures have been proposed in previous studies and have resulted in di erent solutions to the research issue. Rao, Gopinath and Kurshan 11] considered a per-user cost measure expressed in terms of the \average cost" of a call, assuming that after every k forwarding steps a reset will be performed. The average cost of a call in their cost model includes two components: a signaling cost term for setting-up the pointers and updating the database changes due to movements of the mobile user, and a service cost term for all the nodes (e.g., switches) along the forwarding chain to allocate resources to service the call. It is not clear why, after the location of the called mobile user is found, all the nodes along the forwarding chain need to allocate resources to service the call, since presumably only the nodes (switches) connecting the calling and called parties need to do so. It is also not clear how their cost measure can be extended to a more general case in which multiple calls may be placed simultaneously for the same mobile user. Another related work is by Bar-Noy and Kessler 1] who considered a cost measure in terms of the expected number of forwarding steps required to locate a mobile user for a given update rate. Their analysis, however, is mainly for comparing the performance of various dynamic updating strategies in a ring cellular topology without using the concept of forwarding. Thus, a search for locating a mobile user through a chain of forwarding pointers was not considered.
In 5], Jain et al. proposed a per-user cost measure to characterize the bene t of forwarding over non-forwarding mechanisms. The cost measure considers the possibility of multiple calls and is de ned as the ratio of \the cost of maintaining a mobile user's location and locating the mobile user between two consecutive database crossings assuming that after every k forwarding steps a reset will be performed" to the same quantity with k = 1. A database unit in their study corresponds to a registration area (RA) in an IS-41 3] or a GSM 10] standard. By using the Common Channel Signaling (CCS) network with a Signaling System No. 7 (SS7) protocol as a case study, they discovered that, when k is xed to a certain value, the forwarding mechanism will be bene cial only to mobile users with their call-to-mobility ratio (CMR) smaller than a certain threshold value. The contribution of their work was that they provided a framework for applying the forwarding mechanism in existing standards such as IS-41 and GSM, and also demonstrated the advantage of forwarding over non-forwarding mechanisms in the CCS-SS7 network, particularly for some asymptotic cases in which certain cost terms are dominating. However, they did not address the issue of how to determine the optimal k value when the system is given the CMR of a mobile user. Moreover, when estimating the cost of locating a mobile user in their analysis, they made the simplifying assumption that all calls travel through one half of the databases in the forwarding chain before the address of the called mobile user is found. This simplifying assumption may yield their analysis less trustworthy.
In this paper, we develop a Markov model to describe the behavior of a mobile user as it moves while being called by other mobile users in a PCS network. We assign \rewards" to the states of the Markov chain and then calculate the probabilistic \average" reward. By utilizing the Markov chain, we formulate the problem of nding the best time to perform resetting as an optimization problem, i.e., nding the optimal value of k under which the average \reward" representing the speci ed cost measure is optimized. The rest of the paper is organized as follows. Section 2 gives a more detailed description of the system model. Section 3 describes the stochastic analysis model. We view the PCS network as the server and the operations for which the server must provide services to a mobile user include \updating the location of the user as the user moves across a database boundary" and \locating the user." We discuss several ways of assigning \rewards" to the states of a mobile user so as to yield di erent \cost measures" which we are trying to optimize, and show that di erent cost measures can result in di erent optimal k values. Section 4 discusses two coverage models for constructing the PCS network and demonstrates the applicability of our model. The rst case considers user movements under the hexagonal coverage model, while the second case considers user movements under the mesh coverage model. In each case, we show how our model can be parameterized for the resulting PCS network and how the optimal k value based on the cost measure assigned may be determined. Finally, Section 5 summarizes the paper and outlines some possible future research areas.
System Description
We rst state the system model and assumptions. We assume that a signaling network consisting of possibly several levels of databases is used for locating mobile users and setting up calls. We di erentiate high-level databases from low-level databases. For the purpose of our analysis, we are particularly interested in two adjacent database levels which may use the resetting and forwarding technique for tracking mobile users. We shall call the high-level database as the \home" database. The home database will direct an incoming call to the rst low-level database unit on the forwarding chain. We shall call the databases on the forwarding chain at the low-level as \visitor" databases. To allow us to easily distinguish the visitor databases at the lower-level, we shall call the rst one on the chain as v 0 and the last one as v i for a forwarding chain with a length of i. When a call is placed, the system will rst go to the home database and then follow the visitor databases along the forwarding chain to locate the mobile user. We assume that a mobile user can cross visitor database boundaries freely as it is being called. The time that a particular mobile user stays within a visitor database before moving to another one is characterized by an exponential distribution with an average rate of . Such a parameter can be estimated using the approach described in 5, 8] on a per user basis. The interarrival time between two consecutive calls to a particular mobile user, regardless of the current location of the user, is also assumed to be exponentially distributed with an average rate of . A mobile user thus is characterized by its call-to-mobility ratio (CMR), de ned as = .
We assume that the forwarding chain is not reset when a mobile user is called. We also assume that all calls to a particular mobile user will go to the current home database. Consequently, if there are two or more requests waiting at the home database to locate a mobile user, the home database can locate the called mobile user and then return the location of the called mobile user to all pending requests all at once simultaneously. Another assumption is that when a mobile user moves across a visitor database boundary, a pointer between the two involved visitor databases will be set-up before the mobile user can possibly move across another visitor database boundary. This assumption implies that the time to set up a pointer is much shorter than the dwell time within a visitor database, so that the time to set up a pointer is so small compared with the dwell time that it won't a ect the distribution of the dwell time. Of course, during the time period in which the pointer connection is set-up, call requests can still arrive. When applying the forwarding and resetting technique to this network structure, forwarding pointers can be set-up among VLRs. Consequently, the HLR corresponds to the \home" database while a VLR corresponds to a \visitor" database.
The question we are interested in solving is to nd out the best k value (the length of the forwarding chain) under which a cost measure speci ed in terms of a \reward" metric can be optimized. We solve the problem by rst developing a generic Markov model that describes the behavior of a mobile user subject to the forwarding and resetting technique. Then, we apply the Markov model to two di erent coverage models (hexagonal and mesh) by parameterizing (giving values to) the model parameters based on the speci c structures under consideration so that there is no need to modify the Markov model or the solution technique.
Stochastic Analysis Model

Notation
: the arrival rate of calls to a particular mobile user.
f : the mobility rate of a particular mobile user which moves to a new VLR. b : the mobility rate of a particular mobile user which returns to the last-visited VLR.
: the mobility rate of a particular mobile user; = f + b . CMR : the call-to-mobility ratio of a particular mobile user, i.e., = .
p : the execution rate to set-up, delete, or travel a pointer between two visitor databases. i : the execution rate to nd v i for a forwarding chain with i pointers. k : the number of forwarding steps after which a reset operation is performed. m k : the execution rate to reset a forwarding chain with k pointers so that after the reset operation is performed, v k becomes v 0 and the home database as well as all v j ; 0 j k, are informed of the change. P j : the probability that the system is in a particular state in equilibrium. X : the throughput of the signaling network in servicing \updating the location of a mobile user as the user moves across a database boundary" and \locating a mobile user."
The state of a mobile user as it crosses database boundaries while being called can be described by two state components: (a) the number of forwarding steps; and (b) a binary quantity indicating whether or not it is in the state of being called. Figure 2 shows a Markov model describing the behavior of a mobile user wherein a state is represented by (a; b) where a is either I (standing for IDLE) or C (standing for CALLED), while the other component b indicates the number of forwarding steps that have been made since the last reset operation. Initially, the mobile user is in the state of (I; 0), meaning that it is not being called and the number of forwarding steps is zero. Below, we explain brie y how we construct the Markov model.
1. If the mobile user is in the state of (I; i) and a call arrives, then the new state is (C; i) in which the number of forwarding steps remains at i but the mobile user is now in the state of being called. This behavior is modeled by the (downward) transition from state (I; i) to state (C; i), 0 i < k, with a transition rate of .
2. If the mobile user is in the state of (C; i) and another call arrives, then the mobile user will remain at the same state, since the mobile user remains in the state of being called and the number of forwarding steps also remains at i. This behavior is described by a hidden transition from state (C; i) back to itself with a transition rate of . This type of transition is not shown in Figure 2 since it does not need to be considered when solving a Markov chain 6]. Note that this implies that in state (C; i) the number of requests accumulated to locate the mobile user may be greater than 1.
3. If the mobile user is in the state of (C; i), the signaling network can service all pending calls simultaneously with a service rate of i . After the service, the new state is (I; i) since all calls have been serviced while the number of forwarding steps remains at i. We use the subscript \i" in i to refer to the service rate of the signaling network to locate a mobile user when the number of forwarding steps is i. It should be emphasized that all pending calls are serviced all at once with this service rate. This behavior is described by the (upward) state transition from state (C; i) to state (I; i) with a transition rate of i . Note that all competing events in a state can occur concurrently. For example, in state (C; 1) there are actually three competing events which can occur concurrently, namely, (a) another call arrival which makes the system stay at the same state; (b) a move by the mobile user crossing a visitor database boundary which makes the system transit to states (C; 2) or (C; 1) ; and (c) a service completion of all calls which makes the system transit to stated (I; 1). The possibility of the system moving from a given state to a neighboring state depends on the relative magnitude of the transition rates of the corresponding competing events; only one state transition is possible at a time.
The Markov chain shown in Figure 2 is ergodic 6], which means that all states have a non-zero probability. The probability that the system is found in a particular state in equilibrium also depends on the relative magnitude of the outgoing and incoming transition rates. For example, if the call arrival rate is much greater than the mobility rate , then the probability that the system is found to stay in state (C; i) would be much greater than in states (I; i + 1) and (I; i) since it is more likely for state (I; i) to make a transition into state (C; i) than into states (I; i+1) and (I; i) . Since the probability that the system stays in a particular state depends on the relative magnitude of the transition rates, it implies that the best value of k for performing a reset operation can vary on a case by case basis, as it also depends on the relative magnitude of the transition rates.
One way to determine the best k value is to view the signaling network as the server and the operations for which the server must provide services to a mobile user include \updating the location of the user as the user moves across a database boundary" and \locating the user." In this view, a natural performance measure which we can maximize is the \throughput" of the signaling network with respect to servicing the above two types of operations. Now, considering the Markov model in Figure 2 , we observe that not all states contribute to this performance metric. In other words, when the mobile user is neither being called nor moving across a database boundary, it does not require the service of the signaling network. Therefore, when calculating the throughput of the system in servicing a mobile user, these idle states must be excluded. Speci cally, states (I; i), 0 i k ? 1, in Figure   2 are to be excluded. Let X represent the average throughput of the server in servicing the above two types of operations, denoting the performance metric we attempt to maximize. Also let P j represent the probability (fraction of the time) that the system is found to be staying at state j in equilibrium. Then,
(P (I ;i) + P (I ;i) + P (C;i) + P (C;i) ) p ! + (P (I ;k) + P (C;k) ) m k (1) Here the rst term represents the throughput of the signaling system in \locating the user", while the second and third terms represent the throughput of the signaling network in \updating the location of the user as the user moves across a database boundary." Note that the second term accounts for the pointer connection operation between two involved visitor databases, while the third term accounts for the reset operation which is performed upon every k moves. Equation 1 above yields the average e ective throughput of the signaling network as a function of k. For a given set of parameter values, we can rst compute the values of P j for all states and then use Equation 1 to determine the best value of k that maximizes X. Of course, di erent signaling network structures may give di erent parameter values and thus may yield di erent optimal k values. When applying the Markov model developed in this section, we have to parameterize it based on the speci c characteristics of the signaling network under consideration. In this paper, we use a software package called SHARPE 12] to solve P j 's and subsequently compute X for a parameterized Markov model.
Performance Analysis
In this Section, we rst discuss the parameterization process, i.e., how to estimate values for the parameters of the Markov model in Figure 2 . Then, we illustrate how this parameterization process can be applied to two separate PCS networks constructed by the hexagonal and mesh coverage models. Our goal is to determine the optimal k under di erent environment settings for such PCS networks.
Parameterization
Assume that the communication time (round trip) between the HLR at the higher level and a VLR at the lower-level is exponentially distributed with an average time of T. Also assume that the communication time (round trip) between two neighboring VLRs at the lower-level is exponentially distributed with an average time of (see Figure 1) . Furthermore, assume that when performing a reset operation, v k rst communicates with the HLR to indicate that it is now the new v 0 for the called mobile user. The HLR con rms the change by replying a message to v k and also sends a cancellation message to the old v 0 , which in turn initiates a propagation of the cancellation message along the forwarding chain to all base stations to delete all obsolete pointers and also to accumulate the service cost (e.g., credits) information. After the last step is done, v k?1 informs the HLR to con rm the completion of the reset operation. As we can see, a reset operation implemented this way involves twice the amount of the VLR-HLR communication time needed for locating a user.
Given the above assumptions, we can parameterize the Markov chain as follows:
1. The execution rate to set-up, delete or travel a pointer connection between two visitor databases is given by 2. The execution rate to nd v i and then to locate the mobile user can be estimated as
3. The execution rate to perform a reset operation can be estimated as
Here we note that 2T is used for estimating m k because the VLRs at the lower-level have to communicate with the HLR at the higher-level two times.
Hexagonal Coverage Model
When modeling a mobile PCS network, it is frequently assumed that the coverage area of the PCS network can be divided into cells of the same size. In the hexagonal coverage model 8], cells are assumed to be hexagonally shaped, with each cell having six neighbors (see Figure 3 (A)). In this section, we illustrate how we can use the Markov model developed in this paper to determine the optimal number of forwarding steps before performing a reset for the hexagonal coverage model. Figure 3(A) shows an example of a mobile user movement.
The mobile user was initially registered at (visitor database) A. Suppose that the optimal forwarding steps is three, then the mobile user will perform a reset operation as it visits B, since it has made three moves across the visitor database boundaries since the last reset operation was performed. When the mobile user subsequently moves from B to D, the number of forwarding steps is updated to 1. When the mobile user later returns from D to B, however, the number of forwarding steps becomes 0 again since B is the last visited VLR. In this case, the forwarding pointer from D to B is not established and the stale forwarding pointer from B to D is deleted.
In this section, we shall parameterize our model based on the optimal hexagonal structure determined in 8] and the PCS network shown in Figure 1 as discussed in 4]. Our result enhances the previous results in 4 , 8] in that we allow the optimal number of forwarding steps to be determined if the forwarding and resetting technique is to be used in tracking mobile users under the same mobile environment structure and setting.
In Figure 1 , the home location register (HLR) and visitor location registers (VLRs) contain databases for tracking mobile users, but the intermediate switches such as LSTPs and RSTPs are only used for connecting the HLR with VLRs. At the lowest level, each of the hexagonally shaped cell in Figure 3 (A) can be viewed as corresponding to a registration area (RA). Adopting the hexagonal coverage model, the optimal number of RAs covered by a VLR is determined to be N = 3n 2 ? 3n + 1 where n is equal to either two or three 8]. We shall call such a VLR as a n-layer VLR which itself is a hexagonal region. Going into the second lowest level of Figure 1 , we can again view each hexagonally-shaped cell in Figure  3 (A) as corresponding to a VLR and therefore a n-level LSTP will contain 3n 2 ?3n+1 VLRs.
This view continues as we recursively go up to the higher levels of the PCS network shown in Figure 1 , until the RSTP level is reached. Note that only VLRs and the HLR contain the databases. Each n-layer entity (i.e., a n-layer VLR, LSTP, or RSTP), when viewed as a hexagonal composite, contains 6N or 6(3n 2 ? 3n + 1) edges (counting internal edges twice to account for the reverse tra c) with the number of boundary edges around it being 12n-6, where n is the number of layers. We will analyze the case when n = 2 which is considered the optimal case 8].
Let the optimal forwarding steps of system be k. When a mobile user makes a move within the same VLR, only the VLR database is updated and no pointer forwarding is needed. However, as the mobile user moves across the VLR boundary and the number of the forwarding steps is less than k, a pointer connection between two involved VLRs must be established to track the user. After the move, the mobile user may be within the same LSTP (we call it an intra-LSTP movement), out of the same LSTP but within the same RSTP (we call it an intra-RSTP movement), or out of the same RSTP, the probabilities of which are estimated below:
1. The probability that a mobile user moves within the same LSTP, that is, the probability of an intra-LSTP movement, when the mobile unit moves across the VLR boundary, is given by q l = 6(3n 
2. Assume we use 2-layer RSTPs, the probability that a mobile user moves out of a LSTP but still within the same RSTP, that is, the probability of an intra-RSTP movement, when the mobile unit moves across the VLR boundary, is given by q r = 7 6(3n Let be the average cost of setting up the forwarding pointer between 2 VLRs inside the same LSTP; be the average cost of setting up the forwarding pointer between 2 VLRs inside the same RSTP but in di erent LSTPs; and ! be the average cost of setting up the forwarding pointer between two VLRs in two di erent RSTPs. Again, let T represent the average communication cost (round trip) between a VLR and the HLR and let represent the average communication cost (round trip) between two neighboring VLRs. Also, we consider the assumption that the HLR of a mobile user and any VLR which the mobile user may visit are in two separate RSTPs connected by a PSTN 9] . This assumption is justi ed for users moving among di erent cities or even just among di erent locations in a city in a more dense area. Thus, we have T = ! (7) = q l + (q r ? q l ) + (1 ? q r ) ! (8) To quantify these two parameters further, assume that the communication costs for traversing various network elements are as follows. Let L and R represent the costs of processing and routing a message by a LSTP and a RSTP, respectively. Let C V L be the cost of transmitting a message between a VLR and its LSTP. Let C LR be the cost of transmitting a message between a LSTP and its RSTP. Finally, let C H be the communication cost (round trip) to pass through a PSTN for the case when 2 VLRs are located in two distinct RSTPs. Then, we can calculate , and ! as follows:
If in the mobile environment the communication cost is a dominant factor, the cost of processing and routing (L and R) can be ignored in the above computation. Plugging into the equation for using the expressions for , and !, we obtain
In the hexagonal coverage model, we assume that the mobile user moves to one of its neighbors with equal probability, i.e., 1/6, as illustrated in Figure 3(B) . We therefore calculate the mobility rates of a user moving to a new VLR and returning to the last-visited VLR, respectively, as follows:
Below we consider an example for which the network consists of 2-layer VLRs, LSTPs, RSTPs and HLR and C V L , C LR and C H are 1, 0.5 and 6 seconds, respectively. This yields as 4 seconds, as 6 seconds and ! as 12 seconds. The probabilities of intra-LSTP and intra-RSTP movements are given, respectively, by Here one should note that p , i and m k are essentially network-dependent parameters, so their values will be changed as we consider a di erent network model. Later in Section 4.3, we will apply the same parameterization procedure to estimate the values of the same three network-dependent parameters under the mesh coverage model.
We now analyze the e ect of mobile-user dependent parameters, i.e., and , by changing their values. Figure 4 shows a case where the arrival rate of calls to a particular mobile user is xed at = 20 calls/hr while the mobility rate of the mobile user is = 30, 40, or 50 movements/hr, so that the value of the CMR parameter ( = ) is 0.67 (top curve), 0.5 (middle curve) or 0.4 (bottom curve). The data shown in Figure 4 were obtained by solving the Markov model shown in Figure 2 for each k value ranging from 2 to 32, using the SHARPE software package 12] to rst obtain the P j for each state j and then compute X based on Equation (1) . From Figure 4 , we observe that there exists an optimal k value for each CMR value. For example, the optimal k value is 3 when = 20 calls/hr and = 30 movements/hr, or when CMR=0.67. In this case, after the mobile user moves across three VLR boundaries, it should perform a reset operation to inform the HLR its current VLR location so that the average e ective throughput of the signaling network can be optimized. Figure 4 also displays the optimal k values at other CMR values.
The above performance analysis for the hexagonal model is done with a particular set of values for (C V L , C LR , C H ), which results in =T being xed at a particular value (i.e., 0.495 in Figure 4) . In reality the values of C V L , C LR , and C H may change as the network structure changes. The e ect of di erent values of C V L ,C LR and C H can be analyzed by directly considering the e ect of =T on k. Figure 5 summarizes the e ects of =T and CMR on k. It should be mentioned that =T a ects k via network-dependent parameters ( p , i and m k ), while CMR a ects k via mobile-user dependent parameters ( and ). In Figure 5 , the X-coordinate indicates the value of the CMR parameter while the Y-coordinate indicates the optimal k value associated with the a particular set of values for =T and CMR.
We rst discuss the e ect of CMR on k. As we can see from Figure 5 , when the CMR value becomes larger, or, equivalently stated, when the mobile user is called more often than it crosses database boundaries, the system would yield a better throughput with a smaller k value. On the other hand, with a smaller CMR value, the system would perform better with a larger k value. For example, with =T xed at 0.3 (the bullet curve), the optimal k is 3 when CMR = 1 and then becomes 11 when CMR = 0:25. The interpretation of this result is clear: when the arrival rate is low compared with the mobility rate (i.e., when CMR is low), it is better that we hold the resetting operation such that the amortized cost per move for updating the user location information is minimized. In other words, since the user is not called very often relative to it moves, it is worthless to minimize the search time per call by performing resetting operations frequently. These trends correlate well with those reported in 5]. Our analysis here, however, is one step further as it predicts exactly what the optimal value of k should be so as to optimize a speci ed performance (or cost) measure. Figure 5 also demonstrates the e ect of =T. Speci cally, when =T is a small ratio, or when the home-to-visitor communication cost is much higher than the visitor-to-visitor communication cost, it is better that k is a large value; otherwise, it is better that k is a small value. For example, with CMR xed at 0.5 in Figure 5 , the optimal k is 6 when =T is 0.3, and then drops to 2 when =T is 0.9. The physical interpretation of this result is also obvious, i.e., resetting operations can be performed more frequently when the home-to-visitor communication cost is not too high compared with the visitor-to-visitor communication cost. In the extreme case when T, the bene t of forwarding is small and the system is better-o performing reset operations very frequently except when CMR is very small.
In Figure 6 , we study the e ect of the magnitude of the call arrival rate ( ) on k. Figure  6 uses the same coordinate system as in Figure 5 . However, we deliberately lower the arrival rate of from 2 calls/minute (top curve) to 1 call/minute and nally down to 1 call/hour (bottom curve). Note that since the X-coordinate is the CMR parameter, the magnitude of changes the same way as changes in these three cases. However, the service time for locating the user, which is related to T and , is xed in these three cases. Consequently, the bottom curve in Figure 6 represents the case in which the service rate (for executing the operations provided by the PCS network) is relatively faster than the operation arrival rate. (Recall that the two operations are \updating the user location" and \locating the user.") Figure 6 shows that although all three curves follow the same trend, i.e., k increases as CMR decreases (same trend as the result obtained in Figure 5 ), the curves with a low arrival rate (the bottom curve with = 1 call=hr) has a sharper slope than the curves with a high arrival rate (e.g., the top curve with = 2 calls=min). Furthermore, the optimal k value decreases as the arrival rate decreases for the same CMR and =T values, except when CMR is very small. A possible physical interpretation of the above results is that as the arrival rate decreases, the possibility that the PCS network can serve a \bulk" of calls accumulated at the HLR simultaneously also decreases. In other words, it is more likely that one call will be serviced at a time before the next call arrives. Because of the lack of bulk services, X in e ect is more close to the traditional throughput measure in terms of the number of operations serviced per unit-time, with \an operation" being a move across a visitor database boundary or a single call, but not a \bulk call" operation. Consequently, the bottom curve is more sensitive to the optimal k value. The lack of \bulk call" operations when the operation arrival rate is low also reduces the bene t associated with amortization. As a result, the optimal k value also decreases.
Mesh Coverage Model
In this section, we consider the mesh coverage model as shown in Figure 7 (A). In the mesh coverage model, cells are assumed to be square-shaped, with each cell having four neighbors (see Figure 7 (B)). Suppose that the mobile user was initially registered at A and that the optimal number of forwarding steps is two. Then, the system shall perform a reset operation as the mobile user visits B, C and D, since two movements have been made across the visitor database boundaries since the last reset operation was performed. However, if subsequently the mobile user after having visited E returns to D again, then there is no need to perform a reset operation since D-E-D forms a cycle. In this case the number of steps is updated to 0 at D and no reset operation with the HLR is required, even though the number of the forwarding steps since the last reset operation is two. Figure 7 (A) illustrates the above 
scenarios.
We use the mesh coverage model to construct the PCS network shown in Figure 1 as follows. We assume that a LSTP contains e 2 VLRs, where e is a natural number, and that a RSTP contains m 2 LSTPs, where m is also a natural number. Let the optimal number of forwarding steps in this PCS network be k. As in Section 4.2, we consider the following three cases when the mobile user moves across the VLR boundary and the number of the forwarding steps is less than k: (a) it may be still within the same LSTP (we call it an intra-LSTP movement); (b) it may be not in the same LSTP but still within the same RSTP (we call it an intra-RSTP movement); or (c) it may be not in the same RSTP. Again, in all these cases a pointer connection between two involved VLRs must be established to track the user. Below, we estimate the probabilities of these three cases for the mesh coverage model. LSTPs, the probability that a mobile user moves out of a LSTP but still within the same RSTP, that is, the probability of an intra-RSTP In the mesh coverage model, we assume that the mobile user moves to one of its neighbors with equal probability, i.e., 1/4, as shown in Figure 7 (B). We can estimate the mobility rates of the mobile user moving to a new VLR and returning back to the last-visited VLR, respectively, as follows:
We now consider the 4-level PCS network in Figure 1 for the case when each LSTP contains 3 Figure 8 is very similar to that shown in Figure 5 for the hexagonal coverage model. The reason for the similarity is that the same physical interpretation can apply regardless of which coverage model has been used to construct the PCS network. There are some subtle di erences between the two sets of curves in Figures  5 and 8 . For example, with the ratio of =T xed at 0.9 and the value of CMR xed at 0.25, the optimal k value is 3 under the hexagonal coverage model and is 5 under the mesh coverage model. The di erences are conceivable since the coverage model inherently a ects the parameter values for the same set of environment settings. Nevertheless, these two coverage models have shown good correlations with each other in predicting the optimal k value for all environment-setting conditions that we have tested. Therefore, the same physical interpretation of the results for the hexagonal model can also be applied here.
Summary
In the paper, we developed a Markov model to describe the behavior of a mobile user as it moves while being called in a PCS network subject to the forwarding and resetting technique for tracking mobile users. A designer can de ne a performance or cost measure by assigning rewards or penalties to states of the Markov model, and then nd out the best number of forwarding steps based on our model so as to maximize the speci ed performance metric (as done in this paper) or minimize the speci ed cost measure. In this paper, we demonstrated how the Markov model can be parameterized and applied to a PCS network structure (a HLR and its VLRs) with the hexagonal coverage model and the mesh coverage model based on the concept of \reward optimization." We found that the optimal value of k depends not only on the values of CMR and =T, but also on the relative ratio of the call arrival rate and call service rate. We studied some possible cases and gave a physical interpretation of Some future research areas related to this paper include (a) analyzing the e ect of combining the forwarding and caching strategies 4] for location management; and (b) applying a similar modeling technique to determine the best number of forwarding steps when the PCS network is able to provide patron services 2].
