We study a class of methods for solving convex programs, which are based on nonquadratic Augmented Lagrangians for which the penalty parameters are functions of the multipliers. This gives rise to lagrangians which are nonlinear in the multipliers. Each augmented lagrangian is speci ed by a choice of a penalty function ' and a penalty-updating function . The requirements on ' are mild, and allow for the inclusion of most of the previously suggested augmented lagrangians. More importantly, a new type of penalty/barrier function (having a logarithmic branch glued to a quadratic branch) is introduced and used to construct an e cient algorithm. Convergence of the algorithms is proved for the case of being a sublinear function of the dual multipliers. The algorithms are tested on large-scale quadratically constrained problems arising in structural optimization.
Introduction
Methods of multipliers for constrained convex programs, involving nonquadratic augmented Lagrangians are getting renewed attention. New theoretical results are given for a shifted logarithmic multiplier method in 12] and 13]. A more general scheme is studied in 9]. Implementations reporting good numerical results are given in 3] and 7]. For the exponential method of multipliers new convergence results, including rate of convergence (for the linear programming case) are obtained in 18].
Here we introduce a class of methods called Penalty Barrier Multiplier (PBM) methods, which are based on nonquadratic augmented lagrangians. A member in the PBM class is speci ed by a penalty/barrier function ' and a penalty updating function , responsible for updating the penalty parameters in each iteration. The requirements on ' are rather mild, and allow for the inclusion as special cases, the exponential and the shifted logarithmic functions. More importantly, in x4 we suggest a new type of penalty/barrier function made of a logarithmic branch glued smoothly to a quadratic branch. A PBM algorithm based on this log-quadratic augmented lagrangian proved to be very e cient and capable of solving large-scale problems to a high degree of accuracy (see x7, x8). The requirement on the penalty updating function is that it is a sublinear function of the multipliers. This requirement was inspired by a suggestion in the paper by Tseng and Bertsekas 18] . We point out that an augmented lagrangian resulting from such a choice of is a nonlinear function of the multipliers. In x4 we show that the PBM method is associated with a \proximal point" algorithm, which simultaneously solves the dual convex programming problem. The distance-like function appearing in the proximal term is related to the conjugate function of '. Convergence properties of the proximal point algorithm is studied in x5, and the results obtained there are instrumental in proving that the PBM algorithm produces a sequence of points which are asymptotically primal feasible. Full convergence analysis of the PBM method is contained in x6. It is shown (see Theorem 1) that the primal-dual sequences generated by the algorithm are bounded, and each of their limit points is a pair of solutions for the primal and dual problems. In x7 we discuss implementation issues of the PBM method and in x8 we apply the algorithm to large-scale quadratically constrained convex problems which arise in two types of structural optimization| (1) Truss Topology Design and (2) Shape Design. For the rst application, the largest problem solved has 462 variables and 16290 quadratic constraints. For the second application, the largest problem solved has 6498 variables and 3136 quadratic constraints. The computational results 3 demonstrate that the PBM method solves such problems in almost a xed number of Newton steps (typically 30) independently of the problems dimensions.
Problem Formulation and Assumptions
We study the ordinary convex programming problem (in the sense of Rockafellar 14 Following this assumption, it is well known that the optimal solution set of the dual problem (D) is nonempty and compact, and that f = G . Moreover, for each 0 < G , the level set fu 2 IR m : u 0; G(u) 0 g is compact.
Note that we do not assume di erentiability of the functions f; g 1 ; : : : ; g m . 3 The Penalty/Barrier Multiplier (PBM) Method
We transform the constraints of problem (P) using a real-valued function ' having the following properties ('0) ' is a strictly increasing twice di erentiable strictly convex function with dom ' = (?1; b); 0 < b 1 We say that F is the augmented lagrangian for Problem (P).
The family of PBM methods for solving (P) is iterative. At the (k+1)-iteration, the augmented lagrangian F is minimized with respect to x:
x k+1 = arg min x F(x; u k ; p k ) (3:3) and then the multipliers u k i ; p k i (i = 1; : : : ; m) are updated:
Initially, a positive multiplier vector is chosen u 0 > 0. Here k is a penalty updating function k : R ++ ! R ++ . A speci c algorithm in the PBM family is determined by the particular choice of the functions ' and k .
The multiplier's updating formula (3.4) is motivated by the optimality condition on x k+1 :
where c k 2 @f(x k+1 ), c k i 2 @g i (x k+1 ). Thus, for u k+1 being chosen as in (3.4), x k+1 satis es 0 2 @ x L(x k+1 ; u k+1 ) hence x k+1 2 arg min x L(x; u k+1 ). Moreover, a lower bound for the optimal value of (P) is given by the dual objective function inf(P) G(u k+1 ) := min x L(x; u k+1 ) = L(x k+1 ; u k+1 ) : (3:6) The updating formula (3.4) can be explained intuitively as follows: if x k+1 is not feasible for the ith constraint, g i (x k+1 ) > 0, then the in uence of this constraint grows since its multiplier u k i is increased (recall that by property ('2), ' 0 (g i (x k+1 )=p k i ) > 1 for positive g i ).
The updating formula (3.5) for the penalty parameter p k i generalizes the idea of Tseng and Bertsekas 18] for the exponential method of multipliers, where the following two choices of the function k ( ) are discussed k (t) = c k , and k (t) = c k t (c k > 0). Global convergence is proved in 18] only for the rst choice. In this paper, we prove convergence for a class of PBM methods with k nondecreasing and sublinear, i.e. 8 t > 0 : k (t) ct for some c > 0 :
It might be noted that the exponential method of multipliers belongs to a class of multiplier methods described in Bertsekas' 1982 book 6],which was introduced as early as 1973 in two papers 10, ?] by Kort and Bertsekas. In these publications, the properties of the function ' are slightly di erent and k is a chosen constant. Algorithms of the type (3.3){(3.5) with k = constant and for speci c choices of ' were also studied by Polyak 13] and Iusem et al. 9] .
We give now a few examples of PBM-type methods. The functions in examples 4 and 5 are twice continuously di erentiable, and the second derivative ' 00 (t) is bounded above for all t 2 R. Both are made from a \barrier branch" (logarithmic or reciprocal) and a \penalty branch" (quadratic).
Remark If k (t) = c k t, then the term u k i p k i '(g i (x)=p k i ) in the augmented lagrangian F is, for the quadratic branch in both examples 4 and 5
which is precisely the corresponding term of Rockafellar's quadratic augmented lagrangian. For a PBM method to be well de ned, the unconstrained minimization of F in step (3.3) must have a solution. In the next proposition we demonstrate that under our assumptions this is indeed the case. Proof Let p > 0; u > 0 be xed and denote F(x) = F(x; u; p). It su ces to show that for every M < 1, the level set L = fx : F(x) Mg is bounded.
Suppose to the contrary that there is a sequence x n 2 L with kx n k ! 1 as n ! 1. Let z n = n x n + (1 ? n )x 0 ; some 0 < n < 1 :
kx n k kz n ? x 0 k n + kx 0 k since z n 2 B and B is bounded, the fact that kx n k ! 1 implies n ! 0. Also, by convexity of the g i 's
We claim now that fg i (x n )g is bounded above; if not, i.e., g i (x n ) ! +1, then '(g i (x n )=p i ) ! 1. Even if for some j 6 = i, '(g i (x n )=p j ) ! ?1 (which can occur only if g j (x n ) ! ?1) the sum of the two terms p j u j '(g j (x n )=p j ) + p i u i '(g i (x n )=p i ) ! 1 (3:9) by property ('6) b , and so F(x n ) ! 1 contradicting x n 2 L. From (3.8), since n ! 0 and g i (x n ) is bounded, and since g i (x 0 ) < 0, we have, for n large enough g i (z n ) < 0 ; 8 i : Therefore, z n 2 B = bd D implies f(z n ) = f(x 0 ) + : (3:10) By the convexity of f, using (3.7) and (3.10),
Similarly, by the convexity of g i :
Now, by (3.11, 3.12) and the monotonicity of '
As n ! 1; n ! 0 and property ('6) a . Consequently, the sum ( P ? ) ! 1 in (3.13) and we get F(x n ) ! 1 a contradiction to x n 2 L.
2
Remark The proof of Proposition 1 is closely related to the proof of Lemma 12 in 8]. However, unlike 8], our function ' is not necessarily a barrier function and moreover, the property ' 1 (?1) = 0 is not assumed, but is shown (see Lemma 1) to follow from the basic properties ('0){('4). This required some subtle di erences in our proof.
Dual Interpretation of the PBM Method
We show in this section that the PBM algorithm (3.3){(3.5) generates the same sequence fu k g as an appropriate (nonquadratic) \proximal point" algorithm applied to the maximization of the dual objective function G. Such a dual interpretation is well known for the quadratic augmented lagrangian method (see 15]) and for the entropic augmented lagrangians introduced recently by Teboulle 17] .
For the dual problem max We consider here separable functions D k ,
Next, we show how the choice of the function ', in the PBM method, dictates the speci c form of the function k i in (4.3), and hence, the speci c form of the distance function D k . In the sequel, we occasionally omit the indices i and k in k i and use simply . >From the fact x k+1 = arg minL(x; u k+1 ), it follows that G(u k+1 ) = L(x k+1 ; u k+1 ) = f(x k+1 ) + X u k+1 i g i (x k+1 ) :
Now,
showing that g(x k+1 ) 2 @G(u k+1 ) ; which is precisely the necessary and su cient condition for u k+1 to satisfy (4.2). Now (4.5) and (4.6) give the following relation between ' and :
(4:7) Using the relation (' 0 ) ?1 = (' ) 0 ; when ' is the conjugate function of ' (see e.g. 14]), then integrating (4.7) and denoting = ' we get (u k+1 i ; u k i ) = p k i u k i (u k+1 i =u k i ) ; (4:8) which is the promised relation between ' and .
Recalling the relation (3.5), the nal generic expression for is The properties of '; and the derivatives ' 0 ; 0 are illustrated in Figure 1 .
As a speci c example, we take the logarithmic-quadratic function ' in example 4:
'(t) = Computing its conjugate function, we get To sum up, we have shown that the sequence of multipliers fu k g generated by a PBM method (3.3){(3.5), with certain penalty function ', is the same as the sequence u k generated by the prox-algorithm (4.2) applied to the dual problem (D), with certain distance-like functions D k = P k i , where each of the functions k i is of the form (4.9), and with the function in (4.9) being the conjugate of '. We give now a general basic result concerning convergence of the iterative proxalgorithm for solving concave maximization problems: Thus, the in nite sequence H(u k j ) increases each step at least by a positive constant, hence, it cannot be bounded above, contrary to our assumption. Moreover, fx k g and fu k g are bounded sequences and each of their limit points is a pair of optimal solutions to (P) and (D), respectively.
Proof We rst prove the asymptotic primal feasibility result (6.1) by using Propo- We next prove the complementarity relation (6.3). We use the notation g k i = g i (x k ). Recall that by the Slater condition (Assumption A2), the level sets of the dual objective function G are compact. Also, from conclusion (a) of Proposition 3, G(u k ) is a nondecreasing sequence, so for all k, u k belong to the compact set: fujG(u k ) G(u 0 )g and hence fu k g is a bounded sequence, say u k i u, 8 i. If g k i ! 0 also u k i g k i ! 0 and (6.3) holds. If g i (x k ) remains bounded away from zero, then by (6.1) for some < 0 g k i < 0 : (6:5) >From the updating formula (3.4): Next, we prove (6.2). From (6.1) x k is asymptotically feasible, so 8 > 0 : f(x k ) f ? for k large enough.
>From (3.6) f (6:13) Combining the last two inequalities
X u k i g k i ; for k large enough, using (6.3), we get f(x k ) ! f . Now, by (6.1) and (6.3), there exist > 0 such that for k su ciently large g i (x k ) ; f(x k ) f + : (6:14) Due to Assumption A1 (compactness of the primal optimal set) for any ; the set fx 2 IR n : g i (x) ; f(x) g is compact 8, Cor. 20]. Hence by (6.14) the sequence fx k g is bounded. We already mentioned that fu k g is bounded, so let ( x; u) be a limit point of fx k g; fu k g. It follows from (6.1) and (6.2) that x is a primal optimal solution. By this, and using (6.13) and (6.3) G( u) = f : But f = G by strong duality (which holds due to Assumption (A2). Hence u is a dual optimal solution.
7 Implementation
The overall e ciency of a PBM method depends mainly on the e ciency of solving the unconstrained minimization x k+1 = arg min x F(x; u k ; p k ) : (7:1) In our implementation, (7.1) is solved by a Newton method with linesearch. It stops as soon as either the decrease of F per Newton step is less than min i fp k i g, or kr x F(x; u k ; p k )k < (typically = 0:1). The starting point for the Newton method to solve (7.1) is the last iterate x k . Clearly this is a reasonable starting point, provided F( ; u k ; p k ) is not too di erent from F( ; u k?1 ; p k?1 ), which may occur if for some i 2 f1; : : : ; mg the ratio u k+1 i =u k i is too large or too small. To prevent this, we impose the safeguard rule u k i =u k?1 i 1= (7:2) where 0 < < 1 is a user-prescribed parameter (we found = 0:3 to give consistently good results). Thus, the modi ed multipliers' updating rule is
The safeguard (7.2) also restricts the in uence of inaccuracy in the minimization (7.1) on the values of the new multipliers, and moreover, prevents them from approaching zero too early. In our numerical experiments, after very few iterations (rarely more than three), the upper bound in (7.2) was not activated, and towards convergence, only nonbinding constraints (u i = 0) were activating the lower bound. Two choices of the penalty-updating functions were implemented:
The parameter 0 < < 1 is the same used for (7.2), and 0 > 0 is a parameter, with typical values between 10{1000. Also, the inital choice of the multiplier vector is u 0 i = 0:01 for all i. The rst choice (i) of k agrees with the sublinear assumption k (t) t c :
with c = 0 . Recall that condition (7.3) was crucial for the convergence analysis, but in fact, it is needed only for values t = u k i , i.e. k (u k i ) u k i c : (7:4) It is easy to see that the choice (ii) of k , together with the safeguard rule (7. The most e cient and stable implementation of the PBM algorithm was achieved with the logarithmic-quadratic penalty function ' (see Example 4 in x3); the reciprocalquadratic ' (Example 5 in x3) was also successful and only slightly inferior. Compared to a pure (shifted) logarithmic penalty, the number of Newton steps for a logarithmic-quadratic penalty was usually reduced 2{3 times, particularly for largescale problems.
By \stable" we mean that the algorithm's performance was not a ected too much by the choice of the parameters (u 0 ; ; 0 , etc.). By \e cient", we mean that the number of Newton steps grows very slowly with the dimension of the problem. This is demonstrated clearly in Tables 1 and 2 in the next section.
Empirically, we observed that after achieving an accuracy of 4{5 digits in the objective function value f(x k ), every additional iteration required only one Newton step, adding typically a digit of accuracy. (An analogous fact was demonstrated in 13] for the MBF (shifted log) method in the case of linear programming.) Due to this property, the method is particularly e cient when high accuracy is required.
Numerical Results for Large-Scale Structural Optimization Problems
The PBM algorithm with a log-quadratic penalty was applied to solve two types of problems in structural optimization: (1) Truss Topology Design, and (2) Shape Design.
Truss Topology Design (TTD)
The original formulation of the problem is the following (see 2] and 4] for details) (TTD) min x;t f T x subject to A(t)x = f P m i=1 t i = v t i 0 ; i = 1; : : : ; m { symmetric positive semi-de nite n n matrix, the sti ness matrix. The matrix A(t) is given in terms of matrices A i , which are also symmetric P.S.D. n n matrices:
Each A i contains information on the geometry of the connection of node i to the other nodes.
In 2], it was proved that problem (TTD) is equivalent to the following minimax problem: min x F(x) = max and we applied the PBM method to this latter formulation. The Newton steps were performed by using the routine EO4LBF from the NAG library. The results are given in Table 1 . All tests were performed on a workstation (IBM RS 6000). Accuracy is 6 digits. The results in Table 1 show a slightly better performance for the choice (ii) of the penalty updating function k . The problem with 450 variables and 15556 (quadratic) constraints is particularly di cult due to a large number of \almost" active constraints in the optimal solution (many thin bars in the optimal truss). It could not be solved without the safeguard rule (7.2), due to ill-conditioning of the Newton system. The linear k could solve all but two of the large-scale problems, without using (7.2), but the number of Newton steps could increase 1.5{2.5 times.
Shape Design
In 5], a mathematical model is constructed, describing the problem of minimizing the compliance of a mechanical structure made of a given material, in which the material properties themselves appear in the role of design variables.
The nal nite element discretization of the continuous problem leads to a formulation similar to (TTD) which further reduces to a quadratic minimax problem of the type min x2IR N max i=1;:::M fx T A i x ? f T xg where M is the number of nite elements approximating the elastic continuum in question and N 2M is the dimension of the \displacement eld" vector x. In our tests, the nite element mesh was in the range 14 14 to 56 56. All A i 's are small rank positive semi-de nite matrices. The minimax problem can be reformulated as (see 4]) 8 > > < > > : min z2IR N f T z subject to z T A i z 1; 1 = 1 : : : ; M: (8: 3)
The hessian matrix of augmented lagrangian F( ; u; p) for the problem (8.2) is sparse, and moreover has the same pattern of nonzero elements as the matrix A(t) in the equilibrium equation (8.1) . Therefore, to solve the Newton system, we used a standard solver for nite elements equilibrium equations (see Chap. 6 in 1]). Compared to a Cholesky decomposition scheme (used in the TTD problem), this solver improves computing time by a factor of 100 for very large problems.
Results for running the PBM method on problem (8.3) for di erent sizes are given in Table 2 . 
