In this paper we obtain necessary and sufficient conditions for double trigonometric series to belong to generalized Lorentz spaces, not symmetric in general. Estimates for the norms are given in terms of coefficients.
Introduction
Let f (x, y) be a measurable function on [0, 2π ] 2 . We define the rearrangement of f (x, y) with respect to y to be f * y (x, t 2 ) = f (x, y) * y (x, t 2 ), i.e., f * y (x, t 2 ) is a non-increasing function on t 2 and the functions f * y (x, t 2 ) and |f (x, y)| are equimeasurable as functions of one variable for almost all x. We define the rearrangement of f * y (x, t 2 ) with respect to x to be f * yx (t 1 , t 2 ). Therefore f * yx (t 1 , t 2 ) is non-increasing on t 1 and t 2 and equimeasurable with |f (x, y)|.
According to [1] - [2] , if 0 < α < ∞, we say that a measurable function f (x, y), which is 2π-periodic on each variable, belongs to the two-dimensional weighted Lorentz space (1.4) where the coefficients a mn are real numbers and cos 0x := cos 0y := 1 2 . We also suppose that the sequence {a mn } satisfies the condition (1.5) a mn → 0 as m + n → ∞.
For integers k 1 and k 2 we define
where
for l ≥ 1 and C l k = 1 for l = 0. We note that if {a mn } satisfies (1.5) and k 1 k 2 a mn ≥ 0 for integers k 1 , k 2 ≥ 1, then s 1 s 2 a mn ≥ 0 for all 0 ≤ s 1 ≤ k 1 and 0 ≤ s 2 ≤ k 2 .
By C, C i we denote positive constants that may be different on different occasions. Also, F G means that there exist constants C 1 and C 2 such that
Now we recall the definition of convergence of double series in the Pringsheim's sense. The partial sums of the series ∞ μ,ν=0 c μν are defined to be S mn = n ν=0 m μ=0 c μν . If there exists a number S such that for any ε > 0 there exist integers k and l such that |S mn − S| < ε for all n > k and m > l, then series μ,ν c μν is said to converge to S, in the sense of Pringsheim.
It is well-known (see e.g. [7] ) that if a sequence {a mn } satisfies (1.5) and k 1 k 2 a mn ≥ 0 for any integers k 1 and k 2 , then series (1.1)-(1.4) converge in Pringsheim's sense except, possibly, on a set of measure zero. We define by f 1 (x, y), f 2 (x, y), f 3 (x, y), and f 4 (x, y) the sums of series (1.1)-(1.4), respectively.
The aim of the paper is to study necessary and sufficient conditions for the functions f 1 (x, y), f 2 (x, y), f 3 (x, y), and f 4 (x, y) to belong to the Lorentz spaces, not symmetric in general, in terms of coefficients {a mn }.
This problem has a long history starting from the well-known theorem by Hardy and Littlewood (see [8] , [17 
This result was generalized by Sagher for the Lorentz spaces (see [14] and [15] ): Assume that f (x) is either the Fourier sine or Fourier cosine series associated with {a n }. If a n ↓, then for 1 < p < ∞ and 0 < q ≤ ∞,
where L p,q and l p ,q are continuous and discrete Lorentz spaces [3] . For non-weighted multidimensional L p -spaces, where 1 < p < ∞, the Hardy-Littlewood-type result was obtained by Moricz [12] . The cases of different Lebesgue and Lorentz spaces were also investigated in [4] , [6] , [11] , [13] , [16] , among others.
In section 2 we present our main results for the spaces Finally, we remark that our results, in particular, provide criteria for f 1 , f 2 , f 3 , and f 4 to belong to classical Lorentz space L p,q , 0 < p, q < ∞, and to the Lorentz-Zygmund space L p,q ϕ(L) (here ϕ is a slowly varying function; see [5] , [11] ).
Main Results
For convenience purposes we set
w(x, y) dx dy, wheren := 1 2 if n = 0,
Then our results are read as follows.
Theorem 2.1. Let 0 < α < ∞, w ∈ W , and let w satisfy the following condition: for all δ 1 , δ 2 ∈ (0, 2π) (2.1)
where C is independent of δ 1 , δ 2 . Suppose the sequence {a mn } satisfies condition (1.5) and k 1 k 2 a mn ≥ 0 for all m, n ∈ N and appropriate k 1 
where C 1 , C 2 , C 3 , C 4 are independent of {a mn }.
Remark 2.1. For any γ 1 , γ 2 > 0 and for any slowly varying functions
and let w(t 1 , t 2 ) be nonincreasing with respect to t 1 for almost all t 2 and non-increasing with respect to t 2 for almost all t 1 . Suppose the sequence {a mn } satisfies condition (1.5) and
and let w(t 1 , t 2 ) satisfy the following two conditions:
is non-decreasing and satisfies 2 - condition with respect to t 1 , i.e., w(2t
is non-decreasing and satisfies
where C 1 , C 2 , C 3 , C 4 are independent of {a mn }. 
We note that, in general, (2.10) does not hold (see [2] and [5] ). We also remark that in [2, §3] the authors showed that if · p 2 (ω) is a rearrangement invariant norm (see [3, Ch. 2] ), then ω is a constant and
. The following corollary follows from Theorems 2.1-2.3 (see also [16] ).
Corollary 2.2. Let 0 < p < ∞. Suppose the sequence {a mn } satisfies condition (1.5) and k 1 k 2 a mn ≥ 0 for all m, n ∈ N and appropriate k 1 
This result is the two-dimensional version of the classical Hardy-Littlewood theorem. Note also that if 1 < p < ∞ and k 1 = k 2 = 1, then (compare with [12] )
Lemmas
Let We consider series The proof follows easily from the Abel transform (see also [16] ). 
Lemma 3.4 ([9, Ch. II, §2]). Let f and g be measurable functions on
Lemma 3.6 ( [9] ). Let h(t) be an increasing non-negative function. Then 1 2 is the non-decreasing function
II, §2]). Let f (t) and g(t) be non-negative summable functions on
[0, 2π] such that x 0 f (t) dt ≤ x 0
g(t) dt

Suppose h(t) is non-increasing non-negative function on
(0, 2π); then 2π 0 f (t)h(t) dt ≤ 2π 0 g(t)h(t) dt. Lemma 3.9 ([5]). Let f * (t 1 , t 2 ) = f * yx (t 1 , t 2 ), σ > 0 and let λ f (σ ) = μ (x, y) ∈ 1 × 2 : |f (x, y)| > σ , λ f * (σ ) = μ (s, t) ∈ [0, ∞) × [0, ∞) : f * (s, t) > σ . Then λ f (σ ) = λ f * (σ ). Lemma 3.10. Let a measurable set E ⊂ [0, a] × [0, b], where 0 < a, b < ∞. Suppose for some k ∈ (0, 1), μE > kμ([0, a] × [0, b]) = kab. Then U := (s, t) ∈ 0, ka 2 × 0, kb 2 ⊂ (s, t) ∈ [0, ∞) × [0, ∞) : χ E (x, y) * yx (s, t) > 1 2 =: T .
Proof. From the non-increase of χ E (x, y) * yx (s, t) it is clear that the boundary of (s, t) : χ E (x, y) * yx (s, t) >
< kab. By Lemma 3.9, we have μE = μT and hence μE < kab which contradicts our assumption. Thus, U ⊂ T , which completes the proof.
Proofs
Proof of Theorem 2.1. By Lemma 3.1, the following identity holds a.e.
F (x, y)
where in the case of 
where 
First we estimate
l 2 , where C 1 , C 2 are independent of x, y and μ, ν, we have
where C = C(l 1 , l 2 ). Using this estimate, we get
Now if α ≥ 1, we use Lemma 3.2 and if α < 1, we apply Jensen's inequality. Then using (2.1), we write
Now we estimate I 2 . We note that for y
, where C is independent of n and y. Then by Lemma 3.4, we have
To verify the last inequality, we use
Finally, using Lemma 3.2 for α ≥ 1, and Jensen's inequality for α < 1, we arrive at I 2 ≤ CB (α, l 1 , l 2 ) .
In a similar way to the estimates of I 1 and I 2 , one can also obtain the inequality I 3 + I 4 ≤ CB(α, l 1 , l 2 ), i.e., I ≤ CB(α, l 1 , l 2 ). Then this gives us inequality (2.2) for l 1 = l 2 = 2, inequality (2.3) for l 1 = 2, l 2 = 1, inequality (2.4) for l 1 = 1, l 2 = 2, and inequality (2.5) for l 1 = l 2 = 1.
Proof of Theorem 2.2. By Lemma 3.1, the following identities hold a.e. , where 
We have
where i = j = 0 for ϕ 1 , i = 0, j = 1 for ϕ 2 , i = 1, j = 0 for ϕ 3 , and i = j = 1 for ϕ 4 . Using the following estimate (see [16] )
we have
Thus, we get for i = j = 0
In a similar way, one can also obtain inequalities (2.7)-(2.9).
Proof of Theorem 2.3. We only consider in detail the case (A). By Lemma 3.1, one has . We will use the following fact (see [16] ): there exists a set J mn ⊂ I mn such that In a similar way, one can also obtain inequalities (2.7)-(2.9).
