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We give a complete resolution to a conjecture regarding the characterisation of
linear complexities of span 1 de Bruijn sequences over nonprime finite fields. This
contrasts with results for prime fields, where the characterisation is equivalent to an
open question concerning permutation polynomials.  1998 Academic Press
1. INTRODUCTIONS
In this paper we are concerned with periodic sequences whose terms are
chosen from the elements of a finite field, and specifically, we consider de
Bruijn sequences of span 1 over arbitrary finite fields.
A periodic sequence s over Fpm , the finite field with pm elements, is called
a span n de Bruijn sequence if each n-tuple of elements of Fpm appears
exactly once as a window of n consecutive terms in a period of the sequence
[4]. These sequences are intimately associated with a class of directed
graphs on pmn vertices with pm inward and pm outward edges at each,
called de Bruijn graphs. Each de Bruijn sequence corresponds to a
Hamiltonian cycle in the de Bruijn graph [1, 4]. These sequences and
graphs have wide application and combinatorial interest [3, 5, 9, 11, 12].
One of the most important measures of the complexity of a sequence is
its linear complexity, which frequently determines its suitability for a par-
ticular application, e.g., [13, 15, 16]. The linear complexity is the degree of
the shortest linear recurrence which generates the sequence. The study of
the linear complexity of de Bruijn sequences has been mainly concerned
with the binary case, e.g., [6, 7, 8, 10]. Yet the results concerning linear
complexities of de Bruijn sequences over arbitrary finite fields differ
markedly from the binary case [2].
In [2] the authors established a number of important principles con-
cerning de Bruijn sequences over arbitrary finite fields. These were applied
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to obtain wide-ranging results concerning the linear complexities of span n
de Bruijn sequences; as well as more specific results for span 1 and span 2
de Bruijn sequences.
A span 1 de Bruijn sequence over Fpm is a periodic sequence of length pm
in which each element appears precisely once in each period. Such sequen-
ces are usually referred to as permutations.
For the linear complexity of permutations of Fpm the authors of [2] gave
tight upper and lower bounds; and a non-existence result [2, Corollary 12]
which asserts that when k is a divisor of p&1 (and, if m=1, k>1) there
is no permutation of linear complexity 1+k m&1i=0 p
i. They also gave some
existence results [2, Proposition 17], but there remained many undecided
cases. In fact the first paragraph of their Conclusion reads:
‘‘We have completely characterized the linear complexities of permuations over
fields of characteristic 2, 3, and 5. Which linear complexities occur in general? Is it
the case that for all primes p, there exists an integer M (depending only on p) such
that for all mM, every integer not ruled out by Corollary 12 occurs as the linear
complexity of a permutation over Fpm ? Is it even the case that we may take M=2
always? (This last statement seems very strong). In particular, is there a permuta-
tion of F72 of linear complexity 18?’’
In this paper we give an affirmative answer to these questions; i.e., we show
that for all primes p and all m2, every integer not ruled out by [2,
Corollary 12] occurs as the linear complexity of a permutation over Fpm .
We make use of two powerful results from [2]: firstly that there is a per-
mutation of Fpm of linear complexity d+1 if and only if there is an
orthogonal system in Fp[x0 , ..., xm&1] of degree d (with ‘‘degree’’ suitably
definedsee Definition (8) below): and secondly that if the above conjec-
ture is true for m=2 then it is true for all greater m. With these results we
are able to prove the complete conjecture by exhibiting orthogonal systems
in Fp[x0 , x1] of every permitted degree.
2. BACKGROUND
We summarise below the definitions and results relevant to this work.
Definition 1. A sequence s=..., s&1, s0 , s1 , ... is said to be periodic if
there exists a non-zero integer t such that si=si+t for every integer i. The
period of s is defined to be the least positive such t.
Definition 2. A sequence s over Fpm is a span n de Bruijn sequence if it
has period pnm and the n-tuples (si , si+1, ..., si+n&1), where 0i<pmn, are
distinct. When n=1 the sequence has period pm, and the terms si where
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0i<pm are all different. A span 1 de Bruijn sequence is called a permuta-
tion.
Definition 3. Suppose that for some elements c0 , c1 , ..., cn&1 # Fpm , the
sequence s over Fpm satisfies:
si+n+cn&1si+n&1+ } } } +c1 si+1+c0si=0 for all i # Z
that is, a linear recurrence relation of degree n. We call Xn+
cn&1Xn&1+ } } } +c1X+c0 a characteristic polynomial of s.
Result 1 [14, Theorem 8.42, page 418]. Let s be a sequence of period
t. Then there exists a uniquely determined monic polynomial m (called the
minimal polynomial of s) having the following property: g is a characteristic
polynomial for s if and only if m divides g.
Definition 4. Suppose s is a periodic sequence over Fpm . Then the
linear complexity of s is the degree of the minimal polynomial m of s.
Definition 5. If a polynomial f # Fp[x] takes each value of Fp once, it
is called a permutation polynomial, usually written PP. If a polynomial
f # Fp[x0 , ..., xm&1] takes each value an equal number of times it is called
a generalised permutation polynomial, written GPP.
Definition 6. The set of polynomials in Fp[x0 , ..., xm&1] of degree
strictly less than p in each indeterminate is denoted Pm . Let I be the ideal
of Fp[x0 , ..., xm&1] generated by the polynomials x p0 &x0 , x
p
1 &x1 , ...,
x pm&1&xm&1 . If g # Fp[x0 , ..., xm&1], then we define the reduction of g to
be the unique f # Pm such that f#g mod I.
Definition 7. If f0 , f1 , ..., fm&1 # Pm , we call ( f0 , f1 , ..., fm&1) a (com-
plete) orthogonal system if, for each (b0 , b1 , ..., bm&1) # Fmp , there exists a
unique (a0 , ..., am&1) # Fmp such that
fi (a0 , ..., am&1)=bi for all i # [0, 1, ..., m&1].
Every polynomial in an orthogonal system is a GPP [14, page 368].
We now define the degree of polynomials in more than one indeter-
minate in a manner which permits the link with linear complexity. This dif-
fers from the usual definition [14] in which the different indeterminates are
given equal weight.
Any integer i (0ipm&1) can be written in base p as i=m&1j=0 ijp
j
where 0ijp&1 for j=0, ..., m&1. We define xi # Fp[x0 , ..., xm&1] to be
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the product xi00 x
i1
1 } } } x
im&1
m&1. Using this notation we may write each f # Pm
in the form
f = :
pm&1
i=0
aixi where ai # Fp .
Definition 8. We define the degree of f to be deg f=max[i | ai {0]
(or &1 if all ai=0): and the degree of an orthogonal system as
max[deg fi | 0im&1].
Result 2 (Theorem 9 in [2]). An orthogonal system ( f0 , ..., fm&1) of
degree d exists if and only if a permutation of Fpm of linear complexity d+1
exists.
It is this powerful result which allows us to answer questions about the
existence of permutations of specific linear complexity by exhibiting
orthogonal systems of the appropriate degree. This Result motivates the
next Definition.
Definition 9. The degree of a periodic sequence is defined to be one
less than its linear complexity.
Result 3 (Corollary 12 in [2]). There is no permutation of Fpm of
degree <pm&1 or pm; nor of degree k m&1i=0 p
i where k is a positive
integer dividing p&1 (and, if m=1, k>1).
Result 4 (Theorem 16 in [2]). Suppose that, for some m2, there is
a permutation of Fpm of every degree d not ruled out by Result 3. Then for
every m$>m, there exists a permutation of Fpm$ of every degree not ruled
out by Result 3.
This shows that in order to prove that there exist permutations of Fpm for
every m2 and for every degree, excluding those ruled out by Result 3, it
is sufficient to prove the result for permutations over Fp2 (and hence for
orthogonal systems in Fp[x0 , x1]).
Result 5 (Part of Proposition 17 in [2]). Suppose that d satisfies
d=d0+d1p where d0 , d1 # [0, ..., p&1] and d1 {0. Then there exists a
permutation over Fp2 of degree d if (i) d0=0; or (ii) there is a permutation
polynomial over Fp of degree d0 , and d12; or (iii) there is a permutation
polynomial over Fp of degree d1 , and d02.
Result 6 (Theorem 7.8, page 351 in [14]). The polynomials xd # Fp[x]
are permutation polynomials if and only if gcd(d, p&1)=1.
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3. NEW RESULTS
We need two further results before we can prove the main theorem.
Lemma 1. Suppose p is a prime and a, b are integers with a, b<p&1
and gcd(a, b, p&1)=1. Then there exist positive integers n0 and n1 which
satisfy both:
gcd(a&n0 b+n1( p&1), p&1)=1 and 1a&n0b+n1( p&1)p&1.
Proof. We first define n0 to be the largest divisor of p&1 which is co-
prime to a. We now define n1 as follows: if a&n0 b<1 let n1 be the smallest
positive integer such that 1&(a&n0 b)n1( p&1); and if a&n0b1, let
n1=0. In both cases 1a&n0 b+n1( p&1)p&1.
To show that gcd(a&n0b+n1( p&1), p&1)=1, suppose q is a prime
factor of p&1. Either q | a, but then q |% b and q |% n0 : or q |% a but then
q | n0 . So q divides precisely one of a and n0 b, and therefore
q |% (a&n0 b+n1( p&1)), so gcd(a&n0b+n1( p&1), p&1)=1. K
Lemma 2. If there exists an orthogonal system ( f0 , f1) in Fp[x0 , x1] of
degree d0+ pd1 , then there exists one of degree s(d0+ pd1) for every positive
integer s which satisfies s<min[ pd0 , pd1].
Proof. Suppose ( f0 , f1) is an orthogonal system in Fp[x0 , x1] of degree
d0+ pd1 ; and without loss of generality we may suppose this is the degree
of f0 . For s<min[ pd0 , pd1] define the system (g0 , g1) by
g0= f s0+ f1 ; g1= f0 .
It is clear that (g0 , g1) has degree s(d0+ pd1). We now show it is also
orthogonal. For suppose (b0 , b1) are given. Since ( f0 , f1) is an orthogonal
system there is a unique solution (a0 , a1) satisfying
f0(a0 , a1)=b1 ; f1(a0 , a1)=b0&bs1 .
It is easily verified that gi (a0 , a1)=bi for i=0 and 1. K
Theorem 1. For all primes p, and integers m2, there are no span 1 de
Bruijn sequences over Fpm of linear complexity d+1 where d satisfies one of
the following
(i) d<pm&1, (ii) dpm, (iii) d=k :
m&1
i=0
pi where k|( p&1).
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However, there do exist span 1 de Bruijn sequences over Fpm of every linear
complexity not specifically excluded by these cases.
Proof. The non-existence results are a restatement of Result (3). It is
required to prove existence in all other cases. Because of Result (4) it is suf-
ficient to prove existence when m=2; and, by Result (2), this is equivalent
to proving the existence in Fp[x0 , x1] of an orthogonal system of degree
d=d0+ pd1 for all d0 and d1 satisfying d0 # [0, ..., p&1] and d1 #
[1, ..., p&1]; but excluding d0=d1=k where k | p&1.
For some values of d0 and d1 existence follows from previous Results. We
first itemise, then exclude, them.
v d0=0; existence follows from Result (5i);
v d0=1 and d1=1; excluded because d0=d1=k=1;
v d0=1 and d1>1; existence follows from Results (5ii) and (6);
v d02 and gcd(d1 , p&1)=1; existence follows from Results (5iii)
and (6).
It is now sufficient, in order to prove the theorem, to prove existence when
d02 and d1 is not co-prime to p&1, and if d0=d1=k then k |% ( p&1).
Case 1. Suppose d0 and d1 are different. Because of Lemma 2 it is suf-
ficient to suppose they are co-prime. We define constants n0 , n1 , c as
follows:
1. Since gcd(d0 , d1 , p&1)=1, by Lemma 1 there exists n0 and n1
such that
1d0&n0d1+n1( p&1)p&1 and gcd(d0&n0 d1+n1( p&1), p&1)=1.
Consequently xd0&n0d1+n1( p&1) is a permutation polynomial over Fp by
Result (6)
2. Since d1 is not co-prime to p&1, xd1 is not a permutation polyno-
mial over Fp ; so there exists c # Fp such that ad1+c{0 for all a # Fp .
We now consider the system in P2 given by
f0=xd00 x
d1
1 +cx
d0&n0d1+n1( p&1)
0 (1)
f1=xn00 x1+(1&x
p&1
0 )x1 . (2)
It is clear that deg ( f0 , f1)=deg f0=d0+ pd1 .
We now show that ( f0 , f1) is orthogonal. We do this by showing that,
given (b0 , b1) # F2p , there exists at most one (a0 , a1) # F
2
p which satisfies
fi (a0 , a1)=bi for i=0 and 1. For, there are the same finite number of pairs
(b0 , b1) and (a0 , a1); so if each (b0 , b1) determines at most one (a0 , a1)
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then, by the pigeonhole principle, each (b0 , b1) must determine precisely
one (a0 , a1).
Let b0 , b1 be given, and suppose (a0 , a1) satisfy fi (a0, a1)=bi , then from
(1) and (2)
b0=ad00 a
d1
1 +ca
d0&n0d1+n1( p&1)
0 (3)
b1=an00 a1+(1&a
p&1
0 )a1 . (4)
Suppose first that b0=0. It is easy to see that (a0 , a1)=(0, b1) is one solu-
tion satisfying (3) and (4). We now show this is the only solution. If a0=0,
then necessarily a1=b1 by (4) and no other solution is possible. But if
a0 {0 then (3) becomes
b0=a0d0&n0d1+n1( p&1)[a0n0d1&n1( p&1)ad11 +c]
=ad0&n0d1+n1( p&1)0 [(a
n0
0 a1)
d1+c] (5)
since a&n1( p&1)0 =1 when a0 {0. But now b0 is seen to be the product of
two non-zero terms, which is a contradiction; so there is no solution in
which a0 {0.
Suppose now b0 {0. It is clear from (3) that if a solution exists it must
have a0 {0, so equations (4) and (5) become
b1=an00 a1 , (6)
b0=ad0&n0d1+n1( p&1)0 [b
d1
1 +c]. (7)
There is precisely one value of a0 which satisfies (7), for the term inside
square brackets is fixed and non-zero, and xd0&n0d1+n1( p&1) is a permuta-
tion polynomial. Then a1 is uniquely determined from (6). This completes
the proof that for each (b0 , b1) there is at most one solution (a0 , a1) and
so the system is orthogonal.
Case 2. Suppose now d0=d1=k where k |% ( p&1). Then gcd(k, p&1)
=k0 where 1<k0<k. Now set k1=kk0 and note that k1>1. We define
constants n0 , n1 and a polynomial h as follows:
1. Since gcd(kk0 , ( p&1)k0)=1 it follows that gcd(k1 , ( p&1)
k0 , p&1)=1, and so, by Lemma 1, there exists n0 and n1 such that 1 
k1&n0( p&1)k0+n1( p&1)p&1 and gcd(k1&n0( p&1)k0+n1( p&1) 
p&1)=1. Consequently xk1&n0( p&1)k0+n1( p&1) is a permutation polyno-
mial.
2. Let h # Fp[x] be any irreducible polynomial of degree k1 ; so that
h(a){0 for all a # Fp .
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We now consider the system
f0=xk0 h(x1)
k0+x1 , (8)
f1=xk1&n0( p&1)k0+n1( p&1)0 h(x1). (9)
Clearly deg ( f0 , f1)=deg f0=k+ pk0 k1=k(1+ p).
As in Case 1, we prove that the system is orthogonal by showing that
there is at most one solution to fi (a0 , a1)=bi . Given (b0 , b1) suppose there
exists (a0 , a1) satisfying fi (a0 , a1)=bi . Then equations (8) and (9) become
b0=ak0 h(a1)
k0+a1 , (10)
b1=a0k1&n0( p&1)k0+n1( p&1)h(a1). (11)
Suppose first that b1=0. It is clear that (a1 , a1)=(0, b0) satisfies (10) and
(11). We show this is the only solution. If a0=0 then necessarily a1=b0 ,
and no other solution is possible; and if a0 {0 then b1 is a product of two
non-zero terms, a contradiction.
Suppose now b1 {0. Any solution must have a0 {0, so raising (11) to
the power k0 , we obtain
bk01 =a0
k0k1&n0( p&1)+k0n1( p&1)h(a1)k0
=ak0 h(a1)
k0
=b0&a1 ;
and a1 is uniquely determined. Substituting this value in (11) uniquely
determines a0 since h(a1){0 and xk1&n0( p&1)k0+n1( p&1) is a permutation
polynomial. This completes the proof that the system is orthogonal; and so
completes the proof of the Theorem. K
4. CONCLUSION
In this paper we have shown the existence of orthogonal systems in
Fp[x0 , ..., xm&1](m2) of degree d, for all d not excluded by known non-
existence results. Because of the proof in [2] of the equivalence of the exist-
ence of permutations of Fpm of linear complexity d+1 and orthogonal
systems in Fp[x0 , ..., xm&1] of degree d, this completely characterises the
linear complexity distribution of span 1 de Bruijn sequences over nonprime
finite fields.
However, setting m=1 in Result (2) shows that the characterization of
the linear complexity of span 1 de Bruijn sequences over prime fields is
equivalent to characterizing permutation polynomials over prime fields,
and this remains an open question.
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