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Let X be a real reﬂexive Banach space with dual X∗. Let L : X ⊃ D(L) → X∗ be densely
deﬁned, linear and maximal monotone. Let T : X ⊃ D(T ) → 2X∗ , with 0 ∈ D(T ) and
0 ∈ T (0), be strongly quasibounded and maximal monotone, and C : X ⊃ D(C) → X∗
bounded, demicontinuous and of type (S+) w.r.t. D(L). A new topological degree theory
has been developed for the sum L + T + C . This degree theory is an extension of
the Berkovits–Mustonen theory (for T = 0) and an improvement of the work of Addou
and Mermri (for T : X → 2X∗ bounded). Unbounded maximal monotone operators with
0 ∈ D˚(T ) are strongly quasibounded and may be used with the new degree theory.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction, preliminaries
Unless otherwise stated, the symbol X stands for a real reﬂexive Banach space. The symbol ‖ · ‖ stands for the norm of
X , X∗ and J : X → X∗ is the normalized duality mapping. In what follows, “continuous” means “strongly continuous” and
the symbol “→” (“⇀”) means strong (weak) convergence. The symbol R stands for the set (−∞,∞) and the symbols ∂D ,
D˚ , D , denote the strong boundary, interior and closure of the set D , respectively. We denote by Br(0) the open ball of X or
X∗ with center at zero and radius r > 0.
For an operator T : X → 2X∗ we denote by D(T ) the effective domain of T , i.e., D(T ) = {x ∈ X: T x = ∅}. We denote by
G(T ) the graph of T , i.e., G(T ) = {(x, y): x ∈ D(T ), y ∈ T x}. An operator T : X ⊃ D(T ) → 2X∗ is called “monotone” if for
every x, y ∈ D(T ) and every u ∈ T x, v ∈ T y we have
〈u − v, x− y〉 0.
A monotone operator T is “maximal monotone” if G(T ) is maximal in X× X∗ , when X× X∗ is partially ordered by inclusion.
In our setting, a monotone operator T is maximal if and only if R(T +λ J ) = X∗ for all λ ∈ (0,∞). If T is maximal monotone,
then the operator Tt ≡ (T−1 + t J−1)−1 : X → X∗ is bounded, demicontinuous, maximal monotone and such that Ttx⇀ T {0}x
as t → 0+ for every x ∈ D(T ), where T {0}x denotes the element y∗ ∈ T x of minimum norm, i.e., ‖T {0}x‖ = inf{‖y∗‖: y∗ ∈
T x}. In our setting, this inﬁmum is always attained and D(T {0}) = D(T ). Also, Ttx ∈ T Jt x, where Jt ≡ I − t J−1Tt : X → X
and satisﬁes limt→0 Jt x = x for all x ∈ co D(T ), where co A denotes the convex hull of the set A. In addition, x ∈ D(T ) and
t0 > 0 imply limt→t0 Ttx = Tt0x. The operators Tt , Jt were introduced by Brézis, Crandall and Pazy in [2]. For their basic
properties, we refer the reader to [2] as well as Pascali and Sburlan [18, pp. 128–130]. In our setting, the duality mapping J
is single-valued and bicontinuous.
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It is “compact” if it maps bounded subsets of its domain onto relatively compact sets. An operator T : X ⊃ D(T ) → 2Y is
“bounded” if it maps bounded subsets of D(T ) onto bounded sets.
Deﬁnition 1. Let L : X ⊃ D(L) → X∗ be a densely deﬁned linear maximal monotone operator and C : X ⊃ D(C) → X∗ be
bounded and demicontinuous. We say that C : X ⊃ D(C) → X∗ is of type (S+) w.r.t. D(L) if for every sequence {xn} ⊂
D(L) ∩ D(C) with xn ⇀ x0 in X , Lxn ⇀ Lx0 in X∗ and
limsup
n→∞
〈Cxn, xn − x0〉 0,
we have xn → x0 in X .
Since the graph G(L) of L is closed in X × X∗ , the space Y = D(L) associated with the graph norm
‖x‖Y = ‖x‖X + ‖Lx‖X∗ , x ∈ Y ,
becomes a real reﬂexive Banach space. We also assume that Y and its dual Y ∗ are locally uniformly convex.
Let j : Y → X be the natural embedding and j∗ : X∗ → Y ∗ its adjoint. We need the following deﬁnition.
Deﬁnition 2. The family C(t) : X ⊃ D → X∗ , t ∈ [0,1], of operators is called “a homotopy of type (S+) w.r.t. Y ” if for any
sequences {xn} ⊂ Y ∩ D with xn ⇀ x0 in X and Lxn ⇀ Lx in X∗ , {tn} ⊂ [0,1] with tn → t0 and
limsup
n→∞
〈
C(tn)xn, xn − x0
〉
 0,
we have xn → x0 in X , x0 ∈ D and C(tn)xn ⇀ C(t0)x0 in X∗ . A homotopy of type (S+) is “bounded” if the set{
C(t)x
∣∣ t ∈ [0,1], x ∈ D}
is bounded.
Let G be an open and bounded subset of X . Let L : X ⊃ D(L) → X∗ be densely deﬁned, linear and maximal monotone,
T : X ⊃ D(T ) → 2X∗ maximal monotone, and C(t) : X ⊃ G → X∗ , t ∈ [0,1], a bounded homotopy of type (S+) w.r.t. D(L).
We deﬁne
Lˆ = j∗ ◦ L ◦ j : Y → Y ∗, Cˆ(t) = j∗ ◦ C(t) ◦ j : j−1(G) → Y ∗,
and for every t > 0,
Tˆt = j∗ ◦ Tt ◦ j : Y → Y ∗,
where Tt is the Yosida approximation of the operator T .
Note that since j : Y → X is continuous, we have D( j∗) = X∗ , which implies that j∗ is also continuous. Since j−1 is not
necessarily bounded, we have, in general, j∗X∗ = Y ∗ . Moreover, j−1(G) = G ∩ D(L) is closed and j−1(G) = G ∩ D(L) is open,
and
j−1(G) ⊂ j−1(G), ∂( j−1(G))⊂ j−1(∂G).
We deﬁne M : Y → Y ∗ by
(Mx, y) = 〈Ly, J−1(Lx)〉, x, y ∈ D(L).
Here, the duality pair (·,·) is in Y ∗ × Y and J−1 is the inverse of the duality map J : X → X∗ and is identiﬁed with the
duality map from X∗ to X∗∗ = X . Also, for every x ∈ Y such that Mx ∈ j∗(X∗), we have J−1(Lx) ∈ D(L∗) and
Mx = j∗ ◦ L∗ ◦ J−1(Lx), (1)
(Mx− My, x− y) = 〈Lx− Ly, J−1(Lx) − J−1(Ly)〉 0, (2)
for all y ∈ Y such that My ∈ j∗(X∗).
Berkovits and Mustonen created in [5] a degree theory for operators L + S , where L is linear, densely deﬁned and
maximal monotone, while S satisﬁes a condition of type (S+) w.r.t. D(L). The space Y = D(L) is made into a reﬂexive
Banach space with the graph norm, and the operator L is thus converted to a continuous maximal monotone operator on Y .
Addou and Mermri extended this degree theory in [1] to operators L + T + S , where T is a bounded multivalued maximal
monotone operator.
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quasibounded. A monotone operator T is strongly quasibounded if 0 ∈ D˚(T ). The basic properties of this degree theory are
presented herein, as well as some relevant existence results. A surjectivity application is also included in which solutions of
an initial–boundary value problem are placed in the interior of an unbounded closed convex set K ⊂ X such that 0 ∈ K˚ .
Kartsatos and Skrypnik created two degree theories in [13] for densely deﬁned operators. One of them is for operators
T + C , with T at least maximal monotone and C satisfying conditions of quasiboundedness and (S+)-type w.r.t. the opera-
tor T . Both domains, D(T ) and D(C) contain the same linear subspace L of X . The second one is for separable Banach spaces
and for operators C satisfying the condition (S+)L w.r.t. a dense linear space L ⊂ D(C). The degree theory for T + C was
extended by Kartsatos and Skrypnik in [15], where the operator T is now multivalued, without necessarily L ⊂ D(T ), while
C is strongly quasibounded and of type (˜S+). The condition of strong quasiboundedness on the operator C was replaced by
such a condition on the operator T for a new degree theory by Kartsatos and Quarcoo [12]. Kartsatos and Skrypnik devel-
oped in [14], for the ﬁrst time, an index theory for isolated critical points for their degree in [13], where the linearization
around the critical point is not Fréchet or Gateaux differentiable. In Boubakari and Kartsatos [6] one may ﬁnd the develop-
ment of a degree theory, in a separable space X , which extends the degree theory of Berkovits in [4] for demicontinuous
bounded (S+)-mappings f to operators T + f with T strongly quasibounded and maximal monotone. Applications of degree
theories to the existence of zeros of nonlinear operator equations may be found in the authors’ paper [2].
For additional information and applications on various degree theories related to the subject of this paper, the reader is
referred to Browder [9], Kartsatos and Lin [11], and Kartsatos and Skrypnik [16,17]. For information on various concepts and
ideas of Nonlinear Analysis used herein, the reader is referred to Barbu [3], Browder [8], Pascali and Sburlan [19], Simons
[20], Skrypnik [21,22], and Zeidler [23].
We need the following two lemmas about maximal monotone operators.
Lemma 1. (See [23, p. 915].) Let T : X ⊃ D(T ) → 2X∗ be maximal monotone. Then the following are true:
(i) {xn} ⊂ D(T ), xn → x0 and T xn  yn ⇀ y0 imply x0 ∈ D(T ) and y0 ∈ T x0;
(ii) {xn} ⊂ D(T ), xn ⇀ x0 and T xn  yn → y0 imply x0 ∈ D(T ) and y0 ∈ T x0 .
The following lemma is essentially due to Brézis, Crandall and Pazy [7]. The full proof of Lemma 2 can be found in [2].
Lemma 2. Assume that the operators T : X ⊃ D(T ) → 2X∗ and S : X ⊃ D(S) → 2X∗ are maximal monotone, with 0 ∈ D(T ) ∩ D(S)
and 0 ∈ S(0) ∩ T (0). Assume, further, that T + S is maximal monotone and that there is a sequence {tn} ⊂ (0,∞) such that tn ↓ 0,
and a sequence {xn} ⊂ D(S) such that xn ⇀ x0 ∈ X and Ttn xn + w∗n ⇀ y∗0 ∈ X∗ , where w∗n ∈ Sxn. Then the following are true:
(i) the inequality
lim
n→∞
〈
Ttn xn + w∗n, xn − x0
〉
< 0 (3)
is impossible;
(ii) if
lim
n→∞
〈
Ttn xn + w∗n, xn − x0
〉= 0, (4)
then x0 ∈ D(T + S) and y∗0 ∈ (T + S)x0 .
2. The construction of the degree
The construction of the new degree is based on the construction of the Browder degree and its invariance under homo-
topies of type (S+). Roughly speaking, we will need to show that the mapping
H(t, x) := Lˆx+ Tˆt x+ Cˆ x+ tMx, (t, x) ∈ (0,∞) × Y , (5)
has a Browder degree, dB(H(t, ·), G˜,0), under the usual boundary condition on the boundary of an open and bounded set
G˜ ⊂ Y , which remains ﬁxed for all suﬃciently small t ∈ (0,∞). We will then deﬁne the new degree by
d(L + T + C,G,0) = lim
t↓0 dB(Lˆ + Tˆt + Cˆ + tM, G˜,0), (6)
where G is an open bounded subset of X related to G˜ . The operator C above satisﬁes the (S+)-condition w.r.t. Y = D(L)
and T is strongly quasibounded and maximal monotone with 0 ∈ T (0). In order to show that the degree dB is ﬁxed as
above, we will need to show, in addition, that the family of mappings ft := H(t, ·) is a homotopy of class (S+) in the sense
of Browder [9, Deﬁnition 3, p. 21] on every interval [t1, t2] ⊂ (0, t0], where t0 is an appropriate ﬁxed positive number.
We have followed the approach of Berkovits and Mustonen in [5], Addou and Mermri in [1], and Boubakari and Kart-
satos [6].
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such that
‖x‖ S and 〈x∗, x〉 S, for some x∗ ∈ T x,
imply ‖x∗‖ K (S).
Browder and Hess have shown in [10] that a monotone operator T with 0 ∈ D˚(T ) is strongly quasibounded. The proof of
the following lemma, which is due to Browder and Hess [10], can also be found in [12, Lemma D].
Lemma 3. Let T : X ⊃ D(T ) → 2X∗ be a strongly quasibounded maximal monotone operator such that 0 ∈ T (0). Let {tn} ⊂ (0,∞)
and {un} ⊂ X be such that
‖un‖ S, 〈Ttnun,un〉 S, for all n,
where S is a positive constant. Then there exists a number K = K (S) > 0 such that ‖Ttnun‖ K for all n.
We need the following lemma which is due to Boubakari and Kartsatos [6].
Lemma 4. Let T : X ⊃ D(T ) → 2X∗ be maximal monotone and G ⊂ X bounded. Let
0< s1 < s2, 0< t1 < t2.
Let T s := sT , s > 0. Then there exists a constant K1 > 0, independent of s, t, such that∥∥T st u∥∥ K1, u ∈ G, s ∈ [s1, s2], t ∈ [t1, t2].
We start the construction of our new degree theory with the following lemma about the boundedness of the solutions
of a homotopy equation.
Lemma 5. Let G ⊂ X be open and bounded. Assume the following:
(A1) L : X ⊃ D(L) → X∗ is linear, maximal monotone with D(L) dense in X ;
(A2) T : X ⊃ D(T ) → 2X∗ is strongly quasibounded, maximal monotone with 0 ∈ T (0);
(A3) C(t) : X ⊃ G → X∗ is a bounded homotopy of type (S+) w.r.t. D(L).
Then, for a continuous curve f (s), 0 s 1, in X∗ , the set
K = {x ∈ j−1(G) ∣∣ Lˆ + Tˆt + Cˆ(s) + tMx = j∗ f (s), for some t > 0, s ∈ [0,1]}
is bounded in Y . Thus, there exists R > 0 such that K ⊂ BY ,R(0), where BY ,R(0) is the open ball of Y of radius R.
Proof. We know that jK ⊂ G implies the boundedness of the set K in X . Fix x ∈ K . Then, for some t > 0, s ∈ [0,1] and any
u ∈ Y we have
(Lˆx,u) + (Tˆt x,u) +
(
Cˆ(s)x,u
)+ (Mx,u) = ( j∗ f (s),u). (7)
We ﬁrst take u = x in (7) to obtain
(Tˆt x, x) = −
(
(Lˆ + M)x, x)− (Cˆ(s)x, x)+ ( j∗ f (s), x).
This, along with the deﬁnitions of Lˆ, Tˆt , and Cˆ(s), implies
〈Ttx, x〉
∥∥C(s)x∥∥X∗‖x‖X + ∥∥ f (s)∥∥X∗‖x‖X ,
where we have also used the fact that ((Lˆ + M)x, x)  0 (by (2)). Since ‖x‖X , ‖C(s)x‖X∗ and ‖ f (s)‖X∗ are bounded, for
s ∈ [0,1], x ∈ K , and T is strongly quasibounded, we can use Lemma 3 to obtain the boundedness of {‖Ttx‖X∗ } with a
bound independent of s ∈ [0,1], t ∈ (0,∞) and x ∈ j−1(G).
We can now let u = J−1Lx and obtain the desired boundedness of ‖Lx‖X∗ as in [3]. Since the proof of this part is
identical to that of [3], it is omitted. Consequently, K ⊂ BY ,R(0), for some R > 0. 
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curve in X∗ , and A a closed subset of G. Assume that the inclusion
Lx+ T x+ C(s)x  f (s) (8)
has no solution x ∈ D(L) ∩ D(T ) ∩ A for any s ∈ [0,1]. Then there exists t0 > 0 such that the equation
H(t, x) := Lˆx+ Tˆt x+ Cˆ(s)x+ tMx = j∗ f (s) (9)
has no solution x ∈ j−1(A), for any t ∈ (0, t0], s ∈ [0,1].
Proof. Assume that there is no number t0 > 0 as in the statement of the lemma. Then there exist sequences {sn} ⊂ [0,1],
{tn} ⊂ (0,∞), {xn} ⊂ j−1(A) ∩ BY ,R(0), by Lemma 5, such that sn → s0, tn ↓ 0, xn ⇀ x0 in Y and
Lˆxn + Tˆtn xn + Cˆ(sn)xn + tnMxn = j∗ f (sn). (10)
Since xn ⇀ x0 in Y , we have xn ⇀ x0 ∈ Y = D(L) in X and Lxn ⇀ Lx0 in X∗ .
We now observe that
lim inf
n→∞ 〈Lxn, xn − x0〉 0. (11)
In fact, if (11) were not true, then we would get a contradiction from (i) of Lemma 2. We also observe that, by the continuity
of the curve f (s), we have
lim
n→∞
〈
f (sn), xn − x0
〉= 0. (12)
For the operator M we have
lim
n→∞ tn(Mxn, xn − x0) = limn→∞ tn
〈
Lxn − Lx0, J−1Lxn
〉= 0 (13)
by the fact that tn ↓ 0, {Lxn} is bounded in X∗ and ‖ J−1Lxn‖X = ‖Lxn‖X∗ .
At this point we claim that
limsup
n→∞
〈
C(sn)xn, xn − x0
〉
 0. (14)
In fact, if (14) is not true, then, for some subsequence of {xn}, which we also denote as {xn}, we have
lim
n→∞
〈
C(sn)xn, xn − x0
〉= q > 0, (15)
where q is a constant. We recall that since {xn} ⊂ j−1(G), we may let x = xn and u = xn in (7) to obtain, as in the proof of
Lemma 5, that the sequence {Ttn xn} is bounded. We may thus assume that it converges weakly to some w ∈ X .
Using (11)–(15), we obtain
limsup
n→∞
〈Ttn xn, xn − x0〉
− lim inf
n→∞ 〈Lxn, xn − x0〉 − limn→∞
〈
C(sn)xn, xn − x0
〉− lim
n→∞ tn(Mxn, xn − x0) − limn→∞
〈
f (sn), xn − x0
〉
−q < 0,
which, invoking (i) of Lemma 2, produces a contradiction.
It follows that (14) is true. Since C(t) is a homotopy of type (S+) w.r.t. D(L) and {xn} ⊂ D(L), we obtain xn → x0 ∈ A in
X and C(sn)xn ⇀ C(s0)x0. Since
lim
n→∞〈Ttn xn, xn − x0〉 = 〈w,0〉 = 0,
case (ii) of Lemma 2 implies x0 ∈ D(T ) and w ∈ T x0. Fixing u ∈ Y , we obtain from (10)
〈Lxn,u〉 + 〈Ttn xn,u〉 +
〈
C(sn)xn,u
〉+ tn(Mxn,u) = 〈 f (sn),u〉. (16)
Taking the limits in (16) as n → ∞, we get
〈Lx0,u〉 + 〈w,u〉 +
〈
C(s0)x0,u
〉= 〈 f (s0),u〉.
Since u ∈ Y is arbitrary and Y dense in X , we have
Lx0 + T x0 + C(s0)x0  Lx0 + w + C(s0)x0 = f (s0),
with x0 ∈ D(L) ∩ D(T ) ∩ A, which contradicts our assumption on (8). The proof of the lemma is complete. 
Lemma 7 below from Kartsatos and Skrypnik [15] is needed in the proof of Lemma 8.
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continuous on the set (0,∞) × X.
We now show that the homotopy function H(t, x) in (9) is actually an (S+)-homotopy, for values of t bounded away
from zero, according to Browder [9, Deﬁnition 3, p. 21].
Lemma 8. Let the assumptions (A1)–(A3) of Lemma 5 be satisﬁed. Let q(t) : [0,1] → (0,∞) be deﬁned by q(t) = tt1 + (1 − t)t2 ,
where t1 , t2 are positive constants with t1 < t2 . Then the mapping
B(t)x := Lˆx+ Tˆq(t)x+ Cˆ(t)x+ q(t)Mx, (t, x) ∈ [0,1] × j−1(G),
is a bounded (S+)-homotopy in the sense of Browder [9, Deﬁnition 3, p. 21].
Proof. It is easy to see that if x lies in a bounded set A ⊂ Y then the set
{
B(t)x
∣∣ (t, x) ∈ [0,1] × (A ∩ j−1(G))}⊂ Y ∗
is also bounded in Y ∗ . Here we are using the boundedness of the linear operator L on D(L) = Y , Lemma 4 (for s = 1), the
boundedness of the operator C(t)x on [0,1] × G and the boundedness of the operator M on Y .
To show that the family B(t) is an (S+)-homotopy, assume that for two sequences {tn} ⊂ [0,1], {xn} ⊂ j−1(G) we have
tn → t0, xn ⇀ x0 in Y and
limsup
n→∞
(
B(tn)xn, xn − x0
)
 0. (17)
Then xn ⇀ x0 ∈ X and Lxn ⇀ Lx0 ∈ X∗ . Moreover,
lim inf
n→∞ 〈Lxn, xn − x0〉 0, (18)
otherwise we have a contradiction to (i) of Lemma 2. Also, by the monotonicity of J−1,
(
q(tn)Mxn, xn − x0
)= q(tn)(Mxn − Mx0, xn − x0) + q(tn)(Mx0, xn − x0)
= q(tn)
〈
Lxn − Lx0, J−1Lxn − J−1Lx0
〉+ q(tn)(Mx0, xn − x0)
 q(tn)(Mx0, xn − x0),
which, along with q(tn) → q(t0), implies
lim inf
n→∞
(
q(tn)Mxn, xn − x0
)
 0. (19)
Using (17), (18) and (19), we obtain
limsup
n→∞
〈
Tq(tn)xn + C(tn)xn, xn − x0
〉
 limsup
n→∞
(
B(tn)xn, xn − x0
)+ limsup
n→∞
{−〈Lxn, xn − x0〉}+ limsup
n→∞
{−(q(tn)Mxn, xn − x0)}
− lim inf
n→∞
{〈Lxn, xn − x0〉}− lim inf
n→∞
{(
q(tn)Mxn, xn − x0
)}
 0. (20)
From the monotonicity of the operator Tq(tn) and the continuity of Ttx in (t, x), by Lemma 7, we obtain
lim inf
n→∞ 〈Tq(tn)xn, xn − x0〉 lim infn→∞ 〈Tq(tn)x0, xn − x0〉 = 0,
which implies, along with (20),
limsup
n→∞
〈
C(tn)xn, xn − x0
〉
 limsup
n→∞
〈
Tq(tn)xn + C(tn)xn, xn − x0
〉+ limsup
n→∞
{−〈Tq(tn)xn, xn − x0〉}
− lim inf
n→∞ 〈Tq(tn)xn, xn − x0〉
 0. (21)
Since C(t) is a homotopy of type (S+) w.r.t. D(L), we have xn → x0 in X and C(tn)xn ⇀ C(t0)x0 in X∗ . Since Ttx is
continuous in (t, x) by Lemma 7, we also have Tq(tn)xn → Tq(t0)x0 in X∗ .
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0 q(t0) lim inf
n→∞
〈
Lxn − Lx0, J−1Lxn − J−1Lx0
〉
 q(t0) limsup
n→∞
〈
Lxn − Lx0, J−1Lxn − J−1Lx0
〉
 q(t0)
{
limsup
n→∞
〈
Lxn − Lx0, J−1Lxn
〉+ limsup
n→∞
{−〈Lxn − Lx0, J−1Lx0〉}} q(t0) limsup
n→∞
〈
Lxn − Lx0, J−1Lxn
〉
= q(t0) limsup
n→∞
(Mxn, xn − x0) limsup
n→∞
〈
B(tn)xn, xn − x0
〉+ limsup
n→∞
{−〈Lxn, xn − x0〉}
+ limsup
n→∞
{−〈Tq(tn)xn, xn − x0〉}+ limsup
n→∞
{−〈C(tn)xn, xn − x0〉}
 0.
Thus,
lim
n→∞
〈
Lxn − Lx0, J−1Lxn − J−1Lx0
〉= 0.
Since, as it is well known, the duality mapping J−1 is of type (S+), we have Lxn → Lx0 in X∗ . Moreover,
lim
n→∞
(
B(tn)xn − B(t0)x0,u
)= 0,
for any u in the space Y which is dense in X . It follows that xn → x0 ∈ j−1(G) in Y and B(tn)xn ⇀ B(t0)x0 in Y ∗ . We recall
that the set j−1(G) is closed in Y . The proof of the lemma is complete. 
We are now ready for the deﬁnition of the new degree mapping.
Assume that the conditions (A1)–(A3) of Lemma 5 are satisﬁed. Let p∗ ∈ X∗ be such that
p∗ /∈ (L + T + C)(D(L) ∩ D(T ) ∩ ∂G). (22)
Let GR(Y ) = j−1(G) ∩ BY ,R(0), with R > 0 as in Lemma 5 with f (s) ≡ p∗ . We know from Lemma 5 that we also have
j∗p∗ /∈ (Lˆ + Tˆt + Cˆ + tM)
(
∂BY ,R(0)
)
, t ∈ (0,∞). (23)
We also know that Lemma 6 (with f (s) ≡ p∗) says that exists t0 > 0 such that
j∗p∗ /∈ (Lˆ + Tˆt + Cˆ + tM)
(
j−1(∂G)
)
, t ∈ (0, t0]. (24)
In addition,
∂
(
j−1(G) ∩ BY ,R(0)
)⊂ (∂ j−1(G))∪ ( j−1(G) ∩ ∂BY ,R(0))⊂ (∂ j−1(G))∪ (∂BY ,R(0)) (25)
(cf. Kartsatos and Lin [11, p. 131]) and
∂ j−1(G) ⊂ j−1(∂G) ⊂ j−1(G). (26)
Taking into consideration (23)–(26), we conclude that
j∗p∗ /∈ (Lˆ + Tˆt + Cˆ + tM)
(
∂
(
j−1(G) ∩ BY ,R(0)
))= (Lˆ + Tˆt + Cˆ + tM)(∂GR(Y )), t ∈ (0, t0]. (27)
On the other hand, Lemma 8 says that the mapping
Q (t) := Lˆ + Tˆt + Cˆ + tM (28)
is a bounded (S+)-homotopy, in the sense of Browder [9, Deﬁnition 3, p. 21], on any interval [t1, t2] ⊂ (0, t0]. Using
Browder’s degree deﬁnition for homotopies of type (S+) from [9], we see that Browder’s degree, dB(Q (t),GR(Y ), j∗p∗)
is well deﬁned and constant on any such interval [t1, t2]. Using a sequence of overlapping intervals [1/n, t0], n > 1/t0 in-
teger, in place of [t1, t2], we see that Browder’s degree, dB(Q (t),GR(Y ), j∗p∗), is actually constant for t ∈ (0, t0]. Here,
Q (t) : GR(Y ) → Y ∗ , t ∈ (0, t0], where GY (R) is an open and bounded subset of the space Y . Our new degree function, d is
deﬁned below.
Deﬁnition 4.
d
(
L + T + C,G, p∗)= dB(Q (t),GR(Y ), j∗p∗), t ∈ (0, t0], (29)
or
d
(
L + T + C,G, p∗)= lim
t↓0 dB
(
Q (t),GR(Y ), j
∗p∗
)
. (30)
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We use the letter R to denote the boundedness constant of Lemma 5 for the degree of any appropriate operator under
consideration.
We give below a set of important properties of the new degree mapping. Naturally, these properties are natural conse-
quences of the same properties of the Browder and the Leray–Schauder degree theories. We present a good part of the proof
here, because Addou and Mermri did not include the relevant proof about their degree in [1]. Our proof follows closely the
approach of Berkovits and Mustonen in [5].
Theorem 1.We have the following properties:
(i) If d(L + T + C,G, p∗) = 0, then p∗ ∈ (L + T + C)(D(L) ∩ D(T ) ∩ G).
(ii) Let G1 , G2 be disjoint open subsets of G and assume that
p∗ /∈ (L + T + C)[(G \ (G1 ∪ G2))∩ D(L) ∩ D(T )]. (31)
Then
d
(
L + T + C,G, p∗)= d(L + T + C,G1, p∗)+ d(L + T + C,G2, p∗). (32)
(iii) If C(t) : G → X∗ is a bounded homotopy of type (S+) w.r.t. D(L) and, for a continuous curve f : [0,1] → X∗ ,
f (t) /∈ (L + T + C(t))(D(L) ∩ D(T ) ∩ ∂G), t ∈ [0,1], (33)
then
d
(
L + T + C(t),G, f (t))= const., t ∈ [0,1]. (34)
(iv) If (L + T + J )(D(L) ∩ D(T ) ∩ G)  p∗ , then d(L + T + J ,G, p∗) = 1.
Proof. (i) Let us assume that p∗ /∈ (L + T + C)(D(L) ∩ D(T ) ∩ G). We must also have p∗ /∈ (L + T + C)(D(L) ∩ D(T ) ∩ G).
Then, by Lemma 6 (with f (s) ≡ p∗ and A = G), we know that
j∗p∗ /∈ (Lˆ + Tˆt + Cˆ + tM)
(
j−1G
)⊃ (Lˆ + Tˆt + Cˆ + tM)( j−1G ∩ BY ,R(0) )
⊃ (Lˆ + Tˆt + Cˆ + tM)
(
j−1G ∩ BY ,R(0)
)= (Lˆ + Tˆt + Cˆ + tM)(GR(Y ) ), t ∈ (0, t0]. (35)
By Deﬁnition 4 and a well-known property of Browder’s degree, we have
d
(
L + T + C,G, p∗)= dB(Lˆ + Tˆt + Cˆ + tM,GR(Y ), j∗p∗)= 0, t ∈ (0, t0],
i.e., a contradiction to our assumption.
(ii) Assume that (31) is true. Since G \ (G1 ∪ G2) ⊂ G , we may invoke Lemmas 5 and 6 to obtain the existence of R > 0
such that all the solutions x of Lˆ+ Tˆt + Cˆ + tM  j∗p∗ that belong to j−1(G) also lie in the ball BY ,R(0), for any t > 0, while
j∗p∗ /∈ (Lˆ + Tˆ + Cˆ + tM)( j−1(G \ (G1 ∪ G2))), t ∈ (0, t0].
It is easy to see, as in [5], that this implies
j∗p∗ /∈ (Lˆ + Tˆ + Cˆ + tM)( j−1(GR(Y ) \ (G1R(Y ) ∪ G2R(Y )))), t ∈ (0, t0],
where GiR(Y ) = ( j−1(Gi)) ∩ BY ,R(0), i = 1,2. Thus, by Deﬁnition 4, for all t ∈ (0, t0] (with t0 suﬃciently small) and a suf-
ﬁciently large R > 0, we have
d
(
L + T + C,G, p∗)= dB(Lˆ + Tˆt + Cˆ + tM,GR(Y ), j∗p∗)
= dB
(
Lˆ + Tˆt + Cˆ + tM,G1R(Y ), j∗p∗
)+ dB(Lˆ + Tˆt + Cˆ + tM,G2R(Y ), j∗p∗)
= d(L + T + C,G1, p∗)+ d(L + T + C,G2, p∗).
(iii) Assume that (33) is satisﬁed. Then Lemma 6, for A = ∂G , says that there exists t0 > 0 such that
j∗ f ∗(s) /∈ (Lˆ + Tˆt + Cˆ(s) + tM)( j−1(∂G)), t ∈ (0, t0], s ∈ [0,1].
Now, Lemma 5 says that there exists R > 0 such that
j∗ f ∗(s) /∈ Lˆx+ Tˆt x+ Cˆ(s)x+ tMx,
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d
(
L + T + C(0),G, f ∗(0))= dB(Lˆ + Tˆt + Cˆ(0) + tM,GR(Y ), j∗ f ∗(0)), t ∈ (0, t0].
By the invariance of the Browder degree under (S+)-homotopies, we obtain
dB
(
Lˆ + Tˆt + Cˆ(s) + tM,GR(Y ), j∗ f ∗(s)
)= dB(Lˆ + Tˆt + Cˆ(0) + tM,GR(Y ), j∗ f ∗(0))= d(L + T + C(0),G, f ∗(0)). (36)
We can now use (36) to conclude that
d
(
L + T + C(s),G, f ∗(s))= lim
t↓0 dB
(
Lˆ + Tˆt + Cˆ(s) + tM,GR(Y ), j∗ f ∗(s)
)= d(L + T + C(0),G, f ∗(0))= const., (37)
for all s ∈ [0,1].
(iv) Assume that p∗ ∈ (L + T + J )(D(L) ∩ D(T ) ∩ G). We notice that the operator Z := L + T + J is injective in the
following sense: Zx1 ∩ Zx2 = ∅ implies x1 = x2. This implies that p∗ /∈ (L + T + J )(D(L) ∩ D(T ) ∩ ∂G). We also notice that
the operator Z is surjective because L + T is maximal monotone, being the sum of a maximal monotone operator L and
a strongly quasibounded maximal monotone operator T with 0 ∈ D(L) ∩ D(T ) (see Pascali and Sburlan [19, Proposition,
p. 142]).
Since G is bounded, there exists r > 0 such that Br(0) ⊃ G . Using (ii) with G1 = G and G2 = ∅, we obtain
d
(
L + T + J ,G, p∗)= d(L + T + J , Br(0), p∗). (38)
We now look at the inclusion
Lx+ T x+ J x  tp∗, x ∈ D(L) ∩ D(T ), t ∈ [0,1]. (39)
If x solves (39), we see that, for some v∗ ∈ T x, we have
〈Lx, x〉 + 〈v∗, x〉+ 〈 J x, x〉 = 〈tp∗, x〉. (40)
This implies
‖x‖2X 
∥∥tp∗∥∥X∗‖x‖X  ∥∥p∗∥∥X∗‖x‖X ,
which says that all solutions x of (39) satisfy ‖x‖X  ‖p∗‖X∗ . We may choose r > 0, further, so that we also have
(L + T + J )(D(L) ∩ D(T ) ∩ ∂Br(0))  tp∗, t ∈ [0,1]. (41)
Thus, it follows from (iii) that
d
(
L + T + J , Br(0), p∗
)= d(L + T + J , Br(0),0). (42)
Using the deﬁnition of our new degree, we ﬁnd
d
(
L + T + J , Br(0),0
)= lim
t↓0
(
Lˆ + Tˆt + Jˆ + tM, j−1
(
Br(0)
)∩ BY ,R(0),0)= lim
t↓0
(
Lˆ + Tˆt + Jˆ + tM, BY ,R(0),0
)
. (43)
The last inequality in (43) is true for suﬃciently large radii r > 0. We ﬁx such a value of r, and R > 0, and consider the
homotopy equation
s
(
Lˆx+ Tˆq(t)x+ Jˆ x+ q(t)Mx
)+ (1− s) J Y x = 0, s ∈ [0,1], t ∈ [0,1], x ∈ D(L). (44)
Here, for two numbers t1, t2 ∈ (0, t0] with t1 < t2, q(t) = tt1 + (1 − t)t2. We show that (44) has no solutions x ∈ Y with
‖x‖Y = R . In fact, we can see immediately that this is true for s = 0, because J Y x = 0 implies x = 0. If s = 1, we know that
the solutions of (44) lie in the ball BY ,R(0) by Lemma 5. If s ∈ (0,1), then
0 ‖x‖2X  〈Lx+ Tq(t)x+ J x, x〉 +
(
q(t)Mx, x
)= −(1
s
− 1
)
〈 J Y x, x〉 = −
(
1
s
− 1
)
‖x‖2Y = −R2 < 0,
i.e., a contradiction. It is now easy to see that for a ﬁxed t ∈ (0, t0] the mapping C(s), deﬁned by C(s)x = s(Lˆ + Tˆt + Jˆ +
tM)x+ (1− s) J Y x, is a homotopy of type (S+) in the sense of Browder [9, Deﬁnition 3, p. 21]. Thus,
dB
(
C(1), BY ,R(0),0
)= dB(Lˆ + Tˆt + Jˆ + tM, BY ,R(0),0)= dB(C(0), BY ,R(0),0)= dB( J Y , BY ,R(0),0)= 1. (45)
Using (45), we see that
d
(
L + T + J , BR(0),0
)= lim
t↓0 dB
(
Lˆ + Tˆt + Jˆ + tM, BY ,R(0),0
)= 1,
and, ﬁnally,
d
(
L + T + J ,G, p∗)= 1. 
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Following Berkovits and Mustonen [5], we now give some existence results involving operators C which are of type (S+),
or quasimonotone or pseudomonotone. We need the following deﬁnition.
Deﬁnition 5. An operator C : X ⊃ D(C) → X∗ is called “quasimonotone w.r.t. D(L) if {xn} ⊂ D(T ) ∩ D(L)” with xn ⇀ x0 in X
and Lxn ⇀ Lx0 in X∗ implies
limsup
n→∞
〈Cxn, xn − x0〉 0.
It is called “pseudomonotone w.r.t. D(L)” if for every sequence {xn} ⊂ D(T ) ∩ D(L) with xn ⇀ x0 in X , Lxn ⇀ Lx0 in X∗ and
limsup
n→∞
〈Cxn, xn − x0〉 0,
we have
lim
n→∞〈Cxn, xn − x0〉 = 0,
and if x0 ∈ D(C), then Cxn ⇀ Cx0.
Our ﬁrst existence theorem is for quasimonotone perturbations C . We note that if C is demicontinuous, bounded and
quasimonotone w.r.t. D(L), then the operator J + C is of type (S+) w.r.t. D(L) in the sense of Deﬁnition 1.
Theorem 2. Let (A1)–(A2) of Lemma 5 be satisﬁed. Let C : X ⊃ G → X∗ be demicontinuous, bounded and quasimonotone w.r.t. D(L),
where G is open, bounded and 0 ∈ G. Let
Lx+ T x+ sCx+ (1− s) J x / 0, x ∈ D(L) ∩ D(T ) ∩ ∂G, s ∈ [0,1). (46)
Then 0 ∈ (L + T + C)(D(L) ∩ D(T ) ∩ G).
Proof. As in [5], if 0 ∈ (L + T + C)(D(L) ∩ D(T ) ∩ ∂G , we are done. Thus, we may assume that
0 /∈ (L + T + C)(D(L) ∩ D(T ) ∩ ∂G.
We are going to show that there exists ε0 > 0 such that
s(Lx+ T x+ Cx+ ε J x) + (1− s)(Lx+ T x+ J x) / 0, x ∈ D(L) ∩ D(T ) ∩ ∂G, ε ∈ (0, ε0], s ∈ [0,1]. (47)
Assume that (47) is not true. Then there exist sequences {sn} ⊂ [0,1], {εn} ⊂ (0,∞), {xn} ⊂ D(L) ∩ D(T ) ∩ ∂G such that
sn → s0, εn ↓ 0, xn ⇀ x0 and
Lxn + T xn + sn(Cxn + εn J xn) + (1− sn) J xn  0, (48)
or, for some t∗n ∈ T xn ,
Lxn + t∗n + sn(Cxn + εn J xn) + (1− sn) J xn = 0. (49)
Since C and J are bounded, we may also assume that Cxn ⇀ c∗ and J xn ⇀ z∗ . If snk = 0 for a subsequence {snk } of {sn} we
obtain a contradiction because the inclusion
Lxnk + T xnk + J xnk  0
cannot have a solution xnk ∈ ∂G . Consequently, we may assume that sn ∈ (0,1] for all n. Using (49) and the monotonicity of
L and J , we see that〈
t∗n, xn
〉
−sn〈Cxn, xn〉 ‖Cxn‖X∗‖xn‖X .
Using this inequality and the strong quasiboundedness of the operator T , we obtain the boundedness of the sequence {t∗n}.
We may thus assume that t∗n ⇀ t∗ . Using this with (49), we obtain
Lxn ⇀ −s0
(
t∗ + c∗)− (1− s0)z∗.
We now use the fact that the graph of L is weakly closed in order to obtain x0 ∈ D(L) and Lx0 = −s0(t∗ + c∗) − (1− s0)z∗ .
If s0 = 1, then (49) says that
Lxn + t∗n + Cxn = (1− sn)Cxn − snεn J xn − (1− sn) J xn → 0.
However, this implies 0 ∈ (L + T + C)(D(L) ∩ D(T ) ∩ ∂G , i.e., a contradiction. It follows that s0 ∈ [0,1).
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lim inf
n→∞ 〈Cxn, xn − x0〉 0.
From (49), we have〈
t∗n, xn − x0
〉= −〈Lxn − Lx0, xn − x0〉 − 〈Lx0, xn − x0〉 − sn〈Cxn, xn − x0〉 − snεn〈 J xn, xn − x0〉
− (1− sn)〈 J xn − J x0, xn − x0〉 − (1− sn)〈 J x0, xn − x0〉
−〈Lx0, xn − x0〉 − sn〈Cxn, xn − x0〉 − snεn〈 J xn, xn − x0〉 − (1− sn)〈 J x0, xn − x0〉. (50)
Thus,
limsup
n→∞
〈
t∗n, xn − x0
〉
 s0 limsup
n→∞
{−〈Cxn, xn − x0〉}= −s0 lim inf
n→∞ 〈Cxn, xn − x0〉 0.
Invoking Lemma 2, we see that x0 ∈ D(T ) and t∗ ∈ T x0. Following the proof of Theorem 2 of [5], we ﬁnd
(1− s0) limsup
n→∞
〈 J xn, xx − x0〉 0.
Since J satisﬁes the condition (S+), we have xn → x0 ∈ D(L) ∩ D(T ) ∩ ∂G . Since, now, t∗ = −Lx0 − s0Cx0 − (1− s0) J x0, we
have
Lx0 + T x0 + s0Cx0 + (1− s0) J x0  0,
which contradicts our assumption (46). We have shown that (47) is true.
We observe that (47) says that the homotopy inclusion
Lx+ T x+ s(Cx+ ε J x) + (1− s) J x  0
has no solution x ∈ D(L) ∩ D(T ) ∩ ∂G . We also observe that B(s) := s(Cx + ε J x) + (1 − s) J x is a bounded (S+)-homotopy
w.r.t. D(L). This follows from the fact that C + ε J is demicontinuous, bounded and of type (S+) w.r.t. D(L), while B(s) is
an aﬃne combination of two such functions. We may thus apply (iii) and (iv) of Theorem 1 to conclude that
d(L + T + C + ε J ,G,0) = d(L + T + J ,G,0) = 1.
Consequently, by (i) of Theorem 1, we have the solvability of
Lx+ T x+ Cx+ ε J x  0
for every ε ∈ (0, ε0]. Letting ε → 0, we get 0 ∈ (L + T + C)(D(L) ∩ D(T ) ∩ G) and the proof is complete. 
A better result holds for operators C of type (S+). It is contained in the following theorem.
Theorem3. Let the conditions of Theorem 1 be satisﬁedwith “quasimonotone” replaced by “of type (S+).” Then 0 ∈ (L+T +C)(D(L)∩
D(T ) ∩ G). If, moreover, (46) holds for t = 1, then 0 ∈ (L + T + C)(D(L) ∩ D(T ) ∩ G).
Proof. The proof is an easy consequence of the properties of the degree in Theorem 1. We consider instead the homotopy
boundary condition (47) without the term ε J x. Then we observe again that if 0 /∈ (L + T + C)(D(L) ∩ D(T ) ∩ ∂G), then the
mapping B(s) = sC + (1− s) J , s ∈ [0,1], is a bounded homotopy of type (S+) w.r.t. D(L) and we conclude that
d(L + T + C,G,0) = d(L + T + J ,G,0) = 1.
Thus, 0 ∈ (L+T +C)(D(L)∩D(T )∩G). If, moreover, (46) is true for t = 1, then, a priori, 0 /∈ (L+T +C)(D(L)∩D(T )∩∂G). 
For pseudomonotone operators C we have the following result.
Theorem 4. Assume that the conditions of Theorem 2 are satisﬁed with G convex and C pseudomonotone instead of quasimonotone.
Then 0 ∈ (L + T + C)(D(L) ∩ D(T ) ∩ G).
Proof. It is easy to see that pseudomonotonicity w.r.t. D(L) implies quasimonotonicity w.r.t. D(L). As in [5, Corollary 2], all
that we have to show, in view of Theorem 2, is that the set (L + T + C)(D(L) ∩ D(T ) ∩ G) is closed in X∗ . To this end,
let y∗n = Lxn + v∗n + Cxn , for some sequence {xn} ⊂ X and v∗n ∈ T xn , be such that y∗n → y∗0 ∈ X∗ . We may also assume that
xn ⇀ x0 ∈ G , because G is convex. Then
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v∗n, xn
〉= 〈y∗n, xn〉− 〈Lxn, xn〉 − 〈Cxn, xn〉 (∥∥y∗n∥∥X∗ + ‖Cxn‖X∗)‖xn‖X
and the quasiboundedness of T imply that {v∗n} is bounded. Consequently, we may assume that v∗n ⇀ v∗0 and Cxn ⇀ c∗0,
which imply Lxn ⇀ y∗0 − v∗0 − c∗0. Since L is weakly closed, we have x0 ∈ D(L) and Lx0 = y∗0 − v∗0 − c∗0. Since xn ⇀ x0 and
Lxn ⇀ Lx0 and C is pseudomonotone w.r.t. D(L) and
limsup
n→∞
〈Cxn, xn − x0〉 limsup
n→∞
{−〈Lxn, xn − x0〉}+ limsup
n→∞
{−〈v∗n, xn − x0〉}
= − lim inf
n→∞ 〈Lxn, xn − x0〉 − lim infn→∞
〈
v∗n, xn − x0
〉
 0, (51)
we have Cxn ⇀ Cx0 and 〈Cxn, xn − x0〉 → 0. The last inequality in (51) is due to the fact that
lim inf
n→∞ 〈Lxn, xn − x0〉 < 0
is impossible by (i) of Lemma 2, and a similar remark about the operator T .
Now,
limsup
n→∞
〈
v∗n, xn − x0
〉
− lim inf
n→∞ 〈Lxn, xn − x0〉 − lim infn→∞ 〈Cxn, xn − x0〉 0,
because of what we have just said above and the fact that 〈Cxn, xn − x0〉 → 0. Using Lemma 2 again, we see that x0 ∈ D(T )
and v∗0 ∈ T x0. Thus, y∗0 ∈ Lx0 + T x0 + Cx0 ⊂ (L + T + C)(D(L) ∩ D(T ) ∩ G), and the proof is complete. 
The last result of this section is a surjectivity type of theorem for both pseudo-monotone and quasimonotone operators C
(see [5, Theorem 4]).
Theorem 5. Let the assumptions (A1)–(A2) be satisﬁed. Assume that C : X → X∗ is bounded, demicontinuous and pseudomonotone
(quasimonotone) w.r.t. D(L). Assume, further, that C satisﬁes the following two conditions:
(i) if Lxn + v∗n + Cxn → y∗ ∈ X∗ , for some v∗n ∈ T xn, then {xn} is bounded in X ;
(ii) there exists R > 0 such that 〈Cx, x〉 > 0, for all x ∈ X with ‖x‖X  R.
Then (L + T + C)(D(L) ∩ D(T )) = X∗((L + T + C)(D(L) ∩ D(T )) = X∗).
Condition (i) above is a local boundedness condition for the inverse of the operator L + T + C . It reminds us of the fact
that a maximal monotone operator T is surjective if and only if its inverse T−1 is locally bounded.
Proof of Theorem 5. We only give the proof for the pseudomonotone case. Due to condition (i), given p∗ ∈ X∗ there exist
δ > 0, R1  R such that∥∥Lx+ v∗ + Cx∥∥X∗ > δ + ∥∥p∗∥∥X∗ , x ∈ D(L) ∩ D(T ), ‖x‖X = R1, v∗ ∈ T x.
Thus, for every ε ∈ (0, δ/R1), x ∈ D(L) ∩ D(T ) with ‖x‖X = R1, we have∥∥Lx+ v∗ + Cx+ ε J x− tp∗∥∥X∗  ∥∥Lx+ v∗ + Cx∥∥X∗ − εR1 − ∥∥p∗∥∥X∗ > 0.
By property (iii) of Theorem 1 we have, for every ε ∈ (0, δ/R1),
d
(
L + T + C + ε J , BR1 (0), p∗
)= d(L + T + C + ε J , BR1 (0),0). (52)
We now consider the homotopy function
H(t, x) := Lx+ T x+ t(Cx+ ε J x) + (1− t) J x, x ∈ D(L) ∩ D(T ), t ∈ [0,1].
Assume that 0 ∈ H(t, x), for some t ∈ [0,1], x ∈ D(L) ∩ D(T ) with ‖x‖X = R1. Then, by (ii), and for some v∗ ∈ T x,
0 = 〈Lx+ v∗, x〉+ t〈Cx, x〉 + tε〈 J x, x〉 + (1− t)〈 J x, x〉 > [tε + (1− t)]R21 > 0,
i.e., a contradiction. Using the homotopy invariance of our degree, under bounded (S+)-homotopies, we get
d
(
L + T + C + ε J , BR1 (0),0
)= d(L + T + J , BR1 (0),0)= 1.
Consequently, for all small ε > 0, there exists xε ∈ D(L) ∩ D(T ) ∩ BR1(0) such that
Lxε + T xε + Cxε + ε J xε  p∗,
where we have also used (52). From the proof of Theorem 4, we see now that the set (L + T + C)(D(L) ∩ D(T ) ∩ BR1(0))
is closed, which implies p∗ ∈ (L + T + C)(D(L) ∩ D(T ) ∩ BR1 (0)). Since the point p∗ is arbitrary in X∗ , we have our conclu-
sion. 
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Berkovits and Mustonen have given in [5] some very interesting applications of their degree theory. All that we need to
do here is add a maximal monotone operator T in those results such that 0 ∈ D˚(T ) and 0 ∈ T (0). We consider the partial
differential equation
∂u(x, t)
∂t
+
∑
|α|m
(−1)|α|Dα Aα
(
x, t,u(x, t), Du(x, t), . . . , Dmu(x, t)
)
+
∑
|α|m
(−1)|α|DαBα
(
x, t,u(x, t), Du(x, t), . . . , Dmu(x, t)
)
= −
N∑
i=1
∂
∂xi
f i(x, t) (53)
in Q = Ω × [0, T ], where Ω is an open bounded subset of RN , m  1. The coeﬃcients Aα = Aα(x, t, ξ), are deﬁned for
(x, t) ∈ Q , ξ = {ξγ , |γ |m} = (η, ζ ) ∈RN0 with η = {ηγ , |γ |m−1} ∈RN1 , ζ = {ζγ , |γ | =m} ∈RN2 , and N1 +N2 = N0.
We assume that each coeﬃcient Aα(x, t, ξ) satisﬁes the usual Carathéodory conditions. We also assume that f i ∈ Lq(Q ). We
consider the following conditions.
(A1) (Continuity) For some p  2, c1 > 0, g ∈ Lq(Q ) with q = p/(p − 1), we have∣∣Aα(x, t, η, ζ )∣∣ c1(|ζ |p−1 + |η|p−1 + g(x, t)), (x, t) ∈ Q , ξ = (η, ζ ) ∈RN0 , |α|m.
(A2) (Monotonicity)∑
|α|m
(
Aα(x, t, ξ1) − Aα(x, t, ξ2)
)
(ξ1γ − ξ2γ ) 0, (x, t) ∈ Q , ξ1, ξ2 ∈RN0 .
(A3) (Leray–Lions)∑
|α|=m
(
Aα(x, t, η, ζ ) − Aα
(
x, t, η, ζ ∗
))(
ζγ − ζ ∗γ
)
> 0, (x, t) ∈ Q , η ∈RN1 , ζ, ζ ∗ ∈RN2 .
(A4) (Coercivity) There exist c0 > 0 and h ∈ L1(Q ) such that∑
|a|m
Aα(x, t, ξ) c0|ξ |p − h(x, t), (x, t) ∈ Q , ξ ∈RN0 .
Under the condition (A1), the second term of (53) generates a continuous bounded operator T˜ : X → X∗ , where X =
Lp(0, T ; V ), X∗ = Lq(0, T ; V ∗), and V = W 1,p0 (Ω). It is deﬁned by
〈T˜ u, v〉 =
∑
|α|m
∫
Q
Aα
(
x, t,u, Du, . . . , Dmu
)
Dα v, u, v ∈ X .
This operator is also maximal monotone under the condition (A2). Under (A1), (A3) and (A4) (with “A” replaced by “B”
and the other necessary changes) the third term of (53) generates a continuous, bounded operator C which satisﬁes the
condition (S+) w.r.t. D(L), where the operator L is deﬁned below. The operator C is deﬁned by
〈Cu, v〉 =
∑
|α|m
∫
Q
Bα
(
x, t,u, Du, . . . , Dmu
)
Dαv, u, v ∈ X .
The operator ∂/∂t generates an operator L : X ⊃ D(L) → X∗ , where
D(L) = {v ∈ X ∣∣ v ′ ∈ X∗, v(0) = 0},
via the equality
〈Lu, v〉 =
T∫
0
〈
u′(t), v(t)
〉
dt, u ∈ D(L), v ∈ X .
The symbol u′(t) above is the generalized derivative of u(t), i.e.,
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0
u′(t)ϕ(t)dt = −
T∫
0
u(t)ϕ′(t)dt, ϕ ∈ C∞0 (0, T ).
One can verify, as in Zeidler [23], that L is a linear, densely deﬁned maximal monotone operator.
We say that the function u ∈ X is a weak solution of the initial–boundary value problem⎧⎪⎪⎨
⎪⎪⎩
∂u
∂t
+ T˜ u + Cu = f ∗ in Q ,
Dαu = 0 on ∂Ω × [0, T ] for all α with |α|m− 1,
u(x,0) = 0 in Ω ,
where f (x, t) is the right-hand side of (53), if
Lx+ T˜ x+ Cx = f ∗, x ∈ D(L), (54)
where f ∗ ∈ X∗ is deﬁned by
〈
f ∗, v
〉= N∑
i=1
∫
Q
fi(x, t)
∂v
∂xi
dxdt, v ∈ X .
We are interested in placing solutions of the problem (54) inside the interior of an unbounded proper closed convex set
K ⊂ X with 0 ∈ K˚ . Let K be such a subset of X and let ϕK : X →R+ ∪ {∞} be deﬁned by
ϕK (x) =
{
0, if x ∈ K ,
∞, otherwise.
The function ϕK is proper convex and lower semicontinuous on X , and x∗ ∈ ∂ϕK (x), for x ∈ K , if and only if〈
x∗, y − x〉 0, y ∈ K .
Also, {
D(∂ϕK ) = K and 0 ∈ ∂ϕK (x), x ∈ K ,
∂ϕK (x) = {0}, x ∈ K˚ .
The operator ∂ϕK : X → 2X∗ is maximal monotone with 0 ∈ D˚(∂ϕK ) and 0 ∈ ∂ϕK (0). It is thus strongly quasibounded.
For these facts see, e.g., Kenmochi [18].
We have the following theorem.
Theorem 6. Assume that the operators L, T˜ , C , ϕK are as above with T˜ satisfying (A1)–(A2) and T˜ (0) = 0, and C satisfying (A1), (A3)
and (A4) with the necessary notational changes. Let T = T˜ + ϕK and assume, further, that
lim‖x‖X→∞
〈Cx, x〉
‖x‖X = +∞. (55)
Then (L + T + C)(D(L) ∩ K ) = X∗ . If, for some f ∗ ∈ X∗ , we have
Lx+ T˜ x+ {ϕK (x) \ 0}+ Cx  f ∗, x ∈ D(L) ∩ ∂K ,
then the problem Lx+ T˜ x+ Cx  f ∗ has a solution x ∈ D(L) ∩ K˚ .
Proof. It is easy to see that Condition (S+) w.r.t. D(L) implies pseudomonotonicity w.r.t. D(L). It is also easy to see that
(55) implies (i) and (ii) of Theorem 5. In fact, (i) follows from
〈Cxn, xn〉
‖xn‖X 
〈Lxn + v∗n + Cxn, xn〉
‖xn‖X 
∥∥Lxn + v∗n + Cxn∥∥X∗ ,
which implies∥∥Lxn + v∗n + Cxn∥∥X∗ → ∞ as ‖xn‖X → ∞.
Thus, our ﬁrst conclusion follows from Theorem 5. Our second conclusion is a trivial consequence of the ﬁrst. 
We remark here that Theorem 6 is not included in the Addou–Mermri theory in [1] because the operator T is now
unbounded. We also remark that the Berkovits–Mustonen theory in [5] does not apply here because the operator T + C is
multivalued, unbounded and not deﬁned on all of X in contrast with the operator C in [5, Theorem 4].
More results like Theorem 6 may be stated under assumptions of quasimonotonicity or pseudomonotonicity or compact-
ness, in place of (S+), for operators C in the spirit of Theorem 5 of Berkovits and Mustonen [5].
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