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Abstract
The integrated and differential fiducial cross sections for the production of a W or Z boson in asso-
ciation with a high-energy photon are measured using pp collisions at
√
s = 7 TeV. The analyses use a
data sample with an integrated luminosity of 4.6 fb−1 collected by the ATLAS detector during the 2011
LHC data-taking period. Events are selected using leptonic decays of the W and Z bosons (W (eν, µν)
and Z(e+e−, µ+µ−, νν¯)) with the requirement of an associated isolated photon. The data are used to
test the electroweak sector of the Standard Model and search for evidence for new phenomena. The
measurements are used to probe the anomalous WWγ, ZZγ and Zγγ triple-gauge-boson couplings
and to search for the production of vector resonances decaying to Zγ and Wγ. No deviations from
Standard Model predictions are observed and limits are placed on anomalous triple-gauge-boson
couplings and on the production of new vector meson resonances.
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√
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The integrated and differential fiducial cross sections for the production of a W or Z boson in
association with a high-energy photon are measured using pp collisions at
√
s = 7 TeV. The analyses
use a data sample with an integrated luminosity of 4.6 fb−1 collected by the ATLAS detector during
the 2011 LHC data-taking period. Events are selected using leptonic decays of the W and Z bosons
(W (eν, µν) and Z(e+e−, µ+µ−, νν¯)) with the requirement of an associated isolated photon. The
data are used to test the electroweak sector of the Standard Model and search for evidence for
new phenomena. The measurements are used to probe the anomalous WWγ, ZZγ and Zγγ triple-
gauge-boson couplings and to search for the production of vector resonances decaying to Zγ and Wγ.
No deviations from Standard Model predictions are observed and limits are placed on anomalous
triple-gauge-boson couplings and on the production of new vector meson resonances.
I. INTRODUCTION
The Standard Model (SM) has proved to provide an
accurate description of the production of elementary par-
ticles observed in high energy physics experiments. The
interactions of W and Z bosons with photons are partic-
ularly interesting as they test the self-couplings of these
bosons as predicted by the non-Abelian SU(2)L×U(1)Y
gauge group of the electroweak sector. In particular,
the high-energy proton–proton collisions provided by the
LHC explore the production of Wγ and Zγ pairs in a
new energy domain. The high center-of-mass energy also
allows searches for new particles, for example techni-
mesons which are predicted in Technicolor models [1, 2],
that decay to these final states.
The measurements presented here are improvements
on previous studies of the hadroproduction ofWγ and Zγ
pairs, as more precise measurements are performed with
a larger data sample. The events used for the measure-
ments were recorded in 2011 by the ATLAS detector [3]
from 4.6 fb−1 of pp collisions at a center-of-mass en-
ergy of 7 TeV. The diboson candidate events are selected
from the production processes pp → `νγ + X (` = e,
µ), pp → `+`−γ + X and pp → νν¯γ + X. These final
states include the production of W and Z bosons with
photon bremsstrahlung from the charged leptons from
the W/Z boson decays in addition to the Wγ and Zγ
diboson events of primary interest. In the SM, the lat-
ter originate from W and Z boson production with pho-
tons radiated from initial-state quarks (prompt photons),
photons from the fragmentation of secondary quarks and
gluons into isolated photons, and from photons radiated
directly by W bosons. The diagrams of these produc-
tion mechanisms are shown in Fig. 1. Theories beyond
the SM, such as Technicolor, predict the decay of narrow
resonances to Wγ or Zγ pairs. The data analyses pre-
sented here provide differential distributions of relevant
kinematic variables, corrected for detector effects, allow-
ing the search for deviations from the SM predictions to
be made with high sensitivity.
Previous measurements ofWγ and Zγ final states from
pp¯ and pp production have been made at the Tevatron,
by the CDF [4] and DØ [5, 6] collaborations, and at the
LHC by the ATLAS [7, 8] and CMS [9] collaborations.
These experiments have set limits on anomalous triple
gauge-boson couplings (aTGCs) that are improved on by
the current analysis. The limits on new vector meson
resonances that are presented in this paper improve on
previous limits set at the Tevatron by the DØ [10] col-
laboration in the Zγ final state, and they are the first
reported in the Wγ final state.
Throughout this paper the notations “`νγ”, “`+`−γ”
and “νν¯γ” specify the production channels “pp→ `νγ +
X” , “pp → `+`−γ + X” and “pp → νν¯γ + X”, respec-
tively, and the label “Z” refers to Z/γ∗. In addition,
“inclusive” refers to production with no restriction on
the recoil system and “exclusive” refers to production
restricted to those events with no central jets with trans-
verse energy greater than 30 GeV. Measurements of inte-
grated cross sections and differential kinematic distribu-
tions are performed within a fiducial region of the detec-
tor. Events with high-transverse-energy photons are used
to establish aTGC limits and to carry out the searches
for narrow Wγ and Zγ resonances.
This paper is organized as follows: an overview of
the ATLAS detector and the data samples used is given
in Sec. II. Sec. III describes the signal and background
Monte Carlo samples. Sec. IV defines the selections of
the physics objects such as photons, leptons and jets.
Sec. V describes the event selection criteria for Wγ and
Zγ candidates. Sec. VI presents the background estima-
tions. Sec. VII presents the measured V γ (V = W or Z)
fiducial cross sections. Sec. VIII summarizes the com-
parisons between the measurements and SM predictions.
The observed aTGC limits are presented in Sec. IX and
the limits on masses of new vector meson resonances are
given in Sec. X.
II. THE ATLAS DETECTOR AND THE DATA
SAMPLE
The ATLAS detector is composed of an inner track-
ing system (ID) surrounded by a thin superconducting
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FIG. 1. Feynman diagrams of Wγ and Zγ production in (a)
u-channel (b) t-channel and (c) final state photon radiation
(FSR) from the W and Z boson decay process. (d) Feynman
diagram of Wγ production in the s-channel. Diagrams of
the signal contributions from the W + q(g) processes when a
photon emerges from the fragmentation of (e) a gluon and (f)
a quark in the final state.
solenoid providing a 2 T axial magnetic field, electro-
magnetic (EM) and hadronic calorimeters, and a muon
spectrometer (MS). The ID consists of three subsystems:
the pixel and silicon microstrip (SCT) detectors cover
the pseudorapidity1 range |η| < 2.5, while the Transition
Radiation Tracker (TRT), which is made of straw tubes,
has an acceptance range of |η| < 2.0. The calorimeter
system covers the range |η| < 4.9. The highly segmented
electromagnetic calorimeter, which plays a crucial role
in electron and photon identification, comprises lead ab-
1 ATLAS uses a right-handed coordinate system with its origin at
the nominal interaction point (IP) in the center of the detector
and the z-axis along the beam pipe. The x-axis points from the
IP to the center of the LHC ring, and the y-axis points upward.
Cylindrical coordinates (r, φ) are used in the transverse (x,y)
plane, φ being the azimuthal angle around the beam pipe. The
pseudorapidity is defined in terms of the polar angle θ as η =
− ln tan(θ/2). The distance ∆R in the η − φ space is defined as
∆R =
√
(∆η)2 + (∆φ)2.
sorbers with liquid argon (LAr) as the active material
and covers the range |η| < 3.2. In the region |η| < 1.8,
a pre-sampler detector using a thin layer of LAr is used
to correct for the energy lost by electrons and photons
upstream of the calorimeter. The hadronic tile calorime-
ter (|η| < 1.7) is a steel/scintillating-tile detector and
is located directly outside the envelope of the barrel
electromagnetic calorimeter. The two endcap hadronic
calorimeters have LAr as the active material and cop-
per absorbers. The calorimeter coverage is extended to
|η| = 4.9 by a forward calorimeter with LAr as active
material and copper (EM) and tungsten (hadronic) as
absorber material. The MS is based on three large su-
perconducting aircore toroid magnets, a system of three
stations of chambers for precise tracking measurements
in the range |η| < 2.7, and a muon trigger system which
covers the range |η| < 2.4.
The data used for the analyses presented in this paper
were collected in 2011 from pp collisions at a center-of-
mass energy of 7 TeV. The total integrated luminosity
is 4.6 fb−1 with an uncertainty of 3.9% [12, 13]. Events
were selected by triggers requiring at least one identi-
fied electron, muon or photon. The transverse energy
(ET) threshold for the single-electron trigger was initially
20 GeV, and was raised to 22 GeV in the later part of
2011 to maintain a manageable trigger rate at higher in-
stantaneous luminosity. The transverse momentum (pT)
threshold for the single-muon trigger was 18 GeV. Single-
photon events were triggered with a transverse energy
ET > 80 GeV.
III. SIGNAL AND BACKGROUND MODELING
Monte Carlo (MC) event samples, including a full sim-
ulation [14] of the ATLAS detector with geant4 [15],
are used to compare the data to the SM signal and
background expectations. All MC samples are simulated
with additional pp interactions (pile-up) in the same and
neighboring bunch crossings. The number of pp interac-
tions in the same bunch crossing averages 9 and extends
up to about 20, as observed in the data.
The production of pp → `νγ and pp → τνγ is mod-
eled with the alpgen (2.14) generator [16] interfaced to
herwig (6.520) [17] for parton shower and fragmentation
processes, and to jimmy (4.30) [18] for underlying event
simulation. The modeling of pp→ `+`−γ and pp→ νν¯γ
processes is performed with the sherpa (1.4.0) genera-
tor [19] since the simulation of these processes is not avail-
able in alpgen. An invariant mass cut of m(`+`−) >
40 GeV is applied at the generator level when simulat-
ing the pp → `+`−γ process. The cteq6l1 [20] and
cteq6.6m [21] parton distribution functions (PDFs) are
used for samples generated with alpgen and sherpa, re-
spectively. The final-state radiation (FSR) photons from
charged leptons are simulated by photos (2.15) [22] for
the alpgen sample, and by the sherpa generator [23] for
the sherpa sample. All the signal production processes,
3including the quark/gluon fragmentation into photons,
are simulated by these two generators. The alpgen sam-
ple is generated with leading-order (LO) matrix elements
for final states with up to five additional partons, whereas
the sherpa sample is generated with LO matrix elements
for final states with up to three additional partons. In
the search for Technicolor, the signal processes are simu-
lated using pythia (6.425) [24] with a LO mrst2007 [25]
PDF set.
The Z(`+`−) and Z(τ+τ−) backgrounds are mod-
eled with pythia. The radiation of photons from
charged leptons is treated in pythia using photos.
tauola (1.20) [26] is used to model τ lepton decays.
The powheg (1.0) [27] generator is used to simulate tt¯
production, and is interfaced to pythia for parton show-
ering and fragmentation. The WW and single top quark
processes are modeled by mc@nlo (4.02) [28, 29], in-
terfaced to herwig for parton showering and fragmen-
tation. The LO mrst2007 PDF set is used to simulate
the Z(`+`−), Z(τ+τ−) and W (τν) backgrounds, and the
ct10 [30] PDF set is used in simulating tt¯, single top
quark and WW production. The next-to-leading-order
(NLO) cross-section predictions [31–34] are used to nor-
malize the simulated background events. Backgrounds
where a jet or an electron is misidentified as a photon
are derived from data as described in Sec. VI.
IV. PHYSICS OBJECT RECONSTRUCTION
The W and Z bosons are reconstructed from their lep-
tonic decays. The `νγ final state consists of an isolated
electron or muon, large missing transverse momentum
due to the undetected neutrino, and an isolated photon.
The `+`−γ final state contains one e+e− or µ+µ− pair
and an isolated photon. The νν¯γ final state contains at
least one isolated photon and large missing transverse
momentum due to the undetected neutrinos. Collision
events are selected by requiring at least one reconstructed
vertex with at least three charged particle tracks with
pT > 0.4 GeV. If more than one vertex satisfies the ver-
tex selection requirement, the vertex with the highest
sum of the p2T of the associated tracks is chosen as the
primary vertex. Physics objects for the measurement are
required to be associated with the primary vertex.
An electron candidate is obtained from an energy clus-
ter in the EM calorimeter associated with a reconstructed
track in the ID. The transverse energy of electrons is re-
quired to be greater than 25 GeV. The electron cluster
must lie outside the transition region between the bar-
rel and end-cap EM calorimeters and within the overall
fiducial acceptance of the EM calorimeters and the ID,
so it must satisfy |η| < 1.37 or 1.52 < |η| < 2.47. At
the electron track’s closest approach to the primary ver-
tex, the ratio of the transverse impact parameter d0 to
its uncertainty (the d0 significance) must be smaller than
ten, and the longitudinal impact parameter |z0| must be
less than 1 mm. Tight2 electron identification [35] is
used in the W (eν)γ analysis, whereas medium identifica-
tion [35] is used to select electrons in the Z(e+e−)γ anal-
ysis. To reduce the background due to a jet misidentified
as an electron, a calorimeter-based isolation requirement
EisoT < 6 GeV is applied to the electron candidate. E
iso
T is
the total transverse energy recorded in the calorimeters
within a cone of radius ∆R = 0.3 around the electron
position excluding the energy of the electron itself. EisoT
is corrected for leakage from the electron energy cluster’s
core into the isolation cone and for contributions from
the underlying event and pile-up [36, 37].
Muon candidates are identified by associating com-
plete tracks or track segments in the MS to tracks in
the ID [38]. Each selected muon candidate is a combined
track originating from the primary vertex with transverse
momentum pT > 25 GeV and |η| < 2.4. It is required
to be isolated by imposing Riso < 0.15, where Riso is
the sum of the pT of the tracks in a ∆R = 0.3 cone
around the muon direction, excluding the track of the
muon, divided by the muon pT. The d0 significance must
be smaller than three, and |z0| must be less than 1 mm.
Photon candidates are based on clustered energy de-
posits in the EM calorimeter in the range |η| < 2.37 (ex-
cluding the calorimeter transition region 1.37 < |η| <
1.52) with ET > 15 GeV. Clusters without matching
tracks are directly classified as unconverted photon can-
didates. Clusters that are matched to tracks which orig-
inate from reconstructed conversion vertices in the ID or
to tracks consistent with coming from a conversion are
considered as converted photon candidates. Tight re-
quirements on the shower shapes [36] are applied to sup-
press the background from multiple showers produced in
meson (e.g. pi0, η) decays. To further reduce this back-
ground, a photon isolation requirement EisoT < 6 GeV is
applied. The definition of photon isolation is the same
as the electron isolation described above.
Jets are reconstructed from energy observed in the
calorimeter cells using the anti-kt jet clustering algo-
rithm [39] with radius parameter R = 0.4. The selected
jets are required to have pT > 30 GeV with |η| < 4.4,
and to be well separated from the lepton and photon
candidates (∆R(e/µ/γ, jet)> 0.3).
The missing transverse momentum (EmissT ) [40] magni-
tude and direction are measured from the vector sum of
the transverse momentum vectors associated with clus-
ters of energy reconstructed in the calorimeters with
|η| < 4.9. A correction is applied to the energy of those
clusters that are associated with a reconstructed physical
object (jet, electron, τ -lepton, photon). Reconstructed
muons are also included in the sum, and any calorime-
2 The definitions of tight and medium identification [35] was reop-
timized for 2011 data-taking conditions. They are based on in-
formation about calorimeter shower shapes, track quality, track–
calorimeter-cluster matching, particle identification information
from the TRT and a photon conversion veto.
4ter energy deposits associated with them are excluded to
avoid double counting.
V. Wγ AND Zγ EVENT SELECTION
The `νγ candidate events are selected by requiring ex-
actly one lepton with pT > 25 GeV, at least one isolated
photon with EγT > 15 GeV and E
miss
T above 35 GeV. In
addition, the transverse mass3 of the lepton–EmissT sys-
tem (mT) is required to be greater than 40 GeV. A Z-
veto requirement is applied in the electron channel of the
Wγ analysis by requiring that the electron–photon in-
variant mass (meγ) is not within 15 GeV of the Z boson
mass. This is to suppress the background where one of
the electrons from the Z boson decay is mis-identified as
a photon. The events selected by the criteria above are
used for the inclusive Wγ cross-section measurements.
The `+`−γ candidates are selected by requiring exactly
two oppositely charged same-flavor leptons with an in-
variant mass greater than 40 GeV, and one isolated pho-
ton with EγT > 15 GeV.
The νν¯γ candidates are selected by requiring one iso-
lated photon with EγT > 100 GeV and E
miss
T > 90 GeV.
The reconstructed photon, EmissT and jets (if jets are
found) are required to be well separated in the trans-
verse plane with ∆φ(EmissT , γ) > 2.6 and ∆φ(E
miss
T ,
jet)> 0.4, in order to reduce the γ+jet background.
Events with identified electrons and muons are vetoed
to reject W+jets and Wγ background. The selection cri-
teria to identify the electrons and muons are the same as
in the Z(`+`−)γ analysis.
In both the Wγ and Zγ analyses, a selection require-
ment ∆R(`, γ) > 0.7 is applied to suppress the contri-
butions from FSR photons in the W and Z boson de-
cays. The events with no jets with ET > 30 GeV are
used to measure the exclusive V γ cross sections. For
V γ production, events with a high-ET photon tend to
have more jet activity in the final state. Contributions
from aTGCs also enhance V γ production with high-ET
photons. Thus, the exclusive V γ cross-section measure-
ments are expected to be more sensitive to aTGC than
the inclusive measurements. In the current analyses the
sensitivity to aTGCs improves by ∼ 40% when measure-
ments are performed using exclusive channels compared
to inclusive channels.
VI. BACKGROUND ESTIMATION
In the measurements of `νγ, `+`−γ and νν¯γ produc-
tion, the background contributions are estimated either
3 mT =
√
2pT(`)× EmissT × (1− cos ∆φ), and ∆φ is the az-
imuthal separation between the directions of the lepton and the
missing transverse momentum vector.
from simulation or from data. The backgrounds esti-
mated from data include W+jets and γ+jets for the `νγ
final state, Z+jets for the `+`−γ final state, and Z+jets,
multi-jets, γ+jets and events with an electron faking a
photon for the νν¯γ final state. The remaining back-
grounds are estimated from simulation.
For the differential fiducial cross sections, the contri-
butions from each background source are estimated in
each bin used for the measurement. The sources of back-
grounds and the methods of estimating them are de-
scribed in the following sub-sections.
A. Background estimation for pp→ `νγ
The primary backgrounds to the `νγ signal come from
the W+jets, Z(`+`−) and γ+jets processes.
• Events from W+jets production can be misidenti-
fied as signal candidates when photons come from
the decays of mesons produced in jet fragmentation
(mainly pi0 → γγ);
• Z(`+`−) events mimic the Wγ signal when one of
the leptons from the Z boson decay is misidentified
as a photon (in the case of the electron channel),
or is not identified and the photon originates from
initial-state radiation from a quark or from photon
bremsstrahlung from a charged lepton;
• Events from γ+jets production can mimic the Wγ
signal when there are leptons from heavy quark
decays (or, in the electron channel, when charged
hadrons or electrons from photon conversions are
misidentified as prompt electrons), and large ap-
parent EmissT is created by a combination of real
EmissT from neutrinos in heavy quark decays and of
mis-measurement of jet energies;
• In addition, there are small background contribu-
tions from tt¯, single top quark, WW , W (τν) and
Z(ττ) processes. The pp → τνγ + X source of
events is considered as a background since measure-
ments of cross sections for pp→ `νγ+X production
are quoted for a single lepton flavor.
The background contributions from W+jets and
γ+jets events in the Wγ analysis are estimated from
data.
W+jets background: A two-dimensional sideband
method is used for measuring the W+jets background as
in Refs. [8, 36, 41, 42] with the two discriminating vari-
ables being the photon isolation and the photon iden-
tification based on the shower shape (see Fig. 2). The
non-signal regions are corrected for any contamination
by signal events. A quantity fγ is defined as the ratio of
photon candidates passing the photon isolation criteria
to the number of candidates failing the isolation require-
ment. The ratio fγ is measured in W (`ν) events with
one “low quality” photon candidate, which is defined as
5one that fails the full photon shower-shape selection cri-
teria, but passes a subset of them (C/D). Monte Carlo
simulation is used to correct fγ for signal contamination
in the “low quality” photon sample. The estimated con-
tribution from W+jets in the signal region is obtained
by multiplying the measured fγ by the number of events
passing all Wγ selections, except the photon isolation
requirement (region B).
The main contribution to the uncertainty in the
W+jets background estimate comes from the potential
bias in the EisoT shape for the fake photons in background-
enriched samples due to effects from the detector (e.g.
measurement of shower shapes) and physics (e.g. simu-
lation of the underlying event). This uncertainty is found
to be less than 15% using a MC W+jets sample, by com-
paring the EisoT shape between the “low quality” photon
sample and the “high quality” photon sample. The dif-
ference is used to modify the ratio fγ and a new W+jets
background contribution in the signal region is estimated.
The difference between the nominal estimate and the new
estimate is taken to be the systematic uncertainty.
To estimate the uncertainty related to the selection
of the background-enriched samples, two alternative se-
lections, with tighter and looser background selection
requirements based on the shower shapes are used.For
the tighter selection, more shower shape variables are
required to fail the selection cuts than for the looser
background-enriched samples. The W+jets background
estimates from the alternative background-enriched sam-
ples are consistent with those obtained from the nominal
sample, and the differences (10%–15%) are assigned as a
systematic uncertainty. The changes in the background
estimates from varying the photon isolation requirements
by ±1 GeV for the sideband (2%–4%) are also assigned
as a systematic uncertainty.
γ+jets background: Similarly, the γ+jets background
is estimated from data using the two-dimensional side-
band method, with lepton isolation (using the measured
ratio fl) and E
miss
T as the independent variables. The ra-
tio fl is measured in a control sample, which requires the
events to pass all the Wγ selection criteria, except the
EmissT requirement, which is inverted. The potential bias
in the EisoT shape for the fake lepton in the low-E
miss
T
background-enriched samples is found to be 10%–15%
based on MC simulations. By varying the EmissT thresh-
old, alternative control samples are obtained to evalu-
ate the systematic uncertainties on fl. In addition, the
impact parameter requirements for the muon-candidate
tracks and the shower shape selection criteria for elec-
tron candidates are also varied to obtain alternative con-
trol samples enriched in γ+jets events. The differences
between the γ+jets estimates (about 9%) from those con-
trol samples give one of the main systematic uncertain-
ties. The change in the γ+jets estimates from varying the
lepton isolation requirements (about 4%) is also assigned
as a systematic uncertainty.
In the measurement of the differential fiducial cross
section as a function of EγT, the sideband method is used
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FIG. 2. Sketch of the two-dimensional plane defining the four
regions used in the sideband method. Region A is the sig-
nal region. The non-isolated control regions (B and D) are
defined for photons with EisoT > 7 GeV. The “low quality
photon identification” control regions (C and D) include pho-
ton candidates that fail the full photon shower-shape selec-
tion criteria, but pass a subset of them. For the data driven
W+jets background estimation to the inclusive Wγ measure-
ment, about one thousand W+jets candidates are selected
in the non-isolated control regions, and about two thousand
W+jets candidates are selected in the “low quality photon
identification” control regions.
to estimate the W/γ+jets backgrounds in each EγT bin
for the range 15 < EγT < 60 GeV. Extrapolation meth-
ods are used to estimate the W/γ+jets background in
the EγT > 60 GeV region, where few events are avail-
able. The statistical uncertainty on the background es-
timates become comparable to, or larger than, the sys-
tematic uncertainty at EγT > 40 GeV. The extrapola-
tion from the low to the high EγT regions is done using
the EγT distribution shape obtained from control sam-
ples (W (`ν) events with one “low quality” photon can-
didate to estimate the W+jets background, and W (`ν)
events with a non-isolated lepton to estimate the γ+jets
background). The difference between results (15%–30%)
obtained from the sideband method and extrapolation
methods is treated as an additional uncertainty for the
high-EγT bins.
To measure the differential fiducial cross sections as a
function of jet multiplicity and the transverse mass of the
Wγ system, the distributions of these kinematic variables
for the W/γ+jets backgrounds are taken from the con-
trol samples described in the previous paragraph. The
W/γ+jets distributions are then normalized to the pre-
dicted contributions to the measurements. The extracted
jet multiplicity distribution for the W+jets background
decreases with increasing jet multiplicity.
Z(`+`−) background: To understand background con-
tributions from the Z(`+`−) process, MC simulation is
needed to study the possibility of losing one lepton from
6Z decay due to acceptance. Furthermore, two control
regions are built to study the EmissT modeling in Z + γ
and Z+jets events. The events in the Z + γ control re-
gions are selected by imposing the nominal `+`−γ event
selection criteria, and the events in the Z(e+e−)+jets
control regions are selected by imposing the nominal eνγ
selection criteria, except requiring that meγ be within
15 GeV of the Z boson mass, assuming one of the elec-
trons is mis-identified as a photon. It is found that the
EmissT distributions of Z+γ and Z(e
+e−)+jets events are
well modeled by MC simulations both in events with low
pileup and in events with high pileup. Therefore their
contributions are estimated from MC simulations. The
uncertainties in EmissT modeling in the Z(`
+`−) process
are studied by varying the energy scale and resolution of
the leptons, photons, jets and unassociated energy clus-
ters4 in the calorimeter.
Other backgrounds: The background contributions
from tt¯, WW , single top quark, Z(τ+τ−) and W (τν)
processes are estimated from MC simulations. The sys-
tematic uncertainties arise mainly from theoretical uncer-
tainties on the production cross sections of these back-
ground processes and uncertainties on the lepton, pho-
ton, jet and EmissT modeling in the simulation.
A summary of background contributions and signal
yields in the Wγ analysis is given in Table I. The esti-
mated W+jets background is significantly smaller in the
electron channel than in the muon channel due to the
Z–veto requirement in the electron channel, described in
Sec. V. The distributions of the photon transverse energy,
EmissT , jet multiplicity, and three-body transverse mass
(see Eq. (6)) from the selected Wγ events are shown in
Fig. 3. The data are compared to the sum of the back-
grounds and the SM signal predictions. The distributions
for the expectedWγ signal are taken from signal MC sim-
ulation and normalized to the total extracted number of
signal events shown in Table I (N sigWγ).
B. Background estimation for pp→ `+`−γ
The main background to the `+`−γ signal (amount-
ing to 98%–99% of the total background) originates from
events with Z+jets where jets are misidentified as pho-
tons. The Z+jets contamination is estimated from data
using a sideband method similar to the one described in
Sec. VI A. The main uncertainty (20%) is due to the bias
in the EisoT shape for the fake photons in background-
enriched control samples defined by the “low quality”
selection criteria. The small contribution from tt¯ + X
production (mainly from tt¯ + γ) is estimated from MC
simulation. A summary of background contributions and
4 Unassociated energy clusters in the calorimeter are the energy
deposits that are not matched to any reconstructed high-pT ob-
ject (jet, electron, muon and photon).
signal yields in the `+`−γ analyses is given in Table II.
The distributions of the photon transverse energy, jet
multiplicity, and three-body mass from the selected Zγ
events are shown in Fig. 4. The data and simulation
agree within the uncertainty of the background estimate.
C. Background estimation for pp→ νν¯γ
Background to the νν¯γ signal originates mainly from
the following processes:
• W (eν) events, when the electron is misidentified as
a photon;
• Z(νν¯)+jets and multi-jet events, when one of the
jets in the event is misidentified as a photon;
• τνγ and `νγ events from Wγ production, when the
τ decays into hadrons or when the electron or muon
from τ or W decay is not reconstructed;
• γ+jets events, when large apparent EmissT is created
by a combination of real EmissT from neutrinos in
heavy quark decays and mis-measured jet energy.
W (eν) background: To estimate the background con-
tribution from W (eν), the following dedicated studies are
performed to determine the probability for an electron to
be identified as a photon in the final state. A sample of
Z → e+e− event candidates, with one of the e replaced
by a photon, taken from data is used to estimate the
fraction of electrons from the Z boson decay that are re-
constructed as photons. The events are selected if the
reconstructed invariant mass of the photon and the elec-
tron is close to the Z mass. This fraction (fe→γ) increases
from 2% to 6% as |η| increases. These fake rates are used
to determine the W (eν) background in the signal region,
by weighting the electron candidates in the control region
with the misidentification rate corresponding to their |η|.
The events in the W (eν) control region are selected by
nominal νν¯γ selection criteria, except an electron is used
instead of a photon in the final state. The data-driven
estimates of the W (eν) background are limited mainly by
the accuracy of the measurement of the misidentification
rate. The combined statistical and systematic uncertain-
ties of the determination of fe→γ are used to evaluate
the systematic uncertainties of the W (eν) background
estimate.
Z(νν¯)+jets and multi-jets backgrounds: A data-driven
method similar to the one described in Sec. VI A is
used to determine the background contribution from
Z(νν¯)+jets and multi-jets events. The main systematic
uncertainty (20%) comes from the differences between fγ
values measured in various control samples obtained by
varying the selection criteria for “low quality” photons.
Wγ background: Misidentified events from the Wγ
process are one of the dominant background contribu-
tions to the νν¯γ signal. A large fraction (about 65%)
of the Wγ contamination comes from τνγ events. The
7eνγ µνγ eνγ µνγ
Njet ≥ 0 Njet = 0
NobsWγ 7399 10914 4449 6578
W (`ν)+jets 1240± 160± 210 2560± 270± 580 910± 160± 160 1690± 210± 270
Z(`+`−) +X 678± 18± 86 779± 19± 93 411± 13± 51 577± 16± 73
γ+jets 625± 80± 86 184± 9± 15 267± 79± 54 87± 7± 14
tt¯ 320± 8± 28 653± 11± 57 22± 2± 4 44± 3± 6
other background 141± 16± 13 291± 29± 26 52± 5± 6 140± 22± 18
N sigWγ 4390± 200± 250 6440± 300± 590 2780± 190± 180 4040± 230± 280
TABLE I. Total number of events passing the selection requirements in the data (NobsWγ), expected number of background
events and observed number of signal events (N sigWγ) in the eνγ and the µνγ channels for inclusive (Njet ≥ 0) and exclusive
(Njet = 0) events. N
sig
Wγ is defined as the difference between N
obs
Wγ and the total number of expected background events. The first
uncertainty is statistical and the second uncertainty represents an estimate of the systematic effects. The “other background”
includes contributions from WW , single top quark, W (τν) and Z(τ+τ−) production.
e+e−γ µ+µ−γ e+e−γ µ+µ−γ
Njet ≥ 0 Njet = 0
NobsZγ 1908 2756 1417 2032
NBGZγ 311± 57± 68 366± 83± 73 156± 43± 32 244± 41± 49
N sigZγ 1600± 71± 68 2390± 97± 73 1260± 56± 32 1790± 59± 49
TABLE II. Total number of events passing the selection requirements in the data (NobsZγ ), expected number of background events
(NBGZγ ) and observed number of signal events (N
sig
Zγ) in the e
+e−γ channel and the µ+µ−γ channel with inclusive (Njet ≥ 0) and
exclusive (Njet = 0) selections. N
sig
Zγ is defined as the difference between N
obs
Zγ and the total number of expected background
events. The first uncertainty is statistical and the second uncertainty represents an estimate of the systematic effects.
νν¯γ νν¯γ
Njet ≥ 0 Njet = 0
NobsZγ 1094 662
W (eν) 171± 2± 17 132± 2± 13
Z(νν¯)+jets, multi-jet 70± 13± 14 29± 5± 3
Wγ 238± 12± 37 104± 9± 24
γ+jets 168± 20± 42 26± 7± 11
Z(τ+τ−)γ 11.7± 0.7± 0.9 6.5± 0.6± 0.6
tt¯ 11± 1.2± 1.0 0.9± 0.6± 0.1
N sigZγ 420± 42± 60 360± 29± 30
TABLE III. Total number of events in the data (NobsZγ ), ex-
pected number of background events from various SM pro-
cesses and observed signal yields (N sigZγ) after all νν¯γ selec-
tion criteria are applied for inclusive (Njet ≥ 0) and exclusive
(Njet = 0) events. N
sig
Zγ is defined as the difference between
NobsZγ and the total number of expected background events.
The first uncertainty is statistical and the second uncertainty
represents an estimate of the systematic effects.
branching fractions of the τ decay modes are well known
and modeled by MC simulation. The main uncertainty
on the τνγ contamination is due to the uncertainty on the
MC normalization factor. By assuming lepton universal-
ity for the W boson decays, the MC scale factor for τνγ
events and its uncertainty are taken from the measure-
ment of `νγ events. The scale factor is defined to correct
the yield of `νγ events estimated by MC simulation to
match the `νγ event yield measured in data as shown in
Table I. About 35% of Wγ contamination comes from
`νγ events. Most of the `νγ contamination consists of
events with a low-ET lepton below 25GeV (70%) or with
a high-ET central lepton that failed to pass the identifi-
cation or isolation criteria (20%). Less than 5% of `νγ
contamination comes from events with a forward lepton
outside the detector’s fiducial volume.
γ+jets background: Due to the high-EmissT require-
ment in νν¯γ event selection, γ+jets contamination is sup-
pressed, especially in the exclusive measurement with a
jet veto cut. In order to measure this background from
data, a sample is selected by applying all signal-region se-
lection criteria except for requiring ∆φ(EmissT , jet)< 0.4.
By requiring the EmissT direction to be close to the jet
direction, the selected events in the control region are
dominated by γ+jets background. The yield of γ+jets
obtained in control regions is then scaled by an extrap-
olation factor to predict the γ+jets background yield in
the signal region, where the extrapolation factor is taken
from a γ+jets MC sample. By varying the EmissT thresh-
old from 60 GeV to 100 GeV and varying the jet mul-
tiplicity requirement for the events from Njet ≥ 0 to
Njet ≥ 1, alternative control samples are obtained to
evaluate the systematic uncertainties. The main system-
atic uncertainty in the γ+jets estimate comes from the
different background yields in different control regions.
The systematic uncertainty on the extrapolation factor
is obtained by comparing the predictions from sherpa
and pythia γ+jets MC samples and varying the energy
scale and resolution for jets and EmissT in MC samples.
Other backgrounds: Background contributions from
other processes are determined from MC samples. The
contributions from Z(τ+τ−)γ, and tt¯ are found to be
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FIG. 3. Combined distributions for `νγ candidate events in the electron and muon channels of (a) the photon transverse energy,
(b) the missing transverse energy, (c) the jet multiplicity, and (d) the three-body transverse mass distribution as defined in
Eq. (6). The selection criteria are defined in Sec. V, in particular the photon transverse energy is required to be EγT > 15 GeV,
except for panel (d) where it is required to be EγT > 40 GeV. The distributions for the expected signals are taken from the
ALPGEN MC simulation and scaled by a global factor (1.5) to match the extracted number of signal events shown in Table I.
The ratio of the number of candidates observed in the data to the number of expected candidates from signal and background
processes is also shown. Only the statistical uncertainties on the data are shown for these ratios. As the expected signal is
normalized to match the extracted number of signal events, the ratio provides a comparison only between the observed and
predicted shapes of the distributions. The histograms are normalized by their bin width.
small (about 1% of the total background). The contri-
butions from the other processes such as Z(`+`−)γ, γγ,
and diboson production, are found to be negligible due
to the strict cuts applied to the EmissT and the photon
transverse energy.
To investigate the possibility of non-collision back-
grounds, the distributions of the direction of flight as
well as quality criteria (e.g. shower shapes) of the pho-
ton candidates in data are compared to those expected
from the signal simulation to search for discrepancies.
The direction of flight, which is determined by using the
depth segmentation of the EM calorimeter, can show if
the photon appears to be coming from a vertex other
than the primary vertex. The spectra of the direction of
flight as well as the quality criteria are found to be com-
pletely consistent with those photons produced in events
with real photons (e.g. W (`ν) + γ and Z(`+`−) + γ)
leading to the conclusion that if there are non-collision
background events, they are negligible.
A summary of background contributions and signal
yields in the νν¯γ analysis is given in Table III. The pho-
ton transverse energy, the jet multiplicity and the miss-
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FIG. 4. Distribution for `+`−γ candidate events combining the electron and muon channels of (a) the photon transverse energy,
(b) the jet multiplicity, and (c) the three-body mass distribution. The selection criteria are defined in Sec. V, in particular the
photon transverse energy is required to be EγT > 15 GeV, except for panel (c) where it is required to be E
γ
T > 40 GeV. The
distributions for the expected signals are taken from the SHERPA MC simulation and scaled by a global factor (which is 1.0)
to match the extracted number of signal events shown in Table II. The ratio of the number of candidates observed in the data
to the number of expected candidates from signal and background processes is also shown. Only the statistical uncertainties
on the data are shown for these ratios. The histograms are normalized by their bin width.
ing transverse energy distributions from the selected νν¯γ
events are shown in Fig. 5.
VII. CROSS-SECTION MEASUREMENTS
The cross-section measurements for the Wγ and Zγ
processes are performed in the fiducial region, defined at
particle level using the object and event kinematic selec-
tion criteria described in Sec. V. They are then extrapo-
lated to an extended fiducial region (defined in Table IV)
common to the electron and muon final states. In this
analysis, particle level refers to stable particles, defined as
having lifetimes exceeding 10 ps, that are produced from
the hard scattering or after the hadronization but before
their interaction with the detector. The extrapolation
corrects for the signal acceptance losses in the calorime-
ter transition region (1.37 < |η| < 1.52) for electrons and
photons, and in the high-η region (2.4 < |η| < 2.47) for
muons. It also corrects for the Z-veto requirement in
the Wγ electron channel, for the transverse mass selec-
tion criteria in both channels in the Wγ analysis, and
for the acceptance loss due to the selection requirements
on ∆φ(EmissT , γ) and ∆φ(E
miss
T , jet) in the ννγ analysis.
Jets at particle level are reconstructed in MC-generated
events by applying the anti-kt jet reconstruction algo-
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FIG. 5. Distributions of inclusive νν¯γ candidate events of (a) the photon transverse energy, (b) the missing transverse energy
EmissT , and (c) the jet multiplicity. The selection criteria are defined in Sec. V. The distributions for the expected signal are
taken from the SHERPA MC simulation and scaled by a global factor (which is 1.0) to match the extracted number of signal
events shown in Table III. The ratio of the number of candidates observed in the data to the number of expected candidates
from signal and background processes is also shown. Only the statistical uncertainties on the data are shown for these ratios.
The histograms are normalized by their bin width.
rithm with a radius parameter R = 0.4 to all final-state
stable particles. To account for the effect of final-state
QED radiation, the energy of the generated lepton at
particle level is defined as the energy of the lepton after
radiation plus the energy of all radiated photons within
a ∆R < 0.1 cone around the lepton direction. Isolated
photons with ph < 0.5 [43, 44] are considered as signal,
where ph is defined at particle level as the sum of the
energy carried by final state particles in a ∆R < 0.4 cone
around the photon direction (not including the photon)
divided by the energy carried by the photon.
A. Integrated fiducial cross-section
The cross-section measurements for the processes pp→
`νγ +X and pp→ (`+`−γ/νν¯γ) +X are calculated as
σext−fidpp→`νγ(`+`−γ/νν¯γ) =
N sigWγ(Zγ)
AWγ(Zγ) · CWγ(Zγ) ·
∫ Ldt. (1)
where
• N sigWγ and N
sig
Zγ denote the number of background-
subtracted signal events passing the selection cri-
teria of the Wγ and Zγ analyses. These numbers
are listed in Tables I, II and III.
11
Cuts pp→ `νγ pp→ `+`−γ pp→ νν¯γ
Lepton p`T > 25 GeV p
`
T > 25 GeV —
|η`| < 2.47 |η`| < 2.47 —
N` = 1 N`+ = 1, N`− = 1 N` = 0
pνT > 35 GeV — —
Boson — m`+`− > 40 GeV p
νν¯
T > 90 GeV
Photon EγT > 15 GeV E
γ
T > 15 GeV E
γ
T > 100 GeV
|ηγ | < 2.37, ∆R(`, γ) > 0.7
ph < 0.5
Jet EjetT > 30 GeV, |ηjet| < 4.4
∆R(e/µ/γ, jet) > 0.3
Inclusive : Njet ≥ 0, Exclusive : Njet = 0
TABLE IV. Definition of the extended fiducial region where
the cross sections are evaluated; pνT is the transverse momen-
tum of the neutrino from W decays; pνν¯T is the transverse
momentum of the Z boson that decays into two neutrinos;
N` is the number of leptons in one event; 
p
h is the photon
isolation fraction.
•
∫ Ldt is the integrated luminosity for the channels
of interest (4.6 fb−1).
• CWγ and CZγ are defined as the number of recon-
structed MC events passing all selection require-
ments divided by the number of generated events
at particle level within the fiducial region. These
ratios are shown in Table V.
• AWγ and AZγ are the acceptances, defined at par-
ticle level as the number of generated events found
within the fiducial region divided by the number
of generated events within the extended fiducial re-
gion. These acceptances are listed in Table V.
The correction factors CWγ and CZγ are determined by
using W/Z+γ signal MC events, corrected with scale fac-
tors to account for small discrepancies between data and
simulation. These discrepancies include the differences in
the lepton and photon reconstruction, identification and
isolation efficiencies, as well as trigger efficiencies.
Table VI summarizes the systematic uncertainties on
CV γ from different sources, on the signal acceptance AV γ ,
and on the background estimates. The dominant un-
certainties on CV γ come from photon identification and
isolation efficiency. The photon identification efficiency
is determined from the signal MC samples where the
shower shape distributions of the photon are corrected
to account for the observed small discrepancies between
data and simulation. The systematic uncertainty is de-
termined by comparing the corrected nominal value from
MC simulation with the efficiency measurement using a
pure photon sample from radiative Z decays in data.
The uncertainty on the photon identification efficiency
is found to be about 6% for all V γ measurements. By
doing a similar study, the uncertainty on the photon iso-
lation efficiency is found to be less than 3%.
The uncertainties coming from the jet energy scale
(JES) and resolution (JER) are important for all exclu-
sive V γ measurements. Uncertainties associated with the
JES and JER affect the efficiency of the jet veto criteria
and have an impact on EmissT . By separately varying the
JES and JER within one standard deviation and propa-
gating them to the EmissT , the uncertainties on CV γ due
to these effects are found to be less than 4% for exclusive
`νγ, and 3% for exclusive `+`−γ and νν¯γ measurements.
The uncertainties on energy scale and resolution for
unassociated energy clusters in the calorimeter and for
additional pp collisions are propagated to EmissT , with an
impact on CV γ of less than 2% for the `νγ and νν¯γ mea-
surements.
The muon momentum scale and resolution are stud-
ied by comparing the invariant mass distribution of Z →
µ+µ− events in data and MC simulation [38]. The impact
on `νγ and `+`−γ signal events due to the muon momen-
tum scale and resolution uncertainty is smaller than 1%.
The uncertainties due to the EM energy scale and res-
olution, which affect both the electron and photon, are
found to be 2%–3%.
The efficiencies of the lepton selections, and the lepton
triggers, are first estimated from the signal MC events
and then corrected with scale factors derived using high-
purity lepton data samples from W and Z boson decays
to account for small discrepancies between the data and
the MC simulation [35, 36, 38, 45]. In the `νγ and `+`−γ
measurement, the uncertainty due to lepton identifica-
tion and reconstruction is found to be about 2% in the
electron channel, and less than 1% in the muon channel,
and the uncertainty due to lepton isolation is found to be
less than 2% in the electron channel and less than 0.5%
in the muon channel.
The uncertainty due to single-muon trigger efficiencies
is 2% for `νγ and 0.6% for `+`−γ, while the uncertainty
from single-electron trigger efficiencies is 0.7% for `νγ
and 0.1% for `+`−γ. The uncertainty from photon trigger
efficiencies for νν¯γ is 1%.
The systematic uncertainties for AWγ and AZγ are
dominated by PDF uncertainties (<0.8%), by the renor-
malization and factorization scale uncertainties (<0.5%)
and by the uncertainties on the size of the contributions
from fragmentation photons (<0.3%). The PDF uncer-
tainty is estimated using the CT10 error eigenvectors
at their 90% confidence-level (CL) limits and rescaled
appropriately to 68% CL, with variations of αs in the
range 0.116–0.120. The renormalisation and factorisa-
tion scales are varied by factors of two around the nomi-
nal scales to evaluate the scale-related uncertainties.
The cross-section measurements of each leptonic de-
cay channel and the combined (electron, muon) channels
are extracted using a likelihood method. A negative log-
likelihood function is defined as
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pp→ eνγ pp→ µνγ pp→ e+e−γ pp→ µ+µ−γ pp→ νν¯γ
Njet ≥ 0
CV γ 0.51± 0.04 0.58± 0.04 0.33± 0.02 0.43± 0.03 0.71± 0.05
AV γ 0.68± 0.01 0.86± 0.01 0.83± 0.01 0.91± 0.01 0.97± 0.01
Njet = 0
CV γ 0.46± 0.04 0.55± 0.04 0.31± 0.02 0.40± 0.03 0.69± 0.05
AV γ 0.73± 0.01 0.91± 0.01 0.83± 0.01 0.91± 0.01 0.98± 0.01
TABLE V. Summary of correction factors CWγ (CZγ) and acceptance AWγ (AZγ) for the calculation of the Wγ (Zγ) production
cross sections. The combined statistical and systematic uncertainties are also shown.
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The expression inside the natural logarithm in Eq. (2)
is the Poisson probability of observing N iobs events in
channel i when N is signal and N
i
b background events are
expected. The nuisance parameters x, whose distribution
is assumed to be Gaussian, affect N is and N
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where Sik and B
i
k are, respectively, the relative systematic
uncertainties on the signal and background due to the k-
th source of systematic uncertainty. The quantity n in
Eq. (2) is the number of channels to combine. By varying
the nuisance parameters x, the negative log-likelihood in
Eq. (2) is minimized to obtain the most probable value
of the measured cross section.
For the combination, it is assumed that the uncertain-
ties on the lepton trigger and identification efficiencies
are uncorrelated between different leptonic decay chan-
nels. All other uncertainties, such as the ones on the
photon efficiency, background estimation, and jet energy
scale, are assumed to be fully correlated. The measured
production cross sections in the extended fiducial region
defined in Table IV for the `νγ, `+`−γ and νν¯γ processes
are summarized in Table VII. These cross section mea-
surements are the most extensive made to date for the
study of V+γ production at the LHC.
B. Differential fiducial cross-section
Differential cross sections provide a more detailed com-
parison of the theoretical predictions to measurements,
allowing a generic comparison of the kinematic distri-
butions both in shape and normalization of the spec-
trum. For this purpose, the measured distributions are
corrected to the underlying particle-level distributions by
unfolding the effects of the experimental acceptance and
resolution. A Bayesian iterative unfolding technique [46]
is used. In the unfolding of binned data, effects of the ex-
perimental resolution are expressed by a response matrix,
each element of which is the probability of an event in the
i-th bin at the particle level being reconstructed in the
j-th measured bin. In the iterative Bayesian unfolding,
the initial prior for the underlying particle-level distribu-
tion is chosen to be the particle-level spectrum from the
signal Monte Carlo sample. The posterior probability is
obtained by Bayesian theory given the prior distribution,
the measured distribution and the response matrix. The
posterior is then used by the unfolding algorithm as a
prior for the next iteration. Two iterations are used in
the unfolding procedure because tests have shown that
the unfolded spectrum becomes insensitive to the initial
prior probability after two iterations. The unfolding tech-
niques were tested using a data-driven closure test. In
this test the particle-level spectrum in the MC simulation
is reweighted and convolved through the folding matrix
such that significantly improved agreement between the
data and the reconstructed spectrum from the MC sim-
ulation is attained. The reweighted, reconstructed spec-
trum in the MC simulation is then unfolded using the
same procedure as for the data. The comparison of the
result with the reweighted particle-level spectrum from
the Monte Carlo simulation provides the estimate of the
bias. The typical size of the bias is less than 0.5%.
The EγT bins are chosen to be large compared to the
the detector resolution to minimize migration effects and
to maintain a sufficient number of events in each bin.
The differential fiducial cross section is then defined in
Eq. (5), where x is the variable of the measurement, dx is
the width of the i-th bin of x, and Nunfoldi is the unfolded
number of events in the i-th bin.
dσi
dx
=
Nunfoldi∫ Ldt · dx. (5)
Fig. 6 shows the differential fiducial cross sections as a
function of EγT in V γ processes with the inclusive selec-
tion and with the exclusive zero-jet selection, as well as
a comparison to the SM prediction. The corresponding
13
Source pp→ eνγ pp→ µνγ pp→ e+e−γ pp→ µ+µ−γ pp→ νν¯γ
Relative systematic uncertainties on the signal correction factor CV γ [%]
γ identification efficiency 6.0 (6.0) 6.0 (6.0) 6.0 (6.0) 6.0 (6.0) 5.3 (5.3)
γ isolation efficiency 1.9 (1.8) 1.9 (1.7) 1.4 (1.4) 1.4 (1.4) 2.8 (2.8)
Jet energy scale 0.4 (2.9) 0.4 (3.2) - (2.2) - (2.4) 0.6 (2.0)
Jet energy resolution 0.4 (1.5) 0.6 (1.7) - (1.7) - (1.8) 0.1 (0.5)
unassociated energy cluster in EmissT 1.5 (1.6) 0.5 (1.0) - (-) - (-) 0.3 (0.2)
µ momentum scale and resolution - (-) 0.5 (0.4) - (-) 1.0 (0.8) - (-)
EM scale and resolution 2.3 (3.0) 1.3 (1.6) 2.8 (2.8) 1.5 (1.5) 2.6 (2.7)
Lepton identification efficiency 1.5 (1.6) 0.4 (0.4) 2.9 (2.5) 0.8 (0.8) - (-)
Lepton isolation efficiency 0.8 (0.8) 0.3 (0.2) 2.0 (1.6) 0.5 (0.4) - (-)
Trigger efficiency 0.8 (0.1) 2.2 (2.1) 0.1 (0.1) 0.6 (0.6) 1.0 (1.0)
Total 7.1 (8.0) 6.8 (7.8) 7.6 (7.9) 6.5 (7.1) 6.6 (7.0)
TABLE VI. Relative systematic uncertainties on the signal correction factor CV γ for each channel in the inclusive Njet >= 0
(exclusive Njet = 0) V γ measurement.
σext−fid[pb] σext−fid[pb]
Measurement mcfm Prediction
Njet ≥ 0
eνγ 2.74 ± 0.05 (stat) ± 0.32 (syst) ± 0.14 (lumi) 1.96 ± 0.17
µνγ 2.80 ± 0.05 (stat) ± 0.37 (syst) ± 0.14 (lumi) 1.96 ± 0.17
`νγ 2.77 ± 0.03 (stat) ± 0.33 (syst) ± 0.14 (lumi) 1.96 ± 0.17
e+e−γ 1.30 ± 0.03 (stat) ± 0.13 (syst) ± 0.05 (lumi) 1.18 ± 0.05
µ+µ−γ 1.32 ± 0.03 (stat) ± 0.11 (syst) ± 0.05 (lumi) 1.18 ± 0.05
`+`−γ 1.31 ± 0.02 (stat) ± 0.11 (syst) ± 0.05 (lumi) 1.18 ± 0.05
νν¯γ 0.133 ± 0.013 (stat) ± 0.020 (syst) ± 0.005 (lumi) 0.156 ± 0.012
Njet = 0
eνγ 1.77 ± 0.04 (stat) ± 0.24 (syst) ± 0.08 (lumi) 1.39 ± 0.13
µνγ 1.74 ± 0.04 (stat) ± 0.22 (syst) ± 0.08 (lumi) 1.39 ± 0.13
`νγ 1.76 ± 0.03 (stat) ± 0.21 (syst) ± 0.08 (lumi) 1.39 ± 0.13
e+e−γ 1.07 ± 0.03 (stat) ± 0.12 (syst) ± 0.04 (lumi) 1.06 ± 0.05
µ+µ−γ 1.04 ± 0.03 (stat) ± 0.10 (syst) ± 0.04 (lumi) 1.06 ± 0.05
`+`−γ 1.05 ± 0.02 (stat) ± 0.10 (syst) ± 0.04 (lumi) 1.06 ± 0.05
νν¯γ 0.116 ± 0.010 (stat) ± 0.013 (syst) ± 0.004 (lumi) 0.115 ± 0.009
TABLE VII. Measured cross sections for the `νγ, `+`−γ and νν¯γ processes at
√
s = 7 TeV in the extended fiducial region
defined in Table IV. The statistical uncertainty of each measurement corresponds to the statistical uncertainty of the data
sample used by the measurement. The SM predictions from mcfm [47], calculated at NLO, are also shown in the table with
systematic uncertainties. All mcfm predictions are corrected to particle level using parton-to-particle scale factors as described
in Sec. VIII.
numerical values ( dσi
dEγT
) are summarized in Table VIII.
The systematic uncertainties on the differential fiducial
cross sections are dominated by the uncertainties on the
W+jet, γ+jet, Z(`+`−) background normalization, on
the photon identification, and on the EM and jet energy
scales. The statistical uncertainties on the spectrum are
propagated through the unfolding procedure by perform-
ing pseudo-experiments. Pseudo-experiments are gener-
ated by fluctuating the content of each bin in the data
spectrum and the content of the response matrix accord-
ing to their statistical uncertainties. The unfolding pro-
cedure is then applied to each pseudo-experiment, and
the standard deviation of the unfolded results is taken as
the statistical uncertainty. The systematic uncertainties
on the spectrum are evaluated by varying the response
matrix for each source of uncertainty and by combining
the resulting changes in the unfolded spectrum.
The normalized differential fiducial cross section ( 1σ ×
dσi
dx and
1
σ × dσi(x), where σ =
∑
σi(x) =
∫
dσi
dx dx
and x is the variable under consideration such as EγT)
is also provided for shape comparisons. Some genera-
tors (sherpa and alpgen) the kinematic variable shapes
but are less accurate for the normalization. Table VIII
shows the normalized differential fiducial cross sections
as a function of EγT for the `νγ and `
+`−γ processes.
The normalized cross sections measured in bins of jet
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FIG. 6. Measured EγT differential cross sections of (a) the pp→ `νγ process and of (b) the pp→ `+`−γ process, using combined
electron and muon measurements in the inclusive (Njet ≥ 0) and exclusive (Njet = 0) extended fiducial regions. The lower plots
show the ratio of the data to the predictions by different generators. The Monte Carlo uncertainties are shown only in the
ratio plots. The cross-section predictions of the sherpa and alpgen generators have been scaled by a global factor to match
the total number of events observed in data. The global factor is 1.5 for the alpgen `νγ signal sample and 1.0 for the sherpa
`+`−γ signal sample. No global factor is applied for mcfm predictions.
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multiplicity in V γ events is presented in Fig. 7 and Ta-
ble IX. The measurements are performed in the extended
fiducial phase spaces defined in Table IV, with EγT >
15 GeV for the low-EγT region, and with E
γ
T > 60 GeV
for the high-EγT region. The systematic uncertainties on
the jet multiplicity measurement are dominated by the
uncertainties on the jet energy scale, the jet energy reso-
lution and the background shape.
The transverse mass mWγT spectrum and the invariant
mass mZγ spectrum are also measured in the `νγ and in
the `+`−γ processes, respectively. The transverse mass
is defined in Eq. (6), where m`γ is the invariant mass of
the lepton–photon system:
(mWγT )
2 = (
√
m2`γ + |~pT(γ) + ~pT(`)|2 + EmissT )2
−|~pT(γ) + ~pT(`) + ~EmissT |2.
(6)
These measurements are performed in the extended
fiducial phase space defined in Table IV, with EγT >
40 GeV. The distribution of mWγT for the `νγ candidates
is shown in Fig. 3(d); the expected numbers of signal and
background events are also shown. The unfolded mWγT
spectrum is presented in Fig. 8(a) and Table X. The sys-
tematic uncertainties of mWγT spectrum measurements
are dominated by the uncertainties on the EM energy
scale, the jet energy scale, the EmissT energy scale and the
background shape.
The distribution of mZγ for the `+`−γ candidates is
presented in Fig. 4(c), together with the expected mZγ
distributions of the signal and background events. The
unfolded mZγ spectrum is presented in Fig. 8(b) and Ta-
ble XI. The uncertainties in the mZγ spectrum measure-
ment arise predominantly from the uncertainties on the
EM energy scale.
VIII. COMPARISON TO THEORETICAL
PREDICTIONS
To test the predictions of the SM, the cross-section
measurements of pp → `νγ + X, pp → `+`−γ + X and
pp→ νν¯γ+X production are compared to NLO and LO
calculations using the mcfm [47] program. Version 6.3 of
mcfm includes cross-section predictions for the produc-
tion of Wγ + zero partons at NLO and for Wγ + one
parton at LO. For Zγ production the predictions are at
NLO for both Zγ + zero partons and Zγ + one parton,
and at LO for Zγ + two partons. Finally, νν¯γ produc-
tion is calculated at NLO for zero partons and LO for
one parton.
Measurements of inclusive `νγ production are com-
pared to the NLO Wγ prediction with no restriction
on the associated quark/gluon. Exclusive `νγ produc-
tion is compared to the same NLO prediction by re-
quiring no parton with |η| < 4.4 and pT > 30 GeV
in the final state. Similarly, measurements of inclusive
`+`−γ production are compared directly to the NLO Zγ
prediction while the exclusive `νγ measurement is com-
pared to the prediction with no additional parton with
|η| < 4.4 and pT > 30 GeV. The exclusive cross section
for `+`−γ production with exactly one jet with |η| < 4.4
and pT > 30 GeV is compared to the NLO Zγ + one-
parton prediction with the same kinematic restriction on
the single parton. Production of l+l−γ with exactly two
jets with |η| < 4.4 and pT > 30 GeV is compared to the
LO Zγ + two-parton prediction. The cross sections for
νν¯γ production are calculated in a similar manner using
the mcfm NLO prediction for νν¯γ + zero partons.
All the mcfm predictions include W and Z boson pro-
duction with photons from direct Wγ and Zγ diboson
production, from final-state radiation off the leptons in
the W/Z decays and from quark/gluon radiation using
the BFGSetII [48] photon fragmentation function. Event
generation is done using the default electroweak param-
eters in the mcfm program and the parton distribu-
tion functions ct10 [30]. The renormalization, factor-
ization and photon fragmentation scales are set equal
to
√
M2V + E
γ
T
2
. Photon isolation is defined using the
fractional energy carried by partons in a cone ∆Rγ =
0.4 about the photon direction. The fractional parton
energy h in the isolation cone (excluding the photon’s
energy) is required to be less than 0.5. The kinematic re-
quirements for the parton-level generation are the same
as those chosen at particle level for the extended fiducial
cross-section measurements (see Table IV).
The parton-level cross-section uncertainties are evalu-
ated by varying the PDFs and the renormalization and
factorization scales, and by changing the definition of
photon isolation. The PDF uncertainty is about 3%–
4%. It is estimated using the CT10 error eigenvectors
at their 68% CL limits, and varying the αs values in the
range 0.116 - 0.120. The variation of the renormalization
and factorization scales from the nominal
√
M2V + E
γ
T
2
up and down by a common factor of two gives an un-
certainty about 3%–7%. For the exclusive channels with
no central jets with pT greater than 30 GeV, the method
suggested in Ref. [49] is used to estimate the uncertainty
due to the energy scale of the process. The uncertainty
due to the definition of photon isolation varies in the
range 1%–5%. It is evaluated by varying the fractional
parton energy ph from 0.0 to 1.0.
To compare these NLO SM predictions to the mea-
sured cross sections, they must be corrected for the dif-
ferences between the parton-level and particle-level defi-
nitions of the jet and photon isolation, as done for data.
The alpgen+herwig (for Wγ) and sherpa (for Zγ)
MC samples are used to estimate the parton-to-particle
scale factors. The scale factor (SWγ or SZγ) is defined as
the number of simulated events passing the fiducial region
selection cuts at the particle level divided by the number
of simulated events passing the fiducial region selection
cuts at the parton level. They increase the parton-level
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EγT [GeV] [15,20] [20,30] [30,40] [40,60] [60,100] [100,1000]
pp→ `νγ, Njet ≥ 0
dσWγ/dE
Wγ
T [fb GeV
−1] 192± 32 84± 11 43.0± 5.0 13.9± 1.8 5.0± 0.5 0.090± 0.012
1/σWγ × dσWγ 0.34 0.30 0.15 0.10 0.072 0.029
1/σWγ × dσWγ/dEWγT [GeV−1] 0.068 0.030 0.015 0.0050 0.0018 0.000032
Rel. Uncertainty 7.4% 5.4% 10% 6.6% 9.1% 10%
pp→ `νγ, Njet = 0
dσWγ/dE
Wγ
T [fb GeV
−1] 136± 22 54.5± 7.1 23.6± 3.3 6.9± 1.2 2.1± 0.3 0.030± 0.006
1/σWγ × dσWγ 0.40 0.32 0.14 0.081 0.050 0.016
1/σWγ × dσWγ/dEγT [GeV−1] 0.080 0.032 0.014 0.0041 0.0013 0.000018
Rel. Uncertainty 8.8% 8.5% 11% 9.1% 11% 18%
pp→ `+`−γ, Njet ≥ 0
dσZγ/dE
Zγ
T [fb GeV
−1] 120± 12 42.5± 4.2 13.0± 1.4 4.94± 0.61 1.40± 0.19 0.018± 0.007
1/σZγ × dσZγ 0.45 0.32 0.098 0.075 0.042 0.012
1/σZγ × dσZγ/dEγT [GeV−1] 0.09 0.032 0.0098 0.0038 0.0011 0.000013
Rel. Uncertainty 5.9% 6.2% 10% 12% 12% 36%
pp→ `+`−γ, Njet = 0
dσZγ/dE
Zγ
T [fb GeV
−1] 106± 11 34.3± 4.1 9.3± 1.1 3.24± 0.47 1.01± 0.16 0.007± 0.004
1/σZγ × dσZγ 0.49 0.32 0.087 0.060 0.038 0.0059
1/σZγ × dσZγ/dEγT [GeV−1] 0.098 0.032 0.0087 0.0030 0.00095 0.0000066
Rel. Uncertainty 6.5% 11% 12% 14% 15% 54%
TABLE VIII. The measured differential fiducial cross sections and normalized differential fiducial cross sections as a function
of EγT for the `νγ and `
+`−γ processes using combined electron and muon measurements in the extended fiducial region
defined in Table IV: inclusive with Njet ≥ 0 and exclusive with Njet = 0. The uncertainties given here are the combination
of the systematic and statistical uncertainties. Absolute uncertainties are presented for the measured differential fiducial cross
sections, and relative uncertainties are presented for the measured normalized differential fiducial cross sections.
Njet 0 1 2 3
pp→ `νγ, EγT ≥ 15 GeV
1/σWγ × dσWγ/dNjet 0.58 0.27 0.12 0.037
Rel. Uncertainty 5.2% 11% 11% 22%
pp→ `νγ, EγT ≥ 60 GeV
1/σWγ × dσWγ/dNjet 0.33 0.40 0.16 0.11
Rel. Uncertainty 10% 6.4% 11% 22%
pp→ `+`−γ, EγT ≥ 15 GeV
1/σZγ × dσZγ/dNjet 0.80 0.15 0.052 -
Rel. Uncertainty 3.4% 11% 22% -
pp→ `+`−γ, EγT ≥ 60 GeV
1/σZγ × dσZγ/dNjet 0.60 0.28 0.12 -
Rel. Uncertainty 6.4% 9.4% 16% -
TABLE IX. The measured differential fiducial cross sections as a function of jet multiplicity for `νγ and `+`−γ processes.
The measurements are performed in the extended fiducial phase spaces defined in Table IV, with EγT > 15 GeV and with
EγT > 60 GeV. The relative uncertainty is computed from the combination of cross sections from the electron and muon channels.
mWγT [GeV] [50,100] [100,150] [150,200] [200,300] [300,400] [400,1000]
1/σWγ × dσWγ 0.037 0.27 0.32 0.24 0.079 0.050
1/σWγ × dσWγ/dmWγT [GeV−1] 0.00074 0.0054 0.0064 0.0024 0.00079 0.000083
Rel. Uncertainty 27% 8.0% 7.4% 6.4% 11% 17%
TABLE X. The measured differential fiducial cross sections as a function of mWγT for inclusive `νγ process. The relative
uncertainty is computed from the combination of cross sections from the electron and muon channels.
mZγ [GeV] [50,150] [150,200] [200,300] [300,1000]
1/σZγ × dσZγ 0.14 0.44 0.32 0.11
1/σZγ × dσZγ/dmZγ [GeV−1] 0.0014 0.0088 0.0032 0.00016
Rel. Uncertainty 13% 5.5% 6.9% 14%
TABLE XI. The measured differential fiducial cross sections as a function of mZγ for inclusive `+`−γ process. The relative
uncertainty is computed from the combination of cross sections from the electron and muon channels.
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FIG. 7. The differential cross-section measurements as a function of the jet multiplicity for the pp → `νγ and pp → `+`−γ
processes, for (a) EγT > 15 GeV, pp→ `νγ, (b) EγT > 60 GeV, pp→ `νγ, (c) EγT > 15 GeV, pp→ `+`−γ and (d) EγT > 60 GeV,
pp → `+`−γ. The lower plots show the ratio of the data to the predictions by different generators. The mcfm prediction
for inclusive (exclusive) `νγ cross section with pγT > 60 GeV is 171 ± 23 fb (80 ± 22 fb). The corresponding predictions for
pγT > 15 GeV are given in Table VII. mcfm does not provide the predictions for two and three jet bins for the pp → `νγ
process, therefore only alpgen and sherpa predictions are shown in (a) and (b).
cross sections by up to 13% with uncertainties that vary
from 3% to 7% depending on the channel. A typical
value of the scale factor predicted for the Wγ inclusive
phase space by the algpen (sherpa) generator is 1.05
(1.00). The uncertainties for Wγ events are evaluated
by comparing the differences in predictions made using
alpgen and sherpa. The uncertainties for Zγ events are
evaluated by comparing two signal samples: the nominal
sample uses the sherpa generator, the alternative sam-
ple is obtained from the madgraph [50] generator in-
terfaced to pythia for parton shower and fragmentation
processes. A typical value of the scale factor predicted
for the Zγ inclusive phase space by the sherpa (mad-
graph) generator is 1.02 (1.03).
A. Integrated cross-section predictions
The inclusive and exclusive production cross sections
in the extended fiducial regions defined in Table IV for
the `νγ, `+`−γ and νν¯γ final states are compared as de-
scribed above to the NLO predictions made by the mcfm
generator. The parton-level predictions corrected to the
particle level are listed in Table VII together with the
18
 
  
γ
W T
/d
m
γ
W
σ
 
d
× γ
W
σ
1/
0
0.1
0.2
0.3
0.4
0.5 Data 2011SHERPA
ALPGEN
MCFM 
ATLAS =7TeVs, -1 L dt = 4.6 fb∫   
 0≥ jet>40 GeV, N
γ
T
, Eγ ν l →pp 
 [GeV]γWTm
Th
eo
ry
D
at
a
0.2
1
1.8
    1000      300       400     150       200     100    50    
(a)
 
  
γZ
/d
m
γZ
σ
 
d
× γZ
σ
1/
0
0.1
0.2
0.3
0.4
0.5
0.6
Data 2011
SHERPA
MCFM 
ATLAS =7TeVs, -1 L dt = 4.6 fb∫   
 0≥ jet>40 GeV, N
γ
T
, Eγ - l+ l→pp 
 [GeV]γZm
Th
eo
ry
D
at
a
0.2
1
1.8
       300            1000         200       50              150     
(b)
FIG. 8. The inclusive normalized differential cross section of (a) the pp → `νγ process as a function of mWγT and (b) the
pp→ `+`−γ process as a function of mZγ . The lower plots show the ratio of the data to the prediction by different generators.
measured cross sections for events with EγT >15 GeV.
The mcfm NLO predictions agree well with the mea-
sured `+`−γ and νν¯γ cross sections. For the `νγ + X
channel the measured exclusive (Njet =0) cross section is
slightly higher and the inclusive (Njet ≥0) cross section
significantly higher than the mcfm predictions. The dis-
crepancy between the NLO prediction and data in the
`νγ +X channel is due to significant contributions from
multi-jet production that are not observed in `+`−γ as
discussed in more detail below. In Wγ production there
are contributions from processes with direct photon emis-
sion from theW boson which are absent in Zγ production
(see Fig. 1d). These additional Wγ production processes
tend to have a higher jet multiplicity, and these contribu-
tions are not included in the current NLO calculations.
B. Differential cross sections for pp→ `+`−γ
The differential cross sections for `+`−γ production
can be compared to the NLO mcfm predictions and to
those of the LO sherpa generator scaled with an overall
normalization factor obtained from data. The EγT spectra
from the inclusive and exclusive `+`−γ channel are shown
in Fig. 6(b). There is good agreement between the data
and the sherpa and mcfm predictions over the full EγT
range. The normalized differential spectrum for the mZγ
is compared to sherpa and mcfm in Fig. 8(b). The NLO
mcfm prediction reproduces the measured mZγ some-
what better than the LO sherpa MC. The normalized
jet multiplicity spectrum from the `+`−γ + X events is
shown in Figs. 7(c) and (d). This can be compared to the
LO sherpa generator with up to three partons, as well
as to the mcfm generator with NLO predictions for zero
and one parton, and a LO prediction for two partons. As
shown in Figs. 7(c) and (d), both the mcfm and sherpa
generators are in good agreement with data.
C. Differential cross sections for pp→ `νγ
The background-subtracted, unfolded differential cross
sections for `νγ production can be compared to the NLO
mcfm prediction and to both the alpgen and sherpa
MC generators. The predictions from mcfm are abso-
lute cross sections, while those from both alpgen and
sherpa are scaled by an overall normalization factor ob-
tained from data. The measured EγT spectrum is shown
in Fig. 6(a) for both inclusive and exclusive event se-
lections. The mcfm prediction agrees with the data in
the lowest photon EγT bin but there are significant dis-
crepancies in all higher EγT bins, the effect being more
enhanced for the inclusive event selection. The MC gen-
erators (alpgen and sherpa) reproduce the shape of the
EγT spectrum reasonably well over the full E
γ
T range. The
normalized differential cross section for `νγ as a function
of mWγT is shown in Fig. 8(a). The mcfm, alpgen and
sherpa generators all provide a good description of the
data.
The better description of alpgen and sherpa com-
pared to the mcfm prediction for the EγT spectrum from
`νγ production, can be attributed to processes with large
parton multiplicities, which correspond to tree-level di-
agrams of higher order in the strong coupling constant.
A comparison of the jet multiplicities in the low-EγT re-
gion (Fig. 7(a)) and in the high-EγT region (Fig. 7(b)),
shows that those processes with more than one parton
(jet) contribute more in higher EγT regions. The mcfm
NLO cross-section prediction for `νγ production includes
real parton emission processes only up to one radiated
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quark or gluon. The lack of higher-order QCD contribu-
tions results in an underestimate of the predicted cross
sections. For the same reason, the improvement of the
description by alpgen compared to sherpa for the pre-
dictions of the jet multiplicity spectrum can be attributed
to the fact that there are more additional hard partons
included in the matrix element calculation with the Alp-
gen generator.
IX. LIMITS ON ANOMALOUS
TRIPLE-GAUGE-BOSON COUPLINGS
The reconstructed EγT distributions from V γ events
with the exclusive zero-jet selection are used to set limits
on WWγ, ZZγ and Zγγ anomalous triple-gauge-boson
coupling parameters. Assuming C and P conservation
separately, the aTGCs are generally chosen as λγ and
∆κγ (∆κγ = κγ − 1) for the WWγ vertex [43, 44], and
hV3 and h
V
4 for the ZV γ vertices [51].
Form factors are introduced to avoid unitarity vio-
lation at very high energy. Typical choices of these
form factors for the WWγ aTGCs are: ∆κγ(s) =
∆κγ/(1 + sˆ/Λ
2)2 and λγ(s) = λγ/(1 + sˆ/Λ
2)2 [44]. For
the ZV γ aTGCs, conventional choices of form factors are
hV3 (s) = h
V
3 /(1+sˆ/Λ
2)3 and hV4 (s) = h
V
4 /(1+sˆ/Λ
2)4 [51].
Here
√
sˆ is the Wγ or Zγ invariant mass and Λ is the
new-physics energy scale. To conserve unitarity, Λ is cho-
sen as 6 TeV in the Wγ analysis and 3 TeV in the Zγ
analysis. The results with energy cut-off Λ = ∞ are
also presented as a comparison in the unitarity violation
scheme.
Deviations of the aTGC parameters from the SM pre-
dictions would nearly all lead to an excess of high-energy
photons associated with the W and Z bosons. Thus,
measurements of the exclusive extended fiducial cross sec-
tions for Wγ production with EγT > 100 GeV are used to
extract aTGC limits. The cross-section predictions with
aTGCs (σaTGCWγ and σ
aTGC
Zγ ) are obtained from the mcfm
generator. The number of expected Wγ events in the
exclusive extended fiducial region (NaTGCWγ (∆κγ , λγ)) for
a given aTGC strength is obtained using Eq. (7)
NaTGCWγ (∆κγ , λγ) = σ
aTGC
Wγ ×CWγ×AWγ×SWγ×
∫
Ldt.
(7)
For the Zγ case, NaTGCZγ (h
γ
3 , h
γ
4) or N
aTGC
Zγ (h
Z
3 , h
Z
4 ) are
obtained in a similar way. The anomalous couplings in-
fluence the kinematic properties of Wγ and Zγ events
and thus the corrections for event reconstruction (CWγ
and CZγ). The maximum variations of CWγ and CZγ
within the measured aTGC limits are quoted as addi-
tional systematic uncertainties.
The limits on a given aTGC parameter are extracted
from a Frequentist Profile Likelihood test, as explained
in Sec. VII, given the extended fiducial measurements.
The profile likelihood combines the observed number of
exclusive V γ candidate events with EγT > 100 GeV, the
Measured Expected
processes pp→ `νγ
Λ ∞ ∞
∆κγ (−0.41, 0.46) (−0.38, 0.43)
λγ (−0.065, 0.061) (−0.060, 0.056)
Λ 6 TeV 6 TeV
∆κγ (−0.41, 0.47) (−0.38, 0.43)
λγ (−0.068, 0.063) (−0.063, 0.059)
processes pp→ ννγ and pp→ `+`−γ
Λ ∞ ∞
hγ3 (−0.015, 0.016) (−0.017, 0.018)
hZ3 (−0.013, 0.014) (−0.015, 0.016)
hγ4 (−0.000094, 0.000092) (−0.00010, 0.00010)
hZ4 (−0.000087, 0.000087) (−0.000097, 0.000097)
Λ 3 TeV 3 TeV
hγ3 (−0.023, 0.024) (−0.027, 0.028)
hZ3 (−0.018, 0.020) (−0.022, 0.024)
hγ4 (−0.00037, 0.00036) (−0.00043, 0.00042)
hZ4 (−0.00031, 0.00031) (−0.00037, 0.00036)
TABLE XII. The measured and expected 95% CL intervals on
the charged (∆κγ , λγ) and neutral (h
γ
3 , h
Z
3 , h
γ
4 , h
Z
4 ) anoma-
lous couplings. The results obtained using different Λ values
are shown, all the other couplings are set to the SM values.
The two numbers in each parenthesis denote the 95% CL in-
terval.
expected signal as a function of the aTGC (Eq. (7)) and
the estimated number of background events.
The systematic uncertainties are included in the like-
lihood function as nuisance parameters with correlated
Gaussian constraints. A point in the aTGC space is ac-
cepted (rejected) at the 95% CL if less (more) than 95%
of the randomly generated pseudo-experiments exhibit
larger profile likelihood ratio values than those observed
in data.
The limits are defined as the values of aTGCs that
demarcate the central 95% of the integral of the likeli-
hood distribution. The resulting allowed ranges for the
anomalous couplings are shown in Table XII for WWγ
and ZV γ (V = Z, γ). These results are also compared
in Fig. 9 with the results from LEP [11] and the Teva-
tron [4–6].
The limits on each aTGC parameter are obtained with
the other aTGC parameters set to their SM values us-
ing a one-dimensional profile likelihood fit. The limits
on each pair of aTGC are also evaluated by the same
method. The 95% CL regions in two-dimensional aTGC
space are shown as contours on the (∆κγ , λγ), (h
γ
3 , h
γ
4)
and (hZ3 ,h
Z
4 ) planes in Fig. 10. Since all sensitivity of the
measurement is contained in a single measurement of the
V γ cross sections in the high-EγT regions, the likelihood
ratio used to obtain the two-dimensional limits has one
effective degree of freedom. Therefore the results of the
aTGC frequentist limits found in the one-dimensional fit
are identical to the corresponding limits obtained from
the two-dimensional fits at the points where the other
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aTGC is zero as shown in Fig. 10.
X. SEARCH FOR NARROW RESONANCES
Models such as Technicolor (TC) predict spin-1 mesons
that have significant branching ratios to Wγ and Zγ.
The discovery of a particle compatible with the SM
Higgs [56, 57] does not exclude the full phase space of
the TC models [58–60]. Therefore, they are used here as
a benchmark for new physics processes that would appear
as new resonant Wγ and Zγ states.
Exotic resonance signals and SM backgrounds are
modeled using probability density functions as described
below. The model is then fit to the data to test for the
presence of new physics. The electron (e+e−γ and eνγ)
and muon (µ+µ−γ and µνγ) channels are evaluated in-
dependently in the search for Wγ and Zγ resonances.
A. Generation and event selection
The Technicolor Strawman [61] model implemented in
pythia [24] is used to describe the production and decay
of neutral and charged techni-mesons: ωT → Zγ and aT
→ Wγ. The following parameters are used in the event
generation: number of technicolors NTC = 4; techni-
quark charges QU = 1 and QD = 0 for the Zγ final state
and QU = 1/2 and QD = −1/2 for the Wγ final state5;
mixing angle between the techni-pions and electroweak
gauge boson longitudinal component sinχ = 1/3. In ad-
dition, the mass splittings between the techni-mesons are
set to be as follows: mρT = mωT , maT ≈ 1.1 ×mρT and
mρT −mpiT = mW .
This set of parameters follows those introduced for pre-
vious Low Scale Technicolor (LSTC) [62, 63] searches in
the WZ and dilepton final states at the Tevatron and at
the LHC. Using these parameters, the intrinsic widths of
the resonances are of order 1 GeV, which is less than
the measurement resolution. The results obtained in this
study are therefore generic, as long as the resonances
studied are narrow. The best limits on techni-meson pro-
duction have been set at the LHC. Studying dilepton final
states [64] in 4.9 fb−1 of
√
s = 7 TeV data, the ATLAS
experiment excluded at the 95% CL the production of ωT
and ρT with masses mρT/ωT < 855 GeV. In the WZ final
state [65], the CMS collaboration obtained an exclusion
mρT/ωT < 938 GeV based on 5.0 fb
−1 of
√
s = 7 TeV
data.
The searches for narrow resonances in the Wγ and Zγ
final states are performed using the event selections de-
5 This parameterization of the techni-quark charges is used in or-
der to keep only the dominant aT contribution in the Wγ final
state to avoid the model dependence that could result from hav-
ing two nearby peaks in the signal. In this way the ρT contribu-
tion is removed.
fined in Sec. IV but with the photon transverse energy
EγT required to be greater than 40 GeV. This choice is
made to optimize the signal over SM background ratio
since the decay products of a heavy resonance would be
boosted. In order to keep the results as generic as possi-
ble, there is no further optimization of the cuts.
This study uses five mass points for mωT ranging from
200 GeV to 650 GeV for the Zγ channel, and seven mass
points for maT ranging from 275 GeV to 800 GeV for
the Wγ channel. The signal samples are produced using
the pythia [24] generator interfaced to the full ATLAS
geant4 [15] simulation [14] with events reconstructed
as for the data. Table XIII summarizes the expected
number of events at each mass point after all selection
cuts.
mωT [ GeV] maT [ GeV] Wγ events Zγ events
200 225 - 47.8± 4.8
250 275 85.2± 8.4 -
300 330 58.2± 5.8 16.4± 1.3
350 385 39.3± 4.1 -
400 440 27.1± 2.2 6.9± 0.4
450 490 18.9± 1.6 -
500 550 13.6± 1.2 3.4± 0.2
650 720 - 1.4± 0.1
725 800 3.4± 0.3 -
TABLE XIII. Expected number of events after all selection
cuts for the generated signal mass values. The quoted un-
certainties are the combined statistical and systematic uncer-
tainties. The number of expected events is indicated only for
points used in the analysis.
B. Signal modeling
For the ωT → Zγ channel, the mZγ distribution is fit
by the sum of a Crystal-Ball function (CB) [66–68], which
simulates the core mass resolution plus a non-Gaussian
tail for low mass values, and a small wider Gaussian com-
ponent that takes into account outliers in the mass distri-
bution. The mean values of the CB and Gaussian func-
tions are fixed to be equal. For simulated events, the
mean fitted mass is found to be within 0.6 GeV of the
generated resonance mass for both the µ+µ−γ and e+e−γ
channels. At the reconstruction level, the full width at
half maximum of the signal grows linearly from 9 GeV
at mωT = 200 GeV to 30 GeV at mωT = 650 GeV. In
order to scan for resonance signals in the data, mZγ mass
distributions are constructed in 5 GeV steps from 200 to
650 GeV by linearly interpolating the signal lineshape
fit parameters for the mZγ distributions.
For the aT → Wγ channel, the mWγT distribution is fit
by a CB function. The mean value of the distribution is
measured to be lower than the generated mass of the reso-
nance as expected for the transverse mass. The signal res-
olution grows linearly from 20 GeV at maT = 275 GeV
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FIG. 9. The 95% CL intervals for anomalous couplings from ATLAS, D0 [5, 6], CDF [4] and LEP [11] for (a),(b) the neutral
aTGC hγ3 , h
Z
3 , h
γ
4 , h
Z
4 as obtained from Zγ events, and (c) the charged aTGCs ∆κγ , λγ . The integrated luminosities and
new-physics scale parameter Λ are shown. The ATLAS and D0 results for the charged aTGCs measured from Wγ production
are shown. Except for the coupling under study, all other anomalous couplings are set to zero. The LEP charged aTGCs results
were obtained from WW production, which is also sensitive to the WWZ couplings and therefore required some assumptions
(λZ = λγ , ∆κγ = (cos
2θW /sin
2θW )(∆g
Z − ∆κZ)) about the relations between the WWγ and WWZ aTGCs [11, 52–54],
but did not require assumptions about the scale Λ. The combined aTGC results from the D0 experiment are obtained from
WW +WZ → `νjj, WW +WZ → lνl+l−, Wγ → lνγ , and WW → lνlν events [55]. The LEP limits on neutral aTGC’s are
much larger than those from hadron colliders and are not included in (b).
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FIG. 10. Observed 95% CL limits shown in the two-parameter planes for pairs of anomalous couplings (a) hZ3 and h
Z
4 , (b) h
γ
3
and hγ4 , and (c) ∆kγ and λγ , corresponding to an infinite cut-off scale. The horizontal and vertical lines inside each contour
correspond to the limits found in the one-parameter fit procedure, and the ellipses indicate the correlations between the one-
parameter fits. Since all sensitivity of the measurement is contained in a single measurement of the V γ cross sections in the
high-EγT regions, the likelihood ratio used to obtain the two-dimensional limits has one effective degree of freedom.
to about 35 GeV at maT = 800 GeV. The data are
scanned for aT →Wγ resonance signals using mWγT mass
distributions constructed in 10 GeV steps from 275 to
800 GeV by linearly interpolating the signal lineshape
fit parameters for the mWγT distributions.
C. Background modeling
The background estimations for the V γ resonance
searches use the techniques described in Sec.VI. The dis-
tributions of the SM predictions and the data after the
event selection cuts are shown in Figs. 11(a) and (b) for
meνγT and m
µνγ
T , and in Figs. 12(a) and (b) for m
e+e−γ
and mµ
+µ−γ . All the mass distributions have a broad
maximum at about 150 GeV. Since the search for a res-
onant structure on top of a peaking background is more
complex than on a falling distribution, the search is con-
ducted only on the tails of the mZγ and mWγT mass dis-
tributions for masses larger than 180 GeV.
A blinded search is conducted in the signal region.
Agreement between the data and the Monte Carlo mod-
eling is checked in two control regions for each final state.
One control region is obtained by reversing the cut on the
photon transverse energy (EγT < 40 GeV), and the other
one by reversing the cut (< 170 GeV) on the discrimi-
nating variable (i.e.: mZγ for the Zγ channel and mWγT
for the Wγ channel). Good agreement is found between
data and Monte Carlo samples in these control regions.
A probability density function is created to describe
the SM background in the signal region. This approach
has two advantages. The shape of the SM background is
taken directly from the sidebands of the fit. The prob-
ability density function obtained is also less sensitive to
statistical fluctuations in the tail than techniques rely-
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FIG. 11. Three-body transverse mass for (a) the eνγ and (b) µνγ final states. The background-only fit to the data is shown.
The significance quoted is defined as (D−B)√
B
, where D is the number of data events and B the number of predicted events by
the fit in the bin considered. The background distributions for the expected `νγ events are taken from the MC simulation
(generated with alpgen) and normalized to the extracted number of `νγ events. The signal near the limit at maT = 700 GeV
is also shown.
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FIG. 12. Three-body invariant mass for (a) the e+e−γ and (b) µ+µ−γ final states. The background-only fit to the data is
shown. The significance quoted is defined as (D−B)√
B
, where D is the number of data events and B the number of predicted
events by the fit in the bin considered. The background distributions for the expected `+`−γ events are taken from the MC
simulation (generated with sherpa) and normalized to the extracted number of `+`−γ events. The signal near the limit at
mωT = 490 GeV is also shown.
ing on Monte Carlo templates. For both the Wγ and
Zγ channels, the overall shape of the SM background in
the signal region is due to the sum of components with
different shapes. A double-exponential function provides
the best model in the signal region:
fbkg = Nbkg × (eα1·m + eα2·m). (8)
The background model is tested against a 1 fb−1 data
sample that has been previously analyzed [8]. In addition
it is tested with the nominal Monte Carlo distribution
and the shape of the Monte Carlo distribution obtained
by varying the background composition within system-
atic uncertainties. The double-exponential function is
found to reproduce the shapes of all these distributions
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properly, and is therefore used for the SM background es-
timation. The results of the unbinned fit to the data can
be seen as the solid curve on each of the mass spectra in
Figs. 11 and 12. The χ2 per degree of freedom obtained
for the background-only fit is close to unity for all the
distributions.
D. Fit model and statistical methods
The normalization, Nbkg, and the two exponential co-
efficients, α1 and α2, in the SM background probabil-
ity density function (Eq.(8)) are all free to vary. An-
other term takes into account a systematic uncertainty
on the background shape. In order to ensure there are
enough events in the sidebands on each side of the distri-
bution, the SM background fit is performed in the range
[180, 800] GeV for the mZγ distribution and the range
[180, 1000] GeV for the mWγT distribution. For both the
data and the pseudo-data experiments, a maximum log-
likelihood method is used to fit the SM background prob-
ability density function to the observed event distribu-
tion.
The parameters of the signal probability density func-
tions are all fixed to their nominal values, except the
normalization of the signal and two nuisance terms that
account for systematic uncertainty on the signal event
rate and resolution as explained below. The search is
conducted by scanning the mZγ and mWγT distributions
every 5 GeV for the Zγ channel and every 10 GeV for
the Wγ channel using the signal template. The normal-
ization of the signal is fit according to the equation
NS = σFid × Reco ×
∫
Ldt (9)
where the factor σFid, the signal fiducial cross section,
is the only free parameter in this equation. The factor
Reco is the signal reconstruction efficiency
6, defined
as the number of signal events passing the detector
simulation and the full event selection divided by the
number of events generated in the extended fiducial
volume defined in Table IV but applying EγT > 40 GeV.
The factor Reco accounts for the selection efficiency
for signal events generated within the fiducial region.
It includes, for example, effects due to the detector
resolution on the lepton and photon transverse mo-
mentum and energies, and on the missing transverse
energy. The normalization of the signal is determined
simultaneously in the electron and muon samples for
the combination. The results obtained are therefore
less sensitive to statistical fluctuations in a given channel.
6 Reco contains both the acceptance AWγ(Zγ) and the correction
factor CWγ(Zγ) in Eq.(1).
The parameter of interest used in this analysis is the
fiducial cross section of an eventual new physics signal.
σFid is scanned to check the compatibility of the data
with a background only or a signal plus background hy-
pothesis.
The statistical test used is based on the Profile Like-
lihood Ratio [70] L(σFid), to test different hypothesized
values of σFid. L(σFid) is built from the likelihood func-
tion describing the probability density function of mZγ
and mWγT under a signal plus background hypothesis and
the systematic uncertainties. It combines both electron
and muon final states. The statistical tests are then per-
formed on the mWγT and m
Zγ distributions.
The data are interpreted using a modified frequentist
approach (CLs) [69] for setting limits. A fiducial cross
section is claimed to be excluded at 95% CL when CLs
is less than 0.05. The probability of the background-only
hypothesis, or p0-value, is obtained using a frequentist
approach. The latter gives the probability that the
background fluctuates to the observed number of events
or above.
E. Systematic uncertainties
Systematic uncertainties on the signal resonances are
taken into account as nuisance parameters in the like-
lihood function used for the signal+background model.
Two different effects are evaluated for each source of sys-
tematic uncertainty, one for the signal event rate and one
for the resolution of the signal. Each systematic effect
is investigated by propagating the corresponding uncer-
tainty to the signal sample. These are computed sepa-
rately for each of the simulated resonance mass points.
The four categories of systematic uncertainties and their
impacts on the resonant signals are summarized below for
mωT = 300 GeV in the Zγ channel and maT = 330 GeV
in the Wγ channel.
The systematic effects due to the photon isolation,
identification, energy resolution and energy scale are con-
sidered. The impact of the photon geometric position in
the detector on the peak resolution is also investigated to
account for differences that could arise from changes of
the photon pseudorapidity distribution in different the-
oretical models. The impact of this effect is minor and
found to be about 0.2 GeV. The systematic uncertain-
ties due to the photon reconstruction and identification
contribute most to the systematic uncertainties on the
signal. The total effect on the event rate is measured
to be 5.7% in all the channels, and contributes about
0.5 GeV to the systematic uncertainty on the resolution
of the central mass of the resonance.
The systematic effects due to the electron energy reso-
lution and electron energy scale are treated as fully corre-
lated with the photon energy scale and resolution in the
final states containing electrons (e+e−γ and eνγ). The
effects of the muon energy scale and muon energy resolu-
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tion, lepton identification and trigger efficiency are also
investigated. The total effect of the lepton reconstruction
and identification on the signal event rate is about 1.8%
in the muon channels, and about 1.2% in the electron
channels. The effect on the peak resolution is only about
0.2 GeV.
Systematic effects due to the jet energy scale and res-
olution and the calibration of the missing transverse en-
ergy impact only the Wγ channel. These are found to
cause uncertainties in the event rate of about 1% and on
the peak resolution of about 1 GeV.
Finally there is a systematic uncertainty on the res-
onance production rate due to the 3.9% uncertainty on
the integrated luminosity [12].
The effects of all the systematic uncertainties are com-
bined in quadrature. The total systematic uncertainty
on the event rate is found to be approximately 7% for
all the mass points in the two channels. The system-
atic uncertainty on the peak resolution is found to be
approximately 1(2) GeV for the Zγ channel at mωT =
300(650) GeV and 1.5(3) GeV at maT = 330(800) GeV
in the Wγ channel.
Since the SM backgrounds are determined using a
sideband fit to the data, uncertainties in the detector
resolution and physics object reconstruction or identi-
fication have a negligible effect on the background in
this analysis. However, a systematic effect from the
background modeling is investigated. The method con-
sidered consists of generating background-only pseudo-
experiments, and fitting each pseudo-dataset with the
signal+background model to measure a residual signal
strength. For each final state, one thousand background-
only pseudo-experiment samples are generated with the
expected number of SM background events. For each
pseudo-experiment, the signal+background model is fit
in steps of ∆mωT = 1 GeV for the Zγ channel and
∆maT = 1 GeV for theWγ channel to measure a residual
signal strength. For each mass point the mean value of
the fitted strength is measured. If there is no bias in the
fit model, this distribution should be centered exactly at
0. Since this is not the case, the systematic uncertainty
on the background shape is taken to be the difference be-
tween 0 and the most discrepant fitted strength obtained
anywhere in the mass range, augmented by the 1σ un-
certainty on that fitted strength. The size of this effect
is measured to be 0.2 fb for the Zγ analysis. This repre-
sents about 5% on the limit at low masses and up to 20%
at high masses. It is measured to be 1.2 fb for the Wγ
analysis, which represents about 6% on the limit at low
masses and up to 25% at high masses. This dominant
systematic effect is taken into account in the fit model,
by allowing the backgrounds to fluctuate like the signal,
but constrained by these values.
Finally, systematic effects are evaluated on the sig-
nal theoretical cross sections due to the limited knowl-
edge of the proton PDFs and the energy scale of the
process. These are computed by comparing predictions
of the nominal LO PDF set mrst2007 [25] to the 68%
CL error set of the mstw2008 [71] PDF sets using the
lhapdf framework [72]. The deviation of the predictions
from the central value are added in quadrature and taken
to be the size of the uncertainty. The magnitude of the
PDF uncertainties on the cross sections is about 3% for
the Zγ channel and 5% for the Wγ channel.
F. Results
The reconstruction efficiencies, Reco, and the expected
and observed limits on the fiducial cross section times
branching ratio for the ωT→ Zγ and aT→Wγ resonance
signals are summarized in Table XIV and Table XV, re-
spectively. The efficiencies are relatively flat versus the
mass of the resonances.
The search is used to set 95% CL limits on the pro-
duction of techni-mesons. Figure 13 (a) shows the ex-
pected and observed limits obtained for ωT → Zγ. The
two largest deviations are observed at mωT = 465 GeV
where a downward fluctuation is seen with a p-value
of p0 ≈ 0.01 or a local significance of 2.7σ and at
mωT = 205 GeV where an upward fluctuation is seen
with a p-value of p0 ≈ 0.02 or a local significance of 2.4σ.
In the Zγ channel the expected mass limit on the LSTC
production of ωT is mωT = 483 GeV, while the observed
limit is mωT = 494 GeV.
Figure 13 (b) shows the expected and observed limits
obtained for aT → Wγ . The largest deviation is ob-
served at maT = 285 GeV where an upward fluctuation
is recorded with a p-value of p0 ≈ 0.05 or a local sig-
nificance of 2.0σ. In the Wγ channel the expected mass
limit on the LSTC production of aT is maT = 619 GeV,
while the observed limit is maT = 703 GeV.
These results are similar to those from previous
searches for LSTC [64, 65] in other channels. They are
more stringent than previous limits from vector reso-
nance searches [10] in the Zγ final state and they are
the first limits to be set from single resonance searches
in the Wγ channel.
mωT [GeV] Reco Expected (fb) Observed (fb)
200 0.52± 0.05 4.3+1.9−1.3 8.3
300 0.54± 0.05 2.6+1.2−0.8 2.2
400 0.54± 0.05 1.8+0.9−0.6 2.2
500 0.55± 0.05 1.4+0.7−0.5 1.5
650 0.57± 0.05 1.0+0.6−0.3 0.9
TABLE XIV. Reconstruction efficiency in the extended fidu-
cial volume as defined in Table IV but for EγT > 40 GeV. The
expected and observed 95% CL upper limits for the different
signal points in the Zγ final states are given.
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FIG. 13. 95% CL limits on narrow vector resonance production obtained using L = 4.6 fb−1 of data for (a) the pp → `+`−γ
final state and for (b) the pp→ `νγ final state. The parameterization of LSTC [62, 63] used to benchmark the observed limit
is obtained using mρT = mW −mpiT .
maT [GeV] Reco Expected (fb) Observed (fb)
275 0.45± 0.04 16.8+7.1−4.9 31.9
330 0.43± 0.04 13.4+5.7−3.9 9.8
385 0.42± 0.04 10.0+4.3−2.9 7.2
440 0.41± 0.04 8.0+3.4−2.3 8.1
490 0.41± 0.04 6.9+3.0−2.0 8.9
550 0.40± 0.04 5.9+2.5−1.7 6.1
800 0.39± 0.04 3.3+1.5−0.9 2.5
TABLE XV. Reconstruction efficiency in the extended fiducial
volume as defined in Table IV, but for EγT > 40 GeV. The
expected and observed 95% CL upper limits are given for the
different signal points in the Wγ final states.
XI. SUMMARY
The production of Wγ and Zγ boson pairs in 7 TeV pp
collisions is studied using 4.6 fb−1 of data collected with
the ATLAS detector. The measurements are made using
the leptonic decays of the W and Z bosons (W (eν, µν)
and Z(e+e−, µ+µ−, νν¯)) with associated high-energy iso-
lated photons.
The results are compared to SM predictions using the
NLO parton-level generator mcfm. In general, the NLO
SM predictions for the exclusive Wγ and Zγ production
cross sections agree with measurements. However, as the
photon EγT threshold is raised for inclusive pp → `νγ
production, the associated jet multiplicity increases and
there are disagreements with the NLO predictions, which
do not include multiple quark/gluon emission. The mea-
surements are also compared to LO MC generators (al-
gpen or sherpa) with multiple quark/gluon emission in
the matrix element calculations. These LO MC predic-
tions reproduce the shape of the photon EγT spectrum
and the kinematic properties of the leptons and jets in
the Wγ and Zγ measurements.
The measurements of exclusive Wγ and Zγ produc-
tion with EγT > 100 GeV are used to constrain anoma-
lous triple-gauge-boson couplings (λγ , ∆κγ , h
V
3 and h
V
4 ).
They are also used to search for narrow resonances in
the V +γ final state with EγT > 40 GeV and compared to
Low Scale Technicolor models. No evidence for physics
beyond the SM is observed. The limits obtained from
this study of anomalous triple-gauge-boson couplings are
more stringent than previous LHC and Tevatron results.
The results of the vector resonance search are the first
ones reported for the study of the Wγ final state and the
most stringent in the Zγ final state. Using the LSTC
benchmark model, the production of aT is excluded up
to maT = 703 GeV in the Wγ mode and the produc-
tion of ωT is excluded up to mωT = 494 GeV in the Zγ
channel.
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