We propose a novel, flexible algorithm for combining together metaheuristic optimizers for non-convex optimization problems. Our approach treats the constituent optimizers as a team of complex agents that communicate information amongst each other at various intervals during the simulation process. The information produced by each individual agent can be combined in various ways via higher-level operators. In our experiments on key benchmark functions, we investigate how the performance of our algorithm varies with respect to several of its key modifiable properties. Finally, we apply our proposed algorithm to classification problems involving the optimization of support-vector machine classifiers.
Introduction
The class of nature-inspired metaheuristic optimization algorithms generally do not make use of gradients of an objective function when searching for optima. These algorithms are generally population-based, where agents within the population improve their fitness iteratively, ultimately contributing to the collective's overall generalization performance. However, while each metaheuristic overcomes various limitations in the optimization process with respect to certain types of data spaces, the No Free Lunch Theorem states that no single one of these algorithms will perform best across all problems. This motivates the use of ensembling, where we might exploit different favorable properties and generalization abilities of each algorithm collectively, ultimately improving robustness as we are able to handle a wider variety of situations. However, work in ensembling in the space of metaheuristic optimization has been rather limited, treating the process as a rather simple, post-processing step, where the final results obtained by the metaheuristics, each working in isolation, are simply aggregated through majority-voting or averaging.
In this work, we propose a novel, flexible meta-algorithm for ensembling metaheuristic optimizers -one in which treats the constituent optimizers as a team of complex agents that must interact with one another at various intervals during the simulation process, sharing information, such as their own individual global best-fit candidate solutions, that can be combined in various ways via higher-level operators. We investigate how the performance of our algorithm varies with respect to several of its core modifiable properties, and apply our proposed approach to classification problems entailing the optimization of parameters of Support Vector Machines.
Related Work
In statistical machine learning, ensemble methods use multiple learning algorithms to obtain better predictive performance than what could be obtained by any single one classifier. The simplest approaches to ensemble learning include bagging [1] , boosting [2] , or Bayesian averaging [3] . The "Bucket of Models" is another approach [4] which involves a procedure that chooses model/classifier is best for the specific problem at hand. These approaches generally are constructed for statistical classifiers and, very rarely if at all, do not focus on optimization procedures and metaheuristics. Moreover, in most ensembling setups, every classifier is treated independently with no notion of cooperation between different components of the ensemble. In metaheuristic optimization, we argue that a communication scheme that coordinates the various individual procedures, instead of treating them as a simple combination of isolated solvers, might improve our ability to solve complex nonlinear black-box optimization problems.
One key source of inspiration for our aggregation approach comes from multi-agent learning systems, where multiple agents co-operate with each other to solve a specific task [11] . Ideas from multi-agent system theory have already proven to be quite powerful when applied to other domains, such as in reinforcement learning [5] , where an indirect cooperative mechanism was proposed for multiple neural agents to communicate by sharing their policy parameters. Related to this was an effort to train cooperative agents in a (deep) reinforcement learning framework utilizing an ensemble of different sub-policies [9] , which made the training process more robust. In this paper, we treat our proposed algorithm as a multi-agent system as well, where every agent is an individual optimizer and the optimization process is designed in such a way that individual optimization algorithms solve a common problem through collaborative communication.
A Multi-Metaheuristic Optimizer
In this paper, we propose an aggregation approach to optimization which maintains the consistency and exploits the exploratory power of previously proposed metaheuristics while incorporating communication scheme between them during the optimization process. We call our algorithm, or meta-metaheuristic procedure, the Multi-Metaheuristic Optimizer(MMO). Within MMO, multiple, different optimization algorithms periodically communicate their global best solutions to each other. Such a process can be viewed from a Master/Slave perspective, where the Multi-Metaheuristic Optimizer(MMO) is the master and individual metaheuristics algorithms are the slaves. Figure 1 depicts such a configuration. Furthermore, we have developed a flexible, extensible software package that concretely instantiates our proposed procedure. 
The Algorithm
The version of our proposed MMO algorithm we experiment with in this paper contains a set of seven different nature-inspired optimization algorithms, two of which are novel variations we propose based on our prior experimentation with Levy flights. Each algorithm that we implemented within our MMO framework is defined below. The problems these algorithms intend to solve follow the general form: min(f 1 (x, f 2 (x), · · · , f j (x)), , s.t., x ∈ X (in this paper, we set j = 1, and leave j > 1 for future work). g * is the global best-found solution so far while x * (t) i is the local best-found solution (for a particular agent i).
• Particle Swarm Optimizer(PSO): PSO [8] uses communication between agents (or candidate solution vectors, i.e., "particles") by tracking the local best solution each agent has found. Furthermore, PSO tracks a global best solution that has been found so far by the entire population of agents. For each agent, the procedure uses both the global and local best values to calculate a direction/next step. The PSO procedure is mathematically represented as: Figure 1 : Depiction of the Multi-Metaheuristic Optimizer master-slave configuration.
• Particle Swarm Optimizer with Lévy Flights (PSOLévy): PSOLévy is similar to PSO, however, we propose an alteration to the global update equation. Instead of using Gaussian noise, we propose injecting noise though a Lévy flight process [6] . The resulting algorithm is:
where L(λ) is a Lévy process • Differential Evolution(DE): DE [10] is a population-based algorithm and specifically is a vector-operator based variant of a genetic algorithm [7] . It has the same primary steps as a classical genetic algorithm: mutation, crossover, and selection. These operators are formally represented as:
The BAT algorithm [12] is inspired by echolocation behavior of microbats and usefully formalizes this in a way such that it is associated with the cost/objective function of interest. A BAT algorithm adjusts the amplitude A t i and pulse emission r t i of its individual agents (candidate solution vectors) to hone in on optimal locations. The procedure has two update equations, one for global search and another for local search. These equations are defined as follows:
• BAT Algorithm with Lévy Flights (BATLévy): BATLévy our proposed modification of the BAT algorithm. Much as in PSOLévy, the local search equation is augmented with a Lévy flight process instead of a Gaussian noise process. Formally, this yields the following:
• Cuckoo Search (CS): CS [14] is a metaheuristic procedure based on the brood parasitism of cuckoo birds. Noting that p a is the ratio of solutions that will be removed every iteration, the algorithm works as follows: -A population of nests/solutions is initialized with the equation:
-A random solution(cuckoo egg) is generated using Lévy flights, say x j .Then x i + 1 and x j are compared and the best out of them is kept.
-A fraction of the worst nests are abandoned and new nests are generated.
-Rank the solutions, find the global best and repeat.
• Flower Pollination (FP): The FP [13] algorithm is based on the pollen movement of flowers. Agents (or pollen particles) move across the search space according to either a local or a global movement process, primarily centered around Lévy flight processes. A switch probability of p determines which type of movement a particle will move by at various intervals.
The MMO procedure runs all the above optimization algorithms concurrently and, at the end of every x iterations, the procedure determines which optimizer agent is the current best (or has the current best solution for the problem at hand) out of the entire set/team and then updates the global current best solution for the whole team. This higher-level update will affect all of the algorithms that compose MMO, i.e., DE, PSO, PSOLévy, and BAT, BATLévy altering all the global best solution each is aware of with the team's best solution. The CS and FP algorithm agents are also affected by this communication process, but since they operate a little bit differently than the others, we must treat them with a bit of care. For both CS and FP, we choose an agent within their own respective internal population, at random (uniformly), and replace it with the current MMO best (this is done separately for each procedure).
This communication process continues throughout the optimization process until a total number of generations is reached (or a convergence criterion is met). At the end point, MMO computes the best performing agent (algorithm) among the team and returns that particular agent's solution as the output of MMO.
Communication Scheme
One of the most important features of MMO is its communication scheme. In this paper, we experiment with five different communication schemes that the master could use. These come in the form of higher-level operators applied to the global bests of each constituent algorithm agent. These operators include: averaging, weighted ranking (Rank Weighted), exponential weighted ranking (Exponential Weights), best ranking (Best Rank), and a meta-weighted communication scheme (Meta Weighted).
• Averaging: In this communication scheme, we compute the team's best aggregate solution by first recording the best performing solution found within each algorithm's own individual population, i.e., we extract each algorithm's global best g * , and the compute the mean of these individual global bests. This averaging is done so that incorporate the information fairly from each of the constituent optimization algorithms. However, this scheme could dilute the power of the parameter values but might lead to better exploration in subsequent generations.
• Rank Weighted: In this scheme we employ a weighted average of the algorithm team's global best values instead of just a simple averaging. To compute this weighted average, the agents' best solutions are ranked according to their fitness scores and assigned a weight according to their rank/placement in the list (the highest rank gets the largest weight, and so on and so forth).
• Exponential Weighted: This is a more restricted weighing scheme than rank weighting where we use exponential weights in order to compute the final team best solution. In this scheme, like in rank weighting, we sort the agent (best) solution vectors based on their fitness score and then apply an exponential weighting scheme to compute the individual (agent) weights. When working in the exponential scale, the best agent is assigned a much higher weight than the worst performing agents, i.e in our case given a rank vector • Best Rank: As the name suggests, in this scheme we essentially just determine which agent algorithm's global solution is the best out of the team and throw out the rest. This is the most restrictive form of communication since we only keep track of the best agent solution (the "best of the best") found after x iterations, and simply ignore all other information.
• Meta Weighted: This scheme computes the team best solution by averaging the solution value vectors returned by all other communication schemes described above in order to compute a single, final value (vector).
Communication Frequency
Once the communication scheme has been decided, we need to decide how often the master aggregator should communicate with the individual agent optimization algorithms within the team. This frequency is a hyper-parameter that the user should set, and could vary from forcing communication at the end of every single iteration or at the end of every x iterations such that x ≤ N umber of Generations. From our preliminary experimentation, we found that the ideal range of communication frequency should be somewhere in the range 1 ≤ x ≤ 500. The pseudocode for MMO algorithm is provided in Algorithm 1.
Algorithm 1 Multi-Metaheuristic Optimization (MMO)
1: Input: Communication Frequency γ 2: Initialize K individual optimization algorithm "agents", each with its own population size of n randomly generated solution vectors 3: for x ← 1 to N umGenerations do 4: Run K individual optimizers (1 simulation step) 
Experiments
On three benchmark functions, we measure the individual performance of the various optimization algorithms that make up the agent team that our proposed Multi-Metaheuristic Optimizer(MMO) manages. We compare these measurements with MMO's performance under different hyper-parameter configurations. The three objective functions used are:
• Rosenbrock Function: A non-convex function with a global minima of 0 at x = (1, 1, . . . , 1) . This function is defined as: 
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Compositional vs Multi-Metaheuristic Optimizer
First, we will analyze the performance of the individual optimization algorithms that compose MMO against MMO itself on a 15-dimensional input space for the objective functions discussed above. Table 1 shows the mean error and the standard error values returned by each single optimizer after iterating over 2000 simulation steps using either 20, 50, and 100 agents. We observe that the individual algorithms do not do a good job at finding the global minima of the 15-dimensional Rosenbrock function which is a nonconvex function, with only CS, FP, and BATLévy appearing to converge to the global minimum. However, for the 15-dimensional Griewank and Zakharov functions, all optimization algorithms appear to converge better, with CS and BATLévy appearing to be close to reaching the global minima. In most cases, the optimization algorithms perform better when the number of agents is increased. In order to maintain consistency while using different optimization algorithms concurrently, MMO initializes all its constituent optimization algorithms with 100 agents, this ensures all of them contribute equally to the optimization problem. We tested MMO with different communication schemes and frequencies over 2000 generations of iteration. We only include the Rank, Exponential, and Best communication schemes in Table 2 , as the other two schemes did not perform as well as the others. Communication frequency was chosen from the set: F requency = {1, 10, 50, 500, 1000, 2000}. For the 15-dimensional Rosenbrock function, we observe that MMO outperforms its constituent algorithms by finding the global minimum when communication frequency is 1 and communication scheme is either Exponential or Best Rank. For the 15-dimensional Griewank and Zakharov functions, MMO finds the global minimum in all cases. This indicates that MMO significantly outperforms the individual optimization algorithms. 
Ablation Test
Since MMO contains multiple optimization algorithms running concurrently, we conduct an ablation study ( Table 1 , we observe the best performing optimization algorithm was BATLévy, however the most important metaheuristic for MMO, based on the ablation study is flower pollination, FP. This shows that different algorithms bring diversified information into the optimization process, which is crucial for faster convergence. In sum, the architecture of the MMO algorithm ensures that it performs much better than the sum of its parts, even if some parts contribute more than others. 
Cross Dimension Test
MMO tends to outperform other optimization algorithms for higher dimensional problems.
To test this property we compared the performance of MMO against BATLévy on 5, 10, 15 and 25D Rosenbrock functions. We choose BATLévy for comparison since it was the best performing individual optimization algorithm on the 15D Rosenbrock function in the experiment earlier.
In the table below we observe that BATLévy appears to converge for lower dimensional Rosenbrock functions, however, when the dimensionality increases, it struggles to find the global minimum. The MMO algorithm, on the other hand, has no trouble converging to the global minimum even for the 25D Rosenbrock function. This shows that the performance and value of the MMO becomes more apparent for higher dimensional problems when conventional, individual algorithms struggle. 
SVM with SGD and MMO
To test a real-world application of the MMO algorithm, we compare the performance of MMO with stochastic gradient descent (SGD) to optimize the parameters of a (linear kernel) of a support vector machine (SVM). We test both the algorithms on two data sets taken from the UCI Machine Learning Repository,
• Breast Cancer Wisconsin Original Data Set (BCW): This data set contains 699 instances of data, 10 input attributes and 2 output classes i.e. benign and malignant.
• Image Segmentation Data Set (IS): This data set contains 2310 instances of data, 19 input attributes and 7 output classes i.e. brickface, sky, foliage, cement, window, path, and grass For each data set the train-validation-test split is 60-20-20. In Table 5 we analyze the performance of both algorithms on the test datasets. The plots below show the trajectory of the loss function with respect to the number of iterations. We observe that for both the data sets (BCW and IS) MMO obtains minimum loss in the matter of a few iterations, whereas SGD continues to minimize the loss even after 1000 iterations. The trajectory of the MMO is a lot smoother than SGD, with little to no variance, which is not the case with SGD whose loss trajectories are very volatile. This indicates that MMO is more robust than SGD and is less likely to overfit during the training process. The final train and test accuracy results for both data sets are shown in the table below, 
Conclusion
Our proposed Multi-Metaheuristic Optimizer (MMO) provides an effective way of combining different population-based metaheuristics, outperforming other optimization algorithms by a clear margin in terms of speed and accuracy. Due to MMO's master/slave configuration, multiple slaves can be concurrently implemented to speed up the optimization process. As multiple optimization algorithms are involved in the decision-making process at any given time, MMO is more likely to provide robust results. It is flexible given that the approach towards optimization can be tweaked using two parameters i.e. by selecting from a plethora of communication schemes as well as choosing the frequency of communication (i.e high frequency: favors exploitation while low frequency: favors exploration). Due to the flexible architecture of MMO, one can further finetune the algorithm by dynamically altering the communication process, i.e. increase communication frequency when the optimizer stops learning and decrease or fix the frequency otherwise.
