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Abstract-A new approach is suggested to investigate the effects of time lag in 
stochastic models for diffusion of information in a social group. The stochastic 
approach is based on a generalized master equation incorporating the idea of memory 
function. The results for the statistical moments of the variable of interest are obtained 
for two choices of memory functions and they are found to depict damped oscillatory 
behaviour under certain conditions. 
INTRODUCTION 
Recently, Bartholomew [l] proposed a stochastic model for difTusion of information in a 
social group. The term “information” is used here in a neutral sense and can imply a 
number of things, e.g., news, advertising material, public announcements, technology, 
cultural traits, and rumors (for details see Bartholomew [2] and Coleman [3]). This model 
deals with the diffusion of information in a population of size N, through a combination 
of two processes: (i) a mass-mediated process, and (ii) an interactive process. In 
addition, an individual actively participating in the process of spreading the information 
is liable to lose interest after some time and join the category of ignorants. At a 
subsequent time, he may find his interest rekindled by processes (i) and/or (ii). Various 
ramifications of this model have been investigated by Karmeshu and Pathria [4,5,6] 
employing the master equation formalism. 
One drawback of the aforementioned models is the assumption that the rate of change 
of social variables of interest depends only on their current values. However, in reality 
they often do not respond immediately to various mechanisms governing dynamical 
evolution of the system but rather will do so after some time lag. Moreover, the 
members of the population are distributed spatially and so the interactions! among them 
take place in different regions, thereby introducing some time lag. Thus, the conversion 
of an ignorant, as a result of mass-mediated process or an interactive process, may not 
be instantaneous. Therefore it is desirable to include this feature of time lag in the 
formulation of the problem at hand. Accordingly, as an illustration, we propose to 
investigate the effect of time lag in a special case of Bartholomew’s model for diffusion 
of information. 
MASTER EQUATION 
The commonly adopted approach to analyze stochastic features of models is 
generally based on a master equation for the process in question. The discrete analog of 
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this equation is 
K-HU 
v = T { W(n, n’)p(n’, t) - W(n’, n)p(n, t)}, (1) 
where p(n, t) is the probability that the system is in state n at time t, and W(n, n’) for 
n# n’ represents the transition probability per unit time from n’ to n. Equation (1) is 
equivalent to a gain-loss equation for the probabilities p(n, t) and the stochastic process 
n(t) corresponds to a Markov process. For transitions occurring between neighbouring 
states only, the Markov process is called a birth and death process. 
In Bartholomew’s model for difTusion of information in a population of size N, the 
number of active spreaders at time t is n(t) and the diffusion process may be viewed as a 
birth and death process in which 
pr{n + n + 1 in (t, t + St)} = h(n)& + o(St) 
pr{n + n - 1 in (t, t + St)} = p(n)& + o(St) (2) 
where 
A(n) = a(N - n) + /MN - n), p(n) = pn, A(N) = 0, p(O) = 0. (3) 
Here a is a measure of the transmission intensity of the source, /3 is a measure of the 
propagation intensity through interpersonal contacts while CL-’ is a measure of the mean 
duration of time for which a spreader remains continually active. The transition 
probabilities per unit time W(n, n’) can be expressed as 
such that W(n, n’) = 0 unless n = n’ + 1. The corresponding master equation for Bar- 
tholomew’s model now reads 
“p; 0 _ - [A(n) + p(n)lp(n, t)+ A(n - l)p(n - 1, t) + p(n + l)p(n + 1, t), 0 s n I N. 
(5) 
The explicit time dependent solution of (5) is well nigh impossible due to the inherent 
nonlinearity of the problem (see Karmeshu and Pathria [6]). 
GENERALIZED MASTER EQUATION 
In the master equation formalism described in the foregoing section, the transition 
probabilities are assumed to depend only on the current values of the variables. The 
master equation can be generalized to incorporate the effects of time lag and the 
resulting equation has the form 
dp(n, 0 - = I,’ K(t - T)[T {W(n, n’)p(n’, t) - W(n’, n)p(n, 011 d7. 
dt (6) 
where K(t) is the memory function (or delay kernel). The inclusion of time lag effects 
renders the process n(t) non-Markovian. When the delay kernel K(t) assumes the 
limiting form K(t) = s(t), where 8(t) is the Dirac delta-function, than (6) reduces to (1). 
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This corresponds to the situation of zero time lag or instantaneous response to the 
mechanisms governing the growth of n(t). 
Generalized master equations have been studied in connection with problems of 
nonequilibrium statistical mechanics by several authors (see, e.g., Kenkre et al. [7]; 
Montroll [8]; Prigogine and Resibois [9]; Zwanzig [lo]) and the memory function K(t) is 
derived from first principles. In this paper, we shall be concerned with appropriate 
choices of K(r). Intuition suggests that a realistic memory function would be a weighted 
response over past history. Although our analysis is valid for any form of K(t), we shall 
consider the following two specific forms of K(t) in some detail. 
(i) K(t) = a e-“‘: This memory function qualitatively represents a “weak delay” and 
ensures that the more remote the past epoch from the present one, the smaller is the 
contribution. It may be noted that when v +ofl, a +m, such that v/a --, 1, then K(t) = s(t). 
However, physically this exponentially decaying kernel is probably unrealistic because it 
requires a partially instantaneous response. 
(ii) K(t) = at e-“‘: This “strong delay” memory function is physically more realistic and 
the initial response is zero in this case. 
STATISTICAL ANALYSIS OF THE MODEL 
The generalized master equation for the special case of Bartholomew’s model is 
dph t) ’ ---= I dt o K(t - T)[cY(N - n + l)p(n - 1,~) + &I + l)p(n + 1, T) 
- a(N - n)p(n, T)- pnp(n, T)] d7. (7) 
Here we have regarded the propagation intensity /3 to be zero, i.e. the diffusion occurs 
only through the mass-mediated process. We now investigate the effect of time lag on 
the moments of the number of spreaders n(t). 
A straightforward operation on (7) leads to the sequence of rate equations 
$ E[n'(t)l = 1’ K(t - T)E[{(~(T) + 1)’ - n’(7)} 
0 
X a(N - n(7)) + ((n(7) - 1)’ - n’(~)}pn(~)] d7. (8) 
Substituting successive values of r, we get 
; E[n(t)] = I,’ K(t - T){& -(a + p)E[rt(T)]} dT, (9) 
$ E[n’(t)] = 1’ K(t - T){c& + (2aN - 
0 
Q! + F)E[~(T)I - 2(a + cL)Eb’b)]} dT, (10) 
and so on. Defining the Laplace transforms of E[n(t)] and E[n’(t)], respectively, as 
E[A(p)] = la evP'E[n(t)] dt, (11) 
E[?(p)] = Ib;e-“E[n2(t)] dt, (12) 
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Eqs. (9) and (10) provide 
KARMESHU 
E[fi(P)l = 
CJWP) + Pm 
PIP + (a + kM(P)l’ 
E[g(p)] = pn*(o) + aNE(p) + p(2aN - a + d(p)E[fi(p)l 
P tp + 2(& + I.&P)1 
We now consider two specific forms of K(t) as mentioned in the foregoing section. 
(i) K(t) = a em”*: Equation (13) reduces to 
EMP)I = 
acYN + p(p + u)n(O) 
P[P(P + v) + a(a + CL)]’ 
The Laplace inversion of (15) yields 
where 
E[n(t)] = -$$+ L-UXN +AdA, + v)ntO) eA,t 
AdA, - A21 
_ mN + A2(A2 + v)n(O) eA2t 
A201 - A21 
9 
Al=-;+ G------ 
J q-a(“+~), A*=-;- J 
vz 
q-a(~+p). 
(13) 
(14) 
(15) 
(16) 
For asymptotically large times, E[n(t)] tends to aN/(cu + CL), which is the same as for the 
corresponding deterministic model. It may be noted from (16) that when V* < 4a(cr + p), 
then E[n(t)] exhibits damped oscillatory behaviour with period 2&4a(a + /.L) - Y’. 
From Eq. (14), Laplace transform of the second moment E[n*(t)] is given by 
E[~(P)I = A(P)/B(P), (17) 
where 
A(P) = {P(P + v) + a(a + ~)XP(P + v)n*(o) + aaW 
+ a(2cuN - a + p){acuN + p(p + v)n(O)}, 
B(P) = P{P(P + v) + da + ~)XP(P + v) + Wa + P)). 
E[n*(t)] is the inverse Laplace transform of (17) and its evaluation, though straightfor- 
ward, is laborious and therefore we are not presenting the results here. 
The asymptotic value of E[n*(t)] is 
E[n*(t)l = fi {PE[;;~(P)I] 
= crN(aN + ~)/(a + cc)*. (18) 
It is worthwhile to note that the asymptotic values of the first and second moments of 
the number of spreaders are independent of the parameters of the delay kernel. 
(ii) K(t) = at e-“‘: For this memory function, Eq. (13) gives 
E[fit~)l= 
aarN + p(p + v)*n(O) 
P[P(P + v)* + a(a + cL)I’ 
(19) 
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The Laplace inversion of (19) yields 
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E[n(t)] = -$+ aaN + A,(h, + u)*n(O) 
AdA, - Az)(A, - AS) 
e~,t + aaN + MA2 + v)*n(O) e~2t 
A202 - A ,)(A2 - A3) 
+ ad + A303 + d2n(o) e~‘t 
A3Q3 - AM3 - A2) ’ 
where A,, A2, A3 are the roots of the cubic in the denominator of (19), viz., 
p3+ 2vp*+ v*p + a(a + /.L) = 0. 
Since the process n(t) is confined in the interval 0 I n 5 N, all its moments, viz., 
Eb'Wl = “go n’ph t) 
(20) 
(21) 
(22) 
are bounded for all t. Evidently, E[n(t)] given by (20) is bounded if all the roots of the 
cubic (21) have negative real parts, and this requires that 2v3 > a(a + p). We, therefore, 
assume that this condition relating the parameters of the delay kernel with the 
parameters of the process for diffusion of information is satisfied. It may be noted that 
this is only a necessary condition for the boundedness of the higher order moments of 
n(t). From Eq. (14), after a straightforward algebra, we get 
where 
(23) 
C(p) = {p(p + v)‘n2(0) + aaNXp(p + v)* + a(a + ~1)) 
+ a(2aN - a + p){aaN + p(p + ~)~n(0)}, 
D(P) = P{P(P + VI* + a(a + ~)XP(P + v)*+ Ma + CL)). 
The necessary condition for the boundedness of the higher moments of n(t) can be 
obtained in a similar manner. 
In conclusion we wish to remark that the approach presented here can be applied to 
study the stochastic evolution of systems with several variables and for different forms 
of memory functions. 
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