Sezer et al.: Modelling extreme rainfalls using generalized additive models for location, scale and shape parameters - Abstract. This study aims to model the nonlinear relationship between the daily amount of extreme rainfall and significant predictor variables by the Generalized additive models for location, scale and shape parameters (GAMLSS). Statistical modelling of extreme rainfall is an essential means of assessing hydrological impacts of changing rainfall patterns resulting from climate variability. Extreme value theory states that only three types of distributions are needed to model the extreme events (Gumbel, Frećhet and Weibull) for large samples. However we identify the model that best characterizes the behaviour of the extreme rainfall data is the lognormal model with respect to Akaike Information Criteria (AIC). In the simulation study, we propose to approximate the location parameter for the Gumbel (maximum) and Lognormal distributions using cubic splines. Results reveal that the approximated mean function by the GAMLSS modelling converges to the true mean function. Moreover, the bias is decreasing rapidly for the true fixed parameter. Although GAMLSS procedure utilizes extreme rainfall data, the same methodology can be applied to other variables in many areas.
Introduction
Fisher and Tippett (1928) introduced the asymptotic theory of extreme value distributions. Gnedenko (1943) provided that under certain conditions, three families of distributions (Gumbel, Frećhet, and Weibull) arise as limiting distributions of extreme values in random samples. Coles (2001) defined a general introduction to Extreme Value Theory (EVT). In the extreme value context, Davison and Ramesh (2000) , Chavez-Demoulin and Davison (2005) and Yee and Stephenson (2007) have demonstrated the usefulness of the nonparametric regression.
Extreme value distributions are widely used in risk management, finance, economics, hydrology and many other industries dealing with extreme events. Changes in extreme climate events are particularly thought important due to their impacts on human life. Hosking and Wallis (1997) examined the changes to the frequency and intensity of extreme rainfall events by peak-over-threshold analysis. Kharin and Zwiers (2000) highlighted possible future changes in extremes of daily temperature and their effects on extreme precipitation event. Katz et al. (2002) used EVT in water resource engineering and management studies to obtain probability distribution to fit minima or maxima of the data in random samples. Coles et al. (2003) and Sang and Gelfand (2009) In this study, the behavior of the extreme rainfall data is studied and the lognormal model gave the best results with respect to Akaike Information Criteria (AIC). In the simulation study, we propose to approximate the location parameter for the Gumbel (maximum) and Lognormal distributions using cubic splines. Results reveal that the approximated mean function by the GAMLSS modelling converges to the true mean function.
Methods and Methodology

The extreme value theory and Generalized Extreme Value (GEV) distribution
The extreme value distribution is defined from the limit theorem of Fisher and Tippett (1928) on maxima in a sample data. The class of GEV distributions is very flexible with the shape parameter ( 1   ). The Generalized Extreme Value distribution is given by: 
Generalized additive models
Friedman and Stuetzle (1981) represented regression surface as a sum of general smooth functions of linear combinations of the predictor variables iteratively in the projection pursuit regression. The Generalized Linear Models (GLM) with a linear predictor involving a sum of smooth functions of covariates is known Generalized Additive Models (GAM) and introduced by Hastie and Tibshirani (1987) . Diverse nonparametric regression models and their inference procedures were presented by Ruppert et al. (2003) and Yatchew (2003) .
Let y be a response variable, and x=(x 1 , …, x k ) be a set of k independent variables, GAM assumes that the mean of the response variable depends on additive independent variables through a nonlinear function. The additive model generalizes the linear model by modeling the expected value of y as
where i () sx are arbitrary univariate smooth functions, i=1,…,k. Locally polynomial splines, kernel smoothers, and cubic splines are the most extensively studied in GAM. Unlike the general linear model, the additive component η is not restricted to be linear but is the sum of smoothing functions as given in Eq. (3)
GLM generalizes linear model via a link function g(.) and by allowing the magnitude of the variance of each measurement to be a function of its predicted value.
Generalized additive models for location, scale, and shape (GAMLSS)
Rigby and Stasinopoulos (2001) introduced generalized additive models for location, scale, and shape (GAMLSS) to overcome some of the limitations with GAM.
GAMLSS assumes independent observations i y , i=1,…, n with the probability density function 
Simulation study and results
In this study, the location parameter is assumed to be smooth on an interval [a, b] Markov Chain Monte Carlo (MCMC) simulation is conducted to examine the finite sample performance of the GAMLSS method. The response variable is considered as Gumbel and Lognormal distributed since they have been commonly used for quantifying risk associated with extreme rainfall data.
The mean integrated squared error (MISE) is calculated as the performance of the estimated functions and given
The simulation algorithm runs in the following order: 1. A sample 1n ,..., xx is generated from a uniform distribution on [0,1] with sample size n (n=20,50,75,100). Simulation study reveals that MISE decreases as the sample size increases for both the Gumbel and lognormal models. MISE is relatively large when the sample size is small (n=20) but decreases significantly when the sample size increases to 100. Furthermore, estimated functions of the location parameter converge to the true function with a very little bias when the sample size is 100.
The results for the maximum likelihood estimation of the scale parameter ( σ ) and MISE scores were summarized in As expected, the estimated scale parameter  approaches to the fixed true values ( σ =1 and σ =4) as the sample size increases. Overall the results indicate that cubic spline approximation of the mean of the location parameter by GAMLSS performs quite well. Indeed, GAMLSS provides efficient and consistent maximum likelihood estimator for the scale parameter.
Analysis of extreme rainfall data
Daily extreme rainfall (Y) was examined for each month between 1991-2010. Data were obtained from Turkish Institute of Meteorology for Trabzon, located in the black sea region in the northern part of Turkey. It is considered that humidity (X 1 ), air pressure (X 2 ), wind speed (X 3 ), and temperature (X 4 ) may have significant effect on extreme rainfall. The distribution of the extreme rainfall was plotted in Figure 1 and it has a long right tail. Since extreme rainfall data are positively skew, the standard multivariate regression modeling is not appropriate. Indeed, the value of R 2 adj =0.047 suggests that the rainfall data should be modeled in a nonlinear form with the predictor variables. Since the histogram of extreme rainfall data follows a positive skewed distribution, Gumbel and Lognormal distributions were fitted to the rainfall data. In Figure 2 the scatter plots of rainfall versus predictor variables are presented. AIC is used to obtain the best model among the all possible others. The proposed model for the Gumbel distribution is given in Eq. (9);
where f is cubic spline approximation. Hence, the model structure in (9) becomes a combination of linear component of wind speed and humidity and smooth functions of temperature. However model (Eq.10) consists of linear component of wind speed and smooth functions of humidity and temperature.
In Table 5 , AIC value for the lognormal model was calculated as 1882 whereas the same value for the Gumbel model was 1889. Since Lognormal model provides lower AIC we would use Lognormal model (Eq.10) for the future predictions. For the appropriate fit, the standardized quantile residuals should be close to the standard normal distribution. The quantile residuals of the lognormal model provide a closer distribution to the standard normal distribution than the Gumbel model in Figure  3 .a. Quantile residuals versus fitted values of both model evenly scattered around zero given in Figure 3 theoretical distribution as in Figure 3 .e. Accordingly, Q-Q plot of lognormal model in Figure 3 .f provides a better fit than the Gumbel model in Figure 3 .e. AIC scores and the analysis of quantile residuals together suggest better fit for the lognormal model(10) than the Gumbel model.
Discussion
In this study, Lognormal model (10) and Gumbel model (9) are fitted to the extreme rainfall data. Although extreme value theory states that there are only three types of distributions are needed to model extreme events (Gumbel, Frechet and Weibull), we identify the model that best characterizes the behavior of the rainfall data is the lognormal model.
Simulation results indicate that even for small sample approximated mean function by the GAMLSS converges to the true function. Moreover, the bias is decreasing rapidly for the true fixed parameter. Although our statistical modeling procedure utilizes rainfall data, the same methodology can be applied to the other environmental variables.
