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This thesis project was undertaken with the intent to discover the source of a known but
hitherto unexplained error in the calibration of the wings for a haploscope used in depth
perception studies.
The angles of the haploscope wings are used to control the vergence angle of the virtual images projected into each eye. This accounts for a strong depth cue used in AR and
depth perception studies. Two experiments were devised to both display and attempt to
characterize the error between the theoretical wing angles needed to cause a user’s vision
to verge at some focal depth and the actual wing angles that caused vergence. The investigation revealed a near-constant offset between the theoretical and actual angles needed.
This suggests that the error may not stem from the haploscope alignment itself, but from
how the center of the user’s eye is currently modelled.
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CHAPTER 1
INTRODUCTION

Augmented Reality (AR) is a technology on the rise with world-changing consequences.
Its commercial realization stands to revolutionize medical, industry, education, and entertainment sectors to list a few. But before several psychophysical challenges that the
medium presents are sufficiently answered, AR’s audience will remain limited. Key among
those challenges is understanding and improving upon how users perceive the location of
virtual objects in an AR environment. The ability to interact with both real and virtual objects is a major advantage of the AR medium. Often, is it desirable for users to be able to
interact with virtual objects in a way similar to how they would interact with real objects.
One characteristic of real objects is that they inhabit some finite location within space. An
estimation of the relative position of objects and their volume in space is encompassed in
an individual’s spatial awareness. When an individual is in an AR environment, they will
factor both real and virtual objects into their spatial perception. To do this, an individual
will rely in part on visual information. The visual factors that influence an object’s perceived location in space relative to the perceiver and other objects are known as depth cues.
These cues can be manipulated when displaying virtual objects so that the user’s cognitive
process estimates their position in space in the same way that it does for real objects.

1

Manipulating the perceived location of virtual objects with a high degree of fidelity is
desired for many potential AR applications. However, perceptual modelling of depth in
AR is still an ongoing subject of research. In order to carry out studies with this focus,
a number of existing AR devices may be employed. However, many AR devices that
are commercially available at present are limited in their use for depth perception studies
because they are only equipped to project virtual images at a fixed focal depth. In order
to study multiple depth cues both at once and isolated from one another, a specialized
AR haploscope was developed for that purpose. One benefit of the haploscope is that the
optical system is mounted on two separate wings capable of freely rotating. This wing
rotation allow a researcher to manipulate the vergence angle–a strong depth cue–of the
images projected through the haploscope. During the course of the haploscope’s operation,
an unknown error was discovered between the expected alignment of the haploscope wings
that caused vergence and the actual angles that caused vergence. The purpose of this study
was to document the current set up of the haploscope system, take measure of the known
error, and, by analyzing the difference between the theoretical and actual wing angles that
caused vergence, identify possible causes of the error.
This study found that while the tracked vergence angles θT were offset from the expected vergence angles θH , θT still closely followed the curve of θH . The two differed by a
near constant offset. This offset was subsequently corrected for by adding 5cm to the value
of dM ,the measured vergence depth. What this suggested about the optical system was that
the error may not lie primarily with the physical set up of the haploscope, but rather with

2

how perceptual depth is calculated. Additionally, some issues with measuring angle in the
current haploscope setup were identified.

3

CHAPTER 2
BACKGROUND

2.1

Augmented Reality

Augmented Reality (AR) refers to a subset of visual applications that overlay a user’s
field of view of the “real world” with virtual imagery. It is distinct from virtual reality
(VR) in that while virtual reality completely obscures the user’s surroundings with a digital
environment, AR imagery is displayed as though it is directly a part of the user’s immediate
environment. Azuma [1] defined AR as having the following characteristics:
1. Combines real and virtual
2. Interactive in real-time
3. Registered in 3-D

The benefit of this is that AR applications give the ability to display information with the
user still cognizant of their surroundings, providing a number of design and use affordances
related to spatial awareness.

2.1.1

AR Applications

Today, AR is being developed with applications in industry, education, medicine, military, and entertainment just to name a few [1, 9]. For example, AR may one day be used
to aid in surgical procedures. Superimposing anatomical scans over a patient’s body could
4

allow medical professionals a sort of “x-ray vision” useful for conducting minimally invasive surgery with greater accuracy. AR simulations for teaching purposes to can instruct
individuals via simulation with lower cost of setup and in the same environment that the
simulation is pertinent to. AR in the workplace can enhance digital collaboration via the
ability to interact with shared digital models that may serve as an idea board without the
need for the collaborators to be co-located.

2.1.2

Optical See Through vs. Video See Through AR

Video See-Through (VST) AR and Optical See Through (OST) AR refer to two methods of combining real scenery with virtual imagery. VST is closer to virtual reality in
that the user’s view is cut off from directly seeing their surroundings. In this case, live
video is taken from the user’s surroundings–often from cameras attached to an HMD–and
combined digitally with the virtual images before being displayed to the user. On the
other hand, OST allows the user to view their immediate surroundings directly by looking
through a transparent surface such as a pair of glasses or goggles while the virtual imagery
is overlaid. Both approaches have their strengths and weaknesses.
One trade-off of VST is that the indirect video transmission means that some lag may
exist between what the user sees of their surroundings and what is happening in real time.
This can diminish the user’s ability to react effectively to stimuli from their surroundings.
Another issue is that a loss of power means a total loss of vision. These two problems
make this technology unsuitable for any applications where the user must remain aware of
their surroundings at all times for their safety and the well-being of others. One benefit that
5

VST offers over OST is that because most OST’s are light additive systems their virtual
images can quickly become washed out by a bright environment. This often makes them
unsuitable for use outdoors, especially in direct sunlight–an issue that VST’s avoid thanks
to how they combine imagery.
Still, for many applications, being able to see the real world with one’s own eyes will
always be desired. OST is the primary subject of interest for the scope of this project.

2.2

Importance of Depth Perception to AR
Depth perception refers to the ability to perceive world in three dimensions and further-

more to gauge the relative distance between objects in one’s view. In order to give virtual
objects displayed in AR the illusion of being a part of the real world, depth signaling is
a crucial discipline for AR researchers to understand and master. Many of the exciting
benefits that AR offers are for interaction with near-field objects within reaching distance.
Humans are good at assessing depth of real objects in the near field as evidenced by our
proficiency with reaching tasks [2], but when performing those same tasks with virtual
objects have often struggled [7, 8, 5] due to imperfections with how depth is modelled and
cued in AR. The desire to close this gap in performance is what drives much of AR depth
perception research.

2.3

Depth Cues
There are a number of visual indicators that inform how we perceive depth. These

depth cues can work with or against each other in shaping our assumption of the distance
between objects. Among these are accommodation, vergence, motion perspective, binocu6

lar disparities, occlusion, height in the visual field, relative size, relative density, and aerial
perspective [3, 4].
• Accommodation – Accommodation is the change in the lens of the eye that focuses incoming light in such a way that objects at the distance accommodated to are
brought into clear focus. This means any edges or points of fixation will be sharply
defined. Objects that are nearer or farther from the accommodation distance will
appear relatively blurrier the farther that they are from this point.
• Vergence – When focusing on an object, the angle of the eyes changes so that the
observer’s gaze intersects at the plane of depth where the object resides. The farther
inward that the eyes angle, the closer to the observer the gaze intersects. The farther
apart they angle, the farther away the gaze intersection. When the observer’s line of
gaze from both eyes is parallel, intersection never occurs, and the observer is said to
be verged at optical infinity.
• Motion Perspective – The difference in displacement between two objects at different distances from the observer when they are viewed in motion. This can be
when the observer is stationary and the objects are moving, the objects are stationary and the observer is moving, or when the observer and objects are moving. In
any case, the displacement of objects at a distance will be relatively slower than the
displacement of objects nearer to the observer.
• Binocular Disparity – This refers to the difference in position of an object on the
retina of either eye. Because of the difference in their orientation, both eyes have a
slightly different perspective of a scene. The closer an object is to the eye, the greater
this disparity. When our brains process this disparity, it creates a sense of depth.
• Occlusion – Occlusion occurs when one object partially or totally obscures another
from vision, signaling that the occluding object is relatively nearer than what it covers.
• Height in Visual Field – Objects at a distance grow closer to the “horizon” (horizontal center of the field of vision) than near objects which typically grow relatively
closer to the observer the farther they are from that horizon.
• Relative Size – Useful when comparing objects known to be of the same or similar
size. In this case, the object that takes up less of the field of view than a similarly
sized object is known to be farther away and the disparity between the sizes is directly proportional to how far apart they are.
• Relative Density – Useful when comparing a multitude of objects of similar size or
a consistently patterned texture where the more closely clustered, denser objects or
pattern segments are typically farther away than the relatively sparser, less densely
clustered objects or pattern segments.
7

• Aerial Perspective – The effect created by particles in the atmosphere that over a
distance gradually occlude and leech the color from farther objects. The effect is that
the farther the object, the less distinct and more skewed towards the color of the haze
it will appear.

In particular, accommodation and vergence are of interest for the scope of this project
as the haploscope allows experimenters it to manipulate these cues.

2.4

Haploscope
A haploscope is an optical device that is used to present one image to one eye and

another image to the other, making it useful for viewing stereoscopic images–both slightly
varied in such a way that it creates the illusion of depth. The haploscope used and described
in this report is a specialized tool used in Dr. Ed Swan’s lab that was originally developed
by Gurjot Sighn [8] and that has since then been further refined by other members of the lab
for the purpose of displaying virtual images overlaid on a tabletop setup. The haploscope
works by focusing light from an image displayed on a digital monitor through a series of
lenses, then reflecting the light into the user’s eye in such a way that the image produced
appears situated out over a tabletop (Figure 2.1,Figure 2.2, Figure 3.1).

2.4.1

Use For Studying Depth Perception

Though its use is not limited to studying depth perception in AR, the haploscope provides a researcher with a flexible viewing tool with which to tweak multiple depth cues–
particularly accommodation and vergence. This differs from most commercial OST AR
devices which only allow projection of virtual images at a fixed focal depth. This limitation is due to hardware constraints of current devices, but will likely change over time as
8

new OST AR devices become available. However, the design of the haploscope allows for
more flexibility in manipulating depth cues. By interchanging lenses, adjusting the rotation
of the haploscope “wings”, and modifying the virtual images displayed via the monitors,
these depth cues can be finely adjusted, added, or removed in order to suit the particular
needs of the study being conducted. This ability to study both the combined and isolated
effects of multiple depth cues with one tool is particularly valuable, and something that no
current commercially available AR tool provides.

2.4.2

Theory

In the time since the haploscope was initially constructed, the device has undergone
a number of modifications to the lenses, monitors, rails, and setup in general. However,
the core functionality of the device remains the same. As shown in Figure 2.2 [8], the
monitors display an image. When the haploscope is properly calibrated, the light from this
image passes through a minimization lens, creating a smaller virtual image. When this
converging light hits the collimation lens at the minimization lens’s focal length, the rays
of the smaller virtual image are collimated back into parallel rays of light.
These non-intersecting rays are said to be focused at optical infinity. At this point,
they can bounce off of the beam splitters into the user’s eye or be further focused with an
accommodation lens to change the new focal length from optical infinity to some distance
closer to the user based on the diopter power of the accommodation lens.

9

2.4.3

Calibration

In order to produce the expected view for an observer with the virtual object appearing
at the desired orientation, the haploscope must be finely tuned. Before it is used, the haploscope is constructed and calibrated step by step, with the individual components tightened
and locked into place. These calibrations rely on a series of tested assumptions that build
upon one another leading up to the final result, and where one faulty assumption will skew
those that build off of it, adding compounding error to the system. These assumptions and
calibration steps are simplified as follows:
1. The haploscope rests upon a flat, level surface.
2. The haploscope main rail is, itself, a flat and level surface.
3. The two rotating wings of the haploscope are flat, level, parallel, and flush with each
other and with respect to the x and z axes.
4. The two rotating wings are parallel with the lower rail they rest on and at zero degrees
when the stoppers on either end of the wings are halted against the lower rail.
5. The monitors are perpendicular to the wing rails (repeats for all lens components).
6. The center of the monitors is at the center of the wing (repeats for all lens components).
7. The monitors are equidistant from the center of the haploscope rail.
8. The center of the monitors is vertically aligned with the rest of the lenses (repeats
for all lens components).
9. The minimization lenses are positioned on the rails so that the center of the lenses
are their focal length away from the flat surface of the monitors. See Figure 2.2.
10. The collimating lenses are positioned on the rails so that they are at the focal length
away from the minimization lens on the other side. See Figure 2.2.
11. The accommodating lenses are equidistant from the center of the haploscope’s main
rail.
12. The beam splitters are positioned centered on the pivot points of the haploscope
wings.
11

13. The beam splitters are angled, positioned, and tilted in such a way that when a laser
level shines through the centers of each and passes through the rest of the optical
components, the laser crossbeams appear centered at the center of the monitors. See
Figure 2.5.

Before use, the last steps are to adjust the wings to be the user’s interpupillary distance
(IPD) apart, to place the appropriate power of accommodative lens into their interchangeable slot, and to adjust the angle of their wings so that they follow the equation
IPD/2
θH = arctan
dH

!

where the hypothetical focal depth dH (in meters) is given by the power of the diopter used
diopter =

1
dH

This trigonometric relationship between the angle of the user’s eyes, depth, and IPD can
be observed in Figure 2.3. With no accommodation lens in place and the wings angled at
zero degrees, the virtual image focuses at optical infinity. If all of the calibration conditions
are met, the rays generated by the monitor should pass perfectly through the center of each
lens in the array and bounce into the user’s eyes to create a crisp image that focuses and
verges at the desired depth. Realistically, the system is not perfect. Small errors at different
calibration steps and the compounding problems they cause introduce some overall error
to the system, but as much as possible was done in the calibration stage to ensure that this
error is reduced to an acceptable level.

12

CHAPTER 3
EXPERIMENT

3.1

Objectives
Previously, an issue was noted with the haploscope wings. The theoretical angles θH

expected to cause vergence of the virtual image at some depth dH given by the equation
θH



/2
= arctan IPD
dH



differed significantly from the actual angles that produced ver-

gence. That issue prompted the investigation that is the subject of this project. Through
the experiments below and analysis of the results, the goal was to identify any significant
sources of error for the haploscope system. In particular, the way that the system behaved
with respect to the expected dH /θH was studied.

3.2

Early Finding
As mentioned previously, the assumptions that drive the haploscope calibration intro-

duce compounding error if they are false. Early on in the calibration process, the very first
assumption–that the table was level–was found to be untrue for the initial setup. Over time,
the tabletop which the assembly rested on was warped in such a way that the corners of
the table were raised, and the center sagged. Because of this problem, the table had to be
re-flattened. In the meantime, the haploscope was moved to a smaller, level workspace to
be recalibrated on. The initial Experiment 1 results were taken from this workspace. After
15

an effort was made to flatten the larger table, the haploscope was moved back to it and the
results for the subsequent experiments took place on this revised workspace after another
recalibration.

3.3

Importance of accommodation
When the wings of the haploscope run parallel to one another, the images displayed

are said to be focused at optical infinity, meaning that the beams should never intersect.
However, as they are angled inward, the vergence depth of the virtual object is pulled
towards the observer (Figure 2.4). If this cue is not matched with the accommodative
cue, the mismatch is more likely to bias the user’s gaze. For most experiments where the
haploscope is involved, accommodation is often paired with vergence. Because a small
set of dH values are usable in these cases–ones tied to the accommodative diopter power
available, those values were the ones used for the experiments.

3.4

Experiment 1: Nonius Lines Alignment By Individual

3.4.1

Setup

The first experiment was an initial investigation into the state of the haploscope wing
alignment checking the theoretical angles θH of the wings needed to achieve vergence at
several distances across the haploscope table. Nonius lines were set up on the haploscope
screens in the shape of a basic reticle with the right screen showing the top of the vertical
axis and the left screen showing the bottom of the vertical axis. At the proper vergence
16

Figure 3.1
Crosshairs through haploscope with pointer aligned on vertical axis

angle, viewing the virtual images through the haploscope was expected to result in a complete, vertically aligned reticle Figure 3.1, Figure 3.2.
For each depth tested, the accommodation lenses were replaced, and the wings angled
in such a way that those depth cues should signal the same distance of the virtual object.
Additionally, a sliding pointer was used to indicate on the table where the virtual object
was modelled to be. The participant was asked to evaluate whether or not the nonius lines
aligned with each other. If they did not align properly, the participant was then asked to
move the wings in such a way that they did align and both the pointer and the lines appeared
in clear focus.

17

Figure 3.3
Experiment 1 Raw Data

Figure 3.4
Experiment 1 Derived Focal Depth

19

3.4.5

Discussion

Early implementation of this study proved to be inherently difficult for the participant
attempting to focus on both vertical lines. The results, shown in Figure 3.3 and Figure 3.4
were far from the actual value expected for the various distances. Attempting to focus on
both vertical lines at once caused a perceptual issue where one line (top or bottom) seemed
to disappear while the user was focusing more intently on the other. This was a source
of eye strain and discomfort. The consistently closer right eye results suggest that this
was because the task created a case of binocular rivalry where the user tended to favor the
dominant eye when adjusting the wing angles that continuously skewed their results farther
and farther off center with each successive adjustment. As such, it was deemed that the
task was unfit for studying the desired vergence effect and discontinued.

3.5

Experiment 2: IPD Target Alignment

3.5.1

Setup

This experiment took its inspiration from an experiment performed in Chunya Hua’s
thesis work [6]. Instead of laser levels, two mounted web cameras were positioned behind
either beam splitter at an IPD 63mm apart. A stationary target with the appearance of
Figure 3.5 was set at multiple distances down the table corresponding to different powers
of diopter used for the accommodation lenses. The web cameras were adjusted so that
when the wings were positioned at zero degrees, the image captured by the camera had
the vertical line corresponding to IPD/2 away from the center of the target as the image’s
20

vertical pixel-center. For example, with a web camera that took an image of resolution
1600x1200 pixels, the vertical pixel-center’s index would be 799 (pixels are indexed from
0-1599). Once the outer IPD lines were aligned at the pixel centers for both webcams at
zero degrees, the wings could then be angled in such a way that when the new pixel-center
of the images were aligned with the target’s center line, the wings were positioned at the
“correct” vergence angle. Knowing that the target lines were adjusted to the pixel-center of
the image was capable of being determined on the fly. Using a program called WindowTop,
a “virtual” laser level was imposed over the live camera feed. This was done by creating
a black-filled image of the same resolution as the web camera image. A single, pixel-thin
red line was drawn down the vertical pixel-center using Gimp. WindowTop allowed the
“laser level” image to be adjusted so that it was semi-transparent. Then the transparent
laser level was dragged over the live feed until the image corners lined up. The effect
of this is shown in Figure 3.6 Along with the virtual laser level, the haploscope’s virtual
crosshairs were displayed during the experiment. This was done to ensure that not only did
the orientation of the wings themselves line up with the target crosshairs, but the virtual
image the haploscope projected aligned closely with the real crosshairs and virtual laser
level as well.

3.5.2

Data Collection

Data for this experiment was collected for the following set of diopters: (0.75, 1.0,
1.25, 1.5, 2.0, 2.25, 2.5, 2.75, 3.0, 4.0). For each of these, the actual angles needed to
achieve the correct vergence alignment for the left and right webcam were collected. These
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values were used to calculate the “actual depth” dD of the virtual object based on both the
simple depth formula. The actual angles themselves were determined by observing the
web camera image and adjusting the wings to where the pixel-center of the image aligned
with the center of the target in Figure 3.5. In addition to collecting the angles that cause
vergence using the tracking software, Motive, measurements of the haploscope wings’
distance from the base bar were taken using a set of calipers. Using the trigonometric
relationship between the sides of a right triangle, it was planned to use this value and the
hypotenuse of the triangle (wing length) to derive the actual angle of the haploscope wings,
θD . This was then used to check against the value given by Motive θH with the intention
of showing any error in the tracking tool.

3.5.3

Results

Firstly, using the value collected for the length of the wing and the distance between
the wing stopper and the base bar, the derived angle was calculated. Theoretically, this
value should have closely matched the angle given by Motive θT , but this was not the case.
The results of the comparison between θT and θD are shown in Figure 3.8.
From Figure 3.7 and Figure 3.8, it is clear that the disparity between the θT and θD is
less for far distances (when angle is closer to 0) but grows increasingly far apart for both
wings as the angles grow larger. At only one focal depth is θD within a half degree of
θT . This seems like an extreme disparity considering how sensitive depth can be to slight
changes in the wing angle. For the most part, the angles follow a trend. The exception is
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Figure 3.7
Raw Values for Derived and Tracked Angles

Figure 3.8
θT − θM for Both Wings
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the “hump” centered around the 50cm mark. This corresponds closely to the 50cm region
seen in Figure 3.9.

Figure 3.9
Depth/Angle relationship

After the raw values for the wing angles that caused vergence were taken, the theoretical depth dH and theoretical angle θH were adjusted to account for additional offsets in the
system from the webcam lens to beam splitter, beam splitter to base bar, and target pane
from the measurement marker on the table. The adjusted values were then compared with
θT and θD values collected. The results are shown in Figure 3.10.
Based on the graphs of angle compared with diopter and distance, θT for both wings
much more closely corresponds to θH than θD . This was unexpected, as θD were measured
by hand with regard to the hypotenuse and opposite sides of the right triangle that should
have encompassed θD . Considering the slightly more jagged curve of θD and how far offset
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Figure 3.10
Motive θT and Derived θD Compared with Theoretical θH

they are from the θH /θT group, it seems likely that this measurement was flawed. This
could happen because of a slight offset between the true center of the beam splitter pivot
and the distance measured to. In this case, the speculated hypotenuse of the triangle would
not be a constant–decreasing as the angle increased–and the inaccuracy would be caused.
Therefore, failing a better measure, the θD was ignored for most purposes of analysis and
θT was used instead until such time as the θD results can be verified. It is noteworthy
that the difference between θH and θT for both wings remain fairly constant for all values
measured. This strongly suggests that the primary error is not from the haploscope itself as
was anticipated. For a case where the beam splitters were improperly aligned, the virtual
image produced by the haploscope would be expected not to align with the crosshairs on
the target and the virtual laser level. However, the alignment observed had the virtual
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images within a couple of pixels of those for all distances. This insinuates instead that the
issue between actual and expected angle for vergence has something to do with a different
factor of the depth/angle model itself.
Table 3.1
θT − θH for Haploscope Wings
dM (cm)
139.88333
106.55000
86.55000
73.21667
56.55000
50.99444
46.55000
42.91364
39.88333
31.55000
Mean
Median
Range

Left ◦
-0.14001221
-0.15337543
-0.06436834
-0.19351659
-0.28824730
-0.28475121
-0.30125623
-0.13816677
-0.16586699
0.10839726

Right ◦
-0.1500122
-0.2033754
-0.1943683
-0.2735166
-0.2782473
-0.2647512
-0.2312562
-0.1681668
-0.1458670
0.1183973
-0.1706163755
-0.180841695
0.41965353

Lastly, in Figure 3.11 and Figure 3.12, the effects of the angle offset are examined in
terms of how they are modelled to affect the depth judgement for different distances. It is
clearest from Figure 3.12 that the disparity for near distances is relatively small, but grows
in a nearly linear fashion. Still, although for the near range the depth offset is under 5
cm for most values, at near depth this can still be significant when it comes to precisely
gauging depth of a near virtual object. Therefore, it is still highly desirable to find and
eliminate the remaining source of error now that it has been confirmed to exist. The good
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news is that the haploscope itself, properly calibrated under the current procedure, seems
to be in fine condition, and all that stands in the way of a more accurate machine is the
average angle offset of -0.1706163755 degrees from Table 3.1. This value also seems to
be mostly corrected for by adding 5cm to the adjusted depth and calculating the theoretical
angle based on that.

Figure 3.11
Derived depth dD of θT compared with hypothetical depth dH
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Figure 3.12
dD - dH over dH for both wings
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CHAPTER 4
CONCLUSION

The experimental set up of the haploscope was capable of producing a relatively accurate vergence cue within 5cm from dH for the near depth field within reaching distance
of an observer. That depth error increases almost linearly across greater distance in Figure 3.12. Although at present the error is moderate, for certain very precise near-field
perception tasks, it may still prove too great and can be further refined. Figure 3.10 suggested that the angle was offset by a near-constant amount that in Experiment 2 averaged to
-0.1706163755 degrees for the values tested, implying that a misgauge of dH was largely,
though not entirely, to blame. Considering that the distance from the target to the lens of
the web cameras was explicitly measured, one possible explanation is that where depth is
measured at the start point–the center of the eye (or in Experiment 2, the webcam lens)–is
the erroneous factor.
Going forward, it would be valuable to further investigate the model being used to determine the center of the user’s eye. This focal depth offset will vary from person to person.
Therefore, to create a highly accurate vergence cue with the haploscope and other ocular
devices, there must be a way to explicitly measure or calibrate to each user’s individual eye
shape. If such a calibration step could be devised and added on to the end of the normal
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haploscope’s calibration, it should diminish most of the remaining error between actual
and expected vergence angles. As Experiment 1 showed, allowing a user to tweak the angle of the haploscope themselves to find the best vergence is extremely imprecise. This
is thought to be because focal rivalry occurs that tends to favor the user’s dominant eye.
Therefore, a better place to start might be by having a user perform some type of iterative
reaching task and basing the calibration for off those results. A variation of the task from
Experiment III in Gurjot Singh’s dissertation [8] might prove useful for this purpose.
Lastly, while Experiment 2 attempted to double-check the angles reported by the Motive system against another system of measurement, the resulting derived angles θD and
their relationship to the hypothetical angles θH did not inspire confidence in the new system. An accurate angle reading is crucial to adjusting the haploscope. While Motive seems
to work well for this in general, the accuracy of the motion tracking tool is known to diminish under a variety of circumstances. These include but are not limited to degradation over
time, changes in lighting conditions, certain orientations where not all parts of the tracking
constellation are clearly visible, another reflective object within view creating jitter, and
cases for far distances where the angle changing only a small amount creates significantly
different vergence depth. With this in mind, another future project could be to explore
alternate options for checking the wing angles with a high degree of accuracy to be used in
tandem with Motive.
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