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EMPIRICAL SPECTRAL MEASURES OF QUANTUM GRAPHS IN THE
BENJAMINI-SCHRAMM LIMIT
NALINI ANANTHARAMAN, MAXIME INGREMEAU, MOSTAFA SABRI, BRIAN WINN
Abstract. We introduce the notion of Benjamini-Schramm convergence for quantum graphs.
This notion of convergence, intended to play the role of the already existing notion for discrete
graphs, means that the restriction of the quantum graph to a randomly chosen ball has a limiting
distribution. We prove that any sequence of quantum graphs with uniformly bounded data has
a convergent subsequence in this sense. We then consider the empirical spectral measure of a
convergent sequence (with general boundary conditions and edge potentials) and show that it
converges to the expected spectral measure of the limiting random rooted quantum graph. These
results are similar to the discrete case, but the proofs are significantly different.
1. Introduction
The study of empirical spectral measures (ESM) is a subject of rich history, going back at least
to the works of Wigner in the 50s [42, 43]. The ESM is the normalized count of eigenvalues in
a set. Wigner showed that the ESM of certain random matrices arising from the study of heavy
nuclei converges in probability to the semicircular distribution µsc =
1
2π (4− |x|2)
1/2
+ dx. This gives
a general idea of how the spectrum of these matrices looks like when the size of the matrix gets
large. Since then, a large body of literature has been devoted to generalizing this result to other
classes of random matrices, considering spectral windows that shrink with N , and also studying
non-Hermitian matrices, so that the spectrum now lies in C—the “universal” analog in this case is
the circular law µc =
1
π1|z|≤1 [23, 10, 41].
In the framework of graphs, a well-known result called the law of Kesten-McKay [28, 35] says
the following: if GN = (VN , EN ) is a sequence of (q+1)-regular graphs with a negligible number of
cycles (which is generically true if the GN are chosen at random), and if (λ
(N)
j ) are the eigenvalues
of the adjacency matrix AGN , then for any bounded continuous function χ,
(1.1)
1
|VN |
|VN |∑
i=1
χ(λ
(N)
i ) −→
N−→+∞
1
π
∫ ∞
−∞
χ(λ)Im
{
G
Tq
λ+i0(o, o)
}
dλ =
∫ ∞
−∞
χ(λ) dµTqo (λ) ,
where G
Tq
z (o, o) is the Green’s kernel of the adjacency matrix ATq of the (q + 1)-regular tree Tq at
a vertex o ∈ Tq. More precisely, GTqz (o, o) = 〈δo, (ATq − z)−1δo〉 for z ∈ C \R, and GTqλ+i0(o, o) is its
limit when z approaches λ from the upper half-plane. Here µ
Tq
o (I) = 〈δo,1I(ATq )δo〉 is the spectral
measure of ATq at the vertex o, and it is in fact independent of the vertex (as Tq is homogeneous).
The density ImG
Tq
λ+i0(o, o) is given explicitly by
(q+1)
√
4q−λ2
2π[(q+1)2−λ2]1|λ|≤2
√
q.
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A good way to interpret (1.1) is to say that such regular graphs “converge” to Tq due to the
assumption of few-cycles, and consequently the ESM of AGN converges to the spectral measure of
ATq at some point o. The pertinent notion of convergence of graphs here is the Benjamini-Schramm
or local-weak convergence [11, 5], which studies how k-balls in GN look like as N gets large. More
precisely, we say that a sequence of finite graphs (GN ) converges if for any finite rooted graph (F, o)
and k ∈ N, the fraction of points x ∈ GN such that BGN (x, k) ∼= (F, o) has a limit. In the case of
regular graphs with few short cycles, the limit is either zero or one, depending if (F, o) ∼= BTq(o, k)
or not, and we call δ[Tq,o] the limit of (GN ). In general one obtains a probability distribution ρ
on the set of rooted graphs. The limit is then interpreted as a random rooted graph {(G, o)},
distributed according to ρ.
It turns out that (1.1) is then a special case of a general fact: if (GN ) converges to ρ in the sense
of Benjamini-Schramm, then the ESM of GN converges to the mean spectral measure Eρ(µo(·)) =∫
µo(·) dρ([G, o]). Here µo(I) = 〈δo,1I(AG)δo〉, and the integral runs over (isomorphism classes
of) rooted graphs (G, o). This fact is well-known, see e.g. [1]. This can be generalized to the case
of weighted graphs, with weights on the edges and/or vertices (see e.g. [6, Appendix A]). The
adjacency matrix is then replaced by some weighted Schro¨dinger operator.
Hence, if one knows that (GN ) converges to {(G, o)}, and if one has a good knowledge of the
limiting operator AG (as in Tq), then one gets spectral information about GN for large N . But
things can also go the other way around. For example, in the theory of random Schro¨dinger
operators, the model of interest is usually the infinite one, such as HZd(ω) = AZd +Wω on Zd,
where Wω is a random i.i.d. potential on the vertices. If ΛN = {v ∈ Zd : ‖v‖∞ ≤ N} is a set of
cubes, it is known that
(1.2)
#{λ(N)i (HΛN (ω)) ∈ I}
|ΛN | −→N−→+∞ E
[
µ
H
Zd
(ω)
0 (I)
]
both almost-surely and in expectation, see e.g. [29, Section 5]. The boldface E denotes expectation
w.r.t. the random potential. Though generally not presented this way, this is actually a consequence
of the a.s. Benjamini-Schramm convergence of such cubes to (Zd,Wω, 0). The quantity in the RHS
is called the integrated density of states in this context. Usually, to prove regularity of the integrated
density of states, one first proves a Wegner estimate valid for any finite N , then passes to the limit.
Thus in this case, a fact on the infinite graph was deduced by constructing a sequence of graphs
(ΛN ,W
ω
N ) which converges to (Z
d,Wω, 0).
Our aim in this paper is to introduce the notion of Benjamini-Schramm convergence for quan-
tum graphs. A quantum graph is a graph G in which each edge is endowed a length Le, and
one studies a second-order (Sturm-Liouville type) differential operator on the edges, satisfying ap-
propriate boundary conditions at the vertices [32]. Here we consider Schro¨dinger operators with
edge-potentials and general boundary conditions. We give the precise definition of quantum graphs
and the corresponding Benjamini-Schramm topology in Sections 2 and 3, respectively. We summa-
rize our main results as follows and refer the reader to these sections for details:
Main results. Let (QN ) be a sequence of quantum graphs with uniformly bounded data (degree,
length, edge potential, boundary conditions). Denote by HQN the corresponding Schro¨dinger oper-
ator. Then:-
1. Up to passing to a subsequence, the graphs (QN ) converge in the sense of Benjamini-Schramm
to some probability measure P on the set of rooted quantum graphs (modulo isomorphism);
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2. The empirical spectral measure µQN =
1∑
e∈EN
Le
∑
λ
(N)
k
∈σ(HQN )
δ
λ
(N)
k
converges vaguely: for any
χ ∈ Cc(R), we have
lim
N→∞
∫
R
χ(λ) dµQN (λ) =
∫
Q∗
χ
(
HQ
)
(x0,x0)dP(Q,x0)
where HQ is the Schro¨dinger operator on the limiting random quantum graph Q, χ
(
HQ
)
(x0,x0)
is the value of the Schwartz kernel of the operator χ
(
HQ
)
at the root x0 and Q∗ is a set of
equivalence classes of rooted quantum graphs (the equivalence relation is specified in Section 3).
In the framework of discrete graphs with uniformly bounded degrees, the convergence of ESM is
an elementary consequence of Benjamini-Schramm convergence [1]. In fact, as the measures have
compact support, it suffices to establish the convergence of moments. But the k-moment of the
ESM is just 1N
∑
x∈VN 〈δx,AkGN δx〉. The term 〈δx,AkGN δx〉 is the number of k-paths in GN from x
to x, and only depends on a k-ball around x. The convergence of the k-th moment then follows
from the convergence of the distribution of k-balls.
The proof for quantum graphs is more involved and takes the major part of this paper. We
start by noting that since the Green’s kernel y 7→ Gz(x, y) solves the eigenvalue equation, we may
expand it in a basis of solutions of HQf = zf on each edge. The coefficients of the expansion
are eigenvectors of an evolution operator, which is a matrix indexed by the oriented edges of the
graphs. Thus, instead of working with the unbounded operator HQ (which poses obvious problems
if one wants to take powers as in the discrete case), we work with finite matrices indexed by the
edges. This allows us to prove the continuity of the Green’s kernel in the Benjamini-Schramm
topology. From this, we proceed to establish the convergence of the ESM. We do this in two steps,
finally obtaining a statement resembling (1.1). In fact, while the last equality in (1.1) is immediate,
making sense of a punctual spectral measure µHQx0 for quantum graphs takes some effort.
Evolution operators are well-known in the “scattering approach” to quantum graphs when there
is no edge potential [31, 13]. The construction has been adapted to include edge potentials with
Kirchhoff conditions in [38], then general boundary conditions in [15]. We construct our operator
a bit differently; for technical reasons, we want it to be sub-unitary in (some large region of) the
upper-half plane Im z > 0. While this is already true in the framework of [38] when Re z is large
enough, it seems some more work has to be done in general, and our construction works only when
Im z is large enough. In particular, we do not obtain a characterization of the spectrum of HQ in
terms of the evolution operator; for this see [38, 15] instead, when the graph is finite.
The paper is organized as follows. In Section 2, we recall the definition of quantum graphs
with edge potentials and general boundary conditions at the vertices. In Section 3, we define the
Benjamini-Schramm convergence of quantum graphs and state our main results (Theorems 3.9,
3.11, 3.12). In Section 4, we present the main ideas of the proof of Theorem 3.9 in the special case
where there is no potential, and where each vertex has Kirchhoff boundary conditions. In Section 5,
we construct our evolution operator, and we use it in Section 6 to prove continuity of Green’s kernel.
The convergence of the ESM is then established in Section 7. We conclude the paper with several
examples of Benjamini-Schramm convergence in Section 8. The reader who wants to develop more
intuition can skip the proofs and go directly from Section 3 to 8.
2. Quantum graphs
2.1. Metric graphs and quantum graphs. Let G = (V,E) be a combinatorial graph with
countable vertex set V and edge set E. For each vertex v ∈ V , we denote by d(v) the degree of
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v. For simplicity, we assume there is at most one edge between any two vertices, and that there is
no edge from a vertex to itself. If v1, v2 ∈ V , we write v1 ∼ v2 if {v1, v2} ∈ E. We let B = B(G)
be the set of oriented edges (or bonds), so that |B| = 2|E| (an edge {v1, v2} ∈ E gives rise to two
oriented edges (v1, v2), (v2, v1) ∈ B). If b ∈ B, we shall denote by bˆ the reverse bond. We write o(b)
for the origin of b and t(b) for the terminus of b. We will also write e(b) ∈ E for the edge obtained
by forgetting the orientation of b.
Definition 2.1. A length graph (V,E, L) is a connected combinatorial graph (V,E) endowed with
a map L : E → (0,∞). We denote Le := L(e). If b ∈ B, we also denote Lb := L(e(b)).
The underlying metric graph is the set1
G := {(b, x); b ∈ B, x ∈ (0, Lb)}/ ≃ ,
where the equivalence relation ≃ is described by (b, x) ≃ (b′, x′) if b′ = bˆ and x′ = Lb − x.
Points of G will be denoted by the shorter boldface x when there is no confusion.
Compared to more usual definitions, this one avoids identifying each edge with a segment (0, L),
which involves a non-canonical choice of an origin.
The set G can be equipped with a measure dx, as follows: if f : G −→ C, then we can lift it to a
map f˜ : {(b, x); b ∈ B, x ∈ (0, Lb)} such that f˜(b, x) = f˜(bˆ, Lb − x). If f˜ is measurable, we define∫
G
f(x) dx :=
1
2
∑
b∈B
∫ Lb
0
f˜(b, x) dx .
The 12 factor comes from the fact that each non-oriented edge is counted twice, once for each
orientation. In the sequel, we will denote by 〈·, ·〉 the L2-scalar product associated to this measure.
A function f : G −→ C can be written as f = (fb)b∈B, where fb(x) := f(b, x) satisfies the
condition fb̂(Lb − x) = fb(x). This means that the value of f at the point at distance x from o(b)
is equal to the value of f at the point at distance Lb − x from o(bˆ) = t(b).
A quantum graph is a length graph endowed with a Schro¨dinger operator satisfying boundary
conditions at each vertex. More precisely
Definition 2.2. A quantum graph Q = (V,E, L,W, β, U) is the data of:
• A length graph (V,E, L),
• A potential W = (Wb)b∈B ∈
⊕
b∈B C
0([0, Lb];R) satisfying for x ∈ [0, Lb],
(2.1) Wb̂(Lb − x) =Wb(x) .
• For each v ∈ V , a labelling of the oriented edges starting at v, that is, a one-to-one map
βv : {1, . . . , d(v)} −→ {b ∈ B | o(b) = v} .
• For each v ∈ V , a unitary matrix Uv ∈Md(v)(C).
Condition (2.1) simply means that W is well-defined on the quotient G. It does not impose that
Wb is symmetric (a symmetric potential would satisfy moreover Wb(Lb − x) =Wb(x)).
The unitary matrix Uv will encode the boundary condition at v.
In the sequel, we will always make the following assumption
1Note that we do not include the vertices in G.
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Hypothesis 1.
d(G) := sup
v∈V
d(v) <∞
L(Q) := inf
e∈E
L(e) > 0
L(Q) := sup
e∈E
L(e) <∞
‖W‖∞ := sup
b∈B
‖Wb‖C0 <∞
(2.2) sup
v∈V
‖Λv‖ <∞ ,
where Λv is defined as follows: let P
R
v be the orthogonal projection onto the eigenspace of all
eigenvalues of Uv other than ±1. Let (Uv ± Id)R be the restriction of (Uv ± Id) to PRv Cd(v). Then
Λv : P
R
v C
d(v) → PRv Cd(v) is the Cayley transform Λv = −i(Uv + Id)−1R (Uv − Id)R.
The last condition may seem unclear, but it is actually quite natural, as we’ll see in Examples 2.3.
Hypothesis 1 is automatically satisfied for finite quantum graphs:
Definition 2.3. A quantum graph Q = (V,E, L,W, β, U) will be called finite if |V |, |E| < ∞. Its
total length is then defined as
L(Q) =
∑
e∈E
L(e) .
2.2. The Schro¨dinger operator on a quantum graph. Let Q = (V,E, L,W, β, U) be a quan-
tum graph as in Definition 2.2. Consider the Hilbert space2
H :=
{
f = (fb)b∈B ∈
⊕
b∈B
L2(0, Lb)
∣∣∣ fb̂(Lb − ·) = fb(·) and ∑
b∈B
‖fb‖2L2(0,Lb) <∞
}
and its subset
H
0 :=
{
f = (fb)b∈B ∈
⊕
b∈B
H2(0, Lb)
∣∣∣ fb̂(Lb − ·) = fb(·) and ∑
b∈B
‖fb‖2H2(0,Lb) <∞
}
⊂ H .
Note that H can be identified with the space L2(G) of functions f : G −→ C which are square-
integrable for the measure dx.
We define an operator HQ acting on ψ = (ψb)b∈B ∈ H 0 by
(2.3) (HQψb)(x) = −ψ′′b (x) +Wb(x)ψb(x).
Note that (2.1) implies that HQ : H 0 −→ H .
Thus defined, HQ is not essentially self-adjoint: we need to impose suitable boundary conditions
at each vertex. Given v ∈ V , f ∈ H 0 and Uv, we define
(2.4) F (v) ∈ Cd(v) := (f(oβv(j)))d(v)j=1 , F ′(v) ∈ Cd(v) := (f ′(oβv(j)))d(v)j=1 ,
(2.5) A1(v) = i(Uv − Id) , A2(v) = Uv + Id .
We then define the space
(2.6) H Q :=
{
f ∈ H 0
∣∣ ∀v ∈ V : A1(v)F (v) +A2(v)F ′(v) = 0} ⊂ H .
2In the sequel, all the scalar products in Hilbert spaces will be linear in the right variable, and anti-linear in the
left one: 〈zu, z′v〉 = zz′〈u, v〉.
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It follow from [13, Theorem 1.4.4] that ifQ is finite, thenHQ : H Q −→ H is self-adjoint. Moreover,
any local self-adjoint boundary condition is of this form for some set of unitary matrices (Uv)v∈V .
The same holds for infinite graphs satisfying Hypothesis 1, see [13, Section 1.4.5].
2.3. Examples.
(a) The most common choice of boundary conditions are the Kirchhoff boundary conditions, which
correspond to Uv =
2
d(v)1− Id, where 1 is the matrix with all entries equal to 1. In this case,
(2.7) A1(v)F (v) +A2(v)F
′(v) =

2i
(
1
d
∑d
j=1 f(oβ(j))− f(oβ(1))
)
+ 2d
∑d
j=1 f
′(oβ(j))
...
2i
(
1
d
∑d
j=1 f(oβ(j))− f(oβ(d))
)
+ 2d
∑d
j=1 f
′(oβ(j))
 .
Hence, (2.6) implies 2d
∑d
j=1 f
′(oβ(j)) = 2i(f(oβ(k))− 1d
∑d
j=1 f(oβ(j))) for each k, which implies
all f(oβ(k)) must be equal and thus
∑d
j=1 f
′(oβ(j)) = 0. In other words, we have:
• Continuity: For all b, b′ ∈ B, we have fb(0) = fb′(0) =: f(v) if o(b) = o(b′) = v.
• Current conservation: For all v ∈ V ,
(2.8)
∑
b:o(b)=v
f ′b(0) = 0 .
(b) One may take Uv = −Id and Uv = Id to obtain Dirichlet and Neumann conditions, respectively,
at each vertex v. These conditions are rarely interesting as they decouple the graph into a direct
sum of intervals.
(c) In general, let PDv and P
N
v be the orthogonal projections onto the eigenspaces of Uv for the
eigenvalues −1 and +1, respectively, and PRv = Id − PDv − PNv . Then [32] the quadratic form
of HQ is given by
hQ[f, f ] =
1
2
∑
b∈B
‖f ′b‖2 −
∑
v∈V
〈ΛvF, F 〉 ,
where Λv : P
R
v C
d(v) −→ PRv Cd(v) is the invertible self-adjoint operator defined in (2.2). The
domain D(hQ) is the set of (fb) ∈
⊕
H1(0, Lb) such that P
D
v F = 0.
For example, if we replace (2.8) by
∑
b:o(b)=v f
′
b(0) = αvf(v), (often called the δ-condition)
then 〈ΛvF, F 〉 = −αv|f(v)|2. In general, (2.2) asks that the Robin part supv ‖Λv‖ is bounded,
in other words, supv |αv| <∞ for δ-conditions.
Note that Kirchhoff (and more generally δ-) boundary conditions are homogeneous around each
vertex, so the data β is not needed to describe the Schro¨dinger operator in this case.
3. Benjamini-Schramm convergence for quantum graphs
3.1. Convergence of graphs. If G = (V,E) is a connected combinatorial graph, we define for
every v ∈ V and r ∈ N the ball BG(v, r) := {w ∈ V : dG(v, w) ≤ r}. Here, dG is the distance
on the discrete graph G. We write EG(v, r) and BG(v, r) for the sets of edges and oriented edges,
respectively, connecting two vertices in BG(v, r).
Definition 3.1. A rooted quantum graph Q = (V,E, L,W, β, U,x0) is a quantum graph Q =
(V,E, L,W, β, U) together with a marked point x0 ∈ G, called the root. We often denote Q =
(Q,x0).
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Given a rooted quantum graph Q = (Q,x0), we may build from it a new quantum graph, by
adding at x0 a new vertex vx0 with Kirchhoff’s boundary conditions. More precisely, we introduce
the following definition.
Definition 3.2. (Adding a vertex.) Let Q = (Q,x0) be a rooted quantum graph. We denote by
Qx0 the quantum graph such that
Qx0 := (V x0 , Ex0 , Lx0 ,Wx0 , βx0 , Ux0) ,
where
• V x0 := V ⊔ {vx0}.
• Ex0 := E \ {e(b0)} ∪ {{o(b0), vx0}, {t(b0), vx0}}.
• Lx0(e) = L(e) for e ∈ E \{e(b0)}, Lx0({o(b0), vx0}) = x0 and Lx0({t(b0), vx0}) = Lb0 −x0.
• Wx0b =Wb ∀b ∈ B \ {b0, b̂0}, while Wx0(o(b0),vx0 ) = (Wb0 )|[0,x0], W
x0
(vx0 ,o(b0))
= (Wb̂0)|[x0,Lb0 ],
Wx0(vx0 ,t(b0))
= (Wb0 )|[x0,Lb0 ], and W
x0
(t(b0),vx0 )
= (Wb̂0)|[0,x0].
• (βx0)v = βv for all v ∈ V , (βx0)vx0 (1) = (vx0 , o(b0)), (βx0)vx0 (2) = (vx0 , t(b0)).
• Ux0v = Uv for all v ∈ V and Ux0vx0 =
(
0 1
1 0
)
.
We denote by Gx0 = (V x0 , Ex0) the new combinatorial graph and Bx0 the corresponding set of
bonds.
If (G, v) and (G′, v′) are two rooted discrete graphs, we denote
φ : (G, v)
∼−→ (G′, v′)
if φ is a graph isomorphism satisfying φ(v) = v′.
Let Q = (V,E, L,W, β, U,x0) and Q
′ = (V ′, E′, L′,W ′, β′, U ′,x′0) be two rooted quantum graphs.
We define a pseudometric3 between them as follows:
(3.1) d ((Q,x0), (Q′,x′0)) =
1
1 + α
,
where
α := sup
{
r > 0
∣∣ ∃φ : BGx0 (vx0 , ⌊r⌋) ∼−→ BG′x′0 (vx′0 , ⌊r⌋) with φ ◦ βx0 = β′x′0
and δ⌊r⌋,φ((Lx0 ,Wx0 , Ux0), (L′x
′
0 ,W ′x
′
0 , U ′x
′
0)) < 1/r
}
and δk,φ(·, ·) is the distance between the data in a k-ball around the root:
δk,φ((L
x0 ,Wx0 , Ux0), (L′x
′
0 ,W ′x
′
0 , U ′x
′
0)) = max
{
max
e∈EGx0 (vx0 ,k)
∣∣Lx0e − L′x′0φ(e)∣∣,
max
b∈BGx0 (vx0 ,k)
sup
t∈[0,1]
∣∣∣Wx0b (tLx0b )−W ′x′0φ(b) (tL′x′0φ(b))∣∣∣ , maxv∈BGx0 (vx0 ,k) ∥∥Ux0v − U ′x′0φ(v)∥∥
}
.
Definition 3.3. Let Q = (V,E, L,W, β, U,x0) and Q
′ = (V ′, E′, L′,W ′, β′, U ′,x′0) be rooted quan-
tum graphs. We say that Q and Q′ are equivalent if ∃φ : (Gx0 , vx0) ∼−→ (G′x0 , vx′0) satisfying
Lx0 = L′x0 ◦ φ, Wx0 =W ′x′0 ◦ φ, Ux0 = U ′x′0 ◦ φ and φ ◦ βx0 = β′x′0 .
We denote the equivalence class of Q by [Q].
3Recall that a pseudometric satisfies all the properties of a distance, except that we don’t have d(Q,Q′) = 0 =⇒
Q = Q′.
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Let Q∗ be the set of equivalence classes of rooted quantum graphs.
Lemma 3.4. (Q∗, d) is a Polish space, i.e., a separable complete metric space.
Proof. Clearly if [Q1] = [Q
′
1] and [Q2] = [Q
′
2], then d(Q1,Q2) = d(Q
′
1,Q
′
2), so d is well-defined on
Q∗.
If Q, Q′ are rooted quantum graphs with d(Q,Q′) = 0, then for any r ∈ N, ∃φr : BGx0 (vx0 , r) ∼−→
B
G′x
′
0
(vx′
0
, r) such that φr ◦ βx0 = β′x′0 and δ⌊r⌋,φ((Lx0 ,Wx0 , Ux0), (L′x′0 ,W ′x′0 , U ′x′0)) < 1/r.
Let φ
(n)
r = φr|BGx0 (vx0 ,n) for r ≥ n. One checks that φ
(n)
r : BGx0 (vx0 , n)
∼−→ B
G′x
′
0
(vx′
0
, n) for
all r ≥ n. Since G and G′ are locally finite, φ(n)r has a convergent (in fact stationary) subsequence
φ
(n)
rj . Denote its limit by φ
(n). Then φ(n) : BGx0 (vx0 , n)
∼−→ BG′x0 (vx′
0
, n).
The advantage of φ(n) over φn is that φ
(n+1)|BGx0 (vx0 ,n) = limφ
(n+1)
rj |BGx0 (vx0 ,n) = limφ
(n)
rj =
φ(n). So φ(m)|BGx0 (vx0 ,n) = φ(n) for all m ≥ n. Hence, if for v ∈ Gx0 , say v ∈ BGx0 (vx0 , n) for
some n, we put φ(v) := φ(n)(v), then φ is a well-defined graph isomorphism φ : (Gx0 , vx0)
∼−→
(G′x
′
0 , vx′
0
). Moreover, for any n and r ≥ n, we have ‖L′x′0 ◦ φ(n)r − Lx0‖EGx0 (vx0 ,n) < 1/r, so
‖L′x0 ◦φ(n)−Lx0‖EGx0 (vx0 ,n) = 0. This shows that L′x
′
0 ◦φ = Lx0 . Arguing similarly forWx0 , Ux0 ,
we get [Q] = [Q′] as required.
We showed that d is a distance on Q∗. Separability follows by considering the countable set
of finite rooted graphs and using that R, C0([0, L]) and Ud(C), the set of unitary matrices, are
separable for every L and d. To prove completeness, note that if [Qn,xn] is Cauchy, then the
(equivalence classes of) balls [BGxnn (vxn , ⌊r⌋)] are stationary in n for any r. Say it stabilizes for
n ≥ nr. We may then define a limit discrete rooted graph (G⋆, v⋆) iteratively such that for any
r, [BG⋆(v⋆, ⌊r⌋)] = [BGxnrnr (vxnr , ⌊r⌋)]. Using the completeness of R, C
0([0, L]) and Ud(C), we may
find a limiting data (L,W,U) on G⋆, completing the proof. 
Let P(Q∗) be the set of probability measures on Q∗.
Definition 3.5. Any finite quantum graph Q = (V,E, L,W, β, U) defines a probability measure νQ
obtained by choosing a root uniformly at random:
νQ :=
1
2L(Q)
∑
b0∈B
∫ Lb0
0
δ[Q,(b0,x0)]dx0 =
1
L(Q)
∫
G
δ[Q,x0]dx0.
If QN is a sequence of quantum graphs, we say that P ∈ P(Q∗) is the local weak limit of QN ,
or that QN converges in the sense of Benjamini-Schramm to P, if νQN converges weakly-* to P.
Let D ∈ N, M > m > 0. We define QD,m,M∗ ⊂ Q∗ as the subset of equivalence classes
[Q,x0] = [V,E, L,W, β, U,x0] which satisfy
(3.2)

d(G) ≤ D
m ≤ L(Q) ≤ L(Q) ≤M
supv∈V ‖Λv‖ ≤M
Wb ∈ Lip([0, Lb]) and max (‖Wb‖∞,Lip(Wb)) ≤M ∀b ∈ B .
Here Lip(I) is the set of Lipschitz-continuous functions on I and Lip(f) is the Lipschitz constant
of f . If δ > 0, we also define
QD,m,M,δ∗ :=
{
[Q, (b0, x0)] ∈ QD,m,M∗ | x0 ∈ [δ, Lb0 − δ]
}
.
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Lemma 3.6. The subset QD,m,M,δ∗ is compact.
Proof. Let [VN , EN , LN ,WN , βN , UN ,xN ] be a sequence in Q
D,m,M,δ
∗ . Let r ∈ N. Up to extracting
a subsequence, we may suppose that the BGxN
N
(vxN , r) are all isomorphic to each other, since there
are only finitely many isomorphy classes of balls of radius r with degree ≤ D. We may extract
a subsequence such that for every v ∈ BGxN
N
(vxN , r), for every e ∈ ExNGxNN (vxN , r) and for every
b ∈ BGxN
N
(vxN , r), the sequences (L
xN
N (e)), ((W
xN
N )b) and ((U
xN
N )v) are convergent. Here, we used
Arzela-Ascoli’s theorem for the ((WxNN )b) along with the compactness of unitary matrices. For large
N , we get xN ∈ [δ, Lb], which has a subsequence converging to x⋆. Then xN −LbN → x⋆−Lb. But
xN − LbN ≤ −δ for all N , so x⋆ ∈ [δ, Lb − δ] as required.
We may then conclude by a diagonal extraction argument for the different r ∈ N. In fact, the
diagonal sequence is clearly Cauchy and thus converges. The conditions (3.2) pass to the limit, so
the limit quantum graph lies in QD,m,M,δ∗ . 
Note that νQN (Q
D,m,M
∗ \ QD,m,M,δ∗ ) ≤ 2δm , so Lemma 3.6 implies that the family (νQN ) on
QD,m,M∗ is tight. Using Prokhorov’s theorem, we obtain:
Corollary 3.7. Let D ∈ N, M > m > 0, and let QN = (VN , EN , LN ,WN , βN , UN ) be a sequence
of quantum graphs satisfying (3.2) for all N ∈ N. Then there is a subsequence QNk which converges
in the sense of Benjamini-Schramm (i.e. there exists P ∈ P(QD,m,M∗ ) such that νQNk
w∗−−→ P).
In other words, for any bounded continuous F : QD,m,M∗ −→ C, we have
1
L(QNk)
∫
GNk
F
(
[QNk ,x0]
)
dx0 −→
∫
Q
D,m,M
∗
F ([Q,x0]) dP([Q,x0]) =: EP
[
F
]
.
In the classical theory of local-weak convergence, a probability measure ρ on the set of discrete
rooted graphs is said to be sofic if it is a Benjamini-Schramm limit of finite graphs. It is known
that any sofic measure is unimodular. This means that it has a weak form of homogeneity known as
the “Mass Transport Principle”, which is important for applications [5, 11]. Knowing if conversely
any unimodular measure is sofic, is an open problem, see [20, 12, 9] for recent progress.
In our context of quantum graphs, “sofic” measures also have a nice property:
Lemma 3.8. Suppose QN is a sequence of finite quantum graphs which converges to P in the sense
of Benjamini-Schramm. Then P satisfies, for any bounded continuous F : Q∗ −→ C:
EP (F [Q,x0]) = EP
(
1
|B1o|
∫
B1o
F [Q,x] dx
)
,
where B1o is the metric graph induced from the combinatorial unit ball around a random root o(b0),
i.e. B1o = {(b, y) ∈ Q : o(b) = o(b0)}.
More explicitly, the lemma says that∫
Q∗
F [Q,x0] dP[Q,x0] =
∫
Q∗
(
1
|B1o|
∑
b:o(b)=o(b0)
∫ Lb
0
F [Q, (b, x)] dx
)
dP[Q, (b0, x0)] .
Note that the integrand on the RHS only depends on o(b0): for fixed Q and b0 ∈ Q, the integrand
is fixed as x0 varies over (0, Lb0). We give an application of this result in Lemma 3.13.
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Proof of Lemma 3.8. Denoting B1v the metric graph induced from a combinatorial unit ball around
v ∈ VN , we have
EνQN
(F [Q,x0]) = 1
2L(QN )
∑
v∈VN
∑
b,o(b)=v
∫ Lb
0
F [QN , (b, x0)] dx0
=
1
2L(QN )
∑
v∈VN
∫
B1v
F [QN ,x] dx
=
1
2L(QN )
∑
v∈VN
∑
b0,o(b0)=v
∫ Lb0
0
1
|B1v|
(∫
B1v
F [QN ,x] dx
)
dx0
= EνQN
(
1
|B1o|
∫
B1o
F [Q,x] dx
)
.
The claim follows by taking N −→ ∞. 
3.2. Spectral theory. Before we address the convergence of ESM discussed in the introduction,
let us present some results of independent interest.
Let Q = (V,E, L,W, β, U) be a quantum graph and x0,y0 ∈ G. For z ∈ C \ R, we denote by
Gz(x0,y0) the Schwartz kernel of (HQ − z)−1 (called the Green’s function). Its basic properties
are given in Appendix A.
Theorem 3.9. Consider the map Gz : Q∗ ∋ [(V,E, L,W, β, U,x0)] 7→ Gz(x0,x0) ∈ C. Let
M > m > 0, D ∈ N. For all z ∈ C \ R, Gz is continuous on QD,m,M∗ .
In other words, if [QN ,xN ] −→ [Q,x] in the metric (3.1), then GQNz (xN ,xN ) −→ GQz (x,x).
Corollary 3.10. Let QN be a sequence of quantum graphs satisfying (3.2) and converging in the
sense of Benjamini-Schramm to P. Then for all z ∈ C \ R, we have
lim
N−→∞
1
L(QN )
∫
GN
Gz(x0,x0) dx0 = EP
[
Gz
]
.
Proof. The map Gz is continuous on Q
D,m,M
∗ by Theorem 3.9. It is also bounded by Lemma A.5.
By hypothesis, νQN converges weakly to P. Hence,
∫
Gz dνQN −→
∫
Gz dP. 
Other interesting continuous functionals are given by integral kernels of functions of the Lapla-
cian, as explained in the following theorem, which we prove in Section 7.2.
Theorem 3.11. Let χ ∈ Cc(R). Then χ(HQ) has an integral kernel χ(HQ)(x0,x1) which is
continuous: for any b0, b1 ∈ B, the map (0, Lb0)× (0, Lb1) ∋ (x0, x1) 7→ χ
(
HQ
)(
(b0, x0), (b1, x1)
)
is
continuous.
Furthermore, the map QD,m,M∗ ∋ [Q,x0] 7→ χ(HQ)(x0,x0) is continuous.
Let Q be a finite quantum graph. Then the operator HQ has a compact resolvent [13, Theorem
3.1.1], so its spectrum Σ(Q) is a discrete set of eigenvalues.
We now define the empirical spectral measure of Q by
(3.3) µQ :=
1
L(Q)
∑
λk∈Σ(Q)
δλk ,
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where each λk in the sum is counted with its multiplicity as an eigenvalue of HQ. This defines a
locally finite measure on R.
The following theorem is our main result:
Theorem 3.12. Let QN be a sequence of quantum graphs obeying (3.2), converging in the sense
of Benjamini-Schramm to a measure P ∈ P(Q∗). Then for any χ ∈ Cc(R), we have
(3.4)
lim
N→∞
∫
R
χ(λ) dµQN (λ) = lim
ε↓0
1
π
∫
R
χ(λ)EP [ImGλ+iε] dλ
=
∫
Q∗
χ
(
HQ
)
(x0,x0)dP[Q,x0] .
We prove this theorem in Section 7. The first formula tells us in principle how the spectrum
looks like for large N . For instance, when the mean Green’s function is regular (which is often
a reasonable assumption), the graph of the density λ 7→ EP[ImGλ+i0] describes the distribution
of the spectrum, with peaks indicating zones of high concentration of eigenvalues. The second
formula is more geometric. Together with (3.5) below, it says that the empirical measures µQN also
approach a measure which is obtained by taking the spatial average of all spectral measures of the
limiting operator(s) at random points x0. Let us explain this further.
Let [Q,x0] ∈ QD,m,M∗ . In Appendix A, we show that z 7→ Gz(x0,x0) is a Herglotz function, i.e.,
a holomorphic function in C \ R such that ImGz(x0,x0) > 0 if Im z > 0. By [39, Theorem 5.9.1],
there exist cx0 ≥ 0, dx0 ∈ R, and a positive measure µx0 on R satisfying
∫
R
dµx0 (t)
1+t2 <∞ such that
Gz(x0,x0) = cx0z + dx0 +
∫
R
( 1
t− z −
t
1 + t2
)
dµx0(t) .
In case of discrete graphs, Green’s function takes the form Gz(v, v) =
∫
1
t−z dµv(t), where µv is the
spectral measure at v: µv(I) = 〈δv,1I(H)δv〉. For µx0 , we have the following.
Lemma 3.13. The following properties hold:
(i) For any [Q,x0] ∈ QD,m,M∗ and χ ∈ Cc(R), we have
(3.5) χ(HQ)(x0,x0) =
∫
R
χ(λ) dµx0(λ) .
(ii) Let I be a bounded open interval. Then HQ has spectrum in I iff there exists e ∈ E(Q) such
that
∫ Le
0 µx(I) dx > 0.
(iii) Let QN is a sequence of graphs obeying (3.2), converging to P in the sense of Benjamini-
Schramm. Suppose P(HQ has spectrum in I) > 0. Let NN (I) = #{λj(HQN ) ∈ I}. Then
(3.6) lim inf
N→∞
NN (I)
|VN | = CI > 0 .
Points (i) and (ii) show that µx0 can be interpreted as a spectral measure at x0: functions
in Cc(R) obey the expected “functional calculus”, and the measures are strongly related to the
spectrum of the operator. Point (iii) is a very basic illustration of how we can use information at
the limit to learn something about a sequence of converging quantum graphs.
Proof. (i) By [39, Theorem 5.9.1 (g)],
∫
R
χ(λ) dµx0(λ) = lim
ε↓0
1
π
∫
R
χ(λ)ImGλ+iε(x0,x0)dλ. So (3.5)
follows from (7.11) for χ ∈ C∞c (R), and by approximation for χ ∈ Cc(R) (see §7.3).
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(ii) Suppose HQ has some spectrum in an open interval I. Then we may choose 0 6= χ ∈ C∞c (R),
0 ≤ χ ≤ 1I , and f ∈ L2(Q) such that 〈f, χ(HQ)f〉 > 0. We may assume f is supported in an edge
b0 ∈ Q.4 We may also assume that ‖f‖ = 1. Now
〈f, χ(HQ)f〉 =
∫ Lb0
0
∫ Lb0
0
f(x0)χ(HQ)(x0, x1)f(x1) dx0dx1
≤
( ∫ Lb0
0
∫ Lb0
0
|f(x0)f(x1)|2 dx0dx1
)1/2(∫ Lb0
0
∫ Lb0
0
χ(HQ)(x0, x1)2 dx0dx1
)1/2
≤
∫ Lb0
0
χ(HQ)(x0, x0) dx0 ,(3.7)
where we used that ‖f‖ = 1 along with (7.9).
Recalling (3.5), we get 0 <
∫ Lb0
0
∫
R
χ(λ) dµx0(λ)dx0 ≤
∫ Lb0
0
µx0(I) dx0.
Conversely, suppose HQ has no spectrum in I. Then 1I(HQ) = 0, so for any 0 ≤ χ ≤ 1I in
Cc(R), the operator χ(HQ) is trivially trace-class. Using Lemma 7.3 and arguing as in Lemma A.7,
we see that 0 = Trχ(HQ) =
∫
G χ(H)(x0,x0) dx0, so by (i),
∫ Le
0
∫
I χ(λ) dµx0(λ) dx0 = 0 for all e
and the claim follows.
(iii) For m as in (3.2) and 0 6= χ ≤ 1I as before, we have
NN (I)
N
≥ m
∫
R
χ(λ) dµQN (λ)→ mEP[χ(HQ)(x0,x0)] = mEP
( 1
|B1o|
∫
B1o
χ(HQ)(x,x) dx
)
by Lemma 3.8. Now suppose EP(
1
|B1o|
∫
B1o
χ(HQ)(x,x) dx) = 0. Then
∫
B1o
χ(HQ)(x,x) dx = 0 for
P-a.e. [Q,x0]. But we showed in (3.7) that if HQ has some spectrum in I, then there is b0 ∈ Q
such that
∫ Lb0
0 χ(HQ)(x0, x0) dx0 > 0. So for P-a.e. [Q,x0], the operator HQ has no spectrum in
I. This contradicts the hypothesis, completing the proof. 
4. The case of Kirchhoff conditions without potentials
In this section, we outline the proof of Theorem 3.9 in the case whereWb = 0 for every b ∈ B, and
where we have Kirchhoff boundary conditions at every vertex. This case is of physical relevance,
has been much more studied mathematically (see for instance [13]) and the theory is simpler in this
case than the general constructions of the next section.
In this case, a quantum graph will simply be denoted by Q = (V,E, L), and a rooted quantum
graph will be given by Q = (V,E, L, b0, x0). We denote by Q
D,m,M,K
∗ ⊂ QD,m,M∗ the set of such
classes of Kirchhoff rooted quantum graphs.
Let z ∈ C. For any f ∈ H solution of −f ′′ = zf , we can find coefficients (a(b))b∈B such that,
for any b ∈ B and x ∈ [0, Lb], we have fb(x) = a(b)ei
√
zx + a(bˆ)ei
√
z(Lb−x), where
√
z is such that
Im
√
z > 0 whenever Im z > 0.
It is well-known (see e.g. [13, § 2.1.2]) that the condition A1(v)F (v) + A2(v)F ′(v) = 0 in (2.6)
is equivalent to asking that the coefficients a(b) to satisfy
(4.1) a(b) =
∑
b′; t(b′)=o(b)
σ
(o(b))
b,b̂′
ei
√
zLb′a(b′) ,
4For f = (fe), we have 〈f, χ(H)f〉 =
∑
e,e′∈E〈fe, χ(H)fe′ 〉 and |〈fe, χ(H)fe′ 〉|2 = |〈χ(H)1/2fe, χ(H)1/2fe′ 〉|2 ≤
〈fe, χ(H)fe〉〈fe′ , χ(H)fe′ 〉, so 〈fe, χ(H)fe〉 = 0 for all e would imply 〈f, χ(H)f〉 = 0.
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where σ(v) is the d(v)× d(v) scattering matrix
σ
(v)
b,b′ =
2
d(v)
if b 6= b′, σ(v)b,b = −1 +
2
d(v)
for o(b) = o(b′) = v. An important feature of Kirchhoff boundary conditions is that the σ matrices
do not depend on z. This ceases to be true for conditions with a Robin part.
Consider the evolution operator U(z), which is a matrix of size |B| × |B| defined by
U(z) = SD(z) ,
where D(z) is the diagonal matrix
D(z)b,b = e
i
√
zLb ,
and S is the unitary matrix5
Sb,b′ = δt(b′)=o(b)σ
(o(b))
b,b̂′
.
If ~a = (a(b))b∈B, then (4.1) reads ~a = U(z)~a. Hence, z is an eigenvalue of HQ iff
det (U(z)− Id) = 0 .
Let z ∈ C \ R and [Q, (b0, x0)] ∈ QD,m,M,K∗ . Denote v = o(b0). The function gz,v := Gz(v, ·)
is well-defined and satisfies −f ′′ = zf on every edge (see Lemma A.3), so we may find coefficients
a(b) such that for any b ∈ B, we have gz,vb (x) = a(b)ei
√
zx+ a(bˆ)ei
√
z(Lb−x). However, gz,v /∈ H Q as
it satisfies special conditions (A.9) at v. A simple computation shows that the equation ~a = U(z)~a
should be replaced by
(4.2) (Id− U(z))~a = ξv ,
where
ξv(b) :=
1
d(v)i
√
z
δo(b)=v .
We do not give details of the calculation leading to (4.2) because it is a special case of a more
general calculation done later (leading to equation (6.3)).
When Im z > 0, we have ‖D(z)‖ < e−mIm
√
z for every b, so that ‖U(z)‖ ≤ α < 1 for some
α > 0. We thus have
(4.3) ~a =
∞∑
k=0
U(z)kξv .
To simplify the exposition, let us study the continuity of
(4.4) [V,E, L, b0, x0] 7→ Gz(o(b0), o(b0)), [V,E, L, b0, x0] 7→ Gz(o(b0), t(b0)) ,
instead of the continuity of [V,E, L,x0] 7→ Gz(x0,x0). As gz,vb (x) = a(b)ei
√
zx + a(bˆ)ei
√
z(Lb−x), it
thus suffices to establish the continuity of QD,m,M,K∗ ∋ [Q, b0, x0] 7→ (a(b0), a(̂b0)) ∈ C2.
For each z ∈ C+, the k-th term in (4.3) depends only on the quantum graph in a ball of size k
around v. If [Qn, bn, xn] −→ [Q, b0, x0] with respect to the distance (3.1), then for any r ∈ N∗ ∃nr
such that for n ≥ nr, BGxnn (vxn , r) ∼= BGx0 (vx0 , r). This means that if ξ is supported in the ball
BGx0 (vx0 , r) then we have
(4.5) Snξ = Sξ.
5Given the action of S, it may be more accurate to say that U(z)∗ is the evolution operator. In this case
S∗
b,b′
= δt(b)=o(b′)σ
o(b′)
b′,b̂
means that we pass from b to some b′ which is either outgoing from b, or equal to b̂, i.e.
reflected. Indeed, [31] essentially consider U(λ2)∗ for real λ.
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Furthermore our notion of convergence implies that within the same ball the edge length data are
at most 1/r apart.
We have, for k ≤ r,
Un(z)kξv(b0) = Un(z)k−1SnDn(z)ξv(b0)
= Un(z)k−1SnD(z)ξv(b0) +O
(
cze
−(k−1)mIm√z max
b′∈EGx0 (vx0 ,r)
|ei
√
zLb′n − ei
√
zLb′ |
)
= Un(z)k−1SD(z)ξv(b0) +O
(cz
r
e−km Im
√
z
)
, using (4.5),
= Un(z)k−1U(z)ξv(b0) +O
( cz
r
e−kmIm
√
z
)
where cz = ‖ξv‖ and we used that S is unitary, Im z > 0 and |Lb′n − Lb′ | < 1/r. Iterating this we
get
(4.6) Un(z)kξv(b0) = U(z)kξv(b0) +O
( cz
r
ke−kmIm
√
z
)
Cutting the sum (4.3) at r terms, we get
|an(bn)− a(b0)| ≤
r∑
k=1
∣∣Un(z)kξv(b0)− U(z)kξv(b0)∣∣+ cz∑
k>r
(‖Un(z)‖k + ‖U(z)‖k)
≤ O
(
1
r
)
+O(αr) = O
(1
r
)
, recalling that 0 < α < 1.
Hence, an(bn) −→ a(b0). The same calculation shows that an(̂bn) −→ a(̂b0).
This proves the continuity of the maps (4.4) for Im z > 0, and also for Im z < 0 by (A.7).
For general quantum graphs, we will still be able to describe Green’s functions by coefficients
satisfying (4.2). However, S will depend on z, and may grow with Im z, and D(z) has a less explicit
behaviour. We will therefore have to work a bit to show that (Id− SD(z)) can be inverted by a
Neumann series; we will only prove this when Im z is large enough.
5. Construction of an evolution operator on a general quantum graph
5.1. Scattering with potentials. Fix a quantum graph Q = (V,E, L,W, β, U).
For any b ∈ B and z ∈ C, let Ezb : [0, Lb] −→ C be the solution of
(5.1) − f ′′(x) +Wb(x)f(x) = zf(x) for x ∈ [0, Lb]
satisfying Ezb (0) = 1, (E
z
b )
′(0) = −i√z, where as always, the square-root is chosen such that
Im
√
z > 0 whenever Im z > 0. Similarly Eb̂ solves the equation with Wb replaced by Wb̂. In
particular, when (Wb) ≡ 0, we have Ezb (x) = Ezb̂ (x) = e−i
√
zx for x ∈ [0, Lb]. Thus, the family of
solutions (Ezb )b∈B should not be regarded as living on G, in fact Ezb̂ (Lb − x) 6= Ezb (x).
Thanks to (2.1), we know that f = Ez
b̂
(Lb − ·) is also a solution of (5.1). In fact, f ′′(x) =
[Wb̂(Lb − x)− z]Ezb̂ (Lb − x) = [Wb(x)− z]f(x). It follows from Lemma 5.3 below that, when Im z
is large enough, the functions Ezb (·) and Ezb̂ (Lb − ·) are two linearly independent solutions of (5.1).
Indeed, if we apply Lemma 5.3 to b̂, then for f(x) = Ez
b̂
(Lb−x), we get f
′(x)
f(x) |x=0 = −
(Ez
b̂
)′(Lb)
Ez
b̂
(Lb)
≈ i√z.
If we had f = αEzb for some α ∈ C, we would have f
′(x)
f(x) |x=0 =
(Ezb )
′(0)
Ez
b
(0) = −i
√
z.
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So assuming Lemma 5.3 holds, if (HQ − z)f = 0, then fb(x) = a(b)Ezb (x) + c(b)Ezb̂ (Lb − x) and
fb̂(x) = a(bˆ)E
z
b̂
(x) + c(bˆ)Ezb (Lb − x). Since fb̂(Lb − x) = fb(x), we obtain c(b) = a(bˆ).
Hence, for any f = (fb) ∈ H 0 satisfying (HQ − z)f = 0, we may find a(b), a(bˆ) ∈ C such that
fb(x) = a(b)E
z
b (x) + a(bˆ)E
z
b̂
(Lb − x) for x ∈ [0, Lb] .
Given v ∈ V , let αv := (a(βv(j)))d(v)j=1 ∈ Cd(v) and γv :=
(
a(β̂v(j))Ez
β̂v(j)
(Lβv(j))
)d(v)
j=1
. If we
define F, F ′ as in (2.4), we get
(5.2) F (v) = αv + γv , F
′(v) = −i√zαv +∆v(z)γv,
where ∆v(z) is the diagonal matrix with entries
∆vj,j(z) = −
(
Ez
β̂v(j)
)′
(Lβv(j))
Ez
β̂v(j)
(Lβv(j))
.
Therefore, the boundary condition A1(v)F (v) +A2(v)F
′(v) = 0 in (2.6) becomes
(5.3) A1(v) (αv + γv) +A2(v)
(−i√zαv +∆v(z)γv) = 0 .
When the matrix (A1(v)− i
√
zA2(v)) is invertible, (5.3) is equivalent to
(5.4) αv = −
(
A1(v)− i
√
zA2(v)
)−1
(A1(v) +A2(v)∆
v(z)) γv .
Let us write, when it exists6,
σv(z) = − (A1(v)− i√zA2(v))−1 (A1(v) +A2(v)∆v(z)) .
Equation (5.4) may then be rewritten as
a(βv(j)) =
d(v)∑
k=1
σv(z)j,ka(β̂v(k))Eβ̂v(k)(Lβv(k)) , ∀v ∈ V, j = 1, . . . , d(v)
i.e. a(v, w) =
∑
u∼v σ
v(z)(βv)−1(v,w),(βv)−1(v,u)a(u, v)E(u,v)(L(v,u)). Hence, defining
Sb,b′(z) := δt(b′)=o(b)=vσ
v
(βv)−1(b),(βv)−1(b̂′)
(z)
Db,b′(z) := δb,b′Eb(Lb) ∀b, b′ ∈ B,
the relation A1(v)F (v) +A2(v)F
′(v) = 0 holds if and only if the vector ~a = (a(b))b∈B satisfies(
S(z)D(z)− Id)~a = 0 .
5.2. Invertibility of vertex matrices.
Lemma 5.1. The following properties hold true.
1) For all k ∈ R \ {0}, the matrix (A1(v)− ikA2(v)) is invertible, and the matrix
Θ(k) := (A1(v)− ikA2(v))−1 (A1(v) + ikA2(v))
is unitary.
6This σv is actually the inverse of the matrix σ(v) of Section 4 in the special case of no potential. This is because
we take Eb(x) = e
−i√zx as reference in this case while [13] use ei
√
zx as reference.
16 NALINI ANANTHARAMAN, MAXIME INGREMEAU, MOSTAFA SABRI, BRIAN WINN
2) For any z ∈ C+, the matrix (A1(v) − i
√
zA2(v)) is invertible. Furthermore, for any Λ > 0,
there exists CΛ > 0 such that for any z ∈ C+ such that
∣∣∣Im√z
Re
√
z
∣∣∣ ≤ Λ, if we write Θ(√z) :=
(A1(v)− i
√
zA2(v))
−1
(A1(v) + i
√
zA2(v)), we have∥∥Θ(√z)∥∥2 ≤ CΛ :=√1 + Λ2 + Λ.
Remark 5.2. This lemma allows us to bound Θ(
√
z) when z has an argument contained in a
compact subset of (0, π). In the sequel, we will use it for Re z ∈ [−K,K] and Im z large enough.
Proof. A proof of the first point can be found in [13, Lemma 1.4.7].
For the second point, let
√
z = k + iη, k, η ∈ R, and Ai := Ai(v). Then
Θ(
√
z) = (A1 − ikA2 + ηA2)−1 (A1 + ikA2 − ηA2)
=
(
Id + η (A1 − ikA2)−1A2
)−1
(A1 − ikA2)−1 (A1 + ikA2)
(
Id− η (A1 + ikA2)−1A2
)
.
Note that Id−Θ(k) = (A1− ikA2)−1[(A1− ikA2)−(A1+ikA2)] = −2ik(A1− ikA2)−1A2. Similarly,
Id−Θ−1(k) = 2ik(A1 + ikA2)−1A2. Hence,
Θ(
√
z) =
(
Id +
iη
2k
(Id−Θ(k))
)−1
Θ(k)
(
Id +
iη
2k
(
Id−Θ−1(k))) .
Let us denote by µ = η/k and recall we assume |µ| ≤ Λ. We have that Θ(√z) has the same
eigenvectors as Θ(k), and it is hence diagonalizable in an orthonormal basis. We may thus bound
the norm of Θ(
√
z) by controlling its spectral radius. If ω is an eigenvalue of Θ(k), the associated
eigenvalue of Θ(
√
z) is given by the mapping
(5.5) ω 7→ ω 1 +
iµ
2
(
1− ω−1)
1 + iµ2 (1− ω)
.
The mapping (5.5) is a Mo¨bius transformation with fixed points ±1. Therefore the image of the unit
circle is another circle passing through the points +1 and −1, i.e., symmetric about the imaginary
axis. The maximum (and minimum) modulus occur where the new circle cuts the imaginary axis.
It is a simple calculation to check that the points ω± =
µ2±2i
√
1+µ2
2+µ2 get mapped to
±i
√
1 + µ2 − iµ,
from which the bound CΛ follows
7. 
5.3. The behaviour of solutions in the upper half-plane. Let Q be a quantum graph, b ∈ B,
and z ∈ C. We define Czb and Szb to be the basis of solutions of (5.1) on [0, Lb] satisfying
(5.6)
(
Czb (0) S
z
b (0)
(Czb )
′(0) (Szb )
′(0)
)
=
(
1 0
0 1
)
.
When Wb ≡ 0, these are cosines and sines. Note that
(5.7) Ezb = C
z
b − i
√
zSzb ,
as both sides solve (5.1) with the same boundary conditions. Our aim now is to prove the following.
7This said, the value of CΛ is actually not important for us, a rougher bound would suffice.
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Lemma 5.3. Let K > 0. There exists C0, C1, C2 = Ci(‖W‖∞,K, L(Q)) > 0 such that for all b ∈ B
and all z ∈ C satisfying Re z ∈ [−K,K] and Im z > C0, we have
|Ezb (Lb)| ≥ C1 Im z and
∣∣∣∣∣
(
Ezb
)′
(Lb)
Ezb (Lb)
+ i
√
z
∣∣∣∣∣ ≤ C2 |
√
z|
Im z
.
Before proving the lemma, let us recall some facts. As shown in [36, p.7],
(5.8)
Czb (x) = cos
√
zx+
∫ x
0
sin
√
z(x− t)√
z
Wb(t)C
z
b (t) dt
Szb (x) =
sin
√
zx√
z
+
∫ x
0
sin
√
z(x − t)√
z
Wb(t)S
z
b (t) dt .
Using (5.7) and the bounds in [36, p.13], we also have
|Ezb (x)| ≤ |Czb (x)− cos
√
zx+ i sin
√
zx− i√zSzb (x)| + | cos
√
zx− i sin√zx|
≤ exp(xIm√z) + 2|√z| exp(xIm
√
z + ‖Wb‖∞
√
xLb)(5.9)
Proof of Lemma 5.3. Using (5.7) and (5.8) we can write
(5.10) Ezb (x) = e
−i√zx +
∫ x
0
sin
√
z(x − t)√
z
Wb(t)E
z
b (t) dt.
Trivially we can bound | sin√z(Lb − t)| ≤ e(Lb−t)Im
√
z for 0 ≤ t ≤ Lb, so by (5.9),∣∣∣∣∣
∫ Lb
0
sin
√
z(Lb − t)√
z
Wb(t)E
z
b (t)dt
∣∣∣∣∣
≤ ‖Wb‖∞|√z| e
Lb Im
√
z
∫ Lb
0
e−tIm
√
z
(
etIm
√
z +
2
|√z|e
t Im
√
z+‖Wb‖∞
√
tLb
)
dt
≤ ‖Wb‖∞|√z| e
Lb Im
√
zLb
(
1 +
2e‖Wb‖∞Lb
|√z|
)
.
Since |e−i
√
zLb | = eLb Im
√
z, this proves that
(5.11) |Ezb (Lb)| = eLb Im
√
z
(
1 + O
(
1
|√z|
))
,
where the implied constant depends on ‖Wb‖∞ and Lb. Since Im z = 2 Im
√
zRe
√
z, the first claim
follows (using the lower bound on Lb and the bound on Re z).
Differentiating (5.10) and adding, we have
(5.12) (Ezb )
′(Lb) + i
√
zEzb (Lb) =
∫ Lb
0
ei
√
z(Lb−t)Wb(t)Ezb (t)dt ,
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so, assuming |√z| ≥ 1, (5.9) yields∣∣(Ezb )′(Lb) + i√zEzb (Lb)∣∣ ≤ 3‖Wb‖∞ ∫ Lb
0
e−(Lb−t)Im
√
z exp(t Im
√
z + ‖Wb‖∞
√
tLb) dt
≤ 3‖Wb‖∞e−Lb Im
√
z+‖Wb‖∞Lb
∫ Lb
0
e2tIm
√
z dt
= 3‖Wb‖∞e‖Wb‖∞Lb sinh(Lb Im
√
z)
Im
√
z
.(5.13)
Combining (5.11) and (5.13), we deduce that∣∣∣∣∣
(
Ezb
)′
(Lb)
Ezb (Lb)
+ i
√
z
∣∣∣∣∣ ≤ 3‖Wb‖∞e‖Wb‖∞Lb sinh(Lb Im
√
z)
Im
√
z
e−Lb Im
√
z
(
1 + O
(
1
|√z|
))
≤ 3‖Wb‖∞e
‖Wb‖∞Lb
Im
√
z
(
1 + O
(
1
|√z|
))
.(5.14)
Since Im z = 2 Im
√
zRe
√
z, the proof is complete. 
5.4. Back to the evolution operator.
Lemma 5.4. Fix 0 < K1 < K2 and 0 < m < M . There exist C,C
′ depending on K1,K2,m,M
such that, for any quantum graph Q satisfying (3.2) and any z ∈ C with Re z ∈ [K1,K2] and
Im z > C′, the matrix S(z) is invertible, and∥∥S(z)−1∥∥
ℓ2(B)−→ℓ2(B) ≤ C .
Proof. Recall that [S(z)a](v, w) =
∑
u∼v σ
v(z)(βv)−1(v,w),(βv)−1(v,u)a(u, v). If J : C
B → CB is
the orientation-reversing operator, then S(z)J is thus block-diagonal, with blocks σv(z). As J
is an isometry, S(z) is hence invertible iff each σv(z) is invertible, and we have
∥∥S(z)−1∥∥ =
sup
v∈V
∥∥(σv(z))−1∥∥.
Now,
Θ(
√
z) =
(
A1(v)− i
√
zA2(v)
)−1 (
A1(v) +A2(v)∆
v(z) + i
√
zA2(v)−A2(v)∆v(z)
)
= −σv(z) + (A1(v)− i√zA2(v))−1A2(v) (i√z Id−∆v(z))
= −σv(z) + 1
2i
√
z
(
Θ(
√
z)− Id)(i√z Id−∆v(z)) ,
so
σv(z) = Θ(
√
z)
[
−Id + 1
2i
√
z
(
Id−Θ−1(√z)) (i√z −∆v(z))] .
Note that Θ−1(
√
z) = Θ(−√z). By Lemma 5.1,
∥∥Id− Θ−1(√z)∥∥ is bounded, and by Lemma 5.3,
we have
∥∥i√z Id−∆v(z)∥∥ ≤ C |√z|
Im z when Im z is large enough. Hence, for Im z large enough,∥∥∥∥ 12i√z (Id−Θ−1(√z)) (i√z −∆v(z))
∥∥∥∥ ≤ CIm z .
The result follows. 
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Corollary 5.5. Let 0 < K1 < K2 and 0 < m < M . There exists C > 0 depending on K1,K2,m,M
such that, for any quantum graph Q satisfying (3.2) and any z ∈ C with Re z ∈ [K1,K2] and
Im z > C, we have ∥∥∥(S(z)D(z))−1∥∥∥
ℓ2(B)→ℓ2(B)
<
1
2
.
Proof. By Lemma 5.3, we have ‖(D(z))−1∥∥
ℓ2→ℓ2 ≤ CIm z . The result follows from Lemma 5.4. 
6. Continuity of Green’s kernel
The aim of this section is to prove Theorem 3.9. This follows from the following proposition:
Proposition 6.1. Let M > m > 0, D ∈ N, 0 < K1 < K2. There exists C = C(D,M,m,K1,K2) >
0 such that for all z ∈ C with Im z > C, Re z ∈ [K1,K2], Gz is continuous on QD,m,M∗ .
Recall that Gz is the notation for the map Gz : Q∗ 7→ Gz(x0,x0) ∈ C.
Proof of Theorem 3.9 from Proposition 6.1. Let {Qn} ⊂ QD,m,M∗ be a sequence of (equivalence
classes of) rooted quantum graphs converging to Q ∈ QD,m,M∗ . By Proposition 6.1, we have
(6.1) lim
n−→∞
Gz(Qn) = Gz(Q)
for all z ∈ C such that Re z ∈ [K1,K2] and Im z > C. Now Gz(Qn) is a sequence of holomorphic
functions on C+ := {z ∈ C, Im z > 0}, as shown in Lemma A.8, which is locally bounded by
Lemma A.5. We may thus apply the Vitali-Porter theorem to conclude that (6.1) holds on C+, and
that the convergence is uniform on all compact sets of C+. From (A.7), we see that (6.1) actually
holds on all of C \ R. 
The rest of the section is devoted to the proof of Proposition 6.1. The idea is to use the fact
(proved in Lemma A.3) that f(y0) = Gz(x0,y0) solves (5.1) for y0 6= x0, so the formalism of
Section 5 can be applied to f for y0 in the two “sub-edges” of b0 of lengths x0 and Lb0 − x0.
An issue arises however: the new edge lengths x0 or Lb0 − x0 can be very small. This can risk
invalidating the results of Section 5. (Recall we assumed a positive lower bound on all edge lengths.)
To resolve this, given x0, we first study Gz(x
(κ)
b0
,y0) with x
(κ)
b0
near the midpoint of b0. At the end,
we relate this to Gz(x0,y0) to conclude the proof.
Proof of Proposition 6.1. Given [Q, (b0, x0)], we consider the point
x1 = x
(κ)
b0
:= (b0, κLb0) ∈ G
with κ ∈ [ 12 , 23 ]. We define a quantum graph Qx1 by adding a vertex at x1 with Kirchhoff boundary
conditions, following the procedure described in Definition 3.2.
The function f = Gz(x1, ·) solves Hf = zf , so we may find coefficients ~a =
(
a(b)
)
b∈Bx1 such
that inside every edge of Gx1 , we have fb(x) = a(b)E
z
b (x)+a(̂b)E
z
b̂
(Lb−x). Let us write bx0 for the
oriented edge of Qx1 containing x0 with origin v1 (this is either (v1, o(b0)) or (v1, t(b0))). Denoting
by x0 the position of x0 on the oriented edge bx0 , we have
(6.2) Gz(x1,x0) = a(bx0)E
z
bx0
(x0) + a(̂bx0)E
z
b̂x0
(Lbx0 − x0) .
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The map QD,m,M∗ ∋ [Q,x0] 7→ (Ezbx0 (x0), E
z
b̂x0
(Lbx0 − x0)) ∈ C2 is continuous by [36, p. 10].8 To
show that QD,m,M∗ ∋ [Q,x0] 7→
(
a(bx0), a(̂bx0)
) ∈ C2 is continuous, we use the results of Section 5,
as we now demonstrate.
Recall that f = Gz(x1, ·) satisfies (A.9) at v1. Defining F as in (2.4) and recalling (2.7), this
corresponds to having A1(v1)F (v1) +A2(v1)F
′(v1) = −2d(v1)
(
1
1
)
= −
(
1
1
)
. Using (5.2), this yields
αv1 = σ
v1γv1 −
(
A1(v1)− i
√
zA2(v1)
)−1(1
1
)
.
In general Uv =
2
d(v)1 − Id implies that A1(v) − i
√
zA2(v) =
2i
d(v)(1 −
√
z)1 − 2i Id and thus
(A1(v)− i
√
zA2(v))
−1 = 12i (
√
z−1
d(v)
√
z
1− Id). Here d(v1) = 2 and we get
αv1 = σ
v1γv1 +
1
2i
√
z
(
1
1
)
.
By Lemma A.4 (ii), at all remaining vertices f satisfies the standard boundary conditions, so we
have that
(6.3) (Id− S(z)D(z))~a = 1
2i
√
z
δob=v1 .
Let us write ξv1(z) for the vector of C
Bx1 with 2 non-zero components 1
2i
√
z
δob=v1 . By Corol-
lary 5.5 and (6.3), we obtain that for any 0 < K1 < K2, there exists C = C(D,m,M,K1,K2) > 0
such that for all z ∈ C with Re z ∈ [K1,K2], Im z ≥ C, we can expand
(6.4) ~a = −
∞∑
k=1
(S(z)D(z))
−k
ξv1 (z) .
Here we used the fact that if ‖A−1‖ < 1, then (I−A)−1 = −A−1(I−A−1)−1 = −A−1∑∞k=0 A−k.
Now suppose [Qn,xn] −→ [Q,x0]. By (6.4), we have
an(bxn) = −
∞∑
k=1
(
(Sn(z)Dn(z))
−k
ξvn1 (z)
)
(bxn) .
As noted in Lemma 5.4, if J : CB −→ CB is the orientation-reversing operator, then S(z)D(z)J is
block-diagonal, so
(
S(z)D(z)J
)−1
is also block-diagonal. Hence,
(
S(z)D(z)
)−1
= J
(
S(z)D(z)J
)−1
is local, in the sense that the k-th term in the sum above only depends on the quantum graph in a
ball of size k around vn1 . Consequently, for any k ∈ N, we have(
(Sn(z)Dn(z))
−k ξvn1 (z)
)
(bxn) −→
(
(S(z)D(z))−k ξv1(z)
)
(bx0) .
On the other hand, for all n, we have
∣∣((Sn(z)Dn(z))−kξvn1 (z))(bxn)∣∣ ≤ 1√z2−k, which is summable.
We may apply the dominated convergence theorem to conclude that an(bxn) −→ a(bx0). The same
argument works for a(b̂x0). To summarize, we have shown that Q
D,m,M
∗ ∋ [Q,x0] 7→ Gz(x(κ)b0 ,x0)
is continuous for all κ ∈ [ 12 , 23 ] and all z with Re z ∈ [K1,K2], Im z ≥ C(D,m,M,K1,K2).
8In fact, Ezb (x) = y1(x, z,Wb)− i
√
zy2(x, z,Wb) and E
z
b̂
(Lb − x) = y1(Lb − x, z,Wb̂)− i
√
zy2(Lb − x, z,Wb̂) with
yj(x) from [36] independent of Lb (as they are defined using initial conditions at 0). It follows from [36, p. 10] that
the maps are continuous in W , H2 in x, and the map Lb 7→ Ez
b̂
(Lb − x) is H2.
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Let us fix κ = 12 and denote x1 = x
(1/2)
b0
. Applying Lemma A.6 on the new edge b1 = (v1, t(b0))
with ζ = 16Lb0(=
2
3Lb0 − 12Lb0) we get that
d
dx
∣∣∣
x=Lb0/2
Gz((b0, x),x0) = 〈Zb1,Lb0/6z , Gz(·,x0)〉,
where we have proved that Gz(·,x0) is continuous throughout the integration range. As in the proof
of Lemma A.5 we may find an upper bound for Z
b1,Lb0/6
z , and Dominated Convergence permits us
to conclude that QD,m,M∗ ∋ [Q,x0] 7→ ddx
∣∣∣
x=Lb0/2
Gz((b0, x),x0) is also continuous.
To conclude, keeping x1 = x
( 12 )
b0
, let Czbx0
, Szbx0
be the functions on [0,
Lb0
2 ] defined in (5.6). Then,
with x0 the position of x0 on bx0 ,
(6.5) Gz(x0,y0) = C
z
bx0
(x0)Gz(x1,y0) + S
z
bx0
(x0)
d
dx
∣∣∣
x=
Lb0
2
Gz((b0, x),y0).
By [36, p. 10], the map QD,m,M∗ ∋ [Q,x0] 7→ (Czbx0 (x0), S
z
bx0
(x0)) ∈ C2 is continuous. Thus,
QD,m,M∗ ∋ [Q,x0] 7→ Gz(x0,x0) is continuous for all z with Re z ∈ [K1,K2], Im z ≥ C. 
7. Convergence of empirical measures
7.1. The limit of empirical measures in terms of the resolvent. We begin with the following
lemma, which gives the first part of Theorem 3.12 when the function χ is smooth.
Lemma 7.1. Let QN be a sequence of quantum graphs satisfying (3.2) and converging in the sense
of Benjamini-Schramm to P.
Let χ ∈ C∞c (R). We have
lim
N→∞
∫
R
χ(λ)dµQN (λ) = lim
ε↓0
1
π
∫
R
χ(λ)EP
[
ImGλ+iε
]
dλ .
Proof. If χ ∈ C∞c (R), we will denote by χ˜ an almost analytic extension of χ, i.e., a smooth function
χ˜ : C 7→ C such that χ˜(z) = χ(z) for z ∈ R,
(7.1)
∂χ˜
∂z
(z) = O((Im z)2),
and
(7.2) supp χ˜ ⊂ {z;Re z ∈ supp χ}.
Here ∂∂z =
1
2 (
∂
∂x + i
∂
∂y ). For instance, one can take χ˜(x+ iy) = χ(x) + iyχ
′(x)− y22 χ′′(x). We refer
the reader to [19, §2.2] for more details about almost analytic extensions.
Assume suppχ ⊂ (−a, a), a > 0. Consider the rectangle Ωε := [−a− ε; a+ ε]× i [−ε; ε] and the
curve Γε := ∂Ωε. Cauchy’s integral formula f(λ) =
1
2πi
∫
Γ
f(z)
z−λ dz for analytic f generalizes to
χ˜(λ) =
1
2πi
{∫
Γε
χ˜(z)
z − λ dz +
∫
Ωε
∂χ˜/∂z
z − λ dz ∧ dz
}
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for λ ∈ Ωε, where dz ∧ dz = −2i dxdy, see e.g. [26, Theorem 1.2.1]. Hence,
L(QN )
∫
R
χ(λ) dµQN (λ) =
∑
λNi ∈(−a,a)
χ(λNi )(7.3)
=
−1
2πi
{∫
Γε
χ˜(z)fN(z) dz +
∫
Ωε
fN (z)
∂χ˜
∂z
dz ∧ dz
}
,
where fN (z) := Tr
[
(HQN − z)−1
]
=
∑
i∈N
1
λNi −z
. Thanks to Lemma A.7,
(7.4) fN (z) =
∫
GN
Gz(x0,x0)dx0 .
From Lemma A.5, we know that there exists C(D,m,M, a) such that for all z ∈ Ωε \R, we have
(7.5)
∫
G
|Gz(x0,x0)| dx0 ≤ C(D,m,M, a)| Im z| L(Q) .
Recalling that ∂χ˜∂z (z) = O((Im z)
2), (7.4) and (7.5) imply that∣∣∣∣ 1L(QN )
∫
Ωε
fN(z)
∂χ˜
∂z
dz ∧ dz
∣∣∣∣ ≤ Cε
for some C > 0 independent of N and ε. On the other hand,
1
L(QN )
∫
Γε
fN (z)χ˜(z)dz =
∫
Γε
1
L(QN )
∫
GN
Gz(x0,x0)dx0 χ˜(z)dz −→
N−→+∞
∫
Γε
EP [Gz ] χ˜(z)dz
by Corollary 3.10. Therefore, from (7.3) we get
(7.6)
∫
R
χ(λ)dµQN (λ) −→
N−→+∞
−1
2πi
∫
Γε
χ˜(z)EP [Gz] dz +O(ε).
Lemma A.8, along with (A.7) tells us that z 7→ Gz(x0,x0) satisfies the assumptions of the
following lemma.
Lemma 7.2. Let F be a holomorphic function on C \ R, such that ImF (z) > 0 if Im z > 0, and
F (z) = F (z). Then there exists a constant C = C(χ, a, F (i)) such that∣∣∣−1
2πi
∫
Γε
χ˜(z)F (z)dz − 1
π
∫
R
χ(λ)ImF (λ+ iε)dλ
∣∣∣ ≤ C√ε .
Recalling (7.6), we may hence conclude that
lim
N→∞
∫
R
χ(λ)dµQN (λ) = lim
ε↓0
1
π
∫
R
χ(λ)EP
[
ImGλ+iε
]
dλ ,
which concludes the proof of Lemma 7.1. 
Proof of Lemma 7.2. By [39, Theorem 5.9.1], for a function F satisfying the assumptions, there
exist c ≥ 0, d ∈ R, and a positive finite measure µ on R such that
(7.7) F (z) = cz + d+
∫
R
1 + xz
x− z dµ(x) .
One immediately checks that F (i) = d+ic+iµ(R), so that c ≤ ImF (i), µ(R) ≤ ImF (i), d = ReF (i).
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Using (7.2), (7.7) and the hypothesis F (z) = F (z), we see that
−1
2πi
∫
Γε
χ˜(z)F (z)dz =
1
2πi
∫ a
−a
(
χ˜(λ + iε)F (λ+ iε)− χ˜(λ− iε)F (λ − iε)
)
dλ
=
1
2πi
∫ a
−a
(
χ˜(λ+ iε)(cλ+ iεc+ d)− χ˜(λ− iε)(cλ− iεc+ d)
)
dλ
+
1
2πi
∫ a
−a
(
χ˜(λ + iε)
∫
R
1 + x(λ + iε)
x− λ− iε dµ(x) − χ˜(λ− iε)
∫
R
1 + x(λ− iε)
x− λ+ iε dµ(x)
)
dλ
=
1
2πi
∫
R
( ∫ a
−a
(
χ˜(λ+ iε)
1 + x(λ + iε)
x− λ− iε − χ˜(λ− iε)
1 + x(λ− iε)
x− λ+ iε
)
dλ
)
dµ(x) +O(ε) ,
where we used Fubini’s theorem in the last equality to exchange the integrals. Here, the O(ε)
depends only on χ, a, and F (i).
Consider the quantity
fε(λ, x) := (1 + x(λ+ iε))
χ˜(λ+ iε)− χ(λ)
x− λ− iε .
When |x| ≥ 1 + a(a+ 2), we have |1+xλ+ixε||x−λ−iε| ≤ 1+(a+1)|x||x|−a ≤ a+ 2. Hence,
|fε(λ, x)| ≤ (a+ 2)ε sup
z∈[−a,a]+i[−1,1]
|χ˜′(z)| .
Next, suppose |x| ≤ 1 + a(a+ 2). If |x− λ| ≥ √ε, we have
|fε(λ, x)| ≤ (1 + [1 + a(a+ 2)](a+ 1)) |χ˜(λ+ iε)− χ(λ)|√
ε
≤ √ε (1 + [1 + a(a+ 2)](a+ 1)) sup
z∈[−a,a]+i[−1,1]
|χ˜′(z)|.
Finally, if |x− λ| < √ε, we have fε(λ, x) ≤ (1 + [1 + a(a+ 2)](a+ 1)) sup
z∈[−a,a]+i[−1,1]
|χ˜′(z)|.
All in all, we may find a constant C = C(a, χ˜) such that for all x ∈ R, we have∣∣∣ ∫ a
−a
fε(λ, x)dλ
∣∣∣ ≤ C√ε .
Therefore, we obtain that∣∣∣ ∫
R
∫ a
−a
χ˜(λ+ iε)
1 + x(λ+ iε)
x− λ− iε dλdµ(x) −
∫
R
∫ a
−a
χ(λ)
1 + x(λ+ iε)
x− λ− iε dλdµ(x)
∣∣∣ ≤ C√εµ(R) .
Similarly, we obtain∣∣∣ ∫
R
∫ a
−a
χ˜(λ− iε)1 + x(λ− iε)
x− λ+ iε dλdµ(x) −
∫
R
∫ a
−a
χ(λ)
1 + x(λ− iε)
x− λ+ iε dλdµ(x)
∣∣∣ ≤ C√εµ(R) .
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Therefore, we have
−1
2πi
∫
Γε
χ˜(z)F (z)dz =
1
2πi
∫
R
∫ a
−a
(
χ(λ)
1 + x(λ+ iε)
x− λ− iε − χ(λ)
1 + x(λ− iε)
x− λ+ iε
)
dλdµ(x) +O(
√
ε)
=
1
2πi
∫ a
−a
χ(λ)
(
2icε+ 2i Im
[ ∫
R
1 + x(λ + iε)
x− λ− iε dµ(x)
])
dλ+O(
√
ε)
=
1
π
∫ a
−a
χ(λ)ImF (λ+ iε)dλ+O(
√
ε) ,
with the constant in the O depending only on χ, a, and F (i). 
7.2. Integral kernels of functions of Schro¨dinger operators. The aim of this section is to
prove Theorem 3.11, which is the combination of Lemma 7.3 and of Lemma 7.5 below.
The first lemma is an adaptation of [40, Lemma B.7.9].
Lemma 7.3. Let Q be a quantum graph satisfying (3.2), and let χ ∈ L∞(R) have compact support.
The operator χ(HQ), defined through the functional calculus, has a continuous kernel, in the sense
that for any b0, b1 ∈ B, (0, Lb0)× (0, Lb1) ∋ (x0, y0) 7→ χ
(
HQ
)(
(b0, x0), (b1, y0)
)
is continuous.
Furthermore, there exists a constant C depending on the support of χ and on D,m,M such that
for any x0,y0 ∈ G, we have
(7.8)
∣∣χ(HQ)(x0,y0)∣∣ ≤ C‖χ‖L∞.
Finally, if χ is nonnegative, then for any x0,y0 ∈ G, we have
(7.9)
∣∣χ(HQ)(x0,y0)∣∣ ≤√χ(HQ)(x0,x0)χ(HQ)(y0,y0).
Proof. Let us fix z ∈ C. We set ϕ(x) := (x − z)2χ(x), so that we may find C depending only
on the support of χ such that ‖ϕ‖L∞ ≤ C‖χ‖L∞ . By the usual functional calculus, we have
χ(HQ) =
(
HQ − z
)−1
ϕ
(
HQ
)(
HQ − z
)−1
.
Denote by gz,x the function gz,x(y) = Gz(x,y) = (HQ − z)−1(x,y). If f1, f2 ∈ H , we have
using (A.7),
〈f1, χ(HQ)f2〉L2(G) =
∫
G×G
dx0dx1f1(x0)f2(x1)〈gz¯,x0 , ϕ(HQ)gz,x1〉L2(G) .
Therefore, χ(HQ) has integral kernel 〈gz¯,x0 , ϕ(HQ)gz,x1〉L2(G).
We know from Remark A.2 that x0 7→ gz,x0 is L2-continuous. On the other hand, from the
spectral theorem, ‖ϕ(HQ)‖ ≤ ‖ϕ‖∞ ≤ C‖χ‖∞, as previously observed. We deduce that (x0,x1) 7→
〈gz¯,x0 , ϕ(HQ)gz,x1〉L2(G) is jointly continuous. The bound (7.8) also follows using Cauchy-Schwarz
and Lemma A.1.
Finally, let us prove (7.9). As in the proof of Lemma A.8, we may use the continuity of the
integral kernel to find sequences f0n, f
1
n of functions in H such that for i, j = 0, 1, we have
χ
(
HQ
)
(xi,xj) = lim
n→∞
〈f in, χ(HQ)f jn〉.
Now, we have∣∣〈f0n, χ(HQ)f1n〉∣∣ = ∣∣〈χ(HQ)1/2f0n, χ(HQ)1/2f1n〉∣∣
≤ ‖χ(HQ)1/2f0n‖ · ‖χ(HQ)1/2f1n‖ =
√
〈f0n, χ(HQ)f0n〉〈f1n, χ(HQ)f1n〉,
which converges to
√
χ
(
HQ
)
(x0,x0)χ
(
HQ
)
(x1,x1). The result follows. 
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When χ is smooth, we can obtain an expression for χ(HQ)(x0,x1) using the Helffer-Sjo¨strand
formula. In the following, χ˜ is an almost-analytic extension of χ, as described in §7.1.
Lemma 7.4. Let Q be a quantum graph satisfying (3.2) and let χ ∈ C∞c (R). Then we have
(7.10) χ
(
HQ
)
(x0,y0) =
−1
2πi
∫
C
∂χ˜(z)
∂z
(
HQ − z
)−1
(x0,y0) dz ∧ dz .
Proof. Thanks to the Helffer-Sjo¨strand formula ([19, equation 2.2.3]), we have
χ(HQ) =
−1
2πi
∫
C
∂χ˜(z)
∂z
(
HQ − z
)−1
dz ∧ dz .
Let f1, f2 ∈ H be continuous and compactly supported. Since all the integrands below are
continuous and compactly supported, we may exchange the integrals by Fubini’s theorem to obtain∫
G
dx0
∫
G
dy0
[−1
2πi
∫
C
∂χ˜(z)
∂z
(
HQ − z
)−1
(x0,y0) dz ∧ dz
]
f1(x0)f2(y0)
=
−1
2πi
∫
C
∂χ˜(z)
∂z
∫
G
dx0
∫
G
dy0
(
HQ − z
)−1
(x0,y0)f1(x0)f2(y0) dz ∧ dz
=
−1
2πi
∫
C
∂χ˜(z)
∂z
〈f1,
(
HQ − z
)−1
f2〉dz ∧ dz
=
〈
f1,
[−1
2πi
∫
C
∂χ˜(z)
∂z
(
HQ − z
)−1
dz ∧ dz
]
f2
〉
= 〈f1, χ(HQ)f2〉.
This proves (7.10). 
Lemma 7.5. Let χ ∈ Cc(R). The map QD,m,M∗ ∋ [Q,x0] 7→ χ(HQ)(x0,x0) is continuous.
Proof. Let [QN ,xN ] be a sequence in QD,m,M∗ converging to [Q0,x0].
We first suppose that χ ∈ C∞c , with suppχ ⊂ (−a, a), a > 0, and let ε > 0. The kernel
χ(HQ)(x0,x0) then takes the form (7.10). Consider the rectangle Ωη := [−a− η; a+ η]× i [−η; η].
Since χ˜ satisfies (7.1), we may use Lemma A.5 to find η > 0 such that for all N ∈ N ∪ {0},∣∣∣ ∫
Ωη
∂χ˜(z)
∂z
(
HQN − z
)−1
(xN ,xN ) dz ∧ dz
∣∣∣ ≤ ε
3
.
On the other hand, if Γη := ∂Ωη, then by Stokes’ theorem and the fact that z 7→ (H − z)−1(x,x)
is analytic on supp χ˜ \ Ωη, we have∫
C\Ωη
∂χ˜(z)
∂z
(
HQN − z
)−1
(xN ,xN ) dz ∧ dz =
∫
Γη
χ˜(z)
(
HQN − z
)−1
(xN ,xN ) dz .
But (HQN −z)−1(xN ,xN ) converges to (HQ0 −z)−1(x0,x0) uniformly on compact subsets of C\R
by the Vitali-Porter theorem, so we may find n0 ∈ N such that for all N ≥ n0,∣∣∣ ∫
Γη
χ˜(z)
(
HQ0 − z
)−1
(x0,x0)dz −
∫
Γη
χ˜(z)
(
HQN − z
)−1
(xN ,xN )dz
∣∣∣ ≤ ε
3
.
We deduce from this that for all N ≥ n0, we have
|χ(HQ0)(x0,x0)− χ(HQN )(xN ,xN )| ≤ ε ,
which concludes the proof when χ ∈ C∞c (R).
The general case follows from the density of C∞c (R) in Cc(R) along with (7.8). 
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7.3. End of proof of the main result. We may now proceed with the proof of the second part
of Theorem 3.12, which we recall.
Theorem. Let QN be a sequence of quantum graphs satisfying (3.2) and converging in the sense
of Benjamini-Schramm to P. Then for any χ ∈ Cc(R), we have
lim
N→∞
∫
R
χ(λ)dµQN (λ) =
∫
Q∗
χ
(
HQ
)
(x0,x0)dP[Q,x0] .
This result implies that Lemma 7.1 remains true for χ ∈ Cc(R), concluding the proof of Theo-
rem 3.12. The equality of the two limits on the RHS of (3.4) for χ ∈ Cc(R) follows by two approxi-
mations, the first using | limε
∫
R
[χ(λ)−ϕ(λ)]E[ImGλ+iε]dλ| ≤ ‖χ−ϕ‖∞ limε
∫
K E[ImGλ+iε] dλ ≤
C‖χ − ϕ‖∞ for some compact K, where C∞c ∋ ϕ ≈ χ and C = limε
∫
K
E[ImGλ+iε] dλ ≤
limε
∫
h(λ)E[ImGλ+iε] dλ =
∫
Q∗
h(HQ)(x0,x0) dP[Q,x0] ≤ C′‖h‖∞, with 1K ≤ h ∈ C∞c (R) and
we used (7.8). The second approximation uses (7.8).
Proof. We first consider the case χ ∈ C∞c (R), with support in (−a, a). We may then compute
χ(HQ)(x0,x0) using (7.10). Arguing as in Lemma 7.5, the integral over Ωε is bounded by Cε for
some C depending only on χ, and on D,m,M . As for the integral on Γε, we may express it using
Lemma 7.2 (cf. Appendix A). We obtain that there exists C′ > 0 such that
(7.11)
∣∣∣χ(HQ)(x0,x0)− 1
π
∫
R
χ(λ)Im
[(
HQ − λ− iε
)−1
(x0,x0)
]
dλ
∣∣∣ ≤ C′√ε.
The constant C′, which is given by Lemma 7.2, depends on χ, a, and on
(
HQ − i
)−1
(x0,x0). By
Lemma A.5, the constant C′ can be taken to depend only on χ, a, D, m and on M .
We deduce that∫
Q∗
χ
(
HQ
)
(x0,x0)dP[Q,x0] = 1
π
∫
Q∗
dP[Q,x0]
∫
R
χ(λ)Im [Gλ+iε(x0,x0)] dλ+O(
√
ε)
=
1
π
∫
R
dλχ(λ)
∫
Q∗
dP[Q,x0] Im [Gλ+iε(x0,x0)] +O(
√
ε),
where we exchanged the integrals using Fubini. Taking the limit ε ↓ 0, we obtain∫
Q∗
χ
(
HQ
)
(x0,x0)dP[Q,x0] = lim
ε↓0
1
π
∫
R
dλχ(λ)
∫
Q∗
dP[Q,x0] Im [Gλ+iε(x0,x0)]
= lim
N→∞
∫
R
χ(λ)dµQN (λ),
thanks to Lemma 7.1. This concludes the proof when χ ∈ C∞c (R).
Now, let χ ∈ Cc(R) and choose an approximation ϕ ∈ C∞c (R) supported in some compact
K ⊇ suppχ. We have∣∣∣ ∫
R
χ(λ) dµQN (λ) −
∫
Q∗
χ
(
HQ
)
(x0,x0)dP[Q,x0]
∣∣∣
≤
∣∣∣ ∫
R
ϕ(λ) dµQN (λ)−
∫
Q∗
ϕ
(
HQ
)
(x0,x0)dP[Q,x0]
∣∣∣+ ∫
R
∣∣χ(λ)− ϕ(λ)∣∣ dµQN (λ)
+
∫
Q∗
∣∣χ(HQ)(x0,x0)− ϕ(HQ)(x0,x0)∣∣ dP[Q,x0] .
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Let χ˜ ∈ C∞c (R) be equal to 1 on K and denote
C := max
(
1, sup
N∈N
∫
R
χ˜(λ) dµQN (λ)
)
,
which is finite, since the sequence in N converges.
Given ε > 0, assume that |χ(t)− ϕ(t)| ≤ ε2C χ˜(t). Then using (7.8), we deduce that
lim sup
N−→∞
∣∣∣ ∫
R
χ(λ) dµQN (λ)−
∫
Q∗
χ
(
HQ
)
(x0,x0)dP[Q,x0]
∣∣∣ < ε .
As this holds for any ε > 0, the result follows. 
8. Examples
8.1. Rooted convergence. Before delving into Benjamini-Schramm convergence, let us consider
examples where [QN ,xN ] −→ [Q,x] and the consequence of Theorem 3.9.
(a) Fix an infinite quantum graph Q, fix some x0 ∈ G and consider a sequence of growing balls
QN ⊂ Q centered at x0, of combinatorial radius N . Then d([QN ,x0], [Q,x0]) = 11+N −→ 0.
Consequently, we have GQNz (x0,x0) −→ GQz (x0,x0).
This pointwise result also holds strongly: we know from [32, Theorem 17] that functions of
compact support on Q form a core, so using [37, Theorem VIII.25] we have (HQN − z)−1 s−→
(HQ − z)−1.
(b) Given a quantum graph Q, Theorem 3.9 implies that GQz (x0,x0) is continuous under varying
the data (Lb,Wb, Uv)b∈B,v∈V .
In the special case where Q is a tree with Kirchhoff conditions and zero potential, the
continuity of GQz (x0,x0) in (Lb)b∈B was proved in [4] using special arguments (see also [14]).
We now turn to Benjamini-Schramm (BS) convergence. It is useful to recall some examples in
the discrete setting. Roughly speaking, a sequence (GN ) converges to G in the BS sense if for any
k, a k-ball taken around a random point in GN looks like a k-ball taken at random in G. In view
of this, one sees that in the BS sense,
• Cycle graphs CN converge to Z,
• lattice cubes ΛN = {1, . . . , N}d converge to Zd,
• d-regular graphs with a negligible number of cycles converge to the d-regular tree T.
• If we turn to random graphs, it is also true that Erdo¨s-Re´nyi graphs with edge probability
p(N) = c/N converge a.s. to the Poisson-Galton-Watson tree with mean c.
• Sequences of balls TN = BTq(o,N) in a (q+1)-regular tree Tq do not converge to Tq in the
BS sense. The problem is that k-balls near the boundary of TN look very different than
k-balls in Tq, and there is a huge number of such problematic points (as
|∂TN |
|TN | −→
q−1
q > 0),
so this problem cannot be neglected. It turns out that the graphs TN do have a BS limit:
it is a random rooted canopy tree; see [3] and [22, Chapter 14].
With these basic examples in the discrete setting, we now consider quantum graphs.
8.2. Graphs with a single data. Suppose that (GN ) are discrete graphs which converge in the
sense of Benjamini-Schramm to some ρ ∈ P(G∗), where G∗ is the set of equivalence classes of discrete
rooted graphs. Endow all edges/vertices of GN with the same data (L⋆,W⋆, U⋆), in particular QN is
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equilateral (meaning that all edges have the same length). Then QN = (GN , L⋆,W⋆, U⋆) converges
in the sense of Benjamini-Schramm to P ∈ P(Q∗) defined by
EP(f) =
1
L⋆Eρ(deg o)
∫
G∗
∑
o′∼o
∫ L
0
f [G,L⋆,W⋆, U⋆, (bo′ , x0)] dx0 dρ([G, o]) ,
where bo′ = (o, o
′). To see this, note that EνQN (f) =
1
L⋆
∑
v∈VN
deg(v)
∑
v∈VN F [GN , v], where
F [G, v] =
∑
w∼v
∫ L⋆
0 f [G,L⋆,W⋆, U⋆, b(v,w), x0] dx0. If f is continuous on Q∗, then F is continuous
on G∗ and the result follows.
8.3. N -lifts. Fix a finite quantum graph Q1. Consider a (connected) N -lift GN of the underlying
combinatorial graph G1 = (V,E). This is just an N -cover over G. Lift the data naturally to GN
by L(v,w) = L(πNv,πNw), W(v,w) = W(πNv,πNw), Uv = UπNv, where πN : GN −→ G1 is the covering
projection. Then we get a quantum graph QN which we call the N -lift of Q1.
Many studies have been recently devoted to N -lifts of combinatorial graphs, as they are a natural
model of random irregular graphs. In particular, we know that they are typically connected and
most of their points have a large injectivity radius—see [16, § 4.2], [17, Lemma 9]. More precisely,
the following condition (BST) holds generically:
(BST) For any r,
#{v∈VN :ρGN (v)<r}
N −→ 0, where ρGN (v) is the injectivity radius at v ∈ VN , i.e.
the largest ρ such that BGN (x, ρ) is a tree.
It follows that the combinatorial N -lifts (GN ) generically converge to the universal cover T of
G1; more precisely to ρ =
1
|G1|
∑
v∈G1 δ[T,v˜]. In fact, let us prove along the same lines that if (GN ) is
a sequence of N -lifts satisfying (BST), then QN converge to the universal cover T of the quantum
graph Q1, more precisely, to the measure
(8.1) P =
1∑
b∈B1 Lb
∑
b∈B1
∫ Lb
0
δ[T,L˜1,W˜ 1,U˜1,(b˜,x0)] dx0 ,
where (L1,W 1, U1) is the data on the base graph G1.
Consider the set A of continuous functions on QD,m,M∗ , which “depend only on a finite-size
neighborhood of the root”. That is, let A =
⋃
r∈NAr, where
(8.2) Ar =
{
f : QD,m,M∗ → R : f is bounded, continuous and
f([G,L,W,U,x]) = f([G′, L′,W ′, U ′,x′])
if [BGx(vx, r), L
x
|BGx (vx,r), U
x
|BGx (vx,r),x] = [BGx′ (vx′ , r), L
′x′
|B
Gx
′ (vx′ ,r)
, U ′x
′
|B
Gx
′ (vx′ ,r)
,x′]
}
.
To prove the asserted convergence to P in (8.1), it suffices to show that for any f ∈ A ,
(8.3)
1
2L(QN )
∑
b∈BN
∫ Lb
0
f(QN ,x0) dx0 −→ 1∑
b∈B1 Lb
∑
b∈B1
∫ Lb
0
f [T, L1,W 1, U1,x0] dx0
(instead of proving it for all f ∈ C(QD,m,M∗ )). This follows from the Stone-Weierstrass and
Prokhorov theorems. In detail:
(a) A ∩C0(QD,m,M∗ ) is an algebra of continuous functions. It separates points. In fact, if [Q1,x1] 6=
[Q0,x0], we may find r ∈ N with d([Q1,x1], [Q0,x0]) > 11+r . Let φ ∈ C∞c ([0,∞)) be such that
φ = 1 on [0, 1r+2 ] and φ(t) = 0 if x ≥ 1r+1 . We set χ([Q,x]) := φ (d([Q,x], [Q0,x0])).
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Up to taking r larger, we may suppose that the ball centred at [Q0,x0] and of radius 1r+1 is
included in QD,m,M,δ∗ for some δ > 0, so that χ ∈ C0(QD,m,M∗ ), and χ([Q1,x1]) 6= χ([Q0,x0]).
Furthermore, by definition of the distance d, we clearly have χ ∈ Ar+1.
(b) Now Lemma 3.6 implies that QD,m,M∗ is locally compact, it also implies that νQN is tight.
Using the previous point along with [18, Corollary V.8.3], we see that A ∩C0(QD,m,M∗ ) =
C0(Q
D,m,M
∗ ). Combining [30, Theorems 13.6, 13.11, 13.34] and an ε-argument as in [30, Corol-
lary 15.3] thus shows it suffices to prove (8.3) for f ∈ A ∩ C0(QD,m,M∗ ).
So let f ∈ Ar and let us show that (8.3) holds for f . We have∑
b∈BN
∫ Lb
0
f [QN ,x0] =
∑
v∈VN
∑
w∼v
∫ Lbvw
0
f [QN , (bvw, x)] =
∑
v∈V1
∑
w∈π−1
N
v
∑
z∼w
∫ Lbwz
0
f [QN , (bwz, x)]
where bvw = (v, w). Suppose ρGN (w) ≥ r. Then BGN (w, r) is a tree. If w ∈ π−1N v, then this
tree is precisely BT(v, r), by definition of the universal cover (and because T is also the universal
cover of GN ). Since data is lifted naturally, it follows that [BGN (w, r), L
N ,WN , UN , (bwz, x)] =
[BT(v, r), L
1,W 1, U1, (bvu, x)], where u = πNz. As f ∈ Ar, we get f [QN , (bwz, x)] = f [T , (bvu, x)].
The w with ρGN (w) < r are considered as errors. We thus get∣∣∣∣∣ 1N ∑
b∈BN
∫ Lb
0
f [QN ,x0] dx0 −
∑
b∈B1
∫ Lb
0
f [T, L1,W 1, U1,x0] dx0
∣∣∣∣∣
≤ 2DL‖f‖∞ · #{w ∈ VN : ρGN (w) < r}
N
which tends to zero by (BST). Finally, 2L(QN ) =
∑
b∈BN L
N
b = N
∑
b∈B1 L
1
b, since each edge has
precisely N lifts. We thus showed the limit is the measure P given in (8.1).
The universal cover T endowed with such lifted data is studied in [8], where it is shown that T
has bands of absolutely continuous spectra on which the Green’s kernel exists and is continuous. It
follows from Theorem 3.12 that µQN (I) −→ 1π∑b∈B1 Lb
∑
b∈B1
∫
I
∫ Lb
0 ImGλ+i0(x0,x0) dx0 dλ for I
in such band. In the very special case of a regular graph with a single δ-data (L,W,α), the density
ImGλ+i0(x0,x0) can be computed explicitly [27] and is in fact independent of x0 whenW = α = 0.
8.4. Graphs with a random data. Let (GN ) be a sequence of finite d-regular graphs satisfying
(BST). Endow GN with i.i.d. edge lengths (L
ω
e ) and i.i.d. coupling constants (α
ω
v ). More precisely,
let Ω
(1)
N = R
E(GN ), P(1)N =
⊗
e∈E(GN ) ν1 on Ω
(1)
N , Ω
(2)
N = R
V (N), P(2)N =
⊗
v∈V (N) ν2 on Ω
(2)
N ,
ΩN = Ω
(1)
N × Ω(2)N with PN = P(1)N ⊗ P(2)N . Let Ω˜ =
∏
N∈NΩN and P a probability on Ω˜ having
marginal PN on ΩN (e.g. P =
⊗PN ). Then we obtain quantum graphs QωN = (GN , Lω(1)N , Uω(2)N )
for each ωN = (ω
(1)
N , ω
(2)
N ). Here U
ω
(2)
N is the unitary matrix encoding the boundary conditions
fb(0) = fb′(0) =: f(v) if o(b) = o(b
′) = v and
∑
b,o(b)=v f
′
b(0) = α
ω
(2)
N
v f(v).
Next, let T be the d-regular tree and consider the probability space (Ω,P), where Ω = RE(T) ×
RV (T) and P =
⊗
e∈E(T) ν1
⊗
v∈V (T) ν2. We obtain an analogous quantum tree (T, L
ω(1) , Uω
(2)
).
We assume the measures ν1, ν2 have compact support:
supp ν1 ⊆ [L0, L1] , supp ν2 ⊆ [−A,A] ,
for some L0, L1, A > 0.
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Then for P-a.e. (ωN )N∈N ∈ Ω˜, the sequence QωN has a local weak limit P which is concentrated
on {[T, Lω(1) , Uω(2) ,x0] : (ω(1), ω(2)) ∈ Ω}. The measure P acts as follows:
EP(f) =
1
E(Lω
(1)
bo
)
E
(∫ Lω(1)bo
0
f([T, Lω
(1)
, Uω
(2)
, (bo, x0)]) dx0
)
,
where bo ∈ B(T) is fixed and arbitrary.
If G1 is a finite, possibly irregular graph, GN is an N -lift of G1 satisfying (BST), and we endow
GN with i.i.d. lengths and couplings, then QωN converge to the probability measure P concentrated
on the universal cover T = G˜1 of G1, defined by
EP(f) =
1
E(Lω(1)e )|B1|
∑
b∈B1
E
(∫ Lω(1)b
0
f [G˜1, L
ω(1) , Uω
(2)
, (b˜, x0)] dx0
)
We only prove the first claim. To lighten the notation, we henceforth remove the superscripts in
ωN and ω.
Consider the algebra A introduced in (8.2). Arguing as before, it suffices to show that there
exists Ω0 ⊆ Ω˜ with P(Ω0) = 1 such that for any (ωN ) ∈ Ω0 and any f ∈ A ∩ C0(QD,m,M∗ ),
(8.4) lim
N→∞
1
2L(QωN )
∑
b∈BN
∫ LωN
b
0
f(QωN ,x0) dx0 =
E(
∫ Lωbo
0
f [T, Lω, Uω, (bo, x0)]dx0)
E(Lωbo)
.
We first note that 1|BN |
∑
b∈BN L
ωN
b −→ E(Lωe ) by the law of large numbers. Next, let E the
expectation w.r.t. P . Given f ∈ Ar, let
Yb = Y
N
b =
∫ LωN
b
0
f([GN , L
ωN , UωN , (b, x)])dx − E
[ ∫ LωN
b
0
f([GN , L
ωN , UωN , (b, x)])dx
]
and SN =
1
|BN |
∑
b∈BN Yb
Then Y Nb only depends on (ωe, ωv)e∈EGN (o(b),r),v∈BGN (o(b),r+1), since f([GN , L
ωN , UωN , (b, x)]) =
f([GN , L˜
ωN , U˜ωN , (b, x)]) if LωN = L˜ωN and UωN = U˜ωN on the graph BGN (o(b), r+1). Hence, Y
N
b
and Y Nb′ are independent if dGN (o(b), o(b
′)) > 2r+ 2. Moreover, each Y Nb is bounded by 2L1‖f‖∞.
Using such independence at a distance, one can adapt the proof of the strong law of large numbers
using 4-th moments to conclude that SN −→ 0 P-a.s., i.e. for (ωN ) ∈ Ωf with P(Ωf) = 1; see [7].
Since A ∩C0(QD,m,M∗ ) has a countable dense subset {fj}, we let Ω0 =
⋂
j Ωfj and get P(Ω0) = 1.
Now if f ∈ A , say f ∈ Ar, we have
(8.5)
∣∣∣∣∣ 1|BN | ∑
b∈BN
∫ LωN
b
0
f([GN , L
ωN , UωN , (b, x)])dx −E
[∫ Lωbo
0
f([Tq, L
ω, Uω, (bo, x)])dx
]∣∣∣∣∣
≤ |SN |+
∣∣∣∣ 1|BN | ∑
b∈BN
EN
[ ∫ LωN
b
0
f([GN , L
ωN , UωN , (b, x)])dx
]
−E
[ ∫ Lωbo
0
f([Tq, L
ω, Uω, (bo, x)])dx
]∣∣∣∣ .
Fix o ∈ Tq and let bo with o(bo) = o. If ρGN (v) ≥ r and o(bv) = v, there is a graph isomor-
phism φbv : BGN (v, r) → BTq (o, r) with φbv (bv) = bo. We now copy the data to BTq (o, r). More
precisely, we define Lωbv = L
ωN ◦ φ−1bv and Uωbv = UωN ◦ φ−1bv to get [BGN (v, r), LωN , UωN , (bv, x)] =
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[BTq (o, r), L
ω
bv
, Uωbv , (bo, x)]. Thus, f([GN , L
ωN , UωN , (bv, x)]) = f([Tq, L
ω
bv
, Uωbv , (bo, x)]), and by def-
inition Lωbv (bo) = L
ωN
bv
. As the transformation T : RETq (o,r) × RBTq (o,r) → RETq (o,r) × RBTq (o,r)
mapping (ωe, ωw) 7→ (ωφ−1
bv
(e), ωφ−1
bv
(w)) preserves the measure P, it follows that
EN
[ ∫ LωN
bv
0
f([GN , L
ωN , UωN , (bv, x)])dx
]
= E
[∫ Lωbo
0
f([Tq, L
ω, Uω, (bo, x)])dx
]
.
Hence, (8.5) may be bounded by |SN | + #{v:ρGN (v)<r}|BN | (2L1‖f‖∞). Taking N → ∞, it follows by
(BST) that if (ωN ) ∈ Ω0, then (8.4) is true for any f ∈ {fj}, the dense subset of A ∩C0(QD,m,M∗ ).
Arguing as in [30, Corollary 15.3], the proof is complete.
Appendix A. Properties of the Green’s kernel
Let Q be a quantum graph satisfying Hypothesis 1 and z ∈ C\R. Recall that we defined Gz(x,y)
to be the Schwartz kernel of the resolvent operator,∫
G
Gz(x,y)f(y) dy = (HQ − z)−1f(x), f ∈ L2(G).
The Schwartz kernel theorem only guarantees that Gz(·, ·) exists as a distribution over G × G. We
aim to show that it can be represented as a continuous function in both variables. As a first step
we have the following.
Lemma A.1. For each x0 ∈ G set gz,x0(y) = Gz(x0,y). Then gz,x0 ∈ L2(G).
Furthermore, if D ∈ N, 0 < m < M , there exists C1(D,m,M) such that for any [Q,x0] ∈
QD,m,M∗ and any z ∈ C with Im z > C1, we have
(A.1) ‖gz,x0‖L2(G) ≤ C2(z;D,m,M) .
Proof. Let f ∈ L2(G) and define φ = φf = (HQ − z)−1f , so that, for almost every x0 ∈ G, we have
(A.2) φf (x0) =
∫
G
Gz(x0,y)f(y) dy.
Since HQ is self-adjoint we have ‖φf‖L2(G) ≤ | Im z|−1‖f‖L2(G). Furthermore, (HQ − z)−1 :
L2(G) −→ D(HQ) = H Q. In particular, φb ∈ H2(0, Lb) for each b, so (A.2) actually holds for
every x0 ∈ G. Moreover,
φ′′b = −(HQ − z)φb + (Wb − z)φb = −fb + (Wb − z)(HQ − z)−1fb,
giving
(A.3) ‖φ′′f‖L2(G) ≤ ‖f‖L2(G) +
‖W‖∞ + |z|
| Im z| ‖f‖L2(G) .
On the other hand, for ψ ∈ H2(0, L), using ψ(x) = ψ(0)+∫ x0 ψ′(t) dt, [32, Lemma 8] and Cauchy-
Schwarz, we have |ψ(x)| ≤
√
2
L‖ψ‖2 + 2
√
L‖ψ′‖2. But by [34, Lemma p.23] and Cauchy-Schwarz,
(A.4) |ψ′(t)| ≤
√
L ‖ψ′′‖2 + 4
L3/2
‖ψ‖2 .
Taking C = max(
√
2
Lb
+ 8√
Lb
, 2L
3/2
b ), we thus get for φ ∈ H Q,
(A.5) |φ(x0)| ≤ C
(‖φ‖L2(G) + ‖φ′′‖L2(G)) .
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Combining (A.5) and (A.3), we see that for each x0 ∈ G, the mapping f 7→ φf (x0) is a bounded
linear functional. By the Riesz representation theorem, there is hence a unique hz,x0 ∈ L2(G) such
that
(A.6) φf (x0) = 〈hz,x0 , f〉L2(G) =
∫
G
hz,x0(y)f(y) dy
for all f ∈ L2(G). Recalling (A.2), this implies hz,x0 = gz,x0 a.e. In particular, gz,x0 ∈ L2(G).
Finally, for any f ∈ L2(G), we have
|〈f, gz,x0〉L2(G)| = |φf (x0)| ≤ C
(
‖f‖L2(G) +
|z|+ ‖W‖∞
| Im z| ‖f‖L2(G)
)
,
so that ‖gz,x0‖L2(G) ≤ C
(
1 + |z|+‖W‖∞|Im z|
)
, which gives us the second point. 
Remark A.2. Using (A.4) and (A.3), we also get for x = (b0, x) near x0 = (b0, x0),
|〈f, gz,x − gz,x0〉| = |φf (x) − φf (x0)| ≤ C˜ · |x− x0|
(
1 +
|z|+ ‖W‖∞
| Im z|
)
‖f‖2
for any f ∈ L2(G). In particular, taking f = gz,x−gz,x0‖gz,x−gz,x0‖L2 , we see that the map G ∋ x0 7→ g
z,x0 ∈
L2(G) is continuous.
Beware that, in the previous remark (as well as in the second statement of the following lemma),
x0 (and x1) belong to G which does not contain the vertices. Hence, we do not claim that the
Green’s function is continuous at the vertices: its behaviour at the vertices is dictated by the
boundary conditions, as we will see in Lemma A.4.
Now we upgrade L2-regularity of gz,x0 to continuity using the elliptic regularity theorem.
Lemma A.3. Let Q be a quantum graph, and z ∈ C \ R.
(i) For every x0 ∈ G, gz,x0 ∈ H 0, and [(HQ − z)gz,x0 ](y0) = 0 for y0 6= x0.
(ii) The kernel Gz(x0,x1) is continuous in each argument. Moreover, for any x0,x1 ∈ G, we have
(A.7) Gz(x0,x1) = Gz(x1,x0) = Gz(x1,x0).
Proof. (i) We have
∫
G g
z,x0(y) (HQ− z)f(y) dy = {(HQ− z)−1[(HQ− z)f ]}(x0) = f(x0) for any
f ∈ H Q. This means that (HQ − z)gz,x0 = δx0 in the sense of distributions. Thus, gz,x0
is an L2 function which solves the Schro¨dinger equation away from x0. By elliptic regularity
(e.g. [2, Theorem 6.1]), it follows that gz,x0 ∈ H 0. In particular, ∀x0 ∈ G, the map
(A.8) G ∋ x1 7→ Gz(x0,x1) is continuous.
(ii) For any f, g ∈ L2(G), we have 〈f, (HQ−z)−1g〉 = 〈(HQ−z)−1f, g〉. By density of L2(G)⊗L2(G)
in L2(G × G), this implies that as distributions over G × G, we have Gz(x0,x1) = Gz(x1,x0).
Similarly, one may define a pairing (f, g) =
∫
G f(x)g(x) dx and define the transpose A
⊺ of an
operator A to be the unique operator satisfying (A⊺f, g) = (f,Ag) (i.e. A⊺f = A∗(f)). Then
(AB)⊺ = B⊺A⊺, it follows that the inverse of a “self-transpose” operator (satisfying A⊺ = A)
is self-transpose. Since (HQ − z)⊺ = HQ − z, we get (f, (HQ − z)−1g) = ((HQ − z)−1f, g),
from which it follows as before that Gz(x0,x1) = Gz(x1,x0) as distributions over G × G.
But we know from (A.8) that the distribution Gz(x0,x1) is a continuous functions in x1.
It follows that the distribution Gz(x0,x1) = Gz(x1,x0) is also a continuous function of x0,
and that (A.7) actually holds pointwise, for every x0,x1 ∈ G. 
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In the previous lemma, we have seen that gz,x0 satisfies (HQ − z)gz,x0 = 0 away from x0. Let
us now see which boundary condition it satisfies, at vertices of V as well as at x0.
Lemma A.4. Let [Q,x0] be a quantum graph, v0 ∈ V x0 and z ∈ C \ R.
(i) If the boundary conditions on v0 are Kirchhoff, then g
z,v0 = Gz(v0, ·) is well-defined, meaning
gz,(b,0) = gz,(b
′,0) if o(b) = o(b′) = v0. Moreover,
(A.9)
g
z,v0(o(b)) = gz,v0(o(b′)) if o(b) = o(b′) = v0 ,∑
b,o(b)=v0
d
dxb
gz,v0(xb)|xb=0 = −1 .
(ii) At any vertex v 6= v0, gz,v0 satisfies the boundary conditions (2.6).
Proof. (i) For any φ ∈ L2, 〈gz,o(b), φ〉L2(G) = {(HQ − z)−1φ}(o(b)) = {(H − z)−1φ}(v0) for all
o(b) = v0 since (HQ − z)−1φ ∈ D(HQ). Hence, gz,v0 is well-defined. Next, given a vertex v, let fv
be a smooth function compactly supported on the edges adjacent to v. Integrating by parts, we get
fv(v0) = 〈gz,v0 , (HQ − z)fv〉L2(G) =
∑
b,o(b)=v
[gz,v0(xb)f
′
v(xb)|xb=0 − fv(xb)(gz,v0)′(xb)|xb=0] .
For v = v0, choose fv0 ≡ 1 near v0, then
∑
g′(ob) = −1. Choosing fv0 such that fv0(v0) = 0,
fv0 = 0 except on two edges and f
′
v0(xb)|xb=0 ∈ {1,−1} otherwise, shows that gz,v0(ob) is the same
for all b.
(ii) For v 6= v0, we get 〈Gz,v0 , F ′v〉Cd(v) − 〈(Gz,v0)′, Fv〉Cd(v) = 0, where Fv, Gz,v0 are defined as in
(2.4). As in [13, §1.4], choose f such that Fv = −A2(v)∗E and F ′v = A∗1(v)E, where E is arbitrary
in Cd(v), then A1(v)Fv + A2(v)F
′
v = 0 (since A1A
∗
2 = A2A
∗
1), and we get 〈A1G+ A2G′, E〉 = 0 for
any E, so gz,v0 = gz,v0 satisfies (2.6) at v (we used (A.7)). Replacing z by z proves (iii). 
The following lemma controls the Green function and its derivative when z stays away from the
real axis:
Lemma A.5. Let Z ⊂ C \ R be a bounded set, and let M > m > 0, D ∈ N. There exists
C = C(Z,D,M,m) > 0 such that for all z ∈ Z, for all [Q,x0] ∈ QD,m,M∗ , with x0 = (b0, x0) ∈ G
and all y0 = (b
′
0, y0), we have
(A.10)
|Gz(x0,y0)| ≤ C| Im z|∣∣∣ ∂
∂x
∣∣∣
x=x0
Gz
(
(b0, x),y0
)∣∣∣ ≤ C| Im z|∣∣∣ ∂
∂y
∣∣∣
y=y0
Gz
(
x0, (b
′
0, y)
)∣∣∣ ≤ C| Im z| .
Before proving the lemma, we introduce a few notations. Let b ∈ B, and z ∈ C. We define Czb
and Szb on [0, Lb] as in (5.6). Next, let, for 0 < ζ ≤ Lb,
Σ1(z; b, ζ) :=
∫ ζ
0
|Szb (x)|2 dx
Σ2(z; b, ζ) :=
∫ ζ
0
|Czb (x)|2 dx
Σ3(z; b, ζ) :=
∫ ζ
0
Czb (x)S
z
b (x) dx.
34 NALINI ANANTHARAMAN, MAXIME INGREMEAU, MOSTAFA SABRI, BRIAN WINN
For each z ∈ C and each b ∈ B, we denote by Sb,ζz and Cb,ζz the functions taking value Szb (x) and
Czb (x) on segment (0, ζ) ∋ x of the edge b and zero everywhere else. We set the values on bˆ in such
a way to ensure that Sb,ζz , Cb,ζz ∈ H .
If f ∈ H 0 satisfies (5.1), then given b and x ∈ [0, Lb], we have
f(b, x) = Czb (x)f(b, 0) + S
z
b (x)
d
dx
∣∣∣
x=0
f(b, x),
so that
〈Sb,ζz , f〉 = f(b, 0)Σ3(z; b, ζ) +
d
dx
∣∣∣
x=0
f(b, x)Σ1(z; b, ζ)
〈Cb,ζz , f〉 = f(b, 0)Σ2(z; b, ζ) +
d
dx
∣∣∣
x=0
f(b, x)Σ3(z; b, ζ).
Solving these linear equations leads to a proof of the following lemma:
Lemma A.6. Let Σ1,Σ2,Σ3 be defined as above and let
Y b,ζz :=
1
Σ1(z; b, ζ)Σ2(z; b, ζ)− |Σ23(z; b, ζ)|
(
Σ1(z; b, ζ)Cb,ζz − Σ3(z; b, ζ)Sb,ζz
)
Zb,ζz :=
1
Σ1(z; b, ζ)Σ2(z; b, ζ)− |Σ23(z; b, ζ)|
(
Σ2(z; b, ζ)Sb,ζz − Σ3(z; b, ζ)Cb,ζz
)
.
Then for any f ∈ H 0 satisfying (5.1) we have
(A.11) f(b, 0) = 〈Y b,ζz , f〉 and
d
dx
∣∣∣
x=0
f(b, x) = 〈Zb,ζz , f〉 .
In situations where ζ = Lb we will drop ζ from notations to economise.
We may now proceed with the proof of Lemma A.5.
Proof of Lemma A.5. Let x0 = (b0, x0),y0 = (b
′
0, y0) ∈ G. Let x1,y1 be the midpoints of b0, b′0,
respectively. Let b1 := (v1, o(b0)), b2 := (v
′
1, t(b
′
0)), where v1, v
′
1 are Kirchhoff vertices added at
x1,y1, respectively (Definition 3.2).
The map (0, Lb2) ∋ y 7→ Gz
(
(b1, x), (b2, y)
)
satisfies (5.1), so that
(
(HQ − z)−1Y b2z
)
(b1, x) =
Gz
(
(b1, x),y1
)
. The map (0, Lb1) ∋ x 7→ Gz
(
(b1, x),y1
)
also satisfies (5.1), so that〈
Y b1z ,
(
HQ − z
)−1
Y b2z
〉
= Gz(x1,y1) = Gz
(
(b0, Lb0/2), (b
′
0, Lb′0/2)
)
.
Similarly, we have〈
Zb1z ,
(
HQ − z
)−1
Y b2z
〉
=
∂
∂x
∣∣∣
x=
Lb0
2
Gz
(
(b0, x),y1
)
〈
Y b1z ,
(
HQ − z
)−1
Zb2z
〉
=
∂
∂y
∣∣∣
y=
L
b′
0
2
Gz
(
x1, (b
′
0, y)
)
〈
Zb1z ,
(
HQ − z
)−1
Zb2z
〉
=
∂2
∂x∂y
∣∣∣
x=
Lb0
2 ,y=
L
b′
0
2
Gz
(
(b0, x), (b
′
0, y)
)
.
As in Section 6, let bx0 , by0 be the edges containing x0,y0, respectively, and let x0, y0 be the
positions of x0, y0 on edges bx0 , by0 . Then since y 7→ Gz(x1, (b′0, y) satisfies (5.1) we can write
(A.12) Gz(x1,y0) = C
z
by0
(y0)Gz(x1,y1) + S
z
by0
(y0)
∂
∂y
∣∣∣
y=
L
b′0
2
Gz(x1, (b
′
0, y)) .
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Equation (A.12) remains true if x1 = (b0, x) with x 6= Lb0/2. Differentiating in x, we obtain
(A.13)
∂
∂x
∣∣∣
x=
Lb0
2
Gz ((b0, x),y0)
=
∂
∂x
∣∣∣
x=
Lb0
2
[
Czby0 (y0)Gz((b0, x),y1) + S
z
by0
(y0)
∂
∂y
∣∣∣
y=
L
b′
0
2
Gz((b0, x), (b
′
0, y))
]
.
In a similar way, as x 7→ Gz((b0, x),y0) satisfies (5.1), we can write
(A.14) Gz(x0,y0) = C
z
bx0
(x0)Gz(x1,y0) + S
z
bx0
(x0)
d
dx
∣∣∣
x=
Lb0
2
Gz((b0, x),y0).
We deduce that
Gz(x0,y0) = C
z
bx0
(x0)
(
Czby0 (y0)Gz(x1,y1) + S
z
by0
(y0)
∂
∂y
∣∣∣
y=Lb′0
/2
Gz(x1, (b0, y))
)
+ Szbx0 (x0)
(
Czby0 (y0)
∂
∂x
∣∣∣
x=Lb0/2
Gz
(
(b0, x),y1
)
+ Szby0 (y0)
∂2
∂x∂y
∣∣∣
x=
Lb0
2 ,y=
L
b′0
2
Gz
(
(b0, x), (b
′
0, y)
))
= Czbx0 (x0)C
z
by0
(y0)
〈
Y b1z ,
(
HQ − z
)−1
Y b2z
〉
+ Czbx0 (x0)S
z
by0
(y0)
〈
Y b1z ,
(
HQ − z
)−1
Zb2z
〉
+ Czby0 (y0)S
z
bx0
(x0)
〈
Zb1z ,
(
HQ − z
)−1
Y b2z
〉
+ Szbx0 (x0)S
z
by0
(y0)
〈
Zb1z ,
(
HQ − z
)−1
Zb2z
〉
.
Using [36, p. 7], we see that for all z ∈ Z and data obeying (3.2), max(|Czb (x)|, |Szb (x)|) ≤ C.
By the Cauchy-Schwarz inequality, Σ1(z; b)Σ2(z; b) − |Σ23(z; b)| > 0. Clearly, the lower bound
may only depend on Lb, Wb and z. We deduce that there exists C > 0 such that, for all z ∈ Z, all
data satisfying (3.2) and all b ∈ B, we have ‖Y bz ‖L2 , ‖Zbz‖L2 ≤ C.
Since for all z ∈ C \ R, we have
∥∥(HQ − z)−1∥∥L2→L2 ≤ 1|Im z| , we deduce that
(A.15) |Gz(x0,y0)| ≤ C0| Im z| ,
for some constant C0 = C0(Z,D,M,m).
Differentiating (A.14), we have
∂
∂x
∣∣∣
x=x0
Gz
(
(b0, x),y0) =
(
Czbx0
)′
(x0)Gz(x1,y0) +
(
Szbx0
)′
(x0)
∂
∂x
∣∣∣
x=
Lb0
2
Gz((b0, x),y0),
so combining with (A.12), we deduce as before that∣∣∣ ∂
∂x
∣∣∣
x=x0
Gz
(
(b0, x),y0
)∣∣∣ ≤ C1| Im z| .
The last claim in (A.10) follows from symmetry. 
In the paper we also use the following results.
Lemma A.7. Let Q be a finite quantum graph. Then, for any z ∈ C \R, the operator (HQ − z)−1
is trace-class, and we have
Tr
[
(HQ − z)−1
]
=
∫
G
Gz(x,x) dx .
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The first statement is known (see [32, Theorem 18] or [15, Section 4]), but we recall the proof
for clarity.
Proof. Since Gz := (HQ − z)−1 is a bounded map from L2(G) −→ D(HQ), and (D(HQ), ‖ · ‖H2)
is a closed subspace of (
⊕
e∈E H
2(0, Le), ‖ · ‖H2) by usual trace estimates, and each embedding
H2(0, Le) →֒ L2(0, Le) is trace-class9, then Gz : L2(G) −→ L2(G) is trace class.
For each b ∈ B, let πb ∈ H be the function with πb(b′, x) = 1 if b′ = b or bˆ, and 0 otherwise.
The integral kernel of πbGzπb is Gz((b, x), (b, y)), which is jointly continuous (see e.g. [15, Theorem
4.1]). It follows from [24, Corollary III.10.2] or [33, Chapter 30, Theorem 12] that Tr(πbGzπb) =∫ Lb
0 Gz(x,x) dx.
If {(φbn)n≥0}b∈B is an orthonormal basis of L2(G), where (φbn)n≥0 is an o.n.b. of L2(b) for each
b, then Tr(Gz) =
1
2
∑
b∈B
∑
n≥0〈φbn, Gzφbn〉 = 12
∑
b∈B Tr(πbGzπb). The result follows. 
Lemma A.8. Let Q be a quantum graph, and let x0,x1 ∈ G. Then, Gz(x0,x1) is analytic on
C \ R, and for any z ∈ C+ = {z : Im z > 0}, we have ImGz(x0,x0) > 0.
Proof. Let ϕ ∈ C∞c (R) be a function with ϕ ≥ 0 and
∫
R
ϕ(y)dy = 1.
Fix xj = (bj , xj), with 0 < xj < Lbj , for j = 0, 1. Let ψ
j
n(x) = nϕ(n(xj − x)). If suppϕ ⊂
[−K,K], then suppψjn ⊂ [−Kn + xj , Kn + xj ], and taking n = n(x0, x1), we may ensure that
suppψjn ⊂ (0, Lbj) for j = 0, 1.
Define f jn : G −→ R by f jn(b, x) = 0 if b /∈ {bj , bˆj}, f jn(bj , x) = ψjn(x), f jn(bˆj , x) = f jn(bj , Lbj − x).
Let us write gz(x, y) = Gz
(
(b0, x), (b1, y)
)
. We extend gz to a function g˜z(x, y) on R
2 taking
value zero on R2 \ [0, Lb0 ]× [0, Lb1 ]. If ρn(t, t′) = n2ϕ(nt)ϕ(nt′), we have
〈f0n, Gzf1n〉 = (ρn ⋆ gz)(x0, x1) .
Since the function gz is continuous at (x0, x1), we deduce that
Gz(x0,x1) = gz(x0, x1) = lim
n→∞
(ρn ⋆ gz)(x0, x1) = lim
n→∞
〈f0n, Gzf1n〉 .
More precisely, we have
Gz(x0,x1)− 〈f0n, Gzf1n〉 =
∫
R2
(
gz(x0, x1)− gz(x, y)
)
ρn(x0 − x, x1 − y) dxdy.
Now, if Z is a compact subset of C\R, equation (A.10) along with (A.7) tells us that there exists
a constant C(Z) such that |gz(x0, x1)− gz(x, y)| ≤ C(Z)
(|x0−x|+ |x1− y|). From the information
we have on the support of ρn, we deduce that
|Gz(x0,x1)− 〈f0n, Gzf1n〉| ≤ C(Z)
K
n
.
Since, by (A.10), Gz(x0,x1) is bounded on the compact subsets of C\R, we deduce that 〈f0n, Gzf1n〉
is a family of functions which are holomorphic on C \ R, which is uniformly bounded on compact
sets, and which converges on compact sets. Therefore, the limit Gz(x0,x1) is holomorphic.
Now, by the spectral theorem, we have 〈f0n, Gzf0n〉 =
∫
R
1
λ−z dµf0n(λ), which has a positive
imaginary part if z ∈ C+. Therefore, we must have ImGz(x0,x0) ≥ 0.
9In fact, for any bounded domain Ω ⊂ Rn with the cone property, the embedding Hk(Ω) →֒ Hℓ(Ω) is p-Schatten
class if and only if k − ℓ > n
p
. This is a theorem of Gramsch [25].
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But the map z 7→ ImGz(x0,x0) is harmonic (since it is the imaginary part of a holomorphic
function), so it cannot have a local minimum. Therefore, we must either have ImGz(x0,x0) > 0
for all z ∈ C+, or ImGz(x0,x0) = 0 for all z ∈ C+.
Let us show that this last possibility is absurd. If ImGz(x0,x0) = 0, the argument leading to
(7.9) would imply that ImGz(x0,y0) = 0 for all y0 ∈ G. Since y0 7→ Gz(x0,y0) satisfies an ODE
with a complex potential, this implies that Gz(x0,y0) = 0 for all y0 ∈ G. Therefore, for all f ∈ H ,
we would have
(
(HQ − z)−1f
)
(x0) = 0. So the image of (HQ − z)−1 would be included in the set
of functions vanishing at x0. This is absurd, since (HQ − z)−1 is surjective onto H Q. 
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