Estimation of allele dosage in autopolyploids is challenging and current methods 28 often result in the misclassification of genotypes. Here we propose and compare the use of 29 next generation sequencing read depth as continuous parameterization for autotetraploid 30 genomic prediction of breeding values, using blueberry (Vaccinium corybosum spp.) as a 31 model. Additionally, we investigated the influence of different sources of information to 32 build relationship matrices in phenotype prediction; no relationship, pedigree, and genomic 33 information, considering either diploid or tetraploid parameterizations. A real breeding 34 population composed of 1,847 individuals was phenotyped for eight yield and fruit quality 35 traits over two years. Analyses were based on extensive pedigree (since 1908) and high-36 density marker data (86K markers). Our results show that marker-based matrices can yield 37 significantly better prediction than pedigree for most of the traits, based on model fitting and 38 expected genetic gain. Continuous genotypic based models performed as well as the current 39 best models and presented a significantly better goodness-of-fit for all traits analyzed. This 40 approach also reduces the computational time required for marker calling and avoids 41 problems associated with misclassification of genotypic classes when assigning dosage in 42 polyploid species. Accuracies are encouraging for application of genomic selection (GS) for 43 blueberry breeding. Conservatively, GS could reduce the time for cultivar release by three 44 years. GS could increase the genetic gain per cycle by 86% on average when compared to 45 phenotypic selection, and 32% when compared with pedigree-based selection.
INTRODUCTION Models
One-step single-trait Bayesian linear mixed models were used to predict breeding values for each individual in the population, as follows:
Where ̅ is a vector of the phenotypic values of the trait being analyzed, is the 180 population's overall mean, b is the fixed effect of year, c is the random effect of ith column 181 position in the field ~ N (0, 2 ), r is the random effect of the ith row position in the field ~ N 182 (0, 2 ), a is the random effect of genotype ~ N (0, 2 ), where was replaced by the 183 different additive relationship matrices as described in the next section. The bxa is the 184 random effect of the year by genotype interaction ~ N (0, 2 ), and e is the random residual 185 effect ~ N (0, 2 ). Row and column effects were considered nested within year only for the 186 traits evaluated in two years. For traits measured a single year, the same equation (1) was 187 used without the year and the year by genotype interactions. The variance components for 188 each random variable were: additive ( 2 ), column ( 2 ), row ( 2 ), year-by-genotype 189 interaction ( 2 ), and residual ( 2 ). , 1 , 2 , 3 , and 4 were incidence matrices for year, 190 column, row, genotype, and year by genotype interaction, respectively. The narrow-sense 191 heritabilities were estimated considering the ratio between the additive variance component 192 and the total phenotypic variance (sum of all variance components). 193 194 Relationship matrices 195 To quantify the effect of the genetic information used to build the relationship 196 matrices on the predictive ability (PA), we performed analyses considering different 197 approaches to modeling the genotypic values in autotetraploid species (Table 1 , File S1). The 198 factors tested were: i) the source of information used to build the relationship matrix (pedigree, genomic, or no relationship information); and ii) ploidy information (diploid, 200 tetraploid, and assumption-free method). used to obtain all relationship matrices. The six models described above (Table 1) (Kb) at r 2 = 0.2 among different ploidies and continuous genotyping scenarios ( Figure S2 ).
261
Similarly, no major differences were found between parameterizations within 262 methodology (i.e., pedigree-based or marker-based methods) in the PC analysis ( Figure S3 ).
263
The first two PC components of the marker-based (G) matrices were consistent across all 264 matrices, explaining approximately 20% of the variation. For example, G2 matrix captured 265 20.60% of the variation, while G4 captured 21.71%, and Gr captured 23.36% ( Figure S3 A-266 C). The PC results were consistent between pedigree methodologies as well. Approximately 267 38% of the variation was explained (i.e., 37.74% of the variability was explained for the A2 matrix and 37.86% was explained for the A4 matrix, Figure S3 D-E). The results obtained in 269 the PC analysis did not justify a stratified sampling of cross-validation populations, since no 270 evidence of sub-population structure was detected for any of the relationship matrices. 1D-F). As a result of this process, the tetraploid parameterization presented 37.50% more 282 heterozygotes than the diploid parameterization. Considering the empirical thresholds 283 established to compare the proportion of "heterozygotes" in the continuous genotypes with the ploidy parameterizations, values equal to or below 0.058 and equal to or above 0.908 285 were considered as "homozygotes" classes (dashed lines, Figure 1F ). With this, 61.59% of 286 the genotypes were considered "heterozygotes", thus the continuous method would have 287 presented 89.92% and 41.23% more heterozygotes than the diploid and the tetraploid 288 parameterization, respectively. Nevertheless, some misclassification of data into classes in 289 the diploid and tetraploid parameterization might have occurred (Figure 2A-B ). Variance estimates 296 The posterior means of the genetic parameters are summarized in 
315
Effect of the genetic information to build the relationship matrices 316 The incorporation of relationship information in the analysis generated better PA 317 results than the phenotypic-BLUP model without it. Overall, we observed that higher values 318 for the phenotypic PA were obtained when marker-based relationship matrices were used, 319 when compared with phenotypic and pedigree BLUP (I and A matrices, respectively).
320
However, the marker-based and pedigree-based results were not always significantly 321 different from each other (Figure 3 , Table S1 ). The use of molecular data yielded phenotypic The use of pedigree-based relationship matrices generated higher phenotypic PA 336 values for all the traits, when compared with the assumption of unrelated individuals (i.e., 337 identity matrix). Unlike the identity matrix, the use of pedigree-based matrix assumes that As with marker-based methods, smaller values were observed for traits with lower genotypes can significantly interfere in the results of genetic studies (Grandke et al. 2016) .
411
This misclassification can be observed in our results when a diploid, or tetraploid 412 parameterization is used in the genomic data (Figure 2A-B) with standard parameters of 413 filtering. The use of the continuous genotyping approach provides a relevant alternative to 414 overcome this issue that is independent of assumptions regarding ploidy level. Models that 415 used continuous genotypic data performed as well as the best models and resulted in 416 modestly better predictive abilities for some of the traits (i.e., fruit firmness, fruit scar, and 417 fruit diameter; Table 3 ), but better data fit, which could indicate better prediction of future 418 populations. The use of continuous genotypes also simplifies the analysis complexity and 419 time by eliminating the genotype calling and parameterization for a give ploidy, because 420 instead, the ratio of reads assigned to each allele are used. Finally, our results showed that the 421 addition of noise associated with the continuous distribution in the genotypes significantly 422 improved model fitting for all analyzed traits (Table 3) , instead of increasing the complexity 423 of the models. The benefits of continuous genotyping could easily be extended to more 424 complex polyploids (higher ploidies), where the genotype attribution is even more difficult, 425 however higher sequencing depth would probably be required. Meanwhile, for more complex 426 models, such as those that consider dominance effects, dosage calling is still necessary.
428
Relationship matrices 429 Our results also showed that including information based on the genetic merit of the 430 individuals yielded better results when compared with the phenotypic-BLUP analysis (based 431 on the identity matrix; Muñoz et al. 2014a ). In addition, the use of marker-based 433 methodologies generated better predictions than pedigree for most of the traits. Marker-based 434 methods allow the capture of Mendelian segregation. This is especially important in our population, since it was composed of 117 full-sib families. In this context, pedigree-based 436 methods have no power to distinguish variance within families. Another advantage is that 437 marker-based methods allows the computation of genetic similarity among unidentified 438 individuals in the pedigree, and corrections of errors in the pedigree, which can affect 439 parameter estimation causing reduction in the genetic gain (Muñoz et al. 2014b ).
440
In our results, some non-significant differences between pedigree and marker-based 441 methods were identified, which could be an effect of the extensive pedigree data used, as well 442 as bias in pedigree-based estimations. Pedigree-based methods can overestimate the 443 reliability of selection and consequently, the accuracy (Bulmer 1971; Gorjanc et al. 2015) .
444
Furthermore, it also presents low efficiency to capture and estimate genetic relationships 445 among individuals (Resende et al. 2017) .
446
It is interesting to notice that we used extensive pedigree information that dates back 447 to 1907 for our predictions, which may not be common in other autopolyploid breeding. This The results obtained for both models that assumed more than three genotypic classes 
