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Accelerated Design Of Architected Materials With Geometric Heterogeneity For
Enhanced Failure Characteristics
Abstract
Nature provides countless examples of the use of material heterogeneity to enhance the failure properties
of materials. Many biological materials, such as bone, marine shells, and fish scales, are extremely
resilient to fracture and failure. These often consist of regions that are highly mineralized and stiff and
regions of biopolymers that are extremely soft. In practice, combining such disparate materials in
synthetic systems is fraught with difficulties, such as poor interfacial adhesion. However, we will show,
geometric heterogeneity can lead to similar enhancements to failure characteristics, including distribution
of voids (inspired by bamboo) and spatial variations in fiber orientation (inspired by many materials, such
as aorta). With the nearly arbitrary arrangements of materials that is enabled by 3D printing, it is possible
to produce systems with bioinspired, spatially-varying microstructures that results in large improvements
to failure properties. In this dissertation, I will discuss two types of geometric heterogeneities that can be
easily introduced to architected materials enhancing their failure characteristics. First, inspired by the
microstructure of the dactyl club of the Mantis shrimp, we show how geometric defects that are intrinsic
to extrusion-based additive processes (voids and weak interfaces) can be spatially arranged in a helical
(Bouligand) pattern to produce complex crack patterns and enhanced energy absorption. Next, we show
how spatial variations in fiber orientation (inspired by aorta) can be produced using direct ink writing
(DIW), leading to soft composites with high toughness and fatigue threshold. Such geometric
heterogeneities in architected materials, and the 3D printing processes used to create them, introduce a
large number of parameters into the material design process, such as infill layer angle, fiber orientation,
void placement, etc. Bio-inspiration provides a starting point and some basic intuition about how to
design heterogeneous materials for improved failure properties, but it cannot guarantee optimal failure
properties. I will therefore conclude the talk with a discussion of the use of Bayesian optimization for the
acceleration of the design of architected heterogeneous materials with optimal failure properties. We will
introduce a multi-fidelity Bayesian optimization approach to accelerate the design of heterogeneous
triangular lattices with maximal energy absorption during compressive loading.
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ABSTRACT
ACCELERATED DESIGN OF ARCHITECTED MATERIALS WITH GEOMETRIC
HETEROGENEITY FOR ENHANCED FAILURE CHARACTERISTICS
Chengyang Mo
Jordan R. Raney
Nature provides countless examples of the use of material heterogeneity to enhance the
failure properties of materials. Many biological materials, such as bone, marine shells, and
fish scales, are extremely resilient to fracture and failure. These often consist of regions
that are highly mineralized and stiff and regions of biopolymers that are extremely soft. In
practice, combining such disparate materials in synthetic systems is fraught with difficulties, such as poor interfacial adhesion. However, we will show, geometric heterogeneity can
lead to similar enhancements to failure characteristics, including distribution of voids (inspired by bamboo) and spatial variations in fiber orientation (inspired by many materials,
such as aorta). With the nearly arbitrary arrangements of materials that is enabled by 3D
printing, it is possible to produce systems with bioinspired, spatially-varying microstructures that results in large improvements to failure properties. In this dissertation, I will
discuss two types of geometric heterogeneities that can be easily introduced to architected
materials enhancing their failure characteristics. First, inspired by the microstructure of
the dactyl club of the Mantis shrimp, we show how geometric defects that are intrinsic to
extrusion-based additive processes (voids and weak interfaces) can be spatially arranged in
a helical (Bouligand) pattern to produce complex crack patterns and enhanced energy absorption. Next, we show how spatial variations in fiber orientation (inspired by aorta) can
be produced using direct ink writing (DIW), leading to soft composites with high toughness and fatigue threshold. Such geometric heterogeneities in architected materials, and
the 3D printing processes used to create them, introduce a large number of parameters
into the material design process, such as infill layer angle, fiber orientation, void placement,

v

etc. Bio-inspiration provides a starting point and some basic intuition about how to design
heterogeneous materials for improved failure properties, but it cannot guarantee optimal
failure properties. I will therefore conclude the dissertation with a discussion of the use of
Bayesian optimization for the acceleration of the design of architected heterogeneous materials with optimal failure properties. I will introduce a multi-fidelity Bayesian optimization
approach to accelerate the design of heterogeneous triangular lattices with maximal energy
absorption during compressive loading.
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CHAPTER 1 : Introduction
1.1. Architected materials
Advances in fabrication technologies such as 3D printing have allowed the construction of
architected materials with unprecedented properties. The phrase “architected materials”
refers to systems that possess mechanical properties that derive primarily from the geometric arrangement of material rather than from the material composition. Through the careful
selection of geometric parameters, exotic mechanical properties such as negative Poisson’s
ratio,23–25 mechanical waveguides,26, 27 and high stiffness/strength to weight ratio.28–30 The
design freedom enabled by being able to place materials in 3D space provides exciting opportunity for the research community to further strive for better and more exotic properties
leading to exciting applications. One recent interest in the architected materials community
is the design of materials with extreme resilience to mechanical failure. Architected materials with improved impact absorption have been designed and fabricated.1–3, 31, 32 As shown
in Fig. 1.1a, a nanoscale lattice is shown to be able to absorb hypersonic impact through its
lattice geometry and strength of nanocrystalline materials. Moreover, a laminate plate with
alternating layers of glass and polymer, mimicking the microstructure of nacre (Fig. 1.1b
and c), is shown to be resilient to impact loading as shown in Fig. 1.1d and e. Morover,
utilizing multi-stability in elastic beams (Fig. 1.1f) architected materials can capture energy
during impact as shown in Fig. 1.1g.
Aside from impact absorption, architected materials can also be engineered to resist fracture4, 5, 33, 34 and fatigue.6 In order to prevent crack growth, architected materials with
meta-grains and meta-precipitates can be designed to mimic toughening mechanism seen
in polycrystalline metals4 as illustrated in Fig. 1.2a and b. A glass plate with prescribed
defects generated by laser can effectively deflect crack propagation and transition to noncatastrophic failure5 as shown in Fig. 1.2c. Moreover, the geometry is shown to have
significant impact on fatigue life of architected materials that are independent of material
properties which can explain longevity of bone.6
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Figure 1.1: Architected materials that are impact absorbing: (a) nanoscale lattice geometry
that can absorb hypersonic impact;1 (b) Inspired by nacre geometry (c) fabricated using
layered glass and polymer layers that are impact resistant: (d) shattered plexiglass after
impact, (e) nacre like structure unbroken by the impact.2 (f) Geometry of multistable
inclined elastomeric beam. (g) Multi-stable elastic architected material capable of absorbing
low-energy impact during free fall while mono-stable version can not.3

1.2. Tough materials in nature
Architectures are widely found in biological materials and are found to contribute to their
extreme resilience to fracture and failure such as bones,35 marine shells36–38 and fish scales.39
One of the common features among all of these is material heterogeneity in the form of
many protein-mineral interfaces.40 The highly mineralized region is extremely stiff while
the proteins and tissues are extremely soft and compliant. In nacre, which is a layer within
molluscan shells,41, 42 the mineral phases exists as tablets, organized with protein interlayers
in a “brick and mortar” geometry. This arrangement of the minerals and proteins arrests
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Figure 1.2: Architected materials with excellent resistance to fracture and fatigue: Lattice
structures with (a) meta-grains and (b) meta-precipitates preventing catastrophic crack
propagation;4 (c) glass that is ductile, rather than brittle the way typical glass is, can be
produced by engineering defects in prescribed patterns and subsequently infiltrated with
polyurethane;5 (d) bone-inspired architected materials with high fatigue life.6
cracks after nucleation via crack deflection and multi-site nucleation. As a result, nacre
is extremely tough and resistant to fracture. The dactyl club of the mantis shrimp also
includes many internal interfaces. But unlike the brick-and-mortar arrangment of nacre,
the interfaces are associated with chitin fibers that are arranged in a helical geometry called
3

a Bouligand structure.38 The Bouligand structure creates a twisting crack which makes the
structure extremely resilient to failure due to extensive deflection.38
The rise of 3D printing methods provides a layer-by-layer approach to manufacture structures that resembles the biological material using material heterogeneity. Artificial nacre
that resembles the brick and mortal structure has been fabricated using multi-material 3D
printing43 and freeze casting.7, 8 The artificial nacre fabricated using freeze casting is found
to show similar fracture pattern with crack deflection and platelet sliding (Fig. 1.3a and
b) leading to higher fracture toughness compared to individual consistituents.7, 8 Artificial
conch shell is also fabricated using multi-material 3D printing and shown to be impact resistant through crack deflecting as illustrated in Fig. 1.3d and e.9 The Bouligand geometry
(Fig. 1.3f) found in dactyl club of mantis shrimp has been fabricated by both carbon fiber
composite layering10, 44 and multi-material printing,11, 45 leading to twisting crack pattern
enhancing failure properties as illustrated in Fig. 1.3g.11 Structures mimicking fish scales
have also been fabricated and shown to have a toughening effect.39, 46 Examples mentioned
above all utilize material heterogeneity to create tough composites. However an important
question is often left unanswered which is the effect of interfacial properties. Such properties
are often uncontrolled due to lack of compatible material systems. Hence in this dissertation, I will explore the design of architected materials with geometry heterogeneity without
the worry of interface between multiple materials to design tough architected materials.

1.3. Data-driven design of architected materials
While the freeform design enabled by 3D printers opens up many opportunities for achieving
new mechanical properties in architected materials, it also introduces innumerable parameters that make it difficult to find optimal designs. The design of architected materials has
mostly been driven by intuition and iterative evolution. Another common approach is to
study and mimic the microstructures found in natural materials. Even though this approach
has generated material with excellent properties, it is intrinsically slow and limiting since
it cannot guarantee an optimal design. With the rise of computing power and machine
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Figure 1.3: Artificial nacre structures: (a) pristine and fractured lamellar structures; (b)
pristine and fractured brick and mortar structures; (c) fracture toughness of artificial nacre
compared to its constituents.7, 8 (d) Artficial conch shell repeating unit cell with laminate
layering. (e) Surface view of the structure after low-velocity impact.9 (f) Bouligand geometry mimicking dactyl club of Mantis shrimp. (g) Fracture behavior of 3D printed fibrous
bouligand structure using multi-material printing.10, 11
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learning, many data-hungry algorithms have been used to accelerate the design process.
For example, algorithms have been developed for designing composites that can reach the
Hashin-Strikman elastic bounds using generative adversarial networks (GANs).47 Neural
networks have been implemented with data from a vast number of numerical simulations to
provide prediction of the mechanical responses of kirigami structures,48 multi-phase composites49–51 and architected lattices.52 However, such algorithms require large amount of
the data to train the algorithm which is only practical to use data generated from numerical methods. As a result, researchers have focused mostly on elastic mechanical properties,
which are easier to compute than properties related to failure, or conducted simulations
with extremely simplified assumptions, which limits the relevance of the neural network.
While some studies have involved experimental work, they have generally been limited to
using experimental data to validate the design output from the algorithm.
Aside from neural-networks, other methods have used iterative design loops that enable
autonomous experimentation (AE). Such iterative design loops autonomously plan and execute series of experiments towards human guided objective. Compared to traditional experimental design methods, the choice of sequential experiments is chosen by machine learning
algorithms rather than pre-planning sets of parameter to tests either by grid search methods or design of experiments. AEs have been widely used in wide range of problems and
can be conducted experimentally. They have been used in materials discovery,53 chemical
synthesis,54 formulation of inks for 3D printing,55 and as a simulation aid.56, 57 One particular method that is particularly promising is Bayesian optimization (BO). BO is based on
Bayesian statistics, particularly making use of a Gaussian process to provide prediction for
the entire parameter space with uncertainty. It is particularly useful because it does not
require massive amounts of data, which is particularly difficult to obtain for experimental
work. BO has been used to design architected materials for maximal failure properties.
Prior works have shown that BO is very efficient for designing 3D lattice structures,58 and
twisting lattice structures.59 These works have shown that BO can be used for efficient
optimization of architected materials, including for nonlinear properties. We built upon
6

these work and implement a multi-fidelity approach that makes use of both numerical and
experimental data streams in parallel.

1.4. Research Objectives and Scope
The objective of this dissertation is to design architected solids with geometric heterogeneity
that produces superior failure properties. Rather than relying on material heterogeneity, a
major focus of my work is to achieve enhanced failure properties via structures composed
of a single material, solely via the geometric arrangement of that material. By doing so,
we can create systems that can be optimized without worrying about interfacial properties.
Hence following Chapter 2, the dissertation will be separated into two parts:
Part 1: Bio-inspired design of architected materials with enhanced failure properties.
(Chapter 3-5)
Part 2: A data-driven design framework for failure-resistant architected materials.
(Chapter 6-7)
In Part 1, I will introduce the design of architected materials using geometric heterogeneity
and principles of bio-inspiration. Particularly, I will introduce two examples of motifs inspired by the microstructures of natural materials. In Chapter 3, I present a material with
enhanced fracture properties by arranging process-intrinsic defects in 3D printed structures following the Bouligand structure found in the dactyl club of the mantis shrimp. In
Chapter 4 and 5, I will introduce a strategy for enhancing the mechanical properties of
3D-printed, soft, fiber-reinforced composites with poly-dimethylsiloxane (PDMS) as matrix
and glass fibers (GF) as reinforcement. Uniaxial properties are presented in Chapter 4
while fracture properties are shown in Chapter 5. In Chapter 5, we also use 3D-printing to
control the fiber orientation locally, generating mechanical anisotropy in pre-defined designs
to produce enhanced failure properties.
In Part 2, I will introduce a general framework in Chapter 6 for optimizing the failure
properties of the architected solids introduced in Part 1. The optimization method I will
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introduce is based on Bayesian optimization, leading to autonomous exploration of the
design space. In Chapter 7, I will present the optimization of nonuniform architected solids
based on a 2D triangular lattice. The framework allows us to find the optimal geometry
that maximizes energy absorption during compressive loading. Furthermore, constraints are
added to generate structures that follow other desired properties or behaviors. This includes,
for example, keeping the volume fraction of material below some threshold (to limit mass), or
to limiting the variations in stress during loading. The novelty of this work is that we have
combined both experiments and simulations using a multi-fidelity Bayesian optimization
approach that further accelerates the convergence process while taking into account the
differences between experiments and simulations. To conclude, I will discuss ongoing work
and describe future endeavors that could build on this dissertation in Chapter 8.
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CHAPTER 2 : Finite deformation near a crack tip terminated at an interface
between two neo-Hookean sheets
Work presented here is by Chengyang Mo, Jordan R. Raney, John L. Bassani, Published in
Journal of the Mechanics and Physics of Solids on Oct. 29th, 2021.60

https://doi.org/10.

1016/j.jmps.2021.104653

Abstract
A crack terminating at an arbitrary angle to the interface between two neo-Hookean sheets is
investigated under plane stress conditions using finite deformation theory. The asymptotic
crack-tip deformation and stress fields are analyzed as a function of the ratio of the moduli
and the angle of the crack relative to the interface. Full-field numerical calculations and
experimental studies validate the analytical results. A stretch-based crack growth criterion
is developed using crack-tip field solutions. Such criterion can predict the delay of crack
growth through the bi-material interface observed in experiments and can be extended to
any heterogeneity and material.
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2.1. Introduction
The use of heterogeneity is a ubiquitous strategy in nature for producing materials with high
toughness. However, challenges arise in engineering applications, for example due to a lack
of compatible materials, poor interfacial properties, and practical manufacturing challenges.
Two recent examples have used spatial variations in the cross-linker density in studies of
failure in heterogeneous polymers, including a soft elastomer20 and a rigid photopolymer.61
For the soft elastomer with a crack perpendicular to the interface, heterogeneity introduced
by different cross-linking density was found to significantly delay onset of crack growth leading to enhanced toughness.20 This effect was shown to be enhanced when the magnitude of
the heterogeneity (i.e., the spatial variation in cross-linker ratio) between the two materials
increased. However, a mechanistic explanation for the delayed onset of crack growth was
not identified. In this paper, this observation is interpreted in terms of the deformation
fields around an inclined crack terminating at an angle to the interface between two soft
elastomers.
Fracture of soft materials has been studied extensively dating back to the 1950s through
experiments and analysis in the setting of finite strain elastostatics. Following the pioneering
work of Rivlin and Thomas,62 the first crack-tip analysis was performed by Wong and
Shield.63 Notably, Knowles and Sternberg considered a class of compressible hyperelastic
solids, specifically neo-Hookean solids, with cracks under Mode I conditions.64–66 They
found a smooth crack opening (i.e., with a unique tangent at the crack tip) including for a
crack lying on a bi-material interface in which, unlike the case of linear elastic materials,
the singular stress field is not oscillatory. A series of papers followed that describe cracktip fields of generalized neo-Hookean solids under mode I and mixed mode conditions in
homogeneous and bi-materials.67–69 Ru70 furthered these studies to include an arbitrary
incline angle between two harmonic-type materials.
In this paper, the finite-deformation plane-stress problem of a crack terminating at an
arbitrary angle to the interface between two neo-Hookean solids is investigated from both
10

singular crack-tip and full-field finite element analysis and via experiments on 3D printed
poly-dimethylsiloxane (PDMS) bi-materials. Such problem has been reasonably developed
for linear elastic materials using a small strain analysis, though it has not been fully solved
for nonlinear materials under large deformation. The singular field for a crack perpendicular
to the interface under Mode I loading was found by Zak and Williams71 and for arbitrary
bi-material wedge configurations by Bogy,72 while Cook and Erdogan73 and, more recently,
Chang and Xu74 determined full-field solutions including stress intensity factors for certain
Mode I configurations. An arbitrarily oriented crack under anti-plane shear loading that
has a special connection to the analysis in this paper was investigated by Bassani and
Erdogan.75
The crack-tip analysis in this paper builds on the work of Knowles and Sternberg64–66
and Guebelle and Knauss.67–69 Finite element analysis (FEA) as well as experiments are
conducted to validate the solutions. A fracture criterion is develop to explain the observed
increase in critical applied stretches for initiation of crack growth seen in the work of Wang
et al.20 and to predict initiation in other bi-material systems.
This chapter is organized as follows: Sec. 2.2 introduces the general equations that govern
the deformation of neo-Hookean hyperelastic solids. Asymptotic solutions are derived in
Sec. 2.3 for the crack-tip displacements and stresses. Those solutions are shown to be in
good agreement with the full-field finite element analysis of Sec. 2.4. Experimental evidence
of the validity of the analytical solutions is presented in Sec. 2.5. The implications of our
results as well as an explanation for the delayed initiation of crack growth in heterogeneous
systems are discussed in Sec. 2.6.

2.2. Governing equations
Following standard notations, consider a thin sheet of material with material points denoted
x in the undeformed configuration and y(x) in the deformed configuration. The deformation
gradient tensor is F = ∇y, and the right Cauchy-Green deformation tensor is C = FT F.
Consider an incompressible material, detC = 1, and the neo-Hookean strain energy density
11

defined as:

W =

µ
(I1 − 3)
2

(2.1)

where the first invariant of C, I1 = trC = λ21 + λ22 + λ23 , λi are the principal stretches, and
µ is the neo-Hookean material parameter.
The first Piola-Kirchhoff stress P for this material is:

P = µF − pF−T

(2.2)

where p = −1/3trσ is the pressure that is undetermined from the constitutive relation, and
σ = PFT is the Cauchy stress.
The crack problem is considered under plane-stress conditions (P3i = 0, i = 1, 2), leading
essentially to a 2D problem with symmetry about x3 = 064 of which the in-plane deformed
coordinates yα , α = 1,2 are sought after. The in-plane components of the first PiolaKirchhoff stress are:

Pαβ = µ(yα,β − λ3 ϵαu ϵβv yu,v )

(2.3)

where the out-of-plane stretch λ = F33 = (detFαβ )−1 , α, β = 1,2, is derived from the
incompressibility condition, and ϵαβ is the two-dimensional alternating symbol (ϵ11 = ϵ22 =
0, ϵ12 = −ϵ21 = 1). The nominal traction on a surface with a normal nβ is:

tα = Pαβ nβ = µ(yα,β nβ − λ−3 ϵαu ϵβv yu,v nβ )

(2.4)

The equilibrium condition under plane stress in the absence of body forces, Pαβ,β = 0, with
(2.3) can be expressed as:64, 67, 76
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yα,ββ − λ3 ϵαu ϵβv yu,vβ − 3λ2 λ,β ϵαu ϵβv yu,v = 0

(2.5)

2.3. Asymptotic boundary value problem and solutions
2.3.1. Boundary value problem
Consider a traction-free crack terminated at an inclined angle ϕ at the interface between two
semi-infinite neo-Hookean sheets with crack-tip polar coordinates defined in the undeformed
configuration as shown in Fig. 2.1. Solutions are derived below for the deformation yα (r, θ)
as r → 0. The moduli of the two sheets are µ(1) and µ(2) , with the ratio of moduli defined
as:

s = µ(2) /µ(1)

(2.6)

The region around the crack tip is divided into three wedged regions with separate solutions
for y in each. Let:

y=





y(1) ,




y(2) ,






y(3) ,

ϕ≤θ≤π
ϕ−π ≤θ ≤ϕ

(2.7)

−π ≤ θ ≤ ϕ − π

A normalized modulus function µ̄(θ) = µ(θ)/µ(2) is also defined in each region:

µ̄(θ) =





1/s,




1,






1/s,

ϕ≤θ≤π
ϕ−π ≤θ ≤ϕ

(2.8)

−π ≤ θ ≤ ϕ − π

Consider the asymptotic form for the out-of-plane stretch λ = O(rq ) with q > 0, i.e. λ → 0
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Figure 2.1: Schematic of a crack with one tip terminating at an inclined angle ϕ to the
interface between two neo-Hookean sheets. r and θ are polar coordinates in the reference
configuration. ϕ = 0 is the interface crack.
as r → 0.64 The governing equation (2.5) and traction (2.4), neglecting higher order terms
in r, become:

yα,ββ = 0

(2.9)

tα = µyα,β nβ
Therefore, in each region:

∇2 yα(i) = 0,

as

r→0

(2.10)

The traction-free boundary condition on the crack surfaces and displacement and traction
continuity on the interface, respectively, are:

(1)

∂yα
|θ=π = 0,
∂θ

(3)

∂yα
|θ=−π = 0 ∀r
∂θ
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(2.11)

yα(3) |θ=ϕ = yα(2) |θ=ϕ ,
(3)

(2)

∂yα
∂yα
|θ=ϕ = s
|θ=ϕ ,
∂θ
∂θ

yα(1) |θ=ϕ−π = yα(2) |θ=ϕ−π ,
(1)

∀r

(2.12)

(2)

∂yα
∂yα
|θ=ϕ−π = s
|θ=ϕ−π ,
∂θ
∂θ

∀r

(2.13)

2.3.2. Crack-tip solutions
The traction-free crack and continuity conditions lead to the separable solutions y(1) , y(2)
and y(3) in r and θ. The first two leading terms in the series solution for the cracktip deformation that are separable in the underformed polar coordinates are (details in
Appendix A.1):

yα = pα rm g(θ) + qα r h(θ)

(2.14)

where m > 0, g(θ) and h(θ) depend on geometry and material properties while pα and
qα are amplitude factors that depend on the overall geometry and far-field loading. The
angular functions g(θ) and h(θ) in each region are (details in Appendix A.1):


s cos mϕ


cos m(θ − π),
−


sin m(ϕ − π)



g(θ) = sin mθ,





s cos m(ϕ − π)

−
cos m(θ + π),
sin mϕ



s


cos θ,



s cos2 ϕ + sin2 ϕ




 (s − 1) sin ϕ cos ϕ
h(θ) =
sin θ + cos θ ,

s cos2 ϕ + sin2 ϕ






s


cos θ,

2
s cos2 ϕ + sin ϕ

ϕ≤θ≤π
ϕ−π ≤θ ≤ϕ

(2.15)

−π ≤ θ ≤ ϕ − π

ϕ≤θ≤π
ϕ−π ≤θ ≤ϕ

(2.16)

−π ≤ θ ≤ ϕ − π

where m is the smallest positive root of the characteristic equation:

cos mπ + α cos m(2ϕ − π) = 0
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(2.17)

with the heterogeneity factor α defined as:

α = (s − 1)/(s + 1)

(2.18)

α rescales the ratio of moduli to values between -1 and 1. Equation (2.17) is the same
characteristic equation derived for the anti-plane shear problem for linear elastic isotropic
material,75 which is not surprising since the two problems share the same governing equations and boundary conditions. There are roots of (2.17) between 0 and 170, 75 which are
plotted in Fig. 2.2a. In general, m increases monotonically with increasing heterogeneity
α. The variation of m with crack orientation is symmetric about ϕ = π/2 and minimized
at ϕ = π/2 when α < 0 but maximized at ϕ = π/2 when α > 0. This trend is similar to
results for the plane problems for incompressible linear elastic materials as well (Dundurs’
parameter β = 0).72
(a)

(b)
#=

!
2

cos

!+" =0

Figure 2.2: (a) Exponent m entering (2.14) from solution to (2.17) as a function of incline
angle ϕ and the heterogeneity factor α as α = (s − 1)/(s + 1), where s = µ(2) /µ(1) ; (b) m
vs. α for a crack perpendicular to the interface (ϕ = π/2).
For an open crack under large deformation, the following relation should hold:76

y2 |θ=π >> y2 |θ=0 =⇒ p2 rm >> q2 r
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(2.19)

Therefore, since m is generally less than 1, the term involving q2 can be neglected at large
deformation leading to:

y1 = p1 rm g(θ) + q1 r h(θ)
(2.20)
y2 = p2 rm g(θ)

The angular functions g(θ) (2.15) and h(θ) (2.16) are plotted in Fig. 2.3 for various values
of s and ϕ. A few remarks about the solutions follow: Both functions are continuous in
θ, which is required by the continuity condition (2.12). However, the derivatives of the
functions are discontinuous at θ = ϕ and θ = ϕ − π except in the homogeneous case (s = 1).
The jump in the derivative has a value of s, which is a result of the traction continuity on
the interface (2.13). Lastly, both functions have zero derivative at the two ends (θ = ±π),
which is the result of the traction free condition on the crack surfaces (2.11).
Before proceeding, a few special cases are worth noting:
• ϕ = 0: For the interface crack, the solution to the characteristic equation (2.17) leads
to m =

1
2

and the solution is:

yα = pα r1/2 g(θ) + qα r cos θ

(2.21)

where g(θ) is defined as:

g(θ) =




s sin θ/2,


sin θ/2,

0≤θ≤π
(2.22)
−π ≤ θ ≤ 0

This is the same solution that was obtained by Knowles and Sternberg66 that, as in
the linear elastic case, leads to a well-defined energy release rate with respect to crack
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(a)

(b)

(d)

(e)

Figure 2.3: Solutions of g(θ) and h(θ) for various combinations of ratio of moduli s and
crack inclination angle ϕ.
growth.
• ϕ = π/2: This is the case of a crack that is perpendicular to the interface. This
solution was not derived in any previous work to the best of our knowledge. The
solution is symmetric about the crack plane, x2 = 0, leading to p1 = 0 since y1 must
be an even function of θ:

y1 = q1 r h(θ)
(2.23)
y2 = p2 rm g(θ)

The solution derived (2.23) suggests a direct relation between the crack-tip opening
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and displacement in the x1 direction:

y2 =

p2 s1/2−m m
y1
q1m

(2.24)

This relation suggests one can extract the characteristic root m by observing the shape
of the deformed crack-tip. The value of m for this configuration is plotted in Fig. 2.2b
as a function of the heterogeneity factor α.
2.3.3. Stress field around the crack tip
From the solutions in the previous section, the components of the deformation gradient are
(see Appendix A.2):

F11 = p1 rm−1 [mg(θ) cos θ − g ′ (θ) sin θ] + q1 [h(θ) cos θ − h′ (θ) sin θ]
F12 = p1 rm−1 [mg(θ) sin θ + g ′ (θ) cos θ] + q1 [h(θ) sin θ + h′ (θ) cos θ]
(2.25)
F21 = p2 r

m−1

′

[mg(θ) cos θ − g (θ) sin θ]

F22 = p2 rm−1 [mg(θ) sin θ + g ′ (θ) cos θ]
The Cauchy stress components are σij = Fjk Pik = µFjk Fik (details in Appendix A.2):

σ11 /µ

(2)

σ12 /µ(2)
σ22 /µ(2)



2 2m−2
m−1
2
= µ̄(θ) p1 r
G(θ) + 2p1 q1 r
GH(θ) + q1 H(θ)


= µ̄(θ) p1 p2 r2m−2 G(θ) + p2 q1 rm−1 GH(θ)


2 2m−2
= µ̄(θ) p2 r
G(θ)

(2.26)

Define G(θ) = m2 g 2 (θ) +g ′2 (θ), H(θ) = h2 (θ) +h′2 (θ) and GH(θ) = mg(θ)h(θ) +g ′ (θ)h′ (θ).
Utilizing results obtained in (2.14), these angular functions are:
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s cos mϕ 2


ϕ≤θ≤π
[

 sin m(ϕ − π) ] ,



G(θ) = m2 1,
ϕ−π ≤θ ≤ϕ





s cos m(ϕ − π) 2

[
] , −π ≤ θ ≤ ϕ − π
sin mϕ

s

2
[

2 ] ,

2

s
cos
ϕ
+
sin
ϕ



(s − 1) sin ϕ cos ϕ 2
] + 1,
H(θ) = [

s cos2 ϕ + sin2 ϕ




s


]2 ,
[
2
s cos ϕ + sin2 ϕ

(2.27)

ϕ≤θ≤π
ϕ−π ≤θ ≤ϕ

(2.28)

−π ≤ θ ≤ ϕ − π


s2 cos mϕ


cos [(m + 1)θ − mπ], ϕ ≤ θ ≤ π
−



(s cos2 ϕ + sin2 ϕ) sin m(ϕ − π)


 (s − 1) sin ϕ cos ϕ
cos (m − 1)θ + sin (m − 1)θ,
ϕ−π ≤θ ≤ϕ
GH(θ) = m

s cos2 ϕ + sin2 ϕ




s2 cos m(ϕ − π)


−
cos [(m + 1)θ + mπ],
−π ≤ θ ≤ ϕ − π
(s cos2 ϕ + sin2 ϕ) sin mϕ
(2.29)
One immediate observation from the leading term of (2.26) is that the Cauchy stress very
close to the crack-tip has a r2(m−1) singularity (0 ≤ m ≤ 1), depending on both the crack
inclination and heterogeneity. This result will be discussed below in terms of implications
for toughening of the bi-material system. Circumferential variations of Cauchy stress components can be visualized in Fig. 2.4 by plotting G(θ), H(θ) and GH(θ) normalized by
µ̄(θ), the ratios of moduli in the different regions. Both G(θ) and H(θ) are constant within
each region, while GH(θ) varies within each region. Since σ22 only depends on G(θ), this
suggests σ22 is constant within each region of the problem. The other two components of
Cauchy stress depend on the values of the parameters, with several cases presented in the
numerical results section below.
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(f)

Figure 2.4: Solutions of G(θ), H(θ) and GH(θ) for various ratio of moduli s and crack
inclination angle ϕ.

2.4. Full-field solutions: numerical validation
2.4.1. Finite element model
To verify the analytical solutions obtained in the above section and to obtain the parameters
necessary for full-field solutions, a 2D strip with a single-edge crack (shown in Fig. 2.5a)
is considered under plane stress. A specimen of height H0 comprises 10 inclined strips of
two neo-Hookean solids (2.1) as is the configuration in experiments in later sections, with
parameters µ(1) and µ(2) , oriented at an angle of ϕ with respect to the horizontal x1 axis.
The horizontal width of each strip is w = H0 /2, and the crack of length a = 0.3L0 extends
from the left edge, where the specimen length L0 = 5H0 . Displacements and tractions are
continuous across each bi-material interface. For ratio of moduli s = µ(2) /µ(1) > 1, the
stiffer material (material 2) is directly ahead of the crack-tip, and conversely for s < 1.
A displacement u2 = y2 − x2 = (Λa − 1)H0 is applied quasistatically on the top of the
specimen, while u2 = 0 on the bottom (x2 = −H0 /2). The shear traction vanishes on the
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top, the bottom, and the left and right sides of the specimen, and the crack is traction free.
Finite element solutions for large deformations of incompressible, neo-Hookean materials are
carried out using ABAQUS. The specimen is meshed with CPS4 quadrilateral elements and
radially-focused mesh along r in a small region around the crack-tip (0 < r < 5 × 10−2 H0 ),
with a minimal mesh size of 2.5 × 10−6 H0 . Outside that circular area, the mesh transitions
to a regular grid in two materials near the crack-tip. All other regions are meshed with
regular quadrilateral grid. Example meshes for two cases are shown in Fig. 2.5b and c
for reference. Calculations are carried out for various angles of the crack relative to the
interfaces as well as different combinations of ratio of moduli.

(a)

 = ! − # = Λ % − 1 H&

w = H0/2
Material 1, ' ()) = '/+

x2

Material 2, ' (

φ
0.3 L0

x1

)

='

H0
L0=5H0

(b)

(c)

Figure 2.5: (a) Specimen setup for finite element analysis. (b) Mesh near crack tip for case
of crack perpendicular to the interface; (c) Mesh near crack for case of crack incline at 45◦
to the interface.
2.4.2. Parameter evaluation
To compare the numerical and asymptotic solutions, the three crack-tip parameters p1 , q1 ,
and p2 in (2.20) are extracted from the finite element solutions for the deformed coordinates
on a circle with radius r = r0 = 5 × 10−4 H0 close to the crack-tip. The choice of points
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is not unique, nor is fitting to displacements rather than stresses, but the following has
proven to lead to accurate comparisons. Specifically, the parameters are computed from
the deformed coordinates y1 , y2 at r = r0 , θ = 0 and r = r0 , θ = π from (2.20):77

q1 =

y1 (r0 , 0)
,
r0

p1 =

y1 (r0 , π) − q1 r0 h(π)
,
r0m g(π)

p2 =

y2 (r0 , π)
r0m g(π)

(2.30)

This guarantees that the fitting from analytical model using evaluated parameters would
pass through the coordinates at r = r0 , θ = 0 and r = r0 , θ = π from numerical results.
2.4.3. Crack perpendicular to the interface, ϕ = π/2
First, the symmetric problem of a crack oriented perpendicular to the interface (ϕ = π/2) is
investigated for various ratios of moduli s and various applied stretch Λa . The dominance
of singularity is first verified by examining the radial variation of the dominant Cauchy
stress component σ22 directly ahead of the crack-tip (θ = 0) plotted in Fig. 2.6a and b.
For a specimen with ratio of moduli s = 2 and various applied stretches Λa , the finite
element solutions for σ22 agree with the predicted singularity near the crack-tip as shown in
Fig. 2.6a. For each simulation, the parameters q1 and p2 entering the asymptotic solution
(2.23) are evaluated according to (2.30) from deformed coordinates at each load step at
the same radius r0 = 5 × 10−4 H0 . The finite element results are plotted as points while
the comparisons to the solutions (2.23) are solid lines. From Fig. 2.6a, it is observed that
as applied displacement increases, region of dominance of the asymptotic solutions grows
in size, which is expected since large deformation is a key assumption to the asymptotic
solutions. The radial variation of the Cauchy stress σ22 ahead of the crack-tip is plotted
for various ratios of moduli in Fig. 2.6b at the same applied stretch Λa = 1.5. Again, the
stresses follow the predicted singularity from the analytical solutions. A few observations
follow from Fig. 2.6b. First, for all ratios of moduli, the stress converges to a single far
field stress: σ22 = µ(2) (Λ2a − 1/Λa ) which is the uniaxial response of neo-Hookean material.
Moreover, the region of dominance of the asymptotic solutions grows in size as the ratio of
moduli decreases.
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Deformed coordinates are plotted in Fig. 2.6 along the circular arc with radius r0 = 5 ×
10−4 H0 , which is at a distance of about 30 elements away from the crack-tip. For the
ratio of moduli s = µ(2) /µ(1) = 2, Fig. 2.6c and d are plots of the angular variations of
deformed coordinates y1 and y2 at various applied stretch. Once again, excellent agreement
between the finite element results and asymptotic solutions is clearly seen. Note that the
dominant crack-tip displacements are y2 −x2 , which increase monotonically in magnitude as
the applied stretch increases, while the displacements y1 −x1 are much smaller in magnitude
and weakly dependent on the applied stretch.

(a)

(b)
Λa=1.5

s=0.2
Λa=1.3

s=0.5
s=1

Λa=1.1

s=2
s=5
!! ⁄"

(c)

!

= Λ!$ − 1⁄Λ$

(d)
Λa=1.1

Λa=1.1

Λa=1.5

Λa=1.3

Λa=1.3
Λa=1.5

Figure 2.6: Cauchy stress σ22 vs. distance r ahead of crack tip (θ = 0) for various levels
of (a) applied stretch Λa for s = 2 and (b) ratios of moduli s of Λa = 1.5. Deformed
coordinates (c) y1 and (d) y2 as a function of θ at r0 /H0 = 5 × 10−4 at different applied
stretch for s = 2 for ϕ = π/2.
Angular variations of the deformed coordinates y1 and y2 for various ratios of moduli s =
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µ(2) /µ(1) are plotted in Fig. 2.7a and b, respectively, along r0 = 5 × 10−4 H0 . The analytical
solutions (2.23) are in excellent agreement with the finite element results for the major
displacements Fig. 2.7b, while there are differences for the minor displacements seen in
Fig. 2.7a in the region 1 (π/2 < θ < π) for large heterogeneity, e.g., s = 5. The cracktip opening profiles for various ratios of moduli are also plotted in Fig. 2.7c, showing that
the opening is symmetric under this loading condition for the crack perpendicular to the
interface. Moreover, as the ratio of moduli decreases, the crack opening is much larger at
the same applied stretch. As the modulus decreases in material 1, larger crack-tip openings
are needed to match the same stress level maintained in material 2 (since shear modulus of
material 2 is kept constant in all loading cases).
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Figure 2.7: Comparison of crack-tip asymptotic solutions and finite element results for
various ratios of moduli for ϕ = π/2. Circumferential variation of (a) y1 and (b) y2 , (c)
crack-tip openings at different ratios of moduli at applied stretch Λa = 1.5 for ϕ = π/2. (df) Circumferential variation of Cauchy stress components σ22 /σ22,ana , σ11 /µ(2) and σ12 /µ(2)
respectively.
Circumferential variations of the Cauchy stress components are plotted in Fig. 2.7d-f from
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the same parameters q1 and p2 used for the deformation plots. From (2.26) and (2.27),
σ22 under this configuration is constant with respect to θ at constant r. As a result, σ22
extracted from finite element results are normalized by the analytical prediction σ22,ana =
µ(2) p22 m2 r02m−2 to visualize all cases in a single plot in Fig. 2.7d. In this case, with p1 = 0
by symmetry, σ11 depends only on H(θ), while σ12 depends on GH(θ) which is evident in
the results shown in Fig. 2.7e and f. Overall, the analytical solutions in Cauchy stresses
agree well with the finite element results, but there are deviations particularly in region 1
(See Fig. 2.1) behind the crack tip. The deviation in both minor displacement and Cauchy
stresses in region 1 at larger heterogeneity (small s as s < 1 and larger s as s > 1) could
be possibly explained in two ways: (i) for larger heterogeneity, the region of dominance of
asymptotic solutions becomes smaller, as observed in Fig. 2.6b, moving it outside the region
of dominance; (ii) The radial focused mesh includes elements with a larger aspect ratio that
can affect the numerical accuracy, especially under large deformation near the crack tip.
2.4.4. Results for ϕ = π/4
The asymmetric problem with an inclined interface is investigated next for a crack terminating at an angle ϕ = π/4 to the interface. Finite element results for various ratios of moduli
s are presented, and again for each simulation, the parameters p1 , q1 and p2 are evaluated
according to (2.30), extracted from deformed coordinates from finite element results. The
Cauchy stress σ22 ahead of the crack tip is plotted in Fig. 2.8a for varying applied stretch
Λa and s = 2 and in Fig. 2.8b for various ratios of moduli and Λa = 1.5. Once again, good
agreement is found between finite element results and analytical solutions for the crack-tip
singular field. Note, for the inclined crack, the Cauchy stress σ22 directly ahead of the crack
no longer converges to the same nominal stress for various ratios of moduli at the same
applied stretch due to the asymmetry in the problem. The deformed coordinates along a
circle of radius r0 = 5 × 10−4 H0 extracted from each simulation are plotted in Fig. 2.8c and
d. Excellent agreement for y2 is found except for small deviations for y1 observed in region
3 (see Fig. 2.1).

26

(a)
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Figure 2.8: Cauchy stress σ22 vs. distance r ahead of crack tip (θ = 0) for various levels of
(a) applied stretch Λa at s = 2 and (b) ratios of moduli s at Λa = 1.5. Deformed coordinates
(a) y1 and (b) y2 as a function of θ at r0 /H0 = 5 × 10−4 at different applied stretch for
s = 2 for ϕ = π/4.
For the inclined crack, finite element results for s > 1 and s < 1 are plotted separately in
Fig. 2.9 and Fig. 2.10, respectively, since the magnitude of the deformations vary significantly. The deformed coordinates y1 and y2 for the case in which stiff material is placed
directly ahead of the crack tip (s > 1) are plotted as points in Fig. 2.9a and b for various
ratios of moduli. The finite element results again are in good agreements with the analytical
solutions including the stress components as shown in Fig. 2.9d-f.
The finite element results for the case in which the soft material is directly ahead of the
crack tip (s < 1) is shown in Fig. 2.10. It can be immediately observed that the crack-tip
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opening is one order magnitude larger than that for the case of s > 1 as shown in Fig. 2.10a
and b. As a result, the crack-tip opening is much larger compared to the initial crack as
shown in Fig. 2.10c. This also leads to orders of magnitude larger Cauchy stresses as shown
in Fig. 2.10d-f. Nevertheless, the analytical solutions still are in good agreement with the
finite element results overall.
(a)

(b)

(c)
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s=5
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s=5

(d)
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s=1.5

s=1.5
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Figure 2.9: Comparison of crack-tip solutions and finite element results for various ratios
of moduli (s > 1) for ϕ = π/4. Circumferential variation of (a) y1 and (b) y2 ; (c) crack-tip
openings at different ratios of moduli at applied stretch Λa = 1.5. (d-e) Circumferential
variation of Cauchy stress components σ22 , σ11 and σ12 , respectively.

2.5. Experimental validation
2.5.1. Experimental methods
Long thin strips of PDMS specimens were 3D printed using direct ink writing (DIW). A
custom-built multi-material DIW printer was used to print specimens with the geometry
described in Fig. 2.5, with H0 = 20 mm and a thickness of 0.6 mm. The mechanical
behavior of PDMS is well described by a neo-Hookean hyperelastic model.78 The PDMS
precursor ink used for printing consists of 15% SE-1700 (Dow Corning) and 85% Sylgard 184
28

(a)

(b)

(c)
Original Crack

s=0.5
s=0.5

s=0.5

s=0.2

(d)

s=0.2

(e)

s=0.2

(f)

s=0.2

s=0.2

s=0.2

s=0.5

s=0.5

s=0.5

Figure 2.10: Comparison of crack-tip solution and finite element results for various ratios
of moduli (s < 1) for ϕ = π/4. Circumferential variation of (a) y1 and (b) y2 ; (c) crack-tip
openings at different ratios of moduli at applied stretch Λa = 1.5. (d-f) Circumferential
variation of Cauchy stress components σ22 , σ11 and σ12 , respectively.
(Dow Corning) in mass with various amount of polymer base to cross-linker ratio to obtain
different moduli.3 PDMS with less cross-linker results in a material with a lower stiffness. In
this work, the material in region 2 is kept constant, i.e., region 2 is a stiff PDMS (using crosslinker ratio of 10:1) while material in region 1 is a softer PDMS (cross-linker ratio of 20:1
and 30:1). The elastic moduli were obtained from uniaxial tensile tests of PDMS specimens
with different cross-linker ratios, as shown in Fig. 2.11a, with the ratio between elastic
modulus with respect to 10:1 crosslinked PDMS also reported in Fig. 2.11b. Specimens are
subsequently cured under 100 ◦ C for 1 hour after printing.
To investigate the effect of material heterogeneity, three specimens were fabricated with
the crack oriented perpendicular to the interface (ϕ = π/2) with various heterogeneity.
Specimen 1 is a homogeneous specimen, with both regions printed with the same 10:1
base:cross-linker ratio. The soft region in the other two specimens were printed with 20:1 and
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(a)

(b)

Figure 2.11: (a) Shear modulus of PDMS with different cross-linker ratios. (b) Resulting
ratios of moduli with respect to 10:1 base to cross-linker ratio PDMS corresponding to
specimens in Table 2.1
.
30:1 base:cross-linker ratios, leading to ratios of moduli of s = 2.4 and s = 16, respectively.
Additionally, two specimens with the same ratios of moduli s = 2.4 were fabricated with
a crack inclined interface (ϕ = π/3, π/4) to investigate asymmetry. All five specimen
configurations are summarized in Table 2.1. Specimen 1 is homogeneous, and the other
four are bi-material specimens.
Table 2.1: Configurations for all specimens experimentally tested.

specimen
specimen
specimen
specimen
specimen

1
2
3
4
5

s
1
2.4
16
2.4
2.4

α
0
0.41
0.88
0.41
0.41

ϕ
π/2
π/2
π/2
π/3
π/4

Specimens 2 and 3 with the crack perpendicular interface (ϕ = π/2) were pre-cut with a
razor blade such that the cracks were a few millimeters behind the interface. Prior to testing,
the specimens were preloaded in tension until the crack grew to the desired length to ensure
the razor blade cut did not affect the crack-tip opening shape. For the heterogeneous
specimens, the preload was increased until the crack just reached the interface. For the
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homogeneous specimen (specimen 1), the preload was removed after the crack grew an
additional 5 mm. After preload, the specimen was unloaded to an unstressed configuration
and then loaded again up to failure. For specimens with inclined interfaces (specimen 4
and 5), cracks were pre-cut as close to the interface as possible before loading until failure.
During the loading process the deformation of the crack tip was recorded using a 4K camera
with a resolution of 10.5 µm/pixel. In addition, speckle patterns were applied on the surface
of the specimen using an airbrush for Digital Image Correlation (DIC). DIC analysis for
specimens was conducted using MATLAB Ncorr 2D package with subset size of 20 pixels
and subset spacing of 5 pixels.
2.5.2. Experimental results
First, for a crack perpendicular to the interface (ϕ = π/2), the shape of the crack tip
should follow the power law relation (2.24), where the power m is a function of the material
heterogeneity. Crack tips of the three specimens (specimen 1-3) with different ratios of
moduli across the interface (as indicated in Table 2.1) are shown in Fig. 2.12a-c. From
here on, the heterogeneity factor α (2.18) is used interchangeably with ratio of moduli s to
compare with analytical solutions. The crack tip of specimen 1 (homogeneous specimen) is
smooth and resembles a parabola. As the ratios of moduli increases, the crack tip sharpens.
The crack-tip openings were analyzed quantitatively by extracting the crack-tip coordinates
(red scatters in figure) from the images. Then the extracted coordinates were fit to the
power law relation. The fitted crack-tip for each case is also displayed as a cyan line. The
experimentally extracted crack-tip opening exponent agrees very well with the analytical
solution of the characteristic equation (2.17), as shown in Fig. 2.12d.
In addition to the crack-tip opening, the full-field displacements were also characterized
using DIC. DIC results of homogeneous specimen 1 and also specimen 3 with its large
heterogeneity difference were analyzed. After obtaining full-field displacements, the deformation gradient around the crack tip was computed by local spatial derivatives. The values
of F21 and F22 straight ahead of the crack tip (θ = 0) are plotted in Fig. 2.13a and b. The

31
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16

“soft” PDMS
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“hard” PDMS
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Figure 2.12: (a)-(c) Crack-tip opening for specimens with cracks perpendicular to the interface and ratios of moduli s = 1, s = 2.4 and s = 16 respectively. Crack-tip openings
are traced using image analysis as red scatters in the plot. The best fit y2 ∼ y1m is shown
in each plot with corresponding m. (d) extracted crack-tip shape exponent m vs. α with
ϕ = π/2 with crack-tip opening (Error bars: variation of m with choice of crack-tip location
and number of points for fitting) and DIC.
component F21 straight ahead of the crack tip is close to zero as shown in Fig. 2.13a, which
agrees with the analytical solutions. The component F22 close to the crack tip exhibits
singular behavior as shown in Fig. 2.13b. From log-log plots of F22 , the singularity for the
homogeneous specimen is -0.45 while for the heterogeneous specimen it is -0.21. Analytical
solutions in (2.25) indicate that the singularity of F22 equates to m − 1 leading m being 0.55
and 0.79 respectively. The values of m extracted from the DIC results were also plotted
in Fig. 2.12d, further validating the analytical solutions. The circumferential variation of
component F21 and F22 for both specimens at r = 0.5 mm were plotted in Fig. 2.13c and
d. The DIC result agrees well with the analytical solutions, which are plotted as dashed
lines. Additional accuracy in the result can be obtained if higher resolution imagery can be
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employed to capture crack-tip deformation.
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Figure 2.13: Deformation gradient calculated from DIC for the homogeneous specimen
(specimen 1) and the heterogeneous specimen (specimen 3) at Λa = 1.25: (a-b) F21 and F22
vs. r ahead of the crack tip (θ = 0); (c-d) F21 and F22 vs. θ for r = 0.5 mm.
Secondly, three specimens with same ratios of moduli (s = 2.4) but different inclination
angles were also experimentally tested: images before and after crack growth are shown in
Fig. 2.14. Cracks in both specimens with an inclined crack angle were deflected along the
interface in the softer region and never reached the interface. After deflection, the crack
continued to grow along the interface until it reached the grip section. In contrast, the
crack always propagated through the interface when it was originally perpendicular to the
interface.
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Figure 2.14: Crack-tip openings for specimens with inclined interfaces, each with the same
ratio of moduli (s = 2.4): before crack growth (a) ϕ = π/4, (b) ϕ = π/3, (c) ϕ = π/2; after
crack growth (d) ϕ = π/4, (e) ϕ = π/3, (f) ϕ = π/2 (Full video included in supplementary
information)

2.6. Crack growth criterion
The experiments show that when the crack is perpendicular to the interface, if the material
ahead of the crack is held fixed then the critical applied stretch at the initiation of crack
growth increases with the stiffness of the material behind the crack tip (Fig. 2.15a). This
toughening induced from the heterogeneity was also observed in the experiments of Wang
et. al.20 In addition, the crack opening profiles depend on the heterogeneity as seen in
Fig. 2.12. The observed critical applied stretches in this work are very similar to those
of Wang et. al.20 despite the fact that the specimens in this work are 3D printed rather
than cast, and have much larger region widths and, therefore, fewer periods. From the
analytical solutions (Sec. 2.3) and finite element analysis (Sec. 2.4), a crack growth criterion
is developed to predict the increasing delay in crack growth associated with an increased
degree of heterogeneity across the interface, thereby explaining the apparent toughening
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observed in experiments.
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Figure 2.15: (a) Experimental observations of critical applied stretch for initiation of crack
growth (Error bars: S.D., n=3); (b) Numerical results of principal stretch at rc = 1 µm
ahead of the crack tip vs. far field applied stretch Λa at various heterogeneity. The critical
applied stretch Λc can be predicted, here plotted as squares in panel (a).
The criterion for initiation of crack growth is intended to resolve: (i) the direction of crack
growth initiation and (ii) the load required for initiation of crack growth. In considering
fracture of soft materials, two criteria have been considered.79 One that is well posed for
homogeneous materials is a fracture criterion based on the energy release rate.80 For the
crack tip terminated at the interface, the energy release rate is not well defined, for example
path-independent integrals are not defined for the bi-material samples. Hence, the energy
release rate criterion is not well suited for this problem.
Another fracture criterion is based upon local quantities defined in the neighbourhood of
the crack tip. Failure in elastomers and polymers is often described by breaking of polymer
chains, which is directly related to the local stretch around the crack tip.80 Consequently, a
stretch based criterion can be used to investigate crack growth in polymer. This approach
has been previously employed to predict the direction of crack growth for a center cracked
specimen of rubber with mixed mode loading,81 resulting in the direction of crack growth always being perpendicular to the loading direction regardless of the crack inclination relative
to loading direction. Consider a criterion for crack growth in the direction perpendicular
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to the direction of the maximum principal stretch when it reaches a critical value of that
stretch at a distance rc ahead of the crack-tip. That distance is associated with a characteristic microstructure length scale that should fall within the region of dominance of the
asymptotic crack-tip field of Sec. 2.3. Specifically, the criterion can be written as:

λ1 (rc ) = λc

(2.31)

where λ1 is the maximum principal stretch and λc is the critical stretch associated with the
material. A critical stertch criterion has been widely adopted for ductile fracture of metals.
Recently, this criterion was experimentally validated in elastomers by tracking the principal
stretch direction as crack propagates under mixed-mode fracture.82
For the analytical solution, the principal stretches are computed by finding eigenvalues
of the left Cauchy-Green tensors, computed in full in Appendix A.2. When considering
initiation of crack growth, only the leading term with a singularity of r2m−2 is considered:





p21

p1 p2 

B = r2m−2 G(θ) 

p1 p2 p22

(2.32)

where G(θ) is defined in (2.27). The maximum principal stretch and principal direction can
be computed by finding the eigenvalues and eigenvectors of the left Cauchy green tensors:

λ21 = (p21 + p22 )r2m−2 G(θ)

(2.33a)

p2 ]T

(2.33b)

n1 = [p1

One interesting observation from (2.33b) is that the principal direction does not have circumferential dependence. Hence, no matter where the maximum principal stretch is achieved,
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the crack will always propagate in one direction given by p1 and p2 in (2.33b). Moreover,
near the crack tip, the following relation should hold true for large deformation: y2 >> y1 .
Both solutions have terms with the same singularity, implying that p2 >> p1 . Hence the
principal direction is essentially the x2 direction, meaning the crack should always propagate
straight ahead (θ = 0). The maximum principal stretch is:

λ1 = p2 m cot

mπ m−1
r
= λc
2

(2.34)

Fracture propagates through the interface at applied stretch Λc when the principal stretch
reaches a critical level λc a distance rc ahead of the crack tip. The corresponding amplitude
p2 can be obtained from the finite element analysis given (2.30).
In both the experiments and the finite element analysis, the material ahead of the crack
tip is kept constant. The characteristic length rc is related to the characteristic dimension
of the microstructure of PDMS. In an ideal polymer network, after a polymer chain is
fractured, load concentrates onto the next chain. Hence, the characteristic length for the
fracture criterion can be estimated from the end to end stretched chain length between
the crosslinker. For PDMS with 10:1 crosslinking ratio which is the material kept constant
ahead of the crack tip, the backbone of the linear chain contains N = 700 chemical units.83
With the length of each monomer b = 1.3 nm,83 this leads to rc = N b ≈ 1 µm. This choice
of rc is an upper bound, as the chains are not fully stretched, while this falls within the
region of dominance. Hence a smaller value, given the separable form of the crack tip fields,
would essentially lead to the same prediction with an appropriate λc in (2.31)-(2.34).
Using this characteristic length parameter, the principal stretches for various heterogeneity
considered in the experiments vs. applied stretch are estimated in Fig. 2.15b. Since the material ahead of the crack is held fixed, a constant λc is used to determine the critical applied
stretch for crack growth. From the measured applied critical stretch Λc from experiments,
the λc that minimizes the square error between all three experiments and predictions is
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found to be λc = 13.4. This value of λc at rc provides good predictions across all heterogeneities. In a uniaxial tensile test, the PDMS used in this work ruptured at approximately
a stretch of 5, which is on the same order of magnitude of the λc used in the criterion. The
criterion is capable of providing quantitative prediction for the initiation of crack growth
through the bi-material interface. In particular, the critical applied stretch for any heterogeneity can be computed using this fracture criterion from the finite element analysis, for
example as given in Fig. 2.15a for α = 0.2 and α = 0.7. The predicted results also agree
well with the observation in previous work.20 Furthermore, from singularity analysis, which
is supported by finite element results (e.g., Fig. 2.6b), the stress stretch state ahead of the
crack tip is much higher if the material ahead of the crack (in Sec. 2.2) is softer (s < 1).
This suggests that the crack would not be deterred by the interface. Indeed, this criterion
can be applied to other polymeric systems as well to predict the fracture behavior through
bi-material interfaces from estimates of the characteristic length scale rc , the critical stretch
λc , and the ratios of moduli s.
Lastly, we note that the prediction that the crack will always propagate straight ahead of the
crack are not in accord with experiments with specimens with interfaces inclined relative to
the crack. We recognize the difference between the ideal configuration of the mathematical
problem and the experiment. The ideal case is simplified as the interface is assumed to
be perfectly sharp and the crack tip to be exactly at the interface. However in reality, we
do not expect the interface between two regions to be sharp, both due to printing errors
and to possible diffusion of cross-linker during the thermal curing process. Additionally,
the crack is pre-cut using a razor blade which leads to difficulty in achieving a crack that
exactly terminates at the interface. He and Hutchinson84 discussed the ramification of
cracks approaching the interface at an inclined angle, where they argued the crack would
curve away from the interface if the material ahead of the interface is stiffer (α > 0) which
is what was observed in the experiments. The location of the initial crack tip could have a
significant effect on the direction of crack growth. Due to the nonlinearity of our material,
we can not confidently reach the same conclusion without further studies.
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2.7. Conclusions
Crack-tip solutions for a crack terminated at an inclined angle at an interface between two
neo-Hookean sheets have been developed using asymptotic analysis with finite deformation
elastostatics. The components of displacement, stretch, and Cauchy stress have been derived
from the solutions near the crack tip. The crack-tip fields exhibit varying singularity as the
incline angle and heterogeneity vary, as in the linear elastic case. As the stiffness of the
material ahead of the crack increases (larger α or s) the power of singularity decreases.
The analytical solutions are validated by finite element analysis showing excellent agreement
in both deformed coordinates and Cauchy stress components for various heterogeneities and
incline angles. Some discrepancies are observed, which could be attributed to the extremely
large distortions of the meshes.
Experiments also validate the analytical solutions by matching crack-tip exponents in the
singular solution with extracted crack-tip opening. Additionally, the local deformation
gradient extracted using DIC also agrees with the analytical solutions.
Lastly, using a stretch-based crack growth criterion, the delay of the initiation of crack
growth in heterogeneous soft composites is predicted and compared to experimental observations. This work explains apparent toughening through the increase in critical applied
stretch for crack growth through a bi-material interface: Qualitatively, an increase in the
elastic contrast decreases the stress singularity, leading to lower stress ahead of the crack tip
(Fig. 2.7b). Quantitatively, knowing critical values for a given material, one could predict
the critical applied stretch for a crack to propagate through the bi-material interface.
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CHAPTER 3 : Spatial programming of defect distributions to enhance material
failure characteristics
Work here is By Chengyang Mo, Jordan R. Raney, Published in Extreme Mechanics Letters
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Abstract
Defects play a major role in determining the mechanical properties of materials. Examples
of this span from dislocations, grain boundaries, and precipitates in metallurgy to voids
and imperfect interfaces in natural composites. These can enable complex failure modes
and balance competing mechanical properties. With the increasing adoption of additive
manufacturing in both research and industry, there are unprecedented opportunities for
controlling the internal composition and structure of a material system. However, the very
nature of forming a material in increments produces a set of characteristic defects (e.g., void
formation due to incomplete merger of new material), which results in local heterogeneity
and anisotropy. Rather than seeking to prevent these characteristic defects, we utilize them
to improve the damage resistance of printed structures by systematically controlling their
distribution within a single material. Inspired by the well-known Bouligand structure found
in tough natural materials, we use a helical build sequence in which each layer is added at
a defined pitch angle relative to the previous layer. The resulting helical defect distribution
can guide the crack tip during fracture and enhance damage resistance. Microstructural
evidence from crack surface images and X-ray microtomography reveals intricate mixing
of twisting and branching cracks during failure, and is explained via an analytical model.
Since these improvements are obtained solely from the defect distribution within a single
material, the findings of this work could improve the failure characteristics of a broad range
of printed materials (metals, ceramics, polymers, and composites).
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3.1. Introduction
Defects in engineering materials play a crucial role in determining their properties. In metals, defects such as grain boundaries and precipitates inhibit the propagation of dislocations,
which can serve to increase strength (at the cost of decreasing ductility). In classical metallurgy, the nature and distribution of such defects can lead to order-of-magnitude changes
in mechanical properties in otherwise identical materials, and mature process-structureproperty relationships have been established. However, the importance of defects is much
more general in materials engineering. For example, defects are also vital in natural materials, where voids86 and imperfect interfaces87 are responsible for producing excellent combinations of mechanical properties such as stiffness, strength, and toughness in materials
that are also lightweight.
Numerous examples of this can be found in marine shell animals. For example, nacre
consists of a classic brick and mortar arrangement of soft and stiff materials with imperfect
interfaces;41 conch shell has a hierarchical laminate structure;36 and both the hammer-like
Stomatopod dactyl club and the beetle exoskeleton include helical arrangements (the wellknown “Bouligand” arrangement) of stiff chitin fibers within a matrix.15, 38, 88 All of these
comprise geometric arrangements of soft and stiff phases that enhance the toughness of the
natural materials by impeding crack growth via combinations of multiple crack formation,
crack deflection, and crack bridging.
The layer-by-layer design freedom afforded by additive manufacturing89–91 and advances
in multimaterial 3D printing92, 93 allow, in principle, control over both the structure and
composition within a printed material. The last several years have seen a number of studies
that explore how some of these structural and compositional parameters affect failure in 3D
printed materials. For example, a recent study used structural features inspired by polycrystalline metals (i.e., features resembling grain boundaries) to enhance failure properties in 3D
printed structures.4 The influence of structural hierarchy on failure has been explored.94
3D printing has also been used to study the mechanics of bioinspired architectures. For
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example, artificial marine stickleback armor95 and Turritella shell96 have been 3D printed
to better understand the influence of geometry on the robustness of these natural materials. With multimaterial 3D printing it is possible to enhance the toughness of materials by
arranging soft and stiff phases in architectures that mimic natural motifs, such as that of
conch shell,9 nacre,97 and Stomatopod dactyl club.45 Bioinspired composites such as glass
fiber-reinforced polymers,12 alumina-reinforced polymers,98 and epoxy-carbon fiber99 have
also been developed for direct write 3D printing processes.89, 93
Regardless of the specific additive manufacturing approach, however, the very nature of
adding (or selectively solidifying) material in increments inevitably produces systematic
defects that are intrinsic to a given additive process and the chosen build sequence. For
example, in extrusion-based additive manufacturing processes illustrated in Fig. 3.1a, such
as direct ink writing (DIW)89 and fused deposition modeling (FDM),90 filaments of material are extruded by nozzles that translate relative to a substrate to form a pattern.
Geometric defects (e.g., voids) can arise due to incomplete merger of extruded filaments,
and material anisotropy is common due to imperfect bonding between adjacent filaments
(particularly in FDM). In additive manufacturing processes that require in situ heating,
such as FDM100, 101 and selective laser sintering (SLS),102, 103 non-uniform heating is also
a mechanism of defect formation, resulting in anisotropic residual stresses and material
heterogeneity.101, 102 Geometric defects can often be observed via non-destructive methods
such as X-ray microtomography (µCT) or via imaging of fracture surfaces post failure (inset,
Fig. 3.1a). Because both geometric defects and material heterogeneities are systematic (and
determined by the build sequence used in the additive process), they produce characteristic
material anisotropy. One well-known example of this is the reduction in strength that is
observed transverse to the infill/raster direction in additive processes.100, 102
As we show here, these characteristic defects can be arranged to enhance the damage resistance of printed structures. The idea of programming the spatial distribution of defects
to improve mechanical properties has been demonstrated in brittle glass via laser etching

42

of 2D patterns within the material.5 Here, we spatially control the distribution of defects
in 3D via the build sequence used during additive manufacturing. We make use of the
well-known Bouligand structure (Fig. 3.1b), which can enhance toughness via formation of
multiple cracks and the mixing of fracture modes at the crack fronts.11 During failure, the
defects can act as stress concentrators, guiding the failure process in ways that activate the
same Bouligand toughening mechanisms that are observed in other contexts. The geometric defects can also alter the stress field around the crack tip and enhance toughness via
extrinsic mechanisms such as crack shielding.42 As discussed previously, there are numerous
examples of multimaterial architectures in the literature,12, 45, 104 often inspired by natural
composites, that use material mismatches to activate toughening mechanisms. However, the
complexity of the processes and the lack of control over the interfacial properties (intrinsic to the materials) often limit the practical utility of these approaches. Here, comparable
toughening enhancements are accomplished solely via the programmable arrangement of the
defects, which produce locally-anisotropic mechanical properties of the same sort sought in
multimaterial architectures but in single-material systems that are simple to fabricate and
require no post-processing (e.g., laser etching). Since it is the defects rather than specific
material pairings that produce the desired properties the findings of this work are relevant to
a broad swathe of additive manufacturing processes (FDM, DIW, SLS, etc.) and materials
(polymers, metals, ceramics, and composites).

3.2. Tough structure via arrangment of defects
We first printed conventional single-edge notched bend (SENB) samples, which include
a notch to predictably initiate fracture in the center of the sample during bending (see
Fig. 3.1c). To illustrate the large effect that the defect distribution has on the failure
properties, we used a helical (Bouligand) print pattern in front of the notch tip, with each
infill layer printed with a raster pattern oriented by a constant pitch angle γ relative to the
previous layer. The orientation of each infill layer can be described by infill angle ϕ, the
angle between the filaments and the Z-axis. The initial infill angle of the first layer in front
of the crack tip is defined as ϕ0 . The notch induces the onset of fracture directly into the
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Figure 3.1: (a) Illustration of an extrusion-based additive manufacturing process with its
characteristic systematic distribution of defects; inset is a microscope image showing the
defect distribution between filaments within a plane perpendicular to the filaments; (b)
Schematic of Bouligand structure; (c) Schematic of the single-edge notched bend (SENB)
experimental tests, including the geometric parameters of the samples and the definitions
of coordinates; (d) Photographs of samples after testing, showing similar fracture surfaces
from two different materials (PLA and PDMS) printed with two different additive processes
(FDM and DIW, respectively); (e) Load-displacement behavior of PLA samples as measured
during SENB tests; (f) Fracture toughness of the PLA samples; (g) Energy dissipation of
the PLA samples.
Bouligand region. After fabrication, the samples were loaded in three-point bending until
failure (Fig. 3.1c-d). We used two different additive processes to show the relevance of the
defect distribution in two very different materials systems: quasi-brittle thermoplastic polylactic acid (PLA), which was printed using a commercial fused deposition modeling printer,
and the elastomer polydimethylsiloxane (PDMS), which was printed using direct write 3D
printing. As in Fig. 3.1d, the propagation of the crack preferentially follows the helicoidal
defect distribution (without requiring the use of a second material to produce internal
material interfaces, as in previous studies). Despite the extremely different properties in
these two materials (a relatively brittle PLA and a soft, ductile silicone elastomer) we
observe qualitatively similar failure surfaces due to the controlled distribution of defects
(Fig. 3.1d).
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To understand why the helicoidal raster pattern leads to this behavior, we first characterized
the effect of the raster angle on the in-plane elastic properties of the printed structures. For
this analysis, we chose to focus on the PLA system, since the very high failure strain
of the PDMS makes these soft materials less amenable to studying bending failure. We
first printed tensile bars from PLA using different constant raster angles (with the angles
defined relative to the direction in which loading was applied.) and performed quasistatic
tensile tests on these. The raster angle has a large effect on the mechanical properties, as
expected, due to the high degree of anisotropy associated with the interfilament defects.
For example, “longitudinal” samples (in which the raster angle is parallel with the direction
of mechanical loading) and “transverse” samples (in which the raster angle is perpendicular
to the direction of loading) differ in stiffness and strength by 22.5% and 53.8%, respectively
(see Fig. B.1).
Next, we printed SENB samples from PLA with a Bouligand structure in front of the notch.
We varied the pitch angle and tested these to failure. As controls, we first tested SENB
samples of only a single raster angle (γ = 0◦ no helicoidal or Bouligand structure). These
included two types of samples: First, ϕ0 = 0◦ , with all printed filaments (and therefore the
interfilament defects) aligned with the notch; second, ϕ0 = 90◦ , with all printed filaments
(and interfilament defects) oriented perpendicular to the notch. The load-displacement data
for both the Bouligand samples and the two types of control samples are shown in Fig. 3.1e.
The corresponding fracture properties are plotted in Fig. 3.1f and g. The fracture toughness,
which directly corresponds to the peak force the structure can withstand and the geometry
of the structure,105 quantifies how difficult it is for a crack to initiate in a structure, and
the energy dissipation (or toughness) corresponds to the area under the load-displacement
curve, indicating the total amount of energy required to fracture the sample. Looking at the
control samples, it is evident that the first type (ϕ0 = 0◦ , distributing the defects parallel
with the notch) fracture easily and dissipate very little energy during failure. Once initiated,
the crack propagates straight along a defect through the entirety of the structure. In the
second case (ϕ0 = 90◦ , distributing the defects perpendicular to the notch) the samples
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show very high fracture toughness (i.e., it is difficult for the cracks to initially form and
propagate). However, these also have low energy dissipation, as the samples fail immediately
after reaching the peak load. The large discrepancy in fracture toughness between the two
control samples means there is a preferred direction (being ϕ = 0◦ ) for crack propagation
within each region of the structure with constant raster angle. For the Bouligand structures,
pitch angles of γ = 5◦ , 10◦ , 30◦ , and 45◦ were used, with the infill angle of the first layer
aligned with the crack front (ϕ0 = 0◦ ). (A larger pitch angle will result in more periods
within a given number of layers. Images of samples with different pitch angle are shown in
Fig. B.5) where the periodicity can be clearly observed, particularly for lower pitch angles.)
In contrast with the control samples, The fracture toughness of the Bouligand samples do
not show significant variations (regardless of pitch angle γ). However the energy dissipation
of all but one type of Bouligand structure exceeds that of the control samples. During the
test, these structures showed extreme resilience and did not catastrophically fail even as
the deflection reached up to 25 mm (equivalent to a bending angle of 83.6◦ ). The samples
with a pitch angle of 10◦ showed the maximum amount of energy dissipation (2.25 times
higher than the unidirectional control samples with ϕ0 = 90◦ and 10 times higher than the
unidirectional control samples with ϕ0 = 0◦ ).
The properties of the defects between the filaments can significantly affect the fracture
properties. To confirm this, we altered the properties of the defects between filaments,
alleviating material heterogeneity by post-processing (thermal annealing) and changing the
size of the geometric defects (associated with the imperfect merger of filaments) by adjusting print parameters (specifically, filament spacing). As expected, changing the defects
(e.g., their average size) does indeed change the failure characterstics (details in Fig. B.4).
This suggests that there is an optimal defect size for obtaining the maximal toughness: If
defects are too small they do not generate sufficient anisotropy to control the fracture mode
(twisting vs. branching); if defects are too large then adjacent layers of filaments do not
transfer sufficient stress. This also show that the arrangement of the characteristic defects
is responsible for the changes in failure properties.
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Figure 3.2: (a) Schematic of the twisting angle ahead of the crack tip; (b) surface plot ratio
of G0 /GI vs. ϕ and α (the magenta surface corresponds to the analysis in this work; the
blue surface is plotted from the results of Ref.12 ) and (c) contour plot of (GT /G0 )2 on the
surface of G0 /GI .

3.3. Fracture Analysis
To better understand the toughening mechanism in the Bouligand portions of our structures,
here we examine the fracture behavior analytically, with the goal of qualitatively capturing
the most essential features of the failure surface. While the fracture of Bouligand structures
comprising multiple materials has been previously studied,12 here we show that it is not
necessary to have a complex multimaterial composite to achieve toughening: a Bouligandlike 3D distribution of defects in a single-material system produces the same result. It is
the local anisotropy that is essential for producing the toughening (which can be achieved
either by interfaces between dissimilar materials or by defects), not interfaces between
multiple materials. In order to understand the key characteristics of the crack behavior, we
assume a simplified, flat crack front, twisted under global Mode-I loading and propagating
through a linear, elastically-isotropic material, similar assumptions as in previous work.11
The assumption that the material is elastically isotropic has minimal effect on our results,
since, as we have shown in the SI, the anisotropy of the elastic properties of the printed
dϕ
X
layers is rather small. We also assume a helical crack pattern of the form Y = −Z tan dX

(using the coordinates described in Fig. 3.2a), where

dϕ
dX

defines the pitch of the helical

surface. With the crack propagating in the X direction, the twisting angle α describes the
angle between the XZ plane and the point on the crack front while the angle ϕ describes the
twisting of the crack front with respect to the X direction. These two angles can describe
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the ratio of the local energy release rate (G0 ) and the global Mode-I energy release rate
(GI ):

G0
= g(ϕ, α) =
GI



kI′
KI

2


+

′
kII
KI

2

1
+
1−ν



′
kIII
KI

2
(3.1)

where KI is the applied Mode-I stress intensity factor and ν is the Poisson’s ratio. The
′ , and k ′
local stress intensity factor kI′ , kII
III are computed with twisting angles (ϕ and α):
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In our structures, each infill layer of unidirectional filaments has two possible failure modes.
The first mode consists of fracture parallel with the filaments (typically along the defects
that exist between the filaments). In Bouligand structures with a different filament orientation for each layer, this leads to a twisting crack as the crack tip propagates from layer
to layer. We therefore refer to this type of failure as a twisting mode (energy release rate
corresponding to this mode is GT ). The other distinct failure mode is fracture perpendicular to the filaments. In a Bouligand architecture this can lead to a sharp translation
or splitting of the crack tip. We therefore refer to this type of behavior as a branching
mode (energy release rate corresponding to this mode is GB ). The branching mode is much
tougher and stronger, as measured experimentally (Fig. 3.1f and g). As a crack propagates
it may move from one failure mode to the other based on the local conditions. For example,
a crack propagating in the twisting mode may occasionally branch, as observed previously
in composites.11 We assume a mixed fracture criterion with a square form that includes
both fracture modes:
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GB  2
GT  2
+
=1
GT,c
GB,c

(3.3)

Note from (3.1) that GT /GI = g(ϕ, α) is a function of the twisting angle ϕ and α. The
local coordinate for the branching mode involves a rotation of π/2 about the local X axis.
Hence the local effective energy release rate for branch mode can be described by the same
α of the twisting mode and ϕ′ = ϕ + π/2 with GB /GI = g(ϕ′ , α). Now by multiplying (3.3)
by (GT,c /GI )2 and plugging in these two expressions, we obtain the local fracture criterion:

G0
=
GI

s


g 2 (ϕ, α)

+

2
GT,c
g(ϕ + π/2, α)
GB,c

(3.4)

To compute the ratio between the two critical energy release rates GT,c /GB,c , we can find
the critical energy release rate for the two cases GT,c and GB,c where Gc =

2
KIC
E

by assum-

ing a linear elastic material. The stiffnesses for the twisting mode and the branching mode
are simply those of the transverse and longitudinal samples, respectively. Unlike the case
presented previously,11 which involved a soft matrix, the strength ratio between our two
fracture modes might prefer filament breakage as the crack tip twists. The local fracture
criterion in (3.4) is plotted in Fig. 3.2b. The prior analytical result11 is also plotted here as
the blue surface. Note our criterion is generally larger than the previous work (indicating it
requires less external loading for the crack to propagate) since we allow an additional failure
mechanism not considered previously. Moreover, we can see that the ratio G0 /GI ≈ 1 at the
center of the crack when ϕ = 0◦ , indicating that the crack would prefer to fail completely
along the filaments initially (ϕ = 0◦ ). As the crack grows the contribution from the longitudinal fracture increases the load required to propagate the crack (effectively decreasing
G0 /GI ). Additional information can be extracted from Fig. 3.2c as the contribution from
the twisting mode (GT /G0 )2 is plotted as a surface contour. Note, when the ratio is 0.5,
both failure modes contribute equally. In this plot, the black line partitions the twisting
angle into two spaces where each failure mode is preferred. In our case, when the filament
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Figure 3.3: Schematic of filament orientations and optical images of the fracture surface for
samples of all pitch angles: (a) 5◦ , (b) 10◦ , (c) 30◦ , and (d) 45◦ . The initial crack front is
located at the left of each image.
becomes perpendicular to the crack front (ϕ = 90◦ ) our structure would prefer to break the
filament (fail in the branching mode) rather than propagate in the twisting mode.

3.4. Microstructural evolution during failure
In addition to the above experiments and analysis, we characterized the fracture surfaces
after failure, and at different stages during failure, to determine whether the failure characteristics match the model. First, Fig. 3.3 shows schematics of infill angles at the fracture
surfaces for various pitch angles and their corresponding periodicities. Fig. 3.3 also shows
optical images of the fracture surfaces after complete failure. For pitch angles of 5◦ and
10◦ (Fig. 3.3a and b), a complex 3D fracture surface is observed, with crack propagation
both in and out of plane. The dashed lines in Fig. 3.3a and b indicate the distance over
which the given pitch angle leads to a complete revolution of the helical Bouligand structure. Interestingly, the fracture surface indicates that the crack clearly twists within each
indicated period. The crack surfaces also reveal the expected twisting mode as ϕ → 0◦
and the branching mode as ϕ → 90◦ as predicted in Fig. 3.3a and b in accordance with our
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previous analysis. The crack surfaces for samples with pitch angles of 30◦ and 45◦ (Fig. 3.3c
and d, respectively) show less out-of-plane variation, with more uniform filament breakage
and pullout.
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Figure 3.4: µCT data for six samples (with pitch angle γ = 10◦ ). (a) For each of the six
samples the fracture testing was halted at one of the six indicated positions; (b) the energy
release rate; (c) illustration of µCT result datum planes; (d) 3D reconstruction of the µCT
data at the crack front region, and YZ slices ahead of the original crack front.
More details about the crack propagation and toughening mechanisms can be obtained by
measuring the internal crack growth at different stages of failure (see Fig. 3.4). To do this,
six identical SENB samples were fabricated with the same pitch angle (γ = 10◦ ). These
were tested under the same loading conditions, but with the loading halted at various
stages of deformation (see the numbered points in Fig. 3.4a, indicating where the testing
was stopped for each of the six samples). The initial load-displacement curves for all of
the samples are very similar, with the average load shown in black, and the standard
deviation of the load plotted in gray around it (Fig. 3.4a). After loading, each sample was
subsequently scanned in µCT to identify how the crack and the morphology of the material
surrounding it change as a function of displacement. From these data we first extracted
the crack length (in the X direction) for each sample. Using this information together
with the load-displacement data for each sample, we calculate the strain energy release
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rate J (Fig. 3.4b). The energy release rate shows a clear bilinear behavior, indicating
that an increased driving force is required as the crack propagates. This implies that
extrinsic toughening mechanisms are present in our structure8 similar to mechanisms in
natural materials36, 41 and other bioinspired composites.8 To explain the transition in energy
release rate and the transition in crack behavior at the critical point where the slope sharply
changes, we rely on information obtained via µCT, specifically regarding the YZ plane (as
shown in Fig. 3.4c).
In Fig. 3.4d we show the crack region in the YZ plane which lies directly in front of the
initial notch. Sample 1 (loaded to the peak load in Fig. 3.4a, but not beyond it) shows
minimal damage with a very short crack. The crack grows by a factor of three as the loaddisplacement curve moves from Point 1 to Point 2 (Fig. 3.4a). In the YZ plane, the crack
is initially observed to follow the filament direction (similar to a twisting crack). However,
in the third cross section of Sample 2 (ϕ ≈ 45◦ ) both the twisting mode and the branching
mode are observed (the center filaments follow the branching mode while the side filaments
follow the twisting mode). The analytical model predicts that as ϕ increases there is an
increasing contribution from the branching mode, and that such an effect is strongest at
the center of the sample (α = 0◦ ), as shown in Fig. 3.2c. This effect is even more clear
in the fourth cross section (ϕ ≈ 85◦ ) as the center crack associated with the branching
mode is longer than that seen in the third cross-section, providing a larger region that is
favored to propagate cracks in the branching mode. The crack path for Sample 3 is slightly
different than for Sample 2, as a twisting mode seems to propagate on the left hand side
and a branching mode on the right hand side. This could be the result of the propagation
of two separate cracks, which can be seen in the 3D reconstruction of the µCT for Sample 3.
Nevertheless, it still supports our previous observation of an increasing contribution from
crack branching as the crack propagates. The crack surfaces for the first three samples
show that the structure is toughened by both twisting and branching cracks, accordingly
producing the complex fracture surfaces observed in Figs. 3.3 and 3.4.
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Referring to Fig. 3.4b, the crack length for Sample 3 is very close to the critical length at
which the strain energy release rate J transitions to the higher slope of the second linear
region. For the higher displacements of Samples 4-6, all of which correspond to the second
(high-slope) region of the strain energy release rate in Fig. 3.4b, the load-displacement
behavior shows minimal load drop as the sample deforms (Fig. 3.4a). From the µCT results
it is clear that this regime is associated with very slow crack growth. The layers ahead of the
initial crack tip realign in the direction perpendicular to the crack front, which is especially
clear in the cross-sectional images for Sample 4. This effect could be the result of multiple
twisting cracks formed within a single layer. As the loading continues, the filaments have
the freedom to align perpendicular to the original crack front, increasing the driving force
required for the crack to propagate further. This also explains the large residual loads (after
passing the peak load) in the load-displacement curves of these samples with pitch angle
γ = 10◦ . For a smaller pitch angle such as γ = 5◦ , more layers fail in the twisting mode as
the crack propagates. This means there should be less residual load after passing through
the peak load. This is precisely what is observed in Fig. 3.1e. For a pitch angle of γ = 30◦
the stiffness difference between two subsequent layers is much larger, and therefore failure
can also occur between each layer.

3.5. Toward optimized, heterogeneous defect distributions
Based on the fracture properties presented in Fig. 3.1, the Bouligand defect distribution
achieves higher energy dissipation (toughness) but does so at the cost of decreased strength
and fracture toughness, reflecting the classic materials tradeoff.8 Natural materials, however, are not uniform: they utilize highly-optimized composite architectures that are heterogeneously distributed to maximize mechanical and physical properties for a given set of
loading conditions. Likewise, additive manufacturing can be used to heterogeneously distribute different motifs to maximize mechanical performance. Bouligand structure (such as
in the Stomatopod club) plays a vital role in increasing the energy required to continue the
propagation of a crack. However, the structure is not ideal for preventing the formation of a
crack tip in the first place. For this reason, natural materials combine Bouligand structures
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Figure 3.5: (a) Illustration of a bioinspired, heterogeneous sample including a high-strength
(but more brittle) unidirectional region directly in front of the notch (designed to inhibit
crack initiation), and a Bouligand region beyond it (designed to increase the energy cost
for a crack to continue propagating once initiated); (b) Normalized fracture properties for
the Bouligand structure with pitch angle γ = 10◦ (with the highest energy dissipation),
the unidirectional structure with ϕ0 = 90◦ (with the highest fracture toughness), and a
heterogeneous structure that combines both.
with other motifs with higher local strength (but more brittle failure) such as a hard shell,
which act as the first layer of defense.38 Making use of the layer-by-layer freedom of additive
methods, we mimic this strategy observed in natural composites by printing heterogeneous
structures as illustrated in Fig. 3.5a. A unidirectional region (UR) is placed perpendicular
to the notch, where its high stiffness and strength (yet brittle failure profile) serves to delay
the onset of the crack, producing maximum strength during crack initiation. Subsequently,
once the crack forms and propagates through this first region, it reaches the periodic region
(PR) where the defects are arranged in Bouligand form (in this case using a pitch angle of
10◦ ), which increases the energy required for the crack to continue propagating. Together,
this heterogeneous structure achieves fracture properties that avoid the pitfalls of either a
pure bouligand (PR) structure, with its high energy dissipation but low fracture toughness,
or a pure unidirectional print (UR), with its high strength and fracture toughness but low
energy dissipation (Fig. 3.5b). This simple example illustrates how additive manufacturing
could be married to modern design and optimization techniques to produce optimal heterogeneous defect distributions for maximal combinations of target properties (such as high
strength and toughness).
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3.6. Conclusion
Just as defects play an essential role in determining the mechanical properties of metals,
ceramics, and composites fabricated via traditional manufacturing processes, the same is
true for materials produced via additive processes. Additive manufacturing unavoidably
introduces characteristic, systematic defects based on the build sequence. By arranging
these defects in a geometric motif inspired by natural materials, we achieved toughening
mechanisms (intricate crack path and mixed loading at crack tips) comparable to those
observed in natural materials and in bioinspired composites. Moreover, by spatially varying
the defect distribution (as observed in natural materials) one can in principle optimize for
maximal combinations of strength and toughness. Unlike previous research, which focused
on multimaterial 3D printing, which is highly materials specific (for example, the ratio of
stiffness between the two materials, the interfacial adhesion, etc.), we have shown that the
defect distribution alone can be controlled to enhance the failure characteristics even in
single-material systems. These results are therefore relevant to a wide variety of materials
systems and additive approaches.

3.7. Material and Methods
FDM printing
The structures are printed with a commercial FDM printer (Makergear M2) with PLA
(Hatchbox 1.75 mm filaments) using a 0.25 mm diameter nozzle heated to 190◦ C on a
heated bead (60◦ C). Each printed filament has a width (w) of approximately 0.3 mm and
a layer height (d) of 0.15 mm.
DIW printing
PDMS, consisting of 85% SE1700 and 15% Sylgard 184 (Dow Corning), was printed via
DIW following a previously-developed procedure.3 To enhance the mechanical anisotropy
of the structure, a small region (1 mm wide) within the center of each layer is printed using
PDMS with a lower concentration of curing agent (ratio of 15:1 resin to curing agent instead
of 10:1). Printed structures are cured at 100◦ C for 3 hr.
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Mechanical testing
Mechanical testing is conducted using an Instron Model 5564 operating in displacement
control for both tensile and bending tests. Tensile tests are conducted with a strain rate of
0.0015 s−1 . Bending tests are conducted with a displacement rate of 2 mm/min.
X-Ray microtomography
µCT is conducted using a Scanco VivaCT 80 at a spatial resolution of 78 µm. All six
samples were placed inside an 80 mm diameter tube. Scan data are saved as tiff images and
subsequently analyzed using MATLAB.
Fracture property calculation
Fracture toughness of the SENB sample is calculated from the geometry and peak load
P following ASTM-E399-17: KI = P S/(BH 3/2 )f (a/W ), where f is a non-dimensional
geometric factor.105 The energy release rate J is calculated stepwise using the measured
crack length a, the area under the load displacement curve Apl , and ligament b ≡ H − a:
Jpl(i) = [Jpl(i−1) + (1.9/b(i−1) )(Apl(i) − Apl(i−1) )/B][1 − (a(i) − a(i−1) )/bi−1 ].8
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Abstract
In this work we systematically study the mechanics of short glass fiber composites with a
soft, hyperelastic matrix (polydimethylsiloxane). The fiber orientation can be controlled by
fabricating the materials with direct ink writing, an extrusion-based 3D printing method.
We specifically characterize the damage evolution in these materials when subject to tensile and cyclic loading by developing a micromechanical model, a continuum model, and
by performing experiments. The stress-stretch behavior and damage evolution are highlydependent on both volume fraction and fiber orientation. We focus primarily on loading that
is parallel with the fiber alignment, which shows rich complexities as a function of volume
fraction, including variable softening and non-monotonic increase of the yield strength. Unlike most prior work, we use in situ optical measurements and digital image correlation during mechanical loading to quantify the highly-nonhomogeneous stretch field at macroscopic
and microscopic length scales, and to simultaneously visualize the mechanisms underlying
the damage evolution and complexities in the stress-stretch response, namely fiber-matrix
debonding. The micromechanical model is based on modifications to the classic shear lag
model, which includes incorporation of variations in mean fiber length as a function of
volume fraction and Weibull distributions for probability of fiber-matrix debonding. The
continuum model is based on hyperelastic strain energy with damage parameters for both
matrix and fibers. The combination of the two models is able to capture the stress-stretch
behavior and damage evolution well, and also the Mullins-like, history-dependent cyclic
loading behavior we observe in experiments.
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4.1. Introduction
Short fiber composites have been the focus of research interest for many decades for their
excellent combination of mechanical properties such as strength and stiffness and their mass
efficiency.107 While structural composites have been a focus of much of this effort, often motivated by natural materials such as wood,108 teeth,109 and marine shells,38 understanding
the mechanical behavior of short fiber composites with soft matrices is of vital importance.
These materials are ubiquitous in biological materials, such as arterial wall,110 collagen
networks,111 skin,112 and other tissues. The anisotropy of the fibers produces complex localized toughening and failure characteristics which are crucial in determining failure in
these biological systems, and additionally play a key role in understanding pathologies.113
Soft composites are also of growing interest for applications as smart materials and in
soft robotics, where fiber anisotropy can be used to control pneumatic actuation,114 shape
morphing,115, 116 and embodying logic, sensing, and actuation.117 Advances in additive
manufacturing now allow the production of free-form structures from short fiber-reinforced
polymers via 3D printers.93, 99, 107, 117, 118 These techniques allow spatial control of fiber
orientation,99, 117 raising the prospect for facile fabrication of complex heterogeneous composites. However, the lack of experimental methods for quantifying the microstructural
evolution leading up to and during failure has limited the understanding of these composites.119–121
Numerous studies have offered insight into failure mechanisms of fiber-reinforced soft composites under a variety of loading conditions by using continuum modeling (phenomenological), micromechanical modeling (mechanistic), numerical methods, and experimental
approaches. The first kind of continuum model dealing with plasticity and failures of fiber
composites was proposed by Triantafyllidis and Abeyaratne122 based on Blatz-Ko material.
Assuming perfect bonding between fibers and matrix, they showed that when composites
are compressed parallel to and pulled perpendicular to the direction of fiber alignment that
the material can experience instability in the form of a loss of ellipticity, also called fiber
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kinking. This model was further developed123, 124 to predict the onset of fiber kinking for
finite fiber stiffness. Qiu and Pence studied such effects within an incompressible matrix
using a Neo-Hookean formulation,125, 126 while Merodio and Ogden further improved the
model for Neo-Hookean materials by considering various reinforcement formulations.127–129
In addition to purely theoretical work, phenomenological models have been effective for
predicting mechanical behaviors such as strain hardening in rubber and fiber damage in
biological tissues. Continuum models have also been developed to explain stretch-induced
softening in elastomers (Mullins effect130 ) by taking into account the polymer chain lengths
in the constitutive formulation.131 Continuum models with an anisotropic damage parameter to the fiber reinforcement were proposed by Simo132 to successfully predict the
mechanical response of soft biological tissues with a damage history.119, 120 These models
have been applied to tendons113 and blood vessel walls,133, 134 and have been experimentally
verified. The specific failure mechanisms of fiber-matrix composites have been considered
via micromechanical models.The shear lag model135, 136 accounts for the geometry of the
fibers, with the assumption that the load is transferred from the matrix to the fiber via
shear stresses. The distribution of shear stress along the fibers can be calculated from this
model. The available shear stress distributions allow introduction of a damage criterion to
describe the failure characteristics. A 2D shear lag simulation was developed to investigate
interfacial debonding between fibers and matrix,137 with the debonding process based on
shear stress and energy release rate criteria. Numerical methods have also been employed
to study failure of fiber composites. For example, debonding of continuous carbon fibers in
a soft hyperelastic matrix has been investigated using finite element models to explain the
nonlinear behavior and softening during loading perpendicular to the fiber direction.138
Despite these many efforts at capturing failure behavior in soft composites, progress in understanding the mechanisms of material failure has been greatly inhibited by the difficulty of
experimentally visualizing the multiscale structural changes during and leading up to failure,
a point repeatedly recognized by prior researchers of fibrous systems.119–121 Non-destructive
methods such as Raman spectroscopy139 and photoelasticity140 have been used to under59

stand the stress state around single fibers embedded in a matrix during uniaxial loading and
fiber pullout, respectively. Fiber networks have been studied experimentally111, 112, 121 using
X-Ray scattering,112 optical microscopy, electron microscopy,111, 121 and light scattering141
during stretching to relate fiber reorientation to strain stiffening and damage evolution. In
metallic alloys it has proven effective to use in situ techniques such as digital image correlation (DIC) and electron microscopy to quantify localized deformation and micromechanical
damage during loading, e.g., in Cu-Al alloys,142, 143 steel,144 and magnesium alloys.145 However, there are a lack of reported experimental data that measure microstructural changes
in short fiber composites and that bridge the relevant length scales from the fiber-matrix interactions and local deformation to the non-homogeneous macroscopic deformation leading
up to failure.
In this paper, we present a systematic study of mechanical properties and failure processes
in 3D printed PDMS-glass fiber composites, with the fiber orientation controlled via the
printing process. Using in situ optical imaging of the microstructure to measure damage
and DIC to quantify deformation at multiple length scales during loading, we experimentally study the damage process and its effect on mechanical properties. Additionally, we
develop two models that agree well with the experimental observations, including i) a micromechanical stress-based model using a modified shear lag model and ii) a constitutive
energy-based model using a damage parameter.

4.2. Materials and Methods
4.2.1. 3D printing short fiber composites
We 3D print polydimethylsiloxane (PDMS) reinforced with short glass fibers (GF) using
direct ink writing (DIW). Dow Corning SE 1700 (1:10 crosslinker ratio) and Dow Corning
Sylgard 184 (1:10 crosslinker ratio) are mixed under vacuum in a ratio of 85:15 wt.%,
with milled glass fibers (Fiber Glast 29) added. The volume fraction of glass fibers ranges
from 3% to 12% in this study. Subsequently the material is transferred to a syringe and
centrifuged to remove air. As is typical for DIW processes,89, 93 the material is rheologically
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tuned to possess a viscoelastic yield stress, allowing it to flow freely through an extrusion
nozzle but to hold its shape after extrusion (see rheological characterization for this material
in our previous work117 ). The material is extruded through a 410 µm nozzle, with the flow
controlled pneumatically. We print tensile specimens with a thickness of 4 layers (∼1.2
mm, due to interlayer spacing less than the nozzle diameter). Due to the shear stress in the
nozzle during extrusion99, 107, 115, 117, 146 the fiber orientation in the tensile specimens can be
controlled by the print path. We define the angle ϕ as the angle between this predominant
fiber orientation and the loading direction (shown in Fig. 4.1a). When ϕ = 0◦ , loading
is parallel to the fiber direction, conventionally referred to as loading in the longitudinal
direction. When ϕ = 90◦ , loading is perpendicular to the fiber direction, conventionally
referred to as transverse loading. A microscope image of a printed specimen is shown in
Fig. 4.1b, showing the fibers aligned along the print direction. Length of individual fibers
are measured from the microscope images using ImageJ’s measurement features. Sufficient
amount of fibers are measured for each volume fraction for calculation of means and standard
deviations. Sample distributions for 3% and 5% volume fraction are shown in Fig. 4.1c.
(a)

(b)

(c)
3% VF

𝜎11

φ

5% VF

x2
x1

1 mm

Figure 4.1: (a) Schematic of the direct ink writing process. The angle ϕ indicates the angle
between the loading direction and the predominant fiber orientation. (b) Representative
optical image showing aligned fibers in the printed sample. (c) Fiber length distribution for
3% and 5% volume fraction samples.
4.2.2. Experimental setup
Two types of tensile tests are conducted in this study: one for characterizing macroscale
deformation and the other for characterizing microscale deformation, at approximately the
length scale of the fibers themselves. In both cases, deformation is monitored optically, via
a high-resolution camera or a microscope, respectively, to allow measurement of the local
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deformation field via Digital Image Correlation (DIC).
Macroscale tensile testing is conducted with a commercial materials test system (Instron
Model 5564) operating under displacement control at a strain rate of 0.02 s−1 and tested
to failure. Samples are gripped with a pneumatic grip at a pressure of 25 psi. Microscale
testing is conducted with a customized screw driven desktop device. This more compact
test fixture allows stretch of up to 1.25 to be applied to specimens while they are under an
optical microscope (Keyence VH-5000) at 100x magnification. A polarizer is mounted to
avoid strong reflection from the top surface of our samples. With this fixture, stretch can be
applied at one of seven evenly-spaced intervals, giving a minimum stretch interval of ∼0.035.
The goal of the microscale testing is to reveal the relationship between microstructure
(including information such as local fiber orientation and degree of debonding) and the
local deformation, which is measured via DIC.
To perform DIC, speckles with an approximate size of 10 µm are first applied on the surfaces
of the specimens using an airbrush. For macroscale testing, videos are recorded at 4K
resolution (resolving pixel size of 14 µm/pixel) with a recording rate of 24 frames per second.
DIC is conducted by extracting frames at 2 frames per second with subset size of 12 pixels
and subset spacing of 6 pixels. Due to the extremely fine size of the speckles the same
pattern can be used for DIC in microscale testing. For the microscale testing a microscope
image is captured after each increment of stretch is applied. This enables tracking of the
deformation via the speckles while microstructural changes such as fiber orientation and
(if relevant) fiber debonding are simultaneously observed via the same microscope images.
Images are captured at 2.25 µm/pixel. DIC is conducted on the captured images with subset
size of 40 pixels and subset spacing of 10 pixels. stretchs for both scales are calculated with
a window of 5 subsets. For both length scales, DIC is performed using the open source
Ncorr package with MATLAB.147
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4.3. Experimental Results
4.3.1. Stress-stretch response of tensile specimens
As expected for fiber composites, the mechanical properties are highly-dependent on the
angle of loading relative to the fiber orientation. Fig. 4.2a shows the experimental stressstretch curves as a function of fiber orientation ϕ for a printed PDMS-glass fiber composite
with 5 vol.% glass fibers. The initial elastic moduli (E11 ) can be extracted from these curves
(close to λ = 1), as shown in Fig. 4.2b, revealing that longitudinal fiber orientations (ϕ = 0◦ )
produce an initial modulus roughly five times higher than transverse fiber orientations
(ϕ = 90◦ ), even for this modest quantity of fibers. The variation in initial modulus as
a function of orientation agrees well with classic predictions for short fiber composites.13
More interestingly, the shape of the stress-stretch curve depends on the orientation. When
the fibers are aligned in the loading direction the sample exhibits yielding and softening. In
contrast, when the fibers are perpendicular to the loading direction no comparable yielding
event is observed.
(b)

(a)
VF = 5%

𝐸(𝜙) =

𝐸𝐿 𝐸𝑇
𝐸𝐿 + 𝐸 𝑇 − 𝐸𝐿 cos4 𝜙

Figure 4.2: Experimental measurements of PDMS glass fiber composites: Effect of fiber
orientation: (a) Stress and stretch response of three different volume fractions; (b) Effect
of fiber orientation on initial elastic modulus E11 . Solid line is fitting according to Lees13
where E L is modulus for longitudinal sample (ϕ = 0◦ ) and E T is modulus for transverse
sample (ϕ = 90◦ ).
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Interestingly, variations in the fiber volume fraction can lead to a similar transition. Fig. 4.3a
shows three stress-stretch curves representative of specimens with longitudinal fiber orientation (ϕ = 0◦ ) and, respectively, 3 vol.%, 5 vol.%, and 10 vol.%, respectively. For lower
volume fractions (3 vol.% and 5 vol.%), the material exhibits significant ductility (reaching
rupture stretch of λR > 3 and λR > 2 for 3 vol.% and 5 vol.%, respectively). In this case the
material initially deforms nominally linearly with high modulus, and subsequently exhibits
significant softening, during which the modulus reaches zero or even negative. Finally, at
higher stretch the material once again exhibits increased modulus, but at a modulus lower
than the initial modulus. Comparable behavior has been observed in hybrid laminates, in
which different layers of the laminate have different compositions of fibers,148 but not to
the best of our knowledge in simple short fiber composites. In contrast with the above,
specimens with higher volume fraction (e.g., the 10 vol.% case shown in Fig. 4.3a) do not
show the same complex stress-stretch response, breaking almost immediately as they reach
yield strength.
The initial elastic modulus (Fig. 4.3b) shows a monotonic increase as a function of volume
fraction, as would be expected since there are more stiff fillers in the composites. However,
the trend in ultimate tensile strength (Fig. 4.3c) is counter-intuitive: the tensile strength
is significantly higher for the composite with 3 vol.% fibers than for the composite with
5 vol.% fibers. The reason for this is hinted at in Fig. 4.3a. In both cases failure occurs at
high stretch where the response of the matrix dominates the mechanical behavior; however,
in the latter case, the stretch of rupture λR is greatly reduced by the increase in the fiber
volume fraction. This is clearly shown in Fig. 4.3d, where λR is plotted as a function of
volume fraction, revealing a striking reduction in λR between volume fractions of 4-6 vol.%.
Composites with a low volume fraction exhibit a high value for λR , almost matching that of
pure PDMS whose stress and stretch is also plotted in Fig. 4.3a, while λR for higher volume
fraction is consistently low (near 1.35). Because this transition is very abrupt, samples
with volume fractions near this transition point (e.g., around 5 vol.%) show large variation
in λR . This type of behavior can be modeled as a Weibull function in which the two
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Figure 4.3: Experimental measurements of PDMS-glass fiber composites: Effect of volume
fraction: (a) Stress and stretch response of three different volume fractions; Effect of volume
fraction on (b) initial elastic modulus E11 , (c) ultimate tensile strength S11 and (d) stretch
to rupture λR ; solid line is a Weibull distribution fitted to the data.
regimes for λR correspond to two distinct modes of failure. A Weibull function is fit to the
data in Fig. 4.3d (solid line), revealing an excellent agreement with the experimental data.
Weibull distributions have been previously used in probabilistic constitutive laws of fibrous
materials, e.g., for capturing the contribution of collagen to the stress-stretch behavior in
subfailure stretch regimes in ligaments.113, 149
We also characterized the complex stress-stretch response of the lower volume fraction
composites under cyclic loading. Fig. 4.4a shows a representative stress-stretch plot for a
specimen with 3 vol.% glass fibers when subjected to cyclic loading to increasing stretch
values. The stress-stretch behavior reveals behavior analogous to the Mullins effect observed
in rubbers.130 Initially prior to softening, the materials exhibit recoverable elastic response.
As the deformation continues through the softening region, the loading and unloading clearly
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exhibits hysteresis and residual stretch. Such variations on the classic Mullins effect have
been previously observed experimentally in other materials, such as particle filled rubber150
and carbon nanotube arrays.151 Fig. 4.4b shows the initial modulus as a function of the
maximum stretch for each loading cycle, giving one measure of the degree of damage in the
material. The initial modulus holds nominally constant for the first three loading cycles
(indicating minimal damage at small stretch) before undergoing a clear degradation in the
initial modulus upon loading to higher stretch, ultimately approaching a value comparable
to the modulus of the pure PDMS matrix.
(a)

(b)

Figure 4.4: (a) The stress-stretch response of a longitudinal specimen with 3 vol.% glass
fibers upon subjection to cyclic loading to increasing stretch, comparable to the Mullins
effect (b) Initial modulus vs. maximum stretch for each loading cycle.
4.3.2. Macroscale in situ optical characterization
The Mullins-like cyclic data of Fig. 4.4 is indicative of a microstructure that is undergoing damage in the stretch-softening portion of the stress-stretch curve. It turns out that
this affects the specimen in ways that can be observed macroscopically. We recorded highresolution images of the surfaces of specimens with 5 vol.% glass fiber during uniaxial
stretch. Representative longitudinal (ϕ = 0◦ ) and transverse (ϕ = 90◦ ) stress-stretch curves
are shown in black and red, respectively, in Fig. 4.5a. The images of the samples corresponding to the seven different indicated values of stretch are shown in Fig. 4.5b. Initially,
the composites are optically transparent for both longitudinal and transverse specimens.
However, when stretched beyond λ = λ2 the longitudinal samples exhibit an irreversible
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whitening similar to crazing or other void formation in polymer systems. However, crazing is not usually observed in pure PDMS (typically opacity increases during stretching
of PDMS due to thinning of the material152 ). The evident whitening first appears locally
and subsequently spreads across the rest of the sample (λ3 through λ5 ). Eventually, the
entire sample exhibits this change (see λ7 ). The transverse samples, however, do not exhibit
comparable whitening, remaining mostly transparent as they are stretched to failure.
(a)

(b)

λ2

λ3 λ
λ7
4 λ5 λ6

λ1

λ1

λ2

λ3

λ4

λ5

λ6

λ7

Figure 4.5: (a) Experimental stress-stretch behavior of longitudinal (black) and transverse
(red) samples with 5 vol.% glass fibers (b) optical images of the samples when stretched to
the indicated stretch level.
The non-homogeneous initiation of whitening in Fig. 4.5b is associated with non-homogeneous
deformation, which we quantify via DIC, using the high-resolution images recorded during
the tensile test. Fig. 4.6a shows the evolution of the local stretch field for both longitudinal and transverse loading during uniaxial tension, corresponding to the stretch values
indicated by the red marks in Fig. 4.6b. For specimens loaded longitudinally (parallel with
the fiber direction), deformation is approximately homogeneous for small deformation (λ1
to λ2 ). Non-homogeneous deformation becomes evident for λ ≥ λ2 , where the stress-stretch
data indicates the onset of softening. Following initial yielding (λ = λ3 ), the region of high
stretch grows but remains somewhat localized as a band. Within this region the maximum
local stretch is approximately 3, while the globally-applied stretch is only 1.43. As the
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sample is subject to further loading, the region of high stretch grows and eventually takes
up the entire field of view. In contrast, the specimens loaded transversely (perpendicular to
the fiber direction) exhibit a much more homogeneous stretch fields at all values of applied
stretch. As another way to capture these different deformation patterns, Fig. 4.6c shows the
standard deviation s(λ) of the stretch within the field of view as a function of the applied
stretch. For longitudinal loading, s(λ) increases significantly between λ2 and λ3 , coinciding
with the appearance of localized stretching in Fig. 4.6a. This quantity continues to rise
until λ5 , at which point the total regions of elevated local stretch account for nearly half
the sample. On the other hand, s(λ) remains very low for transverse loading, in agreement
with the observed homogeneous stretch field.
λ1=1.15 λ2=1.29 λ3=1.43 λ4=1.57 λ5=1.71 λ6=1.85 λ7=1.99 λ8=2.13

ϕ = 90°

ϕ = 0°

(a)

(b)

ϕ = 0°

(c)
ϕ = 0°

ϕ = 90°

ϕ = 90°

Figure 4.6: Non-homogeneous deformation observed at the macroscale: (a) Full-field stretch
maps recorded via DIC at the stretch values indicated in panels (b) and (c), for both
longitudinal (ϕ = 0◦ ) and transverse (ϕ = 90◦ ) loading; (b) representative experimental
stress-stretch curves for both samples; (c) standard deviation of the local stretch values
measured across the full sample as a function of the globally-applied stretch.
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4.3.3. In situ microstructural characterization
To understand the origin of the non-homogeneous deformation and stress-stretch behavior
we characterize the evolution of the microstructure during loading. Tensile specimens were
stretched under a microscope to allow high-resolution in situ optical measurements. These
images were used to both observe the evolution of the local microstructure (e.g., fiber
realignment and matrix-fiber debonding) but also to perform microscale DIC, giving highresolution stretch fields. The full field stretch maps are shown in Fig. 4.7a for the four
loading steps (λ1 ,λ3 ,λ5 ,λ7 ) indicated in Fig. 4.7b. These indicate that the non-uniform
stretch field observed at the macroscale is also a feature at the microscale. The standard
deviation of the field s(λ) is again plotted in Fig. 4.7c, where again the composites loaded
longitudinally show significant non-homogeneous deformation, whereas the samples loaded
transversely do not.
Local damage can be observed in the microscope images during stretch. Fig. 4.8a shows the
reference image for a longitudinally-loaded sample before stretching with overlay of the final
local stretch map in Fig. 4.7b. We chose to monitor two regions closely during stretching,
indicated by the yellow and blue boxes in Fig. 4.8a. The yellow region has a high degree
of deformation and the blue region has relatively low deformation. Enlarged images of
these two regions are shown for four different values of applied stretch in Fig. 4.8b. Within
the high-stretch (yellow) region fiber debonding can be seen as early as the first loading
step (λ ≈ 1.035). By the third loading step (λ ≈ 1.105) a large number of fibers in this
region have debonded from the matrix. By the fifth loading step (λ ≈ 1.14) almost all
fibers within the region have partially or fully debonded from the matrix. In contrast, the
small-stretch (blue) region only shows a small amount of fiber debonding across all loading
steps. The co-location of the fiber debonding in the regions of high local deformation and
whitening indicates that the fiber debonding is the underlying mechanism producing the
softening in the stress-stretch curves, the localization of stretch during deformation, and
the macroscopic whitening.
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λ1 ≈ 1.035, <λ> = 1.042 λ3 ≈ 1.105, <λ> = 1.137 λ5 ≈ 1.175, <λ> = 1.289 λ7 ≈ 1.25, <λ> = 1.410

ϕ = 0°

(a)

ϕ = 90°

λ1 ≈ 1.035, <λ> = 1.027 λ3 ≈ 1.105, <λ> = 1.107 λ5 ≈ 1.175, <λ> = 1.189 λ7 ≈ 1.25, <λ> = 1.258

(b)

(c)
λ5
λ3

λ7

ϕ = 0°

ϕ = 0°
λ1

ϕ = 90°

ϕ = 90°

Figure 4.7: Non-homogeneous deformation observed at the microscale: (a) Full-field stretch
maps recorded via DIC at the approximate stretch values indicated in panel (b); scale bars
are 500 µm; (b) representative stress-stretch plots for both samples; (c) standard deviation
of the local stretch values measured across the full sample.

4.4. Modeling
4.4.1. Micromechanical Model
To better understand the experimental data and the importance of the observed fibermatrix debonding we developed a micromechanical model derived from a simple extension
of the shear lag model.135, 136, 153 We incorporated the experimentally-measured fiber length
distribution and fiber-matrix debonding probability using a Weibull distribution into shear
lag model. In the shear lag model, fibers and matrix are assumed to be initially perfectly
bonded. With the application of an external load, the applied stress is transferred from
matrix to fibers by means of interfacial shear stress at the fiber-matrix interface and normal
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Figure 4.8: Fiber-matrix debonding during deformation: (a) micrograph of an undeformed
specimen with the final local stretch map overlaid (from Fig. 4.7a); (b) micrographs of the
yellow and blue regions indicated in panel a, here with global stretch applied (all scale bars
are 200 µm); red markers indicate newly-debonded fibers.
stretching at the ends of fibers. The stress-stretch relationship135, 136 for this ideal case is


(Ef − E ′ ) tanh (ns0 )
σ = (λ − 1) f Ef (1 −
) + (1 − f )Em
Ef ns0

(4.1)

with


2Em
n=
Ef (1 − νm ) ln(1/f )

1/2
(4.2)

and
E′ =

Ef [1 − sech(ns0 )] + Em
2

(4.3)

where f is the volume fraction of fibers, Ef and Em are the stiffness of fiber and matrix,
respectively, νm is the Poisson’s ratio of the matrix, and s0 =L/r is the ratio of half length
L and radius r of fiber. With increasing external loading the shear at the fiber-matrix
interface increasingly distorts the matrix, producing a maximum shear stress at the ends of
the fibers. The maximum interfacial shear stress is:

τi =

n(λ − 1)
Ef
2 coth(ns0 )
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(4.4)

Once debonding of the fiber and matrix initiates, the length of the bonded region, Lt ,
decreases, producing a stress transfer aspect ratio st = Lt /r that is calculated by taking
τi = τc in equation (4.4), where τc is the critical shear stress for the fiber-matrix interface:

st =

1
n(λ − 1)
Ef )
coth−1 (
n
2τc

(4.5)

A Weibull distribution is introduced in the model to indicate the probability of debonding,
Pf , at the fiber-matrix interface for a given fiber length L and shear stress τi :

L τi m 
Pf = 1 − exp −
( )
Lc τc

(4.6)

where Lc is a length of fiber associated with the shear stress at τc , and m is the Weibull
modulus. The probability that the fibers remain fully bonded to the matrix is then Ps =
1 − Pf . From equations (4.1) and (4.6), the stress-stretch relationship becomes


(Ef − E ′ ) tanh (ns0 )
tanh(nst )
) + f Pf Ef (1 −
) + (1 − f )Em (4.7)
σ = (λ − 1) f Ps Ef (1 −
Ef ns0
nst

The the fiber length distribution in the printed samples is measured as described in Section 4.2.1, giving a mean and standard deviation for PL , which is incorporated into the
modified shear lag model as:
"

Z

σ = (λ−1) f Ef
0

#


(Ef − E ′ ) tanh (ns0 ) 
tanh(nst ) 
Ps 1−
+Pf 1−
PL dL+(1−f )Em
Ef ns0
nst
(4.8)

∞



4.4.2. Constitutive Model
The micromechanical model proposed above is useful for providing mechanistic insight into
the failure process of our material. However, it is often difficult to apply in complex loading
scenarios. As a more practical tool, we developed a constitutive model for these fiberreinforced composites that makes use of a damage parameter. For a fiber-reinforced incom-
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pressible non-linear elastic solid, the constitutive response can be modeled using the strain
energy function as follows:128

W = Wm (I1 , I2 , I3 ) + Wf (I4 , I5 )

(4.9)

where I1 to I3 are the invariants of the right Cauchy-Green Deformation tensor C = FT F
with deformation gradient F = ∂x/∂X, and X and x are the position vectors in the reference
and the deformed configurations, respectively. I1 to I3 are defined as:
1
I1 = tr C, I2 = [(tr C)2 − tr(C2 )], I3 = detC
2

(4.10)

I4 and I5 are additional invariants with fiber reinforcement in a direction defined by a unit
vector A:
I4 = A · (CA), I5 = A · (C2 A)

(4.11)

Damage is incorporated in both the matrix and fiber strain energy terms following the
pseudo-elastic model introduced by Ogden and Roxburgh.154 The scalar dm represents the
damage from the virgin state of the matrix material, which is history dependent, and df
represents damage to the fiber reinforcement:

W = (1 − dm )Wm + ϕm (dm ) + (1 − df )Wf + ϕf (df )

(4.12)

The damage function is defined such that ϕ(0) = 0, and the Cauchy stress takes the form:

T = (1 − dm )Tm + (1 − df )Tf

(4.13)

Tm and Tf are the Cauchy stress resulting from undamaged strain energy. Both damage
parameters are related, as shown in the previous section, by sharing the same underlying
mechanism of fiber debonding. Debonding contributes to the matrix damage term due to
void nucleation at the debonding sites. Debonding contributes to the fiber damage term
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as less stress is transferred from the matrix to the fibers. Since both terms depend on the
same mechanism, we expect the two damage parameters to take the same form, defined in
previous work:119, 155


αi
di (αi ) = 1 − exp −
β

(4.14)

where i can be either m or f , corresponding to matrix and fiber, respectively. β is a model
parameter which determines the rate of damage. (Equation 4.14) suggests the damage is
related exponentially to some effective strain energy function, referred to as the damage
evolution parameter αi (λ) under uniaxial loading with stretch λ:120, 134

αi (λ) = max

p

p
2Wi (λ) − 2Wi (λc ), 0

(4.15)

Where λc is the stretch at which damage would start to occur. This definition implies α
(same as di ) will remain zero before deformation reaches λc . Note the damage evolution
for both matrix and fiber reinforcement is controlled by a sole shared fitting parameter β
reflecting the mechanistic relationship between matrix and fiber damage.
The matrix damage dm is primarily responsible for modeling loading and unloading behavior
of the matrix material, which takes the form:154

dm =




0

, if αm reached first time.




dm

(4.16)


max αm (λ(s)) − αm

, otherwise.

s∈[−∞,t]

However the fiber reinforcement damage df is primarily responsible for modeling the softening of the primary loading curve. Hence we use the form of damage definition defined by
Simo:132



df (αf )


df =


df
max αf (λ(s))
s∈[−∞,t]
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, if αf reached first time.
(4.17)
, otherwise.

Both damage for matrix and fibers depend on the loading history per the definitions. First,
during monotonic loading the matrix damage will not initiate (dm = 0). Secondly, the fiber
damage will not decrease during loading and unloading.
We use the Holzapfel-Gasser-Ogden (HGO) model to capture the response of our fiberreinforced hyperelastic material with an incompressible matrix, as in our previous work of
similar material:117
µ
(I1 − 3)
2
µk1 k2 (I4 −1)2
− 1]
[e
Wf =
2k2

Wm =

(4.18)

For this proposed strain energy function, the corresponding Cauchy stress for each virgin
strain energy under uniaxial stretch can be expressed as:128, 154, 156
Tm = µ(λ2 −

1
)
λ

(4.19)
2

Tf = 2µk1 (I42 − I4 )ek2 (I4 −1)

The invariant I4 can be directly expressed from the stretch λ and fiber orientation ϕ when
the material is under uniaxial stretch:
I4 = λ2 cos2 ϕ + λ−1 sin2 ϕ

(4.20)

In the case of loading along the fiber direction (ϕ = 0◦ ), I4 = λ2 . The Cauchy stress in the
stretch direction can be computed as:

T11 = (1 − dm )Tm + (1 − df )Tf

(4.21)

The stress consists of contributions from the matrix Tm and from the fiber Tf , with the
latter being related to the stress damage parameter. Five parameters are required for the
constitutive model presented here: material-related constants µ, k1 , and k2 , and damage-
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related constants: β, λc . Finally, to fit our experimental results the Cauchy stress can be
transformed to nominal stress as follows:
σ11 = λ−1 T11

(4.22)

4.5. Discussion
4.5.1. Micromechanical Model Results
To start, the micromechanical model (Equation 4.8) is calibrated as a function of volume
fraction using the experimental stress-stretch curves obtained from longitudinal specimens.
Fig. 4.9a shows the results of this fit, with parameters Ef =60 GPa, νm =0.45, r=15 µm
Em =2.2 MPa, τc =4 MPa, and Weibull paramter m=5. Our modified shear lag model captures the features of all three cases, with only variations in the fiber length distribution,
which is experimentally measured for each volume fraction, and the critical length Lc (Table 4.1). These fiber length distributions are shown in Fig. 4.9b. The length distributions
do not vary significantly at lower volume fractions (3% and 5%). However, as the fiber volume fraction increases, the average fiber length suddenly decreases, before again plateauing
for higher volume fractions (8% and 10%). Interestingly, this again fits the pattern of a
Weibull distribution. By incorporating the Weibull fit in our micromechanical model properties that will vary with volume fraction but which were not experimentally measured
can be predicted. For example, Fig. 4.9c shows the debonding probability (Equation 4.6)
for various volume fractions using the Weibull fitting parameters. Each plot also indicates
the stretch to rupture λR for each volume fraction and the fiber length distribution, both
obtained empirically. (Note the fiber length distribution is not scaled in the plot.) This
schematic helps explain how to compute the contribution from the fibers in Equation 4.8
by taking the fiber length distribution into account.
In addition to the fiber length distribution, the other parameter in the micromechanical
model that was varied the different volume fractions is the critical length Lc . Lc determines
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Figure 4.9: (a) Fitting using micromechanical model; (b) Fiber length distribution as a
function of volume fraction, measured experimentally; (c) probability of fiber debonding for
three volume fractions, with λR and unscaled fiber length probability PL overlaid.
when damage initiates for fibers of various lengths. As Lc increases, the probability of
debonding of a fiber increases at a set fiber length and stretch value. As a result, the
debonding probability plot shown in Fig. 4.9c will shift down. Physically, a larger Lc will
result in earlier onset of debonding in the fibers. We vary the value of Lc and calculate
the mechanical properties such as initial modulus E11 and strength S11 using the computed
stress-stretch curve from the micromechanical model for each volume fraction. The ultimate
tensile stress is calculated as σ11 (λR ), where λR for each volume fraction is calculated using
the empirical fit Weibull distribution for stretch to rupture shown in Fig. 4.3d. The result
is shown in Fig. 4.10a and b. This shows that by increasing Lc the initial modulus and
strength at a given volume fraction will generally increase, except for the evident decrease in
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Table 4.1: Parameters used to fit the micromechanical model to experiments.
Lc (µm) L0 (µm)
3%
50
110±42
5%
70
108±39
10%
130
75±37
strength at lower volume fractions. This latter effect is a result of the much higher rupture
stretches λR at lower volume fraction (hence the ultimate tensile stress is essentially that of
matrix). Additionally, the initial modulus E11 does not show perfectly linearly monotonic
behavior. There is a slight plateau around the transition volume fraction (6%), which is
the volume fraction at which the fiber lengths start to decrease. Similarly, the ultimate
strength also reverse its trend at this volume fraction as it increases with increasing fiber
volume fraction.
Another parameter from the micromechanical model is τc , the interfacial shear strength
between matrix and fibers, which is a physical quantity that could in principle be tuned
by adjusting adhesion strength between the matrix and fiber. However, since the materials and fabrication approach do not vary from sample to sample, τc remains unchanged.
Hypothetically, there are a variety of ways to change this property. For example, plasma
treatment can be used to improve the adhesion strength between PDMS and glass fibers.
The effect of τc on the mechanical properties is also computed and shown in Fig. 4.10c and
d. Similar to the trends for Lc , an increase in τc generally increases both the initial modulus
and strength for a given volume fraction. Interestingly, an increase in τc initially increases
the initial modulus significantly, though it has a minimal effect at higher values. Fig. 4.10e
and f show the fit from the micromechanical model together with the experimental results
previously shown in Fig. 4.3b and c. The model correctly predicts the non-monotic trend
in strength as a function of volume fraction, with an initial decrease followed by a large
increase. The model also predicts the kink in the initial modulus (E11 ) versus volume
fraction.
The micromechanical model provides insights to the change in mechanical properties as
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(a)

(c)

(e)

(b)

(d)

(f)

Figure 4.10: Effect of (a-b) τc and (c-d) Lc on mechanical properties. (e) Ultimate tensile
strength S11 and (f) initial modulus E11 for various volume fractions using τc = 4 MPa and
Lc = 150 µm for the model, fitted by experiments.
a function of fitting parameters that have physical significance, such as the fiber length
distribution and the interfacial shear strength between matrix and fibers. The simple model
predicts even the subtle anomalous effects observed in the experiments for the mechanical
behavior as a function of volume fraction.
4.5.2. Constitutive model results
The experimental stress-stretch curves (solid) and their corresponding fit using the constitutive model (dashed) are shown in Fig. 4.11a, showing good agreement across the relevant
range of volume fractions. The values of the constitutive model’s parameters used to fit the
model to experiments are shown in Table 4.2. These parameters include material parameters µ, k1 , and k2 , and damage evolution parameters β and λc . The material parameter µ
corresponds to the matrix material while k1 is the fiber reinforcement factor. k1 is a function of the fiber volume fraction, with larger volume fractions leading to larger values of
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(a)

(b)

10% VF

3% VF

5% VF

Figure 4.11: Fitting the constitutive model (dashed) to experiments (solid) to capture the
effect of (a) volume fractions and (b) fiber orientation on the stress-stretch behavior.
k1 . The effect of k2 is insignificant, similar to previous results.117 The damage evolution is
controlled by β, with larger β indicating slower damage evolution. In addition, the constitutive model can accurately predict the effect of fiber orientation. Using the definition of the
invariant from Equation 4.20, we fit the experimental results for 5 vol.% fibers with various
orientations as shown in Fig. 4.11b. To fit the model to loading scenarios with different
orientations we fixed the material parameters, only allowing damage evolution parameters
β, and λc to vary. These plots show that the constitutive model qualitatively captures the
transition between softening behavior (observed when loading is mostly in the direction of
the fibers) and matrix-dominated deformation (when loading perpendicular to the fibers).
Table 4.2: Parameters used to fit the constitutive model to experiments.

3%
5%
10%

µ (MPa)
1.23
1.5
1.5

k1
0.55
0.9
2.4

β
0.25
0.30
1.0

λc
1.17
1.17
1.17

The effect of damage evolution parameters on damage evolution is closely examined in
Fig. 4.12. Since dm is always 0 when the material is under monotonic loading, we would
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only focus on df in analyzing monotonic fitting of constitutive model. The evolution of
damage to fiber reinforcement df with various β in longitudinal loading condition is plotted
in Fig. 4.12a. The damage initiates when the stretch approach the critical stretch λc where
α(λc ) = α0 . As the damage shape parameter β increases, the damage evolves slower.

(a)

(b)

λc

(c)

(d)

Figure 4.12: (a) Effect of the damage evolution parameters at ϕ = 0◦ . Effect of the fiber
orientation on, respectively, (b) the Cauchy stress from fiber reinforcement Tf (inset shows
this at lower stretch values), (c) damage evolution damage d at β = 0.35 and λc = 1, and
(d) damaged Cauchy stress from fiber reinforcement.
Additionally, the fiber orientation can have a large influence on the damage evolution. The
Cauchy stress due to fiber reinforcement and df are plotted for various fiber orientations
in Fig. 4.12b-d. Importantly, the fiber reinforcement when ϕ = 90◦ is negative throughout. This is consistent to the finding of instability and loss of ellipticity under such loading
conditions.122, 123, 128, 157 The orientation also has a large effect on the shape of the damage
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parameters. The damage evolves more slowly as the loading becomes more perpendicular
to the fiber alignment, as shown in Fig. 4.12c. For smaller angles, the evolution of damage
in df follows similar behavior. The less aligned that the loading is with the direction of
fiber alignment, the more slowly the damage evolves, even with the same damage evolution parameter. However, for this more perpendicular loading the stress increase due to
reinforcement is already much lower at larger stretch values, as shown in Fig. 4.12b. The
stress contributed from fiber reinforcement with damage model is shown in Fig. 4.12d where
it shows the ability of the continuum model to capture softening observed in experiment.
The ability of the continuum model to capture damage evolution and many details of the
stress-stretch response under various loading configurations makes it a potentially useful
approach in modeling the mechanical response of fibrous composites with more complex,
heterogeneous distributions of fiber alignment, as is possible with 3D printing,99, 117, 158 as
considered for future studies. However, the implementation of the model under complex
loading conditions should be performed carefully. As pointed out in the experimental results, deformation of the PDMS-GF composite material can be highly heterogeneous. A
large enough domain should be considered such that these heterogeneities are averaged out
to ensure an accurate overall response of the material.
The other advantage of the constitutive model is its handling of the damage state of the
composite as a function of loading history. This can be used to model the Mullins-like effect
that was observed in cyclic-loading experiments (Fig. 4.4). The fitting using this damage
model for loading and unloading is shown in Fig. 4.13. The stress-stretch response with
loading history identical to the experiments is shown in Fig. 4.13a. During initial loading,
the material exhibits elastic response with no hysteresis, as no damage is initiated when
λ < λc . As loading crosses the critical stretch λc where softening occurs during uniaxial
loading, damage develops and a hysteresis is observed during loading and unloading. The
loading and unloading dependence is incorporated in both damage parameters, dm and
df , which share a common fitting parameter β, as described in the previous section. As
discussed for the case of monotonic loading, β represents the rate of damage evolution. The
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experimental result of the Mullins-like behavior is also revealed in changes in the initial
modulus with increasing deformation. Under the pseudo-elastic constitutive model, one can
extract the fiber damage evolution from the degradation of the initial modulus as:154, 159
1 − df (λ1 )
E(λ1 ) − Emin
=
E(λ2 ) − Emin
1 − df (λ2 )

(4.23)

Where Emin is the stiffness of the fully-damaged material. With this condition, initial
stiffness during reloading can be expressed as a function of the maximum stretch achieved
previously:
E(λ) = Emin + (1 − df )(Emax − Emin )

(4.24)

where Emax is the stiffness of the undamaged composite material, which can be extracted
from the experimental results. Using Equation 4.17, the damage parameter df can be fit to
the experiments, as shown in Fig. 4.13b. The fiber damage evolution parameter produces
the exponential degradation in initial modulus, as observed in experiments.
The damage evolution is shown in Fig. 4.13c and d for dm and df , respectively. The
unloading path is largely a function of the maximum effective strain energy, as described
in Equation 4.16. The damage to fiber reinforcement df is seen to hold during unloading
and reloading until it exceeds the prior maximum. The loading portion maps out the
damage per monotonic loading shown in Fig. 4.12a. Most interestingly, the best fit of
df using the experimental data in Fig. 4.13b is also plotted here as a dashed line, which
is very close to the model parameter used to fit the Mullins-like result. However, there
are still a few key differences between the experimental results and our model. First, our
experiments show separate loading and unloading behavior with hysteresis which is not
the case in the model. Secondly, our model does not account for residual stretch after
unloading, unlike observations in experiment. Both of these differences could be addressed
by adding parameters that control the residual stretch as a function of maximum strain
energy as suggested in previous literature.150 However, these phenomena are not the focus
of the present work, and we therefore focus here on the use of our phenomenological model
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(a)

(b)
Emax

Fitting with Eq.21

Emin

(c)

(d)

df from Eq.21

Figure 4.13: (a) Plot showing fitting of the constitutive model to the cyclic experimental
data exhibiting the Mullins-like effect; (b) Best fitting using damage model in Equation 4.17
and the experiment results of the initial modulus during reloading. Damage evolution during
loading and unloading for (c) matrix damage dm and (d) fiber reinforcement damage df .
that demonstrates the promise of accurately predicting the loading behavior and damage
evolution in the 3D-printed composite with the fewest number of parameters.

4.6. Conclusion
In summary, we have fabricated short fiber composites with a soft, nearly incompressible
matrix and controlled fiber orientation using 3D printing. We have performed a systematic
study of the effects of volume fraction and fiber orientation on the mechanical response.
Contrary to classical models, the ultimate tensile strength does not increase monotonically
with volume fraction. Instead, a sharp transition is observed with increasing volume fraction from a regime with substantial softening and ductility at lower volume fractions to
a regime with low rupture stretch and no softening at higher volume fractions, leading to
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a non-monotonic strength increase. We also observed history-dependent behavior comparable to the Mullins effect under reloading of the specimens. To better understand the
mechanism causing the softening, we conducted in situ optical imaging and digital image
correlation during loading experiments, at both macroscopic and microscopic length scales.
This allowed us to identify fiber debonding as the cause of the mechanical softening, and
to relate it to the observed whitening and non-homogeneous deformation, an effect most
pronounced when loading is parallel with the fiber direction (longitudinal). These effects
are not observed when loading is perpendicular to the direction of fiber alignment (transverse), which is explained by the anisotropy of the fibrous reinforcement. Furthermore, we
developed two models to explain the macroscopic response for different volume fractions and
fiber orientations: i) a micromechanical model and ii) a constitutive model. Both models
provide direct insight into damage evolution in the composite, and accurately predict the
mechanical behavior under various volume fractions and fiber orientations. The constitutive
model is able to accurately fit the Mullins-like response observed during cyclic loading in
the experiments and to predict the damage parameter obtained via the degradation of modulus during these tests. The above fundamental understanding will enable future studies of
failure in composites with more complex, spatially-varying fiber distributions that can now
be produced via 3D printing.
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CHAPTER 5 : Tough, aorta-inspired soft composites
By Chengyang Mo, Haiyi Long, Jordan R. Raney, under review

Abstract
Spatial variations in fiber alignment (and, therefore, in mechanical anisotropy) play a central
role in the excellent toughness and fatigue characteristics of many biological materials. In
this work, we take inspiration from the spatial variations of fiber alignment found in the
aorta to 3D print soft, tough silicone composites. In addition to the critical role played
by fiber orientation, we also find the the strength of the fiber-matrix bond is a second
crucial parameter for improving the fracture properties of the composites, a parameter that
we control by applying an acid treatment to the fibers prior to mixing the polymer and
fibers. Together, fiber orientation and fiber treatment can produce a threefold increase in
toughness and a twofold increase in the fatigue threshold. These aorta-inspired composites
exhibit mechanical properties comparable to skin, with excellent combinations of stiffness
and toughness not previously observed in synthetic soft materials.
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5.1. Introduction
Soft materials play a crucial role in applications as diverse as tissue engineering,160 stretchable electronics,16, 161, 162 bio-adhesives,163 hydrogel optical fibers,164 stretchable ionic conductors,165 and soft robotics.166–169 In order to meet these engineering demands, soft materials with a wide variety of chemical functionalities and mechanical properties have been developed. However, engineered soft materials still typically suffer from low toughness, which
causes poor reliability and premature failure under both static and cyclic loading.170, 171
New soft materials with higher toughness and fatigue thresholds are critical for these applications.
Nature provides many examples of both structural and soft materials that are resistant to
failure, even when cracks or other flaws are present in the material. This is typically achieved
via some form of heterogeneity, such as tiling of soft and stiff materials40 or spatial variations
in fiber orientation.172 For example, nacre is extremely resistant to failure due to its “brick
and mortar” geometry, comprising hard mineral “bricks” and soft proteinaceous “mortar”,
that can deflect and slow crack propagation.8, 37, 41 Helical arrangements of collagen fibers
contribute to toughening by inhibiting crack propagation in biological materials such as
arterial walls173 and osteons.35, 40 Similarly, the dactyl club of the mantis shrimp contains
helical (Bouligand) arrangements of chitin fibers that provide toughening by forcing cracks
to twist as they propagate.38 Toughening mechanisms that rely on such spatial variations
of fiber orientation have also been realized in synthetic materials to improve both toughness
and fatigue properties.174
In all of the above examples of natural microstructures, the geometric arrangement of
internal interfaces is crucial for achieving crack deflection, a key mechanism for higher
toughness.40 However, the geometric arrangement of material phases is not sufficient in
itself for achieving the failure properties necessary to an organism’s function, including
strength, toughness, and fatigue resistance; the interfacial properties between different material phases in the microstructure are equally important for achieving these, and must exist
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within relatively narrow bounds. For crack deflection to dissipate meaningful amount of
energy as it deflects, the interfacial toughness needs to be high, but not high enough that
leads to crack penetration through the interface.84, 175 In nacre, the outermost layer is the
most resistant to failure, with the highest interfacial toughness between the minerals and
protein.43 This arrangement best shields the shell from rapid crack propagation through
the protein layers. In fibrous composites, the role of adhesion between fiber and matrix is
also important to the toughness of the composites. In general, higher interfacial toughness
and critical shear strength between the matrix and fibers can lead to higher toughness.135
However, the toughness can not be improved without bound. Other failure mechanisms,
such as fiber fracture and matrix fracture (which are even more relevant for soft composites), will eventually initiate. Nevertheless, the importance of these interfacial properties
are often neglected in research on bioinspired composites. In many cases, this is due to the
use of commercial multimaterial 3D printers with limited materials and little if any control
over interfacial properties between these materials.
We employ direct ink writing (DIW)89, 93 to 3D print composites that consist of polydimethylsiloxane (PDMS) reinforced with short glass fibers (GFs). The shear between the
material and the nozzle as it is extruded causes alignment of elongated fillers along the
print path.107, 115 This can impart significant mechanical anisotropy to the composite, including both elastic properties116, 117, 146 and failure properties.99 By controlling the print
path we can therefore control the spatial distribution of the fiber orientation, and hence the
spatial distribution of the mechanical anisotropy. With the ultimate goal of understanding the failure properties of complex, aorta-inspired fiber composites, we first consider the
failure characteristics of the simpler case of composites with in-plane spatial heterogeneity,
illustrated in Fig. 5.1a. During failure of such specimens, a crack must propagate through
alternating regions in which fibers are oriented parallel with or perpendicular to the direction of crack growth. In past work, similar specimens with alternating “soft” and “stiff”
domains have been shown to have excellent failure characteristics.20 However, in this work,
the mechanical contrast is obtained with a single material instead of relying on two distinct
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Figure 5.1: (a) Schematic of composites with in-plane heterogeneity with spatial variations in fiber orientation leading to elastic contrast. (b) Schematic of the aorta, with three
concentric layers; the outermost and innermost layers show a wide distribution of fiber orientations, associated with relatively isotropic mechanical properties; the middle layer has
circumferentially-oriented, nominally unidirectional fiber orientation, causing mechanical
anisotropy. (c) Schematic of an aorta-inspired composite printed via DIW using a rotational nozzle. (d) Cross-sectional schematic, artificially colored microscope image, and fiber
orientation distribution for layers printed without (left) and with (right) nozzle rotation.
Printing direction is indicated by black arrows. For the microscope images, the focal plane
is near the top surface of the filaments, showing the fiber alignment where the rotational
shear field was large; the false color indicates the local fiber alignment (see Methods).
materials, simply by printing a sequence of regions with unidirectional, perpendicularlyoriented fiber orientations (Fig. 5.1a). After this, we consider the more complex case of
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aorta-inspired spatial variations in fiber orientation. These latter specimens are printed
using the same GF-reinforced PDMS material but now with a rotating nozzle (Fig. 5.1b-c).
The rotating nozzle imparts a rotational shear during extrusion of the composite, causing
the fibers to be oriented helically (Fig. 5.1c-d).99 The fibers at the surface of the filament,
where they are near the rotating inner wall of the nozzle, experience a shear field with
nominal angle φ = tan−1

ωr
v

(Fig. 5.1c), as determined by the rotational speed ω, the trans-

lational speed v, and the radius of the nozzle r.99 We designate the actual distribution
of fiber orientations at the surface of the filament as ρ(ϕ) (distinct from φ, defined above,
which is the predicted angle corresponding to the idealized shear field). ρ(ϕ) is measured
by analysis of microscope images (see Fig. 5.1d, with left and right panels showing the fiber
orientation distribution for the cases of no rotation and rotation, respectively). With no
nozzle rotation the fibers are predominantly aligned in the printing direction (0◦ ). With
nozzle rotation, the fibers at the surface of the filaments have an orientation distribution
with a peak at a nonzero angle with respect to the printing direction, as shown in Fig 5.1d.
In general, a larger value for φ shifts the peak value of the distribution to a larger angle
and widens the fiber orientation distribution at the surface of the filament (Fig. C.2b).
Note, however, that the fibers at the center of the filament remain nominally aligned in the
printing direction, leading to a quasi-isotropic mechanical response in regions of the specimen printed with nozzle rotation.99 The aorta-inspired soft composite is printed in three
layers as shown in Fig. 5.1c. The first and third layers are designed to mimic the intima
and adventitia, respectively, requiring a wide distribution of fiber orientations and approximately isotropic mechanical properties (Fig. 5.1a). This is achieved by printing these layers
with the nozzle rotating. The middle layer is designed to mimic the media layer, which
has a narrow distribution of fiber orientations and significant mechanical anisotropy. This
is achieved by printing without rotation. As discussed later, this aorta-inspired fiber arrangement increases the toughness of the PDMS-GF composite threefold. In addition to
this improved toughness, the aorta-inspired composites also have a fatigue threshold up to
twice that of homogeneous, unidirectional composites. As will be shown, this combination
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of high toughness and fatigue threshold place the aorta-inspired composite in previously
unoccupied property space for synthetic soft materials, with similar stiffness and higher
toughness than skin. This combination of properties could allow the composites developed
in this work to have wide application in soft robotics, stretchable electronics, and medical
devices.

5.2. In-plane heterogeneity results
The toughness (or critical energy release rate) of soft materials is characterized by loading both notched and unnotched specimens under tension at a constant displacement rate
until failure, as illustrated in Fig. 5.2a.15, 62 First, the strain energy density is obtained
for unnotched specimens from their stress-stretch curves (Fig. 5.2a (top)). The toughness
is then computed as the energy per crack area stored in the material ahead of the crack
at a critical stretch λc when the crack starts to propagate. First, we consider the simpler
case of in-plane heterogeneity (Fig. 5.1a), in which fibers are oriented differently in each
unidirectional domains, but with no nozzle rotation. Elastic contrast under this in-plane
configuration is controlled via the fiber orientation and the volume fraction of the fibers, as
shown in Fig. C.4. Larger volume fractions of fibers result in a higher degree of mechanical
anisotropy, leading to increased elastic contrast between two regions. However, there is a
practical limit to the maximum volume fraction, deriving, for example, from nozzle clogging
and non-uniform extrusion, as explored in previous works99, 115, 117, 146 ). The stress-stretch
response of the composites with in-plane heterogeneity is shown in Fig. 5.2b as a function
of volume fraction and the strength of the fiber-matrix bond (fibers treated with acid have
a stronger bond than those fibers not treated with acid, as will be discussed in more detail later). The toughness of the composites with in-plane heterogeneity is summarized in
Fig. 5.2c where the improvement in toughness is negligible at 5 vol.% even though large
elastic contrast is expected for in-plane heterogeneous composites. Fig. 5.2d shows the specimen after fracture, with distinct crack morphology observed in the two types of domains of
fiber alignment. As the crack reaches the interface from the softer region (fiber perpendicular to loading) to the stiffer region (fiber parallel to loading), it stops before it propagates
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again through the next stiff and soft region, stopping at the next soft to stiff interface until
it reaches the end the notched specimen (See SI movie S1). The interfaces between the
soft and stiff regions inhibit the crack as it propagates. Each large drop in stress in the
stress-stretch data for the notched composites shown in Fig. 5.2b corresponds to growth of
the crack through an interface between soft and stiff regions. As the crack reaches the next
interface, it stabilizes with additional loading before going through the interface again. This
behavior leads to the jagged loading curve observed in Fig. 5.2b, similar to that observed
in other PDMS systems.20, 21

5.3. Aorta-inspired heterogeneity results
In order to understand the behavior of aorta-inspired composites, we first consider the effect
of the idealized fiber rotation (φ) on the stretch-stretch responses of composites printed
with nozzle rotation. The stretch-stretch responses are shown as a function of φ for volume
fractions of 5 vol.% and 10 vol.% in Fig. 5.3a-b for unnotched and notched specimens,
respectively. For both volume fractions, the stiffness decreases as a function of rotation
speed, since increased rotation speeds cause fewer fibers to be oriented along the loading
axis (Figure 5.3c). This trend is consistent with prior observations in carbon-fiber epoxy
composites.99 In addition to this trend in stiffness, the softening instability that results
from fiber-matrix debonding106 for 5 vol.% composites is less pronounced as φ is increased,
similar to the effect of off-axis loading. If the volume fraction is increased from 5 vol.% to
10 vol.% there is a significant drop in the ductility of the composites due to the lower mean
distance between fibers, resulting in an associated increase in stress concentration when a
void occurs in the composite.176 However, as φ is increased, the increased helicity of the
fiber distribution results in higher ductility. The stretch of rupture for composites printed
with φ = 40◦ is λR = 1.5, whereas composites printed with φ = 0◦ (no rotation) have a
stretch of rupture of λR = 1.3 (see Fig. C.3b for stretch to rupture for all specimens).
For both volume fractions, an increase in φ is associated with an increase in the critical
stretch λc at which crack propagation initiates (see Fig. C.3c). Particularly, for composites
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Figure 5.2: (a) Schematic illustrating the approach used to measure toughness. (b) Fracture behavior of the composites with in-plane heterogeneity (alternating regions of
perpendicularly-oriented unidirectional fiber alignment) as a function of volume fraction
and fiber treatments based on stress-stretch behavior of notched specimens (see further
description of fiber treatment later). (c) Toughness measurements for notched specimens.
(d) Optical images of crack path with alternating regions of fiber alignment (indicated by
the direction of the white arrows).
with 10 vol.% glass fibers, the critical stretch increases from λc = 1.28 (φ = 0◦ ) to λc = 1.39
(φ = 40◦ ). However, this increase in critical stretch does not result in higher toughness
(Fig. 5.3d). For φ = 0◦ the toughness is low due to a low critical stretch. For φ = 40◦ the
toughness is low due to the low stiffness. The non-monotonic dependence of toughness on φ
is the result of this competition between critical stretch and stiffness. The composites with
the highest toughness have intermediate fiber orientations, φ = 20◦ for 5 vol.% and φ = 10◦
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Figure 5.3: (a) Response of unnotched specimens with various helical fiber orientations
for 5 vol.% and 10 vol.%. (b) Response of notched specimens with various idealized fiber
orientations (φ) for 5 vol.% and 10 vol.%. (c) stiffness and (d) toughness as a function of
volume fraction and idealized fiber orientation (φ).
for 10 vol.%. Most interestingly, the composites with any fiber rotation at 10 vol.% break
at a stretch that is very close to the stretch of rupture for unnotched composites. This
suggests that these composites are insensitive to flaws as large as the initial crack length
(a = 20 mm).
Now that we have characterized the effects of fiber angle and volume fraction for singlelayer specimens, we next consider three-layer composites with aorta-inspired, out-of-plane
heterogeneity, as illustrated in Fig. 5.1c. We print the top and bottom layers with φ = 20◦ ,
which was chosen because this case has the highest toughness (Fig. 5.3d). The stress-stretch
relationships for the notched aorta-inspired composites are also shown in Fig. 5.4a as a
function of volume fraction and the strength of the fiber-matrix bond. The corresponding
values for toughness are shown in Fig. 5.4b. The aorta-inspired composites exhibit much
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smoother stress-stretch curves during failure. This observation is supported by the crack
morphology after fracture, as shown in Fig. 5.4c. The aorta-inspired composites exhibit outof-plane variations in the crack surface, corresponding to the out-of-plane fiber arrangements
inspired by the three-layer aorta structure (Fig. 5.1b). It is not favorable for the crack
to propagate straight through the layers with rotated fibers. The arrangement of fibers
within the layers of the composites is associated with this crack morphology, which has
been previously shown to be associated with high toughness (due to the additional energy
required to twist the crack as it propagates).38
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Figure 5.4: Fracture behavior of the composites with aorta-inspired heterogeneity as a
function of volume fraction and fiber treatments: (a) Stress-stretch response of notched
specimens. (b) Toughness measurements for notched specimens. (c) Optical microscope
images of the crack path.
Little improvement in toughness is observed in the composites at low volume fraction
(5 vol.%), regardless of the chosen microstructure of the composites (i.e., composites with
in-plane heterogeneity vs. composites with aorta-inspired heterogeneity), and there is no
improvement in critical stretch. For larger volume fractions, the same spatial arrangements
of fiber orientation result in more significant heterogeneities due to the larger mechanical
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anisotropy that occurs when more fibers are present. This is why heterogeneous composites
with 10 vol.% can achieve higher critical stretch leading to high toughness. In addition to
mechanical anisotropy, the strength of the interfacial bond between the fibers and the matrix
is also critical in determining the toughness. Recent work on glass-polymethylmethacrylate
(PMMA) composites illustrates this point clearly, showing the importance of the strength
of the interfacial bond for achieving good failure properties (i.e., the geometric arrangement
of materials mimicking nacre or other natural composites is not sufficient by itself to obtain
good failure characteristics).177 Following this line of reasoning, we treated the glass fibers
with sulfuric acid prior to mixing our printable inks, increasing the toughness of the heterogeneous composites. This process increases the ultimate strength regardless of volume
fraction (though softening still occurs prior to fracture, which is indicative of fiber-matrix
debonding). The toughness of the unidirectional composites improves significantly (most
notably for specimens with 5 vol.% fibers), as shown in Fig. C.5h. Importantly, for both
high and low volume fractions, the stiffness of the composite remains unaffected (shown in
Fig. C.5d), suggesting that the acid treatment of the fibers does not physically alter the fiber
morphology. Significant improvements due to the improved interfacial strength associated
with the acid treatment are also observed for specimens with in-plane heterogeneity (e.g.,
Fig. 5.1a). The acid treatment increases the critical stretch from 1.25 to 1.42 for specimens
with in-plane heterogeneity printed with 5 vol.% fibers (Fig. 5.2b). (As in the unidirectional
case, the acid treatment does not alter the elastic contrast from one region to the other; see
Fig. C.5d and Fig. C.6a.) For 10 vol.% fibers, the composites with in-plane heterogeneity
and acid-treated fibers have a similar critical stretch to the 5 vol.% case. Here, the critical
stretch is limited by the rupture stretch of the composites in the stiffer region, meaning
further improvement of the critical stretch and toughness (Fig. 5.2c) is not feasible simply
through increasing the fiber volume fraction and the strength of the fiber-matrix bond. Finally, acid treatment of the fibers also increases the toughness of aorta-inspired composites
(Fig. 5.4a). Most significantly, the aorta-inspired composites with 10 vol.% acid-treated
fibers have an average critical stretch of λc = 1.46, the highest of all materials tested in this
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work. Ultimately, it is the combination of complex spatial variations in fiber alignment with
a strong fiber-matrix bond that leads to high toughness. Composites with in-plane heterogeneity at 10 vol.% fibers have a toughness as high as 17,000 J/m2 (2.5 times that of the
unidirectional composites). Aorta-inspired composites at 10 vol.% fibers have a toughness as
high as 24,000 J/m2 (three times that of the unidirectional composites). Remarkably, both
of these types of tough composites have a similar stiffness to the unidirectional composites
at 5 vol.% fibers.

5.4. Fatigue Properties
Lastly, we investigate the response of the composites under cyclic loading. Cyclic loading can
lead to failure via sequential growth of cracks. The fatigue threshold quantifies the maximum
loading amplitude during cyclic loading below which a crack would not grow. To obtain the
fatigue threshold experimentally, both notched and unnotched tensile specimens are loaded
cyclically at maximum applied stretches λmax ranging from 1.125 to 1.375 (Fig. 5.5a).
During cyclic loading of the unnotched specimens, the first cycle dissipates a large amount
of energy (i.e., there is a large area enclosed between the loading and unloading portions
of the stress-stretch curve; details in Fig. C.8) while subsequent cycles dissipate much less
energy (this hysteresis is shown in Fig. C.8).
PDMS-GF composites with 5 vol.% untreated fibers exhibit poor fatigue properties when
cyclically loaded with initial cracks. Cracks grow rapidly at a low stretch amplitude of
1.20. specimens with acid-treated fibers perform better under cyclic loading, surviving
more than 1000 cycles at a stretch of 1.375. Whether or not the fibers are treated with
acid, specimens loaded to a large stretch of λmax = 1.375 exhibit an initial phase of rapid
crack growth but can eventually reach a stable crack growth phase (see Fig. S9 and S12
for details). The extracted crack growth rate da/dN vs. applied energy release rate is
shown in Figure 5.5b. The applied energy release rate is related to the maximum applied
stretch as quantified with measured strain energy density and crack length (see Materials
and Methods for details). The measured fatigue limits of unidirectional specimens with
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Figure 5.5: (a) Illustration of fatigue threshold measurement: unnotched tensile specimens
are first cyclically loaded to measure the strain energy density associated with each cycle.
Notched specimens are loaded to measure crack length a vs. cycle number N . Combining
both tests, the crack growth rate da/dN vs. applied energy release rate is plotted. The
fatigue threshold is taken as the location at which the linear fit intercepts the horizontal
axis of the plot. (b) Fatigue threshold determination for unidirectional composites with
5 vol.% untreated and acid-treated fibers. (c) Fatigue threshold determination for aortainspired composites with 10 vol.% untreated and acid-treated fibers. These two composites
have comparable stiffness, hence they are compared here. Fatigue threshold of 10 vol.%
unidirectional composites is shown in Fig. C.10.
5 vol.% fibers are 458 J/m2 and 942 J/m2 for specimens with fibers not treated with acid
and those treated with acid, respectively. It is noteworthy that treating the fibers with acid
prior to printing the specimens nearly doubles the fatigue threshold. We also measured the
fatigue threshold of composites with aorta-inspired variations in fiber orientation (Fig. 5.5c).
Unlike the toughness measured under monotonic loading (Fig. 5.2e), increased helicity of the
fiber orientation (caused by increased nozzle rotation) results in a higher fatigue threshold,
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Figure 5.6: (a) Ashby plot of toughness vs stiffness for soft elastomers characterized in
previous work. DIW-PDMS refers to rheologically-modified PDMS for DIW 3D printing
(Shown in Fig. C.7). Tough hydrogels,14, 15 fiber-reinforced hydrogels,16 PDMS,17 rubber,18
double-network elastomers,19 and PDMS with variable crosslinker .20 (b) Ashby plot of
fatigue threshold vs. toughness; data gathered from Refs.21, 22
with 10 vol.% composites having a fatigue threshold up to Gc = 854 J/m2 without fiber
treatment (see Fig. C.15). Aorta-inspired composites have the highest fatigue thresholds
of all tested composites, with thresholds of 558 J/m2 and 1222 J/m2 for untreated and
acid-treated fibers, respectively.

5.5. Conclusion
In summary, we present the toughness and fatigue threshold of all composites tested in
this work in two Ashby plots: toughness vs. stiffness and fatigue threshold vs. toughness
(Fig. 5.6). The PDMS-GF composites studied in this work occupy new space in these
plots. Spatial variations in fiber orientation, programmed merely by choosing the print
path and the nozzle rotation rates, can lead to significant improvements in the fracture
and fatigue properties of soft composites. In particular, an aorta-inspired arrangement of
fiber orientations can increase toughness of the composites by more than a factor of four
without appreciably changing the stiffness (Fig. 5.6a). Such improvement is not solely the
result of the spatial arrangement of fiber orientations, but also the improvement to the
critical shear stress obtained by treating the fibers with acid. These fiber-reinforced soft
composites have similar stiffness to that of skin but with superior toughness. Moreover,
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by making use of heterogeneities and strengthened fiber-matrix interactions, the fatigue
threshold can be increased from 400 J/m2 for unidirectional composites to 1,200 J/m2
for aorta-inspired composites. We summarize our results in Figure 5.6b, plotting fatigue
threshold vs. toughness along with data from several previous studies, including other
elastomers,171 rubbers,178 and hydrogels.179–181 This work demonstrates the importance
of spatial variations in fiber alignment, and provides insight into the arrangement of the
reinforcing phase in biological composites. These principles can also be transferred to
other composite systems for which the main failure mechanism is fiber-matrix debonding
and pullout. Moreover, the materials developed in this work could find use in emerging
applications such as stretchable electronics, structural components in soft robotics, and
lightweight protection.

5.6. Methods
5.6.1. Fiber treatment
Prior to mixing, the glass fibers were ultrasonically cleaned in isopropanol for 30 min and
dried at 60 ◦ C overnight. Then the washed glass fibers were treated by 0.5 mol/L H2 SO4
solutions for 30 min with active stirring. The acid was removed by rinsing with deionized
water, followed by drying at 60 ◦ C overnight.
5.6.2. DIW printing
Specimens were printed with a modified commercial fused deposition modeling 3D printer.
We mixed a 3D-printable PDMS by combining 85 wt.% SE 1700 (Dow Corning) and 15 wt.%
Sylgard 184 (Dow Corning), using a 1:10 cross-linker ratio. Milled glass fibers (Fiber Glast
29, 1/16”) were subsequently mixed with PDMS using a vacuum mixer (FlackTek). The
material was then transferred to a syringe and centrifuged to remove air. We extruded
the material pneumatically through a 610 µm nozzle at a pressure of 30 psi, with the
fibers nominally aligned along the print path as in previous studies.107, 115 Unidirectional
specimens were produced by using a raster pattern of parallel extruded filaments. Specimens
with in-plane heterogeneity (as in Fig. 5.1a) were printed with eight unidirectional regions
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of equal width (10 mm). The print path was chosen such that each unidirectional region
would have a fiber orientation that was either perpendicular to or parallel with the loading
direction. For aorta-inspired composites, three total layers were printed. The first layer was
printed with parameters corresponding to φ = 20◦ . The second layer was printed without
rotation. The third layer was again printed with parameters corresponding to φ = 20◦ .
Helical fiber orientations were obtained by mounting a motor (maximum rotational speed
of 500 rpm) on the custom DIW printer. The rotational speed was determined by the applied
voltage, which was controlled directly through the printer’s communication channel. For
each maximum fiber rotation φ, the rotation speed ω was maximized while the translational
speed v was varied to match the corresponding parameter tan φ = ωr/v. A syringe adapter
was used to allow free rotation of the nozzle during printing. After printing and thermal
crosslinking, the local orientation of the fibers was measured from optical microscope images,
taken with transmitted light, using OrientationJ.182
5.6.3. Mechanical testing
Tensile tests and fracture tests were both conducted at strain rates of 0.02/s, using an
Instron 68SC-5 mechanical test system. Testing of thin strip-like specimens was performed
using a 150 mm by 75 mm jaw face, allowing the grip to hold the entire specimen.
5.6.4. Toughness calculation
Toughness can be calculated by performing two types of tests on specimens of the same
material. First, from the stress-stretch response of unnotched specimens, the strain energy
density W can be calculated. Second, the critical stretch λc can be calculated from tensile
loading of specimens with a pre-cut crack designed to initiate crack propagation. Under this
configuration, toughness can be calculated as the strain energy density W of the remaining
material at the critical stretch λc (the stretch at which the crack propagates) multiplied by
the height of the specimen H. Specifically, the toughness was computed as G = W (λc )H.
For specimens with homogeneous fiber orientation we test a long thin strip of length L =
80 mm, height between grippers H0 = 20 mm and thickness t = 0.9 mm, with a pre-cut
crack of 20 mm. We test the pre-cracked specimens until failure to measure the critical
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stretch λc . The strain energy density W (λ) as a material was stretched to λ was calculated
as the area under the stress stretch curve from the tensile specimens.
5.6.5. Fatigue testing
Fatigue tests were conducted with a tensile triangular loading profile in displacement control
at a frequency of 0.25 Hz. For each cycle, the specimen was stretched to a maximum stretch
of λmax and then unloaded to the initial length λ = 1. The fatigue response of the unnotched
specimens was measured using a tensile specimen. Strain energy for each loading cycle
Rλ
was calculated as W (λmax,N ) = 1 max σdλ. Fatigue tests of the notched specimens were
conducted using a pre-cracked tensile specimen (Fig. 5a), with a camera used to record
the crack length a(N ) every 20 cycles. The applied energy release rate was calculated as
√
G(λmax , N ) = 6a(N )W (λmax,N )/ λmax . The fatigue threshold is extracted from all such
plots as the location at which the linear fit intercepts the horizontal axis.
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CHAPTER 6 : Framework for data-driven design of architected solids with
enhanced failure characteristics
6.1. Introduction
In the first part of this dissertation, we discussed how geometric heterogeneity can be utilized to enhance failure characteristics without using multiple materials. Specifically, two
examples have been discussed, the first inspired by the dactyl club of the mantis shrimp,
and the second by the aorta. In both cases, improved failure properties might be obtained
by optimizing the selection of parameters. However, this is challenging due to the large
number of parameters.
As illustrated in Fig. 6.1a, the printing infill sequence for structures inspired by the mantis
shrimp can be individually parametrized. The number of parameters is related to the height
of the structure as well as the layer height. For the structure introduced in Chapter 3, there
are 72 independent parameters characterizing infill angles of each layer. Chapter 3, we
programmed the initial 18 layers ahead of the crack without twisting leading to a unidirectional infill region, leading to improved strength. It is followed by Bouligand structure that
is failure resistant at the same time. Additional improvement in both strength and failure
resistance could be achieved by optimizing individual parameters.
Moreover, direct ink writing provides control of the spatial distribution of fiber alignment.
As illustrated in Fig. 6.1b, specimens can be discretized, with each region possessing its
own fiber alignment. This leads to large numbers of parameters depending on the choice of
discretization. As illustrated in Fig. 6.1b, this specimen will have 32 independent parameters.

6.2. Optimization using Bayesian optimization
We present a general optimization strategy for designing heterogeneous architected solids
based on Bayesian optimization (BO). In contrast with many other methods, such as neural
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Figure 6.1: Parameterization of the examples shown in Chapters 3 and 5: (a) infill angles
of each layer within FDM-printed structures; (b) fiber alignment in discretized composites.
networks, BO has the advantage of requiring only a small amount of data. Unlike gradientbased methods, BO automatically explores the entire design space, resulting in a lower
likelihood of the optimization process getting stuck in a local minimum. However, one
disadvantage of BO is that the computing power required grows exponentially with the
dimensionality of the problem. Typically, BO can only handle up to 20 degrees of freedom
with the current computing capability.183 Hence, dimensionality reduction is often required
in practice to use BO for the design of architected materials. In Fig. 6.2, we show the general
framework for optimizing architected materials with geometric heterogeneity.
Dimensionality reduction is achieved using an autoencoder structure. The autoencoder
learns the representation of the data as represented in a reduced number of dimensions.
The autoencoder comprises an encoder and a decoder, as illustrated in Fig. 6.2. First,
variables of interest in the structured space x are passed through an encoder to a latent
space Z with reduced dimensionality. Bayesian optimization is conducted in the latent
space. The output of the optimization is then passed through a decoder algorithm back
to the structured space x∗ . The autoencoder needs to be trained prior to optimization by
minimizing the error between the samples in the decoded space x∗ and original space x.

6.3. Strategies for dimension reduction
In this dissertation, I will use principal component analysis (PCA) as encoder and decoder
algorithm for the autoencoder structure. Given a dataset X with R dimensions and data
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Figure 6.2: Illustration of optimization framework for architected materials with geometric
heterogeneity. Geometric parameters are passed through an encoder to a latent space with
a reduced number of parameters.
size N , matrix of dimensions R×N is required. PCA transforms the dataset X to the latent
space dataset Z with h dimensions and data size N , leading to a matrix with dimensions
h × N . The forward transformation (encoder) is represented as:

Z = PX

(6.1)

The transformation matrix P is found by ranking the first h eigenvalues ei of the covariance
matrix C = XX T . The corresponding ranked eigenvectors Λi are assembled to form the
transformation matrix P :
P = [Λ1 , Λ2 , . . . , Λh ]

(6.2)

The reverse transformation from latent space to the real space (decoder) can be computed
as:
X = PT Z

(6.3)

Next we will show how an autoencoder can reduce the dimensions of the two parameterized
problems in Fig. 6.1. For each problem, a set of structured geometry is first generated
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through brute force generation or random generation.
6.3.1. Bouligand structure
For the Bouligand structure, the variable of interest is the infill angles of each layer during
3D printing. As crack twisting is an important mechanism for enhanced failure resistance,
the consecutive layer should have small rotation relative to each other. Hence we setup a
few rules for the infill angles:
1. Each layer should have an offset angle with previous layer of 0, 5, 10, or 15 degrees.
2. Consecutive layers with infill angles other than 0 or 90 degrees will have the same
offset angle.
3. Up to 36 layers without twisting (offset angle being 0) are allowed and will be placed
in first layers.
This problem is similar to the stairs problem in dynamic programming as illustrated in
Fig. 6.3a (With only four stairs): If one is allowed to jump 1 or 2 stairs at a time, how
many ways are there to reach the top of the stairs? The second rule suggests the offset
angle cannot be changed prior to completing a 90 degree twist. Hence for a specific offset
angle, a block of infill angles is determined. For offset angles of 5, 10, or 15 degrees, each
block has 18, 9, or 6 layers, respectively. Hence the original problem now becomes: if there
are 72 stairs and one is allowed to jump 6, 9, or 18 stairs at one time, what are the unique
ways of climbing to the top?
By using dynamic programming, we determine that there are 4070 unique ways of filling all
the layers. This leads to a dataset with 72 degrees of freedom and size of 4070. We apply the
autoencoder structure with PCA to the data set and find that we can accurately represent
the dataset with a latent space of only 17 dimensions. The relative error vs. number of
dimensions in latent space is shown in Fig. 6.3b.
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Figure 6.3: (a) Illustration of the staircase problem with 4 stairs. (b) Error as a function
of latent dimension size h for PCA encoder and decoder.
6.3.2. Pixelated composites with local heterogeneity
We first generate two-phase composites through an algorithm that can generate two-phase
microstructures of any dimension.184 First a random field is generated with the same
dimension as the real space problem u(x). It is subsequently transformed via convolution
with a 2D Gaussian kernel k(x), generating a contour function T (x):

T (x) = k(x) ∗ u(x)

(6.4)

Subsequently, a 2D phase field χ(x) is generated by applying a threshold on T (x). The
morphology of the phases can be controlled by the covariance matrix Σ while the area
fraction can be controlled by the threshold γ.
We constrained the area fraction to be 0.5 leading to equal areas of phase 1 and phase 2 in our
composites. We generated a data set with 20,000 samples with dimension of 16x16, leading
to a data set with 256 degrees of freedom and a size of 20,000. We apply PCA with various
hidden dimensions to the data set. After generating the data set, the transformation matrix
is computed for a specific latent space dimension. For each dimension, we calculated the
relative error between the original samples and samples after passing through the encoder
and decoder. The relative error vs. the dimension is plotted in Fig. 6.4a.
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Figure 6.4: (a) Error as a function of latent dimension size h for PCA encoder and decoder.
(b) Original samples generated through pore generation algorithms. (c) decoded samples
after passing the original sample through encoder and decoder.
We observe, with just 12 hidden dimensions, that the autoencoder with PCA is able to
accurately represent the hidden dimension of the pixelated composites. 36 randomly picked
original samples are shown in Fig. 6.4b. All samples are then passed through the encoder
and decoder with 12 dimension in the latent space. The decoded samples are shown in
Fig. 6.4c. We see excellent agreement between the original and decoded samples. By
applying simple PCA, we are able to reduce the dimensions of the problem from 256 to just
12 in the latent space.
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CHAPTER 7 : Accelerated design of architected materials with multi-fidelity
Bayesian optimization
7.1. Introduction
The rise of advanced manufacturing has enabled the design and fabrication of architected
materials with ever-increasing structural complexity, leading to unprecedented properties,
such as high stiffness/strength to weight ratio,28–30 high energy absorption,1, 2 and fracture resistance.4–6 For layer-by-layer manufacturing methods, it is often pointed out that
“complexity comes for free”. Yet, most work on architected materials has remained focused
on periodic and uniform structures.28 This is partly due to the large number of design
parameters that are introduced when periodicity is no longer required. There is a lack of
systematic methods for designing such structures. Instead, the design process for architected solids with nonuniformity has mostly relied upon intuition, leading to simple design
motifs such as density gradients,185, 186 or motifs inspired by nature (e.g., bamboo187 ) or
metallurgy (e.g., polycrystalline metals inspired by grain-boundaries and precipitates4, 34 ).
To build structures that take advantage of the design freedom afforded by advanced manufacturing, a systematic and algorithmic design method is needed. With the improved
computing power and design algorithms available in recent years, machine learning (ML)
and artificial intelligence (AI) have been increasingly used to identify relationships between
parameter space and property space. Deep learning has been used to design multi-phase
composites with improved fracture resistance,188–190 graphene kirigami with improved ductility,48 and composite designs with elastic properties approaching the Hashin-Strikman
bound.47 However, for deep learning methods the quality of the optimization is highly dependent on the quality of the data provided to train the algorithm. Moreover, due to the
large amount of data required, it is often not practical to use deep learning methods with
experimental data, which is typically laborious or expensive to obtain.
Unlike deep learning methods, active learning or autonomous experimentation (AE) allow
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iterative evaluation of properties guided by machine learning algorithms, a process which
can be automated.191 A surrogate model is trained using existing data to identify trends and
to learn the representation of the entire space. For a given iteration, a planning algorithm
chooses what experiment to conduct next by minimizing a certain function based on its
current understanding of the entire space. Lastly, the existing data is updated with the
new evaluation. This iterative loop continues until an objective is achieved. One of the
most used active learning frameworks is Bayesian Optimization (BO), which is built upon
Bayesian statistics, using Gaussian process as the surrogate model providing prediction for
the entire space.192 BO is proved to be successful in a wide variety of fields including
chemistry,54, 193, 194 material discovery,195–199 design of inks for 3D printing,55 and, most
recently, design of architected materials58, 59 ). Aside from engineering applications, BO is
also widely used as a tool for hyperparameter tuning for other machine learning models.
BO has numerous advantages compared to other AE methods:200 i) Only a small number
of initial data points are required (one is sufficient); ii) uncertainty is inherently built in
Gaussian Process (GP). iii) its relative ease for implementation for variety of problems.
Previous endeavors have proven the efficiency of using BO to explore the design space of
architected materials with complex geometry. It has been shown that this can be much
faster than conventional approaches.58, 59 However, these previous works only make use
of either numerical simulations exclusively or experiments exclusively to perform the optimization process. Setting up optimization with experiments exclusively requires larger
number of labor hours or expensive setup of robotic system which are inflexible for other
problems. On the other hand, using numerical simulations only has the inherent assumption that the experiments and numerical simulations have excellent matches which in most
cases are not true without expertise. Hence the optimal results obtained from BO relying only on numerical simulations does not guarantee that they are the true optimum of
the system experimentally. We note that a follow up work of Bayesian experimental autonomous researchers (BEAR) has implemented a discrepancy model that take account into
numerical simulation of only elastic properties with experiments that has show improvement
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convergence efficiency.201
In this work, we propose a multi-fidelity Bayesian optimization (MFBO) framework for
designing architected materials with optimal failure properties via nonuniform distribution
of strut thickness. Multi-fidelity Bayesian optimization has been used to optimize properties
through numerical simulation with different computational costs.56, 57, 202 Here, we will use
multi-fidelity data that incorporates low-fidelity numerical simulations and high-fidelity
experiments in parallel, both providing prediction for the same property.

7.2. Problem Setup
In this work, we aim to optimize the failure properties of nonuniform 2D cellular structures
during compression as illustrated in Fig. 7.1a. Applying a mirror symmetry as shown in
Fig. 7.1a results in a lattice with 16 parameters. Each of these correspond to the width of
the three half struts belonging to a particular triangle (with the center-lines of the original
uniform lattice defining the boundaries between half widths in adjacent triangles). These
parameters are bounded from 0.5 mm to 1 mm. This selection of parameters and parameters
bounds maintains a reasonable number of variables that is currently feasible for optimization
with BO.200
The properties of interest are the energy absorption Eab , plateau stress variation var(σpl ),
and the relative density. The energy absorption Eab is calculated as the area under the stress
strain curve bounded by the densification slope, linearly interpolated with the densification
portion of the stress strain curve203 (shaded area shown in Fig. 7.1b). By extrapolating the
densification slope, we identify the densification strain εd .203 The other property of interest
is the variation of plateau stress which is part of the stress strain curve bounded by the
yielding strain εy and densification strain εd . We define the variance of plateau stress as:
∗
var(σpl ) = SD(σpl )/σpl

(7.1)

∗ is the average value of plateau stress σ . The variance of plateau stress quantiwhere σpl
pl
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fies how flat the plateau stress is (fully flat being 0). This property is important since it
quantifies the stability of the structure during compression. Low values of plateau stress
variance are desirable for protective materials, as they are less likely to allow spikes in stress
that cause damage. These properties are quantified using both high-fidelity experiments
and low-fidelity simulations. Both methods provide the full stress strain curve during compression up to densification, from which the properties of interests are extracted. Lastly,
we are also interested in the relative density of the lattice structure which can be computed
through the input parameter.
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Figure 7.1: (a) The input consists of 16 dimension, each representing the half strut widths
corresponding to one of the numbered triangles. (b) Experiments and simulations are conducted to measure the stress-strain properties of the structures when subjected to in-plane
compression. Mechanical properties of interested are extracted from this data. (c) Flowchart
of the Bayesian optimization algorithm: (1) training of the Gaussian process; (2) the next
set of parameters are selected by the acquisition function; (3) experiments and simulations
evaluation according in loop. (d) The optimized architectures reveal two different patterns
of deformation: Layer-by-layer crushing is observed when the optimization algorithm targets maximal energy absorption. However, if the constraint to minimize stress variation is
enforced, a V shape deformation pattern is observed.
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In Fig. 7.1c, we show the workflow of our framework: 1) Train multi-fidelity Gaussian
process which incorporates two fidelity of data: high-fidelity experiments and low-fidelity
numerical simulations. 2) Use the trained Gaussian process model, next point of evaluation
is determined by minimizing the acquisition function. The acquisition function is minimized
with a numerical minimizer with random starting points in the entire space. In addition to
random start points, the evaluated variables of low-fidelity sources are also used as starting
points of the minimization, maximizing the use of low-fidelity data sources. 3) evaluate next
experiments and simulations, feeding back to the Gaussian process model for next iteration.
After a number of iterations of data acquisitions and surrogate model updates, we observe
evidence of convergence via close clustering of predicted optimal geometries. Moreover,the
geometry that can reach optimized properties are illustrated in Fig. 7.1d. Our workflow
allow parallel integration of both data streams which are fed into the optimization algorithm
simultaneously.

7.3. In-plane compressive behavior of nonuniform triangular lattices
Throughout the study, we have conducted over 3000 numerical simulations and 120 experiments in which we extracted the stress-strain behavior of the nonuniform triangular lattice
during compression. In Fig. 7.2 we show the corresponding results of all simulations and
experiments. We plot the energy absorption vs. the variance of plateau stress and vs. the
relative density in Figs. 7.2a and b, respectively, for all simulations. We observe positive
linear correlation between the energy absorption and relative density while it is less strong
with variance of plateau stress. However, we note that the best performing structure in
terms of energy absorption is not the structure with most relative density (uniform lattice
with all struts being thickest).
The experimental stress-strain plots are shown in Fig. 7.2c. The yield, plateau stress, and
densification strain varied significantly among the experiments. For each lattice that was
tested experimentally we also conducted a numerical simulation. In Fig. 7.2d, we compare
the energy absorption measured experimentally for each test (high-fidelity) to the energy
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absorption for the corresponding lattice measured via simulation (low-fidelity). This shows
a strong correlation between the high- and low-fidelity data, a requirement for MFBO.

a

c

N = 3000

b

N = 3000

Relative Density
N = 120

d

N = 120

Figure 7.2: (a) Energy absorption vs. variation of plateau stress for all numerical simulations. (b) Energy absorption vs. relative density for all numerical simulations. (c) All
stress strain curves of the experiments. (d) Energy absorption extracted from experiments
(high-fidelity) vs. simulations (low-fidelity).

7.4. Comparison of BO with gradient descent
For optimizing failure properties that are highly nonlinear, Bayesian optimization can perform better as it does not require gradient information compared to a lot of conventional
approaches. For our problem of optimizing energy absorption during compression, we show
Bayesian optimization is well suited for finding the structure with optimal failure properties.
We compare the optimization results obtained from BO vs. those from gradient descent.
To numerically compute gradient information, we apply a forward finite difference scheme.
This requires not only the one simulation necessary to evaluate the properties of a structure of a given set of parameters, but also additional simulations to evaluate the gradient.
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Ultimately, this leads to 17 total simulations (1 for parameter evaluation and 16 for gradient evaluation) for each iteration of parameters when using gradient descent methods. To
increase the accuracy of the gradient information, additional simulations could be required,
e.g., for a higher order finite difference scheme. We compare the gradient based optimization
method with BO. For both optimization methods, we repeat the process three times with
randomized initial points. To compare the two methods, we define a performance metric to
quantify the value of the optimal property as:
ri = y ∗ − max yk

(7.2)

k∈[0,i]

where i is the iteration number; yk is the energy absorption for each iteration. y ∗ is the
ground truth of the maximum energy absorption recorded over all simulations (N=3000).
We plot the performance metrics for both methods in Fig. 7.3a. With just 300 simulations,
Bayesian optimization is able to find optimal properties within 0.01 J from the known
ground truth. In contrast, gradient descent does not show significant improvement even
after 500 simulations, resulting in a much optimal set of parameters.
We also evaluate the convergence of these optimization processes by comparing the euclidean
distance between the evaluation point and the optimized point, defined as:
li = min ||xk − x∗ ||

(7.3)

k∈[0,i]

where xk is the variable of evaluation at iteration k, while x∗ is the location of the posterior
ground truth y ∗ .
Similar to the maximum value, BO also more closely approaches the optimal geometry, as
illustrated in Fig. 7.3b. Gradient descent does not improve much even after 500 iterations.
By optimizing using low-fidelity simulations only, we illustrate that Bayesian optimization
performs much better when dealing with highly nonlinear problems where computing a
gradient becomes expensive.
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Figure 7.3: Performance comparison between Bayesian optimization and gradient descent
using low-fidelity simulations only; (a) performance metrics quantify the value of the optimal
properties ri ; and (b) the distance between evaluation and optimized input li . Performance
metrics are shown as average of three independent campaigns with shaded area representing
standard deviations.

7.5. Multi-fidelity Results
As BO is shown to be efficient at finding optimal energy absorption of nonuniform lattice
during compression using solely numerical simulation. It does not accurately represent
the behavior during experiments. Prior work in the space have assumed great accuracy of
the numerical simulation where experiments are only ran after optimization is completed.
While it is possible to fine tune the numerical model to better describe the compressive
behavior found in experiments, it is often time and resource consuming as the complexity
of the simulation increases. On the other hand, one can run BO solely using experiments.
Though it is rather expensive in both material and labor cost to set up such workflow and
inflexible for other problems. In this work, we propose that by having the algorithm to find
correlation between experiments and simulation using multi-fidelity Bayesian optimization,
we can drastically accelerate the optimization process and find structures with optimal
properties.
To illustrate the advantage of MFBO, We ran two parallel experimental campaigns: the
first uses only high-fidelity experiments as the data input in BO; the second uses both high-
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fidelity experiments and low-fidelity simulations as parallel, multi-fidelity data inputs in BO.
In Fig. 7.4a, we show the energy absorption vs. the number of iterations of experiments.
We also plot the accumulated maximum properties (dashed lines, Fig. 7.4a) showing the
evolution of optimization. Prior to performing multi-fidelity BO, a low-fidelity-only BO is
allowed to run for 150 iterations to generate the starting set of parameters for the multifidelity BO. First, we observe that after just a few iterations of MFBO, a lattice with
better energy absorption is found compared to the initial lattice which is the best candidate
provided by low-fidelity BO. Moreover, multi-fidelity BO is able to find structures with
energy absorption up to 35% higher than the best performing structures in high-fidelity
only BO. On top of that, there are 5 out of 20 experiments that exhibited better energy
absorption from multi-fidelity campaign. Hence not only multi-fidelity BO found better
optimum (35% improvement), it also produced 5 more (out of 20) candidates with high
energy absorption than high-fidelity BO.
In addition, we probe the surrogate model (Gaussian process) of each campaign at the end
of 20 high-fidelity experiments. This is done by restarting the training of the Gaussian
process a total of 50 times with the same inputs. For each restart, the 50 best candidates
are predicted by the surrogate model using the same acquisition function. We characterize
the state of the predicted candidates using inter-cluster distance. This quantifies how close
the candidates are to each other (mean distance) and to the optimal geometry (optimum
distance). The inter-cluster distance is calculated as:

S=

i1/2
h1
Σ||xi − x∗ ||2
N

(7.4)

where xi are the new candidates. For the mean distance, x∗ is the mean of all new candidates. For the optimal distance, x∗ is the location of the maximum energy absorption, as
shown in Fig. 7.4a.
Fig. 7.4b shows the mean distance and the optimal distance for both multi-fidelity and
high-fidelity-only BO. The bars indicated the 95% confidence bound for all 50 restarts.
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Figure 7.4: Optimization results of maximizing energy absorption: (a) evolution of experimental evaluation for both multi-fidelity and high-fidelity only campaign. (b) State of
surrogate model after 20 iterations of experiments for multi-fidelity and high-fidelity only
campaign in terms of 50 predicted optimal structures by the model. Two cluster distances
are computed for each campaign: one relative to the mean of predicted optimal structures;
one relative to the optimal structure conducted. Surrogate model with multi-fidelity output predicts optimum that are much closer to each other and to the optimal structures.
This suggests the Gaussian process with multi-fidelity has converged while the that with
high-fidelity only has not converged. (c) Stress strain curve and deformed lattice images at
various stages of compression indicated with numbers for the best performing lattice with
maximized energy absorption. (d) Stress strain curve and deformed lattice images at various stages of compression indicated with numbers for uniform lattice with thickest struts.
The diamonds and lines represent the mean and range, respectively. For multi-fidelity BO,
the distance between new candidates is very small. This means that the BO process has
converged, yielding predictions of optimal parameter sets within a narrow region. On the
other hand, the predictions from BO with only high-fidelity have a mean distance almost
three times larger than that of the multi-fidelity BO. The predictions from multi-fidelity
BO are also much closer to the optimal geometry obtained in the experiments. This shows
that by only running 20 experiments, multi-fidelity BO can reach convergence and lead to
better properties.
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Fig. 7.4c shows the stress-strain behavior of an optimal lattice, as well as images of the
deformed lattice at different locations along the stress-strain curve. At position 2, corresponding to the yield point, the triangle with the thinnest struts buckles first. This causes
a post-yield drop in stress. Subsequently (position 3), the top two layers of the structure
undergo densification. Further local stress peaks result from sequential buckling of next two
layers (layer 3 and 4). We note that the optimal geometry is similar to a uniform lattice
with struts of maximum-allowed thickness. The stress-strain behavior and images of the deformation are shown in Fig. 7.4d for this uniform lattice. Unlike the optimal structure, the
uniform lattice has a yield stress of 4 MPa compared to 2.5 MPa of the optimal structures.
This result is expected, since all struts are uniform with maximum thickness. However,
since a larger number of struts yield at the same times (position 2 in Fig. 7.4d) there is a
steeper post-yield drop, leading to a plateau stress of 0.9 MPa during subsequent loading
(positions 3 and 4) compared to 1.2 MPa of plateau stress for the optimal structure. As
a result, despite having a significantly higher yield stress, the uniform lattice absorbs only
95% that of the optimal lattice. Moreover, the large stress variations of the uniform lattice
make it less suitable in many applications, where uniform stresses are paramount in order
to protect adjacent objects.

7.6. Optimization for total energy absorption with constraints
Bayesian optimization is also compatible with the implementation of constraints. Here
we present two example problems for constrained optimization: one with a deterministic
constraint, namely, the relative density, as determined from input parameter x; the other
constraint is related to separate properties, namely, the variation in plateau stress, which
is estimated via an independent Gaussian process. The constraints are enforced via the
acquisition function:
min LCB(x)P (yc (x) ≤ 0)
x
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(7.5)

where c(x) is the constraint function. The probability of whether the lattice satisfies a
constraint on relative density is deterministic, being a heavy-side function:

P (yc (x) ≤ 0) = ρ(x) ≤ ρc

(7.6)

For constraints on the variation of plateau stress, we introduce an independent Gaussian
process GP c that estimates the constraint. The probability of constrained satisfaction can
be estimated from the output of the Gaussian process:

P (yc (x) ≤ 0) =

1h
µc (x) i
√ )
1 − erf(
2
σc (x) 2

(7.7)

Where µc (x) and σc (x) are the outputs from the Gaussian process for constraint estimation
GP c .
Since the constraint is enforced within the acquisition function, it does not generate discontinuity in the property space, leading to better performance of the Gaussian process
for estimating the property that we are optimizing. We first conduct campaigns using
only low-fidelity simulations for constraining the relative density below 0.28. As shown in
Fig. 7.5, by applying a constraint on relative density, our BO algorithm was able to only
probe structures that satisfy the relative density constraint. In fact, majority of evaluations
have the maximum relative density allowed, leading to optimal structures that satisfies the
constraint in under 100 iterations.
Multi-fidelity BO exhibits similar results, as shown in Figs. 7.6a and b. Through 20 iterations, all experimental evaluations are performed with geometries that satisfy the constraint,
as illustrated by the dashed line in Fig. 7.6b. Numerous evaluations are conducted with a
relative density exactly 0.28. The structure with maximum energy absorption is not found
on the constraint line. The best performing geometry and its corresponding stress-strain
curve is shown in Fig. 7.6c. The deformation pattern of the lattice during compression is
similar to the optimal lattice shown in Fig. 7.4c, where each layer is sequentially crushed.
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a

b

Figure 7.5: Low-fidelity BO results with constraint of volume fraction: (a) Energy absorption of each experimental iteration with accumulated maximums. (b) Energy absorption
vs. volume fraction showing all iterations satisfy the constraint.
Next, we optimize energy absorption of the lattice while limiting the variance of plateau
stress. Compared to the example with the relative density constraint, it is much more
difficult to satisfy this constraint since it is estimated by an independent Gaussian process.
We first conduct campaigns with only low-fidelity simulations. As shown in Fig. 7.7, not all
evaluations satisfy the constraint. Hence, it requires more iterations to reach convergence.
A portion of iterations are used to learn the constraint space, in addition to those used to
learn the property space.
We also conducted a multi-fidelity campaign with a constraint on the variance of the plateau
stress. We conducted 40 experiments leading to improvement of energy absorption without
the variance of plateau stress exceeding 0.5. In Fig. 7.8a, we show the property evaluation
for each experiment. The color indicates whether the constraint is satisfied. In Fig. 7.8b,
we plot the energy absorption vs. variance of plateau stress. Out of 40 experiments, 17
experiments satisfy the constraint. The penalty for exceeding the constraint is applied in
the acquisition function, requiring that the optimization process balances the search for
optimal values with constraint satisfaction. An alternative approach would be to require a
separate optimization loop to learn the constraint space separately. However, this would
require additional experiments to be conducted. The sequence of deformation of the best
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Figure 7.6: Multi-fidelity BO results with constraint of volume fraction: (a) Energy absorption of each experimental iteration with accumulated maximums. (b) Energy absorption
vs. volume fraction showing all iterations satisfy the constraint. (c) Stress strain curve and
deformed lattice images at various stages of compression indicated with numbers for the
best performing lattice with maximized energy absorption that satisfies the volume fraction
constraint.
performing lattice is shown, along with its stress-strain response, in Fig. 7.8c. Compared
to the best performing lattice optimized for energy absorption without constraint or with
relative density constraint, the stress strain curve is much flatter between the yielding strain
and densification strain. The deformation pattern reveals a different behavior compared
to the prior two examples. Initial buckling occurs at different nodes leading to a V-shape
pattern, rather than sequential, row-by-row buckling. This initial buckling pattern preserves
the top and bottom layers while crushing the diagonal struts, ultimately resulting in a much
smoother stress-strain response.
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a

b

Figure 7.7: Low-fidelity BO results with constraint of variance of plateau stress: (a) Energy absorption of each experimental iteration with accumulated maximums. (b) Energy
absorption vs. variance of plateau stress satisfaction of the constraint.

7.7. Discussion
In this work, multi-fidelity Bayesian optimization is found to accelerate the convergence
process of optimization with 16 independent continuous variables. We were able to find optimal non-uniform triangular lattice with maximum energy absorption during compression
with just 15 experiments. For comparison, previous study with only one fourth the number
of continuous variables required twice the number of experiments to reach convergence with
single-fidelity BO with experiments.59 Another work with similar number of parameters (17
categorical parameters) reached convergence after 250 iterations with single-fidelity BO with
numerical simulations.58 Compared with these two cases in the literature, our BO method
incorporating multi-fidelity sources clearly shows its advantage as optimal structures can
be found with only 15 high-fidelity experiments for a problem with 16 continuous variables.
Such improvement is aided by the correlation between high-fidelity experiments and lowfidelity simulations where more low-fidelity data can be acquired in parallel to speed up the
convergence. On the other hand, BO with only experimental input (high-fidelity) does not
show sign of convergence after 20 iterations. As convergence rate of Bayesian optimization
grows exponentially with dimension, we would expect to reach convergence with more than
100 iterations of high-fidelity experiments (we can deduce that via our low-fidelity only
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Figure 7.8: Multi-fidelity BO with constrained variance of plateau stress: (a) Energy absorption of each experimental iteration, with accumulated maxima and satisfaction of the
constraints. (b) Energy absorption vs. variance of the plateau stress, showing the distribution of iterations. The color indicates whether the constraint is satisfied. (c) Stress-strain
relationship and optical images of the deformed lattice at various stages of compression
for the lattice with maximal energy absorption that also satisfies the constraint on plateau
stress variation.
campaigns shown in Fig. 7.3 as well as prior work with 17D categorical parameters58 ). This
is an enormous saving in both material cost as well as time with the help of multi-fidelity
sources. Moreover, optimizing with MFBO does not rely on accurate representation between experiments and numerical simulation which requires expert knowledge in simulation
and laborious parameter tuning.
Here we show, by utilizing multi-fidelity sources, one can tackle problem with much larger
number of parameters and doing so experimentally. Such framework can be easily trans124

ferred to other systems as more complex experiments can be conducted by human while
numerical simulations can be automated to accelerate the convergence process. To further
the usage of MFBO, modification of the acquisition function can be added with cost-based
approach that guides the choice of evaluation fidelity. In addition, a multi-fidelity multiobjective BO can also unlock complexity while optimizing for multiple properties.

7.8. Materials and Methods
3D printing and materials
The materials in this work were printed with EnvisionTEC desktop digital light projection
resin 3D printer Vida HD. The printer has a build volume of 96 x 54 x 100 mm with
XY resolution of 50 µm and a z step size of 50 µm. The printer takes grayscale images
(1920x1080) as inputs which is being projected into the resin. Material used in this work is
a proprietary photopolymer named E-rigid PU black. Mechanical properties of the E-rigid
PU black was measured by conducting uniaxial tensile tests at a strain rate of 0.002/s using
Instron 65SC.
Numerical simulation
Numerical Simulations of lattice compression were conducted using ABAQUS Explicit analysis. The structures are compressed for 80% in 100s. The total simulation time is determined
such that the total kinetic energy does not exceed 5% of total internal energy throughout
the simulation. Contact between all surfaces are defined with zero friction coefficient and
hard contact. The material is assumed to be perfectly plastic with young’s modulus of 1200
MPa and yield stress of 30 MPa which were calibrated from uniaxial tensile tests of the
material.
Lattice compression
The triangular cellular structure has a unit cell length of 10 mm with thickness of 6 mm.
Compression of the cellular structure is conducted with Instron 68SC using compression
platen with diameter of 50 mm. The compression is conducted at a strain rate of 0.002/s.
The compression is stopped at either 60% strain or when the force exceeds the limit of 5000
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N.
Gradient descent
Gradient descent with momentum algorithm is used in this study. Given gradient ∇yi at
iteration i, the update for next evaluation vi is calculated as vi = γvi−1 + η∇yi . The next
iteration is updated as xi = xi−1 − vi . Gradient of each iteration is calculated with a single
y(x + δxα ) − y(x)
dy
=
forward difference scheme
, where δx = 0.001 mm. The gradient
dxi
δx
descent parameter used here is γ = 0.9 and η = 0.01.
Gaussian Process
The Gaussian process used in this work is performed with RBF kernel in covariance matrix
and uniform Gaussian prior. For a input with dimension d, the RBF kernel can be computed
as:
d

1 X (xi − x′i )2 
k(x, x ) = σ exp −
2
li2
′

2



(7.8)

i=1

where σ and l = [l1 , l2 , . . . , ld ] together forms the training parameter θ. Training is done by
maximizing the marginal likelihood:
1
1
N
log p(y|x, θ) = − log |K + σϵ2 I| − yT (K + σϵ2 I)−1 y −
log 2π
2
2
2

(7.9)

Where K = k(x, x′ ; θ) is the covariance matrix computed from all dimensions of input x
using the kernel definition and σϵ is also a training parameter. After training prediction
can be computed on x∗ as:
µ(x∗ ) = k(x∗ , x; θ)(K + σϵ2 I)−1 y

(7.10)

σ(x∗ ) = k(x∗ , x∗ ; θ) − k(x∗ , x; θ)(K + σϵ2 I)k(x, x∗ ; θ)

(7.11)
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Multi-fidelity Gaussian Process
We define observations in both high and low fidelity:
yH = fH (xH ) + ϵH

(7.12)

yL = fL (xL ) + ϵL

We assume the observations with Gaussian distribution of with independent kernels and
uncertainties:
yH ∼ GP(0, kH (xH , xH ′ ), σH ))

(7.13)

′

yL ∼ GP(0, kL (xL , xL ), σL ))
The inputs and output are combined y = [yL ; yH ], X = [xL ; xH ].
In addition, we assume linear relation between the low fidelity observation and high fidelity
observation with parameters:

yH (x) = ρyL (x) + δ(x)

(7.14)

For multi-fidelity Gaussian process, the training parameter now includes θL , θH , ρ. To train
the model, the marginal likelihood is again maximized:
1
1
NL + NH
log p(y|x, θL , θH , ρ) = − log |K| − yT K−1 y −
log 2π
2
2
2

(7.15)

Here the covariance matrix includes both low-fidelity and high-fidelity observation and can
be constructed as:


′
2
′
ρkL (xL , xH ; θL )
k(xL , xL ; θL ) + σL I

K=

2 I)
ρkL (xH , x′L ; θL )
ρ2 kL (xH , x′H , θL ) + kH (xH , x′H ; θH ) + σH
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(7.16)

Prediction can be made with trained parameters in the prediction space x∗ :

µ(x∗ ) = k(x∗ , X)K−1 y

(7.17)

σ(x∗ ) = k(x∗ , x∗ ) − k(x∗ , X)K−1 k(X, x∗ )

(7.18)

Bayesian optimization algorithm
The BO algorithm in this work is built using JAX library204 enabling high efficiency automatic differentiation accelerated with processing units. Our algorithm us both single-fidelity
Gaussian process and multi-fidelity Gaussian process to provide prediction for the entire
space. Next, we compute the next point of evaluation by minimizing the acquisition function. The acquisition used in this work is the lower confidence bound (LCB) which can be
computed with parameter κ and prediction of the Gaussian process:

LCB(x) = µ(x) − κσ(x)
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(7.19)

CHAPTER 8 : Conclusion and future work
This dissertation investigates the design of architected materials that use geometric heterogeneity to enhance failure properties. In the first part of the dissertation, we discussed
bio-inspired design of structures with enhanced failure properties. In the second part, we
proposed an optimization framework that incorporated experimental observations for the
design of architected materials with enhanced failure properties. Specifically, we showed
how a multi-fidelity Bayesian optimization approach can accelerate the convergence of the
optimization process.
The main contribution of this thesis is that it demonstrated the effect of geometry on
the failure properties and the fact that geometry alone can activate similar toughening
mechanisms found in natural materials. However, it can be very difficult to design such
geometries, particularly given the large number of parameters.
Moreover, as much as we wish to disconnect geometry from material properties, it is impossible to do so. For example, in the section on fiber-reinforced soft composites, we found
that the effect of fiber matrix interaction is almost as important to the distribution of fiber
orientation. This shows that when we are trying to mimic geometric motifs found in nature, it is very important to consider the effect of interfacial properties in addition to the
geometry.
Lastly, application of machine learning algorithm can be critical to finding new geometry
that can lead to enhanced failure properties. Though it is important to identify the parameters and properties of interest. In particular, natural materials often optimize for multiple
properties at the same time which is a difficult objective to achieve using algorithms of
current state.
To conclude the dissertation, I will discuss ongoing work and identify opportunities and
challenges for future work.
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New bio-inspired designs
In addition to the bio-inspired designs explored in this work, other natural materials provide
additional design motifs for architected materials with enhanced failure characteristics. For
example, conch shell resists fracture by deflecting cracks along inclined interfaces between
hard minerals and soft proteins.36 Instead of trying to build a comparable multi-material
system, we have also performed preliminary work that shows analogous ”interfaces” for
crack deflection can be obtained using a single material via geometric heterogeneity. As
illustrated in Fig. 8.1a, we embed defect regions ahead of the crack, with the objective
of deflecting the crack along the defective region rather than letting the crack penetrate
through it. In this problem, the defect regions can be as simple as voids in the material,
large voids reinforced by vertical slits, or other, more complex, lattice structures (see, e.g.,
Fig. 8.1b). These defects can have many geometric parameters, including the angle between
a propagating crack and the defect region, the size of the defect region, the distance between
vertical struts, the lattice infill angle, and the relative density of the lattice. All of these
can be tuned to influence whether an approaching crack will deflect, leading to toughening,
or rather penetrate through the region.

a

b
θ

Defect region
Solid Region

Crack Deflection

Crack Penetration

Defect 1: Voids
l
Defect 2: Slits

Defect 3: Lattices

Figure 8.1: (a)Illustration of embedded lattice mimicking the microstructure of conch shell,
resulting in toughening via crack deflection. (b) Types of defects in the defect region
investigated.
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Optimization of identified systems
In Chapter 6, we identified parameters for optimization for the two bio-inspired examples that we discussed in Part 1. Particularly, we sought to reduce the dimensions of the
structured space to a latent space in which the optimization occurs. However, there is
no guarantee that biological motifs represent an optimum, especially once the motif has
been transferred to a different material system. Future work could extend these two examples with the goal of applying BO to find geometries that can achieve even better failure
properties than those we identified through bio-inspiration.

Algorithm improvement for Bayesian optimization
To apply Bayesian optimization more widely, there is a need for improvement of algorithms
that can enable the application of BO to problems with more degrees of freedom. This would
allow the discovery of designs with much more nuanced geometric parameters. Moreover,
the Gaussian process relies on choices of kernels as well as prior distributions which are
not standardized. Further studies need to investigate the effect of the Gaussian process
parameters on the performance of optimization schemes. Fundamental understanding of the
effect of the kernel is also needed, using mathematics to aid the choice of kernel depending
on the type of problem that the user is interested in. Additionally, batch/parallel BO could
further accelerate the convergence process. Lastly, most engineering problems do not only
require optimization of a single objective. Better multi-objective BO algorithms are needed
for large scale problems.
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APPENDIX A : Supplemental Information: Finite deformation near a crack tip
terminated at an interface between two neo-Hookean sheets
A.1. Solution procedure
(i)

The asymptotic boundary value problem ∇yα = 0 is separable and the first two terms of
the general solution is:

(i)
yα(i) = rm [p(i)
α sin mθ + qα cos mθ]

(A.1)

By plugging in (A.1) into the boundary conditions described in (2.11, 2.12 and 2.13), six
(1)

(2)

(3)

(1)

(2)

(3)

equations are derived with seven unknowns being pα , pα , pα , qα , qα , qα and m:

(1)
p(1)
α cos mπ − qα sin mπ = 0

(A.2)

(3)
p(3)
α cos mπ + qα sin mπ = 0

(A.3)

(1)
(2)
(2)
p(1)
α sin mϕ + qα cos mϕ = pα sin mϕ + qα cos mϕ

(A.4)

(3)
(2)
(2)
p(3)
α sin m(ϕ − π) + qα cos m(ϕ − π) = pα sin m(ϕ − π) + qα cos m(ϕ − π)

(A.5)

(1)
(2)
(2)
p(1)
α cos mϕ − qα sin mϕ = s[pα cos mϕ − qα sin mϕ]

(A.6)

(3)
(2)
(2)
p(3)
α cos m(ϕ − π) − qα sin m(ϕ − π) = s[pα cos m(ϕ − π) − qα sin m(ϕ − π)]

(A.7)

After substitution and simplification, the following characteristic equation is derived:



sin mπ cos mπ + α cos m(2ϕ − π) = 0
This equation (A.8) divides the solution into two cases:
• Case 1: sin mπ = 0
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(A.8)

In this case, taking the lowest order solution yields m = 1:

(i)
yα(i) = r[p(i)
α sin θ + qα cos θ]

(A.9)

By plugging in (A.9) into (A.2) to (A.7), the solution can be obtained with one
unknown parameter:

(3)
p(1)
α = pα = 0,

(s − 1) sin ϕ cos ϕ (2)
q ,
s cos2 ϕ + sin2 ϕ α
s
= qα(3) =
q (2)
2
s cos ϕ + sin2 ϕ α

p(2)
α =
qα(1)

(A.10)

Using these relations, one displacement solution that satisfies the governing equation
and boundary condition is:


s


cos θ,
qα(2) r


2

s cos ϕ + sin2 ϕ





(s − 1) sin ϕ cos ϕ
(2)
y α = qα r
sin θ + cos θ ,

s cos2 ϕ + sin2 ϕ




s


cos θ,
qα(2) r
2
s cos ϕ + sin2 ϕ

ϕ≤θ≤π
ϕ−π ≤θ ≤ϕ

(A.11)

−π ≤ θ ≤ ϕ − π

(2)

Finally qα is renamed to qα since it is the amplitude for all regions:

yα = qα rh(θ)

(A.12)

• Case 2: cos mπ + α cos m(2ϕ − π) = 0
(2)

After plugging in this relation back to (A.2) to (A.7), it is found qα = 0. Following
that, the relations between other unknowns are:
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s sin mπ cos mϕ (2)
p
sin m(ϕ − π) α
s sin mπ cos m(ϕ − π) (2)
=
pα
sin mϕ
s cos mπ cos mϕ (2)
p
=−
sin m(ϕ − π) α
s cos mπ cos m(ϕ − π) (2)
=−
pα
sin mϕ

p(1)
α =−
p(3)
α
qα(1)
qα(3)

(A.13)

Using these relations (A.13), another displacement solution that satisfies the governing
equation and boundary condition is:


m −s cos mϕ


cos m(θ − π),
p(2)

α r

sin m(ϕ − π)



m
yα = p(2)
α r sin mθ,






m −s cos m(ϕ − π)
p(2)
cos m(θ + π),
α r
sin mϕ

ϕ≤θ≤π
ϕ−π ≤θ ≤ϕ

(A.14)

−π ≤ θ ≤ ϕ − π

(2)

Again pα is renamed to just pα which represents all regions:

yα = pα rm g(θ)

(A.15)

where m is the root of cos mπ + α cos m(2ϕ − π) = 0.
Since the governing equation is linear, the two solutions found can be combined:

yα = pα rm g(θ) + qα rh(θ)

(A.16)

A.2. Derivation of deformation gradient and left Cauchy-Green tensor
The deformation gradient F = ∇y is derived in the polar coordinates:
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Fij =

∂yi
∂yi ∂r
∂yi ∂θ
=
+
∂xj
∂r ∂xj
∂θ ∂xj

(A.17)

where the Jacobian of transformation from cartesian (x1 , x2 ) to polar coordinates (r, θ) is:



∂r
 ∂x1

J(r, θ) = 

∂θ
∂x1



∂r
∂x2 



 cos θ
=
∂θ
− sinr θ
∂x2


sin θ


(A.18)

cos θ
r

Plugging the Jacobian (A.18) and solution (2.14) into (A.17) to obtain:

F11 = p1 rm−1 mg(θ) cos θ − p1 rm g ′ (θ) sin θ/r + q1 h(θ) cos θ − q1 rh′ (θ) sin θ/r
= p1 rm−1 [mg(θ) cos θ − g ′ (θ) sin θ] + q1 [h(θ) cos θ − h′ (θ) sin θ]
F12 = p1 rm−1 mg(θ) sin θ + p1 rm g ′ (θ) cos θ/r + q1 h(θ) sin θ + q1 rh′ (θ) cos θ/r
(A.19)
= p1 rm−1 [mg(θ) sin θ + g ′ (θ) cos θ] + q1 [h(θ) sin θ + h′ (θ) cos θ]
F21 = p2 rm−1 mg(θ) cos θ − p2 rm g ′ (θ) sin θ/r = p2 rm−1 [mg(θ) cos θ − g ′ (θ) sin θ]
F22 = p2 rm−1 mg(θ) sin θ + p2 rm g ′ (θ) cos θ/r = p2 rm−1 [mg(θ) sin θ + g ′ (θ) cos θ]

The Cauchy stress are computed from the left Cauchy-Green tensor B = FFT . Each
component of B as following:
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h
2 
2 i
2
2
B11 = F11
+ F12
= p21 r2m−2 mg(θ) cos θ − g ′ (θ) sin θ + mg(θ) sin θ + g ′ (θ) cos θ
h
2 
2 i
+ q12 h(θ) cos θ − h′ (θ) sin θ + h(θ) sin θ + h′ (θ) cos θ

+ 2p1 q1 rm−1 mg(θ)h(θ) cos2 θ + g ′ (θ)h′ (θ) sin2 θ
− mg(θ)h′ (θ) cos θ sin θ − g ′ (θ)h(θ) cos θ sin θ

+ 2p1 q1 rm−1 mg(θ)h(θ) sin2 θ + g ′ (θ)h′ (θ) cos2 θ




+ mg(θ)h′ (θ) cos θ sin θ + g ′ (θ)h(θ) cos θ sin θ






= p21 r2m−2 m2 g 2 (θ) + g ′2 (θ) + 2p1 q1 rm−1 mg(θ)h(θ) + g ′ (θ)h′ (θ) + q12 h2 (θ) + h′2 (θ)
(A.20)
h
2 
2 i
B12 = F11 F12 + F21 F22 = p1 p2 r2m−2 mg(θ) cos θ − g ′ (θ) sin θ + mg(θ) sin θ + g ′ (θ) cos θ

+ p2 q1 rm−1 mg(θ)h(θ) cos2 θ + g ′ (θ)h′ (θ) sin2 θ
− mg(θ)h′ (θ) cos θ sin θ − g ′ (θ)h(θ) cos θ sin θ

+ p2 q1 rm−1 mg(θ)h(θ) sin2 θ + g ′ (θ)h′ (θ) cos2 θ




+ mg(θ)h′ (θ) cos θ sin θ + g ′ (θ)h(θ) cos θ sin θ




= p1 p2 r2m−2 m2 g 2 (θ) + g ′2 (θ) + p2 q1 rm−1 mg(θ)h(θ) + g ′ (θ)h′ (θ)
(A.21)
h
2 
2 i
2
2
= p22 r2m−2 mg(θ) cos θ − g ′ (θ) sin θ + mg(θ) sin θ + g ′ (θ) cos θ
B22 = F21
+ F22


= p22 r2m−2 m2 g 2 (θ) + g ′2 (θ)
(A.22)
Define G(θ) = m2 g 2 (θ) +g ′2 (θ), H(θ) = h2 (θ) +h′2 (θ) and GH(θ) = mg(θ)h(θ) +g ′ (θ)h′ (θ).
The matrix form of B can be expressed as:

136



p21


B = r2m−2 G(θ) 
p1 p2







2
p1 p2 
2p1 q1 p2 q1 
q1 0
m−1
GH(θ) 
+r
 + H(θ) 

p22
p 2 q1
0
0 0
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(A.23)

APPENDIX B : Supplemental Information: Spatial programming of defect
distributions to enhance material failure characteristics
B.1. Tensile properties
To characterize the anisotropy of the mechanical properties of the printed materials, tensile
tests were conducted on samples that were printed with different (constant) print angles
relative to the loading direction. Tensile tests were conducted with samples printed longitudinally (loading parallel with the printed filaments), transversely (loading perpendicular
to the printed filaments), and diagonally (loading 45◦ relative to the printed filaments).
The stiffness and ultimate tensile strength are reported in Table B.1. Three samples were
tested for each case, and consistent behavior was observed in all cases. Not surprisingly,
loading the samples parallel with the loading direction (the longitudinal samples) showed
the highest stiffness and strength, at E1 = 1248 ± 66.67 MPa and σˆ1 = 52.15 ± 1.25 MPa,
respectively. Samples loaded perpendicular to the printing direction (the transverse samples) showed stiffness and strength of E2 = 965.6 ± 20.25 MPa and σˆ2 = 24.07 ± 0.60 MPa,
respectively. With the longitudinal and transverse stiffness, the stiffness matrix for the
printed material can be constructed as a plane-stress orthotropic material:



E1
 1 − ν12 ν21


 ν21 E1
C=
 1 − ν12 ν21


0

ν12 E2
1 − ν12 ν21
E2
1 − ν12 ν21
0


0 



0 



G12

(B.1)

The Poisson’s ratio is assumed to be 0.3. To fully define the stiffness matrix, the in-plane
shear modulus G12 is needed. G12 was determined by the samples printed diagonally (i.e.,
a unidirectional infill pattern with filaments oriented 45◦ relative to the loading axis). The
stiffness for the diagonal sample is measured to be E45 = 1029.5 ± 21.24 MPa. The shear
modulus (G12 ) can be computed as:
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4
1
1
2ν12 −1
=
−(
+
−
)
= 395 MPa
E45
E1 E2
E1


G12

(B.2)

The tensile properties of Bouligand samples with variable infill angle (defined by the pitch
angle γ) are also reported in Table B.1. These structures have stiffness and strength between
the longitudinal and transverse samples, with a pitch angle of γ = 10◦ having the largest
values. Knowing the local stiffness matrix, the global stiffness for each structure printed with
Bouligand (helical) structure can be estimated using laminate theory. The resulting analytic
estimation for stiffness is plotted in Fig. B.1a, showing good agreement with experiments.
The tensile strength can also be predicted using the Tsai-Hill failure criterion:205

(

σ1 2 σ1 σ2
σ2
τ12
) −
+ ( )2 + ( )2 = 1.
2
σˆ1
σˆ2
τˆ12
σˆ1

(B.3)

where σ̂ represents the failure strength of the corresponding modes. The in-plane shear
strength (τ̂12 ) of each layer can be estimated from the tensile strength of the diagonal
sample (σ̂45 ) as it is under mixed loading conditions. The shear strength can be calculated
as:
σ̂2 σ̂45
τ̂12 = p 2
.
2
4σ̂2 − σ̂45

(B.4)

The tensile strength of the helical structures is estimated with the computed criterion iteratively for each laminate. As one layer reaches the failure criterion, the load is redistributed
to the unfailed layers until all layers reach the failure criterion. The estimate for the tensile
strength is shown in Fig. B.1b, showing the same basic trends as seen in the experiments.
The samples with helical structure show 3D fracture surfaces, similar to what was reported
previously in fibrous material systems with helicoidal fiber structures.45 The crack surfaces
are reported in Fig. B.2. The helical surface can be clearly seen for γ = 5◦ while the surfaces
remain much more flat for γ = 30◦ and γ = 45◦ .

139

B.2. Defect properties
We applied two methods to adjust the properties of the defects in additive manufacturing.
First, we thermally annealed the PLA samples to adjust the interfilament properties, reducing the material heterogeneity at the filament boundaries. We annealed two sets of samples
at two different temperatures: one set was annealed near the glass transition temperature
of PLA (≈ 65◦ C); the other was annealed at 60◦ C (slightly below the glass transition temperature). Both sets were annealed for one hour (increasing the time had minimal effect on
the properties). After annealing, we subjected the samples to fracture testing. We observed
that the fracture toughness of the annealed samples was higher than the unannealed samples, indicating that the first infill layer is strengthened during annealing (see Fig. B.4a-b).
The largest effect from annealing was observed for the samples with pitch angles of γ = 5◦
and 30◦ that were annealed near the glass transition temperature. This led to a drop in the
energy dissipation of ≈ 50%). The annealed samples with a pitch angle of 10◦ also showed
a decline in energy dissipation.
The second method to adjust the defect properties is to control the filament spacing in
each layer during printing. If the extrusion rate is held constant, this determines the size
of the geometric defects observed between the filaments. A larger interfilament spacing
leads to more and/or larger voids between filaments, and ultimately to lower strength and
stiffness transverse to the print direction. We adjusted this distance for samples with a
fixed pitch angle of γ = 10◦ over a range of values, leading to total sample masses of 83%,
91%, and 107% of the original mass. Note, the lower the mass of the structure, the more
voids there must be along the interfilament boundaries, and hence the more anisotropic are
the individual layers. The measured fracture toughness of these samples show that as the
distance between filaments decreases, the structure is stronger (higher fracture toughness).
Meanwhile, the trend for energy dissipation is not monotonic. Samples with filament spacing
larger than 0.3 mm dissipate less energy, than samples with very small filament spacing. For
samples with larger filament spacing, larger geometric defects are expected. Larger defects
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Table B.1: Tensile properties of unidirectional infill samples and samples printed with helical
infill patterns
Stiffness (MPa)
Strength (MPa)

Longitudinal
1248 ± 66.67
52.15 ± 1.25

Transverse
966 ± 20.25
24.07 ± 0.60

Diagonal
1030 ± 21.24
30.87 ± 0.69

γ = 5◦
1016 ± 32.24
34.41 ± 1.41

γ = 10◦
1083 ± 13.74
38.49 ± 0.77

γ = 30◦
1059 ± 24.17
36.40 ± 0.69

γ = 45◦
1043 ± 14.15
36.02 ± 1.00

inhibit the load transfer within layers and subsequently make the structure less tough. On
the other hand, smaller filament spacing makes the structure more solid like. The crack
can not propagate by twisting as easily as before. This suggests that there is an optimal
filament spacing to obtain the largest toughness.

(a)

(b)

Figure B.1: The tensile properties for all samples with Bouligand structure, together with
unidirectional samples as controls: (a) Effective stiffness estimated using Reuss bound and
Laminate theory; (b) Tensile strength of samples and estimates using the Tsai-Hill Criterion.
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γ=5°

γ=10°

γ=30°

γ=45°

Figure B.2: Tensile fracture surfaces of all samples printed with Bouligand structures. Clear
helical surfaces can be observed for γ = 5◦ and γ = 10◦ while the other pitch angles produce
fracture surfaces that are much more flat.
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γ = 5°

γ = 10 °

γ = 30 °

γ = 45 °

Figure B.3: Front surface of SENB samples with different pitch angles γ. For γ = 5◦ the
crack-growth region includes two periods of the Bouligand structure. For γ = 10◦ the crackgrowth region includes four periods of Bouligand structure.
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Figure B.4: (a-b): After thermal annealing, the fracture properties change for all structures printed with Bouligand structure. Thermal annealing enhances the fracture toughness
slightly though decreases energy dissipation significantly especially at 65◦ C; (c-d): Changing
the filament spacing for samples with pitch angle γ = 10◦ also changes the fracture properties. A smaller filament spacing produces smaller geometric defects, resulting in higher
fracture toughness. This effect seems to be quite significant, leading to property changes
by up to 100%. Energy dissipation does not change monotonically as the original spacing
shows highers energy dissipation: if the filaments are too far apart they do not transfer
sufficient load during bending; if the filaments are too close the structure behaves more like
a monolithic brittle solid.
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γ=5°

γ=10°

1 mm

1 mm

γ=45°

γ=30°

1 mm

1 mm

Figure B.5: Crack surfaces of SENB samples with various pitch angles without annotations.
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APPENDIX C : Supplemental Information: Tough, aorta-inspired soft composites
C.1. Fiber orientation measurement
The local fiber orientations in the printed composites are measured by using images from
an optical microscope (see example images in Fig. C.1). OrientationJ182 is used to extract
orientation data from the images. We use a pixel radius of 2 with cubic-spline method to
calculate the gradient. The color overlay added to the right column of Fig. C.1 indicates
the local fiber orientation as extracted by the algorithm. This process also computes the
orientation distribution, as shown in Fig. C.2a. Specifically, the unidirectional composites
show a peak orientation around 0◦ (i.e., parallel with the print direction) while composites
printed with a helical shear field have shifted orientation peaks. The effect of nozzle rotation
on the distribution of fiber orientation can be clearly seen, with the peak shifting towards the
calculated angle from the non-dimensional parameter calculated from printing parameters.
The image is taken from the top of the surface, revealing only a portion of the fibers below
the surface, suggesting that the majority of the fibers just below the surface will reach the
maximum rotation relative to the printing direction.
Following the definition of the HGO model,173 the anisotropy of the fiber reinforcement can
be defined by a single parameter κ, called the dispersion parameter, which is defined as:
1
κ=−
4

Z

π/2

ρ(ϕ) sin3 ϕdϕ

(C.1)

−pi/2

where ρ(ϕ) is the fiber orientation distribution. The fibers are unidirectionally aligned
when the dispersion parameter is zero. The dispersion parameter increases as fibers are less
unidirectionally aligned and more isotropic. Using this formula, the dispersion parameter
for three composites printed with different nozzle rotation rates is plotted in Fig. C.2b.
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a

1 mm
b

Local Orientation (deg)

1 mm
c

1 mm
Figure C.1: Surface optical microscope image of printed PDMS-GF composites with nozzle
rotation. The overlaid false color maps in the right column indicate the local orientation of
the fibers, calculated from OrientationJ. (a) φ = 0◦ , (b) φ = 20◦ , (c) φ = 40◦ .

C.2. Effect of fiber treatment
The influence of the bonding strength between fiber and matrix on the mechanical properties
of the composite is examined here. The interfacial bonding strength is manipulated by the
surface treatment of the fibers using sulfuric acid. The stress-stretch curves for unnotched
specimens with various nozzle rotations and volume fractions are shown in Figure C.5a-c.
For all nozzle rotations, the 5 vol.% composites lose ductility (with stretch at rupture λR
changing from ∼ 2.5 to ∼ 1.5) while the yield stress is significantly increased. However, sig-
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a

b
𝜋

𝜅=

1 2
න −𝜌 𝜙 sin3 𝜙 𝑑𝜙
4 −𝜋
2

Figure C.2: (a) Orientation distribution calculated from the false color maps in Fig. C.1 for
various idealized rotation angles φ. (b) Orientation dispersion as calculated using Eq. C.1
for various idealized rotation angles.
nificant softening is still observed at a stretch around 1.25 for composites with acid-treated
fibers. At 10 vol.%, the ductility of the composites is unaffected by the acid treatment.
However, the softening is delayed leading to a higher yield stress. Importantly, for both
high and low volume fractions, the initial stiffness of the composite remains unchanged for
all nozzle rotations, suggesting that the acid treatment of the fibers does not significantly
physically degrade the fibers (Fig C.5d).
Next we investigate the effect of fiber treatment on the toughness of the composites by
testing specimens that have been pre-cut with a notch perpendicular to the direction of
printing. The stress-stretch plots for these notched specimens are shown in Fig C.5e-g. The
acid treatment results in a larger critical stretch λc and a higher toughness (Fig C.5h). The
improvement in toughness is nearly 100% for specimens with 5 vol.% of acid-treated fibers
with no rotation, and approximately 33% for specimens with 10 vol.%. Again, at higher volume fraction, the distance between fibers is reduced leading to higher stress concentrations
when voids are generated due to fiber matrix debonding. As a result, the failure occurs
earlier as cracks form in the matrix between voids, an effect which is controlled by the
fracture properties of the matrix. This is why at higher volume fraction, the improvement
in toughness is less significant. Moreover, at other nozzle rotations, the toughness of the
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composites is also improved regardless of volume fraction.
a

b

c

Figure C.3: Additional tensile properties of PDMS-GF composites: (a) Work of fracture
(total strain energy density), (b) Stretch of rupture, (c) Critical stretch.
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a

b

c

d

e

f

Figure C.4: Tensile and fracture properties of PDMS-GF composites tested in the transverse
direction (loading perpendicular to the fiber orientation) as a function of volume fraction
and fiber treatment. (a) Measured stress-stretch of unnotched composites, (b) stress-stretch
of notched composites, (c) elastic modulus of composites loaded transversely to the direction
of the fibers, (d) toughness of composites loaded transversely to the direction of the fibers,
(e) work of fracture of composites loaded transversely to the direction of the fibers, (f)
stretch of rupture.
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d
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h

Figure C.5: Effect of fiber treatment on the mechanical properties of PDMS-GF composites. (a)-(c) Experimentally measured stress-stretch of unnotched PDMS-composites with
various idealized fiber angles; (d) Stiffness of composites with various idealized fiber orientations, volume fractions, and fiber treatments; (e)-(g) stress-stretch relationship for notched
PDMS composites with various idealized fiber orientations; (h) toughness of composites
with different idealized fiber orientations, volume fractions, and fiber treatments.

a

b

c

Figure C.6: Measured stress-stretch for unnotched composites with: (a) in-plane heterogeneity and (b) aorta-inspired heterogeneity. (c) Stiffness of composites with heterogeneity
and various volume fractions and fiber treatments.
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Figure C.7: Measured stress-stretch for unnotched and notched samples of rheologicallymodified PDMS for 3D printing.
a

b

c

d

e

f

g

h

Figure C.8: Fatigue behavior of unidirectional PDMS composites without cracks: stressstretch for cycle 1, 300, 1000, and 3000 for composites with untreated glass fibers with
various stretch amplitudes (a) λmax = 1.10, (b) λmax = 1.15, and (c) λmax = 1.20. (d)
Strain energy density of each loading curve of each cycle. Stress-stretch for cycle 1, 300,
1000, 3000 for composites with acid-treated glass fibers with stretch amplitudes (e) λmax =
1.125, (f) λmax = 1.25, and (g) λmax = 1.375. (h) Strain energy density of each loading
curve of each cycle.
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a

b

c

d

Figure C.9: Fatigue crack growth of 5 vol.% unidirectional composites. (a-b) Fatigue crack
length as a function of cycle number and crack growth rate (da/dN ), respectively, as a
function of the applied energy release rate for composites with untreated fibers; (c-d) fatigue
crack length as a function of cycle number and crack growth rate (da/dN ), respectively, as
a function of the applied energy release rate for composites with acid-treated fibers.
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a

b

c

d

Figure C.10: Fatigue crack growth of 10 vol.% unidirectional composites with untreated
fibers. (a-b) Strain energy density and hysteresis, respectively; (c-d) fatigue crack length
as a function of cycle number and crack growth rate (da/dN ), respectively, as a function of
the applied energy release rate for composites with 10 vol.% fibers.
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Figure C.11: Fatigue behavior of composites with untreated fibers and without notch,
printed with nozzle rotation. (a-b) Strain energy density and hysteresis for composites with
5 vol.% fibers and idealized fiber angle φ = 20◦ , respectively; (c-d) strain energy density and
hysteresis for composites with 5 vol.% fibers and idealized fiber angle φ = 40◦ , respectively;
(e-f) strain energy density and hysteresis for composites with 10 vol.% fibers and idealized
fiber angle φ = 20◦ , respectively; (g-h) strain energy density and hysteresis for composites
with 10 vol.% fibers and idealized fiber angle φ = 40◦ , respectively.
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a

b

c

d

Figure C.12: Fatigue behavior of composites with notch, printed with nozzle rotation.
Crack length a vs. number of loading cycles N for stretch amplitudes (a) λmax = 1.20,
(b) λmax = 1.25, (c) λmax = 1.30, and (d) λmax = 1.35.
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Figure C.13: Fatigue crack growth of composites printed with nozzle rotation. (a-b) Fatigue
crack length as a function of cycle number and crack growth rate (da/dN ), respectively,
as a function of the applied energy release rate for composites with 5 vol.% fibers and
idealized fiber angle φ = 20◦ ; (c-d) fatigue crack length as a function of cycle number and
crack growth rate (da/dN ), respectively, as a function of the applied energy release rate for
composites with 5 vol.% fibers and idealized fiber angle φ = 40◦ ; (e-f) fatigue crack length
as a function of cycle number and crack growth rate (da/dN ), respectively, as a function
of applied energy release rate for composites with 10 vol.% fibers and idealized fiber angle
φ = 20◦ ; (g-h) fatigue crack length as a function of cycle number and crack growth rate
(da/dN ), respectively, as a function of applied energy release rate for composites with
10 vol.% fibers and idealized fiber angle φ = 40◦ .
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Figure C.14: Determination of fatigue threshold for composites with 5 vol.% and 10 vol.%
fibers, respectively, printed with nozzle rotation. The fatigue threshold values are used in
Fig. 6b.
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Figure C.15: Fatigue properties of 10 vol.% composites with heterogeneity inspired by aorta.
(a-b) Strain energy density and hysteresis, respectively, for all composites tested without
cracks; (c-d) fatigue crack length as a function of cycle number and crack growth rate
(da/dN ), respectively, as a function of the applied energy release rate for 10 vol.% composites with heterogeneity inspired by aorta with untreated fibers; (e-f) fatigue crack length
as a function of cycle number and crack growth rate (da/dN ), respectively, as a function
of the applied energy release rate for 10 vol.% composites with heterogeneity inspired by
aorta with acid-treated fibers.
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[57] Richard Couperthwaite, Abhilash Molkeri, Danial Khatamsaz, Ankit Srivastava, Douglas Allaire, and Raymundo Arròyave. Materials design through batch bayesian optimization with multisource information fusion. Journal of Materials, 72(12):4431–4443,
2020.
[58] Zacharias Vangelatos, Haris Moazam Sheikh, Philip S. Marcus, Costas P. Grigoropoulos, Victor Z. Lopez, George Flamourakis, and Maria Farsari. Strength through defects: A novel bayesian approach for the optimization of architected materials. Science
Advances, 7(41):eabk2218, 2021.
[59] Aldair E. Gongora, Bowen Xu, Wyatt Perry, Chika Okoye, Patrick Riley, Kristofer G.
Reyes, Elise F. Morgan, and Keith A. Brown. A bayesian experimental autonomous
researcher for mechanical design. Science Advances, 6(15):eaaz1708, 2020.

164

[60] Chengyang Mo, Jordan R. Raney, and John L. Bassani. Finite deformation near a
crack tip terminated at an interface between two neo-hookean sheets. Journal of the
Mechanics and Physics of Solids, 158:104653, 2022.
[61] Lewis M. Cox, Adrienne K. Blevins, Jasper A. Drisko, Yuan Qi, Yifu Ding, Callie I.
Fiedler-Higgins, Rong Long, Christopher N. Bowman, and Jason P. Killgore. Tunable mechanical anisotropy, crack guiding, and toughness enhancement in two-stage
reactive polymer networks. Advanced Engineering Materials, 21(8):1900578, 2019.
[62] R. S. Rivlin and A. G. Thomas. Rupture of rubber. i. characteristic energy for tearing.
Journal of Polymer Science, 10(3):291–318, 1953.
[63] Felix S. Wong and Richard T. Shield. Large plane deformations of thin elastic sheets
of neo-hookean material. Zeitschrift für angewandte Mathematik und Physik ZAMP,
20(2):176–199, 1969.
[64] J. K. Knowles and Eli Sternberg. An asymptotic finite-deformation analysis of the
elastostatic field near the tip of a crack. Journal of Elasticity, 3(2):67–107, 1973.
[65] J. K. Knowles and Eli Sternberg. Finite-deformation analysis of the elastostatic field
near the tip of a crack: Reconsideration and higher-order results. Journal of Elasticity,
4(3):201–233, 1974.
[66] J. K. Knowles and Eli Sternberg. Large deformations near a tip of an interface-crack
between two neo-hookean sheets. Journal of Elasticity, 13(3):257–293, 1983.
[67] Philippe H. Geubelle and Wolfgang G. Knauss. Finite strains at the tip of a crack
in a sheet of hyperelastic material: I. homogeneous case. Journal of Elasticity, 35(13):61–98, 1994.
[68] Philippe H. Geubelle and Wolfgang G. Knauss. Finite strains at the tip of a crack
in a sheet of hyperelastic material: Ii. special bimaterial cases. Journal of Elasticity,
35(1-3):99–137, 1994.
[69] Philippe H. Geubelle and Wolfgang G. Knauss. Finite strains at the tip of a crack
in a sheet of hyperelastic material: Iii. general bimaterial case. Journal of Elasticity,
35(1-3):139–174, 1994.
[70] Chong Qing Ru. Finite strain singular field near the tip of a crack terminating at a
material interface. Mathematics and Mechanics of Solids, 2(1):49–73, 1997.
[71] A. R. Zak and M. L. Williams. Crack point stress singularities at a bi-material
interface. Journal of Applied Mechanics, 30(1):142–143, 1963.
[72] D. B. Bogy. On the plane elastostatic problem of a loaded crack terminating at a
material interface. Acta Mechanica Solida Sinica, 38(4):911–918, 1971.

165

[73] T S Cook and F Erdogan. Stresses in bonded materials with a crack perpendicular
to the interface. International Journal of Engineering Science, 10(8):677–697, 1972.
[74] Jun Chang and Jin Quan Xu. The singular stress field and stress intensity factors
of a crack terminating at a bimaterial interface. International Journal of Mechanical
Sciences, 49(7):888–897, 2007.
[75] J. L. Bassani and F Erdogan. Stress intensity factors in bonded half planes containing
inclined cracks and subjected to antiplane shear loading. International Journal of
Fracture, 15(2):145–158, 1979.
[76] Yin Liu and Brian Moran. Asymptotic path-independent integrals for the evaluation
of crack-tip parameters in a neo-hookean material. International Journal of Fracture,
224(1):133–150, 2020.
[77] Yin Liu and Brian Moran. Large deformation near a crack tip in a fiber-reinforced
neo-hookean sheet. Journal of the Mechanics and Physics of Solids, 143:1–29, 2020.
[78] Tae Kyung Kim, Jeong Koo Kim, and Ok Chan Jeong. Measurement of nonlinear
mechanical properties of pdms elastomer. Microelectronic Engineering, 88(8):1982–
1985, 2011. Proceedings of the 36th International Conference on Micro- and NanoEngineering (MNE).
[79] Rong Long and Chung Yuen Hui. Crack tip fields in soft elastic solids subjected
to large quasi-static deformation - a review. Extreme Mechanics Letters, 4:131–155,
2015.
[80] A. G. Thomas. Rupture of rubber. v. cut growth in natural rubber vulcanizates.
Journal of Polymer Science, 31(123):467–480, 1958.
[81] A. Hamdi, Nourredine Aı̈t Hocine, M. Naı̈t Abdelaziz, and N. Benseddiq. Fracture of
elastomers under static mixed mode: The strain-energy-density factor. International
Journal of Fracture, 144(2):65–75, 2007.
[82] Yinan Lu, Yuan Qi, Michely Tenardi, and Rong Long. Mixed-mode fracture in a soft
elastomer. Extreme Mechanics Letters, page 101380, 2021.
[83] Li-Heng Cai, Thomas E. Kodger, Rodrigo E. Guerra, Adrian F. Pegoraro, Michael
Rubinstein, and David A. Weitz. Soft poly(dimethylsiloxane) elastomers from
architecture-driven entanglement free design. Advanced Materials, 27(35):5132–5140,
2015.
[84] Ming-Yuan He and John W. Hutchinson. Crack deflection at an interface between dissimilar elastic materials. International Journal of Solids and Structures, 25(9):1053–
1067, 1989.
[85] Chengyang Mo and Jordan R. Raney. Spatial programming of defect distributions to
enhance material failure characteristics. Extreme Mechanics Letters, 34, 2020.
166

[86] Meisam K Habibi and Yang Lu. Crack propagation in bamboo’s hierarchical cellular
structure. Scientific Report, 4, 2014.
[87] Ahmad Khayer Dastjerdi, Reza Rabiei, and Francois Barthelat. The weak interfaces
within tough natural composites: Experiments on three types of nacre. Journal of
the Mechanical Behavior of Biomedical Materials, 19:50–60, 2013.
[88] Lessa Kay Grunenfelder, Enrique Escobar De Obaldia, Qianqian Wang, Dongsheng
Li, Brian Weden, Christopher Salinas, Richard Wuhrer, Pablo Zavattieri, and David
Kisailus. Stress and damage mitigation from oriented nanostructures within the radular teeth of cryptochiton stelleri. Advanced Functional Materials, 24(39):6093–6104,
2014.
[89] J. A. Lewis. Direct ink writing of 3d functional materials. Advanced Functional
Materials, 16:2193–2204, 2006.
[90] S.S. Crump. Apparatus and method for creating three-dimensional objects. U.S.
Patent No. 5121329 A, 1992.
[91] C. W. Hull. Apparatus for production of three-dimensional objects by stereolithography. U.S. patent No. 4575330A, 1986.
[92] R. Wicker, F. Medina, and C. Elkins. Methods for multi-material stereolithography.
U.S. patent No. 7959847B2, 1986.
[93] J. R. Raney and J. A. Lewis. Printing mesoscale architectures. MRS Bulletin,
40(11):943–950, 2015.
[94] Lucas R. Meza, Alex J. Zelhofer, Nigel Clarke, Arturo J. Mateos, Dennis M.
Kochmann, and Julia R. Greer. Resilient 3d hierarchical architected metamaterials.
Proceeding of the National Academy of Sciences, 112(37):11502–11507, 2015.
[95] Juha Song, Steffen Reichert, Ilan Kallai, Dan Gazit, Matthew Wund, Mary C. Boyce,
and Christine Ortiz. Quantitative microstructural studies of the armor of the marine threespine stickleback (gasterosteus aculeatus). Journal of Structural Biology,
171(3):318–331, 2010.
[96] Chandra Sekhar Tiwary, Sharan Kishore, Suman Sarkar, Debiprosad Roy Mahapatra,
Pulickel M. Ajayan, and Kamanio Chattopadhyay. Morphogenesis and mechanostabilization of complex natural and 3d printed shapes. Science Advances, 1(4):e1400052,
2015.
[97] Grace X. Gu, Flavia Libonati, Susan D. Wettermark, and Markus J. Buehler. Printing
nature: Unraveling the role of nacre’s mineral bridges. Journal of the Mechanical
Behavior of Biomedical Materials, 76:135–144, 2017.

167

[98] Ezra Feilden, Claudio Ferraro, Qinghua Zhang, Esther Garcı́a-Tuñón, Eleonora
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[172] André R. Studart. Towards high-performance bioinspired composites. Advanced Materials, 24(37):5024–5044, 2012.
[173] Gerhard A. Holzapfel, Thomas C. Gasser, and Ray W. Ogden. A new constitutive
framework for arterial wall mechanics and a comparative study of material models.
Journal of Elasticity, 61:1–48, 2000.

173

[174] Jiahua Ni, Shaoting Lin, Zhao Qin, David Veysset, Xinyue Liu, Yuchen Sun, Alex J.
Hsieh, Raul Radovitzky, Keith A. Nelson, and Xuanhe Zhao. Strong fatigue-resistant
nanofibrous hydrogels inspired by lobster underbelly. Matter, 4(6):1919–1934, 2021.
[175] J. William Pro and Francois Barthelat. The fracture mechanics of biological and
bioinspired materials. MRS Bulletin, 44(1):46–52, 2019.
[176] L. A. Goettler and K. S. Shen. Short fiber reinforced elastomers. Rubber Chemistry
and Technology, 56(3):619–638, 1983.
[177] Ali Amini, Adele Khavari, Francois Barthelat, and Allen J. Ehrlicher. Centrifugation
and index matching yield a strong and transparent bioinspired nacreous composite.
Science, 373(6560):1229–1234, 2021.
[178] A. G. Thomas. Rupture of rubber. v. cut growth in natural rubber vulcanizates.
Rubber Chemistry and Technology, 32(2):477–489, 1959.
[179] Ruobing Bai, Quansan Yang, Jingda Tang, Xavier P Morelle, Joost Vlassak, and
Zhigang Suo. Fatigue fracture of tough hydrogels. Extreme Mechanics Letters, 15:91–
96, 2017.
[180] Enrui Zhang, Ruobing Bai, Xavier P Morelle, and Zhigang Suo. Fatigue fracture of
nearly elastic hydrogels. Soft Matter, 14(18):3563–3571, 2018.
[181] Shaoting Lin, Xinyue Liu, Ji Liu, Hyunwoo Yuk, Hyun-chae Loh, German A Parada,
Charles Settens, Jake Song, Admir Masic, Gareth H Mckinley, and Xuanhe Zhao.
Anti-fatigue-fracture hydrogels. Science Advances, 5(March):1–10, 2019.
[182] R. Rezakhaniha, A. Agianniotis, J.T.C. Schrauwen, A. Griffa, D. Sage, C.V.C.
Bouten, F.N. van de Vosse, M. Unser, and N. Stergiopulos. Experimental investigation of collagen waviness and orientation in the arterial adventitia using confocal laser
scanning microscopy. Biomechanics and Modeling in Mechanobiology, 11(3-4):461–
473, 2012.
[183] Peter I. Frazier. A tutorial on bayesian optimization. pages 1–22, 2018.
[184] Jeffrey D. Hyman and C. Larrabee Winter. Stochastic generation of explicit pore
structures by thresholding gaussian random fields. Journal of Computational Physics,
277:16–31, 2014.
[185] S. Macrae Montgomery, Haley Hilborn, Craig M. Hamel, Xiao Kuang, Kevin N. Long,
and H. Jerry Qi. The 3d printing and modeling of functionally graded kelvin foams
for controlling crushing performance. Extreme Mechanics Letters, 46:101323, 2021.
[186] Enze Chen, Shengzhi Luan, and Stavros Gaitanaros. On the strength of brittle foams
with uniform and gradient densities. Extreme Mechanics Letters, page 101598, 2022.

174

[187] P. G. Dixon and L. J. Gibson. The structure and mechanics of moso bamboo material.
Journal of The Royal Society Interface, 11(99):20140321, 2014.
[188] Grace X. Gu, Chun-Teh Chen, and Markus J. Buehler. De novo composite design
based on machine learning algorithm. Extreme Mechanics Letters, 18:19–28, 2018.
[189] Charles Yang, Youngsoo Kim, Seunghwa Ryu, and Grace X. Gu. Prediction of composite microstructure stress-strain curves using convolutional neural networks. Material & Design, 189:108509, 2020.
[190] Chi-Hua Yu, Zhao Qin, and Markus J Buehler. Artificial intelligence design algorithm
for nanocomposites optimized for shear crack resistance. Nano Futures, 3(3):035001,
2019.
[191] Eric Stach, Brian DeCost, A. Gilad Kusne, Jason Hattrick-Simpers, Keith A. Brown,
Kristofer G. Reyes, Joshua Schrier, Simon Billinge, Tonio Buonassisi, Ian Foster,
Carla P. Gomes, John M. Gregoire, Apurva Mehta, Joseph Montoya, Elsa Olivetti,
Chiwoo Park, Eli Rotenberg, Semion K. Saikin, Sylvia Smullin, Valentin Stanev, and
Benji Maruyama. Autonomous experimentation systems for materials development:
A community perspective. Matter, 4(9):2702–2726, 2021.
[192] Jasper Snoek, Hugo Larochelle, and Ryan P. Adams. Practical bayesian optimization
of machine learning algorithms, 2012.
[193] Aldenor G. Santos, Gisele O. da Rocha, and Jailson B. de Andrade. Occurrence of
the potent mutagens 2- nitrobenzanthrone and 3-nitrobenzanthrone in fine airborne
particles. Scientific Reports, 9(1):1, 2019.
[194] Miao Zhong, Kevin Tran, Yimeng Min, Chuanhao Wang, Ziyun Wang, Cao-Thang
Dinh, Phil De Luna, Zongqian Yu, Armin Sedighian Rasouli, Peter Brodersen, Song
Sun, Oleksandr Voznyy, Chih-Shan Tan, Mikhail Askerka, Fanglin Che, Min Liu,
Ali Seifitokaldani, Yuanjie Pang, Shen-Chuan Lo, Alexander Ip, Zachary Ulissi, and
Edward H. Sargent. Accelerated discovery of co2 electrocatalysts using active machine
learning. Nature, 581(7807):178–183, 2020.
[195] Zhi Li, Mansoor Ani Najeeb, Liana Alves, Alyssa Z. Sherman, Venkateswaran Shekar,
Peter Cruz Parrilla, Ian M. Pendleton, Wesley Wang, Philip W. Nega, Matthias
Zeller, Joshua Schrier, Alexander J. Norquist, and Emory M. Chan. Robot-accelerated
perovskite investigation and discovery. Chemistry of Materials, 32(13):5650–5663,
2020.
[196] Ruihao Yuan, Zhen Liu, Prasanna V. Balachandran, Deqing Xue, Yumei Zhou, Xiangdong Ding, Jun Sun, Dezhen Xue, and Turab Lookman. Accelerated discovery
of large electrostrains in batio3-based piezoelectrics using active learning. Advanced
Materials, 30(7):1702884, 2018.

175

[197] Dezhen Xue, Prasanna V. Balachandran, John Hogden, James Theiler, Deqing Xue,
and Turab Lookman. Accelerated search for materials with targeted properties by
adaptive design. Nature Communications, 7(1):11241, 2016.
[198] Bryce Meredig, Erin Antono, Carena Church, Maxwell Hutchinson, Julia Ling, Sean
Paradiso, Ben Blaiszik, Ian Foster, Brenna Gibbons, Jason Hattrick-Simpers, Apurva
Mehta, and Logan Ward. Can machine learning identify the next high-temperature
superconductor? examining extrapolation performance for materials discovery. Molecular Systems Design Engineering, 3:819–825, 2018.
[199] Prasanna V. Balachandran, Benjamin Kowalski, Alp Sehirlioglu, and Turab Lookman.
Experimental search for high-temperature ferroelectric perovskites guided by two-step
machine learning. Nature Communications, 9(1):1668, 2018.
[200] Peter I. Frazier. A tutorial on bayesian optimization, 2018.
[201] Aldair E. Gongora, Kelsey L. Snapp, Emily Whiting, Patrick Riley, Kristofer G.
Reyes, Elise F. Morgan, and Keith A. Brown. Using simulation to accelerate autonomous experimentation: A case study using mechanics. iScience, 24(4):102262,
2021.
[202] Tian Chen, Mark Pauly, and Pedro M. Reis. A reprogrammable mechanical metamaterial with stable memory. Nature, 589(7842):386–390, 2021.
[203] Lorna J. Gibson and Michael F. Ashby. Cellular Solids: Structure and Properties.
Cambridge Solid State Science Series. Cambridge University Press, 2 edition, 1997.
[204] Paris Perdikaris. JAX-BO: A bayesian optimization library in JAX, 2020.
[205] S W Tsai and E M Wu. A general theory for anisotropic materials. Journal of
Composite Materials, 5:58–80, 1971.

176

