Abstract: This paper considers the fault detection problem of distributed networked control systems (DNCS) with limited data transmission rate. In order to deal with the limited bandwidth of the network, two steps are taken. The first one is the periodic communication sequence which is introduced to the twolevel DNCS to ensure that only some specified subsystems rather than all of them are connected to the central fault diagnosis unit at a certain time; the second one is that the signals which are transmitted to the central unit from each subsystem are not the inputs and outputs but the residuals which are smaller. Because periodic communication sequence's introduction changes the observability of the system, a theorem is provided to discuss the observability of DNCS as well as to give a new system model under observable condition. On the basis of residuals transmitted from subsystems to the central unit, some steps are taken to get the inputs and outputs which are necessary for fault detection. Then, according to the new system model and obtained inputs and outputs, the central fault diagnosis unit based on the periodic system theory is designed under this communication pattern. Finally, a numerical example is provided to illustrate the effectiveness of the proposed method.
diagnosis for the proposed system. Section 4 describes a case study to validate the fault diagnosis method. Finally, some concluding remarks end the paper.
DNCS WITH PERIODIC COMMUNICATION SEQUENCES

Two-level DNCS
As shown in Fig.1 , the two-level DNCS is composed of the central unit and banks of subsystem which include sensors, controllers, actuators, and they interact with each other through the Ethernet.
Assume that each subsystem is described by the following dynamic model: ii ii , , , , , , , ,
x t A x t A x t Bu t E d t F f t y t C x t Du t E d t F f t i n
A A B C D E E F F ， , 1,..., i j n = are known matrices of appropriate dimensions. n denotes the total number of the subsystems in the DNCS The overall dynamics of the physical system can be described by 
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If the delay and packet loss are negligible, then by a discretization with sampling period , the dynamic of system is :
where
DNCS with Periodic Communication Sequence
In order to avoid problems caused by limited bandwidth, the ideal way is to improve the capacity of the network.
Alternatively, reducing the flow rate would also reduce the uncertainty caused by the delays and the packet loss. To this aim, two steps are taken. The first one is the periodic communication sequence which is introduced to the two-level DNCS to ensure that at a certain time only part of the subsystems rather than all of them are connected to the central fault diagnosis unit, just as shown in Fig.1 ; the second one is that the signals which are transmitted to the central unit from each subsystem are not the inputs and outputs but the residuals which are smaller. 
,where the integer denotes the number of steps in a communication period .
denotes whether the subsystem is connected to the central unit at step i . If From formula (4), we can find that the periodic communication sequence affects the observability of the system, so before designing the observer-based fault detection method, we must guarantee the observability of DNCS with periodic communication sequence.
Observability of DNCS with Periodic Communication Sequence
The following theorem is used to discuss the observability of DNCS with periodic communication sequence. Theorem 1 For the system with periodic communication sequence
We can call it -step observable (Zhang and Dimitrios, 2006) , if the following conditions are met :( 1)
represents the first row of C .
(1,:) C Proof: The periodic communication sequence's introduction transforms the DNCS into periodic time-varying system; so many existing methods are failed to be used in DNCS with periodic communication sequence to validate its observability. Therefore, the lifting technique is used to obtain the timeinvariant system model from working at the basic period to the observable period . 
by the same reason, we can obtain that : 
where ( 1) ( 
where 
where c c m 
⑤ It is obvious that the formula (7) or (8) represents the timeinvariant system, so the regular observability criterion for discrete system can be applied to the system denoted by the model above (Wilson, 1996) . It is well known that the system above is observable if the following condition is met:
3. FAULT DIGANOSIS
Inputs and Outputs
It is known that inputs and output are necessary for fault diagnosis, but in our system in order to keep little traffic on Ethernet, we just transmit the residual of each subsystem to the central unit, so we should know the inputs and outputs firstly to design the fault diagnosis method.
Before getting the inputs and outputs, we should introduce new parameters , 1,2 
where K δ is predefined.
Observer-based Fault Diagnosis
Based on formula (11), (12) and (13), the inputs and outputs of the subsystems obtained above in the central FDI unit are employed to design the observer:
In order to get a compromise between the sensitivity and the robustness, the fault diagnosis problem is transferred to the optimization problem:
To get the optimal solution of (16) 
17th IFAC World Congress (IFAC'08) Seoul, Korea, July 6-11, 2008 The simulation is realised in MATLAB/SIMULINK and Truetime, and a fault happens in subsystem 1 at time 15-35s.Because the effect of fault on subsystem 2 is very small, only the subsystem 1 simulation result is shown in Fig.2 .From it we can conclude that with the premise that the data transmitted through the network is reduced by half, we still get the acceptable result of fault diagnosis. The simulation validates the effectiveness of the method applied in two-level DNCS. 
