Abstract. We propose a new method to compute connection matrices of quantum Knizhnik-Zamolodchikov equations associated to integrable vertex models with super algebra and Hecke algebra symmetries. The scheme relies on decomposing the underlying spin representation of the affine Hecke algebra in principal series modules and invoking the known solution of the connection problem for quantum affine Knizhnik-Zamolodchikov equations associated to principal series modules. We apply the method to the spin representation underlying the U q gl(2|1) Perk-Schultz model. We show that the corresponding connection matrices are described by an elliptic solution of the dynamical quantum YangBaxter equation with spectral parameter.
1. Introduction 1.1. (Quantum) Knizhnik-Zamolodchikov equations. Knizhnik-Zamolodchikov (KZ) equations were introduced in [41] as a system of holonomic differential equations satisfied by n-point correlation functions of primary fields in the Wess-Zumino-Novikov-Witten field theory [56, 46, 47, 57, 58] . Although they were introduced within a physical context, it has since proved to play an important role in several branches of mathematics. One of the reasons for that lies in the fact that KZ equations exhibit strong connections with the representation theory of affine Lie algebras. For instance, they are not restricted to Wess-Zumino-Novikov-Witten theory and they can be used to describe correlation functions of general conformal field theories [8] associated with affine Lie algebras. Within the context of representation theory, correlation functions are encoded as matrix coefficients of intertwining operators between certain representations of affine Lie algebras. This formulation is then responsible for associating important representation theoretic information to the structure of the particular conformal field theory. Moreover, one remarkable feature of KZ equations from the representation theory point of view is related to properties of the monodromies (or connection matrices) of its solutions along closed paths. The latter was shown in [38] to produce intertwining operators for quantum group tensor product representations.
The interplay between KZ equations and affine Lie algebras also paved the way for the derivation of a quantised version of such equations having the representation theory of quantum affine algebras as its building block. In that case one finds a holonomic system of difference equations satisfied by matrix coefficients of a product of intertwining operators [22] . The latter equations are known as quantum Knizhnik-Zamolodchikov equations, or qKZ equations for short.
The fundamental ingredient for defining a qKZ equation is a solution of the quantum Yang-Baxter equation with spectral parameter, also referred to as a R-matrix. Several methods have been developed along the years to find solutions of the Yang-Baxter equation; and among prominent examples we have the Quantum Group framework [29, 30, 31, 17] and the Baxterization method [36] . These methods are not completely unrelated and solutions having U q ( gl(m|n)) symmetry [13] are known to be also obtained from Baxterization of Hecke algebras [11, 14] . The particular cases U q ( gl (2) ) and U q ( gl(1|1)) are in their turn obtained from the Baxterization of a quotient of the Hecke algebra known as TemperleyLieb algebra [55] . Other quantised Lie super algebras have also been considered within this program. Solutions based on the U q ( gl (2) (m|n)), U q ( osp(m|n)) and U q ( osp (2) (m|n)) have been presented in [5, 23, 24] . The latter cases also originate from the Baxterization of Birman-Wenzl-Murakami algebras [9, 45, 28, 26, 27] , as shown in [24] .
1.2.
Relation to integrable vertex models. The quantum inverse scattering method attaches an integrable two-dimensional vertex model to an R-matrix. A well known example is the six-vertex model, which is governed by the R-matrix obtained as the intertwiner U(z 1 ) ⊗ U(z 2 ) → U(z 2 ) ⊗ U(z 1 ) of U q ( sl(2))-modules with U(z) the U q ( sl(2)) evaluation representation associated to the two-dimensional vector representation U of U q (sl (2) ). The qKZ equations associated to this R-matrix are solved by quantum correlation functions of the six-vertex model [32] . We will sometimes say that the qKZ equation is associated to the integrable vertex model governed by the R-matrix, instead of being associated to the R-matrix itself.
A large literature has been devoted to the study of integrable systems based on the Lie super algebra gl(m|n), see for instance [1, 2, 16, 54, 50, 18] . The supersymmetric t-j model is one of the main examples. The associated R-matrix arises as intertwiner of the Yangian algebra Y( gl(2|1)). Another example is the q-deformed supersymmetric t-j model [54, 3] whose R-matrix was firstly obtained by Perk and Schultz [49] . The relation between the Perk-Schultz model and the U q ( gl(2|1)) invariant R-matrix was clarified in [54, 42, 3 ].
Connection problems.
A basis of solutions of the qKZ equations can be constructed such that the solutions have asymptotically free behaviour deep in a particular asymptotic sector S. The connection problem is the problem to explicitly compute the change of basis matrix between basis associated to different asymptotic sectors. The basis change matrix is then called a connection matrix.
The connection problem for qKZ equations has been solved in special cases. Frenkel and Reshetikhin [22] solved it for the qKZ equations attached to the six-vertex model. Konno [39] computed for a simple classical Lie algebra g the connection matrices for the qKZ equations attached to the U q ( g)-intertwiner U(z 1 ) ⊗ U(z 2 ) → U(z 2 ) ⊗ U(z 1 ) with U the vector representation of U q (g). In both cases the computation of the connection matrices relies on explicitly solving the two-variable qKZ equation in terms of basic hypergeometric series.
1.4. The goals of the paper. The aim of this paper is two-fold. Firstly we present a new approach to compute connection matrices of qKZ equations associated to intertwiners
when the associated tensor product representation W (z 1 ) ⊗ · · · ⊗ W (z n ) of evaluation modules, viewed as module over the finite quantum (super)group, becomes a Hecke algebra module by the action of the universal R-matrix on neighbouring tensor legs [29, 30] . Adding a quasi-cyclic operator, which physically is imposing quasi-periodic boundary conditions, W ⊗n becomes a module over the affine Hecke algebra of type A n−1 , which we call the spin representation. The spin representation thus is governed by a constant R-matrix, which is the braid limit of the R-matrix R W (z) underlying the qKZ equations we started with. In this setup the qKZ equations coincide with Cherednik's [12] quantum affine KZ equations associated to the spin representation.
The new approach is based on the solution of the connection problem of quantum affine KZ equations for principal series modules of the affine Hecke algebra, see [53, §3] and the appendix of the present paper. To compute the connection matrices of the qKZ equations associated to R W (z) it then suffices to decompose, if possible, the spin representation as direct sum of principal series modules and construct the connection matrices by glueing together the explicit connection matrices associated to the principal series blocks in the decomposition.
Secondly, we apply the aforementioned approach to compute the connection matrices for qKZ equations attached to the U q ( gl(2|1)) Perk-Schultz model. We show that they are governed by an explicit elliptic solution of the dynamical quantum Yang-Baxter equation. The latter equation was proposed by Felder [20] as the quantised version of a modified classical Yang-Baxter equation arising as the compatibility condition of the KnizhnikZamolodchikov-Bernard equations [6, 7] . 1.5. Relation to elliptic face models. Felder [20, 21] showed that solutions of the dynamical quantum Yang-Baxter equation encodes statistical weights of face models. For instance, the solution of the dynamical quantum Yang-Baxter equation arising from the connection matrices for the qKZ equations associated to the six-vertex model encodes the statistical weights of Baxter's [4] eight-vertex face model [22, 53] . More generally, for a simple Lie algebra g of classical type X n and U the vector representation of U q (g), Konno [39] has shown that the connection matrices of the qKZ equations associated to the U( g)-intertwiner U(z 1 ) ⊗ U(z 2 ) → U(z 2 ) ⊗ U(z 1 ) are described by the statistical weights of the X (1) n elliptic face models of Jimbo, Miwa and Okado [33, 34, 35] . We expect that our elliptic solution of the dynamical quantum Yang-Baxter equation, obtained from the connection matrices for the qKZ equations associated to the U q ( gl(2|1)) Perk-Schultz model, is closely related to Okado's [48] elliptic face model attached to gl(2|1).
Future directions.
It is natural to apply our techniques to compute connection matrices when the R-matrix is the U q ( gl(m|n))-intertwiner U(z 1 ) ⊗ U(z 2 ) → U(z 2 ) ⊗ U(z 1 ) with U the vector representation of the quantum super algebra U q (gl(m|n)), and to relate the connection matrices to Okado's [48] elliptic face models attached to gl(m|n). Another natural open problem is the existence of a face-vertex transformation [4] turning our dynamical elliptic R-matrix into an elliptic solution of the (non dynamical) quantum Yang-Baxter equation with spectral parameter. If such transformation exists it is natural to expect that the resulting R-matrix will be an elliptic deformation of the R-matrix underlying the U q ( gl(2|1)) Perk-Schultz model. Indeed, for gl(2) it is well known that the connection matrices of the qKZ equations attached to the six-vertex model is governed by the elliptic solution of the dynamical quantum Yang-Baxter equation underlying Baxter's eight-vertex face model [22, 53] . By a face-vertex transformation, this dynamical R-matrix turns into the quantum R-matrix underlying Baxter's symmetric eight-vertex model, which can be regarded as the elliptic analogue of the six-vertex model.
We plan to return to these open problems in a future publication.
Outline. This paper is organised as follows. In Section 2 we give the explicit elliptic solution of the dynamical quantum Yang-Baxter equation attached to the Lie super algebra gl(2|1). In Section 3 we discuss the relevant representation theory of the affine Hecke algebra. In 4 we present our new approach to compute connection matrices of quantum affine KZ equations attached to spin representations. In Section 5 we describe the spin representation associated to the U q ( gl(2|1)) Perk-Schultz model and decompose it as direct sum of principal series modules. The connection matrices of the quantum affine KZ equations associated to this spin representation is computed in Section 6. In this section we also relate the connection matrices to the elliptic solution of the dynamical quantum Yang-Baxter equation from Section 2. In Section 6 we need to have the explicit solution of the connection problem of quantum affine KZ equations associated to an arbitrary principal series module, while [53, §3] only deals with a special class of principal series modules. We discuss the extension of the results from [53, §3] to all principal series modules in the appendix.
We shall explain the technique in more detail from Section 3 onwards. In this section we present the explicit elliptic dynamical R-matrix one obtains by applying this method to the spin representation of the affine Hecke algebra arising from the action of the universal R-matrix of the quantum group U q (gl(2|1)) on V ⊗ V , with V the (3-dimensional) vector representation of U q (gl(2|1)).
2.1. The Lie super algebra gl(2|1). Let V = V 0 ⊕ V 1 be a Z/2Z-graded vector space with even (bosonic) subspace V 0 = Cv 1 ⊕ Cv 2 and odd (fermionic) subspace V 1 = Cv 3 . Let p : {1, 2, 3} → Z/2Z be the parity map
Let gl(V ) be the associated Lie super algebra, with Z/2Z-grading given by
as Lie super algebras by identifying gl(V ) with a matrix Lie super algebra via the ordered basis
For 1 ≤ i, j ≤ 3 we write E ij ∈ gl(V ) for the matrix units defined by
The standard Cartan subalgebra h of the Lie super algebra gl(V ) is
which we endow with a symmetric bilinear ·, · : h × h → C by
otherwise.
In the definition of weights of a representation below we identify h * ≃ h via the non degenerate symmetric bilinear form (·, ·).
Let W = W 0 ⊕ W 1 be a finite dimensional representation of the Lie super algebra gl(V ) with representation map π : gl(V ) → gl(W ). We call λ ∈ h a weight of W if the weight space
We write P (W ) ⊂ h for the set of weights of W .
The vector representation of gl(V ) is the Z/2Z-graded vector space V , viewed as representation of the Lie super algebra gl(V ) by the natural action of gl(V ) on V . Note that V decomposes as direct sum of weight spaces with the set of weights P (V ) = {E 11 Let W be a finite dimensional representation of gl(V ) with weight decomposition
and suppose that G(µ) : W ⊗n → W ⊗n is a family of linear operators on W ⊗n depending meromorphically on µ ∈ h. For β ∈ C and 1 ≤ i ≤ n we write
for the linear operator which acts as G(µ + βλ) on the subspace W
of W ⊗n . More precisely, let pr
Let R W (x; µ) : W ⊗ W → W ⊗ W be linear operators, depending meromorphically on x ∈ C (the spectral parameter) and µ ∈ h (the dynamical parameters). Let κ ∈ C. We say that R W (x; µ) satisfies the dynamical quantum Yang-Baxter equation in braid-like form if
Remark 2.1. Let P ∈ End(W ⊗ W ) be the permutation operator and writě
which is the dynamical quantum Yang-Baxter equation as introduced by Felder [21] with dynamical shifts adjusted to the action of the Cartan subalgebra h of the Lie super algebra gl(V ).
2.3.
The dynamical R-matrix. We present an explicit elliptic solution of the dynamical quantum Yang-Baxter equation (2.2) for W = V the vector representation. Fix the nome 0 < p < 1. We express the entries of the elliptic dynamical R-matrix in terms of products of renormalised Jacobi theta functions
The natural building blocks of the R-matrix depend on the additional parameter κ ∈ C and are given by the functions 4) and the elliptic c-function
.
To write down explicitly the
Note that the weights {E 11 ,
Recall the parity map p : {1, 2, 3} → Z/2Z given by (2.1).
Definition 2.2. We write R(x; φ) : V ⊗ V → V ⊗ V for the linear operator satisfying
with the κ-dependent coefficients given by (2.4) and (2.5).
We can now state the main result of the present paper. 
as linear operators on V ⊗ V ⊗ V , and the unitarity relation
The theorem can be proved by direct computations. The main point of the present paper is to explain how elliptic solutions of dynamical quantum Yang-Baxter equations, like R(x; φ), can be found by explicitly computing connection matrices of quantum affine KZ equations.
For example,
is an elliptic solution of a gl(2) dynamical quantum Yang-Baxter equation in braid form, with x the spectral parameter and y the dynamical parameter, which governs the integrability of Baxter's 8-vertex face model, see for instance [4, 22] and [53] . It was obtained in [22] by solving the connection problem of the qKZ equations associated to the spin-
XXZ chain. The associated spin representation is constructed from the U q (gl (2)) vector representation.
In the following sections we show that our present solution R(x; φ) can be obtained from the connection problem of the quantum affine KZ equations associated to the U q ( gl(2|1)) Perk-Schultz model. In this case the associated spin representation is V ⊗n with V the U q (gl(2|1)) vector representation, viewed as spin representation of the affine Hecke algebra by the action of the universal R-matrix on neighbouring tensor legs [29, 30] . We expect that R(x; φ) is closely related to Okado's [48] face model attached to sl(2|1).
Remark 2.4. With respect to the ordered basis (2.8)
the solution R(x; φ) is explicitly expressed as
Note that the dependence on the dynamical parameters φ is a 2-dimensional dependence, reflecting the fact that it indeed corresponds to the Lie super algebra sl(2|1).
Representations of the extended affine Hecke algebra
In this section we recall the relevant representation theoretic features of affine Hecke algebras.
3.1. The extended affine Hecke algebra. Let n ≥ 2 and fix 0 < p < 1 once and for all. Fix a generic κ ∈ C and write q = p −κ ∈ C × . The extended affine Hecke algebra H n (q) of type A n−1 is the unital associative algebra over C generated by T 1 , . . . , T n−1 and ζ ±1 with defining relations
Note that T i is invertible with inverse T
. . , T n−1 is the finite Hecke algebra of type A n−1 . Define for 1 ≤ i ≤ n,
n (q) and the abelian subalgebra A generated by
n (q) is a deformation of the group algebra of the symmetric group S n in n letters. For 1 ≤ i < n we write s i for the standard Coxeter generator of S n given by the simple neighbour transposition i ↔ i + 1. The extended affine algebra H n (q) is a deformation of the group algebra of the extended affine symmetric group S n ⋉ Z n , where S n acts on Z n via the permutation action. The commutation relations between T i (1 ≤ i < n) and
Note that the right hand side, expressed as element of the quotient field of A, actually lies in A.
3.2. Principal series representations. Let I ⊆ {1, . . . , n − 1}. We write S n,I ⊆ S n for the subgroup generated by s i (i ∈ I). It is called the standard parabolic subgroup of S n associated to I. The standard parabolic subalgebra H I (q) of H n (q) associated to I is the subalgebra generated by T i (i ∈ I) and A. Note that H ∅ (q) = A. Let ǫ = (ǫ i ) i∈I be a #I-tuple of signs, indexed by I, such that ǫ i = ǫ j if s i and s j are in the same conjugacy class of S n,I . Define
For γ ∈ E I,ǫ there exists a unique linear character χ
Indeed, (3.3) respects the braid relations, the Hecke relations (T i − q)(T i + q −1 ) = 0 (i ∈ I) and the cross relations (3.2) for i ∈ I and 1 ≤ j ≤ n. We write C χ I,ǫ γ for the corresponding one-dimensional H I (q)-module. The principal series module M I,ǫ (γ) for γ ∈ E I,ǫ is the induced H n (q)-module
We write π I,ǫ γ for the corresponding representation map and v I,ǫ (γ) := 1 ⊗ H I (q) 1 ∈ M I,ǫ (γ) for the canonical cyclic vector of M I,ǫ (γ). To describe a natural basis of the principal series module M I,ǫ (γ) we need to recall first the definition of standard parabolic subgroups of S n . Let w ∈ S n . We call an expression
reduced if the word (3.4) of w as product of simple neighbour transpositions s i is of minimal length. The minimal length r of the word is called the length of w and is denoted by l(w). Let S I n be the minimal coset representatives of the left coset space S n /S n,I . It consists of the elements w ∈ S n such that l(ws i ) = l(w) + 1 for all i ∈ I.
For a reduced expression (3.4) of w ∈ S n , the element 
(recall that P ∈ End(W ⊗ W ) denotes the permutation operator). We call π B,D the spin representation associated to (B, D). Spin representations arise in the context of integrable one-dimensional spin chains with Hecke algebra symmetries and twisted boundary conditions, see for instance [15] . The corresponding spin chains are governed by the Baxterization
12 (x). 3.4. Quantum KZ equations and the connection problem. We introduce Cherednik's [12] quantum KZ equations attached to representations of the affine Hecke algebra H n (q). Following [53] we formulate the associated connection problem.
Let M be the field of meromorphic functions on C n . We write F for the field of Z ntranslation invariant meromorphic functions on C n . Let {e i } n i=1 be the standard linear basis of C n , with e i having a one at the ith entry and zeros everywhere else. We define an action σ :
for f ∈ M, where we have written z = (z 1 , . . . , z n ) and τ (e j ) denotes the element in S n ⋉Z n corresponding to e j ∈ Z n . The element ξ :
Let L be a finite dimensional complex vector space. We write 
, where e ∈ S n denotes the neutral element, and satisfying
with R B (z) given by (3.6).
Definition 3.2. Let (π, L) be a finite dimensional representation of H n (q). We say that f ∈ M ⊗ L is a solution of the quantum affine KZ equations if
We write Sol π ⊆ M ⊗ L for the solution space.
Alternatively,
Observe that Sol π is a F -module. The symmetric group S n acts F Sn -linearly on Sol π by ∇ π | Sn .
In the limit ℜ(
The commuting elements Y λ ∈ H n (q) are explicitly given by
with w 0 ∈ S n the longest Weyl group element and ρ = ((n − 1)κ, (n − 3)κ, . . . , (1 − n)κ) (see [53] and the appendix). For a generic class of finite dimensional complex affine Hecke algebra modules the solution space of the quantum KZ equations can be described explicitly in terms of asymptotically free solutions. The class of representations is defined as follows. Write ̟ i = e 1 + · · · + e i for i = 1, . . . , n.
We call (π, L) generic if it is calibrated and if the nonresonance conditions
We recall the following key result on the structure of the solutions of the quantum KZ equations.
There exists a unique meromorphic solution Φ π v of the quantum KZ equations characterised by the series expansion
Let (π, L) be a generic H n (q)-representation. For w ∈ S n we define a F -linear map
With respect to a choice of linear basis {v i } i of L consisting of common eigenvectors of the π( Y λ ) (λ ∈ Z n ) we obtain from the monodromy cocycle matrices with coefficients in F , called connection matrices. The cocycle property implies braid-like relations for the connection matrices. We will analyse the connection matrices for the spin representation of H n (q) associated to the vector representation of U q (gl(2|1)). It leads to explicit solutions of dynamical quantum Yang-Baxter equations.
Connection matrices for principal series modules
First we recall the explicit form of the monodromy cocycle for a generic principal series module M I,ǫ (γ) (γ ∈ E I,ǫ ), see [53] for the special case ǫ i = + for all i and the appendix for the general case. Fix the normalised linear basis { b σ } σ∈S I n of M I,ǫ (γ), given by (7.2), specialised to the GL n root datum and with q in (7.2) replaced by p. The basis elements are common eigenvectors for the action of Y λ (λ ∈ Z n ). We write for w ∈ S n ,
(z; γ) ∈ F (as function of z). For w = s i (1 ≤ i < n) the coefficients are explicitly given in terms of the elliptic functions A y (x), B y (x) and the elliptic c-function c(x) (see (2.4) and (2.5)) as follows.
(a) On the diagonal,
where, if σ ∈ S I n and s n−i σ ∈ S I n , we write i σ ∈ I for the unique index such that s n−i σ = σs iσ . (b) All off-diagonal matrix entries are zero besides m I,ǫ,s i s n−i σ,σ (z; γ) with both σ ∈ S I n and s n−i σ ∈ S I n , which is given by (4.3) m
For w ∈ S n we write 
and M I,ǫ,e (z; γ) = 1, where the symmetric group acts by permuting the variables z. As a consequence, one directly obtains the following result. 
for 1 ≤ i < n − 1 and the unitarity relation
In this paper we want to obtain explicit elliptic solutions of dynamical quantum YangBaxter equations by computing connection matrices of a particular spin representation π B,D , W ⊗n . To relate M π B,D (s i ) to elliptic solutions of quantum dynamical Yang-Baxter equations acting locally on the ith and (i + 1)th tensor legs of W ⊗n one needs to compute the matrix coefficients of M π B,D (s i ) with respect to a suitable tensor product basis
⊗n , where {v i } i is some linear basis of W . The approach is as follows. Suppose we have an explicit isomorphism of H n (q)-modules (4.7)
T :
we conclude from Remark 3.5 that the corresponding monodromy cocycles are related by
is a linear basis of W and {v i 1 ⊗ · · · ⊗ v i N } the corresponding tensor product basis of W ⊗n , then in general T will not map the tensor product basis onto the union (over k) of the linear bases { b σ } σ∈I (k) of the constituents
. Thus trying to explicitly compute M π B,D (s i ) with respect to a tensor product basis, using (4.8) and using the explicit form of M π (k) (s i ) with respect to { b σ } σ∈I (k) , will become cumbersome.
The way out is as follows. As soon as we know the existence of an isomorphism (4.7) of H n (q)-modules, we can try to modify T to obtain an explicit complex linear isomorphism
(not an intertwiner of H n (q)-modules!), which does have the property that a tensor product basis of W ⊗n is mapped to the basis of the direct sum of principal series blocks consisting of the union of the bases { b σ } σ∈S I (k) n . As soon as T is constructed, we can define the modified
(clearly the M π B,D (w) still form a S n -cocycle). Then the matrix of M π B,D (s i ) with respect to the tensor product basis of W ⊗n will lead to an explicit solution of the dynamical quantum Yang-Baxter equation on W ⊗ W with spectral parameters.
We will apply this method for the spin representation associated to the U q ( gl(2|1)) PerkSchultz model in the next section. 
with T an isomorphism of H n (q)-modules and with G (k) the linear automorphism of
) mapping the standard basis element v
The spin representation associated to gl(2|1)
Recall the vector representation V = V 0 ⊕ V 1 with V 0 = Cv 1 ⊕ Cv 2 and V 1 = Cv 3 of the Lie super algebra gl(V ) ≃ gl(2|1). The vector representation can be quantized, leading to the vector representation of the quantized universal enveloping algebra U q (gl(2|1)) on the same vector space V . The action of the universal R-matrix of U q (gl(2|1)) on V ⊗ V gives rise to an explicit solution B : V ⊗ V → V ⊗ V of the braid algebra relation (3. 
see [11, 14] (we also refer the reader to [40, 59] ). It satisfies the Hecke relation (3.5). The Baxterization R B (z) of B gives
. Note that P • B can be re-obtained from R B (z) by taking the braid limit z → ∞. The same solution R B (z) is among the ones found by Perk and Schultz through the direct resolution of the quantum Yang-Baxter equation (3.7), see [49] . It can also be obtained from the U q ( gl(2|1)) invariant R-matrix with spectral parameter, see for instance [11, 14, 37, 10, 13, 60] . Due to that the associated integrable vertex model is commonly refereed to as U q ( gl(2|1)) Perk-Schultz model. Also, it is worth remarking that R B (z) gives rise to a q-deformed version of the supersymmetric t-j model [54, 3] .
Remark 5.1. We have written the R-matrix (5.2) in such a way that it satisfies the quantum Yang-Baxter equation with standard tensor products. In order to make the gradation of V explicitly manifested, and thus having a solution of the graded Yang-Baxter equation as described in [38] , we need to consider the matrixR B := P g P R B where P g stands for the graded permutation operator.
Remark 5.2. Due to small differences of conventions and grading, one also needs to consider a simple gauge transformation in order to compare (5.2) with the results presented in [11, 14, 13, 60] .
In order to proceed, we consider the linear map D φ : V → V for a three-tuple φ := (φ 1 , φ 2 , φ 3 ) of complex numbers defined by
We write π B,φ : H n (q) → End(V ) for the resulting spin representation π B,D φ . We are interested in computing the connection matrices of the quantum affine KZ equations associated to the spin representation π B,φ . With this goal in mind we firstly decompose the spin representation explicitly as direct sum of principal series modules.
Let
and write
We will refer to {v α } α∈Kn as the tensor product basis of V ⊗n . Next write
for the subset of n-tuples α ∈ K n with r j entries equal to j for j = 1, 2, 3. For instance,
Proof. This follows immediately from the definition of the spin representation and the fact
The permutation action α → wα of S n on K n [r], where (wα) i := α w −1 (i) for 1 ≤ i ≤ n, is transitive. The stabiliser subgroup of α (r) (see (5.3)) is S n,I (r) with I (r) ⊆ {1, . . . , n − 1} the subset I (r) := {1, . . . , n − 1} \ {r 3 , r 2 + r 3 } ∩ {1, . . . , n − 1}
For instance, if 1 ≤ r 3 , r 2 + r 3 < n then I (r) = {1, . . . , r 3 − 1} ∪ {r 3 + 1, . . . , r 3 + r 2 − 1} ∪ {r 3 + r 2 + 1, . . . , n − 1}, while I (r) = {1, . . . , n − 1} if r j = n for some j. The assignment w → wα (r) thus gives rise to a bijective map Σ (r) : S
Its inverse can be described as follows. For α ∈ K n [r] and j ∈ {1, 2, 3} write
for indices k such that α k = j and denote
in standard symmetric group notations. Note that w α α (r) = α. In addition, w α ∈ S
which is a direct consequence of the well known length formula
It follows that
i } i∈I (r) be given by
and define
Proposition 5.4. Let r ∈ J n . For generic parameters, there exists a unique isomorphism
Furthermore, for w ∈ S I (r) n we have
Proof. From the explicit form of B it is clear that
By the explicit expression of γ (r) the desired eigenvalues are
We give the detailed proof of the eigenvalue equation for 1 ≤ j ≤ r 3 , the other two cases r 3 < j ≤ r 3 + r 2 and r 3 + r 2 < j ≤ n can be verified by a similar computation. Since j ≤ r 3 , by (3.1) and (5.9) we have
⊗v 3 ⊗v
. Finally, using (5.9) again we find
Consequently we have a unique surjective H n (q)-intertwiner
To complete the proof of the proposition, it thus suffices to prove (5.7).
Fix α ∈ K n [r]. We need to show that
For the proof of this formula we first need to obtain a convenient reduced expression of w α . Construct an element w ∈ w α S I (r) n (i.e., an element w ∈ S n satisfying wα (r) = α) as product w = s j 1 s j 2 · · · s jr of simple neighbour transpositions such that, for all u, the n-tuple s j u+1 s j u+2 · · · s jr α (r) is of the form (β . This can be done by transforming α (r) to α by successive nearest neighbour exchanges between neighbours (β, β ′ ) with β > β ′ . Then it follows that l(w) = l w α , hence w = w α . From this description of a reduced expression of w α it follows that the number of pairs (β
Corollary 6.1. Let r ∈ J n and 1 ≤ i < n.
(a) For β = (β 1 , . . . , β n ) ∈ K n [r] with β n−i = β n+1−i we have
Proof. (a) is immediate from the remarks preceding the corollary.
by Lemma 5.5, hence s n−i w β = w γ for some
hence s n−i w β = w s n−i β . Using the fact that
if β n−i = β n+1−i . The proof now follows directly from the explicit expressions (4.2) and (4.3) of the connection coefficients.
6.2. Finding R(x; φ). In this subsection we fix n = 2 and focus on computing the modified monodromy cocycle of the quantum affine KZ equations associated to the rank two spin representation π B,φ : H 2 (q) → End(V ⊗2 ). It will lead to the explicit expression of the elliptic dynamical R-matrix R(x; φ) from Subsection 2.3.
From our previous results we know that the rank two spin representation V ⊗2 splits as H 2 (q)-module into the direct sum of six principal series blocks
where the first three constituents are one-dimensional and the last three two-dimensional. Write s = s 1 for the nontrivial element of S 2 .
Proof. This follows by a direct computation using Corollary 6.1. For instance, in the 9 × 9-matrix representation of R(x; φ) the first, fifth and ninth column of R(x; φ) arise from the action of M π B,D (s) on the one-dimensional constituents (V ⊗2 ) (2,0,0) , (V ⊗2 ) (0,2,0) and (V ⊗2 ) (0,0,2) respectively, in view of Corollary 6.1(a). The second and fourth columns correspond to the action of 1,1) ).
Corollary 6.3 (Unitarity).
R(x; φ)R(−x; φ) = Id V ⊗2 .
Proof. This follows from (4.6) and (6.1).
6.3. The dynamical quantum Yang-Baxter equation. Next we prove that R(x; φ) satisfies the dynamical quantum Yang-Baxter equation in braid-like form (see Theorem 2.3) by computing the modified monodromy cocycle of the quantum affine KZ equations associated to the spin representation π B,φ : H 3 (q) → End(V ⊗3 ) and expressing them in terms of local actions of R(x; φ). So in this subsection, we fix n = 3.
Let Ψ (j) ∈ C 3 for j = 1, 2, 3 and let Q(φ) : V ⊗3 → V ⊗3 be a family of linear operators on V ⊗3 depending on φ ∈ C 3 . We use the notation Q(φ + Ψ i ) to denote the linear operator on V ⊗3 which acts on the subspace V
Lemma 6.4. Let n = 3. For the simple reflections s 1 and s 2 of S 3 we have
as linear operators on V ⊗3 , where
Proof. The proof of (6.3) is a rather long case by case verification which involves computing the action of the left hand side on the tensor product basis elements using Corollary 6.1.
As an example of the typical arguments, we give here the proof of the first identity in (6.3) when acting on the tensor product basis vectors v 1 ⊗ v 3 ⊗ v 2 and v 2 ⊗ v 3 ⊗ v 2 . This will also clarify the subtleties arising from the fact that V ⊗3 has multiple principal series blocks,
Consider the tensor product basis element v 1 ⊗ v 3 ⊗ v 2 . Note that 
Consequently,
Hence Corollary 6.1(b) gives
which proves the first equality of (6.3) when applied to
As a second example, we consider the validity of the first equality of (6.3) when applied to 
Therefore, Corollary 6.1(b) gives
which proves the first equality of (6.3) when applied to v 2 ⊗ v 3 ⊗ v 2 . All other cases can be checked by a similar computation.
Corollary 6.5. The linear operator R(x; φ) :
as linear operators on V ⊗3 .
Proof. The braid type relation (6.5) is a direct consequence of (6.3) in view of the cocycle property of the modified monodromy cocycle { M π B,D (u)} u∈Sn (cf. (4.5) for the unmodified monodromy cocycle).
We are now ready to obtain the proof of Theorem 2.3. It suffices to show that R(x; φ) is satisfying the dynamical quantum Yang-Baxter equation (2.6) in braid-like form. We derive it as consequence of (6.5).
First of all, replacing φ in (6.5) by φ + (0, 0, π √ −1 log(p) −1 ) we conclude that
with respect to the shift vectors
Now note that the dynamical quantum Yang-Baxter equation (2.6) is equivalent to the equation
with shift vectors
So it remains to show that the π √ −1 log(p) −1 term in Φ
3 (α) may be omitted in the equation (6.6) . Acting by both sides of (6.6) on a pure tensor v i ⊗ v j ⊗ v k , the resulting equation involves the shift Φ 1, 3, 3), (3, 1, 3), (3, 3, 1) } the dependence on the dynamical parameters is a dependence on
Thus replacing φ 3 by φ 3 − π √ −1 log(p) −1 , it follows that the equation is equivalent to the equation with Φ 
see [53, (3.7) ] in the present notations. In the limit
where π is the representation map of L and
with w 0 ∈ W 0 the longest Weyl group element. An F -basis of solutions of the quantum affine KZ equations
C , where we freely used the notations from [53, §3] (in particular, φ V σγ is the linear isomorphism from V = w∈W 0 Cv w onto M(σγ) mapping v w to v w (σγ) for w ∈ W 0 , and Φ(z, γ) is the asymptotically free solution of the bispectral quantum KZ equations, defined in [53, Thm. 3.10] ). The characterising asymptotic behaviour of Φ Proof. Repeating the proof of [53, Thm. 3.15] in the present generalised setup we directly obtain the result for τ 2 ∈ W , γ), −(α i , z))
where the last equality follows by a direct computation.
In this paper we have used this general result in the special case of the GL(n) initial data (R 0 , ∆ 0 , •, Λ, Λ), with root system R 0 = {e i − e j } 1≤i =j≤n ⊂ R n =: E of type A n−1 (here {e i } n i=1 denotes the standard orthonormal basis of R n ), with ∆ = {α 1 , . . . , α n−1 } = {e 1 − e 2 , . . . , e n−1 − e n }, with • = u (hence µ α = 1 and α = α for all α ∈ R 0 ), and with lattices Λ = Z n = Λ. In this case i * = n − i for i ∈ {1, . . . , n − 1} and the multiplicity function κ is constant and equal to the dual multiplicity function κ. The corresponding Askey-Wilson parameters, which coincide in this case with the dual AskeyWilson parameters, are independent of α ∈ R 0 and are given by {a, b, c, d} = {q 2κ , −1, q 1+2κ , −q}.
Then the elliptic c-function (7.4) reduces to c α (x) = q 2κx θ(q 2κ+x ; q) θ(q x ; q) for α ∈ R 0 , and ]. The precise connection to the notation in the main text is given as follows: if q is replaced by p in the above formulas, then the principal series modules coincide with the ones as defined in Subsection 3.2 and the connection matrices M I,ǫ,w (z, γ) become the matrices M I,ǫ,w (z, γ) as defined by (4.4).
