Abstract-While the capacity, feasibility, and methods to obtain codes for network coding problems are well studied, the decoding procedure and complexity have not garnered much attention. In this paper, we pose the decoding problem at a sink node in a network as a marginalize product function (MPF) problem over the Boolean semiring and use the sum product (SP) algorithm on a suitably constructed factor graph to perform iterative decoding. The number of operations required to perform SP decoding is reduced using traceback. The number of operations required to perform SP decoding with and without traceback is obtained. For nonlinear network codes, we define fast decodability of a network code at sinks demanding all the messages and identify a sufficient condition for the same. Next, we consider the network function computation problem wherein the sink nodes demand a function of the messages. We present an MPF formulation for function computation at the sink nodes and use the SP algorithm to obtain the value of the demanded function. Though the proposed method can be used for decoding both linear and nonlinear network codes, it is advantageous only for the case of nonlinear network codes.
N
ETWORK coding, introduced in [1] , is a technique to increase network throughput and reduce delay at the sink nodes by performing coding operations at the nodes instead of simply replicating and routing. Obtaining linear network codes (LNC) has been the subject of study of many research works, for example, an algebraic framework to obtain an LNC for a given network coding problem was given in [2] , a polynomial-time algorithm to construct an LNC for a given multicast network was given in [3] , and a random linear coding approach was proposed in [4] . Network codes immune to certain link failures, called static network codes, were studied in [2] , network coding for cyclic networks and networks with delay were studied in [2] , [5] , and [6] . Network coding in presence of erroneous links, called network error correction coding, has also been studied (see, for example, [7] - [9] and references therein).
In network coding, since the links carry coded information, the sink nodes need to perform some decoding operations in order to obtain the required messages. In this paper, we study decoding and the computational complexity of decoding at the sink nodes. While decoding of nonlinear network codes has not been studied, the common technique employed for decoding an LNC for multicast networks is to perform Gaussian elimination [8] , [10] . We propose to use the sumproduct (SP) algorithm to perform iterative decoding at the sinks. The proposed method can be used to decode linear as well as nonlinear network codes.
A scheme for decoding LNCs for multicast networks using factor graphs [11] was studied in [12] . The problems associated with the decoding scheme proposed in [12] are:
• To construct the factor graph, full knowledge of the network topology is assumed at the sinks which is impractical if the network topology changes.
• Complete knowledge of local encoding matrix [5, Ch. 19] of every node, which specifies how data on the incoming edges is linearly combined to produce data on the outgoing edges of a node, is assumed at the sinks. This again is impractical since local encoding matrix for different nodes will have different dimensions (depending upon the number of incoming and outgoing edges), and hence variable number of overhead bits will be required to communicate to downstream nodes which will incur huge overhead. Unlike the method proposed in [12] , our scheme requires only the knowledge of global encoding maps of the incoming edges at a sink node and not the entire network structure and coding operation performed at each node.
We also point out that the motivating examples, viz., Examples 1 and 4, given in [12] for which the proposed decoding method claims to exploit the network topology admits a simple routing solution and no network coding is required to achieve maximum throughput.
A. Notations and Preliminaries
Let F denote a q-ary alphabet and F q a q-ary finite field. The set {1, 2, . . . , n} is denoted by [n] . The Kronecker delta function is denoted by δ. We represent a network by a finite directed acyclic graph N = (V , E), where V is the set of vertices or nodes and E ⊆ V ×V is the set of directed links or edges between nodes. All links are assumed to be error-free. For a node v ∈ V , I n(v) denotes the set of incoming links of v. The network can have multiple sources, and each can generate different number of messages; the total number of messages generated in the network is denoted by ω. The ω-tuple of source messages is denoted by x [ω] = (x 1 , x 2 , . . . , x ω ) ∈ F ω , where x i ∈ F for all i ∈ [ω] . A source message is denoted by an edge that terminates at a source node but has no originating node. Data on a link e ∈ E is denoted by y e . The network can have multiple sink nodes, say K , denoted T k , k ∈ [K ]. If a sink T k demands some l(≤ ω) messages x k 1 , x k 2 , . . . , x k l (say), then we define the set D k = {k 1 , k 2 , . . . , k l } ⊆ [ω] to be the demand set of T k . Given a set I = {i 1 . . . , i l } ⊆ [ω] , let x I = (x i 1 , . . . , x i l ), i.e., x [ω] restricted to I . For disjoint subsets I and J of [ω], we do not differentiate between (x I , x J ) and x I ∪J .
A network code consists of |E| global encoding maps f e : F ω → F for all e ∈ E, i.e.,f e (x [ω] ) = y e , where y e denotes the coded message communicated on link e [5, Ch. 19] . In other words, global encoding maps specify the data on a particular edge as a function of source messages. For an LNC over F q , the global encoding maps can be represented by vectorsf e such thatf e (x) =f e · x [ω] .
The notations defined above are illustrated in the following example.
Example 1: Consider the network given in Fig. 1 [13] . Here ω = 5. Nodes 1, 2, 3, 11 and 12 are source nodes that generate messages x 1 , x 2 , x 3 , x 4 and x 5 respectively (denoted by edges terminating at these nodes). The nodes 37 − 46 are sink nodes and have general demands which are specified below them; for example, for nodes 37 and 43, D 37 = {1, 3} and D 43 = {1, 2, 3, 4, 5} respectively. In [13] , it was shown that this network admits no linear solution over any field but admits a nonlinear solution which is depicted in Fig. 1 . Outgoing edges of nodes which perform coding operations are labeled by their global encoding maps; rest of the nodes perform only routing. The source messages x i , i ∈ [5] , lie in Z 4 and can also be considered as 2-bit binary words via the mapping 0 ↔ 00, 1 ↔ 01, 2 ↔ 10, and 3 ↔ 11. The alphabet size is q = 4, + denotes addition in ring Z 4 , ⊕ denotes the bitwise XOR, and the function t (·) reverses the order of the 2-bit input.
For a multivariate binary-valued function f (x 1 , . . . , x ω ), the subset of F ω whose elements are mapped to 1 by f (x 1 , . . . , x ω ) is called its support and is denoted by supt( f (x [ω] )). Given a subset I of [ω], we denote the set of vectors in the support of f restricted to I by
Hereafter we assume that the network is feasible, i.e., demands of all sink nodes can be met by using network coding and one such network code that satisfies all the sink demands is given. The global encoding map of the incoming edges of a sink node is assumed to be known to that sink. If a sink node demands ω (≤ ω) source messages, it will have at least ω incoming edges. The decoding problem is to reproduce the desired source messages from the coded data received at the incoming edges. Thus, decoding amounts to solving a set of at least ω (linear and/or nonlinear) equations in ω unknowns for a specified set of ω unknowns.
In [14, Ch. 18] , systems of random linear equations in Boolean variables are studied. For a system of equations, [14, Ch. 18] are the study of the structure of the set of solutions (if any) and that of a parameter called the SAT-UNSAT threshold of a system as m and n tend to infinity. The main differences between [14, Ch. 18] and this paper are: (i) Our study is not limited to systems of linear equations over F 2 and considers systems of linear and/or nonlinear equations over arbitrary alphabet.
(ii) Since the network is fixed, the number of variables (n = ω) and equations (m = |I n(T )|) at any sink T are also fixed.
(iii) Only in the context of random LNC, the matrix of global encoding maps (say H ) at any sink nodes can be random but not the data received on its incoming edges (say b).
B. Contributions and Organization
The contributions and organization of this paper are as follows:
• In Section III-A, we pose the problem of decoding a (linear or nonlinear) network code at a sink node as a marginalize a product function (MPF) problem over the Boolean semiring and construct a factor graph using the global encoding maps of the incoming edges of that sink.
• In Section III-B, instead of running the multiple-vertex version of the SP algorithm, we utilize traceback [15] which results in reduction of the number of operations. We argue that the number of semiring operations required in performing single-vertex SP algorithm with traceback is strictly less than that of multiple-vertex SP algorithm and refer to the use of single-vertex SP algorithm followed by traceback as reduced complexity SP decoding.
(In [16] , traceback was proposed only for decoding at sink nodes which demand all the source messages.
In Section III-B of this paper, we show that traceback can be used to perform reduced complexity decoding at sink nodes with arbitrary demands.) • We discuss the utility and the computational complexity of the proposed technique in Section IV. We consider single-and all-vertex SP algorithm for a class of MPF problems over the Boolean semiring where we are interested not in the marginal functions at some vertices but in the instances of the variables/arguments in the local domains of these vertices that cause these marginal functions to attain value 1 in the Boolean semiring.
We call such problems arg-MPF problems and refer to the application of the SP algorithm to these as the arg-SP algorithm. 1 We obtain the number of semiring operations required in executing these algorithms (the results are summarized in Table III) . For sink nodes which demand all the source messages, the notion of fast decodable nonlinear network codes is defined and a sufficient condition for the same is identified.
• In Section V, we consider the network function computation problem wherein the sink nodes demand a function of the source messages. If a sink demands n(> 1) functions, then such a sink may be replaced by n sinks each 1 The arg-MPF problem in a max-sum or max-product (min-sum or minproduct) semiring involves obtaining the instances of the arguments of the marginal functions for which these marginal functions attain the maximum (minimum) value.
demanding one function but the incoming information to these new sinks is the same. A network code for such a problem ensures computation of the value of the demanded function at a sink node given the coded messages on its incoming edges and not the reproduction of the values of the arguments of the function. Thus, multiple message vectors may evaluate to the same incoming coded messages and the demanded function value. In Section V-B, we show that obtaining one such message vector can be posed as an MPF problem and that obtaining it suffices for computation of the demanded function. Subsequently, we give a method to construct a factor graph for each sink node and use the SP algorithm to solve the MPF problem. We present a brief overview of the SP algorithm in Section II. Preliminaries of network function computation are given in Section V-A. We conclude the paper with a discussion on the scope for further work in Section VI.
II. THE SUM-PRODUCT ALGORITHM
AND FACTOR GRAPHS In this section, we review the computational problem called the MPF problem and specify how the SP algorithm can be used to efficiently solve such problems (refer to [11] for details or [17] for a brief description). An equivalent method is given in [18] and is called the generalized distributive law (GDL) or the junction tree algorithm. The mathematical structure in which the operations of MPF problems are defined is known as the commutative semiring [18] , which comprises a set and two binary operations, viz, a generalized sum and a generalized product. Different semirings are used for different MPF problem, each with a different notion of "sum" and "product" (see [11] , [15] , [18] for applications to various problems).
A. MPF Problems in the Boolean Semiring
The Boolean semiring is the set {0, 1} together with the usual Boolean operations ∨ (OR) and ∧ (AND), and is denoted by R = ({0, 1}, ∨, ∧) [18] . The elements 0 and 1 are the additive and multiplicative identities respectively. The MPF problem defined for this semiring is described below. Let x 1 , x 2 , . . . , x n be a collection of variables taking values in finite alphabets A 1 , A 2 , . . . , A n respectively. For [11] , [18] as
For a variable node x i , i ∈ [n], the marginal function is
and for a factor node h j , j ∈ [M], the marginal function is
If we are interested in the support of the marginal g I (x I ), then the instances of x I for which g I (x I ) = 1 are the elements of the set supt g I (x I ) ⊆ A I . If there exists a unique instance x * I for which g I (x * I ) = 1, then
and for any J ⊆ I
Equations (2) and (3) [n] f (x [n] ), then this can be be obtained by going through the entries in the second column and outputting 1 when a 1 is encountered for the first time in the second column, otherwise the output is 0. This process again requires at most
Remark 2: The number of comparisons required in (3) is independent of J and is at most |A I | − 1.
The Boolean satisfiability problem [11] and solving a system of M linear or polynomial equations in n variables can respectively be posed as an MPF and an arg-MPF problems over the Boolean semiring (see [17] for the MPF formulation).
B. The SP Algorithm
Brute-force computation of the marginal functions (1) will require (M − 1) A [n] ANDs and A [n] ORs, i.e., M A [n] operations. The SP algorithm is an efficient way of computing these marginal functions. It involves iteratively passing messages along the edges of a factor graph, G = (V ∪ W, E), associated with the given MPF problem. Let Z = V ∪ W . There are n variable nodes in V , one for each variable x i . The one for variable x i is labeled x i and its local domain and configuration space are {x i } and A i respectively. There are M factor nodes in W , one for each local function h j (x S j ). The one for h j (x S j ) is labeled h j , and its local function, local domain, and the configuration space are h j (x S j ), x S j , and A S j respectively. A variable node x i is connected to a factor node h j if and only if x i is an argument of h j , i.e., i ∈ S j . The above notations will be illustrated in the context of network code decoding in Example 2.
Let N(x i ) denote the set of factor nodes adjacent to the variable node x i , i.e., set of local functions with x i as an argument, and N(h j ) denote the set of variable nodes adjacent to the factor node h j , i.e., the local domain x S j of h j . The directed message passed from a variable node x i to an adjacent factor node h j and vice versa are as follows:
If the factor graph is acyclic, depending on whether we need to evaluate marginal(s) at only one, a few, or all nodes in the factor graph, the versions of SP algorithm applied to these cases are referred to as the single-, the multiple-, and the allvertex SP algorithm respectively. The message passing starts at leaf nodes and the messages are passed until each node at which marginals are required to be computed has received messages from all its neighbors (see [11, Secs. II-B and II-C] for details or [17, Sec. II-B] for a brief description of message passing in a factor graph). Then, the marginal function of a variable node x i is obtained as the product of all the messages received by x i [11] , [18] , i.e.,
Similarly, the marginal function of a factor node h j is the product of its own local function and the messages it receives from its neighbors [18] , i.e.,
The support of
, and the support of
To obtain the correct value of the required marginal functions, it is essential that the factor graph be free of cycles [11] . If there are cycles, these may not be the correct values and in addition to the support of the marginals, the support sets may contain some undesired instances of arguments for which the marginals take value 0. We use variable stretching on a spanning tree of the factor graph to eliminate cycles (refer to [11, Sec. VI-C] or [17, Fig. 2 ] for description and an example; this method will be illustrated in the context of network code decoding in Example 2).
Though variable stretching leads to enlargement of local domains and hence may increase the computational complexity of the SP algorithm, the algorithm applied to the new acyclic factor graph will give the exact marginal functions [11, Sec. VI-C]. The local functions of the factor nodes remain the same and the variable nodes are now labeled by the new enlarged local domains. In the new acyclic factor graph, we denote the variable and factor nodes by v and w and their local domains by S v and S w respectively, where
The message passed from a variable node v to a factor node w in the new graph is
and that passed from a factor node w to a variable node v is
where h w is the local function of the factor node w. The marginal function of a variable node v is
and that of a factor node w is
As before, for a vertex z ∈ V ∪ W in the factor graph, the support of
From (8)- (11), it can be inferred that the number of operations required to compute messages and marginal functions in the SP algorithm is O (|A z * |), where z * is the node with the largest configuration space A z * . We call |A z * | as the order of computational complexity of the SP algorithm.
III. DECODING NETWORK CODES USING THE SP ALGORITHM
In this section, we show that decoding a network code is an arg-MPF problem over the Boolean semiring. We provide a method to construct factor graphs for decoding at sink nodes using the SP algorithm.
A. Network Code Decoding as an MPF Problem
Given an acyclic network N = (V , E), the demands at each sink, D k , k ∈ [K ] and a set of global encoding maps, {f e : e ∈ E}, that satisfy all the sink demands, the objective at sink T k , is to find the instance x * D k of x D k that was generated by the source(s) using the data it receives on its incoming edges, i.e.,
Here g (k) is the global function of the MPF problem at the kth sink. Thus, decoding a network code has the form of an arg-MPF problem over the Boolean semiring. The factor graph for decoding at sink T k , k ∈ [K ] is constructed as follows: 1) Install ω variable nodes, one for each source message. The labels and the local domains of these nodes are node participates in the encoding map corresponding to the said factor node. Cycles in the factor graph, if any, are removed using variable stretching. Messages are computed using (8) and (9), marginals using (10) and (11) , and the desired supports using (2) 
or (3).
Example 2: We continue with the network coding problem of Fig. 1 . The factor graphs for nodes 37, 40, and 43, denoted by G 37 , G 40 , and G 43 respectively, are given in Fig. 2 . The 4-cycle in G 40 is removed by deleting the dashed edge and stretching variable x 2 along the unique path P from x 2 to the factor node labeled by x 1 + x 2 + x 3 . Similarly, the two 6-cycles in G 43 are removed by deleting dashed edges and stretching variable x 3 along the paths P 1 and P 2 ; for convenience, nodes are numbered a-k in the acyclic factor graph (these node labels will be used later in Example 3). We infer from G 43 that the number of computations required to reproduce all the source messages at V 43 is only O(q 3 ) (size of the largest configuration space) instead of O(q 5 ) (as brute-force decoding would have required).
B. Traceback
Since decoding network codes is an arg-MPF problem and not an MPF problem, we can use traceback to reduce the number of operations. Traceback was introduced in [15] to reduce the ML decoding complexity of space-time block codes. Here we explain traceback in the context of decoding network codes.
We first demonstrate how traceback is performed for decoding at a sink which demands all the source messages. If there exists a vertex whose local domain is the entire message set, then all the messages can be obtained by running singlevertex SP algorithm with this node as the root. If not, then assume that the single-vertex SP algorithm is run with a vertex, say r , as the root and the values x * S r , S r ⊂ [ω], of some source messages have been ascertained. Now, partition the local domain of a neighboring node z, as x S z = x A ∪ x B , where A = S z \S r and B = S z ∩ S r . Since x * S r is known, the value x * B of x B for which g z (x A , x B ) = 1 is also known. Then x * A can be obtained as follows:
where λ z (x A , x B ) is the partial marginal computed at z while passing the message μ z→r (x B ) to the root r ; the two are related as follows:
and h z (x S z ) is the local function if z is a factor node and assumed to be 1 for all x S z ∈ F |S z | if z is a variable node. Equation (12) is the traceback step. This requires q |A| − 1 (< q |S z | − 1) comparisons. Thus, with traceback, neither computation of μ r→z (x S r ∩S z ) nor that of the marginal function g z (x S z ) is needed for any neighbor z of r . The traceback step is performed until the values of all the source messages are obtained. This is done by obtaining source message values at a chosen root node r , followed by traceback on its neighbors, then the neighbors of neighbors of r , and so on. This can lead to considerable reduction in number of operations and is illustrated in Example 3.
We now present how traceback is performed in decoding network codes at a sink which demands only a subset of the source messages. Let D ⊂ [ω] denote the demand of a sink node. If there exists a vertex whose local domain is same as or contains D, then all the desired source messages can be obtained by running the single-vertex arg-SP algorithm with this node as the root. If not, then assume that the single-vertex SP algorithm is run with a vertex, say r , as the root (such that S r ∩ D = ∅). Let z be a neighbor of r with local domain x S z partitioned as given in Fig. 3 .
Once r has received all the messages, the marginal function g r (x S r ) is computed as follows:
Since the network code ensures decoding of only (x B , x E ), and not (x F , x G ), there exists a unique instance of
, and multiple instances of
G ) requires no additional operations over computation of (x * B , x * E ) only. The message to be passed from r to z is
Since g r (x * B , x * E , x F , x G ) = 1, from (13) we have that
, and consequently from (14) ,
A , x C ) is computed as follows:
where λ z (x S z ) is the partial message computed at z while passing message μ z→r (x B , x F ) to r and the two are related as follows:
As before, by Remark 2, computation of (x * A , x C ) requires no additional operations over computation of only x * A , both of which require q |A|+|C| − 1 (< q |S z | − 1) comparisons.
This process is repeated on other neighbors of r , followed by neighbors of neighbors of r , and so on until values of all the messages in the demand set have been determined. The above procedure is applicable even if the set A is empty.
Thus, for a sink with a general demand set D ⊆ [ω], in the single-vertex SP algorithm with traceback, first the singlevertex SP algorithm is used with some node as the root and the support of its marginal is computed. In the traceback step, appropriate supports of the partial marginals of some more nodes are computed which involves only comparison operations. Let the root together with the set of nodes involved in the traceback step be denoted by Z , z∈Z S z ⊇ D.
In the multiple-vertex arg-SP algorithm, to compute appropriate supports (only the intersection of local domain of the root and D) of the marginals of nodes in Z , computation of the marginals of nodes in Z is required to be performed first. This requires message passing until each node in Z , and not r alone, has received messages from all its neighbors after which marginal functions of the nodes in Z is computed followed by computation of appropriate supports of the marginal function.
By Remark 2, computation of the supports of marginals of each node in Z in both the single-vertex with traceback and in the multiple-vertex SP algorithm requires at most q |S z | comparisons. But the latter involves additional computation of messages directed away from the root and marginals of nodes in Z \r . Hence, the former requires strictly fewer number of operations than the latter. We refer to the use of single-vertex SP decoding followed by traceback as reduced complexity SP decoding. Note that in both these methods, the partial marginal λ z is required to be saved; in the former for traceback step ((12) and (15)) and in the latter for computation of marginal
The same is true for all other nodes in Z . Hence, traceback requires no additional memory either.
In the following example, advantage of single-vertex SP algorithm with traceback over multiple-vertex SP algorithm in terms of number of semiring operations required is illustrated.
Example 3: Consider decoding at sink node V 43 in Fig. 1 whose factor graph is given by G 43 in Fig. 2 . The decoding process at V 43 is performed by using single-vertex SP algorithm with node "i" in G 43 as the root to compute x 3 , x 4 , and x 5 followed by traceback to compute x 1 and x 2 . In Fig. 1 , the coded message passed on the edge from vertex n 1 to n 2 , 1 ≤ n 1 , n 2 ≤ 46, is denoted by y n 1 −n 2 . The messages passed towards the root are x 3 ) , and 4 , and x 5 is performed at "i" by first computing its marginal function, denoted by F i , and then computing its support as follows:
. Using x * 3 , x * 1 and x * 2 are computed using traceback at nodes "e" and "c" respectively as
where the partial marginals λ e (x 1 , x 3 ) and λ c (x 1 , x 2 , x 3 ) were computed while passing the message μ e→ f (x 3 ) and μ c→d (x 1 , x 3 ) respectively as follows:
The number of semiring operations required to compute all the messages and marginals are given in Table I .
In the multiple-vertex SP algorithm, SP decoding is performed by computing messages μ k→ j , μ j →i , μ a→b , μ b→c , μ c→d , μ d→e , μ e→ f , μ f →g , μ g→h , μ h→i as before, and then messages μ i→h , μ h→g , μ g→ f , μ f →e , μ e→d , and μ d→c are computed as follows:
At "i", x * 3 , x * 4 , and x * 5 are obtained as given above, and x 1 and x 2 are obtained at "e" and "c" respectively by first x 3 ), and at "c",
The number of semiring operations required to compute additional messages and marginals are given in Table II .
From Table I , the total number of operations (ANDs and ORs) required with traceback is 2C 1 + 2C 2 + C 3 + . . .+ C 10 + 2C 11 , which is 5q 3 + 2q 2 + q − 3 = 353 operations, and that without traceback (Tables I and II) 
IV. COMPLEXITY OF THE SP ALGORITHM
We will now determine the number of semiring operations required to compute the desired marginal functions in an MPF problem using the SP algorithm and the desired supports in an arg-MPF problem using the arg-SP algorithm with and without traceback in the Boolean semiring. The results are summarized in Table III at the end of Section IV-C.
In this section, by addition and multiplication we mean the Boolean OR and AND operations. By Remark 1, the computation of support of a function is considered the same as addition and hence the number of comparisons required in computing support of a function are counted as additions. Let G = (Z , E) = (V ∪ W, E) be an acyclic factor graph with variable nodes V and factor node W . The local domain of a node z is denoted by x S z , the cardinality of its configuration space A S z by q z , and its degree by d z . For every node z ∈ Z , define a z = 1 if z ∈ W and 0 otherwise. We use the following notations from [18, Sec. V]. For an edge e = (a, b) between nodes a and b, q e = q a∩b = |A S a ∩S b | and q a\b = |A S a \S b |. For a node z ∈ Z , a z = 1 if z ∈ W and 0 otherwise.
A. Single-Vertex SP and Arg-SP Algorithms
In (8) 
The grand total of the number of additions and multiplications is then
In the arg-SP algorithm, support of the marginal function at r is computed which requires q r − 1 comparisons so that the grand total of operations in this case is
B. Single-Vertex Arg-SP Algorithm With Traceback
In this case, first the single-vertex arg-SP algorithm with r as the root is executed on the factor graph. Then the local domain x S z of a neighbor z of r is partitioned into sets x I = x S z \S r and x J = x S z ∩S r . The value x * J is already known from decoding at r , and x * I is computed using (12) to be supt λ z (x I , x * J ), where the table of values of the partial marginal λ z (x I , x J ) was already computed at z while passing the message μ z→r (x J ) to the root r . We need to look only at the rows for which x J = x * J and output the value of x I for which λ z (x I , x * J ) = 1. This requires q I − 1 < q z − 1 additions, where x I ∈ A I and q I = |A I |. The total number of multiplications remains the same as in the single-vertex arg-SP algorithm, which is z∈Z (d z − 1)q z − v∈V \r q v + a r q r , but the number of additions is the sum of the number of additions required in the single-vertex SP algorithm ( z∈Z \r q z − e∈E q e ) and the number of additions required at each node for support computation, which is at most z∈Z q z − 1. Thus, the grand total of operations is at most
C. All-Vertex SP and Arg-SP Algorithms
In the all-vertex SP algorithm, first the messages are passed by all the nodes along the unique path towards the root. When the root has received messages from all its neighbors, messages are passed on each edge in the reverse direction, i.e., away from the root and towards the leaves. When all the leaves have received the messages, marginal functions of each node is computed. We use the method suggested in [18, Sec. V] to compute messages and marginal functions.
Let a node z have degree d and has received messages from all but one of its neighbors y 1 which is on the unique path from z to the root (see Fig. 4 ). For an instance x S z of x S z , let k 2 , k 3 , . . . , k d be the values of the known messages, k 1 be the value of the message it is yet to receive from y 1 , and h z be the value of its local function, assumed to be 1 if z ∈ V , i.e., k i = μ y i →z (x S z ), y i ∈ N(z). The messagesk i involves the product of h z with all k j s excluding k i and summing over suitable variables as in (8) and (9); there are d such messages to be sent, one to each neighbor. This can be achieved by computing the following products consecutively:
multiplications. Now z passesk 1 = c 2 to y 1 (after summing over suitable variables) and awaits the reception of k 1 from y 1 . Once k 1 is received, the marginal functions is computed,
, which requires one multiplication. Then the following products are computed consecutively:
Subsequently,k i s are computed as follows:
Various messages received and passed by node z are depicted in Fig. 4 . Thus, computation of all the messages to be passed by z and its marginal function requires
for each of the q z values in A S z . This is true for the root node also. Hence, total number of multiplications required
The number of additions required for computing each message remains the same as in the single-vertex SP algorithm, q v − q v∩w for a variable node passing message to w. Unlike in the single-vertex case, now v will pass messages to all its d v neighbors, thus requiring d v q v − e incident on v q e additional operations. The same is true for all the factor nodes also. Hence, the total number of additions required is z∈Z d z q z − 2 e∈E q e . The grand total number of operations is then
In the arg-SP algorithm, computation of support of marginal function at a node z requires at most q z − 1 additions. Thus, the total number of operations required in all-vertex arg-SP algorithm is
The results of Sections IV-A, B, and C are summarized in Table III . Entries in Table III corroborate the observation made at the end of Section II that the order of computational complexity of the SP algorithm is q z * , where z * is the node with the largest configuration space. The operation counts presented in this section apply not only to MPF and arg-MPF problem in the Boolean semiring, but also to MPF and arg-MPF problem in min-sum, min-product, max-sum, and max-product semirings.
D. Utility and Complexity of SP Algorithm for Decoding Network Code
The SP algorithm for decoding a network code is advantageous only when the code is nonlinear. Systems of nonlinear equations over real or complex fields are mainly solved using iterative methods [19] . In case of finite alphabets, there is no notion of an approximate solution or convergence (as the number of iterations goes to infinity) since the set of possible solutions is finite. Hence, conventional iterative solvers cannot be used but the SP algorithm can be (as illustrated in Example 3). Solving a multivariate system of polynomial equations over a finite field is, in general, NP-hard [20] . The Gröbner basis approach can be used for solving a multivariate system of polynomial equations over a (finite or infinite) field (see [21] and references therein).
We now define fast SP decodability of a nonlinear network code at a sink that demands all the source messages, for example sink nodes in a multicast network. For such a node, if the order of computational complexity of SP decoder is strictly better than that of the brute-force decoding complexity, then the code is said to be fast SP decodable network code. For example, the network code given in Fig. 1 is fast SP decodable for the sink node V 43 since the order of decoding complexity using the SP algorithm is q 3 while that of the brute-force decoding is q 5 (see Example 3). As stated before, in order to recover the requisite source messages at a sink we only need to run the single-vertex arg-SP algorithm followed by traceback steps. For a sink node which demands all the messages, if the factor graph (after removing any cycles present) is such that the local domain of each variable and factor node has cardinality at most l(< ω), then the computational complexity order for the SP decoder will be q l , which is strictly better than q ω of the brute-force decoder. Thus, an acyclic factor graph with at most l(< ω) variables per local domain is a sufficient condition for fast decodability of a nonlinear network code at a sink that demands all the source messages.
The nonlinear multicast network code given in the following example is not fast decodable at any sink node.
Example 4: Consider the multicast network given in Fig. 5 . All messages take value from F 2 . Each sink is connected to a distinct size 8 subset of intermediate node. A binary linear network code exists for this network if and only if a (12, 32, 5) binary error correcting code exists [22, Proposition 3] . The Nadler's code, a binary nonlinear error correcting code [23] , is one such systematic code with the requisite parameters. Note that since there exist no (12, 32, 5) binary linear code, this network admits no linear solution over F 2 . Apart from the systematic part of the Nadler's code, the 7 redundant bits are encoded using nonlinear functions [24] as follows (+ denotes the sum over F 2 ):
The global encoding map of the S −V i link isf i , i ∈ [12] . The intermediate nodes simply route the data on incoming edges to the connected sink nodes, and hence the global encoding maps of the incoming and outgoing edges of an intermediate node are same. Consider decoding at T 495 with incoming edges from V 5 − V 12 ; its incoming edges have global encoding maps f i , i = 5, . . . , 12. In the factor graph of T 495 , the factor node corresponding tof 6 will have local domain {x 1 , x 2 , x 3 , x 4 , x 5 } since all 5 source messages participate in this encoding maps. Hence the order of computational complexity of SP decoding will be at least q 5 . Since complexity order of SP decoder cannot be more than q ω = q 5 , the complexity order of SP decoder is the same as that of brute-force decoding. This is true for all the sink nodes and hence this code is not fast decodable for any of the sinks.
For a system of linear equations in ω variables (taking value from F q ), decoding via Gaussian elimination with back substitution requires at most 2 If m denotes the maximum number of nonzero coefficients in any equation, using the SP algorithm for decoding will require at least q m operations (this can be inferred from Table III) . That is, unlike Gaussian elimination, the complexity of the SP decoder is dependent on q and m for a given system of linear equations. For example, for q = 2, ω = 20, and a system of 20 equations with m = 15, i.e., in any equation at most 15 coefficients are nonzero, Gaussian elimination will require at most 5910 operations while the SP algorithm will require at least 2 15 operations. Thus, in general, Gaussian elimination with backward substitution is preferable over the proposed SP algorithm based decoder in order to decode linear network codes.
V. IN-NETWORK FUNCTION COMPUTATION USING THE SP ALGORITHM

A. Preliminaries
In a communication network, some nodes may be interested not in the messages generated by some other nodes but in one or more functions of those messages. Such problems are called network function computation problems. A wireless sensor network that comprises several sensor nodes, each measuring environmental parameters like ambient light, temperature, pressure, humidity, and wind velocity, is an application of network computation problem. For long-term record-keeping and weather forecasting, average, minimum, maximum, and variance of these meteorological parameters are of interest.
Communicating all the messages relevant to the function required at a sink using either network coding or routing is a simple but highly inefficient (in terms of buffer memory usage and power consumption at intermediate nodes and bandwidth) way of performing network function computation since the sinks are interested in only a function of the messages and not the messages. Moreover, in a network function computation problem, the number of incoming edges to a sink node may be less than the number of relevant source messages but it may be connected to all the relevant source nodes via several multi-hop paths, for example, [29, Fig. 2 ], [27, Fig. 5 ], [28, Figs. 1 and 3 ], [31, Fig. 5 ]. Thus, in order to communicate all the relevant source messages to a sink node, using either routing or network coding, some links will have to be used multiple times (leading to higher energy consumption and latency) so that the sink nodes get enough coded/uncoded messages from which it can reproduce the relevant source messages and then compute the functions. But this approach is highly inefficient in terms of buffer memory and energy consumption at intermediate and sink nodes and bandwidth usage. Furthermore, if each sink node is to be provided with enough number of incoming links so that source messages can be communicated without delay (multiple use of some links) using either network coding or routing, then more intermediate relay node may have to be deployed so that there are at least as many incoming edges to each sink node as there are input arguments in the sink's demanded function. Again, the sink nodes will first perform decoding to reproduce all the relevant source messages and then compute the demanded function. This approach increases the cost and energy requirement of the network, which is crucial in sensor network application, and is undesirable since we are interested only in a function of some source messages and not in reproduction of the relevant source messages.
An efficient way is that function computation be performed in-network, i.e., the intermediate nodes on the paths between the sources and the sinks perform network coding and communicate coded messages such that the sinks may compute their desired functions without having to know the value of the arguments.
We consider in-network function computation in a finite directed acyclic error-free network, G = (V , E), where nodes can perform network coding. For brevity of expression, we use x for x [ω] in this section. The network model is the same as given in Section I-A for network coding problem with the exception that the sink nodes demand a function of messages rather than a subset of messages, i.e., a sink node T k demands the function g k : F ω → F. A network code comprises global encoding mapsf e : F ω → F, one for each edge e ∈ E, such that there exist K (decoding) maps,
This subsumes the network coding problem of Section I as a special case. By (y e : e ∈ I n(T k )) we denote the |I n(T k )|-tuple of coded messages received by T k on its incoming edges.
Remark 3: Though arguments of a demanded function g may only be a subset, say x I for some I ⊆ [ω], of messages, we assume it to be a map from F ω to F for simplicity rather than from F |I | to F.
The in-network function computation problem is to design network codes that maximize the frequency of target functions computation, called the computing capacity [27] . Appuswamy et al. extended the notion of min-cut bound for the network coding problem [5] to function computation problem in [27] . In [28] , network coding for sum-networks was studied, a relation between linear solvability of multipleunicast networks and sum-networks was established, and it was shown that linear network codes are insufficient for achieving computing capacity in sum-networks. Bounds on the rate of computing symmetric functions in a wireless sensor network were given in [29] . In [30] , computation of certain classes of symmetric Boolean functions in a collocated wireless sensor network were discussed. In [31] , network coding schemes for computing arbitrary functions in directed acyclic networks were presented. Recently, a relation between network function computation and functional index coding problem was established in [32] and a relation between network function computation and matroid representation problems was established in [33] .
In order to obtain the value of its desired functions, a sink node may need to perform some operations on the messages it receives on the incoming edges. Though there are many results on bounds on the computing capacity and coding schemes for in-function computation problem, the decoding operation to be performed at the sink nodes to obtain the value of the desired functions has not been studied. We now formulate computation of the desired functions at sink nodes as an MPF problem over the Boolean semiring and use the SP algorithm on a suitably constructed factor graph for each sink to obtain the value of the desired functions.
B. Function Computation as an MPF Problem
We consider decoding at the sink node T k . It demands the function g k (x I k ), where
. For a realization x * of the message vector, we are interested in the value G * k = g k (x *
I k
). Since a network code only ensures computation of the correct value G * k of the demanded target function given the incoming coded message vector (y e : e ∈ I n(T k )) and not the realization x * I k of the messages in the argument set, there may be multiple |I k |-tuples that produce the same values of the incoming coded messages and function value when given as input to the demanded function, i.e., the network code is a many-to-one mapping. We denote one such message vector by x I k . It need not necessarily be equal to
). Using the SP algorithm, we will first obtain x I k and then evaluate g( x I k ) to obtain G * k . The arg-MPF formulation for obtaining x I k is given below. Let
Here β (k) is the global product function and δ(f e (x), y e ) are the local functions of the MPF problem at the sink T k . The set S k contains the coordinates indexed by I k of the message vectors x for which β (k) (x) = 1, i.e., the coordinates indexed by I k of all those message vectors for whichf e (x) = y e , for all e ∈ I n(T k ). Though supt I k may output multiple |I k |-tuples, we will choose any one as x I k . The desired function values is then
Thus, the function computation can be performed by using SP algorithm to solve the MPF problem in (16) followed by (17) . Theorem 1: For all s ∈ S k obtained using (16) and each
. A look-up table (LUT) approach to decoding is to maintain a table with q ω rows and two columns at each sink: first column containing all possible incoming message vectors, {(f e (x) : e ∈ I n(T k )) : x ∈ F ω }, and the second column listing corresponding values of the demanded function, {g k (x) : x ∈ F ω }. Given an instance of incoming messages, a sink node locates the row containing that |I n(T k )|-tuple in the first column of the LUT and then outputs the value in the second column of the row, which is the desired function value. If two rows in the LUT have the same entry in the first column (network code is a manyto-one map), the entry in the second column will also be same. On the contrary, if for two x = x , g k (x) = g k (x ) butf e (x) =f e (x ) for all e ∈ I n(T k ) and some k ∈ [K ], then there will be ambiguity at the kth sink because there are two distinct possible function values, g k (x) and g k (x ) , that the decoder may output.
Thus, a valid network code that fulfills all receivers' demands satisfiesf e (x) =f e (x ) for all e ∈ I n(T k ) if g k (x) = g k (x ) for each k ∈ [K ] and x = x , x, x ∈ F ω . Let x * be a realization of the message vector and (y e : e ∈ I n(T k )) the coded message received by T k on its incoming edges. The set
δ f e (x), y e contains all the message vectors s ∈ F ω such that (f e (s ) : e ∈ I n(T k )) = (y e : e ∈ I n(T k )) including x * . Thus, g k (s ) = g k (x * ) for all s ∈ S k . Since S k = {s I k : s ∈ S k } and g k (x I k ) = g k (x) (by Remark 3), we have g k (s) = g k (x * I k ) for all s ∈ S k . Hence, the SP algorithm for (16) can terminate as soon as a message vector x I k with β (k) ( x I k ) = 1 is found and we need not obtain all possible message vectors which evaluate to the given coded messages on incoming edges of a sink.
Example 5: Let ω = 4 and x i ∈ F 2 for all i ∈ [4] . Let Ma j (x 1 , x 2 , x 3 ) denote the 3-input majority function; it outputs 1 if majority of inputs are 1, otherwise it outputs 0. Let  g(x 1 , x 2 , x 3 ) = x 1 +x 2 +x 3 +Ma j (x 1 , x 2 , x 3 ) is to be evaluated usingf e 1 = x 1 + x 2 ,f e 2 = x 2 + x 3 , andf e 3 = x 1 + x 3 . Here I = {1, 2, 3}. Let x * = 1110 be a realization of the message vector. Then, y e 1 = 0, y e 2 = 0, y e 3 = 0, and g(x * ) = 0. From (16), we have S = supt I j ∈ [3] δ(f e j (x), y e j ) = {000, 111}.
Any element of S can be chosen as x I and both evaluate to 0 when given as input to g(x I ). This illustrates that g( x I ) = g(x * I ). The factor graph for computation of function g k (x I k ) at sink T k , k ∈ [K ] is constructed as follows:
1) Install ω variable nodes and |I n(T k )| factor nodes; the local domains, functions, and connections are the same as in the factor graph for decoding network codes. 2) Install an additional dummy factor node with local domain x I k , local function 1, and label it g k . Connect this node to the variable nodes representing input arguments of g k . As before, first the cycles in the factor graph are removed, if there are any. The single-vertex SP algorithm is run on the acyclic factor graph with the dummy factor node as the root using (8) and (9) . Once it has received all the messages, its marginal function (using (11) ) and subsequently the set S k are computed as follows:
where S v is the local domain of a neighboring variable node v of g k . Theorem 1 states that obtaining only an element x I k of the set S k is sufficient to get the desired function value G * k = g k ( x I k ), and we need not obtain the whole set S k . Thus, the complexity of performing network function computation using the proposed method is the same as that of the single-vertex arg-SP algorithm (first row and second column in Table III ).
VI. CONCLUSION
In this paper, we have proposed to use the SP algorithm for decoding network codes and performing network function computation. We posed the problem of network code decoding at each sink node in a network as an MPF problem over the Boolean semiring. A method for constructing a factor graph for a given sink node using the global encoding maps of the incoming edges and demands of the sink is provided. We discussed the advantages of using the single-vertex SP algorithm with traceback over the multiple-vertex SP algorithm. Subsequently, the number of semiring operations required to perform SP decoding with and without traceback was derived. For the sinks demanding all the source messages, we introduced the concept of fast decodable nonlinear network codes and provided a sufficient condition for a network code to be fast decodable. Then we posed the problem of function computation at sink nodes in a network as an MPF problem and provided a method to construct a factor graph for each sink node on which SP algorithm can be run to solve the MPF problem and compute the value of the demanded function.
For single source multicast networks, a brute force decoding algorithm to decode linear network error correcting codes was given in [34] . Using the SP algorithm to perform the nearest neighbor decoding of linear network error correcting codes [7, p. 24 ] is a possible direction of future work.
