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Abstract: This paper is about scheduling parallel jobs, i.e. which can be executed on more than
one processor at the same time. Malleable jobs is a special class of parallel jobs. The number of
processors a malleable job is executed on may change during the execution.
In this work, we consider the NP-hard problem of scheduling malleable jobs to minimize the
total weighted completion time or mean weighted flow time. For this problem, we introduce an
important dominance rule which can be used to reduce the search space while searching for an
optimal solution.
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1. INTRODUCTION
With the emergence of new production, communication
and parallel computing system, the usual scheduling re-
quirement that a job is executed only on one processor has
become, in many cases, obsolete and unfounded. There-
fore, parallel jobs scheduling is becoming more and more
widespread.
The malleable jobs which have been introduced by Turek
et al. (1992) is a special class of the parallel jobs. The
number of processors a malleable job is executed on may
change during the execution. For an overview of malleable
jobs scheduling, we refer to Dutot et al. (2004) and Ludwig
(1995), for an application in parallel optimization, to Blayo
et al. (2000), and for an application in textile industry to
Serafini (1996).
We now define the problem. A set N = {1, . . . , n} of
preemptive jobs should be processed on a set M =
{1, . . . ,m} of identical machines. Each job j ∈ N has a
processing time (or a surface) pj , a maximum number δj
of machines the job can be processed on and a weight wj .
We assume that jobs are work preserving, i.e. the execution
of a job j on q machines at the same time reduces its
processing time by q: pj(q) = pj/q. We denote by Cj(π)
the completion time of job j in schedule π. The objective
is to find a schedule π which minimizes the total weighted
completion time
F (π) =
∑
j∈N
wjCj(π). (1)
Note that the function (1) is equivalent to mean weighted
flow time, as all the jobs available for processing from
time 0. In the standard scheduling notation, the problem
is denoted as P | var, pj(q) = pj/q, δj |
∑
wjCj , see
Drozdowski (2004).
The problem we consider is a generalisation of the problem
to schedule preemptive non-parallel jobs (δj = 1, ∀j ∈
N) on identical parallel machines to minimise the total
weighted completion time P | pmtn |
∑
wjCj . As the
latter is NP-hard in the strong sense, as shown by Garey
and Johnson (1979), our problem is also NP-hard.
The contribution of this paper is an important dominance
rule for the problem. We will show that there exists an
optimal schedule in which, for every job, the number of
processors this job is executed on do not decrease over
time while the job is being processed. We say that such
schedules satisfy ascending property. This result allows us
to reduce the search for an optimal schedule of the problem
to this class of dominant schedules.
2. DEFINITIONS
A piece of a job j is a non-preemptive part of j processed
on some machine i. Note that, by the work preserving
assumption, the sum of the lengths of all the pieces of
a job j in a schedule should be equal to the surface pj of
this job. The completion time of a piece u of a job j in a
schedule π will be denoted as Cuj (π). Remember that the
completion time Cj(π) of a job j in a schedule π is equal
to the maximum completion time for all pieces of job j.
A piece of job in a schedule is early if its completion time
is strictly smaller than the completion time of the job it
belongs to.
A schedule satisfies the ascending property if it does not
contain early pieces.
3. THE MAIN RESULT
Theorem 1. There exists an optimal schedule which satis-
fies the ascending property.
Proof. To prove the theorem, we will show that it is
possible to transform an optimal schedule which does
not satisfy the ascending property into another optimal
schedule in which
• either the total number of pieces of jobs is strictly
decreased,
• or the number of early pieces is strictly decreased.
Applying this transformation to an optimal schedule a
finite number of times, we can obtain an optimal schedule
without early pieces.
Let π be an optimal schedule of the problem, and π does
not satisfy the ascending property. Therefore, there is an
early piece of a job in π. Let piece q of job a be an early
piece with maximum completion time in π. Also, let K(j)
be the set of pieces of a job j ∈ N completed strictly after
Cqa(π). Note that, by the choice of piece q, the pieces in
K(j) are not early for each j ∈ N .
We will now construct a family of schedules π(ε). In π(ε),
the starting and completion times of each piece k of each
job j is changed by ∆ε(S
k
j ) and ∆ε(C
k
j ) with respect to
schedule π. Note that ∆ε(x) can be negative. The values
∆ε are computed in the following way. For each each piece
u of each job j, the change ∆ε(S
u
j ) of its starting time is
equal to the change ∆ε(C
v
i ) of the completion time of the
piece v of job i which immediately precedes u (or to zero, if
u does not have a predecessor). The value ∆ε(C
q
a) is set to
ε, and this change is equaly compensated by the changes
∆ε(C
k
a ), k ∈ K(a). Also, for each job j, the total change
of the starting times of the pieces in K(j) is distrubuted
equaly among the changes of completion times of these
pieces. Formally, we have:
∆ε(C
u
j ) =













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∑
k∈K(j) ∆ε(S
k
j ) − ε
|K(j)|
, j = a and u ∈ K(a),
∑
k∈K(j) ∆ε(S
k
j )
|K(j)|
, j 6= a and u ∈ K(j),
ε, j = a and u = q,
0, otherwise.
In order to avoid cycles in the computation, the values
∆ε are computed in the non-decreasing order of starting
and completion times in π mixed together. The way the
values ∆ε(S
k
j ) and ∆ε(C
k
j ) are obtained, guarantees that
the surface of each job remains the same. An example of
changes ∆ε for a fixed ε is illustrated in Figure 1.
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Fig. 1. An example of transformation (ε = −4)
Let ∆ε(Cj) = Cj(π(ε)) − Cj(π), j ∈ N . Remember that
if a piece u of job j is not early then ∆ε(C
u
j ) 6= 0 only if
u ∈ K(j). Moreover, changes ∆ε(C
u
j ) and ∆ε(C
v
j ) of the
completion times of two non-early pieces u and v of job j
is the same for a fixed ε. Therefore, we have
∆ε(Cj) =
{
∆ε(C
u
j ) for some u ∈ K(j), |K(j)| ≥ 1,
0, |K(j)| = 0,
as long as, in π(ε), all pieces which are early in π are not
completed after pieces of the same job which are not early
in π:
Cuj (π) + ∆ε(C
u
j ) ≤ C
v
j (π) + ∆ε(C
v
j ),
∀j ∈ N,∀u, v : u 6∈ K(j), v ∈ K(j).
(2)
Let ε1 < 0 be the smallest value of ε such that (2) is
satisfied, and ε2 > 0 be the largest value of ε such that
(2) is satisfied. As ∆ε(C
u
j ) are linear functions of ε, the
objective function F (π(ε)) = F (π) +
∑
j∈N wj∆ε(Cj) is
also a linear function of ε if (2) is satisfied.
Schedule π(ε) is feasible as long as the following is true.
(1) For each piece, its starting time does not exceed its
completion time:
Suj (π) + ∆ε(S
u
j ) ≤ C
u
j (π) + ∆ε(C
u
j ),
∀j ∈ N,∀u.
(3)
Let ε3 < 0 be the smallest value of ε such that (3)
is satisfied, and ε4 > 0 be the largest value of ε such
that (3) is satisfied.
(2) For each job j, number of its pieces executed simul-
taneously never exceeds δj . A sufficient condition for
this is that, if a piece u precedes another piece v of
the same job in π, u still precedes v in π(ε):
Cuj (π) + ∆ε(C
u
j ) ≤ S
v
j (π) + ∆ε(S
v
j ),
∀j ∈ N,∀u, v : Cuj (π) ≤ S
v
j (π).
(4)
Let ε5 ≤ 0 be the smallest value of ε such that (4)
is satisfied, and ε6 ≥ 0 be the largest value of ε such
that (4) is satisfied. If ε5 = 0 or ε6 = 0 then we
have Cuj (π) = S
v
j (π) for a job j and its pieces u and
v. Let piece u is executed on machine mu and piece
v is executed on machine mv. By putting all pieces
executed on mu from time 0 to time C
u
j (π) to machine
mv and vice versa, we decrease the number of pieces
of job j by one, and the transformation is done. In
the following, we suppose that ε5 < 0 and ε6 > 0.
Let ε = max{ε2, ε4, ε6} < 0 and ε = min{ε1, ε3, ε5} > 0.
Now, for ε ≤ ε ≤ ε, schedule π(ε) is feasible and F (π(ε)) is
a linear function of ε. Therefore, as π, which is equivalent
to π(0), is an optimal schedule, F (π(ε)) should be a
constant, and all schedules π(ε), ε ≤ ε ≤ ε, are optimal.
Consider now optimal schedule π(ε). There are three cases.
(1) ε = ε2. Then one of inequalities (2) is satisfied as
an equality, and the corresponding piece u of job j,
which was early in π, is not early in π(ε).
(2) ε = ε4. Then one of inequalities (3) is satisfied as
an equality, and the corresponding piece u of job j
disappears in π(ε).
(3) ε = ε6. Then one of inequalities (4) is satisfied as
an equality, and, in π(ε), we can exchange pieces
executed on machines mu and mv from time 0 to time
Cuj (π(ε)) as we did above and decrease the number
of pieces of job j by one.
4. CONCLUSION
In the paper, we have introduced the ascending property
for the schedules of the problem considered. Then we have
showed that the set of schedules satisfying this property is
dominant. This result allows us to reduce significantly the
search space for an algorithm which looks for an optimal
schedule of the problem.
Note that the complexity status of a special case of
our problem in which jobs do not have weights is open.
Whether the set of schedules satisfying the ascending
property is dominant was unknown even for this special
case. Therefore, our result can also help to determine the
complexity status of this important special case. Note that
recently Hendel and Kubiak (2008) have shown that the
problem P2 | var, pj(q) = pj/q, δj |
∑
Cj , i.e. the
special case without weights and with two machines, is
polynomially solvable.
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