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ABSTRACT
To cope with the complexity of the ever changing
internet architecture, network virtualization services
are vowed to play an important role in the future.
To provide such solutions effectively, internet provi-
ders face the problem of optimizing the allocation of
virtual networks on their physical resources. Since
this problem is known to be NP-hard, heuristic-
based online solutions tend to provide better res-
ponse time, however they lead to non-optimal solu-
tions.
This paper shows how a periodic live migration
of virtual networks, using a state provided by offline
optimization, can help an internet provider increase
its virtual network load by up to 20%. Due to better
packing of virtual load, some physical resources can
also be shut down to save energy.
INTRODUCTION
There is a rising interest nowadays in
virtualization-based network services for both
research and commercial purposes. One of the chal-
lenges of supporting virtual networks is to allocate
(embed) them on the physical (real) network in the
best possible way. Solutions to the virtual network
embedding problem try to provide algorithms with
the best convergence time, taking into consideration
energy and cost (for example by packing the virtual
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networks in order to free some physical resources),
and with the goal of maximizing the profit of the
service providers. There are various approaches
to the problem, including distributed (online)
algorithms, centralized (offline) algorithms and
optimization formulations, each one of them has
advantages and drawbacks regarding the objectives
previously mentioned.
In this paper, we attempt to make an offline so-
lution work with an online-based one in order to
improve the allocation rate of virtual networks. The
goal is to show how an optimization model, which as
its name indicates yields the best solution but at the
cost of a long and exponential convergence time (ex-
ponential regarding the number of virtual networks
and their size), can be run sometimes (periodically)
to improve the solution given by a distributed algo-
rithm that yields a fast but non-optimal solution.
Our approach consists of three steps : (1) First,
virtual networks are embedded using the distributed
algorithm, (2) second, we search for the optimal
solution, and (3) third, we attempt to migrate from
the state produced by the distributed embedding
step to a new state that is closest to the optimal
solution.
Network Description. Consider a Physical Net-
work P = (NP , LP , CP ) and a set of Z virtual net-
works Vz = (N zV , L
z
V , C
z
V ) where N is a set of nodes,
L is a set of links and each link l ∈ L is associa-
ted with a capacity constraint C(l). The subscripts
P and V distinguish physical and virtual variables.
The capacity of each node is the sum of the capa-
cities of its links (i.e. networks are here represented
2by undirected graphs with capacities on the links).
A mapping (or embedding) of a Virtual Network
Vz onto the Physical Network P is a mapping of
Vz onto a subset of P such that each virtual node
nv ∈ N zV is mapped exactly onto one physical node
np ∈ NP , and each virtual link is mapped onto a
loop-free physical path in P . Formally, a mapping
can be represented by a function M : (N zV , LzV ) →
(NP ,P) where P is the set of all loop-free paths in
P .
M is a valid mapping of a Virtual Network Vz
over P if all constraints are satisfied, which means :
— For each physical node np with a capacity of
C(np), the sum of the capacities of all virtual
nodes mapped on np is less than or equal to
C(np).
— Each virtual link l ∈ LzV between virtual
nodes n1v and n2v ∈ N zV ×N zV mapped on phy-
sical nodes n1p and n2p ∈ NP ×NP , is mapped
to a physical path p between n1p and n2p in P
such that each link in p has a capacity greater
than or equal to the sum of the capacities of
all virtual links that are mapped onto it.1
Multiple mappings of Vz’s over P may exist, and
we are here interested in finding the mapping that
maximizes a Utility function that tries to embed as
many virtual networks as possible and depending
on the chosen policy, also tries to pack the virtual
networks on a subset of the physical nodes in order
to shut down the remaining physical nodes.
DISTRIBUTED EMBEDDING
Our initial embedding is carried out using
a Consensus-based Auction mechanism for
Distributed slice (virtual network) embedding
1. Such physical paths do not always exist, and it is the
main reason why sometimes virtual networks can not be em-
bedded.
(CAD [3]).
CAD Mechanism. Consider a virtual network
embedding request from a service provider onto a
physical network where the physical nodes might
belong to different internet providers. The request
is sent to the physical nodes and each one of them
bids on the virtual nodes using a private utility
function Ui ∈ R|NV |+ . Different policies of CAD
can allow physical nodes to bid on only one or
several virtual nodes at a time. In this paper we
only consider the Single Allocation for Distributed
slice embedding (SAD) policy which only allows
physical nodes to bid on a single virtual node in
each auction round. Each physical node i stores its
bids in a vector bi ∈ R|NV |+ . Each element bij ∈ bi
is a positive real number representing the highest
bid known so far on virtual node j ∈ NV . After the
private bidding phase, physical nodes exchange the
bids with their neighbors updating an assignment
vector ai ∈ N |NV |P . With the current SAD policy, a
is just a matrix in which aij = 1 if physical node
i has won the auction for virtual node j. Once the
physical nodes have reached a (max) consensus on
the virtual nodes of the slice (virtual network), a
distributed link embedding phase is run to embed
each virtual link on valid loop-free physical paths2.
CAD Implementation. In this subsection only the
main practical implementation issues will be discus-
sed ; for more details please refer to [3].
The simulator program — described further in
this paper — is run on only one computer, mea-
ning that particular methods have been developed
in order to ensure a distributed behavior for the net-
works. In concrete terms, this means that if nodes
A and B of the physical network are neighbors, a
2. Valid paths satisfy capacity constraints as described in
the previous section.
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Figure 1. CAD Mechanism, reproduced from [3]
simple mechanism has been developed to avoid pro-
blems such as : A is updated before B and B is
updated with A’s new data implies a different be-
havior than a distributed algorithm where A and B
are updated according to the data that they have
gathered from the previous auction round. To avoid
that, at the beginning of each auction round, all no-
des’ variables are duplicated into new ones that keep
the “old" values during the time of the auction round
and are used by the nodes to update their data. This
allows the use of simple for() loops in the program
to update variables.
The Utility function Ui used by the physical
nodes is the same as that used in [3], namely :
Ti = Ci +
∑
k∈Ni
Cik , Uij =
Ti − Sij
Ti
where Ti is the target virtual (node and links) ca-
pacity that is allocatable on i, Ni represents the set
of neighbors of i, Ci is the capacity of physical node
i, Cik is the capacity of the physical link between
i and k, and Sij is the stress on physical node i,
namely the sum of the virtual nodes’ capacities al-
ready allocated on i, including virtual node j on
which i is bidding, plus the capacities of the vir-
tual links allocated on the adjacent physical links.
The normalization factor 1Ti ensures that such bids
are comparable across physical nodes. This choice
of utility function at first allows nodes with bigger
capacities to win the auctions and then spreads the
load on nodes with less stress, including smaller ca-
pacity ones but still favoring the big nodes : stress
on a “small” node will make Ui decrease more than
on a “big” node.
Link Embedding. When the bidding phase on
virtual nodes is over, the path (virtual link) embed-
ding phase is carried out using Dijkstra’s algorithm
[2] which finds the shortest path between two physi-
cal nodes. To ensure that only valid paths are found,
the algorithm only considers physical links that can
still support the capacity of the new virtual link.
This is equivalent to applying the algorithm to a
copy of the physical network where the “weak” phy-
sical links, that can no longer support the new vir-
tual link, have been removed. In case no path can be
found between two physical nodes, the virtual net-
work is rejected, awaiting a new embedding attempt
after the migration phase.
Conflicts Resolution. It happens sometimes
that at the end of the bidding phase, two or more
physical nodes think that they have won the auction
for the same virtual node. If such a case occurs, the
virtual node is assigned to the first physical node in
the list of the winners. Given the physical networks
are usually generated using the Barabási–Albert mo-
del [1], the first nodes of the physical network tend
to be the bigger ones in terms of capacity.
Convergence and Performance Guaran-
tees. Under the assumption that the utility func-
tion used is pseudo sub-modular, it is shown in [3]
that CAD guarantees a (1− 1e )-optimal solution and,
in the worst case, the number of steps for CAD to
converge on the embedding of a virtual network Vi
is D · |Vi| where D is the diameter of the physical
network.
4OPTIMAL SOLUTION
After the distributed embedding phase (perfor-
med using CAD) and when the physical network
load reaches its limits, we need to find a better em-
bedding solution that will allow the embedding of
more virtual networks. This new allocation is found
using linear programming.
Previous optimization models such as [9] have
been proposed to find the best assignment for a
slice on a physical network — they mainly address
the problem of embedding only one virtual network.
The following optimization model supports various
objectives (policies) — for example, solutions that
embed the most virtual networks, pack virtual net-
works and many more — and addresses the problem
of embedding several virtual networks on a physi-
cal network. This model is inspired by [9] for the
embedding of virtual links.
The model uses two main binary variables xzk,i for
the nodes and yzi,j(m,n) for the links. The objective
function has two main goals : maximize the number
of virtual networks embedded and minimize the use
of physical links. These two goals are correlated and
it is possible to favor one or the other by multiplying
their terms by constants in the function.
Parameters :
Function Description
C(a) Capacity of a (a being a link or a node)
N (b) Set of the neighbors of b
Set Description
NP Set of the physical nodes
N zV Set of the virtual nodes of the z
th network
Parameter in set Description
Z N+ Total number of virtual networks
z [1, Z] Number of the current virtual network
k N zV Virtual node
i NP Physical node
j N (i) Physical neighbor of i
m N zV Virtual node
n N (m) Virtual neighbor of m
5xzk,i =
{
1 if virtual node k from the zth network is allocated on physical node i
0 otherwise
(1)
yzi,j(m,n) =
{
1 if virtual link m↔ n from the zth network uses physical directed link i→ j
0 otherwise
(2)
Objective :
maximize
∑
z,k,i
xzk,i × C(k) −
∑
z,i,j,m,n, n<m
yzi,j(m,n)× C(m,n) (3)
Constraints :
Each virtual node can not be mapped to more than one physical node :
∀z ∈ [1, Z] , ∀k ∈ N zV :
∑
i∈NP
xzk,i ≤ 1 (4)
Each embedded virtual link is mapped to a path in the physical network (explained in further details in
the remarks) :
∀z, ∀m ∈ N zV , ∀n ∈ N (m), n < m, ∀i ∈ NP :
∑
j∈N (i)
yzi,j(m,n)− yzj,i(m,n) = xzm,i − xzn,i (5)
The total capacity of virtual nodes embedded on a physical node does not exceed its capacity :
∀i ∈ NP :
∑
z∈[1,Z], k∈NzV
xzk,i × C(k) ≤ C(i) (6)
The total capacity of virtual links embedded on a physical link does not exceed its capacity :
∀i ∈ NP , j ∈ N (i) :
∑
z,m,n, n<m
yzi,j(m,n)× C(m↔ n) ≤ C(i↔ j) (7)
Remarks. Equation (5) guarantees flow conserva-
tion where y is used to know if link i → j, which
we consider here directed, is on the physical path in
which virtual link m ↔ n is embedded. This way,
for each physical node i, three cases can happen :
1. Virtual node m is embedded on i, and n is
not. That way xzm,i = 1, which forces the left
term
∑
yzi,j(m,n)−yzj,i(m,n) to be equal to 1,
meaning that the difference between the out-
going flow leaving i and the incoming flow
arriving to i is 1. This forces at least one
6yzi,j(m,n) term to be equal to 1, meaning that
virtual link m ↔ n uses a path that begins
at i. If a yzj,i(m,n) term is equal to 1, this
means that the path is also coming back to
i at a certain point, but as the sum of y is
equal to 1 this forces another yzi,j(m,n) term
to be equal to 1, meaning that the path leaves
i again, and so on. Thay way, the path may
be non loop-free. The requirement of loop-free
paths in this model is guaranteed by penali-
zing the use of physical links in paths in the
objective function.
2. Virtual node n is embedded on i, and m is
not. The idea is the same as above.
3. Both m and n are embedded on i, or none
of them are. Then either virtual link m ↔ n
is not using a path that contains i, or if it
does, it must enter i, meaning that at least
one yzj1,i(m,n) term is equal to 1 for a par-
ticular j1 ∈ N (i), but since the sum of y is
equal to zero in that case, one yzi,j2(m,n) term
must compensate for the previous one, mea-
ning that the path leaves i to go to this new
j2 neighbor of i. Theoretically we can have
j2 = j1 but this case is avoided by the pena-
lization in the objective function.
The fact that physical links are considered direc-
ted in y is only here to be able to have this flow
conservation condition. Since our model considers
that a physical link i ↔ j is undirected, in this op-
timization formulation, enforcing that a virtual link
m ↔ n is embedded on a path that uses the (assu-
med directed) link i→ j means that the virtual link
uses a path containing the actually undirected link
i↔ j.
The solution found in this section tries to em-
bed all the previous virtual networks that have been
submitted to CAD, including those that have been
rejected. Thus the solution is not optimal for the
virtual networks embedded by CAD but tries to re-
allocate them in a state that will more easily allow
those that have been rejected by CAD to be embed-
ded as well after the migration phase.
It has been shown that linear programming pro-
blems solved by the simplex method can have an
exponential time worst-case complexity [6]. Hence,
the virtual network embedding problem can not be
solved using only linear programming as the compu-
tation time to find a solution reaches non acceptable
values when the number of virtual networks is too
high. Thus, our approach is hybrid, where we run
the online CAD algorithm to quickly embed as many
virtual networks as possible, then offline we compute
an optimal solution and attempt to migrate embed-
ded virtual networks to accommodate those virtual
networks that were initially rejected by CAD.
MIGRATION
Once an allocation that allows to embed more
virtual networks has been found, we need to migrate
as many already embedded networks as we can to
their newly allocated physical resources.
The migration problem has three main goals : (1)
perform the migration while minimizing the disrup-
tion, (2) reduce the time needed to migrate, and (3)
reduce the cost of the migration. Those goals will be
reached using the following algorithm.
Live Migration of a Single Node. The migra-
tion process for a single virtual node is based on
previous work addressing the problem of router mi-
gration [11]. The mechanism can be divided into five
steps :
1. Setup a tunnel between the original and the
new physical location of the router (virtual
node).
2. Copy the control plane to the new location
through the tunnel and copy the routing up-
date messages for this virtual router and for-
ward them to the new location so they can be
processed.
73. Clone the data plane. After this step is com-
pleted, both the old and the new data planes
are running at the same time.
4. Setup links between the virtual router’s new
location and its old location’s neighbors. The
new traffic flows are assigned to these new
links.
5. Remove all old forwarding links, the tunnel,
and the old router.
These steps ensure that no disruption is caused du-
ring the migration.
In our case, the tunnel will be a link whose capa-
city is that of the virtual node. Thus, in situations
where the virtual router is located on a physical node
whose outgoing links are busy, the migration will not
be possible.
Network Migration. Various algorithms migra-
ting either one or multiple virtual nodes at a time
have been proposed in [7]. They guarantee a mi-
nimal migration cost with reasonable convergence
time. However in this paper, we consider the mi-
gration time and cost negligible compared with the
time needed to embed networks and the utility gain
provided by the optimal solution. Consequently we
carry out a virtual network migration as a sequence
of its nodes’ migrations.
Migration Policies. The order in which virtual
networks are migrated may have an influence on
the total number of networks that we will be able
to migrate. Results have shown that migrating vir-
tual networks that have a linear topology and a low
number of nodes first may yield better results than
migrating virtual networks in a random order.
PERFORMANCE EVALUATION
To test the proposed optimization-based migra-
tion approach, a simulator has been developed whose
code is publicly available at [10]. The simulation
does not consider delay constraints. Networks are
modeled as graphs with capacities on the links, and
the capacity of one node is given by the sum of the
capacities of its links.
Physical Network Model. In order to obtain
an Internet-like physical topology, BRITE 3 [8] is
used to generate the physical network. Our approach
has been tested on a physical network that has a
Barabasi-Albert topology (with incremental growth
and preferential connectivity) [1] with n = 50 nodes
and 5n links.
Virtual Network Model. The simulator allows
the user to choose between four topologies for the
virtual networks :
— Linear : the ith node is connected to nodes
i− 1 and i+ 1.
— Centralized (star) : Each node is connected
only to the first node.
— All-Connected : Each node is connected to all
the other nodes.
— Barabasi-Albert : Incremental construction of
the network where new nodes have higher
chances to be connected to nodes with grea-
ter capacities, meaning that the first nodes
of the network tend to have more links. For
more details see [1].
After a virtual topology is selected, the simulator
takes as input the number of virtual networks that
will be generated. The number of nodes of a vir-
tual network follows a Gaussian (Normal) distribu-
tion whose mean and standard deviation are input
to the simulator. Our tests are run with mean value
of 14 and standard deviation of 16.
Once all the virtual networks have been generated,
the simulator attempts to embed them (i.e., inte-
grate them into the physical network) using the on-
line CAD algorithm.
Optimal Solution. Some virtual networks may end
up being rejected by CAD because of physical capa-
3. BRITE is a network topology generator developed by
Boston University and available at http://www.cs.bu.edu/
brite/index.html
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city limits. The next step is to solve the optimization
model presented earlier so as to attempt to migrate
as many embedded virtual networks as possible, ac-
cording to the optimal solution, to make room to
those that have been rejected by CAD. We imple-
mented the optimization model using AMPL [4]. We
then ran it in CPLEX [5] to obtain the optimal so-
lution.
The code of the model is publicly available, along
with the simulator, at [10].
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Performance Metrics. The performance of our
optimization-based migration approach is assessed
using two metrics : the integration rate and the
migration rate. The integration rate quantifies the
number of virtual networks that have been success-
fully embedded. It is the ratio between the number
of successfully embedded virtual networks and the
total number of virtual networks submitted. Themi-
gration rate shows how well the migration has been
carried out. It is the ratio between the number of vir-
tual networks that have successfully migrated and
the total number of virtual networks that we at-
tempt to migrate.
Main Observations. Before presenting our results,
we list our main observations :
— Migration to a better (optimal) state of vir-
tual network embedding yields different re-
sults depending on the topology of the vir-
tual networks. For 200 virtual networks, the
linear topology responds well to migration,
reaching migration rate values of 85% and hi-
gher, while the centralized topology has a mi-
gration rate of 25% for this particular number
of virtual networks.
— Centralized virtual networks react better to
CAD during the initial integration phase, as
85% of them are embedded compared to 74%
for the linear topology.
Simulation Model. In order to compare the gain
brought by our optimization-based migration of vir-
tual networks, a simple test methodology was deve-
loped using the simulator :
1. The physical network is generated using
BRITE before running the simulator and is
kept the same for all the experiments.
2. When it is run, the simulator first reads the
BRITE generated physical network from a file
and creates a simulation environment that
will allow virtual networks to be embedded
on the physical network using different ap-
proaches.
3. All virtual networks are generated according
to the input parameters.
4. The virtual networks are submitted to CAD
for a first integration attempt on the physical
network.
10
5. The simulator generates an AMPL data file
containing a description of the physical net-
work and information about all the virtual
networks (including those that were not em-
bedded by CAD).
6. The AMPL model is run through CPLEX to
find the optimal solution, which is stored in
a file readable by the simulator.
7. The simulator reads the solution provided by
the optimization model.
8. The simulator migrates already embedded
networks to their new locations.
9. Virtual networks that were not previously
embedded are submitted again to CAD for
a new integration attempt.
The simulator was run on an Ubuntu 14.04 machine
with 4 cores (Intel i7-3610QM@2.30GHz) and 8GB
memory, while the optimization results were obtai-
ned on a Debian 7 machine with 4 cores (Intel Xeon
E5630@2.53GHz) and 8GB memory.
Results have shown that virtual networks with
over 25 nodes have very high chances of being rejec-
ted by CAD using the SAD policy. Thus, the number
of nodes for virtual networks has been limited to 22
in Figures c) and e) so that virtual networks are
rejected only because the physical network does not
have enough capacity left on some links, thus allo-
wing us to evaluate the gain of our optimization-
based migration.
Simulations for all-connected virtual networks
have produced poor embedding results with CAD
and unreasonable computation time for the optimi-
zation model (more than 2 hours). Hence, we made
the choice to not run simulations for this particular
virtual topology.
Simulation Results. Figure a. compares the inte-
gration rate of CAD with the best (optimal) solution
for virtual networks that have a linear topology. We
can see the integration rate falling down to 60%, one
of the reason being that large virtual networks are
often rejected by the SAD policy.
Figure b. illustrates the fact that the computa-
tion time for SAD is linear (on average, each virtual
network requires the same embedding time), while
finding the best solution requires an exponential or
highly polynomial computation time.
Figures c. and e. show the integration rate for li-
near and centralized virtual topologies. In both cases
we see that beyond 150 virtual networks, the inte-
gration rate begins to fall more or less rapidly de-
pending on the topology. And the integration rate
after migration follows a very similar trend for both
topologies, showing gains of up to 20% for the linear
virtual topology.
Figures d. and f. demonstrate that the migration
rate is highly dependent on the virtual topology : it
is between 85 and 95% for the linear topology, while
for the centralized topology, it does not exceed 50%.
Linear virtual networks tend to be rejected more
than centralized virtual networks under the online
SAD algorithm : 73% of linear networks are embed-
ded, while 85% of centralized networks are embed-
ded out of 200 virtual network embedding requests.
However linear virtual networks tend to have a bet-
ter migration rate : 85% of them on average compa-
red to 25% for centralized networks. After migration,
the integration rate is about the same (around 90%)
for both topologies and 200 virtual networks.
CONCLUSION AND FUTURE WORK
In this work, an optimization model along with
a simple disruption-free migration algorithm have
been used to improve the performance of a distri-
buted heuristic for virtual network embedding. By
modifying the allocation of the virtual networks, it
is shown that better embedding performance can be
achieved and that, by packing virtual load, some
physical resources could be shut down for cost and
energy purposes.
Since only a fraction of the virtual networks
can be successfully migrated (25 to 95%), different
11
migration solutions might provide enhanced inte-
gration performance. Multiple migrations may also
prove to be useful as the state of the network tends
to move away from the optimal solution as more on-
line embeddings are accomplished.
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