Abstract. The growth of a population divided among spatial sites, with migration between the sites, is sometimes modelled by a product of random matrices, with each diagonal elements representing the growth rate in a given time period, and off-diagonal elements the migration rate. The randomness of the matrices then represents stochasticity of environmental conditions. We consider the case where the off-diagonal elements are small, representing a situation where migration has been introduced into an otherwise sessile meta-population. We examine the asymptotic behaviour of the long-term growth rate. When there is a single site with the highest growth rate, under the assumption of Gaussian log growth rates at the individual sites (or having Gaussian-like tails) we show that the behavior near zero is like a power of , and derive upper and lower bounds for the power in terms of the difference in the growth rates and the distance between the sites. In particular, when the difference in mean log growth rate between two sites is sufficiently small, or the variance of the difference between the sites sufficiently large, migration will always be favored by natural selection, in the sense that introducing a small amount of migration will increase the growth rate of the population relative to the zero-migration case.
1. Introduction 1.1. Biological motivation. If a population is divided among spatial sites with distinct fixed growth rates, with no migration between sites, the numbers in the best site will become overwhelmingly larger than those at the other sites, and the overall population growth rate will be determined by the rate prevailing at the best site. Introducing migration between sites, as Karlin showed [Kar82] , will always reduce the long-run growth rate of the total population.
Karlin's theorem assumes deterministic growth. den Boer [dB68] argued that migration may increase long-run growth when there is independent or weakly correlated stochastic variation in growth among sites. But Cohen [Coh66] and Cohen and Levin [CL91] used analysis and simulations to show that long-run growth of a population could increase as a result of a life cycle delay when there are some kinds of random variation in time, or by migration when there are some kinds of random variation across space. These kinds of stochastic variation have been formulated as random matrix models whose Lyapunov exponent is the long-run growth rate of the population, as discussed by [TW00, WT94] . In this general setting, we would like to know whether the long-run growth rate increases when there is mixing in space and/or time [TW00] -biologically, when should migration and/or delay be favoured to evolve? A general and precise answer has been difficult because previous work [WT94] shows that the long-run growth rate can be singular (e.g., non-differentiable) in the limit of no mixing. A similar singularity arises in random-matrix models used in models of disordered matter [DH83] .
In the companion paper [ST18] we consider a simple model of migration among multiple sites, where two or more sites have the same optimal average log growth rate. We show there that a small increase from zero migration to migration at a small rate is associated with an 1 increase on the order of 1/ log −1 , a change that overwhelms any cost of migration that is on the order of itself. As discussed there, while such a specification strains credulity when our life-history story is of individuals migrating among independently varying sites or patches, it arises naturally when we turn from geographic to demographic structure, reinterpreting "sites" as age classes. Rare migration becomes, in this framework, rare diapause, a rare random delay in an otherwise deterministic life history.
In this paper we consider the more generic situation for migration, where there is a single optimal site, where the mean log growth rate is highest, and then one or more alternative sites where growth is slower on average. We show that, under some plausible conditions, the increase in population growth rate with migration at rate (from = 0) is approximately proportional to a power p . We can bound p, yielding conditions under which p < 1, making small deviations from zero migration advantageous in spite of migration costs on the order of . Our results complement the analysis in [ERSS12] of optimal migration rates for populations divided among sites with varying stochastic growth rates. There interacting diffusions are used to characterize the migration rate that maximizes the long-run stochastic growth rate. all have finite mean µ i and finite variance τ i . We order them so that µ 0 is the largest. We also writeμ (i) := µ 0 − µ i . We assume thatμ (i) > 0 for all i = 1, . . . , d − 1. We will be assuming throughout that X (0) t is Gaussian with mean µ 0 and variance τ (0) < ∞, and that for j ≥ 1 X
t , is Gaussian with mean −μ (j) and variance τ (j) < ∞. This assumption is made to simplify the notation in the proofs. It would suffice to assume these variables to be sub-Gaussian, in which case different versions of the sub-Gaussian variance factor would appear in the upper and lower bounds. The notation for sub-Gaussian random variables, and the appropriate modification of the main result, are outlined briefly in section 6.
We write X for the complete collection of all X (j) t for j = 0, 1, . . . , d − 1, 0 ≤ t < ∞. We define the migration graph M to be a simple and irreducible directed graph whose vertices are the sites {0, . . . , d − 1}, representing the transitions that have nonzero probability. We let A t be an i.i.d. sequence of nonnegative d × d matrices with zeros on the diagonal, representing migration rates in time-interval t. We follow the convention from the matrix population model literature, that transition rates from state i to state j are found in matrix entry (j, i). Population distributions are thus naturally column vectors, and are updated from time t − 1 to time t by left multiplication.
We assume A t (j, i) are bounded above almost surely. We assume that if i j then A t (j, i) is identically 0, while for i → j E A t (j, i) D t is bounded below almost surely. We assume that the collection of pairs (D t , A t ) ∞ t=0 is jointly independent, but note that we do not assume for a given t that A t and D t are independent, only that there is a lower bound to how close A t (j, i) can come to 0 that is independent of all D t .
We let ∆ t be a random diagonal matrix with entries ∆
. (Generally we will be thinking of ∆ as the growth or survival penalty for migration, so that the entries will be negative, but this is not essential.) We assume the penalty acts multiplicatively on growth -this seems reasonable from a modeling perspective, and avoids the problem of negative matrix entries -and is proportional to . We assume that these penalties are almost surely bounded, with ∆ := max i,j ess sup
For > 0 the i.i.d. sequence D t ( ) satisfies the conditions for the existence of a stochastic growth rate independent of starting condition. [Coh79] That is, if we define the partial products
are well defined deterministic quantities, in the sense that the limit exists almost surely, is almost-surely constant, and is the same for any 0
is not so simple. The off-diagonal terms are all 0, while on the diagonal, by the Strong Law of Large Numbers,
1.3. The effect of the penalty ∆. We will mostly be concerned with analyzing the case ∆ ≡ 0. For most purposes, ∆ has no effect. But this is not always true. The crucial point is that the effect of ∆ is always nearly linear in , while the increase of a near 0 is often superlinear, growing as β . If the power β is strictly less than 1, the rapid increase in a near 0 will be qualitatively unaffected by a linear term for sufficiently small. Even when the linear term is negative (as we will generally be assuming it to be), the growth rate a will still be increasing on a small interval of > 0.
On the other hand, as discussed in section 1.4 in some cases we cannot exclude the possibility that the growth rate when ∆ ≡ 0 is qualitatively like β with β ≥ 1. If β > 1 and ∆ 0 < 0 then a will be decreasing near 0; if β = 1 then a more sensitive analysis would be required.
Since the upper and lower bounds on the appropriate power of in Theorem 1 are distinct, with the lower bound on the growth rate (the upper bound on the power of ) being sometimes larger than 1, the current results will not always permit us to ascertain whether the growth rate increases or decreases for small increases in .
1.4. Main result. If d = 2 we have an upper bound that a( ) − a(0) is smaller than 4μ (1) /(2μ (1) +τ (1) ) , and lower bound 4μ (1) /τ (1) . For d > 2 this becomes slightly more complicated for two reasons: First, the growth will be dominated by one dimension that has the fastest growth; second, the increment to growth will be smaller if direct transition between the best two sites is impossible. For this purpose, for each 1 ≤ j ≤ d − 1 we define κ j to be the smallest length of a cycle in M that starts and ends at 0, and passes through j. (Thus κ j ≥ 2, and is equal to 2 when A(0, j) > 0 and A(j, 0) > 0 both with positive probability.) Define also
. The calculation of ρ is illustrated in Figure 1 .
0.7 0.6 0.5 3 3 0 2 0.5 2 Figure 1 . Calculating ρ on a four-site graph. We see that both κρ and κρ/(1 + 2ρ) are minimized at site 1, despite the fact that it is not in the shortest cycle, nor does it have the smallest mean difference in log growth rate from the optimal site 0.
Theorem 1. Under the assumptions of section 1.2, let j be the site that minimises κ j ρ (j) , and j the site that minimises
• If
then the upper bound in (2) holds;
1+2ρ (j ) > 1 then a is differentiable at 0, with a (0) = −∆ 0 . In the Appendix we discuss that the requirement for these Note that ρ (j) = ∞ when the distribution of ξ
is not heavy-tailed -for example, very natural choices such as gamma-distributed diagonal elements -making the lower bound on the left-hand side vacuous, but it remains an open question whether zero subvariance (see the Appendix for definitions) implies that the approach of a( ) to 0 is faster than polynomial in .
Excursion decompositions
Since we are assuming the unique maximum average growth rate is at site 0, the maximum growth for the perturbed process will arise from rare excursions away from 0; in particular, from those that include the (not necessarily unique) site that minimises ρκ in (1).
Define E to be the set -called the excursions from 0 -of cycles in the migration graph that start and end at 0, with no intervening returns to 0. For an excursion e we write |e| for the length of the cycle minus 2 -that is, the number of time steps spent away from 0.
For a given excursion e we define
κ(e) := max κ j : j ∈ e ;
ρ(e) := min ρ (j) : j ∈ e .
Note that 0 and T are always in K(e), and the definition of κ j implies that κ(e) ≤ #K(e). We will refer to κ(e) as the diameter of e. We writeÊ T for the collection of sequences of excursions that can be fit into time {1, . . . , T }. That is, an elementê ∈Ê T has an excursion count k(ê), such that each i ∈ {1, . . . , k(ê)} there is a pair (t i ,ê i ) with t i ∈ {2, . . . , T − 1} andê i ∈ E satisfying
We write the total length of an excursion sequence as
We also writeÊ T ;k,n,m for the subset ofÊ T comprising excursion sequences whose excursion count is k, whose total length is n, and the sum of whose change-point counts #K(ê i ) is m. The null excursion sequence is the element ofÊ T with k(ê) = ê = 0. We illustrate an excursion sequence in The (0, 0) entry of the product R T will be a sum of terms that are enumerated by elements ofÊ T , corresponding to paths through the sites. We define new random variables as a function of the realizations of X and of A (the collection of all matrices A)
Given an excursion e and a starting time t 0 ∈ {2, . . . , T − |e|} we define the random variables
Of course, this sum may be −∞, if it includes a transition at which the corresponding entry of A is 0. But the assumptions imply that it is finite with nonzero probability if e ∈ E. Given an excursion sequenceê = (t i ,ê i )
The quantity we are trying to approximate is
Lemma 2.
whereê 0 is the null excursion sequence.
Proof. We have, by definition,
where the summation is over (x 0 , . . . , x T ) ∈ {0, . . . , d − 1} T +1 with x 0 = x T = 0. Note that we may restrict the summation to (T + 1)-tuples such that D t ( )(x t , x t−1 ) > 0, which will only be true when (x t−1 , x t ) is an edge of M. Such sequences of states map one-to-one onto excursion sequences. The product corresponding to excursion sequenceê = (t i ,ê i )
where t 0 = 0 and t k+1 = T .
We have
t + ∆ 0 . Thus, we may write the log of the expression in (8) as
We note that log
Since K(ê i ) is precisely the set of t such that (ê i ) t = (ê i ) t+1 , this means that (9) is precisely the same asê i [t i ; X, A], which completes the proof.
log #Ê T ;k,n,m + max
Combining this with (6) yields the bounds we will use:
Derivation of the upper bound
We prove the upper bound in (2). We may replace A t (i, j) by A t (i, j) ∨ 1 for any (i, j) ∈ M, since decreasing A t can only decrease a( ) − a(0). That is, we put a floor under those off-diagonal elements which are allowable migrations. This avoids the nuisance of having entries be sometimes 0, and an upper bound that holds under these conditions will hold a fortiori under the original conditions. Indeed, we may assume without loss of generality that all A t (j, i) = 1 identically for i = j, since a( ) -the stochastic growth rate with the correct values of A t -is no larger than a(A * ; 1), the stochastic growth rate where all values of A t are replaced by 1. This changes our upper bound only by a constant, which may be absorbed into the constant of the theorem. Thus, we will proceed under this assumption.
An element ofÊ T ;k,n,m may be determined by the following choices:
(i) Choose k points out of T where the excursions begin, yielding no more than which holds for all positive integers b and 0 ≤ a ≤ b, as long as we adopt the convention 0 · log 0 = 0 · log ∞ = 0. Then
Claim 3. Suppose that ρ j and κ j are each minimised at site j = 1. For any positive c > 0, and any
we have
for all > 0 sufficiently small.
We prove this claim in section 5, and proceed here under this assumption. This means that
By the Borel-Cantelli Lemma, this implies that with probability 1 this event occurs only finitely often. It follows that the limsup is smaller than z almost surely, and hence, by (13), that
It remains only to clear away the assumption that that κ j and ρ j are both minimized at site 1. We do this by stratifying the excursions further by their diameter (recall the definition from section 2). Defineρ (κ) := min ρ j : κ j ≤ κ . If e is an excursion with diameter κ, then any site j included in e has κ j ≤ κ, hence also ρ j ≥ρ(κ). Furthermore, (17) min
The maximum in (13) may be written as a maximum over (k 2 , . . . , k d−1 ), representing the number of excursions whose diameter is 2, 3, . . . , d − 1, with the constraint k κ = k. We writeÊ (κ) T ;k,n,m for the excursion sequences consisting of k excursions, all of which have diameter κ; andÊ T ;(kκ),n,m for the set of excursion sequences that have exactly k κ excursions with diameter κ. ThenÊ T ;(kκ),n,m naturally includes the direct sum ofÊ 
Because all excursions inÊ (κ)
T ;kκ,nκ,mκ pass through only sites j with ρ j ≥ρ(κ), the same argument used for the upper bound in (16) may be applied to show that almost surely lim sup
It follows that for c := (d − 2) · max c κ and c := max c κ , lim sup
by (17), which completes the proof.
Derivation of the lower bound
We show that the upper bound applies for each j; it will then hold in particular for the j at which κ j ρ j attains its minimum. We may assume without loss of generality that this optimal site is j = 1, and we will write simply κ,μ, and ρ for κ 1 ,μ
(1) , and ρ 1 . Let 0 = j 0 , j 1 , j 2 , . . . , j I = 1, j I+1 , . . . , j κ−1 , j κ = 0, be a cycle from 0 in M, passing through 1. We may fix a real number A * and p > 0 such that
where D is the sigma-algebra generated by all the matrices D t (0). Assume that ≤ e −1 and T > log −1 . Defining k = T /m and m = κ log −1 /μ + κ, we will apply (12) by considering only excursions of length exactly m − 1, which proceed exactly through the sequence of sites 0 = j 0 , j 1 , . . . , j I−1 , 1, . . . , 1, j I+1 , . . . , j κ−1 , j κ = 0, where site 1 is repeated exactly m − κ + 1 times. The basic idea is that the excursion fills a time block of length m, proceeding as quickly as possible from 0 to 1, remaining as long as possible at 1, and then returning to 0.
We define the standard excursion e • := (j 1 , . . . , j I−1 , 1, . . . , 1, j I+1 , . . . , j κ−1 ), with m − κ + 1 repetitions of site 1; and an excursion sequenceê • consisting of those pairs ( m + 1, e ) for which
That is,ê • is put together from identical excursions of form e • which can start only at times m + 1. Each one of the k possible excursions is included precisely when its contribution to the sum would be positive. We haveê
Since the excursion contributions Y are all independent, combining (12) with the Strong Law of Large Numbers yields
We now observe that for any
Note that the α t terms are independent of the X
(1) t terms. By (18), for any y > 0,
where
is a standard Gaussian random variable and δ := A * / log −1 . By Formula 7.1.13 of [AS65] we know that for all z ≥ 0, Hence for any z * > 0 we have
Taking z * = 1/(4 + 2δ)mρ yields
κ(1 + ρ(25 + 10/μ) log −1 ) e 2κρ(1+δ/2) 2 log ≥ pe 2κ(1 + ρ(25 + 5/μ) .
Proof of Claim 3
Since the probability is decreasing in z, it will suffice to show the statement is true for
where c is any constant larger than 2κ 1 . We define
That is, ζ is the rate of excursions per unit time; ν is the average length of excursions; and β is the average diameter of excursions. We have the constraints 1/ζ ≥ ν ≥ β ≥ κ 1 ≥ 1 (since κ 1 is the minimum κ j , hence the minimum number of changes in each excursion). Then the bound (14) may be written as (23) log #Ê T ;k,n,m ≤ ζT β log d + (β − 1) log ν − (β − 2) log(β − 2) − log ζ .
Suppose now we fix some elementê ofÊ T ;k,n,m , and list all the states of all the excursions in order as j 1 , . . . , j n , we have
We are assuming that ρ j is minimized at j = 1, τ
Taking x = log #Ê T ;k,n,m and substituting (23), we get log P max
andμ * := min jμ (j) . Our assumptions ensure thatμ * > 0. We need to show that this supremum is strictly negative. We write this as sup z u Θ, where u = z/ζ and Θ =Θ(S, β, u)
Here we have taken advantage of the fact that log ζ < 0. We will now show that there are positive constants C, Θ 0 , and 0 (expressible in terms only of c , ρ 1 , κ 1 , µ * , d, such that for any fixed ∈ (0, 0 ),
and any S ≥ 1, β ≥ κ 1 , and u ≥ 0,
The result then follows immediately, since then for all T ,
We consider three different regions for the parameters:
(i) S > log 2 and β > dS log 2 dS + 2; (ii) S > log 2 and β ≤ dS log 2 dS
In range (i) we have, (β − 2) log(β − 2) − β log dS ≥ −2 log dS − 2β log log −1 .
For sufficiently small Θ ≤ − ρ 1 2S S + (β − 2κ 1 ) log −1 − 2β log log −1 − 2 log dS + u − log u 2 + 2κ 1 log −1 + 2 log dS + 2β log log −1 + log u
for sufficiently small. In the range (ii)
for sufficiently small. In the range (iii) we rewrite Θ as
where y := β log −1 + log z + (β − 2) log(β − 2) − β log dS − log u + u.
We note that y ≥ −β log dS + (β − κ 1 ) log −1 + c log log
for sufficiently small. Applying the AM-GM inequality to the first term, we see that
The last term on the right-hand side is negative for sufficiently small (and goes to −∞ as → 0); the same is true of the second term unless β = κ 1 , in which case that term is 0.
Sub-Gaussian log growth rates
In our analysis of the case of migration where the optimal site is unique, we have assumed that our log growth rates are Gaussian. This is for convenience, simplifying the notation. In fact, the results depend only on the asymptotic tail behavior. In this section we outline the modifications that are required for the extension to the sub-Gaussian case.
In [BLM13] a random variable Z is said to be sub-Gaussian if it has finite variance factor τ (Z), defined as
(The square-root of this is called the sub-Gaussian standard in [BK00] .) This may be thought of as an upper bound on the scale of the tails, and it is this that determines the lower bound on the sensitivity of a. That is, in Theorem 1 the upper bounds still hold when the assumption that X (j) t is Gaussian with variance τ is replaced by sub-Gaussian with variance factor τ * . Similarly, the lower bound on a( ) only depends on a Gaussian lower bound on the tails
being nonzero. That is, in Theorem 1 the upper and lower bounds still hold when the assumption Gaussian with variance τ is replaced by τ * and τ * respectively. We point out here that the assumption that X t = log(ξ
t ) have nonzero τ * implies what may be considered exceptionally heavy tails for the growth rates -effectively, something like log-normal. This is what is required for a nontrivial lower bound in Theorem 1. Thus, it seems plausible to infer that the population will obtain no long-term benefit from sending occasional individuals to a site with lower average growth, unless the low average growth is compensated by fat positive tails, meaning that there is a small chance of a very large payoff. (These nearly heavy tails may also be generated if ξ (0) t puts too much probability near 0 -that is, a population crash.)
The proof of the lower bound can easily be generalized to the sub-Gaussian case, if we replace the specific calculation of tail probabilities based on the Gaussian distribution with a bound based on Cramér's Theorem [DZ09, Theorem 2.2.3]. (The power in the lower bound would need to be increased by an arbitrarily small δ.) The extension of the upper bound of Theorem 1 can be done with the methods of [Pol90] for bounding the tails of maxima in terms of the Orlicz norm. Letting Ψ(x) = e x 2 /5, the Orlicz norm Z Ψ for a centered random variable Z is defined to be (28)
We present here some elementary results about Orlicz norms and their relationship to the sub-Gaussian variance factors.
Lemma 4. A sub-Gaussian centered random variable Z satisfies
If Z is Gaussian with mean 0 and variance σ 2 then
Proof. The statement (31) is trivial. If τ * = τ * (Z) is finite then for any λ, z, δ > 0,
Taking λ = z/(τ * + δ), we have P |Z| > z ≤ e −z 2 /2(τ * +δ) , which implies (32) P |Z| > z ≤ e −z 2 /2τ * , since δ is arbitrary. This immediately proves (30).
Integrating by parts, we have for C > √ 2τ ,
If C = 5τ * /2 then this bound is 5, proving (29).
Since it is a norm, the Orlicz norm of an arbitrary sum of random variables is no greater than the sum of the Orlicz norms. For independent sub-Gaussian random variables X 1 , . . . , X k the variance factors are also sub-additive.
Lemma 5. For any independent centered sub-Gaussian random variables X 1 , . . . , X k ,
and (34)
and
Proof. Statement (33) is Lemma 1.7 of [BK00] , and (34) follows by (32). The remainder follows by Lemma 4.
Simulations
We consider a 3 × 3 example: 
t , Z (2) t i.i.d. standard normal random variables, and C is a nonnegative constant. If C = 0 then the migration graph is a cycle of length 3, so κ 1 = κ 2 = 3; if C > 0 then κ 1 = κ 2 = 2.
We consider three different cases for (σ 2 , C): I : (0.5, 1), II : (0.5, 0), and III : (1, 1). We expect to find log a( )/ log −1 converging to a constant as ↓ 0. We haveμ (Setting µ = 0 would put this into the setting of [ST18] , with a( ) behaving like c/ log −1 for some constant c, when is small.)
We plot some simulated results in Figures 3 through 5 , plotting the log a( ) against log −1 . In the limit as → 0 this should approach a line whose slope is in the range given for the power of in Theorem 1. We plot lines with those slopes in each figure, and see that in the lowest range of (we take it down to = 10 −6 ) the slope comes down close to the upper limit, but is still higher. Of course, this is completely consistent with the true exponent being at the upper limit, particularly since we don't know anything yet about how small would need to be before the asymptotic slope becomes apparent. 
