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„Deiche brechen richtig – oder eben nicht.“ 
 
Liedtext von KETTCAR 
Titel: Deiche 
Album: von spatzen und tauben, dächern und händen 
 
 
 
 
 
 
“When the water comes, I will overflow, I will overflow.” 
 
Lyrics by DREDG 
Song: Whoa is me 
Album: el cielo 
 
 
 
 
 
 
“Learn to swim. 
Cuz I’m praying for rain and I’m praying for tidal waves. 
I wanna see the ground give way. I wanna watch it all go down.” 
 
Lyrics by TOOL 
Song: Ænima 
Album: Ænima 
 
 
 
 
 
 
 
 
 
 
 
IV Kurzfassung 
Kurzfassung 
Binnendeiche sind Erdbauwerke des technischen Hochwasserschutzes, die ein Fließgewässer 
vor allen Dingen in dicht besiedelten Regionen beidseitig flankieren. Wenn diese Schutzein-
richtungen im Hochwasserfall versagen, wird durch die entstandene Bruchstelle eine Flutwel-
le in das vormals geschützte Deichhinterland ausgelöst, mit bisweilen verheerenden Auswir-
kungen. Moderne Hochwasserschutzkonzeptionen sowohl im hoheitlichen als auch im pri-
vatwirtschaftlichen Bereich negieren eine absolute Sicherheit und bedienen sich stattdessen 
risikoorientierter Bemessungsphilosophien. Zur Abschätzung des Risikos als Produkt aus 
Versagenswahrscheinlichkeit und Schadenspotentialen muss eine Vielzahl von hypotheti-
schen Deichbruchszenarien berechnet werden. Diese Berechnungen basieren oftmals notge-
drungen auf Modellen mit vereinfachenden Annahmen, die jedoch im unmittelbaren Bre-
schennahbereich aufgrund der dort vorherrschenden komplexen Strömungsbedingungen nicht 
unbedingt zutreffen müssen. Es stellt sich daher die Frage nach der Qualität der so gewonnen 
Modellaussagen zu deichbruchinduzierten Strömungen. 
Aufbauend auf theoretischen Grundlagen und phänomenologischen Vorüberlegungen wird 
ein hybrides Untersuchungskonzept abgeleitet, in dem sich experimentelle Modellversuche 
und numerische Simulationen gegenseitig ergänzen. Die Besonderheit dabei liegt in der sys-
tematischen Isolation und Überprüfung der jeweiligen Schwachpunkte und Vereinfachungen 
bis hin zur Dimensionalität. Dazu werden in aufwendigen Modellversuchen charakteristische 
Strömungsfeldgrößen mit hochgenauer Messtechnik detailliert aufgezeichnet. Daraus ergibt 
sich eine vollkommen neuartige Datengrundlage in Form der horizontalen Fließgeschwindig-
keitsvektoren über die Fließtiefe für das luftseitige Breschennahfeld. Die korrespondierenden 
hydronumerischen Modellierungen werden auf Basis der zweidimensional tiefengemittelten 
Flachwassergleichungen mit den universitären Eigenentwicklungen DGFlow und WOLF 2D 
sowie auf Basis der REYNOLDS-gemittelten NAVIER-STOKES-Gleichungen mit dem kommer-
ziellen Programm STAR-CD durchgeführt. Die vollständig dreidimensionalen Simulationen 
einer deichbruchinduzierten Strömung stellen ebenfalls ein Novum dar. 
Mit den numerischen Modellen werden die experimentellen Konfigurationen im Labormaß-
stab nachgerechnet und den Messergebnissen gegenübergestellt. Es werden sukzessive die 
stationäre und dynamische Phase der deichbruchinduzierten Strömung betrachtet, wobei die 
multidimensionalen Simulationsergebnisse auch untereinander verglichen werden. Zunächst 
wird der zeitunabhängige Breschendurchfluss als zentrale numerische Zielgröße ausgewertet, 
der durch die dreidimensionale Numerik signifikant besser abgebildet wird. Gezielte Analy-
sen einzelner Flachwasserapproximationen offenbaren eine geringe Sensitivität des Bre-
schendurchflusses gegenüber Turbulenz- und Rauheitsansätzen. Die Einflüsse sowohl der 
hydrostatischen Druckannahme als auch infolge Vernachlässigung des dreidimensionalen 
Geschwindigkeitsfeldes auf die Durchflussaufteilung und Flutwellenausbreitung werden 
nachgewiesen. Damit können Perspektiven für ingenieurpraktische Deichbruchszenarien auf-
gezeigt und kritisch bewertet werden. 
Abstract  V 
Abstract 
Inland dikes are earth fill flood protection structures along river banks to protect densely 
populated areas from flooding. In case of a failure of such protective measures (breach) a 
flood wave is initiated into the hinterland and may cause extensive damages. Massive flood 
events and recurring dike breaks indicate that inland flood protection systems may be vulner-
able and the resulting risk has to be determined. Mathematically the risk is obtained by multi-
plying the probability of a dike failure by the extent of damage caused in the event of a col-
lapse. The assessment of this risk involves the identification of inundated areas as well as 
flow depths and velocities for several hypothetical scenarios. Enforcedly, these computations 
are often based on simplified models, which are applied in spite of complex flow conditions 
nearby a breach. The question is whether the quality of modelling results is sufficient with 
respect to dike-break induced flows. 
Based on theoretical foundations and phenomenological considerations, experimental and 
numerical models are combined in a hybrid approach. Assumptions, simplifications, and weak 
points of several models are systematically isolated and investigated, which is also true for 
the respective dimensionality. For that purpose, characteristic flow field quantities are re-
corded with sophisticated measurement techniques during laborious model tests taking into 
account the specific boundary conditions of dike-break induced flows. The outcome of this is 
a novel data set in terms of horizontal flow velocity over water depth for the air side nearby 
the breach. The corresponding hydro-numerical computations are performed by two univer-
sity codes, solving the two-dimensional depth-averaged shallow water equations, namely 
DGFlow and WOLF 2D, as well as the commercial code STAR-CD based on the REYNOLDS-
averaged NAVIER-STOKES-equations. The complete three-dimensional computations of dike-
break induced flows are a novelty, too. 
All experimental configurations of the model tests are computed in bench-scale. Afterwards, 
numerical results are compared with the respective measurements. The static impact and the 
dynamic period are regarded successively, while the multidimensional simulation results will 
also be matched among themselves. First of all the time-independent discharge through the 
breach is evaluated as numerical target value which is significantly better calculated using the 
three-dimensional formulation. Selective analyses of individual shallow water assumptions 
manifest a low sensitivity of steady-state breach discharges compared to different turbulence 
and roughness approaches. The influence of both, a hydrodynamic pressure field as well as a 
three-dimensional distribution of flow velocities, on the flow split and the flood wave propa-
gation is demonstrated. Therewith, the outlook for long-term and large-scale inundations – 
like in engineering-relevant dike break scenarios – is presented, discussed, and evaluated. 
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F, G Gesamtflussvektoren in x- und y-Richtung 
fi Vektor der Massenkräfte  fi = fx, fy, fz 
fconv, gconv Massen- und Impulsflüsse in x- und y-Richtung 
fdiff, gdiff Diffusive Flüsse in x- und y-Richtung 
HU, HQ Flussterme zwischen Elementkanten (RKDG) 
I Anzahl der Stützstellen pro Element (RKDG) 
k Ordnung eines Verfahrens, Polynomgrad Ansatzfunktion  
J JACOBI-Matrix  
L, J Anzahl Stützstellen GAUSS-Quadratur  
LU, LQ Operatorenschreibweise für räumliche Diskretisierungen (RKDG)  
Ln Integrale Fehlernorm für  
L1(h) Mittlerer h-Fehler: Volumen zwischen SIM und ana 
L2 Summe der Fehlerquadarte an allen Stützstellen K 
Mij Massenmatrix (RKDG) 
ni Normalen-Einheitsvektor auf K ni = nx, ny, nz 
ne,i Normalen-Einheitsvektor auf Elementränder e (RKDG) ne,i = ne,x, ne,y 
Q Vektor der rechten Seite (Gleichungslöser) 
Q Quelle/Senke (durch KV dividiert)  
Q Hilfsvariable (LDG) 
Qh Approximation der Hilfsvariablen Q (RKDG) 
qi breitenbezogener Durchfluss qi = qx, qy = uh, vh 
R Residuum (FE-Methode) 
R(U) Hilfsvariable (LDG) 
S(U) Vektor der rechten Seite (LDG) 
S0 Quellterm/Vektor aus Sohlneigung 
Sf Quellterm/Vektor aus Sohlreibung 
U Lösungsvektor U = (h, uh, vh) = (h, qx, qy) 
Uh Approximation des Lösungsvektors U (RKDG) 
vi Vektor der Strömungsgeschwindigkeiten vi(x,y,z,t) = vx, vy, vz = u, v, w 
wn Wichtungs- bzw. Testfunktionen (FE-Methode)  
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xi Globale (kartesische) Raumkoordinaten xi = x, y, z 
ij BOUSSINESQ-Koeffizient (CORIOLIS-Koeffizient) ij = xx, xy, yy
xi  richtungsbezogener infinitesimaler Abstand  xi = x, y, z 
ij KRONECKER-Delta Symbol 1 (i j) bzw. 0 (i j)   
i Vektor alle Teilflüsse von  (Divergenzform)
 allgemeine unbekannte Strömungsfeldgrößen  
 3D (NSG): (x,y,z,t) = (u, v, w, p) 
 2D (FWG) (x,y,t) = (h, uh, vh) 
ana Analytische Lösung  
0 Initialbedingung 0 = (x,y,z,t0) 
n Bestimmter Zeitpunkt n = (x,y,z,tn) 
ni,j,k FD: Knotenwert der Variablen zum Zeitpunkt tn ni,j,k = (xi,yj,zk,tn) 
i FE: Diskrete Knotenwerte i = (xi,yi,zi) 
REAL Real vorliegende Strömungsfeldgröße   
PDG Exakte Lösung der PDG   
ADG Exakte Lösung der ADG   
SIM Numerische berechnete Lösung  
, 2, 4 Numerische berechnete Lösung auf unterschiedlich feinen Netzen  
i,b Sohlschubspannung i,b = x,b,y,b 
ij (turbulente) Spannungsterme bzw. molekularbedingte Impulstransporte 
O(tK) Zeitliche Konsistenzordnung K 
O(xiK) Räumliche Konsistenzordnung K 
i  Partielle Raumableitungen  i i x y z, ,         
t  Partielle Zeitableitung  t t     
j, l Wichtungsfaktoren der GAUSS-Quadratur [-]
  REYNOLDS-Mittelung (RG), Tiefenmittelung (FWG) 
  zeitl. Fluktuation (RG), räuml. Abweichung (FWG), Korrektur (SIMPLE) 
  Betrag, z. B. Volumen KV, Zellefläche, Länge Elementkante 
  Norm eines Vektors z. B. 2 2v u v   
  Paralleler Anteil 
  Orthogonaler Anteil 
ˆ  Lokaler Wert 
  Tiefenmittelung 
*  Schätzwerte (SIMPLE), Transformierte Größen (z. B. -Transformation) 
  Dimensionslose Größen der Grenzschicht 
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Lateinische Zeichen 
Zeichen Bedeutung Dimension/Einheit 
A Fläche L2 
a Beschleunigung LT-2 
a Faktor 1 bis 20 % von HEin [-] 
a, b, c, d Konstanten des Wehrüberfall-Polynoms [-] 
BHQ2 Bemessungshochwasserzufluss nach DIN 19700-11 L3T-1 
b Breite Kanal b = 1,0 m L 
bbr Breschenweite L 
bü Wehrüberfallbreite L 
C CHEZY-Koeffizient L1/2T-1 
Cu COURANT-Zahl [-] 
c Wellengeschwindigkeit LT-1 
c Additive Konstante des logarithmischen Wandgesetzes [-] 
cf Bodenreibungskoeffizient (Fließgesetz: MANNING) L5/9 
c, c1, c2 Konstanten des k--Modells [-] 
df Abstand Interferenzstreifen LDV L 
E Faktor des logarithmischen Wandgesetzes [-] 
e EULERsche Zahl e = 2,71828… [-] 
F Kraft MLT-2 
Fr FROUDE-Zahl [-] 
fz Schwerkraft fz = -g (NSG) ML-2T-2 
fd DOPPLER-Frequenz T-1 
G Schubmodul ML-4T-2 
g Erdbeschleunigung, Gravitation = 9,81 m/s² LT-2 
HEin Charakteristisches Längenmaß (Einlaufrandbedingung) L 
h Fließtiefe L 
hinit Initialwassertiefe im Kanal L 
hmin Mindestwassertiefe L 
hü Wehrüberfallhöhe L 
hw Wehrkronenhöhe L 
h90 Gemischabflusstiefe mit einer Luftkonzentration von 90 % L 
K1, K2, K3, K4 Summanden des RK-Verfahrens verschieden 
k Turbulente kinetische Energie L2T-2 
kS Äquivalente Sandrauheit L 
kst STRICKLER-Beiwert L1/3T-1 
Formelzeichen- und Symbolverzeichnis  XXVII 
Ma MACH-Zahl [-] 
m Masse M 
m Anzahl der KV-Seite und Randflüsse [-] 
ML Limiter-Parameter (DGFlow) [-] 
N Gesamtanzahl Stützstellen [-] 
Ne NEUMANN-Zahl [-] 
Nx, Ny Anzahl der Außenkante einer Randzelle [-] 
n MANNING-Beiwert TL-1/3 
nb, nw MANNING-Beiwert für die Sohle bzw. den Seitenrand TL-1/3 
n Brechungsindex nach SNELLIUS [-] 
n Gesamtanzahl aufgenommener Messwerte [-] 
n Überhöhungsfaktor, Verzerrung [-] 
Pe PÉCLET-Zahl [-] 
p Druck ML-1T-2 
p Konvergenzordnung [-] 
patm atmosphärischer Referenzdruck ML-1T-2 
Q Durchfluss, Abfluss L3T-1 
QBr Breschendurchfluss L3T-1 
QEin Gesamtzufluss (Einlaufrandbedingung) L3T-1 
Qin Modellzufluss L3T-1 
QUW Abfluss im unterwasserseitigen Gerinne (Wehrabfluss) L3T-1 
qx, qy Spezifische Volumenflüsse L2T-1 
R² Bestimmtheitsmaß [-] 
Re REYNOLDS-Zahl [-] 
Gerinne
kritRe  kritische REYNOLDS-Zahl für Gerinneströmungen: 5.000 [-] 
Rohr
kritRe  kritische REYNOLDS-Zahl für Rohrströmungen: 2.320 [-] 
rhy Hydraulischer Radius L 
s Schockgeschwindigkeit LT-1 
T Temperatur [°C] 
TEin Turbulente Intensität am (Einlaufrandbedingung) [-] 
t Zeit T 
U Lösung einer Erhaltungsgleichung verschieden 
u, v, w Geschwindigkeitskomponenten LT-1 
uEin Mittlere Geschwindigkeit (Einlaufrandbedingung) LT-1 
u Schubspannungsgeschwindigkeit LT-1 
u+ Dimensionslose Tangentialgeschwindigkeit u+ = u(y)/u [-] 
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V Volumen L3 
vL Limiter-Parameter (DGFlow) [-] 
vx, vy, vz Geschwindigkeitskomponenten LT-1 
vn Geschwindigkeit in Randnormalenrichtung LT-1 
vSchall Schallgeschwindigkeit in Wasser vSchall = 1.437 m/s LT-1 
We WEBER-Zahl [-] 
x, y, z Koordinatenrichtungen L 
yW Wandabstand L 
y+ Dimensionsloser Wandabstand [-] 
z0 Bestimmte Wassertiefe L 
z+ Dimensionsloser Sohlabstand [-] 
zb Sohlkote L 
zh Wasserspiegellage L 
zk Wassertiefe LDV-Messraster L 
ZH2 Hochwasserstauziel 2 nach DIN 19700-11 L 
Griechische Symbole 
Symbol Bedeutung Dimension/Einheit 
 Faktor des algebraischen Turbulenzmodells [-]
 Unterrelaxation-Parameter [-]
Luft Volumenanteil Luftphase [-]
W Volumenanteil Wasserphase W = VWasser/VZelle [-]
 Winkel der Stoßebene [°]
xx, xy, yy BOUSSINESQ-Koeffizienten [-]
x, y, z richtungsbezogene infinitesimale Abstände L
t Zeitschritt T
h Fließtiefendifferenz L
x, y, z Räumliche (Raster-)Abstände L
 Dissipationsrate von k L2T-3 
 Diskretisierungsfehler [-]
 Winkel von positiver y-Achse in Richtung der positiven x-Achse [°]
 Level-Set-Funktion [-]
K Rand von K [-] 
t Modellgebietsrand zum Zeitpunkt t [-] 
0 Modellgebietsrand zum Startzeitpunkt [-] 
 kleiner Schubwinkel (Elastische Verformung) tan( =  L 
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 Faktor zur Unterrelaxation (SIMPLE) [-] 
 Blending-Faktor (STAR-CD) [-] 
 KARMAN-Konstante  = 0,41 [-]
 Kraftmaßstab FNatur/FModell [-] 
Schwere Maßstab Schwerekräfte [-] 
Trägheit Maßstab Trägheitskräfte [-] 
 Widerstandsbeiwert nach COLEBROOK-WHITE [-]
 Wellenlänge Laserlicht (LDV) L
 Längenmaßstab LNatur/LModell [-]
x Maßstabszahl der horizontalen Längen [-]
z Maßstabszahl der vertikalen Längen [-]
 Dichte von Wasser (Fluiddichte) ML-3 
 Dynamische Viskosität ML-1T-1
 Wehrüberfallbeiwert [-]
 Kinematische Viskosität L2T-1
t Turbulente Wirbelviskosität L2T-1
 CRANK-NICOLSON-Faktor [-] 
 Winkel optische Anordnung LDV [°] 
 Winkel einer Sohlkante (Stoß) [°] 
0 Oberflächenspannung von Wasser 0 = 0,073 N/m ML-1T-2 
k,  Konstanten des k--Modells [-] 
x, x turbulente Hauptschubspannungen x = xx und y = yy ML-1T-2 
 Zeitmaßstab TNatur/TModell [-] 
 Bestimmter Zeitpunkt (z. B. Mittelwertsatz) T 
W Wandschubspannung ML-1T-2 
x,b, y,b Sohlschubspannungen ML-1T-2 
xx, xy, yy (turbulente) Schubspannungen ML-1T-2 
 Räumliches Strömungsgebiet [-] 
K Gitterzelle [-] 
t Lösungsgebiet zum Zeitpunkt t [-] 
0 Lösungsgebiet zum Startpunkt (Initialbedingung) [-] 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Einleitung  1 
1 Einleitung 
1.1 Ausgangslage 
Binnendeiche und (mobile) Hochwasserschutzwände haben die Aufgabe, die dicht bevölker-
ten Kultur- und Industrielandschaften entlang der Fließgewässer gegen Überflutung abzusi-
chern. Ein Versagen dieser Schutzeinrichtungen im Hochwasserfall initiiert eine Flutwelle in 
das Hinterland, die dort zu erheblichen Schäden führen kann. Die Überschwemmungen 
1993/1995 (Rhein, Mosel, Main und Neckar), 1997 (Oder), 2002 (Elbe und Donau), 2005 
(New Orleans) oder 2011 (Queensland, Australien) mit einer Vielzahl von Deichbrüchen und 
teilweise katastrophalen Folgen belegen, dass ein Versagen der Schutzbauwerke nicht völlig 
auszuschließen ist, die Hochwasserschutzkonzepte verwundbar sein können und die resultie-
rende Gefährdung deshalb erfasst werden muss.  
Bei extremen hydrologischen Ereignissen sind die Einwirkungen und Belastungen zwar 
anthropogen verstärkt, aber dennoch natürlichen Ursprungs und deshalb nur beschränkt vor-
herzusehen oder zu beeinflusseni. Trotz traditionell hoher Sicherheitsstandards in der Pla-
nung, Bauausführung, Kontrolle und im Betrieb von Hochwasserschutzeinrichtungen in 
Deutschland findet in der gesellschaftlichen Betrachtungsweise derzeit ein Wandel von einem 
Sicherheitsbewusstsein hin zu einer Risikoorientierung statt, die zum Ausdruck bringt, dass 
eine absolute Sicherheit unmöglich garantiert werden kann und die Gesellschaft ein Restrisi-
ko hinnehmen muss. Die erhöhte Sensibilität der Öffentlichkeit gegenüber dem Risikopoten-
tial wasserbaulicher Anlagen spiegelt sich auch in der Neuausgabe der DIN 19700-11 (2004) 
wieder (HUBER ET AL., 2005), die für Talsperren in Abschnitt 4.3 eine Risikobetrachtung für 
Hochwasserereignisse vorsieht: „Das verbleibende Risiko infolge Überschreitung von BHQ2 
[Bemessungshochwasserzufluss] oder des Hochwasserstauzieles 2 (ZH2) ist – erforderlichen-
falls unter Beachtung des PMF (en: Probable Maximum Flood – Vermutlich größtes Hoch-
wasser) – zu bewerten und notwendigenfalls durch technische und/oder organisatorische 
Maßnahmen ausreichend zu vermindern.“ Um diese Anforderungen erfüllen zu können, ist 
eine Risikoabschätzung (risk assessment) durchzuführen. Das Risk-Assessment-Verfahren 
RAPIDii, wird am Institut für Wasserbau und Wasserwirtschaft (IWW) der RWTH Aachen seit 
1999 kontinuierlich weiterentwickelt. Das Grundprinzip, das ursprünglich für Staudämme und 
Talsperren entwickelt wurde (RETTEMEIER ET AL., 2000), lässt sich nun auch auf Flussdeiche 
übertragen (KUTSCHERA ET AL., 2008). 
                                                 
i Die besonderen Bedingungen bei wasserbaulichen Bemessungsaufgaben werden im Vergleich zur Dimensionierung einer 
Brückenkonstruktion deutlich. Hier können die Lasten im Vorfeld durch den verantwortlichen Bauingenieur festgelegt werden. 
Höhere Belastungen (z. B. größere Fahrzeuge) werden nicht zugelassen. Diese Möglichkeit der Begrenzung auf der Einwir-
kungsseite besteht im Hochwasserfall nicht. Außerdem kann die Brücke sofort gesperrt und die Belastung schlagartig ent-
fernt werden, wenn sich bei einem Brückenpfeiler ein Versagen ankündigt. Bei einem Deich sind nur spontane Ertüchti-
gungs- und Evakuierungsmaßnahmen möglich. Der Hochwasserabfluss im Fließgewässer kann nicht abgestellt werden. 
ii RAPID: Risk Assessment: Probabilities, Inundation, Damage 
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1.2 Motivation und Veranlassung 
1.2.1 Anwendungs- und Verwertungspotential 
Der entscheidende Kern eines risikoorientierten Ansatzes ist die auf den technischen Hoch-
wasserschutz übertragene Definition des Risikos als Produkt aus der Wahrscheinlichkeit des 
Versagens von Hochwasserschutzeinrichtungen und den dadurch hervorgerufenen nachteili-
gen Konsequenzen (Schäden) für Personen, Sachwerte, die Umwelt, das Kulturerbe und wirt-
schaftliche Tätigkeiten (HUBER ET AL., 2005). Im RAPID-Verfahren erfolgt die Bestimmung 
der Versagenswahrscheinlichkeit mittels einer probabilistischen Zustands- und Prozessmodel-
lierung mit stochastisch verteilten Eingangsparametern (KUTSCHERA ET AL., 2008). Zur Er-
mittlung der potentiellen Schäden sind innerhalb einer Risikoanalyse für Hochwasserschutz-
deiche die Identifikation der überfluteten Regionen im Hinterland sowie die Kenntnis der 
Fließtiefen und -geschwindigkeiten erforderlich. Numerische Überflutungssimulationen hypo-
thetischer Deichbruchszenarien können die erforderlichen hydrodynamischen Eingangspara-
meter, die Dauer des Ereignisses und die relevanten betroffenen Flächen zur Bestimmung der 
Schadenspotentiale bereitstellen (NIEMEYER ET AL., 2005). Eine Beschreibung der direkten, 
indirekten (sekundären) ökonomischen, ökologischen sowie psychosozialen Schadenspotenti-
ale infolge Überschwemmung findet sich in KUTSCHERA (2010). 
In der Risikobeurteilung wird die räumliche und zeitliche Verteilung der Überflutungsdaten 
zur Erarbeitung von Risikominderungsmaßnahmen benötigt (Bauwerke, Evakuations- oder 
Raumnutzungspläne) bis letztlich ein akzeptables (Rest)risiko verbleibt. Für den Katastro-
phenschutz ist ferner die Information, wie lange bestimmte Infrastrukturen (Flucht- und Ver-
kehrswege, Fernmeldetechnik, Sicherheitszonen) im Falle eines Deichversagens verfügbar 
sind, eine wertvolle Planungsgröße für die Koordinierung von Notfallmaßnahmen. Weitere 
wichtige Parameter sind die Hauptfließwege und entsprechende Vorwarnzeiten, die durch die 
Modellierung unterschiedlicher Versagensszenarien ermittelt werden können. Es wird ein 
wertvoller Beitrag zum Risikomanagement geleistet, indem die Bemessung des technischen 
sowie die Implementierung des operationellen Hochwasserschutzes unterstützt werden. Die 
Monetarisierung des Risikos (€/Jahr) dient dabei der Durchführbarkeits- und Wirtschaftlich-
keitsprüfung (z. B. einer Kosten-Nutzen-Analyse) bei der Realisierung von Risikominde-
rungsmaßnahmen. Die Risikokommunikation und der Umgang mit dem verbleibenden Restri-
siko werden mittels der Visualisierung verschiedener Planungsvarianten erleichtert. 
In der Versicherungswirtschaft besteht traditionell ein geschärftes Risikobewusstsein beson-
ders hinsichtlich Wetter- und Überschwemmungskatastrophen (MÜNCHENER RÜCK, 2005). 
Schadenskategorien werden lokal in Abhängigkeit von Überflutungswahrscheinlichkeiten und 
resultierenden Einstauhöhen festgelegt, wobei derzeit nur Sachschäden durch statischen Ein-
stau mit einfachen Modellen berechnet werden (MÜNCHENER RÜCK, 1997). Durch numeri-
sche Simulationen der Flutwelle wären diese Kalkulationsgrößen besser abgesichert und dy-
namische Schäden durch den Impuls quantifizierbar. So erleiden Gebäude beispielsweise ab 
einem gewissen Schadensfaktor, der als Produkt aus Fließtiefe und Geschwindigkeit definiert 
wird, einen Totalschaden. 
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Der mobile Hochwasserschutz nimmt im Rahmen von ganzheitlichen Schutzkonzeptionen 
besonders in flussnahen urbanen Ballungsgebieten weiter zu (z. B. Köln, Koblenz, Trier, 
Würzburg, Heidelberg, Regensburg, Dresden, Frankfurt a. d. Oder). Zudem betreiben immer 
mehr Privateigentümer einen separaten Objektschutz. Mobile Systeme weisen gegenüber Dei-
chen und Mauern eine erhöhte Versagenswahrscheinlichkeit auf (BWK, 2005). Ein Risk As-
sessment dieser Schutzsysteme soll verhindern, dass sie trotz ihrer vergleichsweise kurzen 
Aufbaulängen zum Schwachpunkt für den gesamten ortsfesten Hochwasserschutz werden. Im 
Zuge polizeilicher Maßnahmen kann der Schadensfaktor bezogen auf den Menschen ebenfalls 
von Bedeutung sein, wenn es um die Ausweisung von Sicherheitszonen hinter mobilen 
Schutzwänden geht. Neben dem Schutz vor Hochwassertourismus und Vandalismus ist hier 
die Frage zu klären, in welchen Bereichen sich Fachpersonal aufhalten darf, ohne körperli-
chen Schaden zu erleiden, wenn ein mobiles Element versagt. 
1.2.2 Forschungsbedarf 
Die Deutsche Forschungsgemeinschaft (DFG) betont im Leitthema 5 ihrer Denkschrift zur 
Wasserforschung (DFG, 2003) „Wasser und Naturkatastrophen“, dass mit einer Zunahme 
von Hochwasserschäden zu rechnen ist. Hochwässer entstehen als Teil des natürlichen Was-
serkreislaufes durch Niederschlagsereignisse hoher Intensität und Schneeschmelzen in Ab-
hängigkeit der Topografie, Vegetation und Bodeneigenschaften im Einzugsgebiet sowie der 
Abflusscharakteristik der verzweigten Flusssysteme. Ein Hochwasser ist also ein unvorher-
sehbares Naturereignis, das erst anthropogen beeinflusst zu einer Naturkatastrophe werden 
kann (HUBER ET AL., 2009).  
Die Eintrittswahrscheinlichkeiten und der Ablauf eines Flusshochwassers sind infolge Begra-
digungen, Flächenversiegelung, Flurbereinigung, Schiffbarmachung, Waldschäden, Boden-
erosion und die regionalen Auswirkungen der globalen Klimaänderungen (z. B. häufiger ex-
treme Wetterfronten mit Stürmen oder Starkregen) durch den Menschen verschärft worden. 
Das Zusammenspiel dieser Aspekte und die Eingriffe in Retentionszonen reduzieren die Spei-
cherfähigkeit und den Wasserrückhalt der Vegetation und Böden. Stattdessen kommt es zu 
einem direkten Oberflächenabfluss, der sich aus unterschiedlichen Teileinzugsgebieten un-
günstig überlagern kann. Die Nutzung überflutungsgefährdeter Flächen durch Kultivierung, 
Besiedlung, Bebauung, Urbanisierung und Industrialisierung mit entsprechender Akkumulati-
on und Exposition von Werten in den betroffenen Regionen generiert systematisch hohe 
Schadenspotentiale (Vulnerabilität). Bedingt durch einen effektiven baulichen Hochwasser-
schutz kommt es hier zwar seltener zu Überschwemmungen, die jedoch bei Überschreiten des 
avisierten Schutzziels oder bei technischem Versagen verheerende Folgen haben können. 
Gemäß DFG (2003) ergibt sich die Notwendigkeit einer angewandten Forschung bezogen auf 
„die Anpassung von Modellen und die Entwicklung von Managementszenarien für den Ka-
tastrophenschutz“. Die damit verbundenen praxisnahen Aufgaben können nur durch einen 
Technologietransfer aus der Grundlagenforschung gelöst werden. „Die einzelnen For-
schungsbereiche beziehen sich dabei auf: (1) Gefährdung, (2) Vulnerabilität und (3) das Ma-
nagement von Katastrophenvorsorge und Katastrophenschutz.“  
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Zur Verbesserung der Planungsgrundlagen im Grundlagenbereich schreibt die DFG (2003): 
„Ob auf natürliche Weise oder durch den Bruch eines Deiches oder Dammes entstanden: Der 
Prozess der Ausbreitung in die Fläche und die an bestimmten Stellen wirkenden Strömungs-
kräfte sind von besonderem Interesse. Gleichermaßen gehört hierzu eine Aussage über den 
zeitlichen Ablauf, sowohl was den ansteigenden als auch was den absteigenden Ast der 
Hochwasserwelle betrifft. Diese Einflussfaktoren müssen herausgearbeitet werden. […] 
Derzeit sind hydraulische Berechnungen für Flüsse mit entweder 1-D Modellen (nach St. Ve-
nant) oder mit tiefengemittelten 2-D Modellen üblich. Wenn der Fluss seine Ufer überströmt, 
sind diese Modelle jedoch nur in vereinfachter Form in der Lage, die Überflutungsmengen 
und Höhen zu berechnen. Hier liegt ein erhebliches Defizit in der exakten Erfassung dieser 
Vorgänge vor, wobei Labor- und vor allem Naturmessungen dringend erforderlich sind. […] 
Weitere Aufgaben bestehen hinsichtlich der Gefährdung von Staudämmen und Deichen. […] 
auch die Wirkung des Wassers auf die Standfestigkeit von Deichen, die bei längerem Aufstau 
aufweichen können. […] Hier spielt die zeitliche Entwicklung, auch die des Bruchvorgangs 
im Versagensfalle, eine große Rolle.“ 
Der weitere Bedarf der Grundlagenforschung richtet sich an eine Katastrophenvorsorge im 
Sinne einer risikogerechten und wirtschaftlichen Bemessungspraxis, an eine gute Vorhersage 
sowie an verbesserte Planungs- und Handlungskonzepte (DFG, 2003). Die Hochwasservor-
sorge umfasst neben dem Aufbau und Unterhalt des technischen Hochwasserschutzes eine 
Flächen- und Bauvorsorge durch eine angepasste Bebauung und Landnutzung inklusive einer 
naturnahen (Re)Aktivierung von Retentionsflächen in den Gewässerauen. Auch die Informa-
tions- und Verhaltensvorsorge durch Warnung, Information und Ausbildung der betroffenen 
Bevölkerung gehören dazu. Ein weiterer wesentlicher Bestandteil ist das Risikomanagement 
als Methode der Katastrophenbewältigung mittels Abwehr akuter Gefahren, Soforthilfe, Wie-
deraufbau und Instandsetzung der entstandenen Überflutungsschäden – am besten nach Bil-
dung von Rücklagen oder durch abgeschlossene Versicherungen. 
1.2.3 Öffentlicher Hochwasserschutz (Umsetzung gesetzlicher Vorgaben) 
Risikountersuchungen finden derzeit Eingang in die wasserwirtschaftliche Praxis und Gesetz-
gebung auf Landes-, Bundes- und EU-Ebene. Aufgrund der vereinfachten und verkürzten 
Darstellung für Nicht-Juristen und der sich fortlaufend vollziehenden Anpassungen des ge-
setzlichen Rahmens, haben nachfolgende Unterabschnitte keinerlei verbindlichen Charakter. 
Europäisches Hochwasserschutzrecht 
Gemäß der europäischen Richtlinie 2007/60/EG „über die Bewertung und das Management 
von Hochwasserrisiken“ in der Fassung vom 23. Oktober 2007 (EUROPÄISCHES PARLAMENT 
UND RAT DER EUROPÄISCHEN UNION, 2007) sollen hochwasserbedingte Risiken verringert 
und bewältigt werden. Die risikoorientierte Sichtweise zeigt sich mit der Definition des 
Hochwasserrisikos in Artikel 2 als „Kombination der Wahrscheinlichkeit des Eintritts eines 
Hochwasserereignisses und der hochwasserbedingten potenziellen nachteiligen Folgen auf 
die menschliche Gesundheit, die Umwelt, das Kulturerbe und wirtschaftliche Tätigkeiten.“  
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In einem dreistufigen Ansatz müssen die EU-Mitgliedsstaaten zunächst Gebiete mit potentiel-
lem signifikantem Hochwasserrisiko benennen und dieses vorläufig bewerten. In einer zwei-
ten Stufe sind entsprechende Gefahren- und Risikokarten zu erstellen. Anschließend wird im 
dritten Schritt das Hochwasserrisikomanagement für die betroffenen Flächen geplant, wobei 
eine Koordinierung der Mitgliedsstaaten untereinander sowie mit der Europäischen Wasser-
rahmenrichtlinie unter Beteiligung der Öffentlichkeit gefordert ist.  
Die Beschreibung der zu betrachtenden Überflutungsszenarien beinhaltet nicht explizit ein 
Versagen einer Hochwasserschutzeinrichtung. Jedoch wird zur vorläufigen Bewertung des 
Hochwasserrisikos in Artikel 4 Abs. 2 Buchstabe d auf die „Wirksamkeit der bestehenden 
vom Menschen geschaffenen Hochwasserabwehrinfrastrukturen“ hingewiesen. 
Außerdem wird die Risikodiskussion über ein „Europäisches Programm für den Schutz kriti-
scher Infrastrukturen“ (EPSKI) weitergeführt. Die Kommission der Europäischen Gemein-
schaften hat dem Rat im Dezember 2006 einen Vorschlag für eine diesbezügliche Richtlinie 
vorgelegt, die auf einem entsprechenden EPSKI-Grünbuch vom November 2005 beruht 
(KOMMISSION DER EUROPÄISCHEN GEMEINSCHAFTEN, 2005). Im Annex dieses Grünbuches 
ist explizit der Hochwasserschutz kritischer Infrastrukturen aufgeführt. 
Bundesdeutsches Hochwasserschutzrecht 
Um in Deutschland das EG-Wasserrecht bundesweit einheitlich umsetzen zu können, wurde 
das Gesetz „zur Ordnung des Wasserhaushalts“ in der Fassung vom 31. Juli 2009 vom Bun-
destag mit Zustimmung des Bundesrates beschlossen (DEUTSCHER BUNDESTAG, 2009) und 
trat als neues Wasserhaushaltsgesetz (WHG) am 1. März 2010 in Kraft. Hintergrund ist die 
Änderung der Gesetzgebungsbefugnisse im Umweltschutz zwischen Bund und Ländern durch 
die Föderalismusreform 2006. Die bisherigen Rahmenkompetenzen des Bundes werden im 
Bereich des Wasserrechts durch die Ermächtigung zum Erlass von Vollregelungen abgelöst 
und in die konkurrierende Gesetzgebung überführt. Mit dieser Novellierung wird ein moder-
nisiertes nationales Hochwasserschutzrecht gemäß der Vorgaben der EU-Richtlinie 
2007/60/EG in einem eigenen Abschnitt umgesetzt. 
Das Artikelgesetz „zur Verbesserung des vorbeugenden Hochwasserschutzes“ in der Fassung 
der Bekanntmachung vom Mai 2005 tritt damit außer Kraft. Dieses Hochwasserschutzgesetz 
(HWSG) griff bis dato übergeordnet in die bestehende Gesetzgebung ein. Überschwem-
mungsgefährdete Gebiete, „die bei Versagen von öffentlichen Hochwasserschutzeinrichtun-
gen, insbesondere Deichen, überschwemmt werden können“, sollten ermittelt und in Karten-
form dargestellt werden. Für die Ausweisung wurde keine explizite Jährlichkeit benannt, da 
diese wie „die notwendigen Maßnahmen zur Vermeidung oder Verminderung von erheblichen 
Beeinträchtigungen des Wohls der Allgemeinheit durch Überschwemmungen“ gemäß §31c 
Abs. 2 durch Landesrecht geregelt werden sollte. 
Im neuen WHG von 2010 wird die Hochwasserrisikodefinition in §73 fast wörtlich aus der 
EU-Richtlinie 2007/60/EG übernommen: „Hochwasserrisiko ist die Kombination der Wahr-
scheinlichkeit des Eintritts eines Hochwasserereignisses mit den möglichen nachteiligen 
Hochwasserfolgen für die menschliche Gesundheit, die Umwelt, das Kulturerbe, wirtschaftli-
6 Kapitel 1 
che Tätigkeiten und erhebliche Sachwerte.“ Ebenso wird in §73 bis §75 der mehrstufige An-
satz übernommen, was die Bestimmung und Bewertung von Risikogebieten, die Ausweisung 
mittels entsprechender Karten sowie die Aufstellung von Risikomanagementplänen angeht. 
Ferner werden besondere Schutzvorschriften für Überschwemmungsgebiete erlassen (§78), 
welche innerhalb der Risikogebiete durch Landesrecht festzusetzen sind (§76 Abs. 2). Die 
Kategorisierung in überschwemmungsgefährdete Gebiete wurde zwar wieder abgeschafft, 
jedoch wird im WHG bei der Bestimmung der Risikogebiete in §73 Abs. 1 und 2 ausdrück-
lich auf den o. g. Artikel 4 Abs. 2 der Richtlinie 2007/60/EG Bezug genommen. Das WHG 
sucht die planerische und bauliche Landnutzung an den Bedürfnissen eines effektiven Hoch-
wasserschutzes auszurichten (REINHARDT, 2010), der für festgelegte Überschwemmungsge-
biete nur in besonderen Einzelfällen durch Belange der kommunalen Planungshoheit sowie 
Eigentumsschutz durchbrochen werden kann.  
Während sich §76 bis §78 der Bau- und Flächenvorsorge sowie dem Wasserrückhalt widmet, 
konzentriert sich §79 auf die Informations- und Verhaltensvorsorge: „Die zuständigen Behör-
den veröffentlichen die Bewertung nach § 73 Absatz 1, die Gefahrenkarten und Risikokarten 
nach § 74 Absatz 1 und die Risikomanagementpläne nach § 75 Absatz 1. […] Wie die zustän-
digen staatlichen Stellen und die Öffentlichkeit in den betroffenen Gebieten im Übrigen über 
Hochwassergefahren, geeignete Vorsorgemaßnahmen und Verhaltensregeln informiert und 
vor zu erwartendem Hochwasser rechtzeitig gewarnt werden, richtet sich nach den landes-
rechtlichen Vorschriften.“ 
Landesrechtliche Umsetzung in NRW 
Die Ausgangssituation für die Transformation des europäischen Richtlinienrechts über bun-
desdeutsches Recht in Landesrecht stellt sich in Nordrhein-Westfalen (NRW) wie folgt dar: 
Als Reaktion auf das HWSG wurde im April 2006 das „Hochwasserschutzkonzept des Landes 
Nordrhein-Westfalen für den Zeitraum bis 2015“ von der Landesregierung NRW verabschie-
det (BUSCHHÜTER & MEHLIG, 2009). Die darin entwickelten Hochwasseraktionspläne und 
Hochwassergefahrenkarten können nun weiter genutzt werden.  
Aufgrund der Neuordnung des WHG ist eine Gesamtnovellierung des Landeswassergesetzes 
NRW (LWG) unter Aufhebung des vorhandenen Normenbestandes erforderlich. Sofern das 
WHG für einzelne Regelungsbereiche keine Vollregelungen erlassen hat, wurden in bedeu-
tenden oder vollzugsrelevanten Fällen landesrechtliche Anpassungen vorgenommen. 
Für den Hochwasserschutz ist der Auftrag zur vorläufigen Risikobewertung vom Ministerium 
für Klimaschutz, Umwelt, Landwirtschaft, Natur- und Verbraucherschutz (MKULNV) des 
Landes NRW erteilt (BUSCHHÜTER, 2010). Der erste Bewertungsschritt liegt nach Einbin-
dung von Kommunen und Wasserverbänden in Form der fortgeschriebenen Gewässerliste 
(§112 Abs. 2 LWG) bereits vor. Für die Erstellung der Hochwassergefahren- und Hochwas-
serrisikokarten sowie Hochwasserrisikomanagementpläne wurden durch die Bund/Länder-
Arbeitsgemeinschaft Wasser (LAWA) Empfehlungen erarbeitet und auf der Vollversamm-
lung im März 2010 beschlossen. Ein Kommunikationskonzept ist in Bearbeitung. 
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1.3 Problemstellung und Zielsetzung 
1.3.1 Naturmessungen, wasserbauliches Versuchswesen oder Numerik 
Die verfügbaren Methoden zur Erschließung wasserbaulicher Fragestellungen lassen sich in 
praktische und theoretische Ansätze einteilen. In der Wasserbaupraxis werden experimentelle 
Modellversuche oder in-situ-Messungen durchgeführt, um das Abflussgeschehen messtech-
nisch zu erfassen. Theoretische Methoden beschreiben die Strömungsphänomene über ma-
thematische Formulierungen, die dann analytisch oder numerisch behandelt werden können. 
Die Datengrundlage aus Naturmessungen reicht bisher nicht aus, um die Deichbruchproble-
matik umfassend untersuchen zu können. Das liegt an den erschwerten Bedingungen hinsicht-
lich der Planung und Vorbereitung entsprechender Messkampagnen. Deichbrüche treten 
plötzlich, selten und unvorhergesehen auf, so dass weder Ort noch Zeitpunkt für eine Mes-
sung im Vorfeld festgelegt werden kann. Außerdem besteht für das Messpersonal eine erheb-
liche Gefährdung im Nahfeld einer solchen Bresche, so dass sich Feldstudien oft aus Sicher-
heitsgründen verbieten. Noch wichtiger und damit die größte Einschränkung für die in-situ-
Datenerhebung ist der Schutz der vom Hochwasser bedrohten Personen, Werte und Sachgüter 
im Hinterland. Im Falle eines Deichversagens werden Notfall- und Gegenmaßnahmen einge-
leitet, die selbstverständlich Vorrang vor einer Messung haben. Da der Nachbau von Deich-
bruch-Prototypen inklusive der hohen messtechnischen Anforderungen im originalen Natur-
maßstab aus Kosten- und Platzgründen kaum realisierbar ist und vollständig analytische Lö-
sungen hier nicht existieren, ergibt sich die Notwendigkeit des Einsatzes von Modellen.  
Ein Modell ist immer ein vereinfachtes Abbild der Wirklichkeit, mit dem versucht wird, die 
wesentlichen Eigenschaften eines realen Systems und die relevanten darin ablaufenden Pro-
zesse zu erfassen. Die Ähnlichkeit zu den natürlichen Vorgängen hängt von dem Grad der 
Abstrahierung und dem Verwendungszweck ab, da pragmatisch Idealisierungen vorgenom-
men werden müssen, so dass Modell und Original niemals identisch sind. Eine Modellierung, 
also der Einsatz oder die Anwendung von Modellen, ist oftmals kostengünstiger, einfacher, 
schneller und risikoärmer zu handhaben als das natürliche Vorbild. Grundsätzlich stehen dem 
Wasserbauingenieur zur Modellierung numerische Berechnungen auf einem Computersystem 
und/oder Modellversuche im Labormaßstab zur Verfügung, um strömungsmechanische Prob-
lemstellungen oder Prozesse zu analysieren. In letzter Zeit sind sowohl auf dem Gebiet der 
Messtechnik und der experimentellen Modellierung als auch im Bereich der numerischen 
Modellierung und der computergestützten Simulation große Fortschritte erzielt worden. 
Das wasserbauliche Versuchswesen zeichnet sich durch Realitätsnähe, Transparenz, Kontrol-
lierbarkeit, Anschaulichkeit, Spontaneität, Vielseitigkeit, Zuverlässigkeit, Glaubwürdigkeit 
sowie eine hohe Akzeptanz und Anerkennung im Ingenieurbereich aus. Letzteres wird durch 
den unmittelbaren wirklichkeitsgetreuen Kontakt zum Wasser und den maßgebenden physika-
lischen Prozessen unterstützt, die intuitiv erfasst werden können. Dabei sind auch neuartige, 
bis dato unbekannte Strömungsphänomene auf einen Blick erkennbar. Als nachteilig sind der 
Kosten- und Zeitaufwand, der benötigte Raumbedarf, die erforderliche apparative Ausstattung 
(Pumpkapazitäten) sowie die unflexible Geometrie der versuchstechnischen Aufbauten anzu-
sehen. Geometrische Modifikationen und Variantenstudien sind mit zeit- und kostenintensi-
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ven modellbautechnischen Eingriffen verbunden. Kleinmaßstäbliche Modellversuche sind mit 
Maßstabs- und Modelleffekteni behaftet und unterliegen somit bestimmten Übertragbarkeits-
grenzen (Kap. 4.3.2). Die messtechnische Installation und störungsfreie Zugänglichkeit bei 
der Durchführung der Versuche können zeitlich aufwendig sein. Die Messgenauigkeit sowie 
die Randeinflüsse, auch am Ein- und Auslauf des Modells, müssen berücksichtigt werden. 
Bedingt durch die enormen Kapazitätssteigerungen in der Computertechnologie gewinnt die 
junge Disziplin der numerischen Strömungsmechanik immer mehr an Bedeutung und entwi-
ckelt sich neben dem Versuchswesen zu einer gleichbedeutenden Untersuchungsmethode im 
Wasserbau. Hydronumerische Untersuchungen sind nicht ortsgebunden, langfristig verfügbar 
und auch bei praxisrelevanten komplexen Geometrien leicht skalier- und modifizierbar. Dabei 
unterliegen sie nicht den räumlichen Restriktionen experimenteller Modellversuche und kön-
nen grundsätzlich auch für ausgedehnte Untersuchungsgebiete, mehrere Varianten, Planungs-
zustände oder Szenarien zeitnah und kostengünstig maßstabsunabhängige Resultate in hoher 
Dichte bereitstellen. Numerische Simulationen können folglich flexibel, schnell und preiswert 
für Reproduktionen, Optimierungen oder Parameterstudien eingesetzt werden. Neben diesen 
Vorzügen treten als Nachteile numerische Modelleffekte auf, die zusammen mit den im Mo-
dell unberücksichtigten Prozessen die Güte der berechneten Näherungslösung einschränken. 
Im Hinblick auf die Genauigkeit spielt auch der Ansatz der notwendigen Anfangs- und Rand-
bedingungen eine wichtige Rolle. Des Weiteren führen große instationäre Berechnungsdomä-
nen zu langen Simulationsdauern sowie zu der Notwendigkeit des Umgangs (z. B. Visualisie-
rung) mit dieser Vielzahl von Ergebnisdaten. 
1.3.2 Skalen- und Deichbruchproblematik 
In den Ingenieurwissenschaften sind vor allem die hydromechanischen Fragestellungen des 
Wasserbaus durch die Koexistenz einer Vielzahl unterschiedlicher Skalen in Raum und Zeit 
charakterisiert. Besonders die Hochwasserereignisse in Fließgewässern sind durch lange Zeit-
räume gekennzeichnet. Eine hilfreiche Zusammenstellung zur Definition des Skalenbegriffes 
als Größenklasse für charakteristische räumliche und zeitliche Ausdehnungen von Phänome-
nen findet sich in KAMRATH (2009). Bei Deichbruchanwendungen tritt hinsichtlich der abzu-
bildenden Prozesse eine sogenannte Skalenproblematik auf, wie dies schematisch in Abb. 1.1 
dargestellt ist. Eine Flutwelle breitet sich im Breschennahbereich (Mikroskala) zunächst 
schießend aus. Im breschennahen Umfeld (Mesoskala) erfolgt je nach anstehender Topografie 
ein mehr oder weniger deutlich ausgeprägter Übergang zu strömenden Fließverhältnissen in 
Form eines Wechselsprungs (NUJIC, 1998). An Geländeknicken oder Querschnittsänderungen 
ist ein erneuter Fließwechsel zu schießendem Abfluss möglich. Die Makroskala ist durch weit 
reichende Ausbreitungsflächen im Deichhinterland gekennzeichnet, in denen sich bei flachem 
                                                 
i Maßstabs- bzw. Skalierungseffekte sind unbeabsichtigte Folgen der strömungsphysikalischen Modellierung im verkleinerten 
Labormaßstab. Sie treten auf, wenn die kleinmaßstäblichen Abmessungen in einem Modellversuch nicht ausreichen, um 
spezifische physikalische Prozesse exakt abzubilden. Modelleffekte können sowohl bei Modellversuchen als auch in der 
Numerik auftreten. Sie resultieren aus Vereinfachungen und Vernachlässigungen in der modellbautechnischen bzw. mathe-
matischen Abbildung sowie aus Beeinflussungen durch den Modellgebietsrand. 
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Gelände das Wasser zweidimensional (2D) strömend in der Ebene ausbreiten kann. Dabei 
bleiben einige Teile des Gebietes trocken oder werden eventuell erst später mit Wasser be-
deckt. In allen Skalenbereichen müssen zusätzlich die Strömungsverhältnisse im ober- und 
unterwasserseitigen Fließgewässerabschnitt bei der Modellierung mit einbezogen werden.  
 
Abb. 1.1:  Charakteristische Bereiche für die Hydromechanik bei Deichbrüchen 
(Fotos von Rhein, Donau, Elbe und Mississippi: www.tagesschau.de und Hochwasserschutzzentrale Köln) 
Dabei differieren auch die notwendigen Zeitskalen sehr stark, wenn man die charakteristi-
schen Zeiten turbulenter Strömungen (HERWIG, 2006) oder stark instationäre Vorgänge all-
gemein mit der Entstehung und dem Ablauf einer Hochwasserwelle über mehrere Wochen 
vergleicht. Mit der integralen zeitlichen und räumlichen Bezugsskala konkurrieren demnach 
die Betrachtungsskalen für den lokalen Detaillierungsgrad, die Systemkomplexität und die 
Interaktion zwischen dem Fließgewässerabschnitt und den anfangs nicht überfluteten Berei-
chen (KAMRATH, 2009). Bei der Simulation deichbruchinduzierter Strömungen müssen phy-
sikalische Prozesse berücksichtigt werden, die sehr hohe Anforderungen an ein numerisches 
Modell stellen (ARNOLD, 1996; NUJIC, 1998): 
 In unmittelbarer Umgebung der Deichbruchstelle sind die Strömungsverhältnisse ausge-
prägt dreidimensional, ungleichförmig, turbulent, hochgradig instationär und aufgrund von 
Material- oder Lufteintrag mehrphasig. Eine detaillierte Abbildung der genannten lokalen 
Effekte wird hier genau wie die Erfassung der für wasserbaurelevante Strömungen typi-
schen freien Oberfläche äußerst anspruchsvoll. 
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 Das Strömungsregime ist an einigen Stellen durch Fließwechsel zwischen unterkritischen 
(strömenden) und überkritischen (schießenden) Zuständen gekennzeichnet. Verbunden mit 
dieser transkritischen Strömung ist eine signifikante Umwandlung von potentieller in kine-
tische Energie (und umgekehrt). Beim Übergang vom Schießen zum Strömen treten Dis-
kontinuitäten auf, die sich als Stöße oder Wechselsprünge manifestieren können. 
 Die Dynamik und Dissipation an der propagierenden Wellenfront wird durch Veränderun-
gen in der Topografie, Geländestrukturen, Bodeneigenschaften, Sohlbewuchs und Bebau-
ung signifikant beeinflusst. Es werden trockene Sohlen mit scharfen Wellenfronten über-
strömt. Die Erscheinungsform der sich ausbreitenden Flutwelle wird vor allen Dingen am 
Wellenkopf durch Fließwechsel, Material- und Lufteintrag geprägt. 
 Zusätzlich zu diesen fein aufzulösenden komplexen Strömungsphänomenen führen die 
Dauer eines Hochwasserereignisses im Gewässerabschnitt und die weiträumige, ungehin-
derte Überflutung des Deichhinterlandes zu großen Raum- und Zeitskalen bei der Ermitt-
lung dieser überschwemmten Flächen. Die Bedingungen im Fernfeld entsprechen den Ver-
hältnissen eines lang andauernden statischen Einstaus und der Ausspiegelung des Wasser-
standes mit vernachlässigbaren Fließgeschwindigkeiten. An der Überflutungsgrenze im 
Deichhinterland kommt es in Abhängigkeit der Geländetopografie zu Nass- und Trocken-
fallprozessen, die auch alternieren können. 
 Auf der Einwirkungsseite müssen Bildung, Ablauf und Akkumulation von Hochwasser-
wellen in (Teil-)Einzugsgebieten unter Berücksichtigung natürlicher bzw. technischer Re-
tention in verzweigten Gewässersystemen abgebildet werden. 
Eine experimentelle Modellierung einer deichbruchinduzierten Strömung ist aufgrund deren 
räumlicher und zeitlicher Ausdehnung nur ausschnittsweise durchführbar. Die numerische 
Abbildung aller im Modellgebiet auftretenden physikalischen Prozesse in voller Dimensiona-
lität und in entsprechend feiner Auflösung ist trotz der Fortschritte in der Computertechnolo-
gie derzeit nicht realisierbar. Wenn ein lang anhaltendes Hochwasser in einem komplexen 
Untersuchungsgebiet simuliert werden soll, muss ein Kompromiss gefunden werden zwischen 
der gesamten Simulationsdauer auf dem globalen numerischen Berechnungsgitter und den 
lokal notwendigen zeitlichen und räumlichen Diskretisierungen für die hydraulisch wirksa-
men Strukturen. Die Rechenzeiten sowie die Bewältigung (Sichtung und Auswertung) der 
anfallenden Datenmenge bei zeitabhängigen Vorgängen in drei Raumdimensionen sind bei 
den aktuell verfügbaren Rechnerkapazitäten unpraktikabel und unwirtschaftlich.  
Dies gilt bereits für die numerische Berechnung eines einzigen Deichbruchszenarios. Der 
singuläre Ansatz statischer Bemessungsabflüsse als Lastfall mit festen Randbedingungen und 
definierten Jährlichkeiten widerspricht der risikoorientierten Philosophie. Vielmehr ist es im 
Rahmen eines Variantenstudiums zwingend erforderlich, zeitnah für eine Vielzahl von unter-
schiedlichen, potentiellen Versagensszenarien flächendeckend Parameter und Prognosen für 
Hochwasserschutzkonzepte bereitzustellen. Nur damit können die potentiellen Folgen und 
Schäden für das Gesamtsystem umfassend abgeschätzt werden und Kosten-Nutzen-Analysen 
bei der Planung zukünftiger Risikominderungsmaßnahmen mit einbezogen werden (Kap. 1.2). 
Einleitung  11 
Um diesen zahlreichen Anforderungen genügen zu können, werden die räumliche und zeitli-
che Berechnungsdomäne bei isolierter Betrachtung einer Fragestellung künstlich beschränkt 
oder die relevanten Prozesse mit einem geringem Detaillierungsgrad modelliert. Solche Ska-
lenbegrenzungen werden als Prozessfilterung bezeichnet (ZIELKE, 1999). Dazu gehören die 
räumlichen Mittelungen zur Reduktion der Dimension, die zeitliche Mittelung (z. B. Turbu-
lenzmodellierung), eine grobe Gitternetz- und Zeitauflösung, die Vorgabe stationärer Ver-
hältnisse und physikalische Abstrahierungen bis hin zu stark parametrisierten empirischen 
Verfahren. Die Vernachlässigung von Einflüssen aus anderen Teilen des Lösungsgebietes, die 
Beschränkung auf bestimmte Teilaspekte des Hochwasserereignisses oder die Vereinfachun-
gen bei der mathematisch-physikalischen Modellbildung führen zu einem erheblichen Fehler-
potential in den numerischen Berechnungen. 
1.3.3 Gekoppelte, parallele und adaptive Modellierungstechniken 
Nach ZIELKE (1999) sind Hydrosysteme hochgradig gekoppelt sowohl bezogen auf räumliche 
Gebiete als auch auf interagierende Prozesse und deren unterschiedliche Skalen, so dass eine 
Verbesserung der Abbildung durch eine modulare Kopplung unterschiedlicher Verfahren 
erreicht werden kann. Bei Zonen-Berechnungsverfahren oder Zonalmethoden wird das Be-
rechnungsgebiet in Abhängigkeit relevanter dynamischer Einflussgrößen strömungsmecha-
nisch fundiert so in Zonen aufgeteilt, dass dort angepasste Gleichungen mit dem jeweils op-
timalen Algorithmus gelöst werden können (SCHÖNUNG, 1990; JIRKA ET AL., 1999). Um 
Hochwasserereignisse adäquat und vollständig zu erfassen, müssen Modelle unterschiedlicher 
Dimensionalität oder Spezialisierung verknüpft werden (KAMRATH, 2009). Der Fortschritt 
hängt stark von der Generierung geeigneter Rand- bzw. Übergangsbedingungen und den 
Möglichkeiten der Interaktion und Rückkopplung an den entsprechenden Schnittstellen ab. 
Neben der Modellierung solcher Wechselwirkungen an geeigneten Schnittstellen stellt die 
Synchronisierung der verknüpften Teilmodelle eine Schwierigkeit dar. Die Lage der Schnitt-
stellen muss wie die Zonenaufteilung im Vorfeld der Modellierung einer Variante festgelegt 
werden. Eng verbunden mit einer gekoppelten Modellierung ist eine parallele Simulation, 
bei der durch die Aufteilung von Lösungsgebieten oder Berechnungsprozeduren auf mehrere 
Prozessoren eine deutliche Reduktion der benötigten Rechenzeiten erreicht werden kann. 
Eine adaptive Modellierung bedeutet, dass in Abhängigkeit bestimmter Kriterien eine auto-
matisierte Wahl geeigneter Einzelmodelle zu bestimmten Zeitpunkten an beliebiger Stelle 
innerhalb eines Hydrosystems erfolgt. Für einen Flusslauf könnten Verfahren niedriger Ord-
nung oder Dimension zum Einsatz kommen. Hochwassersensible Bereiche werden dann 
zweidimensional tiefengemittelt simuliert, während in direkter Umgebung hydraulischer 
Strukturen auf hochgenaue dreidimensionale (3D) Verfahren umgeschaltet wird. Der Unter-
schied zur modularen Kopplung liegt darin, dass die Schnittstellen nicht a priori definiert 
werden müssen, sondern analog zu einer adaptiven Netzverfeinerung in Abhängigkeit der 
numerischen Lösung gewählt werden. Diese Konzeption der automatischen Modelladaption 
ist derzeit noch nicht realisiert und befindet sich im frühen Entwicklungsstadium, z. B. bei der 
Forschergruppe für Numerische Mathematik des Institutes für Geometrie und Praktische Ma-
thematik (IGPM) der RWTH Aachen (NOELLE, 2008). 
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1.3.4 Hybride Modellierung deichbruchinduzierter Strömungen 
Bei der hybriden Modellierung (composite modelling) werden Modellansätze „von zweierlei 
Herkunft“ eingesetzt, die sich in ihrer Methodik unterscheiden (RUTSCHMANN, 2006). Ein-
führend lässt sich die Konzeption der geplanten Untersuchungen anhand des Titels dieser 
Arbeit: „Hybride Modellierung deichbruchinduzierter Strömungen für ein idealisiertes Bre-
schennahfeld an Fließgewässern“ in philologisch-kulturwissenschaftlicher Manier darstellen: 
In Abgrenzung zur Definition eines Hybridmodells als multidimensionaler gekoppelter An-
satz (KAMRATH, 2009; NIEMEYER, 2008) wird im Rahmen der vorliegenden Arbeit eine hyb-
ride Modellierung durch den Verbund von experimentellen Modellversuchen und verschie-
denen numerischen Methoden angestrebt (KOBUS, 1984; ZIELKE, 1999; STROBL & ZUNIC, 
2006). Die Besonderheit eines hybriden Ansatzes liegt darin, dass die zusammengebrachten 
Modelle für sich genommen zwar bereits eigenständige Lösungswege darstellen, durch deren 
Kombination aber neue Ergebnisse entstehen sollen und damit ein Mehrwert geschaffen wer-
den kann (Synergieeffekte). Um die Natur im Modellversuch abzubilden, muss sie skaliert 
und idealisiert werden. Dies führt zu Abweichungen der im Labormaßstab beobachteten und 
vermessenen Vorgänge von den natürlichen Vorgängen. Um die Natur numerisch abzubilden, 
müssen vereinfachende Annahmen zur mathematischen Beschreibung der Strömung getroffen 
werden. Zudem ergeben sich Unsicherheiten aus den numerischen Methoden aufgrund der 
speziellen Anforderungen des deichbruchinduzierten Strömungstyps. Die zentrale Frage ist 
die Abbildungsgenauigkeit der unterschiedlichen Modelle bezüglich der realen Vorgänge im 
Breschennahfeld. Der Charme einer hybriden Modellierung liegt nun darin, die Vorzüge bei-
der Modellansätze zu vereinen und dabei die Schwächen eines Ansatzes durch das alternative 
Modell mit entsprechenden Stärken zu kompensieren. Die Prognosegüte des numerischen 
Modells wird durch den Vergleich zu den Messungen im Modellversuch genau quantifizier-
bar, d. h. experimentelle Untersuchungen können der Entwicklung, Verifizierung und Vali-
dierung numerischer Berechnungsverfahren dienen. Skalierungseffekte und die modellbau-
technischen Vereinfachungen haben dabei keinen Einfluss, wenn die experimentellen Strö-
mungskonfigurationen aufgemessen und auch im Labormaßstab numerisch simuliert werden. 
Gleichzeitig ergänzt das numerische Modell den Modellversuch, da in der Numerik der Maß-
stab, alle szenarienspezifischen Geometrie-, Bewuchs- oder Materialparameter sowie die An-
fangs- und Randbedingungen leichter und in größerer Anzahl systematisch variiert werden 
können (z. B. Parameter- und Variantenstudien, Sensitivitätsanalysen). Im Strömungsmaschi-
nenbau gehört das Wechselspiel zwischen numerischer und experimenteller Modellierung 
zum Standard bei der Auslegung von Wasserturbinen (DEMNY, 2005). Während ZIELKE 
(1999) die wasserbauliche Perspektive hybrider Modelle im Vergleich zu verbesserten, voll-
ständig dreidimensionalen, numerischen Modellen eher kritisch sieht, vertreten 
RUTSCHMANN (2006) und STROBL & ZUNIC (2006) die Ansicht, dass der hybride Modellan-
satz zukünftig das optimale Untersuchungskonzept darstellt und sich experimentelle und nu-
merische Modellierungen gerade im Flussbau gegenseitig benötigen. Auf dem 41. Internatio-
nalen Wasserbau-Symposium Aachen (IWASA) 2011 unterstrich der Leiter der Bundesanstalt 
für Wasserbau (BAW) die herausragende Bedeutung der hybriden Modellierung als Kombi-
nation verschieden-dimensionaler numerischer Simulationen mit Modellversuchen. 
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Im Gegensatz zur reinen Flutwellenausbreitung infolge eines Deichversagens soll die gesamte 
deichbruchinduzierte Strömung betrachtet werden. Dies erfordert neben dem Studium der 
propagierenden Wellenfront im luftseitigen Deichhinterland zusätzlich die genaue Kenntnis 
des Strömungsregimes auf der Wasserseite, um den Breschenabfluss durch die Bruchstelle 
korrekt bilanzieren zu können. Aufgrund der phänomenologischen Unterschiede zwischen 
den resultierenden Strömungen infolge eines Damm- und Deichversagens, lassen sich die 
umfangreichen Kenntnisse zu dammbruchinduzierten Strömungen nicht ohne Einschränkun-
gen auf die vorliegende Problemstellung übertragen. 
Das idealisierte Breschennahfeld ist der engere Bereich um die Bruchstelle, in dem die 
Strömungsgradienten stark ausgeprägt sind. Der Ablauf deichbruchinduzierter Strömungsvor-
gänge im realen Versagensfall ist großräumig, lang andauernd, instationär, turbulent, transkri-
tisch, dreidimensional und mehrphasig. Außerdem handelt es sich um einen Freispiegelab-
fluss, der mit einer komplexen bewegten freien Wasseroberfläche über ursprünglich trockene, 
geometrisch komplizierte Sohltopografien und bewachsene bzw. bebaute Geländestrukturen 
abläuft. Im Rahmen der hybriden Betrachtung am Modellversuch werden geometrische und 
hydromechanische Vereinfachungen vorgenommen sowie einige Effekte und Mechanismen 
bewusst ausgeklammert, um Aussagekraft und Abbildungsgüte der verwendeten Methoden 
bezogen auf die reine Hydromechanik bei Deichbrüchen überprüfen zu können und die dabei 
auftretenden Strömungsphänomene isoliert numerisch zu erfassen. Diese idealisierten Bedin-
gungen werden für Binnendeiche entlang von Fließgewässern postuliert, um die Untersu-
chung gegenüber Küstendeichen abzugrenzen. 
1.3.5 Ziele und Vorgehensweise 
Die zentrale Fragestellung zur Entsprechung des in Kap. 1.2 formulierten Bedarfs insbesonde-
re für die anthropogen und industriell genutzten Flächen an großen Fließgewässern betrifft die 
Verlässlichkeit und damit die Aussagekraft der numerisch ermittelten Ergebnisgrößen. Die 
Prognosegüte für deichbruchinduzierte Überflutungen lässt sich bislang nur unzureichend 
quantifizieren: Die Problemstellung geht aufgrund ihrer starken Instationarität und ihrer aus-
geprägten Dreidimensionalität über den Rahmen gesicherter wissenschaftlicher Erkenntnisse 
hinaus und stellt besondere Anforderungen sowohl an die experimentelle als auch an die nu-
merische Modellierung. Naturmessdaten für Deichbrüche sind rar und das Datenmaterial für 
Dammbrüche nur eingeschränkt nutzbar. Die bisher vorliegenden experimentellen Daten rei-
chen ebenfalls nicht zur vollständigen Validierung numerischer Modelle aus, die ihrerseits 
aufgrund der bestehenden Unsicherheiten keine belastbaren Simulationsergebnisse komplexer 
Szenarien zur Verfügung stellen können. Wie zuverlässig sind demnach die numerisch ge-
wonnenen Daten – auch im Hinblick auf deren weitere Verwertung und Interpretation? 
Zur Lösung dieser Fragestellung werden im Rahmen dieser Arbeit unterschiedliche zwei- und 
dreidimensionale numerische und ein experimentelles Modellierungsverfahren aufeinander 
aufbauend und wechselseitig ergänzend realisiert. Die Entwicklung und Ableitung dieses hyb-
riden Untersuchungskonzeptes mit geeigneter Simulationsstrategie resultiert aus der detail-
lierten Betrachtung grundlegender Eigenschaften der Deichbruchproblematik sowie der Ana-
lyse bereits existierender Untersuchungen, Modellierungstechniken und -ansätze für deich-
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bruchinduzierte Strömungen. Unter Nutzung der jeweiligen Vorteile werden die Ergebnisse 
bei Kombination und gegenseitiger Absicherung belastbarer als die erzielbaren Einzelresulta-
te, so dass die Defizite einer isolierten Betrachtung aufgelöst werden. Anhand des Verglei-
ches der Messungen am Modellversuch mit den numerischen Berechnungsergebnissen wer-
den abschließend die Genauigkeits- und Anwendbarkeitsgrenzen der Modelle quantifiziert 
und die Vorhersagegüte und Prognosefähigkeit bzgl. einer deichbruchinduzierten Überflutung 
überprüft. Durch die Bereitstellung von am Modellversuch kalibrierten numerischen Pro-
grammen wird somit ein Weg zur Durchführung zuverlässiger Simulation von naturnahen, 
praxisrelevanten Deichbruchszenarien mit komplexer Topografie aufgezeigt.  
Darüber hinaus wird sowohl auf experimenteller als auch auf numerischer Seite umfangrei-
ches Datenmaterial zur Verfügung gestellt. Die 3D-Strömungsfeldgrößen können der Validie-
rung und Weiterentwicklung von (mehrphasigen) Modellen dienen: Die detaillierte Abbil-
dung des Feststofftransportes oder die Breschenentwicklung sind nur bei Kenntnis des 3D-
Geschwindigkeitsfeldes realisierbar. Die hybride Modellierung einer deichbruchinduzierten 
Strömung kann als manuelles Referenzbeispiel zur Überprüfung einer gekoppelten oder Ent-
wicklung einer adaptiven Modellierung dienen: Die Quantifizierung der Unterschiede zwi-
schen zwei- und dreidimensionalen numerischen Simulationen anhand von Messungen er-
möglicht fundierte Empfehlungen zur Art und Lage von Schnittstellen für Kopplungen sowie 
zukünftig die Kontrolle eines adaptiv modellierten Deichbruchs.  
Die übergeordnete Struktur der Arbeit gliedert sich in zwei Hauptteile (Abb. 1.2). Der erste 
Teil (Phänomenologie und Physik: Kap. 2 und 3) widmet sich den theoretischen Grundlagen 
der Deichbruchströmung. Im zweiten Teil (Hybrides Untersuchungskonzept: Kap. 4 bis 7) 
werden Modellversuche mit numerischen Simulationen kombiniert und ausgewertet. 
 
Abb. 1.2:  Aufbau der Arbeit 
Einleitung  15 
In Kapitel 2 werden die mathematischen und physikalischen Grundlagen zur Beschreibung 
turbulenter Freispiegelströmungen dargestellt. Nach einer einleitenden Betrachtung der ein-
phasigen Strömungsmechanik kompressibler Fluide (Kap. 2.1 – 2.2) werden aus den hydro-
mechanischen, nach REYNOLDS gemittelten NAVIER-STOKES-Gleichungen (Kap. 2.3 – 2.4) 
unter Einbeziehung der notwendigen Rand- und Anfangsbedingungen (Kap. 2.5) die zweidi-
mensional tiefengemittelten Flachwassergleichungen abgeleitet (Kap. 2.6) und deren Annah-
men aufgezeigt (Kap. 2.7). Außerdem werden neben dem Flachwasseransatz weitere Techni-
ken zur Behandlung der freien Wasseroberfläche für den 3D-Fall vorgestellt (Kap. 2.8), wo-
bei hier besonders die Vor- und Nachteile der teilweise mehrphasigen Volumen- und Oberflä-
chenmethoden an ortsfesten bzw. beweglichen numerischen Gittern diskutiert werden. 
Das dritte Kapitel ist der Erläuterung der Deichbruchproblematik gewidmet. Den grundle-
genden Definitionen zur Einordnung und Charakterisierung deichbruchinduzierter Strömun-
gen (Kap. 3.1) folgt ein Literaturüberblick (Kap. 3.2) gemäß der zuvor vorgenommenen Klas-
sifikation. Danach werden die Vereinfachungen zur Beschränkung und Abgrenzung der eige-
nen Arbeiten vorgestellt und diskutiert (Kap. 3.3). In Kombination mit den Annahmen der 
mathematisch-physikalischen Formulierungen aus Kapitel 2 wird ein Untersuchungskonzept 
abgeleitet (Kap. 3.4): die Anwendbarkeit der unterschiedlichen Modellierungsverfahren auf 
die deichbruchinduzierten Strömungsphänomene wird in einer ersten Zwischenbilanz einge-
schätzt und abschließend eine hybride Modellierungs- und Simulationsstrategie entwickelt.  
Kapitel 4 beschäftigt sich mit den Laboruntersuchungen von Deichbruchströmungen als ex-
perimentellen Teil des hybriden Modellkonzeptes. An die Beschreibung des Aufbaus, der 
Konzeption, der Konfiguration und Motivation der Modellversuche (Kap. 4.1) schließt eine 
ausführliche Darstellung der Messtechnik und Messwerterfassung an (Kap. 4.2). Die Parame-
ter Durchfluss, Wasserspiegellagen und Geschwindigkeiten werden dabei akustisch und op-
tisch mit Ultraschall- bzw. Lasermesstechnik aufgezeichnet. Im nächsten Abschnitt wird das 
vollständige Versuchsprogramm vorgestellt (Kap. 4.3), bevor das Kapitel mit einem Über-
blick über die erzielten Messergebnisse und deren Visualisierung abschließt (Kap. 4.4). 
Die beiden Kapitel 5 und 6 vervollständigen den hybriden Ansatz mit der Beschreibung der 
numerischen Arbeiten, welche entsprechend der im Vorfeld ausgearbeiteten Modellierungs- 
und Simulationsstrategie durchgeführt werden.  
Zunächst wird in Kapitel 5 das vollständige hydronumerische Modell für Deichbruchanwen-
dungen erläutert (Kap. 5.1). Anschließend werden die numerischen Methoden zur zeitlichen 
(Kap. 5.2) und räumlichen (Kap. 5.3) Diskretisierung vorgestellt. Zu einer Modellierung in 
der numerischen Strömungsmechanik gehört ferner die diskrete Darstellung des Berech-
nungsgebietes in Form eines Gitternetzes (Kap. 5.4). Ein weiterer wichtiger Aspekt ist die 
Qualitätssicherung der numerischen Ergebnisse (Kap. 5.5), vor allen Dingen unter 
Berücksichtigung der besonderen Anforderungen des deichbruchinduzierten Strömungstyps 
an die Numerik (Kap. 5.6).  
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Darauf folgend werden in Kapitel 6 die konkreten Berechnungsverfahren in den verwendeten 
Simulationsprogrammen vorgestellt. Durch die Darstellung der unterschiedlichen Simulati-
onstechniken inklusive des ingenieurpraktischen Handwerkzeugs soll der Übergang von den 
theoretischen Grundlagen zur wasserbaurelevanten Anwendung geschaffen werden. Den An-
fang bilden die beiden Flachwassermodelle DGFlow und WOLF 2D (Kap. 6.1). In einer nu-
merischen Voruntersuchung in DGFlow werden ausgewählte Parameter festgelegt, nachdem 
ihre Sensitivität überprüft worden ist (Kap. 6.2). Den Abschluss bilden die dreidimensionalen 
Simulationen der durchgeführten Modellversuche mit STAR-CD (Kap. 6.3). 
In Kapitel 7 werden die erzielten Ergebnisse sowohl aus den Flachwassersimulationen als 
auch aus den 3D-Berechnungen den Messungen gegenübergestellt und interpretiert. Untersu-
chungsgegenstand bildet dabei die experimentelle deichbruchinduzierte Strömung im Mo-
dellversuch unter Variation der geometrischen und hydraulischen Randbedingungen. Nach 
der Auswertung der gemessenen und unterschiedlich berechneten stationären 
Breschendurchflüsse (Kap. 7.1) folgt der 2D-interne Vergleich im Rahmen der 
Flachwasserapproximationen (Kap. 7.2): Das allgemeine Strömungsbild, die 
Wasserspiegellagen und der Breschendurchfluss im stationären Endzustand werden 
betrachtet. Letzterer wird für verschiedene Widerstandsparametrisierungen hinsichtlich Sohl- 
und Wandrauheit sowie für unterschiedliche Turbulenzmodelle überprüft. Der umfassende 
2D-3D-Vergleich (Kap. 7.3) widmet sich den Wasserspiegellagenprofilen im Schnitt, der 
Auslenkung der Welle im Grundriss, dem Geschwindigkeitsfeld im wasserseitigen 
Breschennahfeld und der Tiefenintegration. Die dynamische Phase der Flutwellenausbreitung 
wird abschließend in Kap. 7.4 behandelt, wobei diskrete Ganglinien (inklusive 
Wellenankunftszeiten) sowie die propagierende Wellenfront Gegenstand der Betrachtungen 
sind. Das letzte Kapitel fasst die wesentlichen Arbeitsschritte, Ergebnisse und Erkenntnisse zu-
sammen. Die Anwendungsmöglichkeiten und -grenzen der untersuchten Verfahren werden als 
Schlussfolgerung kritisch bewertet und der weitere Forschungsbedarf in einem Ausblick mit 
abschließendem Fazit aufgezeigt. 
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2 Mathematisch-physikalische Modellierung  
turbulenter Strömungen mit freier Oberfläche 
In diesem Kapitel werden die wesentlichen Grundlagen zur mathematisch-physikalischen 
Beschreibung und Modellierung turbulenter Freispiegelströmungen dargestellt. Ausgehend 
von einer vollständig dreidimensionalen Betrachtungsweise wird die zweidimensional tiefen-
gemittelte Formulierung hergeleitet, wobei alle im Zuge der Ableitung getroffenen Annahmen 
strukturiert zusammengestellt werden. Da im weiteren Verlauf der Arbeit numerische Simula-
tionen sowohl auf Basis der REYNOLDS-gemittelten NAVIER-STOKES-Gleichungen als auch auf 
Grundlage der tiefengemittelten Flachwassergleichungen vorgestellt werden, ist dieser Über-
blick für eine präzise und nachvollziehbare Diskussion der erzielten Ergebnisse unerlässlich. 
Der Fokus liegt dabei zunächst auf den einphasigen Modellen, wie sie in den Berechnungen 
tatsächlich verwendet werden. Im Unterschied zu vielen anderen ingenieurwissenschaftlichen 
Fachdisziplinen zeichnen sich eine Vielzahl der wasserbaurelevanten Strömungen durch das 
Auftreten einer frei beweglichen Oberfläche aus. Während Flachwassermodelle diesen zu-
sätzlichen Freiheitsgrad durch die Tiefenintegration systemimmanent mit berücksichtigen, 
benötigen die dreidimensionalen Formulierungen ergänzende Freispiegelansätze, deren Vor-
stellung und Diskussion dieses Kapitel abschließen. 
2.1 Einphasige Strömungsmechanik 
Strömungen sind essentieller Bestandteil vielfältiger natürlicher Prozesse und technischer 
Anwendungen. Zur Behandlung der zahlreichen Strömungsbeispiele aus Natur und Technik 
befasst sich die Strömungsmechanik (auch Fluidmechanik) als Teilgebiet der Technischen 
Mechanik mit den Gesetzmäßigkeiten der Bewegung und des Kräftegleichgewichtes von 
Flüssigkeiten und Gasen (Sammelbegriff: Fluide). Bei Feststoffen führt eine von außen zeit-
lich konstant aufgeprägte Beanspruchung zu inneren elastischen Scherkräften und endlichen 
Verformungen. Fluide reagieren hingegen mit einer unbegrenzten Deformation und einer 
„ausweichenden“ Bewegung (Strömen), wobei sich in Abhängigkeit der Viskosität ein Ge-
schwindigkeitsgradient aufbaut (DURST, 2006).  
Ausgehend von den fundamentalen Erhaltungssätzen für Masse, Impuls und Energie werden 
die Grundgleichungen der Strömungsmechanik allgemeingültig aufgestellt. Bei einphasigen 
Systemen wird dabei das homogene Fluid als Kontinuum angenommen – also als eine hypo-
thetisch kontinuierliche Substanz (FERZIGER & PERIC, 2008). Im Unterschied zur Festkör-
permechanik wird in der Fluidmechanik die Erfassung der Strömungsgrößen in ortsfesten 
durchströmten Gebieten mittels kontinuumsmechanischer Gleichgewichts- und Bilanzbe-
trachtungen bevorzugt.  
 
18 Kapitel 2 
Neben der Kontinuumstheorie werden dabei Erkenntnisse der Thermodynamik (Wärmelehre) 
sowie der Kinetik als Kombination von Kinematik (Bewegungslehre) und Dynamik (Kraftleh-
re) genutzt (Abb. 2.1). Der Ablauf von Strömungsvorgängen wird von den Transporteigen-
schaften (Viskosität, Impulstransport u. a.), dem kinematischen Verhalten (Geschwindigkeit, 
Beschleunigung) sowie den dynamischen Einwirkungen und thermodynamischen Eigenschaf-
ten (Druck, Dichte, Temperatur, Kraft, Impuls, Energie u. a.) des Fluids bestimmt 
(TRUCKENBRODT, 1996). 
 
Abb. 2.1: Einordnung der Strömungsmechanik, modifiziert nach SIGLOCH (2008) und TRUCKENBRODT (1996) 
In Anlehnung an kinematische Prinzipien werden die strömungsmechanischen Grundglei-
chungen üblicherweise erst in LAGRANGEscher Betrachtungsweise (teilchenfest, materiell) an 
markierten bewegten Fluidelementen als substantielle Größen abgeleitet und anschließend in 
das EULERsche Bezugssystem (lokal, ortsgebunden, raumfest) transformiert, um Aussagen 
über die Strömungsphänomene in Feldgrößen treffen zu können (HERWIG, 2006).  
2.2 Kompressible Strömungen 
Die mathematische Formulierung der Massenerhaltung ist die Kontinuitätsbeziehung, die 
Betrachtung der Impulserhaltung beruht auf dem D`ALEMBERTschen Prinzip und dem zwei-
ten NEWTONschen Axiomi. Die Erhaltungssätze können entsprechend der EULERschen Be-
trachtungsweise an einem ortsfesten Kontrollvolumenelement formuliert werden. Anhand der 
an den Gebietsrändern registrierten ein- und ausströmenden Größen können die zeitlichen 
Änderungen für Masse und Impuls anschaulich bilanziert und interpretiert werden. In Abb. 
2.2 ist das infinitesimale konstante Kontrollvolumen dargestellt. Seine Kanten besitzen die 
Längen x, y und z. Die zeitliche Änderung der Masse im Kontrollvolumenelement ent-
spricht der Differenz aus den über die Oberfläche des Kontrollvolumens ein- und austreten-
den Massenströmen. Die zeitliche Änderung des Impulses im Kontrollvolumenelement ist 
gleich der Differenz der ein- und austretenden Impulsströme zuzüglich der auf das Volumen-
element einwirkenden Massen- und Oberflächenkräfte (OERTEL ET AL., 2006). 
                                                 
i Prinzip von D`ALEMBERT: Ein System ist im dynamischen Gleichgewicht, wenn die Vektorsumme aller beteiligten Kräfte zu 
null wird. NEWTONsches Trägheitsprinzip: Die zeitliche Änderung des Impulses eines Körpers ist gleich der Summe aller an 
ihm angreifenden Kräfte (SIGLOCH, 2008). 
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Abb. 2.2: a) Massenströme, b) x-Impulsströme und c) Oberflächenkräfte (x-Richtung) am Kontrollvolumenelement 
Nach Division der Massen- und Impulsstrombilanz durch das Volumen (xyz) und bei 
Verwendung der Indexschreibweise für kartesische Koordinaten (i, j = x, y, z) mit der 
EINSTEINschen Summenkonventioni lauten die differentiellen Bilanzgleichungen für reale 
(viskose) kompressible Strömungen: 
   t i i
Quelle / SenkeSpeicherung Entnahme - Einleitung
Kontinuitätsgleichung:
v Q        (2.1) 
    t i j i j i j ij i
Massen-zeitliche Oberflächenkräfte:Differenz ein-/aus- kräfteImpulsänderung Druck und Spannungtretender Impulse
x
y
z
Impulsgleichungen:
v v v p f
v u
mit v v v
v w
          
            
 
x
y i x y z t
z
f 0
,  f f 0 ,  , ,  und 
i t
f g
                                 
  (2.2) 
                                                 
i Über doppelt auftretende Indizes in Produkten/Quotienten ist zu summieren: i i x x y y z zv v v v       . 
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mit den Geschwindigkeitskomponenten vi(x,y,z,t) = (vx, vy, vz) = (u, v, w) dem Druck 
p(x,y,z,t), der Fluiddichte  und einem Quell- bzw. Senkterm Q. Der Vektor f hat nur in Wir-
kungsrichtung der Gravitation eine Komponente ungleich Null, wenn neben der Schwerkraft 
keine weitere geophysikalische Massenkraft berücksichtigt wird.  
Die Anwendung des NEWTONschen Aktionsgesetzes (2. Axiom) auf die Strömung eines idea-
len (reibungsfreien) Fluides resultiert in den EULERschen Bewegungsgleichungen. Bei der 
Strömung realer (reibungsbehafteter) Fluide sind in der Vektorsumme neben den Volumen- 
bzw. Massenkräften (Schwere und Trägheit) bei den Oberflächenkräften zusätzlich zu der 
Normalkraft (Druck) auch die Querkräfte (Reibung und Turbulenz) zu berücksichtigen 
(SIGLOCH, 2008). Diese Erweiterungen müssen den Einfluss der Fluidviskosität wiedergeben. 
Je nach Modellvorstellung bezeichnet ij die Komponenten des deviatorischen Spannungsten-
sorsi (SCHLICHTING & GERSTEN, 1997) oder die molekularbedingten Impulstransporteii 
(DURST, 2006). Die fundamentalen Grundgleichungen sind allgemeingültig, das konkrete 
Fluidverhalten wird erst durch konstitutive Materialgleichungen für die ij-Terme und durch 
die Stoffwertabhängigkeiten der Zustands- und Transportgrößen (Dichte, Viskosität) von 
Druck und Temperatur bestimmt. Bei isotropen, NEWTONschen Fluideniii ist der Zusammen-
hang zwischen den Schubspannungen und den Verformungsgeschwindigkeiten linear und 
wird durch die dynamische Viskosität  wiedergegeben. Der NEWTONsche Reibungsansatz 
 zx u z      kann durch die Hypothese von STOKES auf allgemeine dreidimensionale 
Strömungen erweitert werden. Diese empirische Festlegung ist an das HOOKEsche Gesetziv 
der Elastizitätstheorie angelehnt und verknüpft die Spannungen folgendermaßen mit dem 
Strömungsfeld: 
 ij ji j i i j i i ij ij 1 für i j2v v v  mit 0 für i j3                  (2.3) 
Für die linke Seite von Gl. 2.2 ergibt sich nach der Produktregel der Differentiation bei 
gleichzeitig postulierter Quellen- und Senkenfreiheit: 
       t i j i j t i i t i j j j j i t i j j i
Q 0 (Gl.2.1)
v v v v v v v v v v v v
 
                     (2.4) 
                                                 
i Durch Abspaltung des (negativen) Drucks von den Normalspannungen werden die Abweichungen vom statischen Druckzu-
stand beschrieben. Gemäß dem „Satz von der Gleichheit einander zugeordneter Schubspannungen“ infolge der Drehim-
pulserhaltung ist der Spannungstensor symmetrisch. 
ii ij bezeichnet den in i-Richtung pro Zeit und Flächeneinheit eingetragenen j-Impuls. 
iii Die Rheologie (Fließkunde) nicht-NEWTONscher (hochviskoser) Medien wird nicht näher erläutert. 
iv Während bei Festkörpern die Schubspannung proportional der elastischen Verformung ist (HOOKEsche Gesetz  = G), 
verhält sich die Scherspannung infolge Fluidreibung nach STOKES proportional der Deformationsgeschwindigkeit. An die 
Stelle des Schubmoduls G tritt die Fluidviskosität . 
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2.3 Inkompressible Strömungen 
Die Gasdynamik verwendet zur geschlossenen mathematischen Darstellung von kompres-
siblen Strömungen zusätzlich zur Massen- und Impulserhaltung den ersten Hauptsatz der 
Thermodynamik (Energieerhaltung) und die Zustandsgleichung (T,p) (LIGGETT, 1994). Im 
Rahmen dieser Arbeit werden thermodynamische Prozesse weder verwendet noch beschrie-
ben. In der Hydromechanik vereinfacht sich die Beschreibung von Strömungen durch die An-
nahme der Inkompressibilität von Wasser: Die Dichte  und die dynamische Viskosität  sind 
dann unabhängig vom Druck und werden bei isothermen Verhältnissen und vernachlässigba-
rer Salinität räumlich und zeitlich konstant (FORKEL, 2004).  
t i t jconst. , const. 0                   (2.5) 
Die Massenerhaltung (Gl. 2.1) degeneriert damit zu einer Volumenerhaltung, welche die 
Masse selber und Zeitableitungen nicht mehr enthält (MALCHEREK, 2001a), was auch als 
Divergenzfreiheit bezeichnet wird. 
  t i i i i i i
= 0 (Gl. 2.5)
v v 0 v 0             (2.6) 
Außerdem vereinfachen sich die ij-Terme sowie deren Ableitungen durch den SCHWARTZ-
schen Vertauschungssatzi in den Impulsgleichungen (Gl. 2.2): 
     
ij ij
2 2
j i i j j j i j i j j i i j j
= 0 (Gl. 2.6)
v v v v v v                   (2.7) 
Nach Division durch die Dichte  und mit Einführung der kinematischen Viskosität      
sowie der totalen bzw. substantiellen Beschleunigung Dtii entsteht zusammen mit der Konti-
nuitätsgleichung 2.6 ein geschlossenes Systemiii gekoppelter partieller Differentialgleichun-
gen 2. Ordnung, die NAVIER-STOKES-Gleichungen (NSG) genannt werden. 
i i
Kontinuitätsgleichung:
v 0    (2.8) 
    
2
t i t i j j i i j ij i i j i i
substantielle Spannunglokale und konvektiveBeschleunigung MassenkräfteBeschleunigung Druck
Impulsgleichungen:
1 1 1D v v v v p f p v f                  
  (2.9) 
                                                 
i    x y y xu u     , gemischte Ableitung im betrachteten Punkt stetig (BRONSTEIN, 1997) 
ii Der Operator Dt entspricht dem formalen Übergang von LAGRANGEscher Betrachtungsweise ins EULERsche System 
(HERWIG, 2006). Es sind nicht nur die zeitlichen Änderungen des Geschwindigkeitsfeldes, die zu Beschleunigungen von 
Fluidelementen führen, sondern auch die Bewegung des Fluidelementes in einem nicht gleichförmigen Geschwindigkeitsfeld 
(DURST, 2006). 
iii Vier Gleichungen für die vier gesuchten Unbekannten: u, v, w und p 
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2.4 Turbulente Strömungen 
2.4.1 Das Turbulenzproblem und die REYNOLDS-gemittelten Grundgleichungen 
Turbulenz ist keine Stoff- sondern eine Strömungseigenschaft. Turbulente Strömungen sind 
heterogen und hochgradig instationär (Abb. 2.3), was zu einer zusätzlichen Reibung und in-
tensiven Durchmischung führt (FORKEL, 2004). Sie sind drehbehaftet, dissipativ und tendie-
ren zu 3D-Wirbelstrukturen, die in immer kleinere Wirbel zerfallen. Dieser Transfer mechani-
scher Energie über die turbulente Dissipation bis hin zur Erwärmung der Umgebung wird als 
Kaskadenprozess bezeichnet (HERWIG, 2006). Detaillierte Ausführungen zur grundlegenden 
Turbulenztheorie finden sich in LAUNDER & SPALDING (1972), ASCEi (1988), NEZU & 
NAKAGAWA (1993), RODI (1993), WILCOX (1993), TENNEKES & LUMLEY (1994) sowie 
MENTER ET AL. (1997). Mit der direkten numerischen Simulation (DNS) können Turbulenz-
phänomene bei hinreichend feiner Auflösung des Strömungsgebietes durch die NAVIER-
STOKES-Gleichungen erfasst werden, wobei die anfallende Datenmenge auswertbar bleiben 
muss. Aufgrund begrenzter Rechnerkapazitäten ist die DNS allerdings nur auf überschaubare 
Geometrien anwendbar, so dass komplexe Strömungen durch eine geeignete Modellierung 
des Turbulenzverhaltens einer numerischen Lösung zugänglich gemacht werden müssen. In 
der Ingenieurspraxis sind üblicherweise nur zeitliche Mittelwerte des Strömungsfeldes von 
Interesse, so dass die Grundgleichungen einer statistischen Zeitmittelungii unterzogen werden 
(SCHRÖDER & FORKEL, 1999). Dazu werden die momentanen Strömungsfeldgrößen (x,y,z,t) 
in einen zeitlichen Mittelwert und einen Schwankungsanteil aufgeteilt: 
   
Mittelwert Fluktuation t
1   und    t dt   mit   x, y, z, t u, v, w, p
t 
            (2.10) 
 
Abb. 2.3: Turbulente Schwankungen in Raum und Zeit, modifiziert nach EIGENBERGER & SOKOLICHIN (1997) 
Das Zeitintervall ist so groß zu wählen, dass die turbulenten Schwankungen herausgefiltert 
werden. Gleichzeitig muss es aber klein gegenüber der instationären Grundströmung sein, die 
durch die zeitabhängigen Randbedingungen aufgeprägt wird (OERTEL ET AL., 2006).  
                                                 
i American Society of Civil Engineers (ASCE) Task Committee on Turbulence Models in Hydraulic Computations 
ii Die Bezeichnung für zeitliche Mittelwerte einer Feldgröße (Mittelungsstrich) wird ab Kap. 2.5 weggelassen. Eine alternative 
räumliche Filterung der Strömung anhand von Grobstruktursimulation oder auch Large-Eddy-Simulationen (LES) wird im 
Rahmen der Arbeit nicht näher erläutert. 
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Durch Einsetzen von  in die NAVIER-STOKES-Gleichungen und anschließender Mittelung 
lassen sich die REYNOLDS-Gleichungen (RG) ableiten: 
i i
Kontinuitätsgleichung:
v 0   (2.11) 
   t i t i j j i i j j i i j isubstantielle lokale und konvektive Spannung (Viskosität + Turbulenz)Beschleunigung MassenkräfteBeschleunigung Druck
Impulsgleichungen:
1 1D v v v v p v v v f              
 (2.12) 
Die REYNOLDS-Gleichungen sind durch das Auftreten der REYNOLDS-Spannungen i jv v   
nicht geschlossen lösbar. Gemäß der nachfolgend aufgeführten Regeln zum Rechnen mit Mit-
telwerten entstehen die REYNOLDS-Spannungen aus der Mittelung der konvektiven Be-
schleunigungsterme und werden formal den Spannungstermen zugeordnet (SIGLOCH, 2008). 
     
1 2 1 2 1 2 1 2 1 2 1 2 1 2 1 2
j j j i i j j i j j i j j i j i j
0,  ,  ,  ,  ,  
v v v v v v v v v v v v
                                
                 (2.13) 
Die Schließung des Systems mittels geeigneter Modellansätze ist Hauptaufgabe der Turbu-
lenzmodellierung. Ausführliche Beschreibungen der statistischen Turbulenzmodellierung aus 
Erkenntnissen der DNS, Energetik und Messung turbulenter Strömungen finden sich in 
MALCHEREK (2001a), HERWIG (2006) und DURST (2006). 
2.4.2 Das Prinzip der Wirbelviskosität nach BOUSSINESQ 
Der grundlegendste Schließungsansatz beruht auf dem BOUSSINESQschen Wirbelviskositäts-
prinzip. In formaler Analogie zum Schubspannungsansatz wird anstatt der konstanten mole-
kularen Viskosität  die variierende turbulente Wirbelviskosität t als isotrope Strömungsei-
genschaft eingeführt, welche die REYNOLDS-Spannungen an das Strömungsfeld koppelt: 
 i j t j i i j ij i j ij 1 für i j2 1v v v v k  mit k v v  und 0 für i j3 2                  (2.14) 
Dieser erweiterte Wirbelviskositätsansatz wird allerdings nur bei der expliziten Berechnung 
der turbulenten Schubspannungen verwendet (MALCHEREK, 2001a). Der letzte Term in 
Gl. 2.14 wird üblicherweise nicht extra modelliert und kann dem gemittelten Druck „zuge-
schlagen“ werden (HERWIG, 2006). In die Modellierung der molekularen Viskosität (ij-
Terme aus Gl. 2.7) kann die turbulente Wirbelviskosität mit einbezogen werden. 
      
ij j i i j i j t j i i j t j i i j t
v v v v v v v v ,                           (2.15) 
Die turbulente Wirbelviskosität übersteigt die molekulare Viskosität meist um mehrere Grö-
ßenordnungen. Während letztere eine Materialkonstante ist (Gl. 2.5), hängt t von der lokal 
und temporär variierenden Strömung ab (SIGLOCH, 2008). Sie kann deshalb nicht mehr ana-
log zu Gl. 2.7 vor die Ableitung gezogen werden. Das Schließungsproblem reduziert sich 
damit auf die Bestimmung der Wirbelviskosität, welche im einfachsten Fall als bereichsweise 
konstant angenommen wird (FORKEL, 2004). 
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2.4.3 k--Modell 
In dieser Arbeit wird aufgrund seiner breiten Anwendung das k--Modell nach LAUNDER & 
SPALDING (1974) verwendet, um turbulente Einflüsse auf die Strömung abzubilden. Die Wir-
belviskosität t wird dabei durch Transportgleichungen für die turbulente kinetische Energie k 
und deren Dissipationsrate  mit praktisch ausreichender Genauigkeit bestimmt. 
 
 

t
t t j j j j t j i i j j i
k
2
t
t t j j j j 1 t j i i j j i 2
zeitl. Änderung und DissipationPr oduktionkonvektiver Transport Diffusion
D k k v k k v v v
D v c v v v c
k k
mit 
 

                 
                      

 
2
t 1 2 k
kc  , c 0,09 , c 1,44 , c 1,92 , 1,0 , 1,3           
 (2.16) 
2.5 Rand- und Anfangsbedingungen 
2.5.1 Anfangs- und Randwertprobleme 
Alle Strömungen unterliegen den selben Grundgleichungen und werden erst durch die Vorga-
be von Rand- und Anfangsbedingungen spezifiziert (DURST, 2006). Eine strömungsmechani-
sche Aufgabenstellung entspricht einem Anfangs-Randwertproblem, bei dem eine zeitabhän-
gige Differentialgleichung für vorgegebene Rand- und Anfangsbedingungen gelöst werden 
muss. Bei freien Randwertproblemen ist das Gebiet, in dem sich das Fluid befindet, nicht fest 
vorgegeben (Kap. 2.8). Vielmehr kann es sich aufgrund der frei beweglichen Wasseroberflä-
che mit der Zeit verändern. Es sind also nicht nur der Druck sowie die Geschwindigkeiten 
sondern jeweils auch das Gebiet t gesucht, welches das Fluid zum Zeitpunkt t einnimmt. 
Neben den Initialbedingungen der Variablen und den Randbedingungen an festen Rändern 
werden zusätzlich die Anfangskonfiguration des Fluidgebietes 0 sowie Bedingungen an den 
freien Rändern benötigt, um das Problem vollständig zu beschreiben (GRIEBEL ET AL., 1995). 
2.5.2 Initial- und Randbedingungstypen 
Instationäre Vorgänge erfordern Startwerte im gesamten Modellgebiet (Anfangsbedingung). 
Diese Formulierung muss der Kontinuitätsbedingung genügen und entspricht bestenfalls ei-
nem bekannten (gemessenen) Initialzustand. Mit steigender Berechnungsdauer wird sein Ein-
fluss immer geringer, da die äußeren Kräfte und Randwerte das Strömungsgeschehen prägen. 
Daher kann alternativ die Anfangsbedingung aus einer hydraulisch sinnvollen Schätzung der 
Startwerte (z. B. mit einem „Kaltstart“ eines ruhenden Fluides) und den stationären Randbe-
dingungen des Anfangszeitpunktes berechnet werden (BLOß, 1999). 
Die Randbedingungen müssen an allen Modellgrenzen (Ein- und Auslaufrand, feste Beran-
dungen, freie Wasseroberfläche) zu jedem Zeitpunkt lückenlos vorliegen (Abb. 2.4). Bei 
Oberflächengewässern oder technischen Strömungen sind die Randbedingungen nach 
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FORKEL (2004) vom Typ DIRICHLET (direkte Vorgabe der unbekannten Strömungsgrößen), 
vom Typ NEUMANN (Spezifikation des Gradienten der Unbekannten in Randnormalenrich-
tung n) oder vom Typ CAUCHY als Linearkombination der Typen DIRICHLET und NEUMANN. 
In den folgenden Abschnitten werden einige Randbedingungstypen genauer vorgestellt. 
 
Abb. 2.4: Randbedingungstypen am Beispiel einer ausufernden Gerinneströmung 
2.5.3 Ein- und Auslaufrand 
An Einströmrändern werden Geschwindigkeitsprofile oder bekannte Durchflussverteilungen 
als DIRICHLET-Randbedingungen vorgegeben. Wenn stattdessen nur integrale Summenpara-
meter (Gesamtdurchfluss QEin, mittlere Geschwindigkeit uEin) angesetzt werden können, muss 
der Einlaufrand so weit vom Lösungsgebiet entfernt sein, dass sich die Strömung auf dem 
Fließweg voll ausbilden kann. Gleiches gilt für Turbulenzparameter, die oftmals in Abhän-
gigkeit von der Anströmung in Form einer Intensität TEin oder proportional zu einem charak-
teristischen Längenmaß im Strömungsgebiet HEin (hydraulischer Radius, Einlaufhöhe) vorge-
geben werden und anschließend auf k und  bezogen werden können (CASEY & 
WINTERGERSTE, 2000; DURST, 2006; FERZIGER & PERIC, 2008). 
     2 3 2Ein Ein Ein Eink 1,5 T u und k aH mit T [0,01;0,2],  a 0,01;0,1      (2.17) 
Als „freier Auslauf“ wird die NEUMANN-Randbedingung bezeichnet, bei der die Gradienten 
der Variablen in Randnormalenrichtung verschwinden (Gl. 2.18). Eine gleichförmige nach 
außen gerichtete Strömung und ausreichend Abstand zum eigentlichen Untersuchungsgebiet 
gewährleisten, dass das Strömungsfeld auch bei unterkritischen (strömenden) Verhältnissen 
nicht von den Rändern beeinflusst wird. Ein analoges Vorgehen empfiehlt HERWIG (2006) für 
„willkürlich“ gesetzte Fernfeldränder zur Begrenzung des Modellgebietes. 
n i n nv k 0        (2.18) 
An Ausströmrändern können auch DIRICHLET-Randbedingung angesetzt werden. Für ein- 
und zweidimensionale (2D) Berechnungen sind das oftmals gemessene Wasserspiegellagen 
(FORKEL, 2004). Im 3D-Fall können Druckrandbedingungen genutzt werden, wobei hier ne-
ben der Spezifikation des Drucks (und bei Freispiegelströmungen Angaben zur freien Ober-
fläche, Kap. 2.8) die drei Geschwindigkeitskomponenten explizit definiert oder über zusätzli-
che Verknüpfungen mit dem Strömungsfeld im Oberwasser bestimmt werden müssen. 
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2.5.4 Feste Berandungen (Wände, Ufer, Sohle) 
Bei der „slip flow“-Bedingung verschwinden an festen Berandungen die randnormalen Fließ-
geschwindigkeiten und die randparallelen Komponenten erfahren keine Schubspannungen. 
Alternativ setzt die STOKESsche Haftbedingung („no slip“) die Geschwindigkeiten am Rand 
zu Null, was in numerischen Simulationen aufgrund der steilen Gradienten eine hohe Auflö-
sung der Grenzschicht erfordert (SCHLICHTING & GERSTEN, 1997). Die Grenzschicht ist die 
dünne, wandnahe Schicht, in welcher der Übergang von der Haftbedingung und der viskosen 
Unterschicht bis hin zur Kernzone der ungestörten Strömung erfolgt (Abb. 2.5). Wenn anstatt 
einer Detailanalyse der Grenzschichtströmung nur ihr Einfluss auf die Hauptströmung von 
Interesse ist, kann mit Hilfe von Wandgesetzen die Wandschubspannung W als NEUMANN-
Randbedingung spezifiziert werden. Dazu endet die räumliche Diskretisierung (Kap. 5.3) in 
einem endlichen Abstand yW von der festen Begrenzung. Die Geschwindigkeit in wandnor-
maler Richtung vn verschwindet (FORKEL, 2004). 
 
Abb. 2.5: Turbulentes Grenzschichtprofil (OERTEL ET AL., 2006) 
W wird über die Schubspannungsgeschwindigkeit Wu     aus der tangentialen Ge-
schwindigkeitskomponente u(y) mit dem dimensionslosen Wandabstand y u y    iterativ 
ermittelt: 
  nu u(y) u 1 ln y c  und  v 0       (2.19) 
Die additive Konstante c wird den vorliegenden Wandrauheiten angepasst,  = 0,41 ist die 
KARMAN-Konstante. Für hydraulisch glatte Wände, bei denen alle Rauheitselemente in der 
laminaren Grenzschicht eingehüllt sind, lassen sich die Wandgesetze und ihre Gültigkeits-
grenzen nach FORKEL (2004) wie folgt darstellen: 
y             für 0 y 5 (viskose Unterschicht)
u 5ln y 3,05           für 5 y 30 (Übergangsbereich)
2,5ln y 5,5                für 30 y 700 (logarithm. Bereich)
 
  
 
        
 (2.20) 
Mit den Wandgesetzen können die DIRICHLET-Randbedingungen für das k--Modell außer-
halb der viskosen Schicht für den vollturbulenten logarithmischen Bereich angegeben werden 
(CHOI & GARCIA, 2002; MALCHEREK, 2001a; HERWIG, 2006). 
 2 3k u c  und u y       (2.21) 
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2.5.5 Fixe Gewässersohle und frei bewegliche Wasseroberfläche 
An der Sohle können analog zu festen Rändern mit der Sohlschubspannung b und dem di-
mensionslosen Sohlabstand z+ dynamische Randbedingungen angesetzt werden. Die tangenti-
al projizierten Spannungen an der Sohle (Index b) bzw. an der freien Oberfläche (Index h) 
beziehen sich auf Abb. 2.6. Außerdem wird die Wassertiefe h von der geodätischen Höhe des 
Wasserspiegels zh unterschieden (TORO, 2001): 
     
i,h iz,h ix,h x h iy,h y h
i,b iz,b ix,b x b iy,b y b
h b
z z
z z
z x, y, t z x, y h x, y, t
        
        
 
 (2.22) 
An der Wasseroberfläche werden die Spannungen des Wassers denen der Luft gleichgesetzt. 
Wenn der absolute Luftdruck keinen Schwankungen unterliegt und nur relative Änderungen 
von Interesse sind, verschwindet der atmosphärische Referenzdruck patm. Ohne Windeinfluss 
kann der Wasserspiegel (WSP) als Symmetrieebene frei von Schubspannungen betrachtet 
werden (NÄF, 1997). Auch für die Turbulenzparameter werden Nullgradientenrandbedingun-
gen angesetzt, wobei häufig die Dissipation an der Wasseroberfläche erhöht wird, um der 
Dämpfung und Reduktion von k Rechnung zu tragen (JIRKA ET AL., 1999). 
h h atm n i n np p v k 0            (2.23) 
Die kinematischen Randbedingungen an der unbeweglichen Sohlkote und der freien Oberflä-
che besagen, dass kein Fluidpartikel die Sohle durchströmen bzw. die Wasseroberfläche ver-
lassen kann. Eine Parametrisierung einer beweglichen Sohle oder eines Feststofftransportes 
sowie brechender Wellen oder spritzender Tropfen ist damit explizit ausgeschlossen. 
b t b b x b b y b h t h h x h h y h
0
w z u z v z und w z u z v z

             (2.24) 
 
Abb. 2.6: Bezeichnungen für die Flachwassertheorie, modifiziert nach VREUGDENHIL (1994) 
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2.6 Flachwasserströmungen 
2.6.1 Hydrostatische Druckannahme, Flachwasserapproximation 
Ein Gewässer kann durch charakteristische Skalen sowohl in horizontaler Richtung (geomet-
rische Ausdehnung, Wellenlänge, Breite hydraulisch relevanter Strukturen, Wellenlänge) als 
auch in vertikaler Richtung (Wassertiefe, Wellenamplitude, Topografievariationen) gekenn-
zeichnet werden. Ausgehend von im Vergleich zu den horizontalen Skalen eines Gewässers 
geringen vertikalen Skalen (z-Richtung) können die vertikalen Geschwindigkeiten und Be-
schleunigungen in der z-Impulsgleichung vernachlässigt werden, was zu der hydrostatischen 
Druckannahme führt (VREUGDENHIL, 1994): 
zp g 0    (2.25) 
Diese Annäherung wird Flachwasserapproximation genannt. Sie entspricht der Vernachlässi-
gung des vertikalen Impulsaustausches und nicht einer generellen Vernachlässigung von vz. 
Horizontale Geschwindigkeitsverteilungen über die Wassertiefe und Sekundärströmungen 
können beispielsweise weiterhin erfasst werden (BLOß, 1999). 
Der relative Druck und seine Gradienten in der Wassertiefe z0 können nun bestimmt werden, 
wobei atmosphärische Druckschwankungen weiterhin ausgeschlossen sind: 
    
h
0
z
0 atm h 0 i i h i b
z0
p(z ) p g dz g z z p g z g z h

                (2.26) 
2.6.2 Dreidimensionale Flachwassergleichungen 
Die REYNOLDS-Gleichungen reduzieren sich bei Annahme eines hydrostatischen Druckes 
unter Beibehaltung der Indexnotation zu den (dreidimensionalen) Flachwassergleichungen 
(KUIPERS & VREUGDENHIL, 1973). Die Druckterme verschwinden vollständig als Unbekann-
te aus dem Gleichungssystem (BEFFA, 1994; NÄF, 1997), da sie durch die Wasserspiegelnei-
gungen ausgedrückt werden können. 
i i
Kontinuitätsgleichung:
v 0   (2.27) 
      
     
t j j x j xj x b j j x j j
t j j y j yj y b j j y j
Gravitationstermelokale und konvektive
Druck SpannungBeschleunigung
Impulsgleichungen:
1 1u uv p g z h u v u v
1 1v vv p g z h v v
                     
                       
 j
Spannung (Viskosität + Turbulenz)
v v 
 (2.28) 
In Verbindung mit der kinematischen Randbedingung am Wasserspiegel (Gl. 2.24) stellt sich 
das Strömungsproblem als geschlossenes Differentialgleichungssystem für die Geschwindig-
keitskomponenten u, v, w und die Wasserspiegellage zh dar (SCHINDLER, 2001). 
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2.6.3 Zweidimensional tiefengemittelte Flachwassergleichungen 
Die dreidimensionalen Flachwassergleichungen können in ihrer Dimension über eine Tiefen-
integration weiter reduziert werden, so dass die vertikalen Geschwindigkeiten komplett aus 
den Gleichungen verschwinden. Dabei wird außerdem der Verlauf der horizontalen Strö-
mungsfeldgrößen in z-Richtung vernachlässigt. Die Tiefenintegration einer Größe  kann 
ähnlich der REYNOLDS-Mittelung in einen tiefengemittelten Wert und eine Abweichung von 
diesem Mittelwert zerlegt werden (Abb. 2.7). In der folgenden Gleichung sind nochmals eini-
ge Regeln zum Rechnen mit Mittelwerten aufgeführt (SIGLOCH, 2008): 
 h
b
1 2 1 2 1 2 1 2 1 2 1 2 1 2 1 2
z
Tiefenmittelung Abweichung z
0,  ,  ,  ,  ,  
1   mit   x, y, z, t dz 
h
                                
                     (2.29) 
 
Abb. 2.7: Schematische Darstellung der Tiefenmittelung 
Neben den Randbedingungen in Abschnitt 2.5.5 wird bei der Tiefenintegration für Parameter-
integrale mit parameterabhängigen Integrationsgrenzen die LEIBNIZsche Regel benötigt. In 
der allgemeinen Form (BRONSTEIN, 1997) und auf die vorliegende Notation angepasst 
(MALCHEREK, 2001a) lautet sie wie folgt: 
h h
b b
b(y) b(y)
y
a(y) a (y)
z (x,y) z (x,y)
x x h x h b x b
z (x,y) z (x,y)
d f (x, y)dx (f (x, y))dx b (y)f (b(y), y) a (y)f (a(y), y)
dy
f (x, y, z)dz f (x, y, z)dz f (x, y, z ) z f (x, y, z ) z
    
      
 
 
 (2.30) 
Die Tiefenmittelung wird auf den folgenden Seiten für die Kontinuitätsgleichung sowie für 
die Impulsgleichung exemplarisch in x-Richtung durchgeführt. 
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Kontinuitätsgleichung 
Durch Anwendung der LEIBNIZschen Regel auf die beiden ersten Summanden und des Haupt-
satzes der Differential- und Integralrechnung auf den dritten Term von Gl. 2.27 und unter 
Ausnutzung der kinematischen Randbedingung am Wasserspiegel zh sowie der Undurchläs-
sigkeitsbedingung an der Sohlkote zb ergibt sich die tiefengemittelte Kontinuitätsgleichung: 
 
   
   
h h
b b
h h
b b
t h
z z
i i x y z
z z
z z
x b x b h x h y b y b h y h h b
z z
x y b x b b y b b h x h h y h h
= 0 (Gl. 2.23) z  (Gl. 2.23)
t h x y t
v dz u v w dz
u dz u z u z vdz v z v z w w
uh vh u z v z w u z v z w
z uh vh h
 
      
             
             
        
 
 

x x y yq q 0   
 (2.31) 
 
Abb. 2.8: Zur Funktionsweise der tiefenintegrierten Kontinuitätsgleichung, modifiziert nach MALCHEREK (2001a) 
Abb. 2.8 verdeutlicht den Zusammenhang zwischen freier Oberfläche und den Volumenflüs-
sen qx und qy: der Wasserspiegel an einem KV muss sich abhängig von den ein- und austre-
tenden Durchflüssen heben bzw. senken. ARNOLD (1996) nutzt diese physikalische Interpre-
tation bei seiner Herleitung (Gl. 2.32, Abb. 2.9): zur Gewährleistung der Volumenerhaltung 
muss die Summe aus Akkumulation und Volumenstromänderung identisch Null sein. 
          t x y t x y
Volumenakkumulation Differenz der Volumenströme über KV-Grenzen
x y h t y uh x x vh y t h uh vh 0                      (2.32) 
 
Abb. 2.9: Kontrollvolumen im tiefenintegrierten Fall, modifiziert nach ARNOLD (1996) 
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Impulsgleichungen 
Die Tiefenintegration der Druck- und Gravitationsterme wird durch die hydrostatistische 
Druckapproximation (Kap. 2.6.1) erleichtert. 
 h h
b b
z z
2
i i h i h i b i b i
z z
1 1pdz g z dz gh z gh z h gh z gh
2
                   (2.33) 
Die tiefengemittelte Divergenz der Ableitungen der Transportterme xj auf der rechten Seite 
der Impulsgleichung in x-Richtung lautet: 
     
h h
b b
h h
b b
x ,b
z z
j xj x xx y xy z xz
z z
z z
x xx xx,b x b xx,h x h y xy xy,b y b xy,h y h xz,h xz,b
z z
x xx y xy xz,b xx,b x b xy,b y b xz,h xx,h x h
 (Gl. 2.22)
dz dz
dz z z dz z z
h h z z z

          
                     
                   
 
 
  
x ,h
xy,h y h
 0 (Gl. 2.22, 2.23)
z
 
 
 (2.34) 
Die tiefenintegrierten Beschleunigungsterme der entsprechenden linken Seite der Impulser-
haltung in x-Richtung ergeben sich zu: 
         
   
h h
b b
h h
b b
h
b
h h
b b
z z
2
t j j t x y z
z z
z z
2 2 2
t b t b h t h x b x b h x h
z z
z
y b b y b h h y h h h b b
z
z z
2
t x y h t h h x h h y h h
z z
= 0 (Gl. 2.2
u uv dz u u uv uw dz
u dz u z u z u dz u z u z
uv dz u v z u v z u w u w
uh u dz uv dz u z u z v z w
          
            
      
            
 
 

 
       
4)
2
b t b b x b b y b b t x y
= 0 (Gl. 2.24)
u z u z v z w uh u h uvh

           


 (2.35) 
Nach Zusammenfassung der Terme wird deutlich, dass die räumliche Tiefenintegration ver-
gleichbar mit der zeitlichen REYNOLDS-Mittelung zu einem Schließungsproblem für die 
nichtlinearen Terme führt. Diese Korrelationen der Geschwindigkeitsschwankungen über die 
Tiefe beschreiben den dispersiven Impulsaustausch, d. h. den Ausbreitungsmechanismus 
durch Abweichungen von der tiefengemittelten Geschwindigkeit. 
   h h h
b b b
z z z
2 22 2 2
z z z
u dz u u dz h u u hu u hu u u h u dz               (2.36) 
Die Dispersion kann durch Impulskorrekturbeiwerte ij (BOUSSINESQ-Koeffizienten bei 
CHANSON (1999), CORIOLIS-Koeffizienten bei FRACCAROLLO & TORO (1995)) berücksich-
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tigt werden. Nach MALCHEREK (2001a) ist die Flachwassernäherung umso besser, je näher 
die Beiwerte ij bei eins liegen. 
           
h h
b b
2 2
t x y t x xx y xy
z z
2
xx xy2 2
z z
uh u h u u h u vh u v h uh u h u vh
1 u u 1 u vmit u dz 1  und uvdz 1
u h u u vh u v
                 
             (2.37) 
Eine physikalisch gleichwertige Alternative bilden Dispersionsterme im Spannungstensor 
(VREUGDENHIL, 1994; NÄF, 1997). WEIYAN (1992) und ARNOLD (1996) berücksichtigen 
diesen Effekt bei ihrer Ableitung der Grundgleichungen an einer Wassersäule als Kontrollvo-
lumenelement nicht. BEFFA (1994) und KRÜGER (2001) vernachlässigen die Dispersion eben-
falls. LIPPERT (2005) beschreibt Dispersionsansätze für mäandrierende Gewässer.  
Eine analoge Tiefenmittelung in y-Richtung führt zu den zweidimensional tiefengemittelten 
Flachwassergleichungen (FWG)i in konservativer Form (SCHWANENBERG, 2004): 
   t x y
Kontinuitätsgleichung:
h uh vh 0       (2.38) 
       
     
x,b2 21
t x xx y xy x b j xj2
y,b2 21
t x yx y yy y b2
lokale und konvektive Beschleunigung mit Dispersion
Que
Impulsgleichungen:
1uh u h gh u vh gh z h
gh
vh v uh v h gh gh z
gh
                  
                j yj
viskose + turb.llterme aus Sohlneigung
Spannungund Sohlreibung
1 h  
 (2.39) 
Durch Ausdifferenzieren der konvektiven Terme lässt sich die tiefenintegrierte Kontinuitäts-
gleichung als Nullterm herausziehen (Gl. 2.4) und die Fließtiefe h ausklammern. Es ergibt 
sich die nicht-konservative Geschwindigkeitsformulierung für die Impulsgleichungen 
(MALCHEREK, 2001a). Die Dispersionsterme befinden sich hier auf der rechten Seite und der 
Term 0,5gh2 aus der Druckintegration entfällt bei Betrachtung des Wasserspiegels (Gl. 2.33). 
      
      
t j j t j j x h j xj j x,b
t j j t j j y h j yj j
freie Advektion
Oberfläche Spannung infolge molekularer 
Viskosität, Turbulenz & Dispersion
1 1uh uv h h u hv u gh z u v h
1vh v v h h v hv v gh z v v h
                 
                 
y,b
Sohlreibung
1  
 (2.40) 
Für weitere Idealisierungen bis hin zu einer erneuten Integration in lateraler Richtung, die in 
den eindimensionalen (1D) SAINT-VENANT-Gleichungen resultiert, sei auf SINGH (1996), 
TORO (2001), FORKEL (2004) oder SCHRAMM (2005) verwiesen. 
                                                 
i Für die Indexnotation gilt in diesem Kontext: j = x, y. Die Bezeichnung für die tiefengemittelten Werte einer Feldgröße (Mitte-
lungsstrich) wird ab Kap. 2.7 weggelassen. 
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2.6.4 Sohlschubspannungen nach der Tiefenintegration 
Die Sohlschubspannungen bestimmen den Impulsverlust an der Sohle und das Turbulenzfeld 
einer Strömung. Während sie im 3D-Fall in die Sohlrandbedingung eingehen und einen Ge-
schwindigkeitsgradienten aufprägen, greifen sie bei Flachwassermodellen die Wassersäule als 
Ganzes an und sind für die Dissipation kinetischer Energie verantwortlich. In der Regel wer-
den sie über das quadratische TAYLOR-Gesetz an die tiefengemittelte Geschwindigkeit ge-
koppelt (WENKA, 1992; BLOß, 1999; MALCHEREK, 2001a). Zur empirischen Bestimmung des 
Bodenreibungskoeffizienten cf stehen verschiedene Fließgesetze zur Verfügung: 
  
2 2 2
b f i,b f i f i
22
f 1 3 2 1 3 2
st S
Manning Chezy DarcyStrickler Nikuradse Weisbach
u c v v c v v c v u v
gn g 12h gc g 18log
h k h k C 8



           
         
 (2.41) 
Darin sind n der MANNING-Beiwert, kst der Beiwert nach STRICKLER, kS die äquivalente 
Sandrauheit, C der CHEZY-Koeffizient und  der Widerstandsbeiwert nach COLEBROOK-
WHITE. Letzterer wird wiederum über kS bestimmt und allgemein als die physikalisch korrek-
teste Abbildung natürlicher Verhältnisse angesehen (PASCHE ET AL., 2006). Allerdings sind 
die anzusetzenden Rauheiten und entsprechenden Ansätze zu deren Berücksichtigung in ei-
nem numerischen Modell mit großen Unsicherheiten verbunden, da die in den empirischen 
Fließformeln postulierten Annahmen vielfach nicht eingehalten werden können. Aufgrund 
mangelnder Alternativen werden sie trotzdem verwendet und haben sich nach WENKA (1992) 
in der Praxis oft bewährt. 
2.6.5 Tiefengemittelte Turbulenzmodellierung 
Wie in Kap. 2.4 ausgeführt, stellt Turbulenz ein hochgradig dreidimensionales Phänomen dar 
und kann nicht tiefengemittelt abgebildet werden. In Verbindung mit den FWG wird sich da-
her mehr noch als bei den REYNOLDS-Gleichungen darauf beschränkt, die Auswirkung der 
Turbulenz auf die Flachwasserströmung zu modellieren. VREUGDENHIL (1994) unterteilt die 
vorherrschenden Schubspannungen in turbulente, molekular-viskose und dispersive Schub-
spannungen. Wenn die Dispersion durch BOUSSINESQ-Koeffizienten Berücksichtigung findet 
(Kap. 2.6.3) und die molekulare Viskosität vernachlässigbar ist (WEIYAN, 1992), können die 
verbleibenden turbulenten Schubspannungen mittels des Wirbelviskositätsprinzips nach 
BOUSSINESQ wie folgt ausgedrückt werden: 
   
ij t j i i j t j i i j
v v v v            (2.42) 
Die tiefengemittelte turbulente Viskosität wird entweder mit einfachen algebraischen Turbu-
lenzmodellen modelliert oder durch eine tiefengemittelte Variante des k--Modells beschrie-
ben. Die meisten einfachen algebraischen Modelle sind von der Form: 
   2 22 2 f fx,b y,b
t b f
c u v c v v
hu ,  u c v 
               (2.43) 
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In der Literatur unterscheidet sich der Proportionalitätsfaktor  in Abhängigkeit der Anwen-
dung und der berücksichtigten Turbulenzeffekte teilweise erheblich. FISCHER ET AL. (1979) 
nutzen  = 0,5, NUJIC (1998)  = 0,15, WENKA (1992) gibt  mit 0,0667 (= /6) an, 
RASTOGI & RODI (1978) verwenden 0,0765. MALCHEREK (2001a) verweist auf das Gesetz 
von ELDER, in dem zwischen den deutlich größeren Anteilen in Strömungsrichtung und 
transversal dazu unterschieden wird: 
6,0hu  und 0,6hu       (2.44) 
Das tiefenintegrierte k--Modell  besteht aus den auf zwei Dimensionen reduzierten Trans-
portgleichungen für die turbulente kinetische Energie k und deren Dissipationsrate  aus Ab-
schnitt 2.4.3. Zusätzlich werden auf der rechten Seite von Gl. 2.16 die Produktionsterme 
2
kv v 2P  und P c k 
    (2.45) 
eingeführt, um die Effekte der Tiefenintegration zu erfassen (RASTOGI & RODI, 1978). Das 
Konzept einer tiefenintegrierten Wirbelviskosität birgt noch viele Unsicherheiten, was die 
Vielzahl unterschiedlicher algebraischer Ansätze erklärt. Außerdem ist die Parametrisierung 
der neu auftretenden Produktionsterme im 2D-Fall weniger gut gesichert als für das vollstän-
dige k--Modell (BLOß, 1999). NUJIC (1998) betont, dass vielfach im Rahmen der FWG mit 
konstanten Wirbelviskositäten gearbeitet wird. WENKA (1992) setzt für naturnahe Flussläufe 
ein tiefengemitteltes k--Modell erfolgreich ein, weist aber auf eine Überlagerung durch Dis-
persionseffekte hin. Genau wie BEFFA (1994) betont er, dass eine genauere Turbulenzmodel-
lierung nur dreidimensional möglich ist. Daneben werden für die FWG vermehrt horizontale 
Large-Eddy-Simulationsansätze (HLES) entwickelt. 
2.7 Zusammenstellung der getroffenen Annahmen und Vereinfachungen 
Alle mathematisch-physikalischen Modellierungen hydromechanischer Probleme basieren auf 
den fundamentalen Erhaltungssätzen und der Bilanzierung von Masse und Impuls. Den unter-
schiedlichen daraus abgeleiteten Formulierungen liegen die folgenden Vereinfachungen und 
Annahmen zu Grunde: 
Allgemeine Grundgleichungen für einphasige, kompressible Strömungen 
 Das Fluid wird als ein homogenes Kontinuum betrachtet (einphasiges System), d. h. als 
eine hypothetische, kontinuierliche Substanz ohne Einflüsse auf Molekularebene. 
 Die Erfassung der Strömungsgrößen erfolgt im EULERschen Bezugssystem (lokal, ortsge-
bunden, raumfest) als Feldgrößen. 
 Das Fluidverhalten ist isotrop (nach allen Richtungen hin gleiche Eigenschaften aufwei-
send) und NEWTONisch (linearer Zusammenhang zwischen Spannungen und Verfor-
mungsgeschwindigkeiten). Es gilt der STOKESsche Ansatz. 
 Die Gravitationskraft ist die einzig vorkommende geophysikalische Massenkraft. 
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NAVIER-STOKES-Gleichungen (NSG) 
 Thermodynamische Prozesse sind vernachlässigbar (keine Energieerhaltung). 
 Das Wasser wird als isotherm, isoton (ohne Einfluss des Temperaturfeldes und der Salini-
tät) und inkompressibel (dichtebeständig, Viskosität konstant) betrachtet. 
 Es herrscht Quell- und Senkenfreiheit im Kontrollvolumen. 
REYNOLDS-Gleichungen (RG) 
 Die statistische Zeitmittelung nach REYNOLDS ist anwendbar. 
 Es wird die isotrope kinematische turbulente Viskosität eingeführt (Wirbelviskositätsprin-
zip nach BOUSSINESQ) und mit dem k--Modell simuliert. Die turbulenten Spannungen 
übersteigen die molekular-viskosen Spannungen um ein Vielfaches. 
Rand – und Anfangsbedingungen 
 Beim freien Wasserspiegel werden Wind- und Oberflächenkräfte vernachlässigt, der atmo-
sphärische Referenzdruck unterliegt keinen Schwankungen. 
 Die STOKESsche Haftbedingung wird durch ein universelles Wandgesetz ersetzt. 
 Die Lage der Sohle ist zeitlich unveränderlich, d.h. der Feststofftransport wird nicht abge-
bildet. Außerdem findet kein Austausch zwischen der Sohle und dem Wasserkörper statt. 
Karste und Höhlen am Grund oder an den Ufern eines Fließgewässers können so nicht ab-
gebildet werden. 
 Eine Parametrisierung von brechenden Wellen und spritzenden Tropfen an der Wasser-
oberfläche ist durch die kinematischen Randbedingungen ebenfalls ausgeschlossen. 
3D-Flachwassergleichungen 
 Die vertikalen Skalen sind klein im Vergleich zu den horizontalen Skalen: Es gilt die hyd-
rostatische Druckannahme (Flachwasserapproximation). 
2D tiefengemittelte Flachwassergleichungen (FWG) 
 Für die Tiefenintegration und -mittelung wird eine nahezu uniforme Verteilung der hori-
zontalen Strömungsfeldgrößen über die Wassertiefe angenommen.  
 Die dadurch hervorgerufenen Dispersionseffekte werden durch sogenannte BOUSSINESQ-
Koeffizienten in den konvektiven Beschleunigungstermen modelliert. 
 Die Sohlschubspannungen vereinen die projizierten Reibungseinflüsse an der Sohle und 
werden über einen empirischen Bodenreibungskoeffizienten spezifiziert.  
 Die turbulenten Spannungen können durch eine tiefengemittelte Wirbelviskosität abgebil-
det und mit einem tiefenintegrierten k--Modell bestimmt werden. 
 Die vorhergehenden Annahmen schränken den Einsatz der FWG ein auf Strömungen mit 
geringen Sekundärströmungen, mit kleinem Sohlgefälle und ohne maßgebende vertikale 
Strukturen und Dichteschichtungen (Standgewässerzirkulation). 
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2.8 Freispiegelströmungen 
2.8.1 Die freie Wasseroberfläche 
Während Strömungsprobleme im Maschinenbau und in der (bio-chemischen) Verfahrens- und 
Prozesstechnik durch geschlossene Umrandungen und Druckabflüsse gekennzeichnet sind 
(Energie-, Förder- und Verbrennungstechnik, Fahrzeug- und Lebensmittelindustrie), bilden 
im Wasserbau die Freispiegelabflüsse einen Großteil der Anwendungen. Im Unterschied zu 
Reaktor-, Maschinen- und Motorenströmungen ist die frei bewegliche Trennfläche als Be-
grenzung des Strömungsgebietes ein wesentliches Merkmal hydromechanischer Simulatio-
nen. An dieser freien Oberfläche erfolgt die Änderung des Materialverhaltens beim Übergang 
von Wasser zu Luft sprunghaft und schlagartig. Außerdem werden Lage, Form und Bewe-
gungen des instationären Wasserspiegels durch die Strömung selbst laufend verändert und 
sind nur für den Initialzustand bekannt. Für alle späteren Zeitpunkte müssen diese Größen als 
zusätzlicher Freiheitsgrad und Teil der Lösung mit berechnet werden (Kap. 2.5.1). Der Ansatz 
von Randbedingungen an der schlussendlichen Position der freien Oberfläche ist mühevoll, 
besonders wenn sie komplexe Strukturen und Bewegungsmuster aufweist. Aufgrund der per-
manenten Deformation des Wasserkörpers bestimmt die freie Oberfläche ihrerseits die Geo-
metrie und Ausdehnung des zeitlich veränderlichen Berechnungsgebietes (Abb. 2.10). In 
Verbindung mit den Randbedingungen aus Kap. 2.5.5 kann die Wasserspiegellage mit unter-
schiedlichen Ansätzen lokalisiert und deren zeitliche Entwicklung iterativ ermittelt werden. 
Besondere Anforderungen stellen dabei die Phasenwechselwirkungen an der freien Oberflä-
che sowie die hinreichend scharfe Abbildung der Diskontinuität am Phasenübergang. Einen 
guten Überblick zu Freispiegelmodellen liefern JANETZKY (2001), HERVOUET (2007) mit 
Fokus auf dem Programm Telemac sowie FERZIGER & PERIC (2008). 
 
Abb. 2.10: Veränderliche Berechnungsdomäne bei frei beweglichem Wasserspiegel, modifiziert nach HERVOUET (2007) 
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2.8.2 Modelle mit starken Vereinfachungen 
In der Ingenieurspraxis basieren konventionelle mathematische Modelle zur Berechnung von 
Freispiegelabflüssen auf den FWG (VREUGDENHIL, 1994; TORO, 2001). Bei der Herleitung 
der FWG aus den REYNOLDS-Gleichungen werden die Grundgleichungen bei der Tiefenin-
tegration von der Sohlkote bis hin zum variablen Wasserspiegel integriert und anschließend 
räumlich gemittelt. Die Wasserspiegellage geht mittelbar über die obere Integrationsgrenze 
der Parameterintegrale als unbekannte Fließtiefe in die Formulierung der tiefengemittelten 
Erhaltungsgleichungen mit ein. Damit liegt der Vorteil von Flachwassermethoden darin, dass 
die gesuchte Wasseroberfläche an diskreten Stellen explizit berechnet wird. Nachteilig sind 
die in Kap. 2.7 genannten Vereinfachungen, die eine Anwendung der FWG limitieren.  
Eine weitere Möglichkeit zur Ermittlung der freien Oberfläche bieten die dreidimensionalen 
Flachwassergleichungen. JANKOWSKI (1999) und SCHRÖDER (1997) nennen in diesem Zu-
sammenhang viele kommerzielle und wissenschaftliche Modelle mit hydrostatischem Druck-
ansatz, welche die kompletten Flachwassergleichungen oder die tiefenintegrierte Kontinui-
tätsgleichung als Bestimmungsgleichungen für den Wasserspiegel heranziehen. Außerdem 
geben sie einen guten Überblick über nicht-hydrostatische Modelle der Ozeanografie, für 
Stillgewässer und bei Anwendungen auf geophysikalischen Skalen, die oftmals die rigid-lid-
Approximation verwenden. Dabei wird der Wasserspiegel als fester, spannungsfreier Deckel 
behandelt. Neben den Flachwasser- und rigid-lid-Ansätzen sind als weitere Vereinfachung 
Potentialansätze (BÜRGISSER, 1999) gebräuchlich, die aufgrund mangelnder Rechnerkapazi-
täten entwickelt wurden. 
2.8.3 Grundsätzliches zum Mehrphasenansatz bei Wasser und Luft 
Strömungen mit freier Oberfläche können entsprechend der dynamischen und geometrischen 
Randbedingungen der konkreten Anwendung als separierte Wasser-Luft-Strömungen mit ei-
ner eindeutig ausgeprägten Phasengrenzfläche (BÜRGISSER, 1999) oder als Wasser-Luft-
Gemische mit einer Gemischabflusstiefe h90 bei einer Luftkonzentration von 90 % auftreten 
(BOES, 2000). Den Übergang zwischen diesen im letztgenannten Fall als dispers oder bei erst-
genannter Erscheinungsform als diskontinuierlich bezeichneten Zweiphasenströmungen bil-
den die sogenannten transienten Zweiphasenströmungen (Abb. 2.11). Sie finden sich bei-
spielsweise in Verdampfern oder Verdunstern, in denen aufgrund von externer Hitzezufuhr 
ein Übergang von der puren flüssigen Phase in feinen Wasserdampf stattfindet. Dabei werden 
auch die Zwischenzustände der diskontinuierlichen Erscheinungsformen durchlaufen. 
 
Abb. 2.11: Transiente Zweiphasenströmung (ROGER, 2005) 
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Bei den dispersen Zweiphasenströmungen (Abb. 2.12) ist die eine Phase in Form von Luftbla-
sen, Tropfen oder festen Partikeln innerhalb einer kontinuierlichen Trägerphase dispergiert 
(SOMMERFELD, 2000). Die kontinuierliche Phase ist dadurch gekennzeichnet, dass theore-
tisch von einem beliebigen Punkt der Phase zu jedem anderen Punkt der Phase gelangt wer-
den kann, ohne die Phase verlassen zu müssen. Hingegen können von einem Tropfen bzw. 
Partikel oder einer Blase aus die anderen Elemente der dispersen Phase nur dann erreicht 
werden, wenn die Trägerphase durchlaufen wird (CROWE ET AL., 1998). Dieser Phasenvertei-
lungszustand zeigt meistens keine klar definierte Grenzfläche und repräsentiert eher Phäno-
mene wie (künstlichen) Lufteintrag (Blasen- oder Tropfenströmung) und Feststofftransport 
(Partikelströmung) statt einer freien Oberfläche. 
 
Abb. 2.12: Disperse Zweiphasenströmung, EULER-LAGRANGE-Modell (ROGER, 2005) 
Als Mehrphasenströmung (z. B. Partikelströmung mit freier Oberfläche, Seeding bei der La-
sermesstechnik) oder zur Verfolgung von Oberflächentracern werden die dispersen Zweipha-
sengemische jedoch auch für Freispiegelströmungen relevant. Mit dem EULER-LAGRANGE-
Verfahren wird die Trägerphase durch die REYNOLDS-Gleichungen als Kontinuum abgebil-
det. Zur Simulation der dispersen Phase wird eine Vielzahl diskreter Einzelpartikel durch das 
zuvor berechnete EULERsche Strömungsfeld entsprechend der auf sie wirkenden Kräfte ent-
lang ihrer Bahnlinien in LAGRANGEscher Sichtweise verfolgt (SOMMERFELD, 2000). 
Bei diskontinuierlichen Zweiphasenströmungen (Abb. 2.13) werden die beiden Phasen Luft 
und Wasser als separate, interagierende Kontinua betrachtet, so dass die Grundgleichungen in 
der EULER-EULER-Betrachtungsweise getrennt formuliert werden (SOMMERFELD, 1996).  
 
Abb. 2.13: Diskontinuierliche Zweiphasenströmung, EULER-EULER-Modell 
Die Kopplung der beiden Phasen erfolgt durch die Volumenanteile und Wechselwirkungster-
me in den einphasigen Erhaltungsgleichungen (KOHNEN, 1997). Häufig wird aufgrund des 
großen Dichteunterschiedes auf eine vollständige Modellierung der Luftphase verzichtet und 
nur ihr Einfluss auf die Interaktion an der Grenzfläche berücksichtigt (SCHINDLER, 2001). 
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Eine weitere Möglichkeit der Modellierung von Mehrphasen- bzw. Freispiegelströmungen 
bilden die gitterlosen Verfahren der Smoothed Particle Hydrodynamics (SPH). Diese parti-
kelbasierte Technik stammt ursprünglich aus der Astrophysik (MONAGHAN, 1992) mit Wei-
terentwicklungen auf hydromechanischem Gebiet (MONAGHAN, 1994; ISSA ET AL., 2005; 
VIOLEAU & ISSA, 2007), dem Küsteningenieurwesen (ISSA & VIOLEAU, 2009) und den Um-
weltwissenschaften (CLEARY & PRAKASH, 2004)i.  
Im Sinne eines LAGRANGE-LAGRANGE-Modells (Abb. 2.14) werden alle Phasen diskret be-
trachtet und durch die Bewegung einzelner Fluidpartikel mit phasenspezifischen Attributen 
simuliert. Die Phasenwechselwirkungen wie der Impulsaustausch sind abhängig von der Ent-
fernung und dem Gradient der Strömungsfeldgrößen zu den Nachbarpartikeln. Weitere Inter-
aktionsmechanismen (Kollisionen, Zerfall, Koaleszenz, Agglomeration, Defragmentierung) 
können anschaulich modelliert werden. Komplizierte Randbedingungen und komplexe Pha-
sengrenzflächen lassen sich einfach realisieren, da das SPH-Verfahren ohne numerisches Git-
ter auskommt (CLEARY ET AL., 2007). Der Grad der Auflösung wird durch die Partikelanzahl 
statt einer räumlichen Netzdichte bestimmt. 
 
Abb. 2.14: Smoothed Particle Hydrodynamics (SPH) 
2.8.4 Volumenmethoden an ortsfesten numerischen Gittern 
Die Interface-Capturing-Methoden (FERZIGER & PERIC, 2008) verwenden für Simulationen 
mit freier Oberfläche ein ortsfestes numerisches Gitter, welches das maximal mögliche Strö-
mungsgebiet diskretisiert. Die räumliche Ausdehnung des Berechnungsnetzes ist dabei so 
gewählt, dass neben der Wasserphase auch die Luftphase darauf abgebildet werden kann. Die 
Phasengrenzfläche wird als Wasseroberfläche innerhalb der partiell gefüllten Zellen erfasst. 
Diese indirekte Beschreibung der Oberfläche als Rand des bilanzierten Wasserkörpers im 
gesamten Lösungsgebiet wird auch als Volume-Tracking (VT) bezeichnet (JANETZKY, 2001). 
Beim Marker-and-Cell-Schema (MAC-Schema) nach HARLOW & WELCH (1965) werden 
masselose Partikel zur Kennzeichnung der flüssigen Phase initialisiert und im Strömungsfeld 
über die Zeit wie ideale Tracer detektiert. Die erforderlichen Rechnerkapazitäten sind bedingt 
                                                 
i Die 31. ICCE (International Conference on Coastal Engineering) 2008 hat dem Thema SPH die komplette Session E14 
gewidmet. Auch auf dem 33. IAHR (International Association for Hydro-Environment Engineering and Research) Kongress 
2009 gab es einige Präsentationen sowie einen Festvortrag von MONAGHAN über die SPH-Methode. Nicht zuletzt hat das 
Journal of Hydraulic Research (JHR) eine Sonderausgabe Vol. 48 (1 supplement 1) dem Thema „SPH for free-surface flows“ 
gewidmet (GOMEZ-GESTEIRA ET AL., 2010). 
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durch die Simulation vieler Einzelpartikel neben der kontinuierlichen Trägerphase enorm 
hoch (UBBINK, 1997). Daher wird nur auf durchströmten Zellen gerechnet, die Marker-
Partikel für die Flüssigkeit enthalten, während die luftgefüllten Zellen des Berechnungsnetzes 
als leer geblockt werden. In den Randzellen, die über ihre Nachbarschaft zu geblockten Zellen 
identifiziert werden können, wird die Oberfläche anhand der lokalen Partikelverteilung ap-
proximiert. Dies ist in Strömungsgebieten mit abrupten Geschwindigkeitsänderungen an-
spruchsvoll, da dort wassergefüllte Zellen fälschlicherweise unmarkiert bleiben oder einzelne 
Zellen mit Partikeln überfüllt werden können. Aus diesem Grund müssen beim MAC-Schema 
optional Neuverteilungen der Marker-Partikel vorgesehen werden (JANETZKY, 2001). Eine 
Erweiterung stellt die Trennung der beiden Phasen durch die Verwendung zweier unter-
schiedlicher Marker-Typen dar, so dass anhand ihrer Konzentrationen die jeweiligen Stoff-
größen ermittelt werden können. Dadurch erhöht sich der Berechnungsaufwand, da keine Zel-
le mehr geblockt werden kann. JANETZKY (2001) verweist außerdem auf numerische Stabili-
tätsprobleme und den damit verbundenen geringen Zuspruch in den letzten Jahren. Das MAC-
Schema (Abb. 2.15) ist eine Vorstufe der geschilderten SPH-Methoden. 
 
Abb. 2.15: Marker-and-Cell-Schema (MAC-Schema) 
Die Volume-of-Fluid-Methode (VOF-Methode) nach HIRT & NICHOLS (1981) ersetzt in ei-
nem weiterführenden EULERschen Ansatz die diskreten LAGRANGEschen Marker-Partikel 
durch eine kontinuierliche Funktion für die Flüssigkeitsfraktion W. Der entsprechende Vo-
lumenanteil W definiert für jede Zelle den mit Wasser gefüllten Raumanteil ihres Gesamtvo-
lumens (Abb. 2.16). Die eingeführte Phasenfunktion kann als normalisierte Dichte interpre-
tiert werden, welche den Wert eins für durchströmte Zellen und null für trockene Gebiete an-
nimmt (JANKOWSKI, 1999). Die Änderungsrate der Flüssigkeitsfraktion wird über eine Trans-
portgleichung ermittelt: 
   
W
Wasser
W Luft t W i W i
Zelletrocken, nass,
leer gefüllt
]0;1[  partiell gefüllte Randzelle
V0,0 1 1,0   ,  v 0
V
  
           

 (2.46) 
Der Speicherplatz- und Rechenzeitbedarf wird gegenüber dem MAC-Schema drastisch redu-
ziert. Randzellen werden markiert, geschnitten und die Grenzfläche daraus in Abhängigkeit 
der Volumenanteile im betrachteten und der benachbarten KV interpoliert, wobei JANETZKY 
(2001) und UBBINK (1997) unterschiedliche geometrische und algebraische Rekonstrukti-
onsmethoden nennen. FERZIGER & PERIC (2008) verweisen auf vereinfachte EULER-EULER-
Berechnungen, die nur die Wasserphase komplett simulieren bis hin zu einem künstlichen 
Mischungsfluid mit entsprechend der Volumenanteile gemittelten Stoff- und Strömungsgrö-
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ßen. KAWAMURA & MIYATA (1994) verwenden die Transportgleichung zur Berechnung ei-
ner Dichtefunktion, mit der die freie Oberfläche als Isofläche für W = 0,5 zwischen beiden 
berechneten einphasigen Strömungsfeldern erfasst wird. Die Diskontinuität am Phasenüber-
gang sollte durch numerische Verfahren hoher Ordnung (z.B. UBBINK, 1997) abgebildet wer-
den, um numerische Diffusion zu vermeiden und die Lösung trotzdem ohne Oszillation (over- 
und undershoots) im vorgegebenen Intervall [0;1] zu fixieren. JANETZKY (2001) nutzt einen 
VOF-Ansatz mit geometrischer Erfassung der freien Oberfläche und einer Finiten-Volumen-
Methode zur Diskretisierung der konvektiven Transportterme und erzielt damit gute Ergeb-
nisse für die Freispiegelströmung in einer PELTON-Turbine. 
 
Abb. 2.16: Volume-of-Fluid-Methode (VOF-Methode) 
Die breite Anwendung kontinuumsmechanischer Strömungsgleichungen und die damit ver-
bundenen Erfahrungswerte machen beide Ansätze leicht nachvollziehbar und attraktiv. Beide 
Methoden vermögen es, komplexe Oberflächen abzubilden, wie sie bei überschlagenden Wel-
len sowie Einschluss-, Zerfall- und Koaleszenzprozessen von Fluidballen und Luftpaketen 
entstehen können. Andererseits machen grobe unregelmäßige Oberflächenverläufe innerhalb 
der geschnittenen Randzellvolumen aufwendige Anpassungstechniken erforderlich 
(BÜRGISSER, 1999). Die zeitliche Auflösung und räumliche Diskretisierung im Bereich der 
Phasengrenzfläche müssen ausreichend fein sein, damit der Übergang von Wasser zur Luft 
nur gering verschmiert wird (JANKOWSKI, 1999). Eine adaptive Netzverfeinerung, welche 
sich des Randzellenkriteriums bedient, kann die notwendige Netzfeinheit garantieren. Eine 
weitere VT-Methode basiert auf der Level-Set-Funktion, welche den vorzeichenbehafteten 
Abstand zur Grenzfläche beschreibt. 
 t i i
0   Fluid 1      
v 0 0   Oberfläche
0   Fluid 2      
        
 (2.47) 
Bei dieser Formulierung wird der scharfe Übergang an der Grenzfläche vermieden und das 
Vorzeichen der Funktion ist wichtiger als ihr Absolutwert. Die Interpolationsproblematik 
liegt diesmal bei den Stoffgrößen des jeweiligen Fluids, was bei viskosen Strömungen zu 
Problemen führen kann. FERZIGER & PERIC (2008) und JANETZKY (2001) stellen unter-
schiedliche Lösungsstrategien vor und geben weitere Bespiele zur Behandlung der Transport-
gleichung und der Massenerhaltung. UBBINK (1997) betont die Notwendigkeit einer Reinitia-
lisierung der Abstandsfunktion nach jedem Zeitschritt. 
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2.8.5 Oberflächenmethoden an bewegten Netzen 
Die Surface-Tracking-Methoden (ST-Methoden) bilden die Position der freien Oberfläche 
direkt ab. Es existieren einige ST-Methoden für fixe EULERsche Netze, die mit einer adapti-
ven Netzverfeinerung für oberflächennahe Marker-Elemente oder mit Grenzflächenpartikeln 
arbeiten (JANETZKY, 2001). Die meisten Ansätze führen jedoch eine kontinuierliche Adaption 
der freien Oberfläche (surface-fitting) mit einem beweglichen numerischen Gitter durch. Der 
Verlauf der freien Oberfläche kann durch eine Höhenfunktion zh (Kap. 2.5.5) direkt abgebil-
det werden. Dabei wird jedem Punkt des Wasserspiegels sein Abstand z0 zu einem korrespon-
dierenden Punkt auf einer Bezugsfläche festgelegt. Die Funktion F hat demnach den Wert null 
(JANKOWSKI, 1999): 
   h 0F x, y, z, t z x, y, t z 0    (2.48) 
Aus dem Funktionsbegriff lässt sich direkt der Nachteil dieser Methode ableiten, der in der 
notwendigen eindeutigen Zuordnung genau eines Abstandes pro Bezugspunkt liegt. 
 
Abb. 2.17: Schematische Repräsentation einer Oberfläche durch eine Höhenfunktion 
Stark deformierte, sich überschlagende Oberflächen (Abb. 2.17, rechts) können nicht abgebil-
det werden. Wenn diese Einschränkungen akzeptabel sind, bietet sich die Höhenfunktion nach 
UBBINK (1997) als robustes und effizientes Verfahren an. Zur Bestimmung der freien Ober-
fläche kann nun wahlweise die Änderungsrate der Höhenfunktion oder die tiefenintegrierte 
Kontinuitätsbedingung (Kap. 2.6.3) herangezogen werden. 
   h h
b b
t t h t h h x h h y h h
z z
t h x y t h x y
z z
D F D (z z) z u z v z w 0
z udz vdz z uh vh 0
         
              (2.49) 
Auf dieser Modellvorstellung bauen unterschiedliche Ansätze auf, die sowohl mit bewegten 
(FERZIGER & PERIC, 2008) als auch mit ortsfesten Rechennetzen (UBBINK, 1997) arbeiten. 
Die -Transformation ist eine Zwischenlösung, da zwar eine vertikale Netzadaption stattfin-
det, das transformierte Netz aber konstanten Charakter hat. Eine -Netzstruktur liegt vor, 
wenn die Parametrisierung der freien Oberfläche bzw. der Sohltopografie gemäß Gl. 2.22 
erfolgen kann und ein 2D-Basisnetz zwischen diesen Ebenen entlang vertikaler Berandungen 
dupliziert wird (JANKOWSKI, 1999). Das variable Strömungsgebiet kann dann nach 
SCHINDLER (2001) durch folgende globale Koordinatentransformation auf dieses feste, in z-
Richtung normierte Berechnungsnetz abgebildet werden (Abb. 2.18): 
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  
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      (2.50) 
 
Abb. 2.18: -Transformation 
Durch die -Transformation entstehen zusätzliche Terme in den Grundgleichungen, welche 
den Berechnungsaufwand erhöhen und die Stabilität beeinträchtigen können. Der Wasser-
spiegel bzw. die Fließtiefe können im neuen transformierten System aus der kinematischen 
Randbedingung ermittelt werden. Die Modelle von JANKOWSKI (1999) und SCHRÖDER 
(1997) seien als Vertreter dieser Modellgattung genannt, wobei letztgenannter Autor zusätz-
lich vertikale Abstürze im Sohlverlauf zulässt. Nachteilig wirkt sich die konstante vertikale 
Netzfeinheit besonders in ausgedehnten Berechnungsgebieten und bei heterogenen Sohlver-
läufen aus bis hin zu einer hydrostatischen Druckinkonsistenz bei großen Neigungen 
(JANKOWSKI, 1999). Ein großer Vorteil dieser Methode ist die Tatsache, dass die horizonta-
len Koordinaten unbeeinflusst sind, das resultierende -Netz relativ zur Wassertiefe stationär 
isti und auch die zeitlichen Ableitungen unverändert bleiben. 
Wenn das zeitlich veränderliche Strömungsgebiet auf einer mitbewegten Diskretisierung ab-
gebildet wird, müssen die Positionen der Gitterpunkte für jeden Zeitschritt neu berechnet wer-
den. Aufgrund von möglichen Verzerrungen und Elemententartungen wird ein bewegliches 
Netz je nach Verfahren periodisch neu generiert (remeshing). Ein EULERsches Netz muss den 
berechneten Geschwindigkeiten zur Massenerhaltung so angepasst werden, dass keine Strö-
mung über den Wasserspiegelrand mehr besteht. Die LAGRANGEsche Sicht verknüpft die 
Netz- mit der Fluidbewegung an jedem materiellen Punkt, so dass bei großen Geschwindig-
keitsgradienten das Netz stetig neu aufgebaut und die Strömungsgrößen darauf interpoliert 
werden müssen (SCHINDLER, 2001). Bei der sogenannten arbitrary LANGRANGIAN-
EULERIAN-Methode (ALE-Methode) wird eine willkürliche Netzgeschwindigkeit eingeführt. 
Diese entspricht demnach der Fluidgeschwindigkeit bei LAGRANGEscher Betrachtungsweise 
und verschwindet für einen EULERschen Ansatz (Abb. 2.19). JANKOWSKI (1999) und 
SCHINDLER (2001) empfehlen für den Freispiegelfall die Wahl der Netzgeschwindigkeit an 
die Oberflächenbewegung anzupassen. Die ALE-Formulierungen unterscheiden sich in der 
Ermittlung dieser optimalen Verschiebungsgeschwindigkeit unter Berücksichtigung der Hö-
henfunktion (CHEN, 1997). BÜRGISSER (1999) stellt ein explizites Verfahren zweiter Ord-
                                                 
i Die JACOBI-Determinante der -Transformation lautet:  i* j h bJ det x 1 1 z z h        
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nung vor. SCHINDLER (2001) kann in seiner ALE-Methode komplett auf ein aufwendiges 
remeshing verzichten, da er sich auf vertikale Veränderungen des Wasserspiegels mit gerin-
gen geometrischen Verzerrungen beschränkt. 
 
Abb. 2.19: Adaption der freien Oberfläche durch ein bewegtes numerisches Gitter 
In Anlehnung an die Zielsetzung und Philosophie der ALE-Methode formulieren TEZDUYAR 
ET AL. (1992a, 1992b) ein deformable-spatial-domain/stabilized-space-time-Verfahren 
(DSD/SST-Verfahren) zur Erfassung von Grenzflächen an finiten Elementen. BEHR (2001) 
sowie BEHR & ABRAHAM (2002) wenden das Verfahren auf wasserbaurelevante Freispiegel-
strömungen an, wobei sie das Netz nicht komplett neu erstellen, sondern die Knoten mit einer 
fiktiven Elastizitätsbedingungen verschieben. 
2.9 Zusammenfassung 
In diesem Kapitel werden die strömungsmechanischen Grundlagen zur Beschreibung turbu-
lenter einphasiger Systeme vermittelt. Die zweidimensional tiefengemittelten Flachwasser-
gleichungen werden aus den dreidimensionalen REYNOLDS-gemittelten NAVIER-STOKES-
Gleichungen ausführlich hergeleitet. Die wesentlichen Modelle, Bezeichnungen und die im 
Zuge dieser Ableitung getroffenen Annahmen und Vereinfachungen sind so detailliert be-
schrieben, dass in den folgenden Kapiteln darauf zurückgegriffen werden kann. Das Hauptau-
genmerk liegt auf solchen Ansätzen, die bei ingenieurtechnischen sowie universitären Frage-
stellungen im Wasserbau hauptsächlich zur Anwendung kommen und in den meisten kom-
merziellen und wissenschaftlichen Numerikprogrammen implementiert sind. Dazu gehören 
auch die Turbulenzmodellierung mit dem Wirbelviskositätsprinzip nach BOUSSINESQ wie 
beim k--Zweigleichungsmodell sowie das logarithmische Wandgesetz (3D) bzw. empirische 
Fließgesetze (2D) zur Abbildung von Wand- und Bodenrauheiten. 
Für wasserbaurelevante Strömungsprobleme werden die Schwierigkeiten und Unsicherheiten 
bei der Modellierung einer frei beweglichen Wasseroberfläche hervorgehoben. Dadurch wird 
der Forschungsbedarf hinsichtlich der Bereitstellung experimenteller Vergleichsdaten sowie 
der Entwicklung fundierter numerischer Freispiegelansätze aufgezeigt. Mit diesem mathema-
tisch-physikalischen Rüstzeug kann im folgenden Kapitel die Phänomenologie deichbruchin-
duzierter Strömungen erörtert und ein geeignetes Simulations- und Untersuchungsprogramm 
konzipiert werden, das auf den hier erläuterten Berechnungsverfahren basiert. 
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3 Untersuchung und deskriptive Charakterisierung  
der Strömungsphänomene infolge Deichversagen 
Nach der Beschreibung des allgemeinen mathematischen Modells turbulenter Freispiegel-
strömungen im vorhergehenden Kapitel konzentriert sich dieses Kapitel auf die speziellen 
Strömungsphänomene im Versagensfall eines Hochwasserschutzdeiches an Fließgewässern. 
Dazu muss zunächst der Begriff der „deichbruchinduzierten Strömung“ anhand einer Be-
schreibung der grundlegenden Eigenschaften, maßgebenden Einflussgrößen und charakteris-
tischen Merkmale eingegrenzt werden. Die Klassifikation der Deichbruchströmung zwischen 
einer seitlichen Entnahme und einer dammbruchinduzierten Strömung bildet den Rahmen für 
eine Literaturübersicht, welche die wesentlichen Ergebnisse und Publikationen bezogen auf 
den jeweiligen Strömungstyp zusammenstellt. Danach wird das Untersuchungsziel mit einer 
ausführlichen Darstellung der vorgenommenen Beschränkungen weiter abgesteckt und die 
getroffenen Annahmen und Vereinfachungen werden identifiziert und begründet. Aus dieser 
Abgrenzung der eigenen Untersuchung resultiert in Verbindung mit den Erkenntnissen der 
Literaturrecherche ein hybrides Modellkonzept. Unter Berücksichtigung des Bedarfs, der 
Zielvorgaben und der Auswahl geeigneter Modellierungsansätze im einleitenden Kapitel wird 
das derzeitige Wissen hinsichtlich der mathematisch-physikalischen Modellierung von kom-
plexen Strömungen mit freier Oberfläche auf die vorliegende Deichbruchproblematik über-
tragen und eine geeignete Modellierungs- und Simulationsstrategie entwickelt. 
3.1 Einordnung zwischen artverwandten Strömungsbedingungen 
3.1.1 Dammbruchinduzierte Strömung 
Strömungen nach einem Deichversagen weisen Gemeinsamkeiten mit dammbruchinduzierten 
Strömungen auf der einen Seite und mit seitlichen Entnahmen oder Abzweigungen bei Kanal-
strömungen auf der anderen Seite auf. Bei Betrachtung bestimmter Zeitpunkte kann die 
Deichbruchströmung zwischen diesen artverwandten Grenzfällen eingeordnet werden, wie es 
in Abb. 3.1 dargestellt ist. Für den Initialzustand an der Bresche, die jeweilige Ankunft der 
Flutwelle im entfernten Hinterland und das Ausbreitungsverhalten an der Wellenfront gibt es 
inhaltliche Überschneidungen zwischen Deich- und Dammbruchwellen. Eine Dammbruch-
welle wird durch das Versagen eines Absperrbauwerkes (Staudamm oder -mauer) ausgelöst. 
Diese Dämme schirmen im intakten Zustand das tiefer liegende Unterwasser auf der Luftseite 
gegen ein ständig aufgestautes Reservoir auf der Wasserseite ab. Da die Standortwahl von 
Stauanlagen u. a. von möglichst geringen Spannweiten des Absperrbauwerkes abhängt, wer-
den diese oft an topografischen Engstellen in Flusstälern und Schluchten errichtet. Der Initi-
alzustand ist aufgrund der großen Einstauhöhen von Talsperren durch einen sehr großen Po-
tentialunterschied zum Unterwasser gekennzeichnet, der bei den meisten Dämmen im Deka-
meterbereich liegt. Der Zufluss in den Stauraum kann gegenüber dem gespeicherten Wasser-
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volumen in den meisten Fällen vernachlässigt werden, so dass im Versagensfall eine vollstän-
dige Entleerung des Reservoirs durch die Bruchstelle stattfindet. Dabei wird aus einem nahe-
zu stehenden Gewässer orthogonal zur Achse des Absperrbauwerkes eine Flutwelle ausgelöst, 
die sich stromab – bei seitlicher Begrenzung durch steile Böschungshänge entsprechend des 
Talweges – ausbreitet. Für offenes und ebenes Gelände erfolgt eine flächenhafte Ausbreitung, 
die bedingt durch die senkrechte Anströmung im Speicherbecken und die lotrechte Ausströ-
mung aus der Bresche annähernd symmetrisch ist. 
 
Abb. 3.1: Einordnung der deichbruchinduzierten Strömung zwischen Dammbruch und seitlicher Entnahme 
3.1.2 Deichbruchinduzierte Strömung 
Im Unterschied zu Staudämmen sind Hochwasserschutzdeiche nicht ständig eingestaut und 
flankieren die Fließgewässer als kilometerlange Linienbauwerke, so dass eine Bruchstelle 
zunächst parallel angeströmt wird. Im Versagensfall können die Breschenbreiten bis zu meh-
reren hundert Metern betragen. Aufgrund der Geschwindigkeitskomponente in Hauptströ-
mungsrichtung des Fließgewässers wird die deichbruchinduzierte Flutwelle asymmetrisch 
verformt und entsprechend des Impulses im Deichhinterland seitlich ausgelenkt. Der Potenti-
alunterschied im Anfangszustand zwischen der Wasserspiegellage im Gerinne und dem über-
schwemmungsgefährdeten Deichhinterland ist auch bei Hochwasserabflüssen deutlich gerin-
ger als bei einem Stausee. Der kontinuierliche Zufluss ist im Hochwasserfall jedoch signifi-
kant und teilt sich bei einem Deichbruch in den Breschendurchfluss und den unterwasserseiti-
gen Gerinneabfluss auf. Diese Einwirkung ist permanent – das Flussbett wird nicht wie ein 
Reservoir vollständig entleert. Vielmehr stellt sich aufgrund der dauerhaften Zuströmung eine 
konstante Wassertiefe in der Deichbruchstelle ein, wodurch der Potentialunterschied und der 
Breschendurchfluss für die gesamte Dauer eines Hochwasserereignisses erhalten bleiben. 
Unmittelbar hinter einem Deich ist das Gelände meist so eben und flach, dass sich die Was-
sermassen ungehindert in die Fläche ausbreiten können.  
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Die vorliegende Arbeit konzentriert sich auf das Binnenland, d. h. die seegangs- und tideab-
hängigen Strömungsbedingungen an der Küste mit den resultierenden Belastungen aus Wel-
lenauflauf, Wellenüberlauf oder Wellenbrechern (Druckschlag) auf See- und Ästuardeiche 
werden nicht betrachtet. Die deichbruchinduzierte Strömung an Fließgewässern lässt sich 
ausgehend von der Initiierung der Flutwelle im Versagensfall in unterschiedliche Phasen ein-
teilen. Unmittelbar an den Deichbruch schließt eine dynamische Phase an, in der die Strö-
mungsgradienten und die Instationarität stark ausgeprägt sind. Nach einer Übergangsphase 
folgt darauf der stationäre Endzustand, bei dem kaum noch Änderungen in den Strömungs-
feldgrößen über die Zeit zu erwarten sind. Vielmehr sind die Strömungsbedingungen nur noch 
von den geringen quasi-stationären Durchflussschwankungen der Hochwasserwelle im Fluss 
abhängig. Dieser Zustand macht den Großteil der gesamten Überflutungsdauer aus. Eng ver-
bunden mit dieser Einteilung sind die entsprechenden Auswirkungen, so dass die resultieren-
den Schäden analog zu den Phasen klassifiziert werden. Die weiträumige Überschwemmung 
im gesamten Hinterland kann durch ein hydrostatisches Einstauverhalten beschrieben werden. 
Hier wird die Größe des Schadens hauptsächlich durch die maximalen Wasserstände und de-
ren Fortdauer hervorgerufen, da die Fließgeschwindigkeiten vergleichsweise klein sind. Die 
Kombination aus Fließgeschwindigkeiten und -tiefen bestimmt, ob zusätzlich Schäden durch 
die hydrodynamische Kraftwirkung der Welle entstehen. Vor allem in direkter Umgebung der 
Bruchstelle und für die Ankunft der Wellenfront auch in weiter entfernten Regionen des 
Deichhinterlandes treten dynamische Schäden auf, die durch den Impuls der vordringenden 
Wassermassen verursacht werden. Selbst bei niedrigen Fließtiefen kann es bei entsprechend 
hohen Geschwindigkeiten zu Totalschäden an Gebäuden kommen oder akute Lebensgefahr 
für den Menschen bestehen. Obwohl die dynamische Phase bezogen auf das gesamte Überflu-
tungsereignis vergleichsweise kurz ist, kann sie im Einzelfall eine große Bedrohung für Per-
sonen und Sachwerte darstellen. 
3.1.3 Verteilströmung bei seitlicher Entnahme/Abzweigung 
Mit anhaltender Überflutungsdauer nehmen für das Nahfeld der Bruchstelle die Gemeinsam-
keiten mit den Abflusscharakteristika von Verteilströmungen zu. Der stationäre Endzustand 
einer Deichbruchströmung mit einer nahezu konstanten Wassertiefe in der Bresche entspricht 
dabei dem seitlichen Ausströmen aus einer Gerinneöffnung, wie es bei der Planung und Be-
messung von Wasserentnahmen, Überläufen und Kanalabzweigungen auftritt. Anwendungen 
für diese Art von Strömungsverhältnissen finden sich in der Trinkwasserversorgung, Bewäs-
serungswirtschaft, bei Prozesswasserentnahmen, Wasserkraftnutzung, Hochwasserrückhal-
tung, in der Abwassertechnik und bei der Schifffahrt. In der Mehrzahl dieser Fälle erfolgt eine 
kontrollierte und regulierbare Entnahme über ein Streichwehr oder ein anderes spezielles Ent-
nahmebauwerk, an das wiederum ein seitlich abzweigender Unterwasserkanal anschließt. 
Auch wenn die Verhältnisse bei einer Flutwelle im Deichhinterland gegenüber einer Gerin-
neströmung in einem abzweigenden Seitenkanal grundverschieden sind, findet in beiden Fäl-
len eine Durchflussaufteilung in einen Gerinneabfluss stromab und in einen Abfluss durch 
eine Bresche respektive durch eine seitliche Gerinneöffnung statt. 
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3.2 Literaturübersicht 
3.2.1 Experimentelle und numerische Untersuchungen zur Dammbruchproblematik 
Zu dammbruchinduzierten Flutwellen und speziell zu deren Ausbreitungsverhalten liegen 
weit reichende Kenntnisse aus theoretischen Überlegungen und Modellversuchen vor. Das 
klassische Dammbruchproblem wird im wasserbaulichen Versuchswesen üblicherweise in 
Laborgerinnen mit rechteckigem Querschnitt nachgebildet und damit auf zwei Dimensionen 
reduziert – die seitliche Ausbreitung der Welle wird unterbunden, gleichzeitig haben Bruch-
stelle und Reservoir die gleiche Breite. HAGER & LAUBER (1996) geben einen guten Über-
blick und fokussieren dabei auf das Talsperrenbruchproblem (Kap. 3.1.1). BORNSCHEIN 
(2006) untersuchte allgemeiner die Wellenfront von Schwallwellen und aktualisiert die Zu-
sammenstellung für Rinnenversuche. Außerdem werden erste experimentelle Untersuchungen 
zur flächigen Ausbreitung sowie einige numerische Arbeiten für Laborgerinne vorgestellt.  
Die ersten analytischen Berechnungen von RITTER (1892) zur Dammbruchproblematik, ihre 
Erweiterung um den Einfluss der Sohlrauheit nach DRESSLER (1952) oder WHITHAM (1955) 
sowie unter Berücksichtigung der Vertikalbeschleunigung in der Dammbruchwelle nach 
POHLE (1952) und MARTIN (1983) werden bei BRIECHLE (2007) und LIEM (2003) als Ar-
beitsbasis herangezogen. Darüber hinaus existiert eine analytische Lösung von STOKER 
(1992) für den Fall, dass auch unterwasserseitig anstatt einer trockenen Sohle ein Anfangs-
wasserstand vorhanden ist (nasse Sohle). WU ET AL. (1999) geben eine analytische Lösung 
für prismatische Abflussquerschnitte an. Die beiden letztgenannten Lösungen werden häufig 
als Referenzbeispiele zur Verifikation numerischer Simulationsprogramme verwendet.  
Verglichen mit der großen Anzahl von Dammbruchuntersuchungen an schmalen, meist recht-
eckigen Versuchsrinnen gibt es nur wenige Studien über die freie Ausbreitung einer Damm-
bruchwelle in die Fläche. BRIECHLE (2007) fasst tabellarisch die Modellversuche zusammen, 
bei denen die Breiten des Reservoirs und des Unterwasserbereiches größer als die Breschen-
weiten sind und somit eine flächenhafte Flutwellenausbreitung in den Laborversuchen statt-
finden kann. Die gemessenen Strömungsfeldgrößen bei einer flächigen Flutwellenausbreitung 
weisen signifikante Unterschiede gegenüber den Ergebnissen auf, die in Dammbruchexperi-
menten an Laborrinnen ermittelt werden. Besonders hervorgehoben seien hier die Modellver-
suche in KATOPODES & STRELKOFF (1978), FENNEMA (1986), FRACCAROLLO & TORO 
(1995), MENDEZ ET AL. (2001), STELLING & DUINMEIJER (2003) und AURELI ET AL. (2004a; 
2008a) mit großen Breschenbreiten (bis zu 0,4 m) oder hohen Initialtiefen im Reservoir (bis 
zu 0,7 m). KULISCH (2002) nutzt einen seitlichen Rechteckkanal als Speicherbecken bei einer 
0,5 m breiten Bresche. SHIGE-EDA & AKIYAMA (2003) messen auf ihrer seitlich unbegrenz-
ten Ablauffläche die Oberflächengeschwindigkeiten von Partikeln, die mit der Strömung 
transportiert werden. SOARES-FRAZAO ET AL. (2004) und SOARES-FRAZAO & ZECH (2008) 
platzieren Hindernisse auf der Ausbreitungsfläche. Die Messdaten der genannten Untersu-
chungen wurden meist für den Vergleich mit Berechnungsergebnissen aus numerischen Simu-
lationen gewonnen. Einen experimentellen Ansatz, in dem versucht wird, die Wasserspiegel 
und Ausbreitungsgeschwindigkeiten der dammbruchinduzierten Flutwelle an verschiedenen 
Punkten in der Fläche mittels Stereoskopie zu erfassen, beschreiben EAKET ET AL. (2005). 
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Eine hilfreiche Zusammenstellung ein- und zweidimensionaler numerischer Flachwasseran-
wendungen für Versuchsrinnen und flächige Strömungen liefern ARNOLD (1996), NUJIC 
(1998), TORO (2001), ALCRUDO (2002), LIEM (2003) und SCHWANENBERG (2004). Die 1D-
Betrachtungsweise kann bei der Betrachtung der Dammbruchströmung in engen Tälern mit 
eindeutigen Fließwegen sinnvoll sein (Kap. 3.1.1), wird jedoch unbrauchbar für die Erfor-
schung einer flächigen Ausbreitung. Spezielle 2D-Lösungsmethoden für Dammbruchströ-
mungen auf Basis der FWG werden von ARNOLD (1996), NÄF (1997), NUJIC (1998), 
BRUFAU & GARCIA-NAVARRO (2000), AURELI ET AL. (2000; 2008b), STELLING & 
DUINMEIJER (2003), SCHWANENBERG & HARMS (2004), ZHOU ET AL. (2004) SOARES-
FRAZAO ET AL. (2008), LIANG & BORTHWICK (2009) und ERPICUM ET AL. (2010) vorge-
stellt. Die generelle numerische Behandlung der FWG wird in VREUGDENHIL (1994), 
WEIYAN (1992) und TORO (2001) erläutert. Weiterhin sind die gesammelten Erkenntnisse aus 
den europäischen Forschungsprojekten CADAM (2000), RESCDAM (2001) und IMPACT 
(2005)i von Bedeutung, in denen eine Vielzahl von Messdaten aus Modellversuchen zur Vali-
dierung numerischer Flachwassermodelle zusammengetragen und genutzt werden. Außerdem 
finden Vergleiche mit vorhandenen Naturdaten und praxisnahen Anwendungen statt. 
Ein Standardtestfall zum Abgleich numerischer Modelle ist dabei der Dammbruch von Mal-
passet 1959 in Südfrankreich, der neben anderen Testproblemen auch in HERVOUET & 
PETITJEAN (1999), SOARES-FRAZAO (2002), VALIANI ET AL. (2002) und SCHWANENBERG & 
HARMS (2004) betrachtet wird. Da nach dem schlagartigen Versagen der ca. 70 m hohen Bo-
genstaumauer im Reyran-Tal nacheinander drei Transformatorstationen überströmt wurden, 
kann aus deren Ausfallzeitpunkten auf die entsprechenden diskreten Wellenankunftszeiten 
geschlossen werden. Ein weiteres Referenzbeispiel ist der Tous-Dammbruch 1982 in Spanien 
mit der anschließenden Überflutung der 5 km stromab gelegenen Stadt Sumacárcel 
(ALCRUDO & MULET, 2007). Zusätzlich zu diesen Beispielen sind weitere weltweite 
Versagensfälle sowie Berechnungs- und Messmethoden zur Dammbruchproblematik in DE 
WRACHIEN & MAMBRETTI (2009) zusammengestellt. 
Im Allgemeinen sind dreidimensionale numerische Modelle auf Basis der NSG mit den aktu-
ell verfügbaren Rechnerressourcen aufgrund der großen Zeit- und Raumskalen insbesondere 
für die Betrachtung der weiträumigen Flutwellenausbreitung im Unterwasser eines Absperr-
bauwerkes nicht praktikabel. Üblicherweise werden dammbruchinduzierte Strömungen statt-
dessen auf Grundlage der FWG simuliert. Dies gilt auch für die Nachrechnung experimentel-
ler Dammbrüche mit flächiger Ausbreitung im Modellmaßstab. Eine Begründung dafür liegt 
in der breiten Anerkennung, Anwendung und Akzeptanz der Flachwassermodelle für diesen 
Strömungstyp (TORO, 2001; SCHWANENBERG, 2004; IMPACT, 2005; NIEMEYER, 2008). 
Eine Ausnahme bilden YANG ET AL. (2010), die eine Vergleichsrechnung zwischen einer 
                                                 
i CADAM: EU Concerted Action on Dam Break Modelling 
RESCDAM: Development of Rescue Actions Based on Dam-Break Flood Analysis 
IMPACT: Investigation of Extreme Flood Processes and Uncertainty. Die zugehörigen experimentellen Arbeiten inklusive 
Messdatenbank wurden in der JHR-Sonderausgabe: 45(6 supplement 1) veröffentlicht (ZECH & SOARES-FRAZAO, 2007). 
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dreidimensionalen VOF-Methode sowie einem zweidimensionalen Flachwassermodell mit 
Messungen für eine Dammbruchwelle in einem Versuchskanal (Breite 0,12 m) mit plötzlicher 
Aufweitung auf 0,496 m durchführen. OZMEN-CAGATAY & KOCAMAN (2010) vollziehen 
ebenfalls einen 2D-3D-Vegleich, beschränken sich dabei jedoch auf ein klassisch kompaktes 
0,3 m breites Laborgerinne. 
GALLATI & STURLA (2004) und VACONDIO ET AL. (2010) führen Dammbruchsimulationen 
mit einer SPH-Methode durch, die auf den Flachwasserannahmen beruht. CLEARY & 
PRAKASH (2004) zeigen erste vielversprechende Resultate einer vollständig dreidimensiona-
len, gitterlosen SPH-Modellierung eines Dammbruchs bei komplexer Topografie im Natur-
maßstab. Die Ergebnisse dieses hypothetischen Versagensszenarios am Triunfo-Pass in Kali-
fornien können jedoch nicht mit realen Messdaten verglichen werden. Die Benchmark-Tests 
für kontinuumsmechanische EULER-Modelle, wie z. B. die kollabierende Wassersäule (circu-
lar dam break), werden auch in der LAGRANGEschen Betrachtungsweise mit netzunabhängi-
gen SPH-Codes für einen Leistungsvergleich herangezogen. 
3.2.2 Experimentelle und numerische Untersuchungen zur Deichbruchproblematik 
Der umfassende Wissensstand bezüglich Dammbruchwellen lässt sich trotz der Berücksichti-
gung einer flächigen Ausbreitung nicht uneingeschränkt auf die Flutwellen nach einem 
Deichversagen übertragen. In den meisten Experimenten wird lediglich eine vollständige Ent-
leerung eines Speicherbeckens ohne Effekte durch einen permanenten Zulauf abgebildet 
(Kap. 3.2.1). Nur wenige Modellversuche betrachten die seitliche Versagensproblematik ent-
lang eines Fließgewässers mit einer dauerhaften Zuströmung.  
Im Rahmen dieser Arbeit wird für die experimentelle Modellierung (Kap. 4) der Versuchs-
stand genutzt, den BRIECHLE (2007) zur Untersuchung der dynamischen Parameter der flä-
chenhaften Flutwellenausbreitung nach Versagen einer Hochwasserschutzeinrichtung ver-
wendet hat. BRIECHLE (2007) hat ein halb-analytisches Berechnungsmodell für die Wasser-
standsganglinien auf der Breschenhauptachse und eine Näherungsformel für die Ausbrei-
tungsformen der Wellenfront im Grundriss aufgestellt und diese Formeln anschließend mit 
den aufgenommen Messdaten validiert. Ein weiterer Untersuchungsaspekt war der Einfluss 
eines dünnen Wasserfilms auf der Ausbreitungsfläche im Vergleich zu einer trockenen Sohle. 
OERTEL (2008) führt Untersuchungen an einem kleinmaßstäblichen Nachbau (Initialwasser-
tiefe im Gerinne < 0,2 m, Durchfluss maximal 50 l/s) der Modellkonzeption gemäß BRIECHLE 
(2007) durch. Er fokussiert auf die durch ein Versagen von Hochwasserschutzeinrichtungen 
induzierten Flutungsvorgänge unterirdischer Bauwerke für den flussnahen urbanen Raum. 
Das kleinskalige Modell wird qualitativ anhand dokumentierter Effekte (BRIECHLE, 2007; 
AURELI & MIGNOSA, 2002) und quantitativ mit den analytisch berechneten Wasserständen 
nach BRIECHLE (2007) verglichen. Die deichbruchinduzierte Strömung wird dabei nur soweit 
betrachtet, wie sie Randbedingungen in Form von Ankunftszeiten und stationären Wasser-
ständen für eine numerische Berechnung am Einlauf der unterirdischen Kontrollvolumen lie-
fert. Deutlich näher an den Abmessungen bei BRIECHLE (2007) liegen die geometrischen 
Randbedingungen im Experiment nach AURELI & MIGNOSA (2000; 2001; 2002). Sie kon-
zentrieren sich bei vergleichsweise niedrigen Durchflüssen und Initialwasserständen auf die 
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horizontalen Fließgeschwindigkeiten und Wasserstände an Querprofilen nahe der Bresche im 
Kanal. Außerdem wird der stationäre Durchfluss durch die Bresche gemessen. JAFFE & 
SANDERS (2001) nutzen eine ähnliche Geometrie in ihren Modellversuchen, untersuchen da-
bei aber nur die Auswirkungen eines Versagens von seitlichen Hochwasserschutzeinrichtun-
gen auf die Kappung des Scheitels der im Fließgewässer ablaufenden Hochwasserwelle. Ziel 
dieser Betrachtung ist die Ermittlung des optimalen Zeitpunktes für einen absichtlich gene-
rierten Deichbruch als Minderungsmaßnahme zum Schutz der Unterlieger stromab. 
Im numerischen Bereich unterstützen aktuelle Förderaktivitäten häufig sogenannte integrative 
Risk-Assessment-Verfahren auf nationaler (z.B. RIMAX, ADAPTi) oder europäischer (z.B. 
FLOODsite, AMICEii) Ebene. Der integrative Ansatz dieser Großprojekte widerspricht dem 
Einsatz komplizierter Numerik mit hohem Rechenzeitbedarf. Deshalb werden für die Hydro-
mechanik der Fließgewässer vielfach die 1D-Flachwassergleichungen (DE SAINT-VENANT-
Gleichungen) oder Wellengleichungen eingesetzt. Über ein (probabilistisches) Breschenmo-
dul, spezielle Transferfunktionen oder Deichbruchformeln wird die Gerinnehydraulik an 
Überflutungsmodelle für das Hinterland gekoppelt. Die letztgenannten Modelle sind meist 
zweidimensional, rasterbasiert und für die Anbindungen an geografische Informationssysteme 
(GIS) optimiert, wie z.B. die storage-cell-Ansätze (BATES & DE ROO, 2000). Sie basieren auf 
Volumenbilanzen sowie empirischen Fließformeln und vernachlässigen dabei den Impuls und 
damit die Dynamik der Strömung. Aus diesem Grund eignen sie sich besonders für die Be-
rechnung des statischen Einstaus des sich ausspiegelnden Wasserstandes im Deichhinterland. 
Aufgrund der reduzierten Hydromechanik können ausgedehnte Überflutungsflächen hoch 
aufgelöst mit feinen digitalen Geländemodellen (DGM) schnell verarbeitet werden. Beispiele 
für derartige Vorgehensweisen finden sich bei HORRITT & BATES (2001), KAMRATH ET AL. 
(2006), HUANG ET AL. (2007), VOROGUSHYN (2008) und KAMRATH (2009). Die weiterge-
hende Vereinfachung auf eine 1D-Betrachtungsweise der Überschwemmung kann zwar im 
Versagensfall eines Dammes in engen Tälern mit eindeutigen Fließwegen sinnvoll sein, wird 
für die Erforschung einer Strömung infolge Deichversagen jedoch unbrauchbar: Die Auftei-
lung der Strömung in Gerinne- und Breschendurchfluss sowie die flächige Ausbreitung der 
Deichbruchwelle in den zu schützenden Gebieten kann nicht eindimensional erfasst werden. 
Auf Grundlage der FWG – ohne die Vereinfachungen der 2D-Rastermethoden – werden die 
für Dammbrüche erfolgreich eingesetzten Methoden (Kap. 3.2.1) auch für deichbruchindu-
zierte Strömungen angewendet. Aus Mangel an Vergleichsmessdaten aus Naturereignissen 
und/oder Modellversuchen kann in vielen Fällen die Aussagekraft – besonders bei Prognosen 
für hypothetische Versagensszenarien – nicht eingeschätzt werden. Teilweise kann über Luft-
bild- oder Satellitenaufnahmen die maximale Ausdehnung der überfluteten Flächen für einen 
Referenzfall überprüft werden. Im Folgenden werden die Arbeiten der Forschergruppen aus 
Parma und Aachen betont, da nur hier die numerischen Modelle an entsprechend großskali-
                                                 
i RIMAX: Risikomanagement extremer Hochwasserereignisse 
  ADAPT: Towards an integrated decision tool for adaption measures 
ii FLOODsite: Integrated Flood Risk Analysis and Management Methodologies 
  AMICE: Adaption of the Meuse to the Impacts of Climate Evolutions 
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gen Laborexperimenten validiert werden können. AURELI & MIGNOSA (2002) und AURELI ET 
AL. (2004b) vergleichen verschiedene Flachwassermodelle mit ihren gewonnen Messdaten 
aus dem Deichbruchmodell in Parma. Eine Fallstudie behandelt die Erstellung von Gefahren-
karten bei unterschiedlichen Szenarien für einen Flussabschnitt des Po (AURELI & MIGNOSA, 
2004; AURELI ET AL., 2005; AURELI ET AL., 2006). KÖNGETER & ROGER (2003; 2006), 
HARMS ET AL. (2004), NIEMEYER ET AL. (2005) und ROGER ET AL. (2006; 2008; 2009; 2010) 
wenden das Verfahren von SCHWANENBERG & HARMS (2004) sowohl auf das Deichbruch-
modell in Aachen als auch auf praktische Deichbruchszenarien am Niederrhein an. 
Im Nahfeld hydraulischer Strukturen werden die komplizierten Freispiegelströmungen z. T. 
mit den vollständigen NSG gelöst, wie z. B. für Schleusen, Wehre, getreppte Gerinne oder 
Hochwasserentlastungsanlagen (BEHR, 2000; STRYBNY & NELLES, 2004; STRYBNY ET AL., 
2006; MAREK & STOESSER, 2006; PREMSTALLER, 2006; THORENZ & KEMNITZ, 2006). Wie 
bei Dammbrüchen werden auch für die Deichbruchproblematik selten 3D-Modelle verwendet. 
Die räumliche und zeitliche Ausdehnung deichbruchinduzierter Strömungen verhindert den 
praxisbezogenen Einsatz. Auch im Labormaßstab wird von den beschriebenen Modellversu-
chen nur die experimentelle Strömung des Aachener Versuchsstandes im Rahmen dieser Ar-
beit komplett dreidimensional numerisch simuliert (ROGER ET AL., 2008; 2010). 
3.2.3 Experimentelle und numerische Untersuchungen zu Verteilströmungen 
Bei der Modellierung der Durchflussaufteilung an einer Kanalverzweigung oder seitlichen 
Entnahme (Kap. 3.1.3) wird oftmals vereinfachend ein Streichwehr mit der Wehrhöhe Null 
angenommen. Die Forschung in diesem Bereich der Gerinnehydraulik fokussiert auf die Strö-
mungsabläufe im Hauptkanal nahe der Abzweigung, um die Energieverluste und Durchflüsse 
korrekt ermitteln zu können (NAUDASCHER, 1992). Die 1D-Betrachtung der komplizierten 
Strömungsverhältnisse ist mit großen Unsicherheiten verbunden, da die strömungsrelevanten 
Größen wie Wasserspiegel und Durchfluss in Längsrichtung entlang des Wehres variieren 
(HAGER, 1982a). Instationäre und ungleichmäßige Geschwindigkeitsprofile sowie die frei 
bewegliche Oberfläche mit Fließwechseln im Nahfeld der Abzweigung erschweren eine kor-
rekte Bestimmung des lateralen Abflusses. Bei Strömungen im Druckabfluss durch Rohrver-
zweigungen sind die Erkenntnisse bezüglich der Durchflussaufteilung wesentlich weiter fort-
geschritten (IDELCHIK, 1986).  
Umfassende experimentelle Untersuchungen zur Hydraulik von Verteilkanälen werden in 
HAGER (1982b) und bei LEE & HOLLEY (2002) beschrieben. Auf Basis eindimensionaler Be-
trachtungen und Wehrüberfallformeln sind in Kombination mit gemessenen Labor- oder Na-
turdaten eine Vielzahl empirischer Formeln zur Ermittlung des seitlichen Abflusses über 
Streichwehre entwickelt worden (HAGER, 1987; MUSLU, 2001; MUSLU, 2002; MUSLU ET 
AL., 2003; KHORCHANI & BLANPAIN, 2005). OLIVETO ET AL. (2001) führen Modellversuche 
durch, bei denen für einen strömenden Hauptkanalzufluss überkritische Verhältnisse entlang 
des Streichwehres vorliegen.  
In den Vereinigten Staaten wird in vielen dicht besiedelten Gebieten mit betonierten Freispie-
gelkanälen zur Ableitung des Niederschlagswassers bei Starkregenereignissen gearbeitet. 
Neben Hochwasserschutzwänden sorgen Hochwasserrückhaltebecken für einen gefahrlosen 
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Ablauf der Hochwasserereignisse. Es handelt sich meist um Speicherbecken im Neben-
schluss, wobei der Zulauf über ein Streichwehr erfolgt. LEE & HOLLEY (2002) und BURGIN 
& HOLLEY (2002) entwickeln auf Basis umfangreicher Modellversuche ein einzugsgebietbe-
zogenes Berechnungsmodell zur Planung und Steuerung solcher Reservoirs. Einen weiteren 
Modellversuch zur Aufteilung des Hochwasserabflusses und Optimierung der Entnahmestelle 
beschreiben EINHELLIG & PUGH (2002). 
Numerische Simulationen senkrecht angeströmter Wehre werden aktuell unter Berücksichti-
gung von zwei oder sogar drei Dimensionen durchgeführt (BHUIYAN & HEY, 2007). Anwen-
dungen für tangential beaufschlagte Streichwehre finden sich in der Siedlungswasserwirt-
schaft. So müssen in einer Kläranlage zur Beschickung der verfahrenstechnischen Anlagentei-
le die anfallenden Volumenströme aufgeteilt werden. Sandfänge, Belebungs- und Nachklär-
becken oder Faultürme werden numerisch simuliert. Der Fokus liegt oftmals auf der Verfah-
renstechnik und der Sicherstellung entsprechender Reinigungsleistungen in Form von Min-
destverweilzeit oder Stoffumsatzraten. Einen Überblick gibt HUNZE (2005). Die stärksten 
Parallelen zu einer Verzweigungsstelle im Sinne der Klassifikation nach Kap. 3.1.3 können 
bei der Mischwasserableitung und Entlastungsereignissen bei Starkregen identifiziert werden. 
Regenüberlaufbecken im Nebenschluss oder Stauraumkanäle sind Abschlagsbauwerke im 
Mischsystem. Diese sogenannten combined sewer overflows (CSO) werden im Rahmen der 
Stadtentwässerung häufig verwendet und deshalb als Planungsgrundlage experimentell und 
numerisch modelliert (HE ET AL., 2006; SINHA ET AL., 2010). 
3.3 Vorgaben und Abgrenzung der eigenen Untersuchungen 
3.3.1 Kriterien für die Auswahl der (numerischen) Berechnungsmodelle 
Da halb-analytische und empirische Handformeln zur Abschätzung der Flutwellenausbreitung 
oder zur Ermittlung des seitlichen Gerinneausflusses zwar für die Ingenieurspraxis wertvoll 
sind, aber deutlich stärkeren Vereinfachungen unterliegen als die eingesetzte Numerik, wer-
den diese Formeln weder bewertet noch verbessert. Der Vollständigkeit halber seien an dieser 
Stelle die Verfahren von BEFFA (2001), KAMRATH ET AL. (2006) und BRIECHLE (2007) bei-
spielhaft genannt. Eine Parameteruntersuchung inklusive einer Quantifizierung des jeweiligen 
Einflusses hat ebenfalls bereits experimentell stattgefunden (BRIECHLE ET AL., 2004).  
Im Hinblick auf die besonderen Anforderungen einer turbulenten Freispiegelströmung werden 
deshalb zweckdienliche numerische Methoden ausgewählt. Es handelt sich dabei um zwei 
universitäre Eigenentwicklungen auf Basis der FWG und einem kommerziellen 3D-Code, der 
auf den NSG basiert und zur Berücksichtigung der freien Oberfläche die VOF-Methode nutzt. 
Die Eignung und Anwendbarkeit der verwendeten Numerikmodelle ist bereits allgemein in 
ihrem jeweiligen zwei- bzw. dreidimensionalen Einsatzbereich nachgewiesen. Es geht dem-
nach nicht um einen Modellvergleich möglichst vieler alternativer numerischer Methoden und 
konkreter Codes, sondern grundlegender darum, ob die Flachwasserapproximationen inner-
halb der vorliegenden experimentellen Randbedingungen einer deichbruchinduzierten Strö-
mung zulässig sind. 
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3.3.2 Rand- und Anfangsbedingungen 
Stationärer Endzustand 
Es werden numerisch und experimentell unterschiedliche Modellkonfigurationen untersucht, 
die durch Kombinationen aus den hydromechanischen Parametern Gerinnezufluss und Initi-
alwasserstand und der geometrischen Randbedingung Breschenweite gekennzeichnet sind. 
Auf eine zeitliche Variation der Randwerte innerhalb der einzelnen Modellläufe oder Simula-
tionen wird verzichtet, die Modellrandbedingungen bleiben konstant. Der Fokus der Untersu-
chung liegt demnach auf der Abbildung stationärer Verhältnisse nach Passage des Wellenkop-
fes und nicht auf der dynamischen Phase. Deshalb werden sukzessive der stationäre Bre-
schendurchfluss und anschließend die instationäre Anfangsphase betrachtet. Diese Vorge-
hensweise trägt dem Umstand Rechnung, dass der stationäre Endzustand auch im Realfall 
schnell erreicht wird und dann den Großteil der Dauer eines Deichbruchereignisses ausmacht. 
Erst danach werden die von BRIECHLE (2007) aufgenommen dynamischen Zielgrößen wie die 
Ausbreitungsgeschwindigkeit, die Ankunftszeiten und die Form der Wellenfront nach Versa-
gen einer Hochwasserschutzeinrichtung betrachtet, um die numerische Abbildung der instati-
onären Anfangsphase beurteilen zu können. 
Bruchvorgang und Breschenentwicklung 
Das Deichversagen wird als unvermittelter, vollständiger Bruch des gesamten Rechteckquer-
schnitts modelliert. Außerdem ist die Lage der Deichbruchstelle immer festgelegt. Spezielle 
Versagensmechanismen, die Breschenbildung und -aufweitung in Abhängigkeit vom Aufbau 
und Material des Deiches werden vernachlässigt. Für detaillierte numerische, experimentelle 
oder probabilistische Betrachtungen dieser unterschiedlichen Prozesse an Deichen oder 
Dämmen wird auf SINGH (1996b), COLEMAN ET AL. (2002), ZHU (2006), HUBER (2008), 
oder SCHMOCKER & HAGER (2009) verwiesen. Wiederum seien an dieser Stelle die Erkennt-
nisse aus den europäischen Verbundprojekten IMPACT (ZECH & SOARES-FRAZAO, 2007) und 
FLOODsite (MORRIS ET AL., 2009) genannt.  
Der Einfluss der zeitabhängigen Breschenform und Bruchstellenmorphologie auf die Flutwel-
lenausbreitung wird bei NIEMEYER (2008) untersucht. Für ein synthetisches Beispiel zeigen 
sich dort geringe Beeinflussungen bezogen auf die Ausdehnung der überfluteten Flächen und 
den maximalen Wasserstand. Die Auswirkungen auf die maximalen Geschwindigkeiten und 
davon abhängige Größen sind stärker. Dieses Ergebnis zeigt, dass die Breschenentwicklung 
vor allen Dingen die dynamische Phase prägt, da die Ankunftszeiten im gesamten Überflu-
tungsgebiet und die dynamischen Schäden und Schadensfaktoren im Nahfeld der Deichbruch-
stelle besonders beeinflusst werden. Durch das komplette, plötzliche Versagen bleibt der 
Bruchvorgang selbst zwar unberücksichtigt, jedoch ergeben sich daraus wohl definierte Start-
bedingungen (vertikal stehende Wasserfront in der Bresche), welche die Vergleichbarkeit 
zwischen Numerik und Modellversuchen gewährleisten. Der Schwerpunkt bei diesem worst-
case-Szenario liegt auf der Hydromechanik im Endzustand. 
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Idealisierte Geometrie und Topografie 
Die vorgenommenen geometrischen und topografischen Idealisierungen betreffen weiterhin 
die Konfigurationen im Modellversuch und damit auch deren numerische Abbildung. Der 
Kanal und die Bruchstelle sind im Querschnitt rechteckig, die Ausbreitungsfläche ist eine 
ebene Fläche ohne Sohlneigung. Mit diesem Versuchsaufbau wird die Berücksichtigung von 
Einflüssen aus Gerinnegeometrien, topografischen Variationen, Vegetation, Geländestruktu-
ren und unterschiedlichen Breschenendformen ausgeschlossen. Durch die Wahl einer Sohle 
aus Plexiglas für das Deichhinterland sollen außerdem die Rauheitseinflüsse im Modellver-
such minimiert werden. Da die Geländerauheiten den größten Einfluss auf die Verformung, 
Geschwindigkeiten, Turbulenz und den Lufteintrag an der Wellenfront bei kleinen Wasser-
ständen ausüben, würde die Berücksichtigung der dynamischen Rauheitseffekte den realisier-
baren Rahmen der Untersuchungen übersteigen. In den numerischen Berechnungen werden 
daher die bekannten, teilweise empirischen Fließgesetze angesetzt, die strenggenommen nicht 
für die vorliegenden dynamischen Bedingungen abgeleitet sind. Im Bereich der vorliegenden 
technischen Strömung mit hydraulisch glatter Umrandung sind die Unsicherheiten in den an-
wendbaren Rauheitsansätzen jedoch weitaus geringer als bei natürlicher Sohle mit Bewuchs. 
3.3.3 Beidseitiges Breschennahfeld und Breschendurchfluss 
Die deichbruchinduzierte Strömung wird im Breschennahfeld untersucht, d. h. in der unmit-
telbaren Umgebung der Bruchstelle. In dieser Nahfeldbetrachtung sollen die komplizierten 
Strömungsabläufe erfasst werden, die auch noch im stationären Endzustand durch eine ausge-
prägte Ungleichförmigkeit mit hohen Gradienten der Strömungsfeldgrößen in alle Raumrich-
tungen gekennzeichnet sind. Das bezieht sich auf den beidseitigen Bereich um die Bruchstelle 
sowohl im Deichhinterland als auch im Fließgewässerabschnitt und gilt in besonderem Maße 
für den Breschendurchfluss, der sich hier ausbildet. Die Aufteilung des Hochwasserzuflusses 
in den Bruchstellendurchfluss und den unterwasserseitigen Gerinneabfluss kann nur unter 
Berücksichtigung des turbulenten Strömungsfeldes im Flussabschnitt modelliert werden. Be-
sonderes Augenmerk kommt demnach der Bestimmung des Breschendurchflusses im statio-
nären Zustand zu, der zwar von den Bedingungen im Nahfeld der Bruchstelle bestimmt wird 
aber auch starke Auswirkungen auf die weiträumige Überschwemmung im Fernfeld hat.  
Der Bruchstellendurchfluss ist dafür verantwortlich, wie schnell und bis auf welche Höhe der 
Schaden verursachende Wasseranstieg im Deichinterland über ausgedehnte Fläche und Zeit-
räume erfolgt. Die Ausdehnung der gesamten Überflutungsflächen hängt direkt von dem Vo-
lumen der permanent ins Deichhinterland einströmenden Wassermassen ab. Die resultieren-
den Fließtiefen und Fließgeschwindigkeiten bestimmen, ob auch Schäden durch die Dynamik 
der Welle entstehen. Da der bilanzierte Durchfluss durch eine Bruchstelle somit das Ausmaß 
der gesamten weiträumigen Überflutung und die Einwirkungsdauer des statischen Einstaus im 
Hinterland bei praktischen Anwendungen bestimmt, wird dessen korrekte Berechnung als 
maßgebende Zielgröße zur Überprüfung der Abbildungsgüte herangezogen. Die Wahl des 
stationären Breschendurchflusses als Güteparameter hat den zusätzlichen Vorteil, dass er als 
integraler Summenparameter die Abbildungsungenauigkeiten der Strömungsphänomene an 
der Bresche bündelt und eine einfache und anschauliche Bewertung zulässt. 
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3.3.4 Übertragbarkeit der Ergebnisse 
Durch den Vergleich zwischen numerischen Simulationen und Messungen am Versuchsstand 
werden Maßstabseffekte weitgehend ausgeschlossen, da die resultierenden experimentellen 
Strömungen im Labormaßstab nachgerechnet werden. Innerhalb der einstellbaren Versuchs-
konfigurationen unter Variation der Randbedingungen findet eine interne Skalierung statt. 
Die Frage der Übertragbarkeit auf beliebige Abmessungen im Naturmaßstabi wird dadurch 
nicht endgültig beantwortet. Die Vorgehensweise kann aber die generelle Modellierbarkeit 
deichbruchinduzierter Strömungen belegen (Kap. 4.3.2) und umgeht dabei die Aufstellung 
spezieller Skalierungsregeln. 
Ein Modellgesetz nach FROUDE ist sicherlich nicht uneingeschränkt anwendbar. Lufteintrag 
und Oberflächenspannungen am Wellenkopf und geringe Wassertiefen im modellierten Fern-
feld sind schwer zu skalieren, wobei sich die Einschränkungen mehrheitlich auf die dynami-
sche Flutwellenausbreitung beziehen. Die versuchstechnischen Abmessungen sind mit den 
untersuchten Initialwassertiefen von 0,3 bis 0,5 m im Vergleich zu anderen bekannten Unter-
suchungen sehr hoch und würden bei Versuchen in Laborrinnen ausreichen, um Maßstabsef-
fekte ausschließen zu können (LAUBER, 1997). Für eine flächenhafte Ausbreitung liegen die 
Grenzwerte eventuell höher, jedoch ist der aufwendige Bau kompletter Modellfamilien bei 
dem Raumbedarf für diese Art von Strömungen kaum realisierbar. 
3.3.5 Freie Oberfläche und Mehrphasenströmung 
Aus strömungsmechanischer Sicht wird die Deichbruchproblematik vorwiegend einphasig 
betrachtet. Es handelt sich bei dem simulierten Fluid um ein homogenes inkompressibles 
Kontinuum (Kap. 2.7). Der Feststofftransport wird sowohl in der Numerik als auch in den 
Laborversuchen ausgeschlossen, so dass keine morphodynamische Modellierung stattfindet. 
Die Erosion beim Bruchvorgang und der Breschenentwicklung, der Materialtransport und die 
anschließende Deposition der erodierten Frachten im Deichhinterland werden komplett ver-
nachlässigt (Kap. 3.3.2). Dies betrifft auch die Ausspülung hinter einer Bresche, so dass die 
Ausbildung von Kolken bzw. Wehlen ausgeschlossen wird. Der Lufteintrag an der propagie-
renden Wellenfront und die Selbstbelüftung der Strömung an der unruhigen Wasseroberfläche 
finden in der Numerik ebenfalls keine Berücksichtigung. 
Im Falle der 3D-Numerik wird zur Erfassung der freien Oberfläche ein Zweiphasenmodell 
genutzt, welches von einer eindeutig identifizierbaren Phasengrenzfläche zwischen den bei-
den Kontinua Luft und Wasser ausgeht (Kap. 2.8.4). Die Trennfläche wird innerhalb eines 
EULER-EULER-Ansatzes über den Volumenanteil W ermittelt, der durch das Wasser in jeder 
Zelle des numerischen Gitters eingenommen wird (Volume-of-Fluid-Methode). In der 2D-
Numerik wird die Wasserspiegellage durch Auflösung nach der unbekannten Fließtiefe h sys-
temimmanent mit berechnet. 
                                                 
i Höhenmaßstab variiert z. B. von 1:2 für die mobilen Schutzwände in Köln (Höhe zwischen 0,3 m und 1,0 m) bis hin zu 
einem Verhältnis von 1:30 für die Deiche am Niederrhein (Höhe der Deichkrone über GOK beispielsweise 15 m). 
Untersuchung und deskriptive Charakterisierung der Strömungsphänomene infolge Deichversagen  57 
3.4 Ableitung eines hybriden Untersuchungskonzeptes 
3.4.1 Bewertung der Flachwasserannahmen (eine erste Zwischenbilanz) 
Im Vorfeld sei erwähnt, dass bei wasserbaulichen Fragestellungen oftmals die FWG (auch aus 
Mangel an Alternativen) Anwendung finden, auch wenn die vorliegenden hydromechani-
schen Bedingungen ihren Einsatz aus theoretischer Sicht zunächst verbieten. Bei vielen Strö-
mungstypen haben sich die Flachwasserannahmen dennoch als gute Näherung bewährt und es 
werden mit ihnen verwertbare Ergebnisse erzielt.  
Beispiele für ein derartiges Vorgehen finden sich in den bereits genannten Anwendungen auf 
dammbruchinduzierte Strömungen (Kap. 3.2.1). Weitere Beispiele gibt es in Bereichen des 
Flussbaus, wo die komplizierten Interaktionen an der Trennzone zwischen der Strömung auf 
dem Vorland und im Hauptgerinne bei einem über die Ufer getretenen Fluss im Zuge der Pla-
nung einer Hochwasserschutzkonzeption ausgeblendet wurden. Entscheidend für die Güte der 
erzielten Resultate waren dabei Vergleichsmöglichkeiten mit (Natur-)Messungen und die 
Vernachlässigbarkeit der durch die Flachwasserapproximationen verletzten Strömungsbedin-
gungen bezogen auf das konkrete Untersuchungsziel (z. B. die 3D-Struktur der Scherschicht 
bezogen auf die Planung einer rückverlegten Deichlinie). In anderen Anwendungsfällen sind 
die verfügbaren Speicherkapazitäten und Rechenleistungen der elektronischen Anlagen trotz 
stetiger Fortschritte bei ausgeprägt dreidimensionalen wasserbaulichen Problemstellungen 
nicht ausreichend, wie z. B. im Nahfeld hydraulischer Strukturen. Daher werden hier 2D-
Ansätze angewendet und die damit verbundenen Unzulänglichkeiten bewusst in Kauf ge-
nommen (JIRKA ET AL., 1999). Ähnlich wie bei dem Beispiel mit der Deichrückverlegung 
sind hierbei oftmals die globalen Strömungsparameter weniger betroffen. 
Wie in diesen Beispielen deutlich wird, besteht die Vorgehensweise der Strömungsmodellie-
rung für das Ingenieurwesen oft darin, Modelle für spezielle Strömungen zu entwickeln und 
diese dann auch auf allgemeine Fälle anzuwenden. Die gesamte Turbulenzmodellierung nach 
dem Wirbelviskositätsprinzip ist dafür ein hervorragender Beleg. Daher stellt sich häufig die 
Frage, wie groß die daraus resultierenden Modellfehler sind (Kap. 5.5.2). Diese Vorgehens-
weise ergibt sich jedoch aus der Notwendigkeit heraus, Strömungen auch dann zu simulieren, 
wenn die physikalischen Mechanismen noch nicht vollständig verstanden sind (LAURIEN & 
OERTEL, 2009). Manchmal stehen aufgezeichnete Naturereignisse in der benötigten Art und 
Qualität, wie sie für eine gute Kalibrierung und Validierung (Kap. 5.5.4) benötigt werden, 
ebenfalls nicht zur Verfügung (STROBL & ZUNIC, 2006).  
Unter Berücksichtigung der Ergebnisse aus der Literaturrecherche (Kap. 3.2) und der bewusst 
vorgenommenen Beschränkungen sowie der getroffenen Annahmen (Kap. 3.3) kann der Ein-
fluss der mathematischen Vereinfachungen (Kap. 2.7) für die numerische Modellierung 
deichbruchinduzierte Strömungen in einer vorläufigen Zwischenbilanz eingeschätzt werden. 
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Hydrostatische Druckannahme (Vernachlässigung des Vertikalimpulses) 
In direkter Umgebung der Bruchstelle ist der Wasserspiegel im Modellversuch mehrfach ge-
krümmt. Durch die flächige Ausbreitung bilden sich starke Oberflächenneigungen in unter-
schiedliche Richtungen aus. Zusätzlich führt der Impuls durch den permanenten Breschen-
durchfluss aus dem Gerinne zu einer seitlichen Auslenkung, Verwindung und Verdrehung des 
Wellenkörpers. Dieses Erscheinungsbild ist auch im Experiment zu beobachten (Abb. 3.2) 
und macht deutlich, dass das Geschwindigkeitsfeld ausgeprägt dreidimensional ist und nicht-
hydrostatische Bedingungen vorliegen, die mit den Annahmen der Flachwassertheorie nicht 
adäquat abgebildet werden können (KULISCH, 2002; AURELI & MIGNOSA, 2002). 
 
Abb. 3.2: Breschennahfeld auf der Luftseite (BRIECHLE, 2007) 
FRACCAROLLO & TORO (1995) weisen beim Vergleich der Flachwassernumerik mit den Er-
gebnissen ihrer Dammbruchversuche mittels Drucksensoren und parallelen Fließtiefenmes-
sungen Abweichungen von den hydrostatischen Bedingungen nach. Diese Differenzen sind 
umso deutlicher, je größer das Verhältnis der vertikalen zu den horizontalen Abmessungen 
ist, z. B. für eine ansteigende Initialwassertiefe bei konstanter Breschenbreite.  
 
Abb. 3.3: Idealisierter 1D-Wellenverlauf, modifiziert nach PEREGRINE (1966) und SOARES FRAZAO & ZECH (2002) 
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Bei dem eindimensionalen Wellenverlauf in Abb. 3.3 werden die Stromlinien erst nach unten 
abgelenkt (zwischen den Punkten A und C) und anschließend wieder nach oben abgelenkt 
(zwischen den Punkten C und E). Die Maxima der Oberflächenkrümmung und damit Abwei-
chung von der hydrostatischen Druckverteilung sowie die maximalen Vertikalbeschleunigun-
gen befinden sich in den Punkten B und D (PEREGRINE, 1966; SOARES FRAZAO & ZECH, 
2002). Bei Punkt B liegt eine vertikale Beschleunigung nach unten vor, daher muss der Druck 
kleiner als der hydrostatische Druck sein, bei Punkt D ist der Druck dementsprechend größer 
als der hydrostatische Druck (BRIECHLE, 2007). Diese Veränderungen der Druckverteilung 
über die Fließtiefe führen zu zusätzlichen horizontalen Druckgradienten. Daraus resultieren 
horizontale Strömungen und aus Kontinuitätsgründen schließlich Auslenkungen des Wasser-
spiegels (Abb. 3.3). Analoge Vorgänge laufen in den Punkten A und E ab, allerdings mit ge-
ringerer Intensität. 
Im Bereich der Bruchstelle führt der konstante Durchfluss im Gerinne bei deichbruchindu-
zierten Strömungen zu einem Potentialunterschied zwischen der Wasseroberfläche im Gerin-
ne und dem Hinterland und außerdem zu einer dauerhaft stark geneigten und verwundenen 
Wasseroberfläche des Wellenkörpers mit entsprechendem Vertikalimpuls. Dieser Potentialun-
terschied, der folglich nicht-hydrostatische Bedingungen verursacht, bleibt im Falle eines 
Deichbruches im Gegensatz zu Dammbrüchen dauerhaft erhalten (Kap. 3.1.2), da ein Fluss im 
Vergleich zu einem Staubecken nicht völlig entleert wird. Aus der kontinuierlichen Verlet-
zung der hydrostatischen Druckbedingung im Nahfeld der Bresche entsteht damit ein Fehler-
potential, welches Auswirkungen auf die Bestimmung des Breschendurchflusses und das 
Ausbreitungsverhalten der Flutwelle haben kann. NUJIC (1998) stellte für eine Dammbruch-
welle mit flächiger Ausbreitung fest, dass mit zunehmendem Abstand zur Deichbruchstelle 
die Abweichungen von der hydrostatischen Druckannahme wegen der kleineren Gradienten 
immer geringer werden. 
Schließungsproblematik (Tiefenmittelung und Turbulenz) 
Bei der numerischen Berechnung von Flutwellen infolge eines Dammbruches wird die Turbu-
lenz gegenüber dem konvektiven Transport üblicherweise vernachlässigt (HERVOUET, 2000; 
ALCRUDO, 2002; SCHWANENBERG & HARMS, 2004). Auf der Wasserseite wird eine einfache 
Entleerung eines Reservoirs ohne Zulauf postuliert, so dass die Dammbruchwelle aus einem 
Standgewässer entsteht. Bei deichbruchinduzierten Strömungen ist jedoch zur Bestimmung 
der Aufteilung des Durchflusses in Breschendurchfluss und unterwasserseitigen Gerin-
neabfluss eine genauere Kenntnis der Strömungsverhältnisse im Fließgewässerabschnitt er-
forderlich. In Abb. 3.4 ist für diesen Bereich eine beispielhafte Strömungssituation darge-
stellt. Deutlich sind die Richtungsänderungen der Stromlinien sowie die Auslenkungen im 
Wasserspiegel erkennbar. Aufgrund der Impulsumlenkung von der Hauptströmung in Rich-
tung der Bruchstelle und der daraus resultierenden Scherzonen können die turbulenten Struk-
turen und Dissipationen für die Modellierung der entsprechenden Fließwiderstände des Fluss-
stranges im Unterwasser und in der Bresche einen signifikanten Einfluss ausüben. Allerdings 
sind für den deichbruchinduzierten Strömungstyp im Breschennahfeld sowohl der Charakter 
als auch eine entsprechende Modellierung der Turbulenz unbekannt. 
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Abb. 3.4: Nahfeld auf der Wasserseite (BRIECHLE, 2007) oberstrom (links) und unterstrom (rechts) der Bresche 
Zur Tiefenintegration der Flachwassergleichungen muss eine Annahme über die vertikale 
Verteilung der horizontalen Geschwindigkeiten getroffen werden. Um die Realität besser ab-
zubilden, kann über Dispersionskoeffizienten ein nicht konstantes Profil über die Fließtiefe 
modelliert werden. Die Fließgeschwindigkeitsmessungen von AURELI & MIGNOSA (2002) an 
mehreren Gerinneprofilen im wasserseitigen Breschennahfeld in zwei unterschiedlichen Tie-
fen legen die Vermutung nahe, dass die BOUSSINESQ-Koeffizienten auch im Kanalabschnitt 
ungleich eins sind und eine räumliche Verteilung aufweisen, was unterschiedliche Fließwi-
derstände erzeugen kann. FRACCAROLLO & TORO (1995) ermitteln zeitabhängige CORIOLIS-
Koeffizienten im Reservoir für den Dammbruchfall. Beides deutet auf einen stark dreidimen-
sionalen Zustand hin. Des Weiteren legt die in den Aachener Laborversuchen beobachtete 
verwundene Erscheinungsform des Flutwellenkörpers nahe, dass hier heterogene Tiefenprofi-
le der horizontalen Geschwindigkeiten und entsprechend hohe Impulskorrekturwerte vorlie-
gen müssen. 
ALCRUDO (2002) betont, dass die Wahl und Abschätzung der geeigneten Diffusionskoeffi-
zienten, welche die Einflüsse aus Turbulenz und Tiefenintegration lokal zusammenfassen, mit 
großen Unsicherheiten verbunden ist. JIRKA ET AL. (1999) verweisen auf die Schwierigkeiten 
bei der korrekten Erfassung von Strömungseffekten, die von der Geschwindigkeitsverteilung 
in der Vertikalen und in Wandnähe abhängen. Als Beispiele nennen die Autoren die Ermitt-
lung von Transportparametern, die Abbildung von Strömungsablösungen sowie von Wirbel-
feldern. Die Tiefenmittelung ist demnach eine schlechte Approximation in komplizierten 
Strömungsregionen mit abrupten Geschwindigkeitsänderungen und entsprechend heterogenen 
vertikalen Profilen. Bei Scher- und Schichtströmungen mit gegensätzlichen Richtungen oder 
Rezirkulationszonen ist die Tiefenintegration naturgemäß keine repräsentative Modellierung. 
3.4.2 Resultierende Modellierungs- und Simulationsstrategie 
Aus Kap. 3.4.1 wird deutlich, dass die bei einem Deichversagen vorherrschenden Strömungs-
bedingungen die Flachwasserannahmen an einigen Stellen verletzen. Es stellt sich daher die 
Frage, ob dies – wie bei anderen Strömungssituationen auch – aufgrund hinreichend genauer 
Ergebnisse akzeptiert werden kann oder ob es zu nicht tolerierbaren Abweichungen kommt. 
Ziel der Nahfeldbetrachtung ist es, die hier herrschende hohe Dynamik und die komplexen 
Strömungsprozesse der deichbruchinduzierten Strömung zu erfassen. Dabei gilt es, den Ein-
fluss des vertikalen Impulses zu quantifizieren und die hervorgerufenen Fehler durch seine 
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Vernachlässigung in den numerischen Berechnungen herauszustellen. Zudem ist die Frage zu 
klären, ob eine Entfernung zur Bruchstelle festgelegt werden kann, ab welcher der Vertikal-
impuls in der Numerik nicht mehr berücksichtigt werden muss und die Vereinfachungen im 
mathematischen Modell keine Auswirkung mehr haben. Eine Abgrenzung dieses Einflussbe-
reiches vom Fernfeld ist beispielsweise für gekoppelte Modellierungsstrategien und die Fest-
legung der dafür erforderlichen Schnittstellen interessant. Gleichzeitig soll der Einfluss des 
anhaltenden Potentialunterschiedes im Nahbereich auf den Breschendurchfluss bestimmt wer-
den, da bei dessen falscher Berechnung der Wasserspiegelanstieg und die Ausdehnung der 
überfluteten Flächen im Hinterland falsch prognostiziert werden (Kap. 3.3.3). 
Prozessanalytischer Lösungsansatz und Vorgehensweise 
Der hybride Ansatz (Kap. 1.3.4) ermöglicht durch den direkten Vergleich von Simulations- 
mit Messergebnissen eine Quantifizierung der Abweichungen der eingesetzten numerischen 
Methoden. Vorteilhaft werden die einzelnen genannten Modellierungsaspekte und potentiel-
len Schwachstellen einzeln und modular überprüft. Bei der Schwachstellenanalyse wird der 
Fokus auf die Vereinfachungen in der mathematischen Abbildung mittels der Flachwasserap-
proximation gelegt (Annahme einer hydrostatischen Druckverteilung, Verteilung der horizon-
talen Geschwindigkeiten über die Tiefe, Berücksichtigung von Rauheit und Turbulenz). Eine 
Identifikation der Annahmen mit den größten Auswirkungen für den Deichbruchfall ist aus-
drücklich erwünscht. Darüber hinaus ergeben sich aufgrund der besonderen Gegebenheiten 
des deichbruchinduzierten Strömungstyps spezielle Anforderungen für dessen numerische 
Behandlung (Kap. 5.6). Unter Variation der geometrischen und hydraulischen Randbedin-
gungen sowie der numerischen Parameter werden die 3D-Konfigurationen des Modellver-
suchs sowohl mit Hilfe von zwei unterschiedlichen 2D-Methoden als auch mit einem 3D-
Modelli berechnet, das nicht den Flachwasserannahmen unterliegt. 
Durch eine vergleichende Gegenüberstellung der Resultate aus beiden FWG-Modellen kann 
die Schließungsproblematik detailliert untersucht werden, wenn Turbulenz- und Dispersions-
modelle modular und räumlich verteilt angesetzt werden können. Es ist wichtig, zunächst die 
Sensitivität und den Einfluss der turbulenten Parameter sowie der BOUSSINESQ-Koeffizienten 
zu ermitteln. Der Einsatz von zwei komplett verschiedenen FWG-Tools erlaubt zudem eine 
Konzentration auf die mathematische Modellierung. Die spezifischen Einflüsse der verwen-
deten numerischen Verfahren können gesicherter ausgeschlossen werden, wenn sie jeweils in 
ihren Einsatzbereichen validiert sind und für den deichbruchinduzierten Strömungstyp Resul-
tate mit guter Übereinstimmung untereinander berechnen. Außerdem kann der Fehler der nu-
merischen Lösung weitgehend vom Fehler des mathematischen Modells entkoppelt werden, 
wenn sich die eingesetzten verifizierten Methoden in ihren bisherigen Anwendungen durch 
geringe numerische Diffusion ausgezeichnet und bewährt haben (Kap. 5.5.4, 5.5.5). 
                                                 
i Diese Vorgehensweise deckt sich mit dem Hinweis eines Gutachters zu dem DFG-Forschungsvorhaben KO 1573/15-2 
(ROGER ET AL., 2008): „Um wirklich eine umfassende Analyse durchführen zu können, wäre aus meiner Sicht ein Vergleich 
zwischen den zu gewinnenden experimentellen 3D-Ergebnissen und den numerischen Simulationen sowohl basierend auf 
der Flachwassergleichung als auch aus einer kompletten 3D-Simulation notwendig.“ 
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Der Vergleich der experimentellen 3D-Ergebnisse mit den numerischen Simulationsergebnis-
sen sowohl basierend auf den FWG als auch auf einer kompletten 3D-Berechnung auf Grund-
lage der RG stellt schließlich heraus, inwieweit durch eine Berücksichtigung nicht-
hydrostatischer Verhältnisse (vertikale Geschwindigkeiten und Beschleunigungen) etwaige 
Abweichungen zu den gemessenen Werten verringert werden können. Außerdem kann an-
hand der 3D-Strömungsfeldgrößen in den kritischen Regionen abgeschätzt werden, welche 
Konsequenzen durch eine Tiefenintegration und die resultierende Repräsentation und Erfas-
sung der Verhältnisse mit wenigen gemittelten Einzelwerten entstehen.  
In dem hybriden Untersuchungskonzept sind folgende Modellierungsschritte vorgesehen: 
Experimentelle Arbeitspakete und Meilensteine (Kap. 4): 
 Versuchstechnische Abbildung der deichbruchspezifischen Verhältnisse mit kontinuierli-
chem Durchfluss im Gerinne für den stationären Endzustand.  
 Durchführung von neuartigen Modellversuchen unter Variation der geometrischen und 
hydromechanischen Randbedingungen an diesem experimentellen Versuchsstand. 
 Flächendeckende Erfassung der Wasserspiegellagen im stationären Zustand, besonders im 
Nahbereich der Breschenöffnung als notwendige Ergänzung der Datengrundlage. 
 Erstmalig eine Erfassung von detaillierten Profilen der Horizontalgeschwindigkeiten über 
die Fließtiefe im Wellenkörper. 
 Bilanzierung des experimentellen Breschendurchflusses und der Abflussaufteilung. 
Numerische Arbeitspakete und Meilensteine (Kap. 5 und Kap. 6): 
 Erstellung qualitativ hochwertiger hydronumerischer Modelle (2D- und 3D-Fall). 
 Variantenstudium und Sensitivitätsanalyse bezogen auf die numerische Parametrisierung 
und die Gitterqualität mit dem Flachwassermodell DGFlow. 
 Numerische Simulation aller experimentellen Konfigurationen im Labormaßstab mit den 
zwei unterschiedlichen universitären Flachwassermodellen DGFlow und WOLF 2D. 
 Berechnung ausgewählter Szenarien mit WOLF 2D mit selektiver Berücksichtigung von 
Turbulenzmodellen, Einfluss der Wandrauheit und BOUSSINESQ-Koeffizienten. 
 Vollständige 3D-Simulation der durchgeführten Modellversuche mit dem kommerziellen 
Programm STAR-CD. 
 Untersuchung einer 2D-Parametrisierung (z. B. Druck- und BOUSSINESQ-Koeffizienten) in 
WOLF 2D aus den berechneten 3D-Resultaten (STAR-CD). 
Auswertung (Kap. 7): 
 Vergleichende Gegenüberstellung, Analyse, Bewertung und Interpretation der gewonnen 
Messdaten und der unterschiedlich berechneten Simulationsergebnissen. 
 Zielgrößen sind Breschendurchflüsse, Wasserspiegellagen, Geschwindigkeiten und davon 
abgeleitete Größen. 
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4 Experimentelle Modellierung deichbruchinduzierter Strömungen 
Aufbauend auf der Charakterisierung und der Klassifizierung des Deichbruchproblems wur-
den im vorherigen Kapitel die in der Literatur beschriebenen Ansätze zur Modellierung 
deichbruchinduzierter und artverwandter Strömungen dargestellt. In Verbindung mit den 
Abgrenzungen und Zielvorgaben der eigenen Untersuchungen wurde aus diesen Erkenntnis-
sen ein hybrides Modellkonzept abgeleitet, mit dem eine verbesserte Qualität der Abbildung 
des deichbruchinduzierten Strömungstyps erreicht werden soll. Dieses Kapitel widmet sich 
dem experimentellen Teil des hybriden Modellierungsansatzes: Nach einer Darstellung der 
grundsätzlichen Konzeption, der konstruktiven Ausbildung der Versuchsanlage und der Ziel-
setzung der Modellversuche wird die Wahl der untersuchten Randbedingungskonfigurationen 
für die durchgeführten Modellversuche begründet. Anschließend werden die verwendeten 
Geräte und messtechnischen Methoden detailliert beschrieben. Der Breschendurchfluss wird 
im Rahmen der experimentellen Arbeiten mittelbar anhand des Abflusses über das Auslauf-
wehr bestimmt. Neben den Durchflussmessungen werden die Wasserspiegellagen- und Fließ-
geschwindigkeitsmessungen erläutert. Letztere sind innerhalb einer Deichbruchwelle bis dato 
nie direkt aufgemessen worden. Einer Darstellung des Untersuchungsprogramms folgt eine 
Betrachtung der Übertragungsgrenzen bezogen auf das Strömungsregime in den Modellver-
suchen bevor die Auswertung und Analyse der Messwerte dieses Kapitel abschließen. 
4.1 Konzeption strömungsphysikalischer Modellversuche 
4.1.1 Versuchstechnischer Aufbau 
Zur experimentellen Untersuchung einer deichbruchinduzierten Strömung im Nahfeld einer 
Bresche wurden strömungsphysikalische Modellversuche so konzipiert, dass die speziellen 
Randbedingungen dieses Strömungstyps (Kap. 3.1.2) berücksichtigt werden können 
(BRIECHLE, 2007). Die Versuchseinrichtung besteht aus einem gemauerten und verputzten 
Kanal (Länge ca. 8,0 m, Breite 1,0 m) mit konstant rechteckigem Querschnitt ohne Sohlnei-
gung, der über eine pneumatisch betriebene Klappe seitlich an eine stahlrahmengelagerte, 
horizontale Glasfläche (Länge 4,0 m, Breite 3,5 m) angeschlossen ist (Abb. 4.1).  
Mit diesem Modellaufbau kann ein Versagen von Schutzeinrichtungen im Hochwasserfall 
kleinmaßstäblich abstrahiert und idealisiert (Kap. 3.3.2) abgebildet werden: Der Kanal reprä-
sentiert einen Hochwasser führenden Fluss, der seitlich von Schutzstrukturen flankiert wird. 
Die gläserne Ausbreitungsfläche stellt bei geschlossener Klappe das geschützte Hinterland da, 
welches im Versagensfall (Klappenöffnung) schlagartig überströmt wird. Der gesamte Öff-
nungsvorgang benötigt weniger als 0,3 Sekunden, was einem totalen unvermittelten Versagen 
entspricht. Im Gegensatz zu Versuchsrinnen, die eine flächige Flutwellenausbreitung verhin-
dern, kann im Aachener Modell eine unbehinderte dreidimensionale Flutwellenausbreitung 
modelliert werden, da die Ablauffläche an drei Seiten nicht begrenzt wird und das Wasser an 
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diesen Rändern reflexionsfrei überfallen kann. Die ebene Glaskonstruktion ermöglicht außer-
dem Messungen von unterhalb der Platte und minimiert dabei gleichzeitig die Einflüsse, die 
durch die Sohlrauheit und das Sohlgefälle bedingt werden. 
 
 
Abb. 4.1: Versuchsaufbau des Deichbruchmodells 
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4.1.2 Apparative Ausstattung für den Modellbetrieb 
Das Modell ist an den Wasserkreislauf der Versuchshalle am Institut für Wasserbau und Was-
serwirtschaft (IWW) der RWTH Aachen angeschlossen. Dieser besteht aus einem Tiefbehäl-
ter mit einem Volumen von 115 m³, zwei unabhängigen Pumpensystemen mit je 200 l/s För-
derleistung, einem Hochbehälter mit einem Fassungsvermögen von 13,4 m³ und einer Ring-
leitung DN 400 (Abb. 4.2, 4.3). Über einen ferngesteuerten elektrischen Schieber wird der 
Zulauf in den Kanal aus dem Hochbehälter geregelt. Die Pumpenanlagen sind mit einer auto-
matischen Wasserstandsregelung ausgestattet. Die Steuerung entsprechend des Füllstandes 
des Hochbehälters mit einem breiten Überlauf gewährleistet eine weitgehend konstante 
Druckhöhe und damit geringe Durchflussschwankungen bei identischen Schieberstellungen.  
 
Abb. 4.2: Regelung und Wasserversorgung für die Modellversuche 
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Zur Gewährleistung eines gleichmäßigen Modellzuflusses sind im Einlaufbereich diverse 
Stör- und Richtkörper zur Energieumwandlung, Ausrichtung und Vergleichmäßigung der 
Strömung eingebaut (Rohrpaket, Schwimmkörper aus Styrodur, Leitblech). Die Passage die-
ser konstruktiven Einbauten beruhigt die Wasseroberfläche, vernichtet letzte Verwirbelungen 
und sorgt für eine ungestörte, gleichmäßige Anströmung vor dem Eintritt in das eigentliche 
Modell. Am Auslauf des Kanals befindet sich außerdem ein kalibriertes Wehr, mit dem der 
Initialwasserspiegel im Gerinne geregelt werden kann (Kap. 4.1.4). 
 
Abb. 4.3: Modellversuch im Wasserkreislauf der Versuchshalle am IWW 
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4.1.3 Zielsetzung, Durchführung und Abgrenzung der Modellversuche 
BRIECHLE (2007) und BRIECHLE ET AL. (2004) haben an diesem Versuchsstand bereits um-
fangreiche experimentelle Untersuchungen zur Flutwellenausbreitung vorgenommen. Ihr Fo-
kus lag dabei auf der Dynamik der propagierenden Wellenfront innerhalb der instationären 
Anfangsphase in den ersten Sekunden nach Klappenöffnung. Zur Beschreibung des Ausbrei-
tungsverhaltens wurden die Wellenankunftszeiten (Ganglinien) per Ultraschallsensoren auf-
genommen und die Form der Wellenfront (Konturlinien) durch digitale Bildverarbeitung be-
stimmt. Die Durchführung der Modellversuche zur Initialphase einer Deichbruchströmung 
und zur Flutwellenausbreitung stellte sich wie folgt dar: Nach Inbetriebnahme des Versuchs-
standes wurden die Rand- und Anfangsbedingungen der aktuell untersuchten Konfiguration 
bei geschlossener Klappe eingestellt und alle 8 verfügbaren Ultraschallsensoren an den Mess-
punkten positioniert. Dann wurde die Bresche abrupt frei gegeben, die Flutwelle ausgelöst 
und die Messdaten aufgezeichnet. Danach wurde die Klappe so lange geschlossen, dass sich 
die Anfangsbedingungen wieder einstellen konnten. Für eine flächendeckende Fließtiefen-
messung musste für jede Randbedingungskonfiguration die Klappe folglich viele Male zeit-
lich synchronisiert geöffnet werden. Nach jeder Einzelmessung wurde die Messtechnik an der 
nächsten Messposition neu eingerichtet. Je nach Untersuchungsziel musste der auf der Aus-
breitungsfläche verbleibende dünne Wasserfilm mit einem Gummiabzieher entfernt und die 
Glasfläche abgetrocknet werden. Für eine detaillierte Beschreibung des Klappenöffnungsme-
chanismus, modellbautechnische Ausführungsdetails, die fotobasierte Auswertung und die 
Auswirkung einer nassen Ausbreitungsfläche sei nochmals auf BRIECHLE (2007) verwiesen. 
Im Rahmen dieser Arbeit wird die zuvor beschriebene Datengrundlage um den stationären 
Endzustand erweitert. Der Modellaufbau ermöglicht die zielgerichtete Durchführung von 
langfristigen Deichbruchversuchen, da nicht einfach nur ein Tank leerläuft. Vielmehr lassen 
sich durch die konstante Kanalzuströmung naturnahe Bedingungen modellieren (Kap. 3.1.2, 
3.2.2). Unter Variation der Randbedingungen werden außer den Fließtiefen auf der gesamten 
Ausbreitungsfläche auch die Wasserstände im Kanal umfassend vermessen, um dort die sich 
ausbildenden Wechselsprünge oder Absenkungstrichter im Breschennahfeld erfassen zu kön-
nen. Da es sich um stationäre Randbedingungen handelt, kann die Klappe im geöffneten Zu-
stand bei vollständig geschlossenem Wasserkreislauf fixiert werden. Im Gegensatz zu den 
Betrachtungen der Flutwellenausbreitung bei BRIECHLE (2007) wird der Messbereich so nicht 
durch den Schwenkbereich der Klappe limitiert, so dass auch direkt an der Bresche während 
des Modellbetriebes Ultraschallsonden installiert werden können, um den Wellenkörper zu 
erfassen. Die gewonnen Messdaten sollen einerseits der Validierung und ggf. Kalibrierung 
numerischer Berechnungsverfahren und gleichzeitig der Einschätzung der physikalischen 
Gültigkeit der Flachwassermodelle dienen. Für weitere detaillierte Analysen, vor allem im 
Hinblick auf dreidimensionale numerische Strömungssimulationen werden erstmalig die Pro-
file der Horizontalgeschwindigkeiten über die Wassertiefe in der Deichbruchwelle nahe der 
Bresche aufgezeichnet. Die Aufteilung des permanenten Zuflusses des Fließgewässers in den 
seitlichen Breschendurchfluss und unterwasserseitigen Gerinneabfluss bestimmt maßgeblich 
das Ausmaß einer deichbruchinduzierten Überflutung, so dass der korrekten Ermittlung des 
experimentellen Abflusses ebenfalls besondere Bedeutung zukommt. 
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4.1.4 Randbedingungskonfigurationen 
Der Anfangswasserspiegel im Kanal hinit (0,3 – 0,5 m), der Volumenstrom am Modelleinlauf 
Qin (0,1 – 0,3 m³/s) und die Klappen- bzw. Breschenbreite bbr (0,3 – 0,7 m) werden mit der 
Versuchseinrichtung systematisch variiert (Abb. 4.4). Mit den beschriebenen Pumpleistungen 
und Abflusskapazitäten der peripheren Anlagen (Kap. 4.1.2) können die experimentellen Zu-
laufrandbedingungen entsprechend gesteuert werden. Die Konstruktion des Klappenöff-
nungsmechanismus erlaubt außerdem den Austausch und Einbau unterschiedlicher Klappen-
breiten, um neben den beiden hydromechanischen auch diese geometrische Randbedingung 
variieren zu können. 
 
Abb. 4.4: Randbedingungskombinationen 
Eine höhenverstellbare Wehrkonstruktion (Abb. 4.5) am Ende des Kanals ermöglicht die Ein-
stellung ausgewählter Unterwasserstände. Der Überfallstrahl über den scharfkantigen Wehr-
rücken ist belüftet und der vollkommene Überfall garantiert eine hydraulische Entkopplung, 
so dass das Strömungsgeschehen im eigentlichen Untersuchungsgebiet auch bei unterkriti-
schen Verhältnissen nicht vom Modellauslauf in den Tiefbehälter beeinflusst werden kann.  
 
Abb. 4.5: Verstellbares Auslaufwehr 
Die Höhenverstellung am Auslaufwehr erfolgt anhand einer lokalen Wehrskala nach 
BRIECHLE (2007). Jeder Durchflussmenge ist für jede Initialwassertiefe bei geschlossener 
Klappe eine definierte Wehrkronenhöhe hw zugeordnet. Die Wehreinstellungen und korres-
pondierenden Anfangswasserspiegel wurden im Rahmen dieser Arbeit überprüft. Es zeigte 
sich eine sehr gute Übereinstimmung mit den angestrebten Sollwerten von 30, 40 bzw. 50 cm, 
wodurch die Reproduzierbarkeit der Randbedingungen durch den Versuchsstand unterstri-
chen wird. Anschließend werden die entsprechenden absoluten Höhen der Überfallkante in 
Relation zur Sohle des Kanals per Nivellement mehrmals bestimmt (Tab. 4.1, rechts). Zur 
Erhöhung der Ablesegenauigkeit wird dabei von zwei Punkten aus, durch je zwei unabhängi-
ge Beobachtungen gearbeitet. 
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Aufgrund der sich einstellenden Strömungsbedingungen und Fließzustände im Modell werden 
nicht alle möglichen Randbedingungskombinationen untersucht. Die ausgewählten Konfigu-
rationen und die entsprechenden Wehrhöhen hw können Tab. 4.1 entnommen werden. Da-
durch können folgende Effekte vermieden oder reduziert werden: 
 Die hohen Durchflüsse (300 l/s) im Modellgerinne führen in Verbindung mit geringen Ini-
tialwassertiefen von 30 cm (und damit geringen Wehrhöhen am Ende des Kanals) zu unru-
higen Strömungsverhältnissen mit hohen Fließgeschwindigkeiten und Wasserspiegel-
schwankungen bereits vor dem Zeitpunkt der Klappenöffnung. Nach Auslösung der Flut-
welle bildet sich im Kanal ein stark ausgeprägter Wechselsprung aus. 
 Umgekehrt führen die großen Wehrhöhen zur Einstellung der Anfangswasserspiegel von 
40 bzw. 50 cm bei kleinen Durchflüssen (100 l/s) dazu, dass nach Klappenöffnung prak-
tisch kein Wehrüberfall am Kanalende zu beobachten ist, sondern der Kanal komplett 
durch die Bresche entleert wird. 
 Bei allen Modellläufen ist nach Initiierung der Flutwelle eine seitliche Einschnürung der 
Strömung an den Rändern der Bresche zu beobachten. Der Einfluss dieses Effektes auf die 
experimentelle Strömung ist bei geringen Klappenbreiten von 30 cm stärker ausgeprägt als 
bei den größeren Breschenweiten. 
 Ein weiterer Effekt, der sich nur durch größere Modellmaße reduzieren lässt, sind die late-
ralen und longitudinalen Reflexionen im Modellbetrieb. Im Kanal bildet sich nach Öffnung 
der Klappe ein Absenkungstrichter aus. Sofort nach Freigabe des Breschenquerschnittes 
entstehen im Kanal Sunkwellen sowohl quer als auch längs und entgegen der Strömungs-
richtung. Diese werden an der Seitenwand, am Auslaufwehr und am Modelleinlauf reflek-
tiert und beeinflussen das Strömungsgeschehen an der Bresche, wenn sie diese wieder er-
reichen. In den Messungen können entsprechende Phänomene identifiziert werden 
(BRIECHLE, 2007). Diese Beeinflussung kann nicht durch geschickt gewählte Randbedin-
gungskonfigurationen verhindert werden. Bei Betrachtung des stationären Zustandes sind 
die Reflektionen bereits abgeklungen. Ebenso haben die Oszillationen im Wasserspiegel 
für die dynamische Phase keine Bedeutung, da der Ablauf der Flutwelle über die Glasflä-
che schneller ist als die Reflexionsdauer der Sunkwellen. 
Tab. 4.1: Vermessene Randbedingungskonfigurationen (links) und entsprechende Wehrhöhen hw (rechts) 
bbr [cm] 50, 70 50, 70 
hinit [cm]  Qin [l/s] 100 200 300 100 200 300 
30  X X -1 0,175 0,113 0,077 
40  -2 X X 0,272 0,202 0,152 
50  -2 X X 0,372 0,297 0,241 
1: ausgeprägte Fließwechsel, 2: kein Wehrüberfall 
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4.2 Messsysteme und Messwerterfassung 
4.2.1 Auswahl hochgenauer Messtechnik 
Die besonderen Bedingungen des deichbruchinduzierten Strömungstyps machen Modellver-
suche auch in der stationären Phase extrem aufwendig und stellen dabei gleichzeitig hohe 
messtechnische Anforderungen: 
 Der angestrebte Vergleich mit numerischen Ergebnissen setzt eine hohe Genauigkeit der 
Messverfahren im Submillimeterbereich voraus. Trotzdem muss das Messverfahren bei 
Lufteintrag, hohen Fließgeschwindigkeiten, Fließwechseln, Turbulenz, teilweise sehr ge-
ringen Wassertiefen und komplexen Wasseroberflächenstrukturen inklusive steiler Gra-
dienten ohne Irritationen zuverlässig und funktionstüchtig sein. 
 Bedingt durch die große Messdichte bei gleichzeitig hoher Abtastrate ist die anfallende 
Datenmenge enorm. Die räumliche Datendichte ergibt sich aus dem Anspruch, die dreidi-
mensionale Strömung einerseits flächendeckend detailliert zu erfassen und andererseits 
auch vereinzelt die Heterogenität über die Fließtiefe mit aufzunehmen. Messungen in ho-
her zeitlicher Auflösung erlauben zudem die kontinuierliche Aufnahme und Auswertung 
längerer Messreihen und somit statistisch sicherere Mittelwerte. 
 Die Beeinflussung der Strömungsverhältnisse muss äußerst gering sein. Die komplett drei-
dimensionale Konzeption der Modellversuche erschwert zudem im Gegensatz zu Labor-
rinnen die messtechnische Zugänglichkeit. 
 Aus den beiden letzten Punkten ergibt sich zusätzlich die Notwendigkeit einer weitgehend 
automatisierten Abtastung und Datenerfassung mit daran anschließender gründlicher sowie 
effizienter Datenanalyse und Aufbereitung. 
Alle eindringenden Messverfahren wie z. B. kapazitive Pegel, Mini- bzw. Mikroflügel, 
Acoustic DOPPLER Velocimeter (ADV), PITOT-Rohre, VENTURI-Düsen und PRANDTL-
Sonden sind für die Deichbruchmodellversuche damit a priori ausgeschlossen, da diese die 
ursprüngliche Strömung durch Eintauchen signifikant beeinflussen, umlenken oder stören. 
Phänomene wie Lufteintrag und Staudruck machen den Einsatz von Drucksensoren problema-
tisch. Videobasierte Verfahren und digitale Bildverarbeitung (DBV) sind zur Detektierung 
einer sich ausbreitenden Wellenfront (BRIECHLE, 2007) oder im Falle von Versuchsrinnen 
(LIEM, 2003) sinnvoll. Im Rahmen einer Diplomarbeit wurden sie außerdem für die Particle 
Tracking Velocimetry (PTV) zur Ermittlung der Oberflächengeschwindigkeiten getestet (VAN 
WICKEREN, 2005). Im Vergleich zur Laser DOPPLER Velocimetry (LDV) wurde die PTV ver-
worfen, da die oberflächennahen Messwerte der LDV denen der PTV gut entsprechen und 
mittels LDV zusätzlich Messungen über die Fließtiefe innerhalb des Flutwellenkörpers durch-
geführt werden können. Eine angemessene Messfrequenz bei rückwirkungsfreier Methode 
wird hinsichtlich der Durchflüsse und der Wasserspiegellagen auf Ultraschallbasis erreicht. 
Ergänzt werden die optischen und akustischen Messverfahren durch Fotoaufnahmen des 
deichbruchinduzierten Strömungsregimes. Die letztlich ausgewählten hochfrequenten, berüh-
rungslosen Messsysteme und ihre Konfiguration im Modellbetrieb sowie die Bewältigung des 
komplexen Datenumfangs werden in den folgenden Unterkapiteln detailliert beschrieben. 
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4.2.2 Durchflussmessungen 
Messprinzip und Messtechnik 
Während der Modellversuche wird der Durchfluss an zwei Orten gemessen. Am Einlauf wird 
der Zufluss mit dem Elektroschieber geregelt und per Ultraschall kontrolliert. Dazu wird das 
Gerät DigitalFlow DF868 der Firma Panametrics (rshydro) verwendet (Abb. 
4.6), dessen Kenndaten und technische Spezifikationen in Tab. 4.2 zusammengestellt sind. 
 
Abb. 4.6: Komponenten zur Durchflussmessung 
Das DF868 misst den Druckabfluss in der Zulaufleitung (DN 400) von außerhalb des Rohres 
mit aufgespannten Ultraschallmessköpfen (clamp-on flow transducers), welche jeweils ein 
definiertes Ultraschallsignal aussenden und empfangen. Die Differenz zwischen den Laufzei-
ten mit bzw. entgegen der Strömungsrichtung ist proportional zu der Fluidgeschwindigkeit 
(Abb. 4.7). Bei bekannten Fluid- und Rohrparametern kann der Volumenstrom mittels der 
gemessenen Laufzeitdifferenz bestimmt werden. 
 
Abb. 4.7: Messprinzip der Ultraschall-Laufzeitdifferenz, modifiziert nach www.gesensing.com 
Tab. 4.2: Kenndaten und technische Spezifikationen der Durchflussmesstechnik 
Kriterium Genereller Einsatzbereich Bedingungen am Modellversuch 
Fluidtyp Disperse Zweiphasengemische Wasser 
Rohrdurchmesser 0,013 m – 7,6 m 0,407 m 
Wandstärke bis 76, 2 mm 9,6 mm 
Rohrmaterial alle Metalle, viele Kunststoffe Stahl 
Messgenauigkeit 0,5 – 2,0 % ca. 1,0 % 
Reproduzierbarkeit 0,1 – 0,3 % ca. 0,2 % 
Arbeitsbereich 0,3 – 12,2 m/s 0,8 – 2,4 m/s 
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Konfiguration und Inbetriebnahme der Messgeräte 
Die Transducer sind an einem geraden Rohrabschnitt unter Einhaltung der ober- und unter-
wasserseitigen Mindestabstände (zehn- bzw. fünfmal Rohrdurchmesser) aufgeklemmt. Die 
Wanddicke des Rohres an der Messstrecke wurde im Vorfeld mit dem Ultraschallschichtdi-
ckenmessgerät 26MG von Panametrics (Abb. 4.6) ermittelt und neben den anderen Para-
metern einprogrammiert. Inkrustationen an der Rohrinnenseite stellen in diesem Zusammen-
hang eine leichte Restunsicherheit dar. Da für alle Modellläufe die Durchflüsse gleich einge-
stellt wurden, war das hohe Maß der Reproduzierbarkeit ein entscheidendes Auswahlkriteri-
um dieser Messtechnik. 
Datenerfassung 
Auf eine kontinuierliche Erfassung der Messwerte am Zulauf über die Dauer des jeweiligen 
Modellversuches wurde verzichtet. Vielmehr wurde zu Beginn der Messungen ein fester Wert 
eingestellt und während des Modellbetriebes am LCD (Liquid Crystal Display) des Datenlog-
gers regelmäßig kontrolliert. Der Abfluss über das scharfkantige Wehr am Kanalende vor 
dem Modellauslauf kann mittels der POLENI-Formel berechnet werden. 
  3 23 2ü ü w
= 1.0m
2 2Q b 2g h 2g h h
3 3
        (4.1) 
Da die Wehrkrone über die gesamte Gerinnebreite verläuft, ist die Überfallbreite gleich der 
Kanalbreite von 1,0 m. Die Überfallhöhe hü wird aus der Differenz des Wasserspiegels im 
Gerinne und der Wehrhöhe hw aus Tab. 4.1 gebildet. BRIECHLE (2007) ermittelt den Über-
fallbeiwert  durch eine bestmögliche Anpassung an alle untersuchten Initialzustände und den 
jeweiligen Verhältnissen hü/hw. 
 ü w0,657 0,084 h h     (4.2) 
In Erweiterung dieses Ansatzes wird im Rahmen dieser Arbeit der Kanal bei geschlossener 
Klappe für jede Wehreinstellung der untersuchten Konfiguration (Tab. 4.1) mit einer Band-
breite bekannter Durchflüsse beschickt. Die korrespondierenden Wasserspiegellagen im Ka-
nal werden aufgemessen und die entsprechenden Überfallbeiwerte  nach Gl. 4.1 daraus be-
rechnet. Der Vorteil dieser Methode liegt darin, dass die Abflusscharakteristika einer jeden 
Wehrstellung für mehrere Überfallhöhen erfasst werden. Der Wasserspiegel in den Modell-
versuchen durchläuft ein Intervall vom maximalen Anfangswasserstand bis hin zum stationä-
ren Endzustand, so dass die Überfallhöhe abnimmt. Diese Dynamik kann nun in der Bestim-
mung der Wehrabflüsse berücksichtigt werden. Außerdem werden den jeweiligen Überfall-
verhältnissen, wie z.B. Einschnürung, Belüftung oder Anlegen des Überfallstrahles für unter-
schiedliche Abflüsse, Rechnung getragen. 
Die Ergebnisse lassen sich jeweils durch eine ganzrationale Funktion dritten Grades (hü) mit 
dem Bestimmtheitsmaß R2 approximieren (s. Gl. 4.3 und Tab. 4.3). Folglich ergibt sich für 
jede Wehrkonfiguration ein Polynom dritten Grades der Form: 
  3 2ü ü ü üh ah bh ch d       (4.3) 
Experimentelle Modellierung deichbruchinduzierter Strömungen  73 
Tab. 4.3: Parameter des Polynoms 3. Grades 
Konfig hw a b c d R2 Gültigkeitsbereich [l/s] 
Q300_h50 0,241 -7,2908 4,5607 -0,5538 0,7517 0,996 50 <= Q <= 300 
Q300_h40 0,152 -10,837 6,0094 -0,359 0,738 0,999 50 <= Q <= 300 
Q200_h50 0,297 -62,625 26,608 -3,5081 0,8873 0,986 30 <= Q <= 200 
Q200_h40 0,202 -65,615 29,011 -3,6651 0,877 0,993 30 <= Q <= 200 
Q200_h30 0,113 -141,08 56,671 -6,3698 0,9879 1,000 30 <= Q <= 200 
Q100_h30 0,175 0 19,559 -3,6064 0,9053 1,000 30 <= Q <= 100 
Der Abfluss über das Auslaufwehr am Kanalende wird mittelbar über Wasserstandsmessun-
gen bestimmt. An scharfkantigen Rechteckwehren mit gerader Überfallkante ohne Seitenkon-
traktion ist die Strahlform genau bekannt, da sich der Wasserstrahl einwandfrei ablöst und auf 
seiner Unterseite gut belüftet ist (BOLLRICH, 2000). In 1,44 m Entfernung zum Wehr wird in 
Kanalmitte der Wasserspiegel am Punkt (3,0; -0,5) mit einer Ultraschallsonde (Kap. 4.2.3) 
aufgenommen. Dieser Abstand garantiert gemäß Normung des Schweizerischen Ingenieur- 
und Architektenverbands (SIA) eine gleichmäßige, ruhige und luftfreie Anströmung des 
Messwehres (SIA, 1924). Für Laborbedingungen betont MONTES (1998) die Genauigkeit und 
Zuverlässigkeit der Durchflussermittlung mit Messwehren und kalibrierten Überfallformeln. 
Unter Berücksichtigung von Gl. 4.1 und 4.3 sowie Tab. 4.3 wird der Abfluss berechnet. Der 
stationäre Breschendurchfluss QBr wird nicht direkt gemessen, sondern ergibt sich aus der 
Differenz von Zufluss am Modelleinlauf Qin und dem Abfluss QUW über das Auslaufwehr. 
4.2.3 Wasserspiegellagenmessungen 
Messprinzip und Messtechnik 
Die Wasserspiegellagen wurden über Ultraschallsensoren (USS) des Typs mic+35/IU/TC 
der Firma microsonic GmbH erfasst (Abb. 4.8). Die Kenndaten und technischen Spezifi-
kationen der verwendeten USS finden sich in Tab. 4.4.  
 
Abb. 4.8: Ultraschallsensoren in der Versuchshalle am IWW 
Der USS sendet einen kurzen, zyklischen, hochfrequenten Schallimpuls aus, der sich mit 
Schallgeschwindigkeit in der Luft fortpflanzt. Trifft er im Erfassungsbereich (Abb. 4.9) auf 
ein Objekt (hier: Wasseroberfläche), wird er dort reflektiert und gelangt als Echo zurück zum 
Sender/Empfänger (Impuls-Echo-Verfahren). Aus der Zeitspanne zwischen dem Aussenden 
des Schallimpulses und dem Empfang des Echosignals kann die Entfernung zum Objekt be-
rechnet werden. 
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Abb. 4.9: Impuls-Echo-Verfahren, Begriffsdefinitionen und Schallkeule, modifiziert nach www.microsonic.de 
Tab. 4.4: Kenndaten und technische Spezifikationen der Pegelmesstechnik 
Kriterium Herstellerangaben 
Blindzone / Betriebstastweite / Grenztastweite 0 bis 60 mm / 350 mm / 600 mm 
Schallkeule, Erfassungsbereich s. Abb. 4.9 rechts 
Auflösung, Abtastrate 0,18 mm 
Wiederholgenauigkeit 0,15 % 
Analogausgang 0 – 10 V 
Messfrequenz / Ultraschallfrequenz ca. 25 Hz / ca. 400 kHz 
Konfiguration und Inbetriebnahme der Messgeräte 
Bis zu 8 USS gleichzeitig wurden nebeneinander an horizontal verstellbaren Traversen mon-
tiert, so dass die Sonden an beliebiger Stelle positioniert werden konnten. Die Traversen 
(Abb. 4.10) bestanden aus Aluminiumprofilen und Konstruktionselementen der Firma 
isel®. Mit diesem Aufbau konnte die deichbruchinduzierte Strömung flächendeckend de-
tailliert mit einer Abtastrate von 25 Hz vermessen werden. Auf der Ausbreitungsfläche be-
stand das abzufahrende Raster aus Messpunkten mit Abständen von x = y = 0,2 m. Alle 
Koordinaten beziehen sich auf das in Abb. 4.11 dargestellte Rechtssystem mit dem Ursprung 
im Zentrum der Klappe/Bresche. Wie bereits in Kap. 4.1.3 erläutert, ist es bei der stationären 
Betrachtung (kein Aufschwingen der Klappe) möglich, die Erscheinungsform des Wellenkör-
pers direkt an der Bruchstelle aufzunehmen. Aus diesem Grund wurde das Messraster hier 
beidseitig der Bresche auf x = y = 0,1 m verfeinert. Die Wasserstände im restlichen Kanal 
wurden an Querprofilen in 0,5 m Abstand für y = -0,8; -0,5; -0,2 m aufgenommen. 
 
Abb. 4.10: Traversierungssystem zur Detektierung der Wasserspiegellagen im Kanal und auf der Glasplatte 
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Abb. 4.11: Messraster und Koordinatensystem 
Da nach Aktivierung der USS durch Eigenerwärmung eine Drift in den Messwerten festzu-
stellen war, blieben die USS permanent eingeschaltet, um im Betrieb eine konstante Sensor-
temperatur zu gewährleisten. Die Schallgeschwindigkeit bzw. -dämpfung im Erfassungsbe-
reich ist von Temperatur, Drucks und Feuchte der umgebenden Luft abhängig. Dies konnte 
beispielsweise dann beobachtet werden, wenn es bei Öffnung des Hallentores in Wintermona-
ten durch Kaltlufteintritt zum Austausch der Luftmassen über der Glasfläche und unterhalb 
der USS kam. Während dieses Phänomen organisatorisch im Modellbetrieb vermieden wer-
den kann, berücksichtigen regelmäßige Neukalibrierungen vor jedem Messlauf alle Verände-
rungen der Umgebungsbedingungen. 
Datenerfassung und Aufbereitung 
Die gemessenen Schalllaufzeiten werden proportional in Spannungen zwischen 0 und 10 V 
ausgegeben. Über den analogen Ausgang der USS werden die Daten über zwei 4-Kanal-
Controller der Bauart UltraLab ULS 40-D auf einen PC übertragen (Abb. 4.12). Das 
Datenerfassungssystem (DAQ-System) besteht aus einer Messwerterfassungskarte NI USB-
6251 und der Steuerungssoftware LabView 6.0.2 (beides von National Instru-
ments). Entsprechend der Kalibrierungsfunktion werden die analogen Ausgangsspannungen 
durch die Messwerterfassungskarte in Abstände und letztlich Wasserspiegellagen umgewan-
delt. Stichproben der trockenen Sohle an beliebiger Position zwischen einzelnen Modelläufen 
belegen die Herstellerangabe für die hohe Wiederholgenauigkeit (Tab. 4.4). 
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Abb. 4.12: Datenerfassung für die Wasserspiegellagenmessungen 
Eine Kalibrierung der USS ist aufgrund der horizontalen Glasplatte unkompliziert durchführ-
bar. Nach jeder Sondenumstellung (Neumontage auf der Traverse) werden an definierten Po-
sitionen zwei bekannte Referenzhöhen (maßgenaue Aluminiumzylinder) aufgemessen, zwi-
schen denen der lineare Spannungsverlauf eindeutig festgelegt werden kann (Abb. 4.13).  
 
Abb. 4.13: Kalibrierung der USS 
An bis zu acht Messpunkten gleichzeitig wurden innerhalb von 20 Sekunden 500 Einzelwerte 
aufgezeichnet und zur Reduzierung zufälliger Messabweichungen der Mittelwert gebildet. 
Die Aufzeichnung enthielt neben den Spannungen/Wassertiefen weiterhin die Koordinaten, 
die Anzahl der tatsächlich empfangenen Signale sowie die Standardabweichung, Varianz, das 
Maximum und Minimum jeder Messreihe. Nach drei Wiederholungen wurde die Traverse neu 
positioniert. Durch Überlagerung dieser drei zusammen gehörenden Messreihen wurde die 
Wiederholgenauigkeit der Messung nachgewiesen. 
Trotz der sorgfältigen Auswahl der Messtechnik, fallen die Sensoren bei sehr steilen Oberflä-
chengradienten und -krümmungen kurzzeitig aus, da der ausgesendete Schallimpuls seitlich 
abgelenkt wird und die Reflektion den Empfänger außerhalb seines Erfassungsbereiches pas-
siert. Dies führt dazu, dass unrealistische negative Wasserstände (Minimalspannung) ausge-
geben werden oder nur sehr wenige Signale empfangen werden konnten. Aus diesem Grunde 
mussten die Messdaten in einem Post-Processing sortiert, bereinigt und aufbereitet werden. 
Die Ausreißer wurden durch einen Softwarefilter über die grafische Benutzeroberfläche des 
Messprogramms in Form einer unteren Schranke (1 mm unterhalb der Glasfläche) erst identi-
fiziert und anschließend aus der Messreihe entfernt. Im Gerinne und in der Bresche lag der 
Schwellenwert bei 0,1 m. Gleichzeitig musste der interne Hardwarefilter direkt an der LED-
Anzeige (light-emitting diode) der USS ausgeschaltet werden. 
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4.2.4 Geschwindigkeitsmessungen 
Messprinzip und Messtechnik 
Häufig findet sich in der Fachliteratur für die verwendete Laser-DOPPLER-Velocimetry (LDV) 
die aus der Gasdynamik stammende Bezeichnung der Laser-DOPPLER-Anemometry (LDA – 
von anemos [griech.] = Wind). Das eindimensionale LDV-System FlowLite (Abb. 4.14) 
der Firma Dantec Dynamics besteht aus den integrierten Systemkomponenten Laser-
lichtquelle, Sende- und Empfangsoptik, BRAGG-Zelle und Fotodetektor, die über Glasfaser-
Optikkabel miteinander verbunden sind. Der optischen Anordnung wird ein elektronisches 
DAQ-System mit Signalprozessor und entsprechender Analysesoftware nachgeschaltet. 
 
Abb. 4.14: Integrierte laseroptische Einheit FlowLite 
Die LDV ist ein indirektes Messverfahren, das die Geschwindigkeiten von Partikeln in einem 
transparenten Trägerfluid unter Ausnutzung des DOPPLER-Effekts (Abb. 4.15) detektiert. Die-
ser tritt als Frequenzänderung bei Wellen jeder Art auf, wenn sich Sender und Empfänger 
relativ zueinander bewegen und bezeichnet im vorliegenden Fall die gewünschte Frequenz-
verschiebung des Laserlichts, welches durch strömende Partikel reflektiert wirdi. In einer 
Strömung werden Streupartikel als natürliche Schwebstoffe wie Verunreinigungen oder nach 
künstlicher Zugabe (Seeding) transportiert. Dabei wird postuliert, dass von der Teilchenge-
schwindigkeit auf die Strömungsgeschwindigkeit des Trägerfluides geschlossen werden kann.  
 
Abb. 4.15: DOPPLER-Effekt 
                                                 
i Ein praktisches Beispiel ist die akustische Wahrnehmung des MARTIN-Horns eines Krankenwagens (bewegter Erreger) 
durch einen stehenden Beobachter. In dem Augenblick, wenn der Rettungswagen vorbeifährt, nimmt die wahrgenommene 
Tonhöhe ab. Diese Frequenzverschiebung ist ein direktes Maß für die Geschwindigkeit des Fahrzeugs. Bei der LDV trifft der 
ausgesandte Laserstrahl auf ein bewegtes Streuteilchen, wird dort reflektiert und erfährt eine Frequenz- bzw. Wellenlängen-
änderung. Die Differenz zwischen Ausgangsfrequenz und reflektierter Laserfrequenz ist ein Maß für die Geschwindigkeit des 
Partikels. Denn während für ruhende Erreger und Beobachter die Wellenlänge des Lichts von der Lichtgeschwindigkeit und 
der Frequenz abhängt, ist sie bei bewegtem Sender bzw. Empfänger zusätzlich von deren Geschwindigkeit abhängig. 
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Die äußerst geringe, geschwindigkeitsbedingte DOPPLER-Verschiebung wird genau dann 
messbar, wenn die Frequenzen zweier Streulichtsignale überlagert werden. Beim Zweistrahl-
Verfahren werden zwei monochromatische, kohärente Laserstrahlen über Linsen so ausge-
sandt, dass sie im fokalen Schnittvolumen interferieren und ein gleichmäßiges Muster (sog. 
Hell-Dunkel-Gitter) paralleler Streifen aufspannen, deren Abstand df von der optischen An-
ordnung  und der Wellenlänge  des Laserlichts abhängt. Wenn sich ein Streuteilchen durch 
ein so definiertes Interferenzmuster im Messvolumen bewegt, erzeugt es proportional zu den 
lokalen Lichtintensitäten (helle und dunkle Streifen) sinusförmige Schwankungssignale (sog. 
DOPPLER-Bursts). Die Geschwindigkeitskomponente orthogonal zu den Interferenzstreifen 
(damit auch senkrecht zur Winkelhalbierenden der beiden Laserstrahlen) ergibt sich aus dem 
Produkt der DOPPLER-Frequenz fd und des Streifenabstands df. Detaillierte Ausführungen zur 
LDV finden sich in RUCK (1987; 1990), DURST ET AL. (1987), ALBRECHT ET AL. (2003) und 
DURST (2006). 
Beim verwendeten LDV-System (Abb. 4.16, Tab. 4.5) wird der Laserstrahl innerhalb einer 
BRAGG-Zelle durch ein spezielles Prisma in zwei parallele Strahlen aufgeteilt. Dabei wird die 
Frequenz eines der Laserstrahlen um einen festen Betrag so erhöht, dass sich das Interferenz-
gitter konstant bewegt (shifting). Aus der Relativbewegung der Partikel zum Interferenzmus-
ter kann auf die Fließrichtung und somit auf das Vorzeichen der gemessenen Geschwindig-
keitskomponente geschlossen werden. Ein Linsensystem der Sende- und Empfangsoptik fo-
kussiert die beiden Laserstrahlen im Messvolumen und leitet auch das reflektierte Streusignal 
an den Detektor (Fotomultiplikator) weiter, der die Lichtsignale in elektrische Signale um-
wandelt und gleichzeitig verstärkt. Der Fotodetektor, die BRAGG-Zelle und die Laserlicht-
quelle sind in der Flowlite Konsole integriert. Da die Sende- und Empfangsoptik zu einer 
Einheit zusammengefasst sind, arbeitet das System mit Rückwärtsstreuung. 
 
Abb. 4.16: LDV-System Flowlite mit Interferenzstreifenmodell, modifiziert nach www.dantecdynamics.com 
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Tab. 4.5: Kenndaten und technische Spezifikationen des Lasers und der Optik (DANTEC, 1994) 
Kriterium Herstellerangaben 
Wellenlänge 632,8 nm (rot), Klasse IIIb 
Lasertyp 10 mW Helium-Neon 
Optische Brennweite 250 mm 
GAUßscher Strahldurchmesser 1,7 mm 
Strahlabstand 38,4 mm 
Shift-Frequenz 40 MHz 
Konfiguration und Inbetriebnahme der Messgeräte 
Der Raum unterhalb der Glasfläche ist ca. 0,8 m hoch und begehbar (Abb. 4.17), so dass die 
Laseroptik dort installiert werden kann. Allerdings wird der effektive Messbereich durch die 
Stützen und Lagerung der einzelnen 1 m² Glasplatten eingeschränkt. Aufgrund des freien 
Überfalls an drei Kanten der Ausbreitungsfläche ist die Luftfeuchtigkeit vor allen Dingen im 
Dauerbetrieb des Versuchsstandes so hoch, dass die Scheiben von unten her beschlagen. Aus 
diesem Grunde wurde über den Leitungsschacht des Glasfaserkabels eine Frischluftzufuhr 
und an der gegenüberliegenden Seite ein Sauglüfter installiert, so dass dauerhaft optische 
Messungen mit transparenten Scheiben möglich waren. 
Die LDV stellt eine Punktmessung dar, so dass räumlich verteilte Messungen nur nach Neu-
positionierung der Messapparatur möglich sind. Daher wurde eine automatisierte Abtastung 
mit einem Laufschienensystem der Firma isel Germany AG (Abb. 4.17, Tab. 4.6) einge-
richtet, das über eine serielle Schnittstelle vom PC angesteuert werden konnten. Durch die 
computerisierte numerische Steuerung (CNC – Computerized Numerical Control) wird eine 
reproduzierbare Positionierung sichergestellt. Die Programmierung der Mehrkanalsteuerung 
des modular aufgebauten Controllers C 116 (isel-Interfacekarte UI 5.C, Schrittmotorsteue-
rung mit CNC-Betriebssystem 5.0) erfolgt über ein Protokoll innerhalb der Software des 
DOPPLER-Signalprozessors (Abb. 4.19). Die automatische Traversierung besteht aus zwei 
Lineareinheiten LF 5 mit Kugelgewindevorschub und Schrittmotor MS 160, die über den 
rechten Winkel WV 3 mit plan gefrästen Aufspannflächen verbunden sind. Die Laseroptik ist 
an der maßgenauen Schlittenplatte PS4 befestigt, die so annähernd stufenlos in x- und z-
Richtung verfahren werden kann. Durch ein speziell angefertigtes PVC-Modul (Polyvinyl-
chlorid) kann die Optik auch in y-Richtung verstellt werden, so dass insgesamt drei breschen-
parallele Querprofile bei y = 0,25 m; 0,3 m; 0,35 m mit x = 0,05 m und z = 0,01 m abge-
fahren wurden. Bedingt durch die Laserlichtbrechung beim Übergang zwischen den Medien 
Luft und Wasser wurde das Tiefenprofil der Horizontalgeschwindigkeiten in der Wassersäule 
mit z = 0,0133 m aufgemesseni. In Abb. 4.18 ist das Messraster für die LDV-Messungen in 
Vorderansicht und Aufsicht dargestellt.  
                                                 
i Wenn die Optik in der Luft verfahren wird, so erfährt das Messvolumen im Wasser eine Streckung um den Brechungsindex 
n = 1,333 von Luft zu Wasser. Die Dicke und Brechungszahl der Glasscheibe verschwinden aus der Gleichung, wenn das 
Brechungsgesetz nach SNELLIUS zweimal hintereinander für die Übergänge Luft-Glas und Glas-Wasser angewendet wird. 
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Abb. 4.17: Begehbarer Raum und CNC-Traversierung 
Tab. 4.6: Kenndaten und technische Spezifikationen der Lineareinheiten (www.isel.com) 
Kriterium Herstellerangaben 
Spindelsteigung 2,5 mm 
Motorenschrittweite 0,0125 mm 
Wiederholgenauigkeit 0,02 mm 
Längen x-Rtg. / z-Rtg. 590 mm / 990 mm 
Breite / Höhe 225 mm / 75 mm 
Die optischen Messungen sind unabhängig von Druck und Temperatur in hoher zeitlicher 
sowie räumlicher Auflösung realisierbar. Es handelt sich bei der LDV unabhängig vom Me-
dium um einen direkten algebraischen Zusammenhang zwischen DOPPLER-Frequenz und Ge-
schwindigkeit des Streupartikels, so dass eine aufwendige Kalibrierung entfällt. Bei Verwen-
dung hochwertiger optischer Elemente ist lediglich eine sorgfältige Justierung der geometri-
schen Anordnung der optischen Komponenten notwendig. Die fokussierten GAUßschen Strah-
len müssen sich in ihrer Strahltaille schneiden, damit sich ebene Wellenfronten überlagern 
und parallele, voll modulierte Interferenzstreifen ausbilden. Die Justierung der Strahlein-
schnürungen auf den Brennpunkt der verwendeten Linse garantiert weiterhin, dass das effek-
tive Messvolumen des Fotodetektors z. B. mittels geeigneter Blenden auf den inneren Bereich 
des Interferenzgitters mit intensiven und klaren Signalen eingestellt werden kann.  
Zur Festlegung des Bezugspunktes in der Traversensteuerung und zur Kontrolle der Ge-
schwindigkeitsrichtung wird ein Bogen Millimeterpapier bündig auf der Glasfläche befestigt. 
Beide Laserstrahlen werden sichtbar und über Stellschrauben kann die Rotation des Messkop-
fes optimal eingestellt werden. Anschließend wird die Laseroptik in z-Richtung soweit ver-
fahren, bis auf dem Papier der Brennpunkt eindeutig sichtbar wird und damit die Sohlhöhe 
definiert ist. Mit dieser Einstellung wird die Optik nun in die beiden horizontalen Koordina-
tenrichtungen verfahren, um die achsenparallele Ausrichtung der Laufschienen und des PVC-
Adapters zu kontrollieren. Zur Erfassung beider Horizontalgeschwindigkeiten über die Tiefe 
in den drei Messprofilen musste das 1D-FlowLite um 90° gedreht werden. Die Rotation 
wurde mit Markierungen an der Optik vorgenommen und anschließend deren achsenparallele 
Justage wiederum visuell überprüft. 
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Abb. 4.18: Messraster für die Geschwindigkeitsmessungen mittels LDV 
Datenerfassung und Aufbereitung 
Das DAQ-System (Abb. 4.20) besteht aus dem Burst-Spetrum-Analyzer (BSA) 57N11 
Master und der BSA Flow Software 1.40 (beides von Dantec Dynamics). Die 
Qualität der vom Fotodetektor empfangenen Rohsignale hängt im Wesentlichen von der 
Dichte, Konzentration und Größe der verwendeten Streupartikel ab (Strömungsfolgevermö-
gen, Sichtbarkeit), die wiederum die Intensität und Modulationstiefe der Rückwärtsstreuung 
bestimmen. Brauchbare Signale werden im BSA verstärkt, gemischt und moduliert. 
 
Abb. 4.19: Burst Spectrum Analyzer (BSA) und BSA Flow Software 
Der BSA (Tab. 4.7) übernimmt auch die Stromversorgung des Fotomultiplikators, stellt der 
BRAGG-Zelle die konstant getaktete Shift-Frequenz zur Verfügung und wandelt die analogen 
in digitale Daten um. Diese werden über eine Schnittstellenkarte von National Instru-
ments und IEEE 488 General Purpose Interface Bus (GPIB) an einen PC gesendet. Die BSA 
Flow Software übernimmt die CNC-Steuerung der Optik mit dem Lightweight-Protokoll. 
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Tab. 4.7: Kenndaten und Konfiguration des BSA (DANTEC, 1996) 
Kriterium Einstellungen/Herstellerangaben 
Mittelwert u = 1,03 m/s, v = 2,07 m/s 
Bandbreite 4,13 m/s 
Frequenzbereich (inkl. Shift) 44 MHz bis 120 MHz 
Signalverstärkung 40 dB 
Fotomultiplikator 1.344 V 
Tiefpassfilter 6 dB 
Kalibrierungsfaktor (Streifenabstand) 4,13 (m/s)/MHz  
Signallänge* 8 
Auflösung DOPPLER-Frequenz 0,0092 % der Bandbreite 
Messgenauigkeit BSA < 0,1 % der Bandbreite 
* Wellen pro Burst, optimiert über Einschleifen eines Oszilloskops (vgl. Abb. 4.20) 
Aufgrund der GAUßschen Intensitätsverteilung über den Laserstrahlquerschnitt sind die Ein-
gangssignale periodisch amplitudenmoduliert. Die Signalform ist gekennzeichnet durch einen 
niederfrequenten Anteil des GAUßschen Strahls als einhüllende Glockenkurve und den hoch-
frequenten sinusförmigen Anteil des eigentlichen DOPPLER-Signals (Abb. 4.20). Diese Bursts 
werden identifiziert und herausgefiltert. Der BSA führt anhand einer diskreten FOURIER-
Transformation (DFT) eine Spektralanalyse durch, um die DOPPLER-Frequenz der Bursts für 
jedes Partikel zu bestimmen. Mittels eines Kalibrierungsfaktors, der dem Interferenzstreifen-
abstand entspricht, werden aus den Signalfrequenzen die Geschwindigkeiten bestimmt.  
 
Abb. 4.20: Rohsignal (links) und modulierter Burst (rechts) im BSA 
An jeder Messposition werden innerhalb von 60 Sekunden maximal 500 Einzelwerten aufge-
nommen und jeweils der Mittelwert gebildet. Die viel diskutierte Differenz (biasing error) 
zwischen dem überschätzten Teilchenmittelwert und dem zeitlichen Mittelwert für ein Mess-
volumen (durch häufigeres Auftreten von Partikeln mit hohen Geschwindigkeiten) entfällt bei 
stationären Messungen. Die Aufzeichnung enthielt neben den horizontalen Geschwindig-
keitskomponenten weiterhin die Koordinaten, die Anzahl der tatsächlich empfangenen Signa-
le sowie die Standardabweichungen. An den Messpositionen mit sehr geringen Wassertiefen 
waren LDV-Messungen nicht durchführbar, dies betrifft vor allen Dingen die Messpunkte mit 
negativer x-Koordinate im Strömungsschatten des Breschendurchflusses. Außerdem führte in 
Einzelfällen eine sehr starke Auslenkung der resultierenden Geschwindigkeit von den Koor-
dinatenhauptrichtungen zu Problemen hinsichtlich einer ausreichenden Datendichte.  
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4.3 Mess- und Untersuchungsprogramm 
4.3.1 Anzahl, Variation und Benennung der Modellläufe 
Für die experimentelle Modellierung der deichbruchinduzierten Strömung werden unter-
schiedliche Szenarien untersucht und dafür geometrische als auch betriebliche Variationen 
des Modells vorgenommen. Dabei ergeben sich aus den beiden Breschenbreiten von 50 oder 
70 cm mit jeweils 6 Kombinationen der hydromechanischen Randbedingungen insgesamt 12 
unterschiedliche Konfigurationen (Tab. 4.8), die vermessen worden sind.  
Tab. 4.8: Aufstellung der untersuchten Strömungskonfigurationen 
Durchfluss am Einlauf Qin [l/s] Breschenbreite bbr [cm] Initialwassertiefe im Kanal hinit [cm] 
100 50, 70 30 
200 50, 70 30, 40, 50 
300 50, 70 40, 50 
Die Wasserspiegellagen im Kanal, in Breschennähe und auf der Ausbreitungsfläche sowie die 
beiden Komponenten der horizontalen Fließgeschwindigkeiten wurden jeweils separat aufge-
zeichnet. Trotz weitgehender Automatisierung waren manuelle Neupositionierung außerhalb 
des Modellbetriebes und wiederholte Installation der Messtechnik unausweichlich. Die An-
zahl der durchgeführten Modellversuche inklusive der Reproduktionsversuche summierte sich 
dabei auf annähernd eintausend Modelläufe, die hier nicht einzeln nummeriert aufgeführt 
werden. Ein komplett aufbereiteter Datensatz für jede Konfiguration besteht neben den beiden 
Summenparametern für den Breschendurchfluss oder den unterwasserseitigen Gerinneabfluss 
aus einem Raster von ca. 550 Fließtiefen und – trotz der lokalen Begrenzung auf die drei 
Querprofile – aus ungefähr noch einmal doppelt so vielen Geschwindigkeitswerten. 
In Anlehnung an die Systematik bei BRIECHLE (2007) werden die experimentellen (und auch 
die numerischen) Ergebnisdatensätze eindeutig benannt, z. B. b70_Q300_h50_Gerinne 
(Breschenbreite [cm], Durchfluss [l/s], Initialwassertiefe [cm], Messposition). Je nach aktuel-
ler Messung/Simulation enthält der Eintrag am Ende der Datensatzbezeichnung Angaben zum 
spezifischen Messverfahren (Ort, Art) oder numerische Parameter des Modelllaufes. Dieser 
Standard ist zur Auffindbarkeit und Identifizierung innerhalb der großen Datenmenge erfor-
derlich, um eine automatisierte Datenaufbereitung und Analyse durchführen zu können. 
Im Sinne der Kontrollierbarkeit und Vergleichbarkeit aller Messzyklen wurden die Modell-
versuche zur Qualitätssicherung unter gleichbleibenden Bedingungen für jede Konfiguration 
durchgeführt. Wie in den vorangegangen Abschnitten erläutert, besteht jede Messwerterfas-
sung zur Reduktion zufälliger Messabweichungen aus der Aufzeichnung, Überlagerung und 
Mittelung vieler Einzelwerte. Alle Konfigurationen und Zielgrößen wurden zu deutlich späte-
ren Zeitpunkten mindestens noch einmal aufgemessen. Durch Überlagerung der jeweils zu-
sammengehörigen Messzyklen konnte die Reproduzierbarkeit der gesamten Versuchseinrich-
tung und der Messungen eindrucksvoll bestätigt werden. Außerdem wurde ein Messtagebuch 
geführt, in welches alle Modellläufe inklusive der Randbedingungen, der Hardwarekonfigu-
rationen, Umbauten und Besonderheiten eingetragen wurden. 
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4.3.2 Strömungsregime im Modellversuch und Übertragbarkeit 
Eine Übertragung der Versuchergebnisse auf andere Dimensionen erfordert zunächst die Ein-
haltung der Gesetzmäßigkeiten der Ähnlichkeitsmechanik zwischen dem kleinmaßstäblichen 
Laborversuch und dem natürlichen Prototypen. Für die geometrische Ähnlichkeit müssen die 
Abmessungen L im Modell (Index M) und in der Natur (Index N) in einem konstanten Ver-
hältnis zueinander stehen. Formen und Winkel bleiben erhalten. Analog gilt das konstante 
Verhältnis bei der kinematischen Ähnlichkeit für korrespondierende Zeitintervalle T, so dass 
Geschwindigkeitsvektoren ihre Richtung beibehalten. Die dynamische Ähnlichkeit besagt, 
dass in geometrisch ähnlichen Modellen zeitabhängige Vorgänge kinematisch ähnlich ablau-
fen (KOBUS, 1984), d. h. das korrespondierende Kraftvektoren ihre Richtung beibehalten. 
Neben einer Skalierung mit Längen- und Zeitmaßstäben lassen sich die für einen physikali-
schen Prozess maßgeblichen Kräfte in ein konstantes Verhältnis setzen.  
Natur N Natur N Natur N
Modell M Modell M Modell M
L L T T F F, , 
L L T T F F
           (4.4) 
Eine vollständige mechanische Ähnlichkeit zum Original ist nur im Maßstab 1:1 realisierbar, 
da nur zwei der in der Natur wirkenden Kraftarten maßstabsgetreu auf das Modell übertragen 
werden können (STROBL & ZUNIC, 2006). Eine Kombination von jeweils zwei Kraftmaßstä-
ben  führt zu einem Modellgesetz. Die vernachlässigten Kraftarten verursachen dabei Maß-
stabseffekte, da die entsprechend unberücksichtigten physikalischen Teilprozesse unproporti-
onal abgebildet werden.  
Eine Quantifizierung dieser Ungenauigkeiten oder die Entwicklung besonderer Skalierungs-
regeln für den deichbruchinduzierten Strömungstyp sind nicht Bestandteil dieser Untersu-
chung. Die generelle Übertragbarkeit kann jedoch eingeschätzt werden (Kap. 3.3.4). Eine 
Beschreibung der experimentellen Strömungsverhältnisse kann anschaulich über dimensions-
lose Kennzahlen erfolgen. Die Kennzahlen werden anhand der vorliegenden Messdaten abge-
schätzt und mit charakteristischen Werten aus der Literatur verglichen. 
Bei der Betrachtung von Freispiegelabflüssen werden die Trägheits- und Schwerekräfte all-
gemein als dominant angesehen. Ihre Kraftmaßstäbe lauten: 

N M
3 2 4
N N N N N N N N
Trägheit 3 2 2
M M M M M M M M
3
3N N N N N N N
Schwere 3
g gM M M M M M M
F m a L L T
F m a L L T
F m g L g
F m g L g 
              
             
  (4.5) 
Eine Kombination dieser beiden Kraftarten führt auf das FROUDEsche Modellgesetz: 
4 3!
4 3 2 2N N
Trägheit Schwere 2
M M
                     (4.6) 
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Bei diesem Modellgesetz sind die FROUDE-Zahlen Fr im Modell und in der Natur identisch. 
Die FROUDE-Zahl ist definiert als das Verhältnis von kinetischer und potentieller Energie 
bzw. als das Verhältnis der aktuellen Fließgeschwindigkeit v und der Ausbreitungsgeschwin-
digkeit einer Flachwasserwelle c 
 N N NMM M MM N
Gl.4.4M M M N N N
v vFr    mit der Wellengeschwindigkeit c gh
c gh
L L LLv L TFr Fr
gh gL gT g T g T gT 
  
        
  (4.7) 
Durch die FROUDE-Zahl werden strömende (unterkritische) oder schießende (überkritische) 
Abflüsse charakterisiert (Kap. 5.6.3). Aufgrund der vorliegenden Identität werden die Fließ-
zustände Strömen (Fr < 1) und Schießen (Fr > 1) sowohl im Modell als auch in der Natur 
räumlich gleich verteilt abgebildet. 
Wirbelstrukturen, Rezirkulationszonen, Ablösungen und weitere Turbulenzcharakteristika 
hängen von der Strömungsform ab, die durch die REYNOLDS-Zahl ausgedrückt werden kann. 
Als Quotient aus Trägheits- und Viskositätskraft ist sie umso kleiner je mehr der viskose Ein-
fluss überwiegt. Für Gerinnströmungen im Freispiegelabfluss wird der kritische Wert für den 
Umschlag einer laminaren in eine vollturbulente Strömung aus der Rohrhydraulik abgeleitet 
(HENTSCHEL, 2007). Dieser Mindestwert kann auf die geometrischen und hydromechani-
schen Konfigurationen der experimentellen Strömung bezogen werden: 
!
M hy 6 Gerinne RohrM M
M M M krit krit6
v 4rv LRe 3,96 10 v h 5.000 Re 2.320 Re
1,01 10
           (4.8) 
Diese Bedingung wird für die betrachteten Regionen im Gerinne und auf der Ausbreitungs-
fläche um Größenordnungen überschritteni, so dass die Strömungsvorgänge demnach volltur-
bulent sind. Einzig in den Randbereichen der benetzten Glasfläche wie beispielsweise im 
Strömungsschatten der Bruchstellendurchströmung werden die Grenzwerte nicht erreicht. 
Der kompressible Einfluss kann anhand der kritischen MACH-Zahl von 0,3 (FERZIGER & 
PERIC, 2008; LAURIEN & OERTEL, 2009) ermittelt werden, welche den Abstand einer beliebi-
gen Strömungsgeschwindigkeit zur Schallgeschwindigkeit des Wassers abbildet. Sie ist deut-
bar als Verhältnis von Trägheits- und Elastizitätskraft (SIGLOCH, 2008). Auch bei Ansatz der 
größten Geschwindigkeit an der Wellenfront (nach RITTER abgeschätzt) kann die Strömung 
als deutlich subsonisch und damit uneingeschränkt inkompressibel angesehen werden. 
!
initM
M krit
Schall Schall
2 g h 2 g 0,5v 5Ma 0,004 Ma 0,3
v v 1.437 1.437
           (4.9) 
                                                 
i Bei der niedrigsten Stellung des Auslaufwehres am Kanalende liegt der minimale hydraulische Radius bei 0,1 m. Auf der 
Fläche wird der hydraulische Radius gleich der Fließtiefe gesetzt (Flachwassernäherung). Diese ist überall größer als 0,01 m 
wobei die korrespondierenden Geschwindigkeiten größer als 1 m/s sind. 
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Effekte aus der Oberflächenspannung können nur bei den niedrigen Fließtiefen an den Rän-
dern der Ausbreitungsfläche in Entfernung zur Deichbruchstelle auftreten, da diese hier unter 
dem Schwellenwert von 2 cm liegen können und deshalb mit der kritischen WEBER-Zahl von 
10 verglichen werden müssen. Die Werte stammen aus Untersuchungen zum Wellenauflauf 
und Wellenüberlauf an Seedeichen (SCHÜTTRUMPF, 2001). 
2 !
M M
M krit
0
v h 1 0,01We 130 We 10
0,073
        (4.10) 
Die experimentelle Strömung ist demnach vollturbulent, inkompressibel und die Einflüsse 
durch die Oberflächenspannung oder die Viskosität sind vernachlässigbar, da in den Modell-
versuchen in den relevanten Regionen die kritischen Grenzwerte der Kennzahlen eingehalten 
werden. Der Einsatz der RG mit einer geeigneten Turbulenzmodellierung und die Vernach-
lässigung der Rauheit im Nahfeld der Bresche bei vergleichsweise großen Fließtiefen sind 
damit gerechtfertigt. 
Für überhöhte Modelle werden folgende Definitionen getroffen: 
N,x
x
M,x
N,z
z
M,z
x
z
z
L
   Maßstabszahl der horizontalen Längen
L
L
    Maßstabszahl der vertikalen Längen
L
n    Überhöhungsfaktor n
n
   
 
    
 (4.11) 
Für das FROUDEsche Modellgesetz ergibt sich für das Verhältnis von Geschwindigkeiten und 
der REYNOLDS-Zahlen damit (KOBUS, 1984): 
3/ 2
N N,zNN N N
M M M M M,zM
v LhFr v Re1
Fr v n Re v L n n nh
                (4.12) 
Es bleibt außerdem festzuhalten, dass sich das Strömungsregime bei einer Übertragung in den 
Naturmaßstab mit dem Modellgesetz nach FROUDE auch für den Fall einer n-fachen Überhö-
hung nicht ändert, da sich die WEBER- und REYNOLDS-Zahlen nur vergrößern, z. B.: 
 
 
 
3 2
N M
2
N M
1 2
N M
Re Re / n
We =We / n   mit / n 1,  n 1 für unverzerrte Modelle 
Ma =Ma / n
      
 (4.13) 
Die Dichtebeständigkeit und Annahme einer konstanten Viskosität sind nur bei sehr hohen 
Maßstabsfaktoren von weit mehr als 200 in Frage zu stellen, da sich erst dann die in die Natur 
übertragene MACH-Zahl der kritischen Obergrenze nähert.  
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4.4 Analyse und Konvertierung der Messdaten 
4.4.1 Allgemeines 
Beispielhaft für die insgesamt 12 Konfigurationen der Modellversuche (Kap. 4.3.1) werden 
im Folgenden die erzielten Messergebnisse nur für ausgewählte Modellläufe vorgestellt. Auf 
eine vergleichende Darstellung aller experimentellen Datensätze untereinander wird verzich-
tet. Im Rahmen des hybriden Modellierungskonzeptes sollen hier nicht grundlegende strö-
mungsphysikalische Phänomene und Prozesse bei verschiedenen Kombinationen von Rand- 
und Anfangsbedingungen erkannt und erläutert werden. Vielmehr wurde das Ziel verfolgt, 
eine breite Datenbasis für den Vergleich mit den numerischen Resultaten zur Verfügung zu 
stellen. Die Datengrundlage von BRIECHLE (2007) wurde im Rahmen dieser Arbeit um den 
stationären Endzustand erweitert (Kap. 4.1.3). Ferner werden die neuartigen Daten aus der 
Fließgeschwindigkeitsmessung und der modifizierten Durchflusserfassung präsentiert. Daher 
wird dem Leser an dieser Stelle lediglich ein Überblick gegeben, welcher Art die gewonnen 
Daten sind und welchen Gesamtumfang diese besitzen. 
4.4.2 Wasserspiegellagen 
Die Exportdatei aus LabView mit den Ultraschallmessdaten der Wasserspiegellagen wurde 
mittels einer programmierten C++-Schnittstelle in das ASCII-Format (American Standard 
Code for Information Interchange) des Datenvisualisierungsprogramms Tecplot 360 kon-
vertiert. Bis auf die Grenzwertfilterung (Kap. 4.2.3) wurden die Rohdaten nicht manipuliert, 
so dass bei der grafischen Darstellung die Grundgesamtheit (Anzahl gemessener Signale) und 
die Standardabweichung an jedem Messpunkt als Gütekriterien fungieren können. 
Fließtiefenraster 
Eine 3D-Ansicht der gemessenen Fließtiefen für die deichbruchinduzierte Strömung im stati-
onären Zustand zeigt Abb. 4.21. In dieser dreifach überhöhten Darstellung ist deutlich das 
verwendete Messraster (Abb. 4.11) zu erkennen. Aus den diskreten Messwerten lässt sich 
eine kontinuierliche Wasseroberfläche per Triangulation interpolieren, die in der Abbildung 
leicht transparent für den Kanal und die Glasfläche hinterlegt worden ist. Im Nahbereich der 
Bresche fällt die stark gekrümmte, mehrfach verwundene, komplexe Wasseroberfläche der 
Deichbruchwelle auf. Hier ist die Messwertdichte teilweise geringer als durch das Raster ur-
sprünglich angestrebt. Dieser Umstand ist auf die steilen Oberflächengradienten und die da-
mit verbundenen und in Kap. 4.2.3 beschriebenen Aussetzer der USS zurückzuführen. 
Anhand der für beide Konfigurationen einheitlichen Legende der Fließtiefen lassen sich die 
aus den zwei dargestellten Szenarien resultierenden unterschiedlichen Endwassertiefen im 
Kanal erkennen. Für eine Klappenbreite von bbr = 70 cm konnten in der Bresche naturgemäß 
mehr Signale aufgezeichnet werden. Die starke Einschnürung und geringe Breschenbreite bei 
der unteren Konfiguration b50_Q300_h50 sorgt für den vergleichsweise größten stationä-
ren Gerinnewasserspiegel. In größerer Entfernung zur Bresche treten auf der gläsernen Aus-
breitungsfläche Fließtiefen von wenigen Zentimetern auf. 
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Abb. 4.21: Aufgemessene Fließtiefen für drei Randbedingungskonfigurationen 
Auslenkung der Welle (Konturlinien) 
Die Auslenkung des Wellenkörpers durch den Impuls in x-Richtung aus der permanent an-
dauernden Gerinneströmung wird anhand einer 2D-Aufsicht und Niveaulinien gleicher Was-
serspiegel deutlich (Abb. 4.22). Je größer die Fließgeschwindigkeit im Gerinne zu Versuchs-
beginn, desto ausgeprägter wird die Deichbruchwelle für die größeren Breschenweiten ausge-
lenkt (Kap. 3.1.2). Die räumliche Fließtiefenverteilung passt außerdem zur unterschiedlichen 
Beaufschlagung der drei Kanten der Ablauffläche, da an der oberwasserseitigen Kante nur 
geringe Überfallmengen ausgemacht werden können. 
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In Abb. 4.22 ist ein Winkel von 10,3° eingetragen, um eine Aussage zur seitlichen Ablenkung 
des Wellenkörpers treffen zu können. Dabei wird deutlich, dass es sich wie bei der Erfassung 
der räumlichen Ausbreitung der Wellenfront in BRIECHLE (2007) um eine qualitative Ein-
schätzung handelt. Im Vergleich zur Flutwellenausbreitung in der dynamischen Phase (Aus-
lenkung 3 bis maximal 6°) dreht sich der Wellenkörper im stationären Zustand jedoch signifi-
kant heraus. Dieses Phänomen kann während der Durchführung von den Modellläufen mit 
geeigneten Randbedingungskonfigurationen mit bloßem Auge beobachtet werden.  
 
Abb. 4.22: Auslenkung der Welle im Grundriss für b70_Q200_h30 
Wasserspiegellagenprofile 
Bei der Auftragung der gemessenen Fließtiefen entlang der Breschenhauptachse bei x = 0 in 
Abb. 4.23 geben die eingezeichneten Fehlerbalken die Standardabweichung wieder. Die Mit-
telwerte aus weniger als 50 Einzelmesswerten oder mit einer Standardabweichung größer als 
15 mm werden nicht dargestellt (Blanking). 
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Abb. 4.23: Gemessene Wasserspiegellagen entlang der Hauptachse für vier Randbedingungskonfigurationen 
4.4.3 Durchflüsse 
Wie in Kap. 4.2.2 erläutert, werden die Durchflüsse per Ultraschall bestimmt: am Einlauf Qin 
direkt über Laufzeitdifferenzen und am Auslauf des Kanals QUW indirekt über das Impuls-
Echo der Überfallhöhe hü vor dem Messwehr beim Messpunkt P(3,0; -0,5). Zusammen mit 
der parametrisierten Abflusscharakteristik (Tab. 4.3) kann für jede Wehrstellung hw der Über-
fallbeiwert (hü) bestimmt werden (Gl. 4.3). Durch Einsetzen der entsprechenden Werte in 
Gl. 4.1 lassen sich alle Durchflüsse ermitteln (Gl. 4.14). Der stationäre Breschendurchfluss 
QBr ergibt sich aus der Differenz des Modellzuflusses Qin und dem Abfluss QUW über das 
Auslaufwehr. Die entsprechenden Messungen und Auswertungen für alle untersuchten Szena-
rien sind in Tab. 4.9 zusammengestellt. 
  3 2UW ü ü Br in UW2Q h 2gh  und Q Q Q3     (4.14) 
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Tab. 4.9: Durchflussbestimmung für die Modellversuche 
Qin [m³/s] 0,10 0,20 0,20 0,20 0,30 0,30 
hinit [m] 0,30 0,30 0,40 0,50 0,40 0,50 
hw [m] 0,175 0,113 0,202 0,297 0,152 0,241 
bbr [m] 0,50 0,50 0,50 0,50 0,50 0,50 
h (3,0;-0,5) [m] 0,215 0,249 0,303 0,352 0,327 0,383 
hü [cm] 0,040 0,136 0,101 0,055 0,175 0,142 
(hü) [-] 0,792 0,815 0,735 0,765 0,801 0,744 
QUW [m³/s] 0,019 0,121 0,070 0,029 0,173 0,118 
QBr [m³/s] 0,081 0,079 0,130 0,171 0,127 0,182 
bbr [m] 0,70 0,70 0,70 0,70 0,70 0,70 
h (3,0;-0,5) [m] 0,198 0,236 0,278 0,316 0,306 0,353 
hü [m] 0,023 0,123 0,076 0,019 0,154 0,112 
(hü) [-] 0,832 0,799 0,737 0,830 0,786 0,737 
QUW [m³/s] 0,009 0,102 0,046 0,006 0,141 0,082 
QBr [m³/s] 0,091 0,098 0,154 0,194 0,159 0,218 
4.4.4 Geschwindigkeiten 
Analog zu den Fließtiefenmessungen wurden die aufgezeichneten Rohdaten für die Fließge-
schwindigkeiten zur Visualisierung in Tecplot 360 konvertiert und bis auf die Mittelung 
nicht manipuliert, so dass die Anzahl der gemessenen Bursts pro Punkt (Grundgesamtheit) 
und die Standardabweichung als Filterkriterium (blanking factor) genutzt werden können.  
Abb. 4.24 zeigt die Verteilung der horizontalen Geschwindigkeitsvektoren an den drei Mess-
profilen (y = 0,25; 0,30; 0,35 m) jeweils für drei Konfigurationen. Das Blanking setzt hier bei 
weniger als 100 Messwerten in x- bzw. y-Richtung oder für Standardabweichungen größer als 
0,6 (Komponente u) bzw. 0,4 (Komponente v) ein. Die Farbgebung der Vektoren ist abhängig 
von der Orientierung der Geschwindigkeitskomponente u. So lässt sich gut erkennen, dass 
einige Tiefenprofile in sich verdreht sind und besonders bei einer Breschenbreite von 70 cm 
zwei Wellen in unterschiedlichen Richtungen übereinander ablaufen. Dieses Phänomen ist bei 
den großen Breschenweiten besonders ausgeprägt. Sohlnah gibt es eine Strömung in die nega-
tive x-Richtung, darüber weisen die Geschwindigkeitsvektoren alle wieder eine positive Ori-
entierung auf. Die Qualität der Signale nimmt an der Wasseroberfläche beim Übergang von 
Wasser zur Luft merkbar ab, so dass die Vektoren einen Schnitt durch den Wellenkörper auf-
spannen. Die in Kap. 4.4.2 dargestellte Auslenkung lässt sich auch in Abb. 4.24 erkennen, da 
bei einer Klappenbreite von 70 cm der Wellenkamm und die Wellenform in x-Richtung ver-
schoben werden. Derlei Effekte können naturgemäß mit einer Tiefenmittelung nicht korrekt 
erfasst werden und führen zu entsprechend großen Impulskorrekturbeiwerten (Gl. 2.37). Die 
sogenannten BOUSSINESQ-Koeffizienten berücksichtigen heterogene Verteilung der horizon-
talen Geschwindigkeiten über die Fließtiefe. Die Ergebnisse der Tiefenintegration sind tabel-
larisch zusammengefasst (Tab. 4.10 bis Tab. 4.12). Bei der Berechnung (hier beispielhaft für 
Komponente vx = u) konnte aufgrund der äquidistanten LDV-Messungen in z-Richtung auf 
ein höhengewichtetes Mittel verzichtet werden: 
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 (4.15) 
 
Abb. 4.24: Detektierte Geschwindigkeiten für drei Randbedingungskonfigurationen 
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Anhand der zahlenmäßigen Darstellung der Heterogenität der Tiefenprofile kann ein Verlauf 
der BOUSSINESQ-Koeffizienten xx ausgemacht werden. Die jeweiligen Maxima sind zur bes-
seren Orientierung fett markiert und grau hinterlegt. Zu beachten sind die unterschiedlichen 
Abszissen zwischen Tab. 4.10 und den beiden darauf folgenden Tabellen, da Letztere auf-
grund der größeren Klappenbreite in x-Richtung verschoben sind.  
Neben den Impulskorrekturbeiwerten finden sich in den Tabellen auch die aus den Messwer-
ten tiefengemittelten horizontalen Geschwindigkeiten <u> und <v>. Hier sind die betragsmä-
ßig kleinen bzw. die negativen Geschwindigkeiten in x-Richtung hervorgehoben. Bei einer 
Breschenweite von 50 cm kann ein Umschlag des Vorzeichens der tiefenintegrierten Horizon-
talgeschwindigkeit u ausgemacht werden. Allerdings sind die Mittelwerte <u> in den Berei-
chen des Strömungsfeldes deutlich irreführend, wenn ein Vorzeichenwechsel über die Fließ-
tiefe stattgefunden hat oder die x-Komponenten nahezu Null sind. Im ersten Fall heben sich 
bei einer Mittelung die Anteile je nach Höhenlage im Tiefenprofil gegenseitig auf, im letzten 
Fall bedingen bereits geringe Fluktuationen der Geschwindigkeitswerte über die Wassertiefe 
eine Über- oder erneute Unterschreitung des Nullwertes. Beide Effekte finden im Nenner der 
Formel (Gl. 4.15) Berücksichtigung und es entstehen sehr große xx-Beiwerte. Im Vergleich 
zur Abb. 4.24 wird deutlich, dass die tiefengemittelten Geschwindigkeiten das vorliegende 
3D-Strömungsfeld im Breschennahfeld nur grob angenähert repräsentieren können. 
Tab. 4.10: Geschwindigkeitsmittelwerte und BOUSSINESQ-Koeffizienten für b50_Q300_h50 
x [m] 0,20 0,15 0,10 0,05 0,00 -0,05 -0,10 -0,15 -0,20 
y [m] 0,25 0,25 0,25 0,25 0,25 0,25 0,25 0,25 0,25 
xx 1,07 1,12 1,84 4,10 3,47 48,00 1,47 1,01 1,1 
yy 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 
xy 1,00 1,00 1,01 1,05 1,00 1,03 1,00 1,00 1,00 
<u> [m/s] 0,52 0,36 0,19 0,09 0,06 0,01 -0,12 -0,40 -0,72 
<v> [m/s] 1,64 1,65 1,67 1,72 1,84 1,96 2,06 2,14 2,135 
y [m] 0,30 0,30 0,30 0,30 0,30 0,30 0,30 0,30 0,30 
xx 1,07 1,14 1,54 14,00 21,09 1,26 1,05 1,00 1,00 
yy 1,00 1,00 1,00 1,05 1,00 1,00 1,00 1,00 1,00 
xy 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 
<u> [m/s] 0,51 0,34 0,19 0,05 -0,02 -0,12 -0,28 -0,50 -0,83 
<v> [m/s] 1,72 1,74 1,76 1,80 1,91 2,01 2,13 2,19 2,17 
y [m] 0,35 0,35 0,35 0,35 0,35 0,35 0,35 0,35 0,35 
xx 1,05 1,10 1,24 260,68 1,67 1,08 1,01 1,00 1,01 
yy 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 
xy 1,00 1,00 1,00 1,24 0,99 0,99 1,00 1,00 1,00 
<u> [m/s] 0,52 0,33 0,19 0,01 -0,12 -0,25 -0,37 -0,57 -0,80 
<v> [m/s] 1,83 1,83 1,84 1,87 1,93 2,01 2,13 2,23 2,21 
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Tab. 4.11: Geschwindigkeitsmittelwerte und BOUSSINESQ-Koeffizienten für b70_Q300_h50 
x [m] 0,30 0,25 0,20 0,15 0,10 0,05 0,00 -0,05 -0,10 
y [m] 0,25 0,25 0,25 0,25 0,25 0,25 0,25 0,25 0,25 
xx 1,14 1,32 1,58 2,18 2,04 2,73 4,23 1,83 1,31 
yy 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 
xy 1,00 1,00 1,00 1,00 1,01 1,00 1,02 1,00 1,00 
<u> [m/s] 0,55 0,39 0,31 0,23 0,23 0,19 0,14 0,19 0,2 
<v> [m/s] 1,56 1,56 1,56 1,60 1,64 1,71 1,78 1,85 1,97 
y [m] 0,30 0,30 0,30 0,30 0,30 0,30 0,30 0,30 0,30 
xx 1,06 1,14 1,34 1,60 2,17 3,36 4,60 4,10 4,11 
yy 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 
xy 1,00 1,00 0,99 0,98 0,98 0,99 0,98 1,00 1,01 
<u> [m/s] 0,58 0,43 0,35 0,27 0,19 0,14 0,1 0,09 0,07 
<v> [m/s] 1,63 1,63 1,65 1,68 1,73 1,78 1,84 1,91 2,03 
y [m] 0,35 0,35 0,35 0,35 0,35 0,35 0,35 0,35 0,35 
xx 1,04 1,17 1,54 1,79 2,95 3,65 7,52 41,64 9,72 
yy 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 
xy 1,00 1,00 0,99 0,99 0,98 0,98 0,97 1,00 0,99 
<u> [m/s] 0,58 0,42 0,32 0,30 0,21 0,17 0,09 0,03 -0,03 
<v> [m/s] 1,73 1,70 1,72 1,73 1,77 1,83 1,89 1,96 2,07 
Tab. 4.12: Geschwindigkeitsmittelwerte und BOUSSINESQ-Koeffizienten für b70_Q300_h40 
x [m] 0,30 0,25 0,20 0,15 0,10 0,05 0,00 -0,05 -0,10 
y [m] 0,25 0,25 0,25 0,25 0,25 0,25 0,25 0,25 0,25 
xx 1,10 1,65 2,62 3,44 2,85 2,67 3,94 1,27 1,08 
yy 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 
xy 1,00 0,99 1,01 1,03 1,00 0,98 1,00 1,00 1,00 
<u> [m/s] 0,52 0,40 0,35 0,27 0,25 0,28 0,18 0,30 0,34 
<v> [m/s] 1,41 1,50 1,54 1,58 1,62 1,68 1,74 1,82 1,91 
y [m] 0,30 0,30 0,30 0,30 0,30 0,30 0,30 0,30 0,30 
xx 1,20 1,58 3,17 3,86 8,18 21,59 227,06 21,02 1,20 
yy 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 
xy 0,99 1,00 1,02 1,02 1,02 1,02 0,82 1,11 1,00 
<u> [m/s] 0,47 0,38 0,30 0,24 0,13 0,08 0,02 0,06 0,19 
<v> [m/s] 1,54 1,56 1,60 1,62 1,65 1,72 1,78 1,83 1,94 
y [m] 0,35 0,35 0,35 0,35 0,35 0,35 0,35 0,35 0,35 
xx 1,17 1,37 2,65 3,22 4,76 5,41 91,10 3,96 1,06 
yy 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 
xy 1,00 1,00 1,02 1,03 1,00 0,99 1,02 1,01 1,00 
<u> [m/s] 0,48 0,38 0,30 0,23 0,15 0,11 0,07 0,07 0,11 
<v> [m/s] 1,61 1,63 1,64 1,68 1,73 1,77 1,91 1,98 2,08 
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5 Numerische Modellierung deichbruchinduzierter Strömungen 
Nach der Darstellung der experimentellen Modellierung deichbruchinduzierter Strömungen 
im vierten Kapitel ergänzen dieses und das folgende Kapitel das hybride Modellkonzept mit 
den numerischen Arbeiten, welche entsprechend der im Vorfeld ausgearbeiteten Modellie-
rungs- und Simulationsstrategie durchgeführt werden sollen. Fortschritte bei der Beschrei-
bung deichbruchinduzierter Strömungen können nur im Verbund von experimenteller und 
numerischer Strömungsmechanik erzielt werden. Numerische Methoden diskretisieren die 
fundamentalen Ausgangsgleichungen des mathematisch-physikalischen Modells in Kapitel 2 
und berechnen approximativ Lösungen an allen Stützstellen, welche die Zerlegung des Lö-
sungsgebietes in Raum und Zeit durch ein numerisches Gitter aus endlich vielen Teilgebieten 
definieren. Die räumlichen Diskretisierungsansätze basieren üblicherweise auf Formulierun-
gen mit finiten Differenzen, Volumen oder Elementen, während eine zeitliche Diskretisierung 
fast ausschließlich über finite Differenzen erfolgt (implizit oder explizit). Neben der Darstel-
lung dieser theoretischen Grundlagen liegt das Hauptaugenmerk in diesem Kapitel auf dem 
Gesamtprozess einer hydronumerischen Modellierung und den besonderen Anforderungen 
des deichbruchinduzierten Strömungstyps. Dies beinhaltet den vollständigen Aufbau eines 
abstrakten rechnergestützten Deichbruchmodells inklusive Hydroinformatik, Datentechnik, 
Netzgenerierung und Qualitätssicherung. Die einzelnen Arbeitsschritte zur Erstellung eines 
qualitativ hochwertigen hydronumerischen Computermodells werden erst allgemein definiert 
und danach auf die deichbruchspezifischen Bedingungen bezogen. Die konkreten Simulati-
onstechniken bei der numerischen Modellierung der experimentellen Modellversuche sind 
Bestandteil des nächsten Kapitels, in dem weiterhin auf die eingeführten Prozessschritte zu-
rückgegriffen werden kann. 
5.1 Numerische Modellierung im Wasserbau 
5.1.1 Grundprinzip der Numerik 
Für wasserbaurelevante Freispiegelabflüsse wurden im zweiten Kapitel dieser Arbeit die 
strömungsmechanischen Grundgleichungen abgeleitet und als Systeme gekoppelter partieller 
Differentialgleichungen formuliert, die für alle (unendlich vielen) Punkte in Raum und Zeit 
gültig sind. Da diese Gleichungssysteme nur in hydraulisch stark vereinfachten Sonderfällen 
analytisch lösbar sind, finden numerische Methoden Anwendung. Die Numerik als Teilgebiet 
der Mathematik beschäftigt sich mit der Entwicklung und Analyse von Algorithmen, die 
computergestützt Lösungen für kontinuierliche mathematische Problemstellungen in deren 
Gültigkeitsbereich bereitstellen. Eine strömungsmechanische Fragestellung bezieht sich nor-
malerweise auf ein vorgegebenes synthetisches oder natürliches Modellgebiet in Raum und 
Zeit (ZIELKE, 1999). Anstatt die kontinuierlichen Grundgleichungen für diese gesamte Be-
rechnungsdomäne zu lösen, werden die unbekannten Strömungsfeldgrößen nur an ausgewähl-
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ten Raum- und Zeitpunkten approximiert. Dazu wird das Modellgebiet mit einem Netz über-
zogen und geometrisch in finite Volumen- bzw. Flächeneinheiten zerlegt. Die diskreten Kno-
tenpunkte dieses numerischen Gitters sind die örtlichen Stützstellen, an denen numerische 
Methoden mittels einfacher arithmetischer Operationen näherungsweise Lösungen berechnen 
(SIGLOCH, 2008; FERZIGER & PERIC, 2008). Neben dieser räumlichen Diskretisierung des 
Modellgebietes wird auch der Simulationszeitraum durch die Festlegung von Stützstellen mit 
dazwischen liegenden Intervallen t zeitlich diskretisiert. Der Begriff Diskretisierung be-
zeichnet in der Numerik neben der zeitlichen und räumlichen Aufteilung auch die Überfüh-
rung der partiellen Differentialgleichungen in ein System von lösbaren algebraischen Glei-
chungen (FORKEL, 2004). Ein kontinuierliches (kontinuumsmechanisches) Feldproblem wird 
dabei für endlich viele Stützstellen in Raum und Zeit auf eine diskontinuierliche (diskrete) 
Formulierung reduziert (SCHÖNUNG, 1990), die dann mit Rechenmaschinen zur elektroni-
schen Datenverarbeitung (EDV) behandelbar ist (LAURIEN & OERTEL, 2009). Die fundamen-
talen Ausgangsgleichungen können durch numerische Verfahren immer nur approximativ an 
den diskreten Stellen gelöst werden (Abb. 5.1). 
 
Abb. 5.1: Grundprinzip der (hydro)numerischen Modellierung zur Lösung strömungsmechanischer Fragestellungen 
5.1.2 Numerische Hydromechanik 
Mit dem rapiden Anstieg der Leistungsfähigkeit und Speicherkapazität moderner EDV-
Systeme hat sich das Instrument der numerischen Simulation zu einem unverzichtbaren 
Werkzeug innerhalb der Fachdisziplinen Mathematik, Informatik und Ingenieurwissenschaf-
ten entwickelt. Hydronumerische Simulationen erfordern die interdisziplinäre Zusammenar-
beit von Wasserbauingenieuren (Hydromechanik und Technik), Mathematikern (numerische 
Verfahren und Modelle) und Informatikern (moderne Methoden und Hochleistungsrechner). 
Die Entwicklung und Implementierung effizienter Algorithmen mit guten Stabilitäts- und 
Konvergenzeigenschaften, die Parallelisierung und Adaptivität sind dabei aktuelle ingenieur-
technische Fragestellungen, welche nur fachübergreifend lösbar sind (GRIEBEL ET AL., 1995). 
Die entsprechenden Methoden und Verfahren werden allgemein unter dem Fachgebiet und 
dem Begriff der numerischen Strömungsmechanik (Computational Fluid Dynamics – CFD) 
zusammengefasst (FERZIGER & PERIC, 2008; LAURIEN & OERTEL, 2009). CFD-Modelle sind 
keine Aufgabe für angelerntes Personal, sondern für kompetente Fachkräfte mit umfangrei-
cher numerischer Erfahrung und strömungsmechanischer Ausbildung. 
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Der Schwerpunkt der praktischen und wissenschaftlichen Ingenieurtätigkeit innerhalb der 
Hydroinformatik liegt sicherlich auf der Auswahl und Anwendung einer geeigneten mathema-
tisch-physikalischen Modellierung, der Netzgenerierung, der Durchführung numerischer Si-
mulationen sowie der Visualisierung und Interpretation der berechneten Lösungen im Hin-
blick auf ihre Qualität und Genauigkeit (LAURIEN & OERTEL, 2009). Aufgrund der Bereitstel-
lung von leistungsfähigen und robusten Algorithmen in praxistauglichen, d. h. vielseitigen 
und anwenderfreundlichen Simulationsprogrammen wird die numerische Modellierung im-
mer häufiger und intensiver von den verantwortlichen Ingenieuren zur Abbildung vergange-
ner Strömungsereignisse, zur Begutachtung und Beurteilung aktuell vorliegender Situationen 
sowie zur Planung und Optimierung zukünftiger wasserbaulicher Maßnahmen eingesetzt.  
5.1.3 Gesamtprozess einer allgemeinen hydronumerischen Modellierung 
Eine hydronumerische Modellierung besteht nicht nur aus der Beschaffung und Anwendung 
eines Simulationsprogramms, sondern beinhaltet eine Vielzahl von Teilschritten (Abb. 5.2). 
Diese sind so komplex, dass der gesamte Prozess arbeitsaufwendig, zeit- und kostenintensiv 
mit äußerster Sorgfalt durchgeführt werden muss, wenn eine qualitativ hochwertige Modellie-
rung erreicht werden will (FORKEL, 2004). Zur reinen Rechenzeit kommen der Zeit- und Per-
sonalbedarf für die Vor- und Nachbereitung von Simulationen dazu (Kap. 5.4, 5.5). Ein Mo-
dellierungssystem besteht neben den mathematisch-numerischen Methoden aus dem gesamten 
Pre- und Post-Processing und schließt alle erforderlichen Daten und Verfahren sowie eine 
zweckdienliche Arbeitsumgebung (Hard- und Software) mit ein (ZIELKE, 1999).  
Aufgabenstellung, Modellbildung und Programmauswahl 
Eine strömungstechnische Aufgabenstellung kann aus der Berechnung mehrerer Hochwas-
serszenarien bestehen. Die Analyse des Ist-Zustandes, d. h. die Simulation des aktuellen 
Strömungsbildes, bildet dabei die Grundlage für die Bewertung der Auswirkungen von unter-
schiedlichen wasserbaulichen Maßnahmen und Bauwerken (Planungszustände) bis hin zur 
Identifizierung und Auswahl einer optimalen Variante (BLOß, 1999). Nach Definition der 
Problemstellung (z. B. durch einen Auftraggeber) wird im Stadium der Modellbildung ver-
sucht, das Systemverhalten mit hydromechanischen Grundgleichungen und maßgeblichen 
Parametern zu erfassen (ZIELKE, 1999). Die Modellbildung ist konzeptionell, denn sie prägt 
die weitere Vorgehensweise im gesamten Modellierungsablauf. Auf Grundlage der konkreten 
Aufgabe werden die relevanten strömungsphysikalischen Vorgänge (z. B. Turbulenz, freie 
Oberfläche, Fließwechsel), die Anzahl und Art der Phasen (Lufteintrag, Morphodynamik, 
Stofftransport), die Dimensionalität und eine zweckdienliche mathematische Formulierung 
festgelegt. Die Gestalt des resultierenden Gleichungssystems und die Ausdehnung sowie 
Dichte der zu beschaffenden Daten beeinflussen die Implementierung einer geeigneten nume-
rischen Lösungs- und Diskretisierungsmethode (FORKEL, 2004; FERZIGER & PERIC, 2008). In 
der Praxis entscheidet oftmals die aktuelle Verfügbarkeit über diese Programmauswahl (Ei-
genentwicklung oder Erwerb einer Lizenz). Besonders wasserbauliche Fragestellungen erfor-
dern beim Einsatz von kommerziellen Softwarepaketen eine ausreichende Verifikation und 
Validierung sowie Expertise in der numerischen Modellierung beim Anwender. 
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Abb. 5.2: Prozessschritte einer hydronumerischen Modellierung 
Modellerstellung, Modellanwendung und Auswertung 
Nach der Programmbeschaffung folgt die Modellerstellung, welche die Akquisition der be-
nötigten Daten, deren Einpflegung in ein Modell und die Netzgenerierung umfasst (FORKEL, 
2004): das Modellgebiet wird räumlich diskretisiert und der ausgewählte Systemzustand 
durch materielle und geometrische Parameter beschrieben (ZIELKE, 1999). Die Wechselwir-
kungen an den festzulegenden Systemgrenzen werden durch Vorgabe von Randbedingungen 
definiert, die Prozesshistorie wird mit einer Anfangsbedingung berücksichtigt. Durch Mini-
mierung der Abweichungen zwischen Messungen eines vorgegebenen Ist-Zustandes und Si-
mulationsergebnissen bei gezielter Variation entscheidender oder unsicherer Parameter wird 
das numerische Modell im Zuge der Modellanwendung zunächst kalibriert (FORKEL, 2004). 
Die kalibrierten Parameter können im Rahmen physikalisch sinnvoller Bereiche von den rea-
len Werten abweichen, da sie das synthetische Abbild der Natur eichen und dabei modellinhä-
rente Ungenauigkeiten oder Vereinfachungen ausgleichen sollen. In komplexeren Modellen 
ergeben sich oftmals sinnvollere Werte für die Kalibrierungsparameter, da sie so ihre ur-
sprünglich zugedachte physikalische Bedeutung besitzen (ZIELKE, 1999). Bei den eigentli-
chen Simulationsläufen handelt es sich um die Rekonstruktion und Nachrechnung vergange-
ner bzw. aktueller Strömungsszenarien oder um vergleichende bzw. optimierende Prognose-
simulationen möglicher zukünftiger Systemzustände. Abschließend erfordert die kritische 
Auswertung und Interpretation der Ergebnisdaten im Hinblick auf Qualität und Genauigkeit 
eine grafische Aufbereitung und einen Vergleich mit Experimenten bzw. Naturmessdaten. 
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5.1.4 Gesamtprozess der numerischen Modellierung deichbruchinduzierter Strömungen 
Aufgabenstellung, Modellbildung und Programmauswahl 
Die konkrete Aufgabenstellung resultiert aus dem DFG-Forschungsvorhaben KO 1573/15-2 
(ROGER ET AL., 2008) und besteht aus der numerischen Modellierung deichbruchinduzierter 
Strömungen als Baustein des hybriden Ansatzes (Kap. 1.3.4). Die Modellbildung für turbu-
lente Freispiegelströmungen in zwei bzw. drei Dimensionen entspricht dem Inhalt des zwei-
ten Kapitels. Für die numerische Simulation der experimentellen Konfigurationen aus dem 
vierten Kapitel ist keine eindeutige sondern vielmehr eine variable Modellkonzeption und 
Programmauswahl mit unterschiedlichen Methoden vorgesehen. Der Vergleich und die Be-
wertung von drei verschiedenen Simulationsprogrammen sind zentraler Bestandteil des Un-
tersuchungskonzeptes und gehören somit zur Modellierungsstrategie des Forschungsansatzes 
(Kap. 3.4.2), um der Skalen- und Deichbruchproblematik (Kap. 1.3.2) zu begegnen. Etwaige 
numerische Schwächen der verwendeten Codes auch im Hinblick auf die besonderen Anfor-
derungen des deichbruchinduzierten Strömungstyps (Kap. 5.6) oder die sogenannten numeri-
schen Kosten (computational costs) – im Sinne der benötigten Rechenzeiten – werden eben-
falls betrachtet. Folglich sind sowohl Modellbildung als auch Programmauswahl im Rahmen 
dieser Arbeit flexibel gestaltet (Abb. 5.3). 
 
Abb. 5.3: Prozessschritte der numerischen Modellierung deichbruchinduzierter Strömungen 
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Modellerstellung (Pre-Processing) 
Die datentechnischen Aspekte sind für die Simulation naturnaher Deichbruchszenarien von 
überragender Bedeutung (KÖNGETER & ROGER, 2006). Zwar mussten für die Formulierung 
der Aufgabenstellung, bei Modellbildung und Programmauswahl bereits vorläufige Daten 
vorliegen, die Akquisition und Implementierung großer Mengen unterschiedlichster Datenty-
pen mit entsprechender Informationsdichte erfolgt erst bei der Modellerstellung. Die raum- 
und zeitbezogenen Basis- und Metadaten dienen dem Aufbau und der Kalibrierung des hyd-
ronumerischen Modells sowie der Steuerung der Simulationsläufe (KASPER, 1999; WENKA, 
1999). Für die Datenbereitstellung sind diverse Behörden, Verbände und Ministerien auf re-
gionaler sowie Landes- und Bundesebene anzufragen. Zu den benötigen Daten zählen Ab-
messungen und Aufbau von Deichen (Geotechnik), Topologie sowie Geometrien hydraulisch 
wirksamer Strukturen, Geländetopografie, Bewuchsbestand, Oberflächeneigenschaften und 
Nutzungsarten im Hinterland, Meteorologie, Geologie und Hydrologie im Einzugsgebiet 
(Hochwasserbildung), Beschaffenheit und Bathymetrie der Fließgewässersohle, Gerinne-
hydraulik (Wasserstände, Abflüsse), Rahmenbedingungen der Szenarien, Naturmessdaten 
falls vorhanden, Aufzeichnung historischer bzw. Befliegungsdaten jüngerer Überflutungen.  
Geländeformen und -topografie werden üblicherweise per Tachymetrie oder durch Befliegun-
gen mit der optischen Abstandsmessung LIDAR (Light detection and ranging) per Laser-
strahlen (airborne laserscanning) bzw. Photogrammetrie aufgenommen. Hinsichtlich der 
Hydrographie wird die Sohllage wasserbedeckter Flächen ebenfalls tachymetrisch bzw. in 
schiffbaren Gewässern mittels Peilung (Sonar) bestimmt. Die Ermittlung zonaler Vegetations- 
und Rauheitsparameter wird durch Kartenwerke, Luftbildaufnahmen und Ortsbegehungen 
unterstützt. Wasserspiegeldaten werden direkt über Pegelschriebe in Form von Gang- bzw. 
Dauerlinien bzw. mittelbar über Luftbildaufnahmen erhoben. Oftmals werden an Pegeln mit 
Messflügeln oder Acoustic DOPPLER Current Profiler (ADCP) die Fließgeschwindigkeiten 
detektiert. Neben der Integration solcher Geschwindigkeitsfelder dienen auch Überfallmes-
sungen an Wehren und Kontrollbauwerken der Abflussmengenbestimmung.  
Für die Modellerstellung muss eine entsprechende Arbeitsumgebung vorliegen, die neben 
einer leistungsfähigen Hardware auch über eine entsprechende Softwareausstattung für das 
Pre- und Post-Processing verfügt. Geografische Informationssysteme (GIS), computer aided 
design (CAD), eingebundene relationale Datenbanken (RDB), komfortable Netzgeneratoren 
und ausgereifte 3D-Visualisierungssysteme sind im Verbund (Kommunikationssoftware) für 
eine effektive Verwaltung, Nutzung und Kontrolle sowie die übersichtliche Darstellung und 
Analyse von Eingangs- bzw. Ergebnisdaten unerlässlich. Georeferenzierte digitale Gelände-
modelle (DGM) können beispielsweise anhand des Objektartenkatalogs des amtlichen topo-
grafisch-kartografischen Informationssystems (ATKIS) mit Attributen wie Landschaftsobjek-
ten, Flächennutzungen und Rauheitsbereichen überlagert und z. B. als grid oder triangulated 
irregular network (TIN)i zu digitalen Landschaftsmodellen (DLM) erweitert werden.  
                                                 
i GRIDs sind rechteckige Bereiche, die mit quadratischen Zellen rasterartig ausgefüllt sind, denen jeweils ein konstanter Wert 
zugeordnet ist. TINs repräsentieren Oberflächen mittels kontinuierlicher, nicht überlappender Dreiecksflächen.  
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Mit derartig standardisierten Datentypen und -formaten in einer raum- und objektbezogenen 
Datenverarbeitung können die Rohdaten im weiteren Ablauf der Modellierung effizient ver-
waltet (Sortierung, Ablegung, Archivierung), eindeutig identifiziert (Auswahl, Import), aufbe-
reitet (Bereinigung, Filterung, Ausdünnung, Selektion, Generalisierung), konvertiert und ma-
nipuliert (Transformation, Anpassung) werden (PLÜß, 1994; KASPER, 1999). 
Eine verlässliche hydronumerische Simulation erfordert eine möglichst genaue Darstellung 
des natürlichen Strömungsgebietes auf Basis digitaler Daten. Die in der Natur gemessenen 
Geländehöhen sowie die beobachteten Boden-, Bebauungs- und Vegetationsverhältnisse müs-
sen in eine Form gebracht werden, die in ein numerisches Verfahren übertragbar ist 
(KÖNGETER & ROGER, 2003). Nach Datenbeschaffung, Festlegung der Geometrie und Erzeu-
gung des Berechnungsgitters für die räumlichen Diskretisierung (Kap. 5.4) folgt deshalb die 
modellspezifische Datenaufbereitung (WENKA, 1999). Dazu gehört die knotenbasierte oder 
flächenhafte Interpolation der Eingangsdaten innerhalb definierter Zonen (z. B. Rauheitsbe-
reiche) auf das numerische Gitter. Die Höheninterpolation geschieht oftmals durch eine or-
thogonale Projektion des DGM von einem TIN auf die diskreten Gitterpunkte. Entsprechende 
deterministische Interpolationsmethoden sind in Abhängigkeit der Dichte, Heterogenität und 
Zonierung der Daten mit Ungenauigkeiten verbunden. Ein weiterer Aspekt bei Deichbruch-
szenarien ist die korrekte Verschneidung der Daten verschiedener Herkunft an der Uferkante: 
für das Hinterland (aus Laserbefliegungen) und für das Flussbett (durch Peilungen oder ma-
nuelle terrestrische Vermessungen). Dies gilt für die Zonierung, das Datenformat (z. B. 
ASCII-Files) und den Höhenbezug (KÖNGETER & ROGER, 2006).  
Bei der Modellerstellung müssen zusätzlich zu der Geometrie der Berechnungsdomäne wei-
terhin Strömungswiderstände sowie Rand- und Anfangsbedingungen parametrisiert werden. 
Die Zuordnung entsprechender Rauheits- bzw. Bewuchskoeffizienten sowie turbulenter Feld-
größen kann z. B. zonal anhand von Materialbereichen erfolgen (CADAM, 2000; KÖNGETER 
& ROGER, 2003; HARMS ET AL., 2004). Außerdem müssen sinnvolle Steuerungsdaten zu-
sammengestellt werden, d. h. numerische Parameter, die verfahrensbedingte Einstellungen 
vornehmen und generelle Vorgaben zum Berechnungsablauf machen. 
Im Rahmen dieser Arbeit ist die Nachrechnung der Modellversuche aus Kap. 4 geplant. Die 
einfachen experimentellen Geometrien (Kap. 3.3.2) ohne Sohl- und Bewuchsstrukturen er-
leichtern dabei die EDV. Die Messungen entsprechen unmittelbar der Datenbeschaffung bzw. 
-bereitstellung, so dass innerhalb der erreichbaren Messgenauigkeit keine weiteren fehlerhaf-
ten bzw. unsicheren Daten vorliegen. Wie bei der Messwerterfassung beschrieben (Kap. 4.2) 
muss auch bei Labormessungen auf eine effiziente raum- und zeitbezogene Datenverwaltung 
geachtet werden. Durch die Abmessungen des Versuchsstandes und das definierte Mess- und 
Untersuchungsprogramm (Kap. 4.3) ist die räumliche und zeitliche Modellgebietsgröße auch 
für die Numerik definiert. Eine Übertragung von Gelände- und Höheninformationen (GIS-
Manipulationen s. o.) entfällt. Im Gegensatz zu praxisnahen Szenarien müssen außerdem kei-
ne Systemgrenzen definiert werden. Dieser Aspekt ist eng mit dem Ansatz von geeigneten 
Rand- und Anfangsbedingungen (Kap. 2.5) verbunden, die hier durch die entsprechenden 
experimentellen Konfigurationen ebenfalls fest vorgegeben sind. 
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Modellanwendung (Processing) 
Mit den drei ausgewählten Simulationsprogrammen erfolgt die numerische Lösung der 
Grundgleichungen unter Ansatz der jeweils verfahrensspezifischen Steuerungsparameter. 
Aufgrund der Zeitabhängigkeit entstehen drei- bzw. vierdimensionale Datenstrukturen als 
Modellergebnisse auf Basis der Flachwasser- bzw. der REYNOLDS-Gleichungen. Bei der Mo-
dellanwendung geht es im Rahmen der vorliegenden Arbeit nicht um eine Entwurfs- oder 
Optimierungsaufgabe für eine bestehende hydraulische Struktur bis hin zum Nachweis einer 
Vorzugsvariante aus diversen Planungszuständen (wasserbauliche Systemstudie). Stattdessen 
werden diverse experimentelle Konfigurationen mit unterschiedlichen numerischen Werkzeu-
gen simuliert, um deren Prognosefähigkeit als Teil des hybriden Untersuchungskonzeptes 
(Kap. 3.4) zu bewerten.  
Es findet demnach keine Kalibrierung eines praxisnahen Deichbruchszenarios anhand von 
Naturmessdaten statt. Vielmehr soll ein kalibriertes Modell bereitgestellt werden, so dass ei-
nerseits Parameterstudien innerhalb eines Variantenstudiums und anderseits Vergleiche zwi-
schen verschiedenen bestmöglich geeichten Modellen mit Labormessdaten den Kernpunkt der 
Anwendung bilden. Gemäß FORKEL (2004) erfolgt die Anpassung numerischer Parameter 
sowie Turbulenz- bzw. Rauheitsbeiwerte in einer manuell-indirekten stationären Kalibrie-
rung, die gleichzeitig das Systemverständnis deutlich erhöht. 
Auswertung (Post-Processing)  
Vor einer umfassenden quantitativen und nachvollziehbaren Auswertung in Form von textli-
chen Analysen, Tabellen, Diagrammen sowie der Visualisierung anhand von diversen grafi-
schen Darstellungsformen (Kap. 5.5.6) ist nach jedem Simulationslauf eine Prüfung der Er-
gebnisdaten auf Plausibilität mittels charakteristischer Bilanzgrößen wie dem Breschendurch-
fluss (Kap. 3.3.3) zweckmäßig. 
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5.2 Zeitliche Diskretisierung 
5.2.1 Grundprinzip der Schrittverfahren (marching methods) 
Bei instationären Strömungsproblemen ist eine Berücksichtigung der Zeit gemäß ihrer Infor-
mationsausbreitung notwendig (LAURIEN & OERTEL, 2009). Während lokale Einwirkungen 
das Strömungsfeld in allen Raumrichtungen beeinflussen können, wirkt sich eine Störung zu 
einem bestimmten Zeitpunkt nur auf die zukünftige Strömung aus (FERZIGER & PERIC, 2008). 
Diesem fortschreitenden Charakter der Zeit entsprechend kommen vorwiegend inkrementelle 
Methoden (marching methods) zum Einsatz. 
 
Abb. 5.4: Dreidimensionale Datenstruktur für eine tiefenintegrierte Strömung, modifiziert nach MALCHEREK (2001b) 
Zum Anfangszeitpunkt t0 ist die Unbekannte (x,y,z,t) in Form einer Initialbedingung 
0 = (x,y,z,t0) bekannt (Abb. 5.4). Durch fortwährendes Hinzufügen von Zeitschritten t 
werden sukzessive für alle weiteren Zeitpunkte tn Näherungslösungen n = (x,y,z,tn) be-
stimmt. Anschließend bedarf der Lösungsverlauf zwischen den Stützstellen einer weiteren 
Approximation (Abb. 5.5). Die Zeit wird dabei in einzelne diskrete Zeitpunkte zerlegt: 
n 0 n 1 n 0t t n t,  t t t  mit n         (5.1) 
 
Abb. 5.5: Prinzip der zeitlich inkrementellen Diskretisierung, modifiziert nach FORKEL (2004) 
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5.2.2 TAYLOR-Verfahren und Konsistenzordnung 
Ableitungen nach der Zeit werden in der Strömungsmechanik üblicherweise mittels in der 
Zeit fortschreitenden Differenzenverfahren angenähert. Nach der Diskretisierung des Integra-
tionsbereiches (Kap. 5.2.1) werden die in den Grundgleichungen auftretenden zeitlichen Dif-
ferentialoperatoren t   in Differenzenquotienten umgeformt. Dazu werden TAYLOR-Reihen 
der Funktionen n+1 bzw. n-1 an der Stelle tn entwickelt (BRONSTEIN, 1997): 
       
 
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n t t t
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t t tt ..... mit t t t
i! 2! 3!
t t tt .....
i! 2! 3!


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                     
                 


 n 1 nmit t t t   
  (5.2) 
Bei Vernachlässigung aller Ableitungen höher als zweiten Grades und Auflösen nach den 
ersten Ableitungstermen sowie Division durch t ergeben sich: 
 n 1 nn 2 n 2t tt tt 2!
             (5.3) 
 n n 1n 2 n 2t tt tt 2!
             (5.4) 
Der Ausdruck O(tK) steht für den Fehler bei Abbruch einer TAYLOR-Reihenentwicklung 
nach der K-ten Ableitung (FORKEL, 2004). Der Exponent K wird als zeitliche Konsistenzord-
nung bezeichnet und gibt an mit welcher Potenz der Diskretisierungsfehler von der gewählten 
Zeitschrittweite t abhängt. Die partiellen Zeitableitungen t   bzw. 2t   können durch 
TAYLOR-Umformungen wie folgt approximiert werden: 
   n 1 n n n 1t tt t                Abbruch Gl. 5.2 nach t t
                (5.5) 
 n 1 n 1 2t t                                           Gl. 5.3  Gl.5.42 t
          (5.6) 
 n 1 n n 12 2t 22 t                                 Gl. 5.3  Gl.5.4t
             (5.7) 
Eine Auswahl unterschiedlicher Verfahren wird anhand der homogenen Evolutionsgleichung 
vorgestellt, in welcher der Term A alle räumlichen Differentialoperatoren und Vorfaktoren 
enthält (TORO, 1997). SCHINDLER (2001) und MALCHEREK (2001b) geben dafür eine formale 
Lösung unter Nutzung der TAYLOR-Reihe für die e-Funktion an. 
t A 0      (5.8) 
   
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tA 0 tA 2 2 3 3
i 0
tA 1 1t e  mit e 1 tA t A t A ......
i! 2 6
 

           (5.9) 
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5.2.3 Einschrittverfahren 
Beim expliziten EULER-Verfahren (Forward-EULER) wird A zum bekannten Zeitpunkt tn 
bestimmt und der Gradient mit einem Differenzenquotienten zwischen neuem und aktuellem 
Zeitschritt angenähert: 
 n 1 n n n 1 n n nA 0 A t 1 tA
t

                 (5.10) 
Damit berechnet sich n+1 an jedem Gitterpunkt nur aus räumlichen Ableitungen der bekann-
ten Funktion n. Explizite EULER-Verfahren benötigen deshalb einen geringen Rechenauf-
wand, besitzen aber eine niedrige Konsistenzordnung und tendieren zu Stabilitätsproblemen, 
auf die in Kap. 5.5 genauer eingegangen wird. Das korrespondierende implizite Verfahren 
(Backward-EULER) berechnet A zum neuen Zeitschritt tn+1, so dass n+1 nicht mehr isoliert 
werden kann und iterativ berechnet werden muss: 
n 1 n
n 1A 0
t

       (5.11) 
Gl. 5.11 ist dann für alle diskreten Punkte der Ortsdiskretisierung aufzustellen, so dass in je-
den Iterationsschritt das Gleichungssystem aus der räumlichen Diskretisierung (Kap. 5.3) 
gelöst werden muss. Backward-EULER-Verfahren sind unbeschränkt stabil, wodurch größere 
Zeitschrittweiten möglich sind, was den Nachteil der Rechenintensität kompensieren kann. 
Bei weiterhin einfacher Konsistenzordnung kann numerische Diffusion (Kap. 5.5.5) verstärkt 
auftreten. Entsprechend Abb. 5.6 bedeutet dies grafisch, dass die exakte Funktion  an der 
Stelle tn durch die Tangente fn+1 im Punkt (tn+1, n+1) angenähert wird und für Gl. 5.11 ein im-
plizites Gleichungssystem nach n+1 aufgelöst werden muss (Invertierbarkeit). Beim explizi-
ten Verfahren wird die Tangente an den Punkt (tn, n) gelegt (OERTEL ET AL., 2006). 
 
Abb. 5.6: Grafische Interpretation der expliziten und impliziten EULER-Methode, modifiziert nach OERTEL ET AL. (2006) 
Das CRANK-NICOLSON-Verfahren ist ein semiimplizites Einschrittverfahren, welches eine 
Gewichtung des expliziten und impliziten Verfahrens ermöglicht (FORKEL, 2004): 
 n 1 n n 1 nA 1 A 0
t

          (5.12) 
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Für einen CRANK-NICOLSON-Faktor  = 0 ergibt sich das explizite EULER-Verfahren, wäh-
rend  = 1 im Backward-EULER-Verfahren resultiert. Das Schema besitzt im Allgemeinen 
die Konsistenzordnung Eins. Nur für  = 0,5 ergibt sich das Leap-Frog-Schema (Gl. 5.21) 
mit der Konsistenzordnung Zwei. Als Vorstufe zum Operator-Splitting-Verfahren kann durch 
verschiedene CRANK-NICOLSON-Parameter eine gezielte Gewichtung unterschiedlicher (z.B. 
konvektiver bzw. diffusiver) Terme in den Strömungsgleichungen vorgenommen werden: 
   n 1 n n 1 n n 1 nt A A B BA B A 1 A B 1 B 0t

                   (5.13) 
5.2.4 Numerische Integration 
Eine andere Herangehensweise als die TAYLOR-Reihenentwicklung stellt die Integration von 
Gl. 5.8 dar (FERZIGER & PERIC, 2008): 
 n 1 n 1
n n
t t
n 1 n
t
t t
A dt A dt 0
 
           (5.14) 
Ohne Kenntnis des zeitlichen Verlaufs der Lösung zwischen den diskreten Zeitpunkten, muss 
eine Approximation des Zeitintegrals eingeführt werden. Zwar gibt es nach dem Mittelwert-
satz (BRONSTEIN, 1997) einen bestimmten Zeitpunkt , für den gilt: 
 n 1
n
t
n n 1
t
A dt A t mit t ; t , ( )

 
          (5.15) 
Da sowohl  als auch der entsprechende Wert  unbekannt sind, wird auf die approximativen 
numerischen Integrationsverfahren (Abb. 5.7) zurückgegriffen. MALCHEREK (1999) verweist 
unter Anwendung des Hauptsatzes der Differential- und Integralrechnung bei der zeitlichen 
Mittelung der Grundgleichungen auf die Parallelen zwischen Numerik und Turbulenztheorie: 
n 1
n
tn 1 n
t t
t
1 dt
t t
                (5.16) 
 
Abb. 5.7: Approximation des Zeitintegrals über ein Intervall t 
Eine Abschätzung des Integrals mit dem Wert des Integranden zu Beginn des Integrationsin-
tervalls ergibt die explizite Vorwärts-EULER-Methode (FERZIGER & PERIC, 2008): 
n 1 n nA t       (5.17) 
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Der Wert am Ende des Integrationsintervalls führt zur impliziten Rückwärts-EULER-Methode: 
n 1 n n 1A t        (5.18) 
Die Mittelpunktregel nutzt den Wert des Integranden im Zentrum des Integrationsintervalls 
und kann als Grundlage des Leap-Frog-Schemas (Gl. 5.21) angesehen werden: 
1
2nn 1 n A t       (5.19) 
Bei Annahme eines linearen Verlaufs des Integranden kann das Integral über die Intervall-
grenzen mit der Trapezregel angenähert werden, d. h. mit der CRANK-NICOLSON-Methode: 
 n 1 n n n 11 A A t2          (5.20) 
5.2.5 Mehrschritt- und Sonderverfahren 
Neben dem aktuellen Zeitschritt verwenden Mehrschrittverfahren im Gegensatz zu Ein-
schrittverfahren nicht nur einen vergangenen Zeitpunkt tn, sondern nutzen weitere Zeitebenen. 
Beim expliziten Leap-Frog-Verfahren muss der vorletzte Zeitschritt abgespeichert werden: 
n 1 n 1
nA 0
2 t
        (5.21) 
SCHÖNUNG (1990) und FERZIGER & PERIC (2008) beschreiben ein namenloses imlizites Ver-
fahren zweiter Ordnung, bei dem drei Zeitebenen benötigt werden: 
n 1 n n 1
n 13 4 A 0
2 t
 
         (5.22) 
Aus der formalen Lösung der Evolutionsgleichung für tn+1 lassen sich in Abhängigkeit der 
berücksichtigten TAYLOR-Glieder weitere Verfahren konstruieren (MALCHEREK, 2001b): 
 in 1 tA n n
i 0
tA
e
i!
 

       (5.23) 
Die Berücksichtigung der ersten beiden Glieder führt zum EULER-Verfahren (Gl. 5.10). Bei 
Verwendung des quadratischen Terms ergibt sich das explizite LAX-WENDROFF-Verfahren: 
n 1 n
n 1 2 2 n n 2 n1 11 tA t A A tA 0
2 t 2

                      (5.24) 
Eine Formulierung bis zur 4. Ordnung resultiert im klassischen RUNGE-KUTTA-Verfahren 
(Gl. 5.25), das oftmals entsprechend Gl. 5.26 implementiert wird (VREUGDENHIL, 1994). 
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 (5.25) 
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 (5.26) 
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Im Kontext der numerischen Integration nutzen demnach RUNGE-KUTTA-Verfahren weitere 
Hilfspunkte innerhalb des Intervalls t, um eine höhere Genauigkeit zu erreichen. In Abhän-
gigkeit der erwünschten Konsistenzordnung sowie den verwendeten Ansätzen für die Zwi-
schenlösungen ergeben sich die Vorfaktoren für die Stützstellen im Integrationsintervall. 
Die bekanntesten Mehrschrittverfahren sind die sogenannten ADAMS-Methoden. Bei den ex-
pliziten ADAMS-BASHFORTH-Methoden wird ein LAGRANGE-Polynom an eine bestimmte 
Anzahl vergangener sowie an den aktuellen Zeitschritt angepasst (FERZIGER & PERIC, 2008). 
LAURIEN & OERTEL (2009) nennen ein entsprechendes Verfahren zweiter Ordnung. 
n 1 n
n n 13 1A A 0
t 2 2

         (5.27) 
Für ADAMS-BASHFORTH-Verfahren höherer Ordnung werden mittels der GAUSSschen Quad-
ratur die einzelnen vergangenen Zeitebenen mit vorgegebenen Gewichten und Stützstellen 
berücksichtigt (KAMRATH, 2009). Im Unterschied zur RUNGE-KUTTA-Methode werden be-
reits vorliegende Ergebnisse genutzt und es müssen keine Zwischenlösungen an Hilfspunkten 
berechnet werden. Die Einbeziehung des zukünftigen Zeitschritts in das Interpolationspoly-
nom führt auf die ADAMS-MOULTON-Methoden. ADAMS-Ansätze sind speicherintensiver, 
ungenauer dafür jedoch billiger (bezogen auf die reale Berechnungsdauer für einen simulier-
ten Zeitschritt) als vergleichbare RUNGE-KUTTA-Verfahren (FERZIGER & PERIC, 2008). 
Die Klasse der iterativen Verfahren setzen sich aus unterschiedlichen expliziten und implizi-
ten sowie Ein- und Mehrschrittansätzen zusammen. Das Prädiktor-Korrektor-Verfahren ist 
ein zweistufiges iteratives Verfahren. Beim expliziten Prädiktorschritt (Index k) wird auf Ba-
sis des bekannten Zeitschritts ein Schätzwert berechnet, welcher anschließend mit einem im-
pliziten Schema (Index n) korrigiert wird (FORKEL, 2004). Der Stabilitäts- und Genauigkeits-
gewinn ist teurer (im Sinne der benötigten Rechenzeit): 
    n 1,k 1 n,k n 1 nn 1,k n 2 2 n
Gl. 5.10
A 0 A 1 tA 1 tA t A
t t
  
                  (5.28) 
Es existiert eine große Vielfalt iterativer bzw. Prädiktor-Korrektor-Verfahren. Beispielsweise 
lässt sich auch das RUNGE-KUTTA-Verfahren in diese Systematik einordnen, da einem 
EULER-Prädiktor für die halbe Zeitschrittweite ein impliziter EULER-Schritt folgt, der wieder-
um über die Mittelpunktsregel und die SIMPSON-Regel zum vollen Zeitschritt korrigiert wird. 
Mehrstufige Mehrschrittverfahren kombinieren einen ADAMS-BASHFORTH-Prädiktor, der im 
ADAMS-MOULTON-Korrekturschritt verbessert wird (FERZIGER & PERIC, 2008). Es lassen 
sich so Verfahren beliebiger Ordnung herleiten, die dann als PECEC-Verfahren (Prediction, 
Evaluation, Correction, Evaluation, Correction) bezeichnet werden (KAMRATH, 2009). 
In der Literatur findet sich eine Vielzahl der unterschiedlichsten Zeitdiskretisierungsverfahren 
inklusive diverser Mischformen der beschriebenen Grundschemata. Stichwortartig seien hier 
Operator-Splitting-Verfahren, Fractional-Step-Methoden, Projektions- und ADI-Methoden 
(Alternating-direction implicit) und BDF-Verfahren (backward differentiation formulas) ge-
nannt, die in SCHÖNUNG (1990), VREUGDENHIL (1994), FORKEL (2004), MALCHEREK 
(2001b), FERZIGER & PERIC (2008) und KAMRATH (2009) beschrieben werden. 
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5.3 Räumliche Diskretisierung 
5.3.1 Übersicht der örtlichen Diskretisierungsmethoden 
Während alle Zeitdiskretisierungsverfahren auf dem Grundprinzip der finiten Differenzen 
beruhen, existieren verschiedene räumliche Diskretisierungsmethoden, um das Kontinuums-
modell in ein numerisch diskretes Modell zu überführen. Zu den wichtigsten Methoden der 
numerischen Strömungsmechanik zählen in diesem Zusammenhang die Finite-Differenzen- 
(FD-), Finite-Elemente- (FE-) und Finite-Volumen-Methoden (FV-Methoden). Im Gegensatz 
zum temporalen Einfluss kann sich eine Information ab dem Zeitpunkt einer Einwirkung im 
Raum in alle Richtungen ausbreiten (Kap. 5.2.1). Daher wird der gesamte Modellbereich mit 
einem zwei- bzw. dreidimensionalen Gitter in eine endliche Anzahl kleiner Teilgebiete mit 
geeigneten Formen und Größen unterteilt (Kap. 5.4). Diese finiten Diskretisierungseinheiten 
werden anschließend einer numerischen Systematik unterzogen. Obwohl bei hinreichend fei-
ner Auflösung und korrekter Anwendung jedes der genannten Verfahren theoretisch zu der 
gleichen Lösung gelangt, unterscheiden sie sich in Entwicklung, Einsatz und Lösungsstrategie 
erheblich. Bezogen auf ein konkretes Strömungsproblem hat jede Methode ihre Vor- und 
Nachteile, was Eignung, Genauigkeit, Effizienz oder Aufwand angeht (FERZIGER & PERIC, 
2008; FORKEL, 2004). Da letztendlich die Verfügbarkeit eines Codes sowie die Präferenzen 
des Anwenders entscheidend sind (Kap. 5.1.3), wird auf einen grundsätzlichen Methodenver-
gleich verzichtet. 
5.3.2 Finite-Differenzen-Methode 
Die Methode der finiten Differenten ist das als älteste Verfahren der numerischen Strö-
mungsmechanik und nutzt üblicherweise lokal strukturierte numerische Gitter (Kap. 5.4.1) 
von kartesischer Natur. Bei gleichmäßiger Achsenunterteilung können die Koordinaten ana-
log zu Gl. 5.1 mittels Laufindizes beschrieben werden:  
i 0 i 1
j 0 j 1
k 0 k 1
x x i x x x mit i
y y j y y y mit j
z z k z z z mit k






      
      
      



 (5.29) 
In den fundamentalen Ausgangsgleichungen werden alle partiellen Ortsableitungen 
i (x, y, z, t)   (hier: i = x, y, z wie in Kap. 2.2) zu einem bestimmten Zeitpunkt tn durch alge-
braische Ausdrücke ersetzt, in denen die Knotenwerte der Variable (xi,yj,zk,tn) = ni,j,k unbe-
kannt sind. Pro Zeitschritt werden dazu an jedem Gitterpunkt lineare Beziehungen dieser dis-
kreten Variablenwerte zu einer bestimmten Anzahl von Nachbarknoten formuliert, so dass ein 
Gleichungssystem entsteht. Die Knotenwerte müssen so miteinander verknüpft werden, dass 
die resultierenden algebraischen Gleichungen die Eigenschaften der Differentialgleichung 
wiedergeben. An den Modellgebietsrändern wird die gesuchte Unbekannte für alle Zeitpunkte 
vorgegeben und die Lösungen für alle weiteren inneren Gitterpunkte sukzessive berechnet.  
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Da bei der FD-Methode jede Koordinate isoliert behandelt werden kann und die zeitliche Dis-
kretisierung eine äußere Iterationsschleife ist (Gl. 5.8, GRIEBEL ET AL., 1995), erfolgt die 
Darstellung für einen festen Zeitpunkt nur in x-Richtung mit (xi) = i und yj, zk, tn = const. 
Die Grundidee der FD-Approximation folgt aus der Definition der Ableitung als Limes eines 
linearen Differenzenquotienten der Funktion (x): 
 
i 1 i
i 1 i i i
x x i x ii x x x 0
i 1 i
(x x) (x )(x) (x ) lim lim
x x x

  
                  (5.30) 
Bei der allgemeinen Herleitung werden alle in den strömungsmechanischen Grundgleichun-
gen auftretenden räumlichen Differentialoperatoren – analog den zeitlichen finiten Differen-
zen (Kap. 5.2) – nach TAYLOR-Reihenentwicklungen an den Knotenpunkten direkt durch 
Differenzenquotienten angenähert (TORO, 1997).  
       
l 2 3(l)
i x i i i2 3
i i x i x i x i
l 0
x x x x x x
(x) x x ...
l! 2! 3!


                    (5.31) 
 
Abb. 5.8: 2D orthogonale FD-Diskretisierung (links), modifiziert nach FORKEL (2004); Geometrische Interpretation einer 
Ableitung (rechts), modifiziert nach FERZIGER & PERIC (2008) 
Die erste Ableitung x i   ist die Neigung der Tangente an (x) im Punkt xi (Abb. 5.8, rechts). 
Sie kann approximiert werden durch die Neigung der vorderen Sekante mit dem benachbarten 
Punkt (xi + x) = (xi+1) = i+1. Einsetzen von x = xi+1 in Gl. 5.31 führt auf die entsprechen-
de Vorwärtsdifferenz als Approximation der ersten Ableitung. Das analoge Vorgehen mit der 
rückwärtigen Sekante bzw. x = xi-1 in Gl. 5.31 resultiert in der Rückwärtsdifferenz. Mittels 
der Sekante durch beide benachbarte Gitterpunkte lässt sich die Zentraldifferenz ableiten. 
Für den Entwicklungsknoten (i, j) im zweidimensionalen orthogonalen Fall (Abb. 5.8, links) 
ergeben sich aus den TAYLOR-Reihen die folgenden Näherungen, wobei die Orientierung 
vom gewählten Nachbarknoten abhängt, wie z. B. x in Richtung (i+1, j) oder -y für (i, j-1): 
   i 1, j i, j i, j 1 i, jx yx ,  y  Vorwärtsdifferenzenx y 
                (5.32) 
   i, j i 1, j i, j i, j 1x yx  bzw. y  Rückwärtsdifferenzenx y 
                 (5.33) 
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Die Kombination der beiden vorhergehenden Gleichungen führt zu der sogenannten Methode 
der zentralen Differenzen: 
   i 1, j i 1, j i, j 1 i, j 12 2x yx ,  y  zentrale Differenzen2 x 2 y                   (5.34) 
Für die zweite Ableitung (bei nicht-orthogonalen Koordinaten auch gemischte Ableitungen) 
lassen sich durch weitere TAYLOR-Umformungen ebenfalls lineare Ausdrücke mit den Nach-
barknoten aufstellen (FORKEL, 2004): 
   i 1, j i, j i 1, j i, j 1 i, j i, j 12 2 2 2x y2 22 2x ,  yx y                       (5.35) 
     i 1, j 1 i 1, j 1 i 1, j 1 i 1, j 1 2 2x y y x
vgl. Kap. 2.3
x , y
4 x y
                        (5.36) 
In Analogie zur zeitlichen Konsistenzordnung (Kap. 5.2.2) ist der Ausdruck O(xK) ein Maß 
für den Abbruchfehler bei der TAYLOR-Reihenentwicklung sowie dessen Abhängigkeit vom 
Gitterabstand x. Die räumliche Konsistenzordnung gibt an, mit welcher Ordnung eine Netz-
verfeinerung den Fehler reduzieren würde. In Abb. 5.8 wird anschaulich klar, dass beispiels-
weise bei den zentralen Differenzen, die Neigung der Sekante der Steigung der Tangente be-
reits sehr nahe kommt und eine Reduzierung von x zu schnelleren Verbesserungen führen 
würde als bei einfachen Vor- bzw. Rückwärtsdifferenzen.  
Um größere Konsistenzordnungen zu erreichen, muss man weiter entfernte Stützstellen mit 
einbeziehen und/oder nichtlineare Interpolationsansätze (z. B. Polynomansatz) zwischen den 
Netzknoten verwenden (vgl. Kap. 5.2.5). Außerdem können durch geeignete Formulierungen 
nicht-äquidistante Gittertopologien berücksichtigt werden. Mittels Koordinaten- und Netz-
transformationen (Kap. 2.8.5) sind auch komplexe Modellgebietsgeometrien mit krummen 
bzw. frei beweglichen Rändern darstellbar (FERZIGER & PERIC, 2008; LAURIEN & OERTEL, 
2009). In der Regel werden FD-Verfahren auf strukturierten Berechnungsgittern verwendet, 
die ihre geometrische Anpassung durch lokale oder adaptive Netzverfeinerung verbessern 
(Kap. 5.4.2). Dies erfordert eine große Anzahl von Netzknoten, was die FD-Methode nume-
risch teuer macht. BLOß (1999) vermutet trotzdem eine Renaissance dieser klassischen Me-
thode aufgrund der stetigen Zunahme von Speicherkapazitäten und Prozessorleistungen von 
EDV-Systemen. 
Durch Kombination der unterschiedlichen Verfahren für die Zeitableitung (Kap. 5.2) und der 
dargestellten Approximationen für die Ortsableitungen entstehen die verschiedensten FD-
Schemata (Upstream, LAX-WENDROFF, CRANK-NICOLSON, Leap-Frog, MACCORMACK, 
PREISSMANN, FROMM, WARMING-BEAM etc.), wovon MALCHEREK (1999) einige Verfahren 
tabellarisch zusammengestellt hat. WEIYAN (1992) und TORO (1997) nennen viele weitere 
Schemata mit Fokus auf den tiefengemittelten Flachwassergleichungen. 
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5.3.3 Finite-Volumen-Methode 
Analog zum FD-Schema wird bei der FV-Methode das Strömungsgebiet  vollständig mit 
einem numerischen Netz (Kap. 5.4.1) aus einzelnen Gitterzellen K überdeckt (OERTEL ET 
AL., 2006), wobei auch hier vorwiegend (block)strukturierte Gitter Anwendung finden 
(SIGLOCH, 2008). Jedes dieser finiten Volumen wird durch einen Zentralknoten in seinem 
Schwerpunkt repräsentiert (Index K), so dass hier ein zellmittelpunktorientiertes Verfahren 
mit Zellindizes im Gegensatz zu den bisher verwendeten Punktindizes beim FD-Verfahren 
vorliegt (LAURIEN & OERTEL, 2009). Dieses numerische Gitter definiert weniger die Berech-
nungsknoten als vielmehr die Ränder der Kontrollvolumina, die sich nicht überlappen dürfen 
(FERZIGER & PERIC, 2008). Das Verfahren basiert auf der Integralform der fundamentalen 
Erhaltungsgleichungen, d.h. es werden nicht mehr die eigentlichen Unbekannten betrachtet, 
sondern deren über ein Kontrollvolumen (KV) und seine Oberflächen integrierten Werte bi-
lanziert (FORKEL, 2004). Diese anschauliche Bilanzierung von ein- bzw. austretenden Flüssen 
auf Kontrollvolumina resultiert unmittelbar aus den kontinuumsmechanischen Eigenschaften 
einer Strömung (MALCHEREK, 1999), was eine Codierung erleichtert.  
Im Unterschied zu den FD-Verfahren ist durch die FV-Formulierung die Erhaltungseigen-
schaft (Konservativität) automatisch erfüllt (BEFFA, 1994), d. h. was aus einer KV-Oberfläche 
hinausströmt, fließt in die benachbarte Zelle ein (SCHÖNUNG, 1990). Die Integration der Dif-
ferentialgleichung erfolgt über jedes KV unter Anwendung des Integrationssatzes von 
GAUSS. Die verschiedenen Randflüsse werden durch benachbarte Gitterknoten mit Hilfe von 
FD-Schemata ausgedrückt und diese Werte anschließend mittels geeigneter Interpolation auf 
das Volumenzentrum bezogen. Es resultiert eine algebraische Gleichung pro KV und somit 
ein Gleichungssystem für das gesamte Lösungsgebiet. Ausführliche Beschreibungen zum 
grundsätzlichen Prinzip der finiten Volumen sowie detaillierte Herleitungen finden sich in 
PATANKAR (1980), SCHÖNUNG (1990) oder VERSTEEG & MALALASEKERA (1995). Mit Be-
zug zu den tiefengemittelten Flachwassergleichungen sei auf WEIYAN (1992), BEFFA (1994) 
und TORO (1997; 2001) verwiesen. 
Die Grundgleichungen werden in die sogenannte Divergenzform überführt: 
t i i Q      (5.37) 
Darin ist  die unbekannte Größe, Q der Quell-/Senkenterm und i ein Vektor, der alle Teil-
flüsse der Unbekannten enthält. In der Kontinuitätsgleichung steht i für vi bei den NAVIER-
STOKES-Gleichungen bzw. vih bei den Flachwassergleichungen (FORKEL, 2004). In den Im-
pulsgleichungen der NAVIER-STOKES-Gleichungen lautet die Termbelegung i i iv     
(MALCHEREK, 2001b). Die Divergenzform wird über alle KV K einzeln integriert: 
K K K
t i i K
K
d d Qd   mit   
  
               (5.38) 
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Mit Hilfe des GAUSSschen Integralsatzesi (SIGLOCH, 2008) wird das Volumenintegral des 
Divergenzterms in ein Randintegral umgewandelt (Rand von K = K  = K, ni Komponen-
ten des äußeren Normalen-Einheitsvektors auf K): 
K K
i i i id n d
 
         (5.39) 
Anstelle von räumlichen Differentialoperatoren zweiter Ordnung (Termbelegung i) müssen 
nun lediglich drei Integralterme numerisch behandelt werden. 
K K K
t i id n d Qd
  
           (5.40) 
Dies ist der entscheidende Schritt der FV-Methode, da die obige Gleichung besagt, dass die 
zeitliche Änderung der Unbekannten im KV durch die Bilanz der Flüsse über den Rand und 
durch Quellen bzw. Senken im KV entsteht (MALCHEREK, 1999).  
Da die Grundgleichungen in Erhaltungsform für ein raumfestes KV aufgestellt wurden (Kap. 
2.1), ist jedes Integrationsgebiet K zeitunabhängig, so dass die Zeitableitung vor das Integral 
gezogen werden kann (OERTEL ET AL., 2006). Wenn die Lösungsvariable und der Quell-
/Senkenterm über das KV als konstant angesehen werden, können die beiden Volumeninteg-
rale nach der Mittelpunktsregel durch das Produkt aus dem Wert des Integranden im KV-
Zentrum P(x,y,z) und dem Volumen K angenähert werden (FERZIGER & PERIC, 2008): 

KK K K K
t i i K t P i i K P
Q,  const. in 
d n d Qd n d Q
    
                       (5.41) 
Die Behandlung des zeitlichen Differentialoperators erfolgt gemäß Kap. 5.2 und QP ist unab-
hängig von . Zur exakten Berechnung des Flächenintegrals müsste man das Skalarprodukt 
des Vektors  mit dem äußeren Normalen-Einheitsvektor n überall auf der Zelloberfläche 
bilden können. Stattdessen wird der Gesamtfluss in m Randflüsse für jede KV-Seite zerlegt, 
die später bilanziert werden.  
K K ,m
i i i i
m
n d n d
 
          (5.42) 
Die Approximation der einzelnen Randintegrale benötigt Variablenwerte auf der jeweiligen 
KV-Oberfläche, die ausgehend von den Zentralknoten interpoliert werden müssen. Wenn die 
Lösungsvariable bereichsweise für jedes KV als konstant angenommen wird, springt sie an 
den Rändern zwischen den Zellen in Form einer Treppenfunktion (LAURIEN & OERTEL, 
2009). Die Nutzung der integralen Strömungsgleichungen erlaubt die unkomplizierte Berück-
sichtigung solcher Diskontinuitäten in der Lösung (SCHWANENBERG, 2004). 
                                                 
i Der skalare Fluss des Feldes  durch die geschlossene Fläche K ist gleich dem Integral der Divergenz von  über das 
von K umschlossene Volumen K (BRONSTEIN, 1997). Dieser Satz besagt also, dass das Volumenintegral der Divergenz 
einer Vektorfunktion  durch das Oberflächenintegral des Skalarproduktes aus der Vektorfunktion  und dem normierten, 
äußeren Oberflächennormalenvektor n ausgedrückt und die Divergenz (Quell-Senkenbelegung) im KV durch Flüsse über 
dessen Rand ausgeglichen werden können (LAURIEN & OERTEL, 2009). 
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Bei einer zweidimensional-äquidistanten Rechteckdiskretisierung (Abb. 5.9, links) lässt sich 
der Nettofluss unter Verwendung der Kompass-Notation (SIGLOCH, 2008) angeben. Die fol-
gende Gleichung beinhaltet die Annahme, dass der Zu- bzw. Wegfluss je Randabschnitt an-
nähernd konstant ist und mit den entsprechenden Randlängen multipliziert werden kann 
(FORKEL, 2004): 
K
i i E W N Sn d y y x x

             (5.43) 
 
Abb. 5.9: Zweidimensionale FV-Diskretisierung, modifiziert nach FORKEL (2004) bzw. MALCHEREK (1999) 
Die Bestimmung der einzelnen Randflüsse (z.B. konvektive und diffusive Flüsse) erfolgt an-
schließend über verschiedene Interpolationsmethoden zwischen den benachbarten Zentralkno-
ten (FORKEL, 2004). Dazu gehören z. B. die zentralen Differenzen, die korrespondierend zum 
FD-Schema eine formale Genauigkeit zweiter Ordnung besitzen. Die Laufindizes (i, j) be-
zeichnen ebenfalls in Analogie der Systematik aus Kap. 5.3.2 die Netzlinienscharen: 
   
   
E i, j i 1, j W i 1, j i, j
N i, j i, j 1 S i, j 1 i, j
1 1,
2 2
1 1,
2 2
 
 
       
       
 (5.44) 
Bei diesem Zentral-Differenzen-Verfahren wird also ein linearer Verlauf von i zwischen den 
zentralen Gitternetzpunkten angenommen, was eine gute Näherung für diffusiv dominierten 
Transport darstellt (DURST, 2006).  
Beim Upstream-Verfahren (Upwinding) wird der Fluss über den Rand mittels des stromauf 
gelegenen Knotens angenähert, was sich für Strömungssituationen mit überwiegend konvek-
tivem Transport eignet. Dieses Interpolationsverfahren erster Ordnung entspricht dabei den 
Rückwärts- bzw. Vorwärtsdifferenzen für die einfache Ableitung beim FD-Schema in Ab-
hängigkeit der Strömungsrichtung.  
E i, j
E i 1, j
 für numerischen Fluss in Richtung x
 für numerischen Fluss in Richtung x



  
    (5.45) 
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Als kontinuumsmechanische Verallgemeinerung der FD-Methode werden FV-Verfahren oft-
mals in Kombination mit finiten Differenzen bei der Behandlung der Zeitableitungen und des 
numerischen Flusses eingesetzt (MALCHEREK, 1999). Der Ansatz von Randbedingungen 
kann über virtuelle Zellen (ghost cells) erfolgen (LAURIEN & OERTEL, 2009). Neben der dar-
gestellten Grundmethode finden sich spezielle Approximations- und Interpolationsverfahren 
(z. T. höherer Ordnung), wie z.B. das Power-Law-Schema, QUICK- bzw. QUICKEST-
Verfahren (quadratic upstream interpolation for convective kinetics with estimated stream 
terms) in PATANKAR (1980), SCHÖNUNG (1990) und FERZIGER & PERIC (2008).  
Ohne spezielle Gitterstrukturen müssen zur Bestimmung der Flüsse auf den Rändern Interpo-
lationen angewendet werden, da die physikalischen Größen auf den Volumenzentren definiert 
sind (FORKEL, 2004; FERZIGER & PERIC, 2008). Die Knoten können auch auf den Element-
rändern liegen und somit direkt zur Berechnung der Randflüsse genutzt werden. Bei unter-
schiedlichen Unbekannten können auch gestaffelte Gitter (staggered grids) zur Anordnung 
der Variablen zum Einsatz kommen (Abb. 5.9, rechts), die für jede Unbekannte eigene Kno-
ten und damit eigene Kontrollvolumina definieren (SCHÖNUNG, 1990). 
Das FV-Verfahren kann prinzipiell für beliebige Elementformen (2D: Dreiecke bzw. beliebi-
ge Vierecke, 3D: Tetraeder, Hexaeder) angewendet werden und ist daher auch bei sehr kom-
plexen Geometrien einsetzbar. Die Besonderheiten bei nicht-othogonalen sowie unstrukturier-
ten Gittern hinsichtlich der Approximation der Integrale, der Interpolation von Flüssen auf die 
Zelloberfläche als Funktion der Lösungsvariablen in den KV-Zentren sowie der Ableitungen 
in den Integrationspunkten stellen SCHÖNUNG (1990) und FERZIGER & PERIC (2008) dar.  
5.3.4 Finite-Elemente-Methode 
Die Methode der finiten Elemente unterscheidet sich grundsätzlich von der FD-Methode. An-
statt der punktuellen Approximation der partiellen Differentialgleichungen wird ähnlich dem 
FV-Schema deren integrale Form betrachtet (SCHÖNUNG, 1990). Die unterscheidende Eigen-
schaft der FE-Methode ist, dass durch Minimierung eines gewichteten Integrals eine bestmög-
liche Lösungsfunktion für die komplette Berechnungsdomäne gesucht wird. FD- bzw. FV-
Verfahren führen zur approximativen Lösung der exakten Problemstellung inklusive der Be-
handlung von Differentialoperatoren (auch bei integraler Betrachtung), während die FE-
Methode die exakte Lösung eines Näherungsansatzes liefert (SIGLOCH, 2008).  
Da nur der Raum der globalen Lösungsfunktion diskretisiert werden muss, während die Diffe-
rentialoperatoren unangetastet bleiben, kann das Strömungsgebiet beliebig unstrukturiert 
(Kap. 5.4.1) in diskrete Dreiecke (2D Triangulation) oder Tetraeder bzw. Prismen (3D Parti-
tionierung) eingeteilt werden. Für jedes Element wird der Funktionsverlauf durch Ansatz-
funktionen mit Netzknoten als Stützstellen angeglichen. Die Grundgleichungen werden mit 
Gewichtungsfunktionen für die einzelnen Teilbereiche multipliziert und danach über die Be-
rechnungselemente integriert. Unter Verwendung der Methode der gewichteten Residuen 
entstehen für jeden Netzknoten algebraische Gleichungen, die für jedes isoliert betrachtete 
finite Element gelten. 
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Das Zusammenfassen der finiten Elemente mit ihren lokalen Koordinaten zum algebraischen 
Gesamtgleichungssystem im globalen Bezugssystem erfolgt unter Nutzung der JACOBI-
Matrix (Koordinatentransformation) sowie der BOOLEschen Matrix (Topologie von Elemen-
ten und Knotenpunkten). Durch Lösen des Gesamtgleichungssystems ergeben sich die ge-
suchten Werte der Variablen an den Knotenpunkten (CHUNG, 1983). 
In der Hydromechanik hat sich zur Integration der Strömungsgleichungen das Verfahren der 
gewichteten Residuen nach dem GALERKIN-Ansatz durchgesetzt (MALCHEREK, 1999). Die 
gesuchte Funktion  wird durch eine endliche Reihe ausgedrückt, welche die Randbedingun-
gen des Problems exakt erfüllt (OERTEL ET AL., 2006), d. h.  wird als Linearkombination 
angenähert aus konstanten Werten i an den diskreten Knoten (xi, yi, zi) multipliziert mit un-
abhängigen normierten Ansatzfunktionen ai. Der Laufindex i ist dabei bezogen auf die Anzahl 
der Stützstellen N, d.h. die Anzahl der Netzknoten des FE-Gitters. 
N N
h i i i i j j j
i 1 i 1
0   für   j i
a    mit   a (x, y, z) 1   und   a (x , y , z )
1   für   j i 
           (5.46) 
Die Ansatzfunktionen (teilweise auch als Form-, Interpolations- oder Verlaufsfunktionen be-
zeichnet) sind letztendlich Interpolationsfunktionen zwischen den FE-Stützstellen und werden 
so konstruiert, dass ihre Summe an jedem Punkt des Raumes gleich eins ist, und dass sie am 
betrachteten Knoten den Wert eins bzw. auf den restlichen Elementknoten den Wert Null an-
nehmen (LAGRANGEsche Interpolationseigenschaften). Dadurch sind die Koeffizienten der 
Linearkombination die gesuchten Funktionswerte an den Knoten. Die Konstruktion beinhaltet 
eine Transformation auf sogenannte Einheitselemente (SCHRÖDER, 1997), z. B. von beliebi-
gen Dreiecken auf Einheitsdreiecke im zweidimensionalen Fall. Setzt man die obige appro-
ximative Formulierung in die zu lösende Differentialgleichung in allgemeiner Form ein, so 
verbleibt ein Restfehler R: 
N
i i
i 1
A f R A a f

          (5.47) 
Dieses sogenannte Residuum ist über den gesamten Lösungsraum zu minimieren: 
Rd 0

   (5.48) 
Wenn für jeden Knoten eine Test- bzw. Wichtungsfunktion wn eingeführt und jedes einzelne 
gewichtete Residuum minimiert wird, erhält man ein geschlossenes System von N algebrai-
schen Gleichungen, die sogenannten GALERKINschen Gleichungen (OERTEL ET AL., 2006). 
nRw d 0   mit   n 1, 2,..., N

    (5.49) 
Beim GALERKIN-Prinzip werden demnach die Koeffizienten i so gewählt, dass das über den 
Lösungsraum gemittelte und mit wn gewichtete Residuum verschwindet: 
N
n i i n
i 1
Rw d A a f w d 0
 
              (5.50) 
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Beim Standard-GALERKIN-Verfahren werden die Ansatz- und Wichtungsfunktionen gleich-
gesetzt ai = wn, ansonsten liegt ein PETROV-GALERKIN-Verfahren vor (SCHWANENBERG, 
2004). Werden für die Wichtungsfunktionen verzerrte Formen der Ansatzfunktionen gewählt, 
lassen sich für die Simulation konvektionsdominierter Strömungsprobleme mehr Informatio-
nen aus dem Oberwasser nutzen (Upwindig), wie z.B. beim Streamline Upwind PETROV-
GALERKIN (SUPG) Verfahren (BÜRGISSER, 1999; SCHINDLER, 2001). Entscheidend bei der 
FE-Methode ist nun, dass statt einer kontinuierlichen Funktion eine Linearkombination aus 
räumlich konstanten Knotenwerten i und Ansatzfunktionen ai vorliegt. Die diskreten Kno-
tenwerte können nun komplett aus dem Integral herausgezogen werden (FORKEL, 2004). 
N
i i n n
i 1
Aa a d fa d    mit   n 1,..., N
  
        (5.51) 
Im Wesentlichen sind in den Bestimmungsgleichungen für die Koeffizienten i verschiedene 
Integrale aus Kombinationen der Ansatz- und Wichtungsfunktionen sowie deren Ableitungen 
auszuwerten. Für einfache Geometrien existieren dazu analytische Beziehungen, komplexere 
Ausdrücke müssen numerisch integriert werden. Mit dem GREEN-Theoremi 
K K K
i i i i i ia d a n d a d
  
              (5.52) 
kann die Differentiationsordnung reduziert werden, z. B. die zweiten partiellen Ableitungen 
des diffusiven Terms in der Impulserhaltung der NAVIER-STOKES-Gleichungen (BÜRGISSER, 
1999), so dass lineare Ansatzfunktionen nicht verschwinden. Wie bei den FD- und FV-
Verfahren ist abschließend ein System mit N algebraischen Gleichungen zu lösen, wobei die 
angesprochene analytische bzw. numerische Berechnung der Integralterme aufwendig sein 
kann (MALCHEREK, 1999). Die erforderliche Integration erfolgt elementweise, so dass die 
einzelnen Elementmatrizen und Elementbeiträge zum Vektor der rechten Seite über Topolo-
gievektoren in das Gesamtgleichungssystem eingepflegt werden können (FORKEL, 2004).  
Für weitergehende Beschreibungen zur grundlegenden FE-Methodik sei auf die einschlägige 
Fachliteratur verwiesen (BECKER ET AL., 1981; ZIENKIEWICZ, 1984; BATHE, 1990). Angaben 
zur Auswahl und Konstruktion adäquater Ansatz- und Testfunktionen für strömungsmechani-
sche Anwendungen finden sich in BAKER (1983), CHUNG (1983) sowie CAREY & ODEN 
(1986). Praktische Lösungen der tiefengemittelten Flachwassergleichungen beschreiben 
WEIYAN (1992) und VREUGDENHIL (1994). 
 
 
                                                 
i Hier werden ebenfalls Zusammenhänge zwischen einem Raum- und einem Flächenintegral hergestellt. Diese ergeben sich 
aus der Anwendung des GAUSSschen Satzes auf eine spezielle Vektorfunktion i (BRONSTEIN, 1997). Es handelt sich 
dabei um die partielle Integration für einen mit einem Skalar multiplizierten Feldvektor. Das Ausgangvolumenintegral wird 
dadurch auf ein weiteres vereinfachtes Volumenintegral sowie ein Oberflächenintegral überführt (SIGLOCH, 2008). 
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5.4 Numerisches Netz 
5.4.1 Diskrete Beschreibung des räumlichen Berechnungsgebietes 
Wie in Kap. 5.1.1 erwähnt, wird im Sprachgebrauch der numerischen Modellierung neben der 
Überführung der partiellen Differentialgleichungen in algebraische Gleichungen auch die 
Zerlegung des räumlichen Berechnungsgebietes mit dem Begriff Diskretisierung bezeichnet. 
Das Lösungsgebiet wird in ein Netz diskreter Punkte (Knoten) unterteilt, an denen die Werte 
für die Variablen berechnet werden. Die Festlegung dieser Punkte vor Inangriffnahme der 
numerischen Lösung eines Strömungsproblems bezeichnet man als Netz- bzw. Gittergenerie-
rung (DURST, 2006). Dabei wird das Strömungsgebiet in eine finite Anzahl kleiner Diskreti-
sierungseinheiten (Elemente, Kontrollvolumina, Zellen) unterteilt. Größe, Form und Lage 
dieser Teilgebiete müssen so gewählt sein, dass die relevanten geometrischen Strukturen ent-
sprechend ihrer hydraulischen Wirksamkeit berücksichtigt werden können. An oder auch in 
diesen Zellen werden dann ausgezeichnete Punkte bzw. Knoten festgelegt (SIGLOCH, 2008). 
Es entsteht ein numerisches Gitter, das einer diskreten Darstellung der Geometrie entspricht, 
für die das Strömungsproblem gelöst werden soll. Die Topologie eines Gitternetzes beschreibt 
die Nachbarschaftsbeziehungen der Knoten untereinander, während die Geometrie die örtli-
che Lage der Punkte meint (KASPER, 1999).  
Grundsätzlich muss zunächst die Modellgebietsumrandung festgelegt werden. Üblicherweise 
werden dazu geschlossene Polygonzüge verwendet (PLÜß, 1994). Auf der so definierten 
Grenze werden die diskreten Randknoten platziert. Auf ähnliche Weise können interne Rand-
bedingungen oder Zwangspunkte bzw. -linien beschrieben werden. Letztere können der Ein-
teilung von Materialzonen oder der Definition von Bilanzquerschnitten für die Datenausgabe 
sowie der Berücksichtigung strömungsrelevanter geometrischer Strukturen dienen. Erstere 
beziehen sich auf Quellen (Einleitungen, Zuflüsse) oder Senken (Entnahmen, Versickerun-
gen), die im DGM ausgewählt werden, wenn sie abgebildet werden sollen. 
Anschließend erfolgt die Platzierung von Knotenpunkten innerhalb des Strömungsgebietes 
(vgl. Kap. 5.4.2). 3D-Gitter werden aus 2D-Netzen entwickelt, indem die Grenzflächen wie 
oben beschrieben generiert werden und von diesen Rändern aus nach innen diskretisiert wird. 
Eine weitere Möglichkeit besteht in der sukzessiven Parallelverschiebung einer Gittergrund-
fläche, so dass ein 3D-Netz entsteht, das in der Vertikalen aus übereinander liegenden Schich-
ten mit Prismen besteht (Extrusion, Kap. 6.3.3).  
Die weiteren Ausführungen konzentrieren sich auf statische und ortsfeste Netze. Die dynami-
schen bzw. mitbewegten Netze zur Erfassung einer freien Wasseroberfläche werden in 
Kap. 2.8.5 beschrieben. Neben äquidistanten (anstelle von verdichteten) und orthogonalen 
(anstelle von nicht-orthogonalen) Berechnungsgittern unterscheiden FERZIGER & PERIC 
(2008) die folgenden topologischen Grundtypen eines numerischen Netzes: 
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(Block)Strukturierte Netze 
Strukturierte bzw. regelmäßige Netze bestehen aus Gruppen von Gitterlinien, wobei sich die 
Linien derselben Gruppe nicht kreuzen dürfen. Im dreidimensionalen Fall schneiden sich in 
jedem Knotenpunkt drei Gitterlinien genau einmal, so dass jeder Netzpunkt durch einen In-
dex-Tripel (i, j, k) im Raum eindeutig referenziert werden kann (FERZIGER & PERIC, 2008). 
Die Indizes der Knotenpunkte entlang der Koordinatenlinie können durchnummeriert werden 
und sind monoton aufsteigend (SCHÖNUNG, 1990). Folglich hat jeder Punkt 6 Nachbarn, de-
ren Index jeweils nur um 1  verschieden von dem entsprechenden Punkt ist. Diese einfachen 
Gitter lassen sich leicht ansprechen, was sich günstig auf die Rechenzeit und den Speicherbe-
darf auswirkt. Die definierten Nachbarschaftsbeziehungen in einem festen Muster sind zusätz-
lich bei der Programmierung von Vorteil, da für das resultierende Gesamtgleichungssystem 
reguläre Matrizen entstehen, die eine Anwendung effektiver Lösungstechniken erlauben. Von 
Nachteil ist die schlechte Anpassungsfähigkeit an beliebige Geometrien bzw. komplexe Rän-
der sowie die mangelnde Flexibilität hinsichtlich lokaler Verfeinerungen (Kap. 5.4.2). 
Die blockstrukturierten Gitter (Abb. 5.10, links) bestehen aus irregulären Blöcken (sog. Mak-
roelemente), die wiederum strukturierte Netze enthalten. Sie bilden somit einen Kompromiss 
zwischen der einfachen Behandlung von strukturierten Gittern einerseits sowie der Nachbil-
dung heterogener Geometrien mit unstrukturierten Netzen andererseits. Durch die Makroele-
mente wird ein grobes unstrukturiertes Gitter erstellt, wobei in ihrem Innern reguläre Daten-
strukturen (lexikographische Ordnung) genutzt werden können. Die Verfeinerung und die 
Anpassung des Gitters an die Geometrie werden dadurch erheblich erleichtert. Die internen 
Blockgrenzen verlangen eine besondere numerische Behandlung, was bei nicht-glatten oder 
unstetigen Übergängen kompliziert werden kann (SCHÖNUNG, 1990). Die Blockstrukturie-
rung erlaubt jedoch die blockweise Anwendung von Lösungsalgorithmen auf Parallelrechnern 
bzw. separate Optimierungen der Gitterqualität. 
 
Abb. 5.10: Beispiele für blockstrukturierte (links) und unstrukturierte (rechts) numerische Gitter 
Unstrukturierte Netze 
Bei unstrukturierten Netzen können die Elemente von beliebiger Form sein und die Anzahl 
der Nachbarn ist flexibel (Abb. 5.10, rechts). Dies erlaubt eine getreue Nachbildung komple-
xer Geometrien. Auch lokale Verfeinerungen lassen sich leicht realisieren. In der Praxis wer-
den meist Gitter aus Dreiecken oder Vierecken (2D) bzw. aus Tetraedern oder Hexaedern 
(3D) mit FE- bzw. FV-Verfahren verwendet. Der Flexibilitätsvorteil wird durch den Nachteil 
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der Datenirregularität teilweise aufgehoben. Es sind keine regulären Netzlinienscharen vor-
handen, so dass eine mehrdimensionale Indizierung der Netzpunkte nicht mehr möglich ist 
(LAURIEN & OERTEL, 2009). Die Netzgestaltung wird aufwendiger: die Lage aller Knoten 
und Nachbarschaftsinformationen müssen explizit abgelegt werden. Dazu gehören u. a. eine 
Knotenliste mit den Koordinaten und Knotenindizes sowie eine Elementliste (connectivity 
list), die wiederum für jede Elementnummer die Randknoten in einheitlicher Orientierung 
enthält. Die resultierende Matrix hat keinen regulären diagonalen Charakter mehr, so dass die 
Gleichungslöser besonders ohne Bandbreitenoptimierung deutlich langsamer werden. 
5.4.2 Praktische Anforderungen an numerische Netze 
Bei numerischen Berechnungen stellt die Netzerzeugung einen der wichtigsten und zeitauf-
wendigsten Punkte dar, da die Genauigkeit und das Konvergenzverhalten der iterativen Lö-
sungsmethode von der Gitterqualität abhängen. Die Erzeugung eines passenden numerischen 
Gitters dauert oft viel länger als die eigentlichen Strömungssimulationen selber und stellt so-
mit eine wichtige Ingenieursaufgabe dar (LAURIEN & OERTEL, 2009). Für eine effiziente 
Netzgestaltung sind Vorkenntnisse über das Strömungsfeld, die Berandung sowie hydrome-
chanisches Fachwissen erforderlich (Kap. 5.1.2): natürliche wasserbaurelevante Strömungen 
finden in der Mehrzahl in komplizierten Geometrien statt. Weiterhin sind Erfahrungen mit der 
Funktionsweise und der Handhabung von Netzgeneratoren förderlich. Dazu gehört ein siche-
rer Umgang mit dem notwendigen softwaretechnischen Rüstzeug (Kap. 5.1.4) beim Pre-
Processing. Die Auswahl des numerischen Gitters für die konkrete hydromechanische An-
wendung hängt nicht zuletzt von den Ansprüchen des numerischen Verfahrens ab, welches 
zur Lösung der Grundgleichungen herangezogen werden soll. Eng verbunden mit der Festle-
gung des Gitters ist dabei außerdem die Anordnung der Variablen auf Selbigem. 
Zur Anpassung der Diskretsierung an eine heterogene Modellgrenze nutzen die einfachsten 
Verfahren kartesische bzw. polarzylindrische Gitter, was bei schrägen bzw. gekrümmten Rän-
dern eine stufenweise Approximation notwendig macht. Damit die numerischen Fehler nicht 
zu groß werden, muss zumindest entlang solcher Ränder die Auflösung extrem fein sein, so 
dass insgesamt viele Gitterpunkte notwendig sind (FERZIGER & PERIC, 2008). Überlappende 
blockstrukturierte Gitter erlauben die Kombination von kartesischen mit sphärischen bzw. 
nicht-orthogonalen Gittern, um irreguläre Lösungsgebiete effektiv abzudecken. Die Kopplung 
an den Schnittstellen ist kompliziert, jedoch ermöglichen solche Chimera-Gitter die Berech-
nung von Fluid-Struktur-Interaktionen, wie z.B. bei Umströmungen fester Körper. Weiterhin 
kann ein Gitter orthogonal oder körperangepasst sein, wenn es der Berandung (auch Überflu-
tungsgrenze oder Wattkante) folgt (PLÜß, 1994). Rand- oder strömungsangepasste Gitter sind 
naturgemäß vor allem mit unstrukturierten Gittern komfortabel und effektiv einsetzbar. Eine 
geschickte Platzierung der Randknoten kann durch Koordinatentransformationen unterstützt 
werden (LAURIEN & OERTEL, 2009). Zwar ist der Berechnungs- und Speicheraufwand pro 
Gitterpunkt deutlich höher, jedoch steigert sich auch signifikant die erzielbare Genauigkeit 
bei einer deutlich geringeren Gesamtanzahl an Netzknoten. Bei gegebenem Rechenaufwand 
wird die Lösungsqualität durch optimale Netzanpassung im Normalfall verbessert. 
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Bei der Platzierung von Knoten im Innern des Modellgebietes muss ein Kompromiss gefun-
den werden zwischen einer numerisch sinnvollen Auflösung und der geometrisch repräsenta-
tiven Anordnung der Stützstellen. Aufgrund der modernen Messmethoden kann die Datensi-
tuation bei praktischen Naturszenarien in allen Skalenbereichen sehr gut sein, so dass hoch-
auflösende DGM in ein diskretes numerisches Netz überführt werden müssen. Dabei kann die 
genaue Nachbildung einer Geländekante zu ungünstigen Elementformen führen oder ein 
strömungsoptimiertes Element eine topografische Erhebung vernachlässigen. Daher sind in 
der Regel nachträgliche Anpassungen in der Gittertopologie und -geometrie vorzunehmen. 
Trotz weitgehend automatisierter Netzgeneratoren, die oftmals auf spezielle Simulationspro-
gramme zugeschnitten sind, muss zu Prüfungs- und Modifikationszwecken eine grafisch-
interaktive Nachbearbeitung des erzeugten Gitters inklusive seiner Berandungen möglich 
sein. Dies betrifft auch punktuelle Korrekturen aufgrund variantenspezifischer Vorgaben. 
Einige kommerzielle Netzgeneratoren erlauben dem Anwender, die Gitterqualität zu kontrol-
lieren und ggf. durch manuelle Eingriffe zu verbessern (FERZIGER & PERIC, 2008). Neben 
manuellen Netzmodifikationen kann die geometrische Qualität eines Gitters durch automati-
sche Formoptimierung (Smoothing) gesteigert werden (KASPER, 1999). Wie bei Interpolatio-
nen ist vor allen Dingen bei kommerziellen Methoden auf versteckte Fehlerquellen zu achten. 
Lokale Netzverfeinerungen stellen eine weitere Anpassungsmöglichkeit dar und sind an Stel-
len mit starken Strömungsgradienten erforderlich, um stabile und genaue Lösungen zu erhal-
ten. Dabei wird vor oder während des Modellierungsvorgangs in Bereichen erhöhten Interes-
ses die Gitterfeinheit erhöht. Eine höhere Auflösung kann auch dort numerisch notwendig 
sein, wo besondere Strömungskonfigurationen eine detaillierte Simulation erforderlich ma-
chen. Die Lage solcher Gebiete ist teilweise a priori unbekannt bzw. nicht lokalisierbar 
(LAURIEN & OERTEL, 2009). Wird die Gitterpunktdichte nach bestimmten Kriterien in Ab-
hängigkeit der aktuell berechneten Strömungssituation erhöht, so liegt eine adaptive Netzver-
feinerung vor (SCHÖNUNG, 1990; KASPER, 1999). PLÜß (1994) nennt hier geometrische 
(Elementformen, Topografie), numerische (Stabilitätsbedingungen, Fehlerschätzer) sowie 
hydrodynamische Kriterien (Strömungsgradienten: Wechselsprünge, Wirbel, Umlenkung). 
Einen guten Überblick in die Adaptionstechnik in Kombination mit der Datenstruktur, in wel-
cher die geometrischen Informationen eines numerischen Netzes organisiert sind, geben PLÜß 
(1994), SCHRAMM (2005) und FERZIGER & PERIC (2008).  
Trotz der Skalenproblematik (Kap. 1.3.2) muss die Netzgröße begrenzt werden. Da der Re-
chenaufwand mindestens proportional mit der Anzahl der diskreten Einheiten steigt, sind de-
ren optimale Verteilung für die Recheneffizienz (erforderlicher Aufwand, um die gewünschte 
Genauigkeit zu erreichen) von entscheidender Bedeutung. Die Erstellung des Netzes ist somit 
eine Optimierungsaufgabe zwischen Rechenaufwand und Genauigkeit (FORKEL, 2004). Die 
Knotendichte und -anordnung muss ausreichend sein, um den Fehler (Kap. 5.5.2) der Lösung 
gering zu halten und die Gestalt des Modellgebietes angemessen aufzulösen (ZIELKE, 1999). 
Ein weiterer rechenzeitökonomischer Aspekt ist die Knoten- bzw. Elementnummerierung, 
welche die Gestalt der resultierenden Matrizen und damit die numerischen Kosten der Glei-
chungslöser beeinflusst (SIGLOCH, 2008). Die Knotenbandbreite eines numerischen Gitters ist 
die maximale Differenz der Knotennummern eines Elementes, die Elementbandbreite bezieht 
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sich auf die maximale Differenz der Elementnummern benachbarter Zellen. Eine Bandbrei-
tenoptimierung führt eine gezielte Neunummerierung durch und sortiert die Einträge in den 
Knoten- bzw. Elementlisten entsprechend dieser neu vergebenen Indizes (Abb. 5.11). 
MALCHEREK (1999) nennt die Algorithmen von ROSEN und CUTHILL-MCKEE. 
 
Abb. 5.11: Prinzip der Bandbreitennummerierung, modifiziert nach FORKEL (2004) 
Innerhalb dieses Kapitels sollen weniger die Techniken einer Gittererzeugung im Sinne der 
geometrischen Konstruktion und (voll)automatisierter Vermaschungsalgorithmen als viel-
mehr die unterschiedlichen Gittertypen und deren Eigenschaften vorgestellt werden. Quali-
tätskriterien von Netzgeneratoren sind beispielsweise Robustheit, Schnelligkeit und Flexibili-
tät in Bezug auf komplizierte Berandungen sowie Zwangsbedingungen innerhalb des Modell-
gebietes. Eine entsprechende vergleichende Darstellung der DELAUNAY-Triangulierung und 
der Advancing-Front-Methode für unstrukturierte Dreiecks-Netze finden sich in KASPER 
(1999) und FORKEL (2004). Für Informationen zu speziellen Interpolations- bzw. Transfor-
mationsmethoden zur Punktevermaschung wird auf SCHÖNUNG (1990), PLÜß (1994) und 
FERZIGER & PERIC (2008) verwiesen. Eine ausführliche Einführung und weitere Methoden 
der numerischen Gittergenerierung sind in THOMPSON ET AL. (1985) sowie FLETCHER (1991) 
dargestellt. Im Rahmen des Pre-Processing (vgl. Kap. 5.1.4) werden einige „handwerkliche“ 
Aspekte der Gittererzeugung konkretisiert, die sich aus den Anforderungen der Diskretisie-
rungsmethode in den verfügbaren Numeriktools an ein numerisches Gitter und den Möglich-
keiten der verwendeten kommerziellen Netzgeneratoren ergeben (Kap. 6). Dort werden auch 
Richtwerte und Beurteilungskriterien für die Gitterqualität und deren Optimierung vorgestellt 
(CASEY & WINTERGERSTE, 2000). Allgemein sind bei der Gittererzeugung unzureichende 
Netzfeinheiten, uneindeutige Diskretisierungen (doppelte Netzknoten, hängende Randknoten, 
Lücken, Elementüberlappungen, doppelte Elementnummerierung), ungünstige Elementfor-
men, stark verzerrte Zellen, abrupte Übergänge und hohe Bandbreiten unbedingt zu vermei-
den. Durch automatisierte Kontrollmechanismen eines Netzgenerators und visuelle Überprü-
fung können Disketisierungsfehler lokalisiert werden. Es existieren außerdem einige Erfah-
rungswerte bezüglich des Seiten- und Größenverhältnisses für gedrungene Elemente. Berei-
che steiler Gradienten müssen stärker verfeinert werden, die Auflösung des wandnahen Be-
reiches ist vom gewählten Turbulenzmodell und dem verwendeten Wandgesetz abhängig. 
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5.5 Qualitätsaspekte numerischer Verfahren 
5.5.1 Qualitätsmerkmale und Gütekriterien 
Die angestrebte qualitativ hochwertige Modellierung (Kap. 5.1.3) erfordert einen fachgerech-
ten Umgang mit der komplexen Technik und den vielfältigen Möglichkeiten der numerischen 
Simulation. Wie eingangs in der Präambel formuliert, gewinnt die CFD immer mehr an Be-
deutung und Akzeptanz. Neben gestiegener Rechenleistungen und den resultierenden erfolg-
reichen Simulationen komplizierter Strömungsvorgänge spielen hier die neuen Möglichkeiten 
der Visualisierung eine große Rolle. Unerfahrene Modellierer können vor allem mit kommer-
ziellen Programmen mangelhafte Ergebnisse und Ungenauigkeiten erzeugen, die aufgrund 
einer virtuosen grafischen Auswertung nicht auffallen, übersehen werden oder unentdeckt 
bleiben. Die Perfektion der Darstellung suggeriert vielmehr präzise gesicherte Ergebnisse, die 
unreflektiert übernommen, falsch interpretiert oder manchmal sogar fahrlässig akzeptiert wer-
den (STROBL & ZUNIC, 2006). Außerdem können die Modelle so manipuliert werden, dass 
die Aussage geschönt bzw. dramatisiert wird oder sich der Modellierungsaufwand reduziert 
(FORKEL, 2004). Aufgrund dieses Fehler- und Manipulationspotentials der numerischen Mo-
dellierung sollte die grafische Aufbereitung zur Veranschaulichung und Präsentation der Er-
gebnisse (Kap. 5.5.6) immer nachvollziehbar und quantifizierbar sein (FERZIGER & PERIC, 
2008). Die numerische Simulation ist daher als Instrument bzw. Werkzeug anzusehen, wel-
ches nur bei gewissenhafter Nutzung für wasserbaurelevante Fragestellungen wertvolle Un-
terstützung liefern kann. 
Die Qualität einer numerischen Modellierung kann an der Genauigkeit der berechneten Er-
gebnisse, der Zuverlässigkeit der Modellaussage und der Robustheit bzw. Praxistauglichkeit 
gemessen werden. Die Genauigkeit, d.h. die Abweichung der Numerik von Labor- bzw. Na-
turmessdaten ist ein direktes Qualitätsmerkmal (FORKEL, 2004). Die Zuverlässigkeit berück-
sichtigt zusätzlich die Sensitivität der Resultate bezogen auf eine sinnvolle Variation der Mo-
delleingangsdaten. Das Zusammenspiel von Genauigkeit und Zuverlässigkeit ist durch die 
Prognosefähigkeit charakterisiert. Die Simulation von ingenieurpraktischen Prognoseszena-
rien erfordert schließlich robuste Algorithmen, die stabil und effizient rechnen. Die Effizienz 
einer numerischen Lösungsmethode berücksichtigt dabei den notwendigen Rechen-, Arbeits- 
und Zeitaufwand inklusive der benötigten Ressourcen, Personal- und Sachkosten, um trotz 
der Fehleranfälligkeit die gewünschte Qualität bei der Simulation eines konkreten Anwen-
dungsfalls zu erzielen (ZIELKE, 1999; FERZIGER & PERIC, 2008). Robuste Verfahren zeich-
nen sich ferner durch ihre Adaptivität sowie ihre Konvergenz- und Stabilitätseigenschaften 
aus (SCHWANENBERG, 2004). Daneben tragen die Gütekriterien Validität, Kontrollierbarkeit, 
Nutzen und Variabilität zur Akzeptanzsteigerung von numerischen Modellergebnissen bei 
(DEMNY, 2005).  
Die Komplexität der Aufgabenstellung im Hinblick auf die zu berechnenden Strömungsphä-
nomene in heterogenen Geometrien führt zu komplexen CFD-Modellen, verbunden mit vie-
lerlei möglichen Fehlerquellen. Die Kontrolle von Fehlern, Abweichungen und Unsicherhei-
ten hat im Bereich CFD zu der Entwicklung von Prozeduren geführt, mit denen die Qualität 
von Simulationsrechnungen gesichert oder beurteilt werden sollen (Kap. 5.5.3, 5.5.4). Für 
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detaillierte Ausführungen zum Qualitätsmanagement und entsprechende Verfahren zur Kon-
trolle, Garantie und Steigerung definierter Qualitätsstandards über externe Prüfung und 
Selbstkontrolle von Auftraggebern, Anwendern und Entwicklern sei auf FORKEL (2004) ver-
wiesen. DEMNY (2005) und LAURIEN & OERTEL (2009) stellen diesbezüglich weitere Emp-
fehlungen zusammen: AIAAi (1998) oder CASEY & WINTERGERSTE (2000) von 
ERCOFTACii. ZIELKE (1999) und WENKA (1999) benennen als Softwarequalitätsmerkmale 
Korrektheit, Zuverlässigkeit, Benutzerfreundlichkeit (Adäquatheit, Erlernbarkeit, Robustheit), 
Wartungsfreundlichkeit (Lesbarkeit, Erweiterbarkeit, Testbarkeit), Effizienz, Portabilität und 
eine nachvollziehbare Dokumentation von reproduzierbaren Arbeitsabläufe (Handbücher, 
Codierung/Kommentierung, Modellerstellung und -anwendung, Auswertung). Eine komplexe 
Darstellung aller Stadien der Verifikation und Validierung für dreidimensionale Freispiegel-
modelle enthält WANG ET AL. (2009). Die Anforderung an eine Qualitätssicherung speziell 
für universitäre Neuentwicklungen formuliert WENKA (1999). Im Rahmen dieser Arbeit wird 
die Qualität der numerischen Modellierung durch unmittelbare Vergleiche zwischen den si-
mulierten und den in Modellversuchen gemessenen Strömungsgrößen unter Variation hydro-
mechanischer, geometrischer und numerischer Parameter eingeschätzt (Kap. 1.3.4, 3.4.2). 
5.5.2 Fehlerkategorien und Fehlerquellen bei der numerischen Modellierung 
Ein unmittelbares Maß für die Güte eines Modells ist die Genauigkeit und die Größenordnung 
der unvermeidbaren Fehler, die anhand der folgenden Werte unterschieden werden können: 
 Real vorliegende Strömungsfeldgrößen in Natur bzw. im Modellversuch: REAL 
 Exakte Lösung der partiellen Differentialgleichungen im gesamten Strömungsgebiet: PDG 
 Exakte Lösung der algebraischen Gleichungen an diskreten Stellen: ADG 
 Tatsächlich (numerisch) berechnete Lösung des Gleichungssystems: SIM 
Diese Werte stimmen i. A. nicht überein, weil es bei den verschiedenen Approximationen und 
numerischen Lösungstechniken zwangsläufig zu Abweichungen der Berechnungsresultate 
von einem bekannten bzw. erwarteten Ergebnis kommt (Abb. 5.12). In Analogie zu FERZIGER 
& PERIC (2008) werden diese Defizite der Einfachheit halber als Fehler bezeichnet. Dabei 
sind die Unsicherheiten (NIEMEYER, 2008), die durch fehlendes Wissen entstehen können 
(AIAA, 1998; CASEY & WINTERGERSTE, 2000), ausdrücklich mit eingeschlossen. 
Der Modellfehler ist als Differenz zwischen der reellen Strömung und der exakten Lösung 
des mathematischen Modells definiert. Er entsteht durch vereinfachende Annahmen bei der 
mathematisch-physikalischen Modellbildung (Kap. 2.7). In den Modellfehler gehen zwei wei-
tere Fehlertypen mit ein: der Messfehler bei der Erfassung des tatsächlichen Strömungszu-
standes sowie der Datenfehler bei der Modellerstellung (Parametrisierung von Geometrien, 
                                                 
i AIAA: American Institute of Aeronautics and Astronautics: Guide for the verification and validation of computational fluid 
dynamics simulations.  
ii ERCOFTAC: European Research Community on Flow, Turbulence and Combustion – Special Interest Group on “Quality 
and Trust in Industrial CFD”:  Best Practice Guidelines  
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Randbedingungen, Turbulenz etc.). Programmier- und Anwenderfehler lassen sich nur durch 
Ausbildung, Training (Routine) und Qualitätsmanagement weitgehend reduzieren (CASEY & 
WINTERGERSTE, 2000) und werden hier nicht näher betrachtet. Der Modellfehler überlagert 
sich außerdem mit dem numerischen Fehler, der die Differenz zwischen der exakten und der 
numerisch berechneten Lösung der zugrunde gelegten Modellgleichungen beschreibt. Er lässt 
sich wiederum in den Diskretisierungs- und den Lösungsfehler unterteilen.  
Der Diskretisierungsfehler wird als der Unterschied zwischen der exakten Lösung der kon-
tinuierlichen Erhaltungsgleichungen und der rundungsfehlerfreien numerischen Lösung ihrer 
diskreten Approximation bezeichnet. Er entsteht durch die Näherungen, die bei der räumli-
chen und zeitlichen Unterteilung der durchströmten Berechnungsdomäne vorgenommen wer-
den müssen. Bei Verwendung von finiten Approximationen zur Bestimmung der Näherungs-
lösungen wird dieser Unterschied auch als Abbruchfehler bezeichnet. Er hängt maßgeblich 
von der Konsistenzordnung des gewählten Verfahrens, der Netzfeinheit, der Gitteranordnung 
der Zeitschrittweite und ggf. notwendigen Interpolationsmethoden ab.  
Der Diskretisierungsprozess produziert ein System gekoppelter nichtlinearer algebraischer 
Gleichungen, die gewöhnlich linearisiert und iterativ gelöst werden. Wie bei den Approxima-
tionen muss auch jede Iteration irgendwann abgebrochen werden, so dass ein Residuum ver-
bleibt. Die Differenz zwischen der exakten (auskonvergierten) und der iterativ berechneten 
Näherungslösung wird Lösungs- oder Iterationsfehler genannt. Der Rundungsfehler infolge 
der Maschinengenauigkeit der verwendeten EDV-Systeme ist üblicherweise nicht relevant. 
Zusammengefasst enthält die angestrebte exakte Lösung der „falschen“ Modellgleichungen 
PDG bereits Modellfehler, zu denen noch Datenfehler hinzukommen. Da eine analytische 
Lösung selten existiert, wird ersatzweise die exakte Lösung von diskreten angenäherten Glei-
chungen ADG angestrebt mit einem entsprechenden Abbruchfehler. Die anschließend berech-
nete Lösung SIM ist außerdem mit einem Iterationsfehler behaftet (CASEY & 
WINTERGERSTE, 2000). Die beiden letztgenannten Fehlerarten sind bei guten Codes im Ver-
gleich zu Modell- oder Messfehlern eher gering (ZIELKE, 1999). Die Begriffe Konsistenz, 
Stabilität und Konvergenz beschreiben Eigenschaften des numerischen Verfahrens mit Hin-
blick auf die Beziehung zwischen den verschiedenen Lösungen und den zu erwartenden Feh-
lerarten (Abb. 5.12). 
 
Abb. 5.12: Zusammenhang zwischen Eigenschaften, Fehlerarten und Lösungen bei der numerischen Modellierung 
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5.5.3 Fehlerabschätzung: Konsistenz, Stabilität, Konvergenz 
Ein numerisches Verfahren ist konsistent, wenn die diskreten Gleichungen für x, t 0    in 
die ursprünglichen Differentialgleichungen übergehen und der Abbruchfehler für diese un-
endlich feine Diskretisierung gegen Null strebt (DURST, 2006). Die Konsistenzordnung (Kap. 
5.2.2, 5.3.2) ist ein Maß für die Geschwindigkeit mit der dieser Fehler bei Netzverfeinerung 
abnimmt. Der Diskretisierungsfehler ist im Prinzip durch systematische Berechnungen auf 
feiner werdenden Gittern durch den Anwender abschätzbar. Die Konsistenz wird daher oft 
auch als Gitterkonvergenz bezeichnet.  
Die Stabilität stellt den Zusammenhang zwischen der exakten und der berechneten Lösung 
der diskreten Gleichungen her. In dem diskretisierten Verfahren muss die stetige Abhängig-
keit von den Eingangsdaten erhalten bleiben, was im Rahmen der Operatorentheorie in der 
Berechnung der Eigenwerte des Verfahrensoperators mündet (SCHINDLER, 2001). Die ma-
thematischen Nachweise sind anspruchsvoll und können entweder über die LAX-RICHTMYER-
Stabilität oder die VON-NEUMANN-Stabilitätsanalyse (FOURIER-Reihenentwicklung) sowie 
die Berechnung von Defekttermen (TAYLOR-Reihenentwicklung) geführt werden (SMITH, 
1985; FLETCHER, 1991; WEIYAN, 1992). Wenn eingebrachte Störungen im Laufe der Iterati-
onen gedämpft werden und der Lösungsfehler in der gesamten Berechnungsdomäne für alle 
Zeitschritte begrenzt bleibt, so ist das Verfahren stabil (WEIYAN, 1992; DURST, 2006). Falls 
es zu einer Anfachung solcher Störungen kommt, divergieren iterative Verfahren 
(SCHÖNUNG, 1990; LAURIEN & OERTEL, 2009). Aufgrund der Abhängigkeit des Verfahrens-
operators von der räumlichen und zeitlichen Diskretisierungsmethode sowie vom Typ der 
partiellen Differentialgleichung selber, lässt sich Stabilität nur im Einzelfall für das gesamte 
Vorgehen prüfen. Als Ergebnis ergibt sich eine Einstufung in bedingt oder unbedingt stabile 
und instabile Verfahren (SCHINDLER, 2001). Folglich sind die Beweismöglichkeiten bei all-
gemeinen Strömungsphänomenen sehr eingeschränkt, so dass oft Erfahrungswerte aus nume-
rischen Konvergenztests herangezogen werden (VREUGDENHIL, 1994; FERZIGER & PERIC, 
2008). Dazu wird versucht, ein Strömungsproblem mit dem numerischen Verfahren und einer 
sukzessiv steigenden Anzahl von Stützstellen bis hin zu einer netzunabhängigen Lösung zu 
berechnen (SCHRAMM, 2005). 
Wenn die numerisch berechnete Lösung der diskreten Gleichungen für x, t 0    gegen die 
tatsächliche Lösung der exakten Differentialgleichungen strebt, so ist ein Verfahren konver-
gent. Da Konvergenz vorab schwer nachzuweisen ist, erfolgt der Nachweis mittelbar über die 
Konsistenz und Stabilität nach dem Äquivalenztheorem von LAX (manchmal auch LAX-
RICHTMYER-Satz): für ein konsistentes Zeitschrittverfahren ist die Stabilität notwendige und 
hinreichende Bedingung für dessen Konvergenz (LAX & RICHTMYER, 1956). 
 Given a properly posed initial-value problem and a finite difference approximation C(t) 
to it that satisfies the consistency condition, stability is a necessary and sufficient condition 
that C(t) be a convergent approximation. 
Der Vollständigkeit halber seien an dieser Stelle noch die Eigenschaften Konservativität, nu-
merische Dispersion (Transporteigenschaft) und das Beschränktheitsprinzip genannt. Da die 
zu lösenden Modellgleichungen fundamentale Erhaltungssätze darstellen, sollte ein numeri-
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sches Verfahren – sowohl global als auch lokal – diese Gesetze erfüllen (FERZIGER & PERIC, 
2008). Neben der FV-Methode (vgl. Kap. 5.3.3) können andere Verfahren durch entsprechen-
de Lösungsalgorithmen und Approximation konservativ gemacht werden. Als numerische 
Dispersion wird die Abhängigkeit der Fortschrittsgeschwindigkeit von der Wellenzahl be-
zeichnet, so dass Verfahren für die konvektiven Terme in den hyperbolischen Differential-
gleichungen (Kap. 5.6.1) möglichst dispersionsfrei sein sollten (MALCHEREK, 1999). CASEY 
& WINTERGERSTE (2000) führen das oszillatorische Flimmern (wiggles) mit einer charakte-
ristischen Wellenlänge von 2x ebenfalls auf das Phänomen der numerischen Dispersion zu-
rück. Numerische Lösungen sollten außerdem innerhalb physikalisch sinnvoller Grenzen lie-
gen (SIGLOCH, 2008). Alle linearen Methoden höherer Ordnung können diese Beschränktheit 
nicht garantieren und produzieren bei steilen Fronten auf zu groben Gittern sogenannte Über- 
oder Unterschüsse (overshoot, undershoot). Methoden, die generell zu nichtbeschränkten Lö-
sungen neigen, haben oft Stabilitäts- und Konvergenzprobleme (vgl. Kap. 5.6.7). 
5.5.4 Fehlerkontrolle: Verifikation, Kalibrierung, Validierung 
Die Vorgehensweisen zur Kontrolle des numerischen Fehlers und des Modellfehlers bei nu-
merischen Simulationen sind sehr unterschiedlich. Auch wenn die Begriffe Verifikation, Ka-
librierung und Validierung zum Teil in den vorangegangen Kapiteln bereits verwendet wur-
den, soll hier eine einheitliche Festlegung dieser technischen Fachbegriffe in Übereinstim-
mung mit AIAA (1998), CASEY & WINTERGERSTE (2000) und WANG ET AL. (2009) erfol-
gen. Während die Kalibrierung bei der Modellanwendung erklärt wurde (Kap. 5.1.3), fasst der 
letztgenannte Autor den semantischen Unterschied zwischen Verifikation und Validierung im 
strömungstechnischen Kontext treffend wie folgt zusammen: 
 Verification ~ solving the equations right 
 Validation ~ solving the right equations 
Bei der Verifikation (Verifizierung) soll durch fortwährende Plausibilitätstests und Verglei-
che mit analytisch lösbaren Testfällen sichergestellt werden, dass die zugrunde gelegten ma-
thematisch-physikalischen Formulierungen durch einen Code korrekt gelöst werden können 
(LAURIEN & OERTEL, 2009). Sie beinhaltet neben der Auswahl einer geeigneten Lösungsme-
thode auch den Nachweis einer fehlerfreien Programmierung. Die Verifikation (Kontrolle des 
numerischen Fehlers) ist demnach die Bestätigung, dass ausgehend von den gewählten Mo-
dellgleichungen und Eingangsdaten die numerische Lösung für die aktuelle Aufgabenstellung 
hinreichend genau ist (STROBL & ZUNIC, 2006). Sie obliegt bei kommerziellen Tools dem 
Programmentwickler (DEMNY, 2005), macht jedoch keine Aussage darüber, ob Modellbil-
dung und Modellerstellung für die Problemstellung angemessen sind (ZIELKE, 1999).  
Im Zuge der Kalibrierung (Kap. 5.1.3) werden die unsicheren Modelleingangsparameter so 
angepasst, dass die interessierenden Modellausgangsparameter bei strömungsgebietspezifi-
schen Vorgaben mit bestmöglicher Übereinstimmung zu Messwerten berechnet werden.  
Die Validierung soll durch einen Abgleich mit weiteren Labor- bzw. Naturmessdaten, die 
nicht mit in die Kalibrierung eingingen, sicherstellen, dass das verwendete (kalibrierte) Mo-
dell die Realität richtig beschreiben kann (LAURIEN & OERTEL, 2009). Ähnlich wie die Zu-
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verlässigkeit einer Interpolation gegenüber einer Extrapolation sind Prognosesimulationen 
zuverlässiger, wenn sie innerhalb des durch die Kalibrierung bzw. Validierung abgedeckten 
Bereiches (z. B. Abflussspektrum) liegen. Die Validität (Kontrolle des Modellfehlers) wird 
im Rahmen dieser Arbeit einerseits durch den Vergleich mit integralen Parametern (gemesse-
ner Breschendurchfluss Kap. 3.3.4) und andererseits durch detaillierte Vergleiche zwischen 
Simulationsergebnissen und Messungen am Modellversuch in Kap. 7 erreicht. 
Vorgehen für die vorliegende Deichbruchanwendung 
Die naheliegende Frage nach der Modellgenauigkeit ist gemäß FERZIGER & PERIC (2008) oft 
äußerst schwer zu beantworten, weil die numerischen Fehler kontrolliert und abgeschätzt wer-
den müssen, bevor der Modellfehler anhand von hochgenauen experimentellen Daten (Mess-
fehler) einer realen Strömung beurteilt werden kann. Die genannten Autoren empfehlen eine 
Abschätzung und Kontrolle der Fehlerkategorien in der Reihenfolge Lösungsfehler, Diskreti-
sierungsfehler und Modellfehler. Eine Anpassung der numerischen Parameter soll in Ab-
stimmung mit den Erkenntnissen einer Sensitivitätsstudie geschehen (Kap. 6). Die Ergebnisse 
werden wertvoller, wenn sie durch eine detaillierte Fehleranalyse unterstützt werden. 
Zur Kontrolle des Lösungsfehlers muss der Verlauf der Residuen des Gleichungslösers 
(Kap. 5.6.8) beobachtet werden und das Abbruchkriterium entsprechend hart eingestellt sein 
(CASEY & WINTERGERSTE, 2000). Dazu werden im Rahmen der Arbeit die Einstellung und 
Sensitivität der entsprechenden numerischen Steuerungsparameter überprüft (Kap. 6.3.3).  
Der Diskretisierungsfehler kann anhand von Simulationen auf sukzessiv verfeinerten Gittern 
bis hin zu einer gitterunabhängigen Lösung abgeschätzt werden (DEMNY, 2005). Eine strö-
mungsoptimierte Netzgestaltung mit lokaler Verfeinerung wird in diese Systematik eingeord-
net (Kap. 6.2.2). CASEY & WINTERGERSTE (2000) und FERZIGER & PERIC (2008) geben ne-
ben der RICHARDSON-Extrapolation eine Vielzahl weiterer Empfehlungen zur Kontrolle des 
Diskretisierungsfehlers.  
Die festgelegte Simulationsstrategie (Kap. 3.4.2) soll den Modellfehler infolge der Flachwas-
serannahmen abschätzen. Durch vergleichende Simulationen innerhalb der dort definierten 
numerischen Arbeitspakete werden Fehlerquellen in der Modellbildung (z. B. Turbulenz, 
Rauheit) und in der numerischen Lösungsmethodik (z. B. Diskretisierungsfehler, Approxima-
tionen) gezielt ausgeschlossen. Liefern parallel dazu die anderen numerischen Methoden ähn-
liche Ergebnisse, bedeutet das einen beträchtlichen Vertrauensgewinn (WENKA, 1999). Die 
Bereitstellung der Referenzdaten in angemessener Detaillierung und Güte ist Teil des experi-
mentellen Arbeitspaketes (Kap. 4). Die Modellversuche werden unter kontrollierten und re-
produzierbaren Laborbedingungen durchgeführt. Die experimentellen Strömungsverhältnisse 
können in der Numerik durch synthetische Randbedingungen und idealisierte Geometrien 
angemessen modelliert und mit der ausgewählten Messtechnik (Kap. 4.2.1) präzise erfasst 
werden. Vergleiche mit solchen Messdaten und Konvergenztests mit verschiedenen (bereits 
verifizierten) numerischen Methoden können in Kombination ein halbwegs vollständiges Bild 
über die Leistungsfähigkeit und Zuverlässigkeit der numerischen Modellierung vermitteln 
(VREUGDENHIL, 1994; CASEY & WINTERGERSTE, 2000). 
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5.5.5 Stabilitäts- und Genauigkeitskriterien 
Durch die Kombination von räumlichen und zeitlichen Diskretisierungsschemata entsteht eine 
Vielzahl unterschiedlicher numerischer Verfahren. Bei der bereits in Kap. 5.3.2 genannten 
Zusammenstellung von FD-Schemata gibt MALCHEREK (1999) deren Konsistenz- und Stabi-
litätseigenschaften an. Stabilität und Genauigkeit sind neben der räumlichen und zeitlichen 
Konsistenzordnung zudem von der COURANT-Zahl Cu, der NEUMANN-Zahl Ne und der 
PÉCLET-Zahl Pe abhängig. Eine Erläuterung dieser dimensionslosen Kennzahlen anhand des 
führenden Fehlerterms inklusive seines numerischen Diffusionsanteils bei Abbruch der 
TAYLOR-Reihe im Zuge der FD-Diskretisierung der eindimensionalen Konvektions-
Diffusions-Gleichung findet sich in SCHINDLER (2001): 
2
v t v xt CuCu ,  Ne ,  Pe
x x Ne
        (5.53) 
Die COURANT-Zahl stellt den Zusammenhang zwischen dem konvektiven Geschwindigkeits-
anteil und den gewählten räumlichen und zeitlichen Diskretisierungsweiten her und ist ein 
Maß für den Informationstransport bzw. die Störungsausbreitung innerhalb eines numerischen 
Netzes. Die NEUMANN-Zahl ist für die diffusiven Geschwindigkeitsanteile das Äquivalent zur 
COURANT-Zahl. Es ist einsichtig, dass explizite Verfahren nur dann stabile Lösungen liefern 
können, wenn die gewählten Zeitschritte t die physikalisch auftretenden Diffusions- und 
Konvektionszeiten in dem gewählten numerischen Gitter aufzulösen vermögen (DURST, 
2006). Die PÉCLET-Zahl setzt für viskose Problemstellungen auf Zellebene die Konvektion 
ins Verhältnis zur Diffusion (Zell- bzw. Gitter-REYNOLDS-Zahl) und ist damit ein Maß für 
die Gewichtung der numerischen gegenüber der physikalischen Diffusion. 
Numerische Diffusion bezeichnet die unphysikalische Aufweichung steiler Gradienten und 
tritt infolge der numerischen Behandlung der konvektiven Terme als zusätzlicher Diffusions-
term in den Gleichungen auf. Sie kann zwar eine oszillierende Lösung durch Dämpfung stabi-
lisieren, produziert dabei jedoch durch die Verschmierung scharfer Fronten unrealistisch glat-
te Resultate. Ihr Einfluss ist bei praxisnahen Anwendungen äußerst schwer zu identifizieren, 
besonders wenn reelle Diffusionseffekte vorliegen. Im Gegensatz zur numerischen Diffusion 
sind numerische Schwingungen direkt als Fehler erkennbar. Sie entstehen oft in unmittelbarer 
Nachbarschaft steiler Gradienten und äußern sich als wellenförmige Abweichung von der 
erwarteten Lösung (Abb. 5.13). 
 
Abb. 5.13: Numerische Diffusion und Oszillationen, modifiziert nach FORKEL (2004) bzw. GRIEBEL ET AL. (1995) 
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Die exakten Stabilitätskriterien sind wie die Konsistenzordnungen für jedes Diskretisie-
rungsschema unterschiedlich, generell können aber folgende Feststellungen getroffen werden: 
 Für Cu = 1 erreicht ein Fluidteilchen innerhalb eines Simulationszeitschrittes von einem 
Knoten aus exakt die darauf folgende Stützstelle und Informationen können verlustfrei 
transportiert werden.  
 Bei Cu > 1 werden Zellen übersprungen und es müssen Zellzwischenräume erfasst werden. 
Ersteres führt aufgrund übergangener Zellen zu Informationsverlusten und Stabilitätsprob-
lemen. Letzteres resultiert durch interpolationsbedingte Informationszerstreuung in nume-
rischer Diffusion. Ihr Einfluss relativ zur tatsächlichen Diffusion wird für Cu >> 1 immer 
größer.  
 Mit Cu < 1 wird die Bewegung eines Fluidteilchens in einem Zeitschritt auf ein Element 
beschränkt, so dass zwar keine Instabilitäten aber weiterhin (eine überschaubare) Diffusion 
zu erwarten sind (Abb. 5.14). 
 
Abb. 5.14: Zur Bedeutung der COURANT-Zahl, modifiziert nach FORKEL (2004) 
Unter Berücksichtigung der sogenannten CFL-Bedingung nach COURANT, FRIEDRICHS und 
LEWY (COURANT ET AL., 1928) sind explizite Zeitschrittverfahren für hyperbolische Diffe-
rentialgleichungen stabil. Das Vorgehen der impliziten Verfahren entspricht dem Typ nach 
eher den parabolischen Gleichungen (Kap. 5.6.1). Um eine korrekte Beschreibung des hyper-
bolischen Verhaltens zu sichern, ist auch den impliziten Verfahren diese Zeitschrittbegren-
zung aufzuerlegen (SCHINDLER, 2001): 
Cu 1  (5.54) 
Zur Gewährleistung von Stabilität bei gleichzeitiger Begrenzung der numerischen Diffusion 
ist die Einhaltung der CFL-Bedingung anzustreben (GRIEBEL ET AL., 1995).  
Numerische Oszillationen sind dadurch nicht ausgeschlossen, ihre Ausprägung wird jedoch 
vornehmlich über die PÉCLET-Zahl gesteuert. Bei großen PÉCLET-Zahlen überwiegen die 
konvektiven Terme, bei kleinen PÉCLET-Zahlen die diffusiven Terme. Für sehr große 
PÉCLET-Zahlen bleiben Schwingungen bei starker numerischer Dämpfung zunächst uner-
kannt oder sie sind für diffusionsfreie Verfahren ungedämpft.  
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Zur Einschränkung numerischer Diffusion und zur Begrenzung der numerischen Oszillatio-
nen ist folgendes Kriterium anzustreben (FORKEL, 2004): 
Pe 2  (5.55) 
Für Transportgleichungen (z. B. Impulsgleichungen) wird mit diesem Kriterium die Positivi-
tät eines Verfahrens gefordert, d. h. das entsprechend der Theorie der parabolischen Differen-
tialgleichungen bei entsprechenden Rand- und Anfangsbedingungen grundsätzlich positive 
Lösungen verlangt werden (MALCHEREK, 1999). 
Die Rechnerkapazitäten sind in den meisten Fällen jedoch zu klein, um diese beiden Stabili-
tätsbedingungen einzuhalten: aus dem PÉCLET-Kriterium ergibt sich bei vorgegebener Ge-
schwindigkeit v und Viskosität  ein geringer Knotenabstand x. Feinmaschige numerische 
Netze erfordern aus Stabilitätsgründen wiederum kleine Zeitschrittweiten t zur Einhaltung 
der CFL-Bedingung (SCHRÖDER, 1997).  
 Cu f Pe  (5.56) 
In der Praxis findet daher oft eine Abwägung zwischen COURANT- und PÉCLET-Zahl sowie 
eine Prozessfilterung (Kap. 1.3.2) statt. Neben dem numerischen Diskretisierungsansatz muss 
für diese Optimierung bei konkreten Anwendungen auch die Dimensionalität und Instationa-
rität der Problemstellung betrachtet werden, d. h. die räumliche und zeitliche Verteilung der 
beiden Kennzahlen. Bei unregelmäßigen Netzen wird bei expliziten Verfahren oftmals eine 
globale Zeitschrittbegrenzung eingeführt, indem für jede Zelle die lokale CFL-Bedingung für 
eine charakteristische Maschenweite und die resultierende Geschwindigkeit in Hauptströ-
mungsrichtung erfüllt sein muss. WEIYAN (1992) definiert für den zweidimensionalen hyper-
bolischen Fall (Kap. 5.6.1) die COURANT-Zahl beispielsweise wie folgt.: 
  2 2u, v tCu x y
x y
      (5.57) 
Da die räumlichen Auflösungen aus der Stabilitätsbedingung (Gl. 5.55) die erforderliche 
Netzfeinheit für die mittleren Strömungsverhältnisse üblicherweise bei weitem übersteigt, 
ergibt sich die Notwendigkeit einer numerischen Stabilisierung (BÜRGISSER, 1999; 
SCHINDLER, 2001). Beim TAYLOR-GALERKIN-Verfahren geht der Fehlerterm aus der Zeitin-
tegration als Balancing Tensor Diffusity (BTD) mit umgekehrten Vorzeichen in die Gleichun-
gen ein. Außerdem kann die Idee des Upwindings, dem hyperbolischen Charakter einer Diffe-
rentialgleichung folgend mehr Information von oberstrom in die Diskretisierung einfließen zu 
lassen, erfolgreich zur Stabilisierung eingesetzt werden, wie z. B. beim SUPG-Verfahren oder 
der GALERKIN-Least-Squares-Methode (GLS-Methode). ARNOLD (1996) hebt außerdem die 
zentrale Bedeutung der BREZZI-BABSUKA-Stabilitätsbedingung hervor. Weitere FV-
Techniken zur Vermeidung numerischer Diffusion sowie Oszillationen werden in SCHÖNUNG 
(1990) beschrieben. 
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5.5.6 Visualisierung 
Ein wesentlicher Aspekt der numerischen Modellierung ist die Beurteilung der Simulations-
ausgangsdaten. Die quantitative und plausible grafische Darstellung dient der kritischen Aus-
wertung und Interpretation der numerisch berechneten Resultate. Bereits bei der Modellerstel-
lung ist eine nachvollziehbare Datenvisualisierung zwingend erforderlich (Kap. 5.1.4). Eine 
optische Kontrolle wird außerdem beim Nachweis oder der Verbesserung der Gitterqualität 
benötigt (Kap. 5.4.2). Im Gegensatz zu textlichen oder tabellarischen Zusammenstellungen 
lässt sich durch grafische Darstellungsformen der größte Informationsumfang komprimiert 
veranschaulichen (FORKEL, 2004). Aus diesem Grunde wird bei der Dokumentation, im Be-
richtswesen und vor allen Dingen bei Präsentationen auf Zeichnungen, Pläne, Diagramme, 
Karten, Bilder und Grafiken zurückgegriffen.  
Während in Diagrammen oft „harte“ Wertepaare gegenübergestellt werden (Ganglinien -t, 
Geschwindigkeitsprofile, Wasserspiegellagen -xi, Bilanzquerschnitte), enthalten Zeichnun-
gen, Drahtgitternetze, Karten oder Luftaufnahmen geometrische und topografische Informati-
onen (DLM, Übersichts- und Detailpläne). Daneben existiert eine Vielzahl von Darstellungs-
möglichkeiten, die auf der Veranschaulichung von reell- und vektorwertigen Funktionen mit 
zwei- oder dreidimensionalen Definitionsgebieten basieren (GRIEBEL ET AL., 1995) und einen 
Gesamteindruck der Parameter über das Strömungsgebiet liefern. Dazu gehören flächenhafte 
Konturplots des (überhöhten) Funktionsgraphen, Vektorgrafiken und Niveaumengen in Form 
von Isolinien bzw. -flächen. Weitere anschauliche Techniken zur Strömungsvisualisierung 
stellen Streich-, Strom- und Bahnlinien dar. Die Berechnung von Isoflächen sowie die Parti-
kelverfolgung können für große numerische Netze rechenintensiv werden, so dass es einer 
entsprechenden Arbeitsumgebung mit Grafiktools und -standards bedarf (Kap. 5.1.4). 
Aufgrund der Komplexität und Fehleranfälligkeit bei der Visualisierung muss diese immer 
akkurat und prüfbar erfolgen (Kap. 5.5.1). Datentypen werden in ihrer Dimensionalität unter-
schieden, z. B. h(x,y) und vz(x,y,z). Farbige Kontur- oder Isoflächen sind die meistverwende-
ten Visualisierungstechniken und nutzen ggf. andere Interpolationen (z. B. Triangulationen) 
als das numerische Verfahren (KASPER, 1999). Die korrekte Erfassung der Wasseroberfläche 
als Isofläche für w = 0,5 bei der VOF-Methode (Kap. 2.8.4) ist außerdem von der vertikalen 
Gitterfeinheit abhängig. Neben skalaren Zustandsgrößen werden Geschwindigkeiten durch 
Vektoren mit Betrag und Richtung repräsentiert. Eine Herausforderung ist die synoptische 
Darstellung von räumlich oder zeitlich verteilten Feldgrößen für deichbruchinduzierte Strö-
mungen. Dies wird durch die Kombination von Koordinatenbelegung, Farbabstufung (levels) 
der ausgewählten Konturvariablen und ggf. Pfeile sowie eine geschickte Platzierung von 
Schnittebenen bzw. Isolinien ermöglicht. Mittels halbtransparenter oder schattierter Flächen 
beim Rendering können oft mehrere Informationen übersichtlich gegenübergestellt werden. 
Durch Hinterlegung oder Einblendung von Plänen kann ein direkter Bezug der Strömung zu 
den örtlichen Gegebenheiten hergestellt werden (WENKA, 1999). Bei PC-Präsentationen kann 
v. a. bei instationären Daten zusätzlich auf Videosequenzen und Animationen zurückgegriffen 
werden. Über Zooms, Perspektiven, Farbgebung (colour map) und Differenzenplots kann der 
Betrachter geführt werden. Bei allen Darstellungsmöglichkeiten sollte die detaillierte Achsen- 
und Legendenbeschriftung als essentielle Komponente des Layouts stets beachtet werden. 
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5.6 Anforderungen an das numerische Verfahren 
5.6.1 Einführung 
Bei der numerischen Simulation naturnaher Versagensszenarien von Deichen ergeben sich 
langfristige und großräumige Überflutungen im Deichhinterland und im Fließgewässer sowie 
Effekte durch komplexe Sohlbeschaffenheit und Geländetopografie. Für die hybride Betrach-
tung eines idealisierten Breschennahfeldes im Labormaßstab werden diese Aspekte ausge-
blendet. Trotzdem sind die Abflussverhältnisse in unmittelbarer Bruchstellenumgebung auch 
im abstrahierten Modellversuch ausgeprägt dreidimensional, instationär, ungleichförmig, 
transkritisch und turbulent mit steilen Strömungsgradienten und einem komplizierten Verlauf 
der frei beweglichen Wasseroberfläche (Kap. 1.3). Aus diesen besonderen Gegebenheiten des 
deichbruchinduzierten Strömungstyps ergeben sich zusätzlich zu der anspruchsvollen mathe-
matisch-physikalischen Modellierung (Kap. 2) auch für die numerische Behandlung spezielle 
Anforderungen. Bedingt durch den Typ, die Dimensionalität und die Eigenschaften der Aus-
gangsgleichungen müssen in allen Verfahren besondere Techniken eingesetzt werden, um 
diesen Ansprüchen zu genügen und die spezifischen Prozesse korrekt abbilden zu können. 
Diese Besonderheiten werden in den folgenden Unterkapiteln dargestellt. 
5.6.2 Klassifikation der partiellen Differentialgleichungen 
Die turbulenten Freispiegelströmungen werden durch gekoppelte Systeme von nichtlinearen, 
partiellen Differentialgleichungen beschrieben (Anfangs- und Randwertprobleme Kap. 2.5.1). 
Während in gewöhnlichen Differentialgleichungen ausschließlich Ableitungen nach einer 
Variablen auftreten, enthalten partielle Differentialgleichungen mindestens zwei unabhängige 
Veränderliche. Eine Differentialgleichung ist linear, wenn die abhängigen Variablen und ihre 
Ableitungen höchstens in erster Ordnung vorkommen und keine gemischten Produkte vor-
handen sind (FORKEL, 2004). Sie ist nichtlinear, wenn die Koeffizienten vor den Ableitungen 
in der Ableitungsordnung größer oder gleich der Ableitung selbst sind. Eine Kopplung zwi-
schen den Differentialgleichungen liegt vor, wenn wechselseitige Abhängigkeiten zwischen 
den einzelnen Gleichungen des Systems bestehen. 
Strömungsmechanische partielle Differentialgleichungen können aufgrund der Art und Weise, 
wie sich Informationen (Störungen) im Lösungsgebiet ausbreiten, klassifiziert werden. Bei 
den drei wasserbaurelevanten Ausbreitungsmechanismen handelt es sich um den konvektiven 
und diffusiven Transport sowie Druckänderungen (BÜRGISSER, 1999). Nach Betrachtung der 
Ausbreitungsgeschwindigkeit und -richtung lassen sich partielle Differentialgleichungen 
zweiter Ordnung mit zwei unabhängigen Variablen allgemein in hyperbolische, parabolische 
und elliptische Gleichungen unterteilen. Diese Einteilung basiert auf den Eigenschaften der 
sogenannten Charakteristik-Linien, entlang welcher sich die Informationen über die Lösung 
ausbreiten (FERZIGER & PERIC, 2008). Jede Gleichung hat zwei Sätze solcher Charakteristi-
ken. Die mathematische Klassifizierung orientiert sich an der Diskriminante der allgemeinen 
Kegelschnittgleichung (DURST, 2006) und erfolgt anhand von Eigenwertbetrachtungen. Für 
das ingenieurwissenschaftliche Grundverständnis können folgende Eigenschaften festgehalten 
werden (MALCHEREK, 1999): 
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 Elliptisches Verhalten tritt in Zusammenhang mit einem zeitunabhängigen (stationären) 
Problem auf. Eine elliptische Differentialgleichung beschreibt physikalische Größen, deren 
Information sich mit unendlicher Geschwindigkeit in alle Raumrichtungen fortpflanzt. Die 
Charakteristiken entstehen aus komplexen Eigenwerten und weisen somit keine eindeutig 
bestimmte Richtung auf. Eine beliebige Störung der Randwerte beeinflusst unmittelbar die 
Lösungsfunktion in der gesamten Berechnungsdomäne. Für inkompressible Medien ist ins-
besondere der Druck Lösung einer elliptischen Gleichung. 
 Parabolische Differentialgleichungen unterliegen einem ähnlichen Prinzip, jedoch für den 
instationären Fall. Neben lückenlosen Randbedingungen muss daher für das Anfangs-
Randwertproblem auch eine Initialbedingung vorliegen (Kap. 2.5). Parabolische Vorgänge 
lassen sich nicht in die Vergangenheit zurückrechnen und beschreiben typischerweise irre-
versible dissipative Prozesse. Die Charakteristiken degenerieren zu einem einzelnen reel-
len Satz. 
 Hyperbolische Differentialgleichungen repräsentieren Zusammenhänge für physikalische 
Größen, deren Informationen sich mit endlicher Geschwindigkeit im Raum fortpflanzen 
und denen eine wohl definierte Fortschreitrichtung zugrunde liegt. Hyperbolisches Strö-
mungsverhalten wird durch eine kegelförmige Ausbreitung (z. B. MACHscher Kegel) cha-
rakterisiert. Sie erlauben für lineare Gleichungen eine Rückrechnung in die Vergangenheit 
und erfordern für eine eindeutige Lösung eine Anfangsbedingung im gesamten Strö-
mungsgebiet. Beispiele sind die Bewegung von Oberflächenwellen oder rein konvektiver 
Transport. Die Besonderheit hyperbolischer Differentialgleichungen sind ihre Charakteris-
tiken mit reellen und unterschiedlichen Eigenwerten. Auf diesen Kurven (1D) oder Flä-
chen (2D) in Raum und Zeit entarten die hyperbolischen partiellen Differentialgleichungen 
zu gewöhnlichen Differentialgleichungen (Kap. 5.6.3). 
Generell müssen die numerischen Methoden zur Lösung der partiellen Differentialgleichun-
gen deren Eigenschaften berücksichtigen und dem Grad ihrer Kopplung angepasst sein. Von 
den Strömungstypen hängen weiterhin die Vorgabe der korrekten Rand- und Anfangsbedin-
gungen davon ab. Während bei elliptischen Gleichungen alle Stützstellen gekoppelt behandelt 
werden müssen, darf bei hyperbolischen Gleichungen nur das Abhängigkeitsgebiet verwendet 
werden. Außerdem muss das Extremwertverhalten parabolischer und elliptischer Gleichungen 
reproduziert werden können.  
Die Impulsgleichungen der NAVIER-STOKES- bzw. REYNOLDS-Gleichungen sind partielle 
Differentialgleichungen zweiter Ordnung. Sie sind im stationären Fall elliptisch, im instatio-
nären Fall aufgrund der diffusiven Terme parabolisch oder mit dominierender konvektiver 
Beschleunigung hyperbolisch. Die Kontinuitätsgleichung ist eine lineare, partielle Differenti-
algleichung erster Ordnung. Gemeinsam bilden sie ein gekoppeltes, nichtlineares, partielles 
Differentialgleichungssystem zweiter Ordnung mit vier unabhängigen Variablen. 
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5.6.3 Hyperbolizität des Flachwasserproblems 
Die tiefengemittelten Flachwassergleichungen (FWG) sind den zweidimensionalen EULER-
Gleichungen für kompressible, nicht-viskose Strömungen mathematisch sehr ähnlich 
(VREUGDENHIL, 1994). Diese Gas-Flachwasser-Analogie wurde in der Vergangenheit dazu 
genutzt, um die kostengünstigeren und einfacheren Messergebnisse aus dem wasserbaulichen 
Versuchswesen auf Unter- und Überschallströmungen (sub- bzw. supersonisch) übertragen zu 
können. Mittlerweile liegt der große Vorteil darin, dass die Forschungsergebnisse und moder-
nen Methoden zur numerischen Lösung transsonischer Fluidströmungen aus dem Bereich der 
Gasdynamik auf die FWG übertragen werden können (LIGGETT, 1994).  
Die FWG bilden ein hyperbolisches Gleichungssystem. Die Eigenwerte der JACOBI-Matrix 
sind reell und können unterschiedliches Vorzeichen haben, was zu unter- oder überkritischen 
Abflusszuständen führt (BEFFA, 1994). Beim Durchgang zwischen diesen beiden Strömungs-
zuständen (Fließwechsel) werden einige numerische Verfahren instabil. Unter Nutzung der 
Eigenvektormatrizen kann das gekoppelte System durch eine Transformation in den charakte-
ristischen Raum entlang seiner Charakteristiken in ungekoppelte Gleichungen umgeformt 
werden (SCHWANENBERG, 2004; SCHRAMM, 2005). Für charakteristische Variablen werden 
an Instabilitäten numerische Methoden anwendbar, die ursprünglich für skalare Erhaltungs-
gleichungen entwickelt worden sind (Kap. 5.6.7). Die FWG lassen sich ohne viskose Terme 
auf den folgenden Charakteristiken zu gewöhnlichen Differentialgleichungen mit totalen Ab-
leitungen reduzieren. Ausgehend von einem gegebenen Raum-Zeit-Punkt P = (xi, yj, tn) for-
men sie den bicharakteristischen Kegel (Abb. 5.15): 
   22 dydxdt dtdx dy dx dyu,  v,  u gh , v gh       u v ghdt dt dt dt            (5.58) 
 
Abb. 5.15: Bicharakteristischer Kegel für eine konstante mittlere Strömungsgeschwindigkeit 
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Der von P in die Zukunft gerichtete Kegel umrandet das Gebiet, welches durch eine Störung 
beeinflusst wird (Einflussgebiet). Umgekehrt wird jeder gegenwärtige Raumpunkt nur von 
dem Bereich bestimmt (Abhängigkeitsgebiet), der durch den rückwärtigen Kegel begrenzt 
wird (WEIYAN, 1992). Durch Projektion in die x-y-Ebene lassen sich die Fließzustände Strö-
men und Schießen in Abhängigkeit der FROUDE-Zahlen (Gl. 4.7) erläuterni. Da Geschwin-
digkeiten und Wassertiefen in Raum und Zeit variieren, sind die Charakteristiken wie in der 
x-t-Ebene (Abb. 5.15) normalerweise gekrümmt (TORO, 1997). 
5.6.4 Zeitintegration 
Für die zeitliche Diskretisierung bei der numerischen Modellierung instationärer Strömungen 
stehen verschiedenste Ansätze zur Verfügung, die jedoch alle für jeden Punkt des räumlichen 
Gitters approximativ eine Zustandsgröße für den neuen Zeitschritt bestimmen sollen. Die An-
sätze können expliziter oder impliziter Natur sein (vgl. Kap. 5.2.3). Beide Verfahrenstypen 
können konvergente Lösungen berechnen. Sie unterscheiden sich in der Bestimmung zukünf-
tiger Funktionswerte. Für die Stabilität und Effizienz eines numerischen Lösungsverfahrens 
spielt das zeitliche Diskretisierungsschema eine zentrale Rolle. 
Explizite Verfahren sind Extrapolationen, die normalerweise ohne Iteration auskommen, da 
sie den Zeitgradienten über die bekannten Zustandsgrößen der vorausgegangenen Zeitpunkte 
bestimmen. Die an den verschiedenen Knoten formulierten algebraischen Beziehungen wer-
den demnach sukzessive abgearbeitet. Da die gesuchten Strömungsfeldgrößen inkrementell 
über die Differenz von aktueller Zeitebene zu den Folgezeitpunkten bestimmt werden müssen, 
sind die Zeitschrittweiten aus Stabilitätsgründen beschränkt und klein (Kap. 5.5.5). Bei echt 
instationären Berechnungen, bei denen ein komplexer strömungsphysikalischer Vorgang zeit-
lich hoch aufgelöst werden soll, wird das Zeitmaß oft dadurch bestimmt (SCHÖNUNG, 1990). 
Implizite Verfahren hingegen beziehen zusätzlich den zukünftigen Zeitpunkt in die Lösung 
mit ein und sind daher auf iterative Gleichungslöser angewiesen, so dass der Rechenaufwand 
auf einen Zeitschritt bezogen größer ist. Dafür besteht keine Beschränkung des Zeitschrittes, 
was besonders dann interessant ist, wenn nur die stationäre Endlösung von Bedeutung ist. 
Neben den größeren Zeitschrittweiten liefern implizite Verfahren bei wasserbaulichen An-
wendungen im Allgemeinen genauere Ergebnisse (ZIELKE, 1999). 
 
 
                                                 
i In einen Bach mit der mittleren Strömungsgeschwindigkeit u und der Fließtiefe h wirft ein ortsfester Betrachter einen Stein 
(Störung), so dass Wellenkreise entstehen. Es liegt ein strömender (unterkritischer) Fließzustand vor, wenn die FROUDE-
Zahl Fr = u/c < 1 ist. Die Wellen breiten sich von der mitbewegten Eintauchstelle des Steines ins Ober- und Unterwasser 
aus, weil c > u ist. Für Fr > 1 ist der Abfluss schießend (überkritisch) und damit c < u. Die sich ausbildenden Wellen liegen 
alle komplett stromabwärts von der Eintauchstelle des Steins. Für einen kritischen Abfluss bei Fr = 1 schreitet eine Wellen-
front ebenfalls stromab fort. Im Oberwasser wird c jedoch durch u exakt kompensiert, so dass sich dort eine stehende Welle 
ausbildet. Bei schießendem Abfluss ist das System demnach vollkommen entkoppelt, während bei strömendem Abfluss 
Informationen auch stromauf transportiert werden können und das Geschehen im Oberwasser beeinflussen (FORKEL, 2004). 
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Entscheidend für die Auswahl eines geeigneten Ansatzes für die gegebene Problemstellung 
sind also die vier folgenden Aspekte (KAMRATH, 2009): 
 größtmögliche Zeitschrittweite, bevor das Verfahren divergiert (implizit versus explizit) 
 Notwendigkeit iterativer Lösungsalgorithmen (implizite Ansätze), Anpassungsmöglichkei-
ten für Vektor- und Parallelrechner (explizite Ansätze) 
 Speicherbedarf durch Vorhaltung vergangener Zeitpunkte (Ein- und Mehrschrittverfahren) 
 Genauigkeit und Stabilität (z. B. RUNGE-KUTTA versus Backward-EULER) 
Üblicherweise wird zur Berechnung konvektionsdominierter Dammbruchströmungen ein ex-
plizites Zeitintegrationsschema gewählt (HERVOUET & PETITJEAN, 1999; ALCRUDO, 2002). 
Zur korrekten Abbildung der schnell ablaufenden Prozesse innerhalb der Flutwellenausbrei-
tung muss hier per se eine geringe Zeitschrittweite gewählt werden (NIEMEYER, 2008). Stabi-
litätsbedingt ist daher oft keine weitere Verringerung des zeitlichen Inkrements nötig, so dass 
sich die Rechenzeiten somit nur selten erhöhen.  
Für die deichbruchinduzierte Strömungssituation im Breschennahfeld ist diese Vorgehens-
weise direkt übertragbar. Die Betrachtungen erstrecken sinnvoller Weise aber auch auf die 
rechenintensive Simulation praktischer Deichbruchanwendungen mit zumeist weit ausge-
dehnten Überflutungen des Hinterlandes und mehrtägigen Hochwasserganglinien innerhalb 
des Fließgewässers. Aufgrund des COURANT-Kriteriums müssen Diskretisierungsgrad und 
Zeitschrittweite oftmals so aufeinander abgestimmt werden, dass Einbußen in der Genauigkeit 
in Kauf genommen werden, um eine akzeptable Rechenzeit zu erreichen (Kap. 5.5.5). Aller-
dings bringen auch implizite Verfahren Nachteile mit sich: große nichtlineare Gleichungssys-
teme müssen zusätzlich gelöst werden, was sich wiederum negativ auf die Recheneffizienz 
auswirkt. Anhand des Vergleiches mit den Ergebnissen aus dem Modellversuch wird ein 
sinnvoller Kompromiss zwischen erreichbarer Genauigkeit und maximaler Zeitschrittweite 
gefunden und angewendet (Kap. 6.2.2., 6.2.3). 
5.6.5 Physikalische Kompatibilität: Well-Balancing 
Die unpräzise Behandlung von Quellen- und Senkentermen innerhalb numerischer Verfahren 
kann die Lösung der Flachwassergleichungen bei ingenieurpraktischen Problemstellungen mit 
Sohlneigung verfälschen. Dies wird in trivialen Testproblemen mit komplexer Topografie 
aber ohne Fließgeschwindigkeiten besonders gut sichtbar, wo es durch unausgeglichen wir-
kende Quellen- und Senkenterme zu unphysikalischen Strömungsvorgängen kommt. Ein an-
fänglich ruhender Wasserspiegel wird durch synthetisch produzierte Quellen und Senken aus-
gelenkt, bis ein neuer Gleichgewichtszustand erreicht ist, der jedoch einen deformierten und 
welligen Wasserspiegelverlauf zeigt (NUJIC, 1998). Zur Überprüfung wird ein Lake-at-rest-
Testfall simuliert, bei dem ein stehendes Gewässer über einer Sohle mit sprunghafter Höhen-
änderung in Ruhe bleiben muss (NIEMEYER, 2008). In meteorologischen Modellen fiel der 
sogenannte hydrostatische Fehler vor allen Dingen bei Luftströmungen über Gebirge schon 
früh auf (VREUGDENHIL, 1994). 
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Aus diesem Gründen konzentriert sich die aktuelle Entwicklung von numerischen Verfahren 
auf die ausgeglichene Abbildung der Quellterme auch für bewegte Gleichgewichte, sogenann-
te Well-Balancing-Techniken (GARCIA-NAVARRO & VAZQUEZ-CENDON, 2000; SOARES 
FRAZAO, 2002; NOELLE ET AL., 2006; NOELLE ET AL., 2007; NIEMEYER, 2008; XING ET AL., 
2010). Eine Anwendung auf barotrope Verhältnisse in der Ozeanografie zeigen PANKRATZ ET 
AL. (2007). Aufgrund der idealisierten Verhältnisse im Modellversuch (Kap. 3.3.2) wird die 
well-balanced-Eigenschaft vorerst nicht überprüft. 
5.6.6 Nass-Trocken-Algorithmus und Vakuumbehandlung 
Die Ränder des Berechnungsgebietes stimmen i. A. nicht mit den Uferlinien bzw. Überflu-
tungsgrenzen überein. Bei der Simulation deichbruchinduzierter Strömungen sind zu Beginn 
sogar Großteile des Berechnungsgebietes nicht überflutet. Diese Bereiche des numerischen 
Gitters werden als trocken bezeichnet. Die Uferlinien sind als Teil der Lösung a priori unbe-
kannt und vom betrachteten Zeitpunkt abhängig. Außerdem können im Laufe einer instationä-
ren Berechnung überflutete Gebiete wieder trocken fallen und umgekehrt. Nass-Trocken-
Fronten sind zwar streng genommen Singularitäten entsprechend Kap. 5.6.7, werden jedoch 
meist als interne Ränder separat behandelt (TORO, 2001). Den Benetzungs- und Trockenfall-
prozessen wird mit speziellen Algorithmen begegnet (s. u.). Dabei werden die nassen Zellen 
zur Reduzierung des Simulationsaufwandes markiert (flags) und die Systemmatrix nur für 
diese Zellen gelöst. An der Überflutungsgrenze muss sinnvoll innerhalb der Elemente zwi-
schen den nassen und trockenen Knoten interpoliert werden (BEFFA, 1994; ARNOLD, 1996; 
NUJIC, 1998), was u. a. von der Variablenanordnung auf dem numerischen Gitter abhängt 
(Kap. 5.4). In der Tidemodellierung wird der Umgang mit Trockenfall- bzw. Teilüberflu-
tungsprozessen als Wattstrategie bezeichnet (PLÜß, 1994; ARNOLD, 1996).  
Wesentliches Problem bei der Simulation deichbruchinduzierter Überflutungen ist die Vaku-
umbehandlung, worunter eine spezielle Betrachtung von im Laufe der Berechnung nass und 
ggf. wieder trocken fallenden Zellen an der Flutwellenfront bzw. an den Überflutungsgrenzen 
verstanden wird. Dort können bei geringen Fließtiefen aufgrund des implementierten Rau-
heitsterms sehr große Impulsverluste berechnet werden, was zu unphysikalischen Lösungen 
und damit numerischen Instabilitäten führen kann (NIEMEYER, 2008). Dieser Effekt wird bei 
der Propagation auf heterogener Topographie verstärkt. Die Folge kann divergierendes Ver-
halten mit negativen Fließtiefen bis zum Abbruch der Rechnung (Division durch Null) sein. 
Eine spezielle Programmierung des Sohlreibungsterms mit einem benetzten Umfang und ei-
ner Mindestwassertiefe im Nass-Trocken-Algorithmus (ALCRUDO, 2002) kann diese Fehler 
vermeiden. Um numerisches Flimmern durch (De-)Aktivierung von Zellen auszuschließen, 
sollte nach BEFFA (1994) eine Benetzungshöhe größer einer Trockenfallhöhe gewählt wer-
den. BOLLERMANN ET AL. (2011) präsentieren eine elegante Methode, die den Fluss über den 
Zellrand kappt, wenn in einer Zelle innerhalb eines Zeitschrittes ein Vakuum auftritt. 
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5.6.7 Singularitäten, Instabilitäten und Limiter-Funktionen 
Wenn ausschließlich unterkritische Strömungszustände (Kap. 5.6.3) vorliegen, dann sind die 
Lösungen hyperbolischer Systeme von Erhaltungsgleichungen glatt, d. h. stetig differenzier-
bar. Numerische Approximationen können daher auf der Divergenzform der Grundgleichun-
gen (z. B. Gl. 5.37) basieren. Zur Abbildung deichbruchinduzierter Strömungen müssen zu-
sätzlich über- und transkritische Fließzustände erfasst werden können (Kap. 5.6.1). Die ent-
sprechenden Lösungen der EULER- oder Flachwassergleichungen können deshalb Diskontinu-
itäten in Form von Wechselsprüngen oder Stoßfronten enthalten (Kap. 1.3), die weder stetig 
noch differenzierbar sind (SCHWANENBERG, 2004). Während die kontinuierlichen Lösungen 
stets reversibel sind (durch Rückwärtsverfolgung der Charakteristiken), bilden sich an den 
Diskontinuitäten mehrdeutige Lösungen aus. Solche diskontinuierlichen Lösungen werden 
Schocks (shocks) genannt (Abb. 5.16) und bedürfen einer präzisen mathematischen Behand-
lung. Die entsprechenden numerischen Lösungsverfahren können anhand ihres Umgangs mit 
den Schocks unterschieden werden. Es handelt sich dabei entweder um Shock-Capturing- 
oder Shock-Fitting-Ansätze (TORO, 2001). Erstere erfassen Diskontinuitäten automatisch mit 
(Through-Methode), verschmieren diese jedoch über eine oder mehrere Gitterzellen aufgrund 
der sogenannten Pseudo-Viskosität (WEIYAN, 1992). Letztere werden neuerdings auch als 
Front-Tracking-Techniken bezeichnet, und können Schocks genau identifizieren. Sie treten 
aufgrund ihres Rechenzeitbedarfes jedoch eher in den Hintergrund (ARNOLD, 1996). 
 
Abb. 5.16: Verlauf der Charakteristiken und Schockbildung für nichtlineare Erhaltungsgleichungen (SCHRAMM, 2005) 
Neben der Divergenzform kann eine Erhaltungsgleichung wie bei den FV-Verfahren auch in 
ihrer integralen Form formuliert werden (Kap. 5.3.3). Diese Art der Formulierung stellt ge-
ringere mathematische Anforderungen an ihre Lösung, welche dann als die schwache Lösung 
von Erhaltungleichungeni bezeichnet wird (LAX, 1954). Die schwache Integralform enthält 
als Teilmenge die Lösungen der Divergenzform und erlaubt an den Unstetigkeiten zusätzlich 
Diskontinuitäten, die nun oszillationsfrei abgebildet werden müssen. 
Mit ansteigender Strömungsgeschwindigkeit verschiebt sich das Abhängigkeitsgebiet eines 
Raumpunktes immer weiter stromaufwärts (Kap. 5.6.3). Für konvektionsdominierte Fragestel-
                                                 
i Zur Berechnung der diskontinuierlichen Lösungen ist es erforderlich, dass die Gleichungen in konservativen Variablen 
formuliert werden (z. B. Gl. 2.39), damit die Impulserhaltung garantiert werden kann (ABBOTT, 1979; CUNGE ET AL., 1980). 
Untersuchungen von HOU & LEFLOCH (1994) zeigen, dass nichterhaltende numerische Verfahren bei Schocks zur falschen 
Lösung konvergieren. Diese Aussage wird unterstützt durch den Satz von LAX & WENDROFF (1960), nach dem konservative 
Verfahren zur schwachen Lösung von Erhaltungsgleichungen konvergieren, wenn sie konvergent sind. 
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lungen sollte diese Strömungseigenschaft reproduziert werden können, indem eine stärkere 
Gewichtung der stromauf gelegenen Werte zur Bestimmungen der Variablen im nächsten 
Zeitschritt stattfindet. Wenn ein Verfahren seinen Definitionsbereich dem Abhängigkeitsge-
biet im Oberwasser anpassen kann, dann handelt es sich um ein Upwinding-Verfahren 
(SCHWANENBERG, 2004). Zentrale FV-Verfahren (Gl. 5.44) durch Mittelung der Flüsse oder 
Variablen versagen bei überwiegend konvektiven Anteilen oder führen zu ausgeprägten Os-
zillationen. Auf die Einführung künstlicher Dämpfung zur Stabilisierung wie bei der adapti-
ven Dissipation nach JAMESON (BEFFA, 1994) sollte verzichtet werden, da hier willkürlich 
unphysikalische Eingangsgrößen zum Einsatz kommen (FORKEL, 2004). Mit Upstream-
Verfahren (finite Volumen Gl. 5.45) oder SU-Testfunktionen (finite Elemente) können Fließ-
wechsel von unter- zu überkritischer Strömung gut abgebildet werden. 
Umgekehrt ist der Wechsel von schießenden zu strömenden Fließzuständen mit einer sprung-
haften Änderung verbunden. Die Sprungbedingung wird in Anlehnung an Stoßwellen (shock 
waves) in der Gasdynamik als RANKINE-HUGONIOT-Bedingung bezeichnet (WEIYAN, 1992): 
L R L Rs(U U ) F(U ) F(U )    (5.59) 
Darin ist s die Schockgeschwindigkeit, die von den Zuständen und Flüssen links und rechts 
des Schocks abhängt (Abb. 5.17, links). Neben Wechselsprüngen (mit Deckwalze) existieren 
Stoßfronten als singuläre Strömungsphänomene. Diese können z. B. bei einer (positiven) 
Wandänderung entspringen und daraus resultierend zu anliegenden Verdichtungsstößen füh-
ren. Für s = 0 (stationäre Diskontinuität) ergibt sich das Massen- und Impulsgleichgewicht 
F(UL) = F(UR), so dass für den schrägen Stoß die Unbekannten bestimmt werden können 
(Abb. 5.17, rechts). Je nach FROUDE-Zahl können sich komplexe abgelöste Stoßstrukturen (z. 
B. MACHsche Reflexionen einer auflaufenden Schwallwelle) ausbilden. 
 
Abb. 5.17: Sprungbedingung (links) und schräger Stoß (rechts), modifiziert nach SCHWANENBERG (2004) 
Bei FV-Diskretisierungen mit zellweise konstanten Werten treten an den Zellrändern zu je-
dem Zeitschritt Sprünge auf (Gl. 5.59), für die ein numerischer Fluss zwischen den Nachbar-
elementen bestimmt werden muss (VREUGDENHIL, 1994). Die Lösung einer Erhaltungsglei-
chung mit diskontinuierlichen Anfangswerten wird als RIEMANN-Problem bezeichnet, das so 
auch für Systeme von Erhaltungsgleichungen formuliert werden kann (LAX, 1957): 
L
R
U  für x 0
U(x, t 0)
U  für x 0
   
 (5.60) 
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Entsprechende RIEMANN-Löser gewichten komponentenweise aus den beidseitig konstanten 
Werten einen Fluss über den Elementrand. In der Thermodynamik ist die Entropie ein Maß 
für die Unordnung eines Systems und wächst bei irreversiblen Prozessen stets an (WEIYAN, 
1992). Im Bereich von Diskontinuitäten nimmt die Entropie demnach zu, niemals ab. Für die 
Schockgeschwindigkeit können sogenannte Entropiebedingungen aufgestellt werden 
(OLEINIK, 1957; LEVEQUE, 1990). Ein RIEMANN-Problem für die schwache Erhaltungsform 
kann nur dann eindeutig gelöst werden, wenn die Lösungen nicht entropieverletzend sind 
(SCHRAMM, 2005). Mit der Sprung- und Entropiebedingung können aus den mathematisch 
möglichen die physikalisch richtigen Lösungen identifiziert werden. 
Von den gasdynamischen Methoden, welche auf die FWG transferiert wurden, entwickelte 
das Verfahren von GODUNOV (1959) verspäteti Pioniercharakter für eine Vielzahl von FV-
Ansätzen (LEVEQUE, 1990). Bei dieser konservativen Methode liegen die Werte in den Zel-
len zu einem bestimmten Zeitschritt bereichsweise konstant vor. Der numerische Fluss zwi-
schen benachbarten Zellen kann dann mit Hilfe von lokalen RIEMANN-Problemen berechnet 
werden. Während das klassische GODUNOV-Verfahren exakte RIEMANN-Löser nutzt, werden 
bei sogenannten GODUNOV-Typ-Verfahren approximative RIEMANN-Löser (ARL) verwen-
det, wie z. B. die Löser nach ROE (1981), ENGQUIST & OSHER (1981), OSHER & SOLOMON 
(1982), HARTEN ET AL. (1983) oder LAX-FRIEDRICHS (COCKBURN ET AL., 2000). Dies ist 
nach dem HARTEN-LAX-Theorem gerechtfertigt (HARTEN & LAX, 1981). ARL beinhalten 
implizit ein Upwinding für schießende Fließzustände und benötigen zur Berechnung der phy-
sikalisch korrekten Lösung z. T. einen Entropie-Fix als Korrekturschritt (LEVEQUE, 1990). 
Die Anwendung unterschiedlicher approximativer RIEMANN-Löser auf die Flachwasserglei-
chungen ist bei WEIYAN (1992) beschrieben. Neben den GODUNOV-Typ-Verfahren gehören 
auch die Flux-Vector-Splitting-Techniken (FVS-Techniken) zu den Upwind-Verfahren. Bei-
spiele sind die FVS-Verfahren nach STEGER & WARMING (1981) und VAN LEER (1982). Alle 
genannten Verfahren sind ursprünglich für die Berechnung transsonischer Strömungen mit 
den EULER-Gleichungen entwickelt worden (Kap. 5.6.3). 
An den Diskontinuitäten kann es bei vielen Verfahren auf numerischen Gittern zu ausgepräg-
ten unphysikalischen Oszillationen kommen (AURELI & MIGNOSA, 2002), wie z. B. das 
GIBBS-Phänomen mit starken Über- und Unterschüssen (WEIYAN, 1992). Besonders die Ver-
fahren höherer Ordnung sind hier anfällig (TORO, 2001): 
                                                 
i In der Industrie setzte sich zunächst das FD-Schema von LAX & WENDROFF in der Version von MACCORMACK durch, 
welches prinzipiell in der Lage ist, auch diskontinuierliche Strömungszustände zu berechnen. Das Verfahren von GODUNOV 
wurde erst im Zusammenhang mit der Entwicklung effektiver angenäherter RIEMANN-Löser, leistungsfähiger EDV-Systeme 
und hochauflösender, oszillationsfreier FV-Verfahren wiederentdeckt. Das klassische GODUNOV-Verfahren ist monoton, 
erzeugt stabile Ergebnisse ohne numerische Schwingungen, liefert für stetige Bereiche der Lösung i. A. eine Genauigkeit 
von 1. Ordnung und konvergiert gegen die entropiekorrekte Lösung (LEVEQUE, 1990). Diskontinuitäten können nur bei einer 
großen Netzdichte scharf abgebildet werden. In Anlehnung an das Verfahren von GODUNOV stellten BORIS & BOOK (1973; 
1975; 1976) und VAN LEER (1973; 1974; 1977a; 1977b; 1979) in einer Folge von Veröffentlichungen eine Vielzahl von Er-
weiterungen höherer Ordnung vor, indem nichtlineare Approximationen zugelassen wurden. Beispielsweise entwickelte VAN 
LEER mit WOODWARD sowie mit HANCOCK mehrere MUSCL-Verfahren (Monoton Upstream Scheme for Conservation 
Laws), welche in stetigen Bereichen 2. Ordnung sind (SCHRAMM, 2005). 
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 GODUNOV´s theorem: all (linear) schemes of accuracy greater than one will produce spu-
rious oscillations in the vicinity of discontinuities. 
Um an solchen Schockfronten numerische Schwingungen (Kap. 5.5.5) zu vermeiden, kann 
die Totale Variation von Erhaltungsgleichungen wie den EULER- oder Flachwassergleichun-
gen durch hochauflösende Verfahren (high resolution methods)i begrenzt werden (LEVEQUE, 
1990; SMOLLER, 1994). In stetigen Bereichen werden Ergebnisse von mindestens 2. Ordnung 
berechnet. Das Verfahren höherer Ordnung wird so modifiziert, dass die numerische Dissipa-
tion im Bereich von Diskontinuitäten zunimmt und sich dort keine Oszillationen ausbilden 
können. Hochauflösende Verfahren verfügen daher über geeignete Mechanismen (Limiter), 
um in den Bereichen glatter Lösungen Verfahren höherer Ordnung zu nutzen und an Unste-
tigkeiten die Ordnung bis zur Einhaltung der TVD- oder TVB-Eigenschaft zu reduzieren (z. 
B. mittels eines monotonen Verfahrens). Diskontinuitäten können so scharf abgebildet wer-
den, dass sie innerhalb weniger Zellen erfasst werden können (shock capturing).  
Ein einfacher Vertreter ist der Minimum-Modulus-Limiter, der die Genauigkeit am Ort einer 
Diskontinuität auf erste Ordnung reduzieren kann (BEFFA, 1994). In der Literatur finden sich 
zahlreiche Techniken zur Konstruktion von TVD-Verfahren, wie z. B. (Weighted Average) 
Flux- (WAF-) oder Slope-Limiter-Methoden und (Weighted)-ENO-Verfahren (WENO-
Verfahren) (GARCIA-NAVARRO ET AL., 1995; FRACCAROLLO & TORO, 1995; SHU, 1999; 
WANG ET AL., 2000; SHU, 2003). Forschungen in der praktischen Mathematik bringen eine 
Reihe Limiter zur Erhaltung von TVD- und TVB-Eigenschaften hervor (COCKBURN, 1999; 
COCKBURN ET AL., 2000; BURBEAU ET AL., 2001). Eine Diskussion dieser und weiterer Limi-
ter finden sich in HIRSCH (1990), LEVEQUE (1990), WEIYAN (1992), TORO (1992; 1997; 
2001), NUJIC (1998), SCHWANENBERG (2004) und SCHRAMM (2005). 
Im Bereich der finiten Elemente gelang es, mit der Einführung der Streamline-Upwind-
PETROV-GALERKIN-Verfahren (HUGHES & BROOKS, 1982) und ihrer Anwendung auf die 
Flachwassergleichungen (KATOPODES, 1984), auch in konvektionsdominierten stetigen Strö-
mungsbereichen oszillationsfreie Lösungen zu produzieren. Die Schwierigkeit besteht hier 
darin, die Zugabe der Dissipation bei Schocks so zu beschränken, dass sich die Ungenauigkei-
ten nicht von den Diskontinuitäten aus in die übrigen glatten Regionen hin fortpflanzen 
(SCHWANENBERG & HARMS, 2004). 
                                                 
i Der Begriff wurde von HARTEN (1983), SWEBY (1984) und ROE (1985) eingeführt. Bereits GLIMM & LAX (1970) und LAX 
(1973) zeigten, dass die Totale Variation eines eindimensionalen skalaren Erhaltungsgesetzes über die Zeit nicht zunimmt 
und in einer Diskontinuität sogar abnimmt. Darauf aufbauend konnten HARTEN & LAX (1984) die Totale Variation als Maß für 
die oszillatorischen Eigenschaften einer diskreten Funktion vorstellen. Darüber hinaus konnte HARTEN (1983) lokale Bedin-
gungen zur Verringerung der Totalen Variation ableiten. Dies resultierte in den Total-Variation-Diminishing-Verfahren (TVD-
Verfahren), die inzwischen ein Synonym für alle hochauflösenden Verfahren sind (HUSSAINI ET AL., 1997; SCHRAMM, 2005). 
Nach einer charakteristischen Zerlegung des hyperbolischen Systems, lässt sich das Prinzip für die skalaren Erhaltungsglei-
chungen hinsichtlich Entropie-Korrektheit und Stabilität ausschließlich komponentenweise auf das komplette Gleichungssys-
tem übertragen (NUJIC, 1998). Dieser Transfer ist letztlich empirisch, führt aber gegenüber traditionellen Methoden bisher zu 
genaueren Resultaten (TORO, 2001). GOODMAN & LEVEQUE (1985) hingegen halten die Totale Variation im Falle mehrdi-
mensionaler nichtlinearer Systeme für ungeeignet. Darauf entwickelten HARTEN ET AL. (1987) ein Essentially-Non-
Oscillating-Verfahren (ENO-Verfahren), welches aufgrund einer kontrollierten Verletzung der TVD-Eigenschaft auch als 
Total-Variation-Bounded (TVB) bezeichnet wird. 
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5.6.8 Diskrete Lösung der Gleichungssysteme 
Da die strömungsmechanischen partiellen Differentialgleichungen nicht analytisch gelöst 
werden können, werden sie durch eine Vielzahl linearer algebraischer Gleichungen approxi-
miert, welche die strömungsmechanischen Transportvorgänge an diskreten Punkten beschrei-
ben (BÜRGISSER, 1999). Der letzte Schritt bei der numerischen Bearbeitung einer Problem-
stellung ist die Lösung dieses Systems aus algebraischen Gleichungen mit speziellen Berech-
nungsprozeduren, den sogenannten Gleichungslösern. Es wird zwischen direkten und iterati-
ven Gleichungslösern unterschieden. Erstere lösen das Gleichungssystem durch sukzessive 
Elimination, während Letztere die Lösung als Grenzwert einer Näherungsfolge bestimmen. 
Das System kann folgendermaßen in Matrix-Notation geschrieben werden: 
A Q   (5.61) 
Hier ist A eine Koeffizientenmatrix,  ein Vektor mit den Variablenwerten in den Gitterpunk-
ten bzw. KV-Zentren und Q der Vektor mit den Termen der rechten Seite (FERZIGER & 
PERIC, 2008). Die Gestalt der Systemmatrix A hängt von der Anordnung der Variablen und 
dem numerischen Gitter ab. Für strukturierte Gitter mit lexikographischer Variablenanord-
nung hat die Matrix beispielsweise eine polydiagonale Struktur.  
Als Ergebnis eines (semi-)impliziten Diskretisierungsprozesses entsteht entsprechend der 
Natur der Ausgangsgleichungen (Flachwasser- bzw. REYNOLDS-Gleichungen) ein nichtlinea-
res, gekoppeltes Gleichungssystem. Die zugehörigen Matrizen sind oft dünn besetzt, d. h. die 
meisten Einträge sind gleich Null. Im nichtlinearen Fall muss eine iterative Technik ange-
wandt werden, die eine Abschätzung der Lösung, eine Linearisierung um diese Lösung und 
die anschließende Verbesserung der Lösung umfasst. Der gesamte Prozess wird solange wie-
derholt, bis ein konvergentes Ergebnis erreicht wird (FERZIGER & PERIC, 2008). Da die si-
multane Lösung aller Gleichungen im Gesamtsystem sehr aufwendig ist, kann analog zur Li-
nearisierung (z. B. PICARD-Iteration, NEWTON-RAPHSON-Iteration) eine Entkopplung und 
sequentielle Lösung erfolgen (SCHRÖDER, 1997). Erst die Entkopplung des Gleichungssys-
tems erlaubt die Verwendung effizienter iterativer Gleichungslöser. In diesem Zusammen-
hang beschreiben innere Iterationsschleifen die Lösung der linearisierten und vorläufig ent-
koppelten Gleichungen für eine Variable, während mit der äußeren Iterationsschleife die 
Nichtlinearität und die Kopplung der Gleichungen berücksichtigt werden.  
Die Angabe, wann ein iterativer Lösungsprozess abgebrochen werden soll, wird als Konver-
genzkriterium bezeichnet. Bei der selteneren, gekoppelten Lösung werden aufgrund der 
schwierigen Vorkonditionierung der resultierenden Matrizen vorwiegend direkte Gleichungs-
löser eingesetzt (BÜRGISSER, 1999). Aus unstrukturierten Netzen ergeben sich voll besetzte 
Matrizen ohne Bandstruktur, die mit großem Speicherplatzbedarf invertiert werden müssen. 
Für die Berechnung praxisrelevanter Probleme sieht SCHÖNUNG (1990) daher zukünftig Vor-
teile für die anspruchsloseren, direkten Gleichungslöser, wenn die Leistungsfähigkeit der 
EDV-Systeme weiter ansteigt.  
Nach FORKEL (2004) bilden Gleichungslöser zwar einen eigenen Themenkomplex, sind je-
doch oft frei (z.B. übers Internet) verfügbar und stellen daher i. A. kein Geheimnis mehr da. 
Ihre exakte Wirkungsweise ist für den Ingenieur in der Praxis üblicherweise von geringem 
144 Kapitel 5 
Interesse. Die Auswirkungen unterschiedlicher Lösungsparameter auf die Genauigkeit der 
Lösung sowie die Rechengeschwindigkeit sind viel entscheidender. Durch entsprechende 
Gitterstrukturen mit optimierten Bandbreiten (Kap. 5.4), Anordnung der Variablen (Abb. 5.9, 
rechts) und den Aufbau eines symmetrischen Gleichungssystems kann die Effizienz der Löser 
entscheidend gesteigert werden. Detaillierte Informationen zu den im Folgenden aufgezählten 
direkten Gleichungslösern 
 GAUSS-Elimination mit LU-Faktorisierung 
 CROUT-Methode (modifizierter GAUSS-Algorithmus) 
 CHOLESKY-Zerlegung bei positiv definiten, symmetrischen Matrizen 
 THOMAS-Algorithmus bzw. Tridiagonaler Matrix-Algorithmus (TDMA) 
 Zyklische Reduktion bei tridiagonalen Matrizen mit identischen Diagonaleinträgen 
und eine Beschreibung der Vor- und Nachteile der iterativen Methoden 
 JACOBI-Methode 
 GAUSS-SEIDEL-Methode: GS 
 Sukzessive Überrelaxationsmethode: SOR (successive overrelaxation) 
 unvollständige LU-Zerlegung: ILU (incomplete lower-upper) 
 ILU-Methode nach STONE: SIP (strongly implicit procedure) 
 Methode der konjugierten Gradienten: CG (conjugate gradients) 
 Methode der bikonjugierten Gradienten: CGS und CG-STAB (CGS-stabilisiert) 
 CG mit unvollständiger CHOLESKY-Vorkonditionierung: IC-CG (incomplete CHOLESKY) 
 Mehrgittermethoden mit GS oder SIP als Glätter: MG-GS oder MG-SIP 
finden sich in SCHÖNUNG (1990), MALCHEREK (1999), FORKEL (2004) und FERZIGER & 
PERIC (2008). Hier wird auch auf die Symmetrieeigenschaft, Bandbreite, Vorkonditionierung, 
Linearisierung, Pivotisier- und Invertierbarkeit der Systemmatrizen eingegangen. 
5.6.9 Lösungsalgorithmen 
Eng verbunden mit der Wahl des Gleichungslösers ist die Lösungsstrategie und damit die 
Berechnungsprozedur. Zur Reduktion des Rechenaufwandes ist man bestrebt, das Glei-
chungssystem zu entkoppeln, d. h. jede Gleichung dient der Bestimmung einer physikalischen 
Größe zum unbekannten Zeitpunkt. Für die Geschwindigkeitskomponenten werden aus-
schließlich die entsprechenden Impulserhaltungssätze verwendet. Für den freien Wasserspie-
gel und den Druck sind weitergehende Methoden erforderlich (MALCHEREK, 1999). Die 
Schwierigkeiten bei der Erfassung der freien Wasseroberfläche vor allem auf Grundlage der 
REYNOLDS-Gleichungen sind in Kap. 2.8 ausführlich dargestellt. Bei tiefengemittelten Simu-
lationen wird die Lage des Wasserspiegels über die Berechnung der unbekannten Fließtiefe 
ermittelt. In Flachwassermodellen wird außerdem der Druck als hydrostatisch angenommen 
und bedarf keiner weiteren numerischen Behandlung. In dem dreidimensionalen Gleichungs-
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system für inkompressible Strömungen existiert kein expliziter Ausdruck für die Berechnung 
des hydrodynamischen Druckfeldes (SCHÖNUNG, 1990). Es existiert keine Zeitableitung und 
keine Dynamik des Druckes, was seine unendliche Ausbreitungsgeschwindigkeit und damit 
seinen elliptischen Charakter in den NAVIER-STOKES-Gleichungen erklärt. Bei kompressiblen 
Systemen in der Gasdynamik stellen thermische Zustandsgleichungen einen Zusammenhang 
zwischen Druck, Dichte und Temperatur her. Bei inkompressiblen Systemen sind Aussagen 
über den Druck nur implizit in der Kontinuitätsgleichung oder als räumlicher Gradient in den 
Impulsgleichungen enthalten. Als freier Parameter fällt dem Druck die Aufgabe zu, sich zu 
jedem Zeitpunkt so einzustellen, dass der Geschwindigkeit die Erfüllung aller Erhaltungsglei-
chungen ermöglicht wird (SCHINDLER, 2001). 
Die FV-Lösungsalgorithmen unterscheiden sich nach Art und Weise, wie eine geeignete 
Kopplung zwischen Druck und Geschwindigkeit sowie die Massenerhaltung gewährleistet 
werden. Neben den Methoden, die auf der approximierten POISSON-Gleichung (SCHRÖDER, 
1997) oder einer künstlichen Kompressibilität basieren, ist der sogenannte SIMPLE-
Algorithmus (Semi Implicit Method for Pressure Linked Equations) ein numerischer Lö-
sungsansatz, bei dem der Druck solange über eine Korrekturgleichung verändert wird, bis alle 
Gleichungen erfüllt sind (PATANKAR, 1980; SCHÖNUNG, 1990). Dazu werden die exakten 
Werte des Druckes und der Geschwindigkeiten in Zwischen- und Korrekturwerte aufgeteilt: 
* *
i i ip p p  und v v v      (5.62) 
Nach der Subtraktion der Impulsgleichungen für exakte Werte und Zwischenwerte ergibt sich 
ein Zusammenhang zwischen Druck- und Geschwindigkeitskorrekturen (Korrekturgleichun-
gen). Der Lösungsablauf zum neuen Zeitpunkt sieht folgendermaßen aus: 
 Schätzung des Druckfeldes p*  
 Lösung der Impulsgleichung mit * *ip v  
 Lösung der Druckkorrekturgleichung p  
 Korrektur des Druckfeldes: *p p p   
 Korrektur des Geschwindigkeitsfeldes mit Hilfe des Druckkorrekturfeldes:  *i iv v f p   
 Berechnung skalarer Größen wie k,  und Lösung aller weiteren Transportgleichungen 
 Korrigiertes Druckfeld p als neue Schätzung (Schritt 1) bis p ,u 0    (Konvergenz) 
Die Konvergenzrate ist in der Regel gering und häufig ist eine Unterrelaxation erforderlich: 
*p p p    (5.63) 
Für die endgültige Lösung ist dabei die Form der Druckkorrekturgleichung unerheblich, sie 
beschleunigt lediglich die Konvergenzrate des Verfahrens. Die Wahl des Unterrelaxationsfak-
tors ist jedoch entscheidend für die Rechengeschwindigkeit und die Stabilität des Verfahrens 
(VERSTEEG & MALALASEKERA, 1995). Verwandte und weiterentwickelte Methoden wie der 
SIMPLER- (SIMPLE Revised), der SIMPLEC- (SIMPLE Consistent) und der PISO-
Algorithmus (Pressure Implicit with Splitting Operators) finden sich u. a. in PATANKAR 
(1980), SCHÖNUNG (1990) oder FERZIGER & PERIC (2008). 
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5.7 Zusammenfassung 
In diesem Kapitel werden zunächst die sechs Prozessschritte beschrieben, die für eine hydro-
numerische Modellierung erforderlich sind. Dies sind im Einzelnen: Aufgabenstellung, Mo-
dellbildung, Programmauswahl, Modellerstellung, Modellanwendung und Auswertung. An-
schließend wird diese Systematik auf die hydronumerische Modellierung deichbruchinduzier-
ter Strömungen übertragen, wobei jeweils der Bezug zu der Aufgabenstellung, Motivation 
und Strategie im ersten und dritten Kapitel dieser Arbeit hergestellt wird. Auf die Definitio-
nen und Begrifflichkeiten der Prozessschritte zwei bis fünf (d. h. von Modellbildung bis Mo-
dellanwendung) wird im folgenden Kapitel sowohl bei der 2D- als auch der 3D-Modellierung 
unmittelbar zurückgegriffen, wenn die numerischen Arbeitspakete und Modellierungsschritte 
mit den verwendeten Simulationsprogrammen beschrieben werden. 
Die wesentliche Theorie im Bereich der numerischen Strömungsmechanik wird vermittelt. 
Dazu gehören die räumlichen und zeitlichen Diskretisierungsansätze. Ein weiterer wichtiger 
Arbeitsschritt ist die Erzeugung eines vorteilhaften numerischen Gitters. Auf diese gebündelte 
Darstellung kann im Folgenden ebenfalls verwiesen werden, da aufgrund der Nutzung von 
zwei unterschiedlichen universitären Flachwasserprogrammen und eines kommerziellen 3D-
Codes vielfältige Ansätze Anwendung finden, die zudem unterschiedliche Ansprüche z. B. an 
ein numerisches Netz stellen.  
Weitere Forderungen an die eingesetzte Numerik resultieren aus den besonderen Gegebenhei-
ten des deichbruchinduzierten Strömungstyps. Da entsprechend des Untersuchungskonzeptes 
(Kap. 3.4.2) für den 2D- und den 3D-Fall qualitativ hochwertige Modelle aufgestellt werden 
sollen, müssen neben den speziellen Anforderungen auch Qualitätskriterien sowie das Vorge-
hen bei der Fehleranalyse für das deichbruchinduzierte Strömungsproblem dargelegt werden. 
Mit diesen theoretischen Grundlagen können im folgenden Kapitel die Techniken bei den 
Simulationsläufen der unterschiedlichen experimentellen Szenarien und Systemzustände 
(Konfigurationen der strömungsphysikalischen Modellversuche aus Kap. 4) erörtert werden. 
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6 Numerische Simulation der experimentellen Konfigurationen im 
Rahmen der durchgeführten Modellversuche 
In Kombination mit der Vorstellung des gesamten numerischen Modellierungsprozesses für 
deichbruchinduzierte Strömungen im vorhergehenden Kapitel vervollständigt dieses Kapitel 
den numerischen Teil des hybriden Ansatzes mit der Beschreibung der konkreten Arbeitspake-
te und Simulationsschritte: Alle experimentellen Konfigurationen des Mess- und Untersu-
chungsprogramms am Modellversuch werden mit den drei numerischen Werkzeugen 
DGFlow, WOLF 2D und STAR-CD berechnet. Daher werden die darin implementierten Me-
thoden und Module so weit erläutert, wie sie bei den numerischen Simulationen zur Anwen-
dung kommen. Die Darstellungen orientieren sich an den jeweiligen Dokumentationen, Pub-
likationen und Benutzerhandbüchern der Modellentwickler. Ergänzend werden praktische 
Anleitungen zur Vorbereitung und Durchführung der vergleichenden Deichbruchsimulationen 
vermittelt, um den Übergang von der Theorie zum ingenieurspezifischen Ablauf der eigentli-
chen Anwendung herzustellen. Sowohl für die zwei- als auch für die dreidimensionalen Simu-
lationen müssen qualitativ hochwertige hydronumerische Modelle aufgestellt werden, wozu 
auch die Bedienung der Pre-Processing-Software sowie die vorgenommenen Einstellungen 
der CFD-Programme gehören. In einer ersten Phase werden die Modellversuche mit den 
beiden universitären Eigenentwicklungen DGFlow und WOLF 2D bestmöglich (tiefengemit-
telt) abgebildet. In DGFlow wird dafür eine Sensitivitätsstudie bezogen auf die numerische 
Parametrisierung durchgeführt. An dieser Stelle sei angemerkt, dass diese Auswertung streng 
genommen einen Vorgriff auf die vergleichende Gegenüberstellung aller Modellierungser-
gebnisse im siebten Kapitel darstellt. Diese numerische Vorauswahl schafft jedoch die 
Grundlage für eine optimal angepasste Modellerstellung, so dass entsprechende Visualisie-
rungen und Interpretationen bereits in diesem Stadium erforderlich sind. Die vollständig 
dreidimensionale Modellierung der experimentellen Konfigurationen erfolgt im letzten Teil 
dieses Kapitels mit dem kommerziellen Programm STAR-CD. 
6.1 Hydronumerische 2D-Modellierung deichbruchinduzierter Strömungen 
6.1.1 Modellbildung 
Bezug nehmend auf Kap. 5.1.3 und 5.1.4 sind die ersten Arbeitsschritte zur Vorbereitung und 
Durchführung einer hydronumerischen 2D-Modellierung deichbruchinduzierter Strömungen 
durch die Modellierungs- und Simulationsstrategie innerhalb des hybriden Untersuchungs-
konzeptes praktisch vorbestimmt: Wie bereits in Kap. 3.4.2 aufgezeigt, werden unterschiedli-
che numerische Berechnungen (teilweise verschiedendimensionale) durchgeführt, die mit den 
Messergebnissen aus den Modellversuchen (Kap. 4) verglichen werden sollen. Die mathema-
tisch-physikalische Modellierung erfolgt zunächst auf Basis der zweidimensional tiefengemit-
telten Flachwassergleichungen (FWG). Zum Einsatz kommen die beiden universitären Eigen-
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entwicklungen DGFlow und WOLF 2D (Kap. 6.1.2). Daher wird die Modellbildung für die 
beiden verwendeten Programme im Folgenden konkretisiert.  
Die Indexschreibweise der konservativen FWG in Kap. 2.6.3 kann in eine Vektornotation 
überführt werden (ROGER ET AL., 2009): 
 conv conv diff difft x y x y 0 f
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xx yx2
2 21
xy yy 2
diff diff
xx yx 0 0,x
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  (6.1) 
Darin sind  der Vektor der unbekannten Fließtiefe h sowie der tiefengemittelten Horizontal-
geschwindigkeiten u und v. fconv und gconv stellen die Massen- und Impulsflüsse inklusive der 
BOUSSINESQ-Koeffizienten ij in x- und y-Richtung dar, fdiff und gdiff sind die entsprechenden 
diffusiven Flüsse mit den turbulenten Schubspannungen ij. Die Vektoren S0 und Sf repräsen-
tieren die Quellterme aus Sohlneigung bzw. -reibung mit der Sohllage zb bzw. der Sohlschub-
spannungen i,b. Manchmal wird das Wasserspiegel- statt dem Sohlgefälle im Quellterm 
(Gl. 2.33) angesetzt (BEFFA, 1994). Als Konstanten finden sich in Gl. 6.1 weiterhin die Erd-
beschleunigung g sowie die Wasserdichte .  
Dieses Anfangs-Randwertproblem kann für das Strömungsgebiet  auch mit den spezifischen 
breitenbezogenen Durchflüssen qi als Komponenten des Lösungsvektors U und den Gesamt-
flussvektoren F und G in Divergenzform formuliert werden (SCHWANENBERG, 2004): 
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  (6.2) 
Die BOUSSINESQ-Koeffizienten ij können eine ungleichmäßige Verteilung der lokalen Hori-
zontalgeschwindigkeiten ˆ ˆu,  v  über die Fließtiefe berücksichtigen, wobei die eckigen Klam-
mern eine Tiefenintegration symbolisieren (Kap. 2.6.3): 
2 2 2 2 2
xx yy xy xy xx yyˆ ˆ ˆ ˆu u 1,  v v 1,  uv uv,                (6.3) 
Die Sohlschubspannungen i,b werden über die empirische MANNING-Formel mit räumlich 
verteilten Rauheitsbeiwerten modelliert (Kap. 2.6.4): 
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  (6.4) 
Die turbulenten Schubspannungen ij werden über eine tiefengemittelte Wirbelviskosität t 
nach BOUSSINESQ ausgedrückt (Kap. 2.6.5): 
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  (6.5) 
DGFlow 
Das von SCHWANENBERG (2004) am Institut für Wasserbau und Wasserwirtschaft (IWW) der 
RWTH Aachen entwickelte numerische Verfahren DGFlow basiert auf der RUNGE-KUTTA-
Discontinuous-GALERKIN-Methode (RKDG-Methode) für hyperbolische Systeme von Erhal-
tungsgleichungen sowie der Local-Discontinuous-GALERKIN-Methode (LDG-Methode) für 
konvektionsdominierte Strömungen (COCKBURN, 1999; COCKBURN ET AL., 2000). Die Imp-
lementierung und Anwendung auf die tiefengemittelten Flachwassergleichungen mit Quell-
termen werden erstmalig in SCHWANENBERG & KÖNGETER (2000) vorgestellt. 
SCHWANENBERG & HARMS (2002; 2004) und HARMS ET AL. (2004) präsentieren erste 
Damm- und Deichbruchsimulationen mit DGFlow.  
Der DG-Ansatz für die räumliche Diskretisierung entsteht durch eine Kombination von FE- 
und FV-Methoden. Als klassischer GALERKIN-Ansatz verwendet das FE-Verfahren identi-
sche Ansatz- und Wichtungsfunktionen (Kap. 5.3.4). Die Besonderheit liegt in der Abbildung 
von Diskontinuitäten an den Zellrändern mit jeweils einem Wert pro Element, während die 
Lösung innerhalb jeder Zelle kontinuierlich abgebildet wird. Bei Nutzung einer konstanten 
Ansatzfunktion je Element entspricht das Verfahren damit einer reinen FV-Methode erster 
Ordnung. Analog zum Vorgehen bei GODUNOV-Typ-Verfahren werden bei der RKDG-
Methode Diskontinuitäten als RIEMANN-Problem formuliert und mit RIEMANN-Lösern nach 
LAX-FRIEDRICHS (LF), HARTEN-LAX-VAN LEER (HLL) (HARTEN ET AL., 1983) oder ROE 
(1981) behandelt.  
Aufgrund der Zulassung von Diskontinuitäten können die Ansatzfunktionen flexibel ausge-
wählt werden. Der Einsatz orthogonaler Ansatzfunktionen beispielsweise entkoppelt die Mas-
senmatrix vollständig, so dass die Lösung eines linearen Gleichungssystems entfällt. Damit 
wird die explizite RUNGE-KUTTA-Zeitintegration hier ähnlich leistungsfähig und recheneffi-
zient wie in modernen FV-Verfahren. Auch bei Verwendung nicht-orthogonaler Ansatzfunk-
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tionen führt die DG-Ortsdiskretisierung zu einem elementweise entkoppelten Gleichungssys-
tem, das nur einmalig gelöst werden muss (SCHWANENBERG, 2004).  
Für rein hyperbolische Problemstellungen können durch geeignete Slope-Limiter für die 
RKDG-Methode Total-Variation-Diminishing- (TVD-) oder Total-Variation-Bounded-
Eigenschaften (TVB-Eigenschaften) nachgewiesen werden. Die Zugabe der Diffusion bzw. 
Dispersion ist jedoch wesentlich geringer und selektiver als beispielsweise beim PETROV-
GALERKIN-Verfahren, so dass die Konvergenzordnung in stetigen Bereichen nicht beein-
trächtigt wird. Bei ausreichender Viskosität kommt das LDG-Verfahren ohne Limiter aus. Die 
RKDG-Methode kann in drei Hauptschritte gegliedert werden (SCHWANENBERG, 2004): 
 Die räumliche Discontinuous-GALERKIN-Diskretisierung mit Ansatzfunktionen eines Po-
lynomgrades k entkoppelt die partiellen Differentialgleichungen in ein System von ge-
wöhnlichen Differentialgleichungen. Für nicht-orthogonale Ansatzfunktionen ist dazu eine 
einmalige Matrizeninvertierung auf Elementebene notwendig. Bei orthogonalen Ansatz-
funktionen wird die Massenmatrix diagonal (Anhang A.1). 
 Die gewöhnlichen Differentialgleichungen werden in der Zeit mit einer TVD-RUNGE-
KUTTA-Methode der Ordnung (k+1) integriert (Anhang A.2). 
 Für rein hyperbolische Probleme wird ein TVD- oder TVB-Slope-Limiter gezielt auf jeden 
Zwischenzeitschritt der RUNGE-KUTTA-Methode angewendet, um Stabilität an Schock-
fronten zu gewährleisten (Anhang A.3). Bei ausreichend vorhandener Viskosität kann dar-
auf verzichtet werden. 
Das Programm DGFlow wurde hauptsächlich auf Dammbruchströmungen angewendet, so 
dass die viskosen Turbulenzeffekte vernachlässigt werden (Kap. 3.4.1). 
diff diff
xx yy xy yx f g 0            (6.6) 
Außerdem werden die BOUSSINESQ-Koeffizienten gleich eins gesetzt, womit ungleichmäßige 
Tiefenprofile der Horizontalgeschwindigkeiten u und v unberücksichtigt bleiben. 
xx yy xy  1        (6.7) 
Für lineare Ansatzfunktionen (k = 1) innerhalb der Elemente ist eine Konsistenz zweiter Ord-
nung in Raum und Zeit nachgewiesen. An Diskontinuitäten ist die Konsistenzordnung gleich 
Eins und Schocks werden üblicherweise innerhalb von zwei Elementen erfasst. Zudem wird 
eine physikalisch richtige, impulserhaltende Lösung durch die konservative Formulierung der 
Flachwassergleichungen sowie durch die Berücksichtigung der Sprung- und Entropiebedin-
gung erzielt (Kap. 5.6.7). Bei überkritischen Fließzuständen kann der numerische Fluss mit-
tels Upwinding auf den stromaufwärts gelegenen Werten basieren, wobei die GALERKINschen 
Testfunktionen elementweise unverändert bleiben. In Verbindung mit linearen Ansatzfunkti-
onen hat sich bei SCHWANENBERG (2004) der HLL-Löser zur Berechnung des numerischen 
Flusses bewährt. Die Stabilität kann durch eine entsprechende Wahl der COURANT-Zahl ein-
gestellt werden (Kap. 5.5.5). Die Positivität bzw. Einhaltung des PÉCLET-Kriteriums (Pe < 2) 
wird über den Limiter gesteuert. 
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WOLF 2D 
Das FV-Modell WOLF 2D wird in der Abteilung „Hydrology, Applied Hydrodynamics and 
Hydraulic Constructions“ (HACH) an der Universität Lüttich stetig weiter entwickelt. Die 
Divergenzform der Erhaltungsgleichungen wird mit finiten Volumen räumlich diskretisiert. 
An den Zellrändern können die Variablen konstant oder linear rekonstruiert werden, so dass 
bei Slope-Limiting eine Genauigkeit von 2. Ordnung erreicht werden kann. Die konvektiven 
Flüsse über den Zellrand werden durch ein selbst entwickeltes Flux-Vector-Splitting (FVS) 
berechnet, wobei das Upwinding aus dem Vorzeichen der am Rand rekonstruierten Ge-
schwindigkeiten resultiert (ERPICUM ET AL., 2010b). Eine VON-NEUMANN-Stabilitätsanalyse 
demonstrierte die Stabilität der FVS-Methode (DEWALS, 2006). Die diffusiven (turbulenten) 
Flüsse werden durch ein zentrales Verfahren behandelt. Die in WOLF 2D implementierte Me-
thode ist numerisch preiswert (Rechenzeiten), FROUDE-unabhängig und kompatibel mit der 
Modellierung des Sohlneigungsterms. Die Effizienz des Verfahrens wurde in vielen Anwen-
dungen bewiesen (DEWALS ET AL., 2006; DEWALS ET AL., 2008; ERPICUM ET AL., 2009; 
DEWALS ET AL., 2010; DUFRESNE ET AL., 2011; MACHIELS ET AL., 2011), insbesondere für 
Überflutungssimulationen (ERNST ET AL., 2010; ERPICUM ET AL., 2010a) und Dammbrüche 
(ZHANG ET AL., 2009; ERPICUM ET AL., 2010b; DEWALS ET AL., 2011). 
Die Zeitintegration wird mit einem RUNGE-KUTTA-Dreischrittverfahren 1. Ordnung unter 
Einhaltung der CFL-Bedingung (Gl. 5.54) für Schwerewellen durchgeführt. Gl. 6.8 wird ohne 
zusätzliche numerische Kosten semi-implizit behandelt. Zusätzlich zu den Sohlschubspan-
nungen können so in WOLF 2D durch die prozessorientierte Formulierung (DEWALS ET AL., 
2008; ERPICUM ET AL., 2010a) die Rauheiten der seitlichen Berandungen (Wände) des durch-
strömten Gebietes nachgebildet werden. 
x
y
2 2 2 2N
x,b b k w
f ,x 4 3 1 3
k 1 k
N2 2 2 3 2
y,b b k w
y,x 4 3 1 3
k 1 k
n u v u n4S u
gh h 3 h y
n u v v n4S v
gh h 3 h x


        
        


  (6.8) 
Hier charakterisieren die MANNING-Koeffizienten nb und nw die Sohl- bzw. die Wandrauheit. 
Nx und Ny bezeichnen die exakte Anzahl der Außenkanten einer Randzelle. 
Bei jedem Zeitschritt wird ein konservativer Nass-Trocken-Algorithmus aufgerufen 
(ERPICUM ET AL., 2010a). Aufgrund eines adaptiven Netzgenerators wird die Domäne auf den 
überfluteten („nassen“) Teil des numerischen Gitters (Kap. 5.4.2, 5.6.6) beschränkt. 
 Auswertung der Kontinuitätsgleichung 
 Identifizierung von Zellen mit negativer Fließtiefe und Reduzierung des Abflusses bis die 
Wassertiefe genau verschwindet 
 Erfassung der Effekte auf die benachbarten Zellen 
 Wiederholung der Schritte 1 bis 3 (üblicherweise reichen 2 Iterationen aus) 
 Auswertung der Impulsgleichungen mit den korrigierten spezifischen Durchflüssen 
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In WOLF 2D sind mehrere Turbulenzmodelle implementiert, wie das einfache algebraische 
Modell t hu    (Kap. 2.6.5, Gl. 2.43) oder ein tiefengemitteltes k--Modell mit unter-
schiedlichen horizontalen und vertikalen Mischungsweglängen (ERPICUM, 2006; ERPICUM ET 
AL., 2009). Die BOUSSINESQ-Koeffizienten können räumlich verteilt angesetzt werden. 
6.1.2 Programmauswahl 
DGFlow 
DGFlow wurde mit analytisch lösbaren 1D-Testproblemen besonders im Hinblick auf 
transkritische Strömungen (Wechselsprung nach MACDONALD, Schwallwelle, Dammbruch-
welle nach STOKER) sowie mit dem 2D-Kreisdammbruch umfassend verifiziert. Die Validie-
rung des Modells wurde auf Grundlage einer überkritischen Strömung in einer sich verengen-
den Schussrinne und anhand der realen Flutwellenausbreitung des Dammbruchs von Malpas-
set durchgeführt (SCHWANENBERG & HARMS, 2004). Am Beispiel der Schussrinne kann ein 
nahezu netzunabhängiges Ergebnis erzielt werden und lässt auf eine sehr geringe numerische 
Dispersion und Diffusion schließen. Der Fehler der numerischen Lösung kann so weitgehend 
vom Fehler durch die Vereinfachung des mathematischen Modells der FWG entkoppelt wer-
den. Außerdem wurden die Ergebnisse zur Fallstudie von Malpasset mit Felddaten und Mes-
sungen aus einem physikalischen Modellversuch überprüft. Dabei zeigt sich eine sehr gute 
Übereinstimmung der Resultate aus DGFlow mit den 2D-Berechnungen anderer Modellierer 
der CADAM-Initiative und den Felddaten. 
Wolf 2D 
Bei einem siebenmonatigen Forschungsaufenthalt von April bis Oktober 2007 am IWW der 
RWTH Aachen im Anschluss an seine Promotion im Rahmen des „Fonds de la Recherche 
Scientifique (Communauté française de Belgique) – F.R.S.-FNRS“ entstand eine enge Koope-
ration mit DR IR BENJAMIN J. DEWALS von der Abteilung HACH der Universität Lüttich 
(ROGER ET AL., 2009; 2010). Durch diese Zusammenarbeit konnte die Leistungsfähigkeit und 
Anwendbarkeit des Tools WOLF 2D auf deichbruchinduzierte Strömungen getestet werden. 
Auch hier ist der Code umfassend verifiziert und das Programm bei diversen transkritischen 
Dammbruchanwendungen validiert worden (Kap. 6.1.1). Das Programmpaket ist modular 
aufgebaut, so dass bei den Simulationen selektiv verschiedene mathematische Modelle räum-
lich verteilt hinterlegt bzw. ausgeschaltet werden können. Im Hinblick auf die geplanten Si-
mulationsschritte für die numerischen Arbeiten (Kap. 3.4.2) betrifft dies vor allen Dingen die 
Module zur Abbildung von Turbulenzphänomenen, Wandrauheitseinflüssen und Dispersions-
effekten (BOUSSINESQ-Faktoren). 
6.1.3 Modellerstellung mit DGFlow 
Die Teilschritte bei der Modellerstellung werden im Folgenden nur für das Programm 
DGFlow detailliert beschrieben. Die letztlich gewählten Gittertopologien, Parameter und 
Kenngrößen werden gemeinsam mit den Werten für WOLF 2D nach der Sensitivitätsstudie in 
Kap. 6.2.7 gesammelt präsentiert. 
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Netzgenerierung 
Die geometrischen Daten sind durch den konstruktiven Aufbau des Versuchsstandes fest vor-
gegeben, so dass sofort mit der diskreten Beschreibung des räumlichen Berechnungsgebietes 
begonnen werden kann (Kap. 5.4). Der versuchstechnische Aufbau wird unter strömungsme-
chanischen Gesichtspunkten mit einem Netz aus Knotenpunkten überzogen, zwischen denen 
die Wassertiefen und Fließgeschwindigkeiten über die Zeit berechnet werden können. Es ent-
steht ein Gitter, das einer diskreten Darstellung des Modellversuches entspricht, für den die 
Deichbruchszenarien berechnet werden sollen. Dabei sind die Vorkenntnisse aus dem expe-
rimentellen Strömungsfeld äußerst hilfreich, da die Gitterfeinheit in Bereichen steiler Gra-
dienten oder erhöhten Interesses (Bruchstelle, Auslaufwehr) gezielt erhöht werden kann.  
Aus den Abmessungen des Versuchsstandes kann unmittelbar auf den Modellgebietsrand ge-
schlossen werden (Kap. 4.1.1). Dazu werden die Geometrien aus den Konstruktionsplänen 
abgegriffen oder am Modellversuch erneut aufgemessen. Als Netzgenerator dient Argus Open 
Numerical Environments (Argus ONE) in der Version 4.2.0w (Abb. 6.1) der Firma Argus 
Holdings, Ltd. Die Koordinatenliste der Umrandung wird als geschlossener Polygonzug 
in einer separaten Datei im ASCII-Format abgelegt und mit Argus ONE importiert. Zu die-
sen definierten Punkten wird ein Dichtemaß als gewünschte Kantenlänge für die Randelemen-
te angegeben. In analoger Weise wird der Breschenquerschnitt durch eine sogenannte 
Zwangslinie erfasst, auf der die Erzeugung von Gitterpunkten mit einem individuellen Dich-
temaß erzwungen wird. An der Bruchstelle können so die internen Randbedingungen (geöff-
nete bzw. geschlossene Klappe) sowie ein Bilanzquerschnitt angesetzt werden. Weiterhin 
können Dichtebereiche festgelegt werden, was einer lokalen Netzverfeinerung entspricht.  
 
Abb. 6.1: Bildschirmfoto des Netzgenerators Argus ONE 
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Da DGFlow ein unstrukturiertes Gitter aus Dreieckselementen (TriMesh) benötigt, kann die 
abgesteckte Fläche vom Rand aus durch ein TriMesh diskretisiert werden. Argus ONE ba-
siert auf Layern, um GIS- und Numerikanwendungen zu kombinieren. In der TriMesh-Ebene 
können vor der automatischen Netzerzeugung diverse Bedingungen gesetzt werden, wie z. B. 
der minimal/maximal zulässige Innenwinkel oder die Wachstumsrate zwischen Regionen 
unterschiedlicher Netzfeinheit. Wenn ein Dreiecksgitter erstellt worden ist, kann durch 
Smoothing die Form und durch Neunummerierung die Bandbreite optimiert werden (Kap. 
5.4.2). Letzteres wird für alle erstellten Netze durchgeführt, bevor das TriMesh im ASCII-
Format exportiert wird. Die flächenhafte Zuweisung von Rauheitsbeiwerten auf das numeri-
sche Gitter erfolgt innerhalb definierter Materialbereiche (Kanal, Glasfläche) mit DGFlow. 
Insgesamt müssen für die beiden Bruchstellenweiten zwei Gittergrundtypen erstellt werden. 
Randbedingungen 
Nach NUJIC (1998) ist die nötige Zahl der Randbedingungen für ein hyperbolisches Glei-
chungssystem auf einem begrenzten 2D-Strömungsgebiet identisch mit der Zahl der Charak-
teristiken, welche die Informationen von außen über den Rand nach innen tragen (und umge-
kehrt). An offenen Rändern sind die Randbedingungen vom Fließzustand abhängig. Ankom-
mende Signale müssen exakt transportiert und Reflexionen von ablaufenden Informationen 
minimiert werden. An festen Rändern ist für Strömen und Schießen ein Randwert notwendig. 
Tab. 6.1: Theoretisch korrekte Anzahl der Randbedingungen für die FWG (NUJIC, 1998) 
Fließzustand Einlauf Auslauf Fester Rand 
Strömen (Fr < 1) 2 1 1 
Schießen (Fr > 1) 3 0 1 
Der Ansatz von Randbedingungen (Kap. 2.5) bedeutet für (hochauflösende) GODUNOV-Typ-
Verfahren immer die Vorgabe von konvektiven und diffusiven Flüssen. Im Gegensatz zu in-
ternen Zellen, müssen die Randflüsse als Kombination aus den (unbekannten) inneren Werten 
und den (bekannten) Randdaten ausgedrückt werden (FERZIGER & PERIC, 2008). Damit die 
implementierten Methoden trotzdem standardmäßig ablaufen können, können die Randwerte 
virtuell in äußere Randzellen (ghost cells) abgelegt werden. 
Durch die Dimensionen und Geometrien des Modellversuches ergibt sich die räumliche Aus-
dehnung des Modellgebietes. Ferner bestimmen die experimentellen Konfigurationen und das 
absolvierte Messprogramm sowohl die Anfangsbedingung als auch die zeitliche Entwicklung 
und die absoluten Beträge der Randbedingungen für die Numerik. Die Modellversuche wer-
den stationär gefahren, d. h. der Kanal wird mit einem konstanten Durchfluss Qin beschickt. 
Der Initialwasserspiegel hinit bei geschlossener Klappe wird durch entsprechende Wehrhöhen 
am Kanalauslauf realisiert. Die Bruchstellenbreite bbr und die Wehrkronenhöhe hw sind pro 
Modelllauf unveränderlich (Kap. 4.1.4). An den Rändern der Ausbreitungsfläche sowie am 
Auslaufwehr stellt sich ein freier Überfall ein. Die experimentellen Testkonfigurationen, die 
nun in entsprechende numerische Szenarien übertragen werden müssen, finden sich in Tab. 
6.2. Es sind die folgenden Typen von Randbedingungen im numerischen Modell zu berück-
sichtigen (Abb. 6.2): 
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 Fester Rand: SOLID (ID = 1) 
 Einlauf/Zulauf am Einstromrand: qBCON (ID = 2) 
 Auslauf/Ablauf am Ausstromrand, Wehrabfluss am Kanalende: WEIR (ID = 3) 
 Interner Rand (geschlossene Klappe bzw. offene Bresche): DAM/FREE (ID = 4) 
 Auslauf/Ablauf am Ausstromrand, Überfall an 3 Kanten der Glasplatte: FALL (ID = 5,6,7) 
Tab. 6.2: Definition der zu simulierenden Testkonfigurationen 
Bezeichnung bbr [cm] Qin [l/s] hinit [cm] hw [m] 
b50_Q300_h50 50 300 50 0,241 
b50_Q300_h40 50 300 40 0,152 
b50_Q200_h50 50 200 50 0,297 
b50_Q200_h40 50 200 40 0,202 
b50_Q200_h30 50 200 30 0,113 
b50_Q100_h30 50 100 30 0,175 
b70_Q300_h50 70 300 50 0,241 
b70_Q300_h40 70 300 40 0,152 
b70_Q200_h50 70 200 50 0,297 
b70_Q200_h40 70 200 40 0,202 
b70_Q200_h30 70 200 30 0,113 
b70_Q100_h30 70 100 30 0,175 
 
Abb. 6.2: Grundriss des Modellversuches mit Abmessungen und Randbedingungstypen 
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Im numerischen Modell wird der Zufluss am Modelleinlauf (strömende Verhältnisse) senk-
recht zum Einströmrand angegeben. Der laterale Durchfluss qy wird zu Null gesetzt, so dass 
die Fließrichtung eindeutig definiert ist. Da der Kanal genau 1 m breit ist, sind der Gesamtzu-
fluss Qin und der spezifische Durchfluss qx betragsmäßig identisch. Der konvektive numeri-
sche Fluss über den Einlaufrand wird mit der internen Wassertiefe hint aus dem Strömungsge-
biet berechnet (SCHWANENBERG, 2004): 
   konvEinlauf int x,RB y,RB int inH F h ,q ,q F h ,Q ,0    (6.9) 
An den Kanten der Glasplatte (Ausbreitungsfläche) wird aufgrund des überkritischen Abflus-
ses (vollkommener Überfall) keine Randbedingung benötigt, da sämtliche Charakteristiken 
aus dem Strömungsgebiet herauszeigen. Der Fluss über den Rand mit den spezifischen 
Durchflüssen qx,int und qy,int aus dem Inneren des Berechnungsgebietes ist definiert durch: 
 konvAuslauf int x,int y,intH F h ,q ,q  (6.10) 
Am Auslaufrand eignen sich grundsätzlich Abflüsse, Wasserspiegellagen, eine Wasserstands-
Abfluss-Relation (Schlüsselkurve) oder der „freie Auslauf“ als Randbedingungen (NUJIC, 
1998). Mit der Wassertiefe hRB als Randbedingung ergibt sich der konvektive Fluss zu: 
 konvAuslauf RB x,int y,intH F h ,q ,q  (6.11) 
Im Rahmen der Arbeit wurde die kalibrierte Wehrüberfallformel aus Kap. 4.2.2 als mögliche 
Auslaufrandbedingung implementiert. 
 konvAuslauf int W üH F h , h , (h )   (6.12) 
Für jede der sechs Kronenhöhen hW ergibt sich der Überfallbeiwert  aus der Überfallhöhe hü 
vor dem Messwehr. Werden hier nur fixe Werte oder ein freier Auslauf angesetzt, führte die 
Klappenöffnung als zusätzlicher Freiheitsgrad zu erheblichen numerischen Problemen 
(ROGER ET AL., 2006). Besondere Schwierigkeiten bei der Modellierung machte dabei die 
Aufspaltung des Zuflusses aus dem Einlauf in den Breschendurchfluss und den Modellabfluss 
am Ende des Gerinnes. Mit der Wehrrandbedingung kann die Dynamik des Wehrabflusses 
analog zum Modellversuch in Abhängigkeit des anstehenden Kanalwasserspiegels erfasst 
werden. Dem Rückstau vom Wehr, dem Fließwiderstand im Unterwasser der Bruchstelle und 
somit der Impulsumlenkung im kanalseitigen Breschennahfeld kann Rechnung getragen wer-
den. Die Rückstaueffekte interagieren mit der Durchflussaufteilung in Breschen- und unter-
wasserseitigen Gerinneabfluss. Diese Wechselwirkung und die korrekte Vorgabe einer unte-
ren Randbedingung für den Fließgewässerabschnitt nach Versagen eines Deichabschnittes ist 
auch bei ingenieurpraktischen Anwendungen problematisch (z. B. KÖNGETER & ROGER, 
2006), da hier a priori nicht bekannt ist, wie weit der Wasserspiegel im Fluss unterstrom in-
folge der Durchflussverluste durch die seitliche Bresche abnehmen muss. Ein weiteres Bei-
spiel ist die Entwicklung von Steuerungsstrategien für Retentionsräume im Nebenschluss zur 
lokalen Entlastung für die Unterlieger bei Extremereignissen durch Kappen des Wellenschei-
tels im Hauptstrom (KAMRATH, 2009). Die hydrodynamischen Simulationen bedürfen bei 
solchen Polderflutungen korrekter Unterwasserrandbedingungen. 
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Normal zu geschlossenen Rändern verschwindet der spezifische Abfluss. Die internen Vari-
ablen werden parallel zum Rand gespiegelt. Interne Ränder dienen als Zwangslinie und Bi-
lanzquerschnitt (FREE) oder werden analog zu festen Rändern behandelt (DAM). Die Sohl-
schubspannungen gehen als Quellterme in die Impulsgleichungen mit ein (Kap. 2.6.4). 
Parametrisierung 
Für das freie Randwertproblem (Kap. 2.5.1) müssen dem Programm DGFlow die erforderli-
chen Rand- und Anfangsbedingungen digital in Form von verschiedenen Datensätzen vorlie-
gen. Die vollständige Digitalisierung des Deichbruchproblems umfasst weiterhin Eingabeda-
teien für die geometrische, materielle und numerische Parametrisierung. Da es sich um eine 
universitäre Eigenentwicklung für den wissenschaftlichen Einsatz am IWW handelt, ist die 
Benutzerfreundlichkeit nicht prioritär. Um den Anwender die Arbeit mit dem Programm 
trotzdem zu erleichtern, verfügt es über ein Graphical User Interface (GUI) für MATLAB®, 
welches bei der Erstellung der notwendigen Dateien unterstützt. Dazu wird das TriMesh aus 
Argus ONE importiert. Über die grafische Benutzeroberfläche können nun interaktiv Rand-
bedingungen vorgegeben werden und die zur Steuerung des Programms benötigten Parameter 
über Dialogfenster eingegeben und editiert werden. Die aus dem GUI exportierten Dateien 
müssen anschließend mit speziellen Text-/Hex-Editoren inklusive Spaltenmodus (z. B. 
UltraEdit) weiter konvertiert werden. Die folgenden Eingabedateien sind in den Anlagen 
(z. T. auszugsweise) aufgeführt, wobei das * der Benennungssystematik in Kap. 4.3.1 folgt. 
 *_grid.inp: Der Datensatz beinhaltet das numerische Gitter der Berechnungsdomäne 
für eine unstrukturiertes Dreicksgitter mit Knoten- und Elementliste (Anlage A.4.3). 
 *_roughness.inp: In diesem Datensatz wird jedem Element ein Rauheitskoeffizient 
zugewiesen, so dass eine räumlich verteilte Widerstandsparametrisierung angesetzt werden 
kann (Anlage A.4.2). 
 *_settings.inp: Diese Datei enthält Stellgrößen der implementierten Methoden, 
Stoffkenngrößen und Steuerungsdaten zum Simulationsablauf (Anlage A.4.1). 
 *_init.inp: In der Datei wird der Anfangszustand zu Beginn der Berechnung be-
schrieben. Für alle Stützstellen müssen die Werte der abhängigen Variablen der Flachwas-
sergleichungen angegeben werden. Das Format entspricht dem Format der Ergebnisdateien 
(Anlage A.4.4). 
 *_boundary.inp: In diesem Datensatz wird die Lage und der Typ aller Randbedin-
gungen durch Definition der entsprechenden Elementkanten festgelegt (Anlage A.4.5).  
 An den Rändern werden die Werte der Variablen über die Zeit in den Dateien 
*_boundary[ID].inp vorgegeben (Anlage A.4.6). 
 Dgflow.mue_formula_*.lex: Hierbei handelt es sich um die ausführbare Startdatei 
(Executable) inklusive implementierter Wehrüberfallformel. Diese maschinenlesbare Datei 
wird mittels Compiler aus den Quellcodedateien (*.cpp) generiert. Über ein sogenanntes 
makefile wird das Executable für den Prozessor und die Architektur des Simulationsrech-
ners optimiert. 
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6.1.4 Modellanwendung mit DGFlow 
Initialzustand 
Die Anfangsbedingung sollte den aktuellen Strömungszustand zum Startzeitpunkt der Be-
rechnungen möglichst genau beschreiben. Für Dammbruchsimulationen ist der Anfangszu-
stand bei Annahme eines schlagartigen Versagens (worst-case-Szenario Kap. 3.3.2) einfach 
zu bestimmen: Die Luftseite ist zunächst trocken und für das Reservoir werden die Einstau-
höhen abgegriffen und die Fließgeschwindigkeiten vernachlässigt (ARNOLD, 1996). Der nu-
merische Algorithmus muss allerdings mit einer vertikal stehenden Wassersäule umgehen 
können (Kap. 5.6.7) und eine Wattstrategie besitzen (Kap. 5.6.6). Bei Deichbruchanwendun-
gen ist das Hinterland zwar ebenfalls trocken, jedoch muss vor dem Versagen der (qua-
si)stationäre Abflusszustand im Gerinne ermittelt und als Initialbedingung angesetzt werden.  
Berechnungsablauf 
Im numerischen Modell wird deshalb zu Beginn bei geschlossener Klappe (Randbedingungs-
typ DAM) für jede Konfiguration der bekannte stationäre Vorzustand berechnet, während die 
Glasplatte trocken ist. Dies entspricht einer einfachen Kanalströmung in einem Rechteckge-
rinne mit einem scharfkantigen Auslaufwehr (vgl. Kap. 6.3.4). Dazu werden bewusst falsche 
Startwerte im Kanal für den Wasserstand und die Abflüsse angesetzt. Mit der unteren Wehr-
randbedingung und einer Sohlrauheit von n = 0,015 (MANNING) werden bei konstanter Be-
schickung am Einlauf im Zuge der Simulation schlussendlich die gewünschten Wasserspie-
gellagen erreicht. Somit werden auch die kalibrierte Überfallformel und deren Implementie-
rung bestätigt (Kap. 4.2.2). Gemäß des abrupten Klappenöffnungsmechanismus im Modell-
versuch wird auch in der Numerik eine rechteckförmige Deichbruchstelle sofort und vollstän-
dig freigegeben. Zur Initiierung der Flutwelle wird der Randbedingungstyp an der Zwangsli-
nie für die Bresche von DAM zu FREE geschaltet. Die letzte Ergebnisdatei der Gerinneströ-
mung wird dafür als Initialbedingung für die Deichbruchsimulation angesetzt.  
Der gesamte Strömungsvorgang kann von einem definierten Anfangszustand (Gerinneströ-
mung) bis hin zum stationären Endzustand nach ca. 60 Sekunden in einem oszillationsfreien 
Berechnungslauf simuliert werden (Abb. 6.3). Unter Variation der Randbedingungen sowie 
der numerischen Parameter soll der deichbruchinduzierte Strömungstyp nun qualitativ gut 
nachgebildet werden. In Vorstudien (Kap. 6.2) werden dazu die entscheidenden Numerikpa-
rameter vorab ermittelt. 
6.1.5 Auswertung der DGFlow-Resultate 
Ausgabe der Simulationsergebnisse 
In DGFlow wird eine Schnittstelle für das Format des kommerziellen Datenvisualisierungs-
programms Tecplot® implementiert. Davon wird sich eine erhebliche Erleichterung bei der 
Interpretation der Simulationsergebnisse versprochen. Die Darstellung in Tecplot 360™ 
kann wahlweise zell- oder knotenbasiert erfolgen. Bei den Flachwasserberechnungen werden 
die Flüsse an den GAUSS-Stützstellen der Dreieckskanten bestimmt. Anschließend werden die 
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Berechnungsergebnisse in DGFlow standardmäßig für die Seitenmittelpunkte ausgegeben. 
Durch die Diskontinuitäten ergeben sich – außer bei Randzellen – immer zwei Werte pro 
Elementkante. Um eine gitterbezogene Darstellung realisieren zu können, müssen die Lösun-
gen auf Knoten oder Zellmittelpunkte bezogen werden. Die einfache Mittelung der drei Sei-
tenmittelwerte für jedes Dreieck stellt als zweite Interpolation eine starke Glättung für das 
gesamte Strömungsfeld dar. Aus diesem Grund werden die Resultate im Code direkt nach der 
Zeitintegration auf den Elementschwerpunkt interpoliert und für jeden Zeitschritt exportiert. 
Bei großer Sohlheterogenität ist es weiterhin sinnvoll die Variable Fließtiefe erst in einen 
Wasserspiegel umzurechnen. Da der Gradient im Wasserspiegel meist geringer ist, wird die 
Interpolation hier genauer und anschließend kann die Sohlhöhe abgezogen werden. 
 
Abb. 6.3: Gesamtströmungsbild einer numerischen 2D-Simulation und Auswertung an diskreten Punkten 
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Post-Processing 
Die exportierten Ergebnisdaten müssen für die grafischen Auswertungen bzw. Vergleiche 
oder für die zahlenmäßigen Analysen weiter verarbeitet werden. Dazu können mit einem 
selbst erstellten add-on (Tec2WSP) an diskreten Punkten Ganglinien erzeugt werden. Das 
betreffende Dreieckselement spannt für jeden Zeitschritt eine Lösungsebene auf. Durch Be-
rechnung der Ordinate des Schnittpunktes dieser Ebene mit dem Lot des Ganglinienpunktes 
kann hier sehr genau linear interpoliert werden. Zusätzlich müssen Schnitte gebildet werden 
oder die Flutwellenfront in der dynamischen Ausbreitungsphase extrahiert werden. 
6.2 Numerische Vorauswahl 
6.2.1 Sensitivitätsanalyse 
Bevor die hydromechanischen und geometrischen Randbedingungen der durchgeführten Mo-
dellversuche systematisch variiert werden, um die 12 experimentellen Konfigurationen zu 
simulieren (Tab. 6.2), erfolgt ein Variantenstudium diverser numerischer Parameter mit dem 
Programm DGFlow. Dazu gehören Stellgrößen, die Einfluss ausüben bei der Berechnung 
hinsichtlich der steilen Gradienten an der Wellenfront, der Wasseroberfläche, numerische 
Fehler bei der Zeit- und Raumdiskretisierung sowie die Sohlrauheit. Ziel ist es, die Änderung 
des Modellergebnisses infolge von Änderungen in den jeweiligen Eingangsgrößen zu ermit-
teln und die Auswirkung auf den Simulationsablauf einzuschätzen. Im Rahmen dieser aus-
führlichen Vorstudie werden folgende Parametereinflüsse überprüft: 
 Gitterabhängigkeit (globale und lokale Netzdichte) 
 COURANT-Zahl 
 Mindestwassertiefe 
 Limiter-Einstellungen 
 Rauheitsbeiwerte 
6.2.2 Einfluss der Gitterfeinheit und -anordnung 
Zur Abschätzung des Diskretisierungsfehlers wird eine Sensitivitätsstudie durchgeführt, in-
dem das deichbruchinduzierte Strömungsfeld auf systematisch verfeinerten numerischen Git-
tern simuliert wird. Für die unterschiedlichen räumlichen Diskretisierungen finden zur Ermitt-
lung der Netzabhängigkeit mehrmalige Berechnungen der identischen Konfiguration 
b70_Q300_h50 statt (CASEY & WINTERGERSTE, 2000). Existiert eine analytische Lösung 
ana, so kann der Diskretisierungsfehler als Integralnorm Ln für das gesamte Berechnungsge-
biet  bestimmt werden. Für eine proportionale Verfeinerung von Netz 1 zu Netz 2 um den 
Faktor r auf Grundlage der Ln-Norm kann auch die Konsistenzordnung p bestimmt werden. 
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L1 entspricht dem Volumen zwischen der numerischen und der analytischen Lösung. L2 ist 
gleich der Summe der Fehlerquadrate an allen Stützstellen K. Der Betrag des mittleren Feh-
lers L1(h) für den Wasserstand berechnet sich wie folgt (FERZIGER & PERIC, 2008): 
K
1
i,num i,ana K
i 1 K
1L (h) h h   mit   
K 
       (6.14) 
Bei Netzverfeinerungsstudien kann der Fehler gegenüber der Anzahl der Stützstellen auf lo-
garithmischen Achsen aufgetragen werden. Entspricht die durch diese Punkte gelegte Kurve 
einer Geraden, entspricht deren Steigung der räumlichen Konsistenzordnung. Eine entspre-
chende Vorgehensweise für diskontinuierliche 1D-Strömungen unter besonderer Berücksich-
tigung von Singularitäten (Kap. 5.6.7), TVD-Techniken, adaptiver Netzverfeinerung und der 
benötigten Rechenzeiten ist ausführlich in SCHRAMM (2005) dargelegt. Im vorliegenden Fall 
kann sich jedoch nicht auf eine analytische Lösung bezogen werden, so dass als Referenz die 
Simulationsergebnisse auf einem sehr feinen Gitter herangezogen werden müssen. Durch Be-
rechnungen der Lösungen , 2, 4 auf drei aufeinanderfolgenden Netzen mit halbierten 
Gitterabständen kann basierend auf der RICHARDSON-Extrapolation für monotone Konver-
genz auf die Ordnung des Verfahrens p und den Diskretisierungsfehler  geschlossen werden 
(ROACHE, 1994; FERZIGER & PERIC, 1996). 
 2 4 2 2
p
log
p    und   
log 2 2 1
     

          (6.15) 
Da bei unstrukturierten Dreiecksnetzen eine regelmäßige Verfeinerung um einen konstanten 
Faktor schwierig ist, wird im Rahmen der Untersuchung der Gitterkonvergenzindex 
(ROACHE, 1994) bzw. die Ordnung (FERZIGER & PERIC, 2008) für das deichbruchinduzierte 
Strömungsproblem nicht allgemein nachgewiesen. Die grundsätzliche Verifizierung für stark 
instationäre transkritsche Strömungen mittels analytisch lösbarer Benchmark-Tests inklusive 
des Nachweises der Konvergenzordnung sowie die Validierung durch Simulationen auf un-
terschiedlich feinen Netzen für Dammbruchanwendungen finden sich in SCHWANENBERG 
(2004). Vielmehr soll die erforderliche Netzdichte und optimale Anordnung ermittelt werden, 
mit der eine nahezu gitterunabhängige Lösung für QBr als charakteristische Integralgröße er-
zielt werden kann, um den Diskretisierungsfehler zu minimieren. Für unstrukturierte Netze ist 
es wichtig, dass die Verfeinerung systematisch und substantiell ist. Das verwendete Gitter ist 
soweit möglich uniform, d. h. es handelt sich um annähernd gleichseitige Dreiecke mit den 
Kantenlängen 16, 8, 6, 5, 4 und 3 cm im gesamten Strömungsgebiet. Hieraus ergeben sich 
2.024, 8.027, 14.218, 20.245, 31.731 und 56.315 Elemente. Außerdem wird ein lokal verfei-
nertes Netz erzeugt (22.973 Elemente), das aus Dreiecken mit Kantenlängen von 5 cm im 
Hauptteil der Domäne und von 3 cm für den Breschennahbereich besteht (Abb. 6.1). 
In Abb. 6.4 sind die Ergebnisse für den Breschendurchfluss QBr in Abhängigkeit der Anzahl 
der finiten Elemente dargestellt. Mit zunehmender Zellanzahl streben die Ergebnisse einem 
Grenzwert für das feinste Gitter zu. Es zeichnet sich ein konvergentes Verhalten gegen eine 
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netzunabhängige Lösung ab. Es ist bemerkenswert, dass trotz der sehr unterschiedlich feinen 
Netze ein nahezu konstanter integraler Wert berechnet wird. Der Einfluss der Netzauflösung 
auf diesen Summenparameter ist demnach gering. 
 
Abb. 6.4: Einfluss der Diskretisierung auf die Berechnung des Breschendurchflusses 
Nun kann die Lösung bei jedem Gitter von diesen Referenzwerten abgezogen und die Ln-
Norm berechnet werden. Gemäß FERZIGER & PERIC (1996) werden alle Ergebnisse auf ein 
sehr feines Quadratraster (113.904 Zellen) projiziert, bevor L2(h) relativ zum feinsten Gitter 
gebildet wird. Folglich können die Fehlerquadrate an den gleichen Positionen voneinander 
abgezogen und für das Strömungsgebiet aufsummiert werden. Dabei wird darauf geachtet, 
dass nur nasse Zellen berücksichtigt werden (K = 52.000). In Abb. 6.5 nimmt der mittlere 
Fehler mit jeder uniformen Verfeinerung ab, während die numerischen Kosten in Form der 
benötigten Rechenzeiten auf der Central Processing Unit (CPU) anwachsen. Das Netz mit der 
strömungsangepassten lokalen Netzverdichtung im beidseitigen Nahfeld der Bruchstelle wird 
mit schwarz ausgefüllten Symbolen in diese Systematik eingeordnet. Deutlich ist der Genau-
igkeitszuwachs auch im Vergleich zum numerisch teureren uniformen 4-cm Netz zu erken-
nen, so dass das Gitter mit der wechselnden Netzdichte ausgewählt wird. Die Darstellungen 
unterstreichen nochmals die herausragende Bedeutung eines guten Gitterentwurfes. In 
Tab. 6.3 sind die Werte und Kennzahlen für die Berechnungen nochmals zusammengefasst. 
Die dafür benötigten CPU-Zeiten beziehen sich auf die Rechnerspezifikationen in Tab 6.4. 
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Abb. 6.5: Netzverfeinerungsstudie und erforderliche CPU-Zeit 
Tab. 6.3: Einzelgitter der Netzverfeinerungsstudie 
Kantenlänge [cm] Elementanzahl [-] Knotenanzahl [-] L2(h) [mm] QBr [l/s] CPU-Zeit [s] 
16 2.024 1.121 2,79 204 601 
8 8.027 4.222 1,37 202 2.970 
6 14.218 7.383 0,95 202 6.112 
5 20.245 10.450 0,32 201 9.698 
4 31.731 16.273 0,22 201 11.938 
3 56.315 28.699 0 201 21.700 
5 / 3 22.973 11.828 0,15 201 8.399 
Tab. 6.4: Kenndaten und technische Spezifikationen des verwendeten Simulationsrechners 
Kriterium Rechnername STOKES 
CPU 2 Intel® Xeon™ CPU 3,20 GHz 
Hyperthreading 4 CPU verfügbar 
Random-Access-Memory (RAM) 2 GB 
Betriebssystem Debian GNU/Linux 4.0 (64 Bit) 
Compiler Intel® C++ Version 9.0 
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Bisher wurde der stationäre Endzustand nach 60 Sekunden betrachtet. Stichprobenartig wird 
nun der Einfluss der Netzfeinheit auf einen diskreten Zeitpunkt innerhalb der dynamischen 
Phase nach 0,6 Sekunden überprüft. Dazu werden die Wellenfronten und zwei weitere Kon-
turlinien (Höhen 5 und 10 cm) verwendet (Abb. 6.6). 
 
Abb. 6.6: Einfluss der Diskretisierung auf die Flutwellenausbreitung (Wellenfront) 
Auf allen Netzen sind die Isolinien für die Fließtiefen von 10 und 5 cm sehr ähnlich. Die bei-
den groben Gitter berechnen deutlich abweichende Frontpositionen für 0,6 s. Zwischen den 
anderen Netzen gibt es hier praktisch keine erkennbaren Unterschiede, so dass auch für Aus-
wertungen hinsichtlich der dynamischen Phase das ausgewählte gemischt verfeinerte numeri-
sche Gitter (Abb. 6.5) verwendet werden kann. 
6.2.3 Einfluss der COURANT-Zahl 
Auf dem in Kap. 6.2.2 ausgewählten numerischen Netz werden nun drei Simulationen mit 
unterschiedlichen COURANT-Zahlen durchgeführt. Die Positionen der Wellenfront nach 0,6 
Sekunden werden im Prinzip mit allen drei Einstellungen gleich berechnet (Abb. 6.7), so dass 
die Wellenankunftszeiten einheitlich ermittelt werden können. An einigen Stellen gibt es für 
Cu = 0,6 bzw. 0,9 leichte „Ausbeulungen“ in der Form der Überflutungsgrenze.  
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Abb. 6.7: Einfluss der COURANT-Zahl auf die Flutwellenausbreitung (Wellenfront) 
Für den stationären Zustand zeigen die Isolinien für Cu = 0,9 einen unregelmäßigen Verlauf 
(Abb. 6.8). Für die beiden anderen Cu-Werte sind die Höhenlinien praktisch identisch. Hin-
sichtlich der numerischen Kosten werden diesmal 5.150 Sekunden (Cu = 0,9), 5.370 Sekun-
den (Cu = 0,6) oder 8.865 Sekunden (Cu = 0,35) Simulationszeit für 60 Sekunden Realzeit 
benötigt (Tab. 6.5). Trotz des ansteigenden Rechenaufwandes wird eine COURANT-Zahl von 
0,35 für die weiteren Simulationen gewählt. Dies liegt auch darin begründet, dass innerhalb 
der instationären Berechnung über 60 Sekunden zwischen den einzelnen Zeitschritten starke 
Schwingungen im Wasserspiegel bei den größeren COURANT-Zahlen auftreten: Mit Cu = 0,9 
nimmt z. B. an der Durchflussmessstelle P(3,0; -0,5) für die Konfiguration b70_Q300_h50 
die berechnete Fließtiefe vom vorletzten zum letzten Zeitpunkt von 37 cm auf 35 cm ab. Sol-
che Schwankungen treten bei den geringen COURANT-Zahlen nicht mehr auf. 
Tab. 6.5: Kenndaten und technische Spezifikationen des verwendeten Simulationsrechners 
Kriterium Rechnername TAYLOR 
CPU Dual Core AMD Opteron™ Processor 180 
RAM 3 GB 
Betriebssystem Debian GNU/Linux 4.0 (64 Bit) 
Compiler Intel C++ Version 9.0 
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Abb. 6.8: Einfluss der COURANT-Zahl auf den stationären Endzustand 
6.2.4 Einfluss der Mindestwassertiefe 
Mit dem Gitter aus Kap. 6.2.2 sowie der COURANT-Zahl aus Kap. 6.2.3 wird die Sensitivität 
der Mindestwassertiefe für den Nass-Trocken-Algorithmus ermittelt. In Abb. 6.9 ist die Wel-
lenfront der deichbruchinduzierten Strömung zum Zeitpunkt t = 0,6 Sekunden dargestellt. Die 
Mindestwassertiefen werden jeweils um eine 10er-Potenz verringert. Der Parameter hmin be-
einflusst die Propagation der Flutwelle. Für hmin = 1 mm ist die Welle deutlich verzögert. 
Tendenziell lässt sich dieser Effekt bei 0,1 mm immer noch beobachten. Für alle niedrigeren 
Parametereinstellungen von 0,01 bis 0,0001 mm lässt sich kein Unterschied mehr feststellen. 
Im stationären Fall nach 60 Sekunden lässt sich ausschließlich für geringe Fließtiefen von 
0,01 m bei der Wahl von hmin = 1 mm ein Effekt erkennen (Abb. 6.10). Die Rechenzeiten für 
die Simulationen auf einer Maschine entsprechend Tab. 6.5 mit unterschiedlichen Mindest-
wassertiefen laufen jedoch auseinander: 8.255 Sekunden (hmin = 1 mm), 10.112 Sekunden 
(hmin = 0,01 mm) und 22.984 Sekunden (hmin = 0,0001 mm). Aufgrund der dynamischen Ef-
fekte (Abb. 6.9) fällt die Wahl auf hmin = 0,01 mm. 
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Abb. 6.9: Einfluss der Mindestwassertiefe auf die Flutwellenausbreitung (Wellenfront) 
 
Abb. 6.10: Einfluss der Mindestwassertiefe auf den stationären Endzustand 
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6.2.5 Einfluss der Limiter-Einstellungen 
Aktivierung des Limitings 
Mit der Parameterwahl aus den vorhergehenden Unterkapiteln wird die experimentelle Kon-
figuration b70_Q300_h50 mit unterschiedlichen Einstellungen des Limiters simuliert. 
Wenn der Limiter ausgeschaltet ist, ergibt sich sowohl in der dynamischen als auch in der 
stationären Phase ein abstruses Strömungsbild. Im ersten Fall wird die Flutwelle stark ver-
langsamt und aufgestaut. Sie zeigt damit ein grundsätzlich anderes Verhalten als in den sons-
tigen Simulationen oder in den Modellversuchen (Abb. 6.11).  
Ein fast schon chaotisches Erscheinungsbild findet sich in Abb. 6.12 für den stationären End-
zustand. Nur wenn der Limiter aktiviert ist, bildet sich die bekannte Deichbruchwelle aus 
(gleichmäßige grüne Isolinien). Ansonsten kommt es bei weniger als 0,03 m Fließtiefe zu sehr 
unregelmäßigen Oberflächenstrukturen, was sich in der Menge und am Verlauf der Konturli-
nien äußert. Der Rechenzeitbedarf ändert sich mit Aktivierung auch für die Simulation über 
60 Sekunden nicht und liegt in beiden Fällen bei ca. 8.100 Sekunden. Da der Limiter die ein-
zige Dissipationsquelle in DGFlow darstellt und aufgrund der Ergebnisse in diesem Unterka-
pitel wird der Limiter weiterhin aktiviert. 
 
Abb. 6.11: Wellenfront bei (Nicht-)Aktivierung des Limiters 
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Abb. 6.12: Endzustand bei (Nicht-)Aktivierung des Limiters 
Einstellungen am Limiter 
In der Steuerungsdatei (b70_Q300_h50_settings.inp) in DGFlow können neben der 
reinen Aktivierung des Limiters spezifische Einstellungen an Selbigen vorgenommen werden 
(Anhang A.4). Dies betrifft die beiden Parameter vL = 1,5 und ML (Anhang A.3). Letzterer 
steuert die TVB-Eigenschaft und wird deshalb nochmals variiert. In der dynamischen Aus-
breitungsphase wird die Wellenfront für hohe Werte von ML = 10 bzw. ML = 100 stärker auf-
gestaut (Abb. 6.13). Auch die seitliche Propagation des Wellenkopfes ist nicht so weit fortge-
schritten wie bei geringeren Werten. Im Vergleich zu den instationären Messungen von 
BRIECHLE (2007) scheint die Höhe der Wellenfront zu hoch zu sein und zeigt ein Verhalten 
wie bei ihren Modellversuchen mit einer benetzten Ausbreitungsfläche (dünner Wasserfilm). 
Zur Veranschaulichung des Parametereinflusses auf den stationären Endzustand werden dies-
mal Wasserspiegellagenprofile entlang der Breschenhauptachse x = 0 extrahiert (Abb. 6.14). 
Für ML = 10 bzw. ML = 100 entstehen Oszillationen im Wasserspiegel, wenn die Fließtiefe 
von 0,03 m in ca. 2,5 m Entfernung zur Bruchstelle erstmalig unterschritten wird. Hier liegt 
demnach ein ähnliches Verhalten zu der dynamischen Phase für einen inaktiven Limiter vor 
(Abb. 6.12). Der Rechenzeitbedarf bleibt für die ersten drei Werte gleich, steigt dann für 
ML = 10 um 25 % an und vervierfacht sich für ML = 100. Um die beschriebenen ungewöhnli-
chen Effekte auszuschließen, wird ML = 1 angesetzt. 
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Abb. 6.13: Einfluss des Limiter-Parameters ML auf die Flutwellenausbreitung (Wellenfront) 
 
Abb. 6.14: Einfluss des Limiter-Parameters ML auf den stationären Endzustand 
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6.2.6 Einfluss der Bodenrauheit 
Abschließend wird in der numerischen Vorauswahl der Rauheitsbeiwert nach MANNING auf 
der Ausbreitungsfläche systematisch verändert und interpretiert. Aufgrund der idealisierten 
Verhältnisse (Kap. 3.3.2) mit einer ebenen glatten Glassohle sind die Einflüsse infolge Bo-
denrauheit modellbautechnisch minimiert. Da es sich jedoch um eine empirische Fließformel 
handelt, wird die Auswirkung des Bodenreibungskoeffizienten eingeschätzt. Daher wird der 
stationäre Endzustand betrachtet und die Variation mit den Messwerten der experimentellen 
Konfiguration b70_Q300_h50 entlang der Breschenhauptachse (x = 0) für y > 1,0 m vergli-
chen (Abb. 6.15). Neben einer reibungsfreien Sohle (n = 0) werden sehr glatte Verhältnisse 
bis n = 0,01 angesetzt. Es wurde auch ein Beiwert von n = 0,05 verwendet, der aber so unrea-
listisch rau für Glas ist und trotzdem keine Auswirkung auf QBr hat, dass er hier nicht mehr 
dargestellt ist. Für den Kanal gilt weiterhin n = 0,015 für Putz mit Anstrich. Die beste Über-
einstimmung mit den Pegelwerten ergeben Simulationen mit dem MANNING-Beiwert von 
n = 0,0075. Eng verbunden mit der Sohlschubspannung im Quellterm der Flachwasserglei-
chungen ist die Vakuumbehandlung. DGFlow führt eine sogenannte Steifheitsreduktion bei 
sehr kleinen Fließtiefen durch. Diese Schranke wurde ebenfalls für die Modellversuche ermit-
telt. Da sie nicht über Eingaben steuerbar ist, musste der Code mehrfach kompiliert werden. 
Bei den Flachwassersimulationen mit DGFlow findet die Manipulation (Verringerung des 
Widerstandes) erst statt, wenn Fließtiefen von 1 mm unterschritten werden. Damit konnten für 
die Wellenfront und den Endzustand oszillationsfreie Ergebnisse erzielt werden. 
 
Abb. 6.15: Einfluss der Bodenrauheit auf den stationären Endzustand 
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Die Wahl von n = 0,0075 aus der Sensitivitätsstudie in DGFlow wird unterstützt durch eine 
Abschätzung des Kooperationspartners mit WOLF 2D. Unter Verwendung der impliziten 
COLEBROOK-WHITE-Gleichung mit einer äquivalenten Sandrauheit kS = 0 (Sohle aus Glas), 
wie z. B. in DUFRESNE ET AL. (2011), kann der Widerstandsbeiwert  iterativ ermittelt wer-
den. Dazu werden die Simulationsergebnisse bezüglich der Fließtiefen h, breitenbezogen Du-
rchflüssen qx = uh und den abgeleiteten Größen wie der REYNOLDS-Zahl für die Konfigurati-
on b70_Q300_h50 genutzt. Anschließend kann der Widerstandsbeiwert  mit den empiri-
schen Fließformeln für den Bodenreibungskoeffizienten cf (Kap. 2.6.4) in den MANNING-
Beiwert umgerechnet werden. Die Berechnungen von DR B. J. DEWALS sind für die Bre-
schenhauptachse (x = 0) auf der Glasfläche (y > 0) in Abb. 6.16 dargestellt. 
 
Abb. 6.16: Herleitung des MANNING-Koeffizienten aus der COLEBROOK-WHITE-Gleichung nach DR B. J. DEWALS 
Folglich führt bei den vorliegenden idealisierten Rauheitsverhältnissen im Modellversuch 
durch die gläserne Ausbreitungsfläche auch eine Abschätzung mit dem physikalisch sinnvol-
leren Widerstandsbeiwert nach DARCY-WEISBACH bzw. COLEBROOK-WHITE zu der gleichen 
Widerstandsparametrisierung in Form des MANNING-Beiwertes von n = 0,0075. 
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6.2.7 Wahl der Parameter 
Im Folgenden werden die charakteristischen Leistungsmerkmale und die wesentlichen nume-
rischen Parameter beider Flachwassermodelle für das Szenario b70_Q300_h50 noch einmal 
tabellarisch zusammengestellt (Tab. 6.6). 
Tab. 6.6: Gegenüberstellung der Kenndaten und Eigenschaften beider 2D-Tools 
Merkmale DGFlow WOLF 2D 
Diskretisierungsmethode finite Elemente finite Volumen 
Raumdiskretisierung Discontinuous GALERKIN Rekonstruktion konstant/linear 
Ordnung 2 2 (dyn.), 1 (stat.) 
Diskontinuitäten HLL-RIEMANN Flux Vector Splitting 
Zeitintegration TVD RUNGE-KUTTA RUNGE-KUTTA 
Ordnung 2 (Schocks: 1) 1 
TVD/TVB-Limiter vL = 1,5; ML = 1 Minimum-Modulus 
Simulationsdauer dyn/stat [s] 4 / 60 4 / 60 
Zeitauflösung dyn/stat [Hz] 25 / 1 25 / 1 
COURANT-Zahl Cu = 0,35 Cu = 0,1 
Gittertyp unstrukturiert, lokal verfeinert blockstrukturiert 
Raumeinheiten Dreiecke kartesisch 
Elementanzahl ca. 23.000 ca. 62.000 
Knotenanzahl ca. 12.000 - 
Kantenlänge [m] 0,03 – 0,05 0,02 
Sohlrauheit Platte MANNING (n = 0,0075) MANNING 
Sohlrauheit Kanal MANNING (n = 0,015) MANNING (n = 0,015) 
Wandrauheit - nW 
Vakuumbehandlung stiffness reduction h < 1 mm Nass-Trocken-Alg. konservativ 
Mindestwassertiefe [mm] hmin = 0,01 hmin = 0,0 
Turbulenzmodellierung ij = 0 algebraisch/k- 
BOUSSINESQ-Koeffizienten ij = 1 räumlich verteilt ansetzbar 
Initialbedingung stationäre Gerinneströmung stationäre Gerinneströmung 
Untere Randbedingung kalibrierte Wehrformel kalibrierte Wehrformel 
Obere Randbedingung qx qx, k,  
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6.3 Hydronumerische 3D-Modellierung deichbruchinduzierter Strömungen 
6.3.1 Modellbildung mit STAR-CD 
In Analogie zu den Flachwassermodellierungen (Kap. 6.1) werden im Folgenden mit der be-
währten Struktur (Kap. 5.1.4) und entsprechend der festgelegten Vorgehensweise (Kap. 3.4.2) 
die abzuarbeitenden Teilschritte für eine erfolgreiche hydronumerische 3D-Modellierung 
deichbruchinduzierter Strömungen vorgestellt. Die mathematisch-physikalische Modellierung 
erfolgt nun komplett dreidimensional auf Basis der REYNOLDS-gemittelten NAVIER-STOKES-
Gleichungen (RG). Zum Einsatz kommt das kommerzielle Programm STAR-CD, Version 
3.26, der Firma CD-adapco (CDA). Für STAR-CD werden die Modellierung in diesem und 
in den nächsten Unterkapiteln ausgeführt, wobei für Details zu dem verwendeten Programm-
system oftmals auf CDA (2005) verwiesen wird. 
STAR-CD hat die fundamentalen Erhaltungsgleichungen in allgemeiner Form für Masse, Im-
puls und Energie für turbulente Strömungen NEWTONscher Fluide implementiert. Je nach 
Problemstellung müssen unterschiedliche mathematische Modelle zur Lösung der strö-
mungsmechanischen Grundgleichungen aktiviert und für die Berechnung mit zusätzlichen 
Angaben spezifiziert werden. Die Zeitabhängigkeit muss für instationäre Berechnungen bei-
spielsweise separat eingeschaltet werden. Neben wasserbaurelevanten Strömungen kann eine 
Vielzahl thermo- und gasdynamischer Prozesse simuliert werden. Bei laminaren Strömungen 
können auch hochviskose (nicht-NEWTONsche) Medien betrachtet werden. Mehrphasenströ-
mungen können je nach Erscheinungsform durch EULER-EULER- bzw. EULER-LAGRANGE-
Ansätze modelliert werden (Kap. 2.8.3). Für Freispiegelabflüsse wird mit der Volume-of-
Fluid-Methode (VOF-Methode) die Transportgleichung für den Volumenanteil w mit dem 
„Compressive Interface Capturing Scheme for Arbitrary Meshes“ (CISCAM) nach UBBINK 
(1997) gelöst (Kap. 2.8.4). Dem Anwender stehen mehrere Turbulenzmodelle zur Verfügung, 
um die REYNOLDS-Gleichungen numerisch lösen zu können. Neben einem REYNOLDS-
Spannungsmodell (GIBSON-LAUNDER) oder einer Large-Eddy-Simulation (SMAGORINSKY) 
können insgesamt 12 verschiedene Zweigleichungsmodelle aktiviert werden. Dabei handelt es 
sich um die Standardversionen des k--Modells (LAUNDER & SPALDING, 1974) bzw. k--
Modells (WILCOX, 1993) sowie 10 optionale Erweiterungen, was die mathematische Behand-
lung der wandnahen Region für große bzw. kleine REYNOLDS-Zahlen oder die Abbildung der 
REYNOLDS-Spannungen angeht. Die entsprechenden Konstanten-Sätze finden sich in CDA 
(2005). Die Formulierungen für den Impuls, die turbulente kinetische Energie und deren Dis-
sipationsrate für inkompressible turbulente Strömungen können aufgrund ihrer strukturellen 
Ähnlichkeit mit einer generischen Transportgleichung beschrieben werden (DURST, 2006). 
 t j j j jv V S           (6.16) 
Tab. 6.7: Platzhalter der generischen Transportgleichung 
Strömungsgröße  Viskositätsterm V Quellterm S 
vi t t i j iv p      
k t/k Pk –  
 t/  1 k 2k c P c     
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Die Strömungsgröße , die Viskosität V und der Quellterm S stellen in Gl. 6.16 Platzhalter 
für die Originalgrößen dar (Tab. 6.7). Die generische Transportgleichung ist der Ausgangs-
punkt für die numerische Lösung, da die originalen Strömungsfeldgleichungen aufgrund der 
gemeinsamen Struktur in ähnlicher Weise behandelt werden können. Es sei darauf hingewie-
sen, dass der Druckgradient und Diffusionsterm für die Impulsgleichungen als Quellterme 
auftreten. STAR-CD löst die dreidimensionalen REYNOLDS-Gleichungen in Verbindung mit 
einem Turbulenzmodell unter Verwendung der Finite-Volumen-Methode zur Diskretisierung 
des Raumes. Alle abhängigen Variablen werden im Volumenzentrum gespeichert, d. h. ge-
staffelte Netze finden keine Anwendung. Aus diesem Grunde sind Interpolationsmethoden 
notwendig, wenn für bestimmte Operationen, wie z. B. die Berechnung von Oberflächenin-
tegralen oder numerischen Flüssen, die Variablenwerte an anderen Orten im Raum benötigt 
werden. Diese Methoden wie auch die Kalkulation verschiedener Integrale sowie Quellterme 
werden im Benutzerhandbuch (CDA, 2005) im Detail beschrieben. Zur Approximation der 
konvektiven Randflüsse in der jeweiligen Transportgleichung stehen dem Anwender neben 
der Upwind-Differencing-Methode (UD-Methode) unterschiedliche Verfahren höherer Ord-
nung zur Verfügung, wie die Central-Differencing-Methode (CD-Methode) oder das Linear-
Upwind-Differencing (LUD) zweiter Ordnung. Des Weiteren kann das Quadratic-Upstream-
Interpolation-of-Convective-Kinematics-Verfahren (QUICK-Verfahren) oder das Monotone-
Advection-and-Reconstruction-Scheme (MARS) ausgewählt werden. In diesem Zusammen-
hang sei auf das Blended-Differencing (BD) und den Blending-Faktor  hingewiesen, der 
eine Wichtung zwischen der UD- und der CD-Methode bzw. dem LUD vornimmt: 
 BD CD / LUD UDj j j1    mit   0 1              (6.17) 
Hier kann nicht von einem hochauflösenden Verfahren im Sinne einer TVD-Methodik ge-
sprochen werden, da kein selektiver Einsatz eines der genannten Verfahren aufgrund be-
stimmter Kriterien erfolgt, sondern vielmehr eine globale Mischung beider Verfahren gesteu-
ert wird. Obwohl diese Wichtung in allen Bilanzgleichungen separat angegeben werden kann, 
ist der Einfluss bei der Impulserhaltung am größten. Um fehlerhafte Lösungen durch das Auf-
treten von numerischer Diffusion zu vermeiden, kann der Faktor  = 1 gewählt werden, so 
dass z. B. ein reines CD-Schema benutzt wird, welches allerdings schwingungsanfälliger ist. 
Die Aufteilung der zeitlichen Berechnungsdomäne wird mit Hilfe der finiten Differenzen 
durchgeführt. Hier kann der Anwender zwischen einem vollständig impliziten Verfahren ers-
ter Ordnung und einem CRANK-NICOLSON-Verfahren zweiter Ordnung wählen (Kap. 5.2). 
Die Ausdiskretisierung der generischen Transportgleichung ergibt pro Zelle eine algebraische 
Gleichung, die den Transport von  durch ein Kontrollvolumenelement in Abhängigkeit der 
Größen N an den Zentralknoten der benachbarten Zellen beschreibt. Durch Summation über 
die Volumenelemente entsteht bei Verwendung des k--Modells für jede der fünf Transport-
größen vi, k, und  ein algebraisches Gleichungssystem. Aufgrund der starken Kopplung 
(konvektive und turbulente Terme) hat die Wahl der Flussapproximation einen großen Ein-
fluss auf die Lösungsgeschwindigkeit und den Iterationserfolg. 
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6.3.2 Programmauswahl 
STAR-CD ist das Nachfolgemodell des Programmsystems Comet, Version 2.00, der Firma 
Institute of Computational Contiuum Mechanics (ICCM) GmbH. Mit Comet bestehen am 
IWW einige Erfahrungswerte in Bezug auf die dreidimensionale Simulation wasserbaurele-
vanter Strömungsprobleme, wie z. B. die Durchströmung eines Diffusors oder die Umströ-
mung des Trennpfeilers zwischen Wehr und Turbineneinlauf einer Laufwasserkraftanlage 
inklusive der Oberwasserbucht (DEMNY ET AL., 2003; DEMNY, 2005). Außerdem wurden mit 
Comet Zweiphasenströmungen in einem Windkanal mit rückspringender Stufe und im Kavi-
tationskanal des IWW modelliert (ROGER, 2005). Im Vorfeld wurde weiterhin zu Wissen-
schaftlern Kontakt aufgenommen, um über die Eignung diverser Programmpakete zu disku-
tieren. Aus Gründen der Fairness werden an dieser Stelle die möglichen Alternativen einmal 
genannt, über die korrespondiert wurde: ANSYS® CFX und Fluent (zusammen jetzt 
ANSYS® CFD), Flow-3D (Flow Science, Inc.) SSIIM (OLSEN, NTNU), 
NaST3D\GP (GRIEBEL ET AL., 1995) und Foam CFD. Nach intensiver persönlicher Kom-
munikation mit Dr. THORENZ von der Bundesanstalt für Wasserbau (BAW) und seinen Erfah-
rungen mit den entsprechenden Tools (THORENZ & KEMNITZ, 2006) wurde schließlich für 
Comet respektive STAR-CD eine Lizenz angeschafft. 
6.3.3 Modellerstellung mit STAR-CD 
Netzgenerierung mit pro-STAR 
Wie bei der 2D-Modellierung sind die äußeren Geometrien bekannt. Intensiver noch als bei 
Flachwassersimulationen muss bei einem 3D-Netz die anzuwendende numerische Methode 
berücksichtigt werden. Dies gilt besonders in Kombination mit einer freien Oberfläche, da die 
Domäne nicht begrenzt ist. Da eine Interface-Capturing-Methode angewandt wird, muss das 
ortsfeste Gitter sowohl die Wasser- als auch die Luftphase abbilden können, ohne dabei die 
Grenzfläche zu verwischen (Kap. 2.8.4). Der Lösungsraum muss für eine FV-VOF-Methode 
mit CISCAM (Kap. 6.3.1) in Gitterzellen aufgeteilt werden. Wie schon in Kap. 5.4.2 ange-
sprochen, ist die Netzgenerierung ein kreativer und zeitraubender Prozess, der ein Optimum 
zwischen Genauigkeit, Stabilität und Kosten finden muss. Der Zeitaufwand für die Herstel-
lung eines funktionierenden Netzes wächst mit der Komplexität des Systems. Der Anwender 
hat die Möglichkeit, das Netzmodul in pro-STAR zu nutzen oder die erforderlichen Daten 
mit dem Konvertierungsmodul zu importieren. Die Beschreibung der Geometrie erfolgt 
grundsätzlich über die Definition der Knotenpunkte und Kurven, die durch diese Punkte fest-
gelegt sind. Prinzipiell existieren vier Strategien: 
 Beim manuellen Netzaufbau werden die Knoten z. T. einzeln platziert, entsprechende Kur-
ven und Kanten definiert, die wiederum Oberflächen und schließlich Zellen definieren. 
 Aus einem 2D-Gitter wird ein 3D-Netz entlang einer Raumkurve in Schichten extrudierti. 
                                                 
i Extrusion bezeichnet in der Geometrie die Dimensionserhöhung einer Fläche durch Parallelverschiebung entlang einer 
(gekrümmten) Richtung im Raum. Es entsteht ein allgemeiner Zylinderkörper (mit dem Querschnitt der extrudierten Fläche). 
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 Von einer erzeugten/importierten Umhüllenden wird ein Gitter nach Innen generiert. 
 Bei der Multiblock-Methode (Abb. 6.17) wird die Gittergeometrie blockweise erzeugt, die 
nach bestimmten Kriterien automatisch unterteilt werden können. 
 
Abb. 6.17: Beispiel für die Multiblock-Methode, modifiziert nach CDA (CDA, 2005) 
Zunächst werden die Anforderungen an das numerische Gitter seitens STAR-CD vorgestellt. 
Es können blockstrukturierte und freie unstrukturierte Netzte aus vier Hauptzelltypen erzeugt 
werden, deren Knoten nach der Rechten-Hand-Regel definiert sein müssen (Abb. 6.18). 
 
Abb. 6.18: Zelltypen in STAR-CD, modifiziert nach CDA (CDA, 2005) 
Ein wichtiger Punkt beim Aufbau numerischer Gitter ist die Konnektivität zwischen Zellen 
und Blöcken. Die Optimierung der Grenzflächen ist oft einfacher, als ein komplett angepass-
tes Gitter zu erzeugen (FERZIGER & PERIC, 2008). Zur Berechnung der Randflüsse über die 
Oberfläche eines Kontrollvolumens werden Nachbarschaftsinformationen benötigt. Es wird 
zwischen regulärer, integraler und freier Konnektivität unterschieden. Wenn Zellen per Kno-
tendefinition dieselbe Oberfläche teilen, sind sie regulär verbunden (Abb. 6.19). 
 
Abb. 6.19: Reguläre Verbindung (links) und Trennung (rechts) 
Bei Netzverfeinerungen oder abrupten Wechseln in der Geometrie können zusätzlich zwi-
schen unterschiedlich verfeinerten Bereichen integrale bzw. zwischen beliebig markierten 
Regionen freie Verbindungen hergestellt werden (Abb. 6.20). 
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Abb. 6.20: Explizite Verbindung aufgrund von Verfeinerung (links) und Geometriewechsel (rechts) 
Häufig sind nur Erfahrungswerte hinsichtlich einer guten Qualität eines numerischen Netzes 
bekannt. Generelle Aussagen sind schwer möglich, da schon der Netzaufbau von der konkre-
ten Strömungsproblemstellung abhängt. In Ergänzung zur optimalen Elementform und -dichte 
fasst die folgende Abbildung (Abb. 6.21) einige Hinweise aus der Anleitung von STAR-CD 
(CDA, 2005), CASEY & WINTERGERSTE (2000) sowie FERZIGER & PERIC (2008) zusammen. 
 
Abb. 6.21: Richtwerte bei der Netzgenerierung, modifiziert nach CDA (CDA, 2005) 
Für die meisten Interpolationen sowohl für die konvektiven als auch für die diffusiven Flüsse 
ist es günstig, wenn die Linie, welche zwei benachbarte KV-Zentren verbindet, durch den 
Seitenmittelpunkt verläuft und orthogonal zu dieser Fläche steht. Automatische Gittergenera-
toren erzeugen abhängig von der umhüllenden Geometrie oftmals einspringende Ecken und 
nicht-orthogonale Netze (FERZIGER & PERIC, 2008). pro-STAR kann die Geometrie- und 
Gitterqualität anhand der genannten Kriterien überprüfen und verfügt über Algorithmen zur 
Form- und Lageoptimierung. Oftmals sind hier manuelle Nachbesserungen bzw. nachträgli-
che lokale Verfeinerungen notwendig (Kap. 5.4.2). 
Netzgenerierung mit Gridgen 
Da für STAR-CD ein unstrukturiertes Gitter erzeugt werden soll, was in seiner Grundfläche 
mit dem 2D-Netz für DGFlow vergleichbar sein soll, wird auf den externen kommerziellen 
Netzgenerator Gridgen®, Version 15, der Firma Pointwise® zurückgegriffen. Zwar ist 
die Benutzerführung nicht unbedingt intuitiv, aber nach einer kurzen Eingewöhnungszeit er-
öffnen sich mannigfaltige und mächtige Werkzeuge zur Herstellung komplexer Gitter. Diese 
können in vielfältiger Weise komfortabel optimiert werden, bis die gewünschte Qualität er-
reicht worden ist.  
Bei einem ersten Versuch wird in bewährter Manier die umhüllende Geometrie über definier-
te Knotenpunkte und Verbindungslinien definiert. Um die numerischen Kosten gering zu hal-
ten, wird vor allem an den von der Bresche entfernten Bereichen auf der Glasplatte die Ge-
samthöhe des Gitters reduziert. In Abb. 6.22 ist die Umhüllende dargestellt. Zwar könnten 
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nun an allen Oberflächen 2D-Netze generiert werden, die dann wiederum die Grenzflächen 
von Blöcken bilden. Problematisch an der Variante sind jedoch die unkontrollierbare innere 
Netzstruktur sowie die fehlenden Zwangslinien, so dass diese Strategie verworfen wird. 
 
Abb. 6.22: Verworfenes Oberflächenmodell für das Deichbruchproblem 
Aus den genannten Gründen wird das Gitter stattdessen von einem Grundriss aus extrudiert, 
der fast analog zur 2D-Diskretisierung aufgebaut ist. Zusätzlich zur Umrandung wird die Ebe-
ne in verschiedene Bereiche aufgeteilt, die bei der Extrusion sukzessive ausgeschaltet werden 
können. Auf diese Weise können alle Zwangshöhen wie zum Beispiel die Wehrkronenhöhe 
gleich mit berücksichtigt werden. Dieses Konzept wird im Folgenden anhand des Szenarios 
b70_Q300_h50 demonstriert (Abb. 6.23).  
Für die Bearbeitung in Gridgen ist zu Beginn ein Eingabedatensatz (*.dba) notwendig, 
der die Grundrissgeometrie für die Szenarien mit einer Breschenbreite von 50 bzw. 70 cm 
bereitstellt. Nach dessen Import werden alle Linien in sogenannte Connectors (CONS) um-
gewandelt, auf denen dann eine Stützstellenweite s definiert werden kann. Diese wird global 
auf 5 cm voreingestellt, was dem gewählten 2D-Netz entspricht (Kap. 6.2.2). Einige der 
CONS werden redimensioniert, um in den definierten Zonen später unterschiedliche Netz-
feinheiten realisieren zu können (z. B. s = 0,03). Für eine geschlossene Fläche ist hier immer 
die Kante mit der gröbsten Einteilung maßgebend. Aus den CONS werden dann die Netzober-
flächen a bis h gebildet (Abb. 6.23), die Domains (DOMS) genannt werden. Die entstandenen 
2D-Netze werden jeweils mit einem Solver nachbearbeitet, um beispielsweise mehr Orthogo-
nalität zu erlangen. Mit einer jeweils unterschiedlichen Anzahl zusammenhängender DOMS 
als Basis werden die Blöcke (BLKS) in positiver z-Richtung extrudiert. 
Wh < 0,18 h < h  = 0,241h < 0,09
DOMS a-g  DOMS a-f DOMS a-e    (6.18) 
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Abb. 6.23: Schematische Darstellung der Netzstrategie 
Wenn mit unterschiedlichen vertikalen Gitterabständen die Wehrhöhe (hier hw = 0,241) er-
reicht ist, wird die DOM h separat bis zum Wehrrücken parallel verschoben. Dann werden die 
CONS für die DOM i definiert und anschließend die DOMS a bis e sowie h und i gemeinsam 
bis zur Endhöhe des Gitters extrudiert. Somit entsteht ein vollständig reguläres Netz mit loka-
len Verfeinerungen, Einsparungen an den Rändern und den erforderlichen Zwangspunkten in 
seinem Inneren (Abb. 6.24). 
 
Abb. 6.24: Umhüllende des Gitternetzes 
Auf eine Netzverfeinerungsstudie wird verzichtet, um die Vergleichbarkeit mit den Flachwas-
sersimulationen zu gewährleisten. Im Grundriss haben die unstrukturierten Gitter in 2D und 
3D eine ähnliche Größe. Gleichwohl ist die Gitterfeinheit in z-Richtung zur Erfassung des 
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freien Wasserspiegels sehr fein gewählt. Die charakteristischen Extrusionshöhen sind für das 
gesamte Gittermodell in Abb. 6.25 farbig dargestellt. Dieses numerische Netz besteht aus 
176.765 Knoten bzw. 313.082 Prismen mit dreieckiger Grundfläche in parallelen Schichten 
unterschiedlicher Höhe (Abb. 6.23). Deutlich ist der stark verfeinerte Bereich um die Bruch-
stelle zu erkennen, wie dies auch bei dem 2D-Gitter der Fall gewesen ist (Abb. 6.1). Auf die 
Abbildung einer Draufsicht wird verzichtet, da bis auf die längere Einlaufstrecke sowie den 
Ablaufschacht hinter dem Wehr kein Unterschied zu Abb. 6.1 auszumachen ist. 
 
Abb. 6.25: Gittermodell mit den charakteristischen Extrusionshöhen 
Randbedingungen 
Auf alle Berandungen können DIRICHLET- bzw. NEUMANN-Randbedingungen angesetzt wer-
den (Kap. 2.5). Die Definition einer Randbedingung umfasst zwei Aspekte: 
 Identifizierung des Ortes und Markierung der Zellränder, an denen eine Randbedingung 
gesetzt werden soll 
 Spezifizierung auf diesen ausgewählten Rändern, d. h. dass die Art, die Größe und je nach 
Randbedingungstyp weitere notwendige Informationen vorgegeben werden müssen 
Die Lage und auch die absoluten Beträge der Randbedingungen sind analog zum 2D-Fall be-
kannt (Abb. 6.2), so dass die Vorgaben für ein dreidimensionales Strömungsfeld angepasst 
werden müssen. Am Einstromrand wird die Strömungsgröße  direkt vorgegeben (flächen-
spezifischer Durchfluss), an Ausstromrändern werden die räumlichen Ableitungen von  nor-
mal zum Rand zu Null gesetzt.  
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Im 3D-Fall wurde die Länge des Einlaufkanals verdoppelt, damit sich das dreidimensionale 
Strömungsfeld vollkommen ausbilden kann. Der flächenspezifische Durchfluss in x- Richtung 
wird über die Kanalbreite (1 m) bis knapp unter der Wasseroberfläche im Initialzustand ange-
setzt (mit Volumenanteil w = 1). Da sich der Wasserspiegel während der Berechnung nach 
Klappenöffnung ändern wird, muss sich die freie Oberfläche über eine gewisse Fließstrecke 
einpendeln können. Aus diesem Grund wird eine Einlaufhöhe zwischen dem Initialzustand 
und der voraussichtlichen Endfließtiefe angesetzt, so dass es nur eine kleine Einlaufwelle gibt 
(Abb. 6.28). Die Turbulenzparameter werden abgeschätzt (Kap. 2.5.3). Wenn mehr Turbulenz 
auf der Einlaufstrecke generiert wird als durch den Einstromrand eingetragen wird, dann ist 
dieses Vorgehen akzeptabel, da die unterwasserseitige Strömung gegenüber den angesetzten 
Werten unempfindlich ist (CDA, 2005). Dies gilt so lange ein plausibles Verhältnis von k und 
 vorgegeben wird (FERZIGER & PERIC, 2008). 
Das Auslaufwehr am Ende des Kanals wird im 3D-Fall komplett durch die finiten Volumen 
ausdiskretisiert und der freie Auslauf erst in dem anschließenden Schacht realisiert. Die Strö-
mungsverhältnisse sind dort vollständig vom Oberwasser entkoppelt, so dass die untere Rand-
bedingung keinen Einfluss auf das Berechnungsgebiet ausüben kann. Außerdem wird das 
Wehr so unmittelbar ohne eine Überfallformel berücksichtigt (Kap. 6.3.4).  
An festen Wänden bzw. der Sohle kann die Grenzschicht durch die Kombination des Turbu-
lenzmodells mit dem logarithmischen Wandgesetz erfasst werden (Kap. 2.5.4). STAR-CD 
unterscheidet dabei nur zwei Bereiche des dimensionslosen Wandabstandes. Auf die viskose 
Unterschicht folgt ohne Übergangsbereich der logarithmische Bereich. Die Wandbeschaffen-
heit geht über die Angabe eines Rauheitsparameters mit in die Kalkulation ein (Anhang A.5). 
Bei Verwendung von Zweigleichungsmodellen wird davon ausgegangen, dass lokal die Pro-
duktion und die Dissipation der turbulenten kinetischen Energie im Gleichgewicht stehen. 
Der Fluss der turbulenten kinetischen Energie k durch die Wand wird zu Null gesetzt und die 
Produktion von k aus dem universellen Geschwindigkeitsprofil hergeleitet. Die Dissipations-
rate  wird häufig auf einen Wert festgelegt, welcher der Fixierung der Wirbelstromstärke bei 
einem dimensionslosen Wandabstand y+ = 11 entspricht. Dies ist der Schnittpunkt der beiden 
Asymptoten y 0,  y    der Funktion u+(y+) (HERWIG, 2006). Diese Gesetzmäßigkeit 
sollte nur in einem bestimmten Intervall für den dimensionslosen Wandabstand verwendet 
werden, damit die Wandfunktion für den wandnächsten Gitterpunkt gültig ist (Untergrenze) 
bzw. eine gute Approximation darstellt (Obergrenze). 
 30 < y+ < 100 (JIRKA ET AL., 1999; CDA, 2005) 
 y+ >> 11 (HERWIG, 2006), y+ > 30 (FERZIGER & PERIC, 2008) 
Für die Simulationen mit STAR-CD wurde das Kriterium 30 < y+ < 100 für den stationären 
Endzustand in Großteilen des Modellgebietes eingehalten. Nur am Auslauf hinter dem Wehr 
und an den seitlichen Wandungen der Bresche wird die obere Schranke manchmal überschrit-
ten. Dies ist im Falle des Auslaufschachts ohne Bedeutung (hydraulische Entkopplung) und 
für die sehr hohen Geschwindigkeiten an der Bresche nicht zu vermeiden. Durch einen ent-
sprechenden Konturplot mit pro-STAR, bei dem für die Werte y+ ausschließlich Zellen mit 
Randflächen angezeigt wurden konnte das o. g. Netzdesign erfolgreich bestätigt werden. 
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Parametrisierung 
Das kommerzielle CFD-Paket STAR-CD besteht aus den beiden Hauptkomponenten pro-
STAR und STAR und besitzt die folgende Struktur (Abb. 6.26): 
 
Abb. 6.26: Systemstruktur, Module und Dateien von STAR-CD, modifiziert nach CDA (CDA, 2005) 
pro-STAR ist ein interaktives kommandozeilen- oder GUI-basiertes Programm, welches die 
Eingabedaten für den Code STAR bereitstellt und dessen Ausgabedaten verwaltet. Es ist wie-
derum in unterschiedliche Module gegliedert, welche die Vorbereitung und den Ablauf einer 
Simulation mit verschiedenen Funktionen, Untermodulen und Einstellungen organisieren. Die 
für das Deichbruchproblem verwendeten Hauptmodule werden im Folgenden aufgelistet. 
Weitere Angaben zu den entsprechenden Unterkategorien, Erläuterungen zur Syntax oder 
zum GUI finden sich in CDA (2005): 
 PRO: allgemeine Organisation und Input-/Output-Funktionen 
 MESH: Netzgenerierung oder Gittertransfer 
 PLOT: grafische Darstellungen und Bildschirmausgaben 
 UTIL(ities): Manipulation und Überprüfung der Geomtrien 
 PROP(erty): Physikalische Stoff- und Zustandsgrößen 
 SCAL(ar): Verwaltung zusätzlicher skalarer Transportgrößen 
 BOUN(dary): Definition der Randbedingungen 
 CONT(rol): Steuerung der Lösung und Ausgabe 
 TRANS(ient): Instationäre Randbedingungen und Zeitschrittkontrolle 
 POST: Post-Processing-Funktionen 
Die Kommunikation zwischen den beiden Hauptkomponenten pro-STAR und STAR wird 
über unterschiedliche Datensätze realisiert, von denen die wichtigsten kurz erläutert werden 
(das * ist wiederum Platzhalter entsprechend der Benennungssystematik in Kap. 4.3.1): 
 *.mdl: In diese Datei kann der aktuelle Status des gesamten Pre-Processings durch den 
Anwender zwischengespeichert werden.  
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 *.echo: Das File zeichnet alle Kommandos und Befehle auf, die im Laufe einer pro-
STAR-Session eingegeben werden. Somit kann es später editiert werden, um als Stapelver-
arbeitungsdatei zur erneuten Eingabe zu dienen (Anhang A.5). 
 *.plot: Hier können Ausgabeplots zur späteren externen Bearbeitung abgelegt werden. 
 *.trns: Diese Datei enthält Informationen für bestimmte transiente Berechnungen. 
Am Ende einer pro-STAR-Session (bzw. bei Änderungen am Netz, den Randbedingungen 
oder Materialien) werden mindestens die folgenden beiden Datensätze benötigt, um eine Be-
rechnung mit STAR starten zu können: 
 *.geom: Der Datensatz beinhaltet alle geometrischen Informationen über das Berech-
nungsgebiet inklusive abgeleiteter Größen wie Zellvolumen, Interpolationsfaktoren, Kon-
nektivitäten und Lage der Randbedingungen 
 *.prob: In diesem Datensatz ist die numerische Parametrisierung festgelegt, d. h. die 
Steuerungsparameter, Stoffgrößen, Randbedingungen etc. 
Nach einem instationären Simulationslauf mit STAR werden zwei Ergebnisdateien generiert: 
 *.pst: Die Datei wird am Ende der kompletten Simulationszeit geschrieben und enthält 
den stationären Endzustand, der entweder ausgewertet oder als neue Initialbedingung ge-
nutzt werden kann. 
 *.pstt: Hierbei handelt es sich um die Ausgabedatei für die zeitabhängigen Ergebnisse. 
Zusätzlich zu den genannten Ergebnisdateien werden zwei weitere Dateien erstellt, welche 
Informationen über die numerische Berechnung enthalten: 
 *.run: Das File zeichnet die Bildschirm- bzw. Konsolenausgabe während des Berech-
nungslaufes auf. Nach einer Zusammenfassung aller Eingabedaten wird die Laufzeitausga-
be für jeden Zeitschritt abgelegt. 
 *.info: Hier können zusätzlich Informationen bzgl. des Ablaufes der Simulation gespei-
chert werden, um das numerische Verhalten einschätzen zu können. 
Wenn ein passendes Netz erstellt worden ist und die Randbedingungen darauf nach Art und 
Lage vorgegeben sind, kann der Systemzustand durch materielle und numerische Parameter 
vollständig beschrieben werden. Zunächst sind vom Benutzer Materialparameter vor-
zugeben. STAR-CD stellt eine Datenbank zur Verfügung, in der viele Stoffe mit ihren chemi-
schen und physikalischen Parametern gespeichert sind. Folglich reicht in den meisten Fällen 
die Angabe des Namens und der Domäne aus. Eine manuelle Anpassung der Materialwerte ist 
ebenfalls möglich. Wenn die Schwerkrafteinwirkung eine Rolle spielt, muss deren Richtung 
im globalen Koordinatensystem angegeben werden. Weiterhin müssen die unterschiedlichen 
mathematischen Modelle aktiviert werden (Kap. 6.3.1). Eine weitere Gruppe bilden die nu-
merischen Kontrollparameter, welche die Anzahl der Iterationen, das Konvergenzkriterium 
und die Zeitabhängigkeit für den Berechnungsablauf und die dazugehörige Datenausgabe 
steuern. Eine genaue Auflistung der benötigten Befehle zur Erstellung des 3D hydronumeri-
schen Modells für die Konfiguration b70_Q300_h50 kann der Stapelverarbeitungsdatei 
(Batch-File) im Anhang A.5.1 entnommen werden.  
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Als Lösungsalgorithmen können prinzipiell die drei Algorithmen SIMPLE, PISO (Kap. 5.6.9) 
und SIMPISO als Mischung der beiden erstgenannten Prozeduren zum Einsatz kommen, wo-
bei für transiente Berechnungen hauptsächlich ein adaptierter PISO-Algorithmus (ISSA, 1986; 
ISSA ET AL., 1986; 1991) verwandt wird. Zur Lösung der linearen Gleichungssysteme 
(Kap. 5.6.8) kann entweder die Methode der konjugierten Gradienten (CG) oder eine alge-
braische Mehrgittermethode (AMG) genutzt werden (STÜBEN & TROTTENBERG, 1982; 
STÜBEN, 1983). Eine ordnungsgemäße Beobachtung des Berechnungsverlaufes ist von großer 
Bedeutung bei numerischen Simulationen. Auf eine Betrachtung des Iterationsverlaufes in 
Form von Residuen wird bei der instationären Version von PISO verzichtet. Stattdessen kön-
nen die globalen Änderungsraten betrachtet werden (CDA, 2005). Als kommerzielles Pro-
gramm ist STAR-CD umfassend verifiziert, so dass der Lösungsfehler an vielen Testbeispie-
len kontrolliert und beschränkt wurde. 
Neben den äußeren Iterationen (SIMPLE) bzw. Korrekturschritten (PISO) pro Zeitschritt 
müssen innerhalb dieser Algorithmen an einigen Stellen lineare Gleichungssysteme iterativ 
gelöst werden (Geschwindigkeitsfeld, Druckkorrekturfeld, Transportgleichungen k--
Modell). Auch für die VOF-Methode sind Angaben zur Einstellung solcher innerer Iteratio-
nen (sweeps) des Volumenanteils w notwendig (COURANT-Zahl, Anzahl sweeps etc.), so 
dass hier der Residuenverlauf herangezogen werden kann. Zur Stabilisierung von Iterationen 
wird häufig das Prinzip der Unterrelaxation genutzt, bei dem ein gewichtetes Mittel aus dem 
letzten (n-1) und dem aktuellen (n*) Iterationsschritt gebildet wird. 
 n n* n 11    mit   0 1             (6.19) 
Bei sehr feinen numerischen Gittern muss das Konvergenzkriterium entsprechend klein ange-
setzt werden, damit von einem sicheren Ergebnis gesprochen werden kann. Eine Rechnung ist 
auskonvergiert, wenn die Residuen die geforderte Grenze unterschritten haben. Je nach Unter-
relaxation, Blending-Faktor und Anfangsschätzung des Strömungsfeldes erreicht das gewählte 
Lösungsverfahren mehr oder minder schnell das Konvergenzkriterium. Eine geringe Anzahl 
von Iterationen mit gleichmäßigem Verlauf deutet auf eine stabile Rechnung hin. Wenn das 
Residuum gegen unendlich läuft, dann liegt ein divergentes Verhalten vor, was oft an unzu-
reichender Netzqualität, zu hohen Unterrelaxation-Parametern  oder falsch definierten 
Randbedingungen liegt. Häufig kommt es auch zu sogenannten nicht-konvergierenden Prob-
lemen, bei denen ein bestimmtes Residuum nicht unterschritten werden kann. In diesen Fällen 
müssen sowohl die numerischen Parameter als auch das numerische Gitter überprüft und mo-
difiziert werden. Falls ein sweep-Limit erreicht wird, werden entsprechende Warnungen auf 
dem Bildschirm und in den Ergebnisdatensätzen ausgegeben. In Parametertests wurden in 
STAR-CD die Einstellungen so lange variiert, bis die Ausgaben warnungsfrei, in den Visuali-
sierungen plausibel und z. B. für den dimensionslosen Wandabstand in den angestrebten 
Schranken lagen. Konkret wurde dazu das zeitliche Diskretisierungsschema (vollständig im-
plizit bzw. CRANK-NICOLSON), der Blending-Faktor  (0,3 bis 0,9 oder reines Upwinding), 
VOF-Schema (UD bzw. CD), innere Iteration (sweeps bzw. subcycles 0 bis 20) und der Sol-
ver (CG bzw. AMG) in insgesamt 22 Simulationsläufen systematisch kombiniert.  
186 Kapitel 6 
6.3.4 Modellanwendung mit STAR-CD 
Initialzustand und Berechnungsablauf 
Analog zu der Flachwasserberechnung wird anfangs der Gerinneabfluss mit verschlossener 
Bresche aus einer schlechten Startschätzung berechnet (Anhang A.5.2). In Abb. 6.27 lässt 
sich der stationäre Vorzustand in Form der Kanalströmung mit einem vollkommenen Wehr-
überfall am Auslauf gut erkennen. Die Stromlinien verlaufen auch an der geschlossenen 
Klappe parallel. Nach einigen Sekunden Simulationszeit errechnet sich STAR-CD ebenfalls 
in Analogie zum 2D-Fall die korrekte Wasserspiegellage (Tab. 6.8). Da in diesem Fall das 
Auslaufwehr ausschließlich über die Gittergeometrie beschrieben wird, werden sowohl die 
nivellierten Kronenhöhen des verstellbaren Wehres (Kap. 4.1.4) als auch die numerische He-
rangehensweise mit der kalibrierten Wehrformel im 2D-Fall (Kap. 6.1.3, 6.1.4) bestätigt. 
Um die Ausbreitungsfläche von dem Kanal abzutrennen werden bei der Netzgenerierung für 
den stationären Vorzustand sogenannte Baffles zwischen die Zelloberflächen gelegt, welche 
den Breschenquerschnitt (Zwangslinie) abbilden. Es handelt sich um infinitesimal dünne Flä-
chen, auf denen auch im Innern des Strömungsgebietes Wandbedingungen angesetzt werden 
können, ohne dabei das numerische Gitter zu tangieren. Wenn in dieser Konfiguration der 
gemessene Initialzustand für die Kanalströmung erreicht worden ist, wird das Endergebnis 
der Vorberechnung abgespeichert. In pro-STAR werden die Baffles ausgewählt und kom-
plett entfernt, so dass die Bruchstelle schlagartig offen ist. Auf dieses Modell werden die Er-
gebnisse aus der Vorberechnung übertragen (Modul SMAP) und entsprechende Steuer- und 
Ausgabeparameter für die instationären Simulationsläufe gesetzt (Anhang A.5.2). 
Tab. 6.8: Gemessene und berechnete Initialwassertiefen hinit (ausgehend von „schlechten“ Startwerten) 
Bezeichnung Messung [m] DGFlow [m] STAR-CD [lm] 
b50_Q300_h50 0,4991 0,4978 0,496 
b50_Q300_h40 0,3951 0,397 0,395 
b50_Q200_h50 0,4998 0,499 0,497 
b50_Q200_h40 0,3993 0,3996 0,398 
b50_Q200_h30 0,2982 0,2996 0,295 
b50_Q100_h30 0,301 0,301 0,299 
b70_Q300_h50 0,4991 0,498 0,497 
b70_Q300_h40 0,3951 0,397 0,394 
b70_Q200_h50 0,4998 0,499 0,497 
b70_Q200_h40 0,3993 0,3996 0,398 
b70_Q200_h30 0,2982 0,2996 0,295 
b70_Q100_h30 0,301 0,3008 0,299 
Numerische Simulation der experimentellen Konfigurationen im Rahmen der durchgeführten Modellversuche  187 
 
Abb. 6.27: 3D-Simulation des stationären Vorzustandes 
Wiederum können mit dieser Vorgehensweise die experimentellen Konfigurationen der 
deichbruchinduzierten Strömungen von ihrem Initialzustand bis hin zum stationären Endzu-
stand nach ca. 60 Sekunden in einem warnungsfreien Simulationslauf berechnet werden. Das 
grundlegende Strömungsbild wird qualtitativ gut erfasst, womit die generelle Anwendbarkeit 
und Stabilität nachgewiesen wird. Eine Darstellung für das Szenario b70_Q300_h50 findet 
sich in Abb. 6.28. Während für die 2D-Simulation mit DGFlow bei dieser Konfiguration im 
Variantenstudium 8.840 Sekunden (ca. 2,5 Stunden) benötigt wurden, schlagen die numeri-
schen Kosten für die Berechnung von 60 Sekunden Echtzeit bei STAR-CD mit 220.940 Se-
kunden (ca. 61,5 Stunden bzw. 2,5 Tage) sehr deutlich zu Buche.  
6.3.5 Auswertung der STAR-CD-Resultate 
Ausgabe der Simulationsergebnisse 
Eine Visualisierung der Daten in pro-STAR wird nur für eine erste qualitative Analyse 
durchgeführt (z. B. y+). Ansonsten sind alle Daten in das Format von Tecplot® überführt 
worden. Nach durchgeführten Simulationen kann das Geschwindigkeits- und Druckfeld mit-
samt den Netzinformationen standardmäßig als Datensatz im erforderlichen ASCII-Format 
exportiert werden. In beiden Fällen können sich die Variablenwerte auf die Zellmittelpunkte 
oder auf die Randknoten beziehen. Alle weiteren Darstellungen und Auswertungen können 
dann bequem in Tecplot 360™ getätigt werden. 
Post-Processing 
In weiteren Konvertierungsschritten werden die exportierten Ergebnisdaten in Tecplot™ für 
grafische oder rechnerische Auswertungen aufbereitet. Dazu gehören die Geschwindigkeiten 
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über die Fließtiefe im wasserseitigen Breschennahfeld, die Ermittlung des Breschendurchflus-
ses und der BOUSSINESQ-Faktoren sowie Wasserspiegellageprofile. Mit Fokus auf der dyna-
mischen Phase werden die Ganglinien, Wellenfronten und -ankunftszeiten analysiert. Die 
Bestimmung der Fließtiefen basiert immer auf einer Niveaumenge (Isofläche) für W = 0,5 
(VOF-Methode). Abb. 6.28 gibt eine Übersicht für die Auswertungen und Visualisierungen 
im nächsten Kapitel. An dieser Stelle soll nicht unerwähnt bleiben, dass neben den langen 
Simulationszeiten (und dem Aufwand für die Modellerstellung) das Post-Processing im 3D-
Fall besonders zeitraubend und aufwendig ist. Mit mehr als 300.000 Prismen ist die resultie-
rende Menge an Ergebnisdaten enorm. Daher werden für alle Darstellungsformen Makros 
geschrieben, um Isoflächen und Schnitte zu bilden. Zur Ermittlung der BOUSSINESQ-Faktoren 
ist das Makro in Form eines Pseudo-Codes im Anhang A.6 angegeben. 
 
Abb. 6.28: Gesamtströmungsbild einer numerischen 3D-Simulation und Auswertungen für die Breschenhauptachse 
Numerische Simulation der experimentellen Konfigurationen im Rahmen der durchgeführten Modellversuche  189 
6.3.6 Wahl der Parameter 
In der folgenden Tabelle (Tab. 6.9) sind die gewählten Einstellungen für die 3D-Simulationen 
mit STAR-CD unter Berücksichtigung der Parametertests (Kap. 6.3.3) nochmals tabellarisch 
zusammengestellt (vgl. auch Anhang A.5). Einige Parameter, wie z. B. die Netzdaten, bezie-
hen sich speziell auf die Konfiguration b70_Q300_h50. 
Tab. 6.9: Kenndaten und Eigenschaften des 3D-Tools 
Merkmale STAR-CD 
Diskretisierungsmethode finite Volumen 
Randflüsse Upwinding (UD) 
Ordnung 1 
Zeitintegration vollständig implizit 
Ordnung 1 
Simulationsdauer dyn/stat [s] 4 / 60 
Zeitauflösung dyn/stat [Hz] 25 / 1 
Gittertyp unstrukturiert, lokal verfeinert 
Raumeinheiten triangulierte Prismen 
Elementanzahl ca. 313.000 
Knotenanzahl ca. 176.000 
Kantenlänge [m] 0,02 – 0,05 
Sohlrauheit Glasplatte Wandgesetz (E = 9,0) 
Sohlrauheit Kanal Wandgesetz (E = 7,4) 
Wandrauheit Kanal Wandgesetz (E = 7,4) 
Turbulenzmodellierung k- 
Lösungsstrategie PISO 
Druckkorrektur ohne Unterrelaxation 
Gleichungslöser CG 
Freie Oberfläche VOF-Methode 
Lösung Transportgleichung W CISCAM ungeblendet 
Sweeps/Subcycles < 20 
COURANT-Zahl < 0,3 
Untere Randbedingung Wehr geometrisch ausdiskretisiert 
Obere Randbedingung qx, k, W 
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7 Vergleichende Gegenüberstellung der Modellierungsergebnisse 
Nachdem die mathematischen, experimentellen und numerischen Grundlagen zur Modellie-
rung deichbruchinduzierter Strömungen sowie die Simulationsmöglichkeiten innerhalb der 
genutzten CFD-Programme in den vorherigen Kapiteln erläutert worden sind, wird in diesem 
Kapitel der zweite Hauptteil dieser Arbeit mit der Analyse der Ergebnisse aus den Messungen 
(Kapitel 4) und den numerischen Berechnungen (Kapitel 6) abgeschlossen. Die experimentel-
len Daten dienen dabei als Referenz, um die Qualität der Simulationsergebnisse besonders im 
Hinblick auf das Gütekriterium der Genauigkeit einschätzen zu können. Im Zuge dieser Aus-
wertung werden die drei unterschiedlichen numerischen Methoden und die jeweils zugrunde 
gelegten mathematischen Modelle auch untereinander verglichen. Es handelt sich dabei um 
die beiden Flachwassermodelle DGFlow und WOLF 2D sowie den kommerziellen Code 
STAR-CD auf Basis der REYNOLDS-gemittelten NAVIER-STOKES-Gleichungen. Für die kriti-
sche Bewertung und Interpretation des experimentell bzw. numerisch gewonnenen Datenma-
terials ist eine betragsmäßige und grafische Aufbereitung unerlässlich. Bei der Gegenüber-
stellung der Resultate, die entsprechend der Modellierungsschritte des hybriden Untersu-
chungskonzeptes erzielt worden sind, wird mehr auf eine nachvollziehbare als auf die strikt 
chronologische Darstellung Wert gelegt. Dies betrifft auch die Abfolge der einzelnen Simula-
tionen und die Betrachtung der numerischen Zielgrößen. Es werden sukzessive der stationäre 
Endzustand und die dynamische Phase der deichbruchinduzierten Strömungen betrachtet. 
7.1 Bestimmung des stationären Breschendurchflusses 
Wie in Kap. 3.3.3 ausgeführt, ist der stationäre Bruchstellendurchfluss eine äußerst wichtige 
numerische Zielgröße bei der Überprüfung der Modellgenauigkeit. Dieser Umstand wurde 
bereits bei der Konzeption der Modellversuche (Kap. 4.1), der Auswahl der hochgenauen 
Messtechnik (Kap. 4.2.1) sowie der korrekten Bilanzierung des experimentellen Abflusses 
berücksichtigt (Kap. 4.2.2). Alle numerischen Simulationsergebnisse werden daher mit der 
Systematik ausgewertet, welche auch auf die Messdaten angewandt wurde (Kap. 4.4.3). Dies 
bedeutet, dass der Wehrabfluss QUW am Ende des Kanals mittelbar über den numerisch be-
rechneten Wasserstand bestimmt wird. Durch Differenzbildung mit der Einlaufrandbedingung 
Qin ergibt sich im stationären Fall der Durchfluss durch die Bruchstelle QBr. DGFlow kann an 
Zwangslinien des numerischen Gitters, wie z. B. am Breschenquerschnitt, die numerischen 
Flüsse aufsummieren und QBr so bereitstellen. Stichprobenartige Kontrollen zeigen eine nahe-
zu exakte Übereinstimmung, so dass die Auswertung einheitlich über die Fließtiefen erfolgt. 
Für diese Auswertungen werden die entsprechenden Wasserspiegellagen aus den Datensätzen 
nach 60 Sekunden Simulationszeit extrahiert. Bei den Flachwassermodellen werden die Fließ-
tiefen direkt ausgelesen, im 3D-Fall wird die Höhe der Isofläche für W = 0,5 (VOF-
Methode) abgegriffen. Die simulierten und gemessenen Breschendurchflüsse QBr sind in Tab. 
7.1, Abb. 7.1 und Abb. 7.2 dargestellt (ROGER ET AL., 2009; 2010). 
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Tab. 7.1: Gemessene und berechnete Breschendurchflüsse QBr 
Bezeichnung Messung [l/s] DGFlow [l/s] WOLF 2D [l/s] STAR-CD [l/s] 
b50_Q300_h50 182 164 - 174 
b50_Q300_h40 127 114 - 130 
b50_Q200_h50 171 156 - 163 
b50_Q200_h40 130 118 - 122 
b50_Q200_h30 79 74 - 81 
b50_Q100_h30 81 74 - 72 
b70_Q300_h50 218 200 198 211 
b70_Q300_h40 159 141 141 153 
b70_Q200_h50 194 183 182 190 
b70_Q200_h40 154 143 141 148 
b70_Q200_h30 98 92 - 99 
b70_Q100_h30 91 87 - 90 
 
Abb. 7.1: Gemessene und berechnete Breschendurchflüsse QBr bei einer Breschenweite von 50 cm 
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Abb. 7.2: Gemessene und berechnete Breschendurchflüsse QBr bei einer Breschenweite von 70 cm 
Obwohl die Durchflussaufteilung nach dem Einlauf in den Breschendurchfluss und den un-
terwasserseitigen Gerinneabfluss in allen Modellrechnungen qualitativ gut erfasst wird, unter-
schätzen die Flachwassermodelle den Abfluss, der sich über die Ausbreitungsfläche ergießt, 
um 4 % bis 11% (bezogen auf die Messwerte). Die 3D-Resultate zeigen – hypothesenkonform 
– eine deutlich bessere Übereinstimmung. Trotzdem werden auch mit STAR-CD die experi-
mentellen Werte nicht exakt berechnet. Allerdings zeigen sich für die Konfigurationen 
b70_Q200_h30 und b70_Q100_h30 auch sehr gute Übereinstimmungen zwischen den 
3D-Simulationen und den Messungen. Bemerkenswert ist die Tatsache, dass die beiden 
Flachwassermodelle für sich genommen sehr gut zusammenpassen (Abb. 7.2). In den nächs-
ten Abschnitten wird überprüft, durch welche Flachwasserapproximationen die Diskrepanz 
zwischen der 2D- und der 3D-Numerik hervorgerufen wird und inwiefern sie sich im Rahmen 
der Flachwassermodellierungen reduzieren lassen. 
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7.2 Flachwasserapproximationen 
7.2.1 Allgemeines Strömungsbild der beiden Flachwassermodelle 
Abb. 7.3 zeigt das globale Strömungsfeld der ausgelenkten Deichbruchwelle im stationären 
Endzustand für die Konfiguration b70_Q300_h50 aus DGFlow-Berechnungen. Das grund-
legende Strömungsbild wird von beiden Codes qualitativ gut erfasst (ROGER ET AL., 2009). 
Sowohl mit DGFlow als auch mit WOLF 2D werden die jeweiligen Endzustände durch eine 
Simulation errechnet, die von einer Gerinneströmung mit anfangs geschlossener Klappe als 
Initialbedingung ausgeht. 
 
Abb. 7.3: Kontur- und Stromlinien sowie Fließtiefen perspektivisch (oben) und im Grundriss (unten) mit DGFlow 
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Die Darstellung der FROUDE-Zahlen aus der WOLF-Simulation (Abb. 7.4) mit 
2 2v v u vFr
c gh gh
     (7.1) 
zeigen einen ausgeprägten S-förmigen Verlauf für den Fließwechsel vom Strömen zum 
Schießen (Fr = 1) entlang des Breschenquerschnittes. Die Konturlinien der Wellenhöhe (Abb. 
7.3) belegen die entsprechende seitliche Ablenkung durch den Impuls der Kanalhauptströ-
mung in x-Richtung. 
 
Abb. 7.4: FROUDE-Zahlen aus WOLF 2D 
7.2.2 Wasserspiegellagenprofile 
Um quantitative Aussagen treffen zu können, werden die numerisch ermittelten Fließtiefen 
mit den experimentell erfassten Werten entlang der Breschenhauptachse (x = 0) für die Kon-
figurationen b70_Q300_h50 und b70_Q200_h40 verglichen (ROGER ET AL., 2009). An 
den in Abb. 7.5 eingezeichneten Fehlerbalken wird ersichtlich, dass die messtechnische Ge-
nauigkeit stark von der Neigung des Wasserspiegels abhängt (Kap. 4.2.3). Bei steilen Gra-
dienten werden auch die experimentellen Unsicherheiten größer. Es lässt sich feststellen, dass 
die beiden Flachwassermodelle trotz ihrer unterschiedlichen numerischen Methoden die 
Fließtiefen in sehr guter Übereinstimmung untereinander berechnen. In Relation zu den Mes-
sungen wird vor allen Dingen auf der Ausbreitungsfläche ein hoher Deckungsgrad erreicht. 
Einzig in den Bereichen starker Oberflächenkrümmung zeigen sich deutlichere Abweichun-
gen. Der Wasserspiegel im Kanalquerschnitt (-1,0 m < y < 0,0 m) wird sowohl mit WOLF 2D 
als auch mit DGFlow überschätzt. Dadurch erklären sich auch die zu hohen unterwasserseiti-
gen Gerinneabflüsse (größere Wehrüberfallhöhen am Ende des Kanals), die wiederum in den 
zu geringen Breschendurchflüssen resultieren. Die Aufteilung der Wassermengen und die sich 
dadurch ergebenen Strömungsverhältnisse im wasserseitigen Breschennahfeld werden dem-
nach nicht exakt abgebildet. 
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Abb. 7.5: Wasserspiegellagenprofile entlang der Breschenhauptachse (x = 0) aus Messungen und 2D-Numerik 
7.2.3 Einfluss der Turbulenzmodellierung 
Mit WOLF 2D werden Berechnungen mit einem algebraischen Turbulenzmodell und einem 
Zweigleichungsmodell durchgeführt (ROGER ET AL., 2009). Bei der algebraischen Formulie-
rung der Wirbelviskosität t hu    wird der Parameter  variiert. Wie in Tab. 7.2 und in 
Abb. 7.6 deutlich wird, sind die Turbulenzeffekte in Bezug auf den Betrag des Breschen-
durchflusses von untergeordneter Bedeutung. Nur für die Konfiguration b70_Q300_h40 
sind mit dem einfachen algebraischen Modell leichte Verbesserungen zu erkennen. 
Tab. 7.2: Einfluss des Turbulenzmodells auf die berechneten Breschendurchflüsse QBr 
Bezeichnung Messung [l/s] ij = 0 [l/s] k- [l/s] alg.  = 0,5 [l/s] alg.  = 1,0 [l/s]
b70_Q300_h50 218 198 198 200 201 
b70_Q300_h40 159 141 141 145 147 
b70_Q200_h50 194 182 182 183 183 
b70_Q200_h40 154 141 141 142 143 
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Abb. 7.6: Gemessene und mit unterschiedlichen Turbulenzmodellen berechnete Breschendurchflüsse QBr 
Besonders der Einfluss der k--Modellierung ist vernachlässigbar, während der algebraische 
Schließungsansatz für unüblich hohe Werte von  einen Effekt ausübt. In dem sensitivsten 
Testfall b70_Q300_h40 entstehen die größten Geschwindigkeiten, da der Zufluss groß ist 
und die Initialwassertiefe vergleichsweise klein. Folglich sind die Sohlschubspannung und 
damit auch die Schubspannungsgeschwindigkeit tendenziell groß, was einen direkten Einfluss 
auf die Größe der tiefengemittelten turbulenten Wirbelviskosität ausübt. Der gegenteilige Ef-
fekt für große Initialwassertiefen bei kleinem Durchfluss zeigt sich in der Konfiguration 
b70_Q200_h50, bei der praktisch keine Veränderungen zu erkennen sind. 
Aufgrund ähnlicher Überlegungen wie bei der Modellerstellung für das 3D-Programm wird 
im Zuge der Simulationen mit dem tiefengemittelten k--Modell eine Berechnung mit einem 
verlängerten Einlaufkanal vorgenommen. Damit soll überprüft werden, ob die Fließstrecke 
ausreichend lang ist, damit sich das Strömungsfeld und besonders die turbulenten Größen 
vollkommen ausbilden können. Es werden zwei Simulationen (einmal mit und einmal ohne 
Turbulenzmodellierung) für den Testfall b70_Q300_h40 und einen Kanal durchgeführt, der 
im Oberwasser um 10 Meter verlängert worden ist. Die Strömung ist gänzlich unempfindlich 
gegenüber dieser geometrischen Größe, da sich der Breschendurchfluss nur um 0,2 % ändert 
(ROGER ET AL., 2009). 
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7.2.4 Einfluss der Sohl- und Wandrauheit 
Neben der Sohlrauheit für die Ausbreitungsfläche, die in der Sensitivitätsstudie im Rahmen 
der numerischen Vorauswahl ermittelt worden ist (Kap. 6.2.6), haben Variationen der Boden-
rauheit nb [s/m1/3] im Kanal für das Intervall  
b Br0,005 n 0,020 Q 0,3%       (7.2) 
keine signifikanten Auswirkungen auf den Durchfluss durch die Bruchstelle (Änderungen 
maximal 0,3 %). Außerdem wird die unterschiedliche Widerstandsparametrisierung der bei-
den Fließstränge Unterwasser bzw. Bresche getestet, indem die Rauheit im Kanal um eine 
Größenordnung höher angesetzt wird als auf der Glasplatte. Zwar ist eine Erhöhung des 
MANNING-Beiwertes über 0,02 unrealistisch für eine verputzte und gestrichene Kanalsohle, 
aber selbst ein MANNING-Wert von nb = 0,05 s/m1/3 im Rahmen eines Variantenstudiums mit 
DGFlow hat keinen Einfluss auf die Durchflussaufteilung.  
Mit WOLF 2D wird nun der Einfluss der Rauheit von den seitlichen Berandungen des Strö-
mungsfeldes untersucht, d. h. vor allen Dingen der Wandeinfluss im Kanal und an der Bre-
sche (Gl. 6.8). In Tab. 7.3 sind die Werte des berechneten Breschendurchflusses für die Kon-
figuration b70_Q300_h50 in Abhängigkeit der angesetzten Wandrauheit zusammengefasst 
(ROGER ET AL., 2009). Gleichzeitig wird der Parameter  des algebraischen Turbulenzmo-
dells gleich Eins gesetzt. Wiederum wird die Sensitivität als gering eingestuft, da die relative 
Änderung 1 % nicht übersteigt (Tab. 7.3). 
Tab. 7.3: Einfluss der Wandrauheit auf die berechneten Breschendurchflüsse QBr 
Wandrauheit ohne moderat hoch 
nW [s/m1/3] 0,00 0,015 0,030 
QBr [m³/s] 0,2014 0,2022 0,2035 
QBr [%] - 0,4 1,0 
7.2.5 Zusammenfassung der Flachwasserapproximationen (eine zweite Zwischenbilanz) 
Beide Tools sind in der Lage, das deichbruchinduzierte Strömungsfeld im Wesentlichen zu 
reproduzieren. Dies schließt die qualitative Erfassung der Durchflussaufteilung für die ver-
schiedenen experimentellen Konfigurationen der Modellversuche mit ein. Die Strömungsvor-
gänge werden von einem Initialzustand mit geschlossener Klappe aus gestartet und in einem 
oszillationsfreien Berechnungslauf simuliert, womit die generelle Anwendbarkeit und Stabili-
tät der Programme für den deichbruchinduzierten Strömungstyp bestätigt wird. Die Simulati-
on der dynamischen Flutwellenausbreitung bis hin zum stationären Endzustand umfasst den 
Kanal und die Glasfläche in einer umhüllenden Berechnungsdomäne.  
Die Abweichungen von den Messungen mit einer Unterschätzung des Breschendurchflusses 
von 4 % bis 11% werden analysiert, indem die Vereinfachungen des mathematischen Modells 
und der numerischen Ansätze abgeprüft werden. Die untersuchten Testfälle offenbaren eine 
sehr geringe Sensitivität sowohl gegenüber der Turbulenzmodellierung als auch hinsichtlich 
der Boden- und Wandrauheit. Durch die modularen Tests mit WOLF 2D ist ihr geringer Ein-
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fluss für die betrachteten Strömungen nachgewiesen (z. B. Tab. 7.4). Folglich müssen nun 
noch die hydrostatische Druckannahme und die Tiefenmittelung überprüft werden, da hier die 
Hauptursachen für die Differenzen gesehen werden. Dies wird beides in Zusammenhang mit 
den dreidimensionalen experimentellen (Messungen der Modellversuche) und numerischen 
(STAR-CD) Ergebnissen in den nächsten Unterkapiteln durchgeführt. 
An dieser Stelle sei nochmals betont, dass DGFlow und WOLF 2D praktisch identische Er-
gebnisse liefern, wenn die Module in WOLF 2D entsprechend der Attribute von DGFlow 
eingestellt sind, d. h. keine Berücksichtigung von Turbulenz und Wandrauheit stattfindet. 
Beide Codes nutzen völlig unterschiedliche numerische Methoden, Gitterentwürfe und Lö-
sungsalgorithmen. Da die Programme trotzdem übereinstimmende Lösungswerte ermitteln, 
haben die Approximationen der Numerik ebenfalls keinen signifikanten Einfluss. Folglich 
kann sich auf die mathematisch-physikalische Modellierung konzentriert werden.  
Aufgrund der geringen Effekte stimmen die Ergebnisse auch nach Hinzuschalten von Turbu-
lenz und Wandrauheit gut überein. Dies gilt nicht nur für den integralen Summenparameter 
QBr (Abb. 7.2), sondern betrifft auch die Wasserspiegellagen auf der Ausbreitungsfläche 
(Abb. 7.5). Für den reinen 2D-3D-Vergleich (auch im Hinblick auf die dynamische Phase) 
können daher die DGFlow-Resultate genutzt werden. Die BOUSSINESQ-Koeffizienten werden 
flachwasserseitig mit WOLF 2D getestet. 
Tab. 7.4: Einfluss von Turbulenz und Wandrauheit auf die berechneten Breschendurchflüsse QBr  
Messung DGFlow WOLF 2D WOLF 2D WOLF 2D 
Bezeichnung 
[l/s] [l/s] [l/s] k- [l/s] Turb/Wand [l/s] 
b70_Q300_h50 218 200 198 198 202-204 
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7.3 2D-3D-Vergleich 
7.3.1 Wasserspiegellagenprofile 
Für einen Vergleich der Wasserspiegellagen werden durch das Strömungsgebiet an charakte-
ristischen Positionen Schnitte gelegt. Dies sind zum Beispiel die Ebene mit der Breschen-
hauptachse für die Koordinate x = 0 (vgl. Abb. 7.5) oder dazu parallele y-z-Ebenen stromauf 
(x = -0,1; -0,2) sowie stromab (x = 0,1; 0,2). Weitere wichtige Schnitte liegen innerhalb des 
Kanals, wie z. B. die y-z-Ebene x = 3,0 an der Messposition für den Wehrabfluss oder die 
Ebene mit der Kanalhauptachse y = -0,5 sowie wiederum dazu parallelen x-z-Ebenen, wie 
z. B. y = -0,1 nahe der Bruchstelle. Außerdem kann anhand der x-z-Ebene für y = 0,3 auf der 
Glasplatte die Form des Wellenkörpers frontal betrachtet werden. An den so definierten 
Schnitten werden die Berechnungsergebnisse den Messungen gegenübergestellt. Letztere 
werden wiederum mit Fehlerbalken (Messungenauigkeiten) abgebildet.  
 
Abb. 7.7: Wasserspiegellagenvergleich 2D-3D-Messung für den Schnitt x = 0,2 m und b70_Q300_h50 
Vergleichende Gegenüberstellung der Modellierungsergebnisse  201 
 
Abb. 7.8: Wasserspiegellagenvergleich 2D-3D-Messung für den Schnitt x = -0,3 m und b70_Q300_h50 
In Abb. 7.7 und Abb. 7.8 wird jeweils für die Konfiguration b70_Q300_h50 ein Schnitt im 
Unterwasser (x = 0,2 m) bzw. im Oberwasser (x = -0,3 m) der Breschenhauptachse darge-
stellt. Es ist zu erkennen, dass am Ende der Ausbreitungsfläche alle Werte sehr gut überein-
stimmen und die 2D-Ergebnisse vielleicht sogar ein bisschen besser zu den Messwerten pas-
sen. Für den Kanal bei x = 0,2 m und den Wechselsprung bei x = -0,3 m stimmen die 3D-
Berechnungen jedoch deutlich besser mit den Messungen überein. Bei den Flachwassersimu-
lationen fällt der Bereich für den Schnitt x = -0,3 m zwischen y = 0,0 und y = 0,5 m überra-
schenderweise sogar trocken (Abb. 7.8). Die endgültige Höhe der Deckwalze wird dennoch 
auch mit den 3D-Simulationen nicht erreicht. Diese Zone ist strömungsmechanisch besonders 
kompliziert: Die Bruchstellenöffnung in der Konfiguration verläuft bis x = -0,35 m. Der Im-
puls aus der Gerinneströmung zeigt in die positive x-Richtung, so dass für den Strömungs-
schatten eine schräg ablaufende Welle im Schnitt dargestellt wird. Weiterhin ist der Bereich 
um die Bruchstelle interessant, so dass dieser auf der Luft- und der Wasserseite mit den bei-
den folgenden Abbildungen (Abb. 7.9, Abb. 7.10) betrachtet wird. 
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Abb. 7.9: Wasserspiegellagenvergleich 2D-3D-Messung für den Schnitt y = -0,2 m und b70_Q300_h50 
Abb. 7.9 zeigt den Wasserspiegellagenverlauf entlang einer Kanalachse mit y = -0,2 m. Das 
Wasser fließt von links nach rechts. Nach Klappenöffnung bildet sich ein stationärer Wech-
selsprung im Breschennahfeld aus, der durch die 3D-Numerik besser erfasst wird. Auch die 
unterwasserseitige Gerinneströmung wird genauer berechnet. Durch die unterschiedlichen 
Fließtiefen im Kanal unterwasserseitig der Bresche erklären sich auch die Diskrepanzen in 
der Durchflussberechnung. 
Die Situation auf der Ausbreitungsfläche ist in Abb. 7.10 dargestellt. Bedingt durch die kom-
plexe Struktur der freien Wasseroberfläche liegen für den Wellenkörper nur sehr wenige 
Messwerte je Schnitt vor (hier z. B. an 4 Messpositionen). Trotzdem lässt die Darstellung 
darauf schließen, dass die 3D-Simulationen sowohl die Gesamthöhe als auch die Ausrichtung 
der Welle für den stationären Endzustand exakter wiedergeben als die Flachwassernumerik. 
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Abb. 7.10: Wasserspiegellagenvergleich 2D-3D-Messung für den Schnitt y = 0,3 m und b70_Q300_h50 
Im Folgenden werden noch weitere ausgewählte Konfigurationen und Schnitte dargestellt. 
Die gesammelten Abbildungen werden mit der vereinbarten Bezeichnungssystematik abge-
legt. Nach Sichtung aller Daten repräsentieren die dargestellten Ergebnisse die numerische 
Abbildungsgüte hinsichtlich der Wasserspiegel sehr gut, da das Verhalten an den jeweiligen 
Schnitten für alle Konfigurationen ähnlich ist. 
In Abb. 7.11 und Abb. 7.12 wird für die Konfiguration b50_Q300_h50 noch einmal der 
Fokus auf die Wasserspiegellagen im Fließgewässerabschnitt gelegt. Der Schnitt in Kanal-
hauptachse y = -0,5 m belegt erneut (vgl. Abb. 7.9), dass der Wechselsprung an der Bruch-
stelle sowie die Fließtiefen im Unterwasser durch die 3D-Simulationen deutlich besser erfasst 
werden als im 2D-Fall.  
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Abb. 7.11: Wasserspiegellagenvergleich 2D-3D-Messung für den Schnitt y = -0,5 m und b50_Q300_h50 
Dies setzt sich fort in der Durchflussbilanzierung. In Abb. 7.12 ist die Situation am Kanalende 
bei x = 3,0 m dargestellt. Aus dieser Fließtiefe resultiert die Überfallhöhe am Auslaufwehr, so 
dass der Wehrüberfluss im 2D-Fall überschätzt und der Breschendurchfluss damit unter-
schätzt wird. Die Fließtiefen werden mit Messungen und numerischen Berechnungen an den 
Viertelpunkten des Kanalquerschnittes verglichen. Überall führen die 3D-Berechnungen zu 
besseren Ergebnissen mit geringeren Abweichungen als die Flachwassernumerik. Auch dieses 
Ergebnis ist repräsentativ für alle Konfigurationen, was demnach auch konform zu den Resul-
taten in Kap. 7.1 ist. Neben den dargestellten Profilbildern werden auch animierte Sequenzen 
der Flachwassersimulationen erstellt. Hier kann eingesehen werden, wie sich das Wasserspie-
gellagenprofil innerhalb der 60 Sekunden Simulationszeit im Vergleich zu den stationären 
Messungen für den Endzustand entwickelt. Zusätzlich sind die Videos auch für die ersten 4 
Sekunden in höherer Auflösung für die dynamische Ausbreitungsphase vorhanden. Diese 
werden ebenfalls mit der üblichen Benennungssystematik digital abgelegt. 
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Abb. 7.12: Wasserspiegellagenvergleich 2D-3D-Messung für den Schnitt x = 3,0 m und b50_Q300_h50 
7.3.2 Auslenkung der Welle (Konturlinien) 
Die Auslenkung des Wellenkörpers im stationären Endzustand durch den x-Impuls aus der 
Hauptströmung des konstanten Gerinneabflusses im seitlichen Kanal wird wie in Kap. 4.4.2 
angekündigt anhand einer Aufsicht mit Niveaulinien gleicher Fließtiefen dargestellt. Es wer-
den im Folgenden bewusst zwei Szenarien ausgewählt, die eine stark asymmetrische Verfor-
mung aufweisen. Dies sind die Konfigurationen b70_Q200_h30 und b70_Q300_h40 die 
sowohl große Breschenweiten als auch hohe Fließgeschwindigkeiten im Gerinne aufweisen. 
Zur Erinnerung wird zunächst für die Messungen ein Auslenkungswinkel bezogen auf die 
Breschenhauptachse qualitativ eingezeichnet. Das gleiche Vorgehen hat BRIECHLE (2007) für 
die Auslenkung der Wellenfronten in der dynamischen Phase angewandt. Hier betrug die 
Auslenkung 3 bis maximal 6°. Für den finalen Zustand dreht sich die Welle noch einmal deut-
lich heraus, wie an folgender Darstellung (Abb. 7.13) zu sehen ist. 
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Abb. 7.13: Auslenkung der Wellen (Messungen) im Grundriss für b70_Q200_h30 (oben) und b70_Q300_h40 (unten) 
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Abb. 7.14: Simulierte Auslenkung für b70_Q200_h30 in 3D (oben) und 2D (unten) 
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Abb. 7.15: Simulierte Auslenkung für b70_Q300_h40 in 3D (oben) und 2D (unten) 
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Abb. 7.14 und Abb. 7.15 zeigen, dass die Auslenkung in der Numerik grundsätzlich über-
schätzt wird. Für b70_Q200_h30 ist der qualitative Auslenkungswinkel im 3D-Fall ca. 2° 
größer als bei den Messungen (Abb. 7.13). Der Winkel aus den Flachwassersimulationen mit 
DGFlow liegt noch einmal 4° darüber. Diese Tendenz wiederholt sich für die Konfiguration 
b70_Q300_h40, für die STAR-CD wiederum 2° zu hoch liegt und DGFlow die Auslenkung 
um insgesamt 7° überschätzt. 
Tab. 7.5: Qualitative Auswertung der Auslenkung als Winkel zur Breschenhauptachse 
Konfiguration Messung [°] DGFlow [°] STAR-CD [°] 
b70_Q200_h30 10,3 16,6 12,2 
b70_Q300_h40 8,2 15,1 10,2 
Wie in Tab. 7.5 ersichtlich wird, erfassen die 3D-Simulationen den Grad der Auslenkung bes-
ser als die Flachwassernumerik. Dies erklärt z. T. auch die höheren Abweichungen bei den 
2D-Berechnungen in den Wasserspiegellagenprofilen, da die Daten in horizontalen und verti-
kalen Schnitten ausgewertet wurden. Diesem Aspekt der Überschätzung des x-Impulses aus 
der Kanalströmung im Zuge von Flachwassersimulationen wird bei der Auswertung der Ge-
schwindigkeitsfelder im folgenden Abschnitt weiter nachgegangen. 
7.3.3 Geschwindigkeiten 
Erläuterung der Visualisierungstechnik 
Für eine synoptische Darstellung gemessener und unterschiedlich berechneter Fließgeschwin-
digkeiten wurden übersichtliche Gruppen gebildet. Es handelt sich um die Fraktionen Ober-
wasser, Hauptachse und Unterwasser. Jede dieser Fraktionen besteht aus 3 Messstellen und 
das wiederum für drei unterschiedliche Querprofile parallel zur Kanalhauptachse mit den Ab-
ständen zur Bruchstelle von y = 0,25; 0,30 und 0,35 m. In Abb. 7.16 ist z. B. der Hauptach-
senbereich für b70_Q300_h50 und y = 0,25 m dargestellt.  
Im Hintergrund sind die gemessenen horizontalen Fließgeschwindigkeiten über die Fließtiefe 
als Vektoren in unterschiedlichen Höhen abgebildet (Kap. 4.2.4). Die Länge der Vektoren 
entspricht dem absoluten Betrag der Horizontalgeschwindigkeit. Durch die Farbgebung wird 
die Ausrichtung gekennzeichnet. Grundlage dafür ist die Orientierung des Winkels , der von 
der positiven y-Achse in Richtung der positiven x-Achse gezählt wird. Eine Gelbfärbung ent-
spricht somit einer Geschwindigkeitsrichtung exakt senkrecht zur Klappe, d. h. in Richtung 
Breschenhauptachse. Grünlich bis bläuliche Einfärbungen stehen für eine anwachsende Aus-
lenkung in Richtung der positiven x-Achse entsprechend der Kanalhauptströmung, während 
rote und purpurne Farbtöne eine negative x-Richtung anzeigen.  
Im Vordergrund sind die berechneten Vektoren in den unterschiedlichen Höhenlagen einge-
zeichnet. Die Vektoren aus den 3D-Simulationen (STAR-CD) unterliegen der gleichen Farb-
gebung für die Auslenkung. Durch die vertikale Geschwindigkeitskomponente können die 
Vektoren zusätzlich Ausdehnungen entlang der z-Achse aufweisen, so dass die Pfeillänge den 
Betrag der räumlichen Resultierenden repräsentiert. In das Tiefenprofil der Simulationsergeb-
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nisse ist auf halber Fließtiefe der aus der Flachwassernumerik (DGFlow) tiefengemittelte 
Geschwindigkeitsvektor in schwarz mit seiner betragsmäßigen Länge dargestellt. 
In jeder Abbildung wird sowohl die Gruppe und die Position (Abb. 7.16, unten rechts) als 
auch die Auslenkung (Abb. 7.16, unten links) durch entsprechende Übersichten und Legen-
den verdeutlicht. Zur besseren Orientierung ist im Hintergrund die Kanalströmung exempla-
risch dunkelgrau hinterlegt. Die x- und y-Koordinaten sind für die Tiefenprofile ebenfalls 
eingetragen. Jede Gruppe wird aus verschiedenen Perspektiven abgebildet, um den jeweiligen 
räumlichen Effekt optimal beleuchten zu können. In den folgenden Abbildungen wird der 
gleiche Bereich aus unterschiedlichen Blickwinkeln (links, frontal, rechts, oben) dargestellt. 
Geschwindigkeitsfelder für eine Breschenbreite von 70 cm 
 
Abb. 7.16: Geschwindigkeitsvektoren für b70_Q300_h50, Hauptachsenbereich, y = 0,25 m, links 
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Abb. 7.17: Geschwindigkeitsvektoren für b70_Q300_h50, Hauptachsenbereich, y = 0,25 m, frontal 
 
Abb. 7.18: Geschwindigkeitsvektoren für b70_Q300_h50, Hauptachsenbereich, y = 0,25 m, rechts 
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Abb. 7.19: Geschwindigkeitsvektoren für b70_Q300_h50, Hauptachsenbereich, y = 0,25 m, oben 
Vor allem in den Schräg- und Frontalperspektiven (Abb. 7.16, Abb. 7.17, Abb. 7.18) lässt 
sich für die Messungen wie bereits in Kap. 4.4.4 angesprochen die Verwindung der Tiefen-
profile gut erkennen. In der Draufsicht (Abb. 7.19) wird dafür die Bandbreite der Streuung in 
positive bzw. negative x- Richtung deutlich. Alle 3D-Berechnungen überschätzen den x-
Impuls und die Tiefenprofile sind teilweise noch mehr in die positive x-Richtung ausgedreht. 
Qualitativ werden die oberen Bereiche der Geschwindigkeitsprofile über die Fließtiefe auch 
in ihren Verläufen besser erfasst. Jedoch ist die berechnete Verwindung nicht so ausgeprägt, 
dass die sohlnahen Vektoren in negative x-Richtung weisen würden. Alle berechneten Fließ-
vektoren liegen im 1. Quadranten, wobei sich die sohlnahen 3D-Vektoren der Breschenhaupt-
achse annähern. Der tiefengemittelte Geschwindigkeitsvektor aus den Flachwassersimulatio-
nen repräsentiert in Richtung und mit Betrag die 3D-Berechnungen recht gut, wobei er die 
hochgradig dreidimensionalen Effekte wie die Verwindung und den Vorzeichenwechsel der 
u-Komponente bei den Messungen überhaupt nicht abzubilden vermag. Auf diese Thematik 
wird beim Vergleich der BOUSSINESQ-Faktoren in Kap. 7.3.4 auch nochmals eingegangen.  
Vorher wird für die soeben dargestellte Konfiguration der Ober- bzw. Unterwasserbereich der 
Bruchstelle dargestellt, wobei die beiden Draufsichten jeweils mit einer Perspektive kombi-
niert werden (Abb. 7.20 und Abb. 7.21). 
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Abb. 7.20: Geschwindigkeitsvektoren für b70_Q300_h50, Oberwasserbereich, y = 0,25 m, oben 
 
Abb. 7.21: Geschwindigkeitsvektoren für b70_Q300_h50, Oberwasserbereich, y = 0,25 m, frontal 
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Die Abb. 7.20 und Abb. 7.21 weisen eine deutlich geringe Gesamthöhe und Dichte von ge-
messenen und berechneten Vektoren auf. Dies liegt daran, dass der Oberwasserbereich etwas 
im Strömungsschatten der Hauptausflussrichtung der Bruchstelle liegt. Bei x = -0,25 m wird 
mit STAR-CD erstmals eine negative x-Komponente berechnet. Für x = -0,20 m ist sie unge-
fähr gleich Null. Dies unterstreicht den Unterschied zwischen einer symmetrischen Damm-
bruchströmung (mit der Nulllinie in Breschenhauptachse) und einer deichbruchinduzierten 
Strömungen, die in die Hauptfließrichtung der Kanalströmung ausgelenkt wird und somit 
auch auf der Breschenhauptachse Fließvektoren hat, welche in positive x-Richtung zeigen 
(Abb. 7.19). Die Nulllinie scheint hier in den Oberwasserbereich verschoben zu sein. Inge-
samt wird der Bereich durch die 3D-Simulationen gut erfasst. Einzige Ausnahme bildet der 
bodennahe Vorzeichenwechsel in den Messungen bei x = -0,15 m, der nicht abgebildet wird. 
Der tiefengemittelte Vektor zeigt überall deutliche Abweichungen von den Messungen. 
Der Unterwasserbereich wird durch die Abb. 7.22 und Abb. 7.23 abgedeckt. Hier liegt der 
Wellenkamm, so dass auch in großen Fließtiefen Geschwindigkeitsmessungen möglich waren 
und entsprechend numerisch simuliert werden konnten. Im Gegensatz zum Oberwasserbe-
reich werden in x-Richtung eine Rasterweite von 10 cm und somit auch Werte für x = 0,35 m 
angezeigt, da hier die Hauptausbreitung der Deichbruchwelle stattfindet. 
 
Abb. 7.22: Geschwindigkeitsvektoren für b70_Q300_h50, Unterwasserbereich, y = 0,25 m, links 
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Abb. 7.23: Geschwindigkeitsvektoren für b70_Q300_h50, Unterwasserbereich, y = 0,25 m, oben 
Es fällt auf, dass der Verlauf und der Betrag der Messwerte mit den dreidimensionalen Be-
rechnungen sehr gut übereinstimmen. Nur für x = 0,15 m folgt die Verwindung der 3D-
Simulationen in Sohlnähe den Messungen nicht bis in den negativen x-Bereich. Jedoch wird 
der bogenförmige verdrehte Verlauf bei x = 0,25 m und die starke Auslenkung bei x = 0,35 m 
gut erfasst. Während die Ergebnisse aus den Flachwasserberechnungen bei x = 0,15 m noch 
gut zu den 3D-Simulationen passen, nehmen die Diskrepanzen mit steigender x-Koordinate 
immer weiter zu, so dass die Richtung zwar weiterhin zufriedenstellend ist, der Betrag der 
absoluten Geschwindigkeit jedoch 2D überschätzt wird. Jedoch muss man bei der letzten Dar-
stellung beachten, dass es sich um eine Projektion in die x-y-Ebene handelt. Die 3D-Vektoren 
haben eine Auslenkung in z-Richtung, die dadurch vernachlässigt wird. Der tiefengemittelte 
Vektor inkorporiert diesen Anteil und ist auch daher etwas länger. Trotzdem zeigt sich an 
dieser Stelle ein sehr typisches Bild, dass Flachwassersimulationen dazu neigen, die Werte 
bei hohen vertikalen Fließgeschwindigkeiten horizontal zu überschätzen. Nachdem die ge-
samte Bandbreite hier einmal für das Querprofil y = 0,25 m vorgestellt worden ist, folgen nun 
noch Beispiele aus den Querprofilen y = 0,35 m der gleichen Konfiguration b70_Q300_h50 
sowie ausgewählte Darstellungen anderer Konfigurationen mit bbr = 70 cm. Für y = 0,35 m 
sieht der Unterwasserbereich für b70_Q300_h50 folgender maßen aus: 
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Abb. 7.24: Geschwindigkeitsvektoren für b70_Q300_h50, Unterwasserbereich, y = 0,35 m, frontal 
 
Abb. 7.25: Geschwindigkeitsvektoren für b70_Q300_h50, Unterwasserbereich, y = 0,35 m, oben 
Für den etwas größeren Abstand zur Bruchstelle (y = 0,35 m anstatt 0,25 m) ändert sich das 
Strömungsbild in den Abb. 7.24 und Abb. 7.25 nicht. Dies gilt auch für den Hauptachsenbe-
reich bis auf die Tatsache, dass bei x = -0,10 m der tiefengemittelte Vektor bereits in negative 
x-Richtung weist (Abb. 7.26 und Abb. 7.27) und die Messungen somit besser abbildet. 
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Abb. 7.26: Geschwindigkeitsvektoren für b70_Q300_h50, Hauptachsenbereich, y = 0,35 m, links 
 
Abb. 7.27: Geschwindigkeitsvektoren für b70_Q300_h50, Hauptachsenbereich, y = 0,35 m, oben 
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In Abb. 7.28 wird für eine neue Konfiguration b70_Q300_h40 am Querprofil y = 0,30 m 
ein Beispiel aufgezeigt, bei dem die Flachwasservektoren deutlich von dem Bereich der 3D-
Vektoren abweichen. Für x = 0,0 m kann diese Abweichung in Richtung der Breschenhaupt-
achse noch als Folge der Tiefenmittelung interpretiert werden. Bei x = -0,10 m entbehrt die 
starke Abweichung in positive x-Richtung jedweder Grundlage in den Messungen. 
 
Abb. 7.28: Geschwindigkeitsvektoren für b70_Q300_h40, Hauptachsenbereich, y = 0,30 m, oben 
Dass die Verwindung innerhalb eines Tiefenprofils noch stärkere Ausmaße annehmen kann 
oder auch abrupter geschieht, zeigen die Messwerte in Abb. 7.29 und Abb. 7.30. Der sohlnahe 
purpurne Pfeil bei x = 0,15 m nähert sich einer Auslenkung in negative x-Richtung bezogen 
auf die Breschenhauptachse von 30 bis 40°. Bereits zwei Rasterschrittweiten darüber, d. h. in 
einer Höhe von ca. 0,04 m (vgl. Messraster Kap. 4.2.4), ist die Auslenkung nahezu Null und 
wird nach weiteren 0,013 m bei ca. 0,052 m Höhe bereits deutlich positiv. Dieser Effekt wird 
in einem Abstand von y = 0,25 m zur Bruchstelle sowohl mit den 2D- als auch den3D-
Simulationen nicht abgebildet. Es stellt sich die Frage, ob diese Verwindung mit Vorzei-
chenwechsel der Geschwindigkeitskomponente vx = u innerhalb eines Tiefenprofils grund-
sätzlich durch die 3D-Numerik erfasst werden kann, z. B. für einen größeren Abstand y zur 
Bresche. Dieser Frage wird am Ende dieses Unterkapitels nachgegangen. 
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Abb. 7.29: Geschwindigkeitsvektoren für b70_Q300_h40, Unterwasserbereich, y = 0,25 m, oben 
 
Abb. 7.30: Geschwindigkeitsvektoren für b70_Q300_h40, Unterwasserbereich, y = 0,25 m, rechts 
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Für die Konfiguration b70_Q200_h50 kann am Querprofil y = 0,30 m für Messungen und 
Berechnungen die stärkste Auslenkung in die negative x-Richtung ausgemacht werden (Abb. 
7.31). Hier passen die Werte gut zusammen, wobei auch hier die Flachwasserresultate zu ei-
ner betragsmäßigen Überschätzung der negativen Auslenkung neigen. 
 
Abb. 7.31: Geschwindigkeitsvektoren für b70_Q200_h50, Oberwasserbereich, y = 0,35 m, oben 
Geschwindigkeitsfelder für eine Breschenbreite von 50 cm 
Die folgenden ausgewählten Erläuterungen konzentrieren sich auf eine Bruchstellenweite von 
50 cm. Alle Perspektiven, Bereiche und Querprofile sind für jede Konfiguration entsprechend 
des Benennungsstandards sortiert abgelegt. Bei b50_Q300_h50 zeigen sich für y = 0,35 m 
signifikante Abweichungen zwischen den 2D- und 3D-Simulationen (Abb. 7.32). Die Flach-
wasservektoren sind um Größenordnungen länger als das gemessene bzw. 3D berechnete 
Strömungsfeld. Ein Problem scheinen die geringen Fließtiefen bei x = 0,35 m zu sein, da für 
bbr = 50 cm dieser Punkt schon sehr nah am Rand des Wellenkörpers liegt (Klappenöff-
nungsweite bis x = 0,25 m). Hier waren nur vereinzelte Messungen möglich. Auch die 3D-
Vektoren weichen hier deutlich von der gemessenen Ausrichtung ab. Für die restlichen Berei-
che x = 0,25 m und x = 0,15 m stimmen 3D-Numerik und Messungen jedoch gut überein. 
Vergleichende Gegenüberstellung der Modellierungsergebnisse  221 
 
Abb. 7.32: Geschwindigkeitsvektoren für b50_Q300_h50, Unterwasserbereich, y = 0,35 m, links 
Im letzten Beispiel wird der Hauptachsenbereich der Konfiguration b50_Q200_h50 ver-
wendet (Abb. 7.33 und Abb. 7.34), da hier deutlich wird, dass die Verwindung auch gut er-
fasst werden kann durch die 3D-Simulationen. Die Verdrehung ist für die kleinere Breschen-
weite von 50 cm und die geringeren Durchflüsse von 200 l/s nicht sehr stark ausgeprägt, aber 
der Vorzeichenwechsel im Tiefenprofil bei x = 0,0 m wird mit STAR-CD abgebildet. Außer-
dem stimmen die Orientierung in negative (bei x = -0,1 m) und in positive (bei x = 0,1 m) x-
Richtung sowie die Beträge sehr gut überein. In diesem Fall versagen die Flachwasserberech-
nungen fast vollständig, da sowohl Richtung als auch Größe der simulierten Geschwindigkei-
ten nicht repräsentativ sind. 
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Abb. 7.33: Geschwindigkeitsvektoren für b50_Q200_h50, Hauptachsenbereich, y = 0,25 m, rechts 
 
Abb. 7.34: Geschwindigkeitsvektoren für b50_Q200_h50, Hauptachsenbereich, y = 0,25 m, oben 
Vergleichende Gegenüberstellung der Modellierungsergebnisse  223 
Konturplots für vx 
Zur Feststellung, ob die Verdrehung der Geschwindigkeitsvektoren über die Fließtiefe durch 
die 3D-Numerik grundsätzlich Berücksichtigung findet, werden für die Konfiguration 
b70_Q300_h50 weitere Schnitte in größerer Entfernung zur Bruchstelle in das simulierte 
Strömungsfeld gelegt. Anhand von Konturplots für die horizontale Geschwindigkeitskompo-
nente vx = u in den einzelnen Schnitten soll dann überprüft werden, ob dort entsprechend ne-
gative vx-Komponenten berechnet werden.  
Die Messungen im Schnitt y = 0,3 m werden mit den Berechnungen aus STAR-CD in Abb. 
7.35 verglichen. Der vermessene Bereich hat eine geringere Ausdehnung als das Berech-
nungsgebiet, für das die simulierten Daten überall zur Verfügung gestellt werden können.  
In Abb. 7.35 sind noch deutliche Unterschiede zwischen den Messungen und den Berechnun-
gen sichtbar. Vor allem im Bereich um x = 0,0 m treten in den Modellversuchen in Sohlnähe 
(z < 0,05 m) im Gegensatz zu den korrespondierenden Simulationsergebnissen negative 
Komponenten u der Fließgeschwindigkeiten auf. Diese Tiefenprofile sind in sich verdreht und 
es laufen augenscheinlich zwei Wellen in unterschiedlichen Richtungen übereinander ab 
(vgl. Kap. 4.4.4). Erst bei Abszissen von x < -0,2 m werden auch negative Werte für die 
Komponente u numerisch berechnet.  
Je weiter man sich jedoch von der Bresche entfernt (Abb. 7.36), desto mehr werden auch im 
Zentrum der betrachteten Region in Sohlnähe negative x-Komponenten durch die 3D-
Numerik ermittelt. Das bedeutet, dass der Effekt grundsätzlich erfasst werden kann, dass in 
STAR-CD die Lokalisierung jedoch noch nicht exakt ist. DGFlow als Flachwassermodell 
kann derlei Phänomene naturgemäß überhaupt nicht wiedergeben. 
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Abb. 7.35: Konturplot der Komponente vx = u für den Schnitt y = 0,3 m für 3D-Simulation (oben) und Messung (unten) 
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Abb. 7.36: Konturplot der Komponente vx = u für den Schnitt y = 0,5 m (oben) und y = 0,7 m (unten) der 3D-Simulation 
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7.3.4 Tiefenmittelung (BOUSSINESQ-Koeffizienten) 
Einige Testläufe von WOLF 2D mit räumlich verteilt angesetzten BOUSSINESQ-Koeffizienten 
(ungleich Eins) bleiben stabil, wenn das COURANT-Kriterium angepasst wird. Die Resultate 
zeigen zwar einen deutlichen Einfluss auf das Strömungsverhalten, gleichwohl basieren die 
Werte der Faktoren nur auf ersten Schätzungen. Realistische Bedingungen können erzielt 
werden, wenn die BOUSSINESQ-Verteilungen auf den 3D-Messungen bzw. den 3D-
Simulationen basieren. Die gemessenen Tiefenprofile der horizontalen Geschwindigkeits-
komponenten liegen für den begrenzten Bereich im luftseitigen Breschennahfeld an drei 
Querschnitten (y = 0,25; 0,30; 0,35 m) vor (vgl. Abb. 4.18). Aus unterschiedlichen Gründen 
werden an einigen Stellen sehr hohe Beträge für die BOUSSINESQ-Koeffinzienten errechnet 
(Kap. 4.4.4), die aus Gründen der Stabilität so nicht eins-zu-eins in der Numerik angesetzt 
werden können. Um hier Abhilfe zu schaffen, und um die BOUSSINESQ-Koeffizienten nicht 
nur in dem räumlich begrenzten Gebiet vorliegen zu haben, werden aus den 3D-Simulationen 
die Werte für das gesamte Strömungsgebiet berechnet. Die Berechnungen für die 
BOUSSINESQ-Koeffizienten ij und den Druck-Koeffizienten  erfolgen entsprechend folgen-
der Formulierungen: 
 
 
2 22 2
xx yy
2
xy xy xx yy
u u 1,  v v 1 
uv u v ,  
0,5 p gh
     
     
   
  (7.3) 
Hier stehen h für die Fließtiefe, u und v für die lokalen horizontalen Geschwindigkeitskom-
ponenten in x- und y-Richtung,  ist die konstante Dichte von Wasser, g die Erdbeschleuni-
gung und die eckigen Klammern repräsentieren die Tiefenintegration. Für uniforme Ge-
schwindigkeitsprofile über die Fließtiefe sind die BOUSSINESQ-Koeffizienten gleich Eins. Je 
größer die Beträge werden, desto unregelmäßiger sind die Tiefenprofile. Bei Gerinneströ-
mungen sind die Werte üblicherweise nahe an Eins. Ausnahmen bilden ausgeprägte Sekun-
därströmungen, z. B. in Mäandern. In ähnlicher Weise verhält es sich mit dem Druckkoeffi-
zienten, der bei hydrostatischen Verhältnissen gleich Eins ist und ansonsten immer weiter 
davon abweicht. 
Für alle 12 Testkonfigurationen werden aus den 3D-Ergebnissen von STAR-CD in einem 
Rater mit x = y =0,05 m für das gesamte Strömungsgebiet die Tiefenprofile des Drucks 
und der Horizontalgeschwindigkeiten extrahiert und anschließend manuell per Skript 
(Pseudo-Code des Makros im Anhang A.6) über die Fließtiefe integriert. 
Wie in Abb. 7.37 deutlich wird gibt es für xx hauptsächlich zwei Regionen mit signifikanten 
Abweichungen vom Wert Eins und zwar innerhalb der Deichbruchwelle und unterstrom der 
Bruchstelle am Beginn des Unterwasserkanals. Erstere Region beinhaltet die im vorherigen 
Kapitel beschriebenen in sich verwundenen Tiefenprofile. Diese Impulskorrektur hat jedoch 
keinen Einfluss auf die Durchflussaufteilung im wasserseitigen Breschennahfeld, da der 
Strömungszustand vorher überkritisch ist (Abb. 7.4). Der Bereich am Anfang der Fließstrecke 
unterwasserseitig der Bruchstelle kann hingegen einen Einfluss ausüben. Betrachtet man die 
2D-Resultate, dann ist der Fließwiderstand im Unterwasserkanal im Vergleich zum Bre-
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schenquerschnitt zu gering. Daher fließt zu viel Wasser in Richtung des Auslaufwehres an-
statt durch die Bruchstelle. Der Ansatz einer räumlichen Verteilung von BOUSSINESQ-
Koeffizienten kann unterschiedliche Fließwiderstände generieren (ROGER ET AL., 2010). Die 
Darstellung der flächig verteilten Impulskorrekturen von b70_Q300_h50 in Abb. 7.37 ist 
repräsentativ für alle anderen Konfigurationen. 
 
Abb. 7.37: Flächige Verteilung xx für b70_Q300_h50 
Für die gemischten Terme xy ergibt sich ein ganz ähnliches Muster (Abb. 7.38) im Gerinne, 
wobei die Werte hier auch kleiner Eins bzw. sogar kleiner Null werden können. Folglich zeigt 
dieser Verlauf ebenfalls einen Effekt, der zu einer Erhöhung des effektiven Fließwiderstandes 
im Unterwasserkanal beitragen würde. Dieses Phänomen wird in den Flachwasserberechnun-
gen des Breschendurchflusses bisher nicht berücksichtigt. 
228 Kapitel 7 
 
Abb. 7.38: Flächige Verteilung xy für b70_Q300_h50 
Bei der Ermittlung von yy stellen sich im Ein- und Auslaufbereich des Kanals ebenfalls hohe 
Werte ein (Abb. 7.39). Die Hauptströmung verläuft dort in x-Richtung. Die lateralen Strö-
mungskomponenten sind deshalb sehr klein mit vielen Null-Übergängen. Dies kann bei der 
Tiefenmittelung zu hohen Werten führen, die aber mit sehr kleinen Beträgen von vy = v ein-
hergehen. Deutlich ist der Bereich des Kanals im wasserseitigen Breschennahfeld zu erken-
nen, wo die Profile wie auf der Ausbreitungsfläche in y-Richtung homogener werden. 
 
Abb. 7.39: Flächige Verteilung yy für b70_Q300_h50 
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Hinsichtlich des Druck-Koeffizienten  zeigt sich in Abb. 7.40 ein interessantes Muster von 
Druckwellen, die sich mit der Deichbruchwelle überlagern (vgl. Abb. 3.3, PEREGRINE, 1966). 
Wiederum hat dies keinen Einfluss auf die Durchflussaufteilung, weil dieses Phänomen nach 
dem Fließwechsel vom Strömen zum Schießen lokalisiert ist. In einem begrenzten Bereich im 
Kanal an der gegenüber zur Bruchstelle liegenden Wand sind ebenfalls kleinere Abweichun-
gen von der hydrostatischen Verteilung zu erkennen. 
 
Abb. 7.40: Flächige Verteilung  für b70_Q300_h50 
Mit diesen Werten werden Simulationen in WOLF 2D durchgeführt. Der höchste erreichte 
Wert für den Breschendurchfluss liegt danach bei 205 l/s (vgl. Kap. 7.2.5, Tab. 7.4). Aller-
dings wird sich diese geringe Annäherung teuer erkauft, da die Simulationsläufe instabil wer-
den und zu unrealistischen Fließtiefen und schwankenden Wasserspiegellagenverläufen ten-
dieren, wenn die räumlichen Gradienten der BOUSSINESQ-Koeffizienten zu groß werden. 
Häufige Neustarts und lange Simulationsdauern sind weitere Folgen. 
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7.4 Die dynamische Phase 
7.4.1 Wasserspiegelganglinien (Wellenankunftszeiten) 
Abschließend soll die Abbildungsgüte hinsichtlich dynamischer Zielgrößen überprüft werden. 
Dazu werden die Ultraschallmessungen verwendet, welche BRIECHLE (2007) in einem Mat-
lab®-GUI zusammengestellt hat. Mit Hilfe der grafischen Benutzeroberfläche können Mess-
reihen eingeladen, gezeichnet und für ein weiteres Post-Processing nach Tecplot® expor-
tiert werden. Die resultierenden Messdaten sind Fließtiefen für die ersten Sekunden nach 
Klappenöffnung und werden für einen fixen Ort als Ganglinien über die Zeit dargestellt. Da 
die Messdatenerfassung mit dem Klappenöffnungsmechanismus zeitlich synchronisiert wird, 
ergeben sich neben dem reinen Wasserspiegellagenverlauf bei Passage der Wellenfront auch 
Informationen hinsichtlich der Wellenankunftszeiten. Für Angaben zur Reproduzierbarkeit 
und Bereinigung der Daten wird auf BRIECHLE (2007) verwiesen.  
Im Rahmen der vorliegenden Arbeit werden in DGFlow (2D) und STAR-CD (3D) numeri-
sche Simulationen der dynamischen Phase (4 Sekunden) mit einer Auflösung von 25 Hz 
durchgeführt. Die für alle Konfigurationen und jeden Zeitschritt (t = 0,04 s) berechneten 
Ergebnisdaten der 2D- und 3D-Simulationen werden für das Messraster aufwendig extrahiert 
und so aufbereitet, dass sie zu Vergleichs- und Archivierungszwecken in das vorhandene GUI 
integriert werden konnten (Abb. 7.41). 
 
Abb. 7.41: Screenshot des erweiterten GUI zur schnellen Auswahl und Betrachtung der Fließtiefen 
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Abb. 7.41 zeigt die Auswahlmöglichkeiten hinsichtlich Randbedingungskonfigurationen so-
wie Koordinaten. Per Schaltflächen können die Daten eingeladen, gezeichnet oder exportiert 
werden. In dem dargestellten Beispiel wird eine Messreihe den 2D- und 3D-Ergebnissen für 
b70_Q300_h50 an den Stellen (1,2; 1,3) sowie (0,0; 1,5) gegenübergestellt. Lädt man diese 
Auswahl ein und lässt sie danach zeichnen, so erscheint die folgende Bildschirmausgabe 
(Abb. 7.42). Dies ermöglicht eine schnelle Vorbetrachtung.  
 
Abb. 7.42: Screenshot der Bildschirmausgabe für die Auswahl „Zeichnen“ 
Für detaillierte Auswertungen werden die Export-Funktion des Matlab®-GUI und anschlie-
ßend die Visualisierungsmöglichkeiten in Tecplot® genutzt. Im Folgenden werden Konfi-
gurationen und Raumpunkte ausgewählt, an denen die Fließtiefenverläufe über die Zeit 
(Ganglinien) aus den Messungen BRIECHLE (2007) den numerischen Berechnungen mit 
DGFlow (2D) und STAR-CD (3D) verglichen werden. Die Analyse fokussiert auf die korrek-
te Erfassung der Wellenankunftszeit, d. h. der Zeitpunkt, an dem die ersten Signale aufge-
zeichnet werden bzw. eine Fließtiefe berechnet werden konnte. Weiterhin werden die Beträge 
der Fließtiefen h sowie der Verlauf der Wasserspiegellage bei und nach Passage des Wellen-
kopfes betrachtet, wozu auch die Steilheit der Wellenfront und die Maximalhöhe des Wellen-
kopfes gehören. 
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Abb. 7.43: Ganglinien aus Messungen und Numerik an den Punkten (-0,4; 1,3) und (1,2; 3,3) für b70_Q300_h50 
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Für die Konfiguration b70_Q300_h50 wird in Abb. 7.43 der Verlauf der Ganglinien in den 
Punkten (-0,4; 1,3) sowie (1,2; 3,3) gegenübergestellt. Der erstgenannte Punkt liegt im Strö-
mungsschatten zur Klappenöffnung (x = -0,4 m), was dem Oberwasserbereich in Kap. 7.3.3 
entspricht. Die Resultate aus der 3D-Simulation mit STAR-CD zeigen hier eine deutlich bes-
sere Übereinstimmung, was den Betrag der Fließtiefen und ihr Verlauf nach ca. 1 Sekunde 
betrifft. Die Flachwassersimulationen mit DGFlow unterschätzen die Wasserhöhen an dieser 
Stelle signifikant. Die Ankunftszeit der deichbruchinduzierten Flutwelle wird mit beiden Pro-
grammen gut erfasst. Die steile Wasserfront bis zum Wellenkopf wird anfangs ein wenig bes-
ser durch die 2D-Simulationen erfasst, die dann aber zu früh die Endhöhe berechnen. 
Für den Unterwasserbereich sind die Verhältnisse für die gleichen Randbedingungen am 
Punkt P bei x = 1,2 m und y = 3,3 m in Abb. 7.43 (unten) dargestellt. Diesmal wird die Was-
serspiegellage durch die 2D-Simulationen überschätzt. Dieses Verhalten passt zu der erhöhten 
Auslenkung der simulierten Deichbruchwelle (Kap. 7.3.2), die wahrscheinlich auch für die 
Wellenfront vorliegt. Der Wellenkamm ist in positive x-Richtung verschoben, so dass die 
Fließtiefen im Oberwasserbereich zu gering und im Unterwasserbereich tendenziell zu hoch 
sind. Die ermittelten Wasserspiegellagen aus den 3D-Simulationen befinden sich im Zentrum 
der leicht oszillierenden Messwerte und zeigen einen passenden Verlauf. Die Wellenan-
kunftszeit wird 3D ebenfalls leicht besser prognostiziert. 
 
Abb. 7.44: Ganglinien aus Messungen und Numerik am Punkt P(0,0; 1,3) für b70_Q300_h40 
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In Abb. 7.44 sind die Ganglinien auf der Breschenhauptachse in einem Abstand von 1,3 m zur 
Bresche für die Konfiguration b70_Q300_h40 eingezeichnet. Ähnlich wie in Abb. 7.43 
(oben) erfassen die 3D-Simulationen die Dynamik qualitativ und betragsmäßig besser als die 
Flachwassernumerik. Aufgrund der erhöhten Geschwindigkeiten dieser Initialkonfiguration 
ergeben sich Schwankungen in den Messwerten. Trotzdem ist ein Wellenkopf erkennbar, da 
die Wasserspiegel nach Passage der Wellenfront wieder ein Stück weit absinken. Beide Pro-
gramme geben diesen Effekt zwar wieder, jedoch im Zuge der DGFlow-Berechnungen mit 
viel zu geringen Absolutwerten. Sowohl für den 2D- als auch für den 3D-Fall wird die An-
kunft der Wellenfront gut abgebildet. 
 
Abb. 7.45: Ganglinien aus Messungen und Numerik am Punkt P(1,3; 1,9) für b70_Q200_h40 
Für die Randbedingungskonfiguration b70_Q200_h40 zeigt sich im Unterwasserbereich bei 
x = 1,2 m und y = 1,9 m, dass STAR-CD die Wellenankunftszeit exakt abbilden kann, wäh-
rend der in DGFlow berechnete Zeitpunkt zu früh ist (Abb. 7.45). Der Verlauf wird wie in 
Abb. 7.43 (unten) mit dem 3D-Programm besser wiedergegeben. 
Die nächste Abbildung (Abb. 7.46) zeigt für b70_Q200_h30 die Situation im Unterwasser 
(oben) sowie auf der Breschenhauptachse im Abstand von 1,3 m zur Klappenöffnung (unten). 
Wiederum trifft STAR-CD den Zeitpunkt der Wellenankunft sowie den Wasserspiegellagen-
verlauf z. T. erheblich besser als DGFlow. Auf der Breschenhauptachse gilt dies auch für die 
absoluten Werte der Fließtiefen. 
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Abb. 7.46: Ganglinien aus Messungen und Numerik an den Punkten (1,2; 2,3) und (0,0; 1,3) für b70_Q200_h30 
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Für eine Breschenweite von 50 cm sind die Unterschiede zwischen den 2D- und 3D-
Ergebnissen nicht mehr so groß. Oftmals werden die Ultraschallsignale durch beide numeri-
schen Berechnungen bestätigt. Trotzdem gibt es an einigen Stellen leichte Vorteile der 3D-
Numerik gegenüber den Flachwassersimulationen, wie dies in Abb. 7.47 dargestellt ist. Es 
zeigt sich das Verhalten, dass auch schon in Abb. 7.45 für den Unterwasserbereich beobachtet 
werden konnte. 
 
Abb. 7.47: Ganglinien aus Messungen und Numerik am Punkt P(1,0; 2,5) für b50_Q200_h50 
Während für eine Bruchstellenbreite von 70 cm die im Rahmen dieser Arbeit dargestellten 
Ganglinien repräsentativ sind und die 3D-Numerik fast überall überlegen ist, gibt es für man-
che Konfigurationen mit einer kleineren Breschenöffnung von 50 cm einige Orte auf der Aus-
breitungsfläche, an denen die Flachwassernumerik die Messwerte besser abbilden. Ein Bei-
spiel dafür zeigt Abb. 7.48. Die Simulationsergebnisse aus DGFlow stimmen mit dem Ver-
lauf der Wasserspiegellagenganglinie für b50_Q100_h30 bei P(-0,2; 2,5) sehr gut überein. 
Diesmal unterschätzt STAR-CD sowohl die Wellenankunftszeit als auch die absoluten Beträ-
ge der Fließtiefen. An anderen Koordinaten zeigt sich üblicherweise jedoch wieder das ge-
wohnte Bild, wie es oben mehrfach für die Breschenhauptachse, den Ober- und Unterwasser-
bereich dargestellt worden ist. 
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Abb. 7.48: Ganglinien aus Messungen und Numerik am Punkt P(-0,2; 2,5) für b50_Q100_h30 
7.4.2 Form und Auslenkung der Wellenfront 
Für die Flutwellenausbreitung auf trockener Sohle liegen für eine Breschenbreite von 50 cm 
weitere Vergleichsdaten vor, die BRIECHLE ET AL. (2004) und BRIECHLE (2007) bei ihren 
Modellversuchen mit einer CCD-Kamera (charged-coupled device) aufgenommen haben. Die 
Digitalkamera war in ca. 3 m Höhe senkrecht über der Glasplatte angeordnet. Es handelt sich 
demnach um eine digitale Bildverarbeitung (DBV) von Fotosequenzen aus der Draufsicht mit 
einer Auflösung von 50 Hz, wenn je zwei Halbbilder mit einer Aufnahmefrequenz von 25 Hz 
kombiniert werden (Interlacing). Die Bilder liegen mit einer räumlichen Auflösung von 768 
mal 572 Bildschirmpunkten (Pixel) und 256 Graustufen vor. Die starke Belüftung an der Wel-
lenfront erlaubte eine automatische Identifizierung der Frontlinie auf Basis der Grautöne nach 
Zufügen eines Kontrastmittels (10 g Uranin auf ein Wasservolumen von 115 m³). Aus den 
Bildsequenzen kann demnach die flächige Ausbreitung der Flutwellenfront im Grundriss lo-
kalisiert und extrahiert werden. Die automatische Abtastung, De-Interlacing, Helligkeitsab-
frage, Entzerrung, Synchronisation (Triggerung) und alle weiteren Aspekte der DBV sind im 
Detail in BRIECHLE (2007) beschrieben. Zwei Bilder einer Fotosequenz der Konfiguration 
b50_Q300_h50 zu den diskreten Zeitpunkten 0,6 s und 1,0 s nach Klappenöffnung aus 
BRIECHLE ET AL. (2004) sind in Abb. 7.49 dargestellt. Hierbei handelt es sich um eine an-
fangs benetzte Ausbreitungsfläche mit einem dünnen Wasserfilm auf der Glasplatte vor Ver-
suchsstart, so dass ein gut erkennbares Weißwasserband entsteht. 
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Abb. 7.49: Propagation der Flutwellenfront nach 0,6 s (oben) und 1,0 s (unten) für b50_Q300_h50 (BRIECHLE ET AL., 2004) 
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Die ausgewerteten Messdaten für die gleiche Konfiguration (diesmal allerdings für eine zu 
Beginn trockene Sohle) werden den Simulationsdaten für drei Zeitpunkte nach Breschenfrei-
gabe in Abb. 7.50 gegenüber gestellt. Analog zur stationären Phase wird für die dynamische 
Flutwellenausbreitung ein Auslenkungswinkel qualitativ ermittelt und eingezeichnet. Das 
Vorgehen wird in Abb. 7.51 und Abb. 7.52 für die Konfigurationen b50_Q300_h40 bzw. 
b50_Q200_h50 wiederholt. 
 
Abb. 7.50: Propagation der Flutwellenfront für b50_Q300_h50 auf trockener Glasfläche aus Messungen und Numerik 
Der Durchfluss im Gerinne bewirkt die Ablenkung der Deichbruchwelle in Fließrichtung des 
Kanals. Insgesamt ist die Ablenkung der Wellenfront deutlich geringer als die Ablenkung des 
Wellenkörpers im stationären Endzustand (Kap. 7.3.2). Der Vergleich der gemessenen und 
berechneten flächenhaften Ausbreitung zeigt in allen drei dargestellten Fällen, dass die Aus-
lenkung in den numerischen Simulationen auch für die dynamische Phase überschätzt wird. 
Die Überschätzung ist im Rahmen der Flachwassernumerik (DGFlow) größer als für die 3D-
Simulationen (STAR-CD). Für die drei Konfigurationen werden die qualitativen Auslenkun-
gen zu den FROUDE-Zahlen für den Initialzustand im Kanal (Gl. 7.4) in der folgenden Tabelle 
in Beziehung gesetzt (Tab. 7.6). 
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       (7.4) 
Tab. 7.6: Qualitative Auswertung der dynamischen Auslenkung als Winkel zur Breschenhauptachse 
Konfiguration Fr [-] Messung [°] DGFlow [°] STAR-CD [°] 
b50_Q300_h50 0,27 3,3 8,4 6 
b50_Q300_h40 0,38 5,1 11,7 9,5 
b50_Q200_h50 0,18 2,7 6,1 4,4 
Vor allem für b50_Q300_h40 wird ersichtlich, dass die numerische Überschätzung mit 
steigenden FROUDE-Zahlen zu Berechnungsbeginn zunimmt, da hier der Effekt des Impulses 
aus der Kanalhauptströmung besonders stark ausgeprägt ist. 
 
Abb. 7.51: Propagation der Flutwellenfront für b50_Q300_h40 auf trockener Glasfläche aus Messungen und Numerik 
Die Kamerabilder ergeben außerdem eine spitzere Form der deichbruchinduzierten Flutwelle, 
während die Numerik stumpfere Formen ermittelt. Insgesamt besitzt die gemessene Deich-
bruchwelle eine größere seitliche Ausdehnung, die von beiden numerischen Modellen so 
nicht erfasst wird.  
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Abschließend bleibt für die Form und Auslenkung der Wellenfront zu sagen, dass keine Mes-
sungen für eine Breschenbreite von 70 cm und trockener Sohle vorlagen. Es wird erwartet, 
dass die Ergebnisse aus den 3D-Simulationen deutlich besser sind als auf Basis der Flachwas-
sernumerik. Der Verdacht gründet sich auf die Ergebnisse in den Gangliniebetrachtungen, 
kann jedoch letztlich nicht bewiesen werden. 
Wenn die Ausbreitungsgeschwindigkeit betrachtet wird, so wird deutlich, dass die 3D-
Simulationen anfangs besser mit den Messungen übereinstimmen. Für weitere Zeitpunkte 
wird der Vorteil ausgeglichen und die 2D-Resultate passen schließlich besser zu der gemes-
senen Flutwellenfront. Für den jeweils letzten messbaren Zeitpunkt (ca. 1,3 s) ist die mit 
DGFlow berechnete Wellenfront aber auch weiter fortgeschritten als die gemessene Frontli-
nie. In Abb. 7.52 wird die generelle Tendenz deutlich bestätigt. 
 
Abb. 7.52: Propagation der Flutwellenfront für b50_Q200_h50 auf trockener Glasfläche aus Messungen und Numerik 
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8 Resümee und Ausblick 
8.1 Zusammenfassung 
Im Rahmen von Hochwasserschutzkonzepten bildet die Risikoanalyse von Deichbruchszena-
rien einen zentralen Bestandteil. Das Ziel der vorliegenden Arbeit ist die Einschätzung der 
Genauigkeit und Zuverlässigkeit von Modellaussagen bezüglich deichbruchinduzierter Strö-
mungen. Dazu werden mehrere verschieden-dimensionale numerische Simulationen und ex-
perimentelle Modellversuche in einem hybriden Ansatz kombiniert. 
Im ersten Teil der Arbeit werden die wesentlichen theoretischen Grundlagen zur mathema-
tisch-physikalischen Beschreibung turbulenter Strömungen im Freispiegelabfluss auf Basis 
der 2D tiefengemittelten Flachwassergleichungen und auf Basis der REYNOLDS-gemittelten 
NAVIER-STOKES-Gleichungen sowie deren Übertragung auf die Strömungsvorgänge infolge 
Deichversagen erörtert. Phänomenologische Betrachtungen münden einerseits in einer Ab-
grenzung zu artverwandten Strömungsprozessen, wie z. B. infolge eines Dammbruches, und 
andererseits in der Klassifikation für die Literaturrecherche. Aus den so gewonnenen Er-
kenntnissen wird ein hybrides Untersuchungskonzept abgeleitet. Da der deichbruchinduzierte 
Strömungstyp sowohl an eine experimentelle als auch an eine numerische Modellierung be-
sondere Anforderungen stellt, werden Idealisierungen und Abstrahierungen vorgestellt, die im 
Rahmen der resultierenden Modellierungs- und Simulationsstrategie vorgenommen werden. 
Im zweiten Teil wird durch die experimentelle Modellierung eine umfangreiche Datengrund-
lage zur Verfügung gestellt, die der Qualitätsbeurteilung einzelner Simulationswerkzeuge, der 
(Weiter-)Entwicklung neuer Modelle und als Referenzbeispiel zur Überprüfung von Ver-
bundansätzen dienen kann. Es handelt sich um Untersuchungen unter Variation der hydrauli-
schen und geometrischen Randbedingungen in einem eigens hierfür entwickelten Modellver-
suchsstand. Durch die Messkampagnen werden die Daten zur dynamischen Flutwellenaus-
breitung um den stationären Zustand erweitert und dabei erstmalig Profile der horizontalen 
Fließgeschwindigkeiten über die Wassertiefe erfasst. Die numerische Modellierung vervoll-
ständigt das hybride Untersuchungskonzept, das nicht nur aus der Beschaffung und Anwen-
dung von Programmen besteht. Vielmehr werden für die 2D- und 3D-Simulationen der expe-
rimentellen Strömungskonfigurationen jeweils qualitative hochwertige Modelle benötigt. Da-
her wird der Gesamtprozess einer hydronumerischen Modellierung zunächst allgemein vorge-
stellt, dann auf Deichbruchströmungen übertragen und letztlich mit den verwendeten Codes 
DGFlow, WOLF 2D und STAR-CD konkret umgesetzt. Die grundlegende Theorie, die inge-
nieurpraktischen Anforderungen und die Qualitätsaspekte werden begleitend dargestellt. 
Alle numerischen Modellergebnisse werden den Messergebnissen gegenübergestellt. Dies 
ermöglicht erstmals eine detaillierte Analyse der Deichbruchproblematik anhand der bereitge-
stellten multidimensionalen Ergebnisse. Neben der Beurteilung der Prognosefähigkeit, bei der 
besonders die neuartigen 3D-Simulationen vielversprechende Ergebnisse zeigen, kann auch 
die Praxistauglichkeit und weitere Forschungsnotwendigkeit fundierter eingeschätzt werden. 
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8.2 Bewertung der wesentlichen Ergebnisse 
8.2.1 Schlussfolgerung Modellversuche 
Im Zuge der experimentellen Arbeiten des hybriden Ansatzes wird die Erfassung der Durch-
flüsse durch eine erweiterte Parametrisierung der Wehrcharakteristika am Kanalauslauf er-
heblich verbessert. Für die sechs Kombinationen aus Initialwasserständen und Modellzuflüs-
sen existiert jeweils eine sehr genau überprüfte Wehrkronenhöhe. In umfangreichen Vorver-
suchen werden für jede Wehreinstellung deren Eigenschaften für eine Bandbreite von An-
strömungszuständen und Abflussmengen ermittelt. Der Wehrüberfallbeiwert kann für alle 
sechs hydraulischen Randbedingungen separat so ermittelt werden, dass die Abflüsse spezi-
fisch für jede Konfiguration dynamisch bei wechselnden Überfallhöhen bestimmt werden. 
Die resultierenden kalibrierten Wehrüberfallformeln werden als untere Randbedingung bei 
den Flachwassersimulationen in die Codes von DGFlow und WOLF 2D implementiert. Zu-
sammen mit der konstanten Beschickung am Einlauf des Kanals kann mit dieser Vorgabe 
auch bei falschen Startwerten der korrekte Vorzustand in Form einer stationären Gerin-
neströmung errechnet werden. STAR-CD kommt ohne den Ansatz einer Wehrrandbedingung 
aus, da die Auslaufrandbedingung erst nach dem Fließwechsel positioniert wird (hydraulische 
Entkoppelung) und der Wehrkörper ausschließlich über die Netzgeometrie ausdiskretisiert 
wird. Wiederum wird bei falschen Initialwerten der korrekte Vorzustand erreicht, so dass die 
Höhenlage der Wehrkronen und die kalibrierte Wehrformel eindrucksvoll bestätigt werden. 
Die Wasserspiegellagen werden flächendeckend für den stationären Zustand mit Ultraschall-
sensoren in einem dichten Raster auf der Glasfläche und im Kanal aufgemessen. Im Endzu-
stand kann die Klappe nach Freigabe der Bruchstelle so fixiert werden, dass die Sensoren 
auch im ursprünglichen Schwenkbereich installiert werden können. Aus diesem Grund ist es 
möglich, zusätzlich den Wellenkörper komplett zu vermessen. 
Die Ausbreitungsfläche besteht aus Glas, wodurch Rauheitseffekte minimiert werden und 
eine messtechnische Zugänglichkeit von unterhalb der Glasplatte besteht, so dass eine auto-
matisierte Detektion von Tiefenprofilen der Horizontalgeschwindigkeiten innerhalb des Wel-
lenkörpers im luftseitigen Breschennahfeld realisiert werden kann. Daraus resultiert eine voll-
kommen neue Datenmenge aus Strömungsfeldgrößen. Bereits dadurch ergeben sich neue Er-
kenntnisse, z. B. was den Ablauf von zwei Flutwellen schräg übereinander mit entgegen ge-
setzter Orientierung betrifft. 
8.2.2 Schlussfolgerung Numerik 
Ergebnisse für den stationären Endzustand einer deichbruchinduzierten Strömung 
Alle verwendeten Simulationswerkzeuge sind mit den für sie erstellten numerischen Model-
len in der Lage, das grundlegende Strömungsbild zu berechnen und dabei die Durchflussauf-
teilung des Modellzuflusses in Breschendurchfluss und unterwasserseitigen Gerinneabfluss 
qualitativ zu erfassen. Jede Konfiguration kann in einem Berechnungslauf ohne Instabilitäten 
simuliert werden. Aus den Vergleichen der numerischen Simulationen mit den experimentel-
len Untersuchungen können folgende Schlussfolgerungen gezogen werden. 
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Der stationäre Breschendurchfluss wird bei der hier angewandten Numerik in allen Fällen 
unterschätzt. Die Abflussmengen durch die Bruchstelle werden von den Flachwassermodellen 
DGFlow und WOLF 2D bezogen auf die Messwerte um 4 % bis 11 % zu niedrig berechnet. 
Die Simulationsergebnisse mit STAR-CD erreichen einen deutlich höheren Deckungsgrad mit 
den Messwerten und berechnen für drei Konfigurationen sogar sehr genaue Werte. 
Bei einem 2D-internen Vergleich ist es bemerkenswert, dass beide 2D-Codes untereinander 
Ergebnisse mit sehr guter Übereinstimmung berechnen. Dies gilt nicht nur für den Breschen-
durchfluss als integralen Summenparameter sondern auch für die Wasserspiegellagen auf der 
Ausbreitungsfläche. Es handelt sich bei DGFlow und WOLF 2D um grundsätzlich verschie-
dene numerische Verfahren, die mit unterschiedlichen Diskretisierungsmethoden, Gitterent-
würfen und Lösungsalgorithmen identische Lösungswerte ermitteln. Damit wird nachgewie-
sen, dass die numerischen Approximationen keinen signifikanten Einfluss ausüben. Daher 
kann auf die mathematisch-physikalische Modellierung fokussiert werden. Mit WOLF 2D 
können unterschiedliche Turbulenzmodelle und Rauheitsansätze für Seitenwände modular 
und räumlich verteilt angesetzt werden. Eine Variation der Bodenrauheitsbeiwerte wird mit 
DGFlow vollzogen. Die Simulationsläufe manifestieren eine geringe Sensitivität der Durch-
flussaufteilung in Breschendurchfluss und unterwasserseitigen Gerinneabfluss bezogen auf 
Turbulenzeffekte sowie Sohl- und Wandrauheiten. 
Der 2D-3D-Vergleich der Wasserspiegellageprofile an ausgezeichneten Schnitten durch das 
Berechnungsgebiet fällt eindeutig zu Gunsten der 3D-Numerik aus. Der Verlauf und die Ab-
solutwerte der Fließtiefen im Kanal und in Breschennähe werden mit STAR-CD signifikant 
genauer abgebildet. Diese Beobachtung deckt sich mit den Ergebnissen der Durchflussbe-
stimmung, die unmittelbar von den Wasserständen im Kanal abhängt. In ca. 1,5 m Entfernung 
zur Breschenöffnung sind die Unterschiede zwischen den Messungen und allen Simulationen 
sehr gering. Trotzdem lässt sich hier ein leichter Genauigkeitsvorteil auf Seiten der Flachwas-
sermodellierung ausmachen. Die Auslenkung des Wellenkörpers im stationären Endzustand 
wird numerisch zwar generell überschätzt, aber mit STAR-CD besser erfasst als mit DGFlow.  
Das komplexe Geschwindigkeitsfeld im Nahbereich der Bruchstelle wird im Prinzip durch die 
3D-Numerik wiedergegeben. Dies beinhaltet die Beträge der Geschwindigkeiten und die Ori-
entierung der Vektoren. Auch die in sich verdrehten Tiefenprofile werden erfasst, jedoch 
nicht immer an der richtigen Position. Durch Ausdehnung des Auswertebereichs (STAR-CD) 
im Vergleich zum Messbereich kann gezeigt werden, dass die angesprochenen Phänomene 
Berücksichtigung finden, wenn auch weiter entfernt von der Bresche. Der tiefengemittelte 
Geschwindigkeitsvektor kann die 3D-Effekte naturgemäß gar nicht abbilden. Jedoch zeigt 
sich vereinzelt an homogeneren Tiefenprofilen, dass er z. T. erheblich von der erwarteten 
Tiefenmittelung der gemessenen bzw. dreidimensional simulierten Verhältnisse abweicht. 
Aus den STAR-CD-Resultaten werden für die gesamte Berechnungsdomäne die sogenannten 
BOUSSINESQ-Koeffizienten extrahiert. In erweiterten Flachwasseransätzen werden sie ge-
nutzt, um heterogene Profile über die Fließtiefe zu modellieren. Wenn man die Durchflussauf-
teilung als Verhältnis von Fließwiderständen begreift, so müsste der Widerstand für den un-
terwasserseitigen Kanal erhöht werden, damit mehr Wasser durch die Bruchstelle abfließt. 
Diese Widerstandsparametrisierung kann grundsätzlich mittels entsprechender BOUSSINESQ-
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Koeffizienten in den Impulsgleichungen der Flachwassergleichungen erfolgen. Durch die 
flächenhafte Darstellung der BOUSSINESQ-Faktoren aus der 3D-Numerik werden geeignete 
Regionen und Scherzonen identifiziert. Der direkte Ansatz der manuell tiefengemittelten 
Werte in WOLF 2D führt nominell zwar zu einer geringen Anhebung und damit verbesserten 
Abbildung des Breschendurchflusses für eine ausgewählte Konfiguration. Diese Lösung er-
scheint jedoch nicht als besonders vertrauenswürdig, da der Berechnungsverlauf durch Oszil-
lationen und Stabilitätsprobleme gekennzeichnet ist. 
Schlussfolgerungen zu den Flachwasserapproximationen (die Abschlussbilanz) 
Die mit STAR-CD berechneten Lösungen sind den Ergebnissen der Flachwassersimulationen 
mit DGFlow und WOLF 2D weitgehend überlegen. Es wird nachgewiesen, dass die Diskre-
panzen zwischen einer tiefengemittelten und einer vollständig dreidimensionalen numeri-
schen Modellierung einer deichbruchinduzierten Strömung im Labormaßstab hauptsächlich 
durch die hydrostatische Druckannahme hervorgerufen wird, da alle anderen Flachwasserap-
proximationen modular und systematisch ausgeschlossen werden können. Des Weiteren kann 
festgestellt werden, dass die Wasserspiegellagen mit allen Modellen in größerer Entfernung 
zur Bruchstelle von ca. 1,5 m gleich gut erfasst werden, solange kein Rückstau auftritt und 
das Wasser frei abfließen kann.  
Ergebnisse für die dynamische Phase der Flutwellenausbreitung nach Deichversagen 
Alle numerischen Simulationen werden auch für die dynamische Phase der Flutwellenaus-
breitung während der ersten 4 Sekunden nach Klappenöffnung fein aufgelöst wiederholt. Die 
berechneten Ganglinien der Fließtiefen für ein flächiges Raster werden in die grafische Be-
nutzeroberfläche (GUI) und die angeschlossene Datenbank eingepflegt, die für die instationä-
ren Modellversuche zur Propagation der Flutwellenfront programmiert worden ist. Bezogen 
auf den Verlauf, die Absolutwerte und die Wellenankunftszeiten sind die 3D-Berechnungen 
gegenüber den 2D-Simulationen in weiten Teilen überlegen. Bei der Betrachtung der Wellen-
front gilt in Bezug auf die seitliche Auslenkung die gleiche Aussage wie im stationären Zu-
stand. Hinsichtlich der Ausbreitungsgeschwindigkeit liegen für die kleinen Breschenweiten 
und in größerer Entfernung zur Bruchstelle die 2D-Ergebnisse näher an den Messwerten. 
8.2.3 Persönliches Fazit 
Da der stationäre Breschendurchfluss ein entscheidender Parameter besonders für die lang-
fristige Überflutungssimulationen ist, stellt er eine der wichtigsten numerischen Zielgrößen 
bei der Bewertung der Modellgenauigkeit dar. Er inkorporiert als Integralparameter viele 
Strömungsprozesse an der Bresche, ist verhältnismäßig einfach zu bestimmen und erlaubt 
eine anschauliche Auswertung. Außerdem werden die relevanten hydrodynamischen Überflu-
tungsgrößen im Deichhinterland von ihm abgeleitet. Aus diesem Blickwinkel kann man zur 
korrekteren Bestimmung der Abflussmengen durch eine Deichbruchstelle nur eine vollständig 
dreidimensionale Simulation für den breschennahen Fließgewässerabschnitt empfehlen. 
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Allerdings wird offensichtlich, dass auch die 3D-Ergebnisse mit Abweichungen zu den ge-
messenen Werten behaftet sind. Die Modellerstellung wird hier nicht ausgereizt. Um eine 
Vergleichbarkeit zwischen den 2D- und 3D-Simulationen zu gewährleisten, wird das Pre-
Processing für die 3D-Numerik nicht beliebig aufwendig gestaltet. Eine Gitterkonvergenzstu-
die oder umfassende Sensitivitätsanalysen analog zu der numerischen Vorauswahl im 2D-Fall 
werden nicht durchgeführt. Sowohl eine horizontale als auch eine vertikale Netzverfeinerung 
hätten im Rahmen der VOF-Methode zu einem Genauigkeitsgewinn bei der Erfassung der 
freien Oberfläche geführt. Die numerischen Kosten wären dabei jedoch überproportional an-
gestiegen. Bereits ohne diese Anpassung ist die reine 3D-Simulationszeit im Vergleich zum 
2D-Fall um den Faktor 25 höher, die numerischen Kosten für das Pre- und Post-Processing 
nicht mit eingerechnet. Weiterhin ist die Bestimmung der Wassermengen durch eine Bruch-
stelle für ingenieurpraktische Szenarien mit vielen weiteren (z. T. hier ausgeklammerten) Un-
sicherheiten verbunden. Erfahrungsgemäß beeinflussen sowohl die Lage und die Endweite 
einer Bresche die Gesamtbilanz der einströmenden Wassermassen maßgeblich. In einer Ein-
zelfallbetrachtung muss abgewogen werden, ob in Relation zu anderen Unsicherheiten der 
rein hydromechanische Genauigkeitsgewinn von ungefähr 10 % trotz sehr hoher numerischer 
Kosten angestrebt werden sollte. 
Viele praxisrelevante wasserbauliche Anwendungen haben gezeigt, dass es vorteilhaft sein 
kann, mit vielen Gitterpunkten und einfachen Methoden zu arbeiten, anstatt mit höchst an-
spruchsvollen Methoden zu arbeiten und dabei die hohe Genauigkeit mit weniger Netzpunk-
ten erreichen zu wollen. Die zweidimensionalen Rastermethoden auf Storage-Cell-Basis fol-
gen dieser Philosophie. Das „Wunschmodell“ zur Betrachtung von statischen Schäden, zur 
Ausweisung überfluteter Flächen und zur Bereitstellung der hydrodynamischen Eingangspa-
rameter für ein Risk Assessment wäre ein gekoppeltes 2D-3D-Modell. Der Fließgewässerab-
schnitt und ein sehr kleiner Teil des Deichhinterlandes im Bereich der Bruchstelle werden 3D 
simuliert. Auf diese Weise wird der Breschendurchfluss bestmöglich ermittelt und kann für 
ein vereinfachtes rasterbasiertes Modell für das Überschwemmungsgebiet als obere Randbe-
dingung angesetzt werden. Der Modellgebietsrand des 3D-Modells muss im Hinterland nach 
dem Fließwechsel verortet sein, so dass eine hydraulische Entkopplung vorliegt. Das Storage-
Cell-Modell beginnt ab dem Breschenquerschnitt. Beide Teilmodelle überlappen sich, so dass 
die Herausforderung in der Synchronisierung des Durchflusses im Breschenquerschnitt liegt. 
Nur wenn sich die numerischen Kosten für ein Deichbruchszenario in einem akzeptablen 
Rahmen bewegen, können risikoorientierte Variantenstudien durchgeführt werden. Daher ist 
dieser Weg derzeit nur für neuralgische Szenarien nach deren Identifikation in einer nume-
risch preiswerteren (im Sinne der benötigen Simulationszeiten) Vorauswahl möglich. 
Falls dynamische Schäden betrachtet werden sollen, kann auch im landseitigen Breschennah-
feld nicht auf eine vollständig dreidimensionale Simulation verzichtet werden. Die Ergebnisse 
für die instationäre Phase der Flutwellenausbreitung zeigen deutlich, dass die Strömungsfeld-
größen (v. a. die Geschwindigkeiten) nur 3D angemessen genau ermittelt werden können. Zur 
Bestimmung der Schadensfaktoren und des Impulses der vordringenden Wassermassen ist 
dies zwingend erforderlich. 
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8.3 Zukünftiger Forschungs- und Entwicklungsbedarf 
Oftmals wird versucht, die Flachwasserannahmen durch (teilweise empirische) Erweiterungen 
in den Gleichungen zu kompensieren (Extended Shallow Water Equations). Viele der Ansätze 
konzentrieren sich dabei auf die Berücksichtigung einer vertikalen Verteilung der Horizontal-
geschwindigkeiten oder Sauerstoffeintrag bzw. Feststofftransport. Teilweise werden auch 
Annahmen über Verteilungen der Vertikalgeschwindigkeiten getroffen (NÄF, 1997; KRÜGER, 
2001). Das Problem bei der Berücksichtigung nicht-hydrostatischer Verhältnisse liegt in der 
Recheneffizienz. Wenn eine Erweiterung aus zusätzlichen Gleichungen besteht, so sind die 
numerischen Kosten (im Sinne der benötigten Rechenzeiten) so hoch, dass auch direkt drei-
dimensional gerechnet werden kann. Anwendungsspezifische Quellterme stellen hier eine 
mathematisch einfachere Modifikation dar. DEWALS ET AL. (2006) formulieren die Druckver-
teilung als Funktion der Sohlneigung einer Hochwasserentlastungsanlage, indem sie krumm-
linige Koordinaten verwenden, die der Geometrie der Schussrinne angepasst sind. Eine ana-
loge Vorgehensweise wäre für den Verlauf der Flutwelle im stationären Endzustand denkbar. 
Die Druckverteilung müsste an die Raumgradienten der freien Wasseroberfläche gekoppelt 
werden. Da die Lage a priori unbekannt ist, könnte in einem ersten Schritt die Messung im 
finalen Endzustand als Schätzung des Verlaufs dienen. 
Grundsätzlich sollte der Daten-Pool zur Entwicklung weitergehender Mehrphasenansätze 
(Luft- oder Feststoffphase) oder für stochastisch-quantitative Analysen genutzt werden. 
Denkbar wäre hier eine Kopplung der Hydro- und Morphodynamik im Hinblick auf Kolkbil-
dung (hinter Küstendeichen auch Wehle oder Brack genannt) und Breschenentwicklung. Dies 
betrifft kontinuumsmechanische Ansätze genauso wie SPH-Verfahren. Im Bereich der expe-
rimentellen Modellierungen sind Folgeversuche denkbar, die geometrisch ähnlich aber mit 
einer beweglichen Sohle konzipiert werden. Beispielsweise kann die Ausbreitungsfläche mit 
einer festgelegten Sand- oder Kiesschicht ausgeführt werden, so dass die Endkolke vermessen 
werden können und in Zusammenhang mit den bereits gewonnen Strömungsfeldgrößen eine 
Feststoffbilanz bestimmt werden kann. 
Für risikoorientierte Prognosesimulationen möglicher zukünftiger Szenarien, probabilistische 
Variantenstudien oder Erweiterungen in der mathematisch-physikalischen Modellierung ist 
eine Effizienzsteigerung bei der numerischen Berechnung zwingend erforderlich. Neben der 
gekoppelten Modellierung bieten sich parallele Simulationen auf mehreren Prozessoren an. 
Für das Flachwassermodell DGFlow sind bereits erste Schritte unternommen worden, indem 
ein speed-up durch die Parallelisierung für Grafikprozessoren (GPU) mittels der Compute 
Unified Device Architecture (CUDA) erreicht wird (SCHWANENBERG ET AL., 2010).  
Die dreidimensionalen Modelle bieten darüber hinaus neue Perspektiven in der Anwendung. 
Durch Einbettung in eine adaptive Modellierung sind komplette Flussabschnittsmodelle 
denkbar, welche eine ganzheitliche Beurteilung von Nahfeldbetrachtungen im Bauwerksbe-
reich inklusive der Effekte im Unter- und Oberwasser ermöglichen. Für die in dieser Arbeit 
betrachten Strömungskonfigurationen kann zukünftig die Güte von Ergebnissen aus gekop-
pelten oder adaptiven Simulationsläufen der entsprechenden Systemzustände anhand der Re-
ferenzlösungen aus dieser Arbeit überprüft werden. 
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276 Anhänge 
A Anhänge 
A.1 Räumliche Discontinouos-GALERKIN-Diskretisierung in DGFlow 
(Kap. 6.1.1, S. 150) 
Die räumliche Diskretisierung für konvektionsdominierte Strömungsprobleme mit der Local-
Discontinuous-GALERKIN-Methode (LDG-Methode) basiert auf einer speziellen Zerlegung 
der partiellen Differentialgleichungen (PDG). Durch die Einführung der Hilfsvariablen Q, 
können die PDG 2. Ordnung (Gl. 6.2) in ein System 1. Ordnung umgewandelt werden (Gl. 
A.1). Die weitere Diskretisierung verläuft daran anschließend entsprechend der RUNGE-
KUTTA-Discontinuous-GALERKIN-Methode (RKDG-Methode). Die folgenden Ausführungen 
orientieren sich eng an SCHWANENBERG (2004). 
       
 
    
t i i t x y
i i
x x
y x
x y
y y
U U,Q U F U,Q G U,Q S U
Q R U 0
u q h 0
u 0 q h F U,Q
Q ,  R U ,  
v q h 0 G U,Q
v 0 q h
          
  
                              
  (A.1) 
Dieses Gleichungssystem wird mit einer Testfunktion wn multipliziert und über die Berech-
nungselemente K integriert (Kap. 5.3.4). Die Variablenwerte U, Q werden an jedem der N 
Netzknoten durch ihre diskrete Approximation Uh, Qh ersetzt: 
   
  
K K K
K K
t h n i i h h n h n
h n i i h n
U w d U ,Q w d S U w d
Q w d R U w d 0
  
 
      
   
  
    (A.2) 
Mit dem GREEN-GAUSS-Integralsatz (SIGLOCH, 2008) 
K K K
n i i n i i i i nw d w n d w d
  
              (A.3) 
erhält man die schwache Form der Gleichungen 
    
      
     
K K ,e
K
K K ,e K
t h n h h e,x h h e,y n
e
h h x n h h y n h n
h n i h e,i n i h i n
e
U w d F U ,Q n G U ,Q n w d
F U ,Q w G U ,Q w d S U w d
Q w d R U n w d R U w d 0
 
 
  
   
      
     
 
 
  


  (A.4) 
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mit den Elementrändern e und den darauf nach außen gerichteten Normalen-Einheitsvektoren 
ne,i = (ne,x, ne,y). Die Linienintegrale an diesen Kanten sind nicht eindeutig definiert, da auf-
grund der diskontinuierlichen Diskretisierung für die benachbarten Elemente jeweils eine 
Variable vorliegt. Diese Flussterme werden daher durch den numerischen Fluss H ersetzt: 
      
  
K K ,e
K
K K ,e K
t h n U n
e
h h x n h h y n h n
h n Q n i h i n
e
U w d H w d
F U ,Q w G U ,Q w d S U w d
Q w d H w d R U w d 0
 
 
  
  
      
     
 
 
  


  (A.5) 
Mittels GAUSS-Quadratur für die Linien- und Flächenintegrale lauten die Gleichungen: 
 
 
 
K
K
L
t h n l U e,l e,l n e,l e,l
e l 1
J
j i h h K, j K, j i n K, j K, j
j 1
J
j h K, j K, j n K, j K, j
j 1
L
h n l Q e,l e,l n e,l e,l
e l 1
J
j i h K, j K, j
j 1
U w d H (x , y )w (x , y ) e
U ,Q (x , y ) w (x , y ) K
S U (x , y ) w (x , y ) K
Q w d H (x , y )w (x , y ) e
R U (x , y )
 


 

   
   
 
 
 




 i n K, j K, jw (x , y ) K 0 
  (A.6) 
Darin bezeichnen K  und e  die Fläche des Elementes K bzw. die Länge der Elementkante 
e, j bzw. l die Wichtungsfaktoren, xi und yi die Koordinaten der Stützstellen l bzw. j der 
numerischen Integration. L und J geben die Anzahl der Stützstellen der Linien- bzw. Flächen-
integrale bei der numerischen GAUSS-Quadratur an (BRONSTEIN, 1997). Abhängig vom Po-
lynomgrad k der Ansatzfunktionen a werden zur Konstruktion der Näherungslösungen Uh und 
Qh je Berechnungselement I-viele Stützstellen benötigt: 
I I
(k ) (k)
h i i h i i
i 1 i 1
U U a (x, y), Q Q a (x, y)   mit   (k; I) (0;1), (1;3), (2;6)
 
      (A.7) 
Die ausdiskretisierten Gleichungen (A.6) lassen sich mit den Termen LU, LQ für räumliche 
Diskretisierungen und der Massenmatrix M in Operatorenschreibweise zusammenfassen 
(SCHWANENBERG, 2004). Da beim GALERKIN-Verfahren die Ansatz- und Testfunktionen 
identisch sind (wn = ai), kann außerdem M wie folgt angegeben werden: 
 
 
K K
(k) (k) (k)
t U i U h h ij i j i j
Q i Q h
(M U ) L U ,Q    mit   M a w d a a d
M Q L U
 
     

 
  (A.8) 
Für elementweise konstante Ansatzfunktionen (k = 0) entspricht das Verfahren im Wesen 
einer GODUNOV-Typ-Methode, da die Flächenintegrale entfallen: 
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K
(k) (0) (0) (0)
i 1 h 1 1 1 h 1 i n i 1
t 1 U 1
e
1 Q
e
a a 1 U U a U ,  Q Q , w a 0,  M 1 1d K
U K H e S(U ) K
Q K H e 0



             
  
 



  (A.9) 
Zur Konstruktion von linearen Ansatzfunktionen (k = 1) werden bei Dreiecksnetzen I = 3 
Stützstellen benötigt. Für Stützstellen Ui und Qi auf den Seitenmittelpunkten werden die An-
satzfunktionen zueinander orthogonal und die Massenmatrix M diagonal. Die Integrale in den 
folgenden entkoppelten Gleichungen werden per GAUSS-Punkt-Integration ausgewertet. 
 
 
1 1 1
3 3 3
1
t i U,i h h3
1
i Q,i h3
M K diag( , , )
( U ) L U ,Q
Q L U     mit i 1, 2,3

 
 
 (A.10) 
Der numerische Fluss H beschreibt den Austausch der konservativen Größen Masse und Im-
puls zwischen den Berechnungselementen und kann hier als RIEMANN-Problem formuliert 
werden. Entsprechende RIEMANN-Löser gewichten aus den Werten von benachbarten Zellen 
den Fluss, der durch den gemeinsamen Elementrand geht. Im Rahmen der RKDG-Methode 
werden dabei folgende Stabilitätsbedingungen gefordert (SCHWANENBERG, 2004): 
 Konsistenz mit dem physikalischen Fluss, d. h. F(U,Q) = H(UL, QL, UR, QR) 
 monoton steigende Funktion für UL und QL 
 monoton fallende Funktion für UR und QR 
Für Gl. A.1 ist das RIEMANN-Problem als Anfangswertproblem definiert, wobei die konvek-
tiven (konv) und diffusiven (diff) Anteile des numerischen Flusses separat berechnet werden: 
  L Lt x
R R
konv diff diff
U U U Q Q
U ,Q  für x 0
U F U,Q 0   und   U,Q(x, t 0)
U ,Q  für x 0
H H H , H H
       
  
 (A.11) 
Die konvektiven Anteile sind aufwendiger zu bestimmen. Der HLL-RIEMANN-Löser wurde 
von TORO (1992) und FRACCAROLLO & TORO (1995) auf die FWG angewendet. 
SCHWANENBERG & HARMS (2004) formulieren einen einfacheren konvektiven LF-Fluss: 
    
   L R L R
LF 1
U L L R R e,x L e,y L e,x R e,y R R L2
konv konv
e,x e,ymin U ,U S max U ,U
H U ,Q , U ,Q n F n G n F n G C U U
F (S) G (S)C max n n
U U 
     
        
 (A.12) 
Der diffusive Fluss kann durch eine zentrale LF-Formulierung ausgedrückt werden: 
   
   
diff diff diff diff diff1
U L L R R e,x L e,y L e,x R e,y R2
diff 1
Q Q L R e L e R2
H U ,Q , U ,Q n F n G n F n G
H H U , U n R n R
   
    (A.13) 
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A.2 Zeitliche RUNGE-KUTTA-Diskretisierung in DGFlow 
(Kap. 6.1.1, S. 150) 
Für lineare Ansatzfunktionen (k = 1) werden die gewöhnlichen Differentialgleichungen 
(Gl. A.10) mit der folgenden RK-Methode der Ordnung (k+1 = 2) vom alten Zeitschritt n auf 
den neuen Zeitpunkt n+1 integriert (SCHWANENBERG, 2004): 
   
   
(0) n
h h
(0) (0) (1) (0) (0) (0)
h Q h h h U h h
(1) (1) (2) (0) (1) (1) (1)1 1 1
h Q h h h h U h h2 2 2
n 1 (2)
h h
U U
Q L U ,  U U t L U ,Q
Q L U ,  U U U t L U ,Q
U U

   
    

 (A.14) 
Für Dreieckselemente wird die COURANT-Zahl unabhängig vom Polynomgrad k der Ansatz-
funktion mit der absolut größten der drei Wellengeschwindigkeiten über den Rand e und ei-
nem entsprechend mittleren Konvektionsweg abgeschätzt: 
 
K
2 tCu max v(e) gh(e) d
K 
    (A.15) 
A.3 TVD-Eigenschaft in DGFlow 
(Kap. 6.1.1, S. 150 & Kap. 6.2.5, S. 169) 
Die Grundidee der hochauflösenden Verfahren ist die Begrenzung der Totalen Variation zur 
Vermeidung unphysikalischer Oszillationen in der numerischen Lösung. Die Limiter-
Funktionen sollen in Abhängigkeit des Lösungsverlaufes zwischen verschiedenen Approxi-
mationstechniken umschalten können, damit ein die TVD- oder TVB-Kriterien erfüllt sind. Es 
sei wiederum auf SCHWANENBERG (2004) verwiesen, der zwischen drei Techniken unter-
scheidet: Flux-Limiter-Methoden, Slope-Limiter-Methoden und (W)ENO-Verfahren. 
 Bezogen auf die FWG sind hauptsächlich die Flux-Limiter verbreitet. Sie nutzen eine 
Kombination eines monotonen Flusses 1. Ordnung an Diskontinuitäten mit einem Fluss 
höherer Ordnung für stetige Bereiche. Der Limiter muss zwischen diesen beiden Flüssen 
nach Konsistenz- und Stabilitätskriterien gewichten. Zu finiten Differenzen finden sich in 
der Literatur zahlreiche TVD-Versionen der vom LAX-WENDROFF-Verfahren abgeleiteten 
MACCORMACK-Methode (GARCIA-NAVARRO ET AL., 1995; WANG ET AL., 2000; 
VINCENT ET AL., 2001; LIANG ET AL., 2007). Für finite Volumen stellen TORO (1992) und 
FRACCAROLLO & TORO (1995) eine Weighted-Average-Flux-Methode (WAF-Methode) 
mit verschiedenen RIEMANN-Lösern und Limiter-Funktionen vor. Die WAF-Methode kann 
als eine am Kontrollvolumen abgeleitete Erweiterung des LAX-WENDROFF-Schemas in-
terpretiert werden (TORO, 2001). 
 Slope-Limiter rekonstruieren die Variablen innerhalb eines Elementes durch lineare oder 
quadratische Funktionen, wobei bei zellmittelpunktorientierten Verfahren Nachbarzellen 
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hinzugezogen werden. ALCRUDO & GARCIA-NAVARRO (1993) präsentieren eine FV-
Anwendung mit einem MUSCL-Slope-Limiter und einem ROE-RIEMANN-Löser für 
Dammbrüche. Flux- und Slope-Limiter-Methoden sind die klassischen TVD-Verfahren. 
 ENO- und WENO-Verfahren vermeiden Oszillationen über adaptive Rekonstruktionen der 
Variablen im Element und geeignete Approximationen. ENO-Verfahren wählen eine Re-
konstruktion mit der geringsten Totalen Variation. WENO-Verfahren wichten die mögli-
chen Rekonstruktionen und erzeugen hohe Konvergenzordnungen für glatte Lösungsver-
läufe. Neben der Schlüsselveröffentlichung durch HARTEN ET AL. (1987) findet sich in 
SHU (1999). Weitere z. T. neuere Applikationen finden sich in NUJIC (1998), SHU (2003) 
und NOELLE ET AL. (2007). 
Der im RKDG-Ansatz verwendete explizite Slope-Limiter ist an die Version von ALCRUDO & 
GARCIA-NAVARRO (1993) angelehnt, wobei er weniger restriktiv ist und eine begrenzte Ver-
letzung der TVD-Bedingung erlaubt (TVB). Sein Prinzip lässt sich an der Gegenüberstellung 
von RKDG- und MUSCL-Limiter für einen eindimensionalen Skalar u erläutern. Bei linearen 
Elementfunktionen ist die Begrenzung des Gradienten einer Variablen unter Berücksichtigung 
der benachbarten Zellmittelwerte dargestellt (Abb. A.1, links). 
 
Abb. A.1: Slope-Limiter für eindimensionale Elemente (links) und am Dreieck (rechts) (SCHWANENBERG, 2004) 
Im gekoppelten 2D-Fall wird auf die Dreiecksgeometrie Bezug genommen (Abb. A.1, rechts), 
für die folgende Linearkombination ersichtlich ist: 
   1 0 1 1 0 2 2 0 1 2m b b b b b    mit   0, 0           (A.16) 
Für eine durchgängige lineare Funktion Uh über alle betrachteten Dreiecke gilt damit 
   1 0 1 h 1 h 0 2 h 2 h 0U(m , K ) U (b ) U (b ) U (b ) U (b )       (A.17) 
Mit den Elementmittelwerten ergibt sich daraus der mittlere Gradient zum Punkt m1 zu 
   1 0 2 0 i i
i
1
K K K K K1 0 1 2 hK
K
U(m , K ) U U U U    mit   U U d         (A.18) 
Wenn ausschließlich die Ansatzfunktion im Dreieck K0 berücksichtigt wird, so lautet der Gra-
dient vom Elementmittelpunkt zum Seitenmittelpunkt mi 

0
h i 0 h i KU (m ,K ) U (m ) U   (A.19) 
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Die Transformation in den charakteristischen Raum wird pro Dreiecksseite mit folgender 
JACOBI-Matrix durchgeführt:  
0 0
i 0
K KU
i 0
m bF(U ),G(U )
m b
      (A.20) 
Das Slope-Limiting kann nach charakteristischer Aufspaltung des hyperbolischen Systems 
erfolgen. Für die lokal entkoppelten Variablen V kann nun komponentenweise der Gradient 
c,i in Richtung der Seitenmittelpunkte mi bestimmt werden. 
  hc,i i 0 L i 0 Lm(V (m ,K ), v V(m ,K ))   mit   v 1     (A.21) 
Nach COCKBURN (1999) gilt vL = 1,5. Die Funktionen m  ist eine TVB korrigierte Minimum-
Modulus-Funktion (minmod-Funktion) mit dem Parameter ML und der minmod-Funktion m. 
 21 1 L
1 2
1 2
1 21 n 2 n
1 2
a falls a M ( x)
m(a ,a ) ,
m(a ,a ) sonst
falls s sign(a ) sign(a )s min a
m(a ,a ) ,
sonst0
 
   
  
 (A.22) 
ML kontrolliert die Vergrößerung der Totalen Variation, wodurch der TVD-Limiter zu einem 
TVB-Limiter wird, um die Qualität der Lösungen an Diskontinuitäten zu steigern. 
Wenn nach Ausführung des Limiters (Gl A. 21) die Bedingung 
3
c,i
i 1
0

   (A.23) 
gilt, so wurde kein Limiting durchgeführt. Andernfalls müssen die Gradienten c,i abgemin-
dert werden. 

c,i c,i c,i
neg pos
pos neg
3 3
c,i c,i
i 1 i 1
max(0, ) max(0, )
min(1, ),  min(1, )
pos max(0, ),  neg max(0, )
 
 
 
     
   
    
 (A.24) 
Nach Rücktransformation der korrigierten Werte  c,i  aus dem charakteristischen Raumkön-
nen die Variablen der Seitenmittelpunkte modifiziert werden. 

i 0
im KU U    (A.25) 
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A.4 Input-Dateien für DGFlow 
(Kap. 6.1.3, S. 157 & Kap. 6.2.5, S. 169) 
A.4.1 Steuerungsdatei: *_settings.inp 
// mode definitions 
scheme: RKDG 
// time definitions 
referenceTime: 2000-01-01/00:00:00 
tStart: 0.0 
tEnd: 60.0 
dt: 1.00 
// physical definitions 
g: 9.81 
turbulenceModel: 0 
vt: 0.00045 
// numerical definitions 
cfl: 0.35 
hmin: 0.00001 
MLim: 1.0 
vLim: 1.5 
limiter: 1 
// file output 
expFile: 
pltFile: 
// staFile: 
// limFile: 
// monitoringFile: 
boundaryFile: 
outputPrecision: 4 
 
 
A.4.2 Rauheiten: *_roughness.inp 
// Gesamtanzahl der Elemente 
22973 
// Elementliste: Nr., Fließgesetz, Beiwert 
1 Manning 0.0150 
2 Manning 0.0075 
3 Manning 0.0150 
// usw. 
22973 Manning 0.0150 
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A.4.3 Numerisches Netz: *_grid.inp 
// Gesamtanzahl Knoten und Elemente 
11828   22973 
// Knotenliste: no, x, y, z 
1 2.250000 3.300303 0.000000 
2 2.203704 3.278652 0.000000 
3 2.250000 3.250379 0.000000 
// usw. 
11828   4.440000   -1.000000   0.000000 
// Elementliste no, point index 1,2,3, triangle index 1,2,3 
1 tri 11826 11828 11827 2 0 65 
2 tri 11826 11825 11828 66 0 1 
3 tri 11811 11819 11812 4 0 43 
// usw. 
22973 tri 6738 6825 6826 18690 21145 22972 
 
 
A.4.4 Anfangsbedingung: *_init.inp 
// Gesamtanzahl Elemente und Anzahl Elementkanten pro Element 
22973 3 
// Elementliste: Fließtiefe, Sohlhöhe, qx, qy (pro Elementkante am Seitenmittelpunkt) 
0.70 0.00 0.20 0.00 0.70 0.00 0.20 0.00 0.70 0.00 0.20 0.0000 
0.70 0.00 0.20 0.00 0.70 0.00 0.20 0.00 0.70 0.00 0.20 0.0000 
0.70 0.00 0.20 0.00 0.70 0.00 0.20 0.00 0.70 0.00 0.20 0.0000 
// usw. 
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0000 
 
 
A.4.5 Randbedingungen: *_boundary.inp 
// Gesamtanzahl der Ränder 
706 
// Kantenliste: Knoten 1, Knoten 2, ID, Typus 
11828 11827 3 WEIR 
11825 11828 1 SOLID 
11479 11530 2 qBCON 
7267  7331  4 DAM 
5269  5386  6 FALL 
// usw. 
6553  6462  1 SOLID 
 
 
A.4.6 Einlaufrandbedingungen: *_boundary2.inp 
// Anzahl Einträge für instationäre RB 
2 
// time, BconVal1 (hier qx), BconVal2 
0.000 0.300 0.00 
60.00 0.300 0.00 
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A.5 BAT(ch)-Datei zur Erstellung des STAR-CD-Modells b70_Q300_h50 
A.5.1 Stationärer Vorzustand 
 (Kap. 6.3.3, S. 182 & S. 184; Kap. 6.3.6, S. 189) 
! 1 Select Analysis Features 
time,single,defa,,,rate 
! Instationäre Simulation mit voreingestellten Standardwerten für sweeps, Unterrelaxation etc. sowie Ausgabe 
globaler Änderungsraten. 
fsurf,on,off $tphl,off $emph,off $coal,off 
$cher,off $ckin,off $rcon,147,0 $lfsolv,off 
! Aktivierung der Modellierung eines freien Wasserspiegels (ohne Oberflächenspannung).  
! Weitere Zweiphasen- und thermodynamische Modelle werden ausgeschaltet. 
! 1.1 Time Relationships 
trelation,tsec 
! Die Zeitvariable wird auf Sekunden gesetzt 
! 2 Create & Import Geometries (wird nicht benötigt) 
! Das Oberflächenmodell (umhüllende Geometrie) wird in Gridgen angefertigt. 
! 3 Create & Import Grids (aus Gridgen) 
vread, b70_Q300_h50_Grid.vrt,0, , ,coded 
cread, b70_Q300_h50_Grid.cel,0, , , modify,coded, 0, 
! Die Knoten- und Zelldatensätze aus Gridgen werden im ASCII-Format eingelesen. 
! 4 Check & Fix Grid 
! 4.1 Check Grid (Qualität des Netzes überprüfen) 
check,all, ,all,noset,nolist 
! Das numerische Gitter wird hinsichtlich Geometrien und Definitionen nach den Gütekriterien getestet. 
! Es werden keine fehlerhaften Zellformen etc. gefunden. 
! 5 Locate Boundaries 
! 5.1 Create Boundaries 
! Einlauf 
rdef,1,inle $ $ $ $ $ $ $ $ $ $ 
rnam,1,Einlauf 
! Die Randbedingung mit der ID 1 wird als Einstromrand definiert und „Einlauf“ genannt. 
cset news gran,,-6.0,,,,0.5 
! Auswahl der Zellen mit x < -6.0 und z < 0.5, d.h. Anfangsstück des Einlaufkanals 
view -1 -1 1 $cplo 
! Sicht aus negativer x-y-Richtung zur Definition des Einlaufquerschnittes 
surf,on $vset,news,edge $bfin,1,vx, 
!SCRN,     0    1.6772    7.4970 $!BFIN,1,3176, 
! Interaktiv über den Cursor wird im GUI (pro-STAR) die zugehörigen Randflächen markiert werden.  
bset,add,bran,1,mxb 
! Die identifizierten Zellflächen werden dem Set der Randbedingungen hinzugefügt. 
! Auslauf (Wehr ausdiskretisiert) 
rdef,2,pres $ $ $ $ $ $ $ $ $ $ 
rnam,2,Auslauf 
! Die Randbedingung mit der ID 2 wird als Ausströmrand definiert und „Auslauf“ genannt. 
cset news gran,4.44,,,,,, 
! Beschränkung auf Zellen mit x > 4,44 (ab Beginn Auslaufwehr) 
view 1 1 -1 $cplo 
Anhänge  285 
! Sicht aus negativer z-Richtung zur Markierung des Schachtbodens 
surf,on $vset,news,edge $bfin,2,vx, 
!SCRN,     0    3.1746    5.2934 $!BFIN,2,52925, 
bset,add,bran,155,mxb 
surf,on $vset,news,edge $bfin,2,vx, 
!SCRN,     0    6.8404    2.9940 $!BFIN,2,18512, 
bset,add,bran,441,mxb 
! Die Randflächen des Auslaufs werden per Maus selektiert und anschließend zum RB-Set addiert. 
! Plattenränder 
rdef,3,pres $ $ $ $ $ $ $ $ $ $ 
rnam,3,Plattenrand 
cset news gran,,,-0.01,,,, $cplo 
surf,on $vset,news,edge $bfin,3,vx, 
!SCRN,     0    2.1324    2.7784 $!BFIN,3,44452, 
bset,add,bran,689,mxb 
surf,on $vset,news,edge $bfin,3,vx, 
!SCRN,     0    3.1267    7.1018 $!BFIN,3,33597, 
bset,add,bran,1031,mxb 
view -1 1 -1 $cplo 
surf,on $vset,news,edge $bfin,3,vx, 
!SCRN,     0    7.8107    2.8263 $!BFIN,3,1889, 
bset,add,bran,1347,mxb 
! Die 3 Ablaufkanten der gläsernen Ablauffläche werden mit der ID 3 als „Plattenrand“ mit einer 
! Druckrandbedingung definiert. 
! Vorher wird die auf dem Bildschirmdargestellte Oberfläche geometrisch und perspektivisch eingeschränkt. 
! Oberseite (offener Deckel, damit Luft entweichen kann) 
rdef,4,pres $ $ $ $ $ $ $ $ $ $ 
rnam,4,Deckel 
view 1 1 1 $cplo 
surf,on $vset,news,edge $bfin,4,vx, 
!SCRN,     0    4.4924    6.9461 $!BFIN,4,31385, 
bset,add,bran,1689,mxb 
surf,on $vset,news,edge $bfin,4,vx, 
!SCRN,     0    2.7314    6.1677 $!BFIN,4,44554, 
bset,add,bran,10423,mxb 
surf,on $vset,news,edge $bfin,4,vx, 
!SCRN,     0    3.1866    5.0539 $!BFIN,4,43083, 
bset,add,bran,10660,mxb 
surf,on $vset,news,edge $bfin,4,vx, 
!SCRN,     0    4.3366    3.5689 $!BFIN,4,62477, 
bset,add,bran,15649,mxb 
surf,on $vset,news,edge $bfin,4,vx, 
!SCRN,     0    5.2351    2.6946 $!BFIN,4,62315, 
bset,add,bran,16063,mxb 
view -1 1 1 §cplo 
surf,on $vset,news,edge $bfin,4,vx, 
!SCRN,     0    4.0491    2.2156 $!BFIN,4,62660, 
bset,add,bran,16207,mxb 
cset all $cplo 
surf,on $vset,news,edge $bfin,4,vx, 
!SCRN,     0    3.0428    3.1377 $!BFIN,4,53752, 
bset,add,bran,16351,mxb 
! Jede horizontale Deckelfläche (stufiger Netzaufbau) wird zu der Druckrandbedingung mit der ID 4 zugefügt. 
! An der Oberseite muss eine offene RB gesetzt werden, da bei einer undurchlässigen Wand die Luftphase ggf. 
! komprimiert wird, was zu unrealistischen Ergebnissen führt. 
! Glasplatte 
rdef,5,wall $ $ $ $ $ $ $ $ $ $ 
rnam,5,Glasplatte 
cset news gran,,,-0.01,,,, 
view 1 1 -1 $cplo 
! Sicht aus negativer z-Richtung zur Markierung der Glasfläche auf der Domain-Unterseite. 
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surf,on $vset,news,edge $bfin,5,vx, 
!SCRN,     0    4.6721    5.0659 $!BFIN,5,16811, 
bset,add,bran,31477,mxb 
! Die Zellflächen auf der Glasplattensohle werden als separate Wandrandbedingung (ID 5) definiert, 
! damit ihr später eigene Rauheitsbeiwerte zugeordnet werden können. 
! Bresche (Bilanzquerschnitt) 
rdef,6,inte $ $ $ $ $ $ $ $ $ $ 
rnam,6,Bresche 
view 1 -1 1 $cplo 
surf,on $vset,news,edge $bfin,6,vx, 
!SCRN,     0    4.2049    2.3952 $!BFIN,6,133240, 
bset,add,bran,47832,mxb 
! An der Bruchstelle wird eine interne Randbedingung (ID 6) zu Bilanzierungszwecksen definiert. 
! Wehrüberfall (Bilanzquerschnitt) 
rdef,7,inte $ $ $ $ $ $ $ $ $ $ 
rnam,7,Ueberfall 
cset news gran,4.43,,,,,, 
view -1 1 -1 $cplo 
surf,on $vset,news,edge $bfin,7,vx, 
!SCRN,     0    7.7269    6.5868 $!BFIN,7,147696, 
bset,add,bran,48200,mxb 
! Auch kurz vor dem Wehrrücken wird ein Bilanzquerschnitt als interne RB (ID 7) definiert. 
! Geschlossene Klappe (durch Baffle-Cells modelliert) 
cset news gran,,,-0.01,0.04,,, 
! Es werden die Prismen auf der Ausbreitungsfläche ausgewählt, die einen Rand auf der Zwangsfläche. 
! (Zwangslinie in z-Richtung extrudiert) des Breschenquerschnittes besitzen mit -0,01 < y < 0.04. 
view 1 -1 1 $cplo 
! Sicht aus negativer y-Richtung, d. h. Blickrichtung auf Breschenquerschnitt. 
ctab,3,baffle,4,0,1,1,0,1,0,off,0,light 
! Definition der Baffles durch Tabelle mit Zell-ID 3 als undurchlässiger adiabater interner luftseitiger Rand. 
ctname,3,Default_Baffle 
! Der Zelltabelleneintrag (s. o.) bekommt den Namen „Default-Baffle“. 
surf,on $vset,news,edge $cfin,baff,3,vx $cset,add,crange,313083,314082 
!SCRN,     0    4.4444    5.1138 $!CFIN,BAFF,3,133240 
! Auswahl der Baffles per Mausklick und Bildschirmausgabe. 
cset news baffle $cplo 
cset all $cplo $cdis,on,breg $replot 
! 6 Check & Fix Boundary Locations 
! 6.1 Check/Fix Boundary 
Memo Maxcut 400000 
! Aufgrund der Netzgröße muss der allokierte Speicherplatz vergrößert werden. 
bcheck,all 
! Überprüfung aller definierten Randbedingungen. 
! Es werden keine fehlerhaft definierten Randbedingungen gefunden. 
! 7 Free Surface 
! 7.1 Controls 
fsurf,on,off 
! wiederholte Spezifikation (s. 1.) der Modellierung eines freien Wasserspiegels (ohne Oberflächenspannung). 
fsvof,,,0.3 
! VOF-Methode mit 50 Korrekturschritten (Default) und einer maximalen COURANT-Zahl von 0,3. 
fsdschem,1,1.000000,0.01 
! Verfahren zur Lösung der Transportgleichung für W: CISCAM (ungeblendet:  = 1), 
! Toleranz bzgl. Änderungsrate des Gradienten 1 %. 
fssubcyc,on,20,1 
! Automatische COURANT-Begrenzung durch Anpassung der inneren Iterationsschrittweite (Subcycles). 
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! 7.2 (Apply) Molecular Properties 
! Luft 
pmat,light,fluid,AIR,0 
! Das „leichte“ Fluid wird durch das Schlagwort „Luft“ definiert 
dens,constant,1.205 $lvis,constant,1.81e-05 
! Standardwerte für die Dichte  = 1,205 kg/m³ und die dynamische Viskosität  = 0,0000181 Ns/m². 
! für 20°C und Meeresspiegelhöhe gesetzt 
spec,constant,1006 $cond,constant,0.02637 
! Thermodynamische Definitionen uninteressan.t 
sten,cons,0.000000,0.000000 
! Koeffizienten und Winkel für Oberflächenspannung zu Null gesetzt (s. 7.1.). 
!Wasser 
pmat,heavy,fluid,H2O,0 
! Das „schwere“ Fluid wird durch den Schlüsselausdruck „H2O“ definiert. 
dens,constant,998.2 
lvis,constant,0.001002 
! Dichte  = 998,2 kg/m³ und dynamische Viskosität  = 0,001002 Ns/m². 
spec,constant,4183 
cond,constant,0.603 
! Thermodynamische Definitionen uninteressant. 
sten,cons,0.0727,90 
! Definition der Oberflächenspannungsparameter für das “schwere” Fluid Wasser. 
save,b70_Q300_h50.mdl 
! Zwischenspeicherung der Modellerstellung. 
! 8 Thermophysical Models & Properties 
! 8.1 Thermal Options 
radi,off $solar,off $conj,off 
! Wärmestrahlung, Wärmeübergang etc. ausgeschaltet. 
! 8.2 Gravity 
acce,0,0,-1,1,9.8066 
! Vorgabe von Richtung und Betrag der Gravitationseinwirkung. 
! 8.3 Liquids & Gases 
! 8.3.1 Turbulence Models 
pmat,1,fluid,AIR,0 
! Auswahl des „leichten“ Fluides mit dem Schlüsselwort „Luft“. 
! Im Manual steht explizit, dass die Einstellungen auch für die Wasserphase gelten (CDA, 2005). 
turb,ke,1,stan 
! Auswahl der Standardversion des k--Modells 
lowre,off 
! Keine Modellierung für kleine REYNOLDS-Zahlen in der wandnahen Region. 
coke,0.09,1.44,1.92,1.44,-0.33,0.419,1,1.219,0.9 
! Standardkonstantensatz des k--Modells (Kap. 2.4.3) 
! 8.3.2 Thermal Models 
pmat,1,fluid 
temp,off 
! Für die Luftphase wird die Temperatur vernachlässigt 
! 8.3.3 Initialization (manuell) 
cset news gran,,4.44,,0.01,,0.45 
! Auswahl aller Zellen im Kanal ohne Auslaufschacht: 
! x < 4,44 (d.h. Einlauf ab -8,0 inklusive); y < 0,01 (d.h. von -1 alles ausgewählt); z < 0,45 (WSP unterhalb). 
cset, dele, baffle 
! Aus dieser Auswahl werden die Baffles entfernt. 
cplo 
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ctab,4,fluid,5,,,,,,,off,,heavy 
ctname,4, 
ctyp,4 $cmod,cset 
! Die ausgewählten Zellen werden modifiziert mit den Einträgen aus der Datenbank für das schwere Fluid. 
! Ihre Materialparameter werden überschrieben, so dass sie komplett wassergefüllt (nass) sind. 
cset all 
pmat,1,fluid 
cini,n,n,,0 
! automatische Initialisierung wird ausgeschaltet 
init,stan,0.5,0,0,1,0,0,keps,0,0,293 
! Vorgabe der Anfangswerte für alle Zellen: u = 0,5 m/s (v= w = 0) im globalen Koordinatensystem 1. 
! Die Turbulenzparameter sind zu Null gesetzt und es herrschen 293 K. 
! 8.3.4 Monitoring & Reference Data 
zoom,on 
!SCRN,     0    8.5055    6.4072 
!SCRN,     1    9.8832    7.9281 
!SCRN,     1   13.5969    9.4731 
pmat,1,fluid 
moni,1 
pres,1.e+05,312838 
tdatum,273 
! Angabe einer Zelle, für die lokale Residuen und Änderungsraten bestimmt werden, die relativ zu 
! einem Referenzdruck (10.000 N/m²) und einer Temperatur (273 K) angegeben werden können. 
! Die Lage ist unwichtig bis auf die Tatsache, dass der Ort mit den Werten  in der Luftphase liegen sollte. 
! 8.3.5 Buoyancy 
pmat,1,fluid,AIR,0 
buoy,on,pref, , ,spec,1.205 
! In Kombination mit der Monitoring-Zelle (s. o.) wird das Auftriebs-Modul eingeschaltet und 
! die Luftdichte spezifiziert  = 1,205 kg/m³. 
save,b70_Q300_h50.mdl 
! Zwischenspeicherung der Modellerstellung 
! 8.4 Additional Scalars 
! 8.5 Porosity 
! 8.6 Sources 
! Transport weiterer Größen, Porositäten oder Quellterme nicht vorhanden 
! 9 Define Boundary Conditions 
! 9.1 Define Boundary Regions 
! Wände (Kanal) 
rdef,0,wall,standard 
! Alle oben (s. 5.1) nicht zugeordneten Randflächen fallen automatisch in die Region mit der ID 0. 
! Diese Region wird mit einer Wandrandbedingung und folgenden Werten belegt. 
nosl,stand,7.4,0,0,0,1,0 
! Es gilt die STOKESsche Haftbedingung (no slip) und keine Durchströmung 
! E = 9 entspricht einer perfekt glatten Wand, 
! E = 7,4 ist immer noch hydraulisch glatt, soll aber den Anstrich im Kanal abbilden 
 1 1 glatteWand
Rauheitsbeiwert E Faktor
ln y C ln Ey 2,5ln y [5,0;5,5] 2,5ln([7,4;9] y )     

          (A.26) 
rname,0,Default_Boundary_Region 
! Benennung wie gehabt 
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! Einlauf 
rdef,1,inlet,standard 
! Für die obere Randbedingung werden in der gesamten Simulation die folgenden stationären Werte verwendet: 
0.613,0,0,1,0,998.2 
! u = 0,613 m/s (v= w = 0) im globalen Koordinatensystem 1 mit der Dichte  = 998,2 kg/m³ (Wasser) 
3m
sin m
in s2
Einlaufquerschnitt  z 0,5
siehe 5.1 bzw. Abb. 6.22
0,3Qu 0,613
A 0, 491 1,0m

  
 (A.27) 
rturb,1,mixlen,0.03,0.02 
! Vorgabe der Turbulenzparameter für RB 1: Turbulenzintensität von 3 % und  
! Längenmaß ca. 10 % des hydraulischen Radius am Einlaufquerschnitt (vgl. Kap. 2.5.3) 
durchflossen
benetzt
A 0,4911
Ein Ein hyd U 0,491 2 1T 0,03   und   aH 0,1 r 0,1 0,1 0,02

        (A.28) 
rinlet,1,mass,n 
! Es handelt sich um einen einströmenden Massenfluss. 
rname,1,Einlauf 
! Auslauf 
rdef,2,pressure,standard 
piezo,0,n,n,n 
! Die piezometrische Höhe (Summe aus Druckhöhe und geodätischer Höhe) ist am Auslauf gleich Null 
! Als URB (ID 2) herrscht ein freier Auslauf und die Geländehöhe ist überall Null. 
rturb,2,zgrad 
! Für die Turbulenzparameter wird eine Nullgradientenbedingung angegeben. 
rtpress,2,temp,,conc 
! Die Temperatur (unwichtig) und die Massenanteile von skalaren Parametern gelten nach 9.2 
rname,2,Auslauf 
! Plattenränder 
rdef,3,pressure,standard 
piezo,0,n,n,n 
rturb,3,zgrad 
rtpress,3,temp,,conc 
rname,3,Plattenrand 
! Analog wie Auslauf (s. o.) 
! Oberseite 
rdef,4,pressure,standard 
piezo,0,n,n,n 
rturb,4,zgrad 
rtpress,4,temp,,conc 
rname,4,Deckel 
! Analog wie Auslauf (s. o.) 
! Glasplatte (extrem glatt) 
rdef,5,wall,standard 
nosl,stand,9, 0,0,0,1,0 
! Analog zur Kanalumrandung, nur diesmal perfekte glatte Wand 
rname,5,Glasplatte 
! 9.2 Scalar Boundaries 
rsmo,0,1,adia, , 
rsmo,1,1,conc,1, 
rsmo,2,1,conc,0, 
rsmo,3,1,conc,0, 
rsmo,4,1,conc,0, 
rsmo,5,1,adia, , 
! Die Randwerte für y+ werden an adiabatischen Wänden und Ausläufen zu Null gesetzt 
! Am Einlauf wird die Konzentration auf 1 gesetzt 
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! 10 Analysis Controls 
! 10.1 Solution Controls 
! 10.1.1 Solution Method 
time,single,nodefault,const,1,rate 
! Instationäre Simulation mit zu spezifizierenden Parametern, konstante Zeitschrittweite von 1 Sekunde 
! Ausgabe globaler Änderungsraten. 
algor,piso,nodefault,20,0.25,1 
! Auswahl PISO-Algorithmus mit nutzerspezifischen Einstellungen: max. 20 Korrektorschritte,  
! Residuum-Toleranz 0,25, Blending-Faktor für Druckkorrektur ist 1 => ungeblendet 
solu,scalar,CG 
! Gleichungslöser auf Basis der konjugierten Gradienten, kein Vektorrechner 
tdsc,impl 
! Zeitdiskretisierung mit vollständig impliziter Methode 1. Ordnung 
! 10.1.2 Equation Behaviour 
! 10.1.2.1 Primary Variables 
! Karteikarte “Equation Status” 
solve,LU,y $solve,LV,y $solve,LW,y $solve,LP,y $solve,LKE,y $solve,LEPS,y 
solve,LT,n $solve,LVIS,y $solve,LDEN,n $solve,LLAMV,n $solve,LCP,n 
solve,LCOND,n $solve,LUU,n $solve,LVV,n $solve,LWW,n $solve,LUV,n 
solve,LVW,n $solve,LUW,n $solve,LV22,n $solve,LF22,n $solve,LA2,n 
! Ein- oder Ausschalten der Lösungsvariablen (y/n): Geschwindigkeiten, Druck, Turbulenzparameter, Viskosität  
! Karteikarte “Solver Parameters” 
relax, , , , , , , , , , , , , , 
! Standardwerte für instationäre Anwednung mit PISO 
sweep,100,100,100,1000,100,100, , , , , , , , , , , , 
! max. 100 (1000 für den Druck) innere Iterationen für u, v, w, k , 
resid,0.01,0.01,0.01,0.001,0.01,0.01, , , , , , , , , , , , 
! Toleranzen für Residuen 0,01 (0,001 für den Druck) 
! Karteikarte „Differencing Schemes“ 
dsch,ud,uvw,,stan 
dsch,ud,turb,,stan 
/ Upwinding für alle Transportgrößen 
! 10.1.2.2 Additional Scalars 
pmat,1 
scco,1,1,100,0.01,n,n 
! Solver-Einstellungen für zusätzliche skalare Größe, hier y+ 
! Ohne Blending, max. 100 Sweeps, Toleranz 0,01 
sc,1,on 
dsch,cd,conc,1,stan 
! Zentrale Differenzen (CD) ohne Blending 
scprop,1,1,transport,3.004e-05,const,0.9 
! Materialparameter für den Skalar: Nr., Fluid, Transportgleichung, Diffusivität, turbulente SCHMIDT-Zahl 
! 10.2 Output Controls 
! 10.2.1 Monitor Numeric Behaviour 
cput,off 
! CPU-Zeit Report ausgeschaltet 
resd,0,10000, 
! Zwischenspeicherung nach allen 10.000 Iterationen 
prch,noecho,noboun,noconv,noresi,noradr, 
! Keine Speicherung spezieller Zusatzdaten im *.info-File 
erre,off,off 
! Fehlerabschätzung für PISO ausgeschaltet 
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! 10.2.2 Monitor Engineering Behaviour 
! 10.2.2.1 Monitor Boundary Behaviour 
brmo,1,-1,N,N,N,N,N,N,N,N,N,N,N,Y,N,N,N,N,N 
brmo,1,-51,N 
! Einlauf 
brmo,2,-1,N,N,N,N,N,N,N,N,N,N,N,Y,N,N,N,N,N 
brmo,2,-51,N 
! Auslauf 
brmo,6,-1,N,N,N,N,N,N,N,N,N,N,N,Y,N,N,N,N,N 
brmo,6,-51,N 
! Bresche 
brmo,7,-1,N,N,N,N,N,N,N,N,N,N,N,Y,N,N,N,N,N 
brmo,7,-51,N 
! Wehrüberfall 
! Massenflussbilanzierung an den Querschnitten 
! 10.2.2.2 Monitor Cell behaviour 
csmo,off 
! Zell-Monitoring ausgeschaltet 
! 10.2.3 Analysis Output 
!Karteikarte “Post” 
wdata,restart,100,0,b70_Q300_h50_stat.pst 
! Ausgabe des Endergebnis nach gesamter Simulation als Restart-File 
prfield,none,,,nouser 
! Keine spezielle Ausgabe für bestimmte Zellen 
!Karteikarte “Transient” 
wrpost,1,specify,0,1,FLUX,N, 
wrpost,1,specify,0,1,U,Y, 
wrpost,1,specify,0,1,P,Y, 
wrpost,1,specify,0,1,TE,N, 
wrpost,1,specify,0,1,ED,N, 
wrpost,1,specify,0,1,VIS,N, 
wrpost,1,specify,0,1,ENTH,N, 
wrpost,1,specify,0,1,VOID,N, 
wrpost,1,specify,0,1,SC01,Y, 
! Ausgabe ab t = 0 für jeden Zeitschritt (jede Sekunde)  
! Geschwindigkeiten, Druck, Turbulenzparameter und y+ 
! 10.3 Other Controls 
! 11 Check Model Setup (Everything) 
cset,newset,fluid $cset,add,baffle 
! Gesamtes Netz auswählen  
check,cset,,severe,,nolist 
! Strenge Überprüfung 
bcheck,all $rcheck,all $prob,null 
! Weitere Tests und Checks: RB, Randregionen sowie Speicherung *.prob-File 
! 12 Analysis Preparation/Running 
! 12.1 Adaptive Refinement 
! 12.2 Set Run Time Controls 
runtime,duration,30 
! Simulationsdauer 30 Sekunden 
deltime,constant,0,0.04 
! Startzeitpunkt t = 0, t = 0,04 Sekunden 
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! 12.3 Analysis (Re)Start 
rdata,none, ,b70_Q300_h50.pst, 
! Kein Neustart aus Vorberechnung, das ist ja der stationäre Vorzustand 
! 12.4 Run Analysis Interactively 
! 12.5 Prepare Batch Files, 
! 12.6 Run History of Previous Analyses 
! 13 Final Operations 
geom,b70_Q300_h50_stat.geom,1,bina,chec 
prob,b70_Q300_h50_stat.prob,binary 
save,b70_Q300_h50_stat.mdl 
! Speicherung *.prob-, *.geom- und *.mdl-Files 
quit,nosave 
! Beenden ohne erneutes Speichern 
A.5.2 Instationäre Simulationsläufe 
(Kap. 6.3.4, S. 186) 
----- 60s File ----- mdl-File kopieren und von “_stat” nach “_60s” umkopieren 
! 1 Change Geometry (Open Flap Gate) 
cset news baffle 
cdel, cset 
cset all 
! Auswahl und Löschen der Baffles => Bruchstelle offen 
! 8 Thermophysical Models & Properties 
! 8.3 Liquids & Gases 
! 8.3.3 Initialization (sicherheitshalber rückgängig) 
pmat,1,fluid 
cini,n,n,,0 
init,stan,0,0,0,1,0,0,keps,0,0,293 
! Der gesamte Strömungsbereich wird ausgewählt und mit Nullwerten initialisiert 
! 12 Analysis Preparation/Running 
! 12.2 Set Run Time Controls 
runtime,duration,60 
! Simulationsdauer 60 Sekunden 
! 12.3 Analysis (Re)Start 
rdata,initial,c,b70_Q300_h50_60s.smap,reset 
! Neustart von Initial-Strömungsfeld, das per Datei via SMAP übernommen wird 
! 13 Final Operations 
Memo Maxcut 400000 
! Aufgrund der Netzgröße muss der allokierte Speicherplatz vergrößert werden. 
geom,b70_Q200_h50_60s.geom,1,bina,chec 
prob,b70_Q200_h50_60s.prob,binary 
save,b70_Q200_h50_60s.mdl 
quit,nosave 
! Speicherung *.prob-, *.geom- und *.mdl-Files und Beenden 
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----- Stat-File ----- Im _stat.mdl-File Smap-Datei vorbereiten 
! 1 Check mdl-File 
cset news baffle 
cset all 
! Kurzer Vergewisserung, dass hier die Baffles noch da sind 
! 2 Post-Processing & Solution Mapping (danach smap-file in “_60s” umbenennen) 
load,b70_Q300_h50_stat.pst 
! Endergebnis der stationären Vorberechnung einladen 
smap,b70_Q300_h50_60s.mdl,b70_Q300_h50_stat.smap,defa 
! Das eingeladene Strömungsfeld wird auf die neue 60s-Konfiguaration in ein *.smap-File übertragen 
! Keine Baffles, neue Simulationszeit 
----- 4s-File ----- _60s.mdl in _4s.mdl & _60s.smap in _4s.smap umkopieren 
10 Analysis Controls 
10.2 Output Controls 
10.2.3 Analysis Output 
!Karteikarte “Transient” 
wrpost,1,specify,0,0.04,FLUX,N, 
wrpost,1,specify,0,0.04,U,Y, 
wrpost,1,specify,0,0.04,P,Y, 
wrpost,1,specify,0,0.04,TE,N, 
wrpost,1,specify,0,0.04,ED,N, 
wrpost,1,specify,0,0.04,VIS,N, 
wrpost,1,specify,0,0.04,ENTH,N, 
wrpost,1,specify,0,0.04,VOID,N, 
wrpost,1,specify,0,0.04,SC01,Y, 
! Ausgabe der gleichen Variablen  ab t = 0, aber jetzt  alle 0,04 s => 100 Zeitschritte in 4 s bzw. 25 Hz  
12 Analysis Preparation/Running 
12.2 Set Run Time Controls 
runtime,duration,4 
! Simulationsdauer 4 Sekunden 
13 Final Operations 
Memo Maxcut 400000 
! Aufgrund der Netzgröße muss der allokierte Speicherplatz vergrößert werden. 
geom,b70_Q300_h50_4s.geom,1,bina,chec 
prob,b70_Q300_h50_4s.prob,binary 
quit,save 
! Speicherung *.prob- und *.geom-Files und Beenden 
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A.6 Pseudo-Code des Makros zur Ermittlung der BOUSSINESQ-Koeffizienten 
(Kap. 6.3.5, S. 188; Kap. 7.3.4, S. 226) 
Tecplot®: 
 
Lade die 3D-Datei 
Y = -1 
While (-1<= Y < 3.5) 
{  
Y-Schnitt  //d.h. Schnittnormale=[0,1,0], bzw. X-Z Ebene 
 
Abfrage nach X_min, X_max für den aktuellen Y-Schnitt 
 
X=0 
While (0 <= X < Xmax,)  
{ X-Schnitt auf dem Y-Schnitt, X += 0.05 } //bis rechter Rand 
X=-0.05 
While (Xmin < X < 0)  
{ X-Schnitt auf dem Y-Schnitt, X -= 0.05 } //bis linker Rand 
 
Y = Y + 0.05 
}  
//Auf diese Weise entsteht ein Raster aus Tiefenprofilen (Lote) 
 
Definiere für jedes Lot eine neue Zone 
Exportiere den Datensatz mit den neuen Zonen und die Variablen  
X, Y, Z, U, V, P, VOF 
Matlab®: 
 
Öffne den Datensatz 
while (EOF nicht erreicht, n++) 
{ 
 DataMatrix= Zone_n  
 Sortiere DataMatrix nach Z, aufsteigend 
  
if (VOF>0.5 && h_ges>0)    //h_ges = Höhe der letzten nassen Zelle 
{ berechne U*dh, U^2*dh, V*dh, V^2*dh, U*V*dh, P*dh 
   
berechne Mittelwerte <U>, <U^2>, <V>, <V^2>, <U*V> <P> 
nach der Formel <φ>=sum(φ *dh)/h_ges,  
  
  if (Mittelwerte != null) 
{ 
   b_xx = <U^2>/(<U>^2)  
b_yy = <V^2>/(<V>^2) 
b_xy = <U*V>/(<U>*<V>) 
 
  else b_xx = 0 = b_yy = b_xy   
} 
Gamma= 0.5 + <P>/(1000*9.81*h_ges); 
 } 
 Fülle alle werte in einer Matrix 
} 
 
Schreibe Output-Datei, Header: 
Variables = "X","Y","h","<U>","<V>","<P>","b_xx","b_yy","b_xy","gamma" 
ZONE T="b**_Q***_h**_60s" F=Point  
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