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Abstract. This paper studies Monge parameterization, or differential flatness, of control-
affine systems with four states and two controls. Some of them are known to be flat, and
this implies admitting a Monge parameterization. Focusing on systems outside this class,
we describe the only possible structure of such a parameterization for these systems, and
give a lower bound on the order of this parameterization, if it exists. This lower-bound is
good enough to recover the known results about “(x, u)-flatness” of these systems, with
much more elementary techniques. on the order of this parameterization, if it exists.
Résumé. On s’intéresse aux paramétrisations de Monge, ou à la platitude, des systèmes
affines à quatre états et deux entrées. Des travaux antérieurs caractérisent ceux de ces
systèmes qui sont “(x, u)-plats”, mais on ne sait pas si certains des sytèmes restants sont
plats, ou non. La conjecture est qu’aucun n’est plat, ni Monge-paramétrable. Pour ces
sytèmes, on montre que toute paramétrisation est d’un type particulier, et on donne une
borne inférieure sur l’ordre de cette paramétrisation, suffisante pour retrouver, de manière
beaucoup plus élémentaire, le résultat connu sur la “(x, u)-platitude”.
1. Introduction
In control theory, after a line of research on exact linearization by dynamic state feedback
[14, 5, 6], the concept of differential flatness was introduced in 1992 in[7] (see also [8, 9]).
Flatness is equivalent to exact linearization by dynamic state feedback of a special type,
called “endogenous” [7], but, as pointed out in that reference, it has its own interest, maybe
more important than linearity. An interpretation and framework for that notion is also
proposed in [1, 18, 24]; see [16] for a recent review.
The Monge problem (see the the survey article [25], published in 1932, that mentions
the prominent contributions [12] and [4], and others) is the one of finding explicit formulas
giving the “general solution” of an under-determined system of ODEs as functions of some
arbitrary functions of time and a certain number of their time-derivatives (in fact [25] allows
to change the independent variable, but we keep it to be time). Let us call such formulas a
Monge parameterization, its order being the number of time-derivatives.
The authors of [7] already made the link with the above mentioned work on under-
determined systems of ODEs dating back from the beginning of 20th century; for instance,
they used [12, 4] to obtain, in [22, 17] some results on flatness or linearizability of control
systems.
Date: April 21, 2005, revised November 30, 2005.
1991 Mathematics Subject Classification. 93B18, 93B29, 34C20.
Key words and phrases. Dynamic feedback linearization, Flat control systems, Monge problem, Monge
equations.
1
2 DAVID AVANESSOFF AND JEAN-BAPTISTE POMET
Let us precise the relation between flatness and Monge parameterizability : flatness is
existence of some functions —we call this collection of functions a flat output— of the
state, the controls and a certain number j of time-derivatives of the control, that “invert”
the formulas of a Monge parameterization, i.e. a solution t 7→ (x(t), u(t)) of the control
system corresponds to only one choice of the arbitrary functions of time appearing in the
parameterization, given by these functions. Let us call j the order of the flat output.
Characterizing differential flatness, or dynamic state feedback linearizability is still an
open problem [10], apart from the case of single-input systems [5, 4]. The main difficulty
is that the order of a parameterization or a flat output, if there exists any, is not known
beforehand: for a given system, if one can construct a parameterization, or a flat output, it
has a definite order, but if, for some integer j, one prove that there is no parameterization
of order j, then it might admit a parameterization of higher order, and we do not know
any a priori bound on the possible j’s. In the present paper, we consider systems of the
smallest dimensions for which the answer is not known; we do not really overcome the above
mentioned “main difficulty”, in the sense that we only say that our class of systems does
not admit a parameterization of order less than some numbers, but the description of the
parameterization that we give, and the resulting system of PDEs is valid at any order.
Consider a general control-affine system in R4 with two controls, where ξ ∈ R4 is the
state, w̃1 and w̃2 are the two scalar controls and X0, X1 and X2 are three smooth vector
fields :
ξ̇ = X0(ξ) + w̃1X1(ξ) + w̃2X2(ξ) .
In [19], one can find a necessary and sufficient condition on X0, X1, X2 for this system
to admit a flat output depending on the state and control only (j = 0 according to the
above notations). Systems who do not satisfy this conditions may or may not admit flat
outputs depending also on some time-derivatives of the control (j > 0). This is recalled and
commented in section 2.4 and 5.
Instead of the above control system, we study a reduced equation (3); let us briefly explain
why it represents, modulo a possibly dynamic feedback transformation, all the relevant cases.
Systems for which the iterated Lie brackets of X1 and X2 do not have maximum rank can be
treated in a rather simple manner [19, first cases of Theorem 3.1]; if on the contrary iterated
Lie brackets do have maximum rank, it is well known (Engel normal form for distributions of
rank 2 in R4, see [3]) that, after a nonsingular feedback (w̃i = β
i,0(ξ)+βi,1(ξ)w1 +β
i,2(ξ)w2,
i = 1, 2, with β1,1β2,2 − β1,2β2,1 6= 0), there are coordinates such that the system reads
ξ̇1 = w1 , ξ̇2 = γ(ξ1, ξ2, ξ3, ξ4) + ξ3w1 , ξ̇3 = δ(ξ1, ξ2, ξ3, ξ4) + ξ4w1 , ξ̇4 = w2 (1)
with some smooth functions γ and δ. One can eliminate w1 and w2 and, renaming ξ1, ξ2, ξ3, ξ4
as x, y, z, w, obtain the two following relations between these four functions of time :
ẏ = γ(x, y, z, w) + zẋ , ż = δ(x, y, z, w) + wẋ (2)
(this can also be seen as a control system with state (x, y, z) and controls w and ẋ). If
γ does not depend on w, this system is always parameterizable, and even flat (see [19] or
Example 2.5 below). If, on the contrary, γ does depend on its last argument, one can, around
a point where the partial derivative is nonzero, invert γ with respect to w, i.e. transform
the first equation into w = g(x, y, z, ẏ−zẋ) for some function g, and obtain, substituting into
the last equation, a single differential relation between x, y, z written as (3) in next section.
Note that (3) also represents the general (non-affine) systems in R3 with two controls that
satisfy the necessary condition given in [22, 23], i.e. they are “ruled”; we do not develop this
here, see [2] or a future publication.
The paper technically focuses on Monge parameterizations of (3). The problem is unsolved
if g and h are such that system (1) does not satisfy the above mentioned necessary and
sufficient condition. We do not give a complete solution, but our results are more general
than —and imply— these of [19]. The techniques used in the present paper, derived from
the original proof of non-parameterizability of some special systems in [12] (see also [21]),
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are much simpler and elementary that these of [19]: recovering the results from that paper
in this way has some interest in itself.
2. Problem statement
2.1. The systems under consideration. This paper studies the solutions t 7→ (x(t), y(t),
z(t)) of the scalar differential equation
ż = h(x, y, z, λ) + g(x, y, z, λ) ẋ with λ = ẏ − zẋ (3)
where g and h are two real analytic functions Ω → R, Ω being an open connected subset of
R
4. We assume that g does depend on λ; more precisely, associating to g a map G : Ω → R4
defined by G(x, y, z, λ) = (x, y, z, g(x, y, z, λ)), and denoting by g4 the partial derivative of g
with respect to its fourth argument,
g4 does not vanish on Ω and G defines a diffeomorphism Ω → G(Ω) . (4)
We denote by Ω̂ the open connected subset of R5 defined from Ω by :
(x, y, z, ẋ, ẏ) ∈ Ω̂ ⇔ (x, y, z, ẏ − zẋ) ∈ Ω . (5)
From g and h one may define γ and δ, two real analytic functions G(Ω) → R, such that
G−1(x, y, z, w) = (x, y, z, γ(x, y, z, w)) and δ = h ◦G−1, i.e.
w = g(x, y, z, λ) ⇔ λ = γ(x, y, z, w) , (6)
h(x, y, z, λ) = δ(x, y, z, g(x, y, z, λ)) , δ(x, y, z, w) = h(x, y, z, γ(x, y, z, w)) . (7)
Then, one may associate to (3) the control-affine system (1) in R4 with two controls, that
can also be written as (2); our interest however focuses on system (3) defined by g and h as
above. Let us set some conventions :
The functions γ and δ: when using the notations γ and δ, it is not assumed that
they are related to g and h by (6) and (7), unless this is explicitly stated.
Notations for the derivatives: We denote partial derivatives by subscript indexes.
For functions of many variables, like ϕ(u, . . . , u(k), v, . . . , v(ℓ)) in (10), we use the
name of the variable as a subscript : pxu(k−1) means ∂
2p/∂x∂u(k−1), ϕv(ℓ) means
∂ϕ/∂v(ℓ) in (16-b). Since the arguments of g, h, γ, δ and a few other functions will
sometimes be intricate functions of other variables, we use numeric subscripts for
their partial derivatives : h2 stands for ∂h/∂y, or g4,4,4 for ∂
3g/∂λ3. To avoid confu-
sions, we will not use numeric subscripts for other purposes than partial derivatives,
except the subscript 0, as in (x0, y0, z0, ẋ0, ẏ0) for a reference point.
The dot denotes, as usual, derivative with respect to time, and (j) the jth time-
derivatives.
The following elementary lemma —we do write it for the argument is used repeatedly
throughout the paper— states that no differential equation independent from (3) can be
satisfied identically by all solutions of (3) :
Lemma 2.1. For M ∈ N, let W be an open subset of R3+2M and R : W → R a smooth
function. If any solution (x(.), y(.), z(.)) of system (3), defined on some time-interval
I and such that (z(t), x(t), . . . , x(M)(t), y(t), . . . y(M)(t)) is in W for all t in I, satisfies
R(z(t), y(t), . . . , y(M)(t), x(t), . . . , x(M)(t)) = 0 identically on I, then R is identically zero
on W .
Proof. For any X ∈ W there is a germ of solution of (3) such that (z(0), x(0), . . . , x(M)(0),
y(0), . . . , y(M)(0)) = X . Indeed, take e.g. for x(.) and y(.) the polynomials in t of degree M
that have these derivatives at time zero; Cauchy-Lipschitz theorem then yields a (unique)
z(.) solution of (3) with the prescribed z(0). 
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2.2. The notion of parameterization. In order to give rigorous definitions without taking
care of time-intervals of definition of the solutions, we consider germs of solutions at time 0,
instead of solutions themselves. For O an open subset of Rn, the notation C∞0 (R, O) stands
for the set of germs at t = 0 of smooth functions of one variable with values in O, see e.g.
[11].
Let k, ℓ, L be some non negative integers, U an open subset of Rk+ℓ+2 and V an open
subset of R2L+3. We denote by U ⊂ C∞0 (R,R2) (resp. V ⊂ C∞0 (R,R3) ) the set of germs of
smooth functions t 7→ (u(t), v(t)) (resp. t 7→ (x(t), y(t), z(t)) ) such that their jets at t = 0
to the order precised below are in U (resp. in V ) :
U = {(u, v) ∈ C∞0 (R,R2)|(u(0), u̇(0), . . . , u(k)(0), v(0), . . . , v(ℓ)(0)) ∈ U}, (8)
V = {(x, y, z) ∈ C∞0 (R,R3)|(x(0), y(0), z(0), ẋ(0), ẏ(0), . . . , x(L)(0), y(L)(0)) ∈ V }. (9)
These are open sets for the Whitney C∞ topology [11, p. 42].
Definition 2.2 (Monge parameterization). Let k, ℓ, L be non negative integers, L > 0,
k ≤ ℓ, and X = (x0, y0, z0, ẋ0, ẏ0, . . . , x(L)0 , y
(L)
0 ) a point in Ω̂ × R2L−2 (Ω̂ is defined in (5)).
A parameterization of order (k, ℓ) at X for system (3) is defined by
• a neighborhood V of X in Ω̂ × R2L−2,
• an open subset U ⊂ Rk+ℓ+2 and
• three real analytic functions U → R, denoted ϕ, ψ, χ,
such that, with U and V defined from U and V according to (8)-(9), and
Γ : U → C∞0 (R,R3) the map that assigns to (u, v) ∈ U the germ Γ(u, v) at t = 0 of
t 7→


x(t)
y(t)
z(t)

 =


ϕ(u(t), u̇(t), . . . , u(k)(t), v(t), v̇(t), . . . , v(ℓ)(t))
ψ(u(t), u̇(t), . . . , u(k)(t), v(t), v̇(t), . . . , v(ℓ)(t))
χ(u(t), u̇(t), . . . , u(k)(t), v(t), v̇(t), . . . , v(ℓ)(t))

 , (10)
the following three properties hold :
(1) for all (u, v) belonging to U , Γ(u, v) is a solution of system (3),
(2) the map Γ is open and Γ(U) ⊃ V ,
(3) the two maps U → R3 defined by the triples (ϕu(k) , ψu(k) , χu(k)) and
(ϕv(ℓ) , ψv(ℓ) , χv(ℓ)) are identically zero on no open subset of U .
Remark 2.3 (On ordering the pairs (k, ℓ)). Since u and v play a symmetric role, they can
always be exchanged, and there is no lack of generality in assuming k ≤ ℓ. This convention
is useful only when giving bounds on (k, ℓ). For instance, k ≥ 2 means that both integers
are no smaller than 2.
Example 2.4. Consider the equation ż = y + (ẏ − zẋ)ẋ , i.e. (3) with g = λ, h = y (and
Ω̂ = R3). At any (x0, y0, z0, ẋ0, ẏ0, ẍ0, ÿ0) such that ẍ0 + ẋ
3
0 6= 1, a parameterization of order
(1, 2) is given by :
x = v , y =
v̇2u+ u̇
v̈ + v̇3 − 1 , z =
(1 − v̈)u+ v̇u̇
v̈ + v̇3 − 1 . (11)
It is easy to check that (x, y, z) given by these formulas does satisfy the equation, point 2 is
true because the above formulas can be “inverted” by u = −z + yẋ, v = x (this gives the
“flat output” see section 7), point 3 is true because ψu̇, ψv̈, χu̇ and χv̈ are nonzero rational
functions. Here, L = 2 and V can be taken the whole set of (x, y, z, ẋ, ẏ, ẍ, ÿ) ∈ R7 such that
ẍ+ ẋ3 6= 1 and U the whole set of (u, u̇, v, v̇, v̈) ∈ R5 such that v̈ + v̇3 6= 1.
Example 2.5. Suppose that the function γ in (2) depends on x, y, z only (this is treated in
[19, case 6 in Theorem 3.1]). For such systems, eliminating w does not lead to (3), but to
the simpler relation ẏ − zẋ = γ(x, y, z). One can easily adapt the above definition replacing
(3) by this relation. This system ẏ− zẋ = γ(x, y, z) admits a parameterization of order (1,1)
at any (x0, y0, z0, ẋ0, ẏ0) such that ẋ0 + γ3(x0, y0, z0) 6= 0.
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Proof. In a neighborhood of such a point,, the map (x, ẋ, y, z) 7→ (x, ẋ, y, γ(x, y, z) + zẋ) is
a local diffeomorphism, whose inverse can be written as (x, ẋ, y, ẏ) 7→ (x, ẋ, y, χ(x, ẋ, y, ẏ)),
thus defining a map χ. Then x = u, y = v, z = χ(u, u̇, v, v̇) defines a parameterization of
order (1,1) in a neighborhood of these points.
Remark 2.6. The integer L characterizes the number of derivatives needed to describe the
open set where the parameterization is valid. For instance, in Examples 2.4 and 2.5, L must
be taken no smaller than 2 and 1 respectively. Obviously, a parameterization of order (k, ℓ) at
(x0, y0, z0, ẋ0, ẏ0, . . . , x
(L)
0 , y
(L)
0 ) is also, for L
′ > L and any (x
(L+1)
0 , y
(L+1)
0 , . . . , x
(L′)
0 , y
(L′)
0 ),
a parameterization of the same order at (x0, y0, z0, ẋ0, ẏ0, . . . , x
(L′)
0 , y
(L′)
0 ).
The above definition is local around some jet of solutions of (3). In general, the idea
of a global parameterization, meaning that Γ would be defined globally, is not realistic; it
is not realistic either to require that there exists a parameterization around all jets (this
would be “everywhere local” rather than “global”) : the systems in example 2.5 admit
a local parameterization around “almost every” jets, meaning jets outside the zeroes of a
real analytic function (namely jets such that ẋ + γ3(x, y, z) 6= 0). We shall not define more
precisely the notion of “almost everywhere local” parameterizability, but rather the following
(sloppier) one.
Definition 2.7. We say that system (3) admits a parameterization of order (k, ℓ) somewhere
in Ω if there exist an integer L and at least one jet (x0, y0, z0, ẋ0, ẏ0, . . ., x
(L)
0 , y
(L)
0 ) ∈ Ω̂ ×
R
2L−2 with a parameterization of order (k, ℓ) at this jet in the sense of Definition 2.2
In a colloquial way this is a “somewhere local” property. Using real analyticity, it should
imply “almost everywhere local”, but we do not investigate this.
2.3. The functions S, T and J. Given g, h, let us define three functions S, T and J , to
be used to discriminate different cases. They were already more or less present in [19]. The
most compact way is as follows : let ω, ω1 and η be the following differential forms in the
variables x, y, z, λ :
ω1 = dy − zdx , ω = −2 g42dx+ (g4,4 h4 − g4 h4,4)ω1 − g4,4 (dz − gdx) ,
η = dz − gdx− h4 ω1 . (12)
From (4), ω∧ω1∧η = 2g42dx∧dy∧dz 6= 0. Decompose dω∧ω on the basis ω, ω1, η, dλ,
thus defining the functions S, T and J (we say more on their expression and meaning in
section 4) :
dω ∧ ω = −
(
S
2g4
dλ ∧ η + T
2
dλ ∧ ω1 + J ω1 ∧ η
)
∧ ω . (13)
Example 2.8. Le us illustrate the computation of S, T and J on the following three partic-
ular cases of (3). For each of them, the table below gives the differential forms ω and η, the
decomposition of dω ∧ ω on ω1, ω, η, dλ and the resulting S, T, J according to (13). System
(a) was already studied in Example 2.4.
(a): ż = y+(ẏ−zẋ)ẋ , (b): ż = y+(ẏ−zẋ)(ẏ−(z−1)ẋ) , (c): ż = y+(ẏ−zẋ)2ẋ . (14)
system
(14)
g(x, y, z, λ) h(x, y, z, λ)
−ω/2
η
dω ∧ ω S, T, J
(a) λ y
dx
dz − λdx 0 0, 0, 0
(b) λ y + λ2
dy − (z − 1)dx
dz − λdx − 2λω1 ω
1 ∧ η ∧ ω 0, 0, −1
(c) λ2 y
dz + 3λ2dx
dz − λ2dx
3
λ
dλ ∧ η ∧ ω −12, 0, 0
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2.4. Contributions and organization of the paper. If S = T = J = 0, i.e. dω∧ω = 0,
system (3) admits a parameterization of order (1,2), at all points except some singularities.
This is stated further as Theorem 4.3, but was already contained in [19]. We conjecture that
these systems are the only parameterizable ones of these dimensions, i.e. system (3) admits
no parameterization of any order if (S, T, J) 6= (0, 0, 0), i.e. if dω ∧ ω 6= 0.
This is unfortunately still a conjecture, but we give the following results, valid if (S, T, J) 6=
(0, 0, 0) (recall that k ≤ ℓ, see Remark 2.3) :
• system (3) admits no parameterization of order (k, ℓ) with k ≤ 2 or k = ℓ = 3
(Theorem 5.4),
• a parameterization of order (k, ℓ) must come from a solution of the system of PDEs
Eγ,δk,ℓ (Theorem 5.1),
• since a solution of this system of PDEs is also sufficient to construct a parameteri-
zation (Theorem 3.7), the conjecture can be entirely re-formulated in terms of this
system of partial differential relations.
Note that this allows one to recover the results from [19] on (x, u)-flatness1. See Remark 5.6
for details.
The paper is organized as follows. Section 3 is about the above mentioned partial dif-
ferential system Eγ,δk,ℓ . Section 4 is devoted to some special constructions for the case where
S = T = 0, and geometric interpretations. The main results are stated in Section 5, based
on sufficient conditions obtained in Sections 3 and 4, and necessary conditions stated and
proved in Section 6. Sections 7 and 8 comment on flatness vs. Monge parameterization and
then give a conclusion and perspectives.
3. A system of partial differential equations
This section can profitably be skipped or overlooked in a first reading; the reader will come
back when needed to this material that might appear, at first sight, somehow disconnected
from the thread of the paper.
It defines Eγ,δk,ℓ and its “regular solutions”, proves that a regular solution induces a param-
eterization of order (k, ℓ), and that no regular solution exists unless k ≥ 3 and ℓ ≥ 4.
3.1. The equation Eγ,δk,ℓ , regular solutions. For k and ℓ some positive integers, we define
a partial differential system in k + ℓ+ 1 independent variables and one dependent variable,
i.e. the unknown is one function of k+ℓ+1 variables. The dependent variable is denoted by
p and the independent variables by u, u̇, . . . , u(k−1), x, v, v̇, . . . , v(ℓ−1). Although the names
of the variables may suggest “time-derivatives”, time is not a variable here.
In Rk+ℓ+1 with the independent variables as coordinates, let F be the differential operator
of order 1
F =
k−2∑
i=0
u(i+1)
∂
∂u(i)
+
ℓ−2∑
i=0
v(i+1)
∂
∂v(i)
, (15)
where the first sum is zero if k ≤ 1 and the second one is zero if ℓ ≤ 1.
Let Ω̃ be an open connected subset of R4 and γ, δ two real analytic functions Ω̃ → R
such that γ4 (partial derivative of γ with respect to its 4
th argument, see end of section 2.1)
does not vanish on Ω̃. Consider the system of two partial differential equations and three
inequations :
Eγ,δk,ℓ



pu(k−1)
(
Fpx − δ(x, p, px, pxx)
)
− pxu(k−1)
(
Fp− γ(x, p, px, pxx)
)
= 0 , (a)
pu(k−1) pxv(ℓ−1) − pxu(k−1) pv(ℓ−1) = 0 , (b)
pu(k−1) 6= 0 , (c)
pv(ℓ−1) 6= 0 , (d)
γ1 + γ2 px + γ3 pxx + γ4 pxxx − δ 6= 0 . (e)
(16)
1The term “dynamic linearizable” in [19] is synonymous to “flat” here.
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To any p satisfying Eγ,δk,ℓ , we associate two functions σ and τ , and a vector field E :
σ = − pv(ℓ−1)
pu(k−1)
, τ =
−Fp+ γ(x, p, px, pxx)
pu(k−1)
, E = σ
∂
∂u(k−1)
+
∂
∂v(ℓ−1)
. (17)
We also introduce the differential operator D (see Remark 3.2 on the additional variables
ẋ, . . . , x(k+ℓ−1)) :
D = F + τ
∂
∂u(k−1)
+
k+ℓ−2∑
i=0
x(i+1)
∂
∂x(i)
. (18)
Definition 3.1 (Regular solutions of Eγ,δk,ℓ ). A regular solution of system E
γ,δ
k,ℓ is a real
analytic function p : O → R, with O a connected open subset of Rk+ℓ+1, such that the image
of O by (x, p, px, pxx) is contained in Ω̃, (16-a,b) are identically satisfied on O, the left-hand
sides of (16-c,d,e) are not identically zero, and, for at least one integer K ∈ {1, . . . , k+ℓ−2},
EDKp 6= 0 (19)
(not identically zero, as a function of u, . . . , u(k−1), x, v, . . . , v(ℓ−1), ẋ, . . . , x(K) on O × RK).
We call it K-regular if K is the smallest such integer, i.e. if EDip = 0 for all i ≤ K − 1.
Remark 3.2 (on the additionnal variables ẋ, . . . , x(k+ℓ−1) in D). These variables appear in
the expression (18). Note that D is only applied (recursively) to functions of u, . . . , u(k−1), x,
v, . . . , v(ℓ−1) only; hence we view it as a vector field in Rk+ℓ+1 with these variables as param-
eters. In fact, D is only used in EDip, 1 ≤ i ≤ k + ℓ− 1. This is a polynomial with respect
to the variables ẋ, ẍ, . . . , x(i) with coefficients depending on u, . . . , u(k−1), x, v, . . . , v(ℓ−1) via
the functions p, γ, δ and their partial derivatives. Hence EDip = 0 means that all these
coefficients are zero, i.e. it encodes a collection of differential relations on p, where the
spurious variables ẋ, ẍ, . . . , x(i) no longer appear. Likewise, EDip 6= 0 means that one of
these relations is not satisfied.
Definition 3.3. We say that system Eγ,δk,ℓ admits a regular (resp. K-regular) solution some-
where in Ω̂ if there exist at least an open connected O ⊂ Rk+ℓ+1 and a regular (resp.
K-regular) solution p : O → R.
Remark 3.4. It is easily seen that p is solution of Eγ,δk,ℓ if and only if there exist σ and τ
such that (p, σ, τ) is a solution of
Fp+ τpu(k−1) = γ(x, p, px, pxx) Ep = 0 , σx = 0 ,
Fpx + τpx,u(k−1) = δ(x, p, px, pxx) pu(k−1) 6= 0 , τx 6= 0 , σ 6= 0
(20)
Indeed, (16) does imply the above relations with σ and τ given by (17); in particular, τx 6= 0
is equivalent to (e) and σ 6= 0 to (d); conversely, eliminating σ and τ in (20), one recovers
Eγ,δk,ℓ . Note also that, with g and h related to γ and δ by (6) and (7), any solution of the
above equations and inequations satisfies
Dpx = h(x, p, px, Dp− pxẋ) + g(x, p, px, Dp− pxẋ)ẋ . (21)
The following will be used repeatedly in the paper :
Lemma 3.5. If p is a solution of system Eγ,δk,ℓ and
(1) either it satisfies a relation of the type px = α(x, p) with α a function of two variables,
(2) or it satisfies a relation of the type pxx = α(x, p, px) with α a function of three
variables,
(3) or it satisfies two relations of the type pxxx = α(x, p, px, pxx) and
Fpxx + τpxxu(k−1) = ψ(x, p, px, pxx), with ψ and α two functions of four variables,
then it satisfies EDip = 0 for all i ≥ 0 and hence is not a regular solution of Eγ,δk,ℓ .
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Proof. Point 1 implies point 2 because differentiating the relation px = α(x, p) with respect
to x yields pxx = αx(x, p) + pxαp(x, p). Likewise, point 2 implies point 3 : differentiating
the relation px,x = α(x, p, px) with respect to x yields pxxx = αx(x, p, px) + pxαp(x, p, px) +
pxxαpx(x, p, px) while differentiating it along the vector field F + τ ∂/∂u
(k−1) and using (20)
yields
Fpxx + τpxxu(k−1) = γ(x, p, px, pxx)αp(x, p, px) + δ(x, p, px, pxx)αpx(x, p, px).
Let us prove that point 3 implies EDip = EDipx = ED
ipxx = 0 for all i ≥ 0, hence the
lemma. It is indeed true for i = 0 and the following three relations: Dp = γ(x, p, px, pxx) +
ẋ px, Dpx = δ(x, p, px, pxx) + ẋ pxx, Dpxx = ψ(x, p, px, pxx) + ẋ α(x, p, px, pxx), that are
implied by (18), (20) and the two relations in point 3 allow one to go from i to i + 1
(EDix = Ex(i) = 0 and EDiẋ = Ex(i+1) = 0 from the very definition of D and E). 
3.2. The relation with Monge parameterizations. Let us now explain how a Monge
parameterization for system (3) can be deduced from a regular solution p : O → R of Eγ,δk,ℓ .
This may seem anecdotic but it is not, for we shall prove (cf. sections 5 and 6) that all
Monge parameterizations are of this type, except when g and h are such that dω ∧ ω = 0
(see (12)-(13)).
We saw in Remark 3.4 that (16-e) is equivalent to τx 6= 0; let (u0, . . . , u(k−1)0 , x0, v0, . . .,
v
(ℓ−1)
0 ) ∈ O be such that τx(u0, . . . , u
(k−1)
0 , x0, v0, . . . , v
(ℓ−1)
0 ) 6= 0. Choose any (u
(k)
0 , v
(ℓ)
0 ) ∈
R
2 (for instance with v
(ℓ)
0 = 0) such that
u
(k)
0 − σ(u0, . . . , u
(k−1)
0 , v0, . . . , v
(ℓ−1)
0 ) v
(ℓ)
0 = τ(u0, . . . , u
(k−1)
0 , x0, v0, . . . , v
(ℓ−1)
0 ). (22)
Then, the implicit function theorem provides a neighborhood V of (u0, . . . , u
(k)
0 , v0, . . . , v
(ℓ)
0 )
in Rk+ℓ+2 and a real analytic map ϕ : V → R such that ϕ(u0, . . . , u(k)0 , v0, . . . , v
(ℓ)
0 ) = x0
and
τ(u, . . . , u(k−1), ϕ(u · · · v(ℓ)), v, . . . , v(ℓ−1)) = u(k) − σ(u, . . . , u(k−1), v, . . . , v(ℓ−1)) v(ℓ) (23)
identically on V . Two other maps V → R may be defined by
ψ(u, . . . , u(k), v, . . . , v(ℓ)) = p(u, . . . , u(k−1), ϕ(· · · ), v, . . . , v(ℓ−1)), (24)
χ(u, . . . , u(k), v, . . . , v(ℓ)) = px(u, . . . , u
(k−1), ϕ(· · · ), v, . . . , v(ℓ−1)). (25)
From these ϕ, ψ and χ, one can define a map Γ as in (10) that is a candidate for a
parameterization. We prove below that, if p is a regular solution of Eγ,δk,ℓ , then this Γ is
indeed a parameterization, at least away from some singularities. The following lemma
describes these singularities; it is proved in Appendix A.
Lemma 3.6. Let O be an open connected subset of Rk+ℓ+1 and p : O → R be a K-regular
solution of system Eγ,δk,ℓ , see (16). Define the map π : O × RK → RK+2 by
π(u · · ·u(k−1), x, v · · · v(ℓ−1), ẋ · · ·x(K)) =


px(u · · ·u(k−1), x, v · · · v(ℓ−1))
p(u · · ·u(k−1), x, v · · · v(ℓ−1))
Dp(u · · ·u(k−1), x, v · · · v(ℓ−1), ẋ)
...
DKp(u · · ·u(k−1), x, v · · · v(ℓ−1), ẋ · · ·x(K))


.
(26)
There exist two non-negative integers i0 ≤ k and j0 ≤ ℓ such that i0 + j0 = K + 2 and
det
(
∂π
∂u(k−i0)
, . . . ,
∂π
∂u(k−1)
,
∂π
∂v(ℓ−j0)
, . . . ,
∂π
∂v(ℓ−1)
)
(27)
is a nonzero real analytic function on O × RK .
We can now state precisely the announced sufficient condition. Its interest is discussed in
Remark 5.5.
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Theorem 3.7. Let p : O → R, with O ⊂ Rk+ℓ+1 open, be a K-regular solution of system
Eγ,δk,ℓ , and i0, j0 be given by Lemma 3.6. Then, the maps ϕ, ψ, χ constructed above define a
parameterization Γ of system (3) of order (k, ℓ) (see Definition 2.2) at any jet of solutions
(x0, y0, z0, ẋ0, . . . , x
(K)
0 , ẏ0, . . . , y
(K)
0 ) such that, for some u0, . . . , u
(k−1)
0 , v0, . . . , v
(ℓ−1)
0 ,
(u0, . . . , u
(k−1)
0 , x0, v0, . . . , v
(ℓ−1)
0 ) ∈ O ,
z0 = px(u0, . . . , u
(k−1)
0 , v0, . . . , v
(ℓ−1)
0 , x0) ,
y
(i)
0 = D
ip(u0, . . . , u
(k−1)
0 , v0, . . . , v
(ℓ−1)
0 , x0, . . . , x
(i)
0 ) 0 ≤ i ≤ K ,



(28)
the left-hand sides of (16-c,d,e) are all nonzero at (u0, . . . , u
(k−1)
0 , x0, v0, . . . , v
(ℓ−1)
0 ), and the
function EDKp and the determinant (27) are nonzero at point (u0, . . . , u
(k−1)
0 , x0, . . . , x
(K)
0 ,
v0, . . . , v
(ℓ−1)
0 ) ∈ O × RK .
Proof. Let us prove that Γ given by (10), with the maps ϕ, ψ, χ constructed above, satisfies
the three points of Definition 2.2. Differentiating (23) with respect to u(k) and v(ℓ) yields
ϕu(k)τx = 1, ϕv(ℓ)τx = −σ, hence the point 3 (σ 6= 0 from (20)). To prove point 1, let
u(.), v(.) be arbitrary and x(.), y(.), z(.) be defined by (10). Differentiating (10) with respect
to time, using relations (24) and (25), taking u(k)(t) from (23), one has
ẏ(t) = Fp+τpu(k−1) +v
(ℓ)(t)Ep+ ẋ(t) z(t) , ż(t) = Fpx +τpx,u(k−1) +v
(ℓ)(t)Epx + ẋ(t) pxx ,
where F is given by (15) and the argument (u(t) . . . u(k−1)(t), x(t), v(t) . . . v(ℓ−1)(t)) for Fp,
Fpx Ep, Epx, τ , px,u(k−1) , pu(k−1) and pxx is omitted. Then, (20) implies, again omit-
ting the arguments of pxx, one has ẏ(t) = γ(x(t), y(t), z(t), pxx) + z(t)ẋ(t), and ż(t) =
δ(x(t), y(t), z(t), pxx) + pxxẋ(t). The first equation yields pxx = g(x(t), y(t), z(t), ẏ(t) −
z(t)ẋ(t)) with g related to γ by (6), and then the second one yields (3), with h related to δ
by (7). This proves point 1. The rest of the proof is devoted to point 2.
Let t 7→ (x(t), y(t), z(t)) be a solution of (3). We may consider Γ(u, v) = (x, y, z) (see
(10)) as a system of three ordinary differential equations in two unknown functions u, v :
u(k) − σ(u, . . . , u(k−1), v, . . . , v(ℓ−1))v(ℓ) − τ(u, . . . , u(k−1), x, v, . . . , v(ℓ−1)) = 0, (29)
p(u, . . . , u(k−1), x, v, . . . , v(ℓ−1)) = y, (30)
px(u, . . . , u
(k−1), x, v, . . . , v(ℓ−1)) = z. (31)
Differentiating (30)K+1 times, substituting u(k) from (29), and using the fact that EDip = 0
for i ≤ K (see Definition 3.1), we get
Dip (u(t), . . . , u(k−1)(t), v(t), . . . , v(ℓ−1)(t), x(t), . . . , x(i)(t)) =
diy
dti
(t) , 1 ≤ i ≤ K, (32)
v(ℓ)(t) EDKp (u(t), . . . , u(k−1)(t), v(t), . . . , v(ℓ−1)(t), x(t), . . . , x(K)(t))
+ DK+1p (u(t), . . . , u(k−1)(t), v(t), . . . , v(ℓ−1)(t), x(t), . . . , x(K+1)(t)) =
dK+1y
dtK+1
(t) . (33)
Equations (30)-(31)-(32) can be written
π(u, . . . , . . . , u(k−1), x, v, . . . , v(ℓ−1), ẋ, . . . , x(K)) =


z
y
ẏ
...
y(K)


(34)
with π given by (26). From the implicit function theorem, since the determinant (27) is
nonzero, (30)-(31)-(32) yields u(k−i0), . . . , u(k−1), v(ℓ−j0), . . . , v(ℓ−1) as explicit functions of
u, . . . , u(k−i0−1), v, . . . , v(ℓ−j0−1), x, . . . , x(K), y, . . . , y(K) and z. Let us single out these
giving the lowest order derivatives :
u(k−i0) = f1(u, . . . , u(k−1−i0−1), v, . . . , v(ℓ−j0−1), x, . . . , x(K), z, y, . . . , y(K)),
v(ℓ−j0) = f2(u, . . . , u(k−1−i0−1), v, . . . , v(ℓ−j0−1), x, . . . , x(K), z, y, . . . , y(K)).
(35)
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Let us prove that, provided that (x, y, z) is a solution of (3), system (35) is equivalent to
(29)-(30)-(31), i.e. to Γ(u, v) = (x, y, z). It is obvious that any t 7→ (u(t), v(t), x(t), y(t), z(t))
that satisfies (3), (29), (30) and (31) also satisfies (35), because these equations were obtained
from consequences of those. Conversely, let t 7→ (u(t), v(t), x(t), y(t), z(t)) be such that
(3) and (35) are satisfied; differentiating (35) and substituting each time ż from (3) and
(u(k−i0), v(ℓ−j0)) from (35), one obtains
u(k−i0+i) = f1,i(u, . . . , u(k−1−i0−1), v, . . . , v(ℓ−j0−1), x, . . . , x(K+i), z, y, . . . , y(K+i)), i ∈ N,
v(ℓ−j0+j) = f2,j(u, . . . , u(k−1−i0−1), v, . . . , v(ℓ−j0−1), x, . . . , x(K+j), z, y, . . . , y(K+j)), j ∈ N.
(36)
Now, substitute the values of u(k−i0), . . . , u(k), v(ℓ−j0), . . . , v(ℓ) from (36) into (29), (30) and
(31); either the obtained relations are identically satisfied, and hence it is true that any
solution of (3) and (35) also satisfies (29)-(30)-(31), or one obtains at least one relation of
the form (recall that k ≤ ℓ):
R(u, . . . , u(k−1−i0−1), v, . . . , v(ℓ−j0−1), x, . . . , x(K+ℓ), z, y, . . . , y(K+ℓ)) = 0.
This relation has been obtained (indirectly) by differentiating and combining (3)-(29)-(30)-
(31). This is absurd because (29)-(30)-(31)-(32)-(33) are the only independent relations
of order k, ℓ obtained by differentiating and combining2 (29)-(30)-(31) because, on the one
hand, since DKp 6= 0, differentiating more (33) and (29) will produce higher order differential
equations in which higher order derivatives cannot be eliminated, and on the other hand,
differentiating (31) and substituting ż from (3), u(k) from (29) and ẏ from (32) for i = 1
yields the trivial 0 = 0 because p is a solution of Eγ,δk,ℓ , see the proof of point 1 above.
We have now established that, for (x, y, z) a solution of (3), Γ(u, v) = (x, y, z) is equiv-
alent to (35). Using Cauchy Lipschitz theorem with continuous dependence on the param-
eters, one can define a continuous map s : V → U mapping a germ (x, y, z) to the unique
germ of solution of (35) with fixed initial condition (u, . . . , u(k−i0−1), v, . . . , v(ℓ−j0−1)) =
(u0, . . . , u
(k−i0−1)
0 , v0, . . . , v
(ℓ−j0−1)
0 ). Then s is a continuous right inverse of Γ, i.e. Γ◦s = Id.
This proves point 2. 
3.3. On (non-)existence of regular solutions of system Eγ,δk,ℓ .
Conjecture 3.8. For any real analytic functions γ and δ (with γ4 6= 0), and any integers
k, ℓ, the partial differential system Eγ,δk,ℓ (see (16)) does not admit any regular solution p.
An equivalent way of stating this conjecture is: “the equations EDip = 0, for 1 ≤ i ≤
k + ℓ − 2, are consequences of (16)”. Note that “EDip = 0” in fact encodes several partial
differential relations on p; see Remark 3.2. If γ and δ are polynomials, this can be easily
phrased in terms of the differential ideals in the set of polynomials with respect to the
variables u, . . . , u(k−1), x, v, . . . , v(ℓ−1) with k + ℓ + 1 commuting derivatives (all the partial
derivatives with respect to these variables).
This is still a conjecture for general integers k and ℓ, but we prove it for “small enough”
k, ℓ, namely if one of them is smaller than 3 or if k = ℓ = 3. The following statements assume
k ≤ ℓ (see remark 2.3).
2In other words, (29)-(30)-(31)-(32)-(33), as a system of ODEs in u and v, is formally integrable (see e.g.
[3, Chapter IX]). This means, for a systems of ODEs with independent variable t, that no new independent
equation of the same orders (k with respect to u and ℓ with respect to v) can be obtained by differentiating
and combining these equations. It is known [3, Chapter IX] that a sufficient condition is that this is true when
differentiating only once and the system allows one to express the highest order derivatives as functions of the
others. Formal integrability also means that, given any initial condition (u(0), . . . , u(k)(0), v(0), . . . , v(ℓ)(0))
that satisfies these relations, there is a solution of the system of ODEs with these initial conditions.
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Proposition 3.9. If system Eγ,δk,ℓ , with k ≤ ℓ, admits a regular solution, then k ≥ 3, ℓ ≥ 4
and the determinant ∣∣∣∣∣∣
pu(k−1) pu(k−2) pu(k−3)
pxu(k−1) pxu(k−2) pxu(k−3)
pxxu(k−1) pxxu(k−2) pxxu(k−3)
∣∣∣∣∣∣
(37)
is a nonzero real analytic function.
Proof. Straightforward consequence of Lemma 3.5 and the three following lemmas, proved
in appendix B. 
Lemma 3.10. If p is a solution of system Eγ,δk,ℓ and either k = 1 or
∣∣∣∣
pu(k−1) pu(k−2)
pxu(k−1) pxu(k−2)
∣∣∣∣ = 0,
then around each point such that pu(k−1) 6= 0, there exists a function α of two variables such
that a relation px = α(x, p) holds identically on a neighborhood of that point.
Lemma 3.11. Suppose that p is a solution of Eγ,δk,ℓ with
ℓ ≥ k ≥ 2 , pu(k−1) 6= 0 ,
∣∣∣∣
pu(k−1) pu(k−2)
pxu(k−1) pxu(k−2)
∣∣∣∣ 6= 0 . (38)
If either k = 2 or the determinant (37) is identically zero, then, around any point where the
two quantities in (38) are nonzero, there exists a function α of three variables such that a
relation px,x = α(x, p, px) holds identically on a neighborhood of that point.
Lemma 3.12. Let k = ℓ = 3. For any solution p of Eγ,δ3,3 , in a neighborhood of any point
where the determinant (37) is nonzero, there exist two functions α and ψ of four variables
such that pxxx = α(x, p, px, pxx) and Fpxx + τpxxu(k−1) = ψ(x, p, px, pxx) identically on a
neighborhood of that point.
4. Remarks on the case where S = T = 0.
4.1. Geometric meaning of the differential form ω and the condition S = T = 0.
For (x, y, z) such that the set Λ = {λ ∈ R, (x, y, z, λ) ∈ Ω} is nonempty, (3) defines, by
varying λ in Λ and ẋ in R, a surface Σ in [the tangent space at (x, y, z) to] R3. Fixing λ
in Λ and varying ẋ in R yields a straight line Sλ (direction (1, z, g(x, y, z, λ))). Obviously,
Σ =
⋃
λ∈Λ Sλ; Σ is a ruled surface. For each λ ∈ Λ, let Pλ be the osculating hyperbolic
paraboloid to Σ along Sλ, i.e. the unique
3 such quadric that contains Sλ and has a contact
of order 2 with Σ at all points of Sλ. Its equation is
(ẏ − zẋ− λ)
(
ẋ+ h44g4−g44h42 g42 (ẏ − zẋ− λ) +
g44
2 g42
(ż − gẋ− h)
)
− ż−gẋ−h
g4
+h4
g4
(ẏ − zẋ− λ) = 0
where we omitted the argument (x, y, z, λ) of h and g. With ω, ω1, η defined in (12) and ξ̇
the vector with coordinates ẋ, ẏ, ż, the above equation reads
−
(
〈ω1, ξ̇〉 − λ
) 〈ω, ξ̇〉 + (h44g4 − g44h4)λ+ g44h
2g42
− 〈η, ξ̇〉 − h
g4
= 0 ,
that can in turn be rewritten 〈ω1, ξ̇〉〈ω, ξ̇〉−〈ω3, ξ̇〉−a0 = 0, with ω3 and a0 some differential
form and function; ω, ω3 and a0 are uniquely defined up to multiplication by a non-vanishing
function; they encode how the “osculating hyperbolic paraboloid” depends on x, y, z and λ.
We will have to distinguish the case when S and T , whose explicit expressions derive from
(12) and (13):
S = 2 g4 g4,4,4 − 3 g4,42 , T = 2 g4 h4,4,4 − 3 g4,4 h4,4 , (39)
3General hyperbolic paraboloid:
(
a11ẋ + a12Y + a13Z
) (
a21ẋ + a22Y + a23Z
)
+ a31ẋ + a32Y + a33Z +
a0 = 0, where the matrix [aij ] is invertible and Y, Z stand for ẏ − zẋ − λ, ż − gẋ − h. It contains Sλ if
and only if a11 = a31 = a0 = 0. Contact at order 2 means a13 = 0, a33 = −a12a21/g4, a32 = −h4a33,
a22 = 1
2
a21(g4h44 − g44h4)/g42, a23 =
1
2
a21g44/g42. Normalization: a12 = a21 = 1.
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are zero. From (13), it means that the Lie derivative of ω along ∂/∂λ is co-linear to ω, and
this is classically equivalent to a decomposition ω = k ω̂2 where k 6= 0 is a function of the
four variables x, y, x, λ but ω̂2 is a differential form in the three variables x, y, z, the first
integrals of ∂/∂λ. Then, one can prove that the form ω̂3 = ω3/k and the function â0 = a0/k
also involve the variables x, y, z only. From ω’s expression, one can take for instance k = g44
or k = gg44 − 2g42 (they do not vanish simultaneously because g4 does not vanish). Hence
S = T = 0 if and only if, for each fixed (x, y, z), the osculating hyperbolic paraboloid Pλ in
fact does not depend on λ i.e. the surface Σ itself is a hyperbolic paraboloid, its equation
being
〈ω1, ξ̇〉〈ω̂2, ξ̇〉 + 〈ω̂3, ξ̇〉 + â0 = 0 , (40)
where ξ̇ is the vector of coordinates ẋ, ẏ, ż. This yields the following proposition4, where the
functions â0, â1, â2, b̂0, b̂1, ĉ0, ĉ1 of x, y, z are defined by
ω̂2 =
ω
k
= b̂1dx+ â2ω1 − ĉ1dz, ω̂3 = ω
3
k
= b̂0dx+ â1ω1 − ĉ0dz, â0 = a
0
k
. (41)
Proposition 4.1. If S and T , given by (12)-(13), or (39), are identically zero on Ω, then,
for any (x0, y0, z0, λ0) in Ω, there exist an open set W ⊂ R3, an open interval I ⊂ R, with
(x0, y0, z0, λ0) ∈W × I ⊂ Ω, and seven smooth functions W → R denoted by â0, â1, â2, b̂0,
b̂1, ĉ0, ĉ1 such that ĉ0 + ĉ1λ does not vanish on W × I, ĉ1b̂0 − b̂1ĉ0 does not vanish on W ,
and, for (x, y, z, λ) ∈ W × I, ẋ ∈ R and ż ∈ R, equation (3) is equivalent to
λ
(
b̂1(x,y,z)ẋ+ â2(x,y,z)λ− ĉ1(x,y,z)ż
)
+
(
b̂0(x,y,z)ẋ+ â1(x,y,z)λ− ĉ0(x,y,z)ż
)
+ â0(x,y,z) = 0.
4.2. A parameterization of order (1, 2) if S = T = J = 0. It is known [19] that system
(3) is (x, u)-flat (see section 7) if S = T = J = 0. For the sake of completeness, let re-state
this result in terms of parameterization. We start with the following particular case of (3):
ż = κ(x, y, z) ẋ λ+ a(x, y, z)λ+ b(x, y, z) ẋ+ c(x, y, z) with λ = ẏ − zẋ (42)
where κ does not vanish on the domain where it is defined. Note that Example 2.4 was of
this type with κ = 1, a = b = 0, c = y. For short, define the following vector fields:
X0 = c
∂
∂z
, X1 =
∂
∂x
+ z
∂
∂y
+ b
∂
∂z
, X2 =
∂
∂y
+ a
∂
∂z
, X3 = κ
∂
∂z
.
Note that, for h an arbitrary smooth function of x, y and z, X0h, X1h, X2h, X3h also
depend on x, y, z only.
Lemma 4.2. System (42) admits a parameterization of order (1,2) at any (x0, y0, z0, ẋ0, ẏ0,
ẍ0, ÿ0) such that
κ ẍ0+κ
2ẋ30+
(
X1κ−X3b+2aκ
)
ẋ20+
(
X1a+X0κ−X3c−X2b+a2
)
ẋ0+X
0a−X3c 6= 0. (43)
Proof. From (43), the two vector fields Y = X2+ẋX3 and Z = [X0+ẋX1 , X2+ẋX3 ]+ẍX3
are linearly independent at point (x0, y0, z0, ẋ0, ẍ0). Let then h be a function of (x, y, z, ẋ)
such that Y h = 0 and Zh 6= 0; its “time-derivative along system (42)”, given by ḣ = X0h+(
X1h
)
ẋ+
(
Y h
)
λ+
(
∂h/∂ẋ)ẍ, does not depend on λ: it is a function of (x, y, z, ẋ, ẍ); also, since
Y h = 0, one has Y ḣ = Zh; finally, Zh 6= 0 implies that dh∧ dḣ∧ dx∧ dẋ∧ dẍ 6= 0. In turn,
this implies that (x, y, z, ẋ, ẍ) 7→ (h(x, y, z, ẋ), ḣ(x, y, z, ẋ, ẍ), x, ẋ, ẍ) defines a local diffeomor-
phism at (x0, y0, z0, ẋ0, ẍ0). Let ψ and χ be the two functions of five variables such that the
4We introduced the osculating hyperbolic paraboloid because it gives some geometric insight on ω, S and
T , but it is not formally needed : Proposition 4.1 can be stated without it, and proved as follows, based on
(39) (see also [2]): the general solution of S = 0 is a linear fractional expression g =
(
b̂0 + b̂1λ
)/(
ĉ0 + ĉ1λ
)
where b̂0, b̂1, ĉ0, ĉ1 are functions of x, y, z only —this is known, for S/(g4)2 is the Schwartzian derivative of
g with respect to its 4th argument, but anyway elementary— and g4 6= 0 translates into b̂0ĉ1 − b̂1ĉ0 6= 0;
then T = 0 yields h =
(
â0 + â1λ + â2λ2
)/(
ĉ0 + ĉ1λ
)
with â0, â1, â2 functions of x, y, z. With such g and h,
multiplying both sides of (3) by ĉ0 + ĉ1λ yields the equation in Proposition 4.1.
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inverse of that local diffeomorphism is (u, u̇, v, v̇, v̈) 7→ (v, ψ(u, u̇, v, v̇, v̈), χ(u, u̇, v, v̇, v̈), v̇, v̈).
The parameterization (10) is given by : x = v, y = ψ(u, u̇, v, v̇, v̈), z = χ(u, u̇, v, v̇, v̈). 
Theorem 4.3. If S = T = J = 0, then system (3) admits a parameterization of order (1, 2)
at any (x0, y0, z0, ẋ0, ẏ0, ẍ0, ÿ0) ∈
(
Ω̂ × R2
)
\ F , where F ⊂ Ω̂ × R2 is closed with empty
interior.
Proof. From Proposition 4.1, (3) and (40) are identical. Since dω̂2 ∧ ω̂2 = 0 (see (13)-
(41)), there is a local change of coordinates (x̃, ỹ, z̃) = P (x, y, z) such that ω̂2 = k′dx̃ and
ω1 = k′′
(
dỹ − z̃dx̃
)
with k′ 6= 0, k′′ 6= 0. Hence P transforms (40) into (42), for some
κ, a, b, c. Lemma 4.2 gives ϕ, ψ, χ defining a parameterization of order (1,2) for this system.
Then P−1 ◦ ϕ, P−1 ◦ ψ, P−1 ◦ χ define one for the original system (3), or (40);
(
Ω̂×R2
)
\ F
is the inverse image by P of the set defined by (43). 
4.3. A normal form if S = T = 0 and J 6= 0.
Proposition 4.4. Assume that the functions g and h defining system (3) are such that S
and T defined by (13) or (39) are identically zero on Ω, and let (x0, y0, z0, λ0) ∈ Ω be such
that J(x0, y0, z0, λ0) 6= 0.
There exist an open set W ⊂ R3 and an open interval I ⊂ R such that (x0, y0, z0, λ0) ∈
W × I ⊂ Ω, a smooth diffeomorphism P from W to P (W ) ⊂ R3 and six smooth functions
P (W ) → R denoted κ, α, β, a, b, c such that, with the change of coordinates (x̃, ỹ, z̃) =
P (x, y, z), system (3) reads
˙̃z = κ(x̃, ỹ, z̃)
(
˙̃y − α(x̃, ỹ, z̃) ˙̃x
) (
˙̃y − β(x̃, ỹ, z̃) ˙̃x
)
+ a(x̃, ỹ, z̃) ˙̃x+ b(x̃, ỹ, z̃) ˙̃y+ c(x̃, ỹ, z̃) (44)
and none of the functions κ, α− β, α3 and β3 vanish on W .
Proof. From Lemma 4.1, we consider system (40). Let P 1, P 2 be a pair of independent
first integrals of the vector field ĉ1
(
∂
∂x
+ z ∂
∂y
)
+ b̂1 ∂
∂z
; from (41), ω1, ω̂2 span the annihi-
lator of this vector field, and hence are independent linear combinations of dP 1 and dP 2:
possibly interchanging P 1 and P 2 or adding one to the other, there exist smooth functions
k1, k2, f1, f2 such that ω̂i = ki
(
dP 2 − f idP 1
)
, f1 − f2 6= 0, ki 6= 0, i = 1, 2. Now, take
for P 3 any function such that dP 1 ∧ dP 2 ∧ dP 3 6= 0; decomposing ω̂3, we get three smooth
functions p0, p1, p2 such that ω̂3 = p0
(
−dP 3 + p1dP 1 + p2dP 2
)
, p0 6= 0. The change of
coordinates P = (P 1, P 2, P 3) does transform system (40) into (44) with
κ =
k1k2
p0
◦P−1, α = f1 ◦P−1, β = f2 ◦P−1, a = p1 ◦P−1, b = p2 ◦P−1, c = â
0
p0
◦P−1 .
κ and α− β are nonzero because f1 − f2, k1 and k2 are. α3 and β3 are nonzero because the
inverse images of α3dx̃∧dỹ∧dz̃ and β3dx̃∧dỹ∧dz̃ by P are dP 1∧dP 2∧df i for i = 1, 2, that
are equal, by construction, to dω1 ∧ ω1/(k1)2 and dω̂2 ∧ ω̂2/(k2)2, which are both nonzero
(the second one because J 6= 0). 
Note that (44) is not in the form (3) unless α = z̃ or β = z̃. This suggests, since α3 6= 0
and β3 6= 0, the following local changes of coordinates A and B, that both turn (44) to a
new system of the form (3):
(x̃, ỹ, z̃) 7→ A(x̃, ỹ, z̃) = (x̃, ỹ, α(x̃, ỹ, z̃)) and (x̃, ỹ, z̃) 7→ B(x̃, ỹ, z̃) = (x̃, ỹ, β(x̃, ỹ, z̃)) .
(45)
These two systems of the form (3) correspond to two choices h1, g1 and h2, g2 instead of the
original h, g, and they yield, according to (6) and (7), two possible sets of functions γ and
δ. These will be used in Theorem 6.5; let us give their explicit expression :
γi(x, y, z, w) =
w −mi,0(x, y, z)
mi,1(x, y, z)
, δi = ni,0 + ni,1γ + ni,2γ2 , i ∈ {1, 2} (46)
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with (these are obtained from each other by interchanging α and β) :
m1,0 = (α1 + αα2 + (a+ b α)α3) ◦A−1 , m1,1 = (κα3 (α− β)) ◦A−1 ,
n1,0 = α3 ◦A−1 , n1,1 = (α2 + b α3) ◦A−1 , n1,2 = (κα3) ◦A−1 ,
m2,0 = (β1 + β β2 + (a+ b β)β3) ◦B−1 , m2,1 = (κβ3 (β − α)) ◦B−1 ,
n2,0 = β3 ◦B−1 , n2,1 = (β2 + b β3) ◦B−1 , n2,2 = (κβ3) ◦B−1 .
(47)
Example 4.5. System (14-b) in Example 2.8 is already as in (44). The above choices are,
for this system:
γ1(x, y, z, w) = w, δ1(x, y, z, w) = y+w2, γ2(x, y, z, w) = −w, δ2(x, y, z, w) = y+w2. (48)
5. Main results
We gather here our main results in a synthetic manner. They rely on precise local results
from other sections : sufficient (sections 4 and 3.2) or necessary (section 6) conditions for
parameterizability, results on solutions of the partial differential system Eγ,δk,ℓ (section 3.3) and
on the relation between flatness and parameterizability (section 7). We are not able to give
local precise necessary and sufficient conditions at a given point (jet) because singularities
are not the same for necessary and for sufficient conditions; instead, we use the “somewhere”
notion as in Definitions 3.3 and 2.7.
Theorem 5.1. System (3) admits a parameterization of order (k, ℓ) somewhere in Ω if and
only if
(1) either S = T = J = 0 on Ω (in this case, one can take (k, ℓ) = (1, 2)),
(2) or S = T = 0 on Ω and one of the two systems Eγ
1,δ1
k,ℓ or E
γ2,δ2
k,ℓ with γ
i, δi given by
(46)-(47), admits a regular solution somewhere in Ω̂.
(3) or S and T are not both identically zero, and the system Eγ,δk,ℓ with γ and δ defined
from g and h according to (6) and (7) admits a regular solution somewhere in Ω̂.
Proof. Sufficiency : the parameterization is provided, away from an explicitly described set
of singularities, by Theorem 4.3 if point 1 holds, and by Theorem 3.7 if one of the two other
points holds. For necessity, assume that there is a parameterization of order (k, ℓ) at a point
(x, y, z, ẋ, ẏ, . . . , x(L), y(L)) in
(
Ω̂ × R2L−2
)
\F . From Theorems 6.2 and 6.5, it implies that
one of the three points holds. 
Example 5.2. Consider again systems (a), (b) and (c) in (14). From point 1 of the theorem,
system (a) admits a parameterization of order (1,2), see also Example 2.4. System (b) is
concerned by point 2 of the theorem: it has a parameterization of order k, ℓ if and only one
of the two systems of PDEs
pu(k−1)
(
Fpx − p− pxx2)
)
− pxu(k−1)
(
Fp± pxx)
)
= pu(k−1) pxv(ℓ−1) − pxu(k−1) pv(ℓ−1) = 0 ,
pu(k−1) 6= 0 , pv(ℓ−1) 6= 0 , p+ pxx2 ± pxxx 6= 0
(49)
admits a “regular solution”. Point 3 of the theorem is relevant to system (c) because S 6= 0:
(c) admits a parameterization of order k, ℓ if and only there is a “regular solution” p to
pu(k−1)
(
Fpx − p)
)
− pxu(k−1)
(
Fp−√pxx)
)
= pu(k−1) pxv(ℓ−1) − pxu(k−1) pv(ℓ−1) = 0 ,
pu(k−1) 6= 0 , pv(ℓ−1) 6= 0 , p− pxxx/2
√
pxx 6= 0 . (50)
If Conjecture 3.8 is true, neither system (b) nor system (c) admits a parameterization of any
order.
Theorem 5.1 gives a central role to the system of PDEs Eγ,δk,ℓ . It makes Conjecture 3.8
equivalent to Conjecture 5.3 below. Theorem 5.4 states that the conjecture is true for k, ℓ
“small enough”.
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Conjecture 5.3. If dω ∧ ω (or (S, T, J)) is not identically zero on Ω, then system (3) does
not admit a parameterization of any order at any point (jet of any order).
Theorem 5.4. If system (3) admits a parameterization of order (k, ℓ), with k ≤ ℓ, at some
jet, then either S = T = J = 0 or k ≥ 3 and ℓ ≥ 4.
Proof. This is a simple consequence of Theorem 5.1 and Proposition 3.9. 
Remark 5.5. If our Conjecture 3.8 is correct, the systems Eγ,δk,ℓ never have any regular
solutions, and the sufficiency part of Theorem 5.1 (apart from case 1) is essentially void,
and so is Theorem 3.7. However, Conjecture 3.8 is still a conjecture, and the interest of the
sufficient conditions above is to make this conjecture, that only deals with a set of partial
differential equalities and inequalities, equivalent to Conjecture 5.3 below. For instance, if
one comes up with a regular solution of some of these systems Eγ,δk,ℓ , this will yield a new
class of systems that admit a parameterization.
Remark 5.6 (on recovering the results of [19]). The main result in that reference can be
phrased :
“ (1) is (x, u)-dynamic linearizable (i.e. (x, u)-flat) if and only if S = T =
J = 0 ” .
Sufficiency is elementary in [19]; Theorem 4.3 implies it. The difficult part is to prove
that S = T = J = 0 is necessary; that proof is very technical in [19]: it relies on some
simplifications performed via computer algebra. From our Proposition 7.4, (x, u)-flatness
implies existence of a parameterization of some order (k, ℓ) with k ≤ 3 and ℓ ≤ 3. Hence
Theorem 5.1 does imply the above statement.
6. Necessary conditions
6.1. The case where S and T are not both zero. The following lemma is needed to
state the theorem.
Lemma 6.1. If (S, T, J) 6= (0, 0, 0) and system (3) admits a parameterization (ϕ, ψ, χ) of
order (k, ℓ) at point (x0, y0, z0, . . . , x
(L)
0 , y
(L)
0 ) ∈ R2L+3, then ϕu(k) is a nonzero real analytic
function.
Proof. Assume a parameterization where ϕ does not depend on u(k). Substituting in (3)
yields
χ̇ = h(ϕ, ψ, χ, ψ̇ − χϕ̇) + g(ϕ, ψ, χ, ψ̇ − χϕ̇)ϕ̇ .
Since ϕ̇ does not depend on u(k+1), differentiating twice with respect to u(k+1) yields
χu(k) = ψu(k)(h4 + g4ϕ̇) , 0 = ψu(k)
2(h4,4 + g4,4ϕ̇) .
If ψu(k) was zero, then, from the first relation, χu(k) would too, and this would contradict
point 3 in Definition 2.2; hence the second relation implies that h4,4 + g4,4ϕ̇ is identically
zero. From point 2 in the same definition, it implies that all solutions of (3) satisfy the
relation : h4,4(x, y, z, ẏ− zẋ) + g4,4(x, y, z, ẏ− zẋ)ẋ = 0. From Lemma 2.1, this implies that
h4,4 and g4,4 are the zero function of four variables, and hence S = T = J = 0. This proves
the lemma. 
Theorem 6.2. Assume that either S or T is not identically zero on Ω, and that system
(3) admits a parameterization of order (k, ℓ) at X = (x0, y0, z0, ẋ0, ẏ0, . . . , x(L)0 , y
(L)
0 ) ∈ Ω̂ ×
R
2L−2, with k, ℓ, L some integers and ϕ, ψ, χ defined on U ⊂ Rk+ℓ+2.
Then k ≥ 1, ℓ ≥ 1 and, for any point (u0, . . . , u(k)0 , v0, . . . , v
(ℓ)
0 ) ∈ U (not necessarily sent
to X by the parameterization) such that
ϕu(k)(u0, . . . , u
(k)
0 , v0, . . . , v
(ℓ)
0 ) 6= 0,
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there exist a neighborhood O of (u0, . . . , u
(k−1)
0 , ϕ(u0 · · · v
(ℓ)
0 ) , v0, . . . , v
(ℓ−1)
0 ) in R
k+ℓ+1 and
a regular solution p : O → R of Eγ,δk,ℓ , related to ϕ, ψ, χ by (23), (24) and (25), the functions
γ and δ being related to g and h by (6) and (7).
Remark 6.3. The regular solution p is K-regular for some positive integer K ≤ k+ ℓ−2. If
L > K, Theorem 3.7 implies, possibly away from some singular values of (x0, y0, z0, ẋ0, ẏ0, . . .,
x
(K)
0 , y
(K)
0 ), that system (3) also admits a parameterization of order (k, ℓ) at (x0, y0, z0, ẋ0, ẏ0,
. . . , x
(K)
0 , y
(K)
0 ). See also Remark 2.6.
Proof. Assume that system (3) admits a parameterization (ϕ, ψ, χ) of order (k, ℓ) at (x0, y0,
z0, ẋ0, ẏ0, . . . , x
(L)
0 , y
(L)
0 ). Since ϕu(k) does not vanish, one can apply the inverse function
theorem to the map
(u, u̇, . . . , u(k), v, v̇, . . . , v(ℓ)) 7→ (u, . . . , u(k−1), ϕ(u, . . . , u(k), v, . . . , v(ℓ)), v, . . . , v(ℓ))
and define locally a function r of k + ℓ+ 2 variables such that
ϕ(u, u̇, . . . , u(k), v, v̇, . . . , v(ℓ)) = x ⇔ r(u, u̇, . . . , u(k−1), x, v, v̇, . . . , v(ℓ)) = u(k) . (51)
Defining two functions p, q by substitution of u(k) in ψ, χ, the parameterization can be
re-written implicitly as



y = p(u, u̇, . . . , u(k−1), x, v, v̇, . . . , v(ℓ)),
z = q(u, u̇, . . . , u(k−1), x, v, v̇, . . . , v(ℓ)),
u(k) = r(u, u̇, . . . , u(k−1), x, v, v̇, . . . , v(ℓ)).
(52)
We now work with this form of the parameterization and u, u̇, . . . , u(k−1), x, ẋ, ẍ, . . . v, v̇, . . .,
v(ℓ), v(ℓ+1), . . . instead of u, u̇, . . . , u(k−1), u(k), . . . v, v̇, . . . , v(ℓ), v(ℓ+1), . . . . In order to sim-
plify notations, let us agree that, if k = 0, the list u, u̇, . . . , u(k−1) is empty and any term
involving the index k − 1 is zero (same with ℓ− 1 if ℓ = 0). Let us also define P and Q by
P = Fp+rpu(k−1)+v(ℓ)pv(ℓ−1)+v(ℓ+1)pv(ℓ) , Q = Fq+rqu(k−1)+v(ℓ)qv(ℓ−1)+v(ℓ+1)qv(ℓ) , (53)
with F given by (15). P and Q depend on u, u̇, . . . , u(k−1), x, v, v̇, . . . , v(ℓ+1) but not on ẋ; Fp
and Fq depend neither on ẋ nor on v(ℓ+1). When substituting (52) in (3), using ẏ = P+ ẋpx
and ż = Q + ẋqx, one obtains :
Q + ẋqx = h(x, p, q, λ) + g(x, p, q, λ)ẋ with λ = P + ẋ(px − q). (54)
Differentiating each side three times with respect to ẋ, one obtains :
qx = (h4(x, p, q, λ) + g4(x, p, q, λ)ẋ) (px − q) + g(x, p, q, λ), (55)
0 = (h4,4(x, p, q, λ) + g4,4(x, p, q, λ)ẋ) (px − q)2 + 2g4(x, p, q, λ)(px − q), (56)
0 = (h4,4,4(x, p, q, λ) + g4,4,4(x, p, q, λ)ẋ) (px − q)3 + 3g4,4(x, p, q, λ)(px − q)2. (57)
Combining (56) and (57) to cancel the first term in each equation, one obtains (see S and T
in (39)) : (
T (x, p, q, λ) + S(x, p, q, λ)ẋ
)
(px − q)2 = 0. (58)
The second factor must be zero because, if T + Sẋ was identically zero as a function of
u, . . . , u(k−1), x, v, . . . v(ℓ−1), then, by Definition 2.2 (point 2), all solutions (x(t), y(t), z(t))
of (3) would satisfy T (x, y, z, ẏ−zẋ)+ẋS(x, y, z, ẏ−zẋ) = 0 identically, and this would imply
that S and T are identically zero functions of 4 variables, but we supposed the contrary. The
relation q = px implies
λ = P = Fp+ rpu(k−1) + v(ℓ)pv(ℓ−1) + v(ℓ+1)pv(ℓ) (59)
and (55) then yields pxx = g(x, p, px, λ), or, with γ defined by (6),
λ = γ(x, p, px, pxx) . (60)
MONGE PARAMETERIZATIONS WITH 3 STATE AND 2 CONTROLS 17
Since neither p nor Fp nor r depend on v(ℓ+1), (59) and (60) yield pv(ℓ) = 0, i.e. p is a
function of u, . . . , u(k−1), x, v, . . . , v(ℓ−1) only. Then (59) and (60) imply (109) with f = γ.
Furthermore, since ϕv(ℓ) 6= 0 (point 3 of Definition 2.2), (51) implies rv(ℓ) 6= 0. Also, if p was
a function of x only, then all solutions of (63) should satisfy a relation y(t) = p(x(t)), which
is absurd from Lemma 2.1. We may then apply lemma C.1 and assert that k ≥ 1, ℓ ≥ 1,
pu(k−1) 6= 0, pv(ℓ−1) 6= 0.
Since p does not depend on v(ℓ), (60) implies that the right-hand side of (59) does not
depend on v(ℓ) either; since pu(k−1) 6= 0, r must be affine with respect to v(ℓ), i.e.
r = τ + σ v(ℓ) , (61)
with σ and τ some functions of u, . . . , u(k−1), x, v, . . . , v(ℓ−1). Since p, q = px, λ and qx = pxx
do not depend on v(ℓ), (54) implies that Q does not depend on v(ℓ) either; with px = q, and
r given by (61), the expression of Qv(ℓ) is σpxu(k−1) +pxv(ℓ−1) while, from (59), the expression
of Pv(ℓ) . Collecting this, one gets
σpu(k−1) + pv(ℓ−1) = σpxu(k−1) + pxv(ℓ−1) = 0 . (62)
Since pu(k−1) 6= 0 and pv(ℓ−1) 6= 0, (62) implies Eσ = 0, and also σx = 0, σ 6= 0.
Then, since rx 6= 0 (see (51)), (61) implies τx 6= 0. With the above remarks, (59) yields
P = λ = Fp + τpu(k−1) and hence, from (60), the first relation in (20). In a similar way,
(53) yields Q = Fpx + τpxu(k−1) , and substituting in (54), one obtains (the terms involving
ẋ disappear according to (60)) Fpx − δ(x, p, px, pxx) + pxu(k−1)τ = 0 with δ defined by (7).
This proves that p satisfies (20), equivalent to (16) according to Remark 3.4, and hence that
p is a solution of Eγ,δk,ℓ .
To prove by contradiction that it is K-regular for some K ≤ k + ℓ + 1, assume that
EDip = 0 for 0 ≤ i ≤ k + ℓ. Then px, p, . . . , D(k+ℓ−1)p, x, . . . , x(k+ℓ−1) are 2k + 2ℓ + 1
functions in the 2k+2ℓ variables u, . . . , u(k−1), v, . . . , v(ℓ−1), x, . . . , x(k+ℓ−1). At points where
the Jacobian matrix has constant rank, there is at least one nontrivial relation between them.
From point 2 of Definition 2.2, this would imply that all solutions of system (3) satisfy this
relation, say R(z(t), y(t), . . . , y(k+ℓ−1)(t), x(t), . . . , x(k+ℓ−1)(t)) = 0, which is absurd from
Lemma 2.1. 
6.2. The case where S and T are zero. Here, the situation is slightly more complicated:
we also establish that any parameterization “derives from” a solution of the system of PDEs
(16), but this is correct only if J is not zero, and there are two distinct (non equivalent)
choices for γ and δ. If J 6= 0, we saw, in section 4, that possibly after a change of coordinates,
system (3) can be written as (44), which we re-write here without the tildes:
ż = κ(x, y, z) (ẏ − α(x, y, z) ẋ) (ẏ − β(x, y, z) ẋ) + a(x, y, z) ẋ+ b(x, y, z) ẏ+ c(x, y, z) , (63)
where κ, α, β, a, b, c are real analytic functions of three variables and κ 6= 0, α − β 6= 0,
∂α/∂x 6= 0, ∂β/∂x 6= 0. We state the theorem for this class of systems, because it is simpler
to describe the two possible choices for γ and δ than with (3), knowing that S = T = 0.
Lemma 6.4. If system (63) admits a parameterization (ϕ, ψ, χ) of order (k, ℓ) at a point,
then ϕu(k) is a nonzero real analytic function.
Proof. After a change of coordinates (45), use Lemma 6.1. 
Theorem 6.5. Let (x0, y0, z0) be a point where κ, α−β, α3 and β3 are nonzero, and k, ℓ, L
three integers. If system (63) has a parameterization of order (k, ℓ) at X = (x0, y0, z0, ẋ0, ẏ0,
. . . , x
(L)
0 , y
(L)
0 ) with ϕ, ψ, χ defined on U ⊂ Rk+ℓ+2, then k ≥ 1, ℓ ≥ 1 and, for any point
(u0, . . . , u
(k)
0 , v0, . . . , v
(ℓ)
0 ) ∈ U (not necessarily sent to X by the parameterization) such that
ϕu(k)(u0, . . . , u
(k)
0 , v0, . . . , v
(ℓ)
0 ) 6= 0,
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there exist a neighborhood O of (u0, . . . , u
(k−1)
0 , ϕ(u0 · · · v
(ℓ)
0 ) , v0, . . . , v
(ℓ−1)
0 ) in R
k+ℓ+1 and
a regular solution p : O → R of one of the two systems Eγ
1,δ1
k,ℓ or E
γ2,δ2
k,ℓ with γ
i, δi given by
(46)-(47), such that p, ϕ, ψ, χ are related by (23), (24) and (25).
Remark 6.3 applies to this theorem in the same way as theorem 6.2.
Proof. Like in the beginning of the proof of Theorem 6.2, a parameterization (ϕ, ψ, χ) of
order (k, ℓ) with ϕu(k) 6= 0 yields an implicit form (52). Substituting in (63), one obtains
an identity between two polynomials in v(ℓ+1) and ẋ. The coefficient of (v(ℓ+1))2 in the
right-hand side must be zero and this yields that p cannot depend on v(ℓ); the linear term
in v(ℓ+1) then implies that q does not depend on v(ℓ) either. To go further, let us define, as
in the proof of Theorem 6.2,
P = Fp+ rpu(k−1) + v(ℓ)pv(ℓ−1) , Q = Fq + rqu(k−1) + v(ℓ)qv(ℓ−1) , (64)
with F as in (15). Still substituting in (63), the terms of degree 0, 1 and 2 with respect to
ẋ then yield
Q = κ(x, p, q)P2 + b(x, p, q)P + c(x, p, q) ,
qx = κ(x, p, q) (2px − α(x, p, q) − β(x, p, q))P + a(x, p, q) + b(x, p, q)px ,
0 = (px − α(x, p, q)) (px − β(x, p, q)) .
(65)
The factors in the third equation cannot both be zero because α− β 6= 0. Let us assume
px − α(x, p, q) = 0 , px − β(x, p, q) 6= 0 (66)
(interchange the roles of α and β for the other alternative). Since α3 6= 0, the map A defined
in (45) has locally an inverse A−1, and the equation in (66) is equivalent to (x, p, q) =
A−1(x, p, px); by differentiation an expression of qx as a function of x, p, px, pxx is obtained;
solving the second equation in (65) for P and substituting q and qx, one obtains P =
γ1(x, p, px, pxx) with γ
1 defined by (46)-(47). If one had chosen the other alternative in (66),
A and γ1 would be replaced by B and γ2.
Since P is also given by (64), the relation (109) holds with f = γ1; also, for the same
reasons as in the proof of Theorem 6.2 (two lines further than (60)), rv(ℓ) is nonzero and it
would be absurd that p depends on x only. One may then apply Lemma C.1 and deduce
that k ≥ 1, ℓ ≥ 1, pu(k−1) 6= 0, pv(ℓ−1) 6= 0.
Since neither p nor P = γ1(x, p, px, pxx) depend on v(ℓ) and pu(k−1) 6= 0, the first equation
in (64) implies that r assumes the form (61) with σ and τ some functions of the k + ℓ + 1
variables u, u̇, . . . , u(k−1), x, v, v̇, . . . , v(ℓ−1), and that two relations hold: on the one hand
σpu(k−1) +pv(ℓ−1) = 0, i.e. one of the relations in (20), and on the other hand the first relation
in (20) with γ = γ1. Similarly, the second equation in (64) yields σqu(k−1) + qv(ℓ−1) = 0
and Fq + τqu(k−1) = Q = κP2 + bP + c. Applying F + τ∂/∂u(k−1) and E to the first
relation in (66) and using the four relations we just established, one obtains on the one hand
the second relation in (20), with δ = δ1 (δ1 defined in (46)-(47)) and on the other hand
σpxu(k−1) + pxv(ℓ−1) = 0. The relations σx = 0, σ 6= 0 and τx 6= 0 are then obtained exactly
like at the end of the proof of theorem 6.2; hence p satisfies (20) with γ = γ1 and δ = δ1;
this proves, thanks to Remark 3.4, that p is a solution of Eγ
1,δ1
k,ℓ (it would be E
γ2,δ2
k,ℓ if one
had chosen the other alternative in (66)). The last paragraph of the proof of Theorem 6.2
can be used to prove that this solution is K-regular with K ≤ k + ℓ+ 1. 
7. Flat outputs and differential flatness
Definition 7.1 (flatness, endogenous parameterization [7]). A pair A=(a, b) of real analytic
functions on a neighborhood of (x0, y0, z0, . . . , x
(j)
0 , y
(j)
0 ) in Ω̂×R2j−2 is a flat output of order
j at X = (x0, y0, z0, . . . , x(L)0 , y
(L)
0 ) (with L ≥ j ≥ 0) for system (3) if there exists a Monge
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parameterization (10) of some order (k, ℓ) at X such that any germ (x(.), y(.), z(.), u(.), v(.)) ∈
V × U (with U, V possibly smaller than in (10)) satisfies (67) if and only if it satisfies (68):
ϕ
(
u(t), u̇(t), . . . , u(k)(t), v(t), v̇(t), . . . , v(ℓ)(t)
)
= x(t)
ψ
(
u(t), u̇(t), . . . , u(k)(t), v(t), v̇(t), . . . , v(ℓ)(t)
)
= y(t)
χ
(
u(t), u̇(t), . . . , u(k)(t), v(t), v̇(t), . . . , v(ℓ)(t)
)
= z(t)


 , (67)
ż(t) = h
(
x(t), y(t), z(t), ẏ(t)−z(t)ẋ(t)
)
+ g
(
x(t), y(t), z(t), ẏ(t)−z(t)ẋ(t)
)
ẋ(t)
u(t) = a
(
x(t), y(t), z(t), ẋ(t), ẏ(t), ẍ(t), ÿ(t), . . . , x(j)(t), y(j)(t)
)
v(t) = b
(
(x(t), y(t), z(t), ẋ(t), ẏ(t), ẍ(t), ÿ(t), . . . , x(j)(t), y(j)(t)
)


. (68)
System (3) is called flat if and only if it admits a flat output of order j for some j ∈ N. A
Monge parameterization is endogenous5 if and only if there exists a flat output associated
to this parameterization as above.
In control theory, flatness is a better known notion than Monge parameterization. For
general control systems, it implies existence of a parameterization (obvious in the above
definition), and people conjecture [10] that the two notions are in fact equivalent, at least
away from some singular points. In any case, our results are relevant to both: systems (3)
that are proved to be parameterizable are also flat and our efforts toward proving that the
other ones are not parameterizable would also prove that they are not flat.
Theorem 3.7 gave a procedure to derive a parameterization of (3) from a regular solution
p of Eγ,δk,ℓ , and we saw in Section 5 that, unless S = T = J = 0, these are the only possible
parameterizations. One can tell when such a parameterization is endogenous:
Proposition 7.2. Let p : O → R, with O ⊂ Rk+ℓ+1 open, be a regular solution of system
Eγ,δk,ℓ . The parameterization of order (k, ℓ) of system (3) associated to p according to Theo-
rem 3.7 is endogenous if and only if p is exactly (k+ ℓ− 2)-regular; then, the associated flat
output is of order j ≤ k + ℓ− 2.
Proof. In the end of the proof of Theorem 3.7, it was established that (67), written Γ(u, v) =
(x, y, z), is equivalent to (35) if (x, y, z) is a solution of (3). If either i0 < k or j0 < ℓ in
(35), then there are, for fixed x(.), y(.), z(.)), infinitely many solutions u(.), v(.)) of (35) while
there is a unique one for (68). Hence i0 = k and j0 = ℓ if (67) is equivalent to (68); then
K = i0 + j0 − 2 = k + ℓ− 2 so that p is (k + ℓ− 2)-regular and (35) (where u and v do not
appear in the right-hand side) is of the form (68) with j = K = k + ℓ− 2. 
The main result in [19] is a necessary condition for “(x, u)-dynamic linearizability” ((x, u)-
flatness might be more appropriate) of system (1). For system (1), it means existence of a flat
output whose components are functions of ξ1, ξ2, ξ3, ξ4, w1, w2; for system (3), it translates
as follows. The functions γ and δ in (1) are supposed to be related to g and h in (3) according
to (6) and (7).
Definition 7.3. System (1) is “(x, u)-dynamic linearizable” is and only if system (3) admits
a flat output of order 2 of a special kind : A(x, y, z, ẋ, ẏ, ẍ, ÿ) = a(x, y, z, λ, ẋ, λ̇) for some
smooth a.
The following proposition is usefull to recover the main result from [19], see Remark 5.6.
Proposition 7.4. If system (1) is “(x, u)-dynamic linearizable” in the sense of [19], then
(3) admits a parameterization of order (k, ℓ) with k ≤ 3 and ℓ ≤ 3.
Proof.
Consider the map (x, y, z, λ, ẋ, λ̇, . . . , x(4), λ(4)) 7→


a(x, y, z, λ, ẋ, λ̇)
ȧ(x, y, z, λ, ẋ, λ̇, ẍ, λ̈)
ä(x, y, z, λ, ẋ, λ̇, . . . , x(3), λ(3))
a
(3)(x, y, z, λ, ẋ, λ̇, . . . , x(4), λ(4))

 .
5This terminology (endogenous vs. exogenous) is borrowed from the authors of [7, 15]; it usually qualifies
feedbacks rather than parameterizations, but the notion is exactly the same.
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Its Jacobian is 8× 12, and has rank 8, but the 8× 8 sub-matrix corresponding to derivatives
with respect to ẋ, λ̇, . . . , x(4), λ(4) has rank 4 only. Hence x, y, z, and λ can be expressed
as functions of the components of a, ȧ, ä, a(3), yielding a Monge parameterization of order at
most (3, 3). 
8. Conclusion
Let us discuss both flatness (see Section 7) and Monge parameterization. For convenience,
assume k ≤ ℓ and call F-systems the systems (3) such that S = T = J = 0 and C-systems
all the other ones.
F-systems are flat; this was proved in [19]. This paper adds that they admit a Monge
parameterization of order (1,2), but does not prove differential flatness of any system not
known to be flat up to now: C-systems are not believed to be flat. It does not either prove
non-flatness of any system: it only conjectures that no C-system admits a parameterization,
and hence none of them is flat. To the best of our knowledge, no one knows whether simple
systems like (14-b) or (14-c) are flat of not.
The first contribution of the paper is to prove that a C-system admits a parameterization
of order (k, ℓ) if and only if the PDEs Eγ,δk,ℓ , for suitable γ, δ, admit a “regular solution” p.
The second contribution is to prove that, for any γ, δ, there is no regular solution to Eγ,δk,ℓ if
either k ≤ 2 or k = ℓ = 3 (this does not contradict existence of parameterizations of order
(1, 2) for F-systems: these do not “derive from” a solution of these PDEs). We guess, in
Conjecture 3.8, that even for higher values of the integers k, ℓ, none of these PDEs have any
regular solution; this would imply that C-systems are not flat.
Besides recovering the results from [19] with far more natural and elementary arguments,
we believe that some insight was gained on Monge parameterizations of any order for “C-
systems”, by reducing non-parameterizability to non-existence of solutions to a systems of
PDEs that can easily be written for any k, ℓ.
The main perspective raised by this paper is to prove Conjecture 3.8. The only the-
oretical difficulty is, in fact, that no a priori bound on the integers k, ℓ is known. Indeed,
as explained in Section 3.3, for fixed k, ℓ, γ, δ, it amounts to a classical problem. To prove
Proposition 3.9, we solved, in a synthetic manner, that problem for k ≤ 2 or k = ℓ = 3
and arbitrary γ and δ. We lack a non-finite argument, or a better understanding of the
structure, to go to arbitrary k, ℓ. Let us comment more on the (non trivial) case where γ
and δ are polynomials, for instance the very simple ones in (49). For fixed k, ℓ, the question
can be formulated in terms of differential polynomial rings: does the differential ideal gen-
erated by left-hand sides of the equations (49) contain the polynomials EDip ? Differential
elimination (see [20] or the recent survey [13]) is relevant here; finite algorithms have been
already implemented in computer algebra. Although we have not yet succeeded (because of
complexity) in carrying out these computations, even on example (49) for (k, ℓ) = (3, 4), and
although it will certainly not provide a bound on k, ℓ, we do believe that computer algebra
is a considerable potential help.
Another perspective is to enlarge the present approach to higher dimensional control
systems. For instance, what would play the role of our system of PDEs Eγ,δk,ℓ when, instead
of (3), one considers a single relation between more than three scalar functions of time (this
captures, instead of (1), control affine systems with n states and 2 controls, n > 4) ? We
have very little insight on this question: the present paper strongly takes advantage of the
special structure inherent to our small dimension; the situation could be far more complex.
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Appendix A.
Proof of Lemma 3.6. For this proof only, the notation Fi,j (0 ≤ i ≤ k, 0 ≤ j ≤ ℓ) stands
either for the following family of i+j vectors in RK+2 or for the corresponding (K+2)×(i+j)
matrix :
Fi,j =
(
∂π
∂u(k−i)
, . . . ,
∂π
∂u(k−1)
,
∂π
∂v(ℓ−j)
, . . . ,
∂π
∂v(ℓ−1)
)
with the convention that if i or j is zero the corresponding list is empty; Fi,j depends on
u, . . . , u(k−1), v, . . ., v(ℓ−1), x, . . . , x(K). Let us first prove that, at least outside a closed subset
of empty interior,
RankFk,ℓ = K + 2 . (69)
Indeed, if it is smaller at all points of O × RK , then, around points (they form an open
dense set) where it is locally constant, there is at least one function R such that a non-trivial
identity R(px, p, . . . , D
Kp, x, . . . , x(K)) = 0 holds and the partial derivative of R with respect
to at least one of its K + 2 first arguments is nonzero. Since p is K-regular, applying E to
this relation, shows that R does not depend on DKp, and hence does not depend on x(K)
either. Then, applying ED, ED2 and so on, and using the fact that, according to (21),
Dpx is a function of px, p,Dp, x, ẋ, we get finally a relation R(px, p, x) = 0 with (Rpx , Rp) 6=
(0, 0). Differentiating with respect to u(k−1), one obtains Rpxpxu(k−1) + Rppu(k−1) = 0;
hence, from the first relation in (16-c), Rpx 6= 0, and the relation R(px, p, x) = 0 implies,
in a neighborhood of almost any point, px = f(p, x) for some smooth function f . From
Lemma 3.5, this would contradict the fact that the solution p is K-regular. This proves (69).
Let now Ws (1 ≤ s ≤ K + 2) be the set of pairs (i, j) such that i+ j = s and the rank of
Fi,j is s at least at one point in O×RK , i.e. one of the s×s minors of Fi,j is a nonzero real
analytic function on O × RK . The lemma states that WK+2 is nonempty; in order to prove
it by contradiction, suppose that WK+2 = ∅ and let s be the smallest s such that Ws = ∅.
From (16-c), W1 contains (1, 0), hence 2 ≤ s ≤ K+2 < k+ ℓ+1. Take (i′, j′) in Ws−1; Fi′,j′
has rank i′ + j′ (i.e. is made of i′ + j′ linearly independent vectors) on an open dense set
A ⊂ O × RK . Let the i1 ≤ k and j1 ≤ ℓ be the largest such that Fi1,j′ and Fi′,j1 have rank
s− 1 on A. On the one hand, since i′ + j′ = s − 1 < k + ℓ, one has either i′ < k or j′ < ℓ.
On the other hand since Ws is empty, it contains neither (i
′ +1, j′) nor (i′, j′ +1); hence the
rank of Fi′+1,j′ is less than i′ + j′ + 1 if i′ < k, and so is the rank of Fi′,j′+1 if j′ < ℓ.
To sum up, the following implications hold: i′ < k ⇒ i1 ≥ i′+1 and j′ < ℓ⇒ j1 ≥ j′+1 .
From (69), one has either i1 < k or j1 < ℓ. Possibly exchanging u and v, assume i1 < k; all
the vectors ∂π/∂u(k−i1), . . . , ∂π/∂u(k−i
′+1), ∂π/∂u(ℓ−j1), . . . , ∂π/∂u(ℓ−j
′+1) are then linear
combinations of the vectors in Fi′,j′ , while ∂π/∂u(k−i1−1) is not :
RankFi′,j′ = i′+j′ , RankFi1,j1 = i′+j′ , Rank
(
∂π
∂u(k−i1−1)
, Fi′,j′
)
= i′+j′+1 (70)
on an open dense subset of O × RK , that we still call A although it could be smaller. In
a neighborhood of any point in this set, one can, from the third relation, apply the inverse
function theorem and obtain, for an open Ω ⊂ Rk+ℓ+K+1, a map Ω → Ri′+j′+1 that ex-
presses u(k−i
′), . . . , u(k−1), v(ℓ−j
′), . . . , v(ℓ−1) and u(k−i1−1) as functions of u, . . . , u(k−i1−2),
u(k−i1), . . . , u(k−i
′
−1), v, . . . , v(ℓ−j
′
−1), x, . . . , x(K) and i′ + j′ + 1 functions chosen among
px, p,Dp, . . . , D
Kp (i′+j′+1 columns defining an invertible minor in
(
∂π/∂u(k−i1−1) , Fi′,j′
)
).
Focusing on u(k−i1−1), one has
u(k−i1−1) =
B
(
u, . . . , u(k−i1−2), u(k−i1), . . . , u(k−i
′
−1), v, . . . , v(ℓ−j
′
−1), x, . . . , x(K), px, p, . . . , D
Kp
)
(71)
where B is some smooth function of k + ℓ+ 2K + 2 − i′ − j′ variables and we have written
all the functions px, p,Dp, . . . , D
K−1p although B really depends only on i′ + j′ +1 of them.
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Differentiating (71) with respect to u(k−i
′), . . . , u(k−1), v(ℓ−j
′), . . . , v(ℓ−1), one has, with
obvious matrix notation,
(
∂B
∂px
∂B
∂p
· · · ∂B
∂DK−1p
)
Fi′,j′ = 0, where the right-hand side is a
line-vector of dimension i′ + j′; from (70), this implies
(
∂B
∂px
∂B
∂p
· · · ∂B
∂DK−1p
)
Fi1,j1 = 0 , (72)
where the right-hand side is a now a bigger line-vector of dimension i1 + j1. Differentiating
(71) with respect to u(k−i1), . . . , u(k−i
′
−1), v(ℓ−j1), . . . , v(ℓ−j
′
−1) and using (72) yields that B
does not depend on its arguments u(k−i1), . . . , u(k−i
′
−1) and v(ℓ−j1), . . . , v(ℓ−j
′
−1). B cannot
depend on DKp either because EDKp 6= 0 and all the other arguments of B are constant
along E; then it cannot depend on x(K) either because x(K) appears in no other argument;
(71) becomes
u(k−i1−1) = B
(
u, . . . , u(k−i1−2), v, . . . , v(ℓ−j1−1), x, . . . , x(K−1), px, p, . . . , D
K−1p
)
.
Applying D, using (21) and substituting u(k−i1−1) from above, one gets, from some smooth
C ,
u(k−i1) = C
(
u, . . . , u(k−i1−2), v, . . . , v(ℓ−j1)︸ ︷︷ ︸
empty if j1=ℓ
, x, . . . , x(K), px, p, . . . , D
Kp
)
. (73)
Differentiating with respect to u(k−i
′), . . . , u(k−1), v(ℓ−j
′), . . . , v(ℓ−1) yields(
∂C
∂px
∂C
∂p
· · · ∂C
∂DK−1p
)
Fi′,j′ = 0, the right-hand side being a line-vector of dimension i′ + j′.
From the first two relations in (70), ∂π/∂u(k−i1−1) is a linear combination of the columns of
Fi′,j′ , hence one also has
(
∂C
∂px
∂C
∂p
· · · ∂C
∂DK−1p
)
∂π
∂u(k−i1−1)
= 0 .
This implies that the derivative of the right-hand side of (73) with respect to u(k−i1−1) is
zero. This is absurd. 
Appendix B. Proof of Lemmas 3.10, 3.11 and 3.12
We need some notations and preliminaries. With F , E and τ defined in (15) and (17),
define the vector fields
X =
∂
∂x
, Y = F + τ
∂
∂u(k−1)
(74)
X1 = [X,Y ], X2 = [X1, Y ] , E2 = [E, Y ], E3 = [E2, Y ] . (75)
Then (20) obviously implies
Y p = γ(x, p, px, px,x) , Y px = δ(x, p, px, px,x) , Xσ = 0 , (76)
and a simple computation yields (we recall E from (17)) :
X1 = τx
∂
∂u(k−1)
, X2 = τx
∂
∂u(k−2)
+ (· · · ) ∂
∂u(k−1)
, (77)
E = ∂
∂v(ℓ−1)
+ σ ∂
∂u(k−1)
, E2 =
∂
∂v(ℓ−2)
+ σ ∂
∂u(k−2)
+ (· · · ) ∂
∂u(k−1)
,
E3 =
∂
∂v(ℓ−3)
+ σ ∂
∂u(k−3)
+ (· · · ) ∂
∂u(k−2)
+ (· · · ) ∂
∂u(k−1)
.
The vector field X1 and X2 are linearly independent because τx 6= 0, see (20). Computing
the following brackets and decomposing on X1 and X2, one gets
[X,X1] = λX1 , [X1, X2] = λ
′X1 + λ
′′X2 , (78)
[X,E] = 0 , [X,E2] = µX1 , [X,E3] = µ
′X1 + µ
′′X2 , [E2, X2] = ν
′X1 + ν
′′X2 .(79)
for some functions λ, λ′, λ′′, µ, µ′, µ′′, ν′, ν′′.
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Proof of Lemma 3.10. From (16-c), y = p(u, . . . , u(k−1), x, v, . . . , v(ℓ−1)) defines local coor-
dinates u, . . . u(k−2), y, x, v, . . . , v(ℓ−1). Composing px by the inverse of this change of coordi-
nates, there is a function α of k+ℓ+1 variables such that px = α(u, . . . , u
(k−2), p , x, . . . , v(ℓ−1))
identically. Since Ep = Epx = 0 (see (20)), applying E to both sides of this identity yields
that α does not depend on its argument v(ℓ−1). Similarly, if k ≥ 2, differentiating both sides
of the same identity with respect to u(k−1) and u(k−2), the fact that the determinant in the
lemma is zero implies that α does not depend on its argument u(k−2). To sum up, p and px
satisfy an identity
px = α(u, . . . , u
(k−3), p , x, v, . . . , v(ℓ−2)),
where the first list is empty if k = 1 or k = 2. Now define two integersm ≤ k−3 and n ≤ ℓ−2
as the smallest such that α depends on u, . . . , u(m), x, y, v, . . . , v(n), with the convention that
m < 0 if k = 1, k = 2, or α depends on none of the variables u, . . . , u(k−3) and n < 0 if α
depends on none of the variables v, . . . , v(ℓ−2).
Applying Y to both sides of the above identity yields
Y px = αy Y p+
m∑
i=0
u(i+1)αu(i) +
n∑
i=0
v(i+1)αv(i) ,
where, if m < 0 or n < 0, the corresponding sum is empty. Using (76), since pxx = αx +ααy,
one can replace Y p with γ(x, y, α, αx +ααy) and Y px with δ(x, y, α, αx +ααy) in the above
equation, where all terms except the last one of each non-empty sum therefore depend on
u, . . . , u(m), x, y, v, . . . , v(n) only. Differentiating with respect to u(m+1) and v(n+1) yields
αu(m) = αv(n) = 0, which is possible only if m < 0 and n < 0, hence the lemma. 
Proof of Lemma 3.11. From (38), setting
y = p(u, . . . , u(k−1), x, v, . . . , v(ℓ−1)), z = px(u, . . . , u
(k−1), x, v, . . . , v(ℓ−1)), (80)
one gets some local coordinates (u, . . . , u(k−3), x, y, z, v, . . . , v(ℓ−1)). In these coordinates, the
vector fields X and Y defined by (74) have the following expressions, where χ and α are
some functions, to be studied further :
X =
∂
∂x
+ z
∂
∂y
+ α
∂
∂z
, (81)
Y = γ
∂
∂y
+ δ
∂
∂z
+ χ
∂
∂u(k−3)
+
k−4∑
i=0
u(i+1)
∂
∂u(i)
+
ℓ−1∑
i=0
v(i+1)
∂
∂v(i)
. (82)
In the expression of Y , the third term is zero if k = 2, the fourth term (
∑k−4
i=0 · · · ) is zero if
k = 2 or k = 3, and the notations γ and δ are slightly abusive : γ stands for the function
(u, . . . , u(k−3), x, y, z, v, . . . , v(ℓ−1)) 7→ γ(x, y, z, α(u, . . . , u(k−3), x, y, z, v, . . . , v(ℓ−1))) ,
and the same for δ. With the same abuse of notations, (16-e) reads
Xγ − δ 6= 0. (83)
The equalities (σ ∂
∂u(k−1)
+ ∂
∂v(ℓ−1)
)u(k−2) = ∂
∂x
u(k−2) = ∂
∂u(k−1)
u(k−2) = 0 are obvious in the
original coordinates. Since the inverse of the change of coordinates (80) is given by
u(k−2) = χ(u, . . . , u(k−3), x, y, z, v, . . . , v(ℓ−1)), u(k−1) = Yχ(u, . . . , u(k−3), x, y, z, v, . . . , v(ℓ−1)),
and E, X and X1 are given by (77), those equalities imply
Eχ = Xχ = X 1 χ = 0 . (84)
Then, from (75), (81) and (82),
X1 = (Xγ − δ)
∂
∂y
+ (Xδ − Y α) ∂
∂z
, (85)
[X,X1] =
(
X2γ − 2Xδ − Y α
) ∂
∂y
+
(
X2δ −XY α−X1α
) ∂
∂z
. (86)
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With these expressions of X and X1, the first relation in (78) implies :
∣∣∣∣
Xγ − δ X2γ − 2Xδ + Y α
Xδ − Y α X2δ −XY α−X1α
∣∣∣∣ = 0 . (87)
The definition of α implies Xz = α. In the original coordinates, this translates into
the identity pxx = α(u, . . . , u
(k−3), x, p, px, v, . . . , v
(ℓ−1)). Since Ep = Epx = Epx,x = 0 (see
(20)), applying E to both sides of this identity yields that α does not depend on its argument
v(ℓ−1). Also, if k ≥ 3, differentiating both sides with respect to u(k−1), u(k−2) and u(k−3),
we obtain that the determinant (37) is zero if and only if α does not depend on its argument
u(k−3). To sum up, under the assumptions of the lemma,
α depends on u, . . . , u(k−4), x, y, z, v, . . . , v(ℓ−2) only (88)
with the convention that the first list is empty if k = 2 or k = 3. Now define two integers
m ≤ k− 4 and n ≤ ℓ− 2 as the smallest such that α depends on u, . . . , u(m), x, y, v, . . . , v(n),
with the convention that m < 0 if k = 2, k = 3, or α depends on none of the variables
u, . . . , u(k−4), and n < 0 if α depends on none of the variables v, . . . , v(ℓ−2). We have
m ≥ 0 ⇒ αu(m) 6= 0 , n ≥ 0 ⇒ αv(n) 6= 0 . (89)
Since m is no larger that k − 4, χ does not appear in the expression of Y α :
Y α = γαy + δαz +
m∑
i=0
u(i+1)αu(i) +
n∑
i=0
v(i+1)αv(i) (90)
where the first (or second) sum is empty if m (or n) is negative.
In the left-hand side of (87), all the terms depend only on u, . . . , u(m), x, y, z, v, . . . , v(n),
except Y α, XY α and X1α that depend on u
(m+1) if m ≥ 0 or on v(n+1) if n ≥ 0 (see
above); the determinant is a polynomial of degree two with respect to u(m+1) and v(n+1)
with coefficients depending on u, . . . , u(m), x, y, z, v, . . . , v(n) only, and the term of degree
two, coming from (Y α)2, is
(
αu(m)u
(m+1) + αv(n)v
(n+1)
)2
.
Hence (87) implies αu(m) = αv(n) = 0 and, from (89), negativity of m and n are negative.
By definition of these integers, this implies that α depends on (x, y, z) only: in the original
coordinates, one has pxx = α(x, p, px). 
Before proving Lemma 3.12, we need to extract more information from the previous proof :
Lemma B.1. Assume, as in Lemma 3.11, that p is a solution of Eγ,δk,ℓ satisfying (38), but
assume also that ℓ ≥ k ≥ 3 and the determinant (37) is nonzero. Then [X,E2] = [X,E3] = 0.
Proof. Starting as in the proof of Lemma 3.11, one does not obtain (88) but, since (37) is
nonzero,
α depends on u, . . . , u(k−4), x, y, z, v, . . . , v(ℓ−2) and αu(k−3) 6= 0 . (91)
Since Ep = Epx = 0, one has E = ∂/∂v
(ℓ−1) in these coordinates. The first equation in (84)
then reads χv(ℓ−1) = 0, and (75) and (82) yield
E2 =
∂
∂v(ℓ−2)
, [X,E2] = −αv(ℓ−2)
∂
∂z
.
Since [X,E2] = µX1 (see (79)), relations (85) and (83) imply that αv(ℓ−2) , µ, and the bracket
[X,E2] are zero, and prove the first part of the lemma. Let us turn to [X,E3] : from (75)
and (82), one gets, since E2 and X commute, and Xχ = 0,
E3 = χv(ℓ−2)
∂
∂u(k−3)
+
∂
∂v(ℓ−3)
, [X,E3] = −(E3α)
∂
∂z
. (92)
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In order to prove that E3α = 0, let us examine equation (87). For short, we use the
symbol O to denote any function that depends on u, . . . , u(k−3), x, y, z, v, . . . , v(ℓ−3) only.
For instance, Xγ − δ = O, and all terms in the determinant are of this nature, except the
following three :
Y α = χαu(k−3) + v
(ℓ−2)αv(ℓ−3) + O,
XY α = χXαu(k−3) + v
(ℓ−2)Xαv(ℓ−3) + O,
X1α = −αz
(
χαu(k−3) + v
(ℓ−2)αv(ℓ−3)
)
+ O
(we used Xχ = 0). Setting ζ = χαu(k−3) + v
(ℓ−2)αv(ℓ−3) , one has
Xζ =
Xαu(k−3)
αu(k−3)
ζ + b v(ℓ−2) with b = Xαv(ℓ−3) − αv(ℓ−3)
Xαu(k−3)
αu(k−3)
, (93)
and equation (87) reads
ζ2 + O ζ − (Xγ − δ)b v(ℓ−2) + O = 0 . (94)
Differentiating with respect to X and using (93) yields
2
Xαu(k−3)
αu(k−3)
ζ2 +
(
2b v(ℓ−2) + O
)
ζ + O v(ℓ−2) + O = 0 .
Then, eliminating ζ between these two polynomials yields the resultant
∣∣∣∣∣∣∣∣∣∣
1 O −(Xγ − δ)b v(ℓ−2) + O 0
0 1 O −(Xγ − δ)b v(ℓ−2) + O
2
Xα
u
(k−3)
α
u
(k−3)
2b v(ℓ−2) + O O v(ℓ−2) + O 0
0 2
Xα
u
(k−3)
α
u
(k−3)
2b v(ℓ−2) + O O v(ℓ−2) + O
∣∣∣∣∣∣∣∣∣∣
= 0 .
This is a polynomial of degree at most three with respect to v(ℓ−2), the coefficient of (v(ℓ−2))3
being −4b3(Xγ−δ). Hence b = 0 and, from (94), ζ does not depend on v(ℓ−2). This implies
E3α = 0 because, from (92) and the definition of ζ, one has ζv(ℓ−2) = E3α. 
Proof of Lemma 3.12. The independent variables in Eγ,δ3,3 are u, u̇, ü, x, v, v̇, v̈. Since the de-
terminant (37) is nonzero, one defines local coordinates (x, y, z, w, v, v̇, v̈) by
y = p(u, u̇, ü, x, v, v̇, v̈), z = px(u, u̇, ü, x, v, v̇, v̈), w = pxx(u, u̇, ü, x, v, v̇, v̈). (95)
In these coordinates, X and Y , defined in (74), have the following expressions, with ψ and
α some functions to be studied further :
X =
∂
∂x
+ z
∂
∂y
+ w
∂
∂z
+ α
∂
∂w
, (96)
Y = γ
∂
∂y
+ δ
∂
∂z
+ ψ
∂
∂w
+ v̇
∂
∂v
+ v̈
∂
∂v̇
. (97)
Then, using, for short, the following notation Γ :
Γ = Xγ − δ 6= 0 , (98)
one has
X1 = Γ
∂
∂y
+ (Xδ − ψ) ∂
∂z
+ (Xψ − Y α) ∂
∂w
, (99)
[X,X1] = (XΓ −Xδ + ψ)
∂
∂y
+
(
X2δ − 2Xψ + Y α
) ∂
∂z
+
(
X2ψ −XY α−X1α
) ∂
∂w
.(100)
Also,
E =
∂
∂v̈
, E2 = [E1, Y ] = ψv̈
∂
∂w
+
∂
∂v̇
, [X,E2] = ψv̈
∂
∂z
+ (Xψu(k−1) − E2α)
∂
∂w
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but, from Lemma B.1, one has [X,E2] = 0, hence ψv̈ = 0, E2 = ∂/∂v̇ and αv̇ = 0. Then
E3 = [
∂
∂v̇
, Y ] = ψv̇
∂
∂w
+
∂
∂v
, [X,E3] = ψv̇
∂
∂z
+ (Xψv̇ − E3α)
∂
∂w
,
but, from Lemma B.1, one has [X,E3] = 0, hence ψv̇ = 0, E3 = ∂/∂v and αv = 0. To sum
up,
E =
∂
∂v̈
, E2 =
∂
∂v̇
, E3 =
∂
∂v
, (101)
α depends at most on (x, y, z, w) only and ψ on (x, y, z, w, v).
Notation: until the end of this proof, O stands for any function of x, y, z, w only. For
instance, α = O, γ = O, δ = O, Γ = O, XΓ = O , Xδ = O and X2δ = O.
From (78), (99) and (100), one has
∣∣∣∣
Γ Xδ − ψ
XΓ −Xδ + ψ X2δ − 2Xψ + Y α
∣∣∣∣ = 0 . Hence
Xψ =
1
2Γ
ψ2 + Oψ + O . (102)
We now write the expression (99) of X1 as
X1 = X
0
1 + ψX
1
1 + ψ
2X21 (103)
with X01 = Γ
∂
∂y
+ O ∂
∂z
+ O ∂
∂w
, X11 = −
∂
∂z
+ O ∂
∂w
, X21 =
1
2Γ
∂
∂w
. (104)
Note that X01 , X
1
1 and X
2
1 are vector fields in the variables x, y, z, w only. Now define :
U = −X11 −
ψ
Γ
∂
∂w
=
∂
∂z
+
(
O − ψ
Γ
)
∂
∂w
, (105)
V = X01 − ψ2X21 = Γ
∂
∂y
+ O ∂
∂z
+
(
O − ψ
2
2Γ
)
∂
∂w
, (106)
so that
X1 = V − ψU (107)
and, from (97) and (103) one deduces the following expression of X2 = [X1, Y ] :
X2 =
(
Y ψ
)
U+
(
X1ψ
) ∂
∂w
+ψ3
Γw
2Γ2
∂
∂w
+ψ2
(
γw
2Γ
∂
∂y
+ O ∂
∂z
+ O ∂
∂w
)
+ψX12 +X
0
2 (108)
where X12 and X
0
2 are two vector fields in the variables x, y, z, w only.
This formula and (101) imply [E2, X2] =
(
Y ψ
)
v̇
U = ψv U ; hence, from the last relation
in (79), either ψv is identically zero or U is a linear combination of X1 and X2. We assume,
until the end of the proof, that U is a linear combination of X1 and X2. This implies, using
(107), that X2 and X1 are linear combinations of U and V ; hence U, V is another basis for
X1, X2. Also, from (78) [U, V ] must be a linear combination of U and V . From (105) and
(106),
[U, V ] =
X1ψ
Γ
∂
∂w
− ψ2 O ∂
∂w
+ ψW 1 +W 0
where W 1 and W 0 are two vector fields in the variables x, y, z, w only, and, finally, with Z1
and Z0 two other vector fields in the variables x, y, z, w only, one has, from (108)
X2 − (Yψ)U − Γ [U, V ] = ψ3
Γw
2Γ2
∂
∂w
+ ψ2
(
γw
2Γ
∂
∂y
+ O ∂
∂z
+ O ∂
∂w
)
+ ψZ1 + Z0 .
This vector field is also a linear combination of U and V . Computing the determinant in
the basis ∂/∂y, ∂/∂z, ∂/∂w, one has, using (105) and (106),
det
(
U, V, X2 − (Yψ)U − Γ[U, V ]
)
=
γw
Γ3
ψ4 + Oψ3 + Oψ2 + Oψ + O = 0 .
It is assumed from the definition of Eγ,δk,ℓ that the partial derivative of γ with respect to its
fourth argument is nonzero; hence γw 6= 0 and the above polynomial of degree 4 with respect
to ψ is nontrivial; its coefficients depend on x, y, z, w only, hence ψ cannot depend on v.
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We have proved that, in any case, both α and ψ depend on x, y, z, w only, and this yields
the desired identities in the lemma. 
Appendix C.
Lemma C.1. Let p be a smooth function of u, . . . , u(k−1), x, v, . . . , v(ℓ−1), r a smooth func-
tion of u, . . . , u(k−1), x, v, . . . , v(ℓ), with rv(ℓ) 6= 0, and f a smooth function of four variables
such that
k−2∑
i=0
u(i+1)pu(i) + rpu(k−1) +
ℓ−1∑
i=0
v(i+1)pv(i) = f(x, p, px, pxx) (109)
where, by convention, rpu(k−1) is zero if k = 0 and the first (resp. last) sum is zero if k ≤ 1
(resp. ℓ = 0). Then either p depends on x only or
k ≥ 1 , ℓ ≥ 1 , pu(k−1) 6= 0 , pv(ℓ−1) 6= 0 . (110)
Proof. Let m ≤ k − 1 and n ≤ ℓ − 1 be the smallest integers such that p depends on
u, . . . , u(m), x, v, . . . , v(n); if p depends on none of the variables u, . . . , u(k−1) (or v, . . . , v(ℓ−1)),
take m < 0 (or n < 0). Then pu(m) 6= 0 if m ≥ 0 and pv(n) 6= 0 if n ≥ 0.
The lemma states that either m < 0 and n < 0 or k ≥ 1, ℓ ≥ 1 and (m,n) = (k−1, ℓ−1).
This is indeed true :
- if m = k−1 and k ≥ 1 then n = ℓ−1 and ℓ ≥ 1 because if not, differentiating both sides in
(109) with respect to v(ℓ) would yield rv(ℓ)pu(k−1) = 0, but the lemma assumes that rv(ℓ) 6= 0,
- if m < k−1 or m = 0, (109) becomes :
∑m
i=0 u
(i+1)pu(i) +
∑n
i=0 v
(i+1)pv(i) = f(x, p, px, pxx);
if m ≥ 0, differentiating with respect to u(m+1) yields pu(m) = 0 and if n ≥ 0, differentiating
with respect to u(m+1) yields pv(n) = 0; hence m and n must both be negative. 
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