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Abstract
In this paper, Chen’s iterated integrals are generalized by interpolation of functions of the positive
integer number of times which particular forms are iterated in integrals along specific paths, to certain
complex values. These generalized iterated integrals satisfy both an additive iterative property and
comultiplication formula. In a particular example, a (non-classical) multiplicative iterative property
is also shown to hold. After developing this theory in the first part of the paper we discuss various
applications, including the expression of certain zeta functions as complex iterated integrals (from
which an obstruction to the existence of a contour integration proof of the functional equation for
the Dedekind zeta function emerges); a way of thinking about complex iterated derivatives arising
from a reformulation of a result of Gel’fand and Shilov in the theory of distributions; and a direct
topological proof of the monodromy of polylogarithms. 1
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1 Introduction
The iterated integrals of K.-T. Chen arise in arithmetic situations, a famous example of
which is the occurrence of the polyzeta values (also called multiple zeta values) as periods
relating two distinct rational structures on the mixed Hodge structure which comprises
the Hodge realization of the motivic fundamental group of P1\{0, 1,∞} with tangential
base-point
−→
01 . In this paper, it is shown that more general objects, including the polyzeta
functions themselves, may be viewed as iterated integrals of a sort generalizing the notion
introduced by Chen, and the eventual hope is that such objects could thereby also acquire
further arithmetic significance.
A very general formulation of these iterated integrals is presented in the first section of the
paper, in which it is shown that formal generalizations of the antipode and product formulas
satisfied by Chen’s integrals may be ideated and then exploited to define complex iterated
integrals. In particular, whenever the relevant integrals converge, then for differential 1-forms
α and β on some differential manifold M on which γ is a piece-wise smooth path, we define∫
γ
αβs−1 :=
∫ 1
0
1
Γ(s)
(∫ 1
z
γ∗β
)s−1
γ∗α(z)
where z is a parameter on [0, 1] for the pullback of α under γ, and s is some complex
number. Using the classical fact that the beta function has an expression as a quotient of
values of the gamma function, the necessary iterative property is then established.
This definition admits of the proof of a comultiplication formula, which is the first of the main
results presented in the paper. This formula, which is subject to certain technical conditions
ensuring convergence of the sum, is given by∫
γδ
αβs =
∫
δ
αβs +
∞∑
n=0
∫
γ
αβn
∫
δ
βs−n
where γ and δ are paths which may be concatenated, and∫
δ
βs−n (1)
is interpreted as (
s
n
)
·
∫
δ β
s∫
δ β
n
for those n for which (1) does not converge. (See Theorem 1 of section 2.1.)
This formula may be used to show that under certain conditions, the complex iterated inte-
grals are homotopy functionals.
A further application of the formula is another of the principal results of the paper, namely
a direct proof of the monodromy of the polylogarithm functions. This is preferable to the
classical proof entailing use of Jonquie`re’s formula. These ideas are discussed in the last
section of the paper, 4.3.
Before getting to this, we develop the theory in a most interesting example, namely that
of M = P1\{0, 1,∞}. In this case, taking β =
dz
z
, the coincidence of our notion along
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paths γ = [t, 1] with the classical fractional integral is shown, thereby providing intrinsic
geometric motivation for the fractional integral (along with the Mellin transform). On the
other hand, it emerges that the necessary iterative property was known classically in this
particular example. We demonstrate that this iterative property characterizes the complex
iterated integrals in the case of β =
dz
1− z
integrated over [0, 1].
Beyond this, it is also possible to extend the formalism to multiple versions of complex iterated
integrals, and we carry this out in order to subsequently express the polyzeta functions as
iterated integrals.
Also, a non-classical multiplicative iterative property arises. This has an amusing consequence
for theRiemann zeta function, which is shown to admit a complex iterated integral expression
ζ(s) =
∫
[0,1]
dz
1− z
(
dz
z
)s−1
that corresponds to Abel’s integral
ζ(s) =
1
Γ(s)
∫ ∞
0
xs
ex − 1
dx
x
.
Using the multiplicative iterativity, we arrive at a family of expressions for ζ(s) indexed by
positive integers k , in which the integral corresponding to k = 2 is nothing other than the
theta function integral which is the basis of the Fourier analysis proof of the functional
equation for ζ(s).
It is also noteworthy that ζ(s) may be regarded as an integral transform of the rational func-
tion
z
1− z
, in keeping with the general philosophy that zeta functions should be rational. A
similar statement holds for the Dirichlet L -functions. However, an interesting difference is
that while
z
1− z
has a pole at z = 1, the rational function corresponding to L(s, χ) for non-
trivial Dirichlet character χ is non-singular at z = 1. On the other hand, ζ(s) is singular
at s = 1, while L(s, χ) has no pole there. Although there is a priori no connection between
the z and s coordinates, this correspondence turns out to hold quite generally. In fact, we
prove in Theorem 8 of section 4.1 that if F (z) satisfies a suitable boundedness condition
(guaranteeing convergence of the relevant integral), and is meromorphic in a neighborhood
of z = 1, then
L(F )(s) :=
∫
[0,1]
F (z)
dz
z
(
dz
z
)s−1
has a pole at s = 1 if and only if
F (z)
z
has a pole of non-zero residue at z = 1; and should
L(F )(s) have a pole at s = 1 , the residue is a sum of coefficients of the Laurent series
expansion of F about z = 1. A consequence of this theorem is that the function FK(z)
associated by means of a complex iterated integral expression to the Dedekind zeta function
of any number field for which the residue ρK of the pole at s = 1 is irrational (which is
expected to hold for all number fields other than Q ), is not meromorphic near z = 1 and
hence not rational. Consequently, by a result due to Fatou (see [9]), we can say that the
function FK(z) is not even algebraic. Moreover, by a theorem of Petersson (quoted in
[2]), it follows that this function is not analytically continuable beyond the unit disc.
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In this way, we arrive at Corollary 3 of section 4.1, which is one of our principal results:
Irrationality of ρK is an obstruction to the existence of a proof of the analytic continuation
and functional equation for the Dedekind zeta function ζK(s) using the contour integral
approach of Riemann’s first proof of the corresponding facts for ζ(s).
The formalism has proven useful in explaining a well-known result of Gel’fand and Shilov
(presented in [10]I.§3.5) to the effect that the generalized function
xs−1+
Γ(s)
admits an analytic continuation which at the negative integer −n is the same as the n th
derivative Dirac measure δ(n) - i.e. the value of a test function φ(x) against the generalized
function
xs−1+
Γ(s)
|s=−n
over the reals is given by (
−
dx
x
)n
φ(x)|x=0.
In terms of complex iterated integrals (via a change of variables) this can be reformulated as
in Theorem 10 of section 4.2, which in essence is the statement that for suitable F (z) , then
with notation as before, L(F )(s) admits an analytic continuation with poles at most at a
finite set of positive integers, which has values at negative integers −k given by
(
z
d
dz
)k
F (z)|z=1 .
This new perspective shows that we should think about the differential operator(
z
d
dz
)t
(·)|z=1
as the analytic continuation of ∫
[0,1]
(·)
(
dz
z
)s
to s = −t.
Riemann’s integral expression for the analytic continuation of ζ(s) may be modified to give
a proof.
Altering this proof in turn, the remarkable fact emerges that for any w ∈ (0, 1),
∫
[w,1]
F (z)
dz
z
(
dz
z
)s−1
has the same analytic continuation to negative integers as does L(F )(s) .
The author would like to thank Professor Minhyong Kim for his continued encouragement
and valuable suggestions. He would also like to thank the referee and Professor J. Lagarias,
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both of whom alerted him to inaccuracies in earlier versions of the paper. The referee also
made several much-appreciated suggestions which have vastly clarified the exposition.
2 Iterated integrals along paths on complex manifolds
Suppose throughout that α and β are holomorphic 1-forms on a complex manifold M and
γ is a piecewise smooth path in M. The task at hand is to define∫
γ
αβs−1
as an iterated integral, for suitable complex s .
This generalization should adhere to some kind of shuffle product generalizing the product on
the Hopf algebra of Chen’s iterated integrals. The suitable form of this generalized product
is not obvious, but repeated application of the usual shuffle product formula and use of a
simple induction argument shows that for any positive integer n ,(∫
γ
β
)n
= n!
∫
γ
βn. (2)
Here, the n -fold integration on the right side is reduced to a single integration on the left
side. For example, when γ = [0, 1] in M = C, geometrically this equation gives a transition
between integration over the n -cube [0, 1]n (the integral on the left side is an n -fold product
of equal integrals, which by Fubini’s Theorem may be considered as a single integral over
the cube), and integration over the time-ordered n -simplex
{(t1, . . . , tn) ∈ R
n|0 ≤ t1 ≤ . . . ≤ tn ≤ 1}
(the integral on the right side, by the definition of iterated integrals). There are n! such
simplices which together form the n -cube and the permutation of the tj which shows this
gives a change of variables yielding n! equal integrals, the sum of which is the integral over
the cube.
The n in (2) can be interpolated to other complex arguments in an essentially unique way:
The gamma function is the unique function interpolating n! having certain nice properties
(namely it satisfies the functional equation Γ(x + 1) = xΓ(x) , has Γ(1) = 1 , and when
restricted to the positive reals has convex logarithm). Moreover, raising to the n th power is
uniquely interpolated to other complex values via
xs = exp (sLog x),
once a choice of the logarithm has been made, say Log z = log |z|+ iarg (z) + 2piir for some
r ∈ Z with −pi < arg (z) < pi (i.e. branch cut along the negative reals, or what is the same,
Log has domain C\R<0 ).
The reason that this fact is significant is that in defining some kind of complex power of
the iterated integral - i.e. ascribing meaning to integration against some object which gives
a valid interpretation of complex power of a differential form - we have to somehow bypass
integrating “ s number of times” for complex variable s.
Hence we can make the
6
Definition 1 For all s for which the integral on the right hand side converges, we define
∫
γ
βs−1α :=
∫ 1
0
1
Γ(s)
(∫ z
0
γ∗β
)s−1
γ∗α(z)
where z is a parameter on [0, 1] for γ∗α.
Recall now that the antipode property of iterated integrals is∫
γ
ω0 . . . ωr = (−1)
r+1
∫
γ−1
ωr . . . ω0 (3)
where γ−1 is the inverse path to γ defined by γ−1(t) = γ(1 − t). Along with the shuffle
product, we exploit the obvious analogue of this antipode property to define the type of
integrals which will appear in the applications:
Definition 2 For all s for which the integral on the right hand side converges, we define∫
γ
αβs−1 := (−1)s
∫
γ−1
βs−1α .
Here the (−1)s factor is interpreted in a formal way by inverting the direction of integration,
and the integral on the right side is as in Definition 1 - i.e. it is given by
(−1)s
∫ 0
1
1
Γ(s)
(∫ z
1
γ∗β
)s−1
γ∗α(z) :=
∫ 1
0
1
Γ(s)
(∫ 1
z
γ∗β
)s−1
γ∗α(z)
where z is a parameter on [0, 1] for γ∗α.
Synthesizing these definitions, we arrive at
Definition 3 For those (r, s) ∈ C2 for which the integral on the right side converges, we
define ∫
γ
αr−1βs :=
∫
[0,1]
1
Γ(r)
[(∫ z
0
γ∗α
)r−1
γ∗β
]
· (γ∗β)s−1.
The resulting integral may now be interpreted in the light of Definition 2 since
[(∫ z
0 γ
∗α
)r−1
γ∗β
]
is a 1-form. Doing so, we find
∫
γ
αr−1βs =
(−1)s
Γ(r)Γ(s)
∫ 0
1
(∫ z
1
γ∗β
)s−1(∫ z
0
γ∗α
)r−1
γ∗β(z). (4)
Applying the antipode property directly to
∫
γ α
r−1βs and then using Definition 3 itself, gives
(−1)r+s−1
∫
[1,0]
1
Γ(s)
(∫ z
1
γ∗β
)s−1
γ∗β·(γ∗α)r−1 =
(−1)r+s−1+r
Γ(s)Γ(r)
∫ 1
0
(∫ z
0
γ∗α
)r−1(∫ z
1
γ∗β
)s−1
γ∗β
which equals
∫
γ α
r−1βs via (4).
7
Any number of variations exist of the kind of integral here defined. For example, suppose
that ω is a third holomorphic 1-form on M , and set
∫
γ
ωβsα :=
∫ 1
0
(∫
[0,z]
γ∗ω(γ∗β)s
)
γ∗α(z) (5)
for those s for which the integral converges, where the integral over [0, z] follows the pattern
of Definition 2. Also, for suitable complex r and s , take
∫
γ
αβrωs−1 :=
(−1)r+s
Γ(s)
∫ 0
1
(∫ t
1
γ∗ω
)s−1
γ∗β(γ∗β)r−1γ∗α . (6)
Here, (5) should be used to interpret the right hand side, as
(∫ t
1 γ
∗ω
)s−1
γ∗β is a 1-form.
A well-definedness issue arises in Definition 3 in the case that β and α are equal, and in (6)
should ω = β . Clearing up the former problem is instrumental in showing that the latter is
a non-issue, and thereby that the integrals of Definition 2 are indeed iterated:
Proposition 1 [Iterative Property]
For suitable pairs (v,w) ∈ C2, in fact∫
γ
αβv+w−1 =
∫
γ
(αβv)βw−1. (7)
where the integral on the right side should be understood using (6). Both sides of this equality
are well-defined since for suitable (v, u) ∈ C, when α = β ,
∫
[t,1]
(γ∗β)v+u−1 :=
1
Γ(v + u)
(∫ 1
t
γ∗β
)v+u−1
=
1
Γ(v)Γ(u)
∫ 1
t
(∫ z
t
γ∗β
)v−1(∫ 1
z
γ∗β
)u−1
γ∗β
(8)
is valid, where z and t are parameters on the interval - in particular we can take u = 1
and t = 0.
Proof: We begin by proving the well-definedness statement. To this end, define
a :=
∫ z
t γ
∗β∫ 1
t γ
∗β
.
Then notice that if z = t, a = 0 whereas a = 1 when z = 1. Also,
1− a =
∫ 1
z γ
∗β∫ 1
t γ
∗β
.
Finally, viewing a as a function of z ,
da =
γ∗β(z)(∫ 1
t γ
∗β
) ,
where γ∗β(z) indicates that z is the parameter of integration along [0, 1] for the pullback
of β.
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But then, dividing the integral on the right side of (8) by that on the left, we obtain
∫ 1
0
av−1(1− a)u−1da = β(v, u) =
Γ(v)Γ(u)
Γ(v + u)
from which (8) follows.
Now considering (7), and supposing both relevant integrals to converge, we then find that
∫
γ
αβv+w−1 =
(−1)v+w
Γ(v + w)
∫ 0
1
(∫ t
1
γ∗β
)v+w−1
γ∗α from Definition 2
=
∫ 0
1
−1
Γ(v)Γ(w)
[∫ 1
t
(∫ z
t
γ∗β
)v−1(∫ 1
z
γ∗β
)w−1
γ∗β(z)
]
γ∗α(t) by (8)
=
∫ 0
1
(−1)v+1
Γ(w)
[∫
[1,t]
(∫ 1
z
γ∗β
)w−1
γ∗β(γ∗β)v−1
]
γ∗α from Definition 2
=
(−1)v+w
Γ(w)
∫
[1,0]
(∫ z
1
γ∗β
)w−1
(γ∗β)vγ∗α from (5)
=
∫
[0,1]
[γ∗α(γ∗β)v](γ∗β)w−1 from (6)
=
∫
γ
(αβv)βw−1,
so that (7) holds as claimed. 
It would be interesting to give some geometric interpretation of these definitions along the
lines of the above discussion involving simplices.
2.1 The comultiplication formula
It will be convenient to introduce the following notation:∫
γ→z
β :=
∫ z
0
γ∗β.
Then we have the
Theorem 1 Suppose that α and β are 1-forms on some manifold M and γ and δ are
paths on M for which ∫
γ
αβs and
∫
δ
αβs
both converge. Suppose also that ∣∣∣∣
∫
δ−1
β
∣∣∣∣ >
∣∣∣∣
∫
γ−1→z
β
∣∣∣∣ ,
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and that for any z and sufficiently large N ,
N∑
n=0
(
s
n
)(∫
γ−1→z
β
)n(∫
δ−1
β
)−n
is dominated by the limit as N →∞. Then∫
γδ
αβs =
∫
δ
αβs +
∞∑
n=0
∫
γ
αβn
∫
δ
βs−n
where we interpret ∫
δ
βs−n (9)
as (
s
n
)
·
∫
δ β
s∫
δ β
n
whenever (9) does not converge.
Proof:∫
γδ
αβs =
−1
Γ(s+ 1)
∫
δ−1γ−1
(
−
∫
(δ−1γ−1)→z
β
)s
α(z)
=
−1
Γ(s+ 1)
∫
δ−1
(
−
∫
δ−1γ−1→y
β
)s
α(y) +
−1
Γ(s+ 1)
∫
γ−1
(
−
∫
δ−1γ−1→x
β
)s
α(x)
=
−1
Γ(s+ 1)
∫
δ−1
(
−
∫
δ−1→y
β
)s
α(y) +
−1
Γ(s+ 1)
∫
γ−1
(
−
∫
δ−1
β −
∫
γ−1→x
β
)s
α(x)
=
∫
δ
αβs +
−1
Γ(s+ 1)
∫
γ−1
(
−
∫
δ−1
β
)s( ∞∑
n=0
(
s
n
)(
−
∫
δ−1
β
)−n(
−
∫
γ−1→x
β
)n)
α(x)
=
∫
δ
αβs +
−1
Γ(s+ 1)
∞∑
n=0
((
−
∫
δ−1
β
)s−n)
·
(
s
n
)∫
γ−1
(
−
∫
γ−1→x
β
)n
α(x)
=
∫
δ
αβs +
1
Γ(s+ 1)
∞∑
n=0
Γ(s− n+ 1)
∫
δ
βs−n ·
(
s
n
)
n!
∫
γ
αβn
=
∫
δ
αβs +
∞∑
n=0
∫
γ
αβn ·
∫
δ
βs−n
using the binomial series; and taking z to be a parameter on δ−1γ−1 , with y and x
parameters on δ−1 and γ−1 respectively. 
With a view towards later application, we mention the special case occuring when
∫
δ−1 β = 0.
It is immediate from the above proof that then,∫
γδ
αβs−1 =
∫
δ
αβs−1 +
∫
γ
αβs−1. (10)
Of course, along with the coproduct formula, one would like some kind of product formula so
as to have a Hopf algebra of complex iterated integrals. It is obvious what such a formula
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would have to look like, but at this point there is a difficulty in the interpretation of the
meaning of certain integrals in this formula, so the resolution of this problem will have to
await further work.
Notice that in the coproduct formula, one only shifts by integers. For this reason, a less
general iterative property than that discussed above probably suffices (i.e. in (7) we would
only need to consider pairs (s,w) where one or other of the entries is an integer).
An important consequence of the comultiplication is the
Corollary 1 If [γ] is a homotopy class of paths on M for which there exists a representative
γ having the property that ∣∣∣∣
∫
γ
β
∣∣∣∣ >
∣∣∣∣
∫
γ−1→z
β
∣∣∣∣
then for any path γ˜ in this homotopy class,∫
γ
αβs =
∫
γ˜
αβs.
Proof: Since
∫
γ β =
∫
γ˜ β by Cauchy’s theorem, the conditions of Theorem 1 apply to
γ−1γ˜. Hence we have ∫
γ−1γ˜
αβs =
∫
γ˜
αβs +
∞∑
n=0
∫
γ−1
αβn ·
∫
γ˜
βs−n (11)
=
∫
γ˜
αβs +
∞∑
n=0
∫
γ−1
αβn ·
∫
γ
βs−n (12)
where the homotopy invariance of
∫
γ β
t - which follows from the definition of this object in
terms of
∫
γ β itself - gives (12). Now since α and β are holomorphic 1-forms on M and
γ and γ˜ are homotopic, these forms are smooth over the region enclosed by the loop γ−1γ˜.
But then by Cauchy’s theorem along with Definition 2 it is evident that∫
γ−1γ˜
αβs = 0. (13)
The same is true along the contractible γ−1γ - i.e.∫
γ−1γ
αβs = 0.
Moreover, Theorem 1 applies to this path too, and we find
0 =
∫
γ−1γ˜
αβs =
∫
γ
αβs +
∞∑
n=0
∫
γ−1
αβn ·
∫
γ
βs−n. (14)
Putting this all together by subtracting (14) from (12) married to (13), we find
0 =
∫
γ˜
αβs −
∫
γ
αβs.

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3 Integrating on P1\{0, 1,∞}
Deligne’s epic work [5] establishes the fundamental group of P1\{0, 1,∞} as an interesting
object of study, providing as it does a test-case for the motivic philosophy. In work of Wo-
jtkoviak and Drinfel’d related to this study, values of the Riemann zeta function made
a surprise appearance. This phenomenon is now well-understood: The polyzeta numbers
(also called multiple zeta values in the literature), are periods relating two distinct rational
structures on the mixed Hodge structure which comprises the Hodge realization of the
motivic fundamental group of P1\{0, 1,∞} with tangential base-point
−→
01 . A fundamental
reason for this is that each polyzeta number admits an expression as an iterated integral
in the sense of Chen over the holomorphic 1-forms of P1\{0, 1,∞}. By studying the com-
plex iterated integrals defined above in the context of P1\{0, 1,∞} , we are able to realize
the polyzeta functions - along with other generalizations of the Riemann zeta function - as
iterated integrals along the tangential path from 0 to 1.
Preliminary to this investigation, we place a restriction on the functions f which are being
integrated to ensure convergence of the integral under consideration:
Definition 4 Let k ∈ Z≥0. A k -Bieberbach function is a function f(z) which is holo-
morphic on the unit disk D(0, 1) := {z ∈ C : |z| < 1} and has a Taylor series expansion
f(z) =
∑
n≥0
anz
n
which satisfies the following property: k is minimal for which there exist positive Nk and
Ck so that
|an| ≤ Ckn
k
whenever n ≥ Nk (i.e. an = O(n
k) ).
We shall say that a function is at least k -Bieberbach if it is l -Bieberbach for some
l ≤ k.
Examples:
1. Schlict functions are 1-Bieberbach (De Branges).
2. FQ(z) :=
z
1− z
is 0-Bieberbach. Later we show that FQ underlies the Riemann zeta
function.
We point out that to make sense of an integral of the form of∫ t
0
dz
z
some regularization of the logarithm at zero is necessary. In particular, should f(z) be
defined in some neighborhood U of zero from which the points along the negative real axis
have been deleted, so that for ε close to zero and for b ∈ U,∫ b
ε
f(z)dz = b0 + b1 log ε+ b2(log ε)
2 + . . . ,
it is common usage to set ∫ b
0
f(z)dz := b0.
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By restricting the kinds of functions against which we integrate, we avoid this regularization
issue altogether. To be precise, the k -Bieberbach functions f(z) henceforth considered
will always have the property that f(0) = 0, so that our complex iterated integrals will be
at worst improper, and we can prove the
Lemma 1 Suppose f(z) is at least k -Bieberbach and vanishes at z = 0 . Then the
improper integral ∫ 1
0
(− log z)s−1
Γ(s)
f(z)
dz
z
=
∫
[0,1]
f(z)
dz
z
(
dz
z
)s−1
converges for Re(s) > k + 1 .
We shall henceforth use the notation ∫
[0,1]
f(z)
(
dz
z
)s
for this integral.
Proof: For v 6= 0 and any c ∈ (0, 1],∫ c
0
(log c− log z)s−1
Γ(s)
zv
dz
z
=
cv
vs
via the substitution zv = cvu and use of the definition of Γ(s). (Notice that like the integral
defining Γ(s), this integral is improper at z = 0. )
The Taylor series expression for f converges uniformly on compacta in D(0, 1). Hence the
order of the summation of this series and integration over subintervals [a, b] with 0 < a <
b < 1 may be interchanged. Consequently, if
f(z) =
∑
n≥1
anz
n
on D(0, 1), then for any c ∈ (0, 1),∫ c
0
(log c− log z)s−1
Γ(s)
f(z)
dz
z
= lim
ε→0
∫ c
ε
(log c− log z)s−1
Γ(s)
f(z)
dz
z
= lim
ε→0
∑
n≥1
∫ c
ε
(log c− log z)s−1
Γ(s)
anz
n dz
z
=
∑
n≥1
anc
n
ns
,
and this sum converges by comparison with the sum for ζ(s − k) by the k -Bieberbach
condition on the an .
For c = 1, the above argument does not suffice to allow for the interchange of the integral
and sum. Instead, as in [15] we must resort to use of the Lebesgue dominated convergence
theorem since in P1\{0, 1,∞} the path of integration is not compact. The computation is
most readily performed by means of exponential coordinates: To this end, let − log z = x,
so that as improper integrals,∫ 1
0
(− log z)s−1
Γ(s)
f(z)
dz
z
=
∫ ∞
0
xs−1
Γ(s)
f(e−x)dx =
∫ ∞
0
xs−1
Γ(s)
∑
n≥1
ane
−nxdx.
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Here the partial sums
m∑
n=1
ane
−nxxs−1
are dominated by
F (k, σ, x) :=
∞∑
n=1
nke−nxxσ−1
where σ = Re (s), making use of the k -Bieberbach condition. Now integrability of
F (k, s, x) over [0,∞) (provided that Re (s) > k + 1 ) suffices to complete the proof.
The only pole of x1−sF (k, s, x) along [0,∞) is at x = 0, but
xk+1
∞∑
n=1
nke−nx
is bounded on the unit disk centered at zero (say by M0e
−
1
2 ), since the limit of this expression
at x = 0 is finite: Indeed, replacing k in what follows by the least integer which exceeds it
should k 6∈ Z,
xk+1
∞∑
n=1
nke−nx = x
∞∑
n=1
(nx)ke−nx
= x
∞∑
n=1
(
−
d
dt
)k
e−tnx
∣∣∣∣∣
t=1
= x
(
−
d
dt
)k e−tx
1− e−tx
∣∣∣∣∣
t=1
,
and one can compute the finite value of the limit as x approaches 0 using L’Hoˆpital’s rule
once the limit is interchanged with the k -fold derivative:(
−
d
dt
)k
lim
x→0
x
etw − 1
∣∣∣∣∣
t=1
=
(
−
d
dt
)k 1
t
∣∣∣∣∣
t=1
=
{
1 if k = 0
−(k − 1)! if k > 0.
But then with
xk+1
∞∑
n=1
nke−nx
approaching zero as x grows along [0,∞), for some M1 also∣∣∣∣∣xk+1
∞∑
n=1
nke−nx
∣∣∣∣∣ ≤M1e−
x
2
for all x ≥ 1. Let M = max{M0,M1}, so that∣∣∣∣∣
∫ ∞
0
xk+1
∞∑
n=1
nke−nxxs−k−1
dx
x
∣∣∣∣∣ ≤
∫ ∞
0
∣∣∣∣∣xk+1
∞∑
n=1
nke−nx
∣∣∣∣∣xσ−k−1dxx where σ = Re s
14
≤ M
∫ ∞
0
e
−
x
2 xσ−k−1
dx
x
= M2σ−k−1Γ(σ − k − 1)
by again making use of the definition of the gamma function. Notice here that should (σ −
k − 1) > 0, this last expression would be finite and F (k, s, x) integrable. 
For the straight line path [t, 1] where t ∈ (0, 1), the iterativity property was known classi-
cally, since in this case, the definition accords with the classical fractional integral (see [1]): If
x is a real variable with x ∈ (0,∞) and f(t) is integrable on this interval, then one notices
that by repeated integration by parts,
1
(k − 1)!
∫ x
0 (x− t)
k−1f(t)dt may be considered to be
a k -fold integral of f. For Re s > 0, we then define the s -fold integral of f as
Isf(x) :=
1
Γ(s)
∫ x
0
(x− t)s−1f(t)dt.
By the change of variables − log z = x− t, this may be seen to coincide with
∫
[e−x,1]
f(x− log z)
dz
z
(
dz
z
)s−1
.
Now the (classical) additivity property IsIt = Is+t of the operator Is amounts to our
iterativity property.
On P1\{0, 1,∞} we may also take β =
dt
1− t
, and in integrating over the tangential path
[0, 1] , it is possible to show that such iterated integrals are characterized by the fact that
they interpolate those integrals where the iteration occurs an integer number of times, while
satisfying a suitable iterative property. We proceed to prove this.
Recall that (2) is valid for any differential 1-form β , and as discussed before it has a unique
interpolation once a choice has been made of a branch of the logarithm. Therefore, if an
iterative property can be established in the case of iteration over
dt
1− t
along the path [0, u]
for 0 < u ≤ 1, necessarily
∫
[0,u]
(
dt
1− t
)s−1
=
1
Γ(s)
(∫
[0,u]
dt
1− t
)s−1
.
But then for any k -Bieberbach f for which f(0) = 0 ,
∫
[0,1]
f(z)
(
dz
z
)s−1
=
∫ 1
0
(− log z)s−1
Γ(s)
f(z)
dz
z
= −
∫ 0
1
(− log(1− t))s−1
Γ(s)
f(1− t)
dt
1− t
(t = 1− z)
=
∫ 1
0
(∫
[0,u]
(
dt
1− t
)s−1)
f(1− u)
du
1 − u
.
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We shall use the notation
∫
[0,1]
(
dt
1− t
)s−1
f(1 − t)
dt
1− t
for this last integral expression,
which is justified by the iterative property to follow.
Recall that the iterativity property is the statement that for a fixed r ∈ C with Re (r) > k+1,
then for any w ∈ C with Re (r) > Re (w) > k + 1 , and for any g(z) for which g(1 − z) is
k -Bieberbach and has g(1) = 0 , it follows that
∫
[0,1]
(∫
[0,v]
(
dt
1− t
)r−w−1)( dt
1− t
)w
g(t)
dt
1 − t
=
∫
[0,1]
(
dt
1− t
)r−1
g(t)
dt
1 − t
. (15)
Framed in a different way,∫ 1
0
∫ u
0
(− log(1− t))r−w−1
Γ(r − w)
(log(1− t)− log(1− u))w−1
Γ(w)
dt
1− t
g(u)
du
1 − u
=
∫ 1
0
(− log(1− u))r−1
Γ(r)
g(u)
du
1 − u
.
Again this statement is a consequence of the non-trivial classical fact that the beta integral
has an expression in terms of values of the gamma function: Indeed, for
(− log(1− u))r−1
Γ(r)
=
∫ u
0
(− log(1− t))r−w−1
Γ(r − w)
(log(1− t)− log(1− u))w−1
Γ(w)
dt
1− t
(16)
to hold,
β(w, r − w) =
Γ(w)Γ(r − w)
Γ(r)
=
∫ u
0
(
log(1− t)
log(1− u)
)r−w−1 (log(1− t)− log(1− u))w−1
(− log(1− u))w
dt
1− t
must be true, and it is since the substitution
log(1− t)
log(1− u)
= y
can be made to show that the integral is the same as∫ 1
0
yr−w−1(1− y)w−1dy = β(w, r − w).
Theorem 2 For (P1\{0, 1,∞},
dt
1− t
, [0, 1]) , Defintion 2 is the only interpolation possible
for which the iterativity property (15) holds.
Proof: The proof of the iterativity property works in this case since the definition implies
that
G(u, s, w) :=
∫ u
0
(− log(1− t))s−1
Γ(s)
(
dt
1− t
)w
=
∫ u
0
(− log(1− t))s−1
Γ(s)
(log(1− t)− log(1− u))w−1
Γ(w)
dt
1− t
,
(17)
where we write s = r − w . Should some other such integral expression exist, say
G(u, s, w) =
∫ u
0
(− log(1− t))s−1
Γ(s)
Fw(t)
dt
1 − t
,
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then for integer w = n > 1, in fact
Fn(t) =
(log(1− t)− log(1− u))n−1
(n− 1)!
because the usual antipode property may be used to unravel the iterated integral G(u, s, n).
For Fw(t) to be a function in w interpolating the Fn(t), necessarily
Fw(t) = e
2piir (log(1− t)− log(1− u))
w−1
Γ(w)
by the considerations pertaining to complex powers discussed before, for some integer r . Of
course, here r = 0 since there is no such exponential factor in the known expression for
G(u, s, w) in (17). 
3.1 Multiplicative iterativity
The above development of the complex iterated integral takes as departure point the iterative
property which is necessarily satisfied. When iterating
dz
z
over the tangential path [0, 1] in
P1\{0, 1,∞} , however, a second iterativity property holds.
In order to show this, we firstly prove an important fact which follows as a simple consequence
of another computationally useful property, namely the power invariance of the iterated
integral:
Proposition 2 (Haar Property)
Suppose that f(z) is k -Bieberbach. Let α denote a positive real number. Then∫
[0,1]
f(zα)
(
α
dz
z
)s
=
∫
[0,1]
f(z)
(
dz
z
)s
.
As the notation suggests,∫
[0,1]
g(z)
(
α
dz
z
)s
:=
∫ 1
0
(−α log z)s−1
Γ(s)
g(z)α
dz
z
= αs
∫ 1
0
g(z)
(
dz
z
)s
.
Motivating the term ‘power invariance’ is the fact that
d log zα =
dzα
zα
=
αzα−1dz
zα
= α
dz
z
,
and in the coordinates on C this amounts to invariance under the multiplicative group, hence
the reference to Haar measures.
Proof: Again it suffices to show the statement for f(z) = zk where k is a non-negative
integer. In this case, a direct computation involving a substitution zαk = v shows the left
side to equal
1
ks
.
Then observe that this is the value of the right side of the equation we are proving, via the
substitution zk = u. 
For future reference, we state an important fact implicit both in the proof of Lemma 1 and
in that of Proposition 2, namely
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Corollary 2 For integer k > 0 and Re s > 1 ,∫
[0,1]
zk
(
dz
z
)s
=
1
ks
.
Proof: Take f(z) = z and α = k in the Haar property. Then use the fundamental fact,
which is essentially equivalent to the definition of the Gamma function, that for any s,∫
[0,1]
z
(
dz
z
)s
= 1.

Now for notational ease make the
Definition 5 If F (z) =
∑∞
n=−m anz
n and Re s > 1, define the s -gap transform of F to
be
sF (z) :=
∞∑
n=−m
anz
ns .
The following result furnishes an alternative means of defining complex iterated integrals of
certain functions:
Theorem 3 If F (z) =
∑∞
n=1 anz
n is at least k -Bieberbach for some k ≥ 0 and Re s >
k + 1, then ∫
[0,1]
F (z)
(
dz
z
)s
=
∫ 1
0
sF (z)
dz
z
.
Proof: From Corollary 2, when n 6= 0 ,∫ 1
0
zn
s dz
z
=
1
ns
.
But then invoking the interchange of the sum and integral by means of ideas as in the proof
of Lemma 1, it follows that both sides of the equation give
∑∞
n=1
an
ns
. 
Then we have:
Theorem 4 [Multiplicative Iterative Property] If F (z) =
∑∞
n=1 anz
n is r -Bieberbach
for some r > 0, then for integer k ≥ 1, kF (z) is
r
k
-Bieberbach and for Re s > r + k ,
∫
[0,1]
F (z)
(
dz
z
)s
=
∫
[0,1]
kF (z)
(
dz
z
)s/k
.
Proof: That kF (z) is
r
k
-Bieberbach is a triviality, and the equality of integrals follows
from ∫
[0,1]
zn
k
(
dz
z
)s/k
=
1
(nk)s/k
=
1
ns
,
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where we are again using Corollary 2. 
We remark that the failure of the expression for sF (z) given in the definition of the s -gap
transform to be a power series for general non-integer s precludes the proof of a more general
iterative property without use of a vastly more complicated approach.
3.2 The Riemann zeta function as an iterated integral
Using the formalism of the (additive) iterated integrals, Abel’s integral
ζ(s) =
1
Γ(s)
∫ ∞
0
xs
ex − 1
dx
x
(18)
may be thought of as an s -iterated integral:
Theorem 5 Whenever Re (s) > 1, then
ζ(s) =
∫
[0,1]
dz
1− z
(
dz
z
)s−1
. (19)
Proof: In (18), make the substitution − log z = x and invoke the definition of the iterated
integrals.
Alternately, the statement is immediate from a direct computation using Corollary 2 (with
k assuming successive positive integer values over which the sum is then taken). 
A related family of complex iterated integrals for the Riemann zeta function emerges from
use of multiplicative iterativity:
∫
[0,1]
∞∑
n=1
zn
k
(
dz
z
)s/k
=
∫
[0,1]
∞∑
n=1
zn
(
dz
z
)s
=
∫
[0,1]
z
1− z
(
dz
z
)s
= ζ(s)
for any integer k ≥ 1. Notice that when k = 2, we recover the integral for ζ(s) involving
the theta function
ζ(s) =
1
pi−s/2Γ(
s
2
)
∫ ∞
0
xs/2
∞∑
n=1
e−pixn
2 dx
x
,
by the change of variables z = e−pix. The multiplicative iterativity of this integral expression
contrasts with the additive iterativity of Riemann’s integral (18). This is very interesting
if one remembers that Riemann gave two proofs of the functional equation for ζ(s) , one
using each of these integral expressions. However, he does not seem to have been aware of
any complementarity in these perspectives, or if he was makes no mention thereof.
We remark that this discussion could be carried out with iteration over
dt
1− t
instead. Then
for example
ζ(s) =
∫
[0,1]
(
dt
1− t
)s−1 dt
t
.
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Including the local zeta function pi
−
s
2Γ(
s
2
), (i.e. the (local) zeta function at the real prime),
as a factor with ζ(s) , we obtain the function Z(s) which may also be expressed as an
s -iterated integral as follows:
Theorem 6 For Re s > 1 ,
Z(s) =
∫
[0,1]
dx
1− x
(
1
2pi
(− log x)dx
x
)s− 1
2
In the proof, we require the doubling formula of Legendre for the factorial function:
Γ(2z) = 22z−1pi−1/2Γ(z)Γ(z +
1
2
). (20)
Proof of Theorem:
Z(s) = pi−s/2Γ(
s
2
)ζ(s)
=
pi−s/2Γ(
s
2
)
Γ(s)
∫ 1
0
(− log x)s−1dx
1− x
=
pi(1−s)/221−s
Γ(
s− 1
2
+ 1)
∫ 1
0
(−1)(s−1)/2
(−(log x)2)(s−1)/2dx
1− x
by (20)
=
(−1)(s−1)/2
2(s−1)/2(2pi)(s−1)/2Γ(
s− 1
2
+ 1)
∫ 1
0
(∫ x
1
−
2 log xdx
x
)(s−1)/2 dx
1− x
=
∫
[0,1]
dx
1− x
(
−
log xdx
2pix
)(s−1)/2

Recall that the functional equation of the Riemann zeta function is the statement that this
function Z(s) is invariant under the transformation s 7→ 1− s.
We remark that it is possible to develop Dirichlet L -functions as iterated integrals using
similar ideas. In particular, we find that for a character χ of conductor f ,
L(s, χ) =
∫
[0,1]
∑f
a=1 χ(a)z
a
1− zf
(
dz
z
)s
,
which may be developed using the multiplicativity property as
L(s, χ) =
∫
[0,1]
f∑
a=1
χ(a)
∞∑
n=0
z(a+nf)
k
(
dz
z
)s/k
for any positive integer k.
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3.3 Multiple iterated integrals, polyzeta functions and polylogarithms
The formalism may be extended to multiple versions of the iterated integrals by a simple
induction argument based on the above. We perform this generalization in the case of the
iteration of
dz
z
. For j = 1, 2 consider kj -Bieberbach functions fj(z) which are holomor-
phic at z = 0 with also fj(0) = 0 . Let sj ∈ C have Re sj > (kj + j) . Then∫
[0,1]
f1(z)
dz
z
(
dz
z
)s1−1
f2(z)
dz
z
(
dz
z
)s2−1
,
which is interpreted as
∫
[0,1]
[∫
[0,u]
f1(z)
dz
z
(
dx
x
)s1−1]
f2(u)
du
u
(
du
u
)s2−1
converges by a similar argument to the one given before.[The vanishing of f1(z) at zero (so
that the Taylor series has first non-zero coefficient that of the linear term) facilitates the
proof since we can use the bound∣∣∣∣a1bm−1 + a2bm−22s1 + . . . + amb0ms1
∣∣∣∣ ≤ mC1C2mk2
where the aj are coefficients for the power series for f1 and the bj for the Taylor series
for f2 ; the C1 factor bounds the coefficients
∣∣∣∣ ajjs1
∣∣∣∣ with 0 < j ≤ m (taking
C1 = max
{∣∣∣∣ ajjs1
∣∣∣∣ : 1 ≤ j < Nk1
}
∪ {Ck1}
with notation as in the definition of k -Bieberbach functions), and the C2m
k2 bound the
|bj |. As seen before, the integral then converges provided Re s2 > (k2 + 2). ] Here,∫
[0,u]
f1(z)
dz
z
(
dz
z
)s1−1
=
∫ u
0
(log u− log z)s1−1
Γ(s1)
f1(z)
dz
z
=: h1(u, s1)
is a complex iterated integral which satisfies an iterative property: With notation as above
(and polynomial xp(x) ),∫
[0,u]
xp(x)
(
dx
x
)r
=
∫ u
0
(log u− log x)r−1
Γ(r)
xp(x)
dx
x
=
∫ u
0
∫ u1
0
(log u− log u1)
r−w−1
Γ(r − w)
(log u1 − log x)
w−1
Γ(w)
xp(x)
dx
x
du1
u1
=
∫
[0,u]
xp(x)
(
dx
x
)w (du1
u1
)r−w
follows from linearity by means of the substitution v =
x
u
in the second expression, use of the
iterativity property (7), and then the substitution u1 = uu˜ for some intermediate variable
u˜, followed by the reverse substitution x = uv .
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But then∫
[0,1]
f1(z)
dz
z
(
dz
z
)s1−1
f2(z)
dz
z
(
dz
z
)s2−1
=
∫
[0,1]
h(z, s1)f2(z)
dz
z
(
dz
z
)s2−1
,
where h(z, s1)f2(z) is (k2+1) -Bieberbach so that the iterative property holds not only in
s1, but in s2 as well.
These ideas motivate the
Definition 6 Suppose that f := (f1(z), . . . , fl(z)) is a tuple of functions each holomorphic
at z = 0 with fj(0) = 0 , such that fj(z) is kj -Bieberbach. Then the s := (s1, . . . , sl) -
multiple iterated integral of f against
dz
z
is
∫
[0,1]
f1(z)
dz
z
(
dz
z
)s1−1
· · · fl(z)
dz
z
(
dz
z
)sl−1
:=
∫ 1
0
∫ tl
0
· · ·
∫ t2
0
(log t2 − log t1)
s1−1
Γ(s1)
f1(t1)
dt1
t1
· · ·
(log tl − log tl−1)
sl−1−1
Γ(sl−1)
fl−1(tl−1)
dtl−1
tl−1
(− log tl)
sl−1
Γ(sl)
fl(tl)
dtl
tl
provided that Re (sj) > (kj + j) for 1 ≤ j ≤ l.
Continuing the argument preceding the definition inductively, we establish the
Theorem 7 (Multiple Iterative Property) For a fixed r = (r1, . . . , rl) ∈ C
l with Re (rj) >
kj + j for 1 ≤ j ≤ l then for any (s1, . . . , sl) ∈ C
l with Re (rj) > Re (sj) > kj + j for
1 ≤ j ≤ l , and for any tuple (f1(z), . . . , fl(z)) of functions each holomorphic at z = 0 , with
fj(z) vanishing at z = 0, and with fj(z) being kj -Bieberbach, it follows that writing
wj = rj − sj , we have∫
[0,1]
f1(z)
(
dz
z
)s1 (dz
z
)w1
· · · fl(z)
(
dz
z
)sl (dz
z
)wl
=
∫
[0,1]
f1(z)
(
dz
z
)r1
· · · fl(z)
(
dz
z
)rl
.
Otherwise stated,
∫ 1
0
∫ t˜l
0
∫ tl
0
· · ·
∫ t2
0
∫ t˜1
0
(log t˜1 − log t1)
s1−1
Γ(s1)
f1(t1)
dt1
t1
(log t2 − log t˜1)
w1−1
Γ(w1)
dt˜1
t˜1
· · ·
(log tl − log t˜l−1)
wl−1−1
Γ(wl−1)
dt˜l−1
t˜l−1
(log t˜l − log tl)
sl−1
Γ(sl)
fl(tl)
dtl
tl
(− log t˜l)
wl−1
Γ(wl)
dt˜l
t˜l
=
∫ 1
0
∫ ul
0
· · ·
∫ u2
0
(log u2 − log u1)
r1−1
Γ(r1)
f1(u1)
du1
u1
· · ·
(log ul − log ul−1)
rl−1−1
Γ(rl−1)
fl−1(ul−1)
dul−1
ul−1
(− log ul)
rl−1
Γ(rl)
fl(ul)
dul
ul
.
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Next we explain how the polyzeta functions may be expressed as complex iterated integrals.
For integers nj , it is well-known that the polyzeta numbers (also referred to as multiple zeta
values in the literature), may be expressed as (n1 + . . .+ nk) -fold iterated integrals
ζ(n1, . . . , nk) =
∫
[0,1]
dz
1− z
(
dz
z
)n1 dz
1− z
(
dz
z
)n2
. . .
dz
1− z
(
dz
z
)nk
.
Once again, this expression also makes sense when the nj are replaced by non-integral
complex numbers sj.
Goncharov and Kontsevich found the following integral representation for the polyzeta
functions:
ζ(s1, s2, . . . , sl) =
1
Γ(s1)
1
Γ(s2)
. . .
1
Γ(sl)
∫ ∞
0
· · ·
∫ ∞
0
∫ ∞
0
ts1−11 dt1
et1+t2+...+tl − 1
ts2−12 dt2
et2+t3+...+tl − 1
· · ·
tsl−1l dtl
etl−1 − 1
,
(21)
valid provided Re (sl−j+1+ . . .+ sl) > j for 1 ≤ j ≤ l. When l = 1, the integral is the same
as the expression for Riemann’s zeta function found by Abel. (See [15].)
It happens that using the P1\{0, 1,∞} coordinates x1, . . . , xk determined via x1 = e
t1+...+tk
and xj+1 = e
−tjxj for j = 1, . . . , k − 1, the integral is∫ 1
0
∫ xk
0
· · ·
∫ x2
0
(log x2 − log x1)
s1−1
Γ(s1)
dx1
1− x1
· · ·
(log xk − log xk−1)
sk−1−1
Γ(sk−1)
dxk−1
1− xk−1
(− log xk)
sk−1
Γ(sk)
dxk
1− xk
(22)
which may be regarded in an obvious way as a k -fold iterated integral along [0, 1] (in the
sense of Chen) generalizing Abel’s integral. But comparing this to Definition 6 it is clear
that in fact
ζ(s1, . . . , sl) =
∫
[0,1]
dz
1− z
(
dz
z
)s1−1 dz
1− z
. . .
(
dz
z
)sl−1
whenever Re(sj) > j for all 1 ≤ j ≤ l.
A striking duality exists: As before iteration over
dz
1− z
could also be developed. This would
give
ζ(s1, . . . , sl) =
∫
[0,1]
(
dz
1− z
)sl−1 dz
z
. . .
(
dz
1− z
)s1−1 dz
z
.
We remark that use of a similar change of coordinates for the integral expression known for
the polylogarithm functions (see [3]) and use of these same ideas yields
Li(s1,...,sl)(t) =
∫
[0,t]
dz
1− z
(
dz
z
)s1−1 dz
1− z
. . .
(
dz
z
)sl−1
for any t ∈ [0, 1] , which also holds provided Re(sj) > j for all 1 ≤ j ≤ l. The same formula
is valid when [0, t] is taken to indicate the straight line path from 0 to any t in the open
unit disc.
Also, multiple versions of the Hurwitz zeta functions may be defined, and by similar con-
siderations these satisfy
ζ(s1, . . . , sl; z) :=
∑
0<n1<...<nl
1
(z + n1)s1 . . . (z + nl)sl
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=∫
[0,1]
xz−1dx
1− x
(
dx
x
)s1−1 dx
1− x
(
dx
x
)s2−1
. . .
dx
1− x
(
dx
x
)sl−1
whenever Re(sj) > j for all 1 ≤ j ≤ l. Notice that ζ(s1, . . . , sl; 1) = ζ(s1, . . . , sl).
The integral expressions for the polyzeta and Hurwitz zeta functions may be thought of as
homotopy functionals evaluated along the homotopy class of the path [0, 1] in the funda-
mental groupoid consisting of homotopy classes of paths in P1\{0, 1,∞} from the tangential
basepoint
−→
01 to the tangential basepoint
−→
10 . This particular path is very important, since
it is identified with the Drinfel’d associator Φ under the isomorphism of the unipotent
completion of this fundamental groupoid with complex coefficients, with the group-like ele-
ments under comultiplication, of the completion of the free associative algebra generated by
two symbols over C (i.e. the algebra of non-commuting power series in two variables, say
A0 and A1 , with complex coefficients).
4 Further applications
4.1 Irrationality of Dedekind zeta functions
Definition 7 When F (z) is some k -Bieberbach function vanishing at z = 0 , we shall
call
L(F )(s) :=
∫
[0,1]
F (z)
(
dz
z
)s
the L -function of F.
Then the L -function of FQ(z) =
z
1− z
is the Riemann zeta function, and we notice imme-
diately that L(FQ)(s) = ζ(s) has a simple pole at s = 1 while FQ(z) has a simple pole at
z = 1.
On the other hand, if χ is a non-trivial Dirichlet character of conductor f , the L -function
of
Fχ(z) :=
f∑
a=1
χ(a)za
1− zf
is the Dirichlet L -function L(s, χ) = ζ(s, 0;χ) of χ , but in this case, Fχ(z) has no pole
at z = 1 and L(Fχ)(s) is non-singular at s = 1.
Now z is a coordinate on P1\{0, 1,∞} while s describes C , so there is a priori no connexion
between them. For this reason, the correspondence between a pole of a function of z and
a pole of an associated function of s in the case of Dirichlet L -functions may appear
somewhat surprising. It turns out to be a consequence of the existence of the analytic
continuation for the L -functions in the style of Riemann’s integral expression giving the
analytic continuation of ζ(s) . As such, this correspondence holds quite generally:
Theorem 8 Suppose that F (z) is k -Bieberbach for some k , vanishes at a = 0 , and is
meromorphic in some neighborhood of z = 1 . Then L(F )(s) has a pole at s = 1 if and only
if
F (z)
z
has a pole of non-zero residue at z = 1. Moreover, any pole of L(F )(s) at s = 1
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is simple. When the pole of F (z) at z = 1 is also simple, the residue agrees with that of
L(F )(s) at s = 1 . More generally, if F (z) =
∑
n≥−m an(z− 1)
n, the residue of L(F )(s) at
s = 1 is
∑−1
n=−m(−1)
1−nan.
Proof: There exists m ≥ 1 for which Gm(x) := x
mF (e−x) is regular at x = 0. We now fix
m as follows: If F (z) is regular at z = 1, take m = 1. Otherwise, let m ≥ 1 be minimal
such that Gm(0) 6= 0 but Gm(x) is regular at x = 0.
Then define
H(F )(s) =
∫
C
(−x)s−1F (e−x)dx
where C once again denotes theRiemann contour, and consider H(F ) for Re (s) > m+k+1.
Denoting the part of C which is a loop about zero by γ0,∫
γ0
xmF (e−x)
xs
xm
dx
x
= 0
by Cauchy’s integral theorem. Consequently, as in the proof of Theorem 10, we find that
H(F )(s) = (eipis − e−ipis)Γ(s)L(F )(s)
for all s with Re (s) > m+ k + 1 and hence on all of C.
Then again as in the proof of Theorem 10, we have
L(F )(s) =
1
Γ(s)2i sin(pis)
H(F )(s) =
Γ(1− s)
2pii
H(F )(s).
But
H(F )(1) =
∫
γ0
F (e−x)dx
because the integrals along the real axis cancel each other out. Now by the residue theorem
the integral is non-zero exactly when F (e−x) has a pole of non-zero residue at x = 0, which
is precisely when
F (z)
z
has a pole of non-zero residue at z = 1. Such are the instances in
which L(F )(s) has a simple pole at s = 1 .
Since the residue of Γ(1− s) at s = 1 is 1, we also see that the residue of L(F ) at s = 1 is
1
2pii
· 2piiRes x=0F (e
−x) =
1
2pii
∫
γ1
F (z)
dz
z
where γ1 is a positively oriented loop about z = 1 . Using the power series expansion for
1
z
at z = 1, the statement about the residues follows. 
Suppose now that K is a number field of degree N over Q and I denotes the set of non-zero
integral ideals of K . Consider the Dedekind zeta function ζK(s), which is known to have
a simple pole at s = 1. This function also has a complex iterated integral expression, as may
be seen from the
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Lemma 2 The power series
FK(z) :=
∑
a∈I
zN(a)
is at least 1 -Bieberbach.
Proof: Notice that if ν(n) denotes the number of ideals of I of norm equal to n , we have
∑
a∈I
zN(a) =
∞∑
n=1
ν(n)zn.
Now
∑m
j=1 ν(j) = ρKm+O(m
1−
1
N ) where ρK is the residue of ζK(s) at s = 1. (See [17],
for example.) The rough estimate ν(n) ≤ Cn then suffices to prove the lemma. 
Convergence of the power series is uniform on compacta in the disc. Hence we may write∫
[0,1]
∑
a∈I
zN(a)
(
dz
z
)s
=
∑
a∈I
1
N(a)s
=: ζK(s)
for Re (s) > 2.
This suggests an archimedean analogue of the Iwasawa algebra: The zeta function of a
number field can be viewed as a power series in
Λ∞ := Z[[T ]].
How far this analogy with Iwasawa theory can be taken is an interesting question. One
would like to see that properties of the L -function of a power series are reflected in those of
the power series itself.
For example, the function
Fpr(z) :=
∑
p prime
zp
is not analytically continuable beyond the boundary of the unit disk, by the Fabry gap
theorem. This ought to reflect properties of
L(Fpr)(s) =
∑
p prime
1
ps
.
As another example, consider the power series
∑∞
n=1 µ(n)z
n , which is known to be singular
at z = 1. (See [9].) The iterated integral of this function is
1
ζ(s)
, so by Theorem 8 we see
that
∑∞
n=1 µ(n)z
n is not holomorphic on any punctured neighborhood of z = 1.
Using the ideas of the next section, it will become clear that the rationality of the values
of the Riemann zeta function at negative integers is a direct consequence of the fact that
FQ(z) =
z
1− z
is rational. In line with the general philosophy that “zeta functions should be
rational” we might expect that FK(z) would also be rational, but this is not true in certain
cases:
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From Theorem 8, because ζK(s) has a pole at s = 1, we know that FK(z) is not regular
at z = 1. Should FK(z) have a pole there, in the Laurent series expansion for FK(z) at
z = 1, a finite (alternating) sum of coefficients of FK(z) would be equal to the residue of
ζK(s) at s = 1 , which is known to be given by
ρK =
2r1(2pi)r2RK
w
√
|dK |
hK
where r1 denotes the number of real embeddings of K ; 2r2 the number of complex embed-
dings; RK is the regulator; hK the class number; dK the discriminant; and w the number
of roots of unity in K .
Should FK(z) be a rational function, it would have an expression as a ratio of polynomials
with integer coefficients by an elementary argument given in [2]: FK(z) is expressible as a
power series with integer coefficents on the unit disk; so with notation ν(n) as above, if
m∑
n=0
pnz
n ·
∞∑
n=1
ν(n)zn =
l∑
n=0
qnz
n,
then infinitely many linear equations with integer coefficients ν(n) arise, among which there
is a solution in integers given that some solution exists. In this way, a Laurent series
expansion about z = 1 with rational coefficients would ensue. By Theorem 8, some linear
combination of certain of these coefficients would have to equal ρK . (The only singularities
of rational functions are poles.) But ρK is expected to always be irrational, and whenever
it is, FK(z) could not be rational. (The difficulty in proving irrationality of ρK lies in the
fact that in general, both pi and logarithms of units appear in the formula for ρK and it is
not obvious that the product of these factors remains transcendental.)
By a theorem of Petersson (see [2]), any power series with integer coefficients about zero
having radius of convergence 1 is either not analytically continuable beyond the boundary
of the unit disk or gives rise to a rational function on C ; while a theorem of Fatou in [9]
asserts that such a power series yields a function which is either rational or non-algebraic.
Hence, using Theorem 8 we find
Theorem 9 For a number field K for which ρK is irrational, FK(z) is non-algebraic and
noncontinuable outside of the unit disk.
Consequently, we can also state the
Corollary 3 Irrationality of ρK is an obstruction to the existence of a contour integral proof
of the analytic continuation and functional equation for ζK(s) along the lines of Riemann’s
first proof of the functional equation of ζ(s).
This is evident from the fact that the contour of principal interest in such a proof would loop
about z = 1.
4.2 Iterated integrals and derivatives
Euler conceived of an ingenious way to assign meaning to the divergent infinite sum
∞∑
n=1
nk
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for k ≥ 1. The argument uses Abel summation but ignores the divergence of the series being
manipulated.2
Now let a ∈ N have a ≥ 2 and define
ξa(n) =
{
1 if n 6≡ 0 (a)
1− a if n ≡ 0 (a).
Also let
Ψ(t) =
∑a
n=1 ξa(n)t
n
1− ta
.
Using Euler’s ideas, Katz produced the following generalization of his formula:(
t
d
dt
)m
Ψ(t)|t=1 = (1− a
m+1)ζ(−m), (23)
for positive integers m .
Using the formalism of complex iterated integrals, it is not hard to see that also∫
[0,1]
Ψ(t)
(
dt
t
)s
= (1− a1−s)ζ(s).
whenever Re s > 1.
This remarkable interplay between iterated derivatives and integrals holds quite generally:
Theorem 10 [Gel’fand - Shilov] If F (t) =
∑∞
n=1 ant
n is holomorphic on the unit disk
centered at t = 0, and is also analytic in some neighborhood of t = 1, then as a function of
s , ∫
[0,1]
F (t)
(
dt
t
)s
admits an analytic continuation which at negative integers −k is given by(
t
d
dt
)k
F (t)|t=1
Proof: Let G(x) := F (e−x) and observe that this function is analytic in a neighborhood of
x = 0. Consider
H(s) :=
∫
C
(−x)sG(x)
dx
x
where C is the Riemann contour from +∞ to 0 and back avoiding the positive real axis
and looping around 0 once in the positive direction. Also define
L(F )(s) :=
1
Γ(s)
∫ ∞
0
xsF (e−x)
dx
x
=
∫
[0,1]
F (t)
(
dt
t
)s
,
2Perhaps the most surprising fact in connexion with this argument is that it gives
the same (correct) values of the Riemann zeta function at negative integers, as a more
rigorous approach does!
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which converges for Re (s) > k + 1 if F is k -Bieberbach.
Then we can show that H(s) = 2i sin(pis)Γ(s)L(F )(s) : Indeed, suppose that Re s >
k + 1. Then on the first piece of the contour C, (above the real axis) we know that
(−x)s = es log x−ipis whereas along the last piece of the contour (below the real axis) (−x)s =
es log x+ipis . Also, because Re s > 1, the integrand is non-singular at zero, so as the radius
of the loop about zero tends to zero, the value of the integral about this circular piece of C
also approaches zero. Then
H(s) = (−e−ipis + eipis)
∫ ∞
0
xsG(x)
dx
x
= 2i sin(pis)Γ(s)L(F )(s).
The integral H(s) converges for all complex s, because F (e−x) is a power series in e−x
having no constant term, so that F (e−x) dominates xs as x approaches infinity. Also,
the convergence is uniform on compacta so the function of s determined by H is complex
analytic. Hence, using well-known identities satisfied by the Γ function to write
L(F )(s) =
Γ(1− s)
2pii
∫
C
(−x)sG(x)
dx
x
, (24)
we see that L(F )(s) is a function defined and analytic at all points other than (possibly) the
poles of Γ(1− s) - i.e. for s 6∈ N\{0}.
From the convergence of L(F )(s) on some right half-plane in C, we know then that the
function has at most finitely many poles - to wit, at integers 0, 1,≤ k + 1.
Consequently it certainly makes sense to investigate the value of L(F )(s) at negative integers,
which we proceed to do:
G(x) = F (e−x) is analytic in some neighborhood of 0 ∈ C. Then write G(x) =
∑∞
m=0 bm
xm
m!
.
On the pieces of the Riemann contour lying above and below the real axis, we again have
that (−x)−k = e−k log xe−ipik and (−x)k = e−k log xe+ipik respectively. Thus the integrals
along these pieces are identical, although opposite in sign since the paths run in opposite
directions. Hence
L(F )(−k) =
Γ(1 + k)
2pii
∫
C
(−x)−kG(x)
dx
x
=
Γ(1 + k)
2pii
(∫ 0
+∞
(−x)−kG(x)
dx
x
+
∫
|x|=δ
(−x)−kG(x)
dx
x
+
∫ +∞
0
(−x)−kG(x)
dx
x
)
=
k!
2pii
∫
|x|=δ
(−x)−k
∞∑
m=0
bm
xm
m!
dx
x
=
(−1)kk!
2pii
∞∑
m=0
bm
m!
∫
|x|=δ
xm−k
dx
x
from uniform convergence of the sum
= (−1)kk!
∞∑
m=0
bm
m!
1
2pi
∫ 2pi
0
xm−kdθ
= (−1)kk!
∞∑
m=0
bm
m!
1
2pi
(2piδm,k)
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= (−1)kbk
At the same time,
(
t
d
dt
)k
F (t)|t=1 =
(
−
d
dx
)k
F (e−x)|x=0
= (−1)k
(
d
dx
)k ∞∑
m=0
bm
xm
m!
|x=0
= (−1)kbk = L(F )(−k)

The above theorem was expressed by Gel’fand and Shilov in terms of generalized functions
- in particular, they show that the normalized distribution
xs−1+
Γ(s)
satisfies
xs−1+
Γ(s)
|s=−n = δ
n(x)
where ∫ ∞
0
δn(x)φ(x)dx = φn(0)
for any test function φ. (See [10]I.§3.5). This is the same statement as that given above,
under the co-ordinate change x = − log t.
The proof of Theorem 10 may easily be modified to show
Theorem 11 For F as above and w ∈ (0, 1) arbitrary, then the function∫
[w,1]
F (t)
(
dt
t
)s
has the same analytic continuation to negative integers as does∫
[0,1]
F (t)
(
dt
t
)s
.
This w -independence is quite surprising. From the distribution viewpoint, it is certainly
true that the analytic continuation at negative integers is some kind of derivative Dirac
distribution centered at zero (corresponding to 1 ∈ P1\{0, 1,∞} ), but for Re(s) > 1 the
distribution is not even compactly supported! In the homotopy theory perspective, the
natural notion of tangential base-point is in evidence here: The analytic continuation of the
iterated integrals is the same for all paths which lie along the tangential path between 0
and 1 in P1\{0, 1,∞} , which end in the tangential base point
→
01; but there is no apparent
reason why this should be so and as a function of w the iterated integral is certainly non-
constant. Observe that this implies that the p -adic L -functions interpolate values of a family
of functions at negative integers.
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Theorem 10 may be used to immediately write down the formula for the values of L -functions
at negative integers. In particular, if χ is a non-trivial Dirichlet character of conductor
f , then
L(−m,χ) =
(
t
d
dt
)m ∑f
a=1 χ(a)t
a
1− tf
∣∣∣∣∣
t=1
.
Moreover, for such a character χ , since
∑f
a=1 χ(a) = 0 we may use Theorem 10 to see that
the generalized Hurwitz zeta function
ζ(s, z;χ) =
∫
[0,1]
tz
f∑
a=1
χ(a)ta
1− tf
(
dt
t
)s
has analytic continuation to the negative integers given by(
t
d
dt
)n(
tz
f∑
a=1
χ(a)ta
1− tf
)∣∣∣∣∣
t=1
= −
Bn+1,χ(z)
n+ 1
.
Effectively this is a rewriting of the definition of the generalized Bernoulli polynomials
using the generating series under the change of coordinates t = e−w.
4.3 Monodromy of polylogarithms
Denoting the straight line path from 0 to w ∈ D′(0, 1) by [0→ w] , then as asserted before,
Lis(w) =
∫
[0→w]
dx
1− x
(
dx
x
)s−1
.
This is because ∫
[0→z]
xkdx
(
dx
x
)s−1
=
∫
[0,1]
(zt)kzdt
(
zdt
zt
)s−1
= zk+1
∫
[0,1]
tkdt
(
dt
t
)s−1
=
zk+1
(k + 1)s
Or seen another way:∫
[0→z]
xkdx
(
dx
x
)s−1
=
(−1)s−1
Γ(s)
∫ z
0
(∫ w
0
dx
x
)s−1
wkdw
=
(−1)s−1
Γ(s)
∫ 1
0
(∫ r
0
dt
t
)s−1
zk+1tkdt using w = zt
= zk+1
∫
[0,1]
tkdt
(
dt
t
)s−1
=
zk+1
(k + 1)s
.
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The sum of such terms for k = 1, 2, . . . and the interchange of the sum and integral (which
as before is allowed because of an argument involving use of the Lebesgue dominated con-
vergence theorem) results in the above formula for the polylogarithm functions.
A well-known fact with an elegant expression in terms of iterated integrals is the general
monodromy theorem:
Theorem 12 Lis(w) continued analytically along a loop γ about 1 (i.e. the monodromy of
the general polylogarithm function) is
Lis(w)−
2pii
Γ(s)
logs−1(w) =
∫
[0→w]
dx
1− x
(
dx
x
)s−1
+
∫
γ
dx
1− x
·
∫
[1→w]
(
dx
x
)s−1
. (25)
Classically, Jonquie`re’s formula was used to effect the proof, but a direct topological proof
using the homotopy functional (iterated integral) perspective is desirable since (25) is rem-
iniscent of a coproduct formula in which many terms vanish. We proceed to give such a
proof:
Proof: Fix w bounded away from 1 and let η > 0 have
| log η| < | logw|.
Now notice that [0 → w] is homotopic to the composition of the straight line paths in
P1\{0, 1,∞} from 0 to η and from η to w , which will be denoted [0 → η] and [η → w]
respectively. Consequently, the homotopy functional
∫
·
dx
1− x
(
dx
x
)s−1
evaluated along [0 → w] gives the same value as when it is evaluated along the succession
of paths [0→ η] · [η → w] . i.e.
Lis(w) =
∫
[0→w]
dx
1− x
(
dx
x
)s−1
=
∫
[0→η]·[η→w]
dx
1− x
(
dx
x
)s−1
. (26)
By the definition of the iterated integral, using also the proof - and notation - of Theorem 1,
it then follows that
Lis(w) =
∫
[0→η]
1
Γ(s)
(
−
∫
[w→η]·[η→0]→x
dz
z
)s−1
dx
1− x
+
∫
[η→w]
dx
1− x
(
dx
x
)s−1
. (27)
Now let ε > 0 be fixed, and denote the circular path of radius ε about 1 by γ1,ε. Again
invoking the homotopy invariance, the analytic continuation of Lis(w) around 1 may now
be expressed by
∫
[0→η]
1
Γ(s)
(
−
∫
[w→η]·[η→0]→x
dz
z
)s−1
dx
1− x
+
∫
[η→1−ε]·γ1,ε·[1−ε→w]
dx
1− x
(
dx
x
)s−1
,
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the second term of which can be calculated using the coproduct formula of Theorem 1 applied
associatively to the three paths along which the homotopy functional is being computed, since
the choice of η facilitates the following technical condition:∣∣∣∣∣
∫
[w→1−ε]
dx
x
∣∣∣∣∣ >
∣∣∣∣∣
∫
γ−1
1,ε ·[1−ε→η]→z
dx
x
∣∣∣∣∣
for any z ∈ [0, 1] (again with notation as in Theorem 1).
Now regarding the first two paths [η → 1 − ε] and γ1,ε, as per (10), the coproduct in fact
degenerates into the sum∫
[η→1−ε]
dx
1− x
(
dx
x
)s−1
+
∫
γ1,ε
dx
1− x
(
dx
x
)s−1
since
∫
γ1,ε
dx
x
= 0.
Hence, we obtain∫
[η→1−ε]·γ1,ε·[1−ε→w]
dx
1− x
(
dx
x
)s−1
=
∫
[1−ε→w]
dx
1− x
(
dx
x
)s−1
+
∞∑
n=0
∫
[η→1−ε]·γ1,ε
dx
1− x
(
dx
x
)n
·
∫
[1−ε→w]
(
dx
x
)s−1−n
=
∫
[1−ε→w]
dx
1− x
(
dx
x
)s−1
+
∞∑
n=0
∫
[η→1−ε]
dx
1− x
(
dx
x
)n
·
∫
[1−ε→w]
(
dx
x
)s−1−n
+
∞∑
n=0
∫
γ1,ε
dx
1− x
(
dx
x
)n
·
∫
[1−ε→w]
(
dx
x
)s−1−n
=
∫
[η→w]
dx
1− x
(
dx
x
)s−1
+
∞∑
n=0
∫
γ1,ε
dx
1− x
(
dx
x
)n
·
∫
[1−ε→w]
(
dx
x
)s−1−n
,
where the first term of the last expression results from the comultiplication formula applied
to the succession of paths [η → 1−ε] · [1−ε → w] . Now in the remaining sum, allowing ε to
approach 0, the only non-zero integral about γ1,ε is the one for which n = 0 . This may be
seen by writing the iterated integral as a contour integral, and recalling that here, Re s > 1.
Consequently, reintroducing the first term of (27), we end up with
Lis(w) + lim
ε→0
∫
γ1,ε
dx
1− x
·
∫
[1−ε→w]
dx
x
s−1
= Lis(w)− 2pii
(logw)s−1
Γ(s)
.

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