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COLLAPSING ANCIENT SOLUTIONS OF MEAN
CURVATURE FLOW
THEODORA BOURNI, MAT LANGFORD, AND GIUSEPPE TINAGLIA
Abstract. We construct a compact, convex ancient solution of
mean curvature flow in Rn+1 with O(1) × O(n) symmetry that
lies in a slab of width π. We provide detailed asymptotics for this
solution and show that, up to rigid motions, it is the only compact,
convex, O(n)-invariant ancient solution that lies in a slab of width
π and in no smaller slab.
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1. Introduction
A smooth one parameter family {Σnt }t∈I of smooth hypersurfaces Σnt
of Rn+1 is a solution of mean curvature flow if
∂F
∂t
(x, t) = ~H(x, t) for all (x, t) ∈ Σn × I
The second author was partially supported by an Alexander von Humboldt fel-
lowship.
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for some smooth one parameter family F : Σn × I → Rn+1 of smooth
immersions F (·, t) : Σn → Rn+1 with Σnt = F (Σn, t), where ~H(·, t) is
the mean curvature vector of F (·, t). We say that a solution {Σnt }t∈I
of mean curvature flow is compact/convex/etc if this is true for each
time slice Σnt . We shall be interested in solutions which are defined on
time intervals of the form I = (−∞, T ), where T ≤ ∞. Such solutions
are referred to as ancient because they have existed for an infinite time
in the past. Furthermore, we will mostly be interested in compact
solutions so that, without loss of generality, T = 0 is the maximal
time of existence. The most prominent example of a compact ancient
solution of mean curvature flow is the shrinking sphere Sn√−2nt.
A great deal of interest in ancient solutions has arisen through their
natural role in the study of singularities of mean curvature flow. More-
over, they tend to exhibit rigidity phenomena analogous to those of
complete minimal surfaces; for example, when n ≥ 2, under certain
geometric conditions — uniform convexity, bounded eccentricity, type-
I curvature decay or bounded isoperimetric ratio, for instance — the
only compact, convex ancient solutions are shrinking spheres [14] (see
also [8, 12, 15]). When the ambient space is the sphere, the result
is even nicer: In that case, the only geodesically convex ancient solu-
tions are shrinking hemispheres [5, 14]. The shrinking spheres are not
the only such solutions, however — there exists a family of compact,
convex ancient solutions which contract to round points as t goes to
zero but become more eccentric as t goes to minus infinity, resembling
a shrinking cylinder Rk × Sn−k√−2(n−k)t in the ‘parabolic’ region and a
convex translating solution in the ‘tip’ region [2, 12, 19]. We note that
these examples are non-collapsing (in the sense of [17, Section 3] and
[1]); that is, each point is tangent to an enclosed ball of radius com-
parable (uniformly in time) to one over the mean curvature at that
point.
For curves evolving in the plane, there is a compact, convex ancient
solution of curve shortening flow, known as the Angenent oval or the
paperclip, which lies in a strip region of width π [4]. In particular, this
solution is collapsing. As t goes to minus infinity, the Angenent oval
tends to the boundary of the strip, whereas, after translating one of
its two points of maximal displacement to the origin, it resembles the
translating Grim Reaper solution. Modulo rigid motions, time trans-
lations and parabolic dilations, the shrinking circle and the Angenent
oval are the only compact, embedded, convex ancient solutions of curve
shortening flow [8]. In particular, the shrinking circles are the only con-
vex ancient solutions which are non-collapsing. In higher dimensions,
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the classification of convex, compact ancient solutions remains a open
problem, even for non-collapsing solutions. We refer the reader to [3]
for some recent progress in this direction.
In higher dimensions, Xu-Jia Wang has constructed compact, convex
ancient solutions in Rn+1 which lie in slab regions by taking a limit of
solutions of the Dirichlet problem for the level set flow [18].
In this paper, we will provide a detailed construction of an O(1) ×
O(n)-invariant solution of mean curvature flow, including a precise de-
scription of its asymptotics. Our methods are rather different from
Wang’s, however; indeed, we emphasize elementary geometric tech-
niques throughout and make no use of the level set flow (our solution
is instead the limit of a sequence of mean curvature flows obtained by
evolving rotated time slices of the Angenent oval).
Theorem 1.1. There exists a compact, convex, O(1)×O(n)-invariant
ancient solution {Σnt }t∈(−∞,0) of mean curvature flow in Rn+1 which lies
in the slab Ω := {x ∈ Rn+1 : |x1| < π2} and has the following properties.
(1) {λΣλ−2t}t∈(−∞,0) converges uniformly in the smooth topology to
the shrinking sphere Sn√−2nt as λ→ 0,
(2) {Σt+s}t∈(−∞,−s) converges locally uniformly in the smooth topol-
ogy to the stationary solution ∂Ω as s→ −∞ and
(3) for any unit vector ϕ ∈ {e1}⊥, {Σt+s − P (ϕ, s)}t∈(−∞,−s) con-
verges locally uniformly in the smooth topology as s → −∞ to
the Grim hyperplane which translates with unit speed in the di-
rection ϕ, where, given any v ∈ Sn, P (v, t) denotes the unique
point of Σnt with outward pointing unit normal v.
Moreover, as t→ −∞,
(4) min
p∈Σt
|p| = |P (e1, t)| ≥ π2 − o
(
1
(−t)k
)
for any k > 0 and
(5) max
p∈Σt
|p| = |P (ϕ, t)| = −t + (n − 1) log(−t) + C + o(1) for any
unit vector ϕ ∈ {e1}⊥, where C ∈ R is some constant.
In fact, we are able to say even more about the asymptotics of this
solution, including asymptotics for the speed; see Lemma 7.1, Corollary
7.4 and Remark 7.6.
We note that the convergence to a ‘round point’ in item (1) is a con-
sequence of Huisken’s theorem [13] and well-known arguments show
that the ‘parabolic’ region converges to the boundary of the slab, as in
item (2); see Lemma 5.1. With regards to item (3), well-known argu-
ments also show that the ‘edge’ region converges to a Grim hyperplane,
at least along a subsequence of times (see Lemma 5.2); however, it is
non-trivial to rule out limit Grim hyperplanes which are smaller than
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the one asymptotic to the boundary of the slab. This is the content
of Corollary 5.6. The remaining asymptotics are derived in Sections
7 and 8. In fact, we actually show that any compact, convex, O(n)-
invariant ancient solution contained in the slab Ω (and no smaller slab)
satisfies the asymptotics (1)-(5)1. By applying an Alexandrov reflection
argument, we are then able to obtain the following uniqueness result.
Theorem 1.2. Let {Σt}t∈(−∞,0) be a compact, convex, O(n)-invariant
ancient solution of mean curvature flow in Rn+1 which lies in a slab
Ωe,α := {x ∈ Rn+1 : |x · e| < α} for some e ∈ Sn and α > 0 and in
no smaller slab. Then, after a rigid motion and a parabolic rescaling,
{Σt}t∈(−∞,0) coincides with the solution constructed in Theorem 1.1.
It is worth noting that reflection symmetry is not assumed in Theo-
rem 1.2. Moreover, by a result of Wang, it even suffices to assume that
the solution only lies in a halfspace rather than a slab [18, Corollary
2.1].
Finally, we remark that these arguments apply (and, indeed, are
significantly simplified) in case n = 1. So our methods also suggest a
new approach to the classification of compact, convex ancient solutions
of the curve shortening flow [8].
Acknowledgements
We are indebted to Ben Andrews, Sigurd Angenent and Panagiota
Daskalopoulos for many helpful suggestions on the problem and to
Paul Bryan and Mohammad Ivaki for providing valuable feedback on
an early draft of the paper.
2. The Angenent oval
We begin by reviewing some geometric properties of convex, closed
curves and the Angenent oval that will be important in our construc-
tion. In this section, and throughout the paper, we will regularly iden-
tify S1 ∼= R/2πZ.
First recall that any positive 2π-periodic function κ ∈ C0(R) satis-
fying ∫ 2π
0
cos θ
κ(θ)
dθ = 0 and
∫ 2π
0
sin θ
κ(θ)
dθ = 0
1Although it must be noted that the approximating solutions used to construct
the particular solution described in Theorem 1.1 are used in a crucial way to obtain
finiteness of the constant C in statement (5). See Section 8.
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defines a simple, closed, convex C2 planar curve γ : S1 → R2 via the
formula
(1) γ(θ) :=
(∫ θ
0
cos u
κ(u)
du ,
∫ θ
pi
2
sin u
κ(u)
du
)
.
Note that
γ′(θ) =
(
cos θ
κ(θ)
,
sin θ
κ(θ)
)
=⇒ τ(θ) := γ
′(θ)
|γ′(θ)| = (cos θ, sin θ) ,
so θ has the geometric interpretation as the turning angle of γ; that is,
the counter-clockwise angle between the x-axis and the tangent vector
τ . Moreover,
s(θ) :=
∫ θ
0
du
κ(u)
defines an arc-length parameter so that
∂sτ = −κ ∂θτ = −κν ,
where
ν := (sin θ,− cos θ)
is the outward-pointing unit normal. So κ corresponds to the curvature
of the curve. Conversely, up to a translation in R2, any simple, closed,
convex, C2 planar curve can be written in the form (1) by parametrizing
with respect to turning angle.
The Angenent oval is the smooth one-parameter family of curves2
γ(·, t) : [0, 2π)→ R2, t ∈ (−∞, 0), defined by (1) with curvature given
by the formula
(2) κ2(θ, t) =
1
e−2t − 1 + cos
2 θ .
It is readily verified that [8]
κt = κ
2(κθθ + κ) ,
where the subscripts denote corresponding partial derivatives. Using
also the fact that κθ(0, t) ≡ 0, we find
∂tγ = −κν − κθτ .
Thus, up to a tangential reparametrization, the Angenent oval is an
ancient solution of the curve shortening flow.
2We will sometimes refer to a particular time slice γ(·, t) as an Angenent oval.
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Using (2), we can compute the x and y coordinates of the Angenent
oval explicitly: Setting a2(t) := 1
e−2t−1 , we find
x(θ, t) =
∫ θ
0
cosu√
cos2 u+ a2(t)
du = arctan
(
sin θ√
cos2 θ + a2(t)
)
and
y(θ, t) =
∫ θ
π
2
sin u√
cos2 u+ a2(t)
du
= log
(
a(t)√
cos2 θ + a2(t) + cos θ
)
= − t+ log
(√
cos2 θ + a2(t)− cos θ√
a2(t) + 1
)
.
In particular,
cosx = et cosh y .(3)
From (3), it is easily seen that γ(·, t) is reflection symmetric with re-
spect to both the x-axis and the y-axis.
Note now that κ2(·, t) attains its minimum value, 1
1−e2t − 1, at θ = π2
and its maximum value, 1
1−e2t , at θ = π and is strictly increasing in the
interval (π
2
, π). In particular, the vertex set of γ(·, t) is {0, π
2
, π, 3π
2
} for
all t < 0. Define the horizontal and vertical displacements
h(t) := max
θ∈S1
x(θ, t) = x
(
π
2
, t
)
and ℓ(t) := max
θ∈S1
y(θ, t) = y(π, t) .
Lemma 2.1. For every t < 0,
π
2
(
1− et) ≤ h(t) ≤ π
2
and − t ≤ ℓ(t) ≤ −t+ log 2.
Proof. We use (3) to compute
cosh(t) = et and cosh ℓ(t) = e−t .
The claimed estimates follow: Clearly h(t) < π
2
. Estimating x ≤
sin
(
π
2
x
)
for x ∈ [0, 1] yields the crude estimate
cosh(t) = et ≤ sin (π
2
et
)
= cos
(
π
2
− π
2
et
)
,
which yields the lower bound for h. To estimate ℓ from above, we
simply observe that
e−t+log 2 = 2e−t = eℓ(t) + e−ℓ(t) ≥ eℓ(t) .
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Figure 1. The Angenent oval at time t = −R.
To obtain the lower bound for ℓ, we crudely estimate
cosh ℓ(t) = e−t ≥ cosh(−t)
and recall that cosh x is increasing for x ≥ 0. 
In fact, the Angenent oval lies inside the two vertically translating
Grim Reapers which reach the origin at time t = log 2
Lemma 2.2. For every t < 0, Γt ∩G±t = ∅, where
G±t := {(x,±(−t + log 2 + log cosx)) : x ∈ (−π2 , π2 )} .
Proof. If the claim did not hold, then, by (3), there would be a point
y ∈ R satisfying
y = −t + log 2 + log(et cosh y) =⇒ ey = 2 cosh y > ey ,
an impossibility. 
3. O(n)-invariance
A convex hypersurface Σn →֒ Rn+1 is O(n)-invariant with respect
to some unit vector e1 ∈ Rn+1 if Σn is invariant under the action of
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O(n) by rotation in the {e1}⊥ hyperplane; more explicitly, an element
h ∈ O(n) acts on a point p ∈ Rn+1 by
p 7→ 〈p, e1〉 e1 + h · (p− 〈p, e1〉 e1) ,
where · denotes the standard action of O(n) on the n-dimensional sub-
space {e1}⊥.
Given such a hypersurface Σn →֒ Rn+1, fix any orthogonal unit vector
e2 ∈ {e1}⊥ and set E2 := span{e1, e2}. For convenience, we will use
coordinates (x, y, z) : Rn+1 → R× R× Rn−1 for Rn+1 defined by
p = x(p)e1 + y(p)e2 +
n+1∑
i=3
zi(p)ei ,
where {ei}n+1i=3 is a basis for {e1, e2}⊥. Observe that the profile curve
Γ := Σn ∩ E2 is smooth since it is geodesic in Σn. If we parametrize
Γ with respect to turning angle by a curve γ : S1 → E2 then we may
parametrize Σn in polar coordinates (θ, ϕ) ∈ S1 × Sn−1 by
F (θ, ϕ) := x(θ)e1 + y(θ)ϕ ,
where we define (x(θ), y(θ)) by γ(θ) = x(θ)e1 + y(θ)e2 and identify
Sn−1 with the unit sphere in {e1}⊥. We claim that the mean curvature
of Σn can be expressed, purely in terms of θ, by
(4) H(θ) = κ(θ) + (n− 1)λ(θ) ,
where κ is the curvature of γ and λ is its ‘rotational curvature’, defined
by
λ(θ) = −cos θ
y(θ)
.
Indeed, with respect to this parametrization, the Weingarten map takes
the form
W(θ,ϕ) =
[
κ 0
0 λIn−1×n−1
]
.
We note that λ is well-defined and smooth.
Lemma 3.1. Let γ : S1 → R2 be a smooth, closed, convex curve which
is reflection symmetric in the x-axis and parametrized by turning angle.
Set
λ(θ) :=
−
cos θ
y(θ)
when θ ∈ S1 \ {π
2
, 3π
2
}
κ(θ) when θ ∈ {π
2
, 3π
2
} ,
where
y(θ) = 〈γ(θ, t), e2〉 =
∫ θ
pi
2
sin u du
κ(u)
.
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Then λ ∈ C∞(S1). Moreover, at the poles θ = ±π
2
,
λ = κ and λθ = κθ = 0 ,
where subscripts denote the corresponding partial derivatives.
Proof. The claims can be checked using the Taylor expansion
y(π
2
+ ω) =
1
κ(π
2
)
(
ω − 1
6
[
1 +
κθθ(
π
2
)
κ(π
2
)
]
ω3
)
+ o(ω4) ,
the fact that ω 7→ κ(π
2
+ ω) and ω 7→ λ(π
2
+ ω) are even functions, and
the formula
(5) κλθ =
sin θ
y
(κ− λ)
at points θ ∈ S1 \ {±π
2
}. 
Note that the profile curve Γ of an O(n)-invariant hypersurface Σn
is necessarily reflection symmetric in the x-axis (i.e. the line Re1).
Conversely, if Γ →֒ E2 is a convex planar curve in E2 := span{e1, e2} ⊂
R
n+1 which is reflection symmetric in the line Re1 then the hypersurface
Σn := {xe1 + yϕ : xe1 + ye2 ∈ Γ, ϕ ∈ Sn−1 ⊂ {e1}⊥}
is smooth and O(n)-invariant with respect to e1. It is clear that Σ
n
is smooth away from the poles θ = ±π
2
. Smoothness of Σn at the
poles is readily verified by writing Σn locally near θ = ±π
2
as a graph
(x, f(|x|)), where f is a smooth, even function.
3.1. O(n)-invariance and mean curvature flow. Next, given some
convex, O(n)-invariant embedding F0 : S
n → Rn+1 let F : Sn ×
[−T, 0)→ Rn+1 be the unique (convex, maximal) solution of mean cur-
vature flow satisfying F (·,−T ) = F0. It follows from uniqueness of the
solution and isometry invariance of the mean curvature flow that the
O(n)-invariance of F0 is preserved under the flow. Given e2 ∈ {e1}⊥,
set E2 := span{e1, e2} and denote by Γt := Σnt ∩ E2 the corresponding
profile curve for Σnt := F (Σ
n, t). Of course, the normal speed of Γt
at a point p is given by the mean curvature of Σnt at p. Thus, if we
parametrize Γt with respect to turning angle θ by a curve γ : S
1 → E2
then the component of the velocity normal to Γt is given by
(∂tγ)
⊥(θ, t) = −H(θ, t)ν(θ) .
It is readily checked that the tangential component of the velocity must
be −Hθτ (cf. [10]) so that
(6) ∂tγ(θ, t) = −H(θ, t)ν(θ)−Hθ(θ, t)τ(θ) .
We will need the following evolution equations.
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Lemma 3.2. Let γ : S1 × [−T, 0)→ Rn+1 be a solution of (6), where
H is given by (4). Then
κt = κ
2κθθ + |II|2κ− (n− 1)λ tan θ (λκθ − 2κλθ) ,(7)
(8) λt = κ
2λθθ + |II|2λ− λ(H + κ) tan θλθ ,
(9) Ht = κ
2Hθθ + |II|2H − (n− 1)λ2 tan θHθ
and
(10) − d
dt
A = 2π + (n− 1)
∫
λ
κ
dθ ,
where |II|2 := κ2 + (n− 1)λ2 and A(t) is the area enclosed by Γt.
Proof. First, we compute directly from (6) (cf. [10])
(11) κt = κ
2 (Hθθ +H)
and, from the definition of λ,
λt = λ
2 (H − tan θHθ) .
The first two identities, (7) and (8), now follow from the identity (5)
and its derivative
(12) κθλθ + κλθθ = (κλθ)θ = −λ(κ− λ) + sin θ
y
(κθ − 2λθ) .
Together they imply the identity (9) forH . To obtain the final identity,
we observe that
− d
dt
A =
∫ L
0
H ds = 2π + (n− 1)
∫
λ
κ
dθ ,
where s(t) is the arc-length parameter for Γt and L(t) is its length. 
3.2. The approximating solutions. Our approximating solutions
are given by evolving rotated timeslices of the Angenent oval by mean
curvature flow: Denote the Angenent oval by γ : S1 × (−∞, 0) → R2
and set Γt := γ(S
1, t). Given any R > 0, we rotate the curve ΓR := Γ−R
about the x-axis (the ‘short’ axis) to form an O(n)-invariant hypersur-
face ΣR in Rn+1; that is, identifying R2 with E2 := span{e1, e2} ⊂ Rn+1,
we consider the hypersurface
ΣR := {xR(θ)e1 + yR(θ)ϕ : θ ∈ S1, ϕ ∈ Sn−1 ⊂ {e1}⊥} ,
where xR and yR are defined by γ(θ,−R) = xR(θ)e1 + yR(θ)e2.
We want to evolve the rotated ovals by mean curvature flow. So fix
an initial parametrization FR0 : Σ
R → Rn+1 and consider the O(n)-
invariant solution FR : S
n × [−TR, 0) → Rn+1 of mean curvature flow
with initial datum FR(·, 0) = FR0 .
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Finally, we denote by ΓRt := Σ
R
t ∩ E2 be the profile curve of ΣRt :=
FR(S
n, t) and denote its turning angle parametrization by γR : S
1 ×
[−TR, 0). Then γR satisfies (6). As usual, we normalize θ so that the
unit tangent vector field τR satisfies τR(0) = e1.
By uniqueness of solutions of the mean curvature flow, we note that
the reflection symmetry of γR in both axes is preserved under the flow.
Since the solution also remains strictly convex [13], it follows that the
points γR(
π
2
, t) and γR(π, t) are the unique points of Γ
R
t which lie on
the positive x-axis and the positive y-axis respectively. These points
will play an important role in our analysis.
4. Existence
We want to show that our sequence of approximating solutions FR :
Sn× [−TR, 0)→ Rn+1 converges to a compact ancient solution of mean
curvature flow along some subsequence Ri → ∞. It will suffice to ob-
tain uniform estimates for the time of existence, TR, the mean cur-
vature, HR, and for the vertical displacement. We will also need a
lower bound for the horizontal displacement to ensure that the limit
solution does not lie in a smaller slab. We will return to the approx-
imating solutions in Section 8, where they play an important role in
our investigation of the asymptotics of the limit solution.
Observe that, by the reflection symmetries of γR, ∂θκR(θ, t) = 0 when
θ ∈ {0, π
2
, π, 3π
2
} and, by the rotation symmetry of γR, (κR−λR)(θ, t) =
0 when θ ∈ {π
2
, 3π
2
} for all t ∈ [−TR, 0). Recalling the formula (5) for
λθ, this implies, in particular, that the set {0, π2 , π, 3π2 } is critical for HR
for all t ∈ [−TR, 0). We will see that these are the only critical points
of κR and λR (and hence HR) at the initial time. Using the maximum
principle, we will show that κR and λR develops no new critical points
along γR during its evolution.
Lemma 4.1. For every t ∈ [−TR, 0)
∂θκR(·, t) > 0 in
(
π
2
, π
)
and (κR − λR)(·, t) > 0 in
(
π
2
, 3π
2
)
.
In particular, for every t ∈ [−TR, 0),
HRmin(t) := min
ω∈S1
HR(ω, t) = HR
(
π
2
, t
)
< HR(θ, t) for all θ ∈
(
π
2
, π
]
and
HRmax(t) := max
ω∈S1
HR(ω, t) = HR(π, t) > HR(θ, t) for all θ ∈
[
π
2
, π
)
.
Proof. For convenience, we will drop the subscript R and use subscripts
t and θ to denote the corresponding partial derivatives.
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Consider the functions u := κ
λ
and v := κθ. By Lemma 3.1, u = 1
on the spatial boundary of (−π
2
, π
2
) × [−T, 0). We claim that u > 1
in (−π
2
, π
2
) at the initial time. Indeed, differentiating (2) we find that
v = κθ > 0 when θ ∈ (π2 , π). Thus,
y(θ,−T ) =
∫ θ
pi
2
sin u
κ(u,−T )du > −
cos θ
κ(θ,−T )
and hence, by the definition of λ, κ(θ,−T ) > λ(θ,−T ) for any θ ∈
(π
2
, π). The claim then follows from the symmetries of the profile curve.
Recalling the evolution equations (7) and (8) for κ and λ from Lemma
3.2, we find that u satisfies
(13) ut − κ2uθθ − 2κ2uθλθ
λ
= −(n− 1)λ2 tan θ uθ − 2 tan2 θH(κ− λ)
in (−π
2
, π
2
)× [−T, 0). Thus, if u reaches a new local minimum at some
interior point then, at that point,
0 ≥ ut − κ2uθθ = −2 tan2 θH(κ− λ)
and hence κ ≥ λ. We conclude that u ≥ 1 in [−π
2
, π
2
] × [−T, 0) and
hence in all of S1× [−T, 0). In fact, by the strong maximum principle,
we have the strict inequality u > 1 in the interior (−π
2
, π
2
)× (−T, 0).
Next, we consider the function v := κθ for θ ∈ (π2 , π). By the
reflection symmetries of the profile curve, we find that v = 0 on the
spatial boundary {π
2
, π} × [−T, 0) and we saw above that v > 0 in
(π
2
, π) at the initial time. Recalling (11), we find that v satisfies
vt = κ
2(Hθθ +H)θ + 2κκθ(Hθθ +H)
= κ2(vθθ + v) + 2κv(vθ + κ) + (n− 1)κ [2v(λθθ + λ) + κ(λθθ + λ)θ]
in (π
2
, π)× (−T, 0).
To control the final term, we differentiate (12) to obtain
κθθλθ + 2κθλθθ + κλθθθ = 2λλθ − κλθ − λκθ + κλθ
κ− λ(κθθ − 2λθθ)
−
(
λ+
κλ2θ
(κ− λ)2
)
(κθ − 2λθ) .
Combining this with (12), we find
κ(λθθ + λ)θ + 2v(λθθ + λ) = 6λθ
(
λ+
κλ2θ
(κ− λ)2
)
+
λλθ
κ− λvθ
− λ
2
θ
(κ− λ)2 (H + λ)v .
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We have proved that κ > λ, so we can estimate H + λ < 3κ and,
recalling (5), λθ > 0. Thus,
vt ≥ κ2(vθθ + v) + 2κv(vθ + κ) + (n− 1)κ
(
λλθ
κ− λvθ − 3
λ2θ
(κ− λ)2κv
)
= κ2vθθ + (2κv − (n− 1)λ2 tan θ)vθ + 3(κ2 − (n− 1)λ2 tan2 θ)v .
The strong maximum principle now implies that v > 0 in (π
2
, π) ×
(−T, 0), completing the proof of the lemma. 
For each t ∈ [−TR, 0) we define the horizontal and vertical displace-
ments
(14) hR(t) := max
θ∈S1
|〈γR(θ, t), e1〉| and ℓR(t) := max
θ∈S1
|〈γR(θ, t), e2〉| .
Note that, since ΓRt is convex and symmetric under reflection about
the axes,
hR(t) = 〈γR(π2 , t), e1〉 and ℓR(t) = 〈γR(π, t), e2〉 .
The product of hR and ℓR is controlled by the area enclosed by γR.
Lemma 4.2. For any t ∈ [−TR, 0),
−π
2
t ≤ hR(t)ℓR(t) ≤ −nπt ,
where hR(t) and ℓR(t) are given by (14).
Proof. Let AR(t) denote the area of the region enclosed by the profile
curve. Then, estimating 0 < λ ≤ κ and integrating (10), we may
estimate
(15) − 2πt ≤ AR(t) ≤ −2nπt .
On the other hand, since ΓRt is convex, it lies inside the rectangle
[−hR(t), hR(t)]×[−ℓR(t), ℓR(t)] and outside the parallelogram with ver-
tices ±γR(π2 , t) = ±(hR(t), 0) and ±γR(π, t) = ±(0, ℓR(t)), and hence
(16) 2hR(t)ℓR(t) ≤ AR(t) ≤ 4hR(t)ℓR(t).
Combining (15) and (16) yields the lemma. 
Combining Lemma 4.2 with the estimates, provided by Lemma 2.1,
for the initial values hR(−TR) and ℓR(−TR) yields a crude estimate for
TR.
Corollary 4.3.
R
2n
(1− e−R) ≤ TR ≤ R + log 2 .
Next, we bound the minimum of the mean curvature in terms of the
horizontal and vertical displacements.
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Figure 2. Bounding Hmin.
Lemma 4.4. For every t ∈ [−TR, 0),
HRmin(t) ≤
2nhR(t)
ℓ2R(t) + h
2
R(t)
.
Proof. Fix any t ∈ [−TR, 0) and write hR = hR(t) and ℓR = ℓR(t).
Consider, for some ρ > hR, the point A := (−(ρ−hR), 0) and the circle
C centered at A and with radius ρ. Then γR(π, t) = (0, ℓR) lies outside
C provided that (see Figure 2)
(17) (ρ− hR)2 + ℓ2R > ρ2 ⇐⇒ ρ <
ℓ2R + h
2
R
2hR
.
Note that for all t ∈ [−TR, 0) ℓR(t) > hR(t), since, by Lemma 4.1,
HR(
π
2
, t) > HR(π, t).
Consider now any ρ > hR satisfying (17). Note that γR(
π
2
, t) =
(hR, 0) ∈ C and, by the reflection symmetry of ΓRt along the x-axis, ΓRt
and C must be tangent at γR(π2 , t) = (hR, 0).
Claim 4.4.1. ΓRt lies outside of C near the point γR(π2 , t) = (hR, 0).
Once we have established Claim 4.4.1 the lemma follows. Indeed, by
the rotational symmetry of ΓRt about the x-axis, Σ
R
t must lie outside
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the sphere centered at A of radius ρ around the point (hR, 0, 0) and
hence, by the maximum principle,
HR(
π
2
, t) ≤ n
ρ
for any ρ <
ℓ2R + h
2
R
2hR
.
Proof of Claim 4.4.1. Suppose the Claim is false. Then, by its reflec-
tion symmetry, ΓRt lies to the inside of C locally around (hR, 0). By
the rotational symmetry of ΣRt and the maximum principle, we con-
clude HR(
π
2
, t) ≥ 2ρ−1. On the other hand, since the point γR(π, t) lies
outside of C, there must exist a point θ0 ∈ (π2 , π) such that γR(θ0, t) ∈
C∩ΓRt and γR(θ, t) lies inside C for all θ ∈ (π2 , θ0). We consider now the
translations Cλ := C − λe1 of C along the −e1 direction. By the pre-
ceding arguments, there is certainly some λ0 > 0 and some θ1 ∈ (π2 , θ0)
such that Cλ0 is tangent to ΓRt at γR(θ1, t). The maximum principle for
the curvature then implies that
κR(θ1, t) ≤ 1
ρ
.
Furthermore
νR(θ1, t) =
γR(θ1, t)− (A− λ0e1)
|γR(θ1, t)− (A− λ0e1)| =
γR(θ1, t)− (A− λ0e1)
ρ
and thus
〈νR(θ1, t), e2〉
〈γR(θ1, t), e2〉 =
1
ρ
.
It follows that HR(θ1, t) ≤ nρ ≤ HR(π2 , t). Lemma 4.1 now implies that
θ1 =
π
2
, a contradiction. 
As explained above, this completes the proof of the lemma. 
Lemmas 4.1, 4.2 and 4.4 can now be combined to bound the hori-
zontal displacement hR from below.
Lemma 4.5. For every t ∈ [−TR, 0)
hR(t) ≥ π
2
(1− e−R)e 2nt .
Proof. Using Lemmas 4.1 and 4.4, we find
d(−hR(t))
dt
= HR(
π
2
, t) = HRmin(t) ≤
2nhR(t)
ℓ2R(t) + h
2
R(t)
≤ 2nhR(t)
ℓ2R(t)
.
On the other hand, Lemma 4.2 yields the estimate
ℓR(t) ≥ −πt
2hR(t)
≥ −t
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so that
d
dt
(− log(hR(t))) ≤ 2n
t2
=
d
dt
(
2n
−t
)
.
Integrating yields
− log(hR(t)) + log(hR(−TR)) ≤ 2n−t −
2n
TR
.
Using Lemma 2.1 to bound hR(−TR) = h(−R) we obtain
hR(t) ≥ hR(−TR) exp
(
2n
TR
+
2n
t
)
≥ π
2
(1− e−R)e 2nt .

Combining Lemmas 4.2 and 4.5 yields an estimate for ℓR(t).
Corollary 4.6. For every t ∈ [−TR, 0),
ℓR(t) ≤ − 2ne
− 2n
t
1− e−R t .
Using the Harnack inequality, we can now estimate Hmax.
Lemma 4.7. For any t ≥ −TR
2
,
HRmax(t) = HR(π, t) ≤
2n
√
2e−
2n
t
1− e−R .
Proof. By the differential Harnack estimate [11, Corollary 1.2],
(18) HR(π, s) ≥
√
t + TR
s+ TR
HR(π, t)
for −TR ≤ t < s < 0. Lemma 4.1 then yields
ℓR(t) =
∫ 0
t
HR(π, s)ds ≥ HR(π, t)
√
t+ TR
∫ 0
t
1√
s + TR
ds
= HRmax(t)2
√
t+ TR
(√
TR −
√
TR + t
)
= HRmax(t)2
√
t+ TR
−t√
TR +
√
TR + t
≥ HRmax(t)
√
t+ TR
−t√
TR
.
For t > −TR
2
, we obtain
ℓR(t) ≥ HRmax(t)
−t√
2
.
The claim now follows from Corollary 4.6. 
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Any of various well-known compactness arguments now yield the
desired ancient solution (see for example [16, Chapters 3 and 4]).
Theorem 4.8. There is a sequence of approximating solutions which
converges locally uniformly in the smooth topology to a smooth, com-
pact, convex, O(1)×O(n)-invariant ancient solution of mean curvature
flow which lies in the slab Ω := {(x, y, z) ∈ R × R × Rn−1 : |x| < π
2
}
and in no smaller slab.
Proof. Let {Ri}i∈N be a sequence of positive numbers which go to infin-
ity as i goes to infinity and denote by Fi := FRi : S
n× [−Ti, 0)→ Rn+1
the corresponding approximating solution, where Ti := TRi . By Corol-
lary 4.3, Ti goes to infinity as i goes to infinity. Since any convex hyper-
surface satisfies |II|2 ≤ H2, Lemma 4.7 yields a bound for the curvature
|IIi| of Fi on any compact subset K ⊂ Sn× (−∞, 0) uniform in i. The
estimates of [9] then provide, for every k ∈ N and m ∈ N, bounds
for |∇kt∇mIIi| on K, uniformly in i. Combined with a uniform bound
for the displacement |Fi| coming from Corollary 4.6, these estimates
can be translated into uniform bounds for the derivatives |∂kt ∂mθ ∂nϕjFi|
on K. By the Arzela`–Ascoli Theorem and a diagonal subsequence ar-
gument, a subsequence of the flows Fi converge locally uniformly in
C∞ to an ancient solution F∞ : Sn × (−∞, 0) → Rn+1. The limit is
certainly weakly convex, II∞ ≥ 0, since this is the case for each Fi.
Strict convexity then follows from the strong maximum principle for
the second fundamental form and compactness of the limit. The limit
is O(1)×O(n)-invariant and lies in the slab Ω for all t ∈ (−∞, 0) since
this is the case for each of the approximating solutions. By Lemma
4.5, the limit cannot lie in any smaller slab. 
5. Unique asymptotics
We now want to study O(n)-invariant ancient solutions lying in a
slab more generally. Our ultimate goal is to show that the solution
constructed in Theorem 4.8 is the unique such solution. As a first
step, we will show that all such solutions have the correct asymptotics.
Indeed, well-known arguments show that the ‘parabolic’ region is as-
ymptotic to the boundary of the slab (Lemma 5.1) while the ‘edge’
region is asymptotic to a Grim hyperplane (Lemma 5.2). By carefully
estimating the area enclosed by the profile curve (Lemma 5.4), we are
able to show that this Grim hyperplane must have the same width as
the slab (Corollary 5.6). This is quite a strong conclusion as it provides
an asymptotic description of the solution all the way up to the para-
bolic region. This makes the treatment of the ‘intermediate’ region in
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our case quite different from the one required for the ancient solutions
constructed in [12] (see [3]).
So consider any convex ancient solution F : Sn × (−∞, 0) → Rn+1
of mean curvature flow that is O(n)-invariant with respect to some
e1 ∈ Sn and lies in the slab Ω := {(x, y, z) ∈ R× R× Rn−1 : |x| < π2}
(and in no smaller slab). We write Σt = Σ
n
t := F (S
n, t) and, given
some e2 ∈ Sn−1 ⊂ {e1}⊥, parametrize the profile curve Γt := Σnt ∩ E2
with respect to turning angle by a curve γ : S1× (−∞, 0)→ E2, where
E
2 := span{e1, e2} ∼= {(x, y, z) ∈ R× R× Rn−2 : z = 0}. As usual, we
denote by τ and ν the unit tangent vector and outward pointing unit
normal and by κ(·, t) and λ(·, t) the curvature and rotational curvature,
so that H(·, t) = κ(·, t) + (n− 1)λ(·, t) is the mean curvature of F .
Finally, for each t < 0 we define the vertical displacement
ℓ(t) := max
θ∈S1
|〈γ(θ, t), e2〉| .
Since Γt is convex and rotationally symmetric,
ℓ(t) = 〈γ(π, t), e2〉 = −〈γ(0, t), e2〉 .
We note that, unlike the situation in the previous section, the curve Γt
is not, a priori, reflection symmetric in the y-axis.
We first show that the parabolic region looks like the boundary of
the slab as t→ −∞.
Lemma 5.1. For any sequence of times ti → −∞ the sequence of
mean curvature flows Σit defined for t ∈ (−∞,−ti) by Σit := Σt+ti
converges locally uniformly in the smooth topology to the stationary
mean curvature flow defined by ∂Ω.
Proof. Fix any sequence of times ti → −∞ and any t < 0. Since Ω is
the smallest slab containing the solution, there exists, by the avoidance
principle, sequences of points xi and xi ∈ Σt+ti satisfying 〈xi, e1〉 → π2
and 〈xi, e1〉 → −π2 as i → ∞. On the other hand, by the O(n)-
invariance of the solution and the avoidance principle, there exists a
sequence of points yi ∈ Σt+ti such that 〈yi, e2〉 → ∞. By convexity and
O(n)-invariance of Σt, we conclude that Σ
i
t converges locally uniformly
in the Hausdorff topology to ∂Ω as i→∞. That the convergence is in
the smooth topology follows as in Theorem 4.8 since, by the Harnack
inequality, the mean curvature is monotone non-decreasing in t. 
We next show that the ‘edge’ region looks like a Grim hyperplane of
width απ as t→ −∞, where α ∈ (0, 1] is defined by
(19) α−1 := lim
t→−∞
H(π, t) .
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Note that the limit exists since, by the Harnack inequality, H is non-
decreasing in t. We denote the inverse of the Gauss map of Σt by P ;
that is, given v ∈ Sn, P (v, t) is the point of Σt with unit outward
normal v.
Lemma 5.2. For any sequence of times ti → −∞ and any unit vector
ϕ ∈ {e1}⊥ the sequence of mean curvature flows {Σit}t∈(−∞,−ti) defined
by Σit := Σt+ti − P (ϕ, ti) converges locally uniformly in the smooth
topology to the scaled Grim hyperplane αGn
α−2t
, where Gt is the Grim
hyperplane which translates in the direction ϕ with unit speed; i.e.
(20) Gnt := {θe1 + (t− log cos θ)ϕ} , t ∈ (−∞,∞) .
Proof. That a subsequence of the flows converges locally uniformly in
C∞ to a weakly convex eternal limit mean curvature flow contained in
the slab Ω follows similarly as in Theorem 4.8. Now observe that, by
the O(n)-invariance, the solution Σt satisfies
λ(0, t) =
1
ℓ(t)
,
which tends to 0 as t tends to −∞ because Σt cannot lie, for all t < 0,
in any compact subset of Rn+1. By the strong maximum principle, the
limit of the sequence of flows {Σit}t∈(−∞,0) must therefore split off an
(n− 1)-plane (see, for example, [16, Proposition 4.2.7]). Moreover, the
limit of the profile curves must satisfy curve shortening flow. Since the
curvature of the limit is constant in time with respect to the turning
angle parametrization, [11, Theorem 8.1] shows that the profile curve
moves by translation and we conclude that the limit is a Grim hyper-
plane. Since limt→−∞H(π, t) = α−1 exists, as defined in equation (19),
then the limit flow is the Grim hyperplane αGn
α−2t
, independently of
the chosen subsequence. Finally, since the limit lies in the slab Ω, α
cannot be greater than 1. 
The remainder of this section is devoted to showing that α must be
equal to 1. We will need the following lemma.
Lemma 5.3. For all t < 0
λ(·, t) ≤ min
{
κ(·, t), α−t
}
.
Proof. By Lemma 3.1, λ(±π
2
, t) = κ(±π
2
, t) for all t and, by Lemma
5.2,
lim
t→−∞
κ
λ
(θ, t) =∞
for any θ ∈ (−π
2
, π
2
). It now follows from the evolution equation (13)
and the symmetry of γ that κ ≥ λ in S1 × (−∞, 0).
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Next, we claim that
(21) ℓ(t) = 〈γ(π, t), e2〉 ≥ −α−1t
for all t < 0. Indeed, since the translated profile curves converge to the
Grim Reaper of width απ and, by the Harnack inequality, H(π, t) is
non-decreasing in t, we find H(π, t) ≥ α−1 for all t < 0 and hence
d
dt
〈γ(π, t), e2〉 = −H(π, t) ≤ −α−1 .
Integrating from t to 0 yields (21). Furthermore, since we have shown
that κ ≥ λ, (5) shows that λ(θ, t) is non-decreasing in θ for θ ∈ [π
2
, π]∪
[3π
2
, 2π] and non-increasing in θ for θ ∈ [0, π
2
] ∪ [π, 3π
2
]. We conclude
that also
λ(θ, t) ≤ λ(π, t) = λ(0, t) = 1〈γ(π, t), e2〉 ≤
α
−t .

We now show that the area enclosed by Γt grows almost like −2πt
to highest order in t.
Lemma 5.4. For every t < 0 and any ω ∈ (0, π
2
)
A(t) ≤ −(2π + 4(n− 1)ω)t+ 2(n− 1)(π + nαL(ω, t) log(−t)) ,
where A(t) denotes the area enclosed by the profile curve γ(·, t) and
L(ω, t) is the length of the segment γ(·, t)|[π
2
+ω,
3π
2
−ω
].
Proof. Integrating (10) and recalling the reflection symmetry of Γt
yields, for any ω ∈ (0, π
2
),
A(t) = − 2πt+ 2(n− 1)
∫ 0
t
(∫
[0,pi
2
−ω]∪[π, 3pi
2
−ω]
λ(θ, σ)
κ(θ, σ)
dθ
)
dσ
+ 2(n− 1)
∫ 0
t
(∫
[pi
2
−ω,pi
2
]∪[ 3pi
2
−ω, 3pi
2
]
λ(θ, σ)
κ(θ, σ)
dθ
)
dσ .
Using Lemma 5.3 to estimate
λ ≤
{
κ if − 1 < t < 0
α
−t if t < −1
in the first line and λ ≤ κ in the second yields
A(t) ≤ − 2πt+ 2(n− 1)(π − 2ωt)
+ 2(n− 1)α
∫ −1
t
1
−σ
(∫
[0,pi
2
−ω]∪[π, 3pi
2
−ω]
dθ
κ(θ, σ)
)
dσ .
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The claim follows by estimating, for any t < σ < 0,
κ(θ, t) ≤ H(θ, t) ≤ H(θ, σ) ≤ nκ(θ, σ) .

We now have all the ingredients needed to prove that α = 1.
Lemma 5.5. α = 1.
Proof. First note that, by the convergence of the edge region to the
Grim hyperplane (Lemma 5.2), the length of any fixed segment γ([π
2
+
ω, 3π
2
−ω], t) is bounded as t→ −∞. Thus, the area estimate of Lemma
5.4 provides, for any ω ∈ (0, π
2
), some time tω < 0 such that
A(t) ≤ −(2π + 5(n− 1)ω)t for all t < tω .
Recalling (21), this becomes
(22) A(t) ≤ (2π + 5(n− 1)ω)αℓ(t) for all t < tω .
On the other hand, for any ω ∈ (0, π
2
), we can estimate the enclosed
from area below by (see figure 3)
1
2
A(t) ≥ ℓ(t) · (x(π
2
− ω, t)− x(3π
2
+ ω, t)) + A+(ω, t)− A−(ω, t) ,
where, setting h+(t) := x(
π
2
, t) and h−(t) := x(−π2 , t),
A+(ω, t) :=
1
2
(
ℓ(t)− [y (π2 − ω, t)− y(0, t)]) (h+(t)− x (π2 − ω, t))
+
1
2
(
ℓ(t)− [y (−π2 + ω, t)− y(0, t)]) (x (−π2 + ω, t)− h−(t)) ,
and
A− :=
∫ pi
2
−ω
−pi
2
+ω
[y(θ, t)− y(0, t)] cos θ
κ(θ, t)
dθ .
But, as the segment γ(·, t)|[−pi
2
+ω,pi
2
−ω] converges to the corresponding
segment of the Grim Reaper of width α as t→ −∞, there exists some
time tω,α ≤ tω such that for all t < tω,α
απ ≥ x (π
2
− ω, t)− x (−π
2
+ ω, t
) ≥ α (π − 3ω) ,
max{y (π
2
− ω, t)− y(0, t) , y (−π
2
+ ω, t
)− y(0, t)} ≤ c1(ω, α)
A−(ω, t) ≤ c2(ω, α)
and, since γ is contained in the slab {(x, y) ∈ R2 : −π
2
< x < π
2
} and
in no smaller slab,
π − αω ≤ h+(t)− h−(t) ≤ π .
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Figure 3. Bounding the enclosed area from below.
Putting these together yields
(23) A(t) ≥ (2πα− 7αω + (1− α)π)ℓ(t)− πc1 − 4c2 .
Recalling (22), we obtain
0 ≥ [(1− α)π − (7 + 5(n− 1))αω] ℓ(t)− πc1 − 4c2 .
Choosing ω so small that (1 − α)π > (7 + 5(n − 1))αω and letting t
tend to −∞ yields a contradiction, unless α = 1. 
This yields the desired asymptotics for the edge region.
Corollary 5.6. For any sequence of times ti → −∞ and any unit
vector ϕ ∈ {e1}⊥ the sequence of mean curvature flows {Σit}t∈(−∞,−ti)
defined by Σit := Σ
i
t+ti
− P (ϕ, ti) converges locally uniformly in the
smooth topology to the Grim hyperplane Gnt defined by (20).
6. Reflection symmetry
Combining our knowledge of the asymptotics of the solution with the
Alexandrov reflection principle, we will show that the solution must
be reflection symmetric with respect to the hyperplane {x1 = 0}. We
remark that the Alexandrov reflection principle has been used by Chow
and Gulliver [6, 7] to prove gradient estimates for geometric flows and,
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recently, by Bryan and Louie to prove uniqueness of convex ancient
curve shortening flows on the sphere [5]. We will apply it in a novel
way in Section 8 to prove the uniqueness result of Theorem 1.2.
Let us begin by recalling the reflection principle: Let Σn be any
smooth, embedded hypersurface of Rn+1 which bounds an open set
Ω ⊂ Rn+1. Given a unit vector e ∈ Sn and some α ∈ R, denote
by Πe,α the halfspace {p ∈ Rn+1 : 〈p, e〉 < α} and by Re,α · Σ :=
{p − 2(〈p, e〉 − α)e : p ∈ Σ} the reflection of Σ across the hyperplane
∂Πe,α. Following Chow [6], we say that Σ can be reflected strictly about
Πe,α if (Re,α ·Σ)∩Πe,α ⊂ Ω∩Πe,α. The Alexandrov reflection principle
can be stated as follows.
Lemma 6.1 (Alexandrov reflection principle). Let {Σt}t∈[t0,0) be a
smooth, embedded solution of mean curvature flow. If Σt0 can be re-
flected strictly about Πe,α then Σt can be reflected strictly about Πe,α for
all t ∈ [t0, 0).
Proof. This is a consequence of the strong maximum principle and
the boundary point lemma for strictly parabolic equations. See [6,
Theorem 2.2]. 
Theorem 6.2. Let {Σt}t∈(−∞,0) be a compact, convex, O(n)-invariant
ancient solution of mean curvature flow in Rn+1 that lies in the slab
Ω := {(x, y, z) ∈ R×R×Rn−1 : |x| < π
2
} (and in no smaller slab). Then
Σt is reflection symmetric in the plane {(x, y, z) ∈ R×R×Rn−1 : x = 0}
for all t < 0.
Proof. Consider, for any α ∈ (0, π
2
), the halfspace Πα := {(x, y, z) ∈
R× R× Rn−1 : x < α} = Πe1,α.
Claim 6.2.1. For every α ∈ (0, π
4
) there exists tα > −∞ such that Σt
can be reflected strictly about Πα for all t < tα.
Proof of Claim 6.2.1. Suppose that the claim does not hold. Then
there must be some α ∈ (0, π
4
) and a sequence of times ti → −∞
such that (Rα · Σti) ∩ Πα ∩ Σti 6= ∅. Choose a sequence of points
pi = xie1 + yie2 ∈ Γti whose reflection about the hyperplane Πα satis-
fies (2α−xi)e1+yie2 ∈ (Rα ·Γti)∩Γti∩Πα, where Γt denotes the profile
curve of Σt in span{e1, e2}, and set p′i = x′ie1+y′ie2 := (2α−xi)e1+yie2.
Without loss of generality, we may assume that y′i = yi ≥ 0. Since
α ≤ xi < π2 , the point p′i satisfies α ≥ x′i > −π2 + 2α so that, after
passing to a subsequence, θ′ := limi→∞ x′i ∈ [−π2 + 2α, α]. Then, by
Corollary 5.6,
lim
i→∞
(〈P (e2, ti), e2〉 − yi) = lim
i→∞
(〈P (e2, ti), e2〉 − y′i) = − log cos θ′ ,
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where recall that P is the inverse of the Gauss map. But then, again
by Corollary 5.6,
lim
i→∞
xi = − lim
i→∞
x′i = −2α + lim
i→∞
xi .
But this implies that α = 0, a contradiction. 
It now follows from Lemma 6.1 that Σt can be reflected across Πα
for all t < 0. The same argument applies when the halfspace Πα is
replaced by −Πα = {(x, y, z) ∈ R × R × Rn−1 : x > −α}. Now take
α→ 0.

7. Area and displacement estimates
We now continue our study of convex O(n)-invariant ancient so-
lutions lying in a slab. Our aim in this section is to derive refined
estimates for the area A(t) of the regions enclosed by the curves Γt
and for their vertical displacement ℓ(t). The latter estimate is the final
ingredient needed to prove the uniqueness of the solution constructed
in Theorem 4.8.
Since, by Theorem 6.2, we know that any such solution is reflection
symmetric with respect to the hyperplane {x1 = 0}, the horizontal
displacement
h(t) := max
θ∈S1
〈γ(θ, t), e1〉
satisfies
h(t) = 〈γ(π
2
, t), e1〉 = −〈γ(−π2 , t), e1〉 .
We also note that the minimum value of the mean curvature occurs
at the poles,
(24) min
θ∈S1
H(θ, t) = H(±π
2
, t) for all t < 0 .
Indeed, by Lemma 5.3 and the identity (5), we see that λ(·, t) is non-
decreasing in (π
2
, π). Thus, using once more Lemma 5.3 and the O(n)-
invariance,
κ(θ, t) ≥ λ(θ, t) ≥ λ(π
2
, t) = κ(π
2
, t)
for all θ ∈ (π
2
, π). By the reflection symmetries of γ, this proves (24).
We want to obtain a better bound for A(t) than the one provided
in Lemma 5.4. To do so, we need a better estimate for the integral of
λ(·, t). Note that the part of the curve Γt with y > 0 can be written as a
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graph (x, u(x, t)) with x ∈ [−h(t), h(t)]. With respect to this graphical
representation, the integral of λ becomes
(25)
1
4
∫
Γt
λ ds =
∫ h(t)
0
1
u(x, t)
dx ,
where s = s(t) is the arc-length parameter for Γt. So we would like to
estimate the graph height u from below. Note that u evolves according
to
du
dt
=
uxx
1 + (ux)2
− n− 1
u
= −H
√
1 + u2x .
Since H is non-decreasing in t and, by the edge asymptotics (Corollary
5.6), tends to |cos θ| as t tends to −∞, we can estimate
−du
dt
≥ 1 .
Given x ∈ [0, π
2
), denote by T (x) ∈ (−∞, 0) the time at which the pro-
file curve passes through the point xe1. Then h(T (x)) = x and hence
u(x, T (x)) = 0 so that, integrating the preceding inequality between T
and t,
u (x, t) ≥ −t + T (x) for all x ∈ [0, h(t)) .
We will estimate T (x) from below by estimating h(t) similarly as
in Lemmas 4.4 and 4.5. Fix x ∈ [0, π
2
) and consider the circle C(x, t)
which passes through the points γ(π
2
, t) = (h(t), 0) and (x, u(x, t)).
Then, proceeding as in the proof of Lemma 4.4, we find that Γt lies
locally outside of C(x, t) near (h(t), 0) and hence
(26) Hmin(t) ≤ 2n(h(t)− x)
u(x, t)2 + (h(t)− x)2 ≤
2n(h(t)− x)
u(x, t)2
.
On the other hand, estimating H(0, t) ≥ |cos 0| = 1,
ℓ(t) = −
∫ 0
t
H(0, s) ds ≥ −t
so that, setting x = 0 in (26),
(27) Hmin(t) ≤ nπ
(−t)2 .
This then implies
−dh
dt
= Hmin ≤ 2nh
h2 + ℓ2
≤ 2nh
(−t)2 ,
which, after integrating, yields
h(t) ≥ h(T0) exp
(
2n
t
− 2n
T0
)
for any T0 < t < 0
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and hence, after taking T0 → −∞,
(28) h(t) ≥ π
2
e
2n
t ≥ π
2
(
1− 2n−t
)
for all t < 0 .
Setting t = T (x), this now provides an estimate for T (x) and hence
u(x, t):
(29) u (x, t) ≥ −t + T (x) ≥ −t− nππ
2
− x .
We can now pass this estimate back into (26)! By carefully choosing
the point x, the process can be iterated.
Lemma 7.1. For every k ∈ N there exists a constant ck such that, for
all t < 0 and all x ∈ [0, h(t)],
(i) Hmin(t) ≤ nπkck
(−t)k+1 ,
(ii) h(t) ≥ π
2
(
1− 2nck
(−t)k
)
and
(iii) u(x, t) ≥ −t−
(
nπck
π
2
− x
) 1
k
.
Proof. Since H(·, t) ∼ (−t)− 12 [13] and u(·, t) → 0 as t → 0 [13], it
suffices to find, for each k ∈ N, some tk ≤ 0 such that the claims hold
for all t < tk. Note also that the estimates (27), (28) and (29) prove
the claim in the case k = 1. So suppose that the claim holds for some
integer k ≥ 1. Given t < 0 choose x = x(t) so that
π
2
− x = 2nπck
(−t)k .
Then, when t ≤ tk := −(4nck) 1k , x ≥ 0 and, by the induction hy-
pothesis on h, x ≤ h(t) and hence, by the induction hypothesis on u,
u(x, t) ≥ −(1 − 2− 1k )t. Recalling (26), we then obtain
Hmin(t) ≤ nπ(k + 1)ck+1
(−t)k+2 ,
where ck+1 :=
2nck
(1−2− 1k )(k+1)
. Integrating in time from −∞ to t yields
h(t) ≥ π
2
(
1− 2nck+1
(−t)k+1
)
.
Finally, setting t = T (x) and recalling (29),
u(x, t) ≥ −t−
(
nπck
π
2
− x
) 1
k
.
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The claim now follows by induction. 
We can now prove the desired area estimate.
Corollary 7.2. There exists a constant C such that
−t + (n− 1) log(−t) + C ≥ A(t)
2π
≥ −t + (n− 1) log(−t)− C
for all t ∈ (−∞, 1).
Proof. The claims will follow by estimating the integral of λ appropri-
ately.
Claim 7.2.1. For any ε > 0∫
Γt
λ ds ≤ 2π−t + o
(
1
(−t)2−ε
)
.
Proof of Claim 7.2.1. Let c(x, t) =
√
ρ2(t)− (x− a(t))2 be the graph
of the circle of radius ρ(t) := 1
π
(−t)2 and centre (a(t), 0), where a(t) :=
−ρ(t) + h(t). Note that c and u are tangent at the point (h(t), 0). Set
x(t) := inf{x ∈ [π
4
, h(t)] : u(x, t) = c(x, t)} .
Then u lies above c in [0, x(t)) and hence, recalling (25),
1
4
∫
Γt
λ ds =
∫ x(t)
0
dx
u(x, t)
+
∫
arcx(t)
λ ds ,
where, for any x ∈ [0, h(t)], arc x is the arc of Γt joining the point
(h(t), 0) to the point (x, u(x)). Set
ξ(t) := h(t)− x(t) .
By the monotonicity of λ and the convexity of Γt, we may estimate∫
arcx(t)
λ ds ≤ λ(x(t), t) s(t) ≤ − cos θ
u(t)
u(x(t), t)
(ξ(t) + u(x(t), t))
≤ − cos θc(t)
(
1 +
ξ(t)
c(x(t), t)
)
,(30)
where s(t) is the length of arcx(t) and θu resp. θc is the angle between
the tangent vector to u resp. c and the x-axis at x(t). We claim that
(31) ξ(t) ≤ Ck
(−t)k
for any k ∈ N, where Ck := 2nck
(
1− 1√
2
)−k
. Indeed, by Lemma 7.1,
−t−
(
nπck
ξ(t)
) 1
k
≤ u(x(t), t) = c(x(t), t) ≤
√
2ρξ(t) = −t
√
2
π
ξ(t) .
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Rearranging yields
2
π
ξ(t)
(
1−
√
2
π
ξ(t)
)k
≤ 2nck
(−t)k .
The claim follows since, by assumption, ξ(t) ≤ π
4
. We can now use (31)
to estimate
ξ(t)
c(x(t), t)
=
√
ξ(x(t), t)
(−t)2
π
− ξ
≤ o
(
1
(−t)k
)
and
− cos θc = 1√
1 + c′(x(t))2
=
1√
1 + (ρ−ξ(t))
2
2ρξ(t)−ξ(t)2
≤ o
(
1
(−t)k
)
for any k ∈ N. Recalling (30), we conclude that∫
arcx(t)
λ ds ≤ o
(
1
(−t)k
)
(32)
for any k ∈ N.
Since u lies above c in [π
4
, x(t)], we may estimate the remaining term
by ∫ x(t)
0
dx
u(x, t)
≤
∫ x0(t)
0
dx
u(x, t)
+
∫ h(t)
x0(t)
dx
c(x, t)
≤ x0(t)
u(x0(t), t)
+
∫ h(t)
x0(t)
dx√
ρ2 − (x− a)2 ,
where x0(t) ≥ π4 will be chosen in a moment. Note that∫ h(t)
x0(t)
dx√
ρ2 − (x− a)2 =
π
2
− arcsin
(
1− h(t)− x0(t)
ρ
)
≤
√
2(h(t)− x0(t))
ρ
+ o
(
h(t)− x0(t)
ρ
)
=
√
2π(h(t)− x0(t))
−t + o
(
1
(−t)2
)
.
Now choose x0(t) so that
π
2
− x0(t) = πnck(−t)k . Then, by Lemma 7.1,
0 ≤ x0(t) ≤ h(t) for t ≤ tk < 0, say, and hence
u(x0(t), t) ≥ −t− ck,l(−t) kl
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for any l > k ∈ N, where ck,l := (cl/ck) kl . We conclude that
h(t)− x0(t) ≤ π
2
− x0(t) = πnck
(−t)k
and
x0(t)
u(x0(t), t)
≤ π−2t
1
1− ck,l(−t) kl −1
≤ π−2t
(
1 + ck,l(−t) kl −1
)
for any l > k ∈ N and hence∫ x(t)
0
dx
u(x, t)
≤ π−2t + o
(
1
(−t)2−ε
)
for any ε > 0. Combined with (32), this completes the proof of the
claim. 
Integrating (10) and applying Claim 7.2.1 now yields, on the one
hand,
A(t) ≤ −2πt+ 2π(n− 1) log(−t) + 2πC for all t < −1(33)
for some constant C.
On the other hand, applying Ho¨lder’s inequality, we can estimate
h(t)2 ≤
∫ h(t)
0
u(x)dx
∫ h(t)
0
1
u(x)
dx =
A(t)
16
∫ L(t)
0
λ(s, t) ds
so that, bounding h from below using Lemma 7.1,∫
Γt
λ(s, t)ds ≥ 2π
(
1− 2nc1−t
)2
−t + (n− 1) log(−t) + C ≥
2π
−t − o
(
1
(−t)2−ε
)
for any ε > 0. Integrating (10), we conclude that
A(t) ≥− 2πt+ 2π(n− 1) log(−t)− 2πC for all t < −1(34)
for some C ≥ 0. 
The area estimates of Corollary 7.2 allow us to prove the following
displacement bound.
Lemma 7.3. For any ε ∈ (0, 1),
ℓ(t) ≤ −t + o((−t)ε) .
30 THEODORA BOURNI, MAT LANGFORD, AND GIUSEPPE TINAGLIA
Proof. Given t < 0 and k ∈ N set x(t) := π
2
− nπck
(−t)k so that, by Lemma
7.1, h ≥ x ≥ 0 (for all t < tk, say). Then we may estimate the area
under the graph of u(·, t) from below by
1
4
A(t) ≥ u(x(t), t)x(t) + 1
2
(ℓ(t)− u(x(t), t)) x(t)
=
1
2
(ℓ(t) + u(x(t), t))x(t)
=
π
4
(ℓ(t) + u(x(t), t))
(
1− 2nck
(−t)k
)
.
Recalling Lemma 7.1 once more, we may estimate u(x(t), t) from below
by
u(x(t), t) ≥ −t−
(
nπcl
π
2
− x(t)
) 1
l
= −t− ck,l(−t) kl
for any l ∈ N, where ck,l := ( clck )
1
l and hence, bounding A(t) from above
as in Corollary 7.2,
ℓ(t)
(
1− 2nck
(−t)k
)
≤ − t
(
1− 2nck
(−t)k
)
+ 4nck(−t)1−k
+ 2((n − 1) log(−t) + C) + ck,l(−t)
k
l
(
1− 2nck
(−t)k
)
.
The claim follows since we may choose l = rk with r ∈ N arbitrarily
large. 
As a consequence, we are able to obtain a slightly better lower bound
forH than the crude estimateH(θ, t) ≥ |cos θ| provided by the Harnack
inequality.
Corollary 7.4. For any ε ∈ (0, 1)
H(θ, t) ≥ |cos θ|
(
1 +
n− 1
−t − o
(
1
(−t)2−ε
))
for all θ ∈ S1 .
Proof. By symmetry, it suffices to prove the claim for θ ∈ (−π/2, π/2)
(note that for θ = ±π/2 the claim holds trivially). Consider the func-
tion w : (−π
2
, π
2
) × (−t, 0) → R defined by w(θ, t) := f(t) cos θ, where
the function f : (−∞, 0) → R+ will be determined momentarily. Ob-
serve that
wt = κ
2wθθ + |II|2w +
(
f ′
f
− (n− 1)λ2
)
w ,
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where |II|2 := κ2 + (n− 1)λ2. Recalling (9), we compute
w
H
(
∂t − κ2∂2θ
) H
w
= 2
w
H
(
H
w
)
θ
wθ
w
− (n− 1)λ2 tan θHθ
H
−
(
f ′
f
− (n− 1)λ2
)
.
Rewriting
Hθ
H
=
w
H
(
H
w
)
θ
− wθ
w
and
wθ
w
= − tan θ
we obtain
w
H
(
∂t − κ2∂2θ
) H
w
+ tan θ
w
H
(
H
w
)
θ
(
(n− 1)λ2 + 2)
= (n− 1) sec2 θλ2 − f
′
f
=
(n− 1)
y2
− f
′
f
≥ (n− 1)
ℓ2
− f
′
f
.(35)
Now fix any ε ∈ (0, 1). Then, by Lemma 7.3, there is some C < ∞
such that
1
ℓ(t)2
≥ 1
(−t)2 −
C
(−t)3−ε
for all t ∈ (−∞,−1], say. Thus, if we set
f(t) := exp
(
(n− 1)
[
1
−t −
C
(2− ε)(−t)2−ε
])
so that
f ′(t)
f(t)
= (n− 1)
[
1
(−t)2 −
C
(−t)3−ε
]
≤ n− 1
ℓ(t)2
for all t < −1 then, by the maximum principle,
min
S1×{t}
H
w
≥ min
S1×{t0}
H
w
for all − 1 > t > t0 .
But, by Corollary 5.6, the right hand side approaches 1 as t → −∞.
The claim follows by estimating exp(ζ) ≥ 1 + ζ . 
Integrating the lower speed bound yields a displacement bound.
Lemma 7.5. The limit
C := lim
t→−∞
(ℓ(t) + t− (n− 1) log(−t))
exists (in the extended real line R ∪ {∞}).
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Proof. Given any ε ∈ (0, 1) set f(t) := C
1−ε
1
(−t)1−ε for some C ∈ R. By
Corollary 7.4, we can choose C so that
d
dt
(ℓ+ t− (n− 1) log(−t)− f) ≤ 0 .
The claim follows because limt→−∞ f = 1. 
Remark 7.6. At this point, it should be possible to obtain higher order
terms in the asymptotic expansion for ℓ by passing the better estimate
ℓ(t) ∼ −t+ (n− 1) log(−t) back into the machine of Lemma 7.1. This
may be useful for some applications; however, it will not be needed to
obtain the uniqueness result of Theorem 1.2.
8. Uniqueness
We are now almost ready to prove uniqueness of the solution con-
structed in Theorem 4.8. But first we need to show that the limit
(36) C := lim
t→−∞
(ℓ(t) + t− (n− 1) log(−t))
is finite on the particular solution that we have constructed. To achieve
this, we will obtain area and displacement bounds for its approximating
solutions by the methods developed in Section 7. The precise knowl-
edge of the initial data for the approximating solutions will then allow
us to show that C is finite.
Note first that the Harnack inequality does not yield the necessary
lower speed bound HR ≥ |cos θ| along the approximating solutions.
By construction, the desired estimate does hold at the initial time
t = −TR, however, since, by (2), HR(θ,−TR) ≥ κR(θ,−TR) > |cos θ|.
It also holds trivially at the points {±π
2
} × [−TR, 0). Setting f ≡ 0 in
(35), the maximum principle then yields
HR(θ, t) ≥ |cos θ| for all (θ, t) ∈ S1 × [−TR, 0) .
This estimate, combined with Lemma 2.1, allows us to proceed sim-
ilarly as in Section 7 to obtain an analogue of Corollary 7.2. Namely,
(37) − t+ (n− 1) log(−t) + C ≥ AR(t)
2π
≥ −t + (n− 1) log(−t)− C
for all t ∈ [−TR,−1), where C < ∞ is a constant which does not
depend on R. In particular, bounding AR from above by the area of
the region of the slab between the lines y = ±ℓR, we obtain the lower
bound
ℓR(t) ≥ −t + (n− 1) log(−t)− C for all t ∈ [−TR,−1) .
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Since C does not depend onR, this estimate passes to the limit solution.
So it remains to bound ℓR from above (uniformly in R). Proceeding as
in the proof of Lemma 7.3, we also obtain, for any ε ∈ (0, 1),
ℓR(t) ≤ −t + C(−t)ε for all t ∈ [−TR,−1) ,
where C depends on ε but not on R. Recalling (2) and Corollary 4.3,
we now find that, for θ ∈ (−π
2
, π
2
),
HR(θ,−TR)
cos θ
≥ 1√
1− e−2R +
n− 1
R
≥ 1 + n− 1
TR
+ o
(
1
T 2−εR
)
for any ε ∈ (0, 1). The maximum principle, applied as in Corollary 7.4,
then yields, for any ε ∈ (0, 1),
HR(θ, t) ≥ |cos θ|
(
1 +
n− 1
−t −
C
(−t)2−ε
)
for all (θ, t) ∈ S1 × [−TR,−1), where C <∞ depends on ε but not on
R. Thus, as in Lemma 7.5, given any ε ∈ (0, 1) we may choose C <∞
so that
d
dt
(ℓR + t− (n− 1) log(−t)− f) ≤ 0 for all t ∈ [−TR,−1) ,
where f(t) := C
1−ε
1
(−t)1−ε . Integrating yields
ℓR(t) + t− (n− 1) log(−t) ≤ ℓR(−TR)− TR − (n− 1) log(−TR)
+ f(t)− f(−TR)
for all t ∈ [−TR, 0). But the initial area is given exactly by AR(−TR) =
2πR and the initial displacement ℓR(−TR) is comparable to R so that,
recalling (37),
ℓR(−TR) ≤ TR + (n− 1) log TR + C + log 2 .
Since limt→−∞ f(t) = 1 and C is independent of R, taking R→∞ we
conclude that the limit in (36) is finite.
We now have all the required estimates in place needed to prove
uniqueness of the solution constructed in Theorem 1.1.
Proof of Theorem 1.2. Let {Σt}t∈(−∞,0) be the solution constructed in
Theorem 4.8 and let {Σ′t}t∈(−∞,0) be another compact, convex O(n)-
invariant ancient solution that lies in the slab Ω := {(x, y, z) ∈ Rn+1 :
−π
2
< x < π
2
} (and in no smaller slab). Note that, by Theorem 6.2,
the latter solution is also reflection symmetric about the hyperplane
{x1 = 0}. Let γ : S1 × (−∞, 0) → E2 and γ′ : S1 × (−∞, 0) → E2 be
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turning angle parametrizations of the profile curves {Γt}t∈(−∞,0) and
{Γ′t}t∈(−∞,0) of the two solutions, respectively. Recall that the limits
C := lim
t→−∞(ℓ(t), e2〉+ t− log(−t)) and C
′ := lim
t→−∞(ℓ
′(t), e2〉+ t− log(−t))
exist and that C is finite, where ℓ(t) and ℓ′(t) are the vertical displace-
ments of Γt and Γ
′
t respectively. We claim that C = C
′. Indeed, if
C 6= C ′ then there must be some t0 < 0 such that, for all t < t0, either
ℓ(t) < ℓ′(t) or ℓ′(t) < ℓ(t). Recalling the notation of Section 6, set
Σ˜αt := (Rα · Σt) ∩ Π0 for any α ∈ (0, π2 ) and Σ˜′t := Σ′t ∩ Π0. Then
∂Σ˜αt ∩ ∂Σ˜′t = ∅ for all t < t0. Moreover, applying Corollary 5.6 as in
Claim 6.2.1, we can find, for each α ∈ (0, π
2
), some tα > ∞ such that
Σ˜αt ∩ Σ˜′t = ∅ for all t < tα. It now follows from the strong maximum
principle (cf. [6, Theorem 2.2]) that Σ˜αt ∩ Σ˜t = ∅ for all t < t0. Taking
α → 0, we see that either Ωt ⊂ Ω′t or Ω′t ⊂ Ωt for all t < t0, where
Ωt and Ω
′
t are the domains bounded by Σt and Σ
′
t, respectively. But,
by the avoidance principle, Σt and Σ
′
t must intersect for all t < 0, so
we conclude from the strong maximum principle that Σt = Σ
′
t for all
t < t0 and hence for all t < 0.
So we can assume that C = C ′. Consider, for any τ > 0, the solution
Στt := Σt+τ . The vertical displacement ℓ
τ of this solution’s profile curve
satisfies
Cτ := lim
t→−∞
(ℓτ (t) + t− log(−t)) > C
and hence Cτ > C ′. Arguing as above, we conclude that the regions
Ωτt bounded by Σ
τ
t satisfy Ω
′
t ⊂ Ωτt . Taking τ → 0, we conclude that
the two solutions must be identical. 
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