In 1977, Baillon and Haddad proved that if the gradient of a convex and continuously differentiable function is nonexpansive, then it is actually firmly nonexpansive. This result, which has become known as the Baillon-Haddad theorem, has found many applications in optimization and numerical functional analysis. In this note, we propose short alternative proofs of this result and strengthen its conclusion.
Introduction
Throughout, H is a real Hilbert space with scalar product · | · and induced norm · . Let C be a nonempty subset of H, let T : C → H, and let β ∈ ]0, +∞[. Then T is 1/β-cocoercive if (this property is also known as the Dunn property or inverse strong monotonicity) (∀x ∈ C)(∀y ∈ C) β x − y | T x − T x ≥ T x − T y 2 ,
and T is β-Lipschitz continuous if (∀x ∈ C)(∀y ∈ C) T x − T x ≤ β x − y 2 .
When β = 1, (1) means that T is firmly nonexpansive and (2) that T is nonexpansive. Cocoercivity arises in various areas of optimization and nonlinear analysis, e.g., [2, 5, 6, 9, 14, 15, 20, 23] . It follows from the Cauchy-Schwarz inequality that 1/β-cocoercivity implies β-Lipschitz continuity. However, the converse fails; take for instance T = − Id, which is nonexpansive but not firmly nonexpansive. In 1977, Baillon and Haddad showed that, if C = H and T is the gradient of a convex function, then (1) and (2) coincide. This remarkable result, which has important applications in optimization (see for instance [7, 21] ), has become known as the Baillon-Haddad theorem. The goal of our paper is to provide new insights into the Baillon-Haddad theorem. In Section 2, we propose a short new proof of Theorem 1.1 and present additional equivalent conditions, thus making a connection with lesser known parts of Moreau's classical paper [16] . In Section 3, we provide a second order variant of the Baillon-Haddad theorem that partially extends work by Dunn [9] .
Notation and background. Our notation is standard: Γ 0 (H) is the class of proper lower semicontinuous convex functions from H to ]−∞, +∞] and denotes infimal convolution. The conjugate of a function f : H → ]−∞, +∞] is denoted by f * , and its subdifferential by ∂f . For background on convex analysis, we refer the reader to [12, 17, 22] .
An enhanced Baillon-Haddad theorem
Let us start with some standard facts on Moreau envelopes and proximity operators; we refer the reader to Moreau's original paper [16] and to [1, 7, 18] for details and complements. Let ϕ ∈ Γ 0 (H) and let γ ∈ ]0, +∞[. The Moreau envelope of ϕ of index γ is the finite continuous convex function
Moreau's decomposition asserts that
The proximity operator (or proximal mapping) of f is the operator Prox ϕ = (Id +∂ϕ) −1 ; it maps each x ∈ H to the unique minimizer of the function y → ϕ(y) + q(x − y). The Moreau envelope env 1 (ϕ) is Fréchet differentiable with gradient ∇env 1 (ϕ) = Prox ϕ * . Hence, (4) yields
Moreover, Prox ϕ : H → H is firmly nonexpansive.
We are now ready to present the main result of this section, which strengthens the conclusion of Theorem 1.1 by providing four additional equivalent conditions and a short new proof.
, and set h = f * − q/β. Then the following are equivalent.
(i) f is Fréchet differentiable on H and ∇f is β-Lipschitz continuous.
(ii) βq − f is convex.
(vi) f is Fréchet differentiable on H and ∇f is 1/β-cocoercive.
Hence, ∇(βq−f ) = β Id −∇f is monotone and it follows that βq − f is convex (see, e.g., [22, Theorem 2.1.11]).
(ii)⇒(iii): Set g = βq − f . Then g ∈ Γ 0 (H) and therefore g = g * * . Accordingly,
Hence
where the last term is convex as a supremum of affine functions. Thus, h is convex.
(iii)⇒(iv): Since f ∈ Γ 0 (H) and h is convex, we have h ∈ Γ 0 (H), h * ∈ Γ 0 (H), and f = f * * = (h + q/β) * = h * βq = env 1/β (h * ) = βq − env β (h) • β Id, where the last identity follows from (4). (c) Let f 1 ∈ Γ 0 (H), let f 2 : H → R be convex and differentiable with a Lipschitz continuous gradient, and consider the problem of minimizing f 1 +f 2 . Without loss of generality (rescale), we assume that the Lipschitz constant of ∇f 2 is β = 1. A standard algorithm for solving this problem is the forward-backward algorithm [7, 20] x 0 ∈ H and (∀n ∈ N) x n+1 = Prox γnf 1 x n − γ n ∇f 2 (x n ) , 0 < γ n < 2.
Now set h 2 = f * 2 − q. Then it follows from the implication (i)⇒(v) that ∇f 2 = Id − Prox h * 2 . Hence, we can rewrite (9) as (10) This shows that the forward-backward algorithm (9) is actually a backward-backward algorithm. In particular, for γ n ≡ 1, we recover the basic backward-backward iteration
We conclude this section with an alternative formulation of the Baillon-Haddad theorem that brings into play Bregman distances. Recall that if ϕ ∈ Γ 0 (H) is Gâteaux differentiable on int dom ϕ = ∅, the associated Bregman distance D ϕ is defined by
Corollary 2.3 Let β ∈ ]0, +∞[, and let f : H → R be convex, Fréchet differentiable on H, and such that f * is Gâteaux differentiable on int dom f * = ∅. Then the following are equivalent.
(i) ∇f is β-Lipschitz continuous.
(ii) (∀x ∈ H)(∀y ∈ H) D f (x, y) ≤ βq(x − y).
(iii) (∀x * ∈ H)(∀y * ∈ H) βD f * (x * , y * ) ≥ q(x * − y * ).
Proof. (i)⇔(ii): Set g = βq −f . Then g is Fréchet differentiable on dom g = H and ∇g = β Id −∇f . Hence, it follows from the equivalence (i)⇔(ii) in Theorem 2.1 and (11) 
Then h is Gâteaux differentiable on int dom h = int dom f * , with ∇h = ∇f * − (1/β) Id. Hence, in view of the equivalence (i)⇔(iii) in Theorem 2.1 and (11),
A second order Baillon-Haddad theorem
Under the more restrictive assumption that the underlying convex function is twice continuously differentiable, we shall obtain in Theorem 3.3 a very short and transparent proof inspired by the work of Dunn [9] . We require two preliminary propositions. Proof. Let x ∈ C and let y ∈ H. Suppose that G is nonexpansive. For every t ∈ ]0, +∞[ sufficiently small, x + ty ∈ C and hence G(x + ty) − G(x) /t ≤ y . Letting t ↓ 0, we deduce that (∇G(x))y ≤ y . Since y was chosen arbitrarily, we conclude that ∇G(x) ≤ 1. Conversely, if y ∈ C, we derive from the mean value theorem (see, e.g., [8, Theorem 5.1.12] 
The main result of this section is a Baillon-Haddad theorem for twice continuously Fréchet differentiable convex functions. It extends [9, Theorem 4] , which assumed in addition that f has full domain and uniformly bounded Hessians. 
Hence, ⇔ ∇f is 1/β-cocoercive, (by (1)) and we obtain the conclusion.
In linear functional analysis, the following property is usually obtained via spectral theory. Proof. This is an application of Theorem 3.3 with f : H → R : x → x | Ax /2. Indeed, f is twice continuously Fréchet differentiable on H with ∇f = A, which is A -Lipschitz continuous.
Remark 3.5 It would be interesting to see whether Theorem 3.3 holds true when the second-order assumption is replaced by Fréchet differentiability. However, the natural approach by approximation does not appear to be applicable; see [4, Section 5] for pertinent comments.
