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The Multiplex Decomposition: An Analytic Framework for Multilayer Dynamical
Networks\ast 
Rico Berner\dagger , Volker Mehrmann\ddagger , Eckehard Sch\"oll\S , and Serhiy Yanchuk\ddagger 
Abstract. Multiplex networks are networks composed of multiple layers such that the number of nodes in all
layers is the same and the adjacency matrices between the layers are diagonal. We consider the
special class of multiplex networks where the adjacency matrices for each layer are simultaneously
triagonalizable. For such networks, we derive the relation between the spectrum of the multiplex
network and the eigenvalues of the individual layers. As an application, we propose a generalized
master stability approach that allows for a simplified, low-dimensional description of the stability
of synchronized solutions in multiplex networks. We illustrate our result with a duplex network
of FitzHugh--Nagumo oscillators. In particular, we show how interlayer interaction can lead to
stabilization or destabilization of the synchronous state. Finally, we give explicit conditions for the
stability of synchronous solutions in duplex networks of linear diffusive systems.
Key words. multiplex networks, multiplex decomposition, coupled oscillators, master stability function, com-
plex networks
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1. Introduction. Complex networks are well established models in science and technology,
with a wide range of applications from physics, chemistry, biology, neuroscience, as well as
engineering and socioeconomic systems [57]. Much work has been devoted to understanding
the statistical and topological properties of complex connectivity structures [1, 23] and the
collective dynamics on these structures [17]. This study focuses on synchronization which
is a particularly important type of collective dynamics [66] playing an important role in the
theory of complex dynamical systems, e.g., power grids or neural systems [17, 54]. One of the
most powerful methodologies to study the synchronization on complex network structures is
the master stability approach [65]. Since its introduction, this methodology has been further
developed and extended [16, 88, 24, 48, 61] and is still under continuous investigation [13, 18,
42, 56, 58].
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A recent focus in the field of complex dynamical networks are multilayer networks [7,
15, 31, 46, 69]. A prominent example are social networks, which can be described as groups
of people with different patterns of contacts or interactions between them [2, 39]. Other
applications include communication, supply and transportation networks, e.g., subway or
airline networks [19]. In neuroscience, multilayer networks represent, for example, interactions
of neurons by the transport of nutrition and metabolic resources [59, 93] or the modular
connectivity structure of the human brain [4, 75, 91]. A special case of multilayer networks
are multiplex topologies, where each layer contains the same set of nodes and there are only
pairwise connections between corresponding nodes from different layers. These structures
possess remarkable and analytically accessible properties that have been widely studied and
used to understand real-world networks [6, 5, 83, 14, 30, 55, 70].
Collective dynamics on multilayer and multiplex networks has been extensively analyzed
over the last years. Various forms of synchronization patterns have been described such as
complete [32, 90, 82], cluster [33], intralayer [71], interlayer [50], and relay synchronization [35,
49, 79, 78, 94, 81]. It was shown how the interaction of two layers can be used to induce and
control certain types of dynamical phenomena such as phase cluster states [11], solitary [53]
and chimera states [37, 52, 60, 62, 76, 77], explosive synchronization [98], congestion [85],
stochastic and coherence resonance [80, 95]. Recently, intimate relations between adaptive
and multilayered coupling structures have been elucidated [12, 9, 10, 44, 43, 67].
Other important topics are diffusive dynamics [20, 40, 73], spreading processes [27, 86, 92],
and social interactions [41] on multiplex networks. Here, in particular, the network structure
characterized by the spectral properties is of crucial relevance [26, 28, 70, 84]. For example,
the maximal Laplacian eigenvalue can be directly linked to the epidemic threshold in models
of infection spreading [86]. By using perturbation methods, analytically interesting features
for weak and strong interacting layers were found in [84]. However, little is known for the full
range of interactions.
In this paper we introduce a method, which we call multiplex decomposition. This frame-
work allows for a rigorous description of the spectral properties of multiplex networks. For this,
we establish a connection between the eigenvalues of multiplex networks and the eigenvalues
of the individual layers for the special case when the adjacency matrices of individual layers
are simultaneously triagonalizable. This holds in particular if they are pairwise commuting.
The multiplex decomposition allows us to greatly simplify the study of synchronization on
multiplex networks. Namely, we show how the master stability function, which describes the
stability of synchronization in the multiplex network, can be derived from the master stability
function for the individual layer.
This article is organized as follows. In section 2 we provide a brief introduction to the syn-
chronization problem in complex networks of coupled oscillators. Subsequently, in section 3,
we introduce the multiplex networks. In section 4 we present and analyze the multiplex
decomposition method. In the subsequent section 5 various applications of the multiplex de-
composition are provided. More precisely, we establish a generalized framework for the master
stability approach on multiplex networks, illustrate the generalized master stability approach
for a network of FitzHugh--Nagumo oscillators, and provide an analytic description for the
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2. Single layer networks: The synchronization problem. We consider dynamical net-
works where a single layer is described by the following system:
d\bfitx i
dt
= F (\bfitx i) - 
N\sum 
j=1
aijH(\bfitx i  - \bfitx j).(2.1)
Here \bfitx i = [xi,1, . . . , xi,d]
T \in \BbbR d is the state vector of the ith node, i = 1, . . . , N , the network
connectivity structure is given by the real N \times N adjacency matrix A = [aij ]. The functions
F and H describe the local dynamics and the coupling between different nodes, respectively.
We further assume H(0) = 0. The coupling via the difference of the state variables \bfitx i  - \bfitx j is
called diffusive and has been extensively studied in the literature; see, e.g., [8, 65, 68, 96].
For the network structure given by the adjacency matrix A, we only assume that it is
(strongly) connected [47]. However, for all examples given below, we use the particular class
of nonlocally coupled ring networks given by A = [aij ] with
aij =
\Biggl\{ 
\kappa for 0 < | i - j| \leq P or | i - j| \geq N  - P,
0, otherwise.
(2.2)
This means that any two oscillators on the ring are coupled if their indices i and j are
separated at most by the coupling radius P . The adjacency matrix (2.2) defines a nonlocal
ring structure with coupling range P including two special cases: a local ring for P = 1 and
a globally coupled network for P = N/2 if N is even, or P = (N + 1)/2 otherwise. Note
that self-couplings are excluded, since aii = 0. The adjacency matrix defined by (2.2) is a
symmetric circulant matrix [25] and therefore has constant row sum
\sum N
j=1 aij = 2P\kappa for all
i = 1, . . . , N .
In the following, for numerical illustrations, we use networks of coupled FitzHugh--Nagumo
oscillators that are well-known paradigmatic models for excitable neuronal systems [22, 38, 72,
89, 97]. Note that while the FitzHugh--Nagumo model was originally developed as a simplified
model of a single neuron, it is also often used as a generic model for excitable media on a
coarse-grained level [21, 87].
The local dynamics is given by










and the coupling function between the nodes by












where \epsilon describes the timescale separation between the fast activator variable u and the slow
inhibitor variable v [36]. Depending on the threshold parameter a, each uncoupled node
may exhibit excitable behavior (| a| > 1) or self-sustained limit cycle oscillations (| a| < 1),
separated by a Hopf bifurcation at | a| = 1. We use the FitzHugh--Nagumo model in the
oscillatory regime and fix the threshold parameter at a = 0.5 sufficiently far from the Hopf
bifurcation point.
The coupling function is chosen as a rotation matrix to parametrize the possibility of
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simulations, we choose \varphi = \pi 2 - 0.1, causing dominant activator-inhibitor cross-coupling, which
is a commonly employed mechanism in biology [45]. Physically, this means that neuronal areas
are coupled with a coupling phase lag \varphi [63]. The coupling phase has been shown to be crucial
for the modeling of nontrivial partial synchronization patterns in the Kuramoto model [64]
and the FitzHugh--Nagumo model [63].
Subsequently, we discuss complete synchronization defined as follows.
Definition 2.1. A solution of (2.1) is called synchronous if \bfitx i(t) = \bfits (t) for all i = 1, . . . , N ,
all t within a considered time interval (e.g., \BbbR ) and some function \bfits (t).
It is easily verified that system (2.1) possesses a synchronous solution if \bfits (t) solves
\.\bfits = F (\bfits ). The local stability of the synchronous solution can be analyzed by studying the
linearization of system (2.1) around \bfits (t). This linearized (Nd)-dimensional system is given
by
\.\bfitxi = [\BbbI N \otimes DF (\bfits ) - L\otimes DH(0)] \bfitxi ,(2.5)
where \otimes denotes the Kronecker product (see, e.g., [51]), D denotes the derivative, and \bfitxi =
\bfitx  - \^1N \otimes \bfits with \bfitx = [\bfitx 1, . . . ,\bfitx N ]T , \^1N = [1, . . . , 1]T \in \BbbR N . The Laplacian matrix is defined
as
L =
\left[   
\sum N
j=1 a1j
. . . \sum N
j=1 aNj
\right]    - A.
In accordance with the master stability approach [65], system (2.5) can be block diagonalized
if the Laplacian matrix L is diagonalizable; i.e., there exists a unitary matrix Q such that
L = QDLQ
H , with diagonal matrix DL. Here the superscript H indicates the Hermitian
conjugate. Hence, the local stability of the synchronous solution is determined by N equations
of dimension d
\.\bfitzeta i = [DF (\bfits ) - \lambda iDH(0)] \bfitzeta i,(2.6)
where \lambda i \in \sigma (L), i = 1, . . . , N and \bfitzeta = Q\bfitxi = [\bfitzeta 1, . . . , \bfitzeta N ]T . Here, by \sigma (L) we denote the
spectrum, i.e., the set of eigenvalues of L, also called Laplacian eigenvalues of the network. The
local stability of the synchronous solution is determined by the largest Lyapunov exponent
\Lambda \in \BbbR of system (2.6). The solution is linearly stable if \Lambda (\lambda i) < 0 for all i = 1, . . . , N ; it is
unstable if there exists at least one \lambda i such that \Lambda (\lambda i) > 0. The master stability function [65] is
defined as the largest Lyapunov exponent \Lambda (\lambda ), \lambda \in \BbbC , of the system \.\zeta = [DF (\bfits ) - \lambda DH(0)] \zeta .
Once the master stability function is known, the stability of the synchronous solution can be
deduced for any coupling structure by simply evaluating the master stability function at the
points \lambda i, i = 1, . . . , N .
In Figure 1(a,b), we present the numerically computed master stability function of a
network of FitzHugh--Nagumo oscillators along with the Laplacian eigenvalues for two different
network realizations. From the figures, we are able to infer that the synchronous solution is
unstable for the locally coupled ring network in Figure 1(a) and stable for the nonlocally
coupled ring network (P = 3) in Figure 1(b). In order to verify the stability features, we
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Figure 1. The synchronization problem in networks of FitzHugh--Nagumo oscillators. (a, b) The master
stability function \Lambda (\lambda ) for a network of FitzHugh--Nagumo oscillators characterized by (2.3) and (2.4). Addi-
tionally, in (a) and (b), the Laplacian eigenvalues are plotted as dots in black and red for the locally (P = 1)
and nonlocally (P = 3) coupled ring networks illustrated in the inset in the upper right corner, respectively.
(c) The time series of the synchronization error E(t) for simulations of coupled FitzHugh--Nagumo oscillators
starting from a perturbed synchronized solution. The colors of the lines correspond to the colors of the dots in
(a) and (b), respectively. Other parameters: N = 12, a = 0.5, \epsilon = 0.05, \varphi = \pi /2 - 0.1, and \kappa = 1/N .
we use a slightly perturbed synchronous solution as the initial condition. For the visualization
of the simulation results, we use the synchronization error E(t) in order to quantify whether a
network of oscillators achieves synchronization or not. The synchronization error is given by
E(t) =













Note that the value of E(t) tends to zero if the solution of (2.1) tends to the synchronous
solution. In Figure 1(c) it is clearly visible that the numerical solution diverges from (black
line) and converges to (red line) the synchronous solution for the locally coupled network and
nonlocally coupled ring network, respectively. This is in accordance with the master stability
function.
In this section, we have outlined the interplay of the network structure and the dynamics
with regard to the synchronous collective behavior of interacting agents. In the following
section, we lift this problem of synchronization to multiplex network structures and show how
the results for single layers can be used to obtain synchronization conditions for multiplex
networks.
3. Multiplex networks. Multilayer networks are networks where the whole set of nodes
is divided into subsets which are said to belong together for various reasons. The induced
subnetworks are then called layers. From the mathematical perspective, multilayer networks
are simply networks. However, the special structure of a multilayer network, i.e., the partition
into several subsets of nodes, has recently been considered to be very important in order to
describe the dynamics on real-world networks [29, 34]. For reviews on multilayer networks
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Figure 2. Illustrations of a duplex (M = 2) (a) and a triplex (M = 3) (b) network. In example (b), the
layers A1 and A3 are not connected, i.e., \kappa 13 = \kappa 31 = 0.
In the following, we consider so-called multiplex networks which form a particular class
of multilayer networks. These consist of M \in \BbbN layers of N nodes where the connectivity
structure within the layer is given by adjacency matrices A\ell (\ell = 1, . . . ,M). These adjacency
matrices determine the (directed) intralayer network structures. The connectivity between the
layers is determined by the (directed) interlayer coupling structure expressed by an M \times M
matrix
\scrS =
\left[      







. . . \kappa M - 1,M
\kappa M,1 \cdot \cdot \cdot \kappa M,M - 1 0
\right]      .(3.1)
If two layers k and \ell are connected, the corresponding entry \kappa k,\ell \not = 0 indicates the strength of
their connection. We restrict ourselves to multiplex networks, where all layers are connected
in a one-to-one manner which is expressed by the identity matrix \BbbI N . An illustration of a
duplex (M = 2) and a triplex (M = 3) network is provided in Figure 2. Without loss of
generality, we assume that the layers do not have self-interconnection, i.e., \kappa \ell ,\ell = 0 for all \ell .
A general algebraic representation of multilayer networks can be achieved by multilinear
forms, i.e., tensor structures [31]. By flattening these tensors, however, a representation via an
adjacency matrix is obtained. Here flattening means that one can relate a finite dimensional
tensor space to another finite dimensional vector space via an isomorphism; see [46]. In this
context, the flattened representation takes the following block matrix form
A(M) =
\left[      







. . . \kappa M - 1,M \BbbI 
\kappa M,1\BbbI \cdot \cdot \cdot \kappa M,M - 1\BbbI AM
\right]      = \scrA + \scrS \otimes \BbbI ,(3.2)
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Although the described classes of multiplex networks possess a relatively simple form, they
are far from completely understood from an analytic point of view. In the next section, we
analyze the spectrum of such multiplex networks.
4. The multiplex decomposition. In this section, using the spectra \sigma (Ak) of the individ-
ual layers, we analyze the spectrum \sigma (A(M)) for the class of multiplex networks introduced in
the previous section. We recall the basic fact that any square complex matrix A is unitarily
similar to an upper triangular matrix TA, i.e., A = QTAQ
H , the Schur form; see, e.g., [51].
Note further that if A is normal, i.e., AHA = AAH , then the Schur form is even diagonal.
Further more, we call two matrices A and B simultaneously triagonalizable if there exists a
unitary matrix Q such that TA = Q
HAQ and TB = Q
HBQ are triangular matrices. In partic-
ular, if A and B commute, they are simultaneously triagonalizable. With these preliminaries,
we can state the following result.
Proposition 4.1. If the set of matrices A\ell ,k \in \BbbC N\times N , k, \ell = 1, . . . ,M are simultaneously
triagonalizable, then the block matrix
A =
\left[   A1,1 \cdot \cdot \cdot A1,M... . . . ...
AM,1 \cdot \cdot \cdot AM,M
\right]   (4.1)
is unitarily similar to
T =
\left[   TA1,1 \cdot \cdot \cdot TA1,M... . . . ...
TAM,1 \cdot \cdot \cdot TAM,M
\right]   ,
where the blocks TAk,\ell are the (common) Schur forms of the matrices Ak,\ell with respect to a
common unitary matrix Q. More specifically,
A = diag (Q, \cdot \cdot \cdot , Q) T diag
\bigl( 
QH , \cdot \cdot \cdot , QH
\bigr) 
.(4.2)
Proof. All Ak,\ell can be transformed to (a common) Schur form with the same Q [51],
i.e., Ak,\ell = QTAk,\ell Q
H . The assertion then follows by applying the block diagonal matrices
diag (Q, \cdot \cdot \cdot , Q) and diag
\bigl( 
QH , \cdot \cdot \cdot , QH
\bigr) 
from the left and right, respectively.
For the multiplex network (3.2), Proposition 4.1 yields the following result.
Corollary 4.2. Let A(M) be the multiplex adjacency matrix (3.2) with simultaneously triag-
onalizable matrices A\ell , \ell = 1, . . . ,M , and the interlayer coupling matrix \scrS as in (3.1). Then,
A(M) is unitarily similar to
B =
\left[      







. . . BN - 1,N
0 \cdot \cdot \cdot 0 BN,N
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where
Bi,i =
\left[   (\lambda 1)i 0. . .
0 (\lambda M )i
\right]   + \scrS =
\left[      







. . . \kappa M - 1,M
\kappa M,1 \cdot \cdot \cdot \kappa M,M - 1 (\lambda M )i
\right]      ,(4.4)
and (\lambda \ell )i is the ith eigenvalue of A\ell corresponding to a (common) Schur form A\ell under a
common unitary transformation Q.
In particular, \sigma (A(M)) is given as the union of the spectra of the N matrices Bi,i, i =
1, . . . , N , which are of dimension M \times M , and are functions of the eigenvalues (\lambda l)i of the
layer Laplacians, i.e.,




\left(   
\left[   (\lambda 1)i 0. . .
0 (\lambda M )i
\right]   + \scrS 
\right)   .
Proof. Since all A\ell and \kappa \ell ,k\BbbI are simultaneously triagonalizable, Proposition 4.1 implies
that A(M) is unitarily similar to the matrix\left[   TA1 0. . . ...
0 TAM
\right]  
+ \scrS \otimes \BbbI .(4.6)
By employing the perfect-shuffle permutation matrix (see, e.g., [51]), we see that (4.6) is
unitarily similar to (4.3)--(4.4). The off-diagonal matrices Bi,j (i = 1, . . . , N  - 1;N \geq j > i)
consist of the off-diagonal elements of the matrices TAk . The triangular block matrix form is
therefore inherited from the matrices TAk .
We call the relation (4.5) the multiplex decomposition. Note that the multiplex decom-
position is in general not restricted to adjacency matrices alone. In fact, it can be used
for Laplacian or more general types of matrices as long as the individual matrices A\ell are
simultaneously triagonalizable.
In the special case that all layers are identical, i.e., L1 = \cdot \cdot \cdot = LM = L with eigenvalues
\lambda 1, . . . , \lambda N and the eigenvalues of \scrS are given by \rho 1, . . . , \rho M , then
\sigma (A(M)) = \{ \lambda i + \rho j \in \BbbC : \lambda i \in \sigma (L), \rho j \in \sigma (\scrS )\} ,
and each eigenvalue of the multiplex network has the simple form \lambda i+\rho j for some i = 1, . . . , N
and j = 1, . . . ,M . This observation is a special case of the well-known theorem of Stephanos;
see, e.g., [51].
In the following, we illustrate the multiplex decomposition for a duplex system. Suppose
that A1, A2 \in \BbbR N\times N and \kappa ij \in \BbbR (i, j = 1, 2). Then, the 2N \times 2N block matrix
A(2) =
\biggl[ 
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(\lambda 1)i \kappa 12
\kappa 21 (\lambda 2)i
\biggr] 
;(4.8)
i.e., the eigenvalues of the duplex network A(2) can be found by solving the N quadratic equa-
tions
\mu 2  - ((\lambda 1)i + (\lambda 2)i)\mu + (\lambda 1)i(\lambda 2)i  - \kappa 12\kappa 21 = 0, i = 1, . . . , N,(4.9)
where (\lambda 1)i and (\lambda 2)i are the corresponding eigenvalues of A1 and A2 that are ordered according
to their (common) Schur forms resulting from a common unitary transformation Q.
If the duplex network corresponds to a master-slave configuration, i.e., either \kappa 12 = 0 or
\kappa 21 = 0, then the eigenvalues of the duplex network are given by the eigenvalues of the individ-
ual layers \sigma (A(2)) = \sigma (A1)\cup \sigma (A2). Analogous statements hold for master-slave configurations
with arbitrary number of layers.
In summary, for the discussed special class of multiplex networks, the spectrum is deter-
mined by the eigenvalues of the corresponding layers. In the following, we use these results
to simplify the master stability approach for multiplex networks.
5. Applications of the multiplex decomposition. In this section we provide two perspec-
tives where the derived multiplex decomposition can be used to generalize existing results and
make others analytically accessible.
5.1. The master stability approach for multiplex networks: General results. Since the
introduction of the master stability approach [65], this methodology has been successfully
used to describe the synchronization phenomena in complex networks [16, 24, 48] and is even
today under constant investigation [13, 18, 56]. In [84, 90], the master stability function for
dynamical systems on multiplex networks was analyzed for a diffusive system of the form
d\bfitx \ell i
dt





i  - \bfitx \ell j) - 
M\sum 
k=1
\kappa \ell ,kG(\bfitx 
\ell 
i  - \bfitx ki ),(5.1)
where \bfitx \ell i \in \BbbR d is the state vector of the ith node of the \ell th layer whose connectivity structure
is given by the entries of the real (intralayer) adjacency matrix A\ell = [a
\ell 
ij ]. The functions F ,
H, and G describe the local dynamics, the coupling between the systems of the same layer,
and the coupling between the systems of different layers, respectively. We further assume that
G(0) = H(0) = 0. The values \kappa k,\ell (k \not = \ell ) are interlayer coupling constants.
The synchronous solution of (5.1) is given by a solution \bfits (t) of \.\bfits = F (\bfits ), and the master
stability function can be obtained from the variational equation
\.\bfitxi =
\bigl( 
\BbbI NM \otimes DF (\bfits ) - \scrL \mathrm{i}\mathrm{n}\mathrm{t}\mathrm{r}\mathrm{a} \otimes DH(0) - \scrL \mathrm{i}\mathrm{n}\mathrm{t}\mathrm{e}\mathrm{r} \otimes DG(0)
\bigr) 
\bfitxi .(5.2)
Here, \bfitxi = \bfitx  - \^1M \otimes \^1N \otimes \bfits and \bfitx = [\bfitx 1, . . . ,\bfitx M ]T with \bfitx \ell = [\bfitx \ell 1, . . . ,\bfitx \ell N ]T . The intralayer
Laplacian is defined as
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with
L\ell =









\right]    - A\ell .
The interlayer Laplacian is defined as
\scrL \mathrm{i}\mathrm{n}\mathrm{t}\mathrm{e}\mathrm{r} = \scrL \scrS \otimes \BbbI N =
\left(   
\left[   
\sum M
\ell =1 \kappa 1,\ell 
. . . \sum M
\ell =1 \kappa M,\ell 
\right]    - \scrS 
\right)   \otimes \BbbI N ,(5.3)
where \scrS is the interlayer coupling structure as in (3.2). Further details on the system (5.2) are
given in [90], where it was shown that if \scrL \mathrm{i}\mathrm{n}\mathrm{t}\mathrm{r}\mathrm{a} and \scrL \mathrm{i}\mathrm{n}\mathrm{t}\mathrm{e}\mathrm{r} commute, then the master stability
equation for system (5.2) reads
\.\bfitzeta i = [DF (\bfits ) - \lambda iDH(0) - \gamma jDG(0)] \bfitzeta i,
where \bfitzeta i \in \BbbC d, and \lambda i and \gamma j are eigenvalues of \scrL \mathrm{i}\mathrm{n}\mathrm{t}\mathrm{r}\mathrm{a} and \scrL \mathrm{i}\mathrm{n}\mathrm{t}\mathrm{e}\mathrm{r}, respectively. In the special
case DH(0) = DG(0), the master stability equation can be reduced to
\.\bfitzeta = [DF (\bfits ) - (\lambda i + \gamma j)DH(0)] \bfitzeta .(5.4)
Equation (5.4) is called the master stability equation for the composite system, where a single
supra-Laplacian matrix \scrL \mathrm{s}\mathrm{u}\mathrm{p}\mathrm{r}\mathrm{a} = \scrL \mathrm{i}\mathrm{n}\mathrm{t}\mathrm{r}\mathrm{a} + \scrL \mathrm{i}\mathrm{n}\mathrm{t}\mathrm{e}\mathrm{r} describes the network topology [31, 46].
Note that a sufficient but not necessary condition that the matrices \scrL \mathrm{i}\mathrm{n}\mathrm{t}\mathrm{r}\mathrm{a} and \scrL \mathrm{i}\mathrm{n}\mathrm{t}\mathrm{e}\mathrm{r}
commute is that the layers are identical L1 = \cdot \cdot \cdot = LM . Using Corollary 4.2 for the composite
system, the master stability function can be analyzed under weaker conditions.
Proposition 5.1. Consider the variational equation (5.2) with coupling functions satisfying
DH(0) = DG(0). Suppose further that all L\ell , \ell = 1, . . . ,M are simultaneously triagonalizable,
with corresponding ith eigenvalues (\lambda \ell )i of the Laplacian matrix L\ell (in its common Schur
form). Then, the local stability of (5.2) is implied by the local stability of the N systems
\.\bfitzeta = [DF (\bfits ) - \psi iDH(0)] \bfitzeta ,(5.5)
for \psi i = \psi ((\lambda 1)i, . . . , (\lambda M )i), i = 1, . . . , N , where (\lambda \ell )i is the ith eigenvalue of the Laplacian
matrix L\ell and the mappings \psi i = \psi ((\lambda 1)i, . . . , (\lambda M ))i are defined via the eigenvalues of the
matrix \left(   
\left[   (\lambda 1)i  - \psi i 0. . .
0 (\lambda M )i  - \psi i
\right]   + \scrL \scrS 
\right)   ,(5.6)
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Proof. UsingDH(0) = DG(0), the variation equation for (5.2) on the synchronous solution
\bfits (t) is given by
\.\bfitxi = [\BbbI NL \otimes DF (\bfits ) - \scrL \mathrm{s}\mathrm{u}\mathrm{p}\mathrm{r}\mathrm{a} \otimes DH(0)] \bfitxi .
By assumption all L\ell (\ell = 1, . . . ,M) are pairwise commuting, and \scrL \mathrm{i}\mathrm{n}\mathrm{t}\mathrm{e}\mathrm{r} is an M \times M block
matrix with blocks that are N \times N identity matrices multiplied by scalars. Hence, Propo-
sition 4.1 can be applied to (\scrL \mathrm{s}\mathrm{u}\mathrm{p}\mathrm{r}\mathrm{a}  - \BbbI M \cdot N ). Similarly to Corollary 4.2, the eigenvalues are
those of \sigma [diag ((\lambda 1)i, . . . , (\lambda M )i) + \scrL \scrS ] . In contrast to Corollary 4.2, here the matrix \scrL \scrS ap-
pears instead of \scrS , since, due to the diffusive coupling, the interlayer coupling \scrL \mathrm{i}\mathrm{n}\mathrm{t}\mathrm{e}\mathrm{r} involves
the Laplacian \scrL \scrS . The eigenvalues are then determined from the characteristic equation
det (\scrL \mathrm{s}\mathrm{u}\mathrm{p}\mathrm{r}\mathrm{a}  - \lambda \BbbI M \cdot N ) as in (5.6).
Proposition 5.1 yields a powerful tool to investigate not only the influence of the multiplex
network structure on the stability of the synchronous solution but also the impact of different
layer topologies.
As an example, we consider duplex systems with simultaneously triagonalizable L1 and
L2. Then, the supra-Laplacian has the form
\scrL \mathrm{s}\mathrm{u}\mathrm{p}\mathrm{r}\mathrm{a} =
\biggl[ 
L1 + \kappa 12\BbbI  - \kappa 12\BbbI 
 - \kappa 21\BbbI L2 + \kappa 21\BbbI 
\biggr] 
.
Knowing the eigenvalues of L1 and L2, the master stability function parameter is determined
using (5.6). Equation (5.6) possesses four solutions.
Since L1 and L2 are Laplacian matrices, they each have at least one zero eigenvalue
corresponding to the N -dimensional eigenvector \^1 = [1, . . . , 1]T . Denote the other eigenvalues
by \lambda 1 and \lambda 2, respectively.
As a result, we obtain two solutions of (5.6): \mu 1 = 0 and \mu 2 = \kappa 1,2 + \kappa 2,1. The first value
\mu 1 = 0 corresponds to the (multiplex) neutral eigenvector [\^1, \^1]
T and the second is induced
by the duplex structure and is completely independent of the individual layer topologies. It
corresponds to the eigenvector [\^1, - \^1]T . The other eigenvalues \mu 3,4 of the supra-Laplacian
matrix \scrL \mathrm{s}\mathrm{u}\mathrm{p}\mathrm{r}\mathrm{a} are given by the nonlinear mappings
\mu 3,4(\lambda 1, \lambda 2) =





(\lambda 1  - \lambda 2 + \kappa 12  - \kappa 21)2 + 4\kappa 12\kappa 21.(5.7)
In the following, we consider two special cases. First, we assume that there is no connection
from the second to the first layer. Then we have a master-slave set-up which means that
\kappa 12 = 0. With this, the master stability function parameter is \mu 3(\lambda 1, \lambda 2) = \lambda 1 and \mu 4(\lambda 1, \lambda 2) =
\lambda 2+\kappa 21. In this case, the stability of a synchronous solution in the duplex network is reduced
to the pure one-layer system. The stability in the duplex system is determined by the spectrum
of the individual layer topologies where only in the second layer the spectrum is shifted by
\kappa 21 due to the interaction.
The second case starts from the consideration in [90] and assumes identical layers L1 = L2,
and hence \lambda = (\lambda 1)i = (\lambda 2)i for all i = 1, . . . , N . Taking this into account, the equations for
the master stability function parameter (5.7) yield
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Figure 3. Derivation of the master stability function for the duplex network with undirected layer networks.
(a) The master stability function \Lambda (\lambda ) for a network of FitzHugh--Nagumo oscillators (2.3)--(2.4). (b, c) Two
(partial) master stability functions \Lambda (\mu j(\lambda 1, \lambda 2)), j = 3, 4 are shown, where the mappings \mu j(\lambda 1, \lambda 2) are given
by (5.7) for real \lambda 1 and \lambda 2. (d) The simplified master stability function of the duplex network depending on
real eigenvalues \lambda j of the Laplacian for the individual layers. Parameters: a = 0.5, \epsilon = 0.05, \varphi = \pi /2  - 0.1,
\kappa 12 = \kappa 21 = 0.2.
where \rho 3 = 0 and \rho 4 = \kappa 12+\kappa 21 are the eigenvalues of \scrL \scrS . Hence, \rho 1,2 are also eigenvalues of
the supra-Laplacian, since L1 possess at least one zero eigenvalue. Note that due to the zero
eigenvalue of the Laplaciancs Li, it holds in general that the eigenvalues of \scrL \scrS are part of
the eigenspectrum of \scrL \mathrm{s}\mathrm{u}\mathrm{p}\mathrm{r}\mathrm{a}, even if the layer Laplacians are not simultaneously triagonaliz-
able [84]. In this sense, we have generalized this statement and shown that the eigenvalues of
multiplex networks with identical layers are exactly the eigenvalues of the single layers shifted
by the eigenvalues of the interlayer Laplacian.
5.2. FitzHugh--Nagumo oscillators on duplex networks. In this section, we show how the
simplified master stability approach of section 5.1 can be applied to the duplex network (4.7)
of coupled FitzHugh--Nagumo oscillators as introduced in section 2.
When considering the layers (l = 1, 2) of the duplex separately, the master stability
function \Lambda (\lambda l) can be calculated. This function takes the same form for each layer, and, for
our illustrative example of coupled FitzHugh--Nagumo oscillators, it is shown in Figure 3(a).
We recall that the master stability function does not depend on the network structure.
Consider further two layers whose networks are undirected, i.e., the layers possess symmet-
ric adjacency matrices. Then, the Laplacian eigenvalues \lambda l for each layer are real. Restricting
ourselves to undirected networks for each layer, we can use the two mappings \mu 3(\lambda 1, \lambda 2)
and \mu 4(\lambda 1, \lambda 2) as given in (5.7) to calculate the master stability parameters for the duplex
network.
Using (5.7) for real \lambda 1,2 and the master stability function in Figure 3(a), we obtain the
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Figure 4. The partial and the simplified master stability function of the duplex network with undirected
layer networks for different interlayer coupling strengths. (a, b) and (d, e) The two (partial) master stability
functions corresponding to (c) and (f), respectively. In (c) and (f), the simplified master stability functions of
the duplex network are shown for \kappa 12 = 0.7, \kappa 21 = 0.9 and \kappa 12 = 0.2, \kappa 21 =  - 0.3, respectively. The color code
is the same as in Figure 3. Other parameters: a = 0.5, \epsilon = 0.05, \varphi = \pi /2 - 0.1.
depending on the eigenvalues in the individual layers. These two (partial) master stability
functions are shown in Figure 3(b, c).
Finally, the master stability function of the duplex network is given as the maximum
\Lambda \mathrm{d}\mathrm{u}\mathrm{p}\mathrm{l}\mathrm{e}\mathrm{x}(\lambda 1, \lambda 2) = maxj=3,4 \Lambda (\mu j(\lambda 1, \lambda 2)); see Figure 3(d). Importantly, the obtained duplex
master stability function depends only on the eigenvalues of the individual layers.
The discussed approach simplifies the application of the master stability function for du-
plex networks significantly. Instead of computing 2N eigenvalues for the duplex network
for each combination of any two layers individually, we provide a complete mapping that
depends on the characteristic of the individual layers. Therefore, the multiplex decompo-
sition allows for a reduction from a multilayered system to a system with only a single
layer. The master stability approach, moreover, reduces the single layer dynamical system
even further to the dynamics of a single node. We note that the simplified master stabil-
ity function for the duplex network shown in Figure 3(d) depends on the interlayer coupling
strengths \kappa 12 and \kappa 21. In Figure 4, we provide two different examples of the master sta-
bility function of the duplex network for two particular choices of the interlayer coupling
strengths.
We have derived the simplified master stability function for a duplex network for fixed
values of the interlayer coupling strengths \kappa 12 and \kappa 21. Hence, for two given simultaneously
triagonalizable layers and undirected network structure, we are able to determine the local
stability of the synchronous solution by looking at the Lyapunov exponents in Figure 3(c) for
the 2N Laplacian eigenvalues of the individual layers.
In Figure 5 we show how the stability can change with the variation of the coupling
strengths. We consider two duplex networks consisting of two layers. The first layer is a
globally coupled network where the coupling strengths for all links is equal to \kappa G. The second
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Figure 5. Stability of the synchronous solution depending on the interlayer coupling structure. (a) and (d)
show the duplex network structure considered for (b, c) and (e, f), respectively. (b) and (e) show the master
stability function for a network of FitzHugh--Nagumo oscillators characterized by (2.3) and (2.4) along with the
Laplacian eigenvalues of networks shown in (a) and (d). (c) and (f) show the maximal Lyapunov exponents for
the synchronous solution depending on the interlayer coupling strengths \kappa 12 and \kappa 21. The crosses corresponds
to the parameter values used for the analysis in Figure 6. The color code is the same as in Figure 3. Other
parameters: a = 0.5, \epsilon = 0.05, and \varphi = \pi /2 - 0.1.
equal to \kappa R. The destabilization with varying \kappa G and \kappa R can be simply analyzed using the
introduced duplex master stability function.
The upper panel with Figure 5(a, b, c) corresponds to the intralayer coupling (2.2) with
\kappa G = \kappa R = 1/12 for both layers. The lower panel corresponds to the coupling strengths (2.2)
with \kappa G = 1/12 for the first layer and \kappa R = 1/24 for the second one.
Figures 5(b) and 5(e) show the master stability function \Lambda (\alpha + i\beta ) for a network of
FitzHugh--Nagumo oscillators. The function is the same for both cases. Additionally, the
Laplacian eigenvalues \lambda \ell of the individual layers are plotted as colored nodes. Note that the
eigenvalues are scaled by the intralayer coupling strengths \kappa G and \kappa R. From Figure 5(b) it is
clear that the single layers corresponding to Figure 5(a) possess stable synchronous solutions
if they are uncoupled, i.e., \kappa 12 = \kappa 21 = 0. For the lower panel, Figure 5(e) shows that the
synchronous solution is linearly unstable for the uncoupled layers.
Figure 5(c, f) shows the maximal Lyapunov exponents for the respective networks in Fig-
ure 5(a, d) depending on the interlayer coupling strengths \kappa 12 and \kappa 21. Even though the
individual layers of Figure 5(a) would possess stable synchronous solutions for \kappa 12 = \kappa 21 = 0,
there are interlayer coupling structures that yield a positive Lyapunov exponent in Figure 5(c).
Thus, the interaction of two layers can give rise to destabilization of the synchronous solu-
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 6. Time series of the synchronization error E(t) for simulations of coupled FitzHugh--Nagumo
oscillators starting from a perturbed synchronized solution. The colors of the lines correspond to the colors of
the dots in Figure 5(c, f). (a--d) correspond to Figure 5(f) and (e--h) correspond to Figure 5(f). All parameters
are as in Figure 5.
alone would possess an unstable synchronous solution, there are regions in Figure 5(f) with
negative maximal Lyapunov exponent. Hence, the interaction of two layers may stabilize the
synchronous solution.
In order to verify the findings in Figure 5(c, f), we integrate the coupled system of
FitzHugh--Nagumo oscillators numerically for different values of the interlayer coupling strength,
where we start from a slightly perturbed synchronous solution. The considered values for \kappa 12
and \kappa 21 are displayed in Figure 5(c, f). As in Figure 1, the synchronization error (2.7) is
used to show the synchronization of the network where E = 0 corresponds to the synchro-
nous solution. The results of the simulation are presented in Figure 6. In Figure 6, the
first row corresponds to simulation of the network shown in Figure 5(a), and the second row
corresponds to simulation of the network shown in Figure 5(d). The numerical results verify
our analytical findings and the effects of the destabilization and stabilization of synchronous
solutions through multiplexing.
Summarizing, in this section we have employed the novel multiplex master stability func-
tion, developed in section 5.1, to a duplex network of FitzHugh--Nagumo oscillators. We
have shown explicitly how a master stability function for a duplex network can be derived.
Furthermore, we have investigated the effect of the duplex structure on the stability of the syn-
chronous solution, thus extending the findings of [11] to a more complex system, and we have
shown that multiplexing can destabilize and stabilize synchronous solutions. In the following
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5.3. Analytic treatment of linear diffusive dynamics on multiplex networks. In the
previous section we have considered the dynamics of linear systems given by variational equa-
tion (5.2). In the context of diffusive systems on complex networks, linear diffusive processes
have been considered recently to study the dynamics on social and transport networks [3, 40].
In [40], the authors investigated a duplex system (L = 2) with F = 0, H = G = \BbbI d, and
\kappa = \kappa 12 = \kappa 21.
Let us assume that the supra-Laplacian matrix is given by
\scrL \mathrm{s}\mathrm{u}\mathrm{p}\mathrm{r}\mathrm{a} =
\biggl[ 
L1 + \kappa \BbbI  - \kappa \BbbI 
 - \kappa \BbbI L2 + \kappa \BbbI 
\biggr] 
,
where L1 and L2 are simultaneously triagonalizable. Due to the structure of the supra-
Laplacian, we can apply Proposition 5.1. In accordance with [40] and our former findings in
section 5.1, we have the two eigenvalues \mu 1 = 0 and \mu 2 = 2\kappa corresponding to the neutral
eigenvector (\^1, \^1)T and the eigenvector (\^1, - \^1)T , respectively. The other eigenvalues are given
as solution to (4.9) and read
(\mu i)3,4 =





((\lambda 1)i  - (\lambda 2)i)2 + 4\kappa 2,
where (\lambda 1)i and (\lambda 2)i are the nonzero eigenvalues of the Laplacians L1 and L2, respectively.
Recall that the order of the eigenvalues is given by the specific transformation Q in Proposi-
tion 5.1. With this, under the assumption that L1 and L2 are simultaneously triagonalizable,
we have derived an analytic expression for the spectra of the diffusive system in [40]. In
contrast to [40], here, we do not need any perturbation methods and make the dynamics
analytically accessible for the full range of interlayer coupling \kappa .
6. Conclusion. In this article, we have developed a novel analysis of the spectral struc-
ture of multiplex networks. The new approach has a broad range of applications to physical,
biological, socioeconomic, and technological systems, ranging from plasticity in neurodynam-
ics [11] or the dynamics of linear diffusive systems [40, 84] to generalizations of the master
stability function [65, 90] for adaptive networks [13].
Our multiplex decomposition allows for the understanding of multiplex networks by the
features of their individual layers alone. In section 5.1, we have derived the general framework
for the master stability approach of multiplex networks. We have shown how the Laplacian
eigenvalues of the individual layers determine the local stability of the synchronous solution for
the multiplex networks if all layers are simultaneously triagonalizable. A special case is given
by pairwise commuting layers. Subsequently, in section 5.2, the framework has been applied
to duplex networks of coupled FitzHugh--Nagumo oscillators. For undirected duplex networks,
we have derived the explicit form of the simplified master stability function. Moreover, we have
analyzed the stability of the synchronous solution with varying interlayer coupling structure.
We have shown analytically and numerically that multiplexing may stabilize or destabilize
synchronous solutions.
As another application of the multiplex decomposition, in section 5.3 we have discussed
the dynamics of linear diffusive system on a duplex network. Complementing the analysis
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range of the interlayer coupling strength. By this, we go beyond the perturbation approach
used in [40, 84].
We note that the restriction of simultaneously triagonalizable layer matrices can be slightly
lifted by using existing perturbative methods [74, 40]. Furthermore, we point out that the
developed simplification of the master stability approach for multiplex network is not restricted
to the specific form of dynamical systems that has been used in this article. In particular,
our developed approach can also be used for multiplex systems with delay [24], an adaptive
network structure [13], nonsmooth coupling functions [58], and for nearly identical dynamical
systems [88].
Acknowledgments. We thank Jakub Sawicki for stimulating discussions.
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