The so-called pinball loss for estimating conditional quantiles is a well-known tool in both statistics and machine learning. So far, however, only little work has been done to quantify the efficiency of this tool for nonparametric approaches. We fill this gap by establishing inequalities that describe how close approximate pinball risk minimizers are to the corresponding conditional quantile. These inequalities, which hold under mild assumptions on the data-generating distribution, are then used to establish so-called variance bounds, which recently turned out to play an important role in the statistical analysis of (regularized) empirical risk minimization approaches. Finally, we use both types of inequalities to establish an oracle inequality for support vector machines that use the pinball loss. The resulting learning rates are min-max optimal under some standard regularity assumptions on the conditional quantile.
Introduction
Let P be a distribution on X × R, where X is an arbitrary set equipped with a σ-algebra. The goal of quantile regression is to estimate the conditional quantile, that is, the set-valued function F * τ,P (x) := {t ∈ R : P((−∞, t]|x) ≥ τ and P([t, ∞)|x) ≥ 1 − τ }, x ∈ X, where τ ∈ (0, 1) is a fixed constant specifying the desired quantile level and P(·|x), x ∈ X, is the regular conditional probability of P. Throughout this paper, we assume that P(·|x) has its support in [−1, 1] for P X -almost all x ∈ X, where P X denotes the marginal distribution of P on X. (By a simple scaling argument, all our results can be generalized to distributions living on X × [−M, M ] for some M > 0. The uniform boundedness of the conditionals P(·|x) is, however, crucial.) Let us additionally assume for a moment that f − f * τ,P Lr(PX ) ≤ c P R L,P (f ) − R * L,P ,
which hold under mild assumptions on P described by the parameter r ∈ (0, 1]. The first goal of this paper is to generalize and to improve these inequalities. Moreover, we will use these new self-calibration inequalities to establish variance bounds for the pinball risk, which in turn are known to improve the statistical analysis of empirical risk minimization (ERM) approaches. The second goal of this paper is to apply the self-calibration inequalities and the variance bounds to support vector machines (SVMs) for quantile regression. Recall that [12, 20, 26] proposed an SVM that finds a solution f D,λ ∈ H of arg min
where λ > 0 is a regularization parameter, H is a reproducing kernel Hilbert space (RKHS) over X, and R L,D (f ) denotes the empirical risk of f , that is, R L,D (f ) := 1 n n i=1 L(y i , f (x i )). In [9] robustness properties and consistency for all distributions P on X × R were established for this SVM, while [12, 26] worked out how to solve this optimization problem with standard techniques from machine learning. Moreover, [26] also provided an exhaustive empirical study, which shows the excellent performance of this SVM. We have recently established an oracle inequality for these SVMs in [23] , which was based on (1) and the resulting variance bounds. In this paper, we improve this oracle inequality with the help of the new self-calibration inequalities and variance bounds. It turns out that the resulting learning rates are substantially faster than those of [23] . Finally, we briefly discuss an adaptive parameter selection strategy.
The rest of this paper is organized as follows. In Section 2, we present both our new selfcalibration inequality and the new variance bound. We also introduce the assumptions on P that lead to these inequalities and discuss how these inequalities improve our former results in [23] . In Section 3, we use these new inequalities to establish an oracle inequality for the SVM approach above. In addition, we discuss the resulting learning rates and how these can be achieved in an adaptive way. Finally, all proofs are contained in Section 4.
Main results
In order to formulate the main results of this section, we need to introduce some assumptions on the data-generating distribution P. To this end, let Q be a distribution on R and supp Q be its support. For τ ∈ (0, 1), the τ -quantile of Q is the set
It is well known that F * τ (Q) is a bounded and closed interval. We write
Moreover, it is easy to check that the interior of F * τ (Q) is a Q-zero set, that is, Q((t * min (Q), t * max (Q))) = 0. To avoid notational overload, we usually omit the argument Q if the considered distribution is clearly determined from the context. Definition 2.1 (Quantiles of type q). A distribution Q with supp Q ⊂ [−1, 1] is said to have a τ -quantile of type q ∈ (1, ∞) if there exist constants α Q ∈ (0, 2] and b Q > 0 such that
for all s ∈ [0, α Q ]. Moreover, Q has a τ -quantile of type q = 1, if Q({t * min }) > 0 and Q({t * max }) > 0. In this case, we define α Q := 2 and
Since τ -quantiles of type q are the central concept of this work, let us illustrate this notion by a few examples. We begin with an example for which all quantiles are of type 2.
Example 2.2. Let ν be a distribution with supp ν ⊂ [−1, 1], µ be a distribution with supp µ ⊂ [−1, 1] that has a density h with respect to the Lebesgue measure and Q := αν + (1 − α)µ for some α ∈ [0, 1). If h is bounded away from 0, that is, h(y) ≥ b for some b > 0 and Lebesgue-almost all y ∈ [−1, 1], then Q has a τ -quantile of type q = 2 for all τ ∈ (0, 1) as simple integration shows. In this case, we set b Q := (1 − α)b and 
Lebesgue-almost surely, then simple integration shows that Q has a τ -quantile of type q = 2 + p and we may set b Q := (1 − α)b/(1 + p) and α Q := min{1 + t Example 2.4. Let ν be a distribution with supp ν ⊂ [−1, 1] and Q := αν + (1 − α)δ t * for some α ∈ [0, 1), where δ t * denotes the Dirac measure at t * ∈ (0, 1). If ν({t * }) = 0, we then have Q((−∞, t * )) = αν((−∞, t * )) and Q((−∞, t * ]) = αν((−∞, t * )) + 1 − α, and hence {t * } is a τ -quantile of type q = 1 for all τ satisfying αν((−∞, t * )) < τ < αν((−∞, t * )) + 1 − α. 
+ α quantile of Q and this quantile is of type q = 1.
As outlined in the introduction, we are not interested in a single distribution Q on R but in distributions P on X × R. The following definition extends the previous definition to such P. Definition 2.6 (Quantiles of p-average type q). Let p ∈ (0, ∞], q ∈ [1, ∞), and P be a distribution on X × R with supp P(·|x) ⊂ [−1, 1] for P X -almost all x ∈ X. Then P is said to have a τ -quantile of p-average type q, if P(·|x) has a τ -quantile of type q for P X -almost all x ∈ X, and the function γ : X → [0, ∞] defined, for P X -almost all x ∈ X, by γ(x) := γ P(·|x) ,
To establish the announced self-calibration inequality, we finally need the distance dist(t, A) := inf s∈A |t − s| between an element t ∈ R and an A ⊂ R. Moreover, dist(f, F * τ,P ) denotes the function x → dist(f (x), F * τ,P (x)). With these preparations the self-calibration inequality reads as follows.
Theorem 2.7. Let L be the τ -pinball loss, p ∈ (0, ∞] and q ∈ [1, ∞) be real numbers, and r := pq p+1 . Moreover, let P be a distribution that has a τ -quantile of p-average type
Let us briefly compare the self-calibration inequality above with the one established in [23] . To this end, we can solely focus on the case q = 2, since this was the only case considered in [23] . For the same reason, we can restrict our considerations to distributions P that have a unique conditional τ -quantile f * τ,P (x) for P X -almost all x ∈ X. Then Theorem 2.7 yields
for r := 2p p+1 . On the other hand, it was shown in [23] , Theorem 2.5, that
under the additional assumption that the conditional widths α P(·|x) considered in Definition 2.1 are independent of x. Consequently, our new self-calibration inequality is more general and, modulo the constant √ 2, also sharper. It is well known that self-calibration inequalities for Lipschitz continuous losses lead to variance bounds, which in turn are important for the statistical analysis of ERM approaches; see [1, 2, [14] [15] [16] [17] 28] . For the pinball loss, we obtain the following variance bound.
Theorem 2.8. Let L be the τ -pinball loss, p ∈ (0, ∞] and q ∈ [1, ∞) be real numbers, and
Let P be a distribution that has a τ -quantile of p-average type q. Then, for all f :
where we used the shorthand
Again, it is straightforward to show that the variance bound above is both more general and stronger than the variance bound established in [23] , Theorem 2.6.
An application to support vector machines
The goal of this section is to establish an oracle inequality for the SVM defined in (2) . The use of this oracle inequality is then illustrated by some learning rates we derive from it.
Let us begin by recalling some RKHS theory (see, e.g., [24] , Chapter 4, for a more detailed account). To this end, let k : X × X → R be a measurable kernel, that is, a measurable function that is symmetric and positive definite. Then the associated RKHS H consists of measurable functions. Let us additionally assume that k is bounded with k ∞ := sup x∈X k(x, x) ≤ 1, which in turn implies that H consists of bounded functions and
Suppose now that we have a distribution P on X × Y . To describe the approximation error of SVMs we use the approximation error function
where L is the τ -pinball loss. Recall that [24] , Lemma 5.15 and Theorem 5.31, showed that lim λ→0 A(λ) = 0, if the RKHS H is dense in L 1 (P X ) and the speed of this convergence describes how well H approximates the Bayes L-risk R * L,P . In particular, [24] , Corollary 5.18, shows that A(λ) ≤ cλ for some constant c > 0 and all λ > 0 if and only if there exists an f ∈ H such that f (x) ∈ F * τ,P (x) for P X -almost all x ∈ X. We further need the integral operator T k :
It is well known that T k is self-adjoint and nuclear; see, for example, [24] , Theorem 4.27. Consequently, it has at most countably many eigenvalues (including geometric multiplicities), which are all non-negative and summable. Let us order these eigenvalues λ i (T k ). Moreover, if we only have finitely many eigenvalues, we extend this finite sequence by zeros. As a result, we can always deal with a decreasing, non-negative se-
The finiteness of this sum can already be used to establish oracle inequalities; see [24] , Theorem 7.22. But in the following we assume that the eigenvalues converge even faster to zero, since (a) this case is satisfied for many RKHSs and (b) it leads to better oracle inequalities. To be more precise, we assume that there exist constants a ≥ 1 and ̺ ∈ (0, 1) such that
Recall that (5) was first used in [6] to establish an oracle inequality for SVMs using the hinge loss, while [7, 18, 25] consider (5) for SVMs using the least-squares loss. Furthermore, one can show (see [22] ) that (5) is equivalent (modulo a constant only depending on ̺) to
where e i (id : H → L 2 (P X )) denotes the ith (dyadic) entropy number [8] of the inclusion map from H into L 2 (P X ). In addition, [22] shows that (6) implies a bound on expectations of random entropy numbers, which in turn are used in [24] , Chapter 7.4, to establish general oracle inequalities for SVMs. On the other hand, (6) has been extensively studied in the literature. For example, for m-times differentiable kernels on Euclidean balls X of R d , it is known that (6) holds for ̺ := , and this estimate is also asymptotically sharp; see [5, 11] .
We finally need the clipping operation defined by t := max{−1, min{1, t}} for all t ∈ R. We can now state the following oracle inequality for SVMs using the pinball loss.
Theorem 3.1. Let L be the τ -pinball loss and P be a distribution on X × R with supp P(·|x) ⊂ [−1, 1] for P X -almost all x ∈ X. Assume that there exists a function f * τ,P : X → R with f * τ,P (x) ∈ F * τ,P (x) for P X -almost all x ∈ X and constants V ≥ 2
for all f : X → [−1, 1]. Moreover, let H be a separable RKHS over X with a bounded measurable kernel satisfying k ∞ ≤ 1. In addition, assume that (5) is satisfied for some a ≥ 1 and ̺ ∈ (0, 1). Then there exists a constant K depending only on ̺, V , and ϑ such that, for all ς ≥ 1, n ≥ 1 and λ > 0, we have with probability P n not less than
.
Let us now discuss the learning rates obtained from this oracle inequality. To this end, we assume in the following that there exist constants c > 0 and β ∈ (0, 1] such that
Recall from [24] , Corollary 5.18, that, for β = 1, this assumption holds if and only if there exists a τ -quantile function f relationship between (8) and the behavior of the approximation error of the balls λ −1 B H ; see [24] , Theorem 5.25. In addition, one can show (see [24] , Chapter 5.6) that if f * τ,P is contained in the real interpolation space (L 1 (P X ), H) ϑ,∞ , see [4] , then (8) 
Now assume that (8) holds. We further assume that λ is determined by λ n = n −γ/β , where
Then Theorem 3.1 shows that R L,P ( f D,λn ) converges to R * L,P with rate n −γ ; see [24] , Lemma A.1.7, for calculating the value of γ. Note that this choice of λ yields the best learning rates from Theorem 3.1. Unfortunately, however, this choice requires knowledge of the usually unknown parameters β, ϑ and ̺. To address this issue, let us consider the following scheme that is close to approaches taken in practice (see [19] for a similar technique that has a fast implementation based on regularization paths). Definition 3.2. Let H be an RKHS over X and Λ := (Λ n ) be a sequence of finite subsets Λ n ⊂ (0, 1]. Given a data set D := ((x 1 , y 1 ) , . . . , (x n , y n )) ∈ (X × R)
n , we define y 1 ) , . . . , (x m , y m )),
where m := ⌊n/2⌋ + 1 and n ≥ 3. Then we use D 1 to compute the SVM decision functions
and D 2 to determine λ by choosing a λ D2 ∈ Λ n such that
In the following, we call this learning method, which produces the decision functions f D1,λD 2 , a training validation SVM with respect to Λ.
Training validation SVMs have been extensively studied in [24] , Chapter 7.4. In particular, [24] , Theorem 7.24, gives the following result that shows that the learning rate n −γ can be achieved without knowing of the existence of the parameters β, ϑ and ̺ or their particular values. Theorem 3.3. Let (Λ n ) be a sequence of n −2 -nets Λ n of (0, 1] such that the cardinality |Λ n | of Λ n grows polynomially in n. Furthermore, consider the situation of Theorem 3.1 and assume that (8) is satisfied for some β ∈ (0, 1]. Then the training validation SVM with respect to Λ := (Λ n ) learns with rate n −γ , where γ is defined by (9) .
Let us now consider how these learning rates in terms of risks translate into rates for
To this end, we assume that P has a τ -quantile of p-average type q, where we additionally assume for the sake of simplicity that r := pq p+1 ≤ 2. Note that the latter is satisfied for all p if q ≤ 2, that is, if all conditional distributions are concentrated around the quantile at least as much as the uniform distribution; see the discussion following Definition 2.1. We further assume that the conditional quantiles F * τ,P (x) are singletons for P X -almost all x ∈ X. Then Theorem 2.8 provides a variance bound of the form (7) for ϑ := p/(p + 1), and hence γ defined in (9) becomes
By Theorem 2.7 we consequently see that (10) converges with rate n −γ/q , where r := pq/ (p + 1). To illustrate this learning rate, let us assume that we have picked an RKHS H with f * τ,P ∈ H. Then we have β = 1, and hence it is easy to check that the latter learning rate reduces to
For the sake of simplicity, let us further assume that the conditional distributions do not change too much in the sense that p = ∞. Then we have r = q, and hence
converges to zero with rate n −1/(1+̺) . The latter shows that the value of q does not change the learning rate for (11) , but only the exponent in (11) . Now note that by our assumption on P and the definition of the clipping operation we have
and consequently small values of q emphasize the discrepancy of f D,λn to f * τ,P more than large values of q do. In this sense, a stronger average concentration around the quantile is helpful for the learning process.
Let us now have a closer look at the special case q = 2, which is probably the most interesting case for applications. Then we have the learning rate n −1/(2(1+̺)) for
Now recall that the conditional median equals the conditional mean for symmetric conditional distributions P(·|x). Moreover, if H is a Sobolev space W m (X), where m > d/2 denotes the smoothness index and X is a Euclidean ball in R d , then H consists of continuous functions, and [11] shows that H satisfies (5) for ̺ := d/(2m). Consequently, we see that in this case the latter convergence rate is optimal in a min-max sense [27, 29] if P X is the uniform distribution. Finally, recall that in the case β = 1, q = 2 and p = ∞ discussed so far, the results derived in [23] only yield a learning rate of n −1/(3(1+̺)) for
In other words, the earlier rates from [23] are not only worse by a factor of 3/2 in the exponent but also are stated in terms of the weaker L 1 (P X )-norm. In addition, [23] only considered the case q = 2, and hence we see that our new results are also more general.
Proofs
Since the proofs of Theorems 2.7 and 2.8 use some notation developed in [21] and [24] , Chapter 3, let us begin by recalling these. To this end, let L be the τ -pinball loss for some fixed τ ∈ (0, 1) and Q be a distribution on R with supp Q ⊂ [−1, 1]. Then [21, 24] defined the inner L-risks by
and the minimal inner L-risk was denoted by C *
L,Q } for the set of exact minimizers. Our first goal is to compute the excess inner risks and the set of exact minimizers for the pinball loss. To this end recall that (see [3] , Theorem 23.8), given a distribution Q on R and a measurable function g : X → [0, ∞), we have
With these preparations we can now show the following generalization of [24] , Proposition 3.9.
Proposition 4.1. Let L be the τ -pinball loss and Q be a distribution on R with C *
, and, for all t ≥ 0, we have
Moreover, if t 
Let us consider the distributionQ defined byQ(A) := Q(t * max + A) for all measurable A ⊂ R. Then it is not hard to see that t * max (Q) = 0. Moreover, we obviously have C L,Q (t * max + t) = C L,Q (t) for all t ∈ R. Let us now compute the inner risks of L with respect toQ. To this end, we fix a t ≥ 0. Then we have
and hence we obtain
Moreover, using (12) we find s) ) ds, and since (15) 
By considering the pinball loss with parameter 1 − τ and the distributionQ defined bȳ Q(A) := Q(−t * min − A), A ⊂ R measurable, we further see that (16) implies
where q − satisfies 0 ≤ q − ≤ Q({t * min }) and Q([t * min , ∞)) = 1 − τ + q − . By (15) we then find q + + q − = Q([t * min , t * max ], we consequently find
where we used
Since the right-hand side of (18) is independent of t, we thus conclude
, and hence we can, again, conclude
As in the case t * min = t * max , the latter implies that (16) and (17) are equivalent to (13) and (14), respectively.
For the proof of M L,Q (0
, we first note that the previous discussion has already shown M L,Q (0
. By a symmetry argument, we then may assume without loss of generality that there exists a t ∈ M L,Q (0 + ) with t > t * max . From (13) we then conclude that q + = 0 and Q((t * max , t)) = 0. Now, q + = 0 together with (15) shows Q((−∞, t * max ]) = τ , which in turn implies Q((−∞, t]) ≥ τ . Moreover, Q((t * max , t)) = 0 yields
In other words, t is a τ -quantile, which contradicts t > t * max .
For the proof of Theorem 2.7 we further need the self-calibration loss of L that is defined byL
where Q is a distribution with supp Q ⊂ [−1, 1]. Let us define the self-calibration function by
Note that if, for t ∈ R, we write ε := dist(t, M L,Q (0 + )), then we haveL(Q, t) ≥ ε, and hence the definition of the self-calibration function yields
In other words, the self-calibration function measures how well an ε-approximate L-risk minimizer t approximates the set of exact L-risk minimizers. Our next goal is to estimate the self-calibration function for the pinball loss. To this end we need the following simple technical lemma.
Then, for all ε ∈ [0, 2], we have
Proof. Since α ≤ 2 and q ≥ 1 we easily see by the definition of δ that the assertion is true for ε ∈ [0, α]. Now consider the function h : [α, 2] → R defined by
It suffices to show that h(ε) ≥ 0 for all ε ∈ [α, 2]. To show the latter we first check that
and hence we have h ′ (ε) ≥ 0 for all ε ∈ [α, 2]. Now we obtain the assertion from this, α ∈ [0, 2] and 
Proof. Since L is convex, the map t → C L,Q (t) − C * L,Q is convex, and thus it is decreasing on (−∞, t
Let us first consider the case q ∈ (1, ∞). For ε ∈ [0, α Q ], (13) and (4) then yield
and, for ε ∈ [α Q , 2], (13) and (4) yield
, where δ is the function defined in Lemma 4.2 for α := α Q .
Furthermore, in the case q = 1 and t * min = t * max , Proposition 4.1 shows q + = Q({t * max }), and hence (13) Proof of Theorem 2.7. For fixed x ∈ X we write ε := dist(f (x), M L,P(·|x) (0 + )). By Lemma 4.3 and (20) we obtain, for P X -almost all x ∈ X, |dist(f (x), M L,P(·|x) (0 + ))| q ≤ q2 q−1 γ −1 (x)δ max,L,L (ε, P(·|x))
By taking the p p+1 th power on both sides, integrating and finally applying Hölder's inequality, we then obtain the assertion.
Proof of Theorem 2.8. Let f : X → [−1, 1] be a function. Since F * τ,P (x) is closed, there then exists a P X -almost surely uniquely determined function f * τ,P : X → [−1, 1] that satisfies both f * τ,P (x) ∈ F * τ,P (x), |f (x) − f * τ,P (x)| = dist(f (x), F * τ,P (x)) for P X -almost all x ∈ X. Let us write r := pq p+1 . We first consider the case r ≤ 2, that is, 2 q ≤ p p+1 . Using the Lipschitz continuity of the pinball loss L and Theorem 2.7 we then obtain
2 ≤ E PX |f − f * 
Since for r > 2 we have ϑ = 2/q, we again obtain the assertion.
Proof of Theorem 3.1. As shown in [22] , Lemma 2.2, (5) is equivalent to the entropy assumption (6), which in turn implies (see [22] , Theorem 2.1, and [24] , Corollary 7.31)
where D X denotes the empirical measure with respect to D X = (x 1 , . . . , x n ) and c ≥ 1 is a constant only depending on ̺. Now the assertion follows from [24] , Theorem 7.23, by considering the function f 0 ∈ H that achieves λ f 0 2 H + R L,P (f 0 ) − R * L,P = A(λ).
