Network embedding has emerged as a fundamental approach to network analysis tasks. Its main purpose is to learn a suitable mapping function to convert nodes in networks into a low-dimensional representations. The majority of existing studies concentrate solely on network topology structure. However, nodes are commonly associated with sufficient attribute information in real-world networks. Therefore, network embedding combining network topology structure and attribute information could be promisingly beneficial. Given this, we propose a novel attributed network embedding method called Consistency Constrained Attributed Network Embedding (CCANE), which preserves more complete information for nodes when learning the embedding representations. On the basis of the consistency of topology structure and node attributes, the CCANE is capable of learning the structure embeddings and attribute embeddings of nodes simultaneously, and then concatenate them to obtain the integrated vector representations. Moreover, the CCANE is scalable of dealing with large-scale of networks by decomposing the complicated optimization process into multiple sub-tasks in parallel. Experimental results testify the feasibility and superiority of the CCANE compared to the state-of-the-arts.
I. INTRODUCTION
Mining valuable information from networks is of considerable significance as networks are widely existed in the real world [1] , [2] . Studies on network analysis have attracted increasing attention, and various tasks have been raised and regarded as open problems, such as node classification [3] , visualization [4] , and community detection [5] . However, sparsity is a persistent problem when solving the tasks of network analysis using conventional methods of network representation [6] . Therefore, an innovative idea is desirable to learn appropriate representations for nodes in networks. Network embedding [7] , a novel and effective network representation learning method, learns low-dimensional and dense node representations which can be directly utilized as the input of network analysis tasks, so as to avoid the problem of sparsity.
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Diverse network embedding algorithms [12] , [15] , [16] have been proposed recently. They generally focus only on the linkage information between nodes. However, real-world networks are usually attributed networks [25] where nodes are usually associated with plentiful attribute information, e.g., profiles of users in social networks and topics of papers in citation networks. Properties of networks can hardly be described thoroughly only by structural information since the linkage information between nodes is limited in a portion of networks. In this case, it is necessary to mine attribute information of nodes in networks. Although topology structure and node attributes reveal the properties of the network from different perspectives, homophily implies that both of them are correlative with each other [8] . Moreover, attributes of nodes have a considerable impact on the formation of the network structure. For instance, people with similar hobbies tend to be friends in social networks; papers are more likely to be cited by papers with the same keywords. Attributes of nodes reflect the internal characteristics of networks to VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ some extent and benefit network embedding as supplementary information to network structure. Incorporating attribute information in network representation learning is advantageous to solve the problem of information loss caused by sparsity or noise [20] . Although plentiful attributed network embedding methods [17] , [18] , [23] , [24] , [27] have emerged, they all have more or less limitations. For example, attribute information is presented in various forms, and existing methods are not universal to handle the information beyond text features. In addition, many existing methods capture the proximity of linked nodes while ignoring nodes sharing common neighbors, making them challenging to describe network characteristics adequately.
To tackle the aforementioned problems, we propose an effective attributed network embedding method named CCANE. Specifically, the CCANE constructs similarity models in the network structure space and attribute space, respectively. In order to make up for the scarcity of linkage information, we consider the similarity of the neighbor structure of nodes by introducing the second-order proximity when building the structure proximity matrix. In addition, we utilize the features to obtain symmetric attribute proximity matrix, which can be applied to matrix decomposition, so that the CCANE can process multiple types of attribute information, not just text features. Then, we can obtain two embeddings of each node, i.e., structure embedding and attribute embedding, by matrix decomposition of both proximity matrices. The former preserves structure similarity between each pair of nodes, and the latter holds attribute similarity between nodes. Moreover, there is a certain degree of consistency between them in line with homophily. The final embedding for each node is to concatenate attribute embedding and structure embedding together. Our contributions are summarized as follows:
• A novel attributed network embedding method named CCANE is proposed, in which the structure proximity and attribute proximity between each pair of nodes are jointly considered when learning network representation, and thus, the consistency and complementarity relations between them are built.
• The model is accelerated by decomposing complex model optimization into a range of sub-problems in parallel, which is readily applied to distributed computing for large-scale datasets.
• Superiority of our proposed CCANE is validated comparing to state-of-the-arts on attributed datasets. Extensive experimental results demonstrate the feasibility and efficiency of the CCANE. Organization: In Section II, the model CCANE is proposed, and the model optimization process is accelerated. As for Section III, we corroborate the superiority and effectiveness of the CCANE through experimental results. Section IV introduces the related work of this paper. The conclusion of our work and the future work are generalized in Section V.
II. CONSISTENCY CONSTRAINED ATTRIBUTED NETWORK EMBEDDING
In this section, we first demonstrate the problem definition. Then, the framework and modeling process of the CCANE is introduced. Finally, the parallel optimization method for the model is detailed.
A. PROBLEM DEFINITION
An attributed network can be represneted by an undirected graph G = (V , E, W , Z ), in which V and E represent node set and edge set. W ∈ R n×n (n = |V |) is a weight matrix, and W i,j ∈ W means the weight of edge e ij ∈ E. A larger value of W i,j indicates a stronger topological connection between nodes i and j, in particular, W i,j = 0 indicates there is no edge between them. Z ∈ R n×m is a attribute matrix, Z(i, :) represents a feature vector of node i with m attributes.
Definition 1 (Structure Proximity): The structure proximity matrix X integrates the first-order proximity X (1) and the second-order proximity X (2) through X = X (1) + X (2) . The first-order proximity describes the topological connection between nodes, i.e., X (1) i,j = W i,j . The secondorder proximity measures the similarity of neighbor structures between nodes. Since cosine similarity is a classical and widely used method and more conducive to the processing of sparse matrices, we define the second-order proximity X (2) i,j as the cosine similarity between X (1) (i, :) and X (1) (j, :). Problem Definition: Given an attributed network G = (V , E, W , Z ), the CCANE is designed for learning a lowdimensional representation Y(i, :) ∈ R d for each node i, where d |V |. The CCANE is expected to retain proximity and ensure the consistency constraint in topology structure space and attribute space.
B. MODEL DESCRIPTION
The Fig. 1 illustrates the overall framework of our proposed CCANE. First, we build the structure proximity matrix X and the attribute proximity matrix P according to the weight matrix W and the attribute matrix Z respectively. Then the symmetric matrix factorization is applied to both proximity matrices so that we obtain the structure embedding Y W and the attribute embedding Y Z , which are in line with the consistency constrains. Finally, we concatenate them to the final embedding Y. We demonstrate the details now.
1) NETWORK STRUCTURE MODELING
The representation of network structure embedding denoted by Y W ∈ R n×d is supposed to preserve proximity in topology structure space. The structure proximity matrix X ∈ R n×n can be calculated after the first-and second-order proximity are obtained. Specifically, inspired by the symmetric matrix factorization [9] , X can be approached by the product of Y W and the transpose of Y W (i.e., (Y W ) ) as it is a symmetric matrix in undirected networks. Then, on the basis of structure proximity, we define the loss function in the structure space as:
The representation of attribute embedding denoted by Y Z ∈ R n×d is supposed to retain the attribute proximity. And the symmetric attribute proximity matrix P ∈ R n×n can be obtained by calculating the attribute proximity between each pair of nodes. Then, P can be approached by the product of Y Z and (Y Z ) under the fundamental theory of symmetric matrix factorization. The loss function in the attribute space is defined as:
The network homophily expounds that things with the same characteristics are more likely to come together [28] . On the one hand, both topology structure and node attributes embody the nature of the identical network, and they should be consistent to a certain extent [10] . On the other hand, they provide complementary information about the same network. Therefore, the consistency and complementarity of structure embedding and attribute embedding should be insured accordingly.
By modeling structure information and attribute information, the structure embedding representation Y W (reserving proximity in network structure space) and attribute embedding representation Y Z (reserving proximity in attribute space) can be acquired, respectively. Then, a simple method is to concatenate Y W and Y Z directly as the final embedding since attributed network representation should reckon on both network topology structure and attribute information. For example, the final representation of node i can be expressed as
In this way, one can characterize the network information based on two aspects of similarity and guarantee their complementarity, yet it is powerless to guarantee consistency. Therefore, considering the consistency of structure embedding and attribute embedding, we take the Euclidean distance of Y W (i, :) and Y Z (i, :) as metric to measure differences between these two representation vectors and define the loss function for consistency constraints as:
4) JOINT EMBEDDING REPRESENTATION LEARNING
With the purpose to preserve the similarity in both structure space and attribute space, and guaranteeing the consistency and complementarity of learned representations, we propose an integrated representation learning framework, for which the objective function is formulated as follows:
where λ is a constraint parameter for consistency between structure embedding and attribute embedding. λ = 0 means that structure embeddings and attribute embeddings are learned independently and irrelevantly. When an optimal λ > 0, the learned embeddings for nodes satisfy the requirements of consistency and complementarity.
C. MODEL OPTIMIZATION SCHEME
Stochastic gradient descent is a commonly used optimization algorithm. However, on account of the limitation of memory space and running time, stochastic gradient descent is infeasible for large-scale datasets. Given this, we propose to decompose the complex model optimization problem into multiple sub-tasks. In this case, the parameter optimization procedure can be executed in parallel, and ultimately we can get the optimal solution of primal function faster. Specifically, we use Alternating Direction Method of Multipliers(ADMM) [11] to optimize the objective function in attributed network representation learning.
In line with consistency and complementarity, the objective function can be optimized in parallel. The embedding matrix Y W and Y Z can be updated simultaneously, and vectors in all rows of Y W or Y Z can be updated independently during the process of iteration. We accelerate the model optimization by ADMM as follows.
First, we set copies B W = Y W and B Z = Y Z , then, Eq. (1) and Eq. (2) can be rewritten as:
Further, the objective function Eq. (4) can be rewritten in a linearly constrained form:
Solving the objective in Eq. (7) is a bi-convex optimization problem, where 2n vectors (n rows Y W (i, :) and n rows Y Z (i, :)) can be updated independently by ADMM, and the augmented Lagrangian corresponding to Eq. (7) can be formulated as:
where ρ W andρ Z > 0 are two penalty factors of network structure information and attribute information, respectively. U W (i, :) and U Z (i, :) are dual variables. Eq. (8) 8) is transformed into updating Y and B iteratively, and in the process of (r + 1) th iteration, Y W (i, :) is updated as:
Similarly, we get the update rule of Y Z (i, :) as:
In the (r + 1) th iteration, the convex optimization process and update rules corresponding to variables B W (i, :) and B Z (i, :) are shown in (11) and (12), as shown at the bottom of the next page. Then, the dual variables U W and U Z are updated as follows:
Note that (B W ) r+1 is calculable only when (Y W ) r+1 is known at each iteration. To update Y W , one needs to update all rows of Y W . We can decompose them to n updating steps in parallel since they are independent of each other. When we update Y W , the previous iteration of B W and corresponding B Z should be given. Similarly, the process of updating B W still can be converted into n sub-problems in parallel. In this paper, the original optimization is decomposed into 4n sub-problems (i.e., n rows Y W (i, :), n rows Y Z (i, :), n rows B W (i, :), and n rows B Z (i, :)), and n nodes update in parallel. Please refer to Algorithm 1 for more details about the optimization procedure.
D. COMPLEXITY ANALYSIS
According to the characteristics of ADMM, a few iterations can achieve a moderate precision. In each iteration, according to the update rule of Y W (i, :) in Eq. (9), it can be known that
for i = 1 to n in parallel do 6: Compute proximity vectors; 7: Update (Y W (i, :)) r+1 , (Y Z (i, :)) r+1 by Eq. (9), (10); 8: end for 9 : 10: for i = 1 to n in parallel do 11: Compute proximity vectors; 12: Update (B W (i, :)) r+1 , (B Z (i, :)) r+1 by Eq. (11), (12); 13: end for 14: Update (U W ) r+1 , (U Z ) r+1 by Eq. (13), (14); 15: r ← r + 1; 16: until Convergence; 17: 
n, the time complexity of each sub-problem can be summarized as O(n). T X represents the time required to calculate the proximity between nodes, w represents the number of processors, then the time complexity of CCANE is O(T X + n 2 w ), which is equivalent to O(nN W +nN Z + n 2 w ), where N W and N Z represent the number of non-zero elements in the weight matrix W and the attribute matrix Z respectively.
III. EXPERIMENTS
We conduct experiments to assess the contributions of the CCANE, including node classification and visualization.
In the experiments, the processor is Intel(R) Core(TM) i5-8400, the main frequency of CPU is 2.80ghz, the memory is 8G, the running system is WIN10, and the programming software is Matlab + Python.
A. DATASETS
Before performing the specific experiments, we first introduce three attributed datasets. Please refer to Table 1 for more details. • BlogCatalog is a blogger website in which each node represents a user, the following relationship constitutes edges and the keywords of blogs posted by users are served as node attributes.
• Flickr is an online platform for users to share photos and provides online community services. A social network can be formed when users follow each other. We take the information users annotated when they upload photos as attribute information.
• Wiki is a document network containing documents collected from Wikipedia, in which a node represents a document, the edges represent relationships between documents, and the TF-IDFs of words are used as the attributes of documents. 
B. BASELINES
To demonstrate the effectiveness of the CCANE, five representative network representation learning methods are compared and analyzed.
• DeepWalk [12] learns vector representations of nodes using random walk path to simulate nature language as the input of the skip-gram model.
• LINE [15] (Large-scale Information Network Embedding) considers both local and global topology structures when learning network embedding.
• Node2vec [16] preserves the information of neighbor structure by presenting a biased random walk strategy based on DeepWalk.
• TADW [17] (Text-Associated DeepWalk) absorbs text attributes of nodes when learning network representation by matrix factorization.
• AANE [18] (Accelerated Attributed Network Embedding) aims at dealing with large-scale attribute networks by incorporating lasso penalty into an attribute network representation framework. To ensure the fairness, we set the dimensionality d of node vectors to 200 for all methods. Particularly, for DeepWalk and Node2vec based on random walk, each node walks 10 times with length 80, and the context window is set to 10. For Node2vec, the optimal parameters are determined by two parameters p and q through grid search(p = 4, q = 0.25 on the BlogCatalog, p = 0.25, q = 4 on the Flickr and p = 0.5, q = 2 on the Wiki).
C. NODE CLASSIFICATION
To verify the effectiveness of the CCANE in terms of node classification, training dataset is randomly extracted under different percentage of labeled nodes from the whole dataset, and then, the remainding parts of the dataset are used for testing. For each dataset, all comparisons and our proposed method run 10 times, and Micro-F1 and Macro-F1 are employed as metrics to quantitatively estimate the performance.
Experimental results of node classification on three datasets are shown in Table 2 , 3 and 4, respectively. Overall, the CCANE outperforms all these comparisons in different settings, followed by attributed network embedding methods of TADW and AANE. Specifically, the performance of DeepWalk, LINE, and Node2vec, which focus only on network structure, is significantly worse than that of the CCANE, implying the necessity of considering the attribute information. The TADW is slightly worse than the CCANE on BlogCatalog and Wiki, and declines fast in terms of accuracy on Flickr in any cases. That's because it uses Singular Value Decomposition(SVD) to get attribute matrices and integrate attribute features into the final embeddings, which cannot extract features accurately. The performance of AANE is barely satisfactory when the proportion of the training dataset is no bigger than 30%, since AANE only considers the proximity of connecting nodes, while ignoring high-order proximity. By contrast, the CCANE has the ability to assign labels to unlabelled nodes, and thus, it only needs a small portion of labels to achieve a better performance. LINE outperforms DeepWalk and Node2vec, indicating the effectiveness of uniting the first-and second-order proximity explicitly.
D. VISUALIZATION
With the purpose of exhibiting the experimental results more intuitively, we visualize the results of node embeddings learned by the CCANE and other comparisons. As shown in Fig. 2 , node embeddings are colored according to their labels using t-SNE [19] . We can see that the distribution of node embeddings learned by the CCANE is relatively uniform, and the nodes of the same color are mainly concentrated in the same area. It indicates that the CCANE is more capable of providing high-quality representations of nodes (i.e., embeddings), which enables the CCANE to cluster and classify the nodes with different features more accurately. The AANE is slightly worse than the CCANE. On the BlogCatalog, it has the ability to separate the red and the green labels accurately while other labels are not well grouped. Besides, on the Flickr and Wiki, the nodes of the same label are grouped through AANE. However, the learned embeddings does not make good use of solution space, and the nodes of different labels in the center are mixed up. The visualization results of DeepWalk and LINE are not satisfactory in all three datasets. In summary, methods incorporating attribute information can enhance the quality of network embedding.
E. PARAMETER TUNING 1) THE PARAMETER SENSITIVITY OF λ
The parameter λ influences on the consistency of structure embedding and attribute embedding. To show the impact of λ intuitively, curves of Micro-F1 and Macro-F1 on node classification are plotted in Fig. 3 . On the BlogCatalog and Flickr, when λ increases from 0 to 1, the effect of it grows rapidly, and when λ is greater than 1, the effect is relatively flat. Therefore, in order to ensure the consistency of structure embedding and attribute embedding, we set the value of λ between 1 and 2.5. In the same way, we observe that the optimal range of on the Wiki is 0 < λ < 0.05 through multiple experiments. When the value of λ increases in this range, the performance of node classification improves steadily. Particularly, when λ = 0, it means that the consistency between structure embedding and attribute embedding is not considered in the model (Eq. (3) ). Generally speaking, the CCANE outperforms all these comparisons when λ > 0, which indicates that it is necessary to take into account the consistency constraints between structure and attribute when learning network embedding. 
2) THE PARAMETER SENSITIVITY OF THE WEIGHT RATIO OF PROXIMITY
To verify the validity of the final integrated structure proximity formula X = X (1) + X (2) , we conduct the node classification experiments where we set the weight ratio of X (1) and X (2) in the formula to be different values. Judging from the results in Table 5 , the node classification works best when the weight ratio is 1, i.e., the first-order proximity is as important as the second-order proximity when calculating the structure proximity. In summary, the node embeddings can better describe the characteristics of network structure when the impact of the first-order proximity equals to that of the second-order proximity. Therefore, the final structure proximity is set to X = X (1) + X (2) .
F. EFFICIENCY EVALUATION
The efficiency of the CCANE is validated on three datasets, i.e., BlogCatalog, Flickr, and Wiki through comparing the running time with TADW and AANE. The other baselines are not selected as comparisons because they do not consider attribute information when learning node embeddings. In Table 6 , the running time of the CCANE and AANE is significantly less than TADW. The CCANE is slightly faster than AANE, and they cost almost the same amount of time to learn node embeddings as they all use ADMM for optimization. Fig. 4 depicts the value of objective function concerning the number of iterations, which demonstrates the convergence of the CCANE. Observed from the performance on these three datasets, the value of objective function drops sharply in the first two iterations, and then, the trend steadily slowed down until convergence. In summary, the CCANE can converge stably and quickly when training the parameters of the model. 
G. LARGE-SCALE SYNTHETIC DATASET
To assess the potential of our proposed CCANE to deal with synthetic attributed networks and large-scale data, we synthesize an attributed network and the statistics are listed in Table 7 . The CCANE learns the embeddings for nodes on this network, and the learned embeddings are utilized to conduct node classification experiments, then we compare the running time of the CCANE with baselines. The node classification results in Table 8 show that the Micro-f1 and Macro-f1 of our proposed CCANE can reach 1.0 in the node classification experiments on the synthetic dataset. Since synthetic datasets are usually more stable, the value of Micro-f1 and Macro-f1 can reach 1.0. In contrast, the real-world datasets have more uncertainty, therefore the performances are worse on them than the synthetic datasets. From the results, the performances of TADW, AANE and CCANE are better than other baselines. This proves that our algorithm CCANE can handle synthetic datasets.
Furthermore, we verify the efficiency of our proposed CCANE in processing large-scale data in terms of the running time. In Table 9 , the results show that the running time of the CCANE is still less than other attributed network embedding methods in the large-scale network, which proves that the CCANE can deal with large-scale networks efficiently. 
H. FURTHER DISCUSSION
Experiments are conducted to testify the feasibility of the CCANE, the improvement of computing efficiency, and the ability of processing large-scale data. First, validation on node classification is conducted comparing to three network embedding methods(DeepWalk, Node2vec, and LINE) and two attributed network embedding methods(TADW and AANE). The advantages of attributed network embedding methods in the experiments indicate the importance of combining attribute information with network representation learning. In addition, the CCANE is superior to other attributed network embedding methods by comparing the results of network analysis tasks. The visualization results state that the learned embeddings through the CCANE can better retain network characteristics. Then, we prove the efficiency of the CCANE in terms of the running time and iteration times. By accelerating the optimization process, the running time of the CCANE reduced greatly, which enables the model to handle large-scale networks. And the objective function of the CCANE has a stable trend of convergence in a few steps. Finally, we synthesize a large-scale attributed network and perform node classification experiments on it, which illustrates that the CCANE can process large-scale data and synthetic datasets. In summary, our proposed attributed network representation learning method CCANE is both effective and efficient.
IV. RELATED WORK A. NETWORK EMBEDDING
Network embedding has been a popular research topic and various methods emerge one after another in recent years. The objective of network embedding is that the node representations can retain and characterize the original features of the network structure. In view of this, some network representation learning methods are designed to describe the firstorder similarity between nodes, i.e., the similarity reflected by the node pairs through the adjacency matrix. For example, spectral clustering [29] obtains the node representation of d-dimension by calculating the first d feature vectors of the normalized Laplace matrix.
With the rapid development of Natural Language Processing (NLP) [30] , topological relationships between nodes can be represented by combining network representation learning with natural language models. For example, DeepWalk [12] proposed by Perozzi et al. in 2014 utilizes the random walk [13] sequence in the network to simulate nature language based on Word2vec [21] , then applies the skip-gram model [14] to represent node embeddings. Grover and Leskovec [16] extend DeepWalk algorithm by introducing width-and depth-first search in the process of random walk. To describe the similarity of two nodes reflected by neighbor structure, Tang et al. [15] propose preserving second-order similarity and model similarity based on the joint probability distribution. In addition, some researchers have also discovered some special structures contained in network topology information. For example, Wang et al. [22] take the community structure contained in network topology into consideration, based on the joint non-negative matrix decomposition model, to maximize the modularity and similarity between nodes.
In the real world, nodes in networks usually contain abundant attribute information. However, existing studies are based on network topology structure solely, neglecting valuable attribute information of nodes which usually plays an essential role in characterizing network features. Subsequently, studies on attributed network embedding have received increasing attention.
B. ATTRIBUTED NETWORK EMBEDDING
Recently, studies on network embedding are developed by taking into account the attribute information of nodes, which can make full use of network information.
Yang et al. [17] first prove that the embeddings learned by DeepWalk are equivalent to the sum of the first k-order state transition matrices obtained by matrix decomposition. One can obtain the network representations i.e., a low-dimensional matrix, which depicts both topology structure and node text attributes by taking the text attribute characteristics as input of matrix decomposition. However, subsidiary information considered in this model is limited to the attributes information of text. Moreover, it is incapable of handling largescale networks. Huang et al. propose an optimization method AANE [18] to learn node representations for large-scale networks, and the solutions are obtained by maximizing and minimizing the similarity and difference between directly connected nodes, respectively. However, it merely considers the similarity of nodes directly connected by edges, ignoring the similarity of nodes sharing similar neighbor structure but without a direct link. He et al. [32] , [33] adopt the scheme of multi-view learning [31] for processing attributed network. However, they are task-specific aiming at discovering clusters in graphs, therefore they are limited for handling other network analysis tasks.
As deep learning [26] gets more and more attention, studies on attributed network representation learning based on deep learning have emerged. To integrate structure and attribute information when learning node representation, Liao et al. [23] propose putting the structure and attribute information into the same deep learning model and train parameters together, by maximizing the link probability between nodes on the basis of the similarity of node representation. Gao and Huang [24] propose considering the structure and node attribute information when training deep auto-encoders with consistency and complementarity constraints, and then, concatenate the embeddings obtained to form the final representation. Kipf and Welling [27] adopt convolutional neural network to learn coded local network structure and latent representations of node attribute information.
V. CONCLUSION AND FUTURE WORK
This paper presents an attributed network embedding model CCANE, which can learn low-dimensional vectors for nodes incorporating attribute information. The main objective is to obtain node embeddings through matrix factorization considering both structure proximity and attribute proximity. Moreover, the final embeddings of nodes have the ability to guarantee the consistency and complementarity. To improve the scalability of the model, the complex optimization process is decomposed into several sub-tasks in parallel. In the experiments, the feasibility and superiority of the CCANE are validated through network analysis tasks comparing to the state-of-the-arts. In the future, incorporating label information into semi-supervised methods when learning attributed network representation will be a new direction, since partially labeled information of nodes can provide more useful information beyond attribute information.
