The inter-annual variability and potential predictability of seasonal mean potentially available water resources (precipitation, P, minus evaporation, E), are investigated based on SST-forced ensemble dynamical seasonal atmospheric prediction using the Japan Meteorological Agency global model. High temporal correlations between the observed P -E and the model-ensemble average prediction of P -E are found in the central part of the USA for boreal winter and spring, and in eastern Brazil for boreal spring and summer, while a negative correlation is found in India for all seasons. The correlation in Siberia is low in all seasons, and that in Japan is high only in boreal winter. The P -E potential predictability is highest in the tropics and lower in the extra-tropics. High variance ratios exceeding 0.4 are confined to limited land areas. In addition to river basins where seasonal discharge predictions using statistical models were possible in previous works, the Congo, Mekong and Columbia rivers, were also found to be promising with high-potential predictability.
INTRODUCTION
Water shortages are of great importance in most of the world due to increasing populations and possible variations in precipitation as a result of global warming (Vörösmarty et al., 2000) . This is why the 21st century has been named the "age of water scarcity". River basin managers continuously face the possibility of unexpected droughts and floods, since there is presently no method for reliable long-range weather prediction. Therefore, seasonal prediction of water resources is currently a crucial issue in highly water-stressed and easily inundated areas. Water managers would be able to take strategic measures against floods and drought with a lead time on a seasonal time scale, if hydrometeorological phenomena could be predicted (Simpson & Colodner, 1999; Chiew et al., 2003) .
Seasonal-scale river runoff predictions have generally been studied using statistical models with input variables such as those based on the Southern Oscillation Index (SOI) and sea-surface temperature (SST) anomalies (SSTA) (Uvo & Graham 1998; Piechota et al., 1998; Berri & Flamenco, 1999; Wang & Eltahir, 1999; Whitaker et al., 2001; Maurer & Lettenmaier 2003) . However, recent studies have revealed that atmospheric responses to El Niño Southern Oscillation (ENSO) differ between events (Hoerling & Kumar, 1997; Nakaegawa & Kanamitsu, 2006) ; the very similar SOI or SSTA can produce a variety of atmospheric features due to the chaotic nature of the atmosphere. This suggests that a sample space of ENSO responses realized in the past ~100 years does not always form a population due to sampling error. These facts restrict seasonal-scale predictability using statistical models which completely depend on past observations. Dynamical seasonal prediction using an atmospheric general circulation model (AGCM) is expected to overcome this barrier, since it includes all the dynamical and physical processes responsible for nonlinear atmospheric responses.
An ensemble dynamical prediction has been explored to study the predictability of the seasonal mean fields of the atmosphere (e.g. Brankovic & Palmer, 1997; Stern & Miyakoda, 1995; Koster et al., 2000; Kobayashi et al., 2000) . Hence, many operational centres commenced dynamical seasonal predictions at the end of the last century and are replacing statistical predictions with dynamical ones. However, there are presently few dynamical approaches to hydrological predictions, though decadal simulation results with a prescribed SST have been examined (Tucci et al., 2003; Nakaegawa et al., 2003; Jeong et al., 2005; Nakaegawa & Hosaka, 2006) . In addition, only the dynamical approach can project the seasonal prediction skill into the future based on global warming in response to the increase in greenhouse gases (Manabe et al. 2005) . Hydrological predictions are expected to catch up with this trend.
The net water flux to the ground, P -E (precipitation, P, minus evaporation, E) can be considered to be a potentially and sustainably available water resource if one overlooks river routines; it is approximately equal to the runoff in a 1-year average. In addition, P -E is easier to estimate globally by the water-balance method than either P or E individually. This paper examines seasonal predictions of potential water resources, P -E, based on dynamical seasonal predictions of the atmosphere. Investigation is made of the reproducibility of inter-annual variability and its potential predictability, which is the maximum value of the predictability when a dynamical model can perfectly reproduce the climatological mean and the inter-annual variability of the atmospheric and land surface phenomena with prescribed SSTs. Successful statistical models in previous works are also discussed within the framework of the dynamical predictions.
MODEL AND EXPERIMENT

Model
The former operational version of the Japan Meteorological Agency (JMA) global spectral model (GSM 96) was used in this study. The model has a 30-layer hybrid vertical coordinate with a top of 10 hPa and a horizontal resolution of T63, which corresponds to a 180 km horizontal grid space. The land-surface parameterization was the improved version of the simple biosphere model (SiB) with a biophysical formulation after Sato et al. (1989) . It consists of three parts, vegetation, snow and soil, with temperature and moisture predicted for each part. The GSM96 model also includes parameterizations of two-stream radiative transfers, prognostic Arakawa-Shubert (PAS) cumulus convection, large-scale condensation, planetary boundary-layer processes and orographic gravity-wave drag (more detail can be found in Kusunoki et al., 2001) .
Experiment
Ensemble integrations consisting of four members with four different atmospheric initial conditions were carried out over seasonal time scales with the prescribed observed SSTs. Seasonal hindcast experiments were performed for March/April/May (MAM), Jun/Jul/August (JJA), September/October/November (SON) and December/ January/February (DJF). Each member was integrated for 120 days, starting with consecutive 12UTC analyses from four days immediately before the start of the season for 15 years (1979) (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) . The atmospheric initial conditions were taken from the European Centre for Medium-Range Weather Forecasts (ECMWF) Reanalysis (ERA15) data set (Gibson et al., 1999) . The SSTs of Global Sea Ice and Sea-Surface Temperature Data Version 2.2 (GISST2.2) (Rayner et al., 1996) were used as boundary conditions over the sea for 1979-1982 and those from analyses by the National Centers for Environmental Prediction (NCEP) were used for the rest of the period. Monthly climatological values were used for all the terrestrial initial conditions. The soil temperature was determined from the observed surface-air temperature, the soil moisture was reconstructed from a bucket model (Budyko, 1956 ) using observed precipitation (Willmott et al., 1985) and the snow depth was prepared by Dewey (1977) . These initializations can reduce the inter-annual variability; however, they are used in most operational seasonal predictions at NCEP (Kanamitsu et al., 2002) and in the international project (Sperber et al. 2001) , due to the lack of global observations of terrestrial conditions, which allows us to use the initialization. Note that this procedure can reduce predictability, since soil moisture anomaly, as the lower boundary conditions, persists for seasonal time scales and is considered as a possible source of the predictability (e.g. Koster & Suarez, 2000; Kanamitsu et al., 2002; Nakaegawa & Kanamitsu, 2005) .
DATA AND ANALYSIS
Data
Observational P -E was computed using the atmospheric water-vapour convergence method (Oki et al., 1995) :
where W is the vertically integrated moisture content (precipitable water), Q is the vertically integrated horizontal transport of moisture, and H ∇ is the horizontal twodimensional divergence operator. The two terms on the right-hand side of equation (1) were computed from an atmospheric reanalysis data set of ERA15 that covers the period 1979-1993. The data set is based mainly on global upper-air, ground, ship and artificial satellite observations and was produced by assimilating the observations into atmospheric global-model outputs; this means that the fields in the ERA15 are mostly model-derived in regions where few observations are available.
Analysis
Temporal anomaly correlation The 15-year seasonal-anomaly series for variable x is computed as: 
The ACCs were used as an index of the reproducibility of the inter-annual variability by the model.
Potential predictability
We assessed whether or not P -E is predictable using the ensemble prediction with a perfect dynamical model when perfectly predicted SSTs force the lower boundary.
The total variability of the atmosphere can be separated into two terms: unpredictable chaotic variability and predictable deterministic variability. Each member has both variabilities in an ensemble experiment. Ensemble experiments consist of simulations forced by the same SST with different initial conditions; therefore, in principle, the spread among the members of the ensemble represents the internal variability ( 2 INT σ ) ) and the variance of the ensemble mean represents the SST-forced
The analysis of variance approach described by Rowell et al. (1998) was applied here to the predictability problem. The predictability can be measured as the variance ratio of the SST forced variability to the total variability ( 2 TOT σ ) ). Unbiased estimates of the SST-forced variability and the total variability are calculated as:
where 2 EM σ ) is the variance of the inter-annual variability of the ensemble mean; N and n are the number of years and ensemble size, respectively; x i,j represents the data of the ith year and jth member of the ensemble; i x is the ensemble mean of the ith year; and x is the mean of all data, i.e. the model climatological value. Figure 1 shows a schematic of the variables that appear in these equations. The variance ratio of 0.4 indicates that 63% (= ) 4 . 0 of the amplitude of the inter-annual variability is predictable with the ensemble mean. Then, more than 0.4 is considered as the high variance ratio in what follows. Selected areas We selected five land areas, as illustrated in Fig. 2 , where ocean areas are excluded from the analysis. Each area has its own features in terms of the reproducibility of the inter-annual variability of observed precipitation. It is well known that AGCMs simulate well the inter-annual variability in eastern Brazil, whilst the opposite is the case for India (e.g. Palmer & Anderson, 1994; Brankovic & Palmer, 1997) . Over the Siberia area, the reproducibility is generally low in high latitudes for all seasons suggested by Sugi et al. (1997) , while, over Japan, the reproducibility varies significantly with seasons (e.g. Kusunoki et al., 2001 ). Soil moisture is well known as a key factor for the reproducibility in the USA (e.g. Koster et al., 1995; Koster et al., 2004) .
RESULTS
Inter-annual variation
The GMS96 model reproduced the global distribution of P -E well, but large systematic errors were found in some areas; however, the magnitude was of the same order as the difference between the different data sets analysed (Trenberth & Guillemot, 1995) . Therefore, this may provide an opportunity to discuss seasonal predictions of P -E using the reproducibility of seasonal climates obtained here by the dynamical model.
The observed P -E, ensemble mean, and the four realizations for each season of the 15-year period are presented in Fig. 3 . The systematic errors and the ACCs between the observations and the ensemble predictions for the five land areas presented in Fig. 2 are detailed in Table 1 .
There were positive systematic errors for India (including the River Ganges basin) in three seasons (except for JJA), and the inter-annual variation was lower in DJF than in any other season. The ACCs were negative in all seasons, which may stem primarily from the difficulty in properly simulating Indian monsoon precipitation in the model. The years 1987 and 1988 were known to have had respective weak and strong monsoon seasons, but the simulations did not reproduce this contrast. The spread, which is an index of the variation of the four ensemble members, was significant in MAM and small in DJF. Indian monsoon precipitation appears to be affected more by initial conditions in most of the AGCMs (e.g. Palmer & Anderson, 1994; Brankovic & Palmer, 1997; Webster et al., 1998) than by lower-boundary conditions, such as SSTs, which demonstrates the intrinsic difficulty of dynamical prediction of the monsoon. Therefore, it was also difficult to reproduce the inter-annual P -E variation.
The inter-annual variability was very small in Siberia (the River Lena basin) and the systematic error was positive for all seasons. The ACCs were slightly higher (above 0.2) in JJA and SON, but were not statistically significant.
The negative systematic error in Japan was distinct in JJA due to the difficulty in simulating both the Baiu front of the eastern part of the East Asian monsoon rain belt and typhoons of the tropical storms in the western Pacific. The ACCs in DJF were high (>0.4) and statistically significant at the 95% confidence level, whereas the ACCs in the other three seasons were not. This is a result of the precipitation anomaly over the western Pacific controlled by ENSO which excites the large-scale stationary waves. The waves form a teleconnection, which is a linkage between weather changes occurring in widely separated areas of the globe and which influences the weather over Japan (e.g. Nakaegawa et al., 2004) . We noted positive systematic errors for the central part of the USA (the mid-and downstream basin of the River Mississippi) only in JJA and the spread was greatest in MAM. The ACCs were statistically significant at the 95% confidence level in MAM and DJF and were still high in JJA, though they were not significant at that level. The ENSO contributes to the high winter and springtime correlations through a teleconnection between precipitation anomaly over the East Pacific and the weather over the USA (Palmer & Anderson, 1994) . Some AGCM studies suggest that the linkage of the atmosphere with the anomalous tropical SST was weak in summer and land processes contributed more to the simulated P -E variance than did variations in SSTs (Koster & Suarez, 1995; Koster et al., 2004) , which is probably responsible for low summertime ACC in the USA.
There were negative systematic errors for all seasons in Brazil (the southern part of the River Amazon basin) and the inter-annual variation was significant in all seasons. The ACCs in MAM and JJA were statistically significant at the 95% confidence level, but low in SON and negative in DJF. The negative ACC of the model, one of the stateof-the-art AGCMs, is disappointing at present since DJF is the rainiest season and has high ACC of precipitation (0.57), as mentioned in Brankovic & Palmer (1997) and Kusunoki et al. (2001) . The difference in ACCs between P -E and precipitation may stem from a variety of causes, such as low ACC of evaporation, climatological soil moisture as initial condition, insufficient representation of the land surface processes, and inaccurate inter-annual variability of observational P -E. Figure 4 illustrates the geographical distribution of the variance ratio for P -E. The high values of the variance ratio were limited to the tropical and subtropical regions between 30°N and 30°S; this distribution was basically similar to that of the variance ratio for precipitation (not shown; see Sugi et al., 1997; Rowell, 1998) .
Potential predictability
The variance ratio for JJA that exceeded 0.6 over land was confined to the area around the mouth of the River Amazon and along the Gulf of Guinea. The variance ratios that exceeded 0.4 were confined to the northeastern part of Africa and the southern and southeastern parts of Asia, the area from the Black Sea to the Caspian Sea, the northern part of Australia and the equatorial part of South America.
The geographical distribution for DJF was basically the same as that for JJA, except that the areas in which the variance ratio exceeded 0.6 were reduced. There were few areas in which the variance ratio exceeded 0.6, and those in which it exceeded 0.4 were confined to parts of Africa, the Middle East, India, the eastern coast of the USA and the equatorial region of South America. Only land areas adjacent to oceans had high variance ratios; other land areas had low ratios, particularly in the extra-tropics. Table 2 presents the variance ratios of P -E of all the four seasons and the five land areas. High variance ratios exceeding 0.4 are found in India, except for MAM, Japan for DJF and Brazil for all seasons, and those ratios exceeding 0.3 are found in all areas for all seasons, suggesting that the ensemble dynamical prediction is promising. Table 2 Variance ratios and difference in variance ratios between P -E and E in five land areas (see Fig. 2 
DISCUSSION
The inter-annual variation is large, but the ACC is low in India. However, the potential predictability in India was high in JJA, the Indian rainy season. Seasonal predictions can contribute to water management if a quasi-perfect model is available. The inter-annual variation was very small in Siberia, but it does not always warrant stable potential water resources since the climatological mean of potential water resources is scarce. Seasonal predictions are not presently feasible there because of the low correlation, but are likely to be so in the future because of the relatively high potential predictability. Seasonal prediction in Japan with the high correlation in DJF appears to contribute to water resources management. However, Japanese river basins are very small. The largest basin, the River Tone basin, has an area of only 1684 km 2 , which is about one-twentieth of the model grid area. Model results need to be computed with finer resolution in order to be applicable. High potential predictability may yield favourable results from a finer-resolution version of the dynamical model.
As Maurer & Lettenmaier (2003) identified, seasonal predictions in the USA with statistically significant correlations in DJF and MAM could substantially improve water resources management. However, high potential predictability was confined to the southern part of the USA, in the downstream basins. Realistic distributions, rather than the domain-averaged values used here, may be crucial for practical application. Moreover, soil moisture dominates runoff predictability for short lead times (Maurer & Lettenmaier, 2003) and the use of observational soil moisture as initial condition potentially improves the predictability from this experiment.
The ACC in Brazil was high in MAM and JJA and seasonal predictions will significantly improve water resources management. High potential predictability covered a large part of Brazil and this region has the best basins to assess the impact of seasonal predictions on water resources management.
A significant relationship exists between the natural variability of the Ganges annual flow and the ENSO index (Whitaker et al., 2001) , which is consistent with the high variance ratio shown in Fig. 4 , although the ACC was negative for all seasons due to poor reproducibility of P -E in India. Northern South America has high potential predictability in both JJA and DJF and, thus, Uvo & Graham (1998) could obtain better prediction capability from their statistical model. An inland southern sub-basin, the River Samuel, exhibited only a low discharge correlation in their results. Low potential predictability in JJA is indicated for this area in Fig. 4 , which is consistent with their results. A statistically significant relationship was reported between the seasonal volumes of the River Diamante (35°S, 69°W) in October-March (Berri & Flamenco, 1999) . The variance ratio was low in DJF but high in JJA. Water resources in DJF come from the snowpack that accumulates in JJA. Therefore, our result explains that relationship. The natural variability in the annual flow of the River Nile basin at Aswan (24°N, 33°E) is largely regulated by ENSO (Wang & Eltahir, 1999) , which supports our result of a high variance ratio in both JJA and DJF. Northeast (and central east) Australia have high potential predictability only in JJA and southeast Australia -only in JJA; all of eastern Australia has low predictability in DJF. These results are consistent with those of Piechota et al. (1998) , except for the South Australia basin of the River Mitta Mitta (37°S, 148°E). A close examination of Fig. 4 reveals an area of high potential predictability extending from the southwest and covering areas adjacent to the basin. This small location discrepancy is not statistically significant and probably results from imperfection in the model.
We used P -E in this study instead of precipitation. Figure 5 depicts the geographical distribution of the evaporation potential predictability in JJA. The fact that the greatest value is about 0.5 over land suggests directly that evaporation, as well as precipitation, is not deterministic but stochastic. The values are generally greater than those of P -E in Fig. 4 (see Table 2 ; they are lower in DJF and in Brazil) and the spatial patterns differ. This characteristic is usually ignored; this is another reason why we used P -E instead of precipitation. This finding suggests that statistical approaches must also treat evaporation, as well as precipitation, as a stochastic variable for water resource management.
CONCLUSIONS
The inter-annual variation and potential predictability were examined based on dynamical seasonal prediction experiments. The inter-annual variability was best reproduced in the central part of the USA and in Brazil. A negative correlation was found in India due to the low reproducibility of the inter-annual variability by the JMA-GCM (Kusunoki et al., 2001) . The ACC was low in all seasons in Siberia and only the DJF correlation was high in Japan. In general, a high correlation was found in the tropics and the extra-tropics where the tropical SST controls the phenomena through teleconnection, while a lesser correlation was found in the other areas (Brankovic & Palmer, 1997) , which supports the results obtained in this study.
The potential predictability of P -E was greatest in the tropics and lowest in the extra-tropics, as was that of precipitation (not shown; see Sugi et al., 1997; Rowell, 1998) and it was generally lower over land than over an ocean at the same latitude. The geographical distribution of the estimated potential predictability of P -E is probably similar to the actual distribution, but the confidence intervals are somewhat broader because of the small ensemble size (four) and short target period (15 years) (Sugi et al., 1997) .
A statistical river discharge model was successfully constructed in previous works (e.g. Uvo & Graham, 1998; Piechota et al., 1998; Berri & Flamenco, 1999; Wang & Eltahir, 1999; Whitaker et al., 2001; Maurer & Lettenmaier, 2003) for basins at which the variance ratios are high. This relationship between the statistical and dynamical models comes from the intrinsically longer predictability of SSTA as surface forcing. This suggests that Fig. 4 is indicative of which river discharges can be predicted with a statistical model. For example, the Congo, Mekong and Columbia rivers are primary candidates for a successful statistical model.
The basic concept of dynamical seasonal prediction is to predict the atmospheric mean field using the ensemble method with the lower-boundary conditions given, as described earlier in this paper. We used the observed SSTs in the experiments, but we could also design an experiment using the observed reanalysis land-surface data. This would improve the reproduction of the inter-annual variability and possibly the potential predictability, since a soil moisture anomaly has lengthy persistency, particularly in high-latitude land areas (Nakaegawa & Sugi, 2001) and is strongly coupled with precipitation for JJA in India and the USA among the five areas (Koster et al., 2004) . Potential water resource predictions with a seasonal-scale lead time are difficult, even using dynamical methodology. However, statistical variables, such as the maximum and minimum values and variance, can be calculated from the results of the ensemble experiment, and these data are valuable for risk management and disaster mitigation. Further study into different methods of the dynamical predictions is essential.
