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ABSTRACT
The formation and characteristics of E-region thin ionization layers at high 
latitudes is studied. Thin ionization layers at mid-latitudes are formed by the 
action of neutral wind shears redistributing the background ionization. At high- 
latitudes wind-shears are not as effective at the redistribution of ionization, and 
it is found that the high-latitude electric fields may cause layer formation. The 
mechanism for high-latitude layer formation is studied through numerical simu­
lation and incoherent-scatter radar observations. A one-dimensional simulation 
examined high-latitude layer formation in detail. It examined the effects of the 
direction of the electric field. It was found that thin ionization layers formed for 
electric fields directed in the north-west and south-west quadrants. The layers 
formed by electric fields in the south-west quadrant form at altitudes which are 
consistent with observations, while fields in the north-west quadrant resulted in 
layer altitudes which were higher than usually observed. It was also found that 
the neutral wind acting in concert with the electric field may affect the altitude 
and thinness of layers. The one-dimensional simulation was extended to a three­
dimensional model of the polar cap ionosphere. The three dimensional simulation 
showed that large areas of thin ionization layers may form for widely varying geo­
physical conditions. Incoherent-scatter radar observations showed the presence of 
thin ionization layers on 12 out of 16 nights of observation. High-resolution spec­
tral data showed that the average ion mass within the layers was higher than that 
in the background ionization, demonstrating the presence of heavy metallic ions. 
Concurrent observation of thin layers and electric fields showed layers present for 
field directions between 40° and 140° west of magnetic north, which agrees with 
the simulation. However, the range of angles is more limited than was predicted. 
Antenna scanning observations examined the latitudinal extent of the layers, and 
found the layers were of a limited extent; the largest extent observed was about 
200km.
iii
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C H A P T E R  1 
IN T R O D U C T IO N  A N D  H IS T O R IC A L  D E V E L O P M E N T
1.1 In troduction
Thin layers of ionization are often observed in the E-region ionosphere. These 
layers are of high density, often higher than 105cm-3, and persist for long periods, 
as much as an hour or more. Layer thickness is on the order of 1 to 3 km. Thin 
layers are most often observed in the altitude range of 100 to 120 km and remain 
at a nearly constant altitude though they may drift. The layers are one cause of 
the ionosonde signature of sporadic-E, where the trace shows a high top frequency 
in the E-region. The trace is flat or slanted, and may show lower frequency echos 
at higher altitudes. Sporadic-E has been observed and discussed by many authors 
(eg. Dungey, 1959; Whitehead, 1960; Axford 1963; Hunsucker and Owren, 1962.)
Ionospheric HF backscatter has been observed since 1926 (Bates, 1965), and 
sporadic-E has been observed since that time. Sporadic-E is a generic name for a 
group of different characteristic ionosonde traces. It has been defined as (Thomas 
and Smith, 1959): “Any abnormal E-region reflection which is characterized by 
one or more of the following:
1. Random time of occurrence;
2. Partial transparency;
3. Variation of penetration frequency with transmitter power as deduced from
F-region reflections;
4. Uniform apparent reflection height, regardless of frequency.”
During the International Geophysical Year (IGY) the various sporadic-E sig­
natures (Es) were classified according appearance on the ionogram. Nine standard 
types were identified: h (high), c (cusp), I (low), /  (flat, when no regular E-layer is 
present), a (auroral), r  (retardation), s (slant), q (equatorial), and n (not classified 
as any of the above). Thin ionization layers at high latitudes are primarily associ­
ated with the /  type trace. However it is not possible to determine the ionospheric 
conditions which produce the trace from the trace type. Particle precipitation, for 
example, can produce any one of the characteristic traces, not just auroral.
Research on sporadic-E has followed two tracks; first a phenomenological study 
of the properties and incidence, and later a study of the physical mechanisms which
1
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produce it. Sporadic-E ionization plays an important role in the propagation of 
HF radio waves. Much of the phenomenological study has been carried out with 
this practical application in mind.
Thin layers are formed by the redistribution of existing background plasma. In 
1956 Dungey suggested that neutral wind shears pushing ions against the magnetic 
field could form a thin layer, Whitehead, Axford and others developed this further 
as an explanation for sporadic-E. Wind shears have been observed to produce thin 
ionization layers (eg. Constantinides and Bedinger, 1970), and are the broadly 
accepted mechanism for mid-latitude sporadic-E formation. At high latitudes, due 
to the large dip angle, the wind shear mechanism is not as effective as at mid 
latitudes. The action of high latitude electric fields has been proposed as another 
mechanism for layer formation (Nygren et al, 1984; Bristow and Watkins, 1991; 
Kirkwood and von Zahn, 1991).
Since the layers are of high density and persist for long periods, it was shown 
that they could not be composed of normal molecular ions since their recombi­
nation time is too short to allow for accumulation (Axford and Cunnold, 1965). 
Therefore it was concluded that the layers must be composed of long lived metallic 
ions. This was confirmed by experiment; metallic ions have been observed in mass 
spectrometer (eg. Narcisi et al., 1968) and incoherent-scatter radar measurements 
at mid-latitudes (Behnke and Vickrey, 1975) and high latitudes (Turunen et al., 
1988).
Thin ionization layers may be related to other ionospheric phenomenon. Re­
cent observations at Arecibo have demonstrated a connection between thin ioniza­
tion layers and “sudden” neutral sodium layers (Beatty et al.,1989). The Arecibo 
incoherent-scatter radar was used to observe a descending thin ionization layer 
while a lidar was used to observe the neutral sodium. As the ionization layer de­
scended into the normal sodium layer, a thin sodium layer was observed to form. 
Sudden sodium layers have been observed at high latitudes as well, and some work 
has been done comparing ionosonde records'and lidar which has shown some con­
nection between sporadic-E and the sodium layers (von Zahn and Hansen, 1988). 
Some similar work was done observing neutral iron and sporadic-E (Bills and Gard­
ner, 1990).
2
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3Another phenomenon which may be related to thin ionization layers is “en­
hanced aurora”. Often the aurora exhibits one or more thin layers of enhanced 
brightness (Hallinan et al. 1985). The characteristics of these layers are in many 
ways similar to those of thin ionization layers: they are stable in altitude, thin, 
and persist for long periods. At present there is no satisfactory explanation for 
the brightness enhancements. Neither enhanced aurora nor sudden sodium layers 
is discussed further in this work.
1.2 Historical D evelopm ent
The following is a compilation of some of the papers which played and important 
part in the development of the theory of sporadic-E. First papers concerning the 
wind shear theory at mid-latitudes are presented, then some discussion of the work 
that has been done at high latitudes. There are of course additional papers in the 
journals, however these are the main developments:
The first paper which led to the accepted theory for formation of mid-latitude 
thin ionization layers was presented by Dungey (1959). In the paper Dungey 
examined the equations governing the density and motion of a plasma in a magnetic 
field interacting with a neutral gas. He applied these equations to show that a shear 
in the neutral wind could lead to irregularities in the electron density. The approach 
is rather complicated in that he retained the time dependence of the momentum 
equation and the induced electric field. The results he obtained are essentially 
correct and served as the basis for all later work on the wind shear mechanism.
Dungey’s wind shear theory was first applied to the formation of layers at mid­
latitude by Whitehead and Axford. Whitehead (1960) discussed the observations 
of neutral wind in the 80-100 km range as measured by meteor trail motions. The 
observations showed: (l)The vertical component of the neutral wind is always 
small. (2)The horizontal wind is constant over large horizontal distances. (3)The 
horizontal velocity often reverses in direction over a height range of about 6km. 
Whitehead proceeded to derive a complicated, and probably incorrect, expression 
for the ion vertical velocity due to wind shears and applied it in an idealized way to 
obtain maximum electron density increases for different values of peak ion vertical 
velocity. He showed that large enhancements of the density are possible.
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Later Axford (1963) also examined Dungey’s wind shear mechanism. He solved 
the momentum and continuity equations in an approximate way and showed some 
numerical results for wind shears leading to enhanced layers. Although the treat­
ment was more thorough than that of Whitehead there were still many short­
comings. For example, the collision frequency was assumed constant in altitude, 
also the ions were assumed to be Q+, however recombination was ignored so this 
assumption of ions was not significant. Axford discussed the possibility of wind 
shears due to gravity waves producing multiple layers. Further he suggested that 
layers would follow the movement of the nodal points of the waves, propagating 
downward.
In response to observations which were not in complete agreement with the 
wind shear theory, Whitehead (1965) derived the expected densities for mixtures 
of ions acted upon by wind shears. He contended that by considering mixtures of 
ions the discrepancies would disappear. He also mentioned that the electric fields 
would have to be considered when analyzing the observations, that simply knowing 
the neutral winds was not sufficient. Finally he discussed night time sporadic-E 
and concluded that without some source of ionization, recombination would not 
allow layers to form. From this he wrongly concluded that some local source of 
ionization was present.
The first mention of meteoric ions in connection with sporadic-E came from 
Axford and Cunnold (1965). In a paper, similar in content to that of Whitehead 
(1965), they discussed the problem of night time recombination. They discuss the 
possibility of the layers being composed of long lived constituents such as Fe+, 
Mg+, or Si+.
Data from mass spectrometer measurements were presented by Narcisi et.al. 
(1968). The data demonstrated the presence of metallic ions in a sporadic-E layer. 
The mass spectrometer was carried on a rocket launched from Eglin AFB in Florida, 
on November 17, 1965. Thin ionization layers were detected at 89 and 93 km which 
were found to be composed of Fe+, Mg+, Ca+, and Ni+, listed in order of decreasing 
abundance. This was the first reported observation of metallic ions in sporadic-E 
layers.
Substantial confirmation of the wind shear theory was obtained in observation 
of mid-latitude sporadic-E layers in simultaneous observations of electron densities
4
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and neutral winds. (Constantinides and Bedinger, 1970). The observations were 
made with a series of five rockets launched at one and one half hour intervals 
over a period of six hours, each rocket carried a Langmuir probe and a canister 
which released a vapor trail. Winds were derived from triangulation photography. 
Substantial agreement was found between the observations and the wind-shear 
theory.
The first incoherent-scatter radar observations of a thin metallic ion layer were 
presented in 1975 (Behnke and Vickery, 1975). High resolution data from Arecibo 
incoherent-scatter radar were presented demonstrating the presence of metallic 
ions in a sporadic-E layer. A Barker-coded double-pulse technique was used to 
obtain spectral information with 600 m resolution throughout the E region. A thin 
ionization layer was detected at roughly 100 km altitude. The layer was determined 
to be composed of 70% Fe+. The authors mentioned that the first radar evidence 
of Fe+ in a sporadic-E layer came from Zamlutti (1973) in his thesis research.
Also in 1975 a one-dimensional computer simulation of the ionosphere was 
developed and applied to the study of a mid-latitude sporadic-E layer observed 
by the Aladdin 1 experiment launched from Eglin AFB, on 20 November 1970 
(MacLeod et al., 1975). Parameters derived from the rocket data were used in the 
simulation and a detailed comparison was made between simulation results and the 
observations. The calculations supported the theory that mid-latitude sporadic-E 
layers are caused by wind shears redistributing metallic ions.
This was the last major development of the theory of mid-latitude sporadic-E. 
Later papers are mainly composed of further confirmations, or discussions of fine 
points. One point that should be noted is that all of the early theoretical papers 
discuss a steady state situation. Therefore they were examining the end state of 
the system. This leads to the conclusion that thin layers will only form at nodes 
of the ion vertical velocity profile.
At high latitudes the base of papers discussing sporadic-E is much more sparse. 
As mentioned above many of the papers are mainly concerned with the propagation 
of HF radio waves. There were some early observations connecting aurora and 
sporadic-E. Much later there were high resolution radar studies at EISCAT, and 
some theoretical discussion.
5
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6Some of the earliest high-latitude observations were simultaneous observations 
of all-sky camera and ionosonde from College Alaska (Hunsucker and Owren, 1962). 
A definite relationship was shown between the presence of aurora in the zenith and 
the ionosonde showing a sporadic-E trace. The ionosonde data showed several of 
the characteristic trace types, including auroral, retarted, slant, and flat, all in the 
presence of aurora. One example was presented where there was a sporadic-E layer 
without the presence of aurora.
Auroral E region ionization may cause ionosonde signatures which are very 
similar to those produced by thin ionization layers, however the altitude profile of 
the density is quite different. Density profiles produced by aurora typically show 
a large enhancement, ten to a few tens of kilometers thick (eg. Hunsucker, 1975), 
where as thin ionization layers are typically one to three kilometers thick. Since 
an ionosonde cannot give any information above a peak of a density profile, it can 
not yield any information about the thickness of a layer.
There were several papers produced from the Chatanika incoherent-scatter 
radar however thin ionization layers were not investigated. The basic altitude 
resolution of the system was 6km, which would smear out any thin layer. With the 
construction of the EISCAT system high resolution radar studies became possible 
at high latitudes.
The role of the electric field in the formation of thin ionization layers at high 
latitudes was discussed by Nygren et al.( 1984 a.). The authors calculated the ion 
vertical velocity profiles generated by the perpendicular electric field. It was found 
that an uniform electric field directed in the N-W quadrant is capable of producing 
a velocity profile with a convergent null. It was also shown that a homogeneous 
neutral wind directed in the N-E quadrant will have the same effect. In an extension 
of the earlier paper, the authors discussed the formation of layers consisting of two 
different metallic ion species (Nygren et al, 1984 b.). They demonstrated that 
under certain conditions the ions will form two separate layers with separation of 
a few km.
The first incoherent-scatter radar observations of high latitude thin ionization 
layers were presented by Turunen et al. (1985). A thin layer was observed for 
period of a few minutes immediately prior to an auroral arc entering the beam. 
The altitude resolution was 450 m. The layer was at 105 km altitude, and was
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7roughly 2 km thick. Simultaneous STARE radar data was presented which gave 
electric fields in the region. From this data they suggested that the observed layer 
was created by the action of the electric field.
This is the extent of the work that has been done towards an understanding of 
the formation and characteristics of thin ionization layers at high latitudes. There 
have been some additional observations of thin layers from EISCAT, but no firm 
conclusions may be drawn as to the formation mechanism. The motivation for the 
present work is to further develop our understanding of thin layers at high latitudes 
and to investigate the formation mechanism.
This work is organized in four main sections. First Incoherent-Scatter Radar 
(ISR) is discussed. ISR is the single most powerful tool available for observation 
of processes in the ionosphere. Many ionospheric parameters may be derived from 
the measurements. The discussion presents the theory behind ISR and the basic 
techniques. Also since the thin ionization layers are thin, specialized high reso­
lution observation techniques are required. These techniques are also discussed. 
Next the theories of layer formation are discussed. Since the layers are formed 
by redistribution of the ambient plasma, the transport equations are discussed in 
detail. Both the wind shear and electric field mechanisms are examined. Next the 
source and morphology of metallic ions are discussed. The high latitude electric 
field is then examined, discussing measurement techniques and the average con­
vection patterns. Finally two phenomena are discussed which are related to the 
thin layers; polarization electric field, and enhancements of conductivity. The third 
section presents a numerical computer simulation of the formation of thin layers. 
The details of the simulation are discussed then results are presented from a one 
dimensional study and a three dimensional model of the polar cap ionosphere. The 
electric field mechanism of layer formation is examined in detail. Finally the fourth 
section presents ISR data from observations at three different periods within a year. 
Thin layers were observed on the majority of nights of observations. The obser­
vations determined the electron density profiles, the ion mass within the layers, 
the electric fields, and the latitudinal distributions of the layers near Sondrestrom, 
Greenland.
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8C H A P T E R  2 
IN C O H E R E N T -S C A T T E R  R A D A R  
2.1 In troduction
Incoherent-Scatter Radar (ISR) is an experimental technique for determining 
various parameters of the ionospheric plasma. High power pulses of radio frequency 
energy are transmitted and the reflections from the ionosphere are received. The 
information obtained directly is the return power as a function of range and the 
power spectrum at each range. From this information several parameters of the 
ionosphere may be obtained. Some of these are: electron density profile, electron 
and ion temperatures, ion-neutral collision frequency, and ion drift velocity. These 
parameters are derived from the return signals and the theory of incoherent-scatter 
from the ionospheric plasma coupled with some assumptions about the scattering 
medium.
This chapter discusses the radar techniques for obtaining the information, dis­
cussing basic radar concepts, incoherent-scatter theory, techniques for gaining range 
resolution, and finally specific experiments.
2.2 Radar Equation
In a pulsed radar system, a pulse of duration rp and peak power Pt is trans­
mitted and a portion scattered from the ionosphere is received by the antenna. 




Where A(0) is the antenna’s effective on-axis aperture, L is a loss factor which 
allows for items such as ohmic losses in transmission lines, and taper to antenna 
illumination etc., N  is the electron density, a is the scattering cross section of an 
electron, and R  is the range to the scattering volume. The cross section is described 
by incoherent-scatter theory and is a function of the plasma parameters. For a given 
radar system several of these variables remain fixed and it is convenient to combine
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those fixed parameters in to a single parameter Cs called the system constant. The 
radar equation then becomes:
P3 = N a  (2.2)
This simple relationship may be used to determine the electron density as a function 
of range from measurements of the scattered power. However use of this expression, 
where cr is the Thomson cross-section of the electron, is only valid when the radar 
wavelength is much shorter than the plasma Debye length, and scattering is from 
free electrons. By contrast for typical ionospheric conditions the radar wavelengths 
used are longer than the Debye length. For this latter situation collective effects 
must be considered and a modified form of the cross-section must be used; the form 
is discussed later in the section on incoherent-scatter theory.
2 .3  Scattering
As the radar signal propagates through the ionosphere the wave fields exert a 
force on the ions and electrons there by accelerating them. The accelerated charges 
reradiate at the frequency of the wave field doppler shifted by the particle velocity. 
The acceleration is given by:
%  =  —  e*"1 (2.3)
at m
Since the ion mass is greater than that of the electron the electrons are accel­
erated more, and thus the scattering is mainly from the electrons. In the early 
incoherent-scatter experiments it was found that the return signal spectrum was 
much narrower than would be obtained if the scattering was from free electrons 
and it was concluded that electron-ion collective effects must be included in the 
analysis. One approach to finding the correct theory is to consider the ionosphere 
to be a continuous medium with a dielectric constant eo with fluctuations Se, and to 
consider the scattering to arise from the fluctuations (Dougherty and Farley, 1960). 
If the volume filled by the antenna beam is much larger than the radar wavelength 
cubed, and the scattering is very small, then we may use a perturbative method, 
the Born approximation, to describe the scattering (eg. Jackson, 1975 pg.421). In
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a region away from the scattering region the electric displacement may be written 
as:
pt'fcr
D =  Do +  Asc—  (2.4)r
where D0 is incident wave displacement and A sc is the scattering amplitude:
Aac = —  f  e ^ ( k  x ( D -  e0E) x k -  — k x (B -  p0H))d3x  (2.5) 
47r J  c
where the integration is over the scattering volume. Note that D ^  e0E  and
B  ^  p0H  within the scattering volume. We assume that e and p may be writ­
ten as background quantities (eo, fJ-o) with small spatially dependent fluctuations 
(8c(x),8p(x)). We have an integral relation for D; to solve this we use the first 
Born approximation:
D =  [to 4- 6e(x)]E (2.6)
B  = [p0 + Sp{x)]H (2.7)
where 8 c «  e0 and 8p «  /z0, then to lowest order:
D -  c0E  «  - D o  (2.8)
B  -  poH w 8- ^ B o (2.9)
Po
It can be shown that the contribution of the magnetic term is much smaller than 
that of the electric term (Budden, 1985) so we may write the scattering amplitude 
as:
Asc «  — f  ^ { k  x 6- ^ - D q x k)d3x (2.10)
47T J  e0
Asc «  -^-(£ x .Do x k) [  * ^ e rk-*d3x (2.11)47T y Co
10
or
a f  ^ l e^ d 3x (2.12)
J  eo
So we see that the scattering amplitude has a simple relation to the fluctuations of 
the dielectric constant. Now the wave vector (k) here is given by the difference of 
the incident and reflected wave vectors:
£ = £ ,■ -  kr (2.13)
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For back scatter the reflected wave vector is simply the negative of the incident 
vector so k = 2 and if we express the fluctuations as the Fourier transform of 
the fluctuations in k-space we get the following:
«£(*) 1
£o =  —  /\/2j  J-c
J J -co e0 ‘
e~i2^ l'i d3x










The volume integral of two complex exponentials over all space yields a delta func­
tion. Here the volume is considered to be much larger than the cube of the radar 
wavelength so the space integral is approximately:
and
8(k -  2ki) =  J ei l s e~i2ki-sd3x,








This shows that the scattering amplitude for back-scatter is simply proportional 
to fluctuations of the dielectric constant with a scale size twice the wavelength of 
the incident radar beam. In a plasma, at frequencies above the plasma frequency, 
a simple expression for the dielectric constant is (eg. Nicholson 1983, pg. 137):
e(w) «  1 — (2.20)
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where up is the plasma frequency and u  is the frequency of the incident radar pulse. 
For sufficiently high u  we have e0 w 1. To find the fluctuations we can write :
Sc — C —  Cq
Wp ~  wp0
u 2 (2 .21)
4




That is, the fluctuations in the dielectric constant are proportional to fluctuations 
in the electron density. For incoherent-scatter from the ionosphere the fluctuations 
are naturally occuring, thermally-induced fluctuations. Although other physical 
conditions, such as turbulence, may yield fluctuations of the dielectric constant, the 
returns are clearly distinguishable in both total power and spectrum. The same 
scattering described here may lead to coherent scattering if the density fluctuations 
have some spatial coherence, such as may arise from waves.
The radar equation presented in the previous section was stated in terms of the 
cross section rather than the scattering amplitude. The cross section is related to 
the amplitude by (eg. Jackson, 1975, pg 420):
_ (2 /22)
w
where e is the polarization vector of the scattered wave. Inserting the expression
for A ac we get:
a = 47T m
. (2.23)
=  ( - ^ j )  V ( 2 £ ) I :\m c l J 
=  rl\6N(2ki)]2
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The quantity r e = is the classical electron radius. It should be noted that 
8N  is a function of time as well as wave number, and thus so is cr; it is this time 
dependence that is reflected in the power spectrum of the received signal. Also SN  
is actually the average value of the density fluctuations over the volume filled by 
the radar beam.
As a side note we should consider the validity of the arguments presented in this 
section. It was assumed that the fluctuations of the dielectric constant were small 
so that the perturbative method could be used. By showing that the fluctuations 
are proportional to the fluctuations of the electron density we have shown the 
assumption is justified. Any fluctuation of the electron density is countered by the 
Coulomb force and therefore must be small.
2 .4  In co h eren t-S catte r Theory
The theory of incoherent-scatter describes the spectrum of plasma density fluc­
tuations in terms of the various parameters: ion and electron temperatures, density, 
and collision frequency. The spectrum has two features which were not expected 
in the early development of incoherent-scatter. First, the spectrum is very much 
narrower than expected, reflecting the thermal velocity distribution of the ions 
rather than the electrons. Second, the spectrum has a characteristic shape; “dou­
ble humped”, peaking at a finite doppler shift rather than at zero shift.
There are two methods which have been used to develop incoherent-scatter 
theory: an elegant macroscopic theory based on the Nyquist fluctuation and dissi­
pation theory, the work of Dougherty and Farley (1960, 1963); and a microscopic 
approach based on the direct application of plasma kinetic theory, “The dressed 
test particle theory” (Fejer, 1960, Hagfors, 1961, Rosenbluth and Rostoker, 1962, 
Salpeter 1961, etc). The two theories have been shown to yield equivalent results 
(Evans, 1969).The theory of Doughtery and Farley is referenced most often in the 
literature, and the work presented later is based upon this theory, so it will be dis­
cussed in detail. However, the dressed test particle theory will briefly be discussed 
qualitatively since it gives a simple physical picture of the scattering process.
As was shown in the previous section the majority of scattering is from electrons, 
however collective effects determine the shape of the power spectrum. In a plasma
13
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the ions and electrons are randomly distributed however there is a tendency for the 
electrons to form clouds around the ions. If a positive test particle is placed at rest 
in a plasma of uniform density, the ions and electrons redistribute so that the charge 
is screened. At some distance away from the charge there will be no electric field. 
The ions are pushed away and the electrons are attracted; at equilibrium the ion 
density in the area of the test charge is decreased by half the value of the test charge 
and the electron density is increased by the same amount. This is Debye shielding 
as discussed in basic texts on plasma theory. If, however, the test charge is not at 
rest, then the ions, because of their high inertia, cannot redistribute fast enough to 
participate in the screening and a larger fraction of the charge neutralization comes 
from the redistribution of electrons. The higher the velocity of the test charge, the 
more the screening will be due to the increase of electron density, and thus the larger 
the scattering cross section. Now, if we view each ion as a test charge as it executes 
random thermal motion, it generates fluctuations in the electron density; the higher 
the velocity the larger the fluctuation. If the ions have a maxwellian distribution 
there are fewer ions at high velocities and thus the cross section must decrease at 
high velocities. However, the cross section may peak at some doppler shift away 
from zero. The electrons do not act as the test particles since their inertia is so 
low. Thus the power spectral width mainly depends on the ion thermal velocity 
distribution, and the peak of the spectrum is not at zero doppler shift.
In contrast to the above discussion the method of Dougherty and Farley makes 
use of a generalized version of the Nyquist theorem which describes the noise fluctu­
ations in circuit elements. The generalized theorem states that for a linear system 
with the application of a generalized force V(t) which produces a response I(t) such 
that the power dissipated is V(t)I( t ), and V(t) and I ( t ) are the real parts of V e^,u,t 
and Ioetwt, with 70 =  Y ( u ) \ b, where Y(u)  is a generalized admittance, then when 
the system is in thermal equilibrium and disconnected from the disturbing force, 
the response I(t),  instead of falling to zero, becomes a stochastic function of time 
having a spectrum:
\I(u)\2du =  -G {u )K T d u ,  (2.24)
7T
where G(u) is the real part of the generalized admittance.
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To apply this to a plasma we must define the terms. The response we are inter­
ested in is the displacement of electrons. To find this displacement we must examine 
the electrons as part of a larger linear system consisting of the ions, electrons, and 
electromagnetic fields. Also, forces and displacements are vector quantities, and 
the admittance is a second order tensor quantity. We introduce a fictitious force F  
acting on the electrons. We must also consider the force due to the electric field, 
so we may write:
N0ue =  Ye • (F -  eE) (2.25)
To get this in the form to which the theory may be applied, E must be eliminated 
from the expression. To do this we must examine the behavior of the ions and the 
field:
N0ui =  Yj -eE  (2.26)
J = N 0e ( u i - u e) (2.27)
and
J  = T  ■ E  (2.28)
Here Yi is the admittance tensor for the ions, and T is the conductivity tensor. 
With these expressions E  may be eliminated and we get:
N0ue = Y ' - F  (2.29)
where:
Y ' = (Yi -  r / e 2)(Y; + Ye -  T /e2) - 1Y e (2.30)
Now, we are interested in SN  so note:
N  = Nq + SN  (2.31)
^  =  - V  • (Nu).  (2.32)
For a specific fourier component this yields:
- i u S N  =  - i k  • (N0u) (2.33)
|«W(i,u,)|J =  -^|JV,>a(*,w)|a; (2.34)u>*
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so we have for the fluctuations:
K T k2
\8N(k,u})\2du = ^4-/2[Y'(c«/)]dw. (2.35)
7rw2
The problem reduces to finding the generalized admittance tensor. The deriva­
tion is presented in the appendix of Doughtery and Farley (1960) for the simplest
case, with no magnetic field, equal electron and ion temperatures, and neglecting 
collisions. The derivation examines the distribution functions by applying the fic­
titious force in the Vlasov equation. Here the results are quoted directly. Y may 
be normalized to:
y ,  = ^ y .  (2.36)
and, in a coordinate system chosen such that k =  (0,0, A:), ys is diagonal and all 
that is needed is the {zz} component which may be written as:
i + { 6 -
y"  -  1 - V j  (2'37)
where J  is the normalized Gordeyev integral:
TOO
J  =  exp[—i{9 — ir8)t' — (f>~2sin2{a)sin2{\^t ')  — \ t l2cos2{ci)]dt' (2.38)
Jo
<*■»>
* = ( d & ’ <2 -« >
and a is the angle between the radar beam and the magnetic field. The {zz} 
component of the conductivity tensor is simply Tzz =  |^ , with this the cross-section 
may be written as:
r2 A/n
a{ui)duj =  - ^ - R e [ y ' zz\du (2.42)
7TCU
D r / i \llzze |2-Afe[2/z2t] +  |f^Vzzi ik2Ajp| Re\yzze] f ^
& l»“ 1 =  1   <2'43)
where p is the temperature ratio Te/T), and Ao  is the electron Debye length.
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The spectrum depends on several parameters: number density, electron and ion 
temperatures, ion mass, and the ion-neutral collision frequency. It is interesting to 
note that some of the parameters only appear in ratios, such as the ion temperature 
to mass ratio. Thus it is not possible to determine the two parameters indepen­
dently. In order to determine one of these quantities the other must be known or 
assumed. Most often an average ion mass profile is assumed and the temperatures 
are then determined. In the upper ionosphere, above about 200km altitude, it is 
assumed that the ions are mainly 0 +, while in the lower ionosphere a mixture of 
O f  and NO+ is assumed. Figure 2.1 is a plot of the cross section as a function 
of frequency and altitude for typical ionospheric parameters. The figure shows the 
spectrum is, in general, narrower at lower altitudes and broadens at higher alti­
tudes. The width of the spectrum is mainly influenced by the ion temperature 
and the ion-neutral collision frequency, a low temperature gives a narrower velocity 
distribution, as does a high collision frequency.
The total scattering cross section for a single electron is the integral of the 
differential cross section over all frequencies, Dougherty and Farley give this as:
crtot =  r \
P \ 2d 1
D +l l  + P X l  ' (l + P \ l ) ( l + T e/Ti + P \ 2D)l (2.44)
When the radar wavelength is much greater than the Debye length (k2\ 2d «  1) and 
the ion and electron temperatures are equal, the quantity in the brackets reduces 
to | .  Thus the scattering is half that predicted by the Thomson scatter from free 
electrons with radius re. In most applications the wavelength is much greater than 
the Debye length but the two temperatures are not equal so the number densities 
derived from the simple theory must be corrected by the factor (1 + TejT{).
2 .5  P aram eter Estim ation
As discussed in the previous section the spectrum of the radar return contains 
information about the plasma parameters, viz. ion and electron temperatures, and 
electron density. The Doppler shift of the spectrum is a measure of the mean 
ion motion along the line of sight of the radar. To extract this information an 
estimate of the power spectrum is obtained and a theoretical spectrum is fitted 
to the estimated spectrum. Often the auto-correlation function (ACF), which is
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Fig. 2.1. Incoherent-Scatter cross section as a function of frequency and range for the altitude 
region 90 to 150 km.
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the Fourier transform of the power spectrum, is measured instead of the spectrum. 
Assuming the density fluctuations are random, the returns may be represented by 
a Gaussian random variable. In addition, there is measurement noise, which also 
may be represented as a Gaussian random variable. Using the theory of incoherent- 
scatter, one fits a set of parameters to the measured spectrum or ACF by a nonlinear 
least squares procedure. An estimate of the values of the various parameters is 
obtained, however there is some uncertainty in the estimates. Although the actual 
values of the parameters are not random variables, the estimates of them are, and 
as such, have associated probability distributions and variances. From a knowledge 
of the variances of the data an estimate of the variances of the parameters may 
be obtained. In a recent paper Vallinkoski (Vallinkoski, 1988) demonstrated the 
application of standard statistical techniques to estimate the errors in incoherent- 
scatter measurements. In this section some of those results will be discussed.
The measurement is described by a random variable, the vector m where the 
elements of m are the data points, either the ACF at certain lags or the spectrum 
at various frequencies. It may be expressed as:
m  =  f (x )  -f- e (2.45)
where f ( x ) is the theoretical spectrum or ACF, x is the parameter vector, and
e represents the error. The probability density function for the measurements is 
assumed to be the multivariate normal distribution:
D (™\x ) =  (27r)M/2| s | 1/2 exP { ~ ^  ~  ~  /(g)]}, (2-46)
where M is the number of data points, and X =  E(eeT) is the error covariance
matrix. To obtain an estimate of the parameters we choose to maximize D(m\x). 
The problem may be expressed as minimizing the following:
S(x) = [ m -  f(x)]TS _1[m -  f(x)}. (2.47)
Minimizing S(x)  gives the “maximum likelihood estimate” of the parameters x. If 
the errors in the various lags are not correlated, X is diagonal and the problem 
reduces to the standard least squares problem.
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To estimate the errors the function f (x )  is expanded about the maximum like­
lihood point, Xo, and S(x)  is linearized:
rh = f(xo) + A - ( x - x 0) + e (2.48)
where the columns Ai of A are :
With this a matrix Q is defined as:
Q = At S " 1A (2.50)
And the measurement errors are given by the diagonal of the inverse of Q; cr£ =
(Q-1)fcfc-
The results presented here give some guidelines for experiment design. For 
a certain degree of accuracy in the measurement of the parameters, this theory 
gives allowable levels of measurement error. In a later section measurement error 
will be discussed in more detail; the error will be shown to depend on the signal 
strength, the noise power and the integration time. With the theory presented 
here the required integration time may be determined for a certain accuracy in the 
parameter estimates.
2 .6  R adar Techniques
In the previous discussion the radar equation and description of the scatter­
ing process were presented without mention of the radar signal or system. This 
discussion was idealized and made no mention of such topics as range and fre­
quency resolution. This section presents these topics, and discusses how they affect 
incoherent-scatter experiments.
To discuss radar techniques first we must examine the radar signal in more 
detail. The typical pulsed radar transmit signal is a pulse of finite duration at 
the carrier frequency which may be modulated. We can describe the signal as 
s(t) =  b(t)elwot where uq is the carrier frequency, and 6(2) describes the shape of 
the pulse envelope, including any phase information. A typical form for b(t) is 
a square pulse with periodic 180° phase changes. The signal at the terminals of
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the receiver (that is, the signal before it has passed through any filters, mixers, 
gain, etc.) is the scatter from the ionosphere, the scattering cross section of which 
was described earlier. The signal scattered from a discrete target moving with a 
finite velocity is a replica of the transmit signal with its amplitude multiplied by the 
target’s scattering cross section and its frequency doppler shifted in correspondence 
with the target velocity. In the previous sections the cross section was described 
as a function of frequency. If we describe the cross section of the medium as a 
function of doppler velocity (a — cr(v)) then, at the terminals of the receiver, the 
signal scattered from a single scattering volume is the sum of the scattering from 
each velocity component:
/ +00
b(t -  f')e,‘u'(<- t')a(u)dn (2.51)
•00
(2.52)
where t' is the time delay from transmission to reception and is given by:
_  2R(t)
c
_  2(R +  vt) 
c
R  is the nominal range to the scattering volume, so:
s ( t )=  [ + b(t -  2^  +  ^  (2.53)
J-oo c
This is the received signal from a single scattering volume, ie. a single range gate 
of the ionosphere. To get the actual signal we must integrate over range as well:
s{t) =  r  f +C° b{t -  2^R  + V~t) )eiu»lt- m r !ll)cr{v)dvdR (2.54)
Jo J —co ^
Now since we have an expression for the cross section in terms of frequency note 
that the doppler shifted frequency for a given velocity is:




C  U > 0
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where u>0 is the radar carrier frequency, therefore:
poo p + c o
s ( t )=  b { { l - 2 v / c ) t - 2 R / c ) e i(u't- 2“oR/c)(r(uj0 -uj,R)du;dR (2.57)
J0 J - c o
If 2v/c «  1 then the envelope (b(t)) is not affected by the scattering and:
poo p + o o
s{t) = / b(t — 2R/c)ei(ut- 2“oRfc)<r{oJ0 -  w, R)dudR (2.58)
Jo J -c o
The return signal is thus the convolution in both range and frequency of the trans­
mitted signal with the cross section of the medium. To find the spectrum of s(t) 
one takes the fourier transform:
poo p+'OO p +  oo .
s(Sl) = b ( t -  2R / c y ^ - ^ W ^ e - ^ d t  <t{u0 ~  w, R)dudR
Jo  J —co J —co 
poo p + o o
=  b(n-uj)ei^ - n ) 2R/ca(ujo-uj,R)dudR
Jo J —oo
(2.59)
Again we see the that the spectrum of the return signal is the convoultion in range 
and frequency of the transmitted signal and the cross section of the medium.
To take this further we must examine the signal after it has passed through the 
receiver. It can be shown that to obtain the highest possible signal to noise ratio the 
receiver system response should be that of a filter matched to the return. In cases 
where short or coded pulses are used the filter is matched to the transmitted pulse. 
The impulse response of a matched filter is given by the complex conjugate of the 
transmitted signal. A filter with these characteristics has the same bandwidth as 
the transmitted pulse and thus allows all of the signal to pass while blocking noise 
from outside the band. Thus the signal becomes:
g(t) = j s(t')bm(t — t')e~tuJot'dt1
P < > 0  p  +  'CO  p + o o
= b{t’ -  2 R / c ) b ' { t - t ,)ei^ - Uo)t,- 2woR/c)a(oJo~uJ1R)dudRdt'
J0 J —oo J - c o  
poo p + o o
— I  cr(u:o — u>, R)e~l2woR/cx{u>, R)dudR
Jo J - c o
(2.60)
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where ,/ +00
b{t' -  2R/c)F{t -  t ' y ^ - ^ ' d t '  (2.61)
•oo
is the Ambiguity Function of the radar system. The final signal is the two dimen­
sional convolution of the range and spectral distribution of the medium with the 
system ambiguity function. Figure 2.2 is a plot of the ambiguity function for an 
uncoded square pulse.
This convolution behavior leads to two important results which limit the per­
formance of a radar system. First, since there is convolution in range the range 
resolution (6h), ie. the distance over which the return can be considered to be from 
an independent layer of the ionosphere, is limited, and is equal to crp/2. Second, a 
similar result holds for the frequency resolution, and trying to improve either resolu­
tion tends to degrade the other. To obtain accurate information about the medium 
the ambiguity function must be much more strongly peaked than the properties 
of the medium. That is to say that parameter changes must occur over distances 
large compared to the range resolution, and the spectrum of the medium must be 
broad compared to that of the ambiguity function. Methods for improving range 
resolution are called pulse compression and will be discussed in the next section.
The ambiguity function just derived is actually the single pulse ambiguity func­
tion. In some experiments pulse trains or multiple pulses groups are used to make 
a single measurement. In this case b(t) is replaced by a function which for a pulse 
train takes the form:
m  =  n < ‘/ w  - n p ) (2-62)
Where n (* /^0  represents a window function of length T,  and b(t — np) is a peri­
odic function of period p, with the individual pulses described by b(t). The range 
resolution is that of the short pulse. In frequency the ambiguity function now takes 
the form of the convolution of the spectrum of the window with that of the peri­
odic function, b(t — np), and consists of lines separated in frequency by the Pulse 
Repetition Frequency (PRF) divided by the number of pulses. Each line is not 
truly a line but rather the Fourier transform of the sample window weighted by 
transform of the individual pulse spectrum. The spectral resolution is thus given 
by the PRF and the length of time sampling. One restriction in using this method
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UNCODED PULSE AMBIGUITY FUNCTION
Fig. 2.2. Ambiguity function for an uncoded pulse. The range axis runs plus and minus the 
pulse length, and the frequency axis runs plus and m inus half the number o f sam ples times the 
reciprocal o f the pulse length.
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is that the PRF must be low enough so that the returns from one pulse subside 
before transmitting the next. Also it is assumed the properties of the medium 
remain essentially constant over the sampling period.
Another restriction on obtaining arbitrarily good range resolution is the signal 
to noise ratio (SNR). The signal at the terminals of the receiver consists of the 
scattered pulse along with noise. The noise is additive and the signal voltage may 
be described as:
v{t) = vs(t) + vn(t) (2.63)
The noise is considered to be stationary and white across the bandwidth for the 
receiver; stationary meaning the statistical characteristics do not change with time, 
white meaning that the power is a constant function of frequency. The received 
noise power is given by:
Pn = kT B  (2.64)
Where k is Boltzmann’s constant, T  is the system temperature, and B  is the
bandwidth. Increasing range resolution in general means increasing the bandwidth,
and thus increasing the noise power. In addition from the radar equation the 
received signal power is proportional to the pulse duration:
. 25
II<-0 (2.65)
Ps oc Sh (2.66)
Pn oc B  oc 1 /8k (2.67)
Ps/P n  oc 8h2 (2.68)
The signal to noise ratio is proportional to the square of the range resolution. Thus 
improving range resolution, ie. decreasing 8h, results in a quadratic decrease in the 
signal to noise ratio.
To see how the SNR affects the results of a radar experiment we must examine 
the statistical uncertainties. The voltage at the terminals of the receiver is the 
sum of two independent gaussian random variables: the component due to the 
scattering vs{t), and the component due to the noise vn(t). The signal is sampled
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and an estimate of the power is formed for the various ranges and for a time when 
the signal is entirely noise.
< Pr > = <  (vs +  vn)2/ R  >J S
vs , vl  vavn (2.69)
—< ~R~ > ’
where < >  represents time averaging. Since the signal and noise are uncorrelated,
the last term equals zero and we may write:
< Pr > = <  Ps > + < Pn > (2.70)
To find the power due to the scattering the average noise power is subtracted from 
the signal plus noise power.
< P3 > = <  Pr > - < P n > (2.71)
To find the uncertainty in the scattered power we assume the mean of the noise is 
very well known, and so all of the uncertainty is that of the signal plus noise. The 
variance is given by:
sp? = j Y , ( p ’ - < p ’ >)2 <2-72)
Pr may be written as Pr = <  Pr > (1 +  e) where e is a random variable. Then:
U - - 1  < * > « £ .< , > » r 2N
= < Pr > 2 £2
(2.73)
= ( < P s > + < P n >)2e2rms
= < P S >2 ( l + j ^ ) 2e2rm3
Farley (1969) evaluated e and found that for various methods of forming the es­
timate ( ie. synchronous detection, asynchronously pumped parametric amplifier, 
etc.) e = cfV-1/2, where the constant is nearly equal to one and thus:
+ <2J4) 
This shows that the uncertainty in the electron density measurements is inversely 
proportional to the SNR, and the square root of the number of radar pulses. Thus 
any decrease in the SNR leads to a significant increase in the integration time 
required for a certain degree of accuracy. The expression also shows that for SNR 
greater than one there is little improvement in integration time for improvement in 
SNR.
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2 .7  D escription o f Basic Experim ents
Long pulse- Figure 2.3 illustrates the long pulse experiment. The figure is a 
range-time diagram which illustrates the altitude range sampled by a pulse trans­
mitted at time t =  0 and received at time t =  +  nrs (ts is the sample spacing).
A single long pulse of duration rp is transmitted, such that 1 /t  is much less than 
the spectral width of the medium. The return is sampled after some delay time 
(Td). Each sample contains information from a range of altitudes, y .  All samples 
from the period rp contain information about the common range, ho. These sam­
ples are Fourier transformed to obtain the power spectrum from the range ho. The 
return may be continually sampled, and the samples grouped according to range. 
For the groupings to be considered independent, the groups will be separated by 
Tp seconds. That is, the first sample of one group will occur r  seconds later than 
the first sample of the previous group. This yields a basic altitude resolution of 
Sh= f .
Multi-pulse- Figure 2.4 illustrates the multi-pulse technique. The figure is a 
range time diagram for two short pulses of duration rp separated by six 77 (77 is 
the lag time). As stated above the length of the pulse in the long-pulse experiment 
must be long enough so that the spectral width is much wider than reciprocal 
pulse width. This is equivalent to saying that the correlation time, defined as the 
first zero crossing of the auto-correlation function, must be much shorter than the 
pulse width. In the lower ionosphere the correlation time is long and the range 
resolution requirements force the use of shorter pulses. In this case the long pulse 
method is not adequate and other methods are required, such as multi-pulse. A 
series of short pulses are transmitted at various multiples of the lag time (77), and 
the return sampled at the lag spacing. In the figure two pulses are shown spaced 
by six 77. The product of the first and sixth samples give an estimate of the auto 
correlation function at six 77 at the range h0. The second and seventh sample give 
an estimate of the ACF at lag six 77 at the altitude ho +  y 1, etc. Note that the lag 
spacing determines the range resolution. Also note that the first sample contains 
returns from the first pulse at range ho and from the second pulse at a lower range. 
The sixth sample contains return from the second pulse at range k0 and from the
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Fig. 2.3. Range-Tim e diagram for a singie long pulse. Diagram illustrates the ranges from 
which signal returns are included in each sample.
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first pulse at a higher range. It is assumed that the returns not from a common 
altitude are uncorrelated, and will average to zero over several interpulse periods. 
In multi-pulse experiments which have more than two pulses care must be taken 
so that the pulse spacings insure that no two sample pairs have contributions from 
a common range except for the desired range.
Velocity Vector Determination- As stated above, the Doppler shift of the power 
spectrum gives an estimate of the line of sight bulk plasma velocity. A typical exper­
iment to determine the plasma velocity vector, using a monostatic radar, measures 
the line of sight velocity along three directions. The three velocity components are 
then combined to form a velocity vector. Figure 2.5 illustrates the geometry. The 
line of sight velocity in any direction is the projection of the velocity vector along 
the direction. The measured velocity may be expressed as:
Vi =  V  ■ di
where d\ is a unit vector in direction 1. The complete measured vector is:
l \ x  d \ y
= | d2x d2y c?2Z (2.75)
d^x d-3y dzz
To recover the velocity vector we multiply the measured vector by the inverse of 
the direction matrix. This gives the velocity vector projected on the orthogonal 
coordinate system. This velocity vector may then be used to determine the electric 
field or neutral wind, depending on the altitude range.
2 .8  E xperim enta l C onstraints Resulting fro m  th e  M ed iu m
Figure 2.6 shows a typical plot of the electron density profile, the spectra at 
various altitudes are shown in figure 2.1. The density profile shows what range 
resolution is required for different altitude ranges. In the lower region, 60-130 kilo­
meters, the density changes rapidly, with significant changes taking place within a 
few kilometers. It is also within this region that thin layers of ionization may ap­
pear having a vertical extent of a kilometer or less. At higher altitudes the changes
29
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Fig. 2.4. Range-Tim e diagram for double-pulse experim ents. Diagram illustrates the ranges 
from which signal returns are included in each sample.
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Fig. 2.5. Projection o f a velocity vector along a line-of-sight. V  represents the plasma 
velocity, and V i  is the projection along the radar look direction.
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become less rapid. Above 150 kilometers range resolution of a few kilometers is 
sufficient; above 300 km resolution of as much as 50 km is often acceptable.
The spectra plot shows the spectral resolution requirements. In general, the 
spectral width is narrow in the lower ionosphere, increasing with altitude. In the 
lower ionosphere the spectrum is collision dominated and very narrow; below about 
90 km the spectrum will typically be less than 500 Hz wide. Here the spectrum 
may be obtained with pulse-to-pulse methods and a Pulse Repetition Frequency 
(PRF) of about 1000 Hz is typically used. This PRF is quite high and leads to 
a difficulty in that the scatter from above 150 km will not return before the start 
of the new pulse, and the spectrum becomes contaminated with returns from the 
higher ranges. However the spectral width increases rapidly with altitude and, as 
such, the portion of the return from the higher ranges will have a broad spectrum; 
the result will appear as a raising of the noise level in the narrow spectrum of the 
low ranges. Above 90 km the spectrum increases in width and is generally too wide 
for pulse-to-pulse methods. Near 100 km the spectra are typically a few kilohertz 
wide and range up to more than 20 kHz wide at ranges above 250 km. A common 
technique for obtaining spectral measurements in the lower altitudes is the use of 
the multi-pulse auto-correlation method (Farley 1972). In this technique a group 
short pulses are transmitted within one inter-pulse period. The short pulses, of 
length r  are separated at integral multiples of r. The separation of a pair of pulses 
in a group must be different from the separation of all other pairs in the group. The 
return is sampled at the lag time and the various cross products are formed. Thus 
an estimate of the autocorrelation function is obtained, and the power spectrum is 
simply the Fourier transform of the autocorrelation function. Above roughly 200 
km, spectral measurements are made directly from long pulse measurements. A 
single long pulse is transmitted and the return is sampled at a rate high enough so 
that the Nyquist frequency is higher than the spectral width of the medium. At 
Sondrestrom a typical experiment is a 320 //sec pulse sampled at 14//sec, this gives 
a Nyquist of approximately 35 kHz; F-region spectra are usually less than 30 kHz 
wide.
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S u n s p o t m a x im u m  
S u n s p o t m in im u m
Fig. 2.6. Typical electron density profiles for m id-latitude ionosphere. Profiles are shown for 
day and night for both solar m axim um  and solar minimum conditions. Figure is from “The Upper 
Atmosphere and Solar Terrestrial Relations” , J.K. Hargraves, Van Nostrand Reinhold, 1979.
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2.9  Pulse Compression
As discussed above, after passing through the receiver system the return signal 
can be expressed as the convolution in range and frequency of the cross section of the 
medium, with the system’s ambiguity function. Since the object of the experiments 
is to find the properties of the medium it is desirable that the cross section is easily 
extracted from the signal. The operation is convolution, and the signal would be an 
exact replica of the cross section if the ambiguity function were a two dimensional 
delta function. This is of course not realizable, in fact, for ordinary single pulses 
the width in frequency is inversely proportional to the width in range. Also, as 
discussed above, improving range resolution by decreasing pulse width, ie. making 
the pulse appear more like delta function in range, decreases the signal to noise ratio 
quadraticly. Pulse compression is a technique for improving the signal to noise ratio 
for a given range resolution. The frequency properties of compressed pulses are not 
in general an improvement over those of uncompressed pulses. However when used 
with the pulse to pulse or multi-pulse methods good range and frequency resolution 
may be obtained. In addition, when spectral information is not needed, density 
profiles may be obtained with good range resolution.
The idea behind pulse compression is to make a long pulse have the range 
resolution of a shorter pulse. The energy transmitted will be that of the long 
pulse and thus the return power is higher. The bandwidth required is that of 
the short pulse, and so the noise power is the same as that of the short pulse. 
Thus by increasing the pulse length the signal to noise ratio can be improved while 
maintaining good range resolution. A restriction on pulse length is that the medium 
must remain correlated over the pulse length; that is, the spectrum of the medium 
must be narrow.
Pulse compression is achieved by modulating the transmitted signal within the 
length of the pulse. This may be in the form of binary phase changes, step phase 
changes, step frequency changes, or linear frequency or phase changes. The modu­
lation most commonly used in incoherent-scatter radar applications is binary phase 
changes. In such, the phase of the transmitted signal is changed at intervals equal 
to the pulse length of the desired range resolution. This time or “baud length” 
becomes the range resolution.
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To find desirable forms of signals, 6(f), examine the single pulse ambiguity 
function: / +00
b(t' -  2R/c)b*(t -  (2.76)
■CO
If the spectrum of the medium is very narrow, ie. the medium remains correlated, 
then an integral only has contribution for zero doppler shift and we get a function 
of time only:
r+ 0 0
x ( t )=  b(t' -2 R lc )b * { t - t ' ) d t '  (2.77)
J —OO
This is the autocorrelation function (ACF) of b(t). Thus good range resolution 
is obtained from signals with a strongly peaked ACF. A special class of functions 
that have strongly peaked ACFs are the Barker codes. Barker codes are unique in 
that the ACF of a code of length N  has a normalized central peak and uniform 
sidelobes of height 1/N.  The sum of the area in the side lobes is the lowest of any 
code of the same length, ie. Barker codes are optimal. The longest known Barker 
code is 13 bauds, which has side lobes down by a little over 20 dB from the peak. 
Figure 2.7 shows the thirteen baud Barker code and it’s autocorrelation function.
2 .10  T h e  Coded Long-pulse Technique
The pulse compression technique discussed in the previous section may lead to 
significant improvement in signal to noise ratio for a given range resolution require­
ment, and thus shortens the integration time required to make a measurement. 
In making spectral measurements further improvement is possible. The multipulse 
technique discussed earlier involves transmitting a group of short pulses, or a group 
of coded pulses. The spacing between the pulses is in general very short and the 
radar beam must remain on between the pulses, wasting power and duty cycle. 
The “Coded Long Pulse” (Sulzer, 1986) is a technique for making spectral mea­
surements with good range resolution and makes full use of the available duty cycle 
for typical transmitters that have been used. This is a single pulse method, which 
uses coded pulses and temporal averaging to gain range resolution. The pulse is 
modulated with a pseudo random binary sequence which changes periodicly, as
35
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Code:
1 1 1 1 1 -1 -1 1 1 -1 1 -1 1
Fig. 2.7. 13 elem ent Barker code and its auto correlation function.
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often as on each pulse. The return signal is mixed down to base band and filtered 
to obtain:
/■co f+ o o
s ( t )=  b { t -2 R /c )e i^ t~2woR^ a{u;0 -u>,R)du}dR (2.78)
J  0 J —oo
The base band signal is sampled at the baud rate and then multiplied by a replica 
of the transmitted signal shifted to align the first baud of the code with each range. 
An array of signals is now obtained:
9k(i) = s(i)b(t -  tk)
= [JP J  °° b ( t -  2R/c)eil“t- 2“oR/c)<T{u;0 -u ; ,  R)dudR] b(t -  t k)
This is Fourier transformed to obtain:
/•oo r+ o o r /*+co
Gjfc(fi) =  [ b ( t -2 R /c )b { t - tk)e-i^ - w)td t \e - i2uoR/c<7(u0- u ,R ) d u d R
° _C° ~°° (2.80) 
The integral over the code is once again an ambiguity function. The code is changed 
on each pulse and Gk(fl) is integrated over time. The integration time is short 
enough that the properties of the medium remain constant so the integration only 
affects the ambiguity function. Although the ambiguity function of a single pulse 
may have no resemblance to a two dimensional delta function, the integral over 
several different codes will. Figure 2.8 shows ambiguity functions for a single 128 
baud code and the integral over 50 different codes. As the plot shows, the integrated 
ambiguity function is strongly peaked; however there is a noise floor generated 
by the code. For a suitable code length, such as 128 baud, the central peak is 
significantly higher than the noise floor. This technique represents a significant 
improvement over multipulse techniques in spectral measurements.
37
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CODED LONG PULSE AMBIGUITY FUNCTION
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Fig. 2.8a. Am biguity function for a single 128 baud coded-long-pulse. The range axis runs 
plus and minus the pulse length, and the frequency axis runs plus and minus half the number of 
bauds tim es the reciprocal of the pulse length.
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Fig. 2.8b. Ambiguity function for integration over 50, 128 baud, coded-long-pulses. The 
range axis runs plus and m inus the pulse length, and the frequency axis runs plus and minus half 
the number of bauds times the reciprocal o f the pulse length.
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2.11 Effects o f Coding Techniques on P aram eter Estim ation
The objective of radar experiments is to determine ionospheric parameters, with 
a certain height resolution, within a certain time, while maintaining a reasonable 
uncertainty. As discussed earlier, the uncertainty of parameter determination de­
pends on the uncertainty of the measurements, which was shown to depend mainly 
on the signal to noise ratio. Each of the experimental techniques have different 
resolution and noise characteristics. In this section the method for determining 
the uncertainty will be presented, and specific high resolution experiments will be 
discussed.
The expression given earlier for the uncertainty in the scattered power mea­
surements is of the same form as the expression for measuring the ACF (Farley, 
1969):
a2p=N ^  + S N R ) 2^'81^
where now the constant, c, may not be unity, and may depend on the lag. The SNR 
now may have some additional “noise” due to clutter, that is, returns from ranges 
other than the one of interest. The clutter may have a significant effect on the 
integration time required. With this expression and the results presented earlier on 
the estimation of the parameters, the various experiments may be examined and we 
may predict the integration time required to achieve a desired degree of accuracy.
Consider a multi-pulse group consisting of five pulses. At any given time the 
return will be composed of the return from all five pulses at various altitudes along 
with noise. The return may now be expressed as:
< Pr > = <  Ps > +4* < P0 > +  < Pn > (2.82)
where Pq represents the return from the unwanted ranges and < Pq > ~ <  Ps >. In 
this case the uncertainty is given by:
40
a
+  (2 '83)
where np is the number of pulses in the multi pulse group, and SNR is the single 
pulse signal to noise ratio. In cases where the signal to noise ratio is small the
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clutter has little effect on the integration time, however will have an effect when 
this is not the case.
Now consider compressed pulses using a Barker code. It can be shown that 
after convolution with the code the signal consists of:
< PT > =  n\ < Ps > +(nb - 1 ) *  < P0 > + < Pn > (2.84)
where nb is the number of bauds in the code and the uncertainty is given by
c 1 1  1
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<72p + nb + n\ +  nbS N R )
The advantage of pulse compression now becomes obvious; there is an effective
increase of the SNR by a factor of the code length.
When the coded long pulse is used, the return power is similar to the multi­
pulse, however the unwanted returns are multiplied by the code:
< Pr > = <  Ps > + (n6 -  1) < bibkP0 > + < Pn > (2.86)
6,-fefc is the product of different bauds of the code, randomly plus or minus one, 
which will average to zero over time. The actual value of the clutter depends on 
the integration time. The uncertainty is given by:
2 ** i / 1 \<'  bihPo ^  1 \2
a' - n (  + (n* ~  ) < / > . >  +  s n b )  j 287 j
^ ( i  + ( n t_ i ) < W t > + _ l _ ) 2
In general, the clutter can be expected to be no worse than the multi pulse mea­
surements, in addition in the coded long pulse there are multiple estimates of each 
lag on every pulse, while the multi-pulse experiment gives only one estimate per 
inter pulse period.
Another method which is very useful is to combine pulse compression with 
multipulse, for example Barker coded multipulse. In this case the return power is 
given by:
< Pr > =  nb < Ps > +(nb -  1)* < P0 > +nb(np -  1) < P0 > +nb < Pn > (2.88)
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and the uncertainty is given by:
al = +  — + A  +  — cHud)2 (2-S9)P N nt nj ribSNR'
Thus the pulse compression not only improves the noise performance but also de­
creases the clutter. In cases when the SNR is very poor this technique will lead to 
the shortest integration times of those presented here.
For high resolution measurements the SNR is usually very poor. Figure 2.9
shows the SNR vs. electron density for 300 meter resolution with the parameters 
of the Sondrestrom ISR {Tsys = 100). Figure 2.10 shows the number of interpulse 
periods (NIPP) for a Barker coded multi-pulse to attain 50% accuracy in each lag. 
For electron density of 10s, NIPP is fairly small under 2000, thus the accuracy 
could be attained in a few tens of seconds. As the density drops off to 104 the time 
increases greatly is NIPP is roughly 2.1 x 10s. When the duty cycle is 3% this 
corresponds to a minimum time of 34 minutes.




SINGLE PULSE SNR VS NE
DENSITY ( N/CM**3)
Fig. '2.9. Signal to noise ratio as a function of electron density for a single pulse. The 
parameters are 300m resolution, 120km range, and the system  constant is for Sondrestrom.










INTEGRATION TIME VS NE
DENSITY ( N/CM**3)
Fig. 2.10. Integration time required to obtain 50% accuracy as a function of electron density 
for a 13 baud, 5 pulse, Barker coded multi-pulse. The parameters are the same as for the previous 
figure.
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C H A P T E R  3 
T H E O R Y  O F  T H IN  LA Y E R  F O R M A T IO N
3.1 Transpo rt Equations
As discussed in the introduction thin ionization layers can be formed by the 
redistribution of ionization under the action of neutral winds and electric fields. 
To understand this mechanism we must examine the equations which govern the 
motion of the plasma in the ionosphere. The ionosphere is part of a complex system 
composed of the ionization, the earth’s magnetic field and the neutral atmosphere. 
The plasma consists of several chemical species with densities which change with 
both space and time. The degree of interaction between the plasma and the neu­
tral gas also changes with altitude. The ionized and neutral constituents interact 
through collisions, exchanging momentum, energy and charge. The altitude region 
of interest in this work, 90 to 150 km, is among the most complex because this is 
a transition region between the lowest part of the ionosphere, where the plasma 
motion is collision dominated and thus entirely controlled by the neutral gas mo­
tions, and the upper ionosphere where the motion is collisionless and thus primarily 
controlled by electric and magnetic fields. The densities of the various ion species 
in this region are governed to a large extent by chemistry. At the highest altitudes, 
where the plasma is mainly composed of 0 + ions, densities are controlled mainly 
by vertical transport, and chemistry may often be ignored. At lower altitudes other 
ions become dominant and the complex chemical reactions must be considered. Fi­
nally the temperatures of the ions, electrons, and neutrals all play a role in both the 
motions and chemistry. In this altitude region the equations for the temperatures 
have their most complex form. The equations which govern the density, motions, 
and temperatures of the ionospheric plasma are derived from the various velocity 
moments of the Boltzmann equation (eg. Schunk 1974), and are:
(3.1)
Continuity.
dna 6ns—  + v . («.»,) =  —




m*TT7 + - V  ' P  ~ m sG -  es{E +  ^ s x B )  =  ^  (3.2)JJt n„ c ot
+ 5F>(V ' ^  +  V ' *  +  Ps : W i =  i t  (3'3)
With the following quantities defined for species s: ns density, Ts temperature, vs 
velocity, P s pressure tensor, Ps scalar pressure, and q heat flow vector. This is an 
open set of equations with several quantities left undefined. The method of taking 
moments of the Boltzmann equation will always lead to an open set, requiring some 
higher moment. A more complete set of equations would include two higher order 
equations, for the pressure tensor and heat flow. In the region of interest for this 
study some approximations are made which replace these higher order equations. 
To completely describe processes in the ionosphere these equations must be solved 
for each ion species, for electrons, and for the neutrals. In the following, the above 
equations will be examined in detail and the approximations will be discussed.
The Continuity Equation:
The continuity equation states that the rate of change of the density of species 
at any point is equal to the negative of the divergence of the flow plus any local 
production or loss. Production is mainly due to three sources: photo ionization, 
solar ultra violet radiation ionizing neutral particles; chemical production ie., charge 
exchange reactions where an ion of one species reacts with a neutral of the species 
being examined; and collisional ionization by energetic particle precipitation. Two 
additional minor sources of ionization are X-rays and Gamma rays, these short 
wavelength photons are mainly absorbed below 100 km.
Photoionization is the major source of ionization in the day side ionosphere. 
The ionization energies of the three major species are all below 16 eV. Molecular 
oxygen has an ionization energy of 12.08 eV which translates to a wavelength of 
1026 angstroms. The solar flux is significant at these wavelengths, and so can 
produce ionization. The photoionization rate for a given species j  at altitude 2 is:
P ' = n j ( z )  f  Iz{X)aij (X)dX (3.4)
-/A,„
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The ionization cross sections (cr‘ ) for the major neutral species may be found in 
Rees (19S9). The intensity of the solar radiation ( /Z(A)) at altitude 2 is given by 
the Lambert-Beer exponential absorption law:
/*( A) = /ooexp[-r(A)] (3.5)
Where r(A) is the optical depth at wavelength A. The expression for t ( A )  is given 
in Rees, it is a function of both solar zenith angle and altitude. In addition, for 
solar zenith angles larger than 90°, the limb of the earth blocks any solar radiation 
from reaching the ionosphere below a certain altitude: the shadow height.
Chemical production and loss clo not change the overall level of ionization, rather 
they change the plasma composition. There are five major ionic species: N O +, 
O f , 0 + ,N f ,  and N +. The ions constantly undergo collisions with the neutral 
atmosphere and will often react in a charge exchange reaction. For example an N f  
ion may collide with an O2 molecule yielding O f  and N 2 and releasing 3.53 eV of 
energy. This reaction occurs at a rate given by the product of the concentrations of 
the reactants and a rate coefficient. Many of the rate coefficients in the ionosphere 
are temperature dependent.
Collisional ionization by precipitating particles is an important source of ioniza­
tion on the night side at high latitudes. Energetic particles are accelerated in the 
magnetosphere to energies as high as 100 keV or higher and thus may penetrate to 
the lower ionosphere. As they pass through the atmosphere they collide with the 
neutrals producing ion-electron pairs, the ejected electrons may have enough energy 
to produce further ionization. In the work presented here this source of ionization 
is neglected. Although this is the major source of ionization on the night side, it 
is mainly concentrated in the auroral oval; it is not a constant source, occurring 
only intermittently in an unpredictable manner in association with geomagnetic 
storms and substorms. In addition it is not likely that collisional ionization plays 
any direct role in the formation of thin layers. The thickness of the thin ionization 
layers is much less than is possible from collisional ionization.
Loss of ionization takes place mainly by radiative recombination, ie. an electron 
and ion combine to form a neutral and release a photon. The release of the photon 
is required to conserve both momentum and energy. Another loss mechanism is
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three body recombination, where an electron and ion collide with a third body, 
no photon is released and momentum and energy are conserved by the third body 
carrying away momentum and energy.
In solving both the continuity and momentum equations it is necessary to ex­
amine each ion species and some minor neutral species, but not the electrons or 
the major neutral species. Charge neutrality is a very good assumption in the 
ionosphere. Thus by solving for the total ion density the electron density is deter­
mined. The electrons and ions may have different velocities, yielding currents. It 
is not necessary to find the electron velocity to determine the currents; they may 
be determined from the electric field and the conductivity tensor. Since the neu­
tral atmosphere is in hydrostatic equilibrium, momentum transfer from ions to the 
neutrals can have only a small effect on the neutral density profile. Also the ratio 
of the neutrals to ions in the E-region is on the order of 107, and so the chemistry 
does not affect the densities of the major neutral species. This is not true for some 
minor neutral species, such as NO. These minor neutral constituents play a major 
role in both the ion chemistry and the neutral energy equation.
The Momentum Equation
The momentum equation is a vector equation and must be examined component 
by component. The coordinate system used is a Cartesian system with x  and y in 
the plane parallel to the earth’s surface, and z upward. Although the terms of the 
equation have variations in the x-y plane the changes in the z direction are much 
more rapid. To study the momentum equation we will only consider the z variation 
of the terms.
First, examine the electro-magnetic term, es(E-\-^vs x B ). The magnetic field is 
the earth’s magnetic field which does not exhibit significant change in the altitude
range of interest. Any perturbations to the field due to ionospheric currents are
small and may be ignored. The electric field is the convection electric field which 
maps down along the magnetic field lines from the magnetosphere. Maxwell’s 
equations give:
V • £  =  /> (3.6)
V x E  = 0 (3.7)
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By assuming plane symmetry, the curl equation shows that the x and y components 
of the field do not change with altitude. Thus only the z component may vary 
with altitude. The variations are determined by Poisson’s equation. To a good 
approximation the ionospheric plasma is charge neutral and, although some small 
polarization charge may exist, the convection electric field is essentially unchanged 
over the altitude region of interest.
The velocity vector does change significantly over the altitude range. In the
—* «♦
upper regions, above roughly 150 km, the velocity vector is in the E  X  B  direction, 
while in the lowest region the velocity vector may follow the neutral wind. Figure
3.1 shows the altitude variation of the magnitude of this term for typical high 
latitude ionospheric parameters (E  = 30m V /m  directed to magnetic south, B  =  
45/iT, Dip = 75°).
The term V • P , the divergence of the pressure, tensor may be written out as:
V • P  = V • r  + V P (3.8)
Where r  is the stress tensor and P  is the scalar pressure. The elements of the stress 
tensor are of the form r,-j =  ctJnsms(us — vn)2. Figure 3.2 shows the magnitude of 
the z derivative for Cy =  1, along with the pressure gradient. The figure shows that 
derivative of the scalar pressure is always the larger term and thus V -P  is replaced 
by VP. This allows us to eliminate the first of the higher order equations discussed 
above. The pressure is assumed to be isotropic and we use the equation of state 
for an ideal gas: P  = nkT.  The magnitude of the pressure gradient is in general 
much less than that of the E  +  (7 x B  term however in the presence of thin layers 
of ionization large pressure gradients do exist and this term may be important in 
limiting layer thinness.
The term 6M/St , the momentum source term, is given by collisions with the 
neutral gas:
~  = m svsn(vn -  v3) (3.9)
ot
where usn is the species-neutral collision frequency. As can be seen, this is a source 
of momentum when the neutral velocity is greater than the species velocity, or a 
sink of momentum when the neutral velocity is less than the species velocity. Since 
the collision frequency is proportional to the neutral density, this term becomes less














FORCE ( N*1. e 10)
Fig. 3.1. A ltitude profile of the electromagnetic source term of the momentum  equation.




Fig. 3.2. A ltitude profile of the gradient o f the scalar pressure and the gradient of the first 
elem ent of the stress tensor.
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important with increasing altitude; figure 3.3 shows the altitude variation for typical 
conditions. The magnitude of this term is nearly identical to the electromagnetic 
force and in the absence of a pressure gradient this term precisely balances the 
electromagnetic term.
The magnitude of the gravitational term is about 5.0 x 10-25 newtons. This is 
always much less than the the other terms and will be ignored.
Finally examine the inertia term, m sDvs/Dt.  Since the time variations of the 
velocity vector are small (except for wave activity) this term is also small and is 
ignored. This leaves the following for the momentum equation:
0 = es{E + vs x B) -  m sL>sn{vs -  vn) -  A V P 
With this we can get a formal solution for the species velocity vector:
Vs =  [esE + m svsnvn -  \  VP] 




p = - e sBz rtlsVsn
V &sBy m svsn /
(3.12)
The Energy Equation:
The reason for solving the energy equation is to obtain the species temperatures, 
so it is convenient to rewrite it as a differential equation for temperature. To do 
this, some of the terms of the equation must be better defined. As shown in the 
discussion of momentum, the pressure tensor may be replaced by the scalar pressure 
so P  : Yu is replaced by PV  • v. The heat flow vector is given by q =  —AVT — aJ.  
In taking the divergence we get V • q =  —V • (AVT) — V • (a J) . The second term 
is the divergence of the current, and since we cannot have any significant charge 
accumulation this term is zero and we are left with V • q =  — (VA • VT + AV2T) 
where A is the coefficient of thermal conductivity.
The energy source term is given by Schunk (Schunk, 1975)as:
S E  =  _  _  _  _  3  ( 3 1 3 )
dt in s + m n
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MOMENTUM SOURCE
Fig. 3.3. A ltitude profile of the momentum transfer source term o f the momentum  equation.
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2 dX d Z
8z.'ink dz 
3k(Ts -  Tn) -  m n(vs -  vnf
\vz dn 1 dn 5 dvz
n dz n dt 3 d z . Ts (3.14)
In some past studies this equation has been simplified further, however all of the 
terms of this equation are significant so it is not simplified here.
3.2 T h in  Layer Form ation Theories
The first studies of thin ionization layers were undertaken to explain midlatitude 
sporadic-E layers. The only reasonable mechanism postulated for the formation of 
the thin layers was the redistribution of background ionization. In 1959 Dungey 
discussed the effects of a magnetic field on turbulence in an ionized gas. He illus­
trated that an appropriately directed shear flow in the neutral gas could lead to 
the formation of irregularities in the electron density. Figure 3.4 illustrates this. 
In the figure the dashed diagonal lines represent magnetic field lines, the curve 
represents the horizontal neutral wind profile. The neutral wind forces the plasma 
to move along the magnetic field lines and may lead to convergent flow. This con­
vergence leads to the accumulation of ions in a thin layer. The figure shows that 
in the northern hemisphere, a north-directed wind at high altitudes and a south- 
directed wind at low altitude would be required for convergent flow. The figure is 
a simplification of the actual process, a shear in the east west wind may also lead 
to convergent flow. Accumulation of ionization at a certain altitude depends on 
the gradient of the ion vertical velocity. The thinness of the layer and the time 
for formation will depend on the steepness of the gradient. In the literature it is 
often assumed that to obtain layers of enhanced density the ion vertical velocity 
profile must have a convergent null, which is an altitude where the velocity is zero 
with flow up from below and down from above. It has been shown that a steep, 
appropriately directed, vertical gradient in the ion velocity may also lead to thin 
ionization layers. (Bristow and Watkins, 1991).
To examine the wind-shear mechanism that was first proposed by Dungey (1959) 
and others (eg Whitehead, 1961, Axford, 1961) we must use momentum equation 
and impose the condition that there is an electric field established to make the
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Fig. 3.4. The sim plest form of Dungey’s wind shear mechanism. The diagonal dashed lines 
represent m agnetic field lines, and the curve represents the altitude profile o f the neutral wind 
horizontal velocity. The ions are confined to move along the field lines, and move up the field 
from below the null and down from above. Figure is after Axford, 1961.
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vertical velocity of the ions and electrons equal. The electric field is the polarization 
electric field which will be discussed in detail, and a complete expression will be 
given, in a later section. The velocity vector is determined from equation 3.12. 
Ignoring the pressure gradient term, and assuming there is no externally applied 
electric field, or vertical neutral winds, equation 3.12 becomes:
THtUin
v  =  C  e B z
e2 B XB ,
\ TTiiUin
where the leading constant is:
C




— e B x
(m u 'j„ )2+ ( e B z)2
mi fin




{eBx)2 + (mii/in)2 +  (eBz)2'
This yields, for the z component of the velocity:
('miUinf  +  {eBzfe B XB ZU X “b TYiiUineBxUy T e E zmil/in (3.16)
The value of Ez is obtained by setting the z component of the ion and electron 
velocities equal; it is found to be:
p  D  r r  ( m el/gn T  TTlil/in ) m e VenTni l / in .
* r  y m i V i n [ { m ei;en)2 +  ( e B z ) 2] +  m e v e n [ ( m i V i n )2 +  ( e B z ) 2] '
This expression leads to the interesting conclusion that at the magnetic equator 
Ez = —BxUy, the electric force precisely balances the force due to the neutral 
wind and therefore the windshear mechanism fails. Also note that as B x  becomes 
smaller, ie. increasing dip angle, the vertical velocity decreases, and so the wind 
shear mechanism also becomes less effective at high latitudes. Figure 3.5 shows the 
ion vertical velocity profile for a dip angle of 45° generated by a north-south neutral 
wind with velocity of 200 m/s which reverses over a 6 km range with the velocity null 
at 110 km. Figure 3.6 shows the same velocity for a shear in the east-west neutral 
wind at the same latitude. Both figures illustrate steep gradients which could lead 
to the formation of thin layers. The magnitude of the gradient also depends on the 
altitude and magnitude of the wind shear. Figure 3.7 and 3.8 show the value of 
the maximum gradient of the ion vertical velocity as a function of dip angle for the
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two wind directions. As can be seen in the figures the gradient maximizes at a dip 
angle of 45 degrees for the north-south neutral wind, falling off at both high and 
low latitudes, the figure for the east-west wind is essentially the same, the peak is 
at a slightly lower latitude, about 40 deg. It is therefore concluded that the wind 
shear mechanism for formation of thin layers is most effective at mid-latitudes.
Another mechanism for layer formation is the action of the convection electric 
field. At high latitudes the strong electric fields that are often present can generate 
ion velocity profiles with large gradients. In a recent paper Nygren et al.( 19S4) 
solved the stationary state equation of ion motion for various field directions and 
demonstrated that the electric field direction is an important factor in determining 
the ion vertical velocity profile. It was shown that an electric field alone, in the 
absence of any neutral wind shears, can cause a velocity profile with a convergent 
null. A field directed in the N-W quadrant produces a profile with a convergent 
null at an altitude dependent on angle. No other field direction produces profiles 
with convergent nulls; S-VV quadrant produces downward flow, S-E produces di­
vergent flow, and N-E produces upward flow. The conclusion drawn by Nygren et 
al. (1984) is that an electric field directed in the N-W quadrant would be capable 
of producing a sporadic E-layer. Their results however predict that the convergent 
nulls will occur at altitudes varying from 120 km for an electric field directed 60° 
west of north, to 130 km for a field at 30° west of north. The majority of spo­
radic E-layer observations have been much lower; generally between 100 and 120 
km. As discussed above a convergent null is not necessary for layer formation, and 
the velocity profiles obtained for various field directions have gradients of sufficient 
magnitude for the formation of thin layers at altitudes in agreement with observa­
tions. In addition the electric field does not act alone in the absence of a neutral 
wind. There is always some neutral wind present, which may aid or thwart the 
formation of thin layers. The electric field mechanism will be discussed later in 
chapter 4 which discusses computer simulation of layer formation.
Another key factor in layer formation is the presence of long-lived metallic ions. 
Normal molecular ions have recombination rates which, in the absence of any local 
source, do not allow accumulation to very high densities. The continuity equation
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Fig. 3.5. Ion vertical velocity altitude profile due to a shear in the meridional wind.




Fig. 3.6. Ion vertical velocity altitude profile due to a shear in the zonal wind.













Fig. 3.7. Maximum gradient in the ion vertical velocity altitude profile, due to a shear in the 
meridional wind, as a function of dip angle.




Fig. 3.8. Maximum gradient in the ion vertical velocity altitude profile, due to a shear in the 
zonal wind, as a function of dip angle.
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in the E-region, including transport and recombination for a single species iono­
sphere, is: dn/dt  =  —d/dz(nvz) — n2a; where a  is a recombination coefficient. 
For a positive time derivative, transport must be greater than loss, this gives the 
approximate condition: —dvz/d z  > na.  From figure 3.7 we see the maximum ve­
locity gradient is on the order of 4 x 10_3m /s/m , the recombination rate coefficient 
for nitric oxide, the most common and longest lived ion in the lower ionosphere, 
is about 4 x 10“ 'em "3*/*' which give a rough maximum density of 104cm-3. This 
is much lower than observation; layers often have density in excess of 105cm-3. 
[Metallic ions were detected in the thin layers in rocket experiments (eg. Narcisi, 
1968) and are routinely detected in incoherent-scatter observations (eg. Behnke 
and Vickrey, 1975). The recombination rates for metallic ions are much smaller 
than those of the molecular ions and there is no other effective loss mechanism in 
the E-region. Thus the metallic ions can accumulate to very high densities, limited 
only by the pressure gradient and the total column metallic ion content.
3 .3  M e te o r A blation
The main source of metallic ions is the ablation of meteoroids in the upper 
atmosphere. Meteor ablation is an interesting problem which has been examined 
by many authors (eg. Bronshten, 1983). Meteors are objects in space, in helio­
centric orbits, which are captured by the earth, and burn up as they enter the 
atmosphere. Meteorites are simply chunks of meteors which fall all the way to the 
earth. As a meteor approaches the earth it is acted on by frictional drag from the 
atmosphere, the motion is described by the equation:
= - T S p v 2 (3.18)
dt
Where T is a drag coefficient, S  is the crossectional area, and p is the atmospheric 
density. As the frictional drag increases the meteor heats up, the surface liquifies, 
and eventually material starts to evaporate. The evaporated atoms collide with the 
ambient atoms and molecules, resulting in ionization. The meteor leaves a trail of 
ionization which may be detected by radar and causes optical emissions which may 
be observed. This discussion is an over simplification of the process, the actual 
interaction between the meteor and atmosphere may not be described by a simple
62
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drag coefficient. At the highest altitudes the interaction is single particle collisions, 
while at lower altitudes the atmosphere acts more like a fluid and a shock forms 
in front of the meteor. In addition, the meteor may fragment in flight changing 
the interaction significantly. The result is that the meteor ablation process is not 
understood well enough to make accurate determination of the altitude deposition 
profile from theoretical considerations. Although accurate deposition profiles can 
only be inferred from observations, it is useful to examine the theoretical ionization 
production rate due to meteors as shown in figure 3.9. The figure shows a peak 
between 100 and 110 km of about 10-1 /cm3s, with a rapid drop off in the number 
ablating above the peak.
Meteors range in size from approximately 10-6g on up. Smaller particles enter 
the atmosphere but radiate enough heat away so they do not ablate. Spectroscopic 
observations of meteors show the presence of the neutral species: Fe, Mg, Na, Ca, 
Mn, Cr, Al, Ni, H, 0 , N, and ionic species: Ca+, Mg+, Si+, Fe+, N+, and 0 +. Figure
3.10 shows the mass flux of meteors as a function of size. As the figure shows there 
is some discrepancy between the meteor count observed with radio techniques and 
those observed by satellites and optical techniques. This discrepancy leads to an 
uncertainty in the total annual mass flux which is in the range of 4,200 to 16,100 
tons per year. Some recent work in the meteor radar studies (Olsson-Steel and 
Elford, 19S7) give some support to the larger number. The explanation for the 
under-estimation of the mass flux by radio techniques is the inability of typical 
meteor radar to detect underdense meteor trails above a height of 105-110 km. 
Olsson-Steel and Elford present observations using 2MHz radar which is a longer 
wavelength than the typical meteor radar, and thus able to detect meteor trails of 
lower density. Their observations suggest that many of the small meteors may have 
higher entry velocities, than previously expected, and are burning up at higher 
altitudes. Their results showed the altitude of the peak of meteor echos to be 
between 100 and 110 km, with significant numbers of meteors ablating up to 140 
km, the limit of their measurements. This suggests two important conclusions, 
first that the actual amount of meteoric material entering the atmosphere is higher 
than measured previously, second the material is being dumped at higher altitudes 
than previously assumed. In the past it has been difficult to explain the presence of
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Ionization production rate (electrons c m 'V )
Fig. 3.9. The total theoretical ionization rate profile due to meteors (lower curve) and micro­
meteors in the terrestrial ionosphere. Figure is taken from “Cosmic Dust” , D .W . Hughes, John  
W iley & Sons, 1978.
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metallic ions in the altitude region where they are observed (Grebowsky and Pharo, 
1984). It was not understood how ions which were deposited below 100 km altitude 
could be transported upward to above 100 km where a transport mechanism exists 
to move the ions to higher altitudes. If there is a significant amount of meteors 
ablating above 100 km the presence of the metallic ions would be explained.
3.4 M e te o r Statistics
The meteor influx can be divided into two parts: the sporadic background, and 
the meteor showers. A Meteor shower occurs when the earth passes through debris 
produced by the decay of a comet. This was discovered in the 1860 when it was 
noticed that the Perseids were moving in the same orbit as the comet Swift-Tuttle. 
Dust blown off the comet nucleus and pieces broken off in low velocity collisions will 
remain in approximately the same orbit as the comet forming an annulus of debris 
in space. Meteor showers occur where the orbit of the earth cross this annulus. 
The main process for formation of the sporadic background is collisions. Objects in 
helio-centric orbits have collisions, often fragmenting, and change to orbits which 
intersect the earth’s orbit. The orbits of small dust particles are also affected by 
radiation pressure from the sun, which causes them to lose angular momentum and 
spiral in towards the sun. A final source for sporadic meteors is the interaction of 
Jupiter with objects in the asteroid belt. Since Jupiter is so massive its gravitational 
attraction perturbs orbits of other objects and may accelerate asteroids out of the 
asteroid belt and in to orbits which intersect the earth’s orbit.
Figure 3.11 shows the annual variation in meteoric activity and figure 3.12 the 
hourly visual meteor rate. As 3.11 shows, the optical and radio meteors both 
show similar behavior, having a peak in the months August to December and a 
minimum from February to June, with roughly a 30% difference between the peak 
and minimum. Figure 3.12 shows that the meteor showers represent a significant 
increase in the flux over a short duration. The total mass flux is greatly elevated 
during the showers. One observation during the Geminid shower showed the density 
of neutral sodium at 92 km to increase from 1.5 x 103cra-3 to 5. x 103cm-3 (Zbindin 
et al. 1975).
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Log10 Particle Mass (g )
Fig. 3.10. The cum ulative flux of particles in to the earth’s atmosphere as a function of 
mass. The dashed line is an interpolation between satellite and visual data. Figure is taken from 
“Cosm ic D ust” , D .W . Hughes, John W iley k  Sons, 1978.

















The annual variation in meteoric activity, corrected
for the apex effect. — Radio meteors, Southern
Hemisphere ( Weiss. 1957 ) — — Telescopic meteors,
Northern Hemisphere (K resakova and Kresak 1955)
Fig. 3.11. T he annual variation in meteoric activity. Figure Taken from “Cosm ic Dust” , 
D.YV. Hughes, John W iley & Sons, 1978.
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Fig. 3.12. T he hourly visual meteor rate (m agnitude brighter than 2.0) at 0300 UT as a 
function of day o f  the year. Figure is taken from “Cosm ic D ust” , D .W . Hughes, John W iley & 
Sons, 1978.
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3.5 M e ta llic  Ion M orphology
It is difficult to determine the behavior of the distribution of metallic ions after 
deposition in the atmosphere. As discussed above, meteor ablation takes place 
mainly between 70 and 120 km, with the peak expected near 100 km. Metallic 
ions are observed by satellites in a range of altitudes as high as 1000 km. Satellites 
are useful for the determination of the presence of metallic ions but can not give 
a full altitude profile. Rocket borne mass spectrometors have been used to obtain 
profiles (eg. Zbinden it et ah .1975) but only give a snapshot of the profile at a single 
time and location. Optical techniques are also unable to yield much information 
about metallic ions. Of the metallic ion species only Ca+ has an emission which 
is observable, and lidars have been used in only a few observations (Granier et 
«U9S9).
Figure 3.13, taken from Zbindin et al., shows the results from a rocket borne 
mass spectrometer. The data were obtained at a mid-latitude site, at a time close 
to the maximum of the Perseids meteor shower. The metallic ions show two peaks 
one at about. 95 km. with density about 2 x 104cm-3, the other at 120 km, and 
density 3 x 103cm-3. The presence of two peaks possibly indicates the action waves 
in the neutral atmosphere. This profile shows that although the peak of the meteor 
deposition profile is near 100 km, there are significant amounts of metallic ions 
above this altitude.
Figure 3.1-1 (Grebowsky and Pharo, 19S4) shows a compilation of observations 
of Fe+ by the AE-C satellite in the latitude range 30° to 90° north. The observations 
are from a nearly circular orbit near 250 km altitude. As the figure shows metallic 
ions are often found in this altitude region, particularly in the day side high latitude 
region. This localized concentration of observations is understandable since the 
large electric fields in this region are oriented to give an upward drift velocity, the 
ions are transported from the meteor deposition region. A significant amount of 
ions must be deposited above 100 km or be transported from below 100 km. Once 
above 100 km an electric field with an eastward component will give an upward 
drift velocity.
Lidar observations of Ca+ ions, figure 3.15 (Granier et al., 1989), show three 
typical profiles: A diffuse low density layer between 85 and 105 km, a very dense
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ION DENSITY (cm-3)
Fig. 3.13. Density profiles showing total m etallic ions and N + , 0 + , O j , and NO+ . The 
profiles are derived from a rocket borne mass spectrometer. Figure is from Zbindin et a i ,  1985.
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Fig. 3.14. The F-region Fe+ from AE-C satellite observations in the region from 30° north 
invariant latitude. Figure is taken from Grebowski and Pharo, 1985.
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thiii layer above 95 km, or a combination of the two. Thin layers were observed 
in 80% of the nights of observation. The observations are again for a mid-latitude 
site and are for night time. The observations show very large variations in the total 
column abundance from night to night, with a range of 2 x 107 to 6 x 108. The 
total column density is highest when the layers are present. Since the profiles do 
not show any ions present above the layers it would indicate that the layers are 
formed with flow up from below. This is possible if the layers are formed by wind 
shears, however wind shears would not explain a higher column density.
The observations discussed here indicate that it is difficult to make any general 
statment about the morphology of metallic ions. Meteor deposition is in the range 
of 70 to 120 km. What happens after deposition is dependent on several factors, 
including latitude, neutral wind direction and magnitude, and electric field direction 
and magnitude. In the high latitude region it can be assumed that there is sufficient 
transport of ions from the meteor deposition region to altitudes where the thin 
layers are formed.
3 .6  Convection Electric Field
The effects of processes in the magnetosphere are manifested in the high latitude 
ionosphere in two main ways: current systems and particle precipitation associated 
with the aurora, and large scale plasma convection. By observing ionospheric con­
vection we observe the signature of convection in the magnetosphere. The large 
scale convection electric field plays a major role in determining the characteristics 
of the high latitude ionosphere: Joule heating from the electric field is a major heat 
source; antisunward motion of the F-region ionosphere over the polar cap brings 
high density day side plasma into the polar cap, sunward convection of low density 
plasma from the night side is associated with ionization troughs at dusk and dawn.
The convection pattern for southward IMF B, conditions is a two-celled pattern 
with antisunward convection over the pole, and sunward convection equatorward of 
the polar cap. For northward B2 conditions the pattern is not clearly understood, 
it may be either four-celled or a distorted two-cell pattern; the data is inconclusive 
at this time.
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Fig. 3.15. Examples of Ca+ as derived from lidar measurements. The plots show the three 
typical profiles. Figure is taken from Granier et al . ,  1989.
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In the F-region ionosphere, where the plasma is nearly collisionless, the motion 
of the ionization is, on the large scale, determined by the generalized Ohms Law 
(E +  v x B  =  0). This relation tells us that when a plasma moves across a 
magnetic field, an electric field will be generated, or that an imposed electric field 
will cause the plasma to drift across the magnetic field. This, together with the 
assumption that the conductivity parallel to the magnetic field is infinite, yields 
that for finite currents no field aligned electric field may exist and magnetic field 
lines will be equipotentials. Thus any electric field generated in the magnetosphere, 
or in the solar wind on open field lines, will map down into the ionosphere. The 
electric field drives ionospheric convection, and, since the ionosphere is a conducting 
medium, the field causes currents to flow. These are the large scale effects that 
magnetospheric convection causes in the ionosphere, in addition to the currents 
and horizontal convection, the electric field will cause vertical redistribution of the 
ionization.
3 .7  Electric Field M easurem ent Techniques: R adar and Satellite
Radar Measurements:
Electric fields can be measured with an Incoherent-Scatter Radar (ISR) by 
measuring the plasma bulk velocity (v ) in an altitude region where collisions with 
the neutral atmosphere may be neglected; usually in the F-region. When collisions 
are negligible the motion is purely E  x B  and the electric field is determined from:
(3.i9)
To find the vector velocity the line of sight velocity for three different directions 
are required. There are two basic ways of achieving this: one tristatic measure­
ment, or three monostatic measurements. Monostatic simply means having one 
transmitter and one receiver looking along the same line. To make vector velocity 
measurements the radar must look in three different directions, each for a period 
long enough to give adequate signal to noise ratio. The time required is usually on 
the order of two to five minutes; this yields independent vectors every six to fifteen 
minutes, a running average may be used yielding new vectors at each antenna po­
sition. Tristatic measurements means having three receivers looking at the same
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volume at the same time. This has the advantages of being faster, making the three 
measurements simultaneously, as well as having the measurement spatially local­
ized. The main disadvantage of tristatic radar systems is significantly higher cost, 
as well as placing some restrictions on the experiments that may be performed.
Another experiment to measure ion velocity vectors with a monostatic system is 
the“multi-position” experiment, where 6 to 14 antenna positions are used, deriving 
velocity vectors from various triplet combinations. This experiment gives velocity 
vectors over a. range of latitudes. This technique is described in Horwitz et al. 1978, 
where they measured the electric field in the latitude range 63°-6S°, for a 60 hour 
period.
There are two main sources of uncertainty in the electric field measurements. 
First there is the statistical uncertainty in the spectrum’s first moment estimate due 
to noise. The uncertainty is generally on the order of 2-5 mV/m. This uncertainty 
may be decreased by maximizing the signal to noise ratio, which is accomplished 
by lengthening the time spent in each antenna position. The other source of uncer­
tainty is the temporal and spatial variation of the field. Since the field is derived 
from three independent antenna directions there is some spatial separation of the 
observed volumes. If there is variation of the field over the separation distance 
there may be significant uncertainty in the measurement. For an elevation angle 
of 70° at 250 km range the separation is on the order of 120 km. As mentioned 
above the time required to obtain an independent velocity vector ranges from 6-15 
minutes. To minimize uncertainty due to temporal variations, the shortest possible 
integration time should be used.
Satellite Measurements:
One method of satellite electric field measurement is the plasma double-probe 
method. Two probes extend from the satellite body a distance of some tens of me­
ters. The probes are connected to a differential amplifier. The potential difference 
between the two probes drives the amplifier. The current source is the ambient 
plasma, as such the current levels are very low and a very high impedance amplifier 
is required. To make vector field measurements two or more sets of probes are
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required; one extended axially, another radially. As the satellite spins the radial 
pair measures the two components of the field in the plane of rotation.
The double-probe method is very fast, obtaining a new vector with every rota­
tion of the the satellite. Figure 3.16 (Maynard, 1974) shows some typical polar cap 
electric field data from three successive passes of the Ogo 6 satellite. As the UT 
scale shows the satellite traverses the polar cap in a time on the order of 10 min. 
thus in the same time it would take a radar to make one vector measurement, the 
satellite gives a complete picture of the field along its orbit. One problem with the 
satellite measurement is, again as indicated by the UT scale, passes of the satellite 
are separated by approximately one hundred minutes. Thus two successive passes 
can show significant temporal difference.
At present there is no way to get a complete picture of the convection pattern 
at a given time. The best that can be done is to paste together data from several 
satellite passes or to use data from two or more radars working in concert. This 
gives a average convection pattern which may or may not bear a good resemblance 
to the actual ionospheric convection at any one location.
3 .8  Convection P a tte rn
Figure 3.17 is a typical convection pattern (for southward IMF Bz) taken from 
Heppner and Maynard, 1987, which presents an empirical model of the high latitude 
electric field based upon data from the Ogo 6 and DE 2 satellites. The pattern, 
convection electric field model A, shows antisunward convection over the pole, and 
the return flow at lower latitudes. There is some distortion both at the noon 
and midnight boundaries of the polar cap. On the night side there is the Harang 
discontinuity (indicated by the dashed line), with its characteristic flow reversal. On 
the day side there is a similar, and even more intense, flow reversal. This pattern is 
for negative IMF By conditions. Heppner and Maynard present three basic patterns 
to represent ionospheric convection for all IMF B, negative conditions. That is, 
they contend that the pattern for any given set of conditions is a distortion of one of 
the basic patterns. Figure 3.18, field model DE, and 3.19, field model BC, are the 
two other patterns. All three are two cell patterns distorted different amounts and 
directions. The patterns for model A and model DE are for northern hemisphere
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Fig. 3.16. Ogo 6 electric field data for three consecutive passes of the satellite during an 
active period on November 30, 1969. The UT tim e scales illustrate the tim e between passes. 
Figure is taken from Maynard, 1974.
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under -By IMF conditions. In both cases the cross polar cap potential is the same, 
76 kV, however the distribution of the potential differs between the two. The “A” 
pattern is fairly symmetric with the zero potential line passing directly over the 
pole. The “DE” pattern shows a much larger dawn cell. The two patterns represent 
the same IMF conditions and the same values of the Kp index. The third pattern, 
BC, is representative of the pattern for +By IMF conditions, here the evening cell 
is larger, and the flow over the pole directed slightly dawn to dusk.
Figure 3.20 shows the convection patterns for positive IMF B2 conditions. The 
patterns shown are simply distortions of the two patterns “BC” and “DE”. The 
degree of distortion is determined by how strong the northward field is; when the 
field is very strongly northward the pattern becomes highly distorted, as shown in 
the right hand panels of the figure. The pattern becomes so highly distorted that 
there is sunward flow within the polar cap.
3.9  Polarization Electric Field
In examining the momentum equations for ions and electrons it is seen that, 
because of the mass difference, electron motion is not influenced by collisions as 
much as the ion motion is. The momentum source term is multiplied by the particle 
mass, and thus is much smaller for electrons. Because of the higher thermal veloc­
ity the electron-neutral collision frequency is higher than the ion-neutral collision 
frequency, however it is not high enough to make up the difference. This leads to a 
velocity difference between ions and electrons and thus to current flow. If there is 
a density gradient in some direction then any velocity difference in that direction 
would lead to charge separation. Since any significant charge separation can not 
exist, a polarization field is set up which stops the electrons from out-running the 
ions in the direction of the gradient. In the ionosphere the vertical density gradient 
is large, and in the presence of the thin layers the gradient may be very large. If 
the ionosphere is assumed to be homogeneous in the plane perpendicular to the 
vertical, then the polarization field is directed vertically. To find the polarization 
field a coordinate system is chosen with the z axis parallel to the magnetic field, and 
the density gradient in the x-z plane at an angle 6 from the x axis. The momentum 
equations for both electrons and ions are solved and the condition is imposed that
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Fig. 3.17. Convection electric field m odel pattern “HM A” , one of two m odels representing 
the convection pattern for southward B*, negative By conditions in the northern hemisphere. 
Figure is taken from Hepner and Maynard, 1987.
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Fig. 3.18. Convection electric field m odel pattern “HM DE” , the second o f two m odels 
representing the convection pattern for southward B z , negative By conditions in the northern 
hemisphere. Figure is taken from Hepner and Maynard, 1987.
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Fig. 3 .19. Convection electric field model pattern “HM BC” , model representing the con­
vection pattern for southward B*, positive B y conditions in the northern hemisphere. Figure is 
taken from Hepner and Maynard, 1987.




Rotalionally twisted distortions of model BC. usually observed when the IMF £ .  is weakly (left) and strongly
(right) positive.
A* t s "
& on
Rotationally twisted distortions of model DE. usually observed when the IMF B. is weakly (left) and strongly
fright) positive.
Fig. 3.20. Convection electric field model patterns for northward B* conditions. The patterns 
are distortions o f the patterns for southward Bz conditions. Figure is taken from Hepner and 
Maynard, 1987.
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the velocity components parallel to the density gradient are equal. If the ion and 
electron densities and temperatures are assumed equal then the polarization field 
can be shown to be:
. 83
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Figure 3.21 is a plot of the field magnitude for high latitude conditions with a 
typical density profile with a thin layer. As the figure shows the field is small, on 
the order of a few tenths of a milivolt per meter at the lower altitudes, exponentially 
decreasing with altitude. At the layer altitude the density gradient is large and there 
is a significant jump of the field.
It should be noted that for certain configurations this field has a component 
parallel to the magnetic field. This is in part why the field magnitude is so small in 
the figure. The mobility of the electrons along the field is very large, and so it only 
takes a small field to restrain their motion. At the equator the density gradient is 
perpendicular to the magnetic field, and the polarization field may be quite large. 
As shown in the discussion of wind-shears, at the equator, E z = BqUv] for a wind 
of 200 m/s the field is 9 mV/m.
3 .10  Conductivity
As discussed in the previous section the velocity difference between the ions and 
electrons leads to current flow. The currents may be found from the product of the 
electric field vector with the conductivity tensor:
J = a ■ E  (3.21)
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P O L A R IZ A T IO N  F IE L D
FIELD (V/M)
Fig. 3.21. A ltitude profile of the magnitude of the polarization electric field due to vertical 
m otion of ionization.
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where the conductivity tensor is given by:
(  a v - P H 0  \
(7 = PH Pv 0
\  0 0 o-o /
(3.22)
where crp, cr// and, a0 are the Pedersen, Hall and Parallel conductivities respectively. 
These terms are:
<7o = e2n (—  -----1----- — ) (3.23)
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The parallel conductivity is large and is often considered to be infinite which ex­
cludes the possibility of field aligned electric fields. The Hall and Pedersen conduc­
tivities are strongly dependent on the densities and collision frequencies. Because 
of the collision frequency dependence, density in the lower E-region leads to higher 
conductivity than equal density at a higher altitude. For this reason thin ionization 
layers may play a significant role in determining the conductivity of the ionosphere. 
Figure 3.22 shows the altitude profiles for conductivity under typical night time 
conditions, and for the presence of a thin ionization layer. As the figure shows the 
conductivities are significantly higher in the layer. An important parameter is the 
height integrated conductivity. This parameter gives a total conductance for the 
ionosphere. The height integrated conductivities from figure 3.22 are Ep =  3.02 
mho, and E// =  6.75 mho without the layer, and Ep =  0.56 mho, and E# =  11.63 
mho with the layer. In this example the Pedersen conductance decreases, while the 
Hall conductance is greatly enhanced, thus the layer not only effects the magnitude 
of the currents but also the direction.
In areas where the layers have an edge there will be a horizontal gradient in the 
conductivities. This leads to the possibility of field aligned currents. To see this 
recall J  = a- E, and V -./ =  0. With the assumption of infinite parallel conductivity 
this leads to:
J\\ = Vi-(Ei-Si) (3.26)
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HALL AND PEDERSEN CONDUCTIVITIES
CONDUCTIVITY IMOHS/MI
Fig. 3.22a. A ltitude profile o f the Hall and Pedersen conductivities without the presence o f  
a thin ionization layer.
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HALL AND PEDERSEN CONDUCTIVITIES
CONDUCTIVITY (MOHS/M)
Fig. 3.22b. A ltitude profile of the Hall and Pedersen conductivities with the presence o f a  
thin ionization layer.
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: So even if the perpendicular electric field is continuous through an area the con­
ductivity gradients will lead to field aligned currents. Thin ionization layers are 
observed to have definite edges, and may play an important role in the global 
current system.
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4.1 In troduction
The previous chapter presented the theories of thin ionization layer formation. 
The mechanisms for formation of thin ionization layers include wind shears and the 
action of the perpendicular electric field. In this chapter a numerical simulation 
of layer formation is discused. First a one dimensional simulation is discussed 
in which the altitude profiles for ion densities and the ion, electron and neutral 
temperatures are obtained in the altitude region between 90 and 190 km, with 
one km resolution. The simulation examines the role of the electric field in layer 
formation at high latitudes. Next a three dimensional model is examined which 
includes the effects of ionospheric convection and the neutral winds in the high 
latitude region. The simulation attempts to determine the geographic distribution 
of thin ionization layers.
In the simulations the stationary state ion momentum equation is solved and 
the continuity equation is integrated numerically. Next the energy equation is in­
tegrated numerically to obtain the temperature profiles. The neutral temperatures 
are fed into the equation of hydrostatic equilibrium to get the neutral density pro­
file.
4.2 C om puta tiona l Approach
In the one dimensional simulation the atmosphere is assumed to be infinite in 
horizontal extent and planar, with variations only in the vertical direction (I). The 
ion velocity profile is obtained from the stationary equation of ion motion which 
was discussed in the previous chapter:
vs = ,/3_1 [esE  +  m susnvn -  :~VP] (4.1)
v denotes the ion-neutral collision frequency, u denotes the neutral wind velocity, 
e is the electron charge, v is the ion velocity, n is the ion number density, m  is the 
ion mass, P  is the pressure, and ft is a matrix obtained by decomposing the cross
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product to a vector-matrix product. The electric field is, of course, taken to be 
perpendicular to B  and the neutral wind is assumed to be horizontal.
To find density profiles the ion continuity equation is numerically integrated.
9n d , , _ r tx
m + a l (n"=) =  Q ~  L (4'2)
The Q (source) and L (loss) terms are chemical production or loss of an ion species 
from chemical reactions. A source term is of the form an ion species having a charge 
exchange reaction with a neutral species to produce the species being examined. 
Thus chemical production of one ion species is the loss of another. A loss reaction is 
the ion reacting with a neutral to produce another ion and neutral, or recombination 
with an electron to produce a neutral. The form of each term is the product of the 
density of the ion with the density of the neutral and the reaction rate coefficient. 
The continuity equation is written for each ion species as:
= —j^ { n v=)k +  npnqS lq -  nk{nsL s +  neLe) (4.3)
Where S pkq denotes the reaction rate coefficient for production of ion k from the
reaction of ion p with neutral </, Ls is the reaction rate coefficient for loss of ion 
k from reaction with neutral s, and Le is the reaction rate coefficient for radiative 
recombination. There is summation over repeated indices. For the major ions the 
reaction rate coefficients are taken from Rees [1989]. Metallic ions are lost through 
three body reactions and thus the rate coefficients for loss are very small and may be 
ignored in the altitude region of interest (Solomon et al., 1982). No photoionization 
(night-time conditions) or electron precipitation terms are included.
This must be solved for each ion species (0 + , 0 \ , N +, A^, N O +, Fe+) and for 
the minor neutral species nitric oxide (NO). The densities of the major neutral 
species are not affected. Thus we have a system of seven coupled differential equa­
tions. To integrate the system numerically an implicit integration scheme was 
chosen (eg. Potter, pg 36). In this scheme the density at time step n+1 is:
» r '  = K  -  + [(QJ -  Ll)  +  ( « «  -  L? ' )] Y  (4.4)
The use of the source and loss terms at time step n + 1 implies that the densities of 
the ions are already known at the new time step. The implicit integration scheme
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insures stability for any time step. The convective term is integrated explicitly i.e., 
is only included for time step n since the time scale for the chemistry is much faster 
than for convection. In this procedure the differential equations are transformed 
to a system of coupled algebraic equations. The boundary conditions chosen for 
continuity are that the ion flux is zero at the lower boundary, the derivative of the 
flux is constant at the top.
Many of the reactions used in the continuity equation are temperature depen­
dent, the pressure is also temperature dependent. To find the temperatures the 
energy equation is integrated for the ions, neutrals and electrons. Rather than
solve the equations for each individual ion species, the ions are approximated by a
single generic ion with density equal to the total ion density, and having the aver­
age ion mass. The energy equation is rearranged to get a differential equation for 
temperature. We assume that the pressure tensor (P) may be approximated by the 
scalar pressure, and that the heat flux is simply proportional to the temperature 
gradient (q =  — AVT where A is the thermal conductivity.) With these assumptions 
the equation is as follows:
= ^ - V 2T  - ( v -  i - V A )  • VT
at in k  in k  ^  gj
The source (Q ) and loss (L) terms for the ions and neutrals are Joule heating 
and energy exchange by elastic collisions. The Joule heating term is given by:
Qs =  nsm su'sn[vs -  vnf  (4.6)
Where the collision frequency ( //n) is the energy transfer collision frequency which 
is related to the momentum transfer collision frequency by:
i t  a
I'sn  =   T "sn (4-7)m n +  m s
Thus for ions the energy transfer collision frequency is approximately one half that 
for momentum transfer (Rees, pg. 109). This heating term is calculated for ion- 
neutral collisions as a heat source for both the ions and the neutrals and for electron 
neutral collisions as a heat source for electrons and neutrals. This is a major source
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of heating for the ions and in regions of high velocity difference between the ions 
and neutrals the ion temperature becomes greatly elevated.
The loss terms are of the form:
Ti,2 = 3»i— —— mii2k(T2 — Ti) (4.8)
mi + m2
Although this term is called a loss, it may be a source if the temperature T2 is less 
than T\.
An additional loss term for the neutrals is radiation from nitric oxide. Nitric 
oxide (NO) has an emission line at 5.3f.im which is due to vibrational transitions. 
NO molecules are excited to elevated vibrational states through collisions, or are 
formed in an excited state. Since NO is a minor species, the atmosphere is optically 
thin to the 5.3/<m radiation, and the energy escapes from the region. This is a major 
cooling mechanism for the neutral atmosphere (Kockarts, 1980).
The temperature equations form a system of three coupled second order non­
linear differential equations, and are in fact coupled to the continuity equation as 
well. The coupling between the continuity and energy equations is simply ignored 
here and the densities in the energy equations and temperatures in the continuity 
equations are just updated at each time step. Again an implicit method is used 
to integrate these equations. The method used is Crank-Nicholson (Potter, pg.77) 
which is unconditionally stable and has second order accuracy in both time and 
space. This method leads to a tri-diagonal matrix which can be solved in a fast 
and efficient manner. The initial condition was that the ion and electron tempera­
ture profiles are equal to the initial neutral temperature profile which is taken from 
the MSIS-S6 model atmosphere. The boundary conditions were that the tempera­
tures are fixed at the lower boundary and the derivatives were fixed at the upper 
boundary.
Next, it was assumed that the neutral atmosphere was in hydrostatic equilib­
rium at all times but the equilibrium slowly changes as the temperature changes. 
To get the neutral density the equation of hydrostatic equilibrium was solved for 
the three major species, N2, 0 2, and 0 . The density and temperature values at 
the base altitude (r0) were taken from the MSIS-86 model atmosphere for solar
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maximum conditions. The force on the neutrals due to the ion drift was included 
to examine any effect it may have on the neutrals.
4.3 Results o f One D im ensional Sim ulation
To illustrate the high latitude effects the parameters were chosen B =  45/<T, 
Dip angle = 75°, E = 50mV/ m, and u = 0. Using these parameters, the resultant 
initial vertical component of the ion velocity for several field directions is plotted in 
figure 4.1. The angles indicate the direction of the electric field measured counter 
clockwise from magnetic north. The profiles illustrate that at the highest altitudes 
the motion of the ions is purely E x B, at lower altitudes the ion-neutral collisions 
become important and the total velocity vector changes magnitude and direction. 
As the total vector changes direction the vertical component changes, and may 
even reverse as in the cases where the profiles show nulls (recall that a null is an 
altitude where the vertical velocity goes to zero, a convergent null is where the flow 
is into the null from above and below, a divergent null is where flow is away from 
the null both above and below). Note the altitude of the convergent null for the 45° 
profile at approximately 123 km. As mentioned earlier, this altitude is well above 
100km. Note also that all profiles have a null near or below the 100km level. These 
nulls are not convergent in the sense described earlier, with flow up from below and 
down from above, however the profiles where the flow is downward at all altitudes 
will result in ion accumulation at this altitude.
Figure 4.2 shows the initial ion density profiles. Initial density profiles for the 
major species are approximated from mass spectrometer measurements by Zbinden 
et al. [1975]. Since the metal ion densities presented in that paper already show 
definite layers their profiles cannot be used. As discussed in the previous chapter 
metallic ions are deposited by meteor ablation, which takes place mainly in the 
region from 70 to 120 km [MacLeod et al. 1975]. Actual density profiles for metallic 
ions are not well known, therefore an arbitrary initial profile with a peak at 120 
km and magnitude 3 x 103cm~3 was chosen. Since the ion Fe+ is often detected in 
sporadic E-layers an ion mass 56 amu was adopted.
The one dimensional simulation was run for several directions of the electric 
field. The first case used an electric field of magnitude 50 mV/m and its horizontal
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Fig. 4.1. Ion vertical velocity profiles generated for various field directions. T h e angles 
indicate the direction of the electric field vector west o f north.
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Fig. 4.2. Initial ion density altitude profiles.
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component directed in the north west quadrant, 45° west of magnetic north. As 
discussed earlier, this field produces a velocity profile with a convergent null at 
approximately 123 km. Figure 4.3 shows the evolution of the density profiles at 
250, 500, 750 and 1000 sec. after the application of the electric field. As would 
be expected, a thin layer forms at the altitude of the velocity null and the layer is 
composed almost entirely of the metallic ions. The layer forms quite quickly and 
is well established at 250 seconds. At this time the layer has a peak density of 
approximately 5.0 x 10'1 cm-3, and a thickness at half maximum of a few kilome­
ters. The layer is composed primarily of the metallic ions, although there is some 
enhancement of nitric oxide ions. All of the ions are driven to this altitude, however 
N+,0 +, and C>2+ all react quickly, and do not accumulate at the layer altitude. As 
time progresses the layer remains fixed in altitude, and reaches maximum density of 
nearly 1 x 105cm-3 within 1000 sec. As the metallic ion density becomes sufficiently 
enhanced, the nitric oxide ions begin to recombine more readily, and a dip in NO+ 
density profile appears. This dip is expected due to the increased electron density, 
and has been observed in mass spectrometer data (Zbinden et al.)', however the 
observations show a greater depletion of the molecular ions.
Next, a field directed to 90° is examined, i.e. magnetic west. This field direction 
produces no convergent null in the velocity profile, however the flow is downward 
for all altitudes, decreasing in magnitude with decreasing altitude. This flow leads 
to a negative divergence of the flux, and thus accumulation, at approximately 110­
115 km. Figure 4.4 shows the evolution of the density profiles at 500, 1000, 1500 
and 2000 sec. after the application of the electric field. Note that the accumulation 
is slightly broader than in the previous case on the order of 2-3 km, however the 
altitude is roughly 108 km, within the range where layers are normally observed. 
It is of interest to note that the layer is initially composed of nitric oxide ions, and 
that the metal ions are concentrated in a thinner layer along the bottom of the 
total layer. As time progresses the density of the NO+ decreases, and the metallic 
ions begin to dominate the layer.
The next case examined used a field directed to 180° (magnetic south). The 
behavior for this field direction is similar to that of the 90° case. As shown in figure 
4.5 a layer forms in the altitude region just above 100 km within 500 sec.; the layer
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Fig. 4.3. Simulation results showing the tim e evolution of the density profiles produced by 
an electric field o f  50 m V /m  at 45° west of m agnetic north.
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Fig. 4.4. Sim ulation results showing the tim e evolution of the density profiles produced by 
an electric field of 50 m V /m  directed to m agnetic west.
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is broad, with a thickness on the order of 5 km. As time progresses the layer 
becomes thinner and moves down to below 100 km altitude. The layer remains 
thicker than the previous cases, and the peak density does not exceed 3 x 104.
The next case examined used a field directed to 270° (magnetic east). This 
field direction yields an ion vertical velocity profile with upward velocities over the 
entire altitude range. Figure 4.6 shows the ion density profile generated at 2000 sec 
after the application of the electric field . The ions are forced upwards and flow out 
of the upper boundary, leaving the lower altitude region depleted of all ionization.
The final field direction examined was 0°, magnetic north. Figure 4.7 shows the 
density profile obtained from this field direction at 2000 sec after the application of 
the field. Again the velocity profile shows upward velocities over the entire altitude 
region. Again the lower altitude regions become depleted of ionization.
The electric field used in the simulation is static, however the electric field in 
the ionosphere is usually changing in magnitude and direction, particularly near 
midnight in the auroral zone. In general in the auroral zone, for the afternoon and 
evening sector, the electric field points approximately towards the magnetic north, 
and in the morning sector points approximately to magnetic south. In the period 
a few hours to either side of magnetic midnight the field reverses and may change 
direction in an erratic manner rotating through west and to the south (eg. Horwitz 
et a/.;1978). It is possible that thin layers may be formed at an altitude above 
120 km by a field directed to the north-west, then as the field rotates to the south 
the layer may be transported to a lower altitude. To simulate this behavior the 
field was directed in the north west quadrant (45° west of magnetic north) for a 
period of 800 sec., a time sufficient for the formation of a very thin layer, and then 
switched to magnetic south for a period of 1200 sec., figure 4.8 shows the density 
profiles for this run. The figure shows that the layer is essentially the same as was 
obtained in the case in which the field was pointed to magnetic south for the entire 
time. The initial very thin layer did not transport in tact, but rather dispersed and 
reformed the layer for the south directed field.
The efFects of the neutral wind were examined for various field directions and 
wind directions. The velocity profiles obtained for some of the field directions, 
although are very similar to those obtained in the absence of the wind, have some
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Fig. 4.5. Simulation results showing the tim e evolution of the density profile produced by an 
electric field o f 50 m V /m  directed to m agnetic south.
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Fig. 4.6. Simulation results showing the density profile generated by an electric field of 50 
m V /m  directed to magnetic east.
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Fig. 4.7. Simulation results showing the density profile generated by an electric field of 50 
m V /m  directed to magnetic north.
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Fig. 4 .8 . Sim ulation results showing the tim e evolution of the density profile for changing 
conditions. Initially the field was 50 m V /m  directed to 45° west of north for 800 sec, then changed 
to m agnetic south for 1200 sec.
R ep ro d u ced  w ith perm ission o f the copyright ow ner. F u rth er reproduction prohibited w ithout perm ission .
104
significant differences. Figure 4.9 shows the velocity profile obtained for an electric 
field of 50 mV/m at 90° west of north and a neutral wind of 200 m/s directed 
to magnetic east. Although the profile looks very similar to that obtained in the 
absence of the neutral wind, the profile has a convergent null at roughly 110 km. 
This leads to the production of a very thin layer of ionization at an altitude just 
above 110 km (figure 4.10). This behavior, ie. causing a thinner layer, is limited to 
a small range of field directions from magnetic west to about 100° west of north. 
A stronger neutral wind would expand this range.
The neutral wind may have a vertical component which, although much smaller 
than the horizontal component, has significant effect on the ion vertical velocity. 
An upward neutral velocity of about 0.5 m/s will lead to convergent nulls of the ion 
vertical velocity near 100 km altitude depending on electric field magnitude and 
direction, and the horizontal neutral wind magnitude and direction. The vertical 
neutral wind magnitude associated with tides is of this order of magnitude (Forbes, 
19S2), and short term localized winds of much greater magnitude may exist (Hoppe 
and Hansen, 1986). Figure 4.11 is a plot of the density profile obtained for a field 
20 mv/m at 110°, and a vertical neutral wind of 0.5 m /s upward. As the figure 
shows this results in a thin layer forming at about 104 km altitude.
4 .4  T e m p era tu re
The large electric field used here, with the assumption the neutrals are station­
ary, leads to significant Joule heating. The ion temperatures over the altitude range 
110 - 190km are elevated to above 2000° K, well above the neutral and electron 
temperatures. The profiles are in fairly good agreement with previous work done by 
both Rees and Walker (196S) and Roble and Hastings (1977). The ion temperature 
profile for the 45° field, shown in figure 4.12, shows some additional enhancement 
in the ion temperature at the altitude where the metallic ion layer forms. This 
enhancement results from additional Joule heating due to the increased average 
ion mass within the thin layer.
In calculating the temperature profiles the neutral atmosphere is assumed to 
be stationary, while in truth it is in motion and the ion motion accelerates the 
neutrals in the direction of the ions. As the neutrals are accelerated by the ions














V E L O C I T Y  I  M / S )
Fig. 4.9. Ion vertical velocity profile obtained for an electric field o f  50 m V /m  directed to  
m agnetic west and a neutral wind of 200 m /s  directed to m agnetic east.
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Fig. 4.10. Density profile obtained for electric field o f 50 m V /m  directed to m agnetic west 
and a neutral wind o f 200 m /s  directed to magnetic east.
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Fig. 4.11. Density profile obtained for a field of 20 m V /m  directed to 110°, and a vertical 
neutral wind of 0.5 m /s  upward.
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Fig. 4.12. T im e evolution of the temperature profile obtained for an electric field o f 50 m V /m  
directed to 45°.
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the velocity difference between the ions and neutrals is decreased, thus decreasing 
the joule heating. The time constant for the neutral gas to respond to the ion 
motion, and for the temperature to equilibrate is on the order of two hours (eg. 
Fedder and Banks, 1972). Therefore the heating computed here is likely to be an 
upper limit. These conditions would only occur during the transient period after 
an initial increase in the electric field and before the neutral gas begins moving in 
the direction of the ions.
4.5 Discussion and Sum m ary o f O ne Dim ensional M o d e l Results
Electric fields directed to the north-west and south-west resulted in the forma­
tion of a layer of enhanced ion density. The field directions of 90° and 180° both 
produced layers that were initially broad but became thinner with time; the alti­
tudes of these thin layers are similar to observations of sporadic-E layers. It may 
be concluded that a general downward plasma flow that decreases in magnitude 
with decreasing altitude can cause the formation of sporadic-E layers, and that 
electric fields directed between 0° and 180° west of magnetic north can cause this 
flow pattern. Examining the velocity profiles from other field directions shows that 
fields directed between 180° and 270° also have downward flow over some altitude 
region and thus could also lead to layer formation.
Electric fields directed to the north-east and south-east did not result in the 
formation of thin layers. For the most part these field directions lead to upward 
flow. This flow moves the metallic ions to higher altitudes, and indeed would 
explain why metallic ions are often found in the F-region, while the ablation region 
is in the lower E-region (Grebowsky and Pharo, 1985).
The profile for the changing field conditions showed that layer formation de­
pends more on the current field direction than on the history of the field. Although 
a very thin layer was formed by the initial field, after the field changed the behavior 
was essentially the same as if the field had been pointed to the final direction the 
whole time.
The neutral wind also may play a role in layer formation at high latitudes. As 
was shown, a constant neutral wind in conjunction with the electric field may cause 
convergent nulls in the ion vertical velocity for a limited range of field directions,
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even though the field alone would not produce a convergent null. This appears 
to be effective only for a limited range of electric field and wind directions, and 
only causes significant differences above 110 km. An upward neutral wind of small 
magnitude has a similar result but is effective for a broader range of field directions, 
and is effective at lower altitudes. In addition wind shears, although not as effective 
as at mid-latitudes, may play a role in the formation of thin layers at high latitudes.
The existence of very thin layers much below 110 km is not well explained by the 
model presented here. Although the layers formed by this mechanism for electric 
fields directed to the south-west quadrant would appear as sporadic-E layers in 
ionosonde data, they are not as thin as layers often observed by ISR or rockets. The 
layers generated by the south directed fields are on the order of 5 km in thickness, 
full width at half maximum. As discussed, changing field directions do not appear 
to be capable of forming the very thin layers, and the layers formed by the combined 
action of an eastward neutral wind and the electric field only appear to be very 
thin near 110 km or higher. Upward neutral motion of roughly a half meter per 
second will lead to convergent flow in the ions near to 100 km, however the layer 
formed in the simulation was still on the order of 2-3 km in thickness. Stronger 
upward neutral winds are possible but since the very thin layers are observed for 
long periods the conditions to maintain the layer must be persistent. Also since 
the observations are frequent, the conditions for formation must occur regularly.
The existence of a peak in the ion temperature profile may have implications 
for the analysis of incoherent scatter radar (ISR) data. Quite often ISR data 
will exhibit a decrease in ion temperature at the altitude of a sporadic-E layer. 
A common procedure for analysis of such data is to change the ion mass in the 
analysis routine until the temperature matches that outside of the layer. From this 
procedure the percentage of metal ions in the layer may be determined. The results 
here show it is possible that this may under estimate the metal ion content of the 
layer because of the ion temperature increase at the layer. It is likely that this will 
be a problem only if the layer is in the altitude region of significant joule heating.
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I4 .6  T h re e  D im ensional M od el
Starting with the one dimensional model a three dimensional model of the 
high latitude region was constructed. The continuity and momentum equations 
were solved in three dimensions while the energy equation is simply solved in one 
dimension at each location. The thin layer model uses externally supplied model 
of the convection pattern, neutral wind pattern, and photoionization pattern.
A dipole magnetic field is assumed to be a sufficient description for the earth’s 
field. The potential for a magnetic dipole is given by:
=  - Y "  (4-9)j.s
Where m  is the earths dipole moment. The field is given by the negative of the 
gradient of the potential:
B ,  =  2™ c^ -  (4.10)
„ — m  sin 0 ., . . .
Be = ----- =—  (4.11)
It is convenient to write the magnetic field in terms of the magnitude and the dip 
angle:
Bx = Bmag sin (Dip) (4.12)
B z =  Bmag cos (Dip) (4.13)
Where the magnitude and dip are given by:
Bmag = ^ V l  +  3cos2 0 (4.14)
Dip = tt- tan"1 (4.15)
The leading constant, Bo, is the magnitude of the field at the north pole at the 
altitude of interest. The angle 0 is the colatitude.
The convection model used is that of Heppner and Maynard (1987). The model 
is based upon data from Ogo 6 and DE 2 satellites. Figure 4.13 shows a potential 
pattern for southward B: conditions, pattern A from the model. The pattern shows 
antisunward flow over the pole, and the return flow at lower latitudes. There is
111
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some distortion both at the noon and midnight boundaries of the polar cap. The 
model is discussed in more detail in the previous chapter.
The neutral wind model is the Vector Spherical Harmonic (VSH) model from 
the University of Michigan Space Physics Research Lab (Killeen et al., 1987). The 
neutral wind patterns are produced from the output of the NCAR-TIGCM model. 
The model comes with coefficient libraries for TIGCM outputs for varying geophys­
ical conditions. To use the model the parameters required are: Julian day, fl0.7 
solar flux, AP, UT, altitude, latitude, and longitude. Figure 4.14 shows the neutral 
wind field from the model for four different heights at 33 km intervals. The param­
eters used to generate this set of plots are: Jday=250, F10.7=250, AP=50, UT=0. 
As can be seen in the figure, at the high altitudes the neutrals are highly influenced 
by ionospheric convection showing the typical two cell pattern while not coinciding 
identically with the ionospheric convection pattern. At lower altitudes the winds 
do not show any influence of the ion drag. Ion drag is only one of the forces which 
influence the motion of the neutral atmosphere, others include advection, pressure 
force, Coriolis force, and viscous drag. At the low altitudes pressure and Coriolis 
forces dominate the motion.
In this simulation a rather simple minded approach is taken for the photoioniza­
tion pattern in that the geographic and magnetic poles are taken to be coincident 
for the determination of the solar zenith angle, and location of the terminator. As 
the main interest here is to study the general behavior of the night side and not to 
make any prediction about specific geophysical conditions it will have little effect.
As was discussed above the ion velocity is mainly determined by the electric field 
and the neutral wind. At high altitudes the velocity is almost entirely E x B  while 
at the low'est altitude the ions move with the neutral wind. Figure 4.15 shows 
the ion velocity field at 33 km intervals using the neutral wind and convection 
pattern discussed above. At 90 km the ion velocity field is nearly identical to the 
neutral wind. At the highest altitudes the flow lines are parallel to the contours 
of the potential pattern. This is of course as expected since at high altitudes the 
plasma is essentially collisionless. Coming down in altitude collisions begin to play 
a part, and the velocity vector rotates from the E  x B  direction to the parallel to 
E  direction, finally at the lowest altitudes the collisions become so dominant that
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Fig. 4.13. Potential pattern ‘A ’ from the Heppner-Maynard convection electric field model. 
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Fig. 4.14. The neutral wind field for the polar cap region at 90, 123, 167, and 189 km, 
generated by the Y'SII neutral wind model.
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the ions become ‘tied’ to the neutrals and thus flow with the neutral wind. Note 
also the magnitudes of the velocities; over a kilometer per second at high altitudes, 
and less than a hundred meters per second at the low altitudes. This behavior 
makes the concept of flux tubes difficult to apply in the lower ionosphere. In the 
higher ionosphere the equations of continuity and energy may be solved in one 
dimension along a flux tube, and the trajectory of the flux tube traced in time, this 
is the Lagrangian approach. With the velocity differences between the high and low 
altitudes the flux tubes would become stretched and twisted with time. Because of 
this the Eulerian approach is required; a three dimensional grid is established and 
the equations are solved at each point.
4.7 Results o f T h ree  D im ensional S im ulation
The simulation was run for the various convection patterns. Figure 4.16 is a 
contour plot of peak electron density below 140 km from the run using pattern 
‘A’ from Heppner-Maynard. This pattern corresponds to southward B z and neg­
ative By. The white circles on the plot indicate the latitudes of Sondrestrom and 
EISCAT. The day side shows typical high and fairly uniform densities produced 
by solar photo-ionization. There is some depletion of density at dusk where the 
low density night side plasma is convected into the day side, and vertical flow is 
upward. On the night side there is considerable spatial structure. An area of very 
low densities is found between dusk and midnight in the latitude region between 
60° and 70°. In this area there is no photo ionization, and the ion vertical velocity 
is upward over the entire altitude range. Any E-region ionization is either lost 
through recombination or transported up to F-region altitudes. At the lowest lati­
tudes the densities are generally low, but are higher than in the 60° to 70° latitude 
region. At the lower latitudes the electric field is small and there is little transport 
of ionization; the density changes are due solely to recombination. North of 70° in 
the pre-midnight sector and between 60° and 70° in the post-midnight sector there 
is an area of fairly high densities (> 104).
Figure 4.17 shows all areas where the densities are concentrated in a layer with 
thickness of less than 5 kilometers at half maximum. It is seen to coincide with the 
high density area of figure 4.16. Figure 4.18 shows electron density contours as a
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Fig. 4.15. Ion velocity field for the polar cap area at 90, 123, 156, 189 km, generated using 
Ileppner-Maynard potential pattern ‘A ’ and the neutral wind field shown in figure 4.14.
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Fig. 4.16. Peak electron density contours below 130km using Heppner-Maynard potential 
pattern ‘A ’.
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function of altitude and magnetic local time at the latitude of Sondrestrom, 4.19 
shows the same for EISCAT latitude. In both plots there is a layer of ionization 
below 120 km. In figure 4.IS the layer forms in the period around 2100 MLT at an 
altitude of roughly 105 km remains low and then increases in altitude just before 
magnetic midnight. In figure 4.19 the layer forms just after magnetic midnight at 
roughly 10S km, then comes down in altitude to below 100 km and remains until 
morning.
The next run of the simulation is for Heppner-Maynard (H-M) pattern ‘BC’, 
which corresponds to southward Bz and positive By. It is similar to pattern ‘A’ 
except it is slightly rotated and the dusk cell is larger. Figure 4.20 shows the 
convection pattern, peak density contours, and the density profiles for Sondrestrom 
and EISCAT. The peak contours are very similar to those obtained in the previous 
case. There is a region of low densities on the evening side between 60° and 70°, the 
area is slightly larger in this case. There is an area of low densities on the dawn side 
north of 70°. This depletion is present in the previous case but is more pronounced 
here. The area of thin layers is again roughly north of 70° on the evening side, and 
between 60° and 70° on the morning side, although it extends to lower latitudes 
in this case. The density profile for Sondrestrom latitude shows the same general 
features of the previous run. A layer forms near 2100 MLT and persists until 2400. 
In this case however the layer appears and departs more suddenly. The EISCAT 
profile also shows the same general features as the previous run. A layer forms near 
2400 MLT and persists until morning. In this case the layer forms earlier.
The results for H-M pattern ‘DE’ are shown in figure 4.21; this pattern is very 
similar to pattern ‘A’ but has a larger dawn cell. Again the results are very similar 
to the two previous cases. The peak density contours are in essentially the same 
area as the case for pattern ‘A’, however the area of depletion on the evening side 
is more pronounced, and the area of depletion on the dawn side north of 70° is a 
little larger. The density profile for Sondrestrom latitude shows the same general 
features, but appears more stable in altitude than in case ‘A’. The EISCAT profile 
is essentially the same as in the previous cases.
The next run is for H-M pattern ‘BCP’, corresponding to a distortion of pattern 
‘BC’ for B z weakly northward. The resulting density contours are shown in figure
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Fig. 4.17. Areas o f peak electron density with altitude extent at half maximum less than 5 
km.
R ep ro d u ced  w ith perm ission o f the copyright ow ner. F u rth er reproduction prohibited w ithout perm ission .
120
1 8 :0 0 :0 0 21:00
w z n n n i
9 0
2 4 :0 0 3 :0 0 6:00:00
MLT
2 .9 0  3 .1 0  3 .3 0  3 .5 0  3 .7 0  3 .9 0  4 .1 0  4 .3 0  4 .5 0  4 .7 0  4 .9 0
Fig. 4.18. Electron density contours plotted as a function of altitude and m agnetic local time 
for the latitude o f  Sondrestrom, Greenland.
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Fig. 4.19. Electron density contours plotted as a function of altitude and magnetic local time 
for the latitude of EISCAT.
R ep ro d u ced  w ith perm ission o f the copyright ow ner. F u rth er reproduction prohibited w ithout perm ission .
122





2.90 3.10 330 330 3.70 3.90 4.10 430 430 4.70
ELECTRON DENSITY CONTOURS
*3
2.90 3.10 330 330 3.70 3.90 4.10 430 430 4.70 4.90 2.90 3.10 330 330 3.70 3.90 4.10 430 430 4.70 4.90
Fig. 4.20. Convection pattern, peak densities, and density contours for Sondrestrom and 
EISCAT, produced using Heppner-Maynard potential pattern "13C’.
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Fig. 4.21. Convection pattern, peak densities, and density contours for Sondrestrom and 
E1SCAT, produced using ilcppner-Maynard potential pattern ‘DE’.
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4.22. There are significant differences between the results for this case and for the 
patterns with southward B~. The peak density contours show a layer to be present 
on the evening side from roughly 55° to To0 latitude, with a lower density layer 
present on the morning side. The density profile for Sondrestrom shows a layer 
forming just after 1800 and persisting until just before 2400, when it disperses. 
The layer moves downward slowly over whole time. The profile for EISCAT shows 
the layer forming early, just after 1800, and descending until just before 2400. After 
2400 the layer persists however it is of lower density.
Figures 4.23 and 1.24 show the results for H-M patterns ‘BCPP’ and ‘DEP’, 
corresponding to patterns 'BC1 for B: strongly northward, and ‘DE’ for Bz weakly 
northward. The results are very similar to those obtained for ‘BCP’. The high 
density layer area is concentrated on the evening side, however for ‘DEP’ it extends 
a little farther to the morning side. The Sondrestrom latitude plot shows a layer 
in each case forming early, roughly 1800, and persisting until roughly 2400. In 
‘BCPP’ the layer disperses a little earlier, in ‘DEP1 a little later.
4 .8  Discussion and Sum m ary o f Three Dim ensional S im ulation Results
The results of the three dimensional simulation showed an area of thin layers 
for each of the potential patterns. The southward B z patterns all resulted in thin 
layers forming in the pre-midnight sector in the latitude range north of 70°, and 
after midnight south of 70°. The pre-midnight layers were in general higher in 
altitude and of a shorter duration. For northward B z conditions the layers were 
mainly in the pre-midnight sector for all latitudes, and occurred at earlier times.
The result of the simulation suggest that thin layers should be present for some 
time on any night at all latitudes north of approximately 60°. Experiments have 
shown the presence of layers on the majority of nights, but often there are nights 
when no layers are observed. A possible explanation for the absence of layers is 
the lack of metallic ions. There may be times when there is insufficient transport 
to the altitude region where they may be concentrated in to a layer. Another 
explanation is that the convection patterns do not accurately represent the electric 
field in the high latitude ionosphere. On some nights the electric field may not be 
appropriately directed at any time.
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Fig. 4.22. Convection pattern, peak densities, and density contours for Sondrestrom and 
EISCAT, produced using lleppner-M avnard potential pattern ‘BC P’.
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Fig. 4.23. Convection pattern, peak densities, and density contours for Sondrestrom and 
EISCAT, produced using Heppner-.Maynard potential pattern ‘B C P P ’.
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Fig. 4.24. Convection pattern, peak densities, and density contours for Sondrestrom and 
EISCAT, produced using Heppner-Maynard potential pattern ‘D EP’.
R e p r o d u ce d  with permission of the copyright owner. Further reproduction prohibited without permission.
128
C H A P T E R  5 
IN C O H E R E N T -S C A T T E R  O B S E R V A T IO N S  O F T H IN  
IO N IZ A T IO N  LAYER S A T  S O N D R E S T R O M  
5.1 In troduction
Observations of thin ionization layers were carried out for three periods over 
a year using the incoherent-scatter radar located at Sondrestrom, Greenland. In 
this chapter the observations arc diseased and compared with the predictions of 
the simulation presented in the previous chapter.
An incoherent-scatter radar is the best, tool available to examine the formation 
and characteristics of thin ionization layers because the electron density profile 
can be observed over an extended period. At the same time other ionospheric 
parameters such as the electric field, plasma temperature, and the mean ion mass, 
may be determined. The main limitation of the radar technique is the time required 
to make measurements when the densities are low (eg. Hunsucker, 1991). As 
discussed in the chapter on radar techniques the uncertainties in the measurements 
are proportional to the signal to noise ratio which depends on the densities and 
the integration time. For low densities the integration time may become too long 
for the experiment to be useful. Another limitation is the requirement of three 
different pointing directions for the determination of the vector electric fields. With 
a monostatic. system this requires the line of sight velocities to be measured at 
locations separated by as much 250 kin, at times the field may have significant 
variations over this distance and the measurement may not accurately represent 
the field.
5.2 D escription o f Experim ents
The experiments were carried out using the Sondrestrom incoherent-scatter 
radar located at Sondrestrom. Greenland, geographic latitude 66°59', longitude 
309°03', magnetic latitude 73.9°, dip angle SO.35°. The radar operating frequency 
is approximately 1290 MHz, and normally operates at an output power of approx­
imately 3 MW with 3% maximum duty cycle. Due to a recent upgrade, the radar
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can operate on two independent frequency channels, and has greatly improved data 
handling capabilities.
The first of the experiments discussed here attempts to determine the elec­
tric field from F-region data and the densities and temperatures in the E region. 
The two experiments are carried out within the same inter-pulse-period (IPP) by 
transmitting different pulse patterns on the two separate frequency channels.
The electric field measurement uses three antenna positions to obtain the vector 
electric field. A 320/as pulse is transmitted and the return is sampled at 14(jls  
intervals starting at GO km range. 600 samples are taken so the samples cover the 
range from 60 to 1260 km. At the end of each interpulse period a calibration pulse 
of known temperature is injected and samples are taken, also samples of the noise 
are taken at a time when no return signal is expected. The receiver filter has a 
33kHz bandwidth, and the sample rate gives a Nyquist frequency of 35.7kHz. The 
power spectra of the return is obtained for each range gate and the first moments 
of the spectra give an estimate of the line-of-sight plasma velocity at each range:
V, =  (5.1)
where Xr is the radar wavelength, at .Sondrestrom 23.3 cm, and fd is the first 
moment estimate. The antenna is sequentially positioned in three directions to 
obtain the line-of-sight velocities in each direction and a velocity vector is obtained. 
If the region sampled is high enough in altitude, i.e. above roughly 200 km, then 
collisions with the neutral gas may be ignored and the velocity is simply the ExB 
velocity and the electric field may be determined. For the data discussed here the 
three antenna azimuth positions were 21°, 141°, and 261°, with aconstant elevation 
of 75°. The actual regions of the ionosphere sampled by the different antenna 
directions are separated in space horizontally by over 100 km, and the antenna 
remains in each position for five minutes to allow sufficient data integration time. 
Thus the field vector obtained must be considered to be an average for the time 
and space increments.
The 300m E-region information is obtained from a five-pulse multi-pulse tech­
nique (Farley, 1972), where the sub-pulses of the multi-pulse are coded with a 13 
baud, 2/ts baud, Barker code. This pulse pattern gives a lag time (77) of 26/is,
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with lags out to 2S6 fin, which corresponds to 3.5kHz resolution with a Nyquist 
frequency of 3S.5 kHz. Pulses are transmitted at time 0, 3, 4, 9, and 11 r;. The 
sample frequency is 2fis to match the baud rate which requires a receiver filter 
bandwidth of 250 kHz. This wide bandwidth leads to high noise power on this 
channel. The calibration and noise sampling is also carried out for this channel. 
By using the multi-pulse technique densities and spectral information are obtained 
in the E-region with high range resolution, however, due to the high noise power, 
the signal-to-noise ratio is often not sufficient to obtain useful spectral information 
within a reasonable integration Lime.
The first experiments were run in August of 1990. It was found that most of the 
time when thin layers were observed the densities outside of the layer altitude were 
too low to obtain spectral information within a reasonable integration time. To 
solve this problem the experimental technique was modified, and the experiments 
were run earlier in the summer (.July 1991) with the expectation that there would 
be higher background densities due to higher photo-ionization.
The second experiment attempted to decrease the integration time required 
to obtain spectral information in the E-region by transmitting the Barker coded 
multi-pulse on both frequency channels. On one channel the range resolution is 
600m while 300m is maintained on the second channel. With 600m resolution, a 
narrower receiver filter is used yielding better signal-to-noise ratio, further improv­
ing integration time. On the 300m channel the pulse pattern is the same as in the 
previous experiment. The 600m channel is also a five pulse multi-pulse, but the 
sub-pulses are coded with a 7 baud, 4/ts baud, Barker code. This gives a lag time 
of 28/is with lags out to 308//s. or 3.25 kHz resolution with a Nyquist frequency of 
35.7 kHz.
The third experiment obtained densities only in the range from 90 to 210km 
with 600m resolution with antenna elevation scans along the magnetic meridian. 
The pulse pattern used was a single Barker coded pulse with a high pulse repetition 
frequency. The antenna scanned ±60° from the vertical with a scanning rate of 0.4° 
per second. This yielded north-south coverage of 360km for E-region altitudes, with 
a complete scan every five minutes. The integration time was 5 seconds giving a 
density profile every 2°, or 60 profiles per scan.
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The experiments were carried out on several nights for a period of four hours 
near magnetic midnight. This period was chosen because the electric field is often 
directed in the north-west or south-west quadrants during this time. Thin layers 
were observed for some portion of the majority of the nights. Figure 5.1 from July 
27, 1991, is a good example of the electron density contours showing the presence 
of a thin layer at approximately 110 km altitude from 2000 to 2200 UT. The layer 
remains near 110 km for the entire period, though it drifts both up and down at 
times. There is an oscillation of the layer altitude from approximately 2040 to 2130 
UT, showing the possible evidence of a gravity wave propagating through the field 
of view. It appears that the layer density increases with downward propagation 
of the wave. The density changes markedly over the period, ranging from slightly 
above the background density of 105 to nearly 106 after the wave feature passes. 
The layer thickness, full width at half maximum, varies in the range of 1.5 to 2.5 
km.
5 .3  D e term in atio n  o f Ion Com position
The metallic ions most often found in mid-latitude thin ionization layers are 
Fe+(56 amu), Ca+(40 ainu), and Mg+(24 amu) (eg. Zbindin et al). To determine 
the presence of the metallic ions we examine the ion temperature profile. The 
incoherent scatter spectrum is expressible in terms of various plasma parameters 
including the ion-neutral collision frequency, the ion mass to temperature ratio, 
and the electron temperature (Dougherty and Farley, 1960, 1961, and 1963). By 
measuring the spectrum and fitting an analytic expression to the measurement we 
can estimate these parameters. By determining the ion mass we can demonstrate 
the presence of metallic ions. The mean ion mass in the E region under normal 
conditions ( a mixture of NO+ and O t ions) is near 30.5 amu. If there is a significant 
fraction of heavy metallic ions, such as Fe+ mass 56 amu, then the mean mass is 
higher than normal. The ion mass only appears in ratio with the temperature in the 
expression for the incoherent-scatter spectrum so it is not possible to unambiguously 
determine both parameters simultaneously. The usual procedure for determining 
the ion mass is to assume an ion mass for all altitudes, here 30.5 amu, and fit for the 
temperature profile. If the layer has a significant proportion of heavy ions, ie. Fe+,
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Fig. 5.1. Electron density contours with 600m range resolution in the range from 75 to 21 
km altitude. A thin ionization layer is present from 2000 to 2130 UT. T he area of high density 
at about 2200 UT is auroral ionization.
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the temperature profile will show a decrease at the layer altitude. By adjusting the 
ion mass in the analysis routine the temperature at the layer altitude is adjusted 
to match the temperature outside the layer. Thus the average ion mass within the 
layer is determined.
Figures 5.2(a,b) show the temperature and density profiles obtained for the layer 
shown in figure 5.1, with the original assumption of a 30.5 amu ion mass. At the 
altitude of the layer peak the temperature shows a significant decrease. The signal- 
to-noise ratio is such that for altitudes outside of the layer the integration time is 
one hour, while five minutes is sufficient within the layer when it is the most intense. 
The period of 2020 to 2120 UT is used to determine the background profile. During 
this period the condition of the ionosphere appears to remain fairly constant. Since 
a weak layer is present during this interval, data for the layer altitude can not be 
used to determine the temperature, rather the ion mass is adjusted in the analysis 
routine until the profile appears smooth. Figure 5.2c shows the temperature profile 
obtained when the ion mass is adjusted in the analysis routine. This gives a mean 
ion mass of 44 amu in the lowest gate and 42 amu for the other two gates. Due to 
the high density it is likely that the actual composition is almost entirely metallic 
ions, a mixture of the species mentioned above. As was discussed in chapter 2, the 
short recombination times for the normal molecular ions do not allow accumulation 
to high densities in the absence of a local source.
5.4 Electric Field D a ta
The experiment to examine the relationship between the electric field and thin 
ionization layers was run on 11 nights during the period from August 1990 to 
August 1991. In the discussion that follows the angles of the electric fields are 
measured with respect to magnetic north, a positive angle counter-clockwise from 
north. Figure 5.3 is a good example of a layer and the measured field from the 
experiment of August 22.1990. A layer was present for the interval from 2150 to 
2330 UT, initially the layer moved downward rapidly, then slowly drifted upwards. 
The electric field during this time was changing in direction with small change 
magnitude. When the layer initially came into the radar beam the field was pointing 
to 80° west of magnetic north. When the layer was at its lowest altitude the field
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Fig. 5.2a. Ion temperature profile obtained for the layer shown in figure 5.1 with the assumed 
ion m ass of 30.5 amu. The profile shows a significant decrease at the layer altitude.
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Fig. 5.2b. Density profile obtained for the layer shown in figure 5.1
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Fig. 5.2c. Ion temperature profile obtained for the layer shown in figure 5.1 when the ion 
mass at the layer altitude is adjusted.
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was pointed to 100°. After the layer reached its lowest altitude it slowly rose until 
it left the field of view. During the time that the layer was rising the field was 
rotating northwards. At the time the layer moved out of the radar beam the field 
was pointing 40° west of north. During the period the field magnitude ranged 
between 12 and 19 mV/m.
Figure 5.4 shows the data from March 13, 1991, A layer was present for period 
of about an hour, 0015-0115 IJT. The layer remained at about 100 km for the 
entire period, without any significant drift. The field remained nearly constant in 
direction (110°-140°), and the amplitude varied in the range of 5 to 15 mV/m.
The following is a summary of the data from the remaining nights, for which 
the data is not shown:
Aug. 17, 1990: A layer was in the beam for two different periods. During the First 
period near 2200 UT, the layer was in beam for two of the beam directions 
but not in third. The layer was near 103 km altitude, the field direction was 
changing, between roughly 70° and 100°. The second period the layer was in 
the beam for 25 minutes, 2320-2340 UT, at approximately 115 km altitude. 
During this time the field ranged between S0° and 130°. Field direction was 
near -40° for an extended time without layer, same true for extended period of 
field directed to 40°-60°.
Aug. IS. 1990: A layer was in the beam for 30 minutes with short interval not in 
beam. The layer altitude was near 105 km. The field direction was changing 
rapidly from north to south and then back. During the periods when layers 
were not observed the field was directed to —20°, or between 0° and 60°.
Aug. 19, 1990: No layers were observed on this night. The field was directed between 
-20° and 00° for most of the night, but was directed to 90° for a short time. 
During the time that the field was directed to 90°there was significant particle 
precipitation which would have masked any layer if it were present.
Mar. 10, 1991: No layers were observed on this night. The field was directed between 
40° and ISO0 for the majority of the night. Field magnitude ranged between 4 
and 34 mV/m. There was no observed particle precipitation.
Mar. 12, 1991: A Layer was in the beam for 1 hour, 2300 to 2400 UT. Initially the 
layer was at 110 km altitude, then sudden change to 103 km. The field was
137
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Fig. 5.3a. Electron density contours with 300m resolution for the night o f August 22, 1990. 
A layer is present during the period from 2150 to 0000 UT, with varying altitude.
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Fig. 5.3b. Electric field m agnitude and angle for the night o f August 22, 1990.
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Fig. 5.4a. Electron density contours for the night of March 13, 1991. A layer is present at 
103 km for period between 0000 and 0130 UT.
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Fig. 5.4b. Electric field m agnitude and angle for the night of March 13, 1991.
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directed to 85° at start, then changed to approximately 110° at about time of 
altitude change. The layer left view at about the time that the field changed 
to pointing to south, and then to south-east. The field magnitude was in the 
range of 18-20m\7m while the layer was within the beam.
Mar. 14, 1991: No layers were observed on this night. The field was directed between 
-120° and 0° for the majority of the night with two short intervals when the 
field pointed to roughly 160°. Field magnitude ranged between 1 and 48 mV/m. 
There was no observed particle precipitation.
Jul. 26, 1991: A layer was present for period of 15 minutes, 2115 to 2130 UT. The 
layer was at approximately 115 km altitude. During the first two hours of 
observation the field was directed roughly to magnetic north, then rotated to 
the south over a period of an hour and a half. The layer was present during a 
portion of the transition from north to south, when the field was in the range 
of 75° to 120°.
Aug. 3, 1991: A layer was present for period of 15 minutes, 2400 to 0015 UT. The 
layer was at 100 km altitude. During the first two hours of observation the field 
was directed between -30° and -20°, then rotated to the west for the remainder 
of the observation. The layer was observed when the field was in the range of 
80° to 100°.
Aug. 6, 1991: No layers were observed on this night. The field was directed between 
-10° and 20° for the majority of the night with a half hour interval when the 
field pointed to roughly 90°. Field magnitude ranged between 10 and 38 mV/m. 
There was observed particle precipitation at times.
Table 1 is a summary of the data for the nights when layers were observed. 
Layers are clearly present for varying periods on seven of the eleven nights, and 
were all in the altitude range of 100 to 120 km. During the time when layers are 
present the electric field was almost always pointed between 40° and 180° west 
of magnetic north. Most often the field was in the range of 80° to 100°. The 
field magnitude ranged in value from 2 mV to 34 mV during the times layers were
142
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observed. Further layers were present the majority of the time when the field was 
directed in the south-west quadrant.
On the nights when no layers were observed, the field was most often directed 
to the north or north-west, although on one of the nights the field was directed 
between 160° and ISO0 for an extended period. On one night the field was directed 
90° for a period of approximately 30 min, with no layers observed, however it must 
be noted that there was significant auroral activity during the time which may have 
produced sufficient ionization to mask a thin layer.
5.5 Scanning E xperim ent
The antenna scanning experiment was run on three nights in late July and early 
August, 1991. Figure 5.5 shows the data from a single north-south scan from the 
night of July 29, 1991. The data show the presence of a layer extending from roughly 
90 Km south of the station to as much as 100 km north. The layer was more intense 
to the south and a well defined southern boundary, while to the north the layer is 
less dense, and does not have a well defined northern boundary. The layer appears 
to be thinner to the north, and thickest near the southern edge. The altitude of the 
layer is approximately constant over the whole width. It is interesting to note that 
directly over the station the layer shows two maxima separated by about 5kmin 
altitude; figure 5.6 shows the density profile at this time.
Figure 5.7 shows three successive scans from later in the same night to illustrate 
the motion of the layer. The layer has moved to the south and has a north south 
extent of less than 100 km and the double peak observed earlier has disappeared. 
This was a general trend on the three nights of observation; layers appeared north 
of the station and moved to the south.
Figure 5.8 shows the peak electron density below 130 km for several scans on 
two successive nights. The scan shown in figure 5.5 corresponds to the second 
column of figure 5.8(a). The vertical axis shows distance north and south from the 
station, the horizontal axis shows time. The high density areas shown correspond 
to areas of thin layers. The total area of layers is larger than shown since in some 
areas the layer density is not significantly above the background. The figures show




Date Layer Time Altitude Angle Magnitude
(UT) (km) (mV/m)






August 18, 1990 22:00-22:30 105 60°-140° 2
August 22, 1990 21:50-23:15 105-115
oOo1oO 14-18
March 12, 1991 23:00-23:15 110 oo o o 24-34
23:15-00:10 100 100° 20
March 13, 1991 00:15-01:20 100 100°-120° 5-15
July 26, 1991 21:05-21:20 115
oOor-H1O
O00 4-6
August 3, 1991 23:40-00:15 100 00 o 0 1 1—* o o o 24-26
Table 1 Summary of data for nights when thin ionization layers were present. 













P  T3 c r  *-s
2 8 3
it S ?
c-*-cr ^  01







s i .  O  






— IOST o  < -
°  »— D- co a> O 3 h-»
^  d
’re «
Sr a- 5  p
< p  
55* W,
£  o p 5 































i  "  i " " " " r " i  " i i * i i  |  11 11 i i i  i i i i  i _ i i i  ~ » 1 ' T ' i r r r




Fig. 5.6. The density profile from directly over the station  illustrating the two distinct density  
peaks.


















that the layers are of a limited extent in latitude, however cover a large range in 
longitude.
5 .6  Discussion
As a first point of interest it must be pointed out that observations were car­
ried out on sixteen different nights for four-hour periods near magnetic midnight 
on each night. Thin ionization layers were observed during twelve of the sixteen 
experiments. The earliest observation was near 1900 UT on July 30, 1991, the 
latest just after 100 UT on March 14, 1991. The period of observation ranged from 
roughly 5 minutes to 2.5 hours.
The relatively heavy ion mass determination of 44 amu suggests that the layers 
are composed of metallic ions, primarily Fe+. Mass spectrometer measurements of 
a mid-latitude thin ionization layer by Zbindin et al. show a layer almost entirely 
composed of metcillic ions, with approximately equal concentrations of Fe+ and 
Mg+, along with much smaller concentrations of Na+ and Ca+. Further at the 
layer altitude they show a depletion of both NO+ and O j • Satellite data has 
shown that Fe+ and Mg+ are usually the two most abundant metallic ion species 
(Kumar and Hanson, 1980). If the layer observed here is assumed to be composed 
of only these two species then it would be approximately 63% Fe+ and 37% Mg+.
The scanning experiment showed several interesting features. First the layers 
were of a limited latitudinal extent, the largest extent from a single scan was roughly 
200 km. This indicates that the conditions for forming the layer occur only in that 
limited region. The region did however move to cover a much larger latitude range 
beyond the field of view of the station. If the layers are formed by the action of the 
electric field, then the field is only appropriately directed in the limited area. This 
indicates that the field has significant variation over distances of less than 200 km, 
even in fairly quiet times. The antenna scans showing a sharp southern boundary 
further demonstrate the rapid change in conditions responsible for layer formation.
The limited latitudinal extent may also help to explain ionosonde observations 
of sporadic-E. When an ionosonde record shows the typical sporadic-E layer the 
traces frequently show lower frequency echos at higher altitudes. This is compatible 
with the limited latitudinal extent of the thin layers, which would result in the broad
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Fig. 5.8a. Peak electron density below 130km altitude plotted as a function of tim e and 
distance north and south of the station. D ata  is from July 29, 1991.
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Fig. 5.8b. Peak electron density below 130km altitude plotted as a function of tim e and 
distance north and south o f the station. Data is from July 30, 1991.
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ionosonde beam being only partially filled by the thin layer. When the layer covers 
a larger area the ionosonde would be “Blanketed” .
The other interesting feature of the scanning experiment is the observation of 
two distinct density peaks separated by nearly 5 km. This is a possible indication of 
the presence of two different ion species. Nygren et al., 1984, discussed the density 
profiles expected for thin layers with two metallic ion species. They showed two 
distinct peaks were possible. Their results did however predict smaller separations, 
on the order of 1-2 km.
The electric field data, showed thin layers present for field directions in both the 
north-west and south-west q u a d r a n t s .  por the majority of layer observations the 
field was directed between SO0 and 100° west of magnetic north. This is consistent 
with the results of simulations, as discussed in the previous chapter. Figure 4.4 
shows the results of the simulation for an electric field of 50mv/m directed to 
magnetic west, 2000 seconds after the application of the field. The simulation 
produced a thin layer of ionization at approximately 108 km altitude. This is 
in fairly good agreement with the data presented here. The simulation results 
predict that for field directions of less than 90° the layer should be higher, and 
lower for angles greater than 90°. This may be illustrated in the data from March 
12, 1991,(data not shown) when the layer altitude changes abruptly as the field 
rotates from S0° the field of view as the field rotates back to 60°. The two layers 
shown in figures 5.3 and 5.4. both show qualitative agreement with the simulation. 
The layer of August 22,1990 (figure 5.3), initially forms near 115 km with the field 
directed to roughly 80°. As the field rotates to just over 100°the layer comes down 
in altitude. As the field rotates back to the north the layer rises. The agreement is 
only qualitative since the field rotates back to roughly 40°while the maximum layer 
altitude is roughly 115 km. The simulation results for a field directed to 45°showed 
a layer forming at 125 km. The layer observed on March 13, 1991 (figure 5.4), is 
in good agreement with simulation; the layer altitude remains fairly constant while 
the field direction also remains constant. Much of the other data is not in so close 
agreement. For example the data from August 17, 1990, showed layers for two 
different periods when the field directions were similar, however the altitudes of the 
two layers were quite different.
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The effects of the neutral wind acting in conjunction with the electric field 
were examined in the simulation and results show that the neutral wind may effect 
both the altitude and thinness of the layers. Figure 4.10 shows the layer produced 
in the simulation with an electric field directed to magnetic west with a strong 
neutral wind directed to magnetic east, the result is a very thin layer near 110 
km. The wind used was uniform in altitude, and probably stronger than would 
actually occur in the lower altitude ranges. The VSH neutral wind model predicts 
winds in the range of 50 m/s directed between north and east for the time near 
magnetic midnight at the location of Sondrestrom. Figure 5.9 shows the results of 
the simulation for conditions similar to those measured on March 13, 1991 (figure 
5.S). The electric field was 15 mV/m directed 100°west of magnetic north. The 
neutral wind profile comes from the VSH model. The figure shows a fairly thin 
layer forming at just below 105 km altitude. This is in good agreement with the 
data.
There were often times when the electric field was pointed in the north-west 
quadrant when no layer was observed. As discussed in the introduction, such a field 
would be expected to produce an ion vertical velocity profile with a convergent null 
above 120 km altitude where metallic ions, if present, would accumulate. At no time 
were any layers observed above 120 km. A possible reason for this is the absence 
of sufficient metallic ions. Metallic ions are deposited in the upper atmosphere by 
meteor ablation, which takes place mainly between 70 and 120 km altitude with a 
peak near 100km.
5.7 Error Analysis
Errors in incoherent scatter measurements come from two main sources: the 
random fluctuations of the signal, and the random fluctuations of the noise. The 
received signal is a combination of the scattered signal and noise, both of which may 
be represented as Gaussian random variables. From a knowledge of the fluctuations 
of the signal and noise the uncertainties of the derived plasma parameters may be 
determined.
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Fig. 5.9. Electron density profile from simulation results using input conditions similar to  
those measured on March 13, 1991.
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The central idea of error analysis is contained in Chebychev’s inequality (eg. 
Davenport and Root, pg 63):
"  P { \ y - m y\ > e ) < ^ .  (5.2)
Simply stated: the probability of making a measurement of a random variable y 
greater than some value e away from the mean value, my, is less than the variance 
over epsilon squared; the probability of measuring y greater than a away from the 
mean is less than one, greater than 2a away is less than 1/4.
Another important idea is that the estimate of the mean value of a random 
variable follows a probability distribution, and thus has a variance. The variance 
of the mean can be determined from the variance of the data, and is:
<  = (5.3)
where N  is the number of data points used in the estimate of the mean.
To estimate the plasma parameters the incoherent scatter spectrum is mea­
sured and theoretical spectrum is fit to the data. The fitting procedure is a multi­
parameter non-linear least squares fit (Bevington, ch 11). The parameter y 2 is 
defined as a measure of the goodness of the fit:
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In the fitting procedure the value of y 2 is minimized with respect to the plasma 
parameters. The search for the minimum is accomplished by taking the gradient 
of x 2 and changing the parameters along the path of steepest decrease. At the 
minimum of y2 we get an estimate of the spectrum, and of each of the plasma 
parameters. y 2 gives an estimate of the variance of the fit:
v2ct2
=  ar — r- (5-5)N  — n — 1
where N  is the number of data points, and n is the number of parameters.
To find the uncertainties in the parameters we must examine the fitting pro­
cedure more carefully, and use statistical inversion as discussed in the chapter on 
radar techniques. The following is a condensation of the approach presented in that
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section and some example calculations of the uncertainties in the data presented 
here.
The measured spectrum can be described by the theoretical spectrum plus some 
fluctuation:
V =  yo(x) +  e, (5.6)
where y is the measurement vector, tjo(x) is the theoretical spectrum vector, x is the 
parameter vector, and e is the fluctuation vector. The estimates of the parameters 
can be shown to follow a probability density function, D (x):
D{x)  =  CDpr(x )exp{ — ^ [yo(a:) -  y]TZ~l[y0(x) -  y}}, (5.7)
where C is a constant, Dpr{x) is any a priori probability density information, and 
S is the error covariance matrix ( E =  ccT ). The a priori probability density may 
be written as:
D p r ( x )  =  C e x p [—i(a: -  ;i'o)r E o 1(^ ' ~  *o)]. (5-8)
xo are the values of the parameters x  determined by some other method, ie. the 
density as determined from power measurements, Eo is a matrix with the associated 
a priori variances. Least squares fitting corresponds to maximizing the probability 
density, ie. minimizing the exponent when the error covariance matrix is diagonal.
To find the uncertainties of the parameters we examine the exponent at the 
minimum. We expand y in a Taylor series retaining only the first term:
y = /l.r + e, (5.9)
where the columns of .4 are:
Ai =  (5.10)
oxi
Now the probability density may be written as:
D(x)  =  C e x p [ - i ( . r  -  x0)t Q(x -  a*)], (5-11)
where the matrix Q is:
Q = E0- 1+ A r E -M . (5.12)
The variances of the parameter vector are found to be the diagonal elements of the 
inverse of Q.
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First we examine the uncertainties in the density profiles. Figure 5.10 is a plot 
of the densities and the standard deviation for an interval of 5 minutes. As the 
figure shows, the uncertainties may be quite large in some regions. In most of the 
data the standard deviations of the density are on the order of 1 to ‘2 times the 
density. Thus for five minutes of data with four measurements per minute, the 
uncertainty in the mean value is on the order of 20% to 50%. In altitudes where 
the density is very high, ie. within a layer, the uncertainty is significantly less, 
on the order of 5% to 10%. The uncertainties here are larger than those often 
encountered in incoherent scatter experiments. There are several reasons for this, 
the main one being the range resolution of 300m. As discussed in the chapter on 
radar techniques uncertainty increases as the square of the range resolution. Also 
the inter-pulse-period used here is rather long, leading to longer integration time.
It is interesting to compare the measured uncertainties with those predicted, 
as discussed in the chapter on radar techniques. The predicted uncertainty in the 
densities is expressed as:
V  = 7 S N R ) '  ( ^
where N  is the number of samples, and C is a constant on the order of 1. This was 
calculated and compared with the actual uncertainties, and was found to be very 
accurate. For example at one point near 140 km altitude, the uncertainty is 2S%, 
the signal to noise ratio is 0.0323, the inter-pulse-period is roughly 22 ms, so there 
are roughly 13600 pulses in five minutes, which leads to the predicted uncertainty 
of 27.2%. Similar results were obtained at all altitudes.
Figure 5.11 is a plot of the percentage uncertainty as a function of altitude for 
temperatures for one hours data. The uncertainties are calculated as described 
above. Here the actual error covariance matrix was not calculated. The matrix 
was assumed to be diagonal with the elements being the variance of the fit for each 
point of the spectrum. As the figure shows at the lowest altitudes, below 100 km, 
the uncertainties are very large. The densities in this range are low, and thus there 
is very little signal. In the altitude range from 100 to 115 km the uncertainties 
are small, less than 5%. Above 115 km range squared losses cause the signal to
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Fig. 5.10. Electron density profile and the standard deviation of the electron density at each 
altitude.
R ep ro d u ced  w ith perm ission o f the copyright ow ner. F u rth er reproduction prohibited w ithout perm ission .
decrease and the uncertainties grow but remain below 30%. The low uncertainty 
in the region of 100 to 115 km is important since this is the altitude of the thin 
ionization layers. The temperature difference due to the ion mass difference is on 
the order of 10% to 15% which exceeds the uncertainty.
5.9 Conclusions
Thin ionization layers were present in the majority of the nights of observation. 
This is not a large statistical base but it does indicate that the conditions for layer 
formation do occur on most nights, within the same time window.
The electric field data are for the most part consistent with theory and simu­
lation for layer formation by the action of the electric field. Layers were observed 
for a variety of field directions in the north-west and south-west quadrants, most 
often for directions close to magnetic west. Data showed a good correlation be­
tween layer altitude and field direction, although this was not always the case. The 
data indicate that the electric field plays a significant role in the formation of high 
latitude thin ionization layers, however other factors may also play an important 
role, neutral wind direction and magnitude for example. The lack of layers above 
120 km, even though the field was directed such that layers should have formed, 
indicates that metallic ions may not be present in sufficient amounts above 120 km. 
Metallic ions have been observed as high as 1000 km, and are quite often observed 
at F-region altitudes at high latitudes with the highest number of observations on 
the day side between 70°and S0°(Grebowsky and Pharo, 1984), however altitude 
distributions of metallic ions are not well known.
Layers were not observed at times when the field was directed to magnetic south, 
for fields in the north-west quadrant with angles less than 40°, and one night for the 
field directed to magnetic west. Simulation predicted layers would form for each 
of these conditions, however there are possible explanations for the lack of layers. 
As discussed above, it is possible that there are not sufficient metallic ions present 
above 120km altitude, which would explain why no layers were observed for field 
angles less than 40°. For the 90°field, there was auroral ionization present which 
may have masked any layer if present. To understand the layer formation it will
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Fig. 5.11. A ltitude profile of the uncertainty in the temperatures shown in figure 5.2.
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be necessary to know simultaneously the neutral wind vector, electric field vector, 
and the metallic ion altitude distribution.
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C H A P T E R  6 
C O N C L U S IO N S  A N D  F U T U R E  W O R K
6.1 Conclusions
In this thesis there have been two main parts to the work. The first part was a 
simulation which examined the effects of the convection electric field, in particular 
the effect its direction had on the formation of thin ionization layers. In the one 
dimensional simulation it was found that electric fields directed in the north-west 
or south-west quadrants are capable of producing thin ionization layers. The three 
dimensional simulation showed large areas of thin layers forming on the night-side 
at high-latitudes for a wide range of geophysical conditions. Finally thin layers were 
observed with the Sondrestrom incoherent-scatter radar at various times during a 
year. Layers were present on the majority of nights of observation. In this section 
the findings of the work will be discussed further and some comparison will be made 
between the observations and the predictions of the simulation.
The main finding of the one dimensional simulation was that electric fields di­
rected in the north-west and south-west quadrants are capable of producing thin 
ionization layers. Fields in the north-west quadrant resulted in ion vertical velocity 
profiles with convergent nulls above 120 km altitude which, in the simulation, re­
sulted in the formation of thin ionization layers at the altitude of the null. Electric 
fields in the south-west quadrant resulted in ion vertical velocity profiles without 
convergent nulls however there were gradients in the velocity directed such that 
there was accumulation of ionization. These velocity profiles produced thin layers 
in the altitude region between 100 and 110km which agrees well with observations. 
The altitude of the layer was dependent on the field angle; a field directed to 
180°produced a layer at 100 km, a field directed to 100° produced a layer at about 
108 km. The layers formed for electric field angles in the southwest quadrant were 
3 to 5 km in thickness, which is thicker than layers that have been observed in this 
altitude range. When the action of the neutral wind was included thinner layers 
were produced for some electric field and wind directions.
The three dimensional simulation showed large regions of thin ionization layers 
on the night side forming for a wide range of conditions. The results for convection
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patterns with southward IMF B, showed layers forming on the night side in a band 
north of about 70°magnetic latitude in the evening sector, and between 60°and 70°in 
the morning sector. Results for various convection patterns with different IMF By 
were similar with small differences in the latitudes of the boundaries. Northward 
IMF B, conditions also resulted in large areas of thin ionization layers. In general 
the layers were confined to the evening sector and were in the latitude range from 
60°to 75°.
High range resolution measurements of thin ionization layers were successful 
in determining the average ion mass within the layers. The temperature profile 
obtained with an assumed ion mass of 30.5 amu showed a significant decrease in 
the temperature at the altitude of the layer. When the ion mass for the layer 
altitude was adjusted a smooth temperature profile was obtained. The experiment 
demonstrated the presence of heavy metallic ions within the thin ionization layer. 
On one occasion during the scanning experiment two distinct layers were observed 
separated by about 5km. This is a possible indication of the presence of two 
different metallic ion species.
Concurrent observations of E-region thin ionization layers and F-region electric 
fields showed thin layers in the altitude region between 100 and 115 km for electric 
field directions between 40°and 140°. The most common direction of the field was 
between 80°and 100°, with the corresponding layer altitudes between 100 and 105 
km. Layers were not observed above 115 km or for field directions less than 40°, or 
for times when the electric field was directed to magnetic south. There were some 
cases of electric fields directed in the north-west quadrant with angles greater than 
40°when no layers were observed. The simulation predicted that layers would form 
for each of these sets of conditions.
In general the observations showed correspondence between field direction and 
layer altitude and there was qualitative agreement between observation and simu­
lation. In the simulation, fields directed near magnetic west produced layers in the 
range from 100 to 110km; the altitude and thinness were dependent on field direc­
tion and the neutral wind. In the observations, layers occurred at altitudes near 100 
km for fields near magnetic west and usually at higher altitudes for smaller electric 
field angles; neutral wind information was not available. On nights when the layers
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were observed over long periods and the field direction changed, the altitude of 
the layer changed in a manner as expected from the simulation results. On one 
occasion, August 22, 1990, as the field rotated from 100°to 40°, the layer altitude 
changed from 105 to 115 km. In the simulation a. field directed to 45°resulted in a 
layer at an altitude of 124 km. Thus, although the observed layer altitude increased 
for decreasing field angle, there is some discrepancy between the observation and 
simulation results for the field of 40°. It is not possible to discern the source of 
the difference from the observations. It is possible that the difference is due to 
the error in the electric field measurement. As discussed in the chapter on radar 
techniques the electric field measurement is an average over space and time; the 
line-of-sight velocities are separated in space by more than 100 km and it takes fif­
teen minutes to make one vector measurement. To obtain a convergent null at 115 
km altitude an electric field of approximately 70°is required, this corresponds to an 
error of 30°; it is not likely that the error in the field is this large. It is also possible 
that the neutral wind may cause the altitude of the convergent null to be different 
than that produced by the electric field alone. For example, an electric field of 20 
mV/m directed to 50°, and a neutral wind of 200 m/s directed to magnetic east 
result in a convergent null at approximately 117 km altitude. In the absence of the 
neutral wind this field direction leads to a convergent null at approximately 122 
km altitude; the action of the wind lowers the null by about 5 km.
For fields in the north-west quadrant it is possible that the absence of thin layers 
is due to a lack of metallic ions in the altitude range of the convergent nulls. The 
convergent nulls generally occur at altitudes above 120 km. In the simulation the 
initial metallic ion profile was peaked at 120 km altitude and decreased gradually 
above and below. The actual peak of the meteor ablation region is probably near 
100 to 105 km and the majority of meteors ablate at altitudes below 120 km. It 
is likely that there is not a sufficient amount of metallic ions transported from the 
ablation region to the region of the convergent nulls.
The lack of layers for times when the electric field was observed to be directed 
to magnetic south is also in disagreement with the simulation. The simulation 
produced ionization layers near and below 100 km altitude for a field directed to 
magnetic south. The layers were about 5 km thick, and the peak densities were
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about 2 x 104cm-3. It is possible that layers were present in the observations but 
were not detectable due to the low density. There are times in the data where there 
are not clearly detectable layers, however possible enhancements are observed. The 
data from the night of March 10, 1991, show a possible layer near 100 km altitude 
at a time when the field is directed between 120°and 180°for a period of about one 
hour. Again, the layer is not clearly visible. It is also possible that ionization is 
not accumulating due to recombination. In the simulation recombination was not 
considered since the recombination times for the metallic ions are so long. However 
below 100 km three body recombination may become important and should be 
included.
It is difficult to make direct comparisons between the three dimensional simu­
lation and the observations. The inputs to the simulation are average convection 
patterns, and average neutral wind patterns. The actual conditions of the iono­
sphere at any given time may have little or no resemblance to the averages. However 
some qualitative comparisons may be made. Thin ionization layers were observed 
on 12 of the 16 nights of observation which indicates that the conditions for layer 
formation occur on a regular basis which agrees with the results of the simulation. 
The simulation showed large areas of thin layers occurring for each of the cases ex­
amined. The plots of electron density contours for Sondrestrom’s latitude (figures 
3.IS, 3.20c, 3.21c, 3.22c, 3.23c, 3.24c) can be compared with the observations. Fig­
ure 3.IS shows the simulation results for southward B, conditions, Hepner-Maynard 
‘pattern A’. A thin ionization layer is present which forms at an altitude of about 
120 km, descends to about 105 km, then slowly rises back to 120 km. The layer 
is present from about 1900 to 0300 MLT. Other runs of the simulation show sim­
ilar behavior some with the layers present for a shorter period. For Sondrestrom 
latitude the simulation produced layers mainly in the pre-midnight sector. Obser­
vations showed thin layers present on the various days at times ranging from 2105 
to 0120 UT. At Sondrestrom, 0000 UT is 2200 MLT, this makes the observation 
times 1805 to 2320 MLT, ie. in the premidnight sector. The layer observed on 
August 22, 1990, was similar to the simulation result of figure 3.18. The layer was 
observed to form, then descend, then slowly rise. The layer was present for the
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period from 2150 to 2315 UT, which is a shorter time than that of the simulation 
result.
The scanning experiment showed layers forming in a confined latitudinal re­
gion; the largest latitudinal extent observed was about 200km. This indicates that 
the conditions for forming the layer only occurred in that limited region. The ar­
eas where layers were observed were within the areas predicted by the simulation, 
however they were much smaller. The areas of thin layers produced in the simu­
lation were on the order of 10°in latitude or larger where 200km is approximately 
2°latitude. As discussed above the simulation uses average convection patterns 
which may smear out the actual electric field pattern.
In summary, it may be concluded that the thin ionization layers at high latitudes 
are composed of metallic ions. A significant fraction of the ionization is probably 
Fe+ with another lighter metallic ion also present. Also it may be concluded that 
the perpendicular electric field plays a significant role in the formation of the layers. 
Simulation showed that layers may form for electric fields directed in the north­
west and south-west quadrants, while observations showed layers present for a more 
limited range of field directions. It may be concluded that a field directed near 
magnetic west will most likely result in the formation of a thin ionization layer. In 
the experiments at almost all times that the electric field was directed to magnetic 
west there were layers present. There was only one time the field was directed to 
90°when no layer was observed and there was particle precipitation at that time 
which may have masked any layer. It also may be concluded that the conditions for 
layer formation occur quite often. Observations distributed through a year showed 
layers present on 12 of 16 nights within the experiment window.
6.2 Futu re W o rk
Much work remains to be done in this area. Some discrepancies remain between 
the theory and observations. Thin ionization layers below 110km are often thinner 
than predicted by the simulation. Layers are not observed for some conditions even 
though the simulation predicts that layers should be present. Layer altitudes do 
not always agree with the simulation. It is likely that many of these discrepancies 
would be resolved by a knowledge of the metallic ion altitude profile and the neutral
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winds. The lack of metallic ions above a certain altitude may be responsible for the 
absence of thin layers in some cases. Knowledge of the metallic ion altitude profile 
would answer this question. The direction and magnitude of the neutral winds may 
affect the altitude and thinness of thin layers. To make accurate predictions about 
the thin layers the neutral wind must be known.
Observations should be carried out on a regular basis to develop a larger statisti­
cal base. The observations presented here occurred in limited intervals; two periods 
in the summer months and one in March. To make general statments about the 
occurrence of layers more data is required. Observations should be carried out 
throughout the year. The number of meteors which come into the earth’s atmo­
sphere varies over a year and thus it is expected that the amount of metallic ions in 
the atmosphere would also vary. It would be expected that the occurrence of thin 
ionization layers would also vary. It would be interesting to make observations for 
a period of several days during one of the major meteor showers to examine any 
increase in the densities of the layers. Also with a larger base of observations it 
would be possible to make correlations with the IMF conditions and compare with 
the results of the three dimensional simulation. The simulation predicted variation 
in the time of occurrence of the layers depending on the IMF conditions.
Before making any comparisons between the data and the three dimensional 
simulation, the simulation should be improved to better reflect reality. The coor­
dinate systems should be changed so that the magnetic and geographic poles do 
not coincide. It might also be better to include the metallic ions as a continuous 
deposition rather than an initial profile. Some loss mechanism for the metallic ions 
should also be included.
An improvement to the experiments would be to decrease the time required to 
make the electric field measurements. The current experiment obtains a new electric 
field vector every fifteen minutes. Often layers are observed for less than this time. 
Improvements in the noise temperature of the radar system would decrease the 
time required to make measurements. A lower noise temperature would also allow 
the detection of lower density layers.
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Other experiments that could be performed include concurrent optical and radar 
measurements to examine any connection between enhanced aurora and thin ion­
ization layers, and concurrent coherent-scatter and incoherent-scatter radar obser­
vations to examine any relationship between the presence of thin layers and plasma 
waves.
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