In 1929 Siegel proved a celebrated theorem on finiteness for integral solutions of certain diophantine equations. This theorem applies to systems of polynomial equations which either (a) describe an irreducible curve whose projective closure has positive genus, or (b) describe an irreducible curve of genus zero with at least three points at infinity. For such systems, Siegel's theorem says that there are only finitely many solutions in the ring of integers of any given number field.
In 1929 Siegel proved a celebrated theorem on finiteness for integral solutions of certain diophantine equations. This theorem applies to systems of polynomial equations which either (a) describe an irreducible curve whose projective closure has positive genus, or (b) describe an irreducible curve of genus zero with at least three points at infinity. For such systems, Siegel's theorem says that there are only finitely many solutions in the ring of integers of any given number field.
Siegel's proof used the method of diophantine approximations, as pioneered by Thue in 1909 [T] . To give an example, if (x, This did not lead to stronger diophantine statements, however. In fact, irreducible curves which are not of the type treated in Siegel's theorem are known to have infinitely many integral points over a sufficiently large ring.
On the other hand, one may also consider the question of rational points on irreducible curves. In this case, if the genus is at most one, then the curve has infinitely many rational points on a sufficiently large number field; if the genus is larger, then the curve has only finitely many rational points over any fixed number field. This latter assertion was conjectured by Mordell in 1922 and proved by Faltings in 1983 [F 1] .
Faltings' proof was completely independent of diophantine approximation and Thue's method. From the points of view of both Nevanlinna theory and Arakelov intersection theory, however, the notions of integral points and rational points are very closely related. This suggests that one should also be able to prove Mordell's conjecture using Thue's method; this was accomplished by the present author recently [V 4 ]. However, that proof applied only to rational points on curves: it was still separate from any proof of Roth's theorem.
Part of the goal of the present paper, then, is to give a unified proof of both Roth's theorem and Mordell's conjecture.
The other part of the goal is a bit more technical. For algebraic points on a curve, one can define a measure of the complexity of these points, called the height. This height has the property that if all points in a given set are defined over a fixed number field, and if their heights are bounded, then the set is finite. Thus Mordell's conjecture can be phrased as the assertion that, given a curve of genus greater than one and a number field k, there exists a bound on the heights of k-rational points. Ideally, one would hope to strengthen this bound by showing that as k varies, the bound varies linearly in the logarithm of the discriminant of k. This is a bit ambitious, though: as is shown in [V 1, 5 .ABC], this would imply that the Fermat conjecture holds for all but finitely many exponents.
Instead, for an algebraic point P on a curve, we use the arithmetic discriminant defined in [V 5] . This is greater than the normalized logarithm of the discriminant of k(P). The difference corresponds to singularities in the closure of P on an arithmetic surface; in the function field case this is merely the difference between the arithmetic and geometric genera of a curve. For details on this, see [V 5] .
Thus the second goal of this paper is to prove a weaker version of the bound on heights of algebraic points, using the arithmetic discriminant of P in place of the normalized log of the discriminant of k(P) . Again, this bound also holds for curves of genus zero; in this special case it reduces to a generalization of Roth's theorem, which was already proved by Wirsing [W] .
We now make the above discussion more precise. Let C be a curve defined over a number field k , let K be a canonical divisor on C, and let 1C: X -> B be a regular model, where B is the arithmetic curve corresponding to the ring of integers of k (as in [V 4] ). For each infinite place a E Boo (i.e., a: k '---' C), let fla be the (Arakelov) canonical volume form on C a := C xa C for which the adjunction formula holds. For algebraic points P E C(k) , let Hp be the corresponding prime horizontal Arakelov divisor on X . Fix a finite set S of places of k . For arithmetic divisors D on X let and for P f{. Supp Diet and let hK(P) be the height relative to (J)XjB with this metric. Then the main theorem of this paper is the following. 
Ix -al < H(x)
. Corollary 0.5. If C is a hyperelliptic curve of genus ~ 4, then all but finitely many points on C defined over a quadratic extension of k are those obtained from k-rational points on pi by pulling back via the canonical morphism C -+ pi of degree two.
Working in another direction
Corollary 0.5 has already been proved by Faltings [F 2] . A weaker form of it (giving a growth result for the heights of quadratic points instead of a finiteness result, but with g ~ 5) had already been proved by Silverman [Sil] . 
To see how this implies the asymptotic Fermat conjecture, see [V 1, S.ABC] .
A result analogous to Theorem 0.1 holds over function fields, by a completely analogous proof. But, for clarity, the proof will be given only for number fields. Also, we note that [V 2] contains a result similar to Theorem 0.1, where (0.1.1) is replaced by
This result is valid only in the function field case, but it eliminates the restriction on the degree [k(P) : k], and it gives the much stronger bound using d(P).
The proof of Theorem 0.1 is by Thue's method, as refined by Siegel, Dyson, and Roth. To this we add ideas of Wirsing, to deal with algebraic points, and [V 3], to deal with curves of higher genus. The early steps in the proof also use ideas of Faltings [F 2] to prove ampleness of a certain line sheaf and to construct a certain section of that sheaf. Thus we avoid many of the technical points, such as bounds on cohomology on the local fibres, which appear in [V 4] . Later parts of the proof call on ideas of Bombieri [B] ; in particular his use of Roth's lemma in the last parts of the proof appears here as well.
As is usually the case with this method, the bounds on the heights of points are ineffective: it is only possible to bound the number of exceptions to a given inequality of type (0.1.1).
NOTATIONS AND CONVENTIONS
Fields and absolute values. Throughout this paper (with the exception of §2), k will be a fixed number field and R its ring of integers. By a place of k, we mean either (i) an embedding a: k '----+ C (an archimedean place), or (ii) a nonzero prime ideal p of R (a non-archimedean place). At these places we have corresponding absolute values: for x E k\{O} and places v of k, let
containing the rational prime p.
Note in particular that if a: k '----+ C is a nonreal embedding, then a =I-(j , but the absolute values coincide. To make the formulas fit, we also set kv = C for all archimedean places v of all number fields k.
Arithmetic schemes. Many parts of this paper will refer to arithmetic schemes. These are defined in [V 4 ], but in the present case only the notions of metrized line sheaves and their corresponding arithmetic divisors, as well as the definitions of the schemes themselves, will be needed. Let B be the arithmetic scheme corresponding to k. The curve C is assumed to be defined over k, so we may let 1t: X --+ B be the corresponding arithmetic surface, which is assumed to be regular.
For each archimedean place (J of k let J.l u be the canonical volume form on C u := C Xu C. Horizontal prime divisors Hp on X corresponding to algebraic points P E C(k) will be defined as Arakelov divisors relative to these volume forms. Also let w X / B be the relative dualizing sheaf, with admissible metrics, and let the canonical divisor K on C be extended to X via this metric, so that (Hp'wX / B ) 
Arakelov theory also provides a Green's function G u : C u X C u --+ lR>o' normalized so that Gu(P, Q)/lz(P) -z(Q)1 extends continuously along -P = Q if z: C u --+ C is a local coordinate patch on Cu' Also let gu (P ,Q) = -logGu(P, Q), so that gu (P u ' Qu) is the local intersection number (Hp, HQ) 
Likewise, at non-archimedean places v it will sometimes be convenient to let gv: C(kv) x C(kv) --+ lR be the local intersection number, and G v = exp (-gv) ' Note the asymmetry: gv(P, Q) is defined for P E C(kv) and Q E C(kv) by pulling back the canonical section of & '(Q) to the base change to kv (P) of the local fibre of X at v, and taking its degree along P.
The proof will often make use of Q-divisors, i.e., divisors with rational coefficients. Notions of intersection theory and ampleness extend to this case in a straightforward manner. We also will refer to the corresponding fractional powers of invertible sheaves; these will likewise be treated formally unless one tensors by a high enough power to cancel the denominators. The same comments apply to sections of a fractional power of a line sheaf.
conjugates in C(kv); these will be denoted pIa] E C(kv) for a = 1, ... , [k(P) : k]. Thus (Of course the pIa] will also depend on v, but in each case the choice of v will be clear, so it will be omitted from the notation.) By a slight abuse of notation we will also write gv ( -, Q) in place of gv ( -, Qv) for Q E C (k) , and gv (-,D) in place of LQ nQgv (-, Qv) 
. Similar conventions will apply to G v .
Other comments. When dealing with products C n or X x B •.. X B X , subscripts will often be used to distinguish between the factors: C i ' 1t;, Xi' Also, the notation prj will denote the projection onto the ith factor.
Several kinds of constants appear in the proof. First there are the e i ' which as one might expect are taken small. Then we have constants c i . They are often introduced as c i = ci (a, b, c, ... ) , indicating that they depend on a, b, c, .... These constants are often divided by the height of a point, especially when being compared with some e's. Thus they operate at a lower level. At the lowest level are the constants o(d) and 0(1), which depend on all data except d (and d l , ••• , d n ); the indicated limiting behavior holds for d sufficiently large and divisible. Often we will give explicit formulas for various constants, but the purpose in doing so is to possibly make the proof more understandable, rather than to carry out any explicit computations.
REDUCTIONS AND CONSTRUCTIONS
In this section we show that certain additional assumptions may be made in proving Theorem 0.1, and we define some of the objects to be used in that proof. Now let F be the Q-divisor K/(2g -2) , and for points
be the height of that point. Then
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We also note that it will suffice to replace hA(P) with h(P), and therefore to prove that the exceptions to the inequality (2.3) have bounded height.
As noted in [V 4], the scheme X x B X is not regular: its singularities are exactly those points lying over a node on the fibres on both copies of X. Let XI and YI (resp. x 2 and Y 2 ) be functions in the completed local ring at such nodes which generate the branches of the fibre; then adjoining the functions X I /X 2 and X 2 /X I on different open affine subsets gives a scheme W 2 which is regular and birational to X x B X. The following lemma gives a similar desingularization for Xn := X x B ... X B X.
To keep the notation relatively simple, we assume that the choices of the functions Xi and Y i are chosen compatibly, independent of i. Proof. Fix PEW. To show that W is regular at P, we may assume that P lies over a node on the fibres of all factors X. Otherwise, since W 2 is isomorphic to X x BX except for above nodes on both factors, W is locally isomorphic to the product of X with the scheme W n _ 1 obtained by desingularizing X n -I , and we are done by induction.
For i = 1, ... , n let Xi and Y i be the locally defining functions for the local branches of the fibre on each factor Xi' at the node underlying P. We may assume that xiYi = t for some fixed uniformizer t on the completed local ring &B v of B . By construction of TV; , for each pair i < j of indices, at least one of the functions x) x} or x} / Xi is regular at P. Let that function be denoted Wi}' Let R <:::; {1, ... , n}2 be the relation given by
otherwise (j, i) E R. If R does not satisfy the axioms for an order, then there exists some set iI' ... , i, such that (iI' i 2 ), .. , , (in-I' in) ' (in' i l ) all lie in R, which implies that the product of the corresponding w's is 1. We may then replace some W with its reciprocal and repeat until R becomes an ordering.
Then R is associated with some permutation a: for all i and j, (aU), a(j)) 
CERTAIN POLYNOMIALS
Lemma 3.1. Fix g E Z, g;::: 0, and for n ;::: 1 let the polynomials Un (X) and
using the convention that all terms involving factorials of negative integers in denominators are zero.
Proof. It will suffice to show that the sequences
satisfy (3.1.1) and (3.1.2). It is easy to check directly that these expressions satisfy (3.1.1), as well as the equation U n + 1 = X( Un + V n ) from (3.1.2). It remains to check that they satisfy Vn+ I = -¥ Un + n V n . Evaluating the right-hand side gives
I
By the above convention regarding factorials of negative integers, the sum can be taken over all i E Z. Thus gn
Remark. From the expression (3.1.3) it follows immediately that the polynomials fn are monic of degree n, and that In = nf n _ 1 . 
Indeed, this follows from (3.1.3) by an argument similar to the end of the proof of Lemma 3.1. The details are left to the reader. Now, to prove (a) and (b), it will suffice to show that /"+1 (C;n) ::; O. By (3.2.2), it suffices to show that /,,-1 (C;n) 2:: 0, which follows by induction on n.
To show (c), first note that if g = 0 then fn(X) = Xn , so that C;n = 0 for all n. If g > 0, then write
.
Then it will suffice to show that the largest real root Y g , n of j g , n satisfies
Yg,n ::; og (1) as n -t 00. This is proved by induction on g, the case g = 1 being immediate.
Therefore it suffices to show that for any e > 0 and any n sufficiently large (depending on g and e), we have jg,n(e) > O. This holds because
n-+oo g,
Finally, to prove (d), note that rewriting (3.2.1) in terms of jg,n gives the condition
Then, by (3.2.3), it will suffice to take e 2 < (e l /(1 + el))g. 0
AMPLENESS OF A DIVISOR
We will be working with tuples (h) satisfying the following condition. For such tuples, and for rational x, let (4.2) Proposition 4.3.
We have
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use where f" is the polynomial defined in Lemma 3.1. Proof. Assume that the product is nonzero. Since Fi 2 = F i . tl;e = 0, indices appearing as subscripts of F may not occur as subscripts of tl' , and may occur only once. But, each index i must occur at least once in the product; otherwise the product is the pull-back of a cycle of codimension n from C I x ... X C i X ... X C n ' and hence it is zero. To conclude the proof of the lemma, it remains only to rule out the case that some index i occurs only once as a subscript of some tl;e . In that case the intersection number of the product is the intersection of some tl;e with a cycle coming from C I x ... X C i X ... X C n ' and again it is
The following two lemmas contain all the intersection theory needed to eval-
on ex··· xC.
Proof. This will be proved by induction on r, the case r = 2 being easily checked. For r> 2, we may assume that i l = 1, i2 = 2, etc. Now tl'l2 .tl;3(tl;4·· .tl~l) = pri*(tl~2 .tl;3)· (tl;4" .tl~l)
where pri denotes the projection onto C I x C 3 x ... X C r and the last factor on the right is interpreted as a cycle on C I x C 3 X .. be the sum of all remaining terms. It is easy to check that VI (x) = x and ~(x) = O. It remains only to check that Vn+1 and Vn+1 satisfy (3.1.2).
To do this, imagine that the expression for Y;~h) on Cn+1 is multiplied out and all terms which evaluate to zero by the first lemma are crossed out, but that the commutative law of intersection products is not used. Collecting those terms involving Fn+1 ' we see that
as desired. (The factor n + 1 comes from the fact that xFn+1 can be removed fr?m n + 1 different places in a term, giving the same term in nlIn(x).) LikeWIse,
The first term comes from replacing 1l,2 +1 with F and interchanging the l,n I indices i and n; the second term comes from replacing Il~, n+ IIl~ , n+ 1 with Il~i and interchanging i and n. Thus, the proposition follows. 0 
is ample on Cj x C i ' hence is generated by its global sections on C n • It follows that there are injections
without common zero, where
The rest of the proof proceeds as in [F 2]. 0
DIMENSION COUNTING
In Bombieri's argument ampleness per se is not important; it is only necessary to find a lower bound on the dimension of the space of global sections. From the results of the previous two sections we know hO (C n , dYx,(h») for large d, but the desired space of sections will be reduced still further. We shall obtain a bound on this subspace of HO (C n , d Y x , (h») by means of a lemma due to Roth and Wirsing.
Definition 5.1. Let e be a point on C n • For i = 1, ... ,n let Xj be a local coordinate on C near prj(e) with xJprj(e)) = O. By abuse of notation think License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use of the Xj as local coordinates on C n at e. Let s be a section of a line sheaf 2' defined in a neighborhood of e by a formal power series This definition is independent of the choice of local parameters. Actually, we will not use this definition until much later in the paper; however, we introduce it here in order to motivate the following more technical definition. In other words this gives a lower bound for the index, using any subset of the factors C I ' ... , C n • Clearly the condition of having truncated index function ¢ is weaker than having (nontruncated) index function. Under certain conditions the converse also holds. Proof. The second assertion follows immediately from the first. To prove the first assertion, assume it is false for some tuple (i). Without loss of generality, we may assume that i l > d l • Also, we may assume that aU) = 0 for all (j) i-(i) satisfying j j ~ i j for i = 2, ... , n; otherwise we may decrease (i2' ... ,in) and increase i l .
Regard C 2 "'" C n as a family over C I ' and let a be the (i 2 , ... , in) derivative of s at (e 2 , ... , en) , as defined in §6, below. Then a is a section of 
Then the number of elements in the set
Corollary 5.5. For 8 3 , n, and d l , .•• , d n as above, the number of elements in the set
Proof. It will suffice to show that the set of Lemma 5.4 contains the set of the corollary. Suppose (£) E Zn and 0 ~ £i ~ d i for i = 1, ... , n, but that (£) is not in the set of the lemma. Then (5.5.1)
We are now ready to prove the main result of this section. 
One would be tempted to combine the parts, saying that the subspace having the given index function as above has dimension at least (e 2 /2).(d n xn / hi ... h n ) . But this cannot be done until a later step, because we will actually be working with a subspace of 1(
Proof. By Proposition 3.2, there exists e 2 > 0 such that for all sufficiently large n we have ~n < (n -1)(1 + e l ) and (3.2.1) holds. Let no be an integer such that these conditions hold for all n > no ; assume also that
12
. 
by Proposition 4.3 and (3.2.1), respectively. Assuming that d i := d·x/h i satisfy (5.4.1), it follows that imposing the extra "index function" condition reduces the dimension of the vector space by at most
This gives the bound (5.6.1). 0
CONSTRUCTION OF A GLOBAL SECTION
As is the case in the proofs of Bombieri and Faltings, we use Siegel's lemma to construct the desired section of & (d Y x , (h) )' This involves considering the desired vanishing and compatibility conditions as a system of linear equations in the coefficients of the polynomials, and using Siegel's lemma to obtain a solution of small height. Actually, variants of Siegel's lemma due to both BombieriVaaler and Faltings are used here. This argument replaces the use of the Gillet-Soule Riemann-Roch theorem in [V 4]. I do not know if it is possible to replace this argument with a use of Gillet-Soule: when dealing with a product of more than two curves it is difficult to control the cohomology over the local fibres of the number ring.
Metrized modules.
Definition 6.1.
(a) For vectors x = (x, ' ... , X A') , define the height 
Here s is the number of complex places of k , and llk is the discriminant of k . where the constants c 2 and c 3 depend only on k.
In the current situation, let 00 and 02 be the ranks over R of the kernel and image of p, respectively. By The goal of this section, then, is to apply these two lemmas to the situation on C n and construct a small global section with certain properties. See Proposition 6.12, below, for the exact statement. Before stating this proposition, however, we first introduce some notation and prove some lemmas to be used in the constructions of the proof.
Isogenies and arithmetic. Let J be the Jacobian of e. Fixing a point Po E e , let jo: e -+ J be the map given by P f-+ &, (P -Po) . By [M, pp. 1011-1012] , pr;l &,(il-{Po} x C -e x {Po}) ~ pr; j;e + pr; j;e -(Xj + xl)*e, where e is the divisor class of the theta divisor on J. But we need e to be a symmetric divisor class. Therefore fix a E J such that (2g -2)a = &,«2g -2)P o -K c ), let j(P) = jo(P) + a, and let L be the class of the theta divisor defined relative to the map j. Then L is a symmetric divisor class, and
In the above paragraph, as in [F 2], the notation (Xj + Xl)* L means 
obtained via the theorem of the cube on J turns all (axl + bX 2 )*Yj into sections
with the following properties: Proof. We may assume that L is metrized with the metric whose curvature is invariant under translation. We may also assume that C has a rational point Q; otherwise we may extend B, prove the lemma on the changed base, and then go back to B.
The linear equivalence (6.5.1) extends to a similar linear equivalence on some blowing-up of W 2 , up to a divisor whose finite part is supported only on fibres over B and whose infinite part is constant at each place (by the curvature assumption). We may assume that the intersection of this divisor with the closure of (Q, Q) is an arithmetic divisor with multiplicities and Green's functions bounded quadratically in a and b. This follows by properties of the canonical height of Q and by finiteness of the class group. We use this linear equivalence to define Y i a b' which then descends to a global section on W 2 • Then parts' (a) and (b) are immediate consequences of the bound
for all i and all P E J a and the bound 
where Fi a b is a divisor supported only on fibre components. 
, and S3 = max(O, ab). Then (6.5.3) can be written The heights of linear constraints. The following two lemmas will lead to an upper bound on h(A) in Lemma 6.2. For these lemmas let L' be an arithmetic Q-divisor class on X which is ample on C. Then there exists a positive integer do such that doL' is very ample on C. Let ¢: C --+ pm be the corresponding embedding, and let N = do deg L' . The map ¢ may be changed by any automorphism of pm ; therefore we may assume it to be suitably generic: Assumption 6.6. The embedding ¢ is chosen such that the following properties hold:
(a) The curve C does not meet the set Xo = XI = 0. 
such that the rank (over R) of the quotient module is bounded independently of d, and such that the torsion in the quotient is annihilated by an integer bounded by cd, for a constant c independent of d .
Proof. By parts (a) and (b) of Assumption 6.6, the sections is noetherian, together with the fact that the sections (6.7.2) generate all of
EBi~O rec/J(C) , &(i)) (injecting &(i) into &(i + 1) via the section x o ). 0
For the next lemma, the height of a linear constraint relative to a given basis is defined to be the height of its vector of coefficients, relative to that basis. Since n = 1 , we may assume that h, = 1 . Also, the notion of index function reduces to a lower bound on the order of vanishing at Q.
By Assumption 6.6(c), the section Yo is nonzero at Q. Then given any y E r,(d), the function ylyg/d o is a rational function which is regular at Q.
Writing it as a power series a o + a, ~ + . .. in terms of some local parameter ~ at Q, we see that y vanishes to order 2: i at Q if and only if a j = 0 for all j = 0, ... , i -1. It will suffice to find a local parameter ~ such that the corresponding constraints a j = 0 have the desired height bound relative to the basis (6.7.1). To get the coefficients of these constraints, we expand (y,IY o t(y 2 I yo)W as power series in ~ .
First, however, note that the divisor (y) -(x) is a Cartier divisor on the closure of the graph of ¢ in P; which is supported only on fibres over B. 
x 2 Ix o )(Q)·
Note that by Assumption 6.6(c), Q E A2 , so that the expressions for ~ and Yf make sense. We take ~ as the local parameter; then obviously the coefficients of x, I Xo ' written as a power series in ~ , satisfy the desired growth conditions.
We need to show that the same is true for x2lxo' which is equivalent to showing the same for Yf.
Since Q E C, the constant term of J is zero; by Assumption 6.6(d), the coefficient of Yf in J is nonzero. Then, by the Implicit Function Theorem for analytic functions, the growth condition for the coefficients of Yf holds at the archimedean places; by the p-adic equivalent of this theorem, the same holds for non-archimedean v as well. Clearing denominators, we may assume that all coefficients of J are algebraic integers. Then, by solving explicitly for each coefficient of Yf, it follows that one can take c 7 v = C s v = 1 for all non-archimedean v satisfying , .
l(x,lxo)(Q)l v = l(x2Ixo)(Q)lv
where e I is the coefficient of Yf in J. Partial derivatives on Ware defined similarly. An immediate consequence of the above definition is that at all nonarchimedean places, the partial derivative is a regular section of the indicated sheaf. Corresponding statements will also be needed at archimedean places; these take the form of upper bounds on metrics. These will ultimately be used to satisfy Condition (ii) of Lemma 6.3.
By a compactness argument there exists a positive constant p = p( C) such that for all a E Boo and all P E C(J there exists a neighborhood Up r; C of P with coordinate z p: Up ~ JD) p such that z p(P) = 
The assumption w ~ dd c lzl 2 implies that f(P' ) ~ 1. Then (W, &'(dYx,(h) 1/ h;) , and the resulting sequence will be exact up to torsion annihilated by integers of a comparable size. Throughout this proof, these constants c will depend on x, n,
At places a E Boo we place norms on the terms of (6.12.2) by using the sup norm on the first term, and the largest sup norm of each element in the tuple for the second and third terms. It follows from Lemma 6.5(b) that the map a decreases norms by a factor of at most exp( -cd ~i 1/ hi). Likewise, Lemma 6.5(a) implies that p can increase norms by at most a factor of exp( cd ~i 1/ hi). The operations of clearing denominators in the previous paragraph do not affect the shape of these bounds.
The remainder of the proof takes place in three steps.
(1) Pass to a sublattice of r 1 (and ro) as in Lemma 6.7. 
, Q).
Step 1. Replace the second term of (6.12.2) with the R-module as in Lemma 6.7, where r 1 (d / h;) is identified with a subgroup of r( W , d pr; L' / h;) as in that lemma. This requires us to replace the first factor with a submodule ~. However, by Lemma 6.7, the codimension of ~ is at most (6.12.3) with the constant independent of d . Again we must cancel denominators, but by part (ii) of the lemma this does not invalidate the previous estimates on the torsion of cohomology and effect of a and p on norms at infinite places. As a basis for r'l we use the basis obtained from (6.7.1); then norms of elements of this basis will be bounded by exp( cd ~i 1/ hi). From the above estimates it follows that given any element Y 1 E ~ lying in the kernel of p, there exists some section Y E r'o such that a(y) equals a multiple of Y 1 ' and such that for all a E Boo' (6.12.4) License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Step 2. By Lemma 6.8, the condition that a section in ®;=I r l (d/h i ) has a certain truncated index function at (Q, ... , Q) for some Q E Supp D is determined by linear conditions of height at most cd Ei 1/ hi. For each Q we only apply these conditions to one of the direct summands of ~ . This gives a submodule r'; . Applying Siegel's lemma, we note that (i) the ranks of r'; and r'1 are of the same order of magnitude; (ii) the height of a matrix is bounded by the sum of the heights of its rows plus 10g(L!); and (iii) in this case L grows like d n (fixing everything but d), so that the term 10g(L!) is o(d n + I ) . Thus by Lemma 6.2 and (5.6.1) there exists a basis YI' ... 'Y,j (up to torsion) 1 for r'; such that
Again, we must shrink ~ accordingly, obtaining a submodule r'~ of rank
by Proposition 5.6 and (6.12.3).
Step 3. To apply Lemma 6.3, use
-hi· ··h n and c = exp(cdL l/hJ i Condition (i) of the lemma holds by (6.12.5); (ii), by Corollary 6.11; and (iii) holds by construction and Lemma 6.5. Thus, by Lemma 6.3, there exists a nonzero element y E ro such that a(y) satisfies (6.12.1). By (6.12.4), then, so does y. 0
CHOOSING THE ALGEBRAIC POINTS
For points P E C(k) , recall that Hp is defined as the corresponding horizontal prime Arakelov divisor on X. Let vp = degH p , and let
By Lemma 2.2 and (2.3), we are considering only points P for which (7.2) and (7.3) For points satisfying (7.2) and (7.3), (7.1) gives v(E;) (7.4) [k : Q] ::; m(D, P) -eh(P).
Proposition 7.5. Let e > 0, e' > 0, e 4 > 0, and e 5 > 0 be given, satisfying Proof. There exists a constant C such that for all P E C(k:) and all v E S,
Also, by the property of heights relative to numerically equivalent divisors [V 1, 1.2.9d], for all P E C(k:) of sufficiently large height,
Therefore, there exists a constant ho = ho(X, D, S, 8 4 ) such that if P E C(k:)
for all v E S . Hence let Kv, a range over all of the tuples of integer multiples of
we may find such a tuple with (7.5.7)
for all v E S and all a = 1, ... , v. Since there are only finitely many such tuples, we may subdivide g into finitely many subsets such that for each of them there exists one tuple (Kv,a) for which (7.5.7) holds for all PEg'. From this and (7.4), it follows that
By a similar finiteness argument, we can subdivide g further, so that for each subset g' , there exists a choice of points Q v E Supp D for all v E S and all a such that (7.5.4) holds for all PEg' . This leaves only condition (b).
In [V 4, 3.1.10] , it is proved that there exists a constant c 12 = C I2 (X) such that for all P, P' E C(k:) , .
and therefore it follows from [V 4, 3.1.3] that
Thus, by (7.5.8),
provided that h(P) ~ c 13 v /(e -v#Se 4 -2ve 5 -2ve') , which we now assume by setting 
Apply the lemma with
,a n , otherwise.
It follows that we may further refine the partitioning of g such that for all subsets g' in the refinement and all points P, P' E g' with h(P) ~ hmin,O and h(P') ~ hmin,o' (7.5.11)
a). /h(P)h(P').
[
s:E-+XxB···xBX be the corresponding arithmetic curve, which is irreducible by the assumption that the fields k(P) are all linearly disjoint over k. By (7.5.9) and (7.5.11), 
ESTIMATES OF DERIVATIVES
In this section we define certain "partial derivatives" of the section y constructed in §6, and estimate their norms at places in S. These estimates will then be used to obtain a lower bound for the index in §9.
These partial derivatives are defined as in §6, except that the definition takes place on a different model than X or W. Let k be a sufficiently large finite extension of k such that for all (finite) places v of k for which X has bad reduction, and all places w of k lying over v, the local field kw contains all extensions of kv of degree ::; v. Let fe: X --+ iJ be a regular semistable model for Cover k. This model has the property that for all n-tuples of
is unramified over k at all places of bad reduction of X, and therefore the 
In the next section we will compare this bound for the above degree with the bound obtained from local bounds on the order of zero or pole of D(l/*Y(P I , ... , P n ), which we shall compute next.
Remark. For the rest of the proof, we shall assume for simplicity that h(P I ) = min(h(P I ) , ... , h(P n )), and similarly that hi = min(hl ' ... , h n ) .
First of all, for all non-archimedean places w of k' , the definition of this section immediately implies that it is regular. In particular, this gives a bound on IlD(l)Jy (PI, ... , Pn) ll w ' which will be used if w lies over some v ~ S. But for other w some stronger bounds are often possible. First, however, we compute a corresponding "worst case" bound for archimedean w.
Recall from §6 the definitions of p and Up for P E C(J' Bya compactness argument there exist constants C l4 = C I4 (C) and C I5 = c I5 (C) and local meromorphic sections Sl p E r (Up , &(F) 
using the fact that li ::; d i .
This estimate did not use (7.5.3). That condition will only be used for places w of k' lying over places v E S ; moreover, it is not useful for all such places.
To a place wlv of k' we associate a tuple (0:) E [1, ... ,vt by the condition that (PI' ... , P n ) E Cn(k') coincides with the point (p[a tl , ... , p~anl) E Cn(kv) via the injection k' ~ k~ at wand the injection k~ ~ kv . In general there may be many tuples associated to a given w, since there may be several injections k~ ~ kv . But given a subset 9 ~ [1 , ... , v t , we have
where L' is the sum over all places corresponding to at least one tuple (0:) E
9.
The next estimate will hold only for places wlv corresponding to at least one tuple (0:) satisfying the condition
for all fJ = 1, . 
Proof. The proof splits up into cases. Case I. The place w is non-archimedean.
For i = 1, ... ,n let E j and E; be the horizontal prime divisors on X and X', respectively, corresponding to Pj , and let EQ and E~ be defined similarly for Q E Supp D. Then since the Q's are rational, X is smooth in a neighborhood of EQ and therefore X' ~ X X B B' near E~. Thus the local intersection numbers on X' at wand on X at v are related, respectively, by the formula (Ej.EQh"w=[ w: v] For these tuples, (8.8.5) implies that
But also l~i(Pi)lw < 1 , so we may reduce the ji so that equality holds in (8.8.6). 
Case II. The place w is archimedean, corresponding to a: k' ~ C. The proof in this case is similar to the non-archimedean case, except that we shall again use p and Up for P E C u ' as in (8.2). Recall that C u denotes the complex curve (i.e., Riemann surface) C Xu C and, for a rational point P, P u denotes the corresponding point on Cu'
There exists a constant C 21 v = C 21 v (C , D) 2:: 1 such that if P E C u and Gu(P, D) ::5 P/C 21 ,v' then P E' UQ,u for some Q E SuppD and Note that in (8.8.4) the constants C(l), (J) are bounded:
Then Ib(i)1 is bounded by the sum
Thus by (8.8.9) and (8.8.8),
As in the non-archimedean case, the second sum can be restricted to the tuples U) which satisfy (8.8.6) and which also satisfy jj = ( for all i such that (Xj ft A. This set can be covered by finitely many translated quadrants. By (8.8.7) and a geometric series argument, the sum over all (j') in a translated quadrant with origin (j) is bounded by
1=1
Since fj ::; d; for all i, the number of such quadrants can be taken less than
Thus, as in the previous case (but using (8.8.7) instead of (8.8.2»,
-log Ilf*Yilsup,u + log PEui~.~.xu IIYo(P) II-o(d Lemma 10.2 (Roth, [R] ; see also [B] Proof. We may regard the polynomial Q in Roth's lemma as a section of the line sheaf &'(rl ' ... , rn) on (lP'I)n. To relate this section with y, we take the norm from en to (lP'I)n: by Assumption 6.6(a), the map from e to lP' 1 defined by the rational function XI/XO is a morphism, and <p~F&,(1) coincides with the pull-back of &'(1) from lP' 1 . Therefore there exists a constant C 24 = C 24 (<PNF) such that for all P E e(l(), (10.3.4)
The morphism e --+ lP' 1 has degree N, so the morphism en --+ (lP'I)n has degree N n . Via the latter map, we will take the norm to (lP'1 t of y, giving a 
(Q) and h(y).
To do this, we consider the definition of the norm in more detail. Let K* be a finite extension of K(X) which is normal over K(lP'~). There exists a model X* for K* such that the rational maps X* --+ X corresponding to all injections K(X) '-+ K* over K(lP'~) are morphisms. The product of the pullbacks of &,(F) via these morphisms is a line sheaf on X* which is isomorphic to the pull-back of &,(N) on P~ along the generic fibre. This isomorphism amounts to tensoring with some section of some line sheaf on X* whose divisor is supported only along components of fibres over B. Any section of &'(dF) can then be pushed down to a section of &'(dN) which is global on lP'~ up to denominators which are annihilated by an integer bounded by eO(d) n where t is the index of y at (PI' ... , P n ), by Proposition 9.1 and (7.5.2). This contradicts Roth's lemma 10.3. Indeed, (11.3) and (7.5.5) imply (10.3.1) for all sufficiently small t7; (7.5.1), the last part of (11.2), (6.12.1), and (7.5.5) imply (10.3.2) for t7 small enough. Then (10.3.3) holds, contradicting (11.4). Thus Theorem 0.1 is proved.
