[1] A combined geophysical-petrological methodology to study the thermal, compositional, density, and seismological structure of lithospheric/sublithospheric domains is presented. A new finite-element code (LitMod) is used to produce 2-D forward models from the surface to the 410-km discontinuity. The code combines data from petrology, mineral physics, and geophysical observables within a self-consistent framework. The final result is a lithospheric/sublithospheric model that simultaneously fits all geophysical observables and consequently reduces the uncertainties associated with the modeling of these observables alone or in pairs, as is commonly done. The method is illustrated by applying it to both oceanic and continental domains. We show that anelastic attenuation and uncertainties in seismic data make it unfeasible to identify compositional variations in the lithospheric mantle from seismic studies only. In the case of oceanic lithosphere, plates with thermal thicknesses of 105 ± 5 km satisfy geophysical and petrological constraints. We find that Vp are more sensitive to phase transitions than Vs, particularly in the case of the spinel-garnet transition. A low-velocity zone with absolute velocities and gradients comparable to those observed below ocean basins is an invariable output of our oceanic models, even when no melt effects are included. In the case of the Archean subcontinental lithospheric mantle, we show that ''typical'' depleted compositions (and their spatial distribution) previously thought to be representative of these mantle sections are compatible neither with geophysical nor with petrological data. A cratonic keel model consisting of (1) strongly depleted material (i.e., dunitic/harzburgitic) in the first 100-160 km depth and (2) less depleted (approximately isopycnic) lower section extending down to 220-300 km depth is necessary to satisfy elevation, geoid, SHF, seismic velocities, and petrological constraints. This highly depleted (viscous) upper layer, and its chemical isolation, may play a key role in the longevity and stability of cratons.
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Introduction
[2] The determination of the lithosphere's thermal and compositional structure in space and time is one of the fundamental goals in modern lithospheric modeling. It provides crucial information not only for interpreting present-day lithospheric features, but also on how the lithospheric-sublithospheric system would respond to perturbations arising from tectonic shortening, rifting and sublithospheric convection. In this context, much of the current knowledge about the present-day thermal and compositional structure of the lithospheric and sublithospheric upper mantle comes essentially from three independent modeling approaches. The most widely used methodology makes use of geophysical observables such as gravity, surface heat flow (SHF), elevation, or some combination of these, as constraints to the model [e.g., Lachenbruch and Morgan, 1990; Zeyen and Fernàndez, 1994; Zeyen et al., 2005; Ebbing et al., 2006; Fullea et al., 2007] . These methods are based on concepts of thermal and/or isostatic equilibrium where the density of the lithospheric mantle is either taken as constant or only temperature dependent. The density of the sublithospheric mantle is assumed to be constant everywhere, and its composition identical to that of its lithospheric counterpart. Although this method has been proven to be a fair first-order approximation, the neglect of compressibility, phase changes, and compositional heterogeneities within the upper mantle leads to inconsistencies when comparing the resulting mantle density with tomography, xenolith, and thermodynamic data. It also creates artificial density contrasts at the top (Moho) and bottom (the so-called lithosphere-asthenosphere boundary or LAB) of the lithosphere that can affect the modeling and interpretation of gravity and geoid anomalies.
[3] The second approach to study the thermal and/ or compositional structure of the lithospheric-sublithospheric upper mantle is based on seismic data. This method relies upon an appropriate combination of ''observed'' seismic velocities (usually shear waves) with mineral physics, laboratory data, and thermodynamic concepts [e.g., Ritzwoller et al., 2004; Deen et al., 2006; Priestley and McKenzie, 2006] ; the key factor is the assumed or derived functional relationship used to convert velocities into either thermal and/or compositional heterogeneities. Although this approach certainly provides a unique direct probe of mantle structure, it is far from being free of ambiguities. The possibility of distinguishing compositional from thermal effects using only seismic information is still unclear [e.g., Cammarano et al., 2003; Lee, 2003; Artemieva et al., 2004; Afonso et al., 2005; Faul and Jackson, 2005; Deen et al., 2006; Priestley and McKenzie, 2006; Schutt and Lesher, 2006] . Uncertainties associated with low spatial resolution, anisotropy, composition variability, grain-size dependence, anelasticity, and geotherm estimations further complicate the task. Even when using similar velocity data, the different parameterizations used by different authors result in significant discrepancies between models (see, e.g., differences of >100 km in the thermal thickness of North America and Africa as given by Deen et al. [2006] and Priestley and McKenzie [2006] ).
[4] A third source of independent information, but not necessarily representative of present-day conditions, is the petrological-geochemical approach. In this case, thermobarometry and chemical-isotopic analyses in xenoliths and xenocrysts brought up to the surface by volcanic events can be used to estimate the compositional and thermal structure of specific localities at the time of the eruption. Griffin et al. [1999b] , for instance, have shown that the LAB in continental regions can be defined as the maximum depth from which low-Y (<10 ppm) garnets, characteristic of depleted lithosphere, are derived. Using thermobarometric techniques, these authors have estimated that the geochemical LAB coincides with temperatures of 1250-1300°C, establishing a close correlation with the thermal definition of the lithosphere (i.e., here understood as the depth of the 1330°C isotherm). Unfortunately, direct observation of the lithosphericsublithospheric upper mantle is limited to only a few specific tectonic environments (e.g., ophiolites and Alpine peridotites in orogenic belts, xenolith suites in continental volcanic areas, abyssal peridotites in oceanic fracture zones) from which a picture of mantle composition can be obtained at local scale rather than at lithospheric scale. As a result, the large-scale temporal and spatial extrapolations of compositions and thermophysical properties needed when modeling large sections of the Earth carry implicitly unquantifiable uncertainties.
[5] It is clear that if the assumptions behind all these methods were correct, any modeled section of upper mantle should produce consistent results (as long as a consistent database of thermophysical parameters is used), no matter which methodology is applied. Yet, large discrepancies between predictions from these methods are rather common in the literature (see references above). One way to overcome these difficulties and obtain more consistent and robust models, is to fit simultaneously and self-consistently all the available geophysical and petrological observables (i.e., gravity anomalies, geoid height, SHF, electrical conductivity, seismic velocities, xenolith data, and elevation). A simultaneous fit of all these observables reduces the uncertainties associated with the modeling of each of them alone, or with the combinations of pairs commonly used in the literature (see above). It also allows us to distinguish, and have a better control on, thermal or compositional density variations at different depths, since these observables are differentially sensitive to shallow/deep, thermal/compositional density anomalies. However, to our knowledge, an integrated modeling approach that includes all of the above in a self-consistent manner has not been developed so far.
[6] This paper attempts to fill this gap by presenting and applying an integrated geophysical-petrological methodology to study the thermal, compositional, density, and seismological structure of any lithospheric/sublithospheric domain within the upper mantle. The following sections introduce a brief and updated review of the compositional heterogeneities within the lithospheric mantle that affect geophysical modeling (section 2), the physical/mathematical concepts behind our approach (section 3), and the application of it to both oceanic and continental domains (sections 4 and 5). In the case of the oceanic lithosphere, we focus primarily on its thermal and seismological structures, and their implications for the interpretation of tomographic studies, compositional models, and the nature of phase changes. When dealing with the continental lithosphere, we focus the assessment on possible keel models for the Archean subcontinental lithospheric mantle that are compatible with recent compositional estimations and available geophysical evidence. We also show that the identification of compositional variations in the lithospheric mantle from seismic studies only is unreliable. [7] The oceanic lithosphere is generated by partial melting of the convecting mantle at mid-ocean ridges (MORs), to produce a depleted residual mantle and a basaltic crust. Although lateral compositional heterogeneities exist within oceanic lithosphere [e.g., Michael and Bonatti, 1985] , its vertical stratification in composition (produced at MORs) is dominant. On a large scale it therefore is realistic, for the purposes of geophysical-petrological modeling, to treat the oceanic lithosphere as a vertically stratified plate (see also section 4 and Appendix A) [Afonso et al., 2007] . In contrast, the continental crust and underlying subcontinental lithospheric mantle (SCLM) are highly heterogeneous. The latter ranges in thickness from a few tens of kilometers beneath rift zones, to >250 km beneath some Archean cratons. The SCLM consists mainly of ultramafic rocks, ranging from refractory dunites and harzburgites to lherzolites. This compositional range is commonly represented and interpreted in terms of depletion in basaltic components through partial melting processes. Maximum Re-Os melt-depletion ages for mantlederived peridotite xenoliths commonly correspond to the oldest radiometric ages of rocks from the overlying crust, particularly in cratonic areas [e.g., Pearson et al., 2002; Shirey et al., 2002; Griffin et al., 2002, and references therein] . In the Siberian Craton, for example, compositionally distinct mantle domains coincide with mapped crustal terranes, indicating that during the assembly of the craton, each terrane carried its own lithospheric root [Griffin et al., 1999c] . These observations require long-term linkage between the crust and the SCLM.
Compositional Heterogeneities in the Lithospheric Mantle
[8] Studies of xenoliths and xenocrysts in volcanic rocks, and exposed massifs in mobile belts, have shown that the mean composition of the SCLM is broadly related to the tectonothermal age of the overlying crust, defined as the age of the last major thermal event [Griffin et al., 1998 [Griffin et al., , 1999b (Table 1) . Estimates based on the average composition of xenolith suites are subject to bias in sampling, by Griffin et al. [1999b] showed that the compositions of garnets in mantle-derived peridotites are closely linked to whole-rock composition, and derived a series of algorithms that allow the calculation of a bulk composition for any given garnet xenocryst. Mean compositions of SCLM sections calculated from garnet xenocrysts correspond well to mean compositions of xenolith suites [Griffin et al., 1999b] . The application of this technique provides a larger body of data, and hopefully more representative estimates of the composition of the garnet-bearing part of the SCLM.
[9] Archean cratons, with tectonothermal ages >2.5 Ga, generally have highly depleted SCLM, while most SCLM beneath Phanerozoic mobile belts is only mildly depleted relative to estimates of the Primitive Upper Mantle (PUM). SCLM beneath Proterozoic shields and mobile belts, with tectonothermal ages of 2.5-1.0 Ga, typically is intermediate in composition. These compositional variations within the lithospheric mantle are directly reflected in its thermophysical properties (i.e., density, elastic parameters, etc.). For instance, more depleted rocks in the lherzolite-harzburgite spectrum have lower density than less depleted ones. The relatively fertile SCLM typical of Phanerozoic mobile belts is buoyant relative to the underlying asthenosphere when its geotherm is elevated, but will lose this buoyancy on cooling; it will tend to delaminate, with major tectonic consequences [e.g., Poudjom-Djomani et al., 2001; Zheng et al., 2006] . In contrast, Archean SCLM is buoyant relative to the sublithospheric mantle even on the lowest known geotherms, and also is highly refractory and mechanically strong. It therefore is unlikely to delaminate, or to melt extensively, but may suffer repeated episodes of metasomatic refertilization through time. These metasomatic processes, and the tendency for old depleted SCLM to persist, also produce vertical compositional gradients within the SCLM. The SCLM beneath Archean cratons typically becomes more ''fertile'' with depth, and is bounded by a 10-20 km zone of intense melt-related metasomatism [O'Reilly and Griffin, 2006, and references therein] . This may represent a ''lithosphere-asthenosphere boundary'', but is more likely to reflect the accumulation of rising melts; inasmuch as few xenoliths are derived from below this zone, we have little direct evidence for the composition of the underlying mantle.
[10] It follows from the above discussion that the present-day major-element composition of the lithospheric mantle, and therefore its thermophysical properties, can vary substantially both vertically and horizontally. Hence, any attempt to constraint the thermal (and compositional) structure of the lithospheric-sublithospheric upper mantle should be consistent with these observations.
Methodology and Numerical Code
[11] The methodology presented in this paper has been incorporated into a 2-D finite-element code referred to as LitMod (Lithospheric Modeling); a full 3-D version is currently under development.
LitMod is a collection of FORTRAN subroutines based on the architecture of the previous finiteelement code CAGES [Zeyen and Fernàndez, 1994] . The general approach used by CAGES to calculate the thermal structure, SHF, and gravity/ geoid anomalies is kept in LitMod with some modifications (see below). However, the methods to estimate elevation, seismic velocities, density structure, and temperature-pressure-compositiondependent parameters are all new or significantly modified. The general modeling procedure, including the necessary input and output files, is summarized in Figure 1 .
[12] LitMod divides the numerical domain into triangular elements that make up the different crustal and mantle bodies. The mesh is automatically adjusted to fit the geometry assigned to these bodies, each of which typically represents only one type of lithology and is characterized by its own set of thermophysical parameters (e.g., thermal conductivity, volumetric heat production rate, coefficient of thermal expansion, etc.). The volumetric heat production rate can either be a constant for each body (preferred, since it is mainly a function of lithology [e.g., Kukkonen and Lahtinen, 2001]) or an exponential (decreasing) function of depth [cf. Turcotte and Schubert, 1982] . The relative effects of temperature and pressure on the density of crustal bodies are taken into account through their respective temperature-pressure-dependent coefficients of thermal expansion (CTE) and compressibilities (b). In the case of the mantle, the full set of equations of state (EoS) for each material is solved (see section 3.2). Once a particular structure is defined, the code solves the following algorithms.
Thermal Modeling and Boundary Conditions
3.1.1. Temperature in the Lithosphere [13] In the absence of convection/advection, the 2-D steady-state temperature distribution within the lithosphere is described by the familiar conductive heat transfer equation
where T is temperature, k the thermal conductivity [W m À1 K À1 ], A the volumetric heat production rate [W m À3 ] , and x, z, the horizontal and vertical Cartesian coordinates. For the temperature and pressure dependence of k in the mantle, Hofmeister's model [Hofmeister, 1999] is assumed, which gives the relation
where k°is the thermal conductivity at T = 298 K and P = 1 atm (=5.3 W m À1 K À1 ), a is a fitting parameter (=0.45), g is the thermal Grüneisen parameter (=1.25), a(T) is the T-dependent CTE, K T is a representative isothermal bulk modulus, K 0 0 = dK T /dP, and k rad (T) is a function describing the radiative contribution to k (taken from Hofmeister [1999, equation (12) ]). Strictly, k also varies with composition due to changes in thermodynamic parameters, chemistry, and relative proportions of the constitutive minerals. However, since uncer- tainties associated with these effects are still large, we choose not to model k as an explicit function of composition.
[14] Equation (1) is solved with the finite-element technique using the Galerkin's ponderation method [e.g., Zienkiewicz, 1977] , subject to the following boundary conditions: (1) fixed (prescribed) temperature at the surface of the model; (2) no heat flow across the lateral boundaries of the model; and (3) fixed (prescribed) temperature at the bottom of the model. Generally, the choice of the surface temperature, T°, is straightforward. Changes of the order of 20°C in T°do not affect the results significantly. The second boundary condition is widely used in thermal modeling and requires no further clarification. The third boundary condition, however, is not always obvious and needs some explanation.
[15] In mantle-like fluids with strongly temperature-dependent viscosity the heat-transfer mechanism changes with depth from conductiondominated to convection-dominated [Schubert et al., 2001] . Below the rigid stagnant upper part (i.e., lithosphere) there is a rheologically active thermal boundary layer where heat is transferred by both conduction and convection. Numerical simulations indicate that this rheological boundary layer is $50 km thick, and that the temperature at its base is $1350 -1400°C [Zaranek and Parmentier, 2004; McKenzie et al., 2005 ; S. Zlotnik et al., Small-scale gravitational instabilities under the oceans: Implications for the evolution of the oceanic lithosphere and its expression in geophysical observables, submitted to Philosophical Magazine, 2008] . Accordingly, we take the 1330°C isotherm to define the base of the rigid and conductive layer. The region beneath this layer convects vigorously and can be considered approximately adiabatic [e.g., Schubert et al., 2001] .
Temperature in the Sublithospheric Mantle
[16] The assumed temperature at the bottom of the model will depend on the model's total thickness. Since our goal is not only the modeling of the lithosphere, but also of the sublithospheric domain approximately down to the 410-km discontinuity, typical pyroxene thermobarometry on peridotite xenoliths is not of much help. Instead, estimations from high-pressure and high-temperature experiments on mineral phase equilibria need to be used [e.g., Ito and Katsura, 1989; Fei and Berkta, 1999; Frost, 2003; Katsura et al., 2004] . The studies by Ito and Katsura [1989] and Katsura et al. [2004] are of particular relevance here, since they give temperature estimations at 350 and 410 km, respectively, based on phase equilibria of olivinewadsleyite in the system (Mg, Fe) 2 SiO 4 . By comparing the seismically observed depth of the transition with experimental phase relations, Katsura et al. [2004] estimated a temperature of 1487 ± 45°C at the 410-km discontinuity. Taking into account the combined effects of (1) the latent heat released by the phase transformation, (2) the thermal relaxation due to thermal diffusion in an adiabatic mantle, and (3) the global mean depth of the 410-km discontinuity, we choose a constant temperature of 1520°C at 400 km depth (i.e., the actual base of the numerical domain). Modeling of the depth-dependent adiabatic gradient in the upper mantle and partial melting beneath a MOR show that the above temperature is also consistent with estimations of ''normal'' potential temperatures of around 1300-1380°C at MORs [e.g., McKenzie and Bickle, 1988; Langmuir et al., 1992; Asimow et al., 2001; Kushiro, 2001 ] (see also Appendix A).
[17] To avoid unrealistic discontinuities in the thermal gradient at the base of the lithosphere, a temperature buffer is applied between the lithospheric (conductive-dominated) and sublithospheric (convective-dominated) domains. This buffer plays the role of forcing a continuous variation of temperature between these two domains and corresponds to the rheologically active layer described in the previous section. The temperature at the bottom of the buffer is set to 1400°C.
[18] The condition of a constant basal temperature T B = 1520°C at z B = 400 km is only imposed when the actual temperature gradient below the buffer (i.e., (T B À T TBL )/(z B À z TBL ), where T TBL and z TBL are the temperature at the base of the buffer and its depth, respectively) is within the expected range of 0.35 < dT/dz < 0.50°C km À1 [Schubert et al., 2001 ]. This condition is not satisfied in lithospheres thicker than $160 km, where the gradient becomes too steep. When this is the case, the basal temperature is calculated assuming a constant gradient dT/dz = 0.5°C km À1 , which translates into maximum lateral temperature variations of $120°C at the base of the model. Although this approximation may lack thermodynamic rigorousness, it is consistent with seismic observations on the topography of the 410-km discontinuity that indicate maximum temperature variations of a few hundreds degrees at these depths [e.g., Flanagan and Shearer, 1999; Chambers et al., 2005, and references therein]. Moreover, these studies also show that the thermal structure of the upper mantle exerts some influence on the temperature distribution along the discontinuity, as evidenced by upward displacements of the discontinuity in many cratons and downward displacements in some oceans and hotspots (see Appendix B).
Thermodynamic Modeling and Density Calculation
[19] Stable mineral assemblages in upper mantle domains are computed using a Gibbs free-energy minimization algorithm (see details given by Connolly [2005] ) within the system CaO-FeO-MgO-Al 2 O 3 -SiO 2 (CFMAS). Since 98% of the Earth's mantle is made up of these five oxide components [cf. Palme and O'Neill, 2005] , the CFMAS system is considered to be an excellent basis for modeling mantle phase equilibria. Hence, each mantle body in LitMod is characterized by a particular CFMAS composition (included in the input file). There is evidence, however, that other minor components such as Cr 2 O 3 and Na 2 O can perturb the system to some extent. Na 2 O would somewhat modify the relative amounts of orthopyroxene and clinopyroxene, particularly at P > 9 GPa [Stixrude and LithgowBertelloni, 2005a] . The addition of Cr 2 O 3 is known to broaden the stability field of spinel [e.g., Klemme and O'Neill, 1998; Klemme, 2004] , although the absolute pressure interval of the spinel+garnet stability field in rocks containing clinopyroxene may not be as large as inferred from simplified laboratory experiments [Webb and Wood, 1986] . The thermodynamic database we use here [Stixrude and Lithgow-Bertelloni, 2005a] does not account for Cr 2 O 3 , but it predicts plagioclase-spinel-garnet phase transitions that are consistent to a first order with experimental data on natural peridotites with a wide range of compositions [e.g., Green and Ringwood, 1970; Webb and Wood, 1986; Green and Falloon, 1998 ]. Solution models used in the energy minimization procedure are listed in Table 2 .
[20] Equilibrium assemblages at temperatures <500°C are not considered here due to the lack of reliable quantitative information on reaction kinetics and metastability at such low temperatures. Thermophysical properties of these low-temperature assemblages are thus computed at the temperatures and pressures of interest, but the assemblage and phase compositions are assumed to be identical to those at T = 500°C.
[21] LitMod allows density calculations of mantle rocks with two different approaches. The user needs to define which one is to be used in the input file. The first approach (hereafter EMA) retrieves density values directly and self-consistently from the energy minimization procedure. The thermodynamic database used in this approach is that of Stixrude and Lithgow-Bertelloni [2005a] , which is based on a third-order Birch-Murnaghan EoS (the associated thermodynamic framework is described in detail by Stixrude and Bukowinski [1990] and Lithgow-Bertelloni [2005a, 2005b] ). However, recent experimental results indicate that fourth-order effects (not included in EMA) are important in orthopyroxenes [e.g., Flesch et al., 1998; Kung et al., 2004] . To account for this, compressions can optionally be computed from a fourth-order BirchMurnaghan EoS (hereafter ECA) for each endmember using experimentally derived parameters. The equilibrium compositions of the phases are retrieved from the energy minimization procedure. These compositions are then used to estimate the amount of end-members present in each phase by solving (C T C) X = C T B, where C is the 5 Â m endmember compositional matrix, C T its transpose, B the 5 Â 1 phase compositional matrix, X the m Â 1 end-member mass proportions matrix, and m the number of end-members (it varies with analyzed phase). Hybrid methods such as the ECA, where phase equilibria calculations are supplemented with higher-order derivatives of some properties, are not strictly self-consistent. End-members and associated parameters used in the ECA approach are listed in Table 3 .
[22] The fourth-order Birch-Murnaghan EoS is
with
where r is the density of a certain end-member mineral at the pressure of interest, and r 0 , K 0 , K 0 0 , and K 0 00 are respectively the density, bulk modulus, and its first and second pressure derivatives at P = 0 and at a given reference temperature. The more popular third-order version of this EoS is obtained from equation (3) by setting f E 2 = 0. Equation (3) is solved iteratively for r with a maximum error of 1 Â 10 À5 kg m À3 . To explicitly include the temperature effect, the above parameters are replaced with r 0(T, 0) ,
, and K 0(T, 0)
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, which still give the corresponding quantities at P = 0, but at an arbitrary temperature T. The temperature effect on K 0(T, 0) and r (T, 0) is introduced as
where K 0(Tr, 0) , r (Tr, 0) , and a(T) are the isothermal bulk modulus at T = T r (usually 300 K) and ambient pressure, the density at T = T r , and the coefficient of thermal expansion as a function of T, respectively. For the latter, the usual polynomial functions are used [cf. Fei, 1995] (see also Table 3 ). Excepting for orthopyroxene, in which fourth-order effects and nonlinearity of its T-P derivatives have been reported [e.g., Flesch et al., 1998; Kung et al., 2004; Jackson et al., 2007] , the third-order version of equation (3) [23] Once the densities of the end-member minerals are obtained, those of the stable phases are estimated following the experimentally constrained model of Brey et al. [1999] , expanded for clinopyroxene as done by Lee [2003] . Plagioclase has a pure An 100 composition. Finally, the bulk rock density is calculated with the usual rule of mixture
r i v i , where n, r i , and v i are the number of stable phases, and the density and volumetric fraction of the ith phase, respectively. Note that majoritic garnet and pyroxene phase transitions are also included.
[24] Predictions from these two approaches (EMA and ECA) for a range of compositions have been compared to evaluate the uncertainties in our density calculations. As expected, discrepancies are insignificant at low pressures (0.2% at P < 6 GPa) and increase with depth. The ECA predicts systematically higher densities than the EMA due to the slightly different thermodynamic parameters used in each approach. Nevertheless, differences in predicted densities are always <0.6% for the entire depth range 0-400 km (0 < P 13.3 GPa).
Density and Pressure at Each Node
[25] The final density and pressure at each node of the model are obtained with an iterative scheme (see Figure 1 ). Within the crust, where mineral equilibria are not solved for, the density is calculated with the following formula:
where a and b are the coefficient of thermal expansion and compressibility, respectively. For the different mantle domains, density is obtained as described above. The pressure is calculated at every node in all columns from the surface to the bottom. Every time a new node is added (downward), the pressure is calculated as a function of the overburden pressure with the usual lithostatic equation (P = r l z ð Þg z). This pressure is then used to obtain the P-T-dependent density at the node; this density then is used in the next iteration to update the overburden pressure and to solve for an updated density. The iteration stops when the density difference between two consecutive iterations (i.e., r nÀ1 À r n ) is 0.01 kg m À3 . If the vertical separation between nodes is small (numerical tests suggest <4.4 km), the system converges to the desired accuracy in only two or three iterations. Note that Na and Cr end-members are not relevant for the present work, but we include them here for completeness.
. 
Potential Fields: Gravity and Geoid Anomalies
[26] Free-air and Bouguer gravity anomalies in two dimensions are calculated using the algorithm for polygonal bodies of Talwani et al. [1959] . This algorithm is applied to each element of the mesh, and therefore it accounts for both lateral and vertical density variations within the bodies. The gravity effect of all the elements is then added and calculated either at the top of the model or at the sea level, depending on if the elevation is above or below sea level, respectively. In order to avoid boundary effects, the models are extended horizontally 1 Â 10 5 km beyond the profile limits. Due to the 1/r 2 dependency of the gravity field, where r is the distance to the density anomaly, gravity anomalies basically provide information on the density distribution at crustal and shallow subcrustal depths (the short-wavelength part of the signal). Geoidal height, on the other hand, is more sensitive to deeper density anomalies and to the topography of the LAB. This is mainly due to the fact that the geoid anomaly is the height difference between two equipotential surfaces, and therefore it is a function of 1/r instead of 1/r 2 , where r is the distance to the density anomaly [Turcotte and Schubert, 1982] .
[27] The calculation of the geoid height is done by converting two adjacent triangular elements of the mesh into rectangular prisms throughout the model, solving the integral of the their gravity potential, and substituting the result into Brun's formula (DN = DU/g o , where DN is the geoid anomaly, DU the potential anomaly, and g o the normal gravity acceleration). One finally obtains
where G is the gravitational constant, and x, y, and z the coordinates of the prism boundaries. LitMod uses the method outlined by Zeyen et al. [2005] , based on an analytical solution of equation (7), to obtain 2.5-D geoid heights along the model. The length in the direction of the y-axis (i.e., section thickness) is taken for all the models to be large enough to simulate two-dimensional anomalies.
[28] The classic 1-D isostatic geoid formulation given by Turcotte and Schubert [1982] can be calculated simultaneously or alternatively. It reads as
where h is the maximum depth of the model.
[29] Throughout the process, the model is assumed to be in isostatic equilibrium to avoid undesired border effects in the calculated geoid. This condition is implicitly fulfilled if the model fits elevation data.
Seismic Velocities
[30] The calculation of seismic velocities (V p 2 r = K S + 4/3G and V s 2 r = G) requires knowing the elastic moduli of each end-member mineral and the density of the bulk rock at the pressures and temperatures of interest. Densities are obtained as described in section 3.2, while the elastic moduli of the aggregate (i.e., rock) are computed as follows. First, the amounts of end-members (mole fractions) present in each stable phase are retrieved from a least squares procedure as explained in section 3.2 (i.e., (C Table 3 for endmember minerals.
[31] In a second step, the elastic moduli of the bulk rock are computed following a Voigt-Reuss-Hill (VRH) average scheme [Hill, 1952] 
where M i and w i are the moduli of the phases present (computed in the previous step) and their volumetric fractions, respectively. Except for some garnet pyroxenites and eclogites, for which we use the model of Afonso et al. [2005] , differences between the VRH scheme and other more sophisticated methods such as the HashinShtrikman [Hashin and Shtrikman, 1963] or the modified shear-lag [Afonso et al., 2005] are negligible given the uncertainty in end-member moduli and modal proportions. More detailed discussions on the theory of composites applied to polycrystalline rocks are given by Ji et al. [2003] and Afonso et al. [2005] .
[32] In its present version, LitMod does not explicitly consider either anisotropy or anelasticity. The former is subject to many uncertainties and strong local variability [e.g., Gung et al., 2003] , and therefore a general treatment of this effect is of little value for the purpose of this paper. The latter, on the other hand, is of primary importance due to its sensitivity to temperature and melt anomalies [Sobolev et al., 1996; Goes et al., 2000; Cammarano et al., 2003] . Inferences on possible compositional heterogeneities from seismic data also require an adequate estimation of anelastic attenuation (see section 4.3). We compute anelastic effects a posteriori as a function of grain size (d), oscillation period (T o ), temperature (T), pressure (P), and empirical parameters A, E, and a as [e.g., Karato, 1993; Afonso et al., 2005 ]
where we assumed Q p = 9/4 Q s (i.e., Q K À1 $ 0). V p o (T,P) and V s o (T,P) are the unrelaxed high frequency wave velocities at a given temperature and pressure, and
with A = 750 s
, and R the universal gas constant [Jackson et al., 2002; Faul and Jackson, 2005] . We ignore the effect of water on seismic velocity through enhancement of attenuation. This effect is important above subducting plates or plumes [Karato, 2003 ], but it is not clear if it plays a significant role in ocean basins or continental lithosphere (which is likely to be depleted of water) not affected by hot-spot volcanism or subduction [Karato, 2003; Faul and Jackson, 2005] .
Elevation
[33] Local isostasy has been proven to be a suitable approximation in regions where short-wavelength, elastically supported features such as buried and/ or topographic loads are not present [Turcotte and Schubert, 1982; Watts, 2001; Hasterok and Chapman, 2007] . According to the principle of isostasy, all regions of the Earth with identical elevation must have the same buoyancy when referenced to a common compensation level. We assume here that the latter is located at the base of the model ($410-km discontinuity). The choice of a global compensation level at this depth has two advantages: (1) it covers the whole range of estimated lithospheric thicknesses, and (2) there is no need to change the calibration constants for different models (see below). The physical rationale behind this assumption and a discussion of its limitations are given in Appendix B. [34] In order to estimate absolute elevation one needs to perform a calibration with respect to a reference column (Figure 2 ). We take this reference column at a mid-oceanic ridge (MOR), where average elevations, petrogenetic processes, and lithospheric structures are known in greater detail than in any other tectonic setting (see section 3.6.2 and Appendix A). The final formulae that LitMod solves to obtain absolute elevation are similar to those of Lachenbruch and Morgan [1990] , where the elevation above (E a ) and below (E b ) the sea level are given respectively by
where L top is taken at the top of the column, L bottom is taken at the bottom of the column, r b (assumed constant) is the density of the mantle at 400 km depth, r l (z) is the depth-dependent density, r w is the density of seawater (=1030 kg m À3 ), and P is a calibration constant. Although equations (12) and (13) are formally identical to those of Lachenbruch and Morgan [1990] , the meanings of some parameters are completely different and should not be confused. Equations (12) and (13) can be solved for any particular model if the forms of the functions r l (z) for every column and the value of P are known. The term r l (z) is obtained as described in section 3.2. In the following we explain how to obtain the P parameter.
3.6.1. Parameter P [35] In order to calculate P, the average density, lithospheric structure, and the elevation of a reference column are required. Referring to Figure 2 , the mean density of the water-unloaded ridge column is
Therefore, from equations (12) and (13) and Figure 2 one can write
Equation (15) shows that the P parameter is the depth (from sea level) of a fictitious column of height H f that has a mean density r b (Figure 2 ). Note that P is dependent on Z MAX , and hence it takes different values for different compensation levels. Since the mean density r b also changes with depth, the overall effect of choosing a different compensation level is nil for elevation estimations (i.e., Z MAX and r b counterbalance each other). This allows the choice of different compensation depths for the same model while still deriving the same elevation, provided the new r b and P for that particular compensation depth are recalculated.
Ridge Model
[36] The two most important inputs for calculating the elevation of our model are r b (the basal density) and r MR (the average density of the MOR, including crust and mantle). Both values can be obtained by modeling the density distribution with depth under a MOR. Although the MOR model presented in this section relies mostly on well-known data, it is acknowledged that other necessary information may reflect the actual state of knowledge.
[37] There are eight main factors that need to be taken into account when calculating the final density distribution with depth in a MOR column, namely, (1) composition of the source (''undepleted'' mantle), (2) solid phase compressibility, (3) melt compressibility, (4) total amount of partial melting (F), (5) depth-distribution of melt (F(z)), (6) chemical variation of both solid and melt phases versus degree of partial melting, (7) solid-state phase transitions, and (8) Table 1 ). It will be shown that this model composition predicts seismic velocities and densities that are in good agreement with those given by seismological models. Other common compositional models of the upper mantle [e.g., Niu, 1997, and references therein] produce identical results. The second factor was discussed in section 3.2, and the same approach is used here. The last six factors are closely related to each other, and therefore they can be estimated in a coherent manner by assuming a particular ridge model (the full treatment of this model is presented in Appendix A).
[38] The final model for the MOR column obtained with the aforementioned considerations is shown in Figure 3a. Density estimations from spherically symmetric seismological models PREM [Dziewonski and Anderson, 1981] and ak135 [Kennett et al., 1995] are included for comparison. We emphasize that this idealized ridge column is constructed only for the purpose of serving as a calibration constant. Therefore, although it is consistent with all available petrological and geophysical information, comparisons with particular MOR settings need to be taken with caution (see below). The average mantle density of the MOR column (r MR ), needed for the isostatic model, is readily obtained by numerical integration of the density with respect to depth. Figure 3 also shows the velocity profiles predicted by our MOR model together with those from seismological models in young oceanic environments GD07 [Gaherty and Dunn, 2007] , YFW2-YFW6 [Yang et al., 2007] , SEPR [Gu et al., 2005] , DF03 [Dunn and Forsyth, 2003] , PHB3 [Gaherty et al., 1999] , and ATLP [Zhao and Helmberger, 1993] . Anelastic attenuation effects were included as explained in section 3.5 for a representative frequency of 15 mHz [Gaherty and . The arrows indicate density values from seismological models at those depths: black arrows are from PREM [Dziewonski and Anderson, 1981] ; blue arrows are from ak135 [Kennett et al., 1995] . (b) Melt depletion (F) and porosity (f) distribution with depth used to estimate the final density of column A. (c) Modeled isotropic Vs velocities beneath a MOR. Color lines denote purely elastic approximation (blue) and anelastic approximation with a grain size d = 2 mm (red) and d = 25 mm (green). The attenuation effect is computed for a representative frequency of 15 mHz [Gaherty and Dunn, 2007] and V = 1.25 Â 10 À5 m 3 mol
À1
. Color dotted lines include the effect of free melt [Hammond and Humphreys, 2000] . Arrows denote the following phase transitions: 1, plagioclase-spinel; 2, spinel-garnet. The DF03 is the model of Dunn and Forsyth [2003] at the ridge axis (East Pacific Rise) and associated uncertainties. The YFW2 and YFW6 are the velocity profiles of Yang et al. [2007] in the southern East Pacific Rises for plate ages of 2 and 6 Ma, respectively. The GD07 are envelopes containing values given by Gaherty and Dunn [2007] for oceanic lithospheres $5-10 Ma old. The SEPR model is that of Gu et al. [2005] for the southern East Pacific Rise. (d) Modeled isotropic Vp velocities beneath a MOR. Color lines as in Figure 3c . Values from seismological models PHB3 [Gaherty et al., 1999] and ATLP [Zhao and Helmberger, 1993] . Dotted lines include the effect of free melt f (plotted in Figure 3b ) on seismic velocities based on the results of Hammond and Humphreys [2000] . The two dotted lines in each solid curve represent the minimum (1.2% for Vp, 2.7% for Vs) and maximum (3.6% for Vp, 7.9% for Vs) velocity reductions calculated by Hammond and Humphreys [2000] for melt fractions 1%.
[39] At depths >150 km, all models agree relatively well. As previously found [Faul and Jackson, 2005] , an increase of the grain size with depth would reproduce seismic data satisfactorily at depths >100 km. At shallower depths, our results for an ideal MOR (including the decrease in Vs due to the presence of melt) have no realistic counterparts in most available seismological models, which commonly include the effect of a thin cooled lid above $50 km (e.g., YFW2, YFW6, and SEPR). The model of Dunn and Forsyth [2003] constitutes a relevant exception. By inverting short-period Love waves, these authors produced a structural model of shear wave velocity beneath the East Pacific rise from the Moho to $150 km depth. The resulting 1-D velocity profile at the ridge axis is plotted in Figure 3c (DF03). Within uncertainties, our ideal ridge model with a grain size of 2 mm is remarkably similar to the seismological model, although the latter does not show the velocity jump predicted at the plagioclasespinel phase transition (the deeper spinel-garnet phase transition is hardly noticeable in Vs). This discrepancy could be the result of at least three different factors: (1) the velocity of the ascending material beneath the ridge is high enough to make the two-phase region wider, thus diminishing the velocity contrast of the discontinuity [cf. Schubert et al., 2001 ] (see also section 4.3.1); (2) the amount of partial melting (depletion) experienced by the ascending material at the transition depth is large enough to remove most of the original Ca and Al from the solid residue (two highly incompatible elements), thus reducing considerably the amount of plagioclase and spinel that can be formed; and (3) the amount of melt present below the transition is somewhat higher than that above the transition and cancels out the velocity decrease. A combination of these is also plausible. Inasmuch as our method cannot account for dynamic effects, we are not able to discriminate between these potential factors. However, considering that the East Pacific Rise is a fast spreading ridge (>110 mm a À1 ), factors 1 and 2 are expected to occur to some extent beneath the ridge. The third factor is more uncertain, but the changes in volume and in the solidus slope associated with the phase transition [Asimow et al., 2001; Kushiro, 2001 ] could in principle cause this effect.
[40] When we compare our results for the ideal ridge with seismological models in young oceanic lithosphere, considerable differences emerge. Models YFW2, YFW6, and SEPR in Figure 3c are all representative of oceanic lithosphere $2-6 Ma old in the south East Pacific Rise. These models show that oceanic plates develop a high-velocity conductive lid after only a few Ma, a feature absent in our ideal ridge model. Also, a large decrease in shear velocity is observed at depths between 40-80 km. We discuss these features in more detail in the next section.
Application to the Oceanic Lithosphere
[41] Although there still is some debate as to which model better describes the thermal structure of ''normal'' oceanic lithosphere, its evolution is relatively simple and well understood. It is generally accepted that the oceanic lithosphere represents a cold thermal boundary layer above an approximately adiabatic mantle. However, some key questions regarding the structure of the oceanic upper mantle are still subject to controversy; foremost among these are the compositional layering of oceanic plates and their average degree of depletion, the origin of the ''steady-state'' thermal structure and seafloor topography, its buoyancy with respect to the underlying sublithospheric mantle, the importance of attenuation on seismic tomography interpretation, and the origin of the low velocity zone (LVZ). A number of recent papers addressed these topics individually using different approaches [e.g. . However, we anticipate that all these factors are intimately related, and thus an integrated study that link them in a consistent manner is desirable. This is the objective of the present section.
Geophysical Observables
[42] Our goal is to study the general features characterizing the normal evolution of the oceanic lithosphere. However, in order to make our model consistent with available geophysical information, we use real geophysical observables (free-air anomalies, geoid height, SHF, seismic velocities, and elevation) as constraints to the final model. Free-air anomalies, geoid height, and elevation are taken from Sandwell and Smith [1997] , EGM-96 model (properly filtered to avoid deep effects [Lemoine et al., 1998 ]), and ETOPO 2 [National Geophysical Data Center, 2001], respectively. The transect from which the observables are taken runs along $1500 km, perpendicular to the Mid-Atlantic ridge (Figure 4) , passing through oceanic crust 0 Ma to $90-95 Ma old [Mueller et al., 1997] . This particular transect is the same used by Afonso et al.
[2007] to study the density structure and buoyancy of oceanic plates. It is preferred over other possible transects for the following reasons: (1) the sedimentary cover is very thin (100 m) (e.g., D. L. Divins, http://www.ngdc.noaa.gov/mgg/sedthick/ sedthick.html); (2) effects of local hot-spot swells are minimal (although the Bermuda swell may cause a local increase in bathymetry of $200-300 m in the oldest part of the transect [Shahnas and Pysklywec, 2004] ); (3) large-scale dynamic topography is minimal [Steinberger et al., 2001] ; (4) the average half-spreading rate is small ($1.7 cm a À1 ); and (5) lateral variability of geophysical observables in the oldest parts is small. All of the above suggest that anomalous effects in this profile should be minimal. Due to the lack of detailed information regarding the crustal structure along the transect, a simple two-layer model crust 6.8-km thick was assumed. The upper layer is only present between x = 0 and x = 850 km, and is intended to represent a thin layer of sediments with an average density of 2220 kg m
À3
. The second layer represents the igneous part of the oceanic crust, with a surface density of 2950 kg m À3 .
[43] No reliable SHF data is available along the transect. Again, since we are interested in representative global SHF trends, this is not a serious hindrance for our model. We use therefore global SHF data [Stein and Stein, 1992; Pollack et al., 1993] as a constraint for attainable SHF values.
Petrological Model
[44] The compositional layering of the oceanic mantle is mostly inherited from the melt extraction experienced at the MOR. Niu [1997] presented the first quantitative melting model applied to abyssal peridotites. This model predicts the following:
(1) the relation between residual mineral modes and the extent of melting follows a quasi-linear trend, and (2) complex polybaric nature of decompression melting beneath a MOR, which cannot be reproduced experimentally. Niu [1999 Niu [ , 2004 further showed that his model is consistent with modal observations in abyssal peridotites as well as with decompression melting models. We adopt here the same melting model shown in Figures 3 and A1 with the empirical partition coefficients D i (F,P) of Niu [1997] to model the residual major-element composition of the oceanic mantle after melt extraction (see also Appendix A). We further assume a passive flow regime at the MOR. It should be noted that this approach is only valid for a spinel-bearing peridotite, and it needs to be modified when applied to a peridotite within the garnet stability field. When this is the case, we use the experimental results of Lesher and Baker [1997] and [Walter, 1998 ], corrected for the slightly different parent source adopted in this work. The resultant modal proportions as a function of melt extraction are shown in Figure 5 .
Results
[45] Figure 6 shows the fit to the observables and the thermal structure of the best fitting model obtained in this work. The resulting density structure is shown in Figure 7 . As expected, outputs in terms of temperature and density structures are similar to those obtained by Afonso et al. [2007] , who applied a similar methodology, but modeled explicitly only the first 300 km of the upper mantle. Thus, we will not discuss further the buoyancy and density structure of the oceanic plate, which are treated in detail in the above paper. Instead, we will focus on the resulting seismological structure of the oceanic lithosphere and underlying mantle, and its implications for the interpretation of tomographic studies and compositional models.
Phase Transitions
[46] Figure 8 shows Vp and Vs synthetic seismic structures of the oceanic upper mantle corresponding to the model in Figure 6 . One-dimensional velocity profiles extracted from the same model are shown in Figure 9 . It is apparent from Figures 8 and 9 that although both Vp and Vs ''see'' well the plagioclase-spinel solid-state phase transition, the spinelgarnet transition is only clearly visible in the Vp case (the same can bee seen in our ideal ridge model, Figure 3c ). The competing effects of temperature, pressure, and most importantly, modal composition tend to cancel each other across this phase transition, resulting in a relatively smooth Vs velocity profile (see also Figure 9 ). This result is consistent with the 1-D estimations of Stixrude and Lithgow-Bertelloni [2005a] , although the magnitude of the velocity jump in their model is slightly larger than in ours ( Figure 9 ). This discrepancy is most likely attributable to the different equilibrium modal assemblages and geotherms between those computed here and those of Figure  5a except for diamonds that now represent garnet. [47] Regarding the plagioclase-spinel transition, we note that a similar discontinuity has been inferred near a depth of 30 km in the Atlantic, not far from our modeled transect [Lizarralde et al., 2004] . It is tempting at first glance to associate this discontinuity with the plagioclase-spinel phase transition. However, although this hypothesis provides a plausible explanation for the discontinuity, uncertainties in the stability field of spinel precludes a definite conclusion. For instance, it is expected that both plagioclase and spinel coexist within a finite pressure interval in the oceanic lithosphere [Wood and Yuen, 1983] , which is not modeled well with our present database. A stability field for both phases would reduce the magnitude of the velocity drop at the depth corresponding to the exhaustion of one of the two phases. It follows that our predicted velocity jump (DVp $ 0.1 km s
À1
) is likely to be overestimated. In fact, the seismologically derived velocity jump (DVp $ 0.03 km s À1 ) is 70% smaller than our prediction. Nevertheless, a detectable signature associated with phase transitions in high-Al systems is expected in detailed Vp studies.
[48] Close to the ridge, where the plate is still thin and large temperature gradients exist, the exothermic character of the these phase transitions results in a conspicuous Z-shaped distortion of their equilibrium depths. This is illustrated in Figure 8 with the spinel-garnet transition (yellow dotted lines). The plagioclase-spinel phase transition should behave in a similar fashion, although its Clapeyron slope is more uncertain [Wood and Yuen, 1983; Stixrude and Lithgow-Bertelloni, 2005a] . The large drop in Vp at $70 km depth in the 20 Ma model (Figure 9a ) is due to the Z-shaped distortion of the spinel-garnet transition, and it would be only present at young ages. In principle, this Vp low is large enough (>2%, Figure 9a ) to be detected with Vp studies, but not with shear waves. However, the reduced vertical and lateral extension of this feature may complicate the task. Several seismic transects parallel to a slow spreading ridge (i.e., to avoid complications associated with reaction kinetics) would be necessary to test its existence. Such studies could also provide crucial information on the nature, transition depths, and sharpness of these phase transitions, all of which are important for the stability of oceanic lithosphere. For instance, if the spinel-garnet phase change occurs deep enough to be affected by dynamic processes such as small-scale convection and/or small thermo-chemical plumes, its exothermic nature and associated density change (0.8-1.0% [Afonso et al., 2007] ) could favor the thermal erosion of the plate through buoyancy enhancement [cf. Schubert et al., 2001; Zlotnik et al., submitted manuscript, 2008] . On the contrary, if the phase transition occurs well within the highly viscous part of the plate (i.e., shallow depths), its effect on the normal evolution of oceanic lithosphere may become unimportant.
Low-Velocity Zone and Attenuation
[49] A LVZ between $100 and 200 km depth develops in the oldest parts of the Vs synthetic seismic structure (when attenuation is considered), even though no free melt is included in the computations (Figure 8d ). This LVZ, in which absolute velocities and gradients are comparable to those obtained below ocean basins, simply results from the high temperatures and low pressures at these depths. This concurs with recent work [Faul and Jackson, 2005; Stixrude and Lithgow-Bertelloni, 2005a; Priestley and McKenzie, 2006] suggesting that subsolidus processes alone (i.e., anharmonicity and anelasticity) are enough to explain the reduction of seismic velocities at the base of the lithosphere. Since a LVZ at the base of oceanic plates is an invariable feature of our models, which are constrained by other geophysical observables as well, it seems that the concept of the LVZ resulting simply from the effect of temperature on the meltfree solid aggregate is robust. Although there is some evidence that points to the presence of hydrous melts in the LVZ [Mierdel et al., 2007] , our results suggest that this cannot be the main cause of velocity reduction (i.e., melt fractions should have to be 0.5%), at least below ocean basins.
[50] An important observation drawn from Figures 8 and 9 is the strong influence that anelastic attenuation has in the final velocity structures, particularly in the Vs case. We find that the inclusion of attenuation at T > 900°C is essential to obtain velocity gradients and magnitudes comparable to those observed in seismic studies (Figures 8d and 9b ; compare also Figure 8d with that of Ritzwoller et al. [2004] ). This also affects the feasibility of identifying compositional heterogeneities in the upper mantle by means of Vp/ Vs. For instance, seismological models used to this purpose commonly assume a constant Q throughout the entire studied section. Considering the Vp/Vs resulting from Figures 8b and 8d , the assumption of a constant Q s of 55 (representative of active regions) results in errors of > + 1 and À1.7% in the retrieved Vp/Vs above and below the 1000°C isotherm, respectively. Similarly, a Q s of 100 results in errors of >+0.5 and À2.0% above and below the same isotherm. The magnitude of these Vp/Vs variations are comparable to (or larger) those produced by typical compositional changes within the lithospheric mantle (1.4%, own calculation). A complete treatment of this topic is beyond the scope of this paper, but a thorough assessment will be published elsewhere (J. C. Afonso et al., manuscript in preparation, 2008) .
[51] Attenuation effects in the above figures were computed as explained in section 3.5 for a uniform grain size d = 3 mm. The activation volume assumed in our computations (1.25 Â 10 À5 m 3 mol À1 ) is similar to that given by Faul and Jackson [2005] (1.2 Â 10 À5 m 3 mol À1 ), which is well within experimental values (closer to the lower limit) given for dislocation creep [Hirth and Kohlstedt, 2003] . Our preferred value gives a relatively good fit to the velocity gradients and absolute magnitudes in the quasi-adiabatic part of the mantle. It is also similar to the preferred value reported by Hirth and Kohlstedt [2003] , and gives a simultaneous fit for Q s that is roughly consistent with estimates from seismic studies (Figure 10 ), although significant differences can be found locally [e.g., Yang et al., 2007] . Unfortunately, experimental uncertainties associated with measurements of V in olivine are still large, and prevent the use of V as a strong constraint on the model.
[52] As a final caveat we note that quantitative comparisons between our synthetic seismic structure in the vicinity of the ridge and those seismically derived in fast spreading ridges (e.g., East Pacific Rise) is not applicable. The oceanic model obtained in this study is based on the fitting of geophysical observables representative of a slow spreading ridge (i.e., Mid-Atlantic ridge). Consequently, model sub-Moho temperatures are low along the entire profile, even when the plate is <10 Ma (Figure 6 ). Nonetheless, if we increase the temperature close to the ridge to values closer to those estimated in the vicinity of the East Pacific Rise (adiabatic mantle 50°C hotter and sub-Moho temperatures of $600-700°C [Dunn et al., 2000] ), then our predictions become comparable to seismological models (6HOT and YFW6 in Figure 9b ). Remaining discrepancies probably can be attributed to differences in depletion and the presence of melt [e.g., Yang et al., 2007] .
Application to the Cratonic Lithosphere
[53] The Archean SCLM is one of the most well studied lithospheric domains. Three prominent features of Archean cratons are as follows: (1) fast seismic anomalies in the upper 250-350 km depth range [Ritsema and van Heijst, 2000; Gung et al., 2003; Ritsema et al., 2004] , (2) highly depleted compositions [Boyd, 1989; Boyd et al., 1997; O'Reilly et al., 2001; Griffin and O'Reilly, 2007] , and (3) low SHF [Pollack et al., 1993; Artemieva and Mooney, 2001; Artemieva, 2006] . These observations are consistent to the first order with a ''cratonic tectosphere'' model [Jordan, 1978] , in which Archean domains represent cold, highly depleted residues from multiple partial melting Figure 8 . Seismological models ak135 [Kennett et al., 1995] , PA5 [Gaherty et al., 1999] , and ATLP [Zhao and Helmberger, 1993] are shown for comparison. Both PA5 and ATLP models are representative of OL $100 Ma old. In the PA5 case we show the average of the horizontal and vertical components. The ATLP is a PH model (PH models are faster than PV models). SLB05 is the mineral physics model of Stixrude and Lithgow-Bertelloni [2005a] for OL 100 Ma old (with attenuation). Arrows denote the following phase transitions: 1, plagioclase-spinel; 2, 3, and 4, spinel-garnet. Arrows 3 and 4 correspond to the multiple spinel-garnet transitions shown in Figure 8 . (b) Predicted Vs velocity profiles from our model; attenuation, ages, and arrows as in Figure 9a . Seismological models ak135, PA5, YFW6, and NF89 [Nishimura and Forsyth, 1989] are also shown. The green envelope contains values given by Gaherty and Dunn [2007] for OL 15-20 Ma old. YFW6 as in Figure 3c ; 6HOT is the ''hot'' equivalent of our oceanic model for a plate $6 Ma old in a fast spreading ridge environment (see text). 2007GC001834 events. There are, however, at least two key points that remain controversial with this view. First, the spatial distribution of the high depletion signature observed in mantle samples, and the extent to which metasomatic events modified it, are poorly constrained. The weak correlation between longwavelength geoid anomalies and cratons suggest that the tectosphere is close to be isopycnic at all depths (i.e., thermal and compositional effects cancel each other out [Shapiro et al., 1999] ), but as shown by a number of authors, this condition is hard to reconcile with results from xenolith data, melting experiments, and numerical models [e.g., Kelly et al., 2003; King, 2005; Schutt and Lesher, 2006] . For instance, typical density differences relative to the convecting mantle from Archean xenoliths (1.5-3%) are usually higher than those required by the isopycnic hypothesis ($1-2%) at depths <160 km [e.g., Boyd, 1989; Boyd et al., 1997; Griffin et al., 1999b; O'Reilly et al., 2001; Mooney and Vidale, 2003, and references therein] . Second, ''representative'' compositions for Archean domains as estimated from xenoliths seem to be too buoyant to satisfy isostasy and geoid constraints [e.g., Mooney and Vidale, 2003 ], but too fertile to fit the high seismic velocities observed at depths <80 km in a number of cratons [e.g., Yliniemia et al., 2004; Deen et al., 2006; Kobussen et al., 2006] .
Geochemistry Geophysics
[54] King [2005] has recently proposed a model for a cratonic keel that attempts to reconcile petrological and geophysical evidence. In this model, the cratonic keel is composed of two boundary layers: (1) a compositional boundary layer, extending to depths of $175 km, and characterized by being highly depleted with respect to PUM; and (2) a more fertile (but still more depleted than PUM) thermal boundary layer that extends to depths of $250-300 km, corresponding to the seismological keel inferred from seismic studies [see King, 2005 , Figure 6 ]. In principle, this hypothesis should also be compatible with geoid observations, since the positive density anomaly from the thermal boundary layer is offset by the compositional boundary layer above. A somewhat similar vertical stratification can be identified in regions where a large number of mantle samples from different depths is available [e.g., O'Reilly and (see below).
[55] Although this keel model seems to be in better agreement with both petrological and geophysical evidence, it has not been quantitatively modeled so far. We perform a series of experiments using synthetic models to address the problems listed above.
Uniform Models
[56] Figure 11a shows the thermal and compositional structures of the synthetic model and its predictions of SHF, geoid height, and elevation. The model consists of a 3000 km long profile in which a central Archean domain (Archon) is surrounded by ''typical'' Phanerozoic domains (Tectons). The mantle density distribution of the latter is roughly representative of both mature oceanic and young continental domains. In order to isolate subcrustal effects, we include a homogenous two-layer crust with constant thicknesses of 18 and 21 km, respectively. Its mean radiogenic heat production is set to 0.67 mW m À3 , in agreement with estimations for continental crust in Archean domains [Jaupart and Mareschal, 2005] . This will bring the calculated SHF in the surrounding Tecton domains closer to the lower end of observations (see below). The elevation is set at 400 m, consistent with the global average for cratons. The compositions assumed for the lithospheric domains correspond to those listed in the first columns of Archons (Aver. Archon Gnt. SCLM) and Tectons (Aver. Tecton Gnt. SCLM) . The Q s trend obtained from our ocean model lies in between these two extremes. Radial models QR19 [Romanowicz, 1995] , QMU3b [Selby and Woodhouse, 2002] , and QL6 [Durek and Ekström, 1996] are also shown. 2007GC001834 in Table 1 , which are commonly assumed as representative averages. The thermal thicknesses are chosen to be consistent with estimates from seismological and thermal studies [e.g., Artemieva and Mooney, 2001; Artemieva, 2006; Priestley and McKenzie, 2006] .
Geochemistry Geophysics
[57] For this particular setup, our model predicts elevations (>2 km) and geoid anomalies (>100 m) that are in marked disagreement with observations. This suggests that either the thermal structure or the assumed composition is incorrect. Alternatively, some combination of these effects is also possible. [Shapiro et al., 1999] . Red rectangles in SHF are tight estimates for these domains based on regressions of global data (the height of the rectangle denotes possible ranges); red bars indicate the actual variability of the global data [Artemieva and Mooney, 2001] . On the other hand, SHF values lie between commonly observed bounds for Phanerozoic and Archean domains, implying that the thermal structure may be, to the first order, correct. However, since (1) a large part of the SHF in continents is controlled by the distribution of radioactive heat production elements within the crust [Jaupart and Mareschal, 2005] and (2) the shallow thermal structure is not particularly sensitive to variations in LAB depth if the latter is located at depths >150-160 km, we anticipate that SHF cannot be taken as a cogent constraint.
[58] To test the model's sensitivity to variations in lithospheric thermal thickness we run an experiment with the same compositions, but increasing the thermal thickness of the Archean domain by 100 km (green dotted line in Figure 11a ). Surprisingly, the resulting elevation is slightly higher than in the previous example. This result is at odds with other common methods to calculate absolute elevation of lithospheric sections, which yield a linear relation between the elevation and the thermal thickness of the lithosphere [see, e.g., Lachenbruch and Morgan, 1990; Zeyen and Fernàndez, 1994] . These models assume that the lithospheric mantle density varies only with temperature and no compositional differences are included. Furthermore, lithospheric columns rest on a fluid asthenosphere with uniform density everywhere (3200 kg m À3 ). These assumptions force a linear relationship between lithospheric thermal thickness and elevation [Lachenbruch and Morgan, 1990] , and therefore, the thicker the lithospheric mantle becomes, the greater the subsidence that the column experiences. In contrast, in our model the column reaches isostatic equilibrium at the base of the numerical domain ($410-km discontinuity), and consequently, the sublithospheric mantle (PUM) takes part in the isostatic balance. This implies that when the thermal lithosphere is thinned, two separate and opposite effects take place: (1) the density of the lithospheric mantle is reduced (by thermal expansion), exerting a positive contribution to the elevation; and (2) the average density of the whole column is increased by replacing lithospheric material with PUM (denser) material, exerting a negative contribution to the final elevation. The results in Figure 11a show that, for the assumed Archean composition, these effects almost cancel each other out, although the former is slightly greater. It follows that there is a net (but small) increase in elevation with lithospheric thickening (a similar trend is observed in the geoid anomaly). As envisaged, the SHF does not change significantly ($5 mW m À2 after increasing the LAB depth by 100 km).
Layered Models
[59] It is apparent therefore that the assumed composition is too buoyant (i.e., too depleted) to be representative of the whole section, or its depth distribution is incorrect. However, as discussed above, less depleted compositions are hard to reconcile with both seismic evidence and detailed xenolith studies. There are several possible reasons why published estimates for the composition of Archean SCLM (as those used in our experiment) fail to satisfy the geophysical observables:
[60] 1. Most studies of cratonic xenolith suites have been focused on garnet-bearing peridotites, for which P-T estimates can be made. However, recognition of widespread metasomatic refertilization in peridotite xenoliths and orogenic peridotite massifs [Simon et al., 2004; Beyer et al., 2006; Griffin and O'Reilly, 2007, and references therein] suggests that these garnet-bearing samples represent metasomatised rocks, and that primitive Archean SCLM is much more depleted.
[61] 2. Estimates of SCLM composition based on garnet xenocrysts can only sample the less depleted (and probably metasomatised) portions of the deeper SCLM, and can provide no information on the composition of shallower SCLM (depths of 40-90 km). Few analyzed xenoliths provide constraints on this depth range. Estimates of olivine Mg# in the cratonic SCLM [Griffin et al., 2004; O'Reilly and Griffin, 2006] commonly show increasing Mg# with decreasing depth, which suggests that shallower SCLM is significantly more depleted than the range sampled by most xenolith/ xenocryst suites.
[62] 3. The high opx/olivine ratio of most estimated Archean SCLM compositions is strongly biased toward the composition of peridotite xenoliths from the SW part of the Kaapvaal craton; this is not a representative feature of cratons worldwide. The algorithms of Griffin et al. [1999b] for deriving Archean SCLM compositions from garnets also are strongly biased by the Kaapvaal xenolith suite, and thus propagate high opx/olivine ratios to estimates of SCLM composition in other areas.
[63] Griffin and O'Reilly [2007] have argued that a more realistic mean composition for the ''pristine'' Archean SCLM can be based on less metasomatised samples, including the depleted protoliths of peridotite massifs in western Norway [Beyer et al., 2006] and Lherz [Le Roux et al., 2007] and suites of Archean xenoliths from Greenland [Hanghøj et al., 2001] . This estimate (Table 1) is essentially a dunite/harzburgite, with high Mg# and a low opx/ olivine ratio.
[64] It therefore seems probable that the typical Archean lithospheric mantle, especially at shallow levels, is more highly depleted than most estimates based on xenolith samples, and that it becomes more fertile with depth. On the basis of this hypothesis, we tested different vertical stratifications that would be compatible with both geophysical and petrological evidence. Figure 11b shows one of our preferred models and its predictions of SHF, elevation, and geoid anomaly. Its density structure and predicted velocity anomalies are shown in Figure 12 . The model includes (1) a highly depleted (dunitic/harzburgitic) layer that extends from the Moho to a depth of 160 km, (2) a less depleted (refertilized?) layer extending from 160 to 250 km depth, and (3) a compositional buffer layer extending from 250 to 280 km depth with a composition only slightly more depleted than the underlying PUM. The first layer represents the ''pristine'' most depleted layer as estimated from xenoliths and peridotite massifs [Griffin and O'Reilly, 2007, Table 1 ]. In detail, according to estimates of olivine Mg# in SCLM, the composition of this upper layer is also expected to vary with depth (see above). The intermediate layer represents a more fertile domain, yet more depleted than the PUM, consistent with observations from the Kaapvaal and Slave cratons [e.g., Boyd et al., 1999; Griffin et al., 1999a] . The lowermost layer attempts to mimic a melt-related metasomatised layer [see, e.g., O'Reilly and Griffin, 2006, and references therein] at the bottom of the lithosphere (LAB). Absolute elevations vary between 350 and 550 m, well within the global average. Geoid anomalies (relative to the off-craton domains) are $À20 m, comparable to those estimated by Shapiro et al. [1999] over platforms and shields. Predicted SHF values are also in agreement with reported measurements in cratons [Jaupart and Mareschal, 2005; Artemieva, 2006] . Seismic velocity anomalies shown in Figure 12 resemble very closely those from tomography studies below cratons, particularly for the cases of the Siberian craton, Baltic shield, and Canadian shield [Ritsema and van Heijst, 2000; Röhm et al., 2000; Ritsema et al., 2004] . Interestingly, Vp and Vs velocities at 50-80 km depth reach values of 8.30-8.35 and 4.78-4.75 km s À1 (Figure 13 ), consistent with the high velocities measured in these regions, but still significantly lower than those recorded in the Fennoscandian shield and the Siberian craton (>8.7-8.8 km s À1 [Yliniemia et al., 2004; Kobussen et al., 2006] ). Although anisotropy is likely to be an important effect in these regions, cross-cutting profiles suggest that these velocities have a significant isotropic component. Introducing shallow and thin layers with dunitic compositions (olivine Mg# $94-94.5) in our models yields isotropic Pn velocities of the order of 8.5 km s À1 , without shifting the observables outside the expected limits. However, reaching isotropic Vp values of 8.7 km s À1 requires temperatures far too low for being realistic. We conclude that cold dunitic rocks alone cannot explain the anomalously high velocities recorded in the Fennoscandian shield and the Siberian craton. Either an anisotropic signal of at least 3.5% or the presence of eclogitic material at shallow depths is necessary to fit the observed velocities.
[66] Another illustration of the added-value of our method follows from a comparison of the velocity profiles shown in Figure 13 . It can be seen that the shapes of the Vp and Vs profiles predicted by the uniform and layered models are almost identical, suggesting that the compositional stratification would not be recoverable by seismic methods alone. Moreover, using typical (anharmonic) temperature derivatives from the literature (@Vp/@T $À0.00044 km s
À1°CÀ1
; @Vs/@T $À0.00033 km s À1°CÀ1 Lee, 2003] ), the predicted difference in absolute velocities between these two models at depths <140 km (i.e., where anelasticity is unimportant) would require temperature differences of 150-200°C, while the real DT , T o = 50 s. Seismological models in cratonic areas SATZ [Zhao et al., 1999] and GNEM [Ryberg et al., 1997] are shown for comparison. Global models ''smooth'' PREM (sPREM) and ak135 are also shown. (b) Predicted Vs velocity profiles from the same model. Seismological models in cratonic areas KA1 [Freybourger et al., 2001] and D05-D05m (FRB-YMBN from Darbyshire [2005] ) are shown for comparison. The dashed blue lines (Archon_1) are predictions from the uniform Archon model (Figures 11 and 12 ). Attenuation effects as in Figure 13a . in this case is only 100°C (Figure 11 ). It follows that compositional differences can affect temperature estimations from seismic studies by as much as 100°C.
[67] Although beyond the scope of this paper, we note that a LVZ is somewhat apparent in the Archean when considering the high velocities of the shallow lithosphere and deep sublithospheric mantle (Figure 13b ). The decrease in Vs with depth is 2.3% in the first 200 km, reaching $3.0% at 280 km depth. The Vp profile, however, shows a monotonous increase in velocity with depth ( Figure 13a) . The Vs velocity distribution depicted in Figure 13b is comparable to those obtained in seismological studies in some stable areas [see Thybo, 2006 , and references therein], which raises the question of the importance of melts and/or fluids for generating a detectable LVZ in continental areas.
[68] Finally, we note that in the case of Archean domains, more than 40% of the lithospheric mantle has temperatures >900°C (refer to Figure 11) , and therefore any attempt to identify possible compositional variations from seismic studies must include a reliable attenuation model.
Conclusions
[69] We have presented a combined and self-consistent geophysical-petrological methodology to study the thermal, compositional, density, and seismological structure of the lithospheric-sublithospheric upper mantle. The methodology has been incorporated into a finite-element code (LitMod) that allows the generation of integrated 2-D forward models from the surface down to the 410-km discontinuity. Different geophysical observables (i.e., gravity anomalies, surface heat flow, geoid height, elevation, and seismic velocities) are simultaneously fitted, thus reducing the uncertainties associated with the modeling of these observables alone or in pairs, as typically done in geophysical modeling. This provides a better control on possible compositional and thermal fields, since these observables are differentially sensitive to the spatial distribution of these fields.
[70] We have applied this methodology to both oceanic and continental lithospheric domains. Our results can be summarized as follows:
[71] 1. Mature oceanic plates with thermal thicknesses of 105 ± 5 km are consistent with available geophysical and petrological data. The existence of phase transitions within oceanic plates depends on its major-element compositional structure, and therefore on the petrological processes occurring at the MOR. Detailed Vp studies could provide information on their nature and transition depths, which carry important implications for the evolution and stability of the oceanic lithosphere.
[72] 2. The development of a subsolidus LVZ between $100-200 km depth is an invariable feature of our oceanic models, which are constrained by other geophysical and petrological observables as well. No free melt effects are needed to reproduce the absolute velocities and gradients observed in ocean basins, suggesting that the main cause for the velocity reduction in the LVZ beneath oceans is of thermal origin.
[73] 3. The strong temperature dependence of anelastic attenuation in mantle aggregates at temperatures >900 -1000°C and uncertainties in both experimental parameters and thermal fields make the identification of compositional variations in the lower lithospheric-sublithospheric mantle unreliable when using seismic data only (e.g., from Vp/Vs ratios). More experimental data and integrated modeling techniques are needed to provide reliable constraints on compositional heterogeneities.
[74] 4. Modeling of a typical Archean craton and its surrounding Tecton domains shows that accepted mantle compositions and thermal structures for Tectons are compatible with geophysical observables. However, successful modeling of the Archon block requires a lithospheric keel that differs in structure and composition from commonly accepted models based on xenolith suites. Geophysical and petrological observations can be explained by a keel model that consists of a highly depleted dunite/harzburgite (Mg# > 93; low opx/olivine) to depths of ca 160 km, underlain by more fertile (approximately isopycnic) compositions down to ca 280-300 km.
Appendix A A1. Density of Silicate Melts
[75] The density of silicate melts as a function of pressure, temperature, and composition can be obtained in a way similar to that used in section 3.2 for solid phases [e.g., Lange and Charmichael, 1987; Cella and Rapolla, 1997] . The method presented by Lange and Charmichael [1987] is adopted here. In this model, the isothermal bulk modulus of the silicate melt K T depends on melt composition and compressibility as
where X i is the mole fraction of the constituent oxides and b i,T is the isothermal compressibility of the respective oxides at a given T. b i,T is obtained from
where Tr is a reference temperature. Experimental values for all relevant parameters (including molar volumes from which r 0(T, 0) is obtained) and their temperature derivatives are taken from Lange and Charmichael [1987] . In lieu of reliable experimental results, we assume here K 0(T, 0) 0 = 4 for silicate melts. The density of the melt is calculated substituting the above parameters in equation (3).
A2. Total Amount of Partial Melting
[76] Partial melting experiments on natural mantle peridotites have provided important constraints on the total amount of partial melting that can be produced at certain P-T conditions [cf. Kushiro, 2001] . Together with formal thermodynamic relations, this information can be used to constraint the total amount of partial melting necessary to generate a ''standard'' oceanic crust $6-7 km thick [e.g., Klein and Langmuir, 1987; McKenzie and Bickle, 1988; Asimow et al., 2001 Asimow et al., , 2004 Kushiro, 2001; Presnall et al., 2002] . Klein and Langmuir [1987] were among the first to define a formalism for the relationship between F and the thickness of oceanic crust, h c , at the ridge. Defining the pressure of intersection of the solidus as P o and the pressure at which melting stops as P f , then the total amount of melt F present within a unit column is
The mean fraction of melting F is
In general, the function F(P) will be a complex function of P (depth). However, it can always be approximated, within a finite pressure interval n, with a constant slope g n = (dF/dP) S (the productivity function [Langmuir et al., 1992; Phipps Morgan, 2001] ) given by
where T s is the solidus temperature, a the CTE, c p the heat capacity, and H m the heat of fusion (or latent heat of melting). For commonly accepted values of these variables, average g values range between 10 and 20% per GPa of pressure release [see, e.g., Langmuir et al., 1992] . The amount of melt present at any pressure P x is given by the sum of g n (P nÀ1 À P n ) for all relevant n, where P n becomes P x in the last pressure interval and P nÀ1 is P o in the first pressure interval. Equation (A3) thus becomes
or, using equation (A4)
Note that in equation (A6) the productivity function g has units of P À1 (i.e., melt produced per unit of pressure release). Thus, F is given in units of P (e.g., GPa). Assuming that the total amount of melt produced in each increment of spreading is segregated to form the oceanic crust, then equations (A3) and (A6) give the crustal thickness h c (strictly, the weight of a melt column of height h c [Klein and Langmuir, 1987; Langmuir et al., 1992] ) as
Taking pressure in GPa, densities in kg m À3 , and F in %, a good approximation of h c in km is
For example, for typical values of [Asimow et al., 1999 [Asimow et al., , 2001 ] F $7.2%, P o $2.75 GPa, P f $ 0.2 GPa, and r c = 2880 kg m
À3
, equation (A9) gives h c $ 6.5 km.
[77] Hence, values of F > than about 10% (F > 25%) are considered to be inconsistent with the normal amount of crust produced, except of course at sites of active upwellings, where the crust can reach anomalous thicknesses. Figure A1 shows a summary of the results presented by Asimow et al. [1999 Asimow et al. [ , 2001 for both batch and fractional melting models. The widely used quasi-linear model (i.e., with constant g, hereafter QL) is also included in Figure A1 [Langmuir et al., 1992; Turcotte and Phipps Morgan, 1992] . The preferred nonlinear model used in this work is shown with solid bold lines. It corresponds to a peridotite solidus with approximately 180-190 ppm H 2 O in the source [Hirth and Kohlstedt, 1996; Asimow et al., 2004] . It is important to note here that, although the form of g might vary from one work to another, the product of (P o À P f ) and F should be comparable in all cases.
A3. Depth Distribution of Melt
[78] Due to the high compressibility of melts, significant amounts of melt within a MOR column can affect its final average density to a considerable extent. For example, 22% partial melting at 10 km would reduce the density of mantle material by $3.4% (including chemical depletion of the solid phase), while the same amount of partial melting at 80 km would only reduce the density by $1.8%. Fortunately, both theoretical and experimental considerations indicate that the actual amount of melt retained within a MOR column (i.e., porosity) is small [Spiegelman and Kelemen, 2003] , making its effect on density changes less important. Since the form of the melt productivity function affects both the porosity and the composition of the solid residue, the melting model in Figure A1 can be used as a proxy for modeling the actual melt distribution with depth. The actual amount and depth distribution of the retained melt beneath a MOR are still under debate, but trace-element and U-series disequilibrium modeling indicate maximum retained melt fractions of $1% [e.g., Spiegelman and Kelemen, 2003, and references therein] . In accordance with these studies, a maximum retained melt fraction of 1% is assumed here at the top of the mantle column, and is varied linearly with depth until it reaches a value of 0.5% at the point where g experiences a drastic slope change (at 1.25 GPa). Below this point the melt fraction decreases linearly again until the bottom of the melting regime, where it becomes zero.
A4. Chemical Variation of Both Solid and Melt Phases Due to Partial Melting
[79] The final chemical composition of a solidliquid system is basically determined by three parameters: the initial concentration of the element or component in the system°C, the bulk distribution coefficient D, and the fraction of liquid F. To a first-order approximation, the composition of the solid residue can be estimated as [Langmuir et al., 1992] where x i o is the concentration of the ith oxide in the original source (in wt %) and D i is its bulk partition coefficient. The composition of the melt is of less importance here because its final density does not Figure A1 . Degree of partial melting with depth for different melting models. The two dotted and two dashdotted curves are isentropic melting models for fractional melting and batch melting at two different P o , respectively [from Asimow et al., 1999 Asimow et al., , 2001 . The dashed line is the model of Turcotte and Phipps Morgan [1992] . The solid line is our preferred model. F1 and F2 are two linear functions used in the numerical implementation of the average nonlinear model. Pressure in these functions is in GPa. Other relevant parameters are listed in the right bottom corner. change dramatically for a normal range of MORB compositions (both accumulated fractional and batch melting result in similar melt compositions [Langmuir et al., 1992] ). Here is estimated from a simple mass balance constraint as
Empirical partition coefficients D i (F,P) adequate for a MOR environment are taken from Niu [1997] .
Although it is acknowledged that this simple model is not appropriate for modeling trace element systematics or detailed MORB compositions, differences with more sophisticated models in terms of residual modal compositions and melt densities are unimportant. 
assuming a basal temperature of 1520°C at 400 km depth. In regions where there is no partial melting (H m = 0), equation (A12) becomes the common expression for the mantle adiabatic gradient (aT/rc p ). The variation of the coefficient of thermal expansion with P, T, and composition is also included in our computations following Afonso et al. [2005] . Parameters used to solve equation (A12) are as follows [Phipps Morgan, 2001 ]: (dT s /dP) F = 130°C GPa À1 ; (dT s /dF) P = 250°C; c p = 1200 J kg À1°CÀ1 ; H m /c p = 550°C.
[81] The plagioclase-spinel and spinel-garnet phase transitions reduce the temperature of a mantle parcel ascending beneath a MOR. However, as Phipps Morgan [2001] pointed out, this effect is very minor ($5-10°C) and can be ignored in our calculation.
[82] The combined effects of shallow hydrothermal circulation and conductive cooling in the first 10 km depth are subject to larger (and unquantifiable) uncertainties and thus they are not explicitly modeled. Instead, they are simulated by adjusting the temperature gradient in this region to give a final SHF of 250 -300 mW m À2 . Figure A2 shows the final temperature profile beneath a MOR together with solidus estimations for various water contents in the source.
Appendix B
[83] There is no perfect compensation level in the Earth's mantle; temperature and pressure disturbances associated with convective flow prevent its existence. However, it can be shown that in a mantle-like fluid, surface topography is primarily controlled by temperature (density) variations in the vicinity of the upper thermal boundary layer (i.e., lithosphere) and is relatively insensitive to thermal (density) anomalies below a certain critical isotherm [Parsons and Daly, 1983] . This critical isotherm, which should coincide roughly with the isotherm that defines the base of the lithosphere, seems to separate two domains. The upper domain is viscous enough to support internal loads, either thermal or compositional, over geologic timescales. In other words, large horizontal pressure gradients can exist within this domain and its internal density distribution will dominate the topographic signature. The lower domain, on the other hand, is less viscous, and even small pressure gradients tend to be relaxed rapidly through fluid flow (e.g., small-scale convection). If the dynamic effect of flow on surface topography is neglected (a second-order effect over distances of a few 1000 km, except over large plumes or downwellings [Parsons and Daly, 1983; Marquart and Schmeling, 1989; Lithgow-Bertelloni and Silver, 1998 ]), then the compensation level can be put at any depth below the critical isotherm. In our isostatic balance, the thermal gradient in the sublithospheric mantle does not include thermal perturbations that could arise from convection, which means that dynamic loads are implicitly ignored.
[84] Besides the isobaric condition used in our isostatic balance, it is also desirable for modeling purposes that temperature does not vary significantly along the compensation level. In this context, since lateral pressure variations within the Earth's mantle are thought to be small, the topography of discontinuities provides information on lateral variations in temperature. In principle, if the discontinuities are produced by phase changes, smooth topographies should correspond to small temperature contrasts. Global seismic studies have revealed variations of up to ±20-30 km in the topography of the 410-km mantle discontinuity [e.g., Flanagan and Shearer, 1999; Chambers et al., 2005 , and references therein]. These figures decrease to $50% at more regional scales (1500 km) [Fee and Dueker, 2004; Chambers et al., 2005; Suetsugu et al., 2007] . Using a Clapeyron slope of +4.0 MPa K À1 for the aÀ to b-olivine (wadsleyite) phase change [Katsura et al., 2004] , regional variations in temperature along the transition zone should be restricted to values ±125 K, even close to hotspots and some subduction zones [Fee and Dueker, 2004; Suetsugu et al., 2007] . However, these estimates need to be taken with caution. As [Chambers et al., 2005] and [Katsura et al., 2004] pointed out, it is not clear as to what extent compositional and temperature variations combine to produce the observed topography of the 410-km discontinuity at short wavelengths. Since our model assumes a constant composition (PUM) in the sublithospheric mantle, as well as an adiabatic gradient, modeling results are strictly valid where long-wavelength dynamic effects and/or short-wavelength lithospheric loads are absent (see above). However, if these effects can be estimated by other means (e.g., seismic tomography), they can be used to correct the input/outputs of LitMod [Afonso, 2006] .
