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Abstract
The increasing availability of different types of sensors at progressively lower costs is al-
lowing the improvement of many solutions involving automatic people detection, and it is
also creating newer demands. In this work we propose to study and improve techniques of
automatic people-flow counting using depth images, focusing on solutions to implement
the algorithms on compact, low-power, embedded processors. The hardware we used con-
sists of a Kinect sensor and a Raspberry Pi 3 for processing. The experiments initially
involved offline simulations, followed by tests in real case scenarios, using three different
installations.
Keywords: people counting; depth images; embedded processing.
Resumo
A crescente disponibilidade de diferentes tipos de sensores, a custos progressivamente
menores, tem permitido a melhoria de diversas soluções envolvendo a detecção automática
de pessoas, além de criar novas demandas. Este trabalho propõe o estudo e a melhoria de
técnicas de contagem automática de fluxo de pessoas usando imagens de profundidade,
com ênfase em soluções para a implementação dos algoritmos em processadores embar-
cados, compactos e de baixo custo. O hardware utilizado consiste de um sensor Kinect e
de um Raspberry Pi 3 para o processamento. Inicialmente os experimentos envolveram
simulações offline, seguidas de testes em cenários reais, usando três instalações diferentes.
Palavras-chave: contagem de pessoas; imagens de profundidade; processamento embar-
cado.
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1 Introduction
1.1 Motivation and objectives
The increasing availability of different types of sensors at progressively lower costs
is allowing the improvement of many solutions involving automatic people detection, and
it is also creating newer demands. Applications include surveillance, security, person-count
estimation in public spaces and retail analysis. The types of sensors often used range from
simple infrared beam cut detectors to more sophisticated sensors such as RGB and depth
cameras.
Depth sensors, in particular, have gained significant popularity since this technol-
ogy started being incorporated into video games. Popular brands include Microsoft Kinect,
ASUS Xtion, Structure Sensor, Intel RealSense and Leap Motion, with an ever-increasing
number of models at affordable prices.
Along with the development of sensors, we note as well significant advances in tech-
nologies for embedded processing. Popular solutions range from simple microcontrollers,
such as the ESP8266 and the Arduino family, to systems on a chip (SoC) which integrate
all the functions of a computer, such as the Raspberry Pi family, the Cubieboard, the
ODROID and the NVIDIA Jetson.
The current work was sponsored by Tecsinapse, which is an IT company based in
Brazil that has a strong focus in providing solutions for retail sellers, and has lately been
trying to diversify its operations by investing in applied research. The strong commer-
cial interest, along with the latest advances in sensor technology and processing power,
constitute the motivational basis of this project.
In this context, we proposed to study and improve techniques of automatic people-
flow counting using depth images, focusing on solutions to implement the algorithms on
compact, low-power, embedded processors. In particular, we experimented with a Mi-
crosoft Kinect 360 depth sensor and a Raspberry Pi 3, with the goal of having a compact
and discreet system that operates in real time. For the purposes of commercial applica-
tions, we expected to be able to achieve an accuracy of at least 95%.
The main contribution of this work is the design of a people-flow counting system
that is affordable, accurate and simple to operate; it does not require any calibration, and
the only parameters that need to be adjusted are the height of the camera (for which we
have also proposed a method to automate) and the entrance/exit zones, which depend on
the characteristics of each installation. Other contributions include:
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∙ an interpolation algorithm, that estimates the values of pixels with unknown depth
values (Section 2.4.1.4);
∙ a technique for identifying heads of people in a top-view depth image, based on
filtered regional maxima (Section 2.4.2);
∙ a method for automatically estimating the height of the depth camera, relative to
the ground, using only its own images as input (Section 2.6);
∙ a method to quickly label events in a depth video segment by representing the video
with a single image that summarizes it (Section 2.8.1);
∙ a study about the effects of the frame rate on the performance of the algorithm
(Sections 3.2.1.2 and 3.2.1.3).
This document is organized as follows: in Section 1.2 we present a bibliographic
review of the literature on the subject; Chapter 2 presents the methodology of the work,
including hardware specifications, theoretical premises, detailed descriptions of the algo-
rithms and evaluation methodologies; in Chapter 3, we present the experiments that were
performed, the results that were obtained and the discussions about those results; and in
Chapter 3.4 we present further discussions and draw some conclusions.
1.2 Bibliographic review
Many techniques have been proposed for solving problems related to automatic
people counting. They can be classified into two main categories: static people counting,
which consists in determining the number (and possibly location) of people in a scene in
a given instant, either by analyzing a single frame or a video sequence; and people-flow
counting, which consists in determining not only the number of people in a scene but also
the direction of movement of each person.
In Yang et al. (2003), a network of RGB cameras was used to estimate the number
of people in a room, by intersecting projections from each camera, without identifying
individual people. In Zhang & Chen (2007), a single RGB camera, placed in perspective,
was used for people detection and tracking.
While many techniques rely on using traditional RGB cameras, more recent ap-
proaches incorporate the use of depth sensors, which are becoming more popular and
affordable. In Bondi et al. (2014), a depth sensor was used in perspective view to deter-
mine the number of people in a scene. The same type of sensor was used in Malawski
(2014) in a top-view configuration, with background removal, for the specific application
of static people counting in public transportation.
Chapter 1. Introduction 15
People-flow counting algorithms were proposed in a number of works. In Hsieh
et al. (2012) and Zhang et al. (2012), a Kinect depth sensor was used, respectively, in
a perspective view and in a top view. A time-of-flight camera was also used for people-
flow counting in Bevilacqua et al. (2006), with a top-view configuration. In Bernini et al.
(2014), a stereo camera was used also used in public transportation, this time to count the
number of people getting in and out of passenger vehicles. The camera was placed in an
angled top-view position, and the embedded processing was performed by a regular-sized
PC. In Pizzo et al. (2015), a system was developed using either RGB or depth cameras,
and it was based on background subtraction and activation of regions.
A few other studies included the particular requirement of performing low-power
embedded processing. In Sgouropoulos et al. (2015), a Kinect depth camera was used to
count the number of people in a room, with the processing being made on a Raspberry
Pi 2. It involved a step of background subtraction using the MOG operator, followed by
a step of people detection, which consisted in extracting blobs from the foreground mask.
Finally, it used a tracking stage, based on a list of IDs derived from the detection step.
In Burbano et al. (2015), a network of depth sensors was used. Each sensor was
connected to a Raspberry Pi 2, in order to detect and track people around a scene. The
algorithm also initiated with a step of background modeling, followed by a stage of person
detection. This stage was divided into three steps: in the first one, blobs were detected on
the foreground mask, similar to the previous work; in the second step, the detected blobs
were segmented, upon a more detailed analysis; and in the third step, a graph structure
was created, with the intent of characterizing people. After the detection, a tracking stage
was used, in which a model update was performed in order to improve the time-spatial
relation and to solve tracking correlation problems in case of multiple matching options.
This system performs in real time and obtained an overall accuracy of about 95%. It is
the most similar to what is being proposed in our work, and it provides a good insight as




The hardware used in this project consists of a depth camera for capturing the
images and an embedded single-board computer to perform the processing. The depth
sensor we chose is the Microsoft Kinect 360, due to its affordability, availability, and
the extensive support from the open source community. For the processor we chose the
Raspberry Pi 3, also due to its price, the fact that it is compact but powerful, and the
support available online. The specifications of those components are shown in Tables 1
and 2.
Table 1 – Specifications of the Microsoft Kinect 360.
Depth image RGB image
Depth technology Infrared structured light -
Resolution 640 × 480 px 640 × 480 px
Bit depth 10-bit grayscale 8-bit RGB
Frame rate 30 FPS 30 FPS
FOV (horizontal) 58.5∘ 62.0∘
FOV (vertical) 45.6∘ 48.6∘
FOV (diagonal) 70.0∘ 73.9∘
Operation range 0.8 to 5.0 m -
Table 2 – Specifications of the Raspberry Pi 3.
Architecture ARMv8-A (64/32-bit)
SoC Broadcom BCM2837
CPU 1.2 GHz 64-bit quad-core ARM Cortex-A53
GPU Broadcom VideoCore IV @ 250 MHz
RAM 1 GB (shared with GPU)
USB 2.0 ports 4 (via the on-board 5-port USB hub)
On-board storage MicroSDHC slot
On-board network 10/100 Mbit/s Ethernet, 802.11n wireless, Bluetooth 4.1
Power rating 800 mA (4.0 W)
Power source 5 V via MicroUSB or GPIO header
Size 85.6 mm × 56.5 mm
2.2 Camera model
The camera model for the Kinect has been studied in several works. Typically, the
depth sensor is modeled as a pinhole camera, where the value of each pixel, rather than
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representing an intensity of light, is instead related to the distance between the sensor
plane and the actual point associated with that pixel. In Smisek et al. (2013), Konolige
& Mihelich (2011) and Rakprayoon et al. (2011) the relationship between the raw value
of each pixel and the actual distance in meters was based on theoretical studies of how
the depth image is generated by the Kinect. Other works, such as Frati & Prattichizzo
(2011), Fisher et al. (2010) and Magnenat (2010) rely on an empirical approach, fitting an
arbitrary model to measured data. Before choosing either model, we performed a study
to compare their precision.
2.2.1 Depth linearization
2.2.1.1 Theoretical model
As previously mentioned, the 10-bit raw data provided by the Kinect sensor is not
linearly related to the distance to the sensor. According to Konolige & Mihelich (2011),
the data returned by the Kinect represent disparity values for the pixels, similarly to the
way stereo cameras work. For those cameras, the disparity value is usually normalized in
such a way that a zero disparity would correspond to a point in infinity, resulting in an
inverse relationship between the raw values and the actual distance to the sensor. In the
particular case of the Kinect, there is an offset to the raw disparity value, and so this




8 (𝑑off − 𝑑raw)
(2.1)
where
𝑑𝑚 is the distance to the sensor, in meters;
𝑑raw is the 10-bit raw value;
𝑏 = 0.075 m is the distance between the IR sensor and projector lenses;
𝑓 ′ = 580 px is the focal distance of the sensor for a resolution of 640 × 480
pixels;
𝑑off is the disparity offset.




A different model was empirically determined in Magnenat (2010), and is given by
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𝑑𝑚 is the distance to the sensor, in meters;
𝑑raw is the 10-bit raw value;
𝑘1 = 0.1236;
𝑘2 = 2 842.5;
𝑘3 = 1.1863.
In the operation range of the sensor there is not an appreciable difference between
the theoretical model, given by Eq. (2.1), and the empirical model, given by Eq. (2.2), as
can be seen in Fig 1a. In Fig. 1b we note that the maximum difference between the two
models is about 2 cm, at the end of the operation range.
(a) (b)
Figure 1 – Comparison between theoretical and empirical camera models: (a) relationship
between the raw disparity value and the actual distance to the sensor, for both
models; (b) difference between the two models.
2.2.2 Spatial coordinates
The linearization method presented in Section 2.2.1 provides a way to compute
the distance, in meters, from each point in space to the sensor. This distance corresponds
to the 𝑧 coordinate in the sensor reference frame. Coordinates 𝑥 and 𝑦, in turn, can be
derived from a pinhole camera model, (as shown in Fig. 2).











𝐷 is a linear dimension of the image (e.g. height, width, diagonal), in pixels;
𝛼 is the field of view (FOV) associated with the dimension D.
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Figure 2 – Pinhole camera model, used to derive coordinates 𝑥 and 𝑦 in the sensor refer-
ence frame.
According to Microsoft’s Kinect for Windows SDK (MSDN. . . , 2013), the FOV of
the depth image has the values presented in Table 3.





By applying any of the values from Table 3 in Eq. (2.3) we get the focal distance 𝑓
as a function of the image resolution, as shown in Table 4. The value of 𝑓 for the resolution
320 × 240 pixels is also available in the SDK and it corresponds to the value calculated
here.
Table 4 – Focal distance of the depth image of the Kinect for different image resolutions.
Resolution (px) Focal Distance (px)
640 × 480 571.26
320 × 240 285.63
160 × 120 142.81
After obtaining the focal distance 𝑓 we can calculate the spatial coordinates of
the pixels in the depth image. For a point with coordinates 𝑝 (𝑥, 𝑦), in pixels, and a raw
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depth value of 𝑑raw, its spatial coordinates 𝑃 (𝑋, 𝑌, 𝑍), in meters, can be calculated as⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
𝑋 = − (𝑥 − 𝑐𝑥)
𝑑𝑚
𝑓





where (𝑐𝑥, 𝑐𝑦) are the coordinates in pixels of the optical center of the image and 𝑑𝑚 is
obtained from the depth linearization model (Eq. (2.1) or Eq. (2.2)).
2.3 Camera setup
In our system the camera should be positioned at a height 𝐻 ranging between 2.8
and 4.0 m, facing the floor, as illustrated in Fig. 3. The image plane should be as close
as possible to being parallel to the floor plane. The camera is typically placed near the
entrance/exit of a room that we wish to monitor, such as above the doorway or on a
hallway leading to that room. It must be high enough so that the head of every person
entering or leaving the room appears in its field of view. It can be installed either inside or
outside of the room, but it should not be installed outdoors, since the sunlight interferes
with the depth image of the Kinect (as discussed further in Section 3.2.1.4).
The fact that the camera is facing the ground has two major advantages: first, it
helps avoiding occlusions between objects in the scene; and second, it makes the detection
algorithm as simple as retrieving regional maxima, as explained in Section 2.4.2.
Despite the specifications for the height of the camera, the algorithm could po-
tentially work for heights outside this range, as long as the heads of people in the scene
lie within the operation range of the Kinect, which is between 0.8 and 5.0 m; however,
heights outside the specifications are not recommended, as they have not been tested.
2.4 People-flow counting algorithm
The proposed algorithm is composed of four stages: preprocessing, in which low-
level image processing is performed in order to prepare the image for further analysis;
people detection, which attempts to identify the coordinates of all the people present
in a single frame; tracking, which attempts to establish a correspondence between the
coordinates of people in consecutive frames and determine their trajectory; and counting,
which analyzes each trajectory and determines whether the movement is an entrance, an
exit, or neither. These steps are executed in sequence for each frame of the video. They
are described in more detail further ahead.
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Floor
Sensor
Figure 3 – Representation of the camera setup: the sensor is placed at a height 𝐻, facing
the floor, covering the region right beneath it. The dashed line represents the
field of view of the sensor.
2.4.1 Preprocessing
The preprocessing stage comprises four steps. In the first step, the image is reduced
in pixel resolution in order to achieve faster processing; in the second step, the image is
linearized; in the third step, the image is negated; and in the fourth step, pixels with
unknown values are estimated using an interpolation algorithm.
2.4.1.1 Rescaling
The depth data captured by the Kinect is a 10-bit grayscale image, captured at
30 FPS with a resolution of 640 × 480 pixels; in this step, this resolution is reduced to
320 × 240 pixels, by performing a simple subsampling of the pixels.
2.4.1.2 Linearization
In this step, the 10-bit raw disparity values provided by the Kinect are mapped
into an 8-bit linear image, according to the method described in Section 2.2.1. The values
of the pixels in the resulting image are thus proportional to the distance, in meters, from
the sensor to the corresponding points in space.
2.4.1.3 Negation
In this step the image is negated, so that pixels that are more distant from the
sensor and closer to the floor have lower values and pixels that are more distant from
the floor have higher values. This step is necessary because the underlying model in the
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following procedures assumes that the gray level of objects in the scene is proportional to
their height relative to the floor.
2.4.1.4 Interpolation algorithm
The depth image retrieved by the Kinect sensor typically presents some inherent
noise, which leads to pixels with unknown depth values. It is mostly caused by interference
of light sources, extremely dark surfaces, translucent objects, specular reflections and
occlusions that lead to shadows in the infrared projection. Even though the depth values
of pixels with noise cannot be determined, these pixels can be correctly identified by the
sensor, which allows us to use methods that attempt to fill in those gaps.
The following method performs an interpolation of valid pixels by setting all in-
valid pixels to 0 and applying successive conditional dilations. The conditioning image
is the mask of all invalid pixels at each iteration. The dilation is repeated until all the
initially invalid pixels have a value assigned to them, as shown in Fig. 4. This process is
different from the morphological reconstruction in that each pixel has its value changed
only once, due to the conditioning image being updated at each iteration. Further details
of conditional dilations and other morphological operations can be found in Dougherty &
Lotufo (2003).
Morphological operations can have very time-consuming implementations. In this
application, we achieve a fast execution by first calculating the distance transform, as in
Borgefors (1986), on the invalid pixels, thus obtaining the distance between each invalid
pixel and its closest valid one. Next, we sort all the invalid pixels by their distances, in
ascending order, and then we sequentially apply the dilation to these pixels simply by
assigning to each one the maximum value of its valid neighbors.
2.4.2 People detection
This stage of the algorithm consists in attempting to identify the coordinates of
all people present in a single image. This is achieved by a two-step process: first, all the
regional maxima in the image are retrieved; next, these regional maxima are filtered out
according to some parameters, so that only those that are more likely to correspond to
people will remain.
According to Dougherty & Lotufo (2003), a regional maximum is a flat zone not
adjacent to a flat zone with higher gray value. It is different from a local maximum in
that regional maxima are a property of a region, and not of a single pixel. Due to the fine
variations in the level of gray throughout the image, some filtering is necessary to retrieve
relevant regional maxima, otherwise they would be too many and would correspond to
very small regions, as shown in Fig. 5a. By using the operator h-maxima, described in
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Figure 4 – Examples of the interpolation algorithm for images with different levels of
noise. The areas in red represent the pixels with unknown values, as provided
by the Kinect sensor.
Dougherty & Lotufo (2003), we obtain much more relevant regional maxima, that actually
correspond to meaningful objects in the scene, as shown in Fig. 5b.
(a) (b)
Figure 5 – Regional maxima for the initial image (a) and for the image filtered with the
h-maxima operator (b). The flat zones of the regional maxima are shown in
red, and the centroids of their bounding boxes are marked in yellow.
The h-maxima operator is a reconstruction of the input signal subtracted by ℎ,
limited by the same input signal. In other words, to perform the h-maxima filtering we
should subtract the input signal by an amount ℎ, and then we should perform successive
dilations, conditioned by the original input signal, until no further change takes place.
This process is represented in Fig. 6.
After obtaining all the regional maxima filtered with the h-maxima operator, the
next step consists in selecting the ones that are more likely to correspond to the heads of
the people in the scene. This is done by analyzing two criteria of each regional maximum: it
must have a minimum area, which eliminates objects that are too small; and it must have
a minimum aspect ratio, which eliminates objects that are too elongated. The centroids
of the selected regions are then calculated and used as inputs in the tracking stage.









Figure 6 – Representation of the h-maxima filter.
(a) (b) (c) (d)
Figure 7 – Steps of the people detection stage: (a) input image; (b) thresholding and
area open operations; (c) regional maxima after h-maxima operation; and (d)
selected regional maxima.
In order to achieve better results, we also apply a thresholding and an area open
operations before detecting the regional maxima. The thresholding helps eliminating ob-
jects that are too low or too high to match the height of a person’s head, and the area open
eliminates noise that could appear after the thresholding operation. Fig. 7 summarizes
the final pipeline of the people detection stage.
2.4.3 Tracking
The tracking stage is responsible for determining the motion of each person in the
scene by establishing the correspondence between the detected centroids in two consecu-
tive video frames. The approach used here only takes into account the spatial coordinates
of the centroids; further improvements could also incorporate in the matching process
other information about the associated regions, such as shape, area, etc.
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2.4.3.1 Prediction and matching
In order to achieve a better accuracy in matching the centroids, a Kalman filter
(KALMAN, 1960) is used for each centroid to predict its position in the next frame. It also
has the effect of correcting the measured position, thus reducing the measurement noise
and producing smoother trajectories. Furthermore, for sequences where a person fails to
be detected in some frames, the Kalman filter allows their position to be estimated in
those frames, which is essential to keep their tracking.
The first step in the tracking stage is to perform the prediction, using the Kalman
filter, of all the centroids that were present in the scene in the previous frame. After
that, each predicted centroid is compared to all currently detected centroids, and their
Euclidean distances are calculated. The result is an 𝑚 × 𝑛 matrix 𝐷 with all the pairwise
distances, where 𝑚 is the number of predicted centroids from the previous frame and
𝑛 is the number of detected centroids in the current frame. The elements of 𝐷 are then
analyzed one at time, in ascending order of distance; for each element 𝑑𝑖,𝑗, a match between
centroids 𝑖 and 𝑗 is established if the following criteria are verified:
∙ distance 𝑑𝑖,𝑗 is within a maximum distance 𝑑max;
∙ centroids 𝑖 and 𝑗 have not matched any centroids yet.
The previous method is not guaranteed to perform a global optimization of the pos-
sible combinations between centroids; however, it has two major advantages: it is relatively
fast (complexity 𝒪(𝑛2), determined by the calculation of matrix 𝐷); and incorporating
the concept of a threshold distance is straightforward. Other methods of data associa-
tion, such as the Hungarian algorithm (KUHN, 1955), have higher complexities (𝒪(𝑛4)
or 𝒪(𝑛3), depending on the implementation (MUNKRES, 1957; TOMIZAWA, 1971; ED-
MONDS; KARP, 1972)) and would have to be adapted to filter out the distances above
the specified threshold.
Once all the matches have been determined, the centroids from the current frame
that have a correspondence in the previous one have their position corrected by the
Kalman filter. Those that do not have a match are assumed to have entered the scene
in the current frame, and a new Kalman filter is initialized for each one. Finally, the
predicted centroids from the previous frame that do not have a match are propagated
to the current frame, except for those having already reached a maximum number of
consecutive propagations; those are assumed to have left the scene and are therefore
discarded. Fig. 8 illustrates the main steps of the tracking stage.
Chapter 2. Methodology 26
(a) (b) (c)
Detected centroids (current frame)
Corrected centroids (previous frame)
Predicted centroids (previous frame)
Corrected centroids (current frame)
(d) (e)
Figure 8 – Steps of the tracking stage: (a) true motion of centroids between two consec-
utive frames; (b) predictions made by the Kalman filter; (c) distances below
the threshold 𝑑max; (d) matches between centroids; (e) corrections made by the
Kalman filter.
2.4.3.2 Kalman filtering
In the Kalman filter theory, the generic model for the evolution of the true state
x of a system, at time 𝑘, is
x𝑘 = F𝑘x𝑘−1 + G𝑘u𝑘 + w𝑘 (2.5)
where F𝑘 is the transition model, G𝑘 is the control-input model and w𝑘 is the process
noise. The observation z𝑘 of the true state is given by
z𝑘 = H𝑘x𝑘 + v𝑘 (2.6)
where H𝑘 is the observation model and v𝑘 is the observation noise.
In this particular application, the model considered for the dynamic system is
quite simple: it assumes that the predicted position of a person depends on their current
position and their current velocity, and that in the absence of an input (acceleration) their
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where Δ𝑡 is the time interval between two consecutive frames.
As to the observation model, the only quantity we can measure is the position of
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We note that the control input u𝑘 is not present in Eq. (2.7). The reason for this
is that since the acceleration of the person is modeled as a control input, we would need
to know their intention of movement in order to represent it more accurately. Since this
information is not available, we assume that the acceleration input is 0, which implies
that the true acceleration at instant 𝑘 is entirely modeled by the process noise w𝑘.
The previous model, given by Eqs. (2.7) and (2.8) describes the evolution of a
particle in a 2D space. However, since our sensor also provides depth information, the 𝑧
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2.4.3.3 Loss of frames
The capture frame rate of the Kinect sensor is 30 FPS. In practice, however, it is
not possible to ensure that all captured frames are processed, especially in a real-time
application. Limited processing power, along with other hardware limitations, result in a
slower, non-constant processing frame rate. Since the tracking is a time-dependent stage,
it must take into account the actual time Δ𝑇 elapsed between two processed frames. In
particular, the following aspects should be observed:
∙ The prediction phase of the Kalman filter should be repeated 𝑛 times; 𝑛 represents
the frame step between two iterations of the algorithm, i.e., the number of frames
captured since the last processed frame, and is given by
𝑛 = Δ𝑇Δ𝑡 (2.11)
∙ As uncertainty increases with the number of consecutive predictions, the threshold-
ing distance 𝑑max (as defined in Section 2.4.3.1) should give more tolerance as 𝑛
increases, and can be set as
𝑑max = 𝑣maxΔ𝑇 (2.12)
where 𝑣max is the maximum speed assumed for a person.
2.4.4 Counting
The counting stage consists in analyzing the trajectories obtained with the tracking
procedure and classifying the movement in each trajectory as either an entrance, an exit,
or neither one. The terms entrance and exit refer to the subject entering or exiting the
room monitored by the sensor.
In this stage, only complete trajectories are analyzed. A complete trajectory is
defined as a trajectory whose centroid has already disappeared from the scene; therefore,
it has a starting and ending point, and will not change any further.
Since the sensor is placed close to the entrance of the monitored environment, the
image in its field of view will have a portion that is closer to the exterior of the room
and a portion that is closer to the interior. These portions will be called zone A and zone
B, respectively, and they are marked in such a way that they cover all the pixels where
the centroids are likely to appear or disappear when a subject enters or leaves the field of
view of the camera (as shown in Fig. 9a).
For a given trajectory, the movement is classified as an entrance if the starting point
of the trajectory is in zone A and the ending point is in zone B (Fig. 9b); conversely, the
movement is classified as an exit if the starting point of the trajectory is in zone B and
the ending point is zone A (Fig. 9c). For all other cases, the trajectory is not considered
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as either an entrance or an exit; they typically correspond to situations where a person












Figure 9 – Illustration of the counting stage: (a) definition of zones A and B, where zone
A (blue) is closer to the exterior and zone B (red) is closer to the interior; (b)
example of an entrance; and (c) example of an exit. The dashed lines represent
trajectories of centroids.
2.5 Parameter tuning for the Kalman filter
One of the biggest challenges when using the Kalman filter is to determine the
unknown parameters of the system. In our scenario, those parameters are the process
noise covariance matrix Q and the measurement noise covariance matrix R. In order to
determine a good estimation Q̂ and R̂ for these two matrices, our approach was to use
the expectation-maximization (EM) algorithm (MOON, 1996). The EM is an iterative
algorithm that alternates a step of computing the estimation of the state x̂𝑘 based on
an estimation of the covariance matrices Q̂ and R̂, and a step of recalculating Q̂ and R̂
based on the computed estimation of the state x̂𝑘. It can be summarized as follows:
1. Initialize Q̂ and R̂ as identity matrices;
2. Expectation step:
Apply the Kalman filter on acquired data, obtaining an estimation x̂𝑘 (𝑘 = 0, 1, 2, ...)
for the state;
3. Maximization step:
Recalculate R̂ and Q̂ as the covariances of the process noise and measurement noise,
respectively, based on the state estimation x̂𝑘.
Steps 2 and 3 are iterated until a stopping criteria is reached, which can be the number
of iterations, the residue between two consecutive iterations, etc.
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2.6 Determining the sensor height
The height of the sensor is one of the few parameters of the algorithm that depend
on each installation. Although it is usually not difficult to measure this height manually,
being able to automatically determine it based on the captured images is an useful feature
for the system. It makes it easier to configure a batch of sensors, and it also makes it
simpler to reconfigure a particular device in case its position needs to be changed.
We developed a simple algorithm that estimates the relative position between the
floor and the camera by attempting to fit a plane where the floor is. The algorithm takes
as input a single raw image from the Kinect and returns the vector normal to the plane
(in the reference frame of the Kinect) and the distance between the plane and the sensor.
This information allows us to determine not only the height of the sensor but also its
orientation relative to the floor.
The first step of the algorithm is to transform the coordinates of all the pixels of
the image into spatial coordinates, according to Eq. 2.4. After that, we use the RANSAC
algorithm (FISCHLER; BOLLES, 1981) to fit a plane to the point cloud. The model of
the plane is simply a linear equation, given by
𝑍 = 𝑝𝑋 + 𝑞𝑌 + 𝑑 (2.13)
where 𝑝, 𝑞 and 𝑑 are the parameters of the model, and the coordinates 𝑋, 𝑌 and 𝑍 are
given in the reference frame of the sensor, as shown in Fig. 10. By feeding the RANSAC
algorithm with the set of all points (𝑋𝑖, 𝑌𝑖, 𝑍𝑖) in the cloud, we obtain an estimation for
the parameters 𝑝, 𝑞 and 𝑑. Being a robust estimator, the RANSAC algorithm performs
well in the presence of outliers, successfully avoiding the influence of points in the scene
that do not belong to the floor.
After obtaining the parameters of the model, the height 𝐻 of the sensor can be
calculated as
𝐻 = 𝑑√
𝑝2 + 𝑞2 + 1
(2.14)
Furthermore, the zenith angle 𝜃, which is the angle between the optical axis of the
sensor and the vector n normal to the plane, can be calculated as
𝜃 = arccos(−𝑛𝑍) (2.15)
where n is given by ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝑛𝑋 =
𝑝√
𝑝2 + 𝑞2 + 1
𝑛𝑌 =
𝑞√
𝑝2 + 𝑞2 + 1
𝑛𝑍 =
−1√
𝑝2 + 𝑞2 + 1
(2.16)
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(a) (b)
Figure 10 – Diagram of the floor plane model relative to the sensor reference frame: (a)
perspective view; (b) side view.
2.7 Testing environments
Three different environments were used to test the algorithms. In each environment
a Kinect sensor was installed above a doorway, facing the floor, so that every person
passing through the doorway would be captured in the field of view of the sensor. Fig. 11
and Table 5 show the details of each installation.
Table 5 – Characteristics of the three installations.
Installation A Installation B Installation C
Sensor Height (𝐻) 2.90 m 3.80 m 4.00 m
Zenith Angle (𝜃) 5∘ 15∘ 15∘
Sensor location Interior Interior Exterior
Door Type Hinged Hinged Sliding
Door Material Glass Glass Glass
Room Type Hallway Open room Open room
Direct Sunlight Yes Yes No
Sunlight Source From above (skylight) From the front (door) -
Even though the sensors need to be as close as possible to being parallel to the
floor, in each installation they had to be more or less tilted, by an angle 𝜃, so that they
would cover most of the area in front of the doorway and not so much the region of the
wall.
The configuration in each setup presents many challenges: distinguishing the move-
ment of the door from the movement of people; dealing with the noise produced by the
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Installation A Installation B Installation C
Figure 11 – Definition of zones A and B for each installation (top row) and sample images
with people in the scene (bottom row). Installation C has its zones A and B
swapped compared to the other two because in this installation the camera
was placed on the exterior of the monitored room.
door texture, which is both translucent and specular; dealing with the noise produced
by sunlight interference; and dealing with abrupt variations in the speed of people, who
sometimes are forced to stop and open the door before passing.
2.8 Evaluation methodology
Before explaining the methodology used to evaluate the performance of the algo-
rithms, it is important to define the concept of event. We define an event as the action of a
single person entering or exiting the room being monitored by our system. If, for instance,
two people are entering the room simultaneously, that corresponds to two simultaneous
events; likewise, if one person is entering and another one is exiting, we also have two
simultaneous events.
We also define the concept of segment, which is a short video sequence where one
person alone or a few people simultaneously pass through the monitored region and may
generate events.
2.8.1 Data labeling
When designing a system to perform an automatic task, an important aspect that
should be considered is the methodology that will be used to quantify the results. Typi-
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cally, the output of the system is compared with a set of data assumed to be the ground
truth, which is generated by analyzing the input data and labeling it with the results that
should be expected for an ideal system. The labeling process is usually expensive and time-
consuming, and is a key step to properly evaluate and further improve the performance
of the system.
In this application, the labeling was performed in a semi-automatic fashion. First,
for each segment we generated a single image that summarizes the segment; this image
is composed by the maximum value, across time, for each pixel. Since the pixels contain
depth information, calculating the maximum value across time has the effect of highlight-
ing the paths described by the heads of people. After this step, the counting algorithm was
run for each segment, and trajectories produced were superimposed on the summarization
image.
Even though the trajectories are not always correct (since they were produced by
the very algorithm that we want to evaluate), they still provide a good insight on the
contents of each segment, especially when analyzed in conjunction with the summarized
images, as can be seen in Fig. 12. For simple cases, such as when a single person passes
through the image and generates a single event (correctly identified by the algorithm),
it becomes easy to correctly label the segment just by looking at the summarized com-
position. That speeds up the labeling process significantly, since the actual video of the
segment only needs to be analyzed in more complex cases or when the algorithm provides
wrong outputs.
2.8.2 Evaluation metrics
In order to quantitatively evaluate the performance of the algorithms, we borrowed
some concepts used in binary classification and applied them to the particular task of
counting people flow. For each dataset, the following statistics are calculated according
to the type of event we want to analyze (entrances, exits or both):
∙ True Positives (TP): the number of events that were correctly detected by the
algorithm;
∙ False Negatives (FN): the number of events that were not detected by the algorithm;
∙ False Positives (FP): the number of counts made by the algorithm that do not
correspond to actual events.
These measures are also illustrated in Fig. 13.
Unlike classical applications of binary classification measures, in our case it does
not make sense to quantify the number of true negatives (TN); that would correspond
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(a) (b) (c)
(d) (e) (f)
Figure 12 – Examples of summarized images: (a) single entrance; (b) single exit; (c) two
entrances in a segment; (d) one entrance and one exit; (e) trajectory correctly
not producing an event; and (f) a more complex situation, where an analysis
of the video is recommended. The circles represent the start of each trajectory,





Figure 13 – Representation of the concepts of true positives, false negatives and false
positives.
to arbitrarily defining how many times a person did not generate an event and this was
correctly identified by the algorithm. One could argue that the number of true nega-
tives would correspond to situations were a person is detected walking on the field of
view of the sensor, but does not actually generate an event (does not enter or leave the
monitored room); however, that definition would require a separate quantification of the
performances of the detection (Section 2.4.2) and tracking (Section 2.4.3) stages; instead,
we chose to evaluate the performance of the counting algorithm as a whole.
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We also employ the concepts of precision, recall and accuracy using their tradi-
tional definitions (with TN = 0):
Precision = TPTP + FP Recall =
TP
TP + FN Accuracy =
TP
TP + FN + FP
These concepts can be interpreted as follows:
∙ Precision: represents the ability of the algorithm to avoid false positives; a high
precision indicates that most of the counts made by the algorithm correspond to
actual events, although there could still be many events that were not counted by
the algorithm;
∙ Recall: represents the ability of the algorithm to avoid false negatives; a high recall
indicates that most of the events that actually happened were detected by the
algorithm, although it could also have counted many more that did not actually
happen;
∙ Accuracy: indicates the overall performance of the algorithm, and it is the main
measure we will use to evaluate the quality of the results; it can be seen as an
intersection between the precision and the recall, and represents the ability of the
algorithm to avoid both false positives and false negatives.
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3 Experiments and Results
3.1 Validation of the camera model
Two experiments were carried out in order to validate the camera model. The first
experiment aimed to validate the depth linearization models described in Section 2.2.1,
and the second experiment intended to validate the model for the spatial coordinates
presented in Section 2.2.2.
3.1.1 Validation of the depth linearization models
In this experiment, the Kinect sensor was placed in front of a flat wall, at varying
distances, having the image plane parallel to the plane of the wall. For each distance, the
corresponding raw value returned by the Kinect was registered. This value was calculated
as the median value of all the pixels in the image, in order to compensate for the noise
and to eliminate outliers. The results are shown in Table 6.
Table 6 – Relationship between the distance from the sensor to the wall and the raw
disparity value provided by the Kinect.
















Once the measurements were taken, the quality of both the theoretical (Eq. (2.1))
and the empirical (Eq. (2.2)) models was evaluated using statistical measurements, shown
in Table 7.
From the previous table, it can be noted that the depth linearization models show
an RMSE (which corresponds to the standard deviation of the error) of 1.2 and 1.5 cm,
respectively. This level of precision is largely sufficient for the purposes of the proposed
application. Fig. 14 shows the measured points in comparison with the theoretical depth
model.
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Table 7 – Comparison between the measured points and the two camera models, showing
the Mean Absolute Error (MAE), the Root-Mean-Square Error (RMSE), the
Mean Squared Error (MSE) and the Mean Signed Deviation (MSD).
Theoretical Model Empirical Model
MAE (m) 0.010 0.009
RMSE (m) 0.012 0.015
MSE (m2) 1.6 × 10−4 2.2 × 10−4
MSD (m) 0.006 0.004
Figure 14 – Comparison between the measured data and the theoretical depth lineariza-
tion model.
3.1.2 Validation of the model for the spatial coordinates
In this experiment, the Kinect sensor was placed at a distance of about 2.85 m from
the ground, facing down, and an object of known dimensions (a desk table) was placed
under the sensor. Next, a second table with the same dimensions was placed on top of the
first one. In both cases the tables were positioned at angles of 0 and 90∘ around the vertical
axis. The images of each configuration were captured and are shown, depth-linearized, in
Fig. 15.
For each configuration, the length and the width of the table were measured, in
pixels, by averaging the measurements in three different locations, and the depth of the
table surface was calculated by averaging the raw depth value of all the pixels belonging
to that surface. After these measurements were taken, the actual dimensions of the table,
in meters, were calculated using the model given by Eq. (2.4), and the results are shown in
Table 8. We note that the actual length and width of the tables were accurately estimated
for all configurations, with a maximum error of 2 cm, and the height estimation had a
maximum error of 5 cm.
The model for the spatial coordinates can also be used to reconstruct the 3D scene
by creating a point cloud with all the valid pixels in the depth image. As Fig. 16 shows,
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Configuration A Configuration B
Configuration C Configuration D
Figure 15 – Different configurations for validating the model for the spatial coordinates.
Red pixels represent unknown data.
Table 8 – Calculation of the dimensions of the table for each of the four configurations,
based on the model for the spatial coordinates.
Actual Dimensions Config. A Config. B Config. C Config. D
Length (m) 0.75 0.73 0.73 0.73 0.73
Width (m) 0.60 0.58 0.59 0.59 0.59
Height (m) 0.74 / 1.48 0.69 0.67 1.39 1.37
the model allows for the correct interpretation of the perspective information contained
in the depth image; objects that are parallel to each other, such as the walls, also appear
parallel in the reconstructed scene.
3.2 Analysis of the people-flow counting algorithm
3.2.1 Offline experiments
The following experiments were performed offline, which means that all the data
were captured first and all the processing was done later on a PC. The focus of these
experiments was to analyze the accuracy of the algorithms. Capturing all the data first
allowed us to run the algorithm many times with different parameter settings, and thus we
could evaluate and compare the performance of each setting. Furthermore, it also allowed
us to vary the video frame rate in order to determine how critical the processing time is.
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(a) (b)
(c) (d)
Figure 16 – Spatial reconstruction of a scene: (a) original image; (b) top view; (c) frontal
view; (d) perspective view.
3.2.1.1 Dataset
The dataset used in the offline experiments consists of 275 short video sequences of
depth images from installation A (described in Section 2.7), each sequence having between
0 to 4 events. An event is defined as either the entrance or exit of a single person. The
frames were captured at 30 FPS, which is the frame rate of the Kinect. Each sequence
was manually labeled with their corresponding number of entrances and exits.
3.2.1.2 Constant frame rate
In the first experiment we attempted to evaluate the people counting algorithm
by testing the examples with a constant frame rate. This situation is not realistic, but it
allows us to verify the effect of different frame rates on the accuracy of the result.
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For each video sequence in the dataset the algorithm was run 20 times, with varying
frame rates. Fig. 17 shows the accuracy of the count as a function of the frame step for all
the 275 examples, as well as for the 220 examples with the lowest noise (examples with an
average number of invalid pixels below 25%). We note that for a frame step ranging from
1 to 9 the accuracy remains almost constant; this result demonstrates that the algorithm
performs well even with frame rates considerably slower than the capture frame rate of
the Kinect.
Figure 17 – Accuracy as a function of the frame step, for a constant frame rate.
3.2.1.3 Variable frame rate
In this experiment we attempted to test the algorithm in a more realistic setting,
by simulating a variable frame rate. The probability model used to determine the loss of a
frame is simply a Bernoulli trial with probability 𝑝 of loosing each frame; as a consequence,
the frame step assumes a geometric distribution. A fixed term was also added to the frame
step, to account for constant losses due to the processing time of a frame.
The algorithm was applied to all examples for varying values of 𝑝, using a minimum
frame step of 3. Results are shown in Fig. 18. We note that the accuracy remains roughly
constant up to a frame loss of about 85%. This result shows that the implementation of
the Kalman filter handles well the variability of the intervals between processed frames,
and also that this variability does not affect the accuracy significantly.
3.2.1.4 Influence of sunlight on noise
The objective of this experiment was to evaluate the influence of the sunlight on
the level of noise in the depth images obtained by the Kinect. The level of noise is defined
here as the percentage of invalid pixels relative to the total number of pixels in a frame.





Figure 18 – Results for a variable frame rate: (a) accuracy as a function of the frame loss;
and histograms of the frame step for different probabilities of frame loss: (b)
𝑝 = 0%; (c) 𝑝 = 25%; (d) 𝑝 = 50%; and (e) 𝑝 = 75%.
Even though the experiments were performed indoors, a certain amount of indirect
sunlight enters the environment through a frosted glass skylight. As the relative position
of the sun changes throughout the day, both the angle and the intensity of sunlight in the
captured area varies, affecting the level of noise. As it is shown in Fig. 19, the peak level
of noise takes place close to 11 a.m., which is the time where the incidence of sunlight for
this particular configuration happens to be the highest.
Figure 19 – Level of noise (in percentage of invalid pixels) as a function of the time of the
day.
3.2.1.5 Influence of noise on the accuracy
Having determined the relationship between the sunlight and the level of noise
in the depth images, in this experiment we attempted to evaluate the robustness of the
proposed algorithm to such noise. This information helps to determine the viability of
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using the system in areas that might be subject to the interference of sunlight. As can
be seen in Fig. 20, the effect of noise on the count accuracy is negligible for a noise level
below 20%. Above this value the accuracy starts to decline, dropping below 90% for a
noise level above 30%.
Figure 20 – Accuracy as a function of the noise.
3.2.2 Online experiments
The following experiments were performed online. This means that all the data
were captured and processed in real time, and the processing was done by the embedded
processor directly connected to the Kinect. These experiments aimed to evaluate the
performance of the system in a real setting, where the constraints of processing time are
relevant to the design of the system.
3.2.2.1 Dataset
For the online experiments the three installations described in Section 2.7 were
used. As the images were captured, they were processed and recorded, along with the
outputs of the algorithm. In a posterior analysis the data were classified into events, in
the same way described in Section 3.2.1.1, and then manually labeled. Table 9 shows more
information about the dataset.
Due to the particular characteristics of each installation, some of the parameters
for tuning the algorithm are optimal at different values for each setup. Table 10 shows
the choice of parameters for each installation. As can be seen, installation B had a less
restrictive set of parameters, due to the fact that the higher proportion of invalid pixels
increases the likelihood of missing people detection.
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Table 9 – Characteristics of the dataset used in the online experiments.
Installation A Installation B Installation C
Number of events 965 1188 1872
Labeled entrances 496 478 750
Labeled exits 493 478 726
Average frame rate (FPS) 5.56 5.50 4.99
Average duration (s) 21.8 24.2 16.4
Valid pixels (%) 83.0 66.8 86.8
Table 10 – Parameters used for each installation.
Installation A Installation B Installation C
People detection parameters
Lower height threshold 80 cm 80 cm 80 cm
Upper height threshold 190 cm 200 cm 200 cm
h-maxima parameter (ℎ) 15 cm 15 cm 15 cm
Minimum area 80 cm2 40 cm2 80 cm2
Maximum aspect ratio 2:1 ∞ ∞
Tracking parameters
Max horizontal speed (axes 𝑋 and 𝑌 ) 3.0 m/s 3.0 m/s 3.0 m/s
Max vertical speed (axis 𝑍) 2.0 m/s 2.0 m/s 2.0 m/s
3.2.2.2 Online results
The results of the online experiments for each installation are shown in Tables 11,
12 and 13.
Table 11 – Results of the online experiments for installation A.
Counts
Algorithm G. Truth TP FN FP Recall Precision Accuracy
Entrances 485 496 477 19 8 0.96 0.98 0.95
Exits 493 493 487 6 6 0.99 0.99 0.98
Total 978 989 964 25 14 0.97 0.99 0.96
Table 12 – Results of the online experiments for installation B.
Counts
Algorithm G. Truth TP FN FP Recall Precision Accuracy
Entrances 426 478 419 59 7 0.88 0.98 0.86
Exits 391 476 388 88 3 0.82 0.99 0.81
Total 817 954 807 147 10 0.85 0.99 0.84
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Table 13 – Results of the online experiments for installation C.
Counts
Algorithm G. Truth TP FN FP Recall Precision Accuracy
Entrances 755 750 741 9 14 0.99 0.98 0.97
Exits 723 726 721 5 2 0.99 1.00 0.99
Total 1478 1476 1462 14 16 0.99 0.99 0.98
As can be seen in the previous results, the maximum accuracy of the system in a
particular installation is closely related to the quality of the image acquisition, which is
evidenced by the percentage of valid pixels (Table 9).
3.3 Parameters for the Kalman filter
In this experiment we used a dataset of 1298 short known trajectories from real
data. Each sample lasted on average 7 s, with a mean frame rate of 6.28 FPS. From
this set of samples we generated a second set by exchanging the 𝑋 and 𝑌 coordinates,
thus ensuring that the behavior of the filter in the 𝑋𝑌 plane would be isotropic. For
each trajectory we applied the EM algorithm, as explained in Section 2.5, obtaining an
independent estimation of the covariance matrices for each sample. In order to obtain
a single pair of matrices, we averaged all the estimations computed for each trajectory,









0.171 −0.001 −0.001 0 0 0
−0.001 0.171 −0.001 0 0 0
−0.001 −0.001 0.188 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.2)
In Fig. 21a we illustrate the effect of R̂ and Q̂ with a simple artificially generated
trajectory. In Fig. 21b we show the evolution of the error estimation covariance matrix
P𝑘 by plotting the main diagonal of this matrix. Each value in the main diagonal corre-
sponds to the variance of a coordinate, which is correlated to the uncertainty about that
coordinate. In this example, the detection of the centroid fails at 1 s, and its position is
then estimated solely by the Kalman prediction. As a result, the state variances increase,
denoting the higher uncertainty about the estimation. After two more frames the centroid
is detected again, and all the variances rapidly converge back to their steady-state value.
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(a) (b)
Figure 21 – Application of the Kalman filter with the estimated covariance matrices: (a)
sample trajectory, where the dashed line corresponds to the actual (unknown)
trajectory and the full line corresponds to the trajectory estimated with the
Kalman filter; and (b) evolution of the state variances over time. As can be
seen, the uncertainty of the state estimation increases with each missing mea-
surement and decreases asymptotically when the measurement information is
available.
3.4 Validation of the sensor height algorithm
In this experiment we used images taken from 10 different video sequences for
each installation. The samples were chosen so as to cover a large number of possible
scenarios, ranging from situations where the room is empty to situations where multiple
people are entering and/or leaving the room. Approximately 700 frames were used for
each installation.
In order to determine the sensor height and the zenith angle for each installation,
these values were first individually computed for each frame, according to the method
described in Section 2.6. After this step, we calculated the average of these values for each
installation. The results are shown in Table 14.
As we can note, the algorithm allows for an accurate estimation of both the height
of the sensor and the zenith angle.
Chapter 3. Experiments and Results 46
Table 14 – Results of the sensor height algorithm for the three installations. The ground
truth values are the ones shown in Table 5.
Sensor Height (m) Zenith Angle (∘)
Algorithm Ground Truth Algorithm Ground Truth
Installation A 2.90 2.90 4.10 5.00
Installation B 3.79 3.80 15.76 15.00
Installation C 3.98 4.00 15.24 15.00
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Conclusions
The results we obtained show the efficacy of using a depth sensor to implement a
high-accuracy people-flow counting system. The depth information is an important com-
ponent for correctly retrieving the heads of each person in the scene, effectively resolving
a number of uncertainties in approaches with an RGB camera. Furthermore, the Kalman
filter has proven to be useful in the tracking stage, particularly in situations where, due
to practical reasons, the frame rate is not guaranteed to remain constant.
As the main focus of this work, the design of a people-flow counting system is also
our main contribution. Our experiments in real case scenarios successfully demonstrate the
viability of the system in performing real-time computation with embedded processing.
With an accuracy of up to 98%, our system brings results comparable to other experiments
of people-flow counting found in the literature, whilst being able to perform the entire
computation on a low-power single-board computer.
Another relevant contribution is our interpolation algorithm, which proved to be a
fast and efficient method to estimate unknown values in a depth image, and could poten-
tially be used in many different performance-driven applications involving depth sensors.
Other contributions include: the method for identifying heads of people using filtered re-
gional maxima, whose applications could be extended to other problems involving people
detection; the method for automatically estimating the height of the depth camera, which
is a convenient feature for a commercial application; the method for labeling depth video
events by using a summarized image, making the annotation process significantly faster;
and the study on the influence of the frame rate on the performance of the algorithm,
which provides an experimental basis for specifying performance requirements for the
system.
One of the biggest challenges of working with infrared-based depth sensors is deal-
ing with invalid pixels, and this remains the major limitation of our system. While it
performs exceptionally well under artificial light, and even in the dark, it is not suitable
for use in environments where sunlight is present.
Among the future works, an interesting approach for circumventing the limitations
of the IR depth sensor could be using a stereo camera. This technology allows us to obtain
depth images very similar to those provided by the Kinect sensor, with the advantage of
working well in sunlight. To date, the main limitations of this alternative are the high-
demanding processing power of stereo algorithms and the high price of solutions with
onboard dedicated stereo processing.
Another interesting improvement for the current system would be to take advan-
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tage of the multi-core architecture of the Raspberry Pi. The processing could be simply
parallelized by delegating different frames to different cores, each one being responsible for
the entire detection pipeline, and by combining together the resulting information right
before the tracking stage, which is sequence-dependent.
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