In this paper, we propose a fully time-based multiplexing and readout method that uses the principle of the global positioning system. Timebased multiplexing allows simplifying the multiplexing circuits where the only innate traces that connect the signal pins of the silicon photomultiplier (SiPM) channels to the readout channels are used as the multiplexing circuit. Every SiPM channel is connected to the delay grid that consists of the traces on a printed circuit board, and the inherent transit times from each SiPM channel to the readout channels encode the position information uniquely. Thus, the position of each SiPM can be identified using the time difference of arrival (TDOA) measurements. The proposed multiplexing can also allow simplification of the readout circuit using the time-to-digital converter (TDC) implemented in a field-programmable gate array (FPGA), where the time-over-threshold (ToT) is used to extract the energy information after multiplexing. In order to verify the proposed multiplexing method, we built a positron emission tomography (PET) detector that consisted of an array of 4 × 4 LGSO crystals, each with a dimension of 3 × 3 × 20 mm 3 , and oneto-one coupled SiPM channels. We first employed the waveform sampler as an initial study, and then replaced the waveform sampler with an FPGA-TDC to further simplify the readout circuits. The 16 crystals were clearly resolved using only the time information obtained from the four readout channels. The
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Introduction
Silicon photomultiplier (SiPM) is a new semiconductor photosensor used in positron emission tomography (PET) that features high signal amplification gain, fast temporal response, magnetic insensitivity, and compact size Hong 2010, Roncali and Cherry 2011) . The timing performance of the scintillation detectors based on the latest SiPMs are comparable or superior to those based on the conventional photomultiplier tubes (PMTs) (Cates et al 2015 , Nemallapudi et al 2015 . In addition, the magnetic insensitivity and compact size of SiPMs allow for the simultaneous PET and magnetic resonance imaging (MRI) scans , Yamamoto et al 2012 , Yoon et al 2012 , Olcott et al 2015 , Wehrl et al 2015 , Weissler et al 2015 , Jung et al 2016 , Ko et al 2016a , 2016b .
The compact size of SiPM also allows one-to-one coupling of the SiPM channel with the scintillation crystal element in the PET detector module, thus yielding the superior energy and timing performance of the PET detector by enhancing the collection efficiency of scintillation light emitted from the crystal (Kwon and Lee 2014) . Furthermore, we can draw the best performance from the PET detector by individually reading the electrical signal from each SiPM that is one-to-one coupled with the scintillation crystal (Kim et al 2011 , Yeom et al 2013a . However, this individual signal readout from SiPM is technically challenging at the system level implementation of PET scanners. Heat generated from the large volume of front-end and readout electronics required to manage the individual signals can degrade the SiPM characteristics if the PET detectors and the electronics are not properly cooled. In combined PET/MRI machines, there is a space constraint because the PET detectors and the electronics are usually placed between the radio-frequency coil and the gradient coil. The sophisticated applicationspecific integrated circuits (ASICs) can manage the signals from the individual SiPM channels with low power consumption and small space requirements (Anghinolfi et al 2004 , Shimazoe et al 2010 , Harion et al 2014 . However, this approach has the disadvantages of relatively long development time and high developing cost.
The multiplexing of signals from multiple SiPM channels is an alternative method for managing the large number of output channels from the SiPM-based PET detectors. Because the multiplexing method is sub-optimal but less costly than the ASIC-based approach, it is used widely in the development of new PET detectors based on the SiPM arrays or the multichannel PMTs. The most widely used multiplexing methods for the PET detectors are the charge division and the row/column sum readout methods. In the charge division methods, the number of readout channels is reduced to four or five (usually, four channels for encoding the position information and one channel for timing measurement) using resistor (Siegel et al 1996 , Goertzen et al 2013 , Ko et al 2013 or capacitor (Downie et al 2013 , Olcott et al 2013 networks. The resistive charge division circuit coupled to the SiPM array has the high RC constant, and the rise time of its output signals are considerably discrepant depending on the SiPM position of the resistor network, thus highly degrading the timing resolution of the PET detectors. The capacitive charge division circuit provides better temporal response than the resistive one. However, the signal distortion is the main disadvantage of the capacitive charge division and usually yields the negative impact on energy resolution. The row/column sum readout offers higher signal-to-noise ratio than the charge division methods, but requires a larger number of readout channels (Popov et al 2006 , Kwon and Lee 2014 , Stolin et al 2014 . Moreover, both the charge division and the row/column sum readout methods usually demand the charge measurement devices, such as the analog-to-digital converters (ADCs), and a subsequent digital signal processor or a field-programmable gate array (FPGA). Time pickoff devices are also required for timing measurement.
The waveform sampling method that uses a fast waveform sampler provides both charge and timing information without the need of an additional time pickoff device (Ritt et al 2010) . In addition, the time-based multiplexing method that uses a waveform sampler can simplify the multiplexing circuits because the passive components required for charge division can be removed (Kim et al 2012 . However, the waveform sampler should contain the ADC and a subsequent FPGA, thus the readout circuit cannot be fully simplified.
In this paper, we propose a new fully time-based multiplexing and readout method that uses a delay grid and a time-to-digital converter (TDC) implemented in an FPGA. The position of each SiPM within a multiplexing circuit (delay grid) is decoded using the principle of time difference of arrival (TDOA) positioning, such as the global positioning system (GPS). Energy information is obtained using the time-over-threshold (ToT) technique after multiplexing thanks to minimal signal distortion by a delay grid circuit. The main advantage of the delay grid multiplexing combined with a time-based readout method is simplicity. In the multiplexing circuit, none of the active and passive components are used for encoding the position information. In the readout circuit, a single FPGA that embeds an in-house developed multi-channel TDC acquires the position, the timing, and the energy information without the requirement of an ADC.
Materials and methods

Position decoding principle
In the GPS that uses the TDOA positioning, the signal from the transmitter propagates through the medium and is received by multiple synchronized receivers. The position of the transmitter is localized using the known locations of the receivers and the TDOA information.
Similar to GPS, the position information on the fired SiPM can be decoded using the innate transit time differences from the SiPM channel to the readout channels. The transmitters, the medium, and the receivers in GPS correspond to the SiPM channels, the delay grid, and the time pickoff devices in the proposed multiplexing method. The delay grid consists of the traces in the row and column directions on a printed circuit board (PCB) where the SiPM channels of each row are connected and two column traces tie the ends of the row traces, as shown in figure 1. Unit delay (u) is the transit time between the adjacent cathodes. The four corner nodes of the delay grid, referred to as the A, B, C, and D nodes in a counterclockwise direction, are connected into the amplifiers and the output of each amplifier is fed into the time pickoff device. When the SiPMs fire, the current signals from the SiPM flow into the delay grid and the identical signals are fed into the four corner nodes with the difference in transit times. As indicated in table 1, the transit times from the SiPM channel to the readout channels are encoded uniquely. Using the TDOA measurements obtained at the A, B, C, and D nodes, the positions can be decoded as follows:
In equations (1) and (2), x and y are decoded positions. The values t A , t B , t C , and t D are the corner node arrival times at the A, B, C, and D nodes, which are the sums of the transit times from the SiPM channel to the A, B, C, and D nodes and the gamma arrival time ( γ t ), respectively. The γ t is the time when the gamma ray interacts with the SiPM-based scintillation detector. The denominator of four in these equations is the normalization factor. 
Detector for concept verification of delay grid multiplexing
gadolinium oxyorthosilicate (LGSO, Lu 1.9 Gd 0.1 SiO 4 :Ce; Hitachi Chemical, Japan) crystals and one-to-one coupled SiPM (S11064-050P; Hamamatsu Photonics. K.K., Japan) as shown in figures 2(a) and (b). Each SiPM channel had an active area of 3 × 3 mm 2 and both pitches of the cathode pins along the x and y directions were 4 mm as shown in figure 2(c). Each crystal had a dimension of 3 × 3 × 20 mm 3 . All crystal surfaces were chemically polished and wrapped with enhanced specular reflectors (ESR; 3M, MN), with the exception of the exit face. Optical adhesive (Optically Clear Adhesive 8146-4; 3M, MN) with a refractive index of 1.474 and a uniform thickness of 100 µm was used to improve the optical coupling between the crystal and the SiPM.
All the crystals were assembled into an in-house frame produced in our previous work (Kwon and Lee 2014) using a 3D printer (Mojo; Stratasys, MN), as shown in figure 2(a). The crystal pitches along the x and y directions were 4.05 and 4.50 mm, respectively, which were equal to the SiPM pitches. As shown in figure 2(b), the LGSO/SiPM detector was mounted on a delay grid board.
The delay grid is a planar array of the microstrips on a flame retardant-4 (FR-4) substrate with the relative permittivity of 4.3 as shown in figure 2(d). The trace lengths between the cathode pins along the x and y directions were 5.24 mm. The width of the trace and the height with respect to the reference plane were 0.3 and 1.3 mm, respectively.
Front-end electronics
Front-end electronics provided either analog or digital signals containing the corner node arrival times with the time pickoff device. The signal chain was as follows. The four corner nodes of the delay grid board were connected to an in-house front-end electronics that contained the amplifiers and the comparators, as shown in figure 2(b). Figure 3 shows the detailed schematic of the front-end electronics for the LGSO/SiPM detector. The current signals that arrived at the A, B, C, and D nodes were converted into the voltage signals with input impedance of 10 Ω and then amplified by −24 using inverting amplifiers. These signals were denoted as the A, B, C, and D signals, respectively. The summing amplifier added the A, B, C, and D signals and then provided the Sum signal. The traces from the A, B, C, and D amplifiers to the summing amplifier were designed to be the same lengths. Either analog A, B, C, and D signals or digital A, B, C, D, and Sum signals after discriminating the analog signals with the comparators were transmitted to the time pickoff device. The voltage threshold of the comparator was adjusted using a variable resistor and fixed during the measurement. Schematic of the front-end electronics for the LGSO/SiPM detector. In the measurements using the waveform sampler, the bypass capacitors between the amplifiers and the comparators were detached. In the measurements using the FPGA-TDC, the cables connecting the front-end electronics to the waveform sampler and the leading edge discriminator (LED) module were detached.
Data acquisition setup
The LGSO/SiPM detector was evaluated in the coincidence detection mode with a reference detector, as shown in figure 4. We used the PMT-based scintillation detector with single timing resolution (STR) of 197 ps full width at half maximum (FWHM) as the reference detector . A 22 Na point source (approximately 9 µCi) was attached to the reference detector. The distance between the LGSO/SiPM and reference detectors was 20 cm. The ambient temper ature was fixed at 20 °C using a temperature-controlled box. We obtained 400 000 coincidence events for every measurement, with the exception of ToT nonlinearity calibration. In order to calibrate the nonlinearity of ToT, we acquired 1024 000 coincidence events for a 22 Na and 1024 000 singles events for 131 I and 137 Cs.
Data acquisition using the waveform sampler.
For the purpose of initial verification, we used a fast waveform sampler (DT5742B; CAEN, Italy) based on switched capacitor arrays (SCAs). The SCA is the fourth version of the domino ring sampler (DRS4; PSI, Switzerland) and provides a resolution of 12 bits and a sampling rate of up to 5 Giga-samples s −1 (Ritt et al 2010) .
The leading edge discriminator (LED) modules (N840; CAEN, Italy) and a coincidence unit (N455; CAEN, Italy) were used to obtain only coincidence events, as shown in figure 4(a) . The A, B, C, and D signals were acquired using a waveform sampler at the respective readout channels. The output of the summing amplifier was used to generate a trigger, and instead, the Sum signal was obtained by adding the sampled A, B, C, and D waveforms. The time differences from the four corner nodes to the respective readout channels due to cable length differences were corrected before adding the sampled A, B, C, and D waveforms. The signal from the reference detector was also sampled.
The common bias voltage was applied to all SiPM channels where the breakdown volt ages were -69.7 V. The overvoltage was swept from 2.1 to 3.6 V (bias voltages from -71.8 to -73.3 V) in steps of 0.3 V to find the optimal bias voltage where the SiPM provided the lowest coincidence resolving time (CRT).
Data acquisition using the FPGA-TDC.
After verifying the concept of delay grid multiplexing using the waveform sampler, we replaced the waveform sampler with an FPGA-TDC to verify that the readout circuits can be further simplified. A multi-channel TDC with a 10 ps resolution and the sub-10 ps single-shot precision implemented in a Virtex-6 FPGA (ML605; Xilinx, San Jose, CA) was used .
In the front-end electronics for the LGSO/SiPM detector, the A, B, C, D, and Sum signals of the LGSO/SiPM detector were discriminated using the comparators that served as the LEDs, and then the digital signals that contained the arrival times and ToT were transmitted to the FPGA-TDC. In the front-end electronics for the reference detector, the signal from the reference detector was discriminated by two comparators with different threshold levels. The details on the dual-threshold ToT is discussed in section 2.5.2.1. In the FPGA, either singles or coincidence events within the predetermined time window were obtained (Ko et al 2011) . The overvoltage of 2.7 V at which the SiPM provided the lowest CRT in the measurements using the waveform sampler was applied to the LGSO/SiPM detector when the FPGA-TDC was employed as a data acquisition system. To show that the signal was not distorted by the multiplexing circuit, the rise and decay times of the A, B, C, D, and Sum signals were obtained. The rise time was evaluated using the time taken by a signal to change from 10% to 90% of its peak amplitude (V max ). The decay time (τ) was obtained by fitting the trailing edge of the waveform to an exponential decay function To obtain the position and the gamma arrival time ( γ t ), we sampled the signals at 5 Giga-samples s −1 and interpolated the leading edge of the waveform using a cubic spline interpolation by a factor of 20 to obtain the resolution of 10 ps, and thus minimize the quantization error. We picked off the corner node arrival times by applying either constant voltage discriminator (also known as LED) or constant fraction discriminator (CFD) to the leading edge of the interpolated waveforms where the baseline for time pickoff was determined at the onset of the signal with time window of 2 ns in order to minimize the effect of dark noise on time pickoff (Schaart et al 2010 , Yeom et al 2013b . The threshold for time pickoff was determined as the percentage of peak amplitude of events within an energy window and denoted as the percentage (%) threshold hereinafter. For LED, the constant voltage threshold calculated by averaging the percentage thresholds of all the events within the energy window was applied to every signal. For CFD, the threshold was determined as a constant percentage of peak amplitude for each signal.
2.5.1.3. Position. The position information was obtained from the corner node arrival times t A , t B , t C , and t D using equations (1) and (2). Both LED and CFD were employed and the percentage threshold used for obtaining the position information was swept from 2% to 40% in order to analyze the effect of threshold on the position.
The flood map was used to display the position information, while the events within a 400-600 keV energy window were employed. Flood-map quality was evaluated using a distanceto-width ratio (DWR) in the flood map (Ko and Lee 2015) , also known as the k-parameter (Du et al 2013, Lee and . The DWR is defined as the distance between the two adjacent spots in the flood map to the average FWHM of the two spots, and it is calculated as follows:
In equation (3), x i , y i and x j , y j are the x and y positions of the ith and jth crystals in the flood map, respectively. w x i , , w y i , and w x j , , w y j , are the FWHM of 1D profiles along the x and y directions of the ith and jth crystals, respectively. N adj is the number of adjacent crystal pairs. A larger DWR indicates that the crystals are more clearly resolved.
To perform a per-crystal analysis, the crystals in the flood map were identified using the k-means clustering, while the initial values of the iterations were determined as the peak positions of the flood map. All the data were represented as the mean ± standard deviation of the measurements of resolved crystals.
2.5.1.4. Energy. Energy information was calculated using the integration of sampled waveforms (sum of areas of the baseline-corrected A, B, C, and D waveforms). The baseline for energy integration was calculated using the mean value of the first 50 data points (10 ns) before the onset of the signal on an event-by-event basis. The energy integration window was 700 data points (140 ns).
The gain uniformity and the energy resolution were evaluated. The gain uniformity of the LGSO/SiPM detector was evaluated using the normalized gain, which was obtained by normalizing the photopeak positions of the energy spectra for the photopeak position of the detector channel with the highest gain to be 100%. The energy resolution was obtained by fitting the energy with a Gaussian function on a per-crystal basis. 
In addition, γ t can be obtained using the conventional method that discriminates the Sum signal. The Sum signal can be generated either using the summing amplifier (Goertzen et al 2013 , Ko et al 2013 , Stolin et al 2014 or adding the sampled A, B, C, and D waveforms (Olcott et al 2013) . This arrival time, acquired by applying LED or CFD to the Sum signal, is referred to as t Sum . Thus, γ t can be acquired using four time pickoff methods by regarding either t ABCD or t Sum as γ t and using either LED or CFD. We represent the time pickoff methods using the notations of {t ABCD , LED}, {t ABCD , CFD}, {t Sum , LED}, and {t Sum , CFD}. The percentage threshold used to pickoff γ t was swept from 1% to 5% in steps of 0.5% and the 2% threshold yielded the lowest CRT values for four time pickoff methods, and thus the 2% threshold was employed.
The events within the 400-600 keV energy windows of the LGSO/SiPM and reference detectors were employed to evaluate the CRT. The CRT between two identical LGSO/SiPM detectors ( / CRT SiPM SiPM ) was calculated and notated hereinafter. From the FWHM of Gaussian fits applied to the time-difference spectra between the LGSO/SiPM and reference detectors (FWHM SiPM/PMT ), The STR of the reference detector of 197 ps FWHM (STR PMT ) was subtracted in the quadrature, and then that of the LGSO/SiPM detector was multiplied by 2 , as indicated in equation (5).
FPGA-TDC.
Dual-threshold
ToT. Dual-threshold ToT was employed for both the LGSO/SiPM and reference detectors to extract the precise timing and energy information. As shown in figure 5 , the arrival time (t Arrival ) was obtained using the time when the signal crossed the low threshold (V thresh,low ) in its leading edge, while the ToT was calculated by subtracting this arrival time from the time when the signal crossed the high threshold (V thresh,high ) in its trailing edge. For the LGSO/SiPM detector, the V thresh,low of 2% threshold and the V thresh,high of 40% threshold were applied to the four corner readout channels and Sum readout channel, respectively; the ToT was calculated within an FPGA by subtracting t ABCD from the time when the Sum signal crossed the V thresh,high in its trailing edge. For the reference detector, the V thresh,low of 5% threshold and the V thresh,high of 30% threshold were applied to the respective channels. For both detectors, false events with peak amplitudes lower than the V thresh,high were rejected. The ToT measurement was calibrated into the energy value using the calibration curve that compensated both nonlinearities of SiPM and ToT (Grant and Levin 2014) .
In equation (6), E indicates the energy of the incident gamma ray and a, b, and c are the constants to be determined for each crystal. Nonlinearity calibration was conducted in three steps. First, we obtained the photopeak positions of the ToT spectra for three radioisotopes with known energies: 131 I (364 keV), 22 Na (511 keV), and 137 Cs (662 keV). Second, we solved equation (6) to acquire the calibration curve on a per-crystal basis. Third, we applied percrystal calibration curves to the ToT measurements.
Performance evaluation.
The x and y positions and the gamma arrival time were calculated from the corner node arrival times obtained by an FPGA-TDC using the equations (1), (2) and (4), respectively. Energy, DWR, and CRT were assessed using the same data analysis procedures conducted with the waveform sampler. Figure 6 shows the A, B, C, and D signals that originated from the corner, edge, and center locations of the multiplexing circuit. For each event, the A, B, C, and D signals were almost identical, but with the TDOAs. The TDOAs described in table 1 were measured as expected. The signal arrived at the four corner nodes in order of closeness from the firing SiPM channel to the corner nodes. As shown in figure 6(b) , the signal that originated from the SiPM channel location (1, 3) arrived at the A, D, B, and C nodes in order.
Results
Waveform sampler
Waveform, rise time, and decay time.
We could observe that the signal shape and the amplitude did not change considerably as the signal propagated along the delay grid. Although there were slight differences at the onsets of the A, B, C, and D signals, the overall signal shapes, including rise and decay times, were consistent throughout the multiplexed SiPM channels. Figures 7 and 8 show the average rise and decay times of the A, B, C, D, and Sum signals corresponding to photopeak events detected at 16 SiPM channels, respectively. The rise times of the A, B, C, D, and Sum signals were 19.0 ± 0.3, 19.0 ± 0.4, 18.5 ± 0.3, 18.9 ± 0.2, and 19.0 ± 0.2 ns, respectively. The decay times of the A, B, C, D, and Sum signals were 125 ± 4, 125 ± 4, 127 ± 2, 127 ± 1, and 126 ± 1 ns, respectively. The rise and decay times of the A, B, C, and D signals were almost the same and also uniform throughout 16 SiPM channels. In addition, the rise and decay times of the Sum signal were more consistent than those of the A, B, C, and D signals. Figure 9 shows the flood maps acquired using LED and CFD methods for the overvoltages of 2.1 V-3.6 V and the percentage thresholds of 2%-40%. The 16 crystals were clearly resolved for all measurements. In addition, as the percentage threshold increased, the size of the flood map also increased and a pincushion distortion appeared. Figure 10 shows the DWRs for the flood maps shown in figure 9. LED and CFD provided the similar DWRs, and such DWRs were the largest at the 25% threshold. In addition, the DWRs increased with the overvoltage of up to 3.3 V. Figure 11 shows the representative flood map and 1D profiles obtained using CFD with the 25% threshold at the overvoltage of 2.7 V. DWR was 9.8. The distances between the adjacent spots along the x and y directions were 367 ± 54 and 386 ± 127 ps, respectively. The FWHMs of the spots along the x and y directions were 39 ± 5 and 41 ± 4 ps, respectively. Figure 12 shows the energy measurements of the LGSO/SiPM detector using the waveform sampler. Because the time pickoff method, either LED or CFD, and the threshold did not affect the energy measurements, those obtained using CFD with the 25% threshold were described. The normalized gains were not affected by both the time pickoff method and the overvoltage.
Flood map.
Energy.
As shown in figures 12(a) and (b), the photopeak region of the total energy histogram was widened due to gain variation. Although the gain variation of the employed SiPM (S11064-050P) was negligible, the light yields of the crystals and the optical coupling were different mainly due to the slight misalignment of the crystals and the SiPM channels. The misalignment decreased the light collection efficiency of the SiPM, so that the SiPM channels located at top row of the delay grid had the lower gains than others. However, the gain variation can be corrected by crystal identification. The per-crystal energy resolutions after crystal identification were evaluated as a function of the overvoltage, as shown in figure 12(c) . The error bars in figure 12(c) indicate the standard deviation of the energy resolutions of the multiplexed SiPM channels. The per-crystal energy resolutions were 9.3 ± 0.3, 9.4 ± 0.2, 9.3 ± 0.2, 9.0 ± 0.2, 8.9 ± 0.2, and 8.7 ± 0.2% FWHM at 511 keV at the respective overvoltages from 2.1 V to 3.6 V. The energy resolution of a reference detector was 10.1% FWHM at 511 keV. Figure 13(a) shows the time difference spectrum using {t ABCD , CFD}. Figure 13(b) shows the CRTs against the overvoltage and the error bars indicate the standard deviation of CRTs of the multiplexed SiPM channels. The lowest CRTs obtained using {t ABCD , LED}, {t ABCD , CFD}, {t Sum , LED}, and {t Sum , CFD} were 408 ± 13, 382 ± 13, 436 ± 19, and 410 ± 21 ps FWHM, respectively, at an overvoltage of 2.7 V. Figures 13(c)-(f) show the per-crystal CRTs measured at an overvoltage of 2.7 V using {t ABCD , LED}, {t ABCD , CFD}, {t Sum , LED}, and {t Sum , CFD}, respectively. Figure 14 shows the ToT measurements for the LGSO/SiPM detector using the FPGA-TDC. As shown in figure 14(a) , the photopeak region was resolved well using the ToT. Figure 14(b) shows the calibration curve, and the error bars indicate the standard figure 12(b) ). The per-crystal energy resolution was 25.4 ± 0.8% FWHM at 511 keV. Figure 15 shows the flood map and 1D profiles while the DWR was 6.1. The distances between the adjacent spots along the x and y directions were 232 ± 25 and 295 ± 54 ps, respectively. The FWHM of the spots along the x and y directions were 42 ± 4 and 46 ± 2 ps, respectively. Figures 16(a) and (b) show the time difference spectrum using the FPGA-TDC and the per-crystal CRTs, respectively. The per-crystal CRT was 406 ± 16 ps FWHM. The CRTs acquired using the FPGA-TDC were comparable with those measured using the waveform sampler with the time pickoff method {t ABCD , LED}. As with the CRTs measured using the waveform sampler, these CRTs were uniform throughout the multiplexed SiPM channels.
CRT.
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Discussion
Position
The delay grid is a planar array of microstrip traces connecting the cathodes of SiPM channels as shown in figure 2(d) . The trace consists of R 0 , L 0 , G 0 , and C 0 where R 0 , L 0 , G 0 , and C 0 are the characteristic resistance, inductance, conductance, and capacitance per unit length of the trace. The time delay along the trace with the length of ∆ x is ∆ × ∆ L x C x 0 0 (Deutsch et al 1990 , Montrose 2000 .
A trace connecting adjacent SiPM channels has L 0 , C 0 , and ∆ x of 6.79 × 10 2 pH mm −1 , 4.62 × 10 −2 pF mm −1 , and 5.24 mm, respectively, and the calculated unit delay without loading is 29 ps. This calculated unit delay is one order of magnitude lower than the measured unit delay of approximately 200-400 ps. This was because the SiPM channels were directly connected to the delay grid and the terminal capacitance C t of the SiPM channel served as the lumped capacitive load. The capacitive loading increased the unit delay to (Montrose 2000) where the C t is the effective capacitance between the anode and the cathode of the SiPM channel and it is the junction capacitance of a single pixel C j multiplied by the number of pixels N. The C , j N, and C t of the employed Hamamatsu SiPM channel are 90 fF, 3600, and 320 pF, respectively (Piatek 2014 , Bieniosek et al 2016 , and the expected unit delay including the capacitive load becomes 1068 ps obtained by calculating
t . However, the measured unit delay was less than 1068 ps because the quenching resistor R q of each pixel partially isolated the capacitive load as shown in figure 17 .
In addition, the delay that was introduced by the capacitive loading increased with the percentage threshold, because the capacitive loading degraded the signal slope slightly and consequently the signal with less steep slope had longer transit times with the respect to the constant percentage threshold. Thus, the TDOAs and the size of the flood map increased with the percentage threshold as shown in figures 6 and 9, respectively. The increased TDOAs could provide the clearest flood maps and the highest DWRs for the 25% threshold, where the signals were the steepest. The slight pincushion distortion that appeared as the threshold increased was also due to the capacitive loading. In order to reduce the capacitive loading, the traces can be isolated from C t using transistors or other active elements at the expense of circuit simplicity and TDOAs.
The flood maps and the DWRs were also evaluated against the overvoltage, as shown in figures 9 and 10. The effects of overvoltage on the flood map and the DWR can be analyzed using equation (7), where σ t , σ v , and / v t d d are the root-mean-square (rms) time jitter, the rms noise, and the leading edge slope of a signal crossing the threshold.
As the overvoltage increased, / v t d d also increased because the SiPM gain is proportional to the overvoltage. Although the dark noise that contributes to σ v also increased with the overvoltage, the dark noises measured at the four corner readout channels were correlated. The covariance between the corner node arrival times reduced the effects of dark noise on decoding the position information, and thus the DWRs obtained at the overvoltage of 3.3 V were higher than those acquired at 2.7 V, where the CRTs were the lowest.
When using the 2% thresholds to decode the position information, the flood maps acquired using the waveform sampler were less clear than that obtained using the FPGA-TDC. The DWRs were 3.6 and 3.9 for the waveform sampler using LED and CFD, respectively, on the other hand, the DWR measured using the FPGA-TDC was 6.1 at the overvoltage of 2.7 V. This was because the uncertainty of the interpolation, which was conducted where the signal slope was not steep, dominantly widened the sizes of the spots in the flood map. On the other hand, the FPGA-TDC could measure the TDOAs directly with a 10 ps resolution from the digital signals discriminated by the comparators. However, the waveform sampler can apply the respective optimal thresholds for timing and position measurements in the data processing step. In addition, the flood map obtained using the FPGA-TDC can be made clearer by increasing the threshold at the four corner readout channels up to 25% and thus increasing the TDOAs and the signal slope. However, the V thresh,low of 2% thresholds were applied to the A, B, C, and D readout channels to improve the CRT. The details are discussed in the next section. Although the DWR acquired using the FPGA-TDC was lower than that obtained using the waveform sampler with the 25% threshold, it is worth to note that the crystals were identified using only TDC without the requirement of an ADC. 
CRT
Precise CRT allows time-of-flight (TOF) PET that reduces scan times (Surti 2015 , Ullah et al 2016 and injected doses (Surti and Karp 2015, Son et al 2016) . The per-crystal CRTs were measured as a function of the overvoltage, as shown in figure 13 . As the bias voltage increased, the CRTs followed U-shaped curves. This is because the higher bias voltage provided larger leading edge slope / v t d d , but also introduced higher dark noise that contributed to σ v in equation (7).
CFD yielded lower CRTs than LED because CFD can eliminate the time walk (a dependence of time pickoff on the peak amplitude of the signal) and the effect of gain variation between the LGSO/SiPM channels. In addition, the per-crystal CRTs were consistent throughout the SiPM channels because the signal was not distorted considerably by a multiplexing circuit.
In addition, t Sum provided worse CRTs than t ABCD , especially for the SiPM channels located at the corner and edge where the TDOAs were larger than for the SiPM channels located at the center of the multiplexing circuit. This is because the Sum signal was dominantly discriminated by the first arrival signal among the A, B, C, and D signals. Consequently, in equation (7), / v t d d of the Sum signal was almost identical to that of the first arrival signal, but σ v of the Sum signal was higher than that of the respective A, B, C, and D signals because the correlated noises of the A, B, C, and D signals were added in the Sum signal. For this reason, the V thresh,low of 2% thresholds that correspond to early photons were applied to the four corner readout channels when an FPGA-TDC was used as the time pickoff device.
ToT
ToT is a simple method for estimating the energy information using only time measurements; however, ToT cannot be generally used after conventional multiplexing because the charge division circuit distorts the signal shape and changes the amplitude at the readout channels (Downie et al 2013 , Goertzen et al 2013 , Ko et al 2013 , Olcott et al 2013 . Contrary to the charge division circuits, the delay grid multiplexing can employ ToT after multiplexing because the signal shape and the amplitude did not change considerably by the multiplexing circuit, as shown in figure 6 . In addition, it is possible to omit the summing amplifier and apply the dual-threshold ToT to one of the A, B, C, and D signals. However, because the rise and decay times of the Sum signal were more uniform than those of the A, B, C, and D signals, as shown in figures 7 and 8, ToT was obtained by applying the V thresh,high of 40% threshold to the Sum readout channel.
The energy resolutions obtained using the FPGA-TDC were worse than those acquired using the waveform sampler because the ToT method uses only two data points to extract the energy information, and thus is more vulnerable to noise and baseline shift than the energy integration method. However, ToT could resolve the photopeak region.
Waveform sampler versus FPGA-TDC
The waveform sampler allows the full analysis of the signals; the baseline, energy, gamma arrival time, rise time, and decay time can be obtained from a waveform. In particular, the corner node arrival times, and thus the gamma arrival time can be measured accurately because the baseline can be corrected at the signal onset on an event-by-event basis. In addition, CFD that eliminates the time walk can be applied without the complex electronics. The accurate gamma arrival time and the precise energy windowing provided better CRTs than FPGA-TDC.
Subsequently, the precise corner node arrival times obtained at the steepest slope of the signal could improve the flood-map quality. Furthermore, the depth-of-interaction measurement that involves pulse shape discrimination (Du et al 2009 , Schmall et al 2015 and pulse pile-up recovery (Haselman et al 2012) can be applied after multiplexing thanks to minimal signal distortion by the multiplexing circuit. However, a DRS4 serves as the time stretcher, and thus requires the external ADC and FPGA that can complicate the readout circuit (Ritt et al 2010) .
An FPGA-TDC can not only measure the fine time and the energy (using ToT), but also have design flexibility; energy discrimination, time windowing for the coincidence detection mode (Ko et al 2011) , false event rejection, and crystal identification can be conducted using only a single FPGA where TDCs are implemented. Thus, the readout circuit can be simplified using the FPGA-TDC. In addition, the FPGA-TDC has a low data burden and can process events with a high throughput. The multi-channel FPGA-TDC that operates in parallel has a dead time of 5 ns , whereas the waveform sampler DT5742B requires the minimum 110 µs digitization time for a single event. Furthermore, the FPGA-TDC has the excellent channel expandability because a TDC requires a few FPGA resources . The SiPM-based PET detector that consists a large number of detector channels (e.g. 64 or 256) can suffer from high multiplexing ratio that degrades the CRTs and counting performance. The high-integrity TDC allows the low multiplexing ratio (e.g. 16-to-4 or 16-to-5) using more TDC channels, and thus retaining the CRTs instead of increasing the multiplexing ratio. Thus, the delay grid multiplexing method and the FPGA-TDC are a good combination for reducing the resource and complexity of the PET detector front-end and readout electronics.
Conclusion
We proposed the fully time-based multiplexing and FPGA-TDC-based readout method. The crystals were clearly resolved using the time information measured at the four readout channels. In addition, the multiplexing circuit provided consistent rise times, decay times, and CRTs throughout the multiplexed SiPM channels. Furthermore, the position, the energy, and the gamma arrival time were obtained using TDCs implemented in a single FPGA, while a dual-threshold ToT method could be applied after multiplexing. The delay grid multiplexing would be useful for TOF PET measurement with compact size, low heat dissipation, and minimal usage of electronics.
