Energy transport equations are derived directly from full molecular dynamics models as coarsegrained description. With the local energy chosen as the coarse-grained variables, we apply the Mori-Zwanzig formalism to derive a reduced model, in the form of a generalized Langevin equation.
I. INTRODUCTION
During the past two decades, there has been rapidly growing interest in modeling heat transport at the microscopic scale. Such renewed interest has been driven by the progress in designing and manufacturing micro mechanical and electrical devices, for which thermal conduction properties have great influences on the performance and reliability. As the size of electrical and mechanical devices is decreased to the micron and sub-micron scales, they often exhibit heat conduction properties that are quite different from the observations familiar at macroscopic level. For example, extraordinarily large heat conductivity for carbon nanotubes has been reported by many groups [3, 44, 88] , the conductivity of two-dimensional systems shows a strong dependence on the system size [92] , which indicates the failure of the Fourier's law, and heat pulses are observed in experiments [87] , which are typical behavior of wave equations, etc.
From a modeling viewpoint, a natural approach to incorporate some of the observed behavior is to modify the traditional heat equation, e.g., by introducing nonlocal terms [86, 87] . This approach is simple, but quite ad hoc. On the other hand, one may rely on the more fundamental description of phonons, which are the energy carriers in solids. The distribution of phonons is governed by the Peierles-Boltzmann (PB) equation [7, 67, 98] , or simplified PB equations [11, 41, 54, 83, 95] , where the cubic collision term is replaced by a relaxation term, similar to the Bhatnagar-Gross-Krook model [5] in kinetic theory. In general, however, the computation of the full PB model is still an open challenge due to the high dimensionality.
Thus far, the most popular approach to study heat conduction is direct molecular dynamics (MD) simulations, which often mimics the experimental setup. Given an interatomic potential V , either empirically constructed or derived from more fundamental considerations, a MD model is typically expressed in terms of the Newton's equations of motion. There are many well established techniques for MD simulations [1, 28] . In particular, many interatomic potentials have been developed, which have shown great promises in predicting defect structures and phase configurations. Of particular interest to the present paper is that the phonon spectrum computed from some of the models is in good agreement with results from experiments or first-principle calculations (e.g., see [81, 94] ).
In spite of the many constributions that have recently appeared to report the studies of heat conduction processes (e.g., [10, 12, 21, 31, 35, 40, 57, 58, 68, 78, 88, [90] [91] [92] ), direct MD models have several serious limitations when applied to heat conduction problems.
The first obvious limitation is the computational cost. Typical quantities of interest are expressed as ensemble averages or two-point correlations. For a non-equilibrium process such as the transient heat conduction process, the ensemble averages may not be replaced by time averages, at least very little theory exists to support such a practice. Therefore, many copies, typically tens of thousands, need to be created to average out statistical fluctuations.
In addition, the size of the system (and time scale) that can be modeled by direct MD simulations is small, often comparable or smaller than the mean free path of phonons. Most current MD studies are restricted to quasi-one-dimensional systems, e.g., nanowires [13, 14, 20-22, 50, 52, 89, 93] , nanotubes [9, 29, 37, 44, 55, 56, 66, 68, 88, 96] , and nanoribbons [26, 38, 77] . They have motivated a lot of recent effort to understand the origin and limitations of Fourier's Law [4, 6, 30, [47] [48] [49] . Furthermore, most of the studies have been focused on the dependence of the heat conductivity on the geometry, length and temperature of the system. A typical setup is to connect the boundaries to two heat bath with different temperature, modeled by stochastic (Langevin) or deterministic (Nosè-Hoover [65] ) thermostats. The MD equations are solved to drive the system to a steady state, at which point the heat flux can be measured to estimate the heat conductivity. More general transient heat conduction problems, however, would require more substantial effort.
Secondly, it is often straightforward to incorporate quantities such as displacement, velocity, temperature and pressure into MD simulations as constraints. However, temperature gradient is very difficult to impose. The temperature gradient that can be imposed is usually on the order of 10 9 − 10 8 K/m, which is too large to model realistic systems. It is unclear whether results obtained this way can be appropriately extrapolated to the correct regime.
Another way to interpret this is that a realistic temperature gradient, when applied to molecular systems, is too small to be incorporated accurately by the numerical methods. One is often confronted with the issue of small signal-to-noise ratio, a problem that also arises in fluid mechanics problems [24, 25, 61] .
This paper is strongly motivated by the above-mentioned issues, and the purpose is to present a coarse-grained (CG) model to alleviate these fundamental modeling difficulties.
The CG procedure drastically reduces the number of degrees of freedom and offers a practical alternative. Coarse-graining methodologies have found enormous application in material science problems and biological problems [2, 18, 19, 32-34, 39, 42, 51, 62-64, 69-71, 74-76, 79, 80, 82, 97] . Many CG models have been developed and they have shown great promise in reducing the computational cost and efficiently capturing the primary quantities of interest. However, almost all the existing CG molecular models are focused on finding the effective potentials, known as the potential of mean forces, at a constant temperature.
These existing CG models are in the similar form as the MD models with possible addition of damping terms or random forces. They typically describe only the time evolution of the averaged position and momentum.
The current approach works with the local energy and aims at the energy transport process. Starting with a locally averaged internal energy as CG variables, we use the MoriZwanzig formalism [60, 99] to first derive an exact equation for these variables. In particular,
we choose Mori's orthogonal projection [60] to project the equations to the subspace spanned by the CG variables. For such CG variables, this projection yields a memory term, which exhibits a simple form of a convolution in time. To alleviate the effort to compute the memory term at every step, we use the Markovian embedding techniques, recently developed in [8, 46, 53] , to approximate the memory using an extended system of differential equations with no memory. The coefficients for these approximations can be determined based on the statistics of the CG variables.
In principle, the noise term can be averaged out by simply taking the average of every term in the CG model. This is a particular advantage of the Mori's projection [18] . However, motivated by the crucial observation that many mechanical systems at the micron scale or smaller are subject to strong fluctuations, we will forgo such an averaging step, and work with the models with the random noise. This results in an energy transport model with fluctuation, represented by a system of stochastic differential equations (SDE). Consequently, the solutions are expected to be stochastic in nature. An important issue naturally arises:
How does one guarantee that the corresponding solution has the correct statistics? We first consider an approximation of the random force by an additive white noise, in which case the solution should have Gaussian statistics. Unfortunately, by examining a one-dimensional chain model, we have found that the correct statistics behaves more like a Gamma distribution. In particular, the energy must have a lower bound. Although the approximation by additive noise yields reasonable approximations to the time correlations, the probability density function (PDF) of the solution is incorrect.
To ensure that correct PDF is obtained, we propose to approximate the noise by a multiplicative noise. In this case, the diffusion constant depends on the solution itself. We determine the diffusion coefficient by solving the steady-state Fokker-Planck equation. We are able to find a diagonal matrix for the diffusion coefficient matrix such that the Gamma distribution is an equilibrium probability density. As a further extension, we introduce a higher order approximation where both the CG energy variables and their time derivatives have the correct PDF. This leads to a Langevin type of equation with multiplicative noise.
We point out that one existing stochastic heat conduction model has been proposed by Ripoll et al in [72] , as an extension of the dissipative particle dynamics (DPD) [23] . The model was postulated, rather than derived from MD.
The rest of the paper is organized as follows: In section II, we discuss the mathematical derivation, and examine the general properties of the generalized Langevin equations derived from the Mori's projection. We introduce the Markovian embedding technique for the approximation of the memory term. Then in section III, we present the approximation of the random noise using a one-dimensional system as a example.
II. MATHEMATICAL DERIVATION

A. The general projection formalism
Our starting point is an all-atom description, which embodies the detailed interactions among all the atoms in the system. More specifically, let x and v be displacements and velocities of the atoms respectively; x,v ∈ R dN with d being the space dimension and N being the total number of atoms. The dynamics follows the Newton's second law,
where V (x) is the potential energy of the system. Solutions {x(t),v(t)|t ≥ 0} can be viewed as trajectories in the phase space with an ensemble of initial states (x 0 ,v 0 ). Following the notations in [25] , we use Γ = R 2dN for the phase space and define the propagating operator L on Γ as,
density ρ 0 . This corresponds to the initial preparation of the system. For any two ndimensional functions, F,G : Γ → R n , we define the average and the correlation matrix as follows,
Suppose a : Γ → R n is a quantity of interest (QOI) and depends only on phase space variables x and v explicitly. For convenience, we work with a somewhat abused notation,
For the last part of our definition, we have followed the convention in [25] .
Our goal is to derive a reduced equation for the QOI a(t), also known as coarse-grain (CG)
variables. For this purpose, we follow the Mori-Zwanzig (MZ) procedure [16-18, 60, 99] . A key step in the MZ formulation is a projection operator P that maps functions of Γ to those of a. We adopt the orthogonal projection suggested by Mori [60] . More specifically, for any function G : Γ → R n , we define,
where M −1 is the inverse of matrix M = a,a , and the inner product of G and a is defined according to (2.3). We also define Q as the complementary operator of P, i.e. Q = I − P.
Note that the covariance matrix M only involves the one-point statistics of a and can be guaranteed to be non-singular by carefully selecting the CG variables. In practice, this corresponds to the appropriate choice of a so that the CG variables are not redundant. Even in the case when the CG variables are redundant, e.g., when there is energy conservation and the matrix M becomes singular, the projection can still be well defined by interpreting
Once the projection operator is in place, the Mori-Zwanzig formalism can be invoked, and the following generalized Langevin equation (GLE) can be derived [60] ,
where
For the choice of ρ 0 , we pick an equilibrium probability density. More specifically, let L * be the L 2 -adjoint operator of L. Then for any equilibrium density ρ eq that satisfies L * ρ eq = 0 we can set ρ 0 = ρ eq . When the system is near equilibrium, this serves as the first approximation. Further corrections can be made using the linear response approach [85] . For a Hamiltonian dynamics like (2.1), we have L * = −L [25] . We pick the canonical ensemble for ρ eq ,
In principle, other forms of the probability density, especially those obtained from the maximum entropy principle [100, 101] , can be used as well.
Several properties can be deduced from the derivation. They are summarized in the following theorem.
Theorem 1.
Assuming that a = 0, then the following properties hold,
Proof. Note that with the inner product defined above, the adjoint operator of L is −L, and P and Q are self-adjoint, i.e., Lb,c = − b,Lc and Pb,c = b,Pc for any b,c : Γ → R n .
Now for the first property, we proceed as follows,
For the second property, we start with the second equation in (2.7) and we get,
Finally, since Pa = a and QF (t) = F (t), one can easily verify that,
The first two equations imply that the random process, F (t), is a stationary random process in the wide sense [15] , and it also satisfies the second fluctuation-dissipation theorem (FDT). It is a necessary condition for the solution to have the correct variance [45] . The last condition suggests that the random force and the initial value of a are uncorrelated. The last two properties have also been discussed in the Mori's original paper [59] .
Using the first property, one can take an average of the GLE (2.6), and arrive at a deterministic system,˙
which is a set of integral-differential equations describing the time evolution of the average of the quantity of interest [17] . This is often seen as a particular advantage of Mori's projection.
However, in this paper, we are more concerned with the quantity a with fluctuation.
B
. An explicit representation of the random noise
In the general MZ formalism, the random noise has been expressed in a quite abstract form. The practical implementation is rather difficult in general. Here, we provide a more detailed characterization of the random noise, by embedding it in an infinite system of ordinary differential equations. Important properties can also be deducted from these differential equations.
Suppose that {L j a} j≥0 are linearly independent, by inspecting the first few terms in the exponential operator, one finds that the random force term can be written as,
Together with the orthogonal dynamics,Ḟ (t) = QLF (t), we can derive a set of equations for the coefficients,Ċ
where M j are referred to as the moments associated with the statistics of a, defined as follows,
The initial condition is given by,
Therefore, the random noise can be characterized via an infinite set of ordinary differential equations.
C. Properties of the kernel function
Thanks to the explicit representation of the random force and the FDT (2.9), certain values of the memory kernel can be reconstructed or approximated using the equilibrium properties. In this section, we will explain how the connections can be made.
Direct calculations yield,
where C j (t) are the coefficients of F (t) in the expansion (2.14) and are given by the solution of (2.15). The derivatives of θ(t) at t = 0 can be written out explicitly, as shown by the following theorem, which can be proved by direct substitutions.
Theorem 2. C (k) 0 (0) can be computed recursively, and they satisfy,
Furthermore, the derivatives of the memory kernel are given by,
where we defined C
Based on the theorem, one can write down the first few derivatives of θ(0), 
D. Markovian embedding -a systematic approximation of the memory term
A well known practical issue associated with the solution of the GLE is that computation of the memory term. Clearly, a direct evaluation of the integral requires the storage of the solutions from all previous steps, and such evaluations have to be carried out at every time step. To alleviate such effort, we will use the Markovian embedded technique and approximate the memory term via an extended system of equations [46] . The idea is to incorporate the aforementioned values of the kernel function into the Laplace transform of θ. More specifically, we define,
As λ → 0+, using integration by parts repeatedly, we find that
We now turn to the limit as λ → +∞, which embodies long-time behavior of the kernel function. For this calculation, we start with the GLE (2.6), multiply both side by a ⊺ , and take the average. Let M(t) = a(t),a , then we have,
Let M (λ) be the Laplace transform of M(t). Taking the Laplace transform of (2.24), we find, 25) which yields,
Again this is related to the statistics of a. We now incorporate the values of Θ from both regimes: λ → 0+ and λ → +∞. Such two-sided approximations, which are similar to the Hermite interpolation problems, have demonstrated promising accuracy over both short and long time scales [46] .
The idea of the Markovian embedding is to approximate the memory term by rational functions in terms of the Laplace transform. In general, we can consider a rational function in the following form,
The coefficients in the rational function can be determined based on the values of the kernel functions, e.g., those presented in the previous section.
When k = 0, we are led to a constant function, R 0,0 = Γ, which, we choose to be given by (2.26):
In the time domain, this amounts to approximating the kernel function by a delta function:
This is often referred to as the Markovian approximation [36, 43] .
When k = 1, we have,
To determine the coefficients, we match the following values,
which yield,
In the time-domain, this corresponds to an approximation of the kernel function by an matrix exponential e B 1 t A 1 .
Meanwhile, if we define the memory term as z,
we can write down an auxiliary equation,
This way, the memory term is embedded in an extended dynamical system without memory.
As the order of the approximation k increases, we obtain an hierarchy of approximations for the memory term, which can be written as a larger extended system of equations [46, 53] .
We will not discuss the higher order approximations in this paper.
It remains to approximate the random noise term. This will be discussed in the next section, along with a specific example of the MD model.
III. APPLICATION TO ENERGY TRANSPORT A. A one-dimensional example
Let's consider a one-dimensional isolated chain model of N atoms and they are evenly divided into n blocks, each of which contains ℓ atoms, as shown in Figure 1 ; N = nℓ. We will focus on the study of energy transport between these blocks. If we only consider the nearest neighbor interactions, the potential energy of this 1-d chain is given by,
We define the local energy associated with the I-th block as follows,
The rate of change of the local energy can be attributed to the energy flux J,
(t), (3.38) where J I+ 1 2 is the energy flux between the Ith and (I + 1)th blocks. Direct calculation yields,
Notice that the energy flux only depends on the atoms next to the interfaces between two adjacent blocks.
B. The generalized Langevin equation for the energy
As an application of the Mori's projection method, we define the quantity of interest a as the shifted energy of blocks,
The subtraction of the average is to ensure that a = 0.
Theorem 3. If a(t) is as defined in (3.37) and (3.40), the odd moments of a vanish, i.e.,
The following lemma can be easily established, as a preparation to prove this theorem, Proof. Write E ∆ = E(0) , and consider j ≥ 0, dt 2j+1 E(0) is an odd function w.r.t v. E(0) is even w.r.t v, so when we integrate the product over the velocity domain weighted by a Gaussian distribution, we get a zero average.
With this result, we can see that the Markovian term in the GLE (2.6) must be zero, i.e., Ω = 0. Furthermore, we have Corollary 4. The derivatives of the memory function at t = 0 are given by,
For instance, the first few derivatives of θ(0) in even orders are listed below,
Before we discuss the approximation of the random noise, we first start with a full MD simulation, from which we can obtain the time series of a(t) and F (t). Our numerical test simulates an equilibrium system containing 500 atoms which are evenly divided into n = 50 blocks. The histograms of one entry of a(t) and F (t) at equilibrium are shown in Figure 2 , which can be assumed to be the exact stationary distributions. Interestingly, both quantities exhibit non-Gaussian statistics. The PDF of a(t) fits perfectly to a shifted Gamma distribution, and the PDF of the random noise follows a Laplace distribution. See Figure 2 .
In the following section, we will focus on the approximation of the noise term so that the solution of the reduced models gives consistent statistics of the CG energy variables.
C. Approximation of the noise
In the previous section, we have discussed how the memory term can be approximated using the rational approximation in terms of the Laplace transforms. In particular, it gives rise to deterministic (or drift) terms in the resulting approximate models. Here, we discuss the approximation of the noise. We will consider both additive and multiplicative noises. 
Approximations by additive noise
A natural (and most widely used) approximation is by a Gaussian white noise. For instance, for the first order approximation, we are led to a linear SDE, a(t) = −Γa(t) + σζ(t), (3.46) where ζ(t) is the standard Gaussian-white noise,
In order for the solution a to have the correct covariance M, the parameter σ has to satisfy the Lyapunov equation, [73] 
On the other hand, with the rational approximation (2.31) of the kernel function, we may introduce noise via the second equation. Namely,   ȧ
It is clear that the second equation can be solved explicitly and substituted into the first equation, which would yield a similar equation to the GLE (2.6). By choosing the initial condition z(0) and Σ appropriately, the approximations to the memory kernel and the random noise can be made consistent, in terms of the second FDT (2.9).
Theorem 5. Assuming the covariance of z(0) is A 1 , and
then, the extended system is equivalent to approximating the kernel function by θ 1 (t) = e tB 1 A 1 , and the approximate noise, denoted by F 1 (t), to F (t) satisfies the second FDT exactly.
Namely,
The proof of this theorem can be found in [53] .
The approximation by additive noises inevitably leads to a Gaussian distribution for a(t) [73] . To check the validity of this assumption, we ran a direct simulation based on both the zeroth order model (3.46) and the first order model (3.49). The solutions are then compared to the true statistics, and the results are displayed in Figure 3 . From Figure 3 , we observe that although the time correlation of the CG energy is well captured, the PDF deviates from the true distribution.
Approximations using multiplicative noise
As alluded to in the previous section, the approximate model driven by Gaussian additive white noise may not capture the correct PDF. In this section, we consider multiplicative noise, with the objective of enforcing the correct equilibrium statistics for the solution of the SDEs.
We start with a further observation that the energy of each block is almost independent to each other. Figure 4 shows the agreement between the joint histogram of the energy of two adjacent blocks and the true marginal PDFs. It is interesting that same observations have been made for biomolecules [27] . It is clearly difficult to prove the exact independence theoretically. Therefore, we keep this as our main assumption, and postulate the stationary PDF (ρ(a)) of the energy as a shifted multi-Gamma distribution with parameters α i and β i , Now we reconsider the zeroth order approximation, the Markovian approximation by R 0,0 = Θ(+∞) = Γ. With a multiplicative noise, we are solving the following SDE,
where ξ(t) is the again standard Gaussian white noise. The SDE is interpreted in the Itô sense.
To derive a simple formula, we seek σ in a diagonal form. We aim to construct D ∆ = 2σσ
⊺ to ensure the desired PDF given by (3.51) . By simplifying the Fokker-Planck equation (FPE) that corresponds to (3.52), we obtain,
By directly solving these differential equations, we obtained an explicit formula for the matrix D, as summarized in the following theorem, which can be proved by direct integration of (3.53). 
where ρ i is the marginal PDF of a i and ρ i is propontional to a i +
As a verification, we solved the SDEs (3.52) with coefficients determined by the above formula. Figure 5 shows the PDF of the first component along with its time correlation.
Due to the uniform partition of the system, we expect the statistics to be the same for all the components of a. So we will only show the properties of the first component a 1 . It is clear that they are both consistent with the truth. It is worthwhile to point out that the SDE (3.52) contains a diffusion coefficient σ which is unbounded. This can be viewed as a mechanism for the energy to stay above a lower bound. However, this introduces a stiff problem for the numerical approximation. To resolve this numerical issue, we applied the implicit Taylor method [84] .
Finally let's turn to the model obtained by the first order approximation of the memory term. With Gaussian multiplicative noise, the first order model can be written formally as where A = A 1 and B = B 1 are given in (2.32) . This is a Langevin equation. But notice that in the multiplicative noise term, we allowed the diffusion coefficient to depend on both a and z.
Again from the results of direct simulations, we observed that the components of a and z are independent. So we assume all these components are independent and its joint distribution function is written as,
Similarly, we assume σ to be diagonal and work with the steady state solution of the FPE, which can be written as,
By integrating this equation, we have, From Figure 6 , we see that the first order model (3.55) is able to capture the statistics of both energy a and z. Similar to the zeroth order model, the SDEs are stiff, and the implicit Taylor method [84] with stepsize ∆t = 5 × 10 −4 is used to generate a long time series to obtain the statistics. 
IV. SUMMARY AND DISCUSSIONS
This work is concerned with a coarse-grained energy model directly obtained from the full molecular dynamics model. The goal is to find a more efficient model so that the heat conduction process can be simulated with a model that is a lot cheaper than non-equilibrium molecular dynamics simulations. Our focus has been placed on the equilibrium statistics of such models, which conceptually, is often a good starting point to develop a stochastic model. Unlike many of the coarse-grained molecular models, in which the coarse-grained velocity is expected to have Gaussian statistics, we found that the coarse-grained energy follows non-Gaussian statistics. We proposed to introduce multiplicative noise, within the Markovian embedding framework for the memory term, to ensure that the solution of the coarse-grained models has the correct equilibrium statistics.
Although we only considered a one-dimensional model as the example, the framework is applicable to more general systems. In particular, none of the theorems assumed the space dimensionality. The applications to nano-mechanical systems is currently underway.
This work suggests a new paradigms for modeling nano-scale transport phenomena in general: Rather than relying on traditional deterministic models, e.g., the Fourier's Law and the Fick's Law, one may derive from first-principle a stochastic and nonlocal constitutive relation for the mass or heat current. The extension of the current effort to general diffusion processes will be in the scope of our future work.
