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vResumo
Este trabalho tem como objetivo principal estudar resultados de fatorac¸a˜o para aplicac¸o˜es
multilineares, polinomiais e holomorfas de Hilbert-Schmidt na tentativa de estender, para
a teoria na˜o linear, resultados ja´ conhecidos na teoria linear de operadores de Hilbert-
Schmidt (1.1.20 e 1.1.21). No primeiro cap´ıtulo, fazemos um resumo de importantes
definic¸o˜es e resultados sobre operadores lineares, aplicac¸o˜es multilineares, polinomiais e
holomorfas, que sera˜o usados posteriormente. O segundo cap´ıtulo e´ dedicado ao estudo
de duas formas de fatorac¸a˜o para aplicac¸o˜es de Hilbert-Schmidt. Veremos que, em geral,
o fato de se ter aplicac¸o˜es de Hilbert-Schmidt na˜o e´ equivalente a nenhuma das duas
formas de fatorac¸a˜o apresentadas. No u´ltimo cap´ıtulo, estudamos as aplicac¸o˜es de tipo
classes de Schatten, especialmente as aplicac¸o˜es de tipo classe de Schatten S2. Elas sa˜o,
em particular, aplicac¸o˜es de Hilbert-Schmidt para as quais e´ poss´ıvel estender os resulta-
dos lineares de fatorac¸a˜o. Apresentamos tambe´m um resultado interessante que relaciona
essas aplicac¸o˜es com as p-dominadas para 1 ≤ p ≤ 2.
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Abstract
The main purpose of this work is to study some results on factorization of Hilbert-
Schmidt multilinear mappings, polynomials and holomorphic mappings, trying to extend
to the non linear theory, well known results for Hilbert-Schmidt linear operators (1.1.20
and 1.1.21). In the first chapter, we make a summary of important definitions and results
concerning linear operators, multilinear mappings, polynomials and holomorphic map-
pings, which will be used later. The second chapter is devoted to the investigation of two
kinds of factorization for Hilbert-Schmidt mappings. We will see that, in general, being
a Hilbert-Schmidt mapping is not equivalent to any of the two kinds of factorization pre-
sented. In the last one, we study the Schatten class type mappings, specially the Schatten
class type S2 ones. Those mappings are, in particular, Hilbert-Schmidt ones for which
we can extend the factorization linear results. We also present an interesting relationship
between those mappings and the p-dominated ones for 1 ≤ p ≤ 2.
Introduc¸a˜o
Os operadores lineares de Hilbert-Schmidt podem ser encontrados em publicac¸o˜es do in´ıcio
do se´culo XX, devido a D. Hilbert ([11] e [12]) e seu aluno, E. Schmidt ([35] e [36]). Em
1967, Pietsch ([30]) introduz a noc¸a˜o de operadores p-somantes e apresenta um importante
resultado de fatorac¸a˜o para tais operadores: eles podem ser fatorados atrave´s de espac¸os
da forma C(K), K compacto, e subespac¸os de espac¸os da forma Lp(µ), onde µ e´ uma
medida boreliana regular (1.1.6). Tambe´m em 1967, A. Pelczynski ([26]) mostra que a
classe dos operadores de Hilbert-Schmidt coincide com a classe dos operadores p-somantes
entre espac¸os de Hibert para todo 1 ≤ p <∞. Em 1968, J. Lindentrauss e A. Pelczynski
publicam um trabalho ([14]) onde introduzem o conceito de espac¸os Lp, 1 ≤ p ≤ ∞ e
provam ainda que os operadores de Hilbert-Schmidt sa˜o exatamente os operadores entre
espac¸os de Hilbert que podem ser fatorados atrave´s de um espac¸o L1 ou L∞.
As classes de Schatten-von Neumann (1.1.14) tambe´m sa˜o de grande importaˆncia neste
trabalho. Elas foram introduzidas por R. Schatten e J. von Neumann em artigos dos anos
de 1946 e 1948 ([33] e [34]). A classe de ordem 2 e´ exatamente formada pelos operadores
de Hilbert-Schmidt.
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Mais recentemente, J. Diestel, H. Jarchow e A. Tonge ([7], 19.2) apresentaram um
resultado de fatorac¸a˜o para operadores de Hilbert-Schmidt (1.1.21), onde esses sa˜o carac-
terizados como os operadores entre espac¸os de Hilbert que se fatoram atrave´s de qualquer
espac¸o de Banach de dimensa˜o infinita. A demonstrac¸a˜o desse resultado e´ bem trabalhosa
e depende, dentre outras coisas, de um resultado de Dvoretsky ([7], 19.1) e de resultados
de S. Bellenot ( [7], 19.19 e 19.20) envolvendo sequeˆncias ba´sicas em espac¸os de Banach de
dimensa˜o infinita e tambe´m fatorac¸a˜o compacta de operadores entre espac¸os de Hilbert.
Passando a` teoria de aplicac¸o˜es na˜o lineares, os conceitos de funcionais multilineares
de Hilbert-Schmidt e polinoˆmios de Hilbert-Schmidt sa˜o introduzidos por T. Dwyer em
sua tese de doutorado ([9] e [10]) com o objetivo de serem usados na teoria de equac¸o˜es
diferenciais parciais. Assim como no caso linear, o estudo das aplicac¸o˜es multilineares ab-
solutamente (r; r1, ..., rn)-somantes e´ fundamental na teoria multilinear. Elas sa˜o definidas
por Pietsch em [32] para valores escalares e estudadas por R. Alencar e M. Matos em
[1], agora assumindo valores vetoriais. Em [18], M. Matos apresenta as aplicac¸o˜es mul-
tilineares de Hilbert-Schmidt com valores vetoriais e, em resposta a uma pergunta de
Pietsch formulada em [32], mostra que, em geral, a classe das aplicac¸o˜es multilineares
de Hilbert-Schmidt na˜o coincide com aquela das aplicac¸o˜es multilineares absolutamente
(r; r1, ..., rn)-somantes. Neste ponto, podemos perceber que a teoria na˜o-linear na˜o se
mostra ta˜o ”generosa”como a linear.
Mais adiante, M. Matos ([19]) introduz o conceito das aplicac¸o˜es multilineares comple-
tamente absolutamente (r; r1, ..., rn)-somantes e demonstra que as aplicac¸o˜es multilineares
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de Hilbert-Schmidt sa˜o completamente absolutamente r-somantes para todo r > 0. Nos
casos em que r ≥ 2, elas coincidem! Esse fato foi de extrema importaˆncia quando inici-
amos a pesquisa sobre fatorac¸a˜o de aplicac¸o˜es de Hilbert-Schmidt.
Nosso trabalho esta´ dividido em 3 cap´ıtulos. O primeiro cap´ıtulo e´ um resumo das
principais definic¸o˜es e resultados da teoria linear e de aplicac¸o˜es multilineares, polinomiais
e holomorfas. As definic¸o˜es de todas as classes citadas nesta introduc¸a˜o podem ser encon-
tradas nesse cap´ıtulo, com a excec¸a˜o das aplicac¸o˜es na˜o lineares de Hilbert-Schmidt, que
sa˜o apresentadas no in´ıcio do cap´ıtulo seguinte. Esse cap´ıtulo que chamamos de ”Teoria
Ba´sica”tem como objetivos facilitar a leitura do trabalho, fixar a notac¸a˜o a ser utilizada
e citar refereˆncias para que mais detalhes possam ser consultados posteriormente. Por
isso, na˜o comentamos demonstrac¸o˜es, com excec¸a˜o do teorema de fatorac¸a˜o de Diestel-
Jarchow-Tonge (1.1.21), onde um esboc¸o e´ apresentado para que futuras demonstrac¸o˜es
possam ser melhor compreendidas.
O segundo cap´ıtulo e´ dedicado a`s aplicac¸o˜es de Hilbert-Schmidt. Vamos ver que, na
1a forma de fatorac¸a˜o (em que uma aplicac¸a˜o n-linear e´ decomposta como n operadores
lineares e uma aplicac¸a˜o n-linear), toda aplicac¸a˜o multilinear fatorada dessa maneira
atrave´s de espac¸os L∞ e L1 e´ de Hilbert-Schmidt, mas a rec´ıproca no caso L∞ na˜o e´
verdadeira em geral. No caso L1, fica em aberto saber se a rec´ıproca e´ va´lida ou na˜o. O
caso polinomial e´ ana´logo e segue como consequeˆncia do caso multilinear.
Na˜o obtendo a desejada equivaleˆncia, partimos para outra forma de fatorac¸a˜o (2a
forma), utilizando uma aplicac¸a˜o n-linear e um operador linear na decomposic¸a˜o de
xaplicac¸o˜es n-lineares. A resposta e´ a seguinte: aplicac¸o˜es de Hilbert-Schmidt admitem a
2a forma de fatorac¸a˜o atrave´s de qualquer espac¸o de Banach de dimensa˜o infinita, mas o
contra´rio na˜o vale em geral: todo funcional multilinear admite esse tipo de fatorac¸a˜o, mas
nem todos sa˜o de Hilbert-Schmidt. Novamente, o caso polinomial segue como corola´rio
do caso multilinear. Os destaques da primeira sec¸a˜o sa˜o os teoremas 2.1.6 e 2.1.16 e os
corola´rios 2.1.10 e 2.1.23.
A u´ltima sec¸a˜o do cap´ıtulo e´ dedicada a`s aplicac¸o˜es holomorfas de Hilbert-Schmidt,
que tambe´m foram estudadas por T. Dwyer em sua tese ([9]). Os resultados dessa sec¸a˜o
dependem dos resultados obtidos para polinoˆmios de Hilbert-Schmidt. A grosso modo,
os resultados obtidos para as holomorfas sa˜o parecidos com o caso polinomial, mas as
fatorac¸o˜es obtidas sa˜o locais, na vizinhanc¸a de um certo ponto. Para obtermos fatorac¸o˜es
em todo o domı´nio, vamos precisar que tais aplicac¸o˜es sejam de Hilbert-Schmidt de tipo
limitado (2.2.3). Fica em aberto decidir se, dado um espac¸o de Banach de dimensa˜o
infinita, e´ poss´ıvel decompor uma aplicac¸a˜o holomorfa de Hilbert-Schmidt atrave´s desse
espac¸o. O principal resultado dessa sec¸a˜o e´ o teorema 2.2.16.
As aplicac¸o˜es de tipo classes de Schatten Sp foram estudadas por H.A. Braunss e H.
Junek em [3] e [4], inspiradas nas ide´ias de ideais de funcionais n-lineares de Pietsch ([32]).
A raza˜o do terceiro cap´ıtulo se deve ao fato de que nem toda aplicac¸a˜o de Hilbert-Schmidt
admite a primeira forma de fatorac¸a˜o. As aplicac¸o˜es de tipo classe de Schatten S2, em
particular, sa˜o aplicac¸o˜es de Hilbert-Schmidt, para as quais e´ poss´ıvel obtermos a extensa˜o
dos resultados de fatorac¸a˜o lineares. Esses resultados sa˜o os teoremas 3.1.12, 3.1.16 para
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aplicac¸o˜es multilineares de tipo S2, 3.1.15 e 3.1.17 para polinoˆmios de tipo S2 e 3.2.10,
3.2.11 para aplicac¸o˜es holomorfas de mesmo tipo.
Resumidamente, esse u´ltimo cap´ıtulo esta´ dividido da seguinte forma: apresentac¸a˜o
das aplicac¸o˜es de tipo classes de Schatten; resultados de fatorac¸a˜o; relac¸a˜o entre a classe
de Schatten S2 e as aplicac¸o˜es dominadas (casos multilinear 3.1.18 e polinomial 3.1.19);
aplicac¸o˜es holomorfas de tipo classes de Schatten, propriedades e resultados de fatorac¸a˜o;
por u´ltimo, alguns comenta´rios sobre fatorac¸a˜o de operadores lineares das classes de Schat-
ten de ordem p, para p 6= 2.
Lista de Notac¸o˜es
N: conjunto dos inteiros positivos
No = N ∪ {0}
K: corpo dos reais ou complexos
D,D1, ..., Dn, E,E1, ..., En, F, F1, ..., Fn: espac¸os de Banach sobre K
H,H1, ..., Hn, G,G1, ..., Gn: espac¸os de Hilbert sobre K
(. | .): produto interno em um espac¸o de Hilbert H
E ′: dual topolo´gico de E
BE: bola unita´ria fechada de E
lp(E): espac¸o das sequeˆncias em E absolutamente p-soma´veis (def. 1.1.1)
lp,w(E): espac¸o das sequeˆncias em E fracamente p-soma´veis (def. 1.1.2)
l∞(E): espac¸os das sequeˆncias em E limitadas. Coincide com l∞,w(E).
L(E;F ): espac¸o dos operadores lineares cont´ınuos de E em F
u′ ∈ L(F ′;E ′): operador adjunto de u ∈ L(E;F )
L(E1, ..., En;F ): espac¸o das aplicac¸o˜es n-lineares cont´ınuas de E1 × ...× En em F
L(nE;F ): espac¸o das aplicac¸o˜es n-lineares cont´ınuas de E × ...× E (n vezes) em F
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xiii
Ls (nE;F ): subespac¸o de L(nE;F ) formado pelas aplicac¸o˜es n-lineares sime´tricas
Las,(r;s1,...,sn)(E1, ..., En;F ): espac¸o das aplicac¸o˜es n-lineares de L(E1, ..., En;F ) que sa˜o
absolutamente (r; s1, ..., sn)-somantes (def. 1.2.4)
Las,(r;s)(E1, ..., En;F ): espac¸o das aplicac¸o˜es de Las,(r;s1,...,sn)(E1, ..., En;F ), com s1 = ... =
sn = s
Las,r(E1, ..., En;F ): espac¸o das aplicac¸o˜es de Las,(r;s1,...,sn)(E1, ..., En;F ), com s1 = ... =
sn = r
Ld,(p1,...,pn)(E1, ..., En;F ): espac¸o das aplicac¸o˜es n-lineares de L(E1, ..., En;F ) que sa˜o
(p1, ..., pn)-dominadas (def. 1.2.4)
Ld,p(E1, ..., En;F ): espac¸o das aplicac¸o˜es n-lineares de Ld,(p1,...,pn)(E1, ..., En;F ) com p1 =
... = pn = p
Lfas(r;s1,...,sn)(E1, ..., En;F ): espac¸o das aplicac¸o˜es n-lineares de L(E1, ..., En;F ) que sa˜o
completamente absolutamente (r; s1, ..., sn)-somantes (def. 1.2.7)
Lfas,(r;s)(E1, ..., En;F ): espac¸o das aplicac¸o˜es n-lineares de Lfas,(r;s1,...,sn) com s = s1 =
.... = sn
Lfas,r(E1, ..., En;F ): espac¸o das aplicac¸o˜es n-lineares de Lfas,(r;s1,...,sn) com r = s1 = .... =
sn
LHS(H1, ..., Hn;G): espac¸o das aplicac¸o˜es n-lineares cont´ınuas de Hilbert-Schmidt (def.
2.1.1)
Lsas,p(E1, ..., En;F ): espac¸o das aplicac¸o˜es de L(E1, ..., En;F ) que sa˜o fortemente absolu-
tamente p-somantes (def. 2.1.22)
xiv
Sp(H;G): classe de Schatten de ordem p (def. 1.1.14)
L(Sp)(H1, ..., Hn;G): espac¸o das aplicac¸o˜es n-lineares cont´ınuas de tipo Sp (def. 3.1.1)
P(nE;F ): espac¸o dos polinoˆmios n-homogeˆneos cont´ınuos de E em F
Pas,(r;s)(nE;F ): espac¸o dos polinoˆmios de P(nE;F ) que sa˜o absolutamente (r; s)-somantes
(def. 1.2.12)
Pas,r(nE;F ): espac¸o dos polinoˆmios de Pas,(r;s)(nE;F ) tais que s = r
Pd,r(nE;F ): espac¸o dos polinoˆmios de P(nE;F ) que sa˜o r-dominados (def. 1.2.12)
Pfas,(r;s)(nE;F ): espac¸o dos polinoˆmios de P(nE;F ) que sa˜o completamente absoluta-
mente (r; s)-somantes (def. 1.2.15)
Pfas,r(nE;F ): espac¸o dos polinoˆmios de Pfas,(r;s)(nE;F ) com r = s
PHS(nH;G): espac¸o dos polinoˆmios n-homogeˆneos cont´ınuos de Hilbert-Schmidt (def.
2.1.2)
P(Sp)(nH;G): espac¸o dos polinoˆmios de tipo Sp (def. 3.1.7)
F(E1, ..., En;F ): espac¸o das aplicac¸o˜es n-lineares de tipo finito (def. 1.2.3)
H(E;F ): espac¸o das aplicac¸o˜es holomorfas de E em F (espac¸os sobre C) (def. 1.3.1)
Hd,p(E;F ): espac¸o das aplicac¸o˜es de H(E;F ) que sa˜o de tipo p-dominadas (def. 1.3.7 e
1.3.8)
Hfas,(r;s)(E;F ): espac¸o das aplicac¸o˜es de H(E;F ) que sa˜o de tipo completamente abso-
lutamente (r; s)-somantes (def. 1.3.7 e 1.3.8)
HHS(H;G): espac¸o das aplicac¸o˜es de H(H;G) que sa˜o de Hilbert-Schmidt (def. 2.2.2)
HbHS(H;G): espac¸o das aplicac¸o˜es de HHS(H;G) que sa˜o de Hilbert-Schmidt de tipo
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limitado (def. 2.2.3)
H(Sp)(H;G): espac¸o das aplicac¸o˜es de H(H;G) que sa˜o de tipo Sp (def. 3.2.2)
Hb(E;F ): espac¸o das aplicac¸o˜es limitadas de H(E;F ) (def. 1.3.2)
W (K): conjunto de todas medidas de probabilidade regulares na σ− a´lgebra Borel de K
com a topologia fraca-estrela.
Br(a) = {x ∈ E; ‖ x− a ‖< r }.
Br[a] = {x ∈ E; ‖ x− a ‖≤ r}.
Lp(µ): espac¸o das func¸o˜es da forma f : X → K que sa˜o mensura´veis e tais que∫
X
| f(x) |p dµ <∞.
L∞(µ): espac¸o das func¸o˜es da forma f : X → K que sa˜o essencialmente limitadas.
lIp = Lp(µ), onde µ e´ a medida de contagem em um conjunto I.
lI∞: conjunto das func¸o˜es limitadas da forma f : I → K .
lp = l
N
p = {(an)n ⊂ K;
∞∑
n=1
| an |p<∞}.
co = {(an)n ⊂ K; an → 0}.
C(A): espac¸o das func¸o˜es cont´ınuas definidas em A com valores escalares.
Cap´ıtulo 1
Teoria Ba´sica
Neste cap´ıtulo, vamos recordar algumas definic¸o˜es importantes e fazer um resumo dos
principais resultados sobre operadores lineares, aplicac¸o˜es multilineares, polinoˆmios e
aplicac¸o˜es holomorfas a serem utilizados ao longo do trabalho.
As letras E,E1, ..., En, F , F1, ..., Fn simbolizam espac¸os de Banach sobre um corpo
K e H,H1, ..., Hn, G,G1, ..., Gn, espac¸os de Hilbert sobre K. Qualquer du´vida acerca de
notac¸a˜o pode ser solucionada consultando a lista de notac¸o˜es no in´ıcio do trabalho.
Vamos inicialmente recordar uma desigualdade que tera´ grande importaˆncia em algu-
mas das demonstrac¸o˜es deste trabalho:
Desigualdade de Ho¨lder Generalizada 1.0.1 Se
1
p
≤ 1
p1
+ ...+
1
pn
, enta˜o
( ∞∑
j=1
| a(1)j ...a(n)j |p
) 1
p
≤
( ∞∑
j=1
| a(1)j |p1
) 1
p1
...
( ∞∑
j=1
| a(n)j |pn
) 1
pn
1
21.1 Operadores Lineares
Definic¸a˜o 1.1.1 Seja 0 < p < ∞. Uma sequeˆncia (xn)∞n=1 em E e´ dita fortemente p-
soma´vel (ou p-soma´vel) se a sequeˆncia escalar (‖ xn ‖)∞n=1 pertence a lp. Vamos denotar
por lp(E) o espac¸o de tais sequeˆncias. Uma norma (p-norma se 0 < p < 1) para esse
espac¸o e´ dada por
‖ (xn)n ‖p=
( ∞∑
n=1
‖ xn ‖p
) 1
p
O espac¸o lp(E), com a norma (p-norma caso 0 < p < 1) acima, e´ um espac¸o de
Banach (esp. vetorial topolo´gico metriza´vel completo se o < p < 1).
Definic¸a˜o 1.1.2 Seja 0 < p < ∞. Uma sequeˆncia (xn)∞n=1 em E e´ dita fracamente
p-soma´vel se a sequeˆncia escalar (〈x′, xn〉)∞n=1 pertence a lp para todo x′ ∈ E ′. Vamos
denotar por lp,w(E) o espac¸o de tais sequeˆncias. Uma norma (p-norma caso 0 < p < 1)
para esse espac¸o e´ dada por
‖ (xn)n ‖p,w= sup
x′∈BE′
( ∞∑
n=1
| 〈x′, xn〉 |p
) 1
p
O espac¸o lp,w(E), com a norma (p-norma caso 0 < p < 1) acima , e´ um espac¸o de
Banach (esp. vetorial topolo´gico metriza´vel completo caso 0 < p < 1).
e´ claro que lp(E) ⊂ lp,w(E) e que ‖ (xn)n ‖p,w ≤‖ (xn)n ‖p para toda sequeˆncia
(xn)n ∈ lp(E).
Definic¸a˜o 1.1.3 Seja 0 < p <∞. Dizemos que u ∈ L(E;F ) e´ absolutamente p-somante
se existe uma constante C ≥ 0 tal que, para qualquer escolha de m ∈ N e x1, ..., xm ∈ E,
3tem-se: (
m∑
i=1
‖ uxi ‖p
) 1
p
≤ C sup
x′∈BE′
(
m∑
n=1
| 〈x′, xn〉 |p
) 1
p
O ı´nfimo das constantes C ≥ 0 que satisfazem a desigualdade acima sera´ denotado
por ‖ u ‖as,p e define uma norma (p-norma caso 0 < p < 1) para o espac¸o dos operadores
p-somantes Las,p(E;F ). Esse espac¸o, com a norma (p-norma caso 0 < p < 1) acima, e´
um espac¸o de Banach (esp. vetorial topolo´gico metriza´vel completo se 0 < p < 1).
Exemplo 1.1.4 Exemplos de operadores p-somantes
(a) Sejam K um espac¸o de Hausdorff compacto e µ uma medida de Borel regular e posi-
tiva em K. A inclusa˜o Jp : C(K)→ Lp(µ) e´ p-somante e ‖ Jp ‖as,p= µ(K)
1
p .
(b) Sejam (Ω,Σ, µ) um espac¸o de medida finita e 1 ≤ p < ∞. O operador inclusa˜o
ip : L∞(µ)→ Lp(µ) e´ p-somante, com ‖ ip ‖as,p= µ(Ω)
1
p .
(c) Sejam 1 ≤ p <∞ e λ = (λn)n ∈ lp. O operador diagonal Dλ dado por: Dλ : l∞ → lp,
Dλ(an)n = (λnan)n e´ p-somante, com ‖ Dλ ‖as,p=‖ λ ‖p.
Alguns comenta´rios devem ser feitos acerca dos operadores p-somantes.
Comenta´rios 1.1.5 .
1. Se u ∈ Las,p(E;F ), enta˜o ‖ u ‖≤‖ u ‖as,p, onde ‖ . ‖ denota a norma usual do espac¸o
dos operadores lineares cont´ınuos de E em F .
2. (Teorema da Inclusa˜o) Se 0 < p < q <∞, enta˜o Las,p(E;F ) ⊂ Las,q(E;F ). Ainda, se
u ∈ Las,p(E;F ), tem-se ‖ u ‖as,q≤‖ u ‖as,p.
43. (Propriedade de Ideal) Sejam 0 < p < ∞ e u ∈ Las,p(E;F ). Se w ∈ L(E1;E) e
v ∈ L(F ;F1), enta˜o v ◦ u ◦ w ∈ Las,p(E1;F1) e ‖ vuw ‖≤‖ v ‖ ‖ u ‖as,p ‖ w ‖.
4. u ∈ L(E;F ) e´ p-somante se, e somente se, (uxn)n ∈ lp(F ) sempre que (xn)n ∈ lp,w(E).
As demonstrac¸o˜es dos resultados acima e mais detalhes sobre a teoria dos operadores
p-somantes podem ser vistos em [7], cap´ıtulo 2 e em [31].
Um importante resultado de fatorac¸a˜o para operadores p-somantes e´ o teorema de
fatorac¸a˜o de Pietsch, que nos fornece fatorac¸o˜es atrave´s de espac¸os de func¸o˜es cont´ınuas e
espac¸os do tipo Lp(µ), onde µ e´ uma medida boreliana regular. Uma demonstrac¸a˜o para
tal resultado pode ser vista em [7] (teorema 2.13) ou em [21] (teorema 2.1.1).
Teorema 1.1.6 (Pietsch) Seja 1 ≤ p < ∞. Consideremos E,F espac¸os de Banach, K
um subconjunto fraco estrela compacto de BE′ normante, isto e´, com a propriedade ‖x‖ =
sup{|x′(x)|;x′ ∈ K} para todo x ∈ E e B = BF ′. Para todo operador u : E → F , as
seguintes proposic¸o˜es sa˜o equivalentes:
i) u e´ p somante;
ii) existem uma medida de Borel regular e de probabilidade µ em K, um subespac¸o
(fechado) Xp de Lp(µ) e um operador uˆ : Xp → F tais que: JpiE(E) ⊂ Xp e para
todo x ∈ E, temos uˆJpiE(x) = ux.
Em outras palavras, se JEp e´ a aplicac¸a˜o iE(E)→ Xp induzida por Jp, enta˜o o seguinte
5diagrama comuta:
E
u - F
iE(E)
iE
?
⊂
JEp - Xp
uˆ
6
⋂
C(K)
⋂
Lp(µ)
onde iE(x)(x
′) = 〈x′, x〉 para todo x′ ∈ BE′ e x ∈ E, j = 1, ..., n.
iii) existem uma medida de Borel regular e de probabilidade em K e um operador
u˜ : Lp(µ)→ lB∞ tais que o seguinte diagrama comuta:
E
u - F
iF - lB∞
¡
¡
¡
¡
¡
u˜
µ
C(K)
iE
?
⊂
Jp- Lp(µ)
iv) existem um espac¸o de probabilidade (Ω,Σ, µ) e operadores u˜ : Lp(µ)→ lB∞ e
v : E → L∞(µ) tais que o seguinte diagrama comuta:
E
u - F
iF - lB∞
¡
¡
¡
¡
¡
u˜
µ
L∞(µ)
v
? ip - Lp(µ)
Mais ainda, podemos escolher µ e uˆ em (ii) ou µ e u˜ em (iii) de tal forma que
‖uˆ‖ = ‖u˜‖ = pip(u).
Vamos agora apresentar a definic¸a˜o de espac¸os Lp introduzida por Lindenstrauss e
Pelczynski em [14]. A caracter´ıstica desses espac¸os e´ que seus subespac¸os de dimensa˜o
6finita se comportam como os espac¸os da forma lnp . Mais detalhes sobre esse assunto podem
ser vistos em [15] ou ainda em [7], cap´ıtulo 3.
Definic¸a˜o 1.1.7 Sejam 1 ≤ p ≤ ∞ e λ > 1. Um espac¸o de Banach E e´ um espac¸o
Lp,λ se todo subespac¸o X de dimensa˜o finita de E esta´ contido em um subespac¸o Y de
E, tambe´m de dimensa˜o finita, para o qual existe um isomorfismo v : Y → ldimYp , com
‖ v ‖‖ v−1 ‖< λ. Vamos dizer que E e´ um espac¸o Lp se E e´ um espac¸o Lp,λ para algum
λ > 1.
Exemplo 1.1.8 .
(a) Se (Ω,Σ, µ) e´ um espac¸o de medida e 1 ≤ p ≤ ∞, enta˜o Lp(µ) e´ um espac¸o Lp,λ
para todo λ > 1.
(b) Se K e´ um espac¸o de Hausdorff compacto, enta˜o C(K) e´ um espac¸o L∞,λ para todo
λ > 1.
A prova das afirmativas dadas no exemplo acima podem ser vistas em [7], teorema
3.2.
Definic¸a˜o 1.1.9 Um espac¸o de Banach F e´ chamado de injetivo se para todo espac¸o de
Banach E, todo subespac¸o X de E e todo operador u ∈ L(X;F ), existe uma extensa˜o
u˜ ∈ L(E;F ) para u. Se existir uma constante λ ≥ 1 tal que ‖ u˜ ‖≤ λ ‖ u ‖, enta˜o dizemos
que F tem a propriedade da λ - extensa˜o. F tem a propriedade da extensa˜o me´trica se
λ = 1.
7Os espac¸os lΓ∞ e C(K)
′′ (K compacto) teˆm a propriedade da extensa˜o me´trica (veja
[6], 3.10).
Sa˜o resultados importantes sobre os espac¸os Lp (veja [15]):
Teorema 1.1.10 (Lindenstrauss-Rosenthal) Um espac¸o de Banach E e´ um espac¸o Lp
se, e somente se, E ′ e´ um espac¸o Lq, onde 1 ≤ p ≤ ∞ e 1
p
+
1
q
= 1.
Teorema 1.1.11 (Lindenstrauss-Rosenthal) Todo espac¸o injetivo e´ um espac¸o L∞. Um
espac¸o de Banach E e´ um espac¸o L∞ se, e somente se, E ′′ e´ injetivo.
Os seguintes resultados sa˜o devidos a Lindenstrauss e Pelczynski ([14]) e sa˜o genera-
lizac¸o˜es de resultados obtidos por Grothendieck.
Teorema 1.1.12 Se E e´ um espac¸o L1,λ e F , um espac¸o L2,λ′, enta˜o todo operador
u ∈ L(E;F ) e´ 1-somante, com ‖ u ‖as,1≤ κGλλ′ ‖ u ‖ (κG e´ a constante de Grothendieck
- [7], 1.14).
Teorema 1.1.13 Se E e´ um espac¸o L∞,λ e F , um espac¸o Lp,λ′, 1 ≤ p ≤ 2, enta˜o todo
operador u ∈ L(E;F ) e´ 2-somante, com ‖ u ‖as,2≤ κGλλ′ ‖ u ‖ (κG e´ a constante de
Grothendieck - [7], 1.14).
Demonstrac¸o˜es para os teoremas acima podem ser vistas tambe´m em [7], 3.1 e 3.7
respectivamente.
Definic¸a˜o 1.1.14 Para 0 < p < ∞, a Classe de Schatten-von Neumann de ordem p e´
formada por todos os operadores u ∈ L(H;G) que admitem representac¸a˜o da forma:
8u =
∞∑
n=1
τn(. | hn)gn
onde (τn)n ∈ lp, (hn)n e´ uma sequeˆncia ortonormal em H e (gn)n e´ uma sequeˆncia ortonor-
mal em G.
Vamos indicar a classe de tais operadores por Sp(H;G) e uma norma ( p-norma se
0 < p < 1) e´ dada por:
σp(u) =
( ∞∑
n=1
| τn |p
) 1
p
Sp(H;G), com a norma (p-norma no caso 0 < p < 1), e´ um espac¸o de Banach (esp.
vetorial topolo´gico metriza´vel completo se 0 < p < 1).
Mais detalhes sobre esse espac¸o podem ser vistos em [7], cap´ıtulo 4 , [31], 15.5 e [13].
Fac¸amos alguns comenta´rios sobre as classes de Schatten:
Comenta´rios 1.1.15 .
1. Se 0 < p ≤ q < ∞, enta˜o Sp(H;G) ⊂ Sq(H;G) e σq(u) ≤ σp(u) para todo u ∈
Sp(H;G).
2. Sejam 0 < p < ∞ e u ∈ L(H;G). Enta˜o, u ∈ Sp(H;G) se, e somente se, u′ ∈
Sp(G;H). Nesse caso, σp(u) = σp(u′).
3. Sejam 0 < p < ∞, u ∈ Sp(H;G), w ∈ L(H1;H) e v ∈ L(G;G1). Enta˜o, v ◦ u ◦ w ∈
Sp(H1;G1) e σp(vuw) ≤‖ v ‖ σp(u) ‖ w ‖.
4. Sejam 0 < p ≤ 2 e u ∈ L(H;G). Se (‖ uhi ‖)i ∈ lIp para alguma base ortonormal
(hi)i∈I de H, enta˜o u ∈ Sp(H;G) e
σp(u) ≤
(∑
i∈I
‖ uhi ‖p
) 1
p
95. Sejam 2 ≤ p <∞ e u ∈ Sp(H;G). Enta˜o,(∑
i∈I
‖ uhi ‖p
) 1
p
≤ σp(u)
para toda base ortonormal (hi)i∈I de H.
6. Seja 1 ≤ p < ∞. Um operador u ∈ L(H;G) esta´ em Sp(H;G) se, e somente se,
((uwen | ven))n ∈ lp para todo operador w ∈ L(l2;H) e v ∈ L(l2;G).
7. Todo operador de Sp(H;G) e´ compacto.
Definic¸a˜o 1.1.16 Um operador u ∈ L(H;G) e´ um operador de Hilbert-Schmidt quando∑
i∈I
‖ uhi ‖2< ∞ para alguma (equivalentemente: para toda) base ortonormal (hi)i∈I de
H.
O espac¸o de tais operadores e´ denotado por LHS(H;G) e pode-se definir um produto
interno nesse espac¸o da seguinte forma:
(u | v) =
∑
i∈I
(uhi | vhi)
para todo u, v ∈ LHS(H;G). A norma correspondente e´ indicada por ‖ . ‖HS e o espac¸o
dos operadores de Hilbert-Schmidt, com a norma acima, e´ um espac¸o de Hilbert.
E´ poss´ıvel mostrar que se u e´ um operador de Hilbert-Schmidt, enta˜o a soma∑
i∈I
‖ uhi ‖2 e´ finita e seu valor independe da base ortonormal (hi)i∈I de H tomada (veja
[19], proposic¸ ao 5.1).
Observac¸a˜o 1.1.17 De 1.1.15, ı´tens 4 e 5, conclu´ımos que LHS(H;G) = S2(H;G) e
‖ . ‖HS= σ2(.).
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Em [26], Pelczynski mostrou um importante resultado, relacionando os operadores
p-somantes e de Hilbert-Schmidt:
Teorema 1.1.18 (Pelczynski) LHS(H;G) = Las,p(H;G) para todo 1 ≤ p <∞.
Observac¸a˜o 1.1.19 Na demonstrac¸a˜o do teorema de Pelczynski, podemos obter a seguinte
relac¸a˜o entre as normas p-somantes e de Hilbert-Schmidt (veja tambe´m [21], teorema
1.1.1):
B−1p ‖ . ‖HS≤‖ . ‖as,p≤ A−11 ‖ . ‖HS
onde A1 e Bp sa˜o constantes que aparecem na desigualdade de Khinchin ( veja [7], 1.10).
No caso p = 2, temos ‖ . ‖as,2=‖ . ‖HS (veja [7], 4.10).
Apresentamos agora os resultados de fatorac¸a˜o para operadores de Hilbert-Schmidt,
que sera˜o objeto de estudo no decorrer do trabalho. O primeiro, teorema de Lindentrauss-
Pelczynski (veja [7], teorema 4.12), apresenta fatorac¸o˜es atrave´s de espac¸os de Banach L1
e L∞. Ja´ o resultado de Diestel-Jarchow-Tonge nos fornece fatorac¸o˜es atrave´s de espac¸os
de Banach de dimensa˜o infinita. Uma demonstrac¸a˜o para esse teorema pode ser vista em
[7], 19.2.
Teorema 1.1.20 (Lindenstrauss-Pelczynski) Seja u : H → G um operador linear. Sa˜o
equivalentes:
(i) u ∈ LHS(H;G)
(ii) u fatora-se atrave´s de um espac¸o L1, isto e´, existem X um espac¸o L1, w ∈ L(H;X)
e v ∈ L(X;G) tais que u = v ◦ w.
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(iii) u fatora-se atrave´s de um espac¸o L∞, isto e´, existem X um espac¸o L∞, w ∈ L(H;X)
e v ∈ L(X;G) tais que u = v ◦ w.
Mais ainda, w e v podem ser tomados em (ii) de tal forma que ‖ w ‖≤‖ u ‖HS e
‖ v ‖≤ 1 e em (iii), de tal forma que ‖ w ‖= 1 e ‖ v ‖as,2≤‖ u ‖HS.
Teorema 1.1.21 (Diestel-Jarchow-Tonge) Seja u um operador linear entre espac¸os de
Hilbert. Enta˜o, u ∈ LHS(H;G) se, e somente se, para todo espac¸o de Banach de dimensa˜o
infinita Z, u admite uma fatorac¸a˜o da forma: u = v◦w, onde w ∈ L(H;Z) e v ∈ L(Z;G).
Mais ainda, w e v podem ser tomados de tal forma que w seja compacto e v, compacto
e 2-somante.
A demonstrac¸a˜o do teorema 1.1.21 nos fornece detalhes importantes sobre a forma em
que podem ser tomados os operadores lineares envolvidos na fatorac¸a˜o. Essas informac¸o˜es
sera˜o de grande utilidade quando estivermos estudando a fatorac¸a˜o de aplicac¸o˜es holo-
morfas mais adiante. Por esse motivo, vamos comentar, de forma bem resumida, como e´
feita a prova desse resultado .
Antes, vamos enunciar o seguinte lema:
Lema 1.1.22 Dada uma sequeˆncia (τs)s ∈ l2, e´ poss´ıvel obter sequeˆncias (σs)s ∈ l2 e
(γn)n ∈ co tais que τs = σsγs, s ∈ N.
Mais tarde, veremos uma forma bem conveniente (para os nossos propo´sitos) de de-
monstrar o lema acima.
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Ide´ia da demonstrac¸a˜o (Teorema 1.1.21)
Parte 1 Suponhamos inicialmente que u ∈ LHS(H;G) = S2(H;G) e seja Z um espac¸o
de Banach de dimensa˜o infinita. Podemos tomar uma representac¸a˜o para u da forma:
u =
∞∑
n=1
τn(. | hn)gn
onde (τn)n ∈ l2 , (hn)n e´ uma sequeˆncia ortonormal em H e (gn)n, uma sequeˆncia ortonor-
mal em G.
Sem perda de generalidade, vamos supor ‖ (τn)n ‖2= 1. Pelo lema 1.1.22, podemos
escrever: τs = αsσsβs para todo s ∈ N, onde (αs)s e (βs)s esta˜o em co e (σs)s ∈ l2. Se
a =
∑
n
αnen ⊗ gn e b =
∑
n
βnhn ⊗ en, com (en)n base ortonormal de l2, temos que
u = aDσb, onde Dσ : l2 → l2 e´ a restric¸a˜o ao espac¸o l2 do operador diagonal D : l∞ → l2
induzido por σ = (σn)n ( 1.1.4). Notemos que
‖ a ‖≤‖ (αn)n ‖∞ (1)
Parte 2 Trabalhando com o operador b ∈ L(H; l2), podemos escreveˆ-lo da forma: b =
a1 ◦ a2, onde a2 ∈ L(H; l2), a2(h) = ((h | hn))n e a1 ∈ L(l2; l2), a1 ((ξn)n) = (βnξn)n.
Temos ainda que: ‖ a2 ‖≤ 1 ‖ a1 ‖≤‖ (βn)n ‖∞ (2)
Parte 3 Trabalhando agora com o operador compacto a1, (usando [7], 19.20: Dado
um espac¸o de Banach Z de dimensa˜o infinita, todo operador compacto entre espac¸os
de Hilbert fatora-se atrave´s de um subespac¸o de Z e os operadores da fatorac¸a˜o sa˜o
compactos), podemos obter operadores A : l2 → Zo e B : Zo → l2 ( Zo e´ um subespac¸o de
Z ) tais que a1 = (Dλ ◦ B) ◦ (A ◦Dλ), onde λ = (λn)n ∈ co, λn = β
1
4
n (estamos supondo
13
βn ≥ 0 para todo n ∈ N) e Dλ : l2 → l2 e´ dado por Dλ ((ξn)n) = (λnξn)n. Quanto a`s
normas de A e B, temos
‖ A ‖≤ 8 ‖ B ‖≤ 12C 1 ≤ C ≤ 4 (3)
A constante C depende do espac¸o Z usado, mas em qualquer caso, (seguindo as
demonstrac¸o˜es dos resultados envolvidos), 1 ≤ C ≤ 4.
Parte 4 Chamando b1 = Dλ ◦ B e b2 = A ◦ Dλ ◦ a2, temos que b = b1 ◦ b2. Quanto a`s
normas de b1 e b2, usando (2) e (3), podemos escrever:
‖ b2 ‖=‖ A ◦Dλ ◦ a2 ‖≤‖ A ‖‖ Dλ ‖‖ a2 ‖≤ 8 ‖ (λn)n ‖∞= 8 ‖ (βn)n ‖
1
4∞
‖ b1 ‖=‖ Dλ ◦B ‖≤‖ Dλ ‖‖ B ‖≤ 12C ‖ (λn)n ‖∞= 12C ‖ (βn)n ‖
1
4∞
Seja i : l2 → l∞ o operador inclusa˜o. Podemos estender o operador ib1 ∈ L(Zo; l∞) a
um operador b˜1 : Z → l∞, com
‖ b˜1 ‖=‖ ib1 ‖≤ 12C ‖ (βn)n ‖
1
4∞ (4)
( l∞ tem a propriedade da extensa˜o me´trica: 1.1.9). Escrevendo v = a ◦D ◦ b˜1, temos que
v e´ compacto e 2-somante, pois D e´ 2-somante ( 1.1.4) e a e´ compacto. Ainda, usando
(1) e (4):
‖ v ‖as,2≤‖ a ‖‖ D ‖as,2‖ b˜1 ‖≤ 12C ‖ (αn)n ‖∞‖ (βn)n ‖
1
4∞‖ (σn)n ‖2 .
Considerando b2 como um operador de H em Z, digamos, w : H → Z, temos u = v◦w,
com ‖ w ‖=‖ b2 ‖≤ 8 ‖ (βn)n ‖
1
4∞.
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1.2 Aplicac¸o˜es multilineares e polinoˆmios
Nesta sec¸a˜o, vamos apresentar importantes definic¸o˜es relativas a aplicac¸o˜es multilineares
e polinoˆmios, que sera˜o utilizadas ao longo de todo o trabalho. Apresentaremos tambe´m
alguns resultados que sera˜o de grande importaˆncia nas demonstrac¸o˜es dos pro´ximos
cap´ıtulos.
Sobre a notac¸a˜o a ser utilizada, vamos indicar por L(E1, ..., En;F ) o espac¸o das
aplicac¸o˜es multilineares cont´ınuas de E1 × ...× En em F , dotado da norma:
‖ T ‖= sup{‖ T (x1, ..., xn) ‖; ‖ xk ‖≤ 1, k = 1, ..., n}
para todo T ∈ L(E1, ..., En;F ).
Se E1 = ... = En = E, vamos indicar L(nE;F ) no lugar de L(E1, ..., En;F ).
Vamos indicar por P(nE;F ) o espac¸o de todos os polinoˆmios n-homogeˆneos cont´ınuos
de E em F , com a seguinte norma:
‖ P ‖= sup{‖ P (x) ‖; ‖ x ‖≤ 1}
para todo P ∈ P(nE;F ).
A cada T ∈ L(nE;F ), podemos asociar um polinoˆmio Tˆ ∈ P(nE;F ) dado por Tˆ (x) =
T (x, ..., x). Da mesma forma, a cada P ∈ P(nE;F ), podemos associar uma aplicac¸a˜o
multilinear cont´ınua denotada por P˘ (veja 1.2.2), dada por:
Fo´rmula de Polarizac¸a˜o 1.2.1 .
P˘ (x1, ..., xn) =
1
n!2n
∑
²j=±1
²1...²nP
(
n∑
j=1
²jxj
)
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para todo xj ∈ E, j = 1, ..., n.
Temos tambe´m uma importante relac¸a˜o entre P ∈ P(nE;F ) e P˘ ∈ L(nE;F ):
Proposic¸a˜o 1.2.2 P ∈ P(nE;F ) se, e somente se, P˘ ∈ L(nE;F ). Neste caso,
‖ P ‖≤‖ P˘ ‖≤ n
n
n!
‖ P ‖
para cada P ∈ P(nE;F ).
Definic¸a˜o 1.2.3 Uma aplicac¸a˜o multilinear T ∈ L(E1, ..., En;F ) e´ de tipo finito se
existem ϕ1,j, ., ϕm,j ∈ E ′j, j = 1, ..., n e b1, ..., bm ∈ F tais que:
T (x1, ..., xn) =
m∑
i=1
ϕi,1(x1)...ϕi,n(xn)bi
para todo (x1, ..., xn) ∈ E1 × ...× En.
A definic¸a˜o a seguir de aplicac¸o˜es absolutamente somantes foi introduzida por Pietsch
em [32] para o caso de funcionais multilineares e estudada por Alencar e Matos em [1]
para o caso de aplicac¸o˜es com valores vetoriais.
Definic¸a˜o 1.2.4 Sejam r, s1, ..., sn ∈ (0,+∞], com 1
r
≤ 1
s1
+ ... +
1
sn
. Uma aplicac¸a˜o
L(E1, ..., En;F ) e´ absolutamente (r; s1, ..., sn)-somante se existe C ≥ 0 tal que(
m∑
i=1
‖ T (x1i , ..., xni ) ‖r
) 1
r
≤ C
n∏
k=1
‖ (xki )mi=1 ‖sk,w
para todo m ∈ N, xki ∈ Ek, k = 1, ..., n e i = 1, ...,m.
O espac¸o de tais aplicac¸o˜es multilineares e´ denotado por Las,(r;s1,...,sn)(E1, ..., En;F ) e
o ı´nfimo das constantes que satisfazem a desigualdade acima e´ denotada por
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‖ T ‖as,(r;s1,...,sn). Isso define uma norma (r-norma se r < 1) para o espac¸o, que e´ completo
dotado dessa norma (ou r-norma).
No caso particular em que
1
r
=
1
s1
+...+
1
sn
, vamos dizer que T ∈ Las,(r;s1,...,sn)(E1, ..., En;F )
e´ (s1, ..., sn)-dominada. Vamos denotar tal espac¸o por Ld,(s1,...,sn)(E1, ..., En;F ) e sua
norma (ou r-norma) por ‖ . ‖d,(s1,...,sn).
Uma observac¸a˜o deve ser feita acerca de notac¸a˜o. Se s1 = ... = sn = s, vamos escrever
as, (r; s) no lugar de as, (r; s1, ..., sn) e d, s no lugar de d, (s1, ..., sn). No caso em que
r = s1 = ... = sn, vamos denotar as, r ao inve´s de as, (r; s1, ..., sn).
Proposic¸a˜o 1.2.5 As seguintes condic¸o˜es sa˜o equivalentes para uma aplicac¸a˜o multili-
near T ∈ L(E1, ..., En;F ):
(i) T ∈ Las,(r;s1,...,sn)(E1, ..., En;F )
(ii) (T (x1,j, ..., xn,j))
∞
j=1 ∈ lr(F ) sempre que (xi,j)∞j=1 ∈ lsi,w(Ei), i = 1, ..., n.
(iii) A aplicac¸a˜o Tw definida de ls1,w(E1)× ...× lsn,w(En) em lr(F ) dada por:
Tw ((x1,j)j, ..., (xn,j)j) = (T (x1,j, ..., xn,j))
∞
j=1
esta´ bem definida, e´ multilinear e cont´ınua.
Para as aplicac¸o˜es dominadas, temos o teorema de fatorac¸a˜o de Pietsch (para uma
demonstrac¸a˜o, veja [29], 3.17):
Teorema 1.2.6 Sejam r1, ..., rn ∈ [1,∞), T ∈ L(E1, ..., En;F ) e Kj ⊂ BE′j um conjunto
fraco estrela compacto e normante, isto e´, um conjunto com a propriedade
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‖xj‖ = sup{|x′j(xj)|; x′j ∈ Kj} para todo xj ∈ Ej, j = 1, ..., n. Sa˜o equivalentes:
(i) T e´ (r1, ..., rn)-dominada.
(ii) Para cada j = 1, ..., n, existem µj ∈ W (Kj), Xj ⊂ Lrj(µj) um subespac¸o fechado,
j = 1, ..., n e S ∈ (X1, ..., Xn;F ) tais que o seguinte diagrama comuta:
E1× ... ×En T - F
...
iE1(E1)×
iE1
?
... ×iEn(En)
iEn
?
(Jr1 , ..., Jrn)
- X1 × ...×Xn
S
6
⋂
C(K1) ...
⋂
C(Kn)
⋂
Lr1(µ1)
⋂
Lrn(µn)
onde iEj : Ej −→ C(Kj) e´ dado por iEj(x)(x′) = 〈x′, x〉, x′ ∈ Kj, x ∈ Ej e
Jrj : C(Kj) −→ Lrj(µj) e´ a inclusa˜o formal, j = 1, ..., n. Mais ainda, S pode ser tomada
de tal forma que ‖ S ‖=‖ T ‖d,(r1,...,rn).
Em [19], Matos introduziu um conceito mais restritivo que o das aplicac¸o˜es absoluta-
mente somantes:
Definic¸a˜o 1.2.7 Sejam r, s1, ..., sn ∈ (0,+∞], com r ≥ sk, k = 1, ..., n. Uma aplicac¸a˜o
L(E1, ..., En;F ) e´ completamente absolutamente (r; s1, ..., sn)-somante se existe C ≥ 0
tal que (
m∑
i1,...,in=1
‖ T (x1i1 , ..., xnin) ‖r
) 1
r
≤ C
n∏
k=1
‖ (xki )mi=1 ‖w,sk
para todo m ∈ N, xki ∈ Ek, k = 1, ..., n e i = 1, ...,m.
O espac¸o de tais aplicac¸o˜es multilineares e´ denotado por Lfas,(r;s1,...,sn)(E1, ..., En;F ) e
o ı´nfimo das constantes que satisfazem a desigualdade acima e´ denotada por
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‖ T ‖fas,(r;s1,...,sn). Isso define uma norma (r-norma se r < 1) para o espac¸o que, dotado
dessa norma (ou r-norma), e´ um espac¸o completo.
Sobre a notac¸a˜o a ser usada, se s1 = ... = sn = s, vamos escrever fas, (r; s) no lugar
de fas, (r; s1, ..., sn). No caso em que r = s1 = ... = sn, vamos denotar fas, r ao inve´s de
fas, (r; s1, ..., sn).
Como no caso das absolutamente somantes, pode-se mostrar o seguinte:
Proposic¸a˜o 1.2.8 As seguintes condic¸o˜es sa˜o equivalentes para uma aplicac¸a˜o multili-
near T ∈ L(E1, ..., En;F ):
(i) T ∈ Lfas,(r;s1,...,sn)(E1, ..., En;F )
(ii)
∞∑
j1,...,jn=1
‖ T (x1,j1 , ..., xn,jn) ‖r<∞ sempre que (xi,j)∞j=1 ∈ lsi,w(Ei), i = 1, ..., n.
(iii) A aplicac¸a˜o Tw definida de ls1,w(E1)× ...× lsn,w(En) em lr(Nn, F ) dada por:
Tw ((x1,j)j, ..., (xn,j)j) = (T (x1,j, ..., xn,j))j∈Nn
esta´ bem definida, e´ multilinear e cont´ınua.
A demonstrac¸a˜o de 1.2.8 pode ser vista em [19], 2.4.
Comenta´rios 1.2.9 .
1. Lfas,(r;s1,...,sn)(E1, ..., En;F ) ⊂ Las,(r;s1,...,sn)(E1, ..., En;F )
2. ( [19]) Se T ∈ Lfas,(r;s1,...,sn)(E1, ..., En;F ), S ∈ L(F ;F1) e Rk ∈ L(Dk;Ek), enta˜o
S ◦ T ◦ (R1, ..., Rn) e´ completamente (r; s1, ..., sn)-somante e
‖ S ◦ T ◦ (R1, ..., Rn) ‖fas,(r;s1,...,sn)≤‖ S ‖‖ T ‖fas,(r;s1,...,sn)
n∏
k=1
‖ Rk ‖.
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Os resultados a seguir, estudados por Bombal-Pe´rez-Villanueva em [2], fornecem in-
formac¸o˜es importantes sobre aplicac¸o˜es multilineares definidas em espac¸os L∞ ou em
espac¸os L1 (teoremas do tipo Grothendieck para multilineares):
Teorema 1.2.10 (Bombal-Pe´rez-Villanueva) Seja Ej um espac¸o L∞,λj , 1 ≤ j ≤ n e seja
H um espac¸o de Hilbert. Enta˜o, toda aplicac¸a˜o T ∈ L (E1, ..., En;H) e´ completamente
absolutamente 2 somante e
||T ||fas,2 ≤ kn
n
Π
j=1
λj ||T ||
onde kn = (B4)
2n e B4 e´ uma constante da desigualdade de Khinchin ( veja [7], 1.10 ) .
Teorema 1.2.11 (Bombal-Pe´rez-Villanueva) Seja Ej um espac¸o L1,λj , 1 ≤ j ≤ n e seja
H um espac¸o de Hilbert. Enta˜o, toda aplicac¸a˜o T ∈ L (E1, ..., En;H) e´ completamente
absolutamente 2-somante
||T ||fas,2 ≤ kn
n
Π
j=1
λj ||T ||
onde k e´
(pi
2
) 1
2
no caso real e
2√
pi
no caso complexo.
Vamos apresentar as definic¸o˜es para polinoˆmios.
Definic¸a˜o 1.2.12 Sejam r, s ∈ (0,+∞). Um polinoˆmio P(nE;F ) e´ absolutamente (r;s)-
somante se existe uma constante C ≥ 0 tal que(
m∑
j=1
‖ Pxj ‖r
) 1
r
≤ C (‖ (xj)mj=1 ‖s,w)n
para todo m ∈ N e xj ∈ E, j = 1, ...,m.
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Vamos indicar o espac¸o desses polinoˆmios por Pas,(r;s)(nE;F ) e a menor constante
C ≥ 0 que satisfaz a desigualdade acima, por ‖ P ‖as,(r;s). Se r ≥ 1, ‖ . ‖as,(r;s) e´ uma
norma para o espac¸o e no caso r < 1, uma r-norma. Em ambos os casos, o espac¸o e´
completo.
No caso particular em que r =
s
n
, um polinoˆmio Pas,(r;s)(nE;F ) e´ chamado de s-
dominado. Vamos indicar o espac¸o dos polinoˆmios s-dominados por Pd,s(nE;F ) e a norma
(ou r-norma), por ‖ P ‖d,s.
Quando r = s na definic¸a˜o acima, vamos indicar as, r no lugar de as, (r; s).
Como no caso multilinear, temos as seguintes equivaleˆncias:
Proposic¸a˜o 1.2.13 Para P ∈ P(nE;F ), as condic¸o˜es sa˜o equivalentes:
(i) P e´ absolutamente (r;s)-somante.
(ii) (P (xj))
∞
j=1 ∈ lr(F ) sempre que (xj)∞j=1 ∈ ls,w(E).
(iii) Pw dado por Pw
(
(xj)
∞
j=1
)
= (P (xj))
∞
j=1 e´ um polinoˆmio bem definido, n-homogeˆneo
e cont´ınuo de ls,w(E) em lr(F ).
A demonstrac¸a˜o do resultado 1.2.13 pode ser vista em [17], proposic¸a˜o 2.4.
Temos agora a versa˜o polinomial do teorema de fatorac¸a˜o de Pietsch (veja [17], 3.4):
Teorema 1.2.14 Sejam r ∈ [1,∞), P ∈ P(nE;F ) e K ⊂ BE′ um subconjunto fraco
estrela compacto de BE′ normante, isto e´, com a propriedade
‖ x ‖ = sup{| x′(x) |;x′ ∈ K}. As seguintes condic¸o˜es sa˜o equivalentes:
(i) P ∈ Pd,r(nE;F ).
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(ii) Existem µ ∈ W (K), Q ∈ P(nX;F ), com X ⊂ Lr(K;µ) um subespac¸o fechado de
Lr(K;µ) tais que P = Q ◦ Jr ◦ iE, onde iE : E → C(K) e´ dado por iE(x)(x′) = 〈x′, x〉 e
Jr : iE(E) ⊂ C(K) −→ X e´ a inclusa˜o formal.
Neste caso, ‖ Q ‖=‖ P ‖d,r .
Definic¸a˜o 1.2.15 Um polinoˆmio P ∈ P(nE;F ) e´ completamente absolutamente (r; s)
-somante quando a aplicac¸a˜o multilinear sime´trica correspondente P˘ ∈ L(nE;F ) for com-
pletamente absolutamente (r; s)- somante.
O espac¸o de tais polinoˆmios e´ denotado por Pfas,(r;s) e uma norma (r-norma se r < 1)
pode ser definida como: ‖ P ‖fas,(r;s)=‖ P˘ ‖fas,(r;s)
Comenta´rios 1.2.16 .
1. Pfas,(r;s)(nE;F ) ⊂ Pas,(r;s)(nE;F ).
2. Se P ∈ Pfas,(r;s)(nE;F ), S ∈ L(E1;E) e R ∈ L(F ;F1), enta˜o R◦P◦S ∈ Pfas,(r;s)(nE1;F1)
e ainda ‖ R ◦ P ◦ S ‖fas,(r;s)≤‖ R ‖‖ P ‖fas,(r;s)‖ S ‖n .
3. O comenta´rio 2 vale para as, (r; s) no lugar de fas, (r; s).
4. Se 0 < r1 ≤ r2 <∞, enta˜o Pd,r1(nE;F ) ⊂ Pd,r2(nE;F ) e ‖ . ‖d,r2≤‖ . ‖d,r1.
1.3 Aplicac¸o˜es Holomorfas
Nesta sec¸a˜o, a menos que haja alguma ressalva ao contra´rio, trabalharemos com espac¸os
sobre o corpo dos complexos. Mais detalhes sobre a teoria de aplicac¸o˜es holomorfas podem
ser vistas em [22].
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Definic¸a˜o 1.3.1 Sejam E e F espac¸os de Banach sobre K. Seja U um aberto de E.
Uma aplicac¸a˜o f : U → F e´ dita anal´ıtica em a ∈ U se existem uma bola Br(a) ⊂ U e
uma sequeˆncia de polinoˆmios Pm ∈ P(mE;F ) tais que
f(x) =
∞∑
m=0
Pm(x− a)
uniformemente para x ∈ Br(a). Se f e´ anal´ıtica em todo a ∈ U , dizemos que f e´
anal´ıtica em U . Se K = C, usamos o termo holomorfa no lugar de anal´ıtica. Nesse caso,
denotamos por H(U ;F ) o espac¸o de todas as aplicac¸o˜es holomorfas de U em F .
Dada uma aplicac¸a˜o holomorfa f de U ⊂ E em F , escrevemos a se´rie de Taylor de
f em torno de a ∈ U da forma:
f(x) =
∞∑
k=0
1
k!
dkf(a)(x− a)k =
∞∑
k=0
1
k!
dˆkf(a)(x− a)
onde dkf(a) ∈ L(kE;F ) denota a derivada de ordem k de f em a ∈ U e dˆkf(a) ∈ P(kE;F ),
o polinoˆmio k-homogeˆneo associado a dkf(a). Ainda:
dkf(a)(x− a)k = dkf(a)(x− a, ..., x− a).
Definic¸a˜o 1.3.2 Uma aplicac¸a˜o inteira f ∈ H(E;F ) e´ de tipo limitada se leva conjuntos
limitados de E em conjuntos limitados de F . Vamos indicar por Hb(E;F ) a classe de
tais aplicac¸o˜es.
Observac¸a˜o 1.3.3 Pode-se mostrar que f ∈ Hb(E;F ) se, e somente se,
lim
n→∞
(
1
n!
‖ dˆnf(0) ‖
) 1
n
= 0.
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Proposic¸a˜o 1.3.4 Se g ∈ H(E;F ), u ∈ L(E1;E) e v ∈ L(F ;F1), enta˜o v ◦ g ◦ u ∈
H(E1;F1) e dˆk(v ◦ g ◦ u)(a1) = v ◦ dˆkg(ua1) ◦ u para todo a1 ∈ E1.
Um resultado importante sobre aplicac¸o˜es anal´ıticas pode ser enunciado da seguinte
forma (para demonstrac¸a˜o, veja [25], teorema 1.4.4):
Teorema 1.3.5 Sejam X e Y espac¸os normados e Xˆ o completamento de X. Enta˜o
toda aplicac¸a˜o anal´ıtica f : X → Y pode ser estendida de modo u´nico a um aberto Uf de
Xˆ.
Apresentemos agora a definic¸a˜o de tipo de holomorfia no sentido de Nachbin:
Definic¸a˜o 1.3.6 Um tipo de holomorfia θ de E em F e´ uma sequeˆncia de espac¸os de
Banach (Pθ(mE;F ), ‖ . ‖θ)∞m=0 para a qual sa˜o va´lidas as seguintes afirmac¸o˜es:
1. Cada Pθ(mE;F ) e´ um subespac¸o vetorial de P(mE;F ).
2. Pθ(0E;F ) coincide com F como um espac¸o vetorial normado.
3. Existe um real σ ≥ 1 para o qual a seguinte afirmativa e´ verdadeira: dados l,m ∈ N,
l ≤ m , x ∈ E e P ∈ Pθ(mE;F ), temos dˆlP (x) ∈ Pθ(lE;F ) e
‖ 1
l!
dˆlP (x) ‖θ≤ σm ‖ P ‖θ‖ x ‖m−l
Temos agora um conceito de tipo de holomorfia para aplicac¸o˜es holomorfas.
Definic¸a˜o 1.3.7 Se U e´ um aberto de E, uma aplicac¸a˜o f ∈ H(E;F ) e´ de tipo θ-
holomorfia em a ∈ U se ocorrem:
1. dˆmf(a) ∈ Pθ(mE;F ) para todo m ∈ No e
2. existem nu´meros reais C ≥ 0 e c ≥ 0 tais que ‖ 1
m!
dˆmf(a) ‖θ≤ Ccm para todo m ∈ No.
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Comenta´rios 1.3.8 .
1. (Pd,r, ‖ . ‖d,r) e´ um tipo de holomorfia.
2.
(Pfas,(r;s), ‖ . ‖fas,(r;s)) e´ um tipo de holomorfia. (veja [37], 1.10.3)
Proposic¸a˜o 1.3.9 Se f ∈ Hθ(E;F ), u ∈ L(E1;E) e v ∈ L(F ;F1), enta˜o v ◦ f ◦ u ∈
Hθ(E1;F1), onde θ e´ o tipo d; r ou fas, (r; s).
Prova. Basta observarmos que:
dˆn(v ◦ f ◦ u)(a) = v ◦ dˆnf(ua) ◦ u ∈ Pθ(nE1;F1)
pois dˆnf(ua) ∈ Pθ(nE;F ), n ∈ N e ‖ dˆn(v ◦ f ◦ u)(a) ‖θ≤‖ v ‖‖ dˆf(ua) ‖θ‖ u ‖n, n ∈ N
(1.2.16).
Cap´ıtulo 2
Aplicac¸o˜es de Hilbert-Schmidt
Da teoria linear, sabemos que operadores de Hilbert-Schmidt (1.1.16) admitem fatorac¸o˜es
atrave´s de espac¸os L1 e L∞ e tambe´m atrave´s de espac¸os de Banach de dimensa˜o infinita
(1.1.20 e 1.1.21). Nosso objetivo e´ estudar o que acontece quando trabalhamos com
aplicac¸o˜es multilineares , polinoˆmios e aplicac¸o˜es holomorfas de Hilbert-Schmidt, sempre
na tentativa de estender, para a teoria na˜o-linear, os resultados ja´ obtidos na teoria linear.
Na primeira sec¸a˜o deste cap´ıtulo, apresentamos as aplicac¸o˜es multilineares e polinoˆmios
de Hilbert-Schmidt e algumas de suas propriedades. Em seguida, estudamos duas formas
de fatorac¸a˜o para tais aplicac¸o˜es. Na segunda sec¸a˜o, apresentamos os resultados de fa-
torac¸a˜o obtidos para aplicac¸o˜es holomorfas de Hilbert-Schmidt.
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2.1 Aplicac¸o˜es multilineares e polinoˆmios de Hilbert-
Schmidt
Apresentamos agora as definic¸o˜es de aplicac¸o˜es multilineares e polinoˆmios de Hilbert-
Schmidt, que sera˜o objeto de estudo deste cap´ıtulo. H1, ..., Hn e G denotara˜o espac¸os de
Hilbert sobre um corpo K como consta na lista de notac¸o˜es.
As definic¸o˜es que vamos ver a seguir foram introduzidas por Dwyer ([9]) para o caso
de aplicac¸o˜es com valores escalares e foi estudada tambe´m por Matos em [18] e [19].
Definic¸a˜o 2.1.1 Uma aplicac¸a˜o T ∈ L(H1, ..., Hn;G) e´ dita de Hilbert-Schmidt se, para
cada k = 1, ..., n, existe uma base ortonormal (hkjk)jk∈Jk de Hk tal que
(
∑
j1,...,jn
‖T (h1j1 , ..., hnjn)‖
2
)
1
2 < +∞
Vamos denotar por LHS(H1, ..., Hn;G) o espac¸o de tais aplicac¸o˜es. Esse espac¸o e´ um
espac¸o de Hilbert com relac¸a˜o ao seguinte produto interno:
(T | S) =
∑
j1,...,jn
(T (h1j1 , ..., h
n
jn) | S(h1j1 , ..., hnjn))
para T e S em LHS(H1, ..., Hn;G). A norma correspondente sera´ indicada por ‖ . ‖HS.
E´ poss´ıvel mostrar que, se T ∈ LHS(H1, ..., Hn;G), enta˜o o valor
(
∑
j1,...,jn
‖T (h1j1 , ..., hnjn)‖
2
)
1
2
e´ finito e independe das bases ortonormais utilizadas para cada espac¸o Hk, k = 1, ..., n
([19], proposic¸a˜o 5.1).
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Definic¸a˜o 2.1.2 Um polinoˆmio P ∈ P(nH;G) e´ um polinoˆmio de Hilbert-Schmidt se
a aplicac¸a˜o multilinear sime´trica correspondente P˘ ∈ P(nH;G) e´ de Hilbert-Schmidt. O
espac¸o de tais polinoˆmios sera´ indicado por PHS(nH;G) e uma norma para tal espac¸o
pode ser definida da forma: ‖ P ‖HS=‖ P˘ ‖HS.
E´ claro que, para toda base ortonormal (hj)j de H, temos:(∑
j∈J
‖ P (hj) ‖2
) 1
2
≤‖ P˘ ‖HS=‖ P ‖HS
Resultados importantes que envolvem aplicac¸o˜es de Hilbert-Schmidt e completamente
absolutamente somantes (1.2.7) podem ser enunciados da seguinte forma:
Proposic¸a˜o 2.1.3 (Matos) Se p ∈ (0,∞), enta˜o
LHS(H1, ..., Hn;G) ⊂ Lfas,p(H1, ..., Hn;G)
e existe uma constante dp > 0 tal que
(dp)
n ‖ T ‖fas,p≤‖ T ‖HS
para todo T ∈ LHS(H1, ..., Hn;G).
Proposic¸a˜o 2.1.4 (Matos) Para p ∈ [2,∞), temos:
Lfas,p(H1, ..., Hn;G) = LHS(H1, ..., Hn;G)
e existem constantes bp > 0 e dp > 0 tais que
(dp)
n ‖ T ‖fas,p≤‖ T ‖HS≤ (bp)n ‖ T ‖fas,p
para todo T ∈ LHS(H1, ..., Hn;G).
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Mais informac¸o˜es e as demonstrac¸o˜es das proposic¸o˜es acima podem ser vistas em [19],
sec¸a˜o 5. Para polinoˆmios, podemos escrever as proposic¸o˜es acima na forma:
Proposic¸a˜o 2.1.5 Se p > 0, enta˜o PHS(nH;G) ⊂ Pfas,p(nH;G). Existe tambe´m uma
constante dp > 0 tal que
(dp)
n ‖ P ‖fas,p≤‖ P ‖HS
No caso em que p ≥ 2, vale PHS(nH;G) = Pfas,p(nH;G) e existe uma constante bp > 0
tal que
(dp)
n ‖ P ‖fas,p≤‖ P ‖HS≤ (bp)n ‖ P ‖fas,p .
Prova. Inicialmente, sejam p > 0 e P ∈ PHS(nH;G). Por definic¸a˜o, Pˇ ∈ LHS(nH;G) ⊂
Lfas,p(nH;G) e, assim, P ∈ Pfas,p(nH;G).
Ainda, existe dp > 0 tal que
‖ P ‖HS=‖ Pˇ ‖HS≥ (dp)n ‖ Pˇ ‖fas,p= (dp)n ‖ P ‖fas,p
No caso em que p ≥ 2, se P ∈ Pfas,p(nH;G), enta˜o Pˇ ∈ Lfas,p(nH;G) = LHS(nH;G),
de onde conclu´ımos que P ∈ PHS(nH;G).
Tambe´m, existe bp > 0 tal que
‖ P ‖HS=‖ Pˇ ‖HS≤ (bp)n ‖ Pˇ ‖fas,p= (bp)n ‖ P ‖fas,p .
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2.1.1 Resultados de Fatorac¸a˜o: 1a Forma
Nesta sec¸a˜o, vamos estudar a possibilidade de decomposic¸a˜o de aplicac¸o˜es n-lineares e
polinoˆmios n-homogeˆneos de Hilbert-Schmidt usando n operadores lineares cont´ınuos e
uma aplicac¸a˜o n-linear cont´ınua (no caso n-linear) e no caso polinomial, um operador
linear cont´ınuo e um polinoˆmio n-homogeˆneo cont´ınuo. Dessa forma, na tentativa de ge-
neralizar o teorema de Lindenstrauss-Pelczynski para aplicac¸o˜es multilineares de Hilbert-
Schmidt, obtivemos o seguinte
Teorema 2.1.6 Seja T ∈ L (H1, ..., Hn;G). Se T admite uma fatorac¸a˜o da forma
H1 × ...×Hn T - G
¡
¡
¡
¡
¡
R
µ
X1 × ...×Xn
(S1, ..., Sn)
?
onde Sj ∈ L (Hj;Xj) , Xj e´ um espac¸o L∞, j = 1, ..., n e R ∈ L (X1, ..., Xn;G) , enta˜o
T ∈ LHS (H1, ..., Hn;G) .
Prova. Pelo teorema 1.2.10, temos que R ∈ Lfas,2(X1, ..., Xn;G). Como Sj ∈
L(Hj;Xj), j = 1, ..., n, segue que T = R ◦ (S1, ..., Sn) ∈ Lfas,2(H1, ..., Hn;G)
= LHS(H1, ..., Hn;G) pela proposic¸a˜o 2.1.4.
Prosseguindo no estudo da fatorac¸a˜o de aplicac¸o˜es de Hilbert-Schmidt, na tentativa
de generalizac¸a˜o do resultado de Diestel-Jarchow-Tonge, usando 2.1.6, podemos obter o
seguinte:
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Corola´rio 2.1.7 Seja T ∈ L(H1, ..., Hn;G). Se, para todo espac¸o de Banach Z1, ..., Zn
de dimensa˜o infinita, T admite uma fatorac¸a˜o da forma
H1 × ...×Hn T - G
¡
¡
¡
¡
¡
R
µ
Z1 × ...× Zn
(S1, ..., Sn)
?
onde Sj ∈ L (Hj;Zj) , j = 1, ..., n e R ∈ L (Z1, ..., Zn;G) , enta˜o T ∈ LHS (H1, ..., Hn;G) .
A demonstrac¸a˜o do corola´rio 2.1.7 e´ simples. Basta tomarmos Z1, ..., Zn como espac¸os
L∞ de dimensa˜o infinita e obtemos a conclusa˜o desejada.
O teorema 2.1.6 tambe´m vale no caso em que os espac¸os X1, ..., Xn sa˜o espac¸os L1. A
demonstrac¸a˜o e´ ana´loga, usando 1.2.11 no lugar de 1.2.10. As rec´ıprocas de 2.1.7 e 2.1.6
na˜o sa˜o va´lidas em geral. O exemplo a seguir ( 2.1.9) comprova essa afirmativa. No caso
de fatorac¸a˜o atrave´s de espac¸os L1, a rec´ıproca fica em aberto.
Antes de apresentarmos tal exemplo, enunciemos um resultado devido a Pe´rez ([29],
corola´rio 5.3):
Teorema 2.1.8 (Teorema de Grothendieck multilinear) Se Ej e´ um espac¸o L∞,λj , λj > 1,
j = 1, ..., n, enta˜o toda aplicac¸a˜o multilinear e cont´ınua T : E1 × ... × En −→ K e´
absolutamente (1; 2)-somante e verifica a desigualdade:
‖ T ‖as,(1;2)≤ KG,n
n∏
j=1
λj ‖ T ‖
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onde KG,n e´ a constante da desigualdade de Grothendieck generalizada ([29], teorema 5.1)
.
Exemplo 2.1.9 Definamos:
T : l2 × ...× l2 −→ K
T (x1, ..., xn) =
∑
j
1
j
x1j ...x
n
j
onde xk = (xkj )
∞
j=1 ∈ l2, k = 1, ..., n. Temos que T ∈ LHS(nl2;K), pois
∑
j1,...,jn
| T (ej1 , ..., ejn) |2=
∑
j
| 1
j
|
2
<∞
Aqui, ej denota o j-e´simo elemento da base ortonormal usual de l2, j ∈ N.
Se T admitisse uma fatorac¸a˜o atrave´s de espac¸os L∞, digamos, T = R ◦ (S1, ..., Sn),
onde Sj ∈ L(Hj, Xj), Xj espac¸o L∞, j = 1, ..., n e R ∈ L(X1, ..., Xn;K), ter´ıamos T ∈
Las,(1;2)(nl2;K), pois L(X1, ..., Xn;K) = Las,(1;2)(X1, ..., Xn;K) pelo teorema de Grothendieck
multilinear (2.1.8). Mas isso na˜o pode ocorrer, ja´ que (ej)j ∈ l2,w(l2) e
∑
j
| T (ej, ..., ej) |=
∑
j
| 1
j
|
diverge.
Logo, a fatorac¸a˜o na˜o e´ poss´ıvel.
Para polinoˆmios de Hilbert-Schmidt, os resultados ficam da seguinte forma:
Corola´rio 2.1.10 (do teorema 2.1.6) Seja P ∈ P(nH;G). Se P admite uma fatorac¸a˜o
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da forma
H
P - G
¡
¡
¡
¡
¡
Q
µ
X
S
?
onde X e´ um espac¸o L∞, S ∈ L (H;X) e Q ∈ P (nX;G) , enta˜o P ∈ PHS (nH;G) .
Prova. Para demonstrarmos o corola´rio 2.1.10, basta observarmos que Pˇ = Qˇ ◦
(S, ..., S) (usando 1.2.1), onde S ∈ L(H;X) e Qˇ ∈ Lfas,2(nX;G). Assim, Pˇ ∈ Lfas,2(nH;G)
= LHS(nH;G) pela proposic¸a˜o 2.1.4 e conclu´ımos que P ∈ PHS(nH;G).
Corola´rio 2.1.11 ( do corola´rio 2.1.10) Seja P ∈ P(nH;G). Se, para todo espac¸o de
Banach Z de dimensa˜o infinita, P admite uma fatorac¸a˜o da forma
H
P - G
¡
¡
¡
¡
¡
Q
µ
Z
S
?
onde S ∈ L (H;Z) e Q ∈ P (nZ;G) , enta˜o P ∈ PHS (nH;G) .
O corola´rio 2.1.11 pode ser demonstrado usando o corola´rio 2.1.10 como foi feito para
aplicac¸o˜es multilineares. O corola´rio 2.1.10 vale tambe´m para o caso em que X e´ um
espac¸o L1.
As rec´ıprocas dos corola´rios 2.1.10 e 2.1.11 na˜o sa˜o verdadeiras em geral. O exemplo
abaixo nos mostra esse fato:
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Exemplo 2.1.12 O polinoˆmio P ∈ P(nl2;K) dado por: P (x) =
∑
j
1
j
xnj , e´ um polinoˆmio
de Hilbert-Schmidt, pois Pˇ = T e´ uma aplicac¸a˜o multilinear de Hilbert-Schmidt (veja
exemplo 2.1.9). Mas P na˜o admite a fatorac¸a˜o do resultado 2.1.10; caso contra´rio, T = P˘
admitiria a fatorac¸a˜o do teorema 2.1.6.
No pro´ximo cap´ıtulo, estudaremos as aplicac¸o˜es de tipo classe de Schatten S2. Ve-
remos que tais aplicac¸o˜es sa˜o, em particular, aplicac¸o˜es de Hilbert-Schmidt. Para essas
aplicac¸o˜es de tipo S2, sera´ poss´ıvel a ”generalizac¸a˜o”dos resultados lineares de fatorac¸a˜o
(1.1.20 e 1.1.21).
2.1.2 Resultados de Fatorac¸a˜o: 2a Forma
No tipo de fatorac¸a˜o examinada na sec¸a˜o anterior, vimos que na˜o e´ poss´ıvel obter a
equivaleˆncia entre as fatorac¸o˜es apresentadas e o fato de que uma aplicac¸a˜o multilinear
ou polinomial e´ de Hilbert-Schmidt. Vamos fazer uma nova investigac¸a˜o, trabalhando
agora com um outro tipo de decomposic¸a˜o, onde uma aplicac¸a˜o n-linear pode ser escrita
como a composic¸a˜o de outra aplicac¸a˜o n-linear e um operador linear e no caso de um
polinoˆmio n-homogeˆneo, como um polinoˆmio n-homogeˆneo e um operador linear.
Definic¸a˜o 2.1.13 Seja T ∈ L(E1, ..., En;F ). Definimos o operador adjunto de T por:
T ′ : F ′ −→ L(E1, ..., En;K)
T ′(ϕ)(x1, ..., xn) = ϕ(T (x1, ..., xn))
onde ϕ ∈ F ′, xj ∈ Ej, j = 1, ..., n.
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Lema 2.1.14 Se T ∈ LHS(H1, ..., Hn;G), enta˜o T ′g′ ∈ LHS(H1, ..., Hn;K) para todo
g′ ∈ G′.
Prova. Seja g′ ∈ G′. Se (hiji)ji∈Ji denota uma base ortonormal de Hi, i = 1, ..., n, enta˜o:∑
j1
...
∑
jn
| T ′(g′)(h1j1 , ..., hnjn) |2=
∑
j1
...
∑
jn
| 〈g′, T (h1j1 , ..., hnjn)〉 |2
≤‖ g′ ‖2
∑
j1
...
∑
jn
‖ T (h1j1 , ..., hnjn) ‖2<∞
pois T ∈ LHS(H1, ..., Hn;G). Logo, T ′g′ ∈ LHS(H1, ..., Hn;K).
Lema 2.1.15 Se T ∈ LHS(H1, ..., Hn;G), enta˜o T ′′ ∈ LHS(LHS(H1, ..., Hn;K)′;G).
Prova. Pelo lema 2.1.14, podemos considerar T ′ ∈ L(G′; LHS(H1, ..., Hn;K)) e
T ′′ ∈ L(LHS(H1, ..., Hn;K)′;G).
Seja (hiji)ji∈Ji base ortonormal de Hi, i = 1, ..., n. Definamos:
uj1,...,jn(h1, ..., hn) = (h1 | h1j1)...(hn | hnjn).
A colec¸a˜o (uj1,...,jn)j1,...,jn e´ uma base ortonormal para LHS(H1, ..., Hn;K). De fato,
(uj1,...,jn | ui1,...,in) =
∑
kl∈Jl
l=1,...,n
(
h1k1 | h1j1
)
...
(
hnkn | hnjn
) (
h1k1 | h1i1
)
...
(
hnkn | hnin
)
= δj1,i1 ...δjn,in
e para cada u ∈ LHS(H1, ..., Hn;K), temos que u =
∑
j1,...,jn
u(h1j1 , ..., h
n
jn)uj1,...,jn .
Seja agora (ϕj1,...,jn)j1,...,jn ⊂LHS(H1, ..., Hn;K)′ base ortonormal para LHS(H1, ..., Hn;K)′,
dual da base (uj1,...,jn), onde ϕj1,...,jn(ui1,...,in) = δj1i1 ...δjnin .
Para u ∈ LHS(H1, ..., Hn;K), temos:
ϕj1,...,jn(u) = ϕj1,...,jn(
∑
i1,...,in
(u | ui1,...,in)ui1,...,in)
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=
∑
i1,...,in
(u | ui1,...,in)ϕj1,...,jn(ui1,...,in) = (u | uj1,...,jn). (1)
u(h1j1 , ..., h
n
jn) = (
∑
i1,...,in
(u | ui1,...,in)ui1,...,in)(h1j1 , ..., hnjn)
=
∑
i1,...,in
(u | ui1,...,in)(h1j1 | h1i1)...(hnjn | hnin) = (u | uj1,...,jn) (2)
Definamos agora:
L : H1 × ...×Hn −→ LHS(H1, ..., Hn;K)′
L(x1, ..., xn)(u) = u(x1, ..., xn)
onde u ∈ LHS(H1, ..., Hn;K). L e´ multilinear e para xj ∈ Hj, j = 1, ..., n, podemos
escrever:
‖ L(x1, ..., xn) ‖= sup
‖u‖HS≤1
| L(x1, ..., xn)(u) |= sup
‖u‖HS≤1
| u(x1, ..., xn) |
= sup
‖u‖HS≤1
| u(
∑
j1
(x1 | h1j1)h1j1 , ...,
∑
jn
(xn | hjnn)hnjn) |
= sup
‖u‖HS≤1
|
∑
j1
...
∑
jn
(x1 | h1j1)...(xn | hnjn)u(h1j1 , ..., hnjn) |
≤ sup
‖u‖HS≤1
∑
j1
...
∑
jn
| (x1 | h1j1) | ... | (xn | hnjn) || u(h1j1 , ..., hnjn) |
≤ sup
‖u‖HS≤1
(∑
j1
...
∑
jn
| (x1 | h1j1) |2 ... | (xn | hnjn) |2
) 1
2
(∑
j1
...
∑
jn
| u(h1j1 , ..., hnjn) |2
) 1
2
= sup
‖u‖HS≤1
(
∑
j1
| (x1 | h1j1) |2)
1
2 ...(
∑
jn
| (xn | hnjn) |2)
1
2 ‖ u ‖HS=‖ x1 ‖ ... ‖ xn ‖ .
Ou seja, L e´ cont´ınua, com ‖ L ‖≤ 1.
Afirmamos que ϕj1,...,jn = L(h
1
j1
, ..., hnjn), ji ∈ Ji, i = 1, ..., n. De fato, para
u ∈ LHS(H1, ..., Hn;K), usando (1) e (2), temos:
L(h1j1 , ..., h
n
jn)(u) = u(h
1
j1
, ..., hnjn) = (u | uj1,...,jn) = ϕj1,...,jn(u).
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Assim, para todo g′ ∈ G′:
T ′′ (ϕj1,...,jn) (g
′) = 〈ϕj1,...,jn , T ′g′〉 = 〈L(h1j1 , ..., hnjn), T ′g′〉 = T ′g′(h1j1 , ..., hnjn)
= 〈g′, T (h1j1 , ..., hnjn)〉 = J(T (h1j1 , ..., hnjn))(g′).
Portanto, T ′′ (ϕj1,...,jn) = J
(
T (h1j1 , ..., h
n
jn)
)
, onde J : G −→ G′′ e´ o operador canoˆnico.
Logo: ∑
j1
...
∑
jn
‖ T ′′(ϕj1,...,jn) ‖2=
∑
j1
...
∑
jn
‖ J(T (h1j1 , ..., hnjn)) ‖2
=
∑
j1
...
∑
jn
‖ T (h1j1 , ..., hnjn) ‖2<∞ (∗)
pois T ∈ LHS(H1, ..., Hn;G). Portanto, T ′′ ∈ LHS(LHS(H1, ..., Hn;K)′;G).
Antes de enunciarmos o pro´ximo resultado de fatorac¸a˜o, vamos exibir uma de-
monstrac¸a˜o para o lema 1.1.22. Ela sera´ feita de tal forma que, fixados n ∈ N e δ > 0,
temos ‖ (γs)s ‖∞= 1
n8+δ
e ‖ (σs)s ‖2≤ A, onde A > 0 independe do valor de n ∈ N
(mesma notac¸a˜o do enunciado). E´ importante ressaltarmos que existem outras formas de
obter as sequeˆncias. A nossa escolha sera´ importante mais adiante, quando estivermos
trabalhando com fatorac¸a˜o de aplicac¸o˜es holomorfas de tipos Hilbert-Schmidt e classe de
Schatten S2.
Prova. (Lema 1.1.22) Vamos supor que ‖ (τs)s ‖2= 1 e τs ≥ 0 para todo s ∈ N.
Escrevamos: No = 0, fixemos δ > 0 e n ∈ N.
Seja N1 o menor inteiro positivo tal que τ
2
1 + ...+ τ
2
N1
≥ 2
n+1 − 1
2n+1
. Assim, escrevamos:
γ1 = ... = γN1 =
1
n8+δ
σ1 = n
8+δτ1 , ... , σN1 = n
8+δτN1
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Suponhamos que ja´ estejam definidos N1 < ... < Nm, m ≥ 1, tais que τ 21 + ...+ τ 2Nk ≥
2n+k − 1
2n+k
, k = 1, ...,m e Nk seja o menor inteiro positivo com tal propriedade. Para cada
k = 1, ...,m, temos:
γNk−1+1 = ... = γNk =
1
(n+ k − 1)8+δ
σNk−1+1 = (n+ k − 1)8+δτNk−1+1, ..., σNk = (n+ k − 1)8+δτNk
Seja agora Nm+1 o menor inteiro positivo tal que τ
2
1 + ... + τ
2
Nm+1
≥ 2
n+m+1 − 1
2n+m+1
.
Definamos:
γNm+1 = ... = γNm+1 =
1
(n+m)8+δ
σNm+1 = (n+m)
8+δτNm+1 , ... , σNm+1 = (n+m)
8+δτNm+1
Ficam assim definidas duas sequeˆncias: (γs)s ∈ co, com ‖ (γs)s ‖∞= 1
n8+δ
e (σs)s tais
que τs = γsσs para todo s ∈ N.
Resta mostrarmos que (σs)s esta´ em l2. Temos:
∞∑
s=1
σ2s =
∞∑
k=1
Nk∑
s=Nk−1+1
(n+ k − 1)2(8+δ)τ 2s =
∞∑
k=1
(n+ k − 1)2(8+δ)
Nk∑
s=Nk−1+1
τ 2s
≤
∞∑
k=1
(n+ k − 1)2(8+δ)
∞∑
s=Nk−1+1
τ 2s ≤
∞∑
k=1
(n+ k − 1)2(8+δ)
(
1− 2
n+k−1 − 1
2n+k−1
)
=
∞∑
k=1
(n+ k − 1)2(8+δ)
2n+k−1
=
∞∑
l=n+k
(l − 1)2(8+δ)
2l−1
≤
∞∑
l=1
(l − 1)2(8+δ)
2l−1
A se´rie
∞∑
l=1
(l − 1)2(8+δ)
2l−1
e´ convergente. De fato, pelo teste da raza˜o, temos:
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l2(8+δ)
2l
2l−1
(l − 1)2(8+δ) =
1
2
(
l
l − 1
)2(8+δ)
=
1
2
(
1 +
1
l − 1
)2(8+δ)
com lim sup
l→∞
1
2
(
1 +
1
l − 1
)2(8+δ)
=
1
2
< 1.
Assim, (σs)s ∈ l2 e chamando A =
∞∑
l=1
(l − 1)2(8+δ)
2l−1
, temos ‖ (σs)s ‖2≤ A.
Temos enta˜o o seguinte resultado de fatorac¸a˜o:
Teorema 2.1.16 Seja T ∈ LHS(H1, ..., Hn;G). Enta˜o, para todo espac¸o de Banach de
dimensa˜o infinita Z, T admite uma fatorac¸a˜o:
H1 × ...×Hn T - G
¡
¡
¡
¡
¡
V
µ
Z
S
?
onde S ∈ L(H1, ..., Hn;Z) e V ∈ L(Z;G). Mais ainda, V pode ser escolhido de tal forma
que ele seja um operador compacto e 2-somante e S, compacto.
Prova. Seja T ∈ LHS(H1, ..., Hn;G). Vamos supor, sem perda de generalidade, que
‖ T ‖HS= 1.
Pelo lema 2.1.15, temos que T ′′ ∈ LHS(LHS(H1, ..., Hn;K)′;G). Escrevamos T ′′ =∑
s
τs(. | hs)gs, onde (τs)s ∈ l2, ‖ (τs)s ‖2 =‖ T ′′ ‖HS =‖ T ‖HS, = 1, (hs)s e´ uma colec¸a˜o
ortonormal em LHS(H1, ..., Hn;K)′ = H e (gs)s, uma colec¸a˜o ortonormal em G. Dado
m ∈ N, pelo lema 1.1.22, temos τs = αsσsβs para cada s ∈ N, com α = (αs)s e β = (βs)s
sequeˆncias de co (αs = βs =
√
γs), ‖ α ‖∞ =‖ β ‖∞ = 1
m4+
δ
2
, δ > 0 fixado e σ = (σs)s ∈ l2,
‖ σ ‖2≤ A (mesma notac¸a˜o da demonstrac¸a˜o de 1.1.22).
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Pelo teorema de fatorac¸a˜o de Diestel-Jarchow-Tonge ( 1.1.21), T ′′ admite a fatorac¸a˜o:
T ′′ = v ◦ w, onde w ∈ L(H;Z), H = LHS(H1, ..., Hn;K)′, v ∈ L(Z;G), ambos compactos
e v, 2-somante. Ale´m disso,
‖ w ‖≤ 8 ‖ β ‖
1
4∞= 8
1
m1+
δ
8
‖ v ‖as,2≤ 12C ‖ σ ‖2‖ α ‖∞‖ β ‖
1
4∞≤ 12AC 1
m5+
5δ
8
com A > 0 e 1 ≤ C ≤ 4.
Seja L ∈ L(H1, ..., Hn;H), L(h1, ..., hn)(u) = u(h1, ..., hn), para cada u ∈ LHS(H1, ..., Hn;K).
Definimos S ∈ L(H1, ..., Hn;Z), S = w ◦ L. Temos que ‖ S ‖≤‖ w ‖‖ L ‖ ≤ 8
m1+
δ
8
.
Agora, para hj ∈ Hj, j = 1, ..., n e g′ ∈ G′, podemos escrever:
T ′′(L(h1, ..., hn))(g′) = 〈L(h1, ..., hn), (T ′g′)〉 = T ′g′(h1, ..., hn)
= 〈g′, T (h1, ..., hn)〉 = J (T (h1, ..., hn)) (g′)
onde J : G→ G′′ e´ o operador canoˆnico. Assim,
v◦S(h1, ..., hn) = v◦w◦L(h1, ..., hn) = T ′′◦L(h1, ..., hn) = J(T (h1, ..., hn)) ≡ T (h1, ..., hn).
Ou seja, temos o diagrama:
H1 × ...×Hn T - G
¡
¡
¡
¡
¡
v
µ
Z
S
?
onde v ∈ Las,2(Z;G) e´ compacto.
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Resta verificarmos que S e´ uma aplicac¸a˜o compacta. Seja (xk)k uma sequeˆncia em
BH1× ...×BHn , xk = (x11, ..., xnk), k ∈ N. Como w e´ compacto e (L(xk))k e´ uma sequeˆncia
em BLHS(H1,...,Hn;K)′ (pois ‖ L ‖≤ 1), existe uma subsequeˆncia (L(xkm))m de tal sequeˆncia
para a qual (w ◦ L(xkm))m converge em Z. Logo, S = w ◦ L e´ compacta.
Observac¸a˜o 2.1.17 Usamos na demonstrac¸a˜o do teorema 2.1.16 que ‖ T ‖HS= 1.
Caso ‖ T ‖HS 6= 1, podemos utilizar o seguinte procedimento: sabemos que T ′′ ad-
mite uma representac¸a˜o T ′′ =
∑
s
τs(. | hs)gs como na demonstrac¸a˜o de 2.1.16, com
‖ (τs)s ‖2=‖ T ′′ ‖HS=‖ T ‖HS .
Usando a demonstrac¸a˜o do lema 1.1.22 (antes de 2.1.16):
τs
‖ T ‖HS = αsσsβs
para todo s ∈ N, α = (αs)s e β = (βs)s em co e σ = (σs)s ∈ l2. Assim:
τs = αsσs(βs‖ T ‖HS)
A sequeˆncia (‖ T ‖HS βs)s passa a fazer o papel de (βs)s na demonstrac¸a˜o anterior.
Dessa forma, podemos obter v e S tais que
‖ v ‖as,2≤ 12AC ‖ T ‖
1
4
HS
1
m5+
5δ
8
‖ S ‖≤ 8 ‖ T ‖
1
4
HS
1
m1+
δ
8
(mesma notac¸a˜o usada em 2.1.16).
Ha´ outras formas de se considerar as normas acima, mas a considerada e´ (uma das)
a que nos dara´ melhores resultados na fatorac¸a˜o de aplicac¸o˜es holomorfas.
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Como consequeˆncia do teorema 2.1.16, temos:
Corola´rio 2.1.18 Seja T ∈ LHS(H1, ..., Hn;G). Enta˜o, T admite uma fatorac¸a˜o:
H1 × ...×Hn T - G
¡
¡
¡
¡
¡
V
µ
X
S
?
onde X e´ um espac¸o L∞ (ou L1), S ∈ L(H1, ..., Hn;X) e V ∈ L(X;G).
Observac¸a˜o 2.1.19 O corola´rio 2.1.18 pode ser demonstrada sem uso do teorema 2.1.16.
Basta reproduzirmos a demonstrac¸a˜o de 2.1.16 usando o teorema de Lindenstrauss-Pelczynski
(1.1.20) ao inve´s do teorema de Diestel-Jarchow-Tonge (1.1.21).
No caso L∞, S e V podem ser escolhidos de tal forma que ‖ S ‖≤ 1 e ‖ V ‖≤‖ T ‖HS.
No caso L1, S e V podem ser tais que ‖ S ‖≤‖ T ‖HS e ‖ V ‖≤ 1.
As rec´ıprocas de 2.1.16 e 2.1.18 geralmente na˜o sa˜o verdadeiras. O exemplo a seguir
comprova esse fato.
Exemplo 2.1.20 Sejam H um espac¸o de Hilbert separa´vel e (hj)
∞
j=1 uma base ortonormal
de H. Definamos:
T : H × ...×H −→ K
T (x1, ..., xn) =
∑
j
1√
j
(x1 | hj)...(xn | hj)
Sejam Z um espac¸o de Banach e b ∈ Z, com ‖ b ‖= 1. Definamos:
S : H × ...×H −→ Z
S(x1, ..., xn) = T (x1, ..., xn)b
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Escrevamos Y = {αb;α ∈ K} ⊂ Z e
V : Y −→ K
V (αb) = α.
Pelo teorema de Hahn-Banach, existe V˜ ∈ Z ′ tal que V˜ estende V . Temos ainda que:
V˜ ◦ S(x1, ..., xn) = V˜ (T (x1, ..., xn)b) = T (x1, ..., xn)
Ou seja, T admite uma fatorac¸a˜o da forma:
H1 × ...×Hn T - K
¡
¡
¡
¡
¡
V˜
µ
Z
S
?
Por outro lado, temos que T 6∈ LHS(nH;K), pois
∑
j1,...,jn
| T (hj1 , ..., hjn) |2=
∑
j
| 1√
j
|2=
∑
j
1
j
e´ uma se´rie divergente.
Uma pergunta natural agora seria: existe um conjunto de aplicac¸o˜es que conte´m as
aplicac¸o˜es de Hilbert-Schmidt e que admite a equivaleˆncia nos resultados de fatorac¸a˜o
desta sec¸a˜o?
Comec¸amos a investigac¸a˜o com as aplicac¸o˜es completamente absolutamente p-somantes,
quando p ∈ [1, 2) (veja 2.1.3). No caso p = 1, o problema fica em aberto. Nos demais
casos, a resposta e´ negativa. Vamos exibir uma aplicac¸a˜o multilinear que admite fatorac¸a˜o
atrave´s de qualquer espac¸o de Banach ( usando uma aplicac¸a˜o multilinear e um operador
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linear), mas que na˜o e´ completamente p-somante para todo p ∈ (1, 2). O exemplo abaixo
esclarece nossa afirmativa:
Exemplo 2.1.21 Seja T ∈ L(2l2;K), T (x, y) =
∞∑
j=1
xjyj, onde x = (xj)j e y = (yj)j
esta˜o em l2.
Para 0 < ² <
p− 1
2p
e a =
2− p
2p
+², definamos: xk = (δjk
1
ka
)j, onde δjk e´ o s´ımbolo de
Kronecker. Temos que (xk)∞k=1 ∈ lp,w(l2): se x′ = (x′j)j ∈ l′2 = l2, usando a desigualdade
de Ho¨lder (1.0.1), podemos escrever:
sup
x′∈Bl2
( ∞∑
k=1
| 〈x′, xk〉 |p
) 1
p
= sup
x′∈Bl2
( ∞∑
k=1
|
∞∑
j=1
x′jx
(k)
j |p
) 1
p
= sup
x′∈Bl2
( ∞∑
k=1
| x′k |p|
1
kpa
|
) 1
p
≤ sup
x′∈Bl2
( ∞∑
k=1
| x′k |2
) 1
2
( ∞∑
k=1
| 1
k
| 2pa2−p
) 2−p
2p
≤
( ∞∑
k=1
| 1
k
| 2pa2−p
) 2−p
2p
<∞
pois
2pa
2− p =
2p
2− p
(
2− p
2p
+ ²
)
= 1 + ²
2p
2− p > 1.
Temos ainda que T 6∈ Lfas,p(2l2;K), pois:
∞∑
j,k=1
| T (xk, xj) |p=
∞∑
k=1
1
k2ap
e a se´rie
∞∑
k=1
1
k2ap
e´ divergente, uma vez que 2ap = 2− p+2p² < 2− p+2p
(
p− 1
2p
)
= 1.
Por outro lado, T admite o segundo tipo de fatorac¸a˜o atrave´s de qualquer espac¸o
normado ( 6= {0}). A demonstrac¸a˜o desse fato e´ a mesma do exemplo 2.1.20.
Partimos enta˜o para as aplicac¸o˜es fortemente p-somantes introduzidas por Dimant em
[8]. A definic¸a˜o e´ a seguinte:
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Definic¸a˜o 2.1.22 Seja p ≥ 1. Uma aplicac¸a˜o T ∈ L(E1, ..., En;G) e´ dita fortemente
p-somante se existe uma constante C ≥ 0 tal que, para todo xi1, ..., xim ∈ Ei, i = 1, ..., n,
tem-se: (
m∑
j=1
‖ T (x1j , ..., xnj ) ‖p
) 1
p
≤ C sup
φ∈BL(E1,...,En)
(
m∑
j=1
| φ(x1j , ..., xnj ) |p
) 1
p
Vamos indicar por Lsas,p(E1, ..., En;F ) o conjunto de tais aplicac¸o˜es. O ı´nfimo de todas
as constantes C ≥ 0 que satisfazem a desigualdade acima sera´ denotado por ‖ . ‖sas,p e e´
uma norma para o espac¸o Lsas,p(E1, ..., En;F ). Esse espac¸o com a norma apresentada e´
um espac¸o completo.
Pode-se provar que Lsas,p(E1, ..., En;F ) ⊂ Lsas,q(E1, ..., En;F ) para 1 ≤ p < q < +∞.
O espac¸o das aplicac¸o˜es fortemente 2-somantes se mostra interessante: sabemos que
se T ∈ LHS(H1, ..., Hn;G), enta˜o T = V ◦ S (2.1.18), onde S ∈ L(H1, ..., Hn;X), X e´ um
espac¸o L∞ e V ∈ Las,2(X;G) . Assim, sejam hk1, ..., hkm ∈ Hk, k = 1, ..., n.
(
m∑
j=1
‖ T (h1j , ..., hnj ) ‖2
) 1
2
=
(
m∑
j=1
‖ V ◦ S(h1j , ..., hnj ) ‖2
) 1
2
≤‖ V ‖as,2‖
(
S(h1j , ..., h
n
j )
)m
j=1
‖w,2 =‖ V ‖as,2 sup
ϕ∈BX′
(
m∑
j=1
| 〈ϕ, S(h1j , ..., hnj )〉 |2
) 1
2
≤‖ V ‖as,2‖ S ‖ sup
ψ∈BL(H1,...,Hn;K)
(
m∑
j=1
| ψ(h1j , ..., hnj ) |2
) 1
2
.
Isso mostra que T ∈ Lsas,2(H1, ..., Hn;G) e temos LHS(H1, ..., Hn;G)⊂ Lsas,2(H1, ..., Hn;G).
E´ poss´ıvel mostrar tambe´m que LHS(H1, ..., Hn;G) ⊂ Lsas,1(H1, ..., Hn;G) (usando o
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corola´rio 2.1.18 para fatorac¸a˜o atrave´s de um espac¸o L1, lembrando que V ∈ Las,1(X;G),
X espac¸o L1: 1.1.12).
E´ tambe´m importante comentarmos que todos os funcionais multilineares sa˜o forte-
mente 1-somantes (e, portanto, fortemente p-somantes para todo p ≥ 1): eles admitem
fatorac¸a˜o como no exemplo 2.1.20 atrave´s de qualquer espac¸o normado ( 6= {0}). Fica
enta˜o simples mostrar que a inclusa˜o LHS(H1, ..., Hn;G) ⊂ Lsas,1(H1, ..., Hn;G) e´ estrita:
basta exibirmos um funcional multilinear que na˜o seja de Hilbert-Schmidt (veja, por ex-
emplo, 2.1.20).
A concluso˜es que obtivemos nos dois para´grafos anteriores ja´ tinham sido tiradas por
Dimant em [8] e [5], de forma diferente do que fizemos, usando a definic¸a˜o e propriedades
das aplicac¸o˜es fortemente p-somantes.
Na˜o sabemos se aplicac¸o˜es fortemente p-somantes definidas em espac¸os de Hilbert
admitem as fatorac¸o˜es como em 2.1.16 e 2.1.18. Trabalhando com espac¸os de Banach
em geral, temos que aplicac¸o˜es fortemente 2-somantes na˜o admitem fatorac¸a˜o atrave´s de
espac¸os L1 (e, portanto, na˜o admitem fatorac¸a˜o como em 2.1.16). Isso ocorre porque
a inclusa˜o Lsas,1(E1, ..., En;F ) ⊂ Lsas,2(E1, ..., En;F ) e´ geralmente estrita : a aplicac¸a˜o
Dλ ∈ L(mco; l2), Dλ(x1, ..., xm) = (λnx1n...xmn )∞n=1, onde λ = (λn)n ∈ l2 \ l1, e´ fortemente
2-somante, mas na˜o e´ fortemente 1-somante ([8], observac¸a˜o 1.8).
O problema de se obter um conjunto de aplicac¸o˜es multilineares, contendo as aplicac¸o˜es
de Hilbert-Schmidt e que ainda se fatoram como nos resultados estudados (ou seja, como
a composic¸a˜o de uma aplicac¸a˜o multilinear com um operador linear) fica em aberto. Pelo
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que vimos, esse conjunto deve estar contido em Lsas,2(H1, ..., Hn;G).
Vamos prosseguir agora no estudo da fatorac¸a˜o de polinoˆmios de Hilbert-Schmidt.
Corola´rio 2.1.23 ( do Teorema 2.1.16) Seja P ∈ PHS(nH;G). Enta˜o, para todo espac¸o
de Banach de dimensa˜o infinita Z, P admite uma fatorac¸a˜o da forma:
H
P - G
¡
¡
¡
¡
¡
V
µ
Z
Q
?
onde Q ∈ P(nH;Z) e V ∈ L(Z;G).
Mais ainda, V pode ser escolhido de tal forma que ele seja compacto e 2-somante.
Prova. Seja P ∈ PHS(nH;G). Enta˜o, P˘ ∈ LHS(nH;G) e por 2.1.16, P˘ admite uma
fatorac¸a˜o da forma:
H × ...×H P˘ - G
¡
¡
¡
¡
¡
V
µ
Z
S
?
onde S ∈ L(nH;Z), V ∈ Las,2(Z;G), ambos compactos, com
‖ V ‖as,2≤ 12AC ‖ P˘ ‖
1
4
HS
1
m5+
5δ
8
= 12AC ‖ P ‖
1
4
HS
1
m5+
5δ
8
e
‖ S ‖≤ 8 ‖ P˘ ‖
1
4
HS
1
m1+
δ
8
= 8 ‖ P ‖
1
4
HS
1
m1+
δ
8
δ > 0, m ∈ N fixos, A > 0 uma constante independente de m ∈ N e 1 ≤ C ≤ 4 (veja
2.1.17).
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Chamando Q = Sˆ, temos P = V ◦Q, com
‖ Q ‖= sup
‖h‖≤1
‖ Q(h) ‖= sup
‖h‖≤1
‖ S(h, ..., h) ‖≤‖ S ‖≤ 8 ‖ P ‖
1
4
HS
1
m1+
δ
8
Corola´rio 2.1.24 (do corola´rio 2.1.23) Seja P ∈ PHS(nH;G). Enta˜o, P admite uma
fatorac¸a˜o da forma
H
P - G
¡
¡
¡
¡
¡
V
µ
X
Q
?
onde X e´ um espac¸o L∞ (ou L1), Q ∈ P(nH;X) e V ∈ L(X;G).
As rec´ıprocas dos resultados 2.1.23 e 2.1.24 na˜o sa˜o va´lidas em geral.
Exemplo 2.1.25 Tomemos P ∈ P(nH;K) definida por P (x) =
∑
j
1√
j
(x | hj), onde
(hj)
∞
j=1 e´ uma base ortonormal do espac¸o de Hilbert separa´vel H. Dado um espac¸o de
Banach Z, ja´ vimos que (exemplo 2.1.20) T = P˘ admite uma fatorac¸a˜o da forma
T = V ◦ S, onde S ∈ L(nH;Z) e V ∈ L(Z;K). Consequentemente, P = V ◦ Sˆ.
Por outro lado, temos que P 6∈ PHS(nH;K), pois P˘ = T na˜o e´ uma aplicac¸a˜o de
Hilbert-Schmidt.
2.2 Aplicac¸o˜es Holomorfas de Hilbert-Schmidt
Nesta parte, vamos estudar as aplicac¸o˜es holomorfas de Hilbert-Schmidt e suas pro-
priedades. Nosso objetivo e´ obter resultados semelhantes a`queles que ocorrem com polinoˆmios
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de Hilbert-Schmidt, aproveitando o fato de que aplicac¸o˜es holomorfas desse tipo podem
ser representadas como uma se´rie formada de polinoˆmios de Hilbert-Schmidt.
Nesta sec¸a˜o, se nada for dito ao contra´rio, vamos utilizar apenas espac¸os sobre o corpo
dos complexos.
Iniciamos com a seguinte proposic¸a˜o:
Proposic¸a˜o 2.2.1 (PHS (mH;G))∞m=0 e´ um tipo HS-holomorfia (para espac¸os de Hilbert,
no sentido de Nachbin, veja definic¸a˜o 1.3.6)
Prova. Na˜o e´ dif´ıcil ver que PHS(mH;G) e´ um subespac¸o vetorial de P(mH;G) para
todo m ∈ No e por definic¸a˜o, temos PHS(0H;G) = G.
Sejam agora l ≤ m, P ∈ PHS(mH;G) e x ∈ H. Vamos mostrar que dlP (x) ∈
LHS(lH;G). Para isso, seja (hj)j uma base ortonormal de H. Assim:
∑
j1,...,jl
‖ dlP (x) (hj1 , ..., hjl) ‖2 =
∑
j1,...,jl
‖ l!
(
m
l
)
P˘ xm−l (hj1 , ..., hjl) ‖2
=‖ x ‖2(m−l)
(
l!
(
m
l
))2 ∑
j1,...,jl
‖ P˘
(
x
‖ x ‖
)m−l
(hj1 , ..., hjl) ‖2
≤
(
l!
(
m
l
))2
‖ x ‖2(m−l) ‖ P˘ ‖2HS
para x ∈ H, x 6= 0. Se x = 0, temos:
dlP (0) = 0 se l 6= m
dlP (0) = l!P˘ se l = m
Conclu´ımos que dlP (x) ∈ LHS(lH;G) para todo l ≤ m. Ainda:
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‖ dˆlP (x) ‖HS =‖ dlP (x) ‖HS =
( ∑
j1,...,jl
‖ dlP (x) (hj1 , ..., hjl) ‖2
) 1
2
≤ l!
(
m
l
)
‖ x ‖m−l‖ P˘ ‖HS ≤ 2ml! ‖ Pˇ ‖HS ‖ x ‖m−l.
Chamando σ = 2, temos a desigualdade esperada:
1
l!
‖ dˆlP (x) ‖HS ≤ σm ‖ P˘ ‖HS ‖ x ‖m−l = σm ‖ P ‖HS‖ x ‖m−l.
As aplicac¸o˜es holomorfas de Hilbert-Schmidt foram utilizadas por Dwyer em sua tese
(veja [9]) e podem ser definidas da seguinte forma:
Definic¸a˜o 2.2.2 Sejam U ⊂ H um aberto de H e f ∈ H(U ;G). Dizemos que f e´ uma
aplicac¸a˜o de Hilbert-Schmidt em x ∈ U se ocorrem as seguintes condic¸o˜es:
(1) dˆmf(x) ∈ PHS(mH;G) para todo m ∈ No e
(2) existem reais C ≥ 0 e c ≥ 0 tais que ‖ 1
m!
dˆmf(x) ‖HS≤ Ccm para todo m ∈ No.
Se f e´ de Hilbert-Schmidt em todo x ∈ U , vamos dizer que f e´ de Hilbert-Schmidt em
U . Vamos denotar o conjunto de tais aplicac¸o˜es por HHS(U ;G).
Temos tambe´m as aplicac¸o˜es holomorfas de Hilbert-Schmidt de tipo limitado (veja [9],
II.10):
Definic¸a˜o 2.2.3 Seja f ∈ H(H;G). Dizemos que f e´ uma aplicac¸a˜o de Hilbert-Schmidt
de tipo limitado se f satisfaz as seguintes condic¸o˜es:
(1) dˆmf(0) ∈ PHS(mH;G) para todo m ∈ N e
(2) lim
m→∞
{ 1
m!
‖ dˆmf(0) ‖HS} 1m = 0.
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Indicaremos por HbHS(H;G) o espac¸o de tais aplicac¸o˜es.
2.2.1 Propriedades das Aplicac¸o˜es Holomorfas de Hilbert-Schmidt
Vamos inicialmente tratar de um caso particular de aplicac¸o˜es holomorfas de Hilbert-
Schmidt: os polinoˆmios de Hilbert-Schmidt.
Proposic¸a˜o 2.2.4 Se u ∈ L(H1;H), v ∈ L(G;G1) e P ∈ PHS(nH;G), enta˜o v ◦P ◦ u ∈
PHS(nH1;G1) e ‖ v ◦ P ◦ u ‖HS ≤‖ v ‖ ‖ P ‖HS ‖ u ‖n
Prova. Para x1, ..., xn ∈ H1, podemos escrever (usando 1.2.1):
(v ◦ P ◦ u)
√
(x1, ..., xn) =
1
2nn!
∑
²j=±1
²1...²n(v ◦ P ◦ u) (²1x1 + ...+ ²nxn)
= v
 1
2nn!
∑
²j=±1
²1...²nP (²1ux1 + ...+ ²nuxn)
 = v ◦ P˘ (ux1, ..., uxn)
=
(
v ◦ P˘ ◦ (u, ..., u)
)
(x1, ..., xn)
Como P˘ ∈ LHS(nH;G) = Lfas,2(nH;G), segue que v◦P˘ ◦(u, ..., u) ∈ Lfas,2(nH1;G1) =
LHS(nH1;G1) e:
‖ v ◦ P˘ ◦ (u, ..., u) ‖HS =‖ v ◦ P˘ ◦ (u, ..., u) ‖fas,2 ≤‖ v ‖ ‖ P˘ ‖fas,2 ‖ u ‖n
=‖ v ‖ ‖ P˘ ‖HS ‖ u ‖n
Logo, v ◦ P ◦ u ∈ PHS(nH1;G1) e ainda:
‖ v ◦ P ◦ u ‖HS≤‖ v ‖‖ P ‖HS‖ u ‖n .
Para aplicac¸o˜es holomorfas de Hilbert-Schmidt, podemos mostrar:
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Proposic¸a˜o 2.2.5 Se f ∈ HHS(H;G), u ∈ L(H1;H) e v ∈ L(G;G1), enta˜o v ◦ f ◦ u ∈
HHS(H1;G1).
Prova. Escrevamos h = v ◦ f ◦ u. Temos:
(1) dˆmh(x1) ∈ PHS(mH1;G1) para todo x1 ∈ H1 e todo m ∈ No, pois dˆmh(x1) = v ◦
dˆmf(ux1) ◦ u, com dˆmf(ux1) ∈ PHS(mH;G) (usando a proposic¸a˜o 2.2.4).
(2) Chamando x = ux1, como f e´ de Hilbert-Schmidt em x, existem C ≥ 0 e c ≥ 0 tais
que ‖ 1
m!
dˆmf(x) ‖HS≤ Ccm para todo m ∈ No.
Assim, para todo m ∈ No, podemos escrever:
‖ 1
m!
dˆmh(x1) ‖HS =‖ 1
m!
v ◦ dˆmf(ux1) ◦ u ‖HS ≤‖ v ‖ ‖ 1
m!
dˆmf(x) ‖HS ‖ u ‖m
≤ Ccm ‖ v ‖ ‖ u ‖m
Chamando d = c ‖ u ‖ e D = C ‖ v ‖, temos: ‖ 1
m!
dˆmh(x1) ‖HS ≤ Ddm para todo
m ∈ No.
Portanto, h e´ de Hilbert-Schmidt em x1.
Observac¸a˜o 2.2.6 A proposic¸a˜o acima poderia ser enunciada da seguinte forma: ”Sejam
f ∈ H(U ;G), U um aberto de H, u ∈ L(H1;H) e v ∈ L(G;G1). Se f e´ uma aplicac¸a˜o de
Hilbert-Schmidt em ux1 ∈ U , x1 ∈ H1, enta˜o v ◦ f ◦u e´ uma aplicac¸a˜o de Hilbert-Schmidt
em x1 ∈ H1”.
Podemos ainda demonstrar a seguinte proposic¸a˜o para aplicac¸o˜es de Hilbert-Schmidt
de tipo limitadas:
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Proposic¸a˜o 2.2.7 Se f ∈ HHb(H;G), u ∈ L(H1;H) e v ∈ L(G;G1), enta˜o v ◦ f ◦ u ∈
HHb(H1;G1).
Os pro´ximos resultados ( 2.2.8 e 2.2.9 ) foram demonstrados por Dwyer em [9]
( proposic¸o˜es III.1 e III.3 ) para aplicac¸o˜es holomorfas com valores escalares. As mesmas
demonstrac¸o˜es, com pequenas modificac¸o˜es, podem ser usadas para provar 2.2.8 e 2.2.9:
Proposic¸a˜o 2.2.8 Dados k, n ∈ N, k ≤ n, se P ∈ PHb(nH;G), enta˜o dˆkP (x) ∈
PHS(nH;G) e ‖ 1
k!
dˆkP (x) ‖HS≤
(
n
k
)
‖ P ‖HS‖ x ‖n−k
Proposic¸a˜o 2.2.9 Se f ∈ HHb(H;G), enta˜o dˆkf(x) ∈ PHS(kH;G), n ∈ N, x ∈ H.
Observac¸a˜o 2.2.10 Como consequeˆncia da demonstrac¸a˜o da proposic¸a˜o 2.2.9, pode-se
obter:
lim
k→∞
(
1
k!
‖ dˆkf(x) ‖HS
) 1
k
= 0
para todo x ∈ H quando f ∈ HHb(H;G) (veja Observac¸a˜o III.4 em [9]).
A pro´xima definic¸a˜o pode ser vista em [37].
Definic¸a˜o 2.2.11 Sejam s ≤ r e f ∈ H(U ;F ), onde U e´ um aberto de E. f e´ dita
uma aplicac¸a˜o completamente absolutamente (r;s)-somante em x ∈ U se f e´ do tipo
fas, (r; s)− holomorfia em x ∈ E (1.3.6), isto e´:
(1) dˆmf(x) ∈ Pfas,(r;s)(mE;F ) para todo m ∈ No e
(2) existem reais C ≥ 0 e c ≥ 0 tais que
‖ 1
m!
dˆmf(x) ‖fas,(r;s)≤ Ccm
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para todo m ∈ No.
Se f e´ completamente absolutamente (r;s)-somante em todo x ∈ U , vamos dizer que f
e´ completamente absolutamente (r;s)-somante em U . Vamos indicar por Hfas,(r;s)(U ;F )
o conjunto de todas as aplicac¸o˜es dessa forma.
Temos agora uma relac¸a˜o importante entre aplicac¸o˜es de Hilbert-Schmidt e as comple-
tamente absolutamente (r;s)-somante, como acontece nos casos multilinear e polinomial.
Proposic¸a˜o 2.2.12 .
(i) HHS(H;G) ⊂ Hfas,p(H;G) para todo p > 0.
(ii) HHS(H;G) = Hfas,p(H;G) para todo p ≥ 2.
Prova. .
(i) Sejam f ∈ HHS(H;G) e x ∈ H. Assim, dˆkf(x) ∈ PHS(kH;G) ⊂ Pfas,p(kH;G), para
p > 0. Ainda:
‖ 1
k!
dˆkf(x) ‖fas,p≤
(
1
dp
)k
‖ 1
k!
dˆkf(x) ‖HS≤ C
(
c
dp
)k
para k ∈ No, pois ‖ 1
k!
dˆkf(x) ‖HS≤ Cck para C ≥ 0 e c ≥ 0 adequados.
Logo, f ∈ Hfas,p(H;G) para todo p > 0.
(ii) Sejam p ≥ 2, f ∈ Hfas,p(H;G) e x ∈ H. Assim, dˆkf(x) ∈ Pfas,p(kH;G) =
PHS(kH;G). Ainda:
‖ 1
k!
dˆkf(x) ‖HS≤ (bp)k ‖ 1
k!
dˆkf(x) ‖fas,p≤ C(cbp)k
para k ∈ No.
Logo, f ∈ HHS(H;G) para todo p ≥ 2.
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2.2.2 Resultados de Fatorac¸a˜o
Vamos agora apresentar alguns resultados de fatorac¸a˜o para aplicac¸o˜es holomorfas de
Hilbert-Schmidt.
Inicialmente, enunciemos o seguinte resultado, que sera´ de grande importaˆncia para
demonstrar os resultados iniciais desta parte. Uma demonstrac¸a˜o pode ser vista em [27]
e e´ baseada em ide´ias exibidas em [2].
Teorema 2.2.13 (Pellegrino - Souza) Suponha que L(E;H) = Las,2(E;H) para todo
espac¸o de Hilbert H. Enta˜o, H(E;H) = Hfas,2(E;H).
Vamos agora apresentar o primeiro resultado de fatorac¸a˜o:
Teorema 2.2.14 Seja f ∈ H(H;G). Se f admite uma fatorac¸a˜o da forma:
H
f - G
¡
¡
¡
¡
¡
g
µ
X
S
?
onde X e´ um espac¸o L∞, S ∈ L(H;X) e g ∈ H(X;G), enta˜o f ∈ HHS(H;G).
Prova. Suponha que f admita a fatorac¸a˜o enunciada no resultado. Pelo teorema
2.2.13, temos que g ∈ H(X;G) = Hfas,2(X;G), pois L(X;G) = Las,2(X;G) qualquer que
seja o espac¸o de Hilbert G (1.1.13). Usando a proposic¸a˜o 1.3.9 e o resultado 2.2.12, segue
que f = g ◦ S ∈ Hfas,2(H;G) = HHS(H;G).
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O resultado acima vale tambe´m para o caso do espac¸o X ser L1 no lugar de L∞.
A demonstrac¸a˜o e´ a mesma, bastando observar que L(X;H) = Las,2(X;H), para todo
espac¸o de Hilbert H (1.1.12 e 1.1.15).
Como consequeˆncia do resultado 2.2.14, temos:
Corola´rio 2.2.15 Seja f ∈ H(H;G). Se, para todo espac¸o de Banach Z de dimensa˜o
infinita, f admite uma fatorac¸a˜o da forma:
H
f - G
¡
¡
¡
¡
¡
g
µ
Z
S
?
onde S ∈ L(H;Z) e g ∈ H(Z;G), enta˜o f ∈ HHS(H;G).
Quanto a` demonstrac¸a˜o do resultado 2.2.15, basta tomar Z como um espac¸o L∞ e
usar o resultado 2.2.14 para concluir.
As rec´ıprocas dos resultados 2.2.15 e 2.2.14 na˜o sa˜o va´lidas em geral. Basta observar-
mos que PHS(nH;G) ⊂ HHS(H;G) e que tais resultados na˜o valem para os polinoˆmios
(veja 2.1.12).
Examinando um outro tipo de fatorac¸a˜o para aplicac¸o˜es de Hilbert-Schmidt como
fizemos nos casos multilinear e polinomial, vamos enunciar:
Teorema 2.2.16 Seja f ∈ H(U ;G), onde U e´ um aberto de H. Suponha que f seja uma
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aplicac¸a˜o de Hilbert-Schmidt em ho ∈ U . Enta˜o, f admite uma fatorac¸a˜o da forma:
Uo
f - G
¡
¡
¡
¡
¡
V
µ
X
g
?
onde X e´ um espac¸o L∞, Uo ⊂ H e´ uma vizinhanc¸a de ho em U , g ∈ H(Uo;X) e
V ∈ L(X;G).
O teorema acima pode ser enunciado tambe´m para o caso L1, ou seja, existe um espac¸o
X que e´ L1 para o qual f admite uma fatorac¸a˜o como a citada no enunciado.
Antes de prosseguirmos na demonstrac¸a˜o do teorema 2.2.16, vamos apresentar um
lema preparato´rio:
Lema 2.2.17 .
(i) l∞(X) e´ um espac¸o injetivo se X e´ um espac¸o com a propriedade da extensa˜o me´trica
( veja 1.1.9).
(ii) l1(Y ) e´ um espac¸o L1 se Y e´ um espac¸o de Banach tal que Y ′ tem a propriedade da
extensa˜o me´trica.
(iii) C× F e´ um espac¸o Lp se F e´ um espac¸o Lp, 1 ≤ p ≤ ∞.
Prova. (i) Sejam E um espac¸o de Banach e Y ⊂ E um subespac¸o de E. Consideremos
tambe´m T ∈ L (Y ; l∞(X)). Para cada y ∈ Y , podemos escrever:
Ty = (y1, ..., yn, ...) = (T1y, ..., Tny, ...)
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onde Tj ∈ L(Y ;X), Tj(y) = pij ◦ T (y), j ∈ N. Aqui, pij denota a j-e´sima projec¸a˜o de
l∞(X) sobre X. Como X possui a propriedade da extensa˜o me´trica, existe T˜j ∈ L(E;X)
que estende Tj e ‖ T˜j ‖=‖ Tj ‖, j ∈ N.
Para cada x ∈ E, escrevamos: T˜ (x) = (T˜1x, ..., T˜nx, ...).
Inicialmente, observemos que (T˜jx)j ∈ l∞(X), pois:
‖ T˜jx ‖≤‖ T˜j ‖‖ x ‖=‖ Tj ‖‖ x ‖≤‖ pij ‖‖ T ‖‖ x ‖≤‖ T ‖‖ x ‖
para todo j ∈ N, para todo x ∈ E.
Temos tambe´m que T˜ e´ linear, T˜ e´ cont´ınua, pois:
‖ T˜ x ‖= sup
j∈N
‖ T˜jx ‖≤‖ T ‖‖ x ‖
e claramente, T˜ estende T .
Portanto, l∞ (X) e´ um espac¸o injetivo.
(ii) Basta observarmos que l1(Y )
′ = l∞(Y ′), l∞(Y ′) e´ um espac¸o L∞ (veja (i) e 1.1.11).
Logo, l1(Y ) e´ um espac¸o L1 (1.1.10).
(iii) Denotemos: E = C × F e seja X ⊂ E um subespac¸o de dimensa˜o finita de E. Se
p1 ∈ L(E;C) e p2 ∈ L (E;F ) denotam as projec¸o˜es de E em C e F respectivamente,
temos que p1(X) ⊂ C e p2(X) ⊂ F sa˜o subespac¸os de C e F de dimensa˜o finita.
Chamemos Y1 = C ⊃ p1(X) e sendo F um espac¸o Lp,λ para algum λ > 1, indiquemos
por Y2 um subespac¸o de F de dimensa˜o finita contendo p2(X) e para o qual existe um
isomorfismo v2 : Y2 −→ ln2p , com n2 = dimY2, ‖ v2 ‖ ‖ v−12 ‖< λ. Consideremos ainda
v1 : Y1 −→ l1p tal que v1(y1) = y1 para todo y1 ∈ Y1.
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Definamos:
v : Y1 × Y2 −→ l1p × ln2p
v(y1, y2) = (v1y1, v2y2)
v e´ linear, bijetivo , cont´ınuo e sua inversa e´ dada por:
v−1 : l1p × ln2p −→ Y1 × Y2
v−1(x1, x2) = (v−11 x1, v
−1
2 x2)
Quanto a`s normas de v e v−1, podemos escrever:
‖ v(y1, y2) ‖=‖ (v1y1, v2y2) ‖= max{‖ v1y1 ‖, ‖ v2y2 ‖} ≤ max{‖ y1 ‖, ‖ v2 ‖‖ y2 ‖}
Para ‖ (y1, y2) ‖= max{‖ y1 ‖, ‖ y2 ‖} ≤ 1, temos que ‖ v ‖≤ max{1, ‖ v2 ‖}.
Analogamente: ‖ v−1 ‖≤ max{1, ‖ v−12 ‖}. Logo:
‖ v ‖‖ v−1 ‖≤ max{1, ‖ v2 ‖, ‖ v−12 ‖, ‖ v2 ‖‖ v−12 ‖} ≤ max{‖ v2 ‖, ‖ v−12 ‖, λ} := θ
Podemos identificar o espac¸o lp × ln2p com l1+n2p da seguinte forma:
ψ : l1p × ln2p −→ l1+n2p
ψ(x1, x2) = (zk)
1+n2
k=1
onde x2 = (x
j
2)
n2
j=1 ∈ ln2p , zk = xk2 para 1 ≤ k ≤ n2 e z1+n2 = x1.
Assim, temos um isomorfismo v : Y −→ ldimYp , onde Y = Y1 × Y2, X ⊂ Y e
‖ v ‖ ‖ v−1 ‖< θ, θ > 1. Isto nos diz que E e´ um espac¸o Lp,θ.
Finalmente, podemos demonstrar o teorema 2.2.16:
Prova. Vamos supor inicialmente que f(ho) = 0. Chamemos Pn =
1
n!
dˆnf(ho) ∈
PHS(nH;G) para todo n ∈ N. Pela definic¸a˜o, existem C ≥ 0 e c ≥ 0 tais que ‖ Pn ‖HS≤
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Ccn para todo n ∈ N. Pelo resultado 2.1.23, Pn admite uma fatorac¸a˜o da forma:
H
Pn - G
¡
¡
¡
¡
¡
Vn
µ
l∞
Qn
?
onde
‖ Qn ‖≤ 8
n1+
δ
8
‖ Pn ‖
1
4
HS
‖ Vn ‖as,2≤ 48A
n5+
5δ
8
‖ Pn ‖
1
4
HS
A > 0 independente da escolha de n ∈ N (veja demonstrac¸a˜o de 2.1.23).
Seja ² > 0 tal que ²c
1
4 < 1. Escrevamos:
Rn = ²
−nQn ∈ P(nH; l∞)
vn = ²
nVn ∈ L(l∞;G)
X = l∞(l∞)
in : l∞ → X a inclusa˜o na n-e´sima coordenada
pin : X → l∞ a projec¸a˜o da n-e´sima coordenada.
Temos que vn ◦Rn = Vn ◦Qn = Pn.
Podemos escrever, para cada n ∈ N:
‖ Rn ‖ 1n≤ ²−1 ‖ Qn ‖ 1n≤ ²−1 8
1
n(
n
1
n
)1+ δ
8
‖ Pn ‖
1
4n
HS≤ ²−1
8
1
n(
n
1
n
)1+ δ
8
C
1
4n c
1
4 (∗)
Logo, lim sup
n→∞
‖ Rn ‖ 1n≤ ²−1c 14 . Assim, a aplicac¸a˜o definida por:
g(h) =
∞∑
n=1
in ◦Rn(h− ho)
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e´ holomorfa em uma vizinhanc¸a Uo de ho em U . Vamos supor, sem perda de generalidade,
que f(h) =
∞∑
n=1
Pn(h− ho) para todo h ∈ Uo.
Observemos agora que:∑
n
‖ vn ◦ pin ‖ ≤
∑
n
‖ vn ‖ =
∑
n
²n ‖ Vn ‖ ≤ 48A
∑
n
²n
1
n5+
5δ
8
‖ Pn ‖
1
4
HS
≤ 48AC 14
∑
n
²nc
n
4
1
n5+
5δ
8
< 48AC
1
4
∑
n
1
n5+
5δ
8
onde
∞∑
n=1
1
n5+
5δ
8
converge. Assim, vamos definir: v : X → G, vx =
∞∑
n=1
(vn ◦ pin)(x).
Temos que v ∈ L(X;G). Mais ainda, para cada h ∈ Uo:
(v ◦ g)(h) =
∞∑
n=1
(vn ◦ pin)
( ∞∑
k=1
ik ◦Rk(h− ho)
)
=
∞∑
n=1
vn ◦Rn(h− ho)
=
∞∑
n=1
Pn(h− ho) = f(h).
Vamos agora supor que f(ho) 6= 0. Definamos: f1 ∈ H(U ;G), f1(h) = f(h)− f(ho).
f1 e´ uma aplicac¸a˜o holomorfa de Hilbert-Schmidt em ho ∈ U e satisfaz:
‖ 1
n!
dˆnf1(ho) ‖HS=‖ 1
n!
dˆnf(ho) ‖HS≤ Ccn
para todo n ∈ No. Pela parte anterior, existem v1 ∈ L(X1;G) e g1 ∈ H(U1;X1) tais que
f1 = v
1 ◦ g1, onde U1 ⊂ U e´ uma vizinhanc¸a de ho ∈ U e X1 e´ um espac¸o L∞.
Chamemos X = C × X1 (um espac¸o L∞ - 2.2.17) e consideremos p1 : X −→ C e
p2 : X −→ X1 as projec¸o˜es correspondentes.
Escrevamos:
g : U1 −→ X
g(h) = (1, g1(h))
v : X −→ G
v(x) = f(ho)p1(x) + v
1 ◦ p2(x)
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g e´ holomorfa em U1. Ainda, v ∈ L(X;G) e:
(v ◦ g) (h) = f(ho)p1(g(h)) + v1 ◦ p2(g(h)) = f(ho) + v1 ◦ g1(h) = f(ho) + f1(h) = f(h)
para todo h ∈ U1.
Como consequeˆncia da demonstrac¸a˜o do resultado 2.2.16 acima, temos:
Corola´rio 2.2.18 Se f ∈ HbHS(H;G), enta˜o f admite uma fatorac¸a˜o da forma:
H
f - G
¡
¡
¡
¡
¡
V
µ
X
g
?
onde X e´ um espac¸o L∞, g ∈ Hb(H;X) e V ∈ L(X;G).
Prova. Basta observarmos que, no para´grafo marcado com (*) da demonstrac¸a˜o de
2.2.16, ter´ıamos:
0 ≤‖ Rn ‖ 1n≤ ²−1 8
1
n(
n
1
n
)1+ δ
8
‖ Pn ‖
1
4n
HS
onde lim
n→∞
‖ Pn ‖
1
4n
HS= 0.
Logo, a aplicac¸a˜o g definida por:
g(h) =
∞∑
n=1
in ◦Rn(h− ho)
(mesma notac¸a˜o da demonstrac¸a˜o do resultado anterior) e´ holomorfa em H.
Para demonstrarmos o caso da fatorac¸a˜o atrave´s de um espac¸o L1, procedemos como
na demonstrac¸a˜o de 2.2.16, usando o espac¸o l1 no lugar de l∞ para a fatorac¸a˜o de cada
polinoˆmio Pn. Em seguida, tomamos X = l1(l1). Pelo lema 2.2.17, X e´ um espac¸o L1.
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E´ importante ressaltarmos que e´ poss´ıvel demonstrar 2.2.16 usando o teorema de
Lindenstrauss-Pelczynski ( 1.1.20) para cada polinoˆmio Pn ( veja 2.1.19). No caso L1, os
resultados 2.2.16 e 2.2.18 sa˜o os mesmos. No caso L∞, mesmo supondo que f e´ de tipo
Hilbert-Schmidt limitada, na˜o conseguimos obter uma aplicac¸a˜o g que seja inteira. Por
isso, optamos por usar o resultado 2.1.23 (que faz uso do teorema de Diestel-Jarchow-
Tonge, 1.1.21) ao inve´s do resultado de Lindenstrauss-Pelczynski.
A rec´ıproca de 2.2.16 na˜o e´ verdadeira em geral. O exemplo 2.1.25 e´ de uma aplicac¸a˜o
holomorfa que admite uma fatorac¸a˜o atrave´s de quaisquer espac¸os (diferentes de {0}).
Por outro lado, ela na˜o e´ de Hilbert-Schmidt pois, para todo ho ∈ H, temos:
1
n!
dnP (ho) = P˘
onde P˘ 6∈ LHS(nH;K).
Cap´ıtulo 3
Aplicac¸o˜es de tipo classes de
Schatten
Vamos trabalhar neste cap´ıtulo com as aplicac¸o˜es de tipo Classes de Schatten, em especial,
as de tipo S2. O cap´ıtulo esta´ dividido em treˆs partes. Na primeira sec¸a˜o, apresentamos
os resultados de fatorac¸a˜o obtidos para aplicac¸o˜es multilineares e polinoˆmios de tipo S2
e, ainda, uma relac¸a˜o interessante entre tais aplicac¸o˜es e as aplicac¸o˜es dominadas. Na
segunda sec¸a˜o, trabalhamos com as aplicac¸o˜es holomorfas de tipo S2 e na u´ltima sec¸a˜o,
fazemos alguns comenta´rios sobre resultados de fatorac¸a˜o para operadores lineares das
Classes de Schatten-von Neumann Sp, quando p 6= 2.
63
64
3.1 Aplicac¸o˜es multilineares e polinoˆmios de tipo classes
de Schatten
Para 0 < p <∞, a classe de Schatten-von Neumann de ordem p sera´ denotada por
Sp e a norma (p-norma no caso 0 < p < 1) para tal espac¸o sera´ indicada por σp(.). Mais
detalhes sobre a teoria de tais operadores lineares podem ser vistas no primeiro cap´ıtulo
(1.1.14 e 1.1.15).
Como consta na lista de notac¸o˜es, H1, ..., Hn, H,G denotara˜o espac¸os de Hilbert sobre
um corpo K e E1, ..., En, E, F , espac¸os de Banach sobre K.
Vamos apresentar agora a definic¸a˜o de aplicac¸o˜es multilineares de tipo classe de Schat-
ten. Essas aplicac¸o˜es foram estudadas com mais detalhes por Braunss e Junek em [4] e
tambe´m em [3] .
Definic¸a˜o 3.1.1 Seja 0 < p < ∞. Uma aplicac¸a˜o multilinear T ∈ L(H1, ..., Hn;F ) e´ do
tipo Sp se existem espac¸os de Hilbert K1, ..., Kn, operadores Ti ∈ Sp(Hi, Ki),
i = 1, ..., n e uma aplicac¸a˜o S ∈ L(K1, ..., Kn;F ) tais que T = S ◦ (T1, ..., Tn).
Vamos denotar o espac¸o de tais aplicac¸o˜es por L(Sp)(H1, ..., Hn;F ). Vamos anotar
ainda:
‖ T ‖Sp= inf ‖ S ‖ σp(T1)...σp(Tn)
onde o ı´nfimo e´ tomado sobre todas as poss´ıveis fatorac¸o˜es da forma acima. Para 0 < p <
1, ‖ . ‖Sp e´ uma
p
n
norma e caso p ≥ 1, ‖ . ‖Sp e´ uma 1n norma para L(Sp)(H1, ..., Hn;F ).
L(Sp) conte´m todas as aplicac¸o˜es multilineares de tipo finito (veja 1.2.3).
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Apresentamos a seguir alguns resultados ba´sicos para tais classes. Para p ≥ 2, veremos
um resultado ana´logo ao do caso linear ( 1.1.15). No caso p < 2, o resultado obtido e´ o
seguinte:
Proposic¸a˜o 3.1.2 Para 0 < p ≤ 2, seja T ∈ L(H1, ..., Hn;F ) tal que∑
j1
...
∑
jn
‖ T (h1j1 , ..., hnjn) ‖
p
n<∞ para alguma base ortonormal (hiji)ji∈Ji de Hi,
i = 1, ..., n. Enta˜o, T ∈ L(Sp)(H1, ..., Hn;F ).
Em [4], Braunss e Junek mostraram a proposic¸a˜o acima para o caso em que
H1 = ... = Hn = H e F e´ um espac¸o de Hilbert. Pequenas adaptac¸o˜es na forma de
escrever a demonstrac¸a˜o do resultado de Braunss e Junek nos da˜o a forma (mais geral)
como foi enunciada na proposic¸a˜o acima. Por esse fato, vamos apresentar a demonstrac¸a˜o
aqui:
Prova.
Escrevamos A = J1 × ...× Jn e α = (j1, ..., jn) ∈ A. Para cada j = 1, ..., n, definamos:
Sj : Hj → lA2 , Sj(xj) =
∑
α∈A
µα(xj | hjpij(α))gα
onde pij : A → Jj e´ a j-e´sima projec¸a˜o, j = 1, ..., n, µα =‖ T (h1pi1(α), ..., hnpin(α)) ‖
1
n e (gα)α
e´ uma base ortonormal para lA2 .
Para cada j = 1, ..., n, verifiquemos que:
1. Sj(Hj) ⊂ lA2 . De fato, para xj ∈ Hj:(∑
α
| µα(xj | hjpij(α)) |2
) 1
2
≤
(∑
α∈A
| µα |2‖ xj ‖2‖ hjpij(α) ‖2
) 1
2
≤‖ xj ‖
(∑
α∈A
| µα |2
) 1
2
≤‖ xj ‖
(∑
α∈A
| µα |p
) 1
p
<∞ (*)
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pois
∑
α∈A
| µα |p =
∑
j1,...,jn
‖ T (h1j1 , ..., hnjn) ‖
p
n<∞.
2. Sj e´ linear para cada j = 1, ..., n.
3. Sj e´ limitado para cada j = 1, ..., n; basta observarmos a desigualdade (*) em 1.
4. Sj ∈ Sp(Hj; lA2 ) para todo j = 1, ..., n. De fato, temos:
S ′j : l
A
2 → Hj S ′j(z) =
∑
α∈A
µα(z | gα)hjpij(α)
Para todo α ∈ A, temos S ′j(gα) = µαhjpij(α), com ‖ S ′j(gα) ‖=| µα | e (µα)α ∈ lAp . Assim,
S ′j ∈ Sp(lA2 ;Hj) e conclu´ımos que Sj ∈ Sp(Hj; lA2 ) (veja 1.1.15).
Finalmente, chamando Gj = Sj(Hj), j = 1, ..., n, definamos a seguinte aplicac¸a˜o:
Q : G1 × ...×Gn → F
Q
(∑
α∈A
µα(x1 | h1pi1(α))gα, ...,
∑
α∈A
µα(xn | hnpin(α))gα
)
= T (x1, ..., xn)
Na˜o e´ dif´ıcil ver que Q e´ multilinear e que T = Q◦ (S1, ..., Sn). Quanto a` continuidade
de Q, podemos escrever (usando a desigualdade de Ho¨lder - 1.0.1):
‖Q
(∑
α∈A
µα(x1 | h1pi1(α))gα, ...,
∑
α∈A
µα(xn | hnpin(α))gα
)
‖ =‖ T (x1, ..., xn) ‖
=‖ T
(∑
j1
(x1 | h1j1)h1j1 , ...,
∑
jn
(xn | hnjn)hnjn
)
‖
=‖
∑
j1,...,jn
(x1 | h1j1)...(xn | hnjn)T (h1j1 , ..., hnjn) ‖
≤
∑
j1,...,jn
| (x1 | h1j1) | ... | (xn | hnjn) | ‖ T (h1j1 , ..., hnjn) ‖
=
∑
α
| (x1 | hpi1(α)) | ... | (xn | hpin(α)) | µnα
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=
∑
α
| µα(x1 | hpi1(α)) | ... | µα(xn | hpin(α)) |
≤
(∑
α
| µα(x1 | h1pi1(α)) |2
) 1
2
...
(∑
α
| µα(xn | hnpin(α)) |2
) 1
2
TomemosKj = Gj, j = 1, ..., n. Podemos estender a aplicac¸a˜oQ ao espac¸oK1×...×Kn
de tal forma a obtermos Q˜ ∈ L(K1, ..., Kn;F ), com T = Q˜ ◦ (S1, ..., Sn).
Portanto, T ∈ L(Sp)(H1, ..., Hn;F ).
A rec´ıproca do resultado anterior na˜o e´ va´lida em geral. O exemplo abaixo comprova
essa afirmativa.
Exemplo 3.1.3 Sejam 0 < p ≤ 2, G um espac¸o de Hilbert e T uma aplicac¸a˜o bilinear
definida por:
T : l2 × l2 −→ G
T (x, y) = (x | e1)(y | g)b
onde b ∈ G, b 6= 0, g = (gj)j e´ tal que gj = 1
j
, para todo j ∈ N. e1 denota o primeiro
elemento da base usual de l2. Temos que T ∈ L(Sp)(2l2;G), pois T e´ de tipo finito.
Por outro lado:
∑
k
∑
j
‖ T (ej, ek) ‖
p
2=
∑
k
∑
j
‖ (ej | e1)(ek | g)b ‖
p
2
=
∑
k
| (ek | g) |
p
2‖ b ‖ p2=
∑
k
| 1
k
| p2‖ b ‖ p2
onde
∑
k
| 1
k
| p2 diverge, pois p
2
≤ 1.
Proposic¸a˜o 3.1.4 Sejam 2 ≤ p <∞ e T ∈ L(Sp)(H1, ..., Hn;F ). Enta˜o,∑
j1
...
∑
jn
‖ T (h1j1 , ..., hjn) ‖p<∞ para toda base ortonormal (hiji)ji∈Ji de Hi, i = 1, ..., n.
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Prova. Se T ∈ L(Sp)(H1, ..., Hn;F ), enta˜o existem espac¸os de Hilbert K1, ..., Kn,
operadores da forma Sj ∈ Sp(Hj;Kj), j = 1, ..., n e uma aplicac¸a˜o multilinear Q ∈
L(K1, ..., Kn;F ) tais que T = Q ◦ (S1, ..., Sn). Se (hiji)ji e´ uma base ortonormal de Hi,
i = 1, ..., n, temos que
∑
ji
‖ Si(hiji) ‖p<∞, i = 1, ..., n. Assim:
∑
j1
...
∑
jn
‖ T (h1j1 , ..., hnjn) ‖p=
∑
j1
...
∑
jn
‖ Q(S1(h1j1), ..., Sn(hnjn)) ‖p
≤‖ Q ‖p
∑
j1
...
∑
jn
‖ S1(h1j1) ‖p ... ‖ Sn(hnjn) ‖p
=‖ Q ‖p
∑
j1
‖ S1(h1j1) ‖p ...
∑
jn
‖ Sn(hnjn) ‖p<∞. (*)
Como consequeˆncia, obtemos o seguinte resultado:
Corola´rio 3.1.5 L(S2)(H1, ..., Hn;G) ⊂ LHS(H1, ..., Hn;G). Ainda: ‖ T ‖HS≤‖ T ‖S2
para todo T ∈ L(S2)(H1, ..., Hn;G). A inclusa˜o e´, em geral, estrita.
Para provarmos a desigualdade apresentada no enunciado do resultado 3.1.5 acima,
basta observarmos a desigualdade (*) na prova da proposic¸a˜o anterior (3.1.4). O seguinte
exemplo comprova que a inclusa˜o do corola´rio acima e´ estrita.
Exemplo 3.1.6 Seja G um espac¸o de Hilbert, G 6= {0}. Definamos:
T : l2 × l2 −→ G
T (x, y) =
∑∞
j=1
1
j
xjyjb
onde b ∈ G, ‖ b ‖= 1 e x = (xj)j, y = (yj)j ∈ l2. Temos que T ∈ LHS(2l2;G), pois:
∑
j
∑
k
‖ T (ej, ek) ‖2=
∑
k
| 1
k
|2‖ b ‖2<∞
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ej denota o j-e´simo elemento da base usual de l2. Se T estivesse em L(S2)(2l2;G),
existiriam espac¸os de Hilbert K1, K2, operadores S1 ∈ S2(l2;K1), S2 ∈ S2(l2;K2) e
S ∈ L(K1, K2;G) tais que T = S ◦ (S1, S2).
Sejam (x1j)j e (x
2
j)j ∈ l2,w(l2). Enta˜o:
∞∑
j=1
‖ T (x1j , x2j) ‖=
∞∑
j=1
‖ S(S1x1j , S2x2j) ‖ ≤‖ S ‖
∞∑
j=1
‖ S1x1j ‖‖ S2x2j ‖
≤ (
∞∑
j=1
‖ S1x1j ‖2)
1
2 (
∞∑
j=1
‖ S2x2j ‖2)
1
2 <∞
pois S1 e S2 sa˜o operadores 2-somantes (veja 1.1.18). A expressa˜o acima nos diz que
T ∈ L(1;2,2)as (2l2;G), o que na˜o e´ verdade, ja´ que:
∞∑
j=1
‖ T (ej, ej) ‖=
∞∑
j=1
| 1
j
|
diverge, com (ej)j ∈ l2,w(l2).
Portanto, T na˜o pode estar em L(S2)(2l2;G).
No caso polinomial, Braunss apresenta em [3] uma definic¸a˜o para polinoˆmios do tipo
Sp:
Definic¸a˜o 3.1.7 Um polinoˆmio P ∈ P(nH;F ) e´ dito de tipo Sp se existem um espac¸o de
Hilbert K, um polinoˆmio Q ∈ P(nK;F ) e um operador S ∈ Sp(H;K) tais que P = Q◦S.
Vamos indicar o espac¸o de tais polinoˆmios por P(Sp)(nH;F ) e vamos escrever:
‖ P ‖Sp= inf ‖ Q ‖ σp(S)n
onde o ı´nfimo e´ tomado sobre todas as fatorac¸o˜es da forma acima para P .
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Pode-se mostrar que ‖ . ‖Sp e´ uma q -norma para o espac¸o (veja [3], proposic¸a˜o 3),
onde q = min{1, p} se n = 1 e F e´ um espac¸o de Hilbert; q = min{1; 2p
2 + p
} se F e´ um
espac¸o de Banach na˜o Hilbert e n = 1; q = min{ 2
n
,
p
n
} se n ≥ 2.
Como no caso multilinear, temos a seguinte:
Proposic¸a˜o 3.1.8 P(S2)(nH;G) ⊂ PHS(nH;G). Ainda: ‖ P ‖HS≤ n
n
n!
‖ P ‖S2 para
todo P ∈ P(S2)(nH;G). A inclusa˜o e´ estrita em geral.
Prova. Se P ∈ P(S2)(nH;G), enta˜o P = Q◦S, onde S ∈ S2(H;K), Q ∈ P(nK;G),K
um espac¸o de Hilbert. Usando a fo´rmula de polarizac¸a˜o (1.2.1), obtemos Pˇ = Qˇ◦(S, ..., S),
de onde conclu´ımos que Pˇ ∈ L(S2)(nH;G). Logo, Pˇ ∈ LHS(nH;G), o que significa que
P ∈ PHS(nH;G).
Quanto a` norma, podemos escrever (usando 1.2.2):
‖ P ‖HS=‖ Pˇ ‖HS≤‖ Pˇ ‖S2≤‖ Qˇ ‖ σ2(S)n ≤
nn
n!
‖ Q ‖ σ2(S)n.
Como a a decomposic¸a˜o tomada no in´ıcio para P ∈ P(S2)(nH;G) e´ arbitra´ria, segue
da desigualdade acima que: ‖ P ‖HS≤ n
n
n!
‖ P ‖S2 .
Proposic¸a˜o 3.1.9 Um polinoˆmio P ∈ P(nH;F ) esta´ em P(Sp)(nH;F ) se, e somente
se, existe uma aplicac¸a˜o M ∈ L(Sp)(nH;F ) tal que P = Mˆ .
Antes de demonstrarmos a proposic¸a˜o 3.1.9, precisamos de um lema:
Lema 3.1.10 Seja M ∈ L(S2)(nH;F ). Enta˜o, e´ poss´ıvel obter uma fatorac¸a˜o da forma:
M = N ◦ (S, ..., S), onde S ∈ S2(H;K), K e´ um espac¸o de Hilbert e N ∈ L(nK;F ).
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Prova. (lema 3.1.10) Vamos fazer uma demonstrac¸a˜o para o caso n = 2.
SejaM ∈ L(S2)(2H;F ). Por definic¸a˜o, existem Sj ∈ S2(H;Kj), Kj espac¸o de Hilbert,
j = 1, 2 e R ∈ L(K1, K2;F ) tais que M = R ◦ (S1, S2).
Definamos: K = K1 ⊕K2 = {k1 ⊕ k2; k1 ∈ K1, k2 ∈ K2} e consideremos as seguintes
operac¸o˜es em K:
Soma: (k1 ⊕ k2) + (g1 ⊕ g2) = (k1 + g1)⊕ (k2 + g2)
Mult. por escalar: λ(k1 ⊕ k2) = (λk1)⊕ (λk2)
Produto interno: (k1 ⊕ k2 | g1 ⊕ g2) = (k1 | g1) + (k2 | g2)
para kj, gj ∈ Kj, j = 1, 2 e λ ∈ K.
Pode-se verificar que o espac¸o K, com as operac¸o˜es e o produto interno acima, e´ um
espac¸o de Hilbert.
Vamos definir agora: S : H → K, S(h) = S1(h)⊕ S2(h)
S ∈ L(H;K). Ainda, se (hj)j e´ uma base ortonormal em H, podemos escrever:
∑
j
‖ Shj ‖2=
∑
j
‖ S1hj ⊕ S2hj ‖2=
∑
j
‖ S1hj ‖2 + ‖ S2hj ‖2= σ2(S1)2 + σ2(S2)2.
Chamando pij : K → Kj a projec¸a˜o pij(k1 ⊕ k2) = kj, j = 1, 2 e N = R ◦ (pi1, pi2) ∈
L(2K;G), temos que N ◦ (S, S) =M .
Prova. (proposic¸a˜o 3.1.9)
(⇒) Seja P ∈ P(S2)(nH;F ). Por definic¸a˜o, existem um espac¸o de Hilbert K, S ∈
S2(H;K) e Q ∈ P(nK;F ) tais que P = Q ◦ S. Usando a fo´mula de polarizac¸a˜o (1.2.1),
podemos mostrar que P˘ = Q˘ ◦ (S, ..., S). Chamando M = Pˇ , obtemos o resultado.
(⇐) Seja P ∈ P(nH;K) e suponhamos que exista M ∈ L(S2)(nH;F ) tal que P = Mˆ .
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Vimos que existe uma decomposic¸a˜o para M da forma: M = N ◦ (S, ..., S), onde S ∈
S2(H;K), K e´ um espac¸o de Hilbert e N ∈ L(nK;F ) (3.1.10). Assim, para h ∈ H, temos:
P (h) = Mˆ(h) =M(h, ..., h) = N(Sh, ..., Sh) = Nˆ(Sh) = (Nˆ ◦ S)(h)
onde S ∈ S2(H;K) e Nˆ ∈ P(nK;F ). Logo, P ∈ P(S2)(nH;G).
3.1.1 Resultados de Fatorac¸a˜o
Vimos, na parte relativa a aplicac¸o˜es e polinoˆmios de Hilbert-Schmidt, que na˜o e´ poss´ıvel
obter equivaleˆncias entre o fato de se ter aplicac¸o˜es multilineares ou polinoˆmios de Hilbert-
Schmidt e fatorac¸o˜es atrave´s de espac¸os L1, L∞ e espac¸os de Banach de dimensa˜o infinita
como ocorre no caso linear. Pore´m, restringindo as classes estudadas para L(S2) e P(S2),
veremos que e´ poss´ıvel obter equivaleˆncias na primeira forma de fatorac¸a˜o. Isto e´, as
aplicac¸o˜es de tipo classe de Schatten S2 sa˜o aquelas que podem ser escritas como a com-
posic¸a˜o de n operadores lineares e uma aplicac¸a˜o n-linear 2-dominada (no caso n-linear)
e como um operador linear composto com um polinoˆmio n-homogeˆneo 2-dominado.
Lema 3.1.11 Dados T ∈ L(S2)(H1, ..., Hn;F ) e ² > 0, e´ poss´ıvel obter uma fatorac¸a˜o
para T da forma: T = S ◦ (w1, ..., wn), onde wj ∈ S2(Hj;Kj), Kj espac¸o de Hilbert,
j = 1, ..., n e S ∈ L(K1, ..., Kn;F ) tal que σ2(wj) = 1, j = 1, ..., n e ‖ S ‖≤ (1+²) ‖ T ‖S2.
Prova. Pela definic¸a˜o de ‖ T ‖S2 , dado ² > 0, e´ poss´ıvel obtermos uma fatorac¸a˜o
T = t ◦ (u1, ..., un) tal que uj ∈ S2(Hj;Kj), Kj espac¸o de Hilbert, t ∈ L(K1, ..., Kn;F )
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com ‖ t ‖
n∏
j=1
σ2(uj) ≤ (1 + ²) ‖ T ‖S2 .
Escrevamos (supondo que uj 6= 0): wj = uj
σ2(uj)
e S = (σ2(u1)...σ2(un)) t.
Temos que T = S ◦ (w1, ..., wn), σ2(wj) = 1 e ‖ S ‖= σ2(u1)...σ2(un) ‖ t ‖
≤ (1 + ²) ‖ T ‖S2 .
Finalmente, temos:
Teorema 3.1.12 Seja T ∈ L(H1, ..., Hn;F ). Sa˜o equivalentes:
(i) T ∈ L(S2)(H1, ..., Hn;F ).
(ii) T admite uma fatorac¸a˜o da forma:
H1 × ...×Hn T - F
¡
¡
¡
¡
¡
S
µ
X1 × ...×Xn
(S1, ..., Sn)
?
onde Xj e´ um espac¸o L∞, Sj ∈ L(Hj;Xj), j = 1, ..., n e S ∈ Ld,2(X1, ..., Xn;F ).
(iii) T admite uma fatorac¸a˜o da forma:
H1 × ...×Hn T - F
¡
¡
¡
¡
¡
R
µ
Y1 × ...× Yn
(R1, ..., Rn)
?
onde Yj e´ um espac¸o L1, Rj ∈ L(Hj;Yj), j = 1, ..., n e R ∈ Ld,2(Y1, ..., Yn;F ).
Mais ainda, S, S1, ..., Sn podem ser obtidas em (ii) de tal forma que
‖ S ‖d,2≤ (1 + ²) ‖ T ‖S2 e ‖ Sj ‖= 1, para todo j = 1, ..., n e R,R1, ..., Rn em (iii), tais
que ‖ R ‖d,2 ≤ (1 + ²)(κG)n ‖ T ‖S2, ‖ Rj ‖= 1, onde ² > 0 e κG e´ uma constante de
Grothendieck (veja [7], 1.14).
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Prova. (i)⇒ (ii) Seja T ∈ L(S2)(H1, ..., Hn;F ). Por definic¸a˜o, existem espac¸os de
Hilbert K1, ..., Kn, wj ∈ S2(Hj;Kj) = LHS(Hj;Kj), j = 1, ..., n e L ∈ L(K1, ..., Kn;F )
tais que T = L ◦ (w1, ..., wn). Dado ² > 0, esta fatorac¸a˜o pode ser tomada de tal forma
que ‖ L ‖
n∏
j=1
σ2(wj) ≤ (1 + ²) ‖ T ‖S2 . Usando o teorema de fatorac¸a˜o de Lindenstrauss-
Pelczynski (teorema 1.1.20) para os operadores w1, ..., wn, temos que wj = Lj ◦ Sj, onde
Sj ∈ L(Hj;Xj), ‖ Sj ‖= 1, Lj ∈ (Xj;Kj), ‖ Lj ‖as,2≤ σ2(wj) e Xj e´ um espac¸o L∞,
j = 1, ..., n.
Chamando S = L◦(L1, ..., Ln), podemos escrever: T = S◦(S1, ..., Sn). Vamos mostrar
que S e´ 2-dominada. Assim, seja (xji )
m
i=1 ⊂ Xj, j = 1, ..., n. Enta˜o:
(
m∑
i=1
‖ S(x1i , ..., xni ) ‖
2
n )
n
2 = (
m∑
i=1
‖ L(L1x1i , ..., Lnxni ) ‖
2
n )
n
2
≤‖ L ‖ (
m∑
i=1
(‖ L1x1i ‖ ... ‖ Lnxni ‖)
2
n )
n
2 ≤ ‖ L ‖ (
m∑
i=1
‖ L1x1i ‖2)
1
2 ...(
m∑
i=1
‖ Lnxni ‖2)
1
2
≤‖ L ‖ ‖ L1 ‖as,2 ... ‖ Ln ‖as,2 ‖ (x1i )mi=1 ‖w,2 ... ‖ (xni )mi=1 ‖w,2 (*)
usando a desigualdade de Ho¨lder generalizada (1.0.1) e o fato de que Lj ∈ Las,2(Xj;Kj),
j = 1, ..., n.
Ainda, usando (*):
‖ S ‖d,2≤‖ L ‖
n∏
j=1
‖ Lj ‖as,2≤‖ L ‖
n∏
j=1
σ2(wj) ≤ (1 + ²) ‖ T ‖S2 .
(i)⇒(iii) Seja T ∈ L(S2)(H1, ..., Hn;F ). Por definic¸a˜o, existem espac¸os de Hilbert
K1, ..., Kn, wj ∈ S2(Hj;Kj) = Las,2(Hj;Kj), j = 1, ..., n e L ∈ L(K1, ..., Kn;F ) tais que
T = L ◦ (w1, ..., wn). Dado ² > 0, esta fatorac¸a˜o pode ser tomada de tal forma que
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‖ L ‖≤ (1 + ²) ‖ T ‖S2 e σ2(wj) = 1, j = 1, ..., n (usando o lema). Usando o teorema de
fatorac¸a˜o de Lindenstrauss-Pelczynski (teorema 1.1.20) para os operadores w1, ..., wn,
temos que wj = Lj ◦Rj, onde Yj e´ um espac¸o L1, Rj ∈ L(Hj;Yj), ‖ Rj ‖≤ σ2(wj) e
Lj ∈ L(Yj;Kj), ‖ Lj ‖≤ 1.
Chamando R = L ◦ (L1, ..., Ln) ∈ L(Y1, ..., Yn;F ), para (yji )mi=1 ⊂ Yj, j = 1, ..., n,
podemos escrever (usando 1.0.1):(
m∑
i=1
‖ R(y1i , ..., yni ) ‖
2
n
)n
2
=
(
m∑
i=1
‖ L(L1y1i , ..., Lnyni ) ‖
2
n
)n
2
≤‖ L ‖
(
m∑
i=1
(‖ L1y1i ‖ ... ‖ Lnyni ‖) 2n
)n
2
≤‖ L ‖
n∏
j=1
(
m∑
i=1
‖ Ljyji ‖2
) 1
2
≤‖ L ‖
n∏
j=1
‖ Lj ‖as,2‖ (yji )mi=1 ‖w,2
Ainda (usando 1.1.12):
‖ R ‖d,2≤‖ L ‖
n∏
j=1
‖ Lj ‖as,2 ≤‖ L ‖
n∏
j=1
‖ Lj ‖as,1
≤‖ L ‖ (κG)n
n∏
j=1
(λjλ
′
j) ‖ Lj ‖ ≤‖ L ‖ (κG)n
n∏
j=1
(λjλ
′
j)
onde λj e λ
′
j esta˜o relacionados ao fato de que Yj e´ um espac¸o L1,λj e Kj e´ um espac¸o
L2,λ′j , j = 1, ..., n. Em particular, na fatorac¸a˜o tomada acima, temos que Kj e´ um espac¸o
de Hilbert e, portanto, um espac¸o L2,λ′j para todo λ′j > 1. O espac¸o Yj prove´m do
teorema de fatorac¸a˜o de Lindenstrauss-Pelczynski (1.1.20) e pode ser tomado na forma
lJ1 ; por 1.1.8, e´ um espac¸o L1,λj para todo λj > 1. Logo:
‖ R ‖d,2≤‖ L ‖ (κG)n ≤ (κG)n(1 + ²) ‖ T ‖S2
76
(ii)⇒ (i) Suponhamos que T admita uma fatorac¸a˜o como descrita em (ii).
Usando o teorema de fatorac¸a˜o de Pietsch para aplicac¸o˜es dominadas (1.2.6), podemos
fatorar a aplicac¸a˜o S: S = S˜ ◦ (w1, ..., wn), com wj ∈ Las,2(Yj, L2(µj)), µj ∈ W (BY ′j ),
j = 1, ..., n e S˜ ∈ L(L2(µ1), ..., L2(µn);F ).
Chamando vj = wj ◦ Sj, j = 1, ..., n, temos que vj ∈ S2(Hj;L2(µj)) e o seguinte
diagrama comuta:
H1 × ...×Hn T - F
¡
¡
¡
¡
¡
S˜
µ
L2(µ1)× ...× L2(µn)
(v1, ..., vn)
?
Portanto, T ∈ L(S2)(H1, ..., Hn;F ).
(iii)⇒(i) Demonstrac¸a˜o ana´loga a` anterior.
Uma observac¸a˜o deve ser feita: a hipo´tese de que S e´ uma aplicac¸a˜o 2 dominada em
(ii) na˜o pode ser retirada. De fato, o exemplo abaixo comprova essa afirmativa.
Exemplo 3.1.13 Seja S ∈ L(2co; l2) definida por: S(x1, x2) =
∞∑
j=1
1
j
x1jx
2
jej
onde xk = (xkj )
∞
j=1 ∈ co, k = 1, 2 e ej denota o j-e´simo elemento da base usual de l2.
Vamos mostrar inicialmente que (ej)j ∈ lw,2(co). Para x′ ∈ c′o = l1, podemos escrever:
(∑∞
j=1 | 〈x′, ej〉 |2
) 1
2
=
(∑∞
j=1 |
∑∞
k=1 x
′
kδjk |2
) 1
2
=
(∑∞
j=1 | x′j |2
) 1
2
≤∑∞j=1 | x′j | =‖ x′ ‖1
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e assim: sup
‖x′‖≤1
( ∞∑
j=1
| 〈x′, ej〉 |2
)
≤ 1.
Logo, (ej)
∞
j=1 ∈ lw,2(co).
Notemos agora que:
∞∑
j=1
‖ S(ej, ej) ‖=
∞∑
j=1
‖ 1
j
ej ‖=
∞∑
j=1
| 1
j
| (divergente).
Isto nos diz que S 6∈ Ld,2(2co; l2).
Denotando por i : l2 ↪→ co o operador inclusa˜o e se T ∈ L(2l2; l2) e´ tal que T = S◦(i, i),
temos:
∞∑
j=1
‖ T (ej, ej) ‖=
∞∑
j=1
‖ S(iej, iej) ‖=
∞∑
j=1
‖ S(ej, ej) ‖=
∞∑
j=1
| 1
j
|
o que nos diz que T 6∈ Ld,2(2l2; l2) = L(S2)(2l2; l2) (como veremos em 3.1.18).
Para polinoˆmios, temos o seguinte:
Lema 3.1.14 Dados P ∈ P(S2)(nH;F ) e ² > 0, pode-se obter uma fatorac¸a˜o para P da
forma: P = P1 ◦ w, onde P1 ∈ P(nK;F ), w ∈ S2(H;K), K espac¸o de Hilbert, tal que
σ2(w) = 1 e ‖ P1 ‖≤ (1 + ²) ‖ P ‖S2.
A demonstrac¸a˜o do lema acima sera´ omitida, pois e´ ana´loga a`quela do lema 3.1.11.
Teorema 3.1.15 Seja P ∈ P(nH;F ). Sa˜o equivalentes:
(i) P ∈ P(S2)(nH;F ).
(ii) P admite uma fatorac¸a˜o da forma:
H
P - F
¡
¡
¡
¡
¡
Q
µ
X
S
?
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onde S ∈ L(H;X), Q ∈ Pd,2(nX;F ) e X e´ um espac¸o L∞.
(iii) P admite uma fatorac¸a˜o da forma:
H
P - F
¡
¡
¡
¡
¡
Q
µ
Y
R
?
onde S ∈ L(H;Y ), Q ∈ Pd,2(nY ;F ) e Y e´ um espac¸o L1.
Mais ainda, Q e S podem ser tomados em (ii) de tal forma que
‖ Q ‖d,2≤ (1 + ²) ‖ P ‖S2 e ‖ S ‖= 1 e em (iii), tais que ‖ Q ‖d,2≤ (κG)n(1 + ²) ‖ P ‖S2 e
‖ R ‖= 1, onde ² > 0 e κG e´ uma constante de Grothendieck (veja [7], 1.14).
Prova. (i)⇒ (ii) Seja P ∈ P(S2)(nH;F ) e consideremos P = P1 ◦w uma decomposic¸a˜o
para P , onde w ∈ S2(H;K), P1 ∈ P(nK;F ) e K e´ um espac¸o de Hilbert. Dado ² > 0,
vamos tomar a decomposic¸a˜o tal que ‖ P1 ‖ σ2(w)n ≤ (1 + ²) ‖ P ‖S2 .
Usando o teorema de fatorac¸a˜o de Lindenstrauss-Pelczynski ( teorema 1.1.20), w ∈
S2(H;K) pode ser fatorado da forma: w = L ◦ S, onde S ∈ L(H;X), ‖ S ‖= 1,
L ∈ L(X;K), ‖ L ‖as,2≤ σ2(w) e X e´ um espac¸o L∞. Chamando Q = P1 ◦ L, temos que
Q ∈ P(nX;G).
Vamos mostrar agora que Q e´ 2-dominado. Seja (xj)
m
j=1 ⊂ X. Temos:
(
m∑
j=1
‖ Qxj ‖ 2n )n2 = (
m∑
j=1
‖ P1 ◦ Lxj ‖ 2n )n2 ≤‖ P1 ‖ (
m∑
j=1
‖ Lxj ‖2)n2
≤‖ P1 ‖ (‖ L ‖as,2‖ (xj)mj=1 ‖w,2)n =‖ P1 ‖‖ L ‖nas,2‖ (xj)mj=1 ‖nw,2
Pelas desigualdades acima, podemos escrever:
‖ Q ‖d,2≤‖ P1 ‖‖ L ‖nas,2≤‖ P1 ‖ σ2(w)n ≤ (1 + ²) ‖ P ‖S2 .
79
(i)⇒ (iii) Demonstrac¸a˜o ana´loga a` (i)⇒ (ii) e ao do teorema 3.1.12, usando o lema
3.1.14.
(ii)⇒ (i) Suponhamos agora que P ∈ P(nH;F ) admita uma fatorac¸a˜o da forma:
P = Q ◦ S, onde S ∈ (H;X), Q ∈ Pd,2(nX;F ) e X e´ um espac¸o L∞. Pelo teorema de
fatorac¸a˜o de Pietsch (1.2.14), Q admite uma fatorac¸a˜o da forma: Q = Q˜ ◦ w, onde
w ∈ Las,2(X;L2(µ)), µ ∈W (BX′) e Q˜ ∈ P(nL2(µ);F ).
Chamando S1 = w ◦ S e observando que S1 ∈ Las,2(H;L2(µ)) = S2(H;L2(µ)), temos
que P = Q˜ ◦ S1. Isto nos diz que P ∈ P(S2)(nH;F ).
(iii)⇒ (i) Demonstrac¸a˜o ana´loga a` anterior.
Como no caso multilinear, a condic¸a˜o de que Q e´ um polinoˆmio 2-dominado na˜o pode
ser retirada de (ii).
De forma mais geral, ainda podemos obter o resultado:
Teorema 3.1.16 Seja T ∈ L(H1, ..., Hn;F ). Sa˜o equivalentes:
(i) T ∈ L(S2)(H1, ..., Hn;F ).
(ii) Para todo espac¸o de Banach de dimensa˜o infinita Z1, ..., Zn, T admite uma fatorac¸a˜o
da forma:
H1 × ...×Hn T - F
¡
¡
¡
¡
¡
S
µ
Z1 × ...× Zn
(S1, ..., Sn)
?
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onde Sj ∈ (Hj;Zj), j = 1, ..., n e S ∈ Ld,2(Z1, ..., Zn;F ).
Mais ainda, S pode ser tomada como uma aplicac¸a˜o compacta em (ii).
Prova. Sejam T ∈ L(S2)(H1, ..., Hn;F ) e T = L ◦ (w1, ..., wn) uma fatorac¸a˜o para T ,
onde L ∈ L(K1, ..., Kn;F ), wj ∈ S2(Hj;Kj), com Kj espac¸o de Hilbert, j = 1, ..., n.
Usando o teorema de fatorac¸a˜o de Diestel-Jarchow-Tonge ( teorema 1.1.21 ) para os ope-
radores w1, ..., wn, temos wj = Lj ◦ Sj, onde Sj ∈ L(Hj;Zj) e Lj ∈ Las,2(Zj;Kj) sa˜o
compactos, j = 1, ..., n.
Chamando S = L ◦ (L1, ..., Ln), temos a fatorac¸a˜o desejada. Podemos mostrar que
S ∈ Ld,2(Z1, ..., Zn;F ) da mesma forma que fizemos na demonstrac¸a˜o do teorema 3.1.12.
Vamos mostrar agora que S e´ compacta. Consideremos (zjk)k uma sequeˆncia em BZj ,
j = 1, ..., n. Pela compacidade de cada Lj, podemos obter N ⊂ N infinito tal que
lim
k∈N
Lj(z
j
k) = xj ∈ Kj, j = 1, ..., n. Dessa forma, a sequeˆncia em F definida por:
gk = S(z
1
k, ..., z
n
k ) = L(L1z
1
k, ..., Lnz
n
k )
com k ∈ N , converge para g = L(x1, ..., xn) ∈ S(B1, ..., Bn) ⊂ F . Logo, S e´ compacto.
(ii)⇒ (i) Tomando, em particular, espac¸os L∞ de dimensa˜o infinita em (ii), segue que
T ∈ L(S2)(H1, ..., Hn;F ) (use o teorema 3.1.12).
Para polinoˆmios, o resultado correspondente e´ o seguinte:
Teorema 3.1.17 Seja P ∈ P(nH;F ). Sa˜o equivalentes:
(i) P ∈ P(S2)(nH;F ).
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(ii) Para todo espac¸o de Banach de dimensa˜o infinita Z, P admite uma fatorac¸a˜o da
forma:
H
P - F
¡
¡
¡
¡
¡
Q
µ
Z
S
?
onde S ∈ L(H;Z) e Q ∈ Pd,2(nZ;F ).
A demonstrac¸a˜o do resultado acima e´ ana´loga a` do teorema 3.1.15, usando o teo-
rema de fatorac¸a˜o de Diestel-Jarchow-Tonge (teorema 1.1.21) ao inve´s do teorema de
Lindenstrauss-Pelczynski.
E´ importante ressaltarmos que os resultados para polinoˆmios 3.1.15 e 3.1.17 podem
ser demonstrados usando os resultados obtidos para aplicac¸o˜es multilineares. Isso na˜o foi
feito na demonstrac¸a˜o de 3.1.15 porque as relac¸o˜es obtidas entre as normas ‖ Q ‖d,2 e
‖ P ‖S2 na demonstrac¸a˜o de 3.1.15 sa˜o melhores (para serem usadas nas demonstrac¸o˜es dos
resultados de fatorac¸a˜o para aplicao¸es holomorfas) quando comparadas com as relac¸o˜es
que podemos obter usando o resultado multilinear. Assim, optamos por reproduzir a
demonstrac¸a˜o do caso das aplicac¸o˜es multilineares adaptado para o caso polinomial.
3.1.2 Relac¸a˜o entre as aplicac¸o˜es de tipo S2 e as aplicac¸o˜es do-
minadas
Durante o estudo das demonstrac¸o˜es dos resultados de fatorac¸a˜o para aplicac¸o˜es multili-
neares da classe S2, pudemos observar uma interessante relac¸a˜o entre aplicac¸o˜es desse
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tipo e as p-dominadas quando 1 ≤ p ≤ 2.
Proposic¸a˜o 3.1.18 .
(i) Para todo 1 ≤ p ≤ 2, temos que L(S2)(H1, ..., Hn;F ) = Ld,p(H1, ..., Hn;F ). Ainda:
‖ T ‖S2≤‖ T ‖d,p≤ (A−11 )n ‖ T ‖S2, onde A1 e´ uma constante da desigualdade de Khinchin
([7], 1.10).
(ii) L(S2)(H1, ..., Hn;F ) ⊂ Ld,q(H1, ..., Hn;F ) para todo q > 2. Ainda: ‖ T ‖d,q≤ (A−11 )n ‖
T ‖S2, onde A1 e´ uma constante da desigualdade de Khinchin ([7], 1.10).
Prova. (i) Seja T ∈ Ld,p(H1, ..., Hn;F ), 1 ≤ p ≤ 2. Temos enta˜o T ∈ Ld,2(H1, ..., Hn;F )
e usando o teorema de fatorac¸a˜o de Pietsch para aplicac¸o˜es dominadas ( teorema 1.2.6),
podemos escrever: T = S ◦ (J12 ◦ iH1 , ..., Jn2 ◦ iHn) onde iHj ∈ L(Hj;C(BH′j)), ‖ iHj ‖= 1,
J j2 indica a inclusa˜o formal de C(BH′j) em L2(µj), µj ∈ W (BH′j), j = 1, ..., n e S ∈
L(L2(µ1), ..., L2(µn);F ) e´ tal que ‖ S ‖=‖ T ‖d,2.
Chamando vj = J
j
2 ◦ iHj ∈ Las,2(Hj;L2(µj)) = S2(Hj;L2(µj)), j = 1, ..., n, T pode
ser fatorado como T = S ◦ (v1, ..., vn). Logo, T ∈ L(S2)(H1, ..., Hn;F ) e temos que
Ld,p(H1, ..., Hn;F ) ⊂ L(S2)(H1, ..., Hn;F ). Ale´m disso:
‖ T ‖S2≤ ‖ S ‖ σ2(v1)...σ2(vn) = ‖ T ‖d,2
n∏
j=1
‖ vj ‖as,2≤ ‖ T ‖d,2
n∏
j=1
‖ J j2 ‖as,2
=‖ T ‖d,2
n∏
j=1
µj(BH′j)
1
2 = ‖ T ‖d,2≤‖ T ‖d,p.
Por outro lado, seja T ∈ L(S2)(H1, ..., Hn;F ). Escrevamos: T = R ◦ (S1, ..., Sn), onde
Sj ∈ S2(Hj;Kj), Kj espac¸o de Hilbert, j = 1, ..., n e R ∈ L(K1, ..., Kn;F ). Para todo
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p ≥ 1, temos que Sj ∈ S2(Hj;Kj) = Las,p(Hj;Kj), com ‖ Sj ‖as,p≤ A−11 σ2(Sj), j = 1, ..., n
(teorema 1.1.18).
Pelo teorema de fatorac¸a˜o de Pietsch (teorema 1.1.6), cada Sj pode ser fatorado da
forma: Sj = wj ◦ vj, onde vj ∈ Las,p(Hj;Xpj ), vj = Jp ◦ iHj , µj ∈ W (BH′j), Xpj um
subespac¸o fechado de Lp(µj) e wj ∈ L(Xpj ;Kj) e´ tal que ‖ wj ‖=‖ Sj ‖as,p, j = 1, ..., n.
Escrevamos: T˜ = R ◦ (w1, ..., wn), T˜ ∈ L(Xp1 , ..., Xpn;F ). Enta˜o, T = T˜ ◦ (v1, ..., vn).
Vamos mostrar agora que T ∈ Ld,p(H1, ..., Hn;F ). Para isso, seja (xjk)mk=1 ⊂ Hj,
j = 1, ..., n. Assim, fazendo uso da desigualdade de Ho¨lder (1.0.1):
(
m∑
k=1
‖ T (x1k, ..., xnk) ‖
p
n )
n
p = (
m∑
k=1
‖ T˜ (v1x1k, ..., vnxnk) ‖
p
n )
n
p
≤‖ T˜ ‖ (
m∑
k=1
(‖ v1x1k ‖ ... ‖ vnxnk ‖)
p
n )
n
p ≤ ‖ T˜ ‖ (
m∑
k=1
‖ v1x1k ‖p)
1
p ...(
m∑
k=1
‖ vnxnk ‖p)
1
p
≤‖ T˜ ‖
n∏
j=1
‖ vj ‖as,p‖ (xjk)mk=1 ‖w,p.
Logo, T ∈ Ld,p(H1, ..., Hn;F ) e conclu´ımos que L(S2)(H1, ..., Hn;F ) ⊂ Ld,p(H1, ..., Hn;F ).
Mais ainda, se 1 ≤ p ≤ 2, temos:
‖ T ‖d,p≤ ‖ T˜ ‖
n∏
j=1
‖ vj ‖as,p= ‖ T˜ ‖
n∏
j=1
‖ Jp ◦ iHj ‖as,p
≤‖ R ◦ (w1, ..., wn) ‖
n∏
j=1
‖ Jp ‖as,p‖ iHj ‖≤ ‖ R ‖‖ w1 ‖ ... ‖ wn ‖
n∏
j=1
µj(BH′j)
1
p
=‖ R ‖‖ w1 ‖ ... ‖ wn ‖= ‖ R ‖
n∏
j=1
‖ Sj ‖as,p ≤‖ R ‖
n∏
j=1
A−11 σ2(Sj)
Como as desigualdades acima valem para qualquer decomposic¸a˜o T = R ◦ (S1, ..., Sn)
para T ∈ L(S2)(H1, ..., Hn;G), segue que ‖ T ‖d,p≤
(
A−11
)n ‖ T ‖S2 , onde A1 e´ uma
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constante usada na desigualdade de Khinchin (veja [7], 1.10).
(ii) Demonstrac¸a˜o ana´loga a`quela da segunda parte de (i).
Para polinoˆmios, o resultado correspondente e´ o seguinte:
Proposic¸a˜o 3.1.19 .
(i) P(S2)(nH;F ) = Pd,p(nH;F ) para todo p ∈ [1, 2]. Ainda:
‖ P ‖S2≤‖ P ‖d,p≤ (A−11 )n ‖ P ‖S2.
(ii) P(S2)(nH;F ) ⊂ Pd,q(nH;F ) para todo q > 2. Ainda:
‖ P ‖d,q≤ (A−11 )n ‖ P ‖S2.
A1 e´ uma constante da desigualdade de Khinchin (veja [7], 1.10).
Prova. (i) Seja P ∈ Pd,p(nH;F ), 1 ≤ p ≤ 2. Enta˜o, P ∈ Pd,2(nH;F ) e usando
o teorema de fatorac¸a˜o de Pietsch (teorema 1.2.14), P admite uma fatorac¸a˜o da forma:
P = Q ◦ J2 ◦ iH , onde iH ∈ L(H;C(BH′)), J2 : C(BH′) → L2(µ) e´ a inclusa˜o formal,
µ ∈ W (BH′) e Q ∈ P(nL2(µ);F ), com ‖ P ‖d,2=‖ Q ‖ (veja teorema 1.2.14).
Chamando S = J2◦iH ∈ L(H;L2(µ)), temos que S ∈ Las,2(H;L2(µ)) = S2(H;L2(µ)),
pois J2 e´ um operador 2-somante. Como P = Q◦S, segue que P ∈ P(S2)(nH;F ) e, assim,
Pd,p(nH;F ) ⊂ P(S2)(nH;F ), 1 ≤ p ≤ 2.
Ale´m disso, para P ∈ Pd,p(nH;F ), 1 ≤ p ≤ 2:
‖ P ‖S2≤ ‖ Q ‖ σ2(S)n = ‖ Q ‖‖ J2 ◦ iH ‖nas,2≤ ‖ Q ‖‖ J2 ‖nas,2=‖ Q ‖ =‖ P ‖d,2 ≤‖ P ‖d,p
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Por outro lado, seja P ∈ P(S2)(nH;F ) e consideremos P = Q1 ◦ S1, onde
Q1 ∈ P(nK;F ), S1 ∈ S2(H;K), K um espac¸o de Hilbert. Pelo teorema de fatorac¸a˜o de
Pietsch para operadores lineares (teorema 1.1.6), S1 pode ser fatorado da forma: S1 = S˜1◦
Jp◦iH , pois S1 ∈ S2(H;K) = Las,p(H;K). iH ∈ L(H;C(BH′)) e´ tal que iH(h)(h′) = 〈h′, h〉
para todo h ∈ H e h′ ∈ BH′ , Jp : C(BH′) → Lp(µ) e´ a inclusa˜o formal, µ ∈ W (BH′) e
S˜1 ∈ L(Xp;K) e´ tal que ‖ S˜1 ‖=‖ S1 ‖as,p; Xp e´ um subespac¸o fechado de Lp(µ).
Escrevamos: w = Jp ◦ iH e Q = Q1 ◦ S˜1. Assim, P = Q ◦w. Vamos mostrar agora que
P ∈ Pd,p(nH;F ). Para tal, seja (xj)mj=1 uma colec¸a˜o em H. Temos:
(
m∑
j=1
‖ Pxj ‖
p
n )
n
p = (
m∑
j=1
‖ Q ◦ w(xj) ‖
p
n )
n
p ≤ (
m∑
j=1
‖ Q ‖ pn‖ w(xj) ‖p)
n
p
=‖ Q ‖ (
m∑
j=1
‖ wxj ‖p)
n
p ≤‖ Q ‖‖ w ‖nas,p‖ (xj)mj=1 ‖nw,p.
Logo, P ∈ Pd,p(nH;F ). Ainda:
‖ P ‖d,p≤ ‖ Q ‖‖ w ‖nas,p= ‖ Q ‖‖ Jp ◦ iH ‖nas,p≤ ‖ Q ‖ µ(BH′)
n
p ‖ iH ‖n
=‖ Q ‖ =‖ Q1 ◦ S˜1 ‖≤ ‖ Q1 ‖‖ S˜1 ‖n= ‖ Q1 ‖‖ S1 ‖nas,p
≤ (A−11 )n ‖ Q1 ‖‖ S1 ‖nHS = (A−11 )n ‖ Q1 ‖ σ2(S1)n
onde A1 e´ uma constante encontrada na desigualdade de Khinchin ([7], 1.10). Como a
desigualdade acima vale para qualquer decomposic¸a˜o de P = Q1 ◦ S1, temos:
‖ P ‖d,p≤ (A−11 )n ‖ P ‖S2 .
(ii) Demonstrac¸a˜o ana´loga a`quela da segunda parte de (i).
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Novamente, vale comentarmos que a demonstrac¸a˜o do caso polinomial poderia ter sido
feita usando o caso multilinear. Optamos pela demonstrac¸a˜o como exibida acima, pois
essa nos oferece melhor relac¸a˜o entre as normas das aplicac¸o˜es envolvidas.
3.2 Aplicac¸o˜es holomorfas de tipo classes de Schatten
Nesta sec¸a˜o, a menos que seja feito algum comenta´rio, todos os espac¸os usados sera˜o
complexos.
Vamos agora apresentar uma outra classe de func¸o˜es holomorfas, a saber, as aplicac¸o˜es
holomorfas do tipo Sp, 0 < p <∞. Novamente, vamos usar o conceito de Nachbin (1.3.6)
para definir essa classe de aplicac¸o˜es holomorfas. Tais aplicac¸o˜es ja´ foram utilizadas por
Braunss em [3].
Antes, precisamos verificar o seguinte:
Proposic¸a˜o 3.2.1 (P(Sp)(mH;F ))∞m=0 e´ um tipo Sp- holomorfia (para espac¸os de Hilbert
(domı´nio) e Banach (contra-domı´nio), no sentido de Nachbin - veja 1.3.6).
Prova. Sejam l ∈ N, l ≤ m, h ∈ H e P ∈ P(Sp)(mH;F ). Vamos mostrar inicialmente
que dˆlP (h) ∈ P(Sp)(lH;F ). Pela definic¸a˜o de P(Sp)(mH;F ), existe um espac¸o de Hilbert
K tal que P = Q◦S, onde Q ∈ P(mK;F ) e S ∈ Sp(H;K). Dado ² > 0, podemos escolher
tal decomposic¸a˜o de forma que ‖ Q ‖ σp(S)m ≤ (1 + ²) ‖ P ‖Sp .
Assim, P˘ = Q˘ ◦ (S, ..., S) (1.2.1) e, enta˜o, P˘ ∈ L(Sp)(mH;F ).
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Para l ≤ m, temos:
dlP (h)(h1, ..., hl) = l!
(
m
l
)
P˘ (h, ..., h, h1, ..., hl) = l!
(
m
l
)
Q˘(Sh, ..., Sh, Sh1, ..., Shl).
Desta forma, dlP (h) admite a fatorac¸a˜o:
(l − vezes)
H × ...×H d
lP (h)- F
¡
¡
¡
¡
¡
V
µ
K × ...×K
(S, ..., S)
?
onde V (k1, ..., kl) = l!
(
m
l
)
Q˘(Sh, ..., Sh, k1, ..., kl) para k1, ..., kl ∈ K.
Logo, dˆlP (h) pode ser fatorado da forma:
H
dˆlP (h)- F
¡
¡
¡
¡
¡
Vˆ
µ
K
S
?
com S ∈ Sp(H;K) e Vˆ ∈ P(lK;F ). Isto nos diz que dˆlP (h) ∈ P(Sp)(lH;F ).
Ainda:
‖ dˆlP (h) ‖Sp ≤‖ Vˆ ‖ σp(S)l = sup
‖k‖≤1
‖ Vˆ (k) ‖ σp(S)l = sup
‖k‖≤1
‖ V (k, ..., k) ‖ σp(S)l
= σp(S)
ll!
(
m
l
)
sup
‖k‖≤1
‖ Q˘(Sh, ..., Sh, k, ..., k) ‖ ≤ σp(S)ll!
(
m
l
)
sup
‖k‖≤1
‖ Q˘ ‖‖ Sh ‖m−l‖ k ‖l
≤ σp(S)ll!
(
m
l
)
‖ Q˘ ‖‖ S ‖m−l‖ h ‖m−l ≤ σp(S)ll!
(
m
l
) mm
m!
‖ Q ‖ σp(S)m−l ‖ h ‖m−l
= l!
(
m
l
) mm
m!
σp(S)
m ‖ Q ‖‖ h ‖m−l ≤ l!
(
m
l
) mm
m!
‖ P ‖Sp (1 + ²) ‖ h ‖m−l.
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Portanto:
‖ 1
l!
dˆlP (h) ‖Sp≤
(
m
l
) mm
m!
‖ P ‖Sp (1 + ²) ‖ h ‖m−l
≤ 2me ‖ P ‖Sp (1 + ²) ‖ h ‖m−l≤ (2e)m ‖ P ‖Sp (1 + ²) ‖ h ‖m−l .
Chamando σ = 2e e fazendo ²→ 0, temos:
‖ 1
l!
dˆlP (h) ‖Sp≤ σm ‖ P ‖Sp‖ h ‖m−l .
para todo l ≤ m.
Na˜o e´ dif´ıcil ver que P(Sp)(mH;F ) e´ um subespac¸o de P(mH;F ) e que P(Sp)(oH;F )
coincide com F .
Portanto, (P(Sp)(mH;F ))∞m=0 e´ um tipo Sp- holomorfia.
Definic¸a˜o 3.2.2 Sejam 0 < p < ∞ e f ∈ H(U ;F ), onde U ⊂ H e´ um aberto de H.
Dizemos que f e´ do tipo Sp em h ∈ U se ocorrem as condic¸o˜es:
(1) dˆnf(h) ∈ P(Sp)(nH;F ) para todo n ∈ No.
(2) Existem reais C ≥ 0 e c ≥ 0 tais que ‖ 1
n!
dˆnf(h) ‖Sp≤ Ccn para todo n ∈ No.
Se f e´ do tipo Sp em todo h ∈ U , vamos dizer que f e´ de tipo Sp em U . Vamos
denotar a classe de tais aplicac¸o˜es por H(Sp)(U ;F ).
Vamos ainda dizer que f ∈ H(H;F ) e´ de tipo Sp limitada quando
(i) dˆnf(0) ∈ P(Sp)(nH;F ) para todo n ∈ N e
(ii) lim
n→∞
‖ 1
n!
dˆnf(0) ‖
1
n
Sp= 0.
Um resultado importante envolvendo essas aplicac¸o˜es e´ o seguinte:
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Proposic¸a˜o 3.2.3 Seja K um espac¸o de Hilbert complexo. Se g ∈ H(K;F ) e S ∈
Sp(H;K), enta˜o g ◦ S ∈ H(Sp)(H;F ).
A proposic¸a˜o abaixo demonstrada por Braunss em [3] (proposic¸a˜o 6) nos oferece uma
fatorac¸a˜o para func¸o˜es holomorfas de tipo Sp que lembra as fatorac¸o˜es envolvidas nas
definic¸o˜es de aplicac¸o˜es multilineares e polinoˆmios de tipo Sp:
Proposic¸a˜o 3.2.4 Sejam 0 < p <∞, p2 = min{p, 2}, U ⊂ H um aberto e f ∈ H(U ;F ).
Se existe xo ∈ U tal que f e´ do tipo Sp em xo e(
‖ 1
n!
dˆnf(xo) ‖
1
n
Sp
)∞
n=0
∈ lp2 (*)
enta˜o existem S ∈ Sp(H;K), g ∈ Hb(K;F ) onde K um espac¸o de Hilbert, tais que
f = g ◦ S em U .
A rec´ıproca na˜o e´ verdadeira em geral: apesar de ser poss´ıvel concluir que f e´ de tipo
Sp (3.2.3), nem sempre e´ poss´ıvel demonstrar que a sequeˆncia (*) esta´ em lp2 . O exemplo
abaixo comprova essa afirmativa.
Exemplo 3.2.5 Seja (λn)n ∈ co, 0 ≤ λn ≤ 1, (λn)n 6∈ lp. Definamos:
f : l2 −→ C
f(x) =
∑∞
n=1 λ
n
n(x|e1)n
onde e1 e´ o primeiro elemento da base usual de l2. f e´ uma aplicac¸a˜o inteira: chamando
Pn(x) = λ
n
n(x|e1)n para todo n ∈ N e x ∈ l2, temos:
‖ Pn ‖= sup
‖x‖≤1
| Pn(x) |=| λn |n sup
‖x‖≤1
| (x|e1)|n ≤| λn |n .
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Assim, temos: 0 ≤‖ Pn ‖ 1n≤| λn | e como λn −→ 0, segue que ‖ Pn ‖ 1n−→ 0, ou seja,
a se´rie que representa f tem raio de convergeˆncia infinito.
Seja S ∈ L(l2;C), Sx = (x|e1) para x ∈ l2. Temos que S ∈ Sp(l2;C). Agora, para
cada n ∈ N, consideremos Q : C→ C, Qn(a) = (λna)n, n ∈ N. Para todo n ∈ N, temos:
0 ≤‖ Qn ‖= sup
|a|≤1
| Qna |= sup
|a|≤1
| λna |n=| λn |n
e assim, lim
n→∞
‖ Qn ‖ 1n= 0.
Definamos: g : C −→ C, g(a) =
∞∑
n=0
Qn(a). Temos que g e´ inteira em C e para x ∈ l2,
podemos escrever:
g ◦ S(x) =
∞∑
n=0
Qn(Sx) =
∞∑
n=0
Qn ((x|e1)) =
∞∑
n=0
λnn(x|e1)n =
∞∑
n=0
Pn(x) = f(x).
Temos tambe´m que g e´ de tipo limitado, pois lim
n→∞
‖ 1
n!
dˆng(0) ‖ 1n = lim
n→∞
‖ Qn ‖ 1n= 0
(veja 1.3.2) .
Apesar de f ser de tipo Sp em l2 (veja 3.2.3), na˜o ocorre
(
‖ Pn ‖
1
n
Sp
)
n
∈ lp2. De fato:
‖ Pn ‖Sp ≥‖ Pn ‖ = sup
‖x‖≤1
| Pnx | = sup
‖x‖≤1
| λn |n| (x|e1) |n
≥| λn |n| (e1|e1) |n =| λn |n.
Para 0 < p ≤ 2, temos que
∑
n
‖ Pn ‖
p
n
Sp diverge, pois
∑
n
| λn |p e´ divergente. Caso
p > 2, como (λn)n 6∈ lp, temos que (λn)n 6∈ l2. Logo,
∑
n
‖ Pn ‖
2
n
Sp =
∑
n
‖ Pn ‖
p2
n
Sp diverge,
ja´ que
∑
n
‖ Pn ‖
2
n
Sp ≥
∑
n
| λn |2.
Podemos mostrar o seguinte:
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Proposic¸a˜o 3.2.6 Sejam 0 < p < ∞, K um espac¸o de Hilbert sobre C e f ∈ H(H;F ).
Suponha que existam S ∈ Sp(H;K) e g ∈ Hb(K;F ) tais que f = g ◦ S. Enta˜o, f e´ de
tipo Sp em H e a sequeˆncia
(
‖ 1
n!
dˆnf(ho) ‖
1
n
Sp
)∞
n=1
esta´ em co.
Prova. Temos que f e´ de tipo Sp em H e para cada ho ∈ H, temos dˆnf(ho) =
dˆng(Sho) ◦ S para todo n ∈ No. Assim:
‖ 1
n!
dˆnf(ho) ‖Sp≤‖
1
n!
dˆng(Sho) ‖ σp(S)n.
Como g e´ inteira e de tipo limitado, temos que lim
n→∞
‖ 1
n!
dˆng(xo) ‖ 1n= 0 para todo
xo ∈ K e usando a desiguadade acima, temos lim
n→∞
‖ 1
n!
dˆnf(ho) ‖
1
n
Sp= 0 para todo ho ∈ H.
Como na sec¸a˜o anterior, vamos nos preocupar em estudar resultados para as aplicac¸o˜es
de tipo S2. Antes de proseguirmos, vamos apresentar uma definic¸a˜o que pode ser vista
em [17] (definic¸a˜o 3.2):
Definic¸a˜o 3.2.7 Sejam U ⊂ E um aberto de E (E e F sa˜o espac¸os sobre C) e f ∈
H(U ;F ). f e´ de tipo r- dominado em x ∈ U se ocorrem as seguintes condic¸o˜es:
(1) dˆnf(x) ∈ Pd,r(nE;F ) para todo n ∈ No e
(2) Existem C ≥ 0 e c ≥ 0 tais que ‖ 1
n!
dˆnf(x) ‖d,r≤ Ccn para todo n ∈ No.
Se f e´ de tipo r-dominado em todo x ∈ U , vamos dizer que f e´ de tipo r-dominado
em U . O espac¸o de tais aplicac¸o˜es sera´ denotado por Hd,r(U ;F ).
O resultado abaixo nos fornece uma relac¸a˜o entre aplicac¸o˜es do tipo S2 e do tipo
dominado.
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Proposic¸a˜o 3.2.8 Seja f ∈ H(U ;G), onde U ⊂ H e´ um aberto de H. Para 1 ≤ p ≤ 2,
temos que f e´ de tipo p-dominado em ho ∈ U se, e somente se, f e´ de tipo S2 em ho ∈ U .
Prova. Basta lembrarmos que, para todo n ∈ N (veja 3.1.19):
‖ 1
n!
dˆnf(ho) ‖S2≤‖
1
n!
dˆnf(ho) ‖d,p≤ (A−11 )n ‖
1
n!
dˆnf(ho) ‖S2
Vamos apresentar agora alguns resultados de fatorac¸a˜o para aplicac¸o˜es holomorfas de
tipo S2. Durante o nosso estudo, o primeiro resultado obtido nos oferece uma fatorac¸a˜o
local para aplicac¸o˜es de tipo S2 em um certo ponto do domı´nio. Podemos enuncia´ -lo da
forma:
Resultado 3.2.9 Seja f ∈ H(U ;F ), onde U ⊂ H e´ um aberto de H. Sa˜o equivalentes:
(i) f e´ de tipo S2 em ho ∈ U .
(ii) f admite uma fatorac¸a˜o da forma:
Uo
f - F
¡
¡
¡
¡
¡
g
µ
Wo
S
?
onde Uo e´ uma vizinhanc¸a de ho em U , Wo e´ uma vizinhanc¸a de xo = Sho ∈ X, X e´ um
espac¸o L∞, S ∈ L(H;X) e g ∈ H(Wo;F ) e´ de tipo 2-dominada em xo.
Vamos omitir a prova de 3.2.9 por usar ide´ias semelhantes a`s da demonstrac¸a˜o do
pro´ximo resultado 3.2.10.
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Obtivemos, em seguida, um resultado um pouco melhor para aplicac¸o˜es de tipo S2
(mas exigimos que a aplicac¸a˜o seja de tipo S2 em todo o espac¸o H). A demonstrac¸a˜o que
vamos exibir e´ va´lida somente para o caso de fatorac¸a˜o atrave´s de espac¸os L∞.
Teorema 3.2.10 Seja f ∈ H(H;F ). Sa˜o equivalentes:
(i) f ∈ H(S2)(H;F ).
(ii) f admite uma fatorac¸a˜o da forma:
H
f - F
¡
¡
¡
¡
¡
g
µ
U
S
?
onde S ∈ L(H;X), U e´ um aberto de um espac¸o L∞ X contendo S(H), g ∈ H(U ;F ), g
e´ de tipo 2-dominada em S(H).
Prova. (i) ⇒ (ii) Para cada h ∈ H e cada n ∈ N, denotemos por P (h)n =
1
n!
dˆnf(h) ∈
P(S2)(nH;G). Sabemos que, para cada ho ∈ H fixado, existem reais C(ho) ≥ 0 e c(ho) ≥
0 tais que ‖ P (ho)n ‖S2≤ C(ho)c(ho)n para todo n ∈ N.
Dado ² > 0, para cada n ∈ N e ho ∈ H, existem v(ho)n ∈ S2(H;Kn), Kn um espac¸o
de Hilbert e R(ho)n ∈ P(nKn;F ) tais que P (ho)n = R(ho)n ◦ v(ho)n , com ‖ R(ho)n ‖ σ2(v(ho)n )n
≤ (1 + ²) ‖ P (ho)n ‖S2 .
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Agora, para o operador v(ho)n ∈ S2(H;Kn), podemos obter a seguinte fatorac¸a˜o:
H
v
(ho)
n - Kn
iH(H)
iH
?
⊂ J2 - X2
u
(ho)
n
6
⋂
C(BH′)
⋂
L2(µ)
onde iH ∈ L (H;C(BH′)), J2 ∈ L (C(BH′);L2(µ)) e´ inclusa˜o formal e u(ho)n ∈ L
(
X2;Kn
)
,
com X2 = (J2 ◦ iH)(H) e ‖ u(ho)n ‖= σ2(v(ho)n ) (1.1.6).
Assim, o seguinte diagrama comuta:
H
P
(ho)
n - F
iH(H)
iH
?
⊂ J2 - X2
R
(ho)
n ◦ u(ho)n = Q(ho)n
6
⋂
C(BH′)
⋂
L2(µ)
onde ‖ Q(ho)n ‖=‖ R(ho)n ◦ u(ho)n ‖ ≤‖ R(ho)n ‖ ‖ u(ho)n ‖n =‖ R(ho)n ‖ σ2(v(ho)n )n
≤ (1 + ²) ‖ P (ho)n ‖S2 .
Logo:
lim sup
n→∞
‖ Q(ho)n ‖
1
n≤ lim sup
n→∞
(1 + ²)
1
n ‖ P (ho)n ‖
1
n
S2≤ lim sup
n→∞
(1 + ²)
1
nC(ho)
1
n c(ho) = c(ho).
Isso nos diz que a se´rie
∞∑
n=1
Q(ho)n (x − (J2 ◦ iH)(ho)) converge uniformemente em uma
vizinhanc¸a V (ho) de xo = (J2 ◦ iH)(ho) em X2 = (J2 ◦ iH)(H).
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Definindo: g(ho)(x) = f(ho) +
∞∑
n=1
Q(ho)n (x− xo) para x = (J2 ◦ iH)(h) ∈ X2, temos que
g(ho) e´ uma aplicac¸a˜o holomorfa em V (ho) ⊂ X2.
Temos que X2 =
⋃
h∈H
V (h). Definamos:
g1 : X2 → F g1(x) = g(ho)(x)
se x ∈ V (ho). Vamos mostrar que g1 e´ holomorfa em X2.
Inicialmente observermos que, se x = (J2 ◦ iH)(h) ∈ V (h1)
⋂
V (h2), enta˜o g(h1)(x) =
g(h2)(x), pois:
g(h1)(x) = f(h1) +
∞∑
n=1
Q(h1)n (x− (J2 ◦ iH)(h1))
= f(h1) +
∞∑
n=1
Q(h1)n ◦ J2 ◦ iH(h− h1) = f(h1) +
∞∑
n=1
P (h1)n (h− h1) = f(h).
Analogamente: g(h2)(x) = f(h2) +
∞∑
n=1
P (h2)n (h− h2) = f(h).
Dado x ∈ X2, existe ho ∈ H tal que x ∈ V (ho). Nesse caso, g1(x) = g(ho)(x) e como g(ho)
e´ holomorfa em V (ho), existem ρ(x) > 0 e uma colec¸a˜o de polinoˆmios cont´ınuos {Sn}, Sn
n-homogeˆneo, tais que g1(z) =
∞∑
n=0
Sn(z−x) uniformemente quando z ∈ Bρ(x)(x) ⊂ V (ho).
Logo: g1(z) = g
(ho)(z) =
∞∑
n=0
Sn(z − x)
uniformemente para z ∈ Bρ(x)(x) ⊂ V (ho) e conclu´ımos que g1 e´ holomorfa em x ∈ X2.
Podemos assim estender a aplicac¸a˜o g1 a um aberto V do completamento Xˆ2 de X2,
digamos, gˆ1 : V → F holomorfa, gˆ1 |X2= g1 (veja 1.3.5).
Vamos chamar U = J−12 (V ) ⊂ C(BH′) um aberto e g : U → F , g = gˆ1 ◦J2 ∈ H(U ;F ).
Para cada h ∈ H, temos:
(g ◦ iH)(h) = (gˆ1 ◦ J2 ◦ iH)(h) = gˆ1(J2iHh) = g(ho)(J2iHh)
96
= f(ho) +
∞∑
n=1
Q(ho)n (J2iHh− J2iHho) = f(ho) +
∞∑
n=1
P (ho)n (h− ho) = f(h).
para algum ho ∈ H.
Resta mostrarmos que g e´ 2-dominada em Y = iH(H). Seja yo = iH(ho) ∈ Y ⊂ U .
Enta˜o:
1
n!
dˆng(yo) =
1
n!
dˆn(gˆ1 ◦ J2)(yo) = 1
n!
dˆngˆ1(J2yo) ◦ J2 = 1
n!
dˆng1 ((J2 ◦ iH)(ho)) ◦ J2
=
1
n!
dˆng(ho) ((J2 ◦ iH)(ho)) ◦ J2 = Q(ho)n ◦ J2
para todo n ∈ N.
Se y1, ..., ym ∈ Y , temos:(
m∑
j=1
‖ Q(ho)n ◦ J2(yj) ‖
2
n
)n
2
≤‖ Q(ho)n ‖
(
m∑
j=1
‖ J2(yj) ‖2
)n
2
≤‖ Q(ho)n ‖‖ J2 ‖nas,2‖ (yj)mj=1 ‖nw,2 ≤‖ Q(ho)n ‖‖ (yj)mj=1 ‖nw,2
e assim, ‖ Q(ho)n ◦ J2 ‖d,2≤‖ Q(ho)n ‖.
Logo:
‖ 1
n!
dˆng(yo) ‖d,2=‖ Q(ho)n ◦ J2 ‖d,2≤‖ Q(ho)n ‖d,2≤ (1 + ²) ‖ P (ho)n ‖S2≤ (1 + ²)C(ho)c(ho)n
para todo n ∈ N. Isto nos diz que g ∈ Hd,2(iH(H);F ).
(ii)⇒ (i) Para cada ho ∈ H e n ∈ N, podemos escrever:
1
n!
dˆnf(ho) =
1
n!
dˆn(g ◦ S)(ho) = 1
n!
dˆng(Sho) ◦ S.
Basta enta˜o observarmos que
1
n!
dˆnf(ho) ∈ Pd,2(nH;F ) (usando 1.3.9) e, assim,
1
n!
dˆnf(ho) ∈ P(S2)(nH;F ) (3.2.8).
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Nos dois resultados anteriores, na˜o conseguimos obter fatorac¸o˜es semelhantes para o
caso L1 utilizando o mesmo racioc´ınio. Isso se deve ao fato de que o operador linear
S obtido nas fatorac¸o˜es e´ o mesmo que figura na fatorac¸a˜o de cada polinoˆmio Pn =
1
n!
dˆnf(ho) ∈ P(S2)(nH;F ) para todo n ∈ N. Usando o teorema de Lindenstrauuss-
Pelczynski 1.1.20 para obtermos uma fatorac¸a˜o de cada Pn atrave´s de um espac¸o L1,
obtemos operadores lineares que dependem do polinoˆmio Pn trabalhado.
A ide´ia foi enta˜o utilizar o teorema de Diestel-Jarchow-Tonge 1.1.21 para conseguir
uma fatorac¸a˜o atrave´s de um espac¸o L1. Dessa forma, obtivemos o seguinte resultado:
Teorema 3.2.11 Sejam U ⊂ H um aberto de H, f ∈ H(U ;F ) e ho ∈ U . Sa˜o equiva-
lentes:
(i) f e´ de tipo S2 em ho.
(ii) f admite uma fatorac¸a˜o da forma:
Uo
f - F
¡
¡
¡
¡
¡
g
µ
X
S
?
onde Uo e´ uma vizinhanc¸a de ho em U , X e´ um espac¸o L1, S ∈ L(H;X) e g ∈ H(X;F ),
de tipo 2-dominada em xo = Sho.
Prova. (i) ⇒ (ii) Chamemos Pn = 1
n!
dˆnf(ho) ∈ P(S2)(nH;F ), para todo n ∈ N.
Dado ² > 0, para cada n ∈ N, e´ poss´ıvel encontrarmos um espac¸o de Hilbert Kn, un ∈
S2(H;Kn), com σ2(un) = 1 e Rn ∈ P(nKn;F ), com ‖ Rn ‖≤ (1 + ²) ‖ Pn ‖S2 (lema
3.1.14) tais que Pn = Rn ◦ un. (1)
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Para cada n ∈ N, vamos tomar uma representac¸a˜o para un da forma:
un =
∞∑
s=1
τ (n)s (. | h(n)s )k(n)s
onde (τ (n)s )s ∈ l2, ‖ (τ (n)s )s ‖2= σ2(un) = 1, (h(n)s )s e´ uma colec¸a˜o ortonormal em H e
(k(n)s )s e´ uma colec¸a˜o ortonormal em Kn.
Pela demonstrac¸a˜o do lema 1.1.22 (demonstrac¸a˜o no cap´ıtulo 2, antes de 2.1.16), para
cada n ∈ N e cada s ∈ N, fixado δ > 0, podemos escrever: τ (n)s = α(n)s σ(n)s β(n)s
onde (σ(n)s )s ∈ l2, ‖ (σ(n)s )s ‖2≤ A (A > 0 independe de n ∈ N) e α(n)s = β(n)s =
√
γ
(n)
s ,
com (α(n)s )s e (β
(n)
s )s pertencentes a co e ‖ (α(n)s )s ‖∞ =‖ (β(n)s )s ‖∞ =
1
n4+
δ
2
.
Usando o teorema de fatorac¸a˜o de Diestel-Jarchow-Tonge, para cada n ∈ N, un ∈
S2(H;Kn) admite uma fatorac¸a˜o da forma:
H
un - Kn
¡
¡
¡
¡
¡
vn
µ
l1
wn
?
onde wn ∈ L(H; l1), vn ∈ Las,2(l1;Kn), com ‖ wn ‖≤ 8 ‖ (β(n)s )s ‖
1
4∞ e ‖ vn ‖as,2≤
48 ‖ (α(n)s )s ‖∞‖ (β(n)s )s ‖
1
4∞‖ (σ(n)s )s ‖2.
Ou seja:
‖ wn ‖≤ 8 1
n1+
δ
8
‖ vn ‖as,2≤ 48A 1
n5+
5δ
8
(2)
Vamos denotar X = l1(l1). Pelo lema 2.2.17, temos que X e´ um espac¸o L1. Vamos
denotar ainda por in : l1 → X a inclusa˜o na n-e´sima coordenada e pin : X → l1 a projec¸a˜o
da n-e´sima coordenada.
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Definamos S : H → X, S(h) =
∞∑
n=1
in ◦ wn(h). Temos que S ∈ L(H;X), pois
in ◦ wn ∈ L(H;X) e ‖ in ◦ wn ‖ ≤‖ wn ‖ ≤ 8 1
n1+
δ
8
, onde a se´rie
∞∑
n=1
1
n1+
δ
8
e´ convergente.
Vamos chamar agora Qn = Rn ◦ vn ∈ P(nl1;F ). Temos que Qn ∈ Pd,2(nl1;F ). De
fato, se z1, ..., zm ∈ l1 e usando que vn e´ 2-somante, podemos escrever:(
m∑
i=1
‖ Qnzi ‖ 2n
)n
2
=
(
m∑
i=1
‖ Rn ◦ vn(zi) ‖ 2n
)n
2
≤‖ Rn ‖
(
m∑
i=1
‖ vn(zi) ‖2
)n
2
≤‖ Rn ‖‖ vn ‖nas,2‖ (zi)mi=1 ‖nw,2.
Da desigualdade acima, segue que ‖ Qn ‖d,2≤‖ Rn ‖‖ vn ‖nas,2. Pela escolha de Rn e vn
(veja (1) e (2)), temos:
‖ Qn ‖≤‖ Qn ‖d,2≤
(
48A
n5+
5δ
8
)n
(1 + ²) ‖ Pn ‖S2 . (3)
Assim:
0 ≤ lim sup
n→∞
‖ Qn ◦ pin ‖ 1n≤ lim sup
n→∞
48A
n5+
5δ
8
(1 + ²)
1
n ‖ Pn ‖
1
n
S2= 0
Podemos enta˜o definir uma aplicac¸a˜o holomorfa em X da forma (xo = Sho):
g : X → F g(x) = f(ho) +
∞∑
n=1
Qn ◦ pin(x− xo).
Seja Uo a vizinhanc¸a de ho em U para qual ocorre f(h) = f(ho) +
∞∑
n=1
Pn(h− ho) para
todo h ∈ Uo. Podemos escrever, se h ∈ Uo:
(g ◦ S)(h) = f(ho) +
∞∑
n=1
Qn ◦ pin(Sx− Sxo) = f(ho) +
∞∑
n=1
Qn ◦ pin
( ∞∑
k=1
ik ◦ wk(h− ho)
)
= f(ho) +
∞∑
n=1
Qn ◦ wn(h− ho) = f(ho) +
∞∑
n=1
Rn ◦ vn ◦ wn(h− ho)
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= f(ho) +
∞∑
n=1
Rn ◦ un(h− ho) = f(ho) +
∞∑
n=1
Pn(h− ho) = f(h). (4)
Assim, f admite uma fatorac¸a˜o da forma:
Uo
f - F
¡
¡
¡
¡
¡
g
µ
X
S
?
Resta mostrarmos que g e´ 2-dominada em xo = Sho ∈ X.
Ja´ sabemos que
1
n!
dˆng(xo) = Qn ◦pin ∈ Pd,2(X;F ) para todo n ∈ N. Se C ≥ 0 e c ≥ 0
sa˜o tais que ‖ Pn ‖S2 ≤ Ccn para todo n ∈ N, podemos escrever (usando (3)):
‖ 1
n!
dˆng(xo) ‖d,2=‖ Qn ◦ pin ‖d,2≤‖ Qn ‖d,2
≤
(
48A
n5+
5δ
8
)n
(1 + ²) ‖ Pn ‖S2≤ C(1 + ²)(48Ac)n
(ii)⇒ (i) Mesma demonstrac¸a˜o do resultado anterior.
O mesmo processo pode ser utilizado para o caso de fatorac¸a˜o atrave´s de um espac¸o
L∞. Na demonstrac¸a˜o, basta usar o espac¸o l∞ no lugar do espac¸o l1 e considerar o espac¸o
X como sendo l∞(l∞). E´ importante ressaltarmos que a demonstrac¸a˜o do resultado 3.2.10
acima foi exibida porque pode ser u´til para futuras refereˆncias.
Observac¸a˜o 3.2.12 .
(1) Se U e´ um conjunto ho equilibrado no teorema 3.2.11, isto e´, ho+ ξ(h−ho) ∈ U , para
todo ξ ∈ {t ∈ C; | t |≤ 1}, enta˜o f(h) =
∞∑
n=0
dˆnf(ho)(h − ho) para todo h ∈ U (veja [22],
8.4). Analisando a demonstrac¸a˜o de (i)⇒ (ii) em 3.2.11 (veja (4)), temos f = g ◦ S em
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U .
(2) Se f ∈ H(H;F ) e´ uma aplicac¸a˜o de tipo S2 limitada, isto e´, lim
n→∞
‖ 1
n!
dˆnf(0) ‖
1
n
S2 = 0,
enta˜o temos f = g ◦ S em H.
Fica em aberto decidir se, dado um espac¸o de Banach de dimensa˜o infinita Z, e´ poss´ıvel
fatorar uma aplicac¸a˜o holomorfa de tipo S2 atrave´s de um aberto desse espac¸o.
3.3 Comenta´rios sobre fatorac¸a˜o para as classes de
Schatten Sp , p 6= 2
No estudo dos resultados de fatorac¸a˜o para operadores lineares observamos que, em termos
de fatorac¸a˜o, o caso mais explorado e´ o da classe de ordem 2 (ou seja, os operadores de
Hilbert-Schmidt).
Assim, resolvemos investigar o que seria poss´ıvel fazer para as outras classes. Como
veremos a seguir, em alguns casos, as condic¸o˜es impostas aos operadores envolvidos nas
fatorac¸o˜es sa˜o bastante restritivas.
Vamos iniciar com o caso 0 < p < 2:
Proposic¸a˜o 3.3.1 Seja T ∈ Sp(H;G). Sa˜o equivalentes:
(i) T ∈ Sp(H;G).
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(ii) T admite uma fatorac¸a˜o da forma:
H
T - G
¡
¡
¡
¡
¡
S
µ
X
R
?
onde X e´ um espac¸o L∞, S ∈ L(X;G) e´ um operador que admite a seguinte representac¸a˜o:
S(x) =
∞∑
n=1
τnφn(x)gn, com (gn)n ∈ l2,w(G), (φn)n uma sequeˆncia limitada em X ′ tal que
(φn ◦R)n ∈ l2,w(H ′), R ∈ L(H;X) e (τn)n ∈ lp.
(iii) T admite uma fatorac¸a˜o da forma:
H
T - G
¡
¡
¡
¡
¡
S
µ
Y
R
?
onde Y e´ um espac¸o L1, S ∈ L(Y ;G), R ∈ L(H;Y ) e´ tal que (‖ Rhj ‖)j∈J ∈ lJp para
alguma base ortonormal (hj)j de H.
Ainda, R e S podem ser escolhidos em (ii) de tal forma que ‖ R ‖≤ 1 e ‖ S ‖≤ σp(T )
e, em (iii), R e S podem ser escolhidos de tal forma ‖ R ‖≤ σp(T ) e ‖ S ‖≤ 1.
Prova. (i)⇒ (ii) Seja T ∈ Sp(H;G), Th =
∞∑
n=1
τn(h | hn)gn, onde (τn)n ∈ lp, (hn)n e´
uma sequeˆncia ortonormal em H e (gn)n e´ uma sequeˆncia ortonormal em G.
Completando a sequeˆncia (hn)n, obtemos uma base ortonormal (zj)j∈J para H. Para
cada h =
∑
j∈J
(h | zj)zj ∈ H, definamos: R : h→ co, R(h) = ((h | hn))∞n=1.
Temos que R(H) ⊂ co, R e´ linear e
‖ Rh ‖∞= sup
n∈N
| (h | hn) |≤ sup
n∈N
( ∞∑
k=1
| (h | hk) |2
) 1
2
≤‖ h ‖ .
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Ou seja, R e´ limitado.
Definamos agora: S : co → G, Sx =
∞∑
n=1
τnφn(x)gn
onde x = (xn)n ∈ co e φn : co → K, φn(x) = xn, para todo n ∈ N.
Temos que S(co) ⊂ G, pois
∞∑
n=1
τ 2nx
2
n ≤‖ (xn)∞n=1 ‖2∞
( ∞∑
n=1
| τn |p
) 2
p
<∞, S e´ linear e
limitado, com ‖ S ‖≤‖ (τn)∞n=1 ‖p.
Resta mostrarmos que (φn ◦R)n ∈ l2,w(H ′). Como H e´ reflexivo, podemos escrever:
sup
‖h‖≤1
( ∞∑
n=1
| φn ◦R(h) |2
) 1
2
= sup
‖h‖≤1
( ∞∑
n=1
| (h | hn) |2
) 1
2
≤ 1
Podemos escrever ainda:
(S ◦R)(h) =
∞∑
n=1
τnφn(Rh)gn =
∞∑
n=1
τn(h | hn)gn = Th.
(ii)⇒ (i) Consideremos T = S ◦R, onde Sx =
∞∑
n=1
τnφn(x)gn, com (τn)n ∈ lp, (φn)n ∈ X ′
tal que (φn ◦R)n ∈ l2,w(H ′) e (gn)n ∈ l2,w(G). Podemos supor, sem perda de generalidade,
que (φn ◦R)n ⊂ BH′ e (gn)n ⊂ BG.
Sejam v ∈ L(l2;H) e w ∈ L(l2;G). Vamos mostrar que
∞∑
n=1
| (T (ven) | wen) |p< ∞
(veja 1.1.15, item 6).
Observemos inicialmente as seguintes desigualdades (1 =
1
p
+
1
p′
):
∞∑
k=1
| τk || φk(Rven) |2 =
∞∑
k=1
| τk || φk(Rven) |
2
p | φk(Rven) |
2
p′
≤
( ∞∑
k=1
| τk |p| φk(Rven) |2
) 1
p
( ∞∑
k=1
| φk(Rven) |2
) 1
p′
(1)
(usando a desigualdade de Ho¨lder: 1.0.1).
104
∞∑
k=1
| φk(Rven) |2 =‖ v ‖2
∞∑
k=1
| φk ◦R( v‖ v ‖en) |
2 ≤‖ v ‖2 sup
‖h‖≤1
∞∑
k=1
| φk ◦R(h) |2
≤‖ v ‖2‖ (φk ◦R)k ‖2w,2 := A (2)
Analogamente:
∞∑
k=1
| τk || (gk | wen) |2 =
∞∑
k=1
| τk || (gk | wen) |
2
p | (gk | wen) |
2
p′
≤
( ∞∑
k=1
| τk |p| (gk | wen) |2
) 1
p
( ∞∑
k=1
| (gk | wen) |2
) 1
p′
(3)
∞∑
k=1
| (gk | wen) |2 =‖ w ‖2
∞∑
k=1
| (gk | w‖ w ‖en) |
2
≤‖ w ‖2 sup
‖g‖≤1
∞∑
k=1
| (gk | g) |2 ≤‖ w ‖2‖ (gk)∞k=1 ‖2w,2:= B (4)
Para cada n ∈ N, temos ainda:
| (Tven | wen) | =|
∞∑
k=1
τkφk ◦R(ven)(gk | wen) |
≤
∞∑
k=1
| τk | 12 | φk ◦R(ven) || τk | 12 | (gk | wen) |
≤
( ∞∑
k=1
| τk || φk ◦R(ven) |2
) 1
2
( ∞∑
k=1
| τk || (gk | wen) |2
) 1
2
(5)
Assim (usando (5), (1) e (2), (3) e (4)):
∑
n
| (Tven | wen) |p ≤
∑
n
(∑
k
| τk || φk ◦R(ven) |2
) p
2
(∑
k
| τk || (gk | wen) |2
) p
2
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≤
∑
n
(∑
k
| τk |p| φk ◦R(ven) |2
) 1
2
A
p
2p′
(∑
k
| τk || (gk | wen) |2
) p
2
≤ A p2p′B p2p′
∑
n
(∑
k
| τk |p| φk ◦R(ven) |2
) 1
2
(∑
k
| τk |p| (gk | wen) |2
) 1
2
= (AB)
p
2p′
∑
n
(∑
k
| τk |p| φk ◦R(ven) |2
) 1
2
(∑
k
| τk |p| (gk | wen) |2
) 1
2
≤ (AB) p2p′
(∑
n,k
| τk |p| φk ◦R(ven) |2
) 1
2
(∑
n,k
| τk |p| (gk | wen) |2
) 1
2
= (AB)
p
2p′
(∑
k
| τk |p
∑
n
| φk ◦R(ven) |2
) 1
2
(∑
k
| τk |p
∑
n
| (gk | wen) |2
) 1
2
= (AB)
p
2p′
(∑
k
| τk |p‖ (ven)∞n=1 ‖2w,2
) 1
2
(∑
k
| τk |p‖ (wen)∞n=1 ‖2w,2
) 1
2
= (AB)
p
2p′ ‖ (ven)∞n=1 ‖w,2‖ (wen)∞n=1 ‖w,2
∑
k
| τk |p<∞.
Logo, T ∈ Sp(H;G).
(i)⇒ (iii) Seja T ∈ Sp(H;G), Th =
∞∑
n=1
τn(h | hn)gn, onde (τn)n ∈ lp, (hn)n e´ uma colec¸a˜o
ortonormal em H e (gn)n, uma colec¸a˜o ortonormal em G.
Completando (hn)n ate´ obtermos uma base ortonormal (zj)j∈J para H, definamos:
R : H → lJ1 Rh = ((h | zj) ‖ Tzj ‖)j∈J .
Temos que R(H) ⊂ lJ1 :
∑
j∈J
| (h | zj) |‖ Tzj ‖≤
(∑
j∈J
‖ Tzj ‖2
) 1
2
≤‖ h ‖
(∑
j∈J
‖ Tzj ‖2
) 1
2
<∞
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pois T ∈ Sp(H;G) ⊂ S2(H;G) = LHS(H;G). R e´ linear e limitado, com ‖ R ‖≤‖ T ‖HS
= σ2(T ) ≤ σp(T ). Ainda:
∑
j∈J
‖ Rzj ‖p =
∑
n
‖ Thn ‖p =
∑
n
| τn |p<∞.
Definamos agora: S : lJ1 → G, S ((ξj)j) =
∑
j∈J
ξj
Tzj
‖ Tzj ‖
com a convenc¸a˜o de que
Tzj
‖ Tzj ‖ = 0 se Tzj = 0. Pode-se verificar que S(l
J
1 ) ⊂ G e S e´
linear. Ainda:
‖ S(ξj)j ‖=‖
∑
j∈J
ξj
Tzj
‖ Tzj ‖ ‖≤
∑
j∈J
| ξj |‖ (ξj)j ‖1
e T = S ◦R.
(iii)⇒ (i) Suponhamos que T = S ◦R, onde R e S satisfazem as condic¸o˜es apresentadas
em (iii). Se (hj)j e´ a base ortonormal de H citada em (iii), podemos escrever:
∑
j∈J
‖ Thj ‖p=
∑
j∈J
‖ (S ◦R)(hj) ‖p≤‖ S ‖p
∑
j∈J
‖ Rhj ‖p<∞.
Logo, T ∈ Sp(H;G) (veja 1.1.15, item 4).
Podemos demonstrar tambe´m o seguinte resultado:
Proposic¸a˜o 3.3.2 Seja T ∈ L(H;G). Sa˜o equivalentes:
(i) T ∈ Sp(H;G).
(ii) Para todo espac¸o de Banach de dimensa˜o infinita Z, T admite uma fatorac¸a˜o da
forma:
H
T - G
¡
¡
¡
¡
¡
S
µ
Z
R
?
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onde S ∈ L(Z;G) e´ um operador que admite a seguinte representac¸a˜o: S(x) =
∞∑
n=1
σnφn(x)gn,
com (gn)n ∈ l2,w(G), (φn)n uma sequeˆncia limitada em Z ′ tal que (φn ◦ R)n ∈ l2,w(H ′),
R ∈ L(H;Z) e (σn)n ∈ lp.
A demontrac¸a˜o do resultado 3.3.2 acima e´ ana´loga a` demonstrac¸a˜o do teorema de
Diestel-Jarchow-Tonge (1.1.21), mas usando o seguinte lema:
Lema 3.3.3 Seja (τn)n ∈ lp, 0 < p ≤ 2. Enta˜o, existem sequeˆncias (σn)n ∈ lp e (γn)n ∈ co
tais que γnσn = τn para todo n ∈ N.
O lema acima (3.3.3) ja´ foi enunciado para o caso particular p = 2 (veja 1.1.22) e
demonstrado de forma bem particular no cap´ıtulo 2 (antes de 2.1.16). Na˜o vamos de-
monstra´-lo aqui, ja´ que aquela demontrac¸a˜o pode ser adaptada para este caso (considerar
τn
p no lugar de τn
2 e provar que (σn)n ∈ lp).
Apesar da demonstrac¸a˜o do teorema de Diestel-Jarchow-Tonge ja´ ter sido comentada
(final da sec¸a˜o 1.1), vamos reproduzi-la novamente para demonstrar 3.3.2. No primeiro
cap´ıtulo, esta´vamos mais interessados em obter informac¸o˜es sobre as normas dos ope-
radores envolvidos. Na˜o vamos nos preocupar com esse fato agora.
Vamos precisar tambe´m da seguinte proposic¸a˜o (ja´ citada no cap´ıtulo 1 - veja [7],
19.20):
Proposic¸a˜o 3.3.4 (Bellenot) Seja Z um espac¸o de Banach de dimensa˜o infinita. Enta˜o,
todo operador compacto T ∈ L(H;G) se fatora de forma compacta atrave´s de um subespac¸o
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Zo de Z com uma base. Isto e´, existem T1 ∈ L(H;Zo) e T2 ∈ L(Zo;G) compactos tais
que T = T2 ◦ T1.
Prova. (da proposic¸a˜o 3.3.2) (i) ⇒ (ii) Seja T ∈ Sp(H;G), Th =
∞∑
n=1
τn(h | hn)gn,
onde (τn)n ∈ lp, (hn)n e´ uma colec¸a˜o ortonormal em H e (gn)n, uma colec¸a˜o ortonormal
em G.
Pelo lema, existem sequeˆncias (αn)n, (βn)n em co e (σn)n ∈ lp tais que τn = αnσnβn,
para todo N ∈ N.
Escrevamos: a : l2 → G a(x) =
∞∑
n=1
αn(x | en)gn
b : H → l2 b(h) =
∞∑
n=1
βn(h | hn)en
e Dσ : l2 → l2 a restric¸a˜o do operador diagonal D : l∞ → l2 induzido por σ = (σn)n ∈
lp ⊂ l2 (veja exemplo 1.1.4, (c)). Aqui, (en)n indica a base usual de l2.
Temos que T = a ◦Dσ ◦ b.
Como b e´ um operador compacto, pela proposic¸a˜o 3.3.4, b fatora-se de forma compacta
atrave´s de um subespac¸o Zo de Z, digamos, b = b1◦b2, onde b1 ∈ L(Zo; l2) e b2 ∈ L(H;Zo),
ambos compactos. Indicando por i : l2 ↪→ l∞ a inclusa˜o canoˆnica, podemos estender o
operador ib1 : Zo → l∞ a um operador linear cont´ınuo b˜1 : Z → l∞ (l∞ e´ injetivo; 1.1.9).
Escrevamos: S = a◦D ◦ b˜1. Temos que S e´ compacto e 2-somante (pois b˜1 e´ compacto
e D e´ 2-somante). Considerando b2 como um operador de H em Z, digamos, R : H → Z,
temos que T = S ◦R.
Para todo z ∈ Z:
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Sz = (aDb˜1)(z) =
∞∑
n=1
αn(Db˜1(z) | en)gn =
∞∑
n=1
αn
(
D
(
(pikb˜1z)
∞
k=1
)
| en
)
gn
=
∞∑
n=1
αn
(
(σkpikb˜1z)
∞
k=1 | en
)
gn =
∞∑
n=1
σnαnpin(b˜1z)gn (*)
onde pin : l∞ → K indica a projec¸a˜o da n-e´sima coordenada, para todo n ∈ N.
Para cada n ∈ N, definamos: φn : Z → K, φn(z) = pin ◦ b˜1(z).
Assim, podemos reescrever (*) da forma: S(z) =
∞∑
n=1
σnαnφn(z)gn,
com (σnαn)n ∈ lp.
Para cada n ∈ N:
| φn(z) |=| pin ◦ b˜1(z) |≤‖ pin ‖‖ b˜1 ‖‖ z ‖≤‖ b˜1 ‖‖ z ‖
de onde segue que ‖ φn ‖≤‖ b˜1 ‖.
Vamos mostrar agora que (φn ◦R)n ∈ l2,w(H ′). Temos:
sup
‖h‖≤1
( ∞∑
n=1
| φn ◦R(h) |2
) 1
2
= sup
‖h‖≤1
( ∞∑
n=1
| φn ◦ b2(h) |2
) 1
2
= sup
‖h‖≤1
( ∞∑
n=1
| pin ◦ b˜1 ◦ b2(h) |2
) 1
2
= sup
‖h‖≤1
( ∞∑
n=1
| pin ◦ i ◦ b(h) ||2
) 1
2
= sup
‖h‖≤1
( ∞∑
n=1
| pin ◦ i
( ∞∑
k=1
βk(h | hk)ek
)
|2
) 1
2
= sup
‖h‖≤1
( ∞∑
n=1
| βn(h | hn) |2
) 1
2
≤‖ (βn)n ‖∞ sup
‖h‖≤1
( ∞∑
n=1
| (h | hn) |2
) 1
2
≤‖ (βn)n ‖∞.
(ii)⇒ (i) Basta tomar um espac¸o Z que seja L∞ na fatorac¸a˜o em (ii) e concluir usando
o resultado 3.3.1.
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Vamos agora comentar o caso em que p > 2. O resultado 3.3.1 na˜o vale em geral:
se T ∈ L(H;G) admite uma fatorac¸a˜o como em (ii) (ou (iii)), enta˜o T ∈ LHS(H;G)
= S2(H;G) ⊂ Sp(H;G), ou seja, (ii) (ou (iii)) implica em (i). A rec´ıproca (em ambos
os casos) na˜o e´ va´lida em geral: se todo operador de Sp(H;G) admitisse fatorac¸a˜o como
em (ii) (ou (iii)), enta˜o ter´ıamos Sp(H;G) ⊂ S2(H;G). Isto na˜o e´ verdade: o operador
T ∈ L(l2; l2) definido por T (x) =
∞∑
n=1
τn(x | en)en, onde (τn)n ∈ lp\l2 e en representa
o n-e´simo elemento da base usual de l2, esta´ em Sp(l2; l2), mas na˜o e´ um operador de
Hilbert-Schmidt.
A mesma conclusa˜o pode ser tirada no caso de fatorac¸a˜o atrave´s de espac¸os de Banach
de dimensa˜o infinita.
A partir desses resultados, podemos novamente estudar a fatorac¸a˜o de aplicac¸o˜es mul-
tilineares, polinomiais e holomorfas de tipo Sp como fizemos nas sec¸o˜es anteriores deste
cap´ıtulo.
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