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Predicting outcomes of catalytic reactions using ma-
chine learning†
Trevor David Rhone,∗a Robert Hoyt,a Christopher R. O’Connor,b Matthew M.
Montemore,b,c Challa S.S.R. Kumar,b,c Cynthia M. Friend,b,c and Efthimios Kaxiras a,c
Predicting the outcome of a chemical reaction using efficient computational models can be used
to develop high-throughput screening techniques. This can significantly reduce the number of
experiments needed to be performed in a huge search space, which saves time, effort and ex-
pense. Recently, machine learning methods have been bolstering conventional structure-activity
relationships used to advance understanding of chemical reactions. We have developed a model
to predict the products of catalytic reactions on the surface of oxygen-covered and bare gold using
machine learning. Using experimental data, we developed a machine learning model that maps
reactants to products, using a chemical space representation. This involves predicting a chemical
space value for the products, and then matching this value to a molecular structure chosen from
a database. The database was developed by applying a set of possible reaction outcomes using
known reaction mechanisms. Our machine learning approach complements chemical intuition in
predicting the outcome of several types of chemical reactions. In some cases, machine learn-
ing makes correct predictions where chemical intuition fails. We achieve up to 93% prediction
accuracy for a small data set of less than two hundred reactions.
1 Introduction
Efficient prediction of reaction products has long been a major
goal of the organic chemistry community1–3 and the drug discov-
ery process in the pharmaceutical industry4,5. These predictions
would enable advances in high-throughput screening or molec-
ular inverse design. While most previous work has focused on
solution-phase or gas-phase chemistry, a scheme for the predic-
tion of reaction outcomes would also be useful for heterogeneous
catalysis, which can greatly improve the efficiency of a reaction.
If reasonable predictions can be made for the products that a cat-
alyst is likely to produce from a given set of reactants, synthetic
routes can be developed computationally and confirmed experi-
mentally. The complex kinetic pathways involving a catalyst make
such predictions difficult. Moreover, the variability of catalyst
conformations, including the great variety in surface structure,
composition, and pressure-dependence adds complexity to this
problem.
Traditionally, reaction prediction has relied on chemical intu-
ition. While some computational approaches have been devel-
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oped to aid in reaction prediction, they have generally involved
encoding this intuition into a set of rules, and have not been
widely adopted2,6–9. This is because it is difficult to enumerate
all the chemical rules that exist and perhaps impossible to always
place them in the correct chemical context. It is desirable to de-
velop an approach that does not rely on such rules, to serve as a
complement to chemical intuition. This type of approach can be
particularly useful in cases where the reaction outcome is coun-
terintuitive.
Machine learning (ML) provides an approach to efficient re-
action prediction that does not require a strong a priori under-
standing of the pathways and kinetics involved in the reaction.
Furthermore, inspecting ML models can in some cases aid in the
understanding of reaction outcomes. For instance, in the case
of the interaction of oxiranes on bare Au, one may expect that
molecular desorption, as is the case for most organics on bare
gold. Instead, what is observed is deoxygenation of oxiranes on
bare Au (e.g. 2-methyloxirane→ prop-1-ene on O/Au(111)). In
addition, ML approaches have been shown to be more accurate
than rule-based approaches on large, general databases10. While
data-driven approaches have been applied to catalysis,11–18 pre-
vious work has focused on optimizing a catalyst for a particular
reaction, not on predicting reaction outcomes.
ML approaches have been useful in making predictions for or-
ganic synthesis,2,6,19–22 but they generally require large data sets,
and have not been tested in reaction prediction for heterogeneous
catalysis. In many cases, millions of reactions are extracted from
Fig. 1 Schematic representation of the ML process used to predict the outcome of catalytic reactions on the oxygen-covered or bare Au surface.
Reactants (blue and red squares) from N-dimensional reactant space (axes labeled κ1,κ2, . . . ,κN ) are mapped through the machine learning algorithm
(MLA, grey shaded box) to products (black square) on the two-dimensional product space represented by (µox,µbond ). In conjunction with this mapping,
a Reaction Tree is used to generate many molecular structures from the reactants (blue and red circles) to possible reaction outcomes (green circles),
which correspond to specific values on the (µox,µbond ) plane, shown as ν1,ν2, . . . ,νi (green squares). The most likely outcome of a given reaction is the
molecular structure (green square) closest to the prediction of the MLA (black square).
a chemical database or the United States Patent Office16,23–25.
Even when more limited classes of reactions are studied, data sets
with hundreds of thousands of data points are often used26–28.
Large data sets with many reactant combinations are available
for organic chemistry, but such data sets do not exist for hetero-
geneous catalysts. Therefore, a new approach is needed for this
case. Here we combine machine learning with reaction trees, gen-
erated using possible reaction mechanisms, to develop a method-
ology that does not require very large datasets.
Since ML tools are well suited to multivariate analysis of com-
plex relationships, they are appropriate for studying multifunc-
tional catalysts such as Au. Au is one of the best studied het-
erogeneous catalysts and is uniquely selective for many reactions,
including complex partial oxidative processes. Au-based catalysts
have been tested for many reactions, often with promising re-
sults29,30. However, nanoparticle catalysts or alloy catalysts are
quite complicated, and the products formed can depend on a va-
riety of attributes of the material. Therefore, we use data gath-
ered on well-defined, single-crystal Au catalysts. This provides
a cleaner data set while still providing the possibility for scaling
up, due to the correspondence that is often found between single-
crystal Au surfaces and certain nanostructured Au catalysts31.
In this work, we develop a methodology for predicting the out-
comes of reactions on Au surfaces, based on an experimental data
set with 145 data points. We first use ML techniques to predict
the products’ locations in a chemical space. We then use a reac-
tion tree to generate possible products, and select the molecule in
the tree that is closest to the predicted location in chemical space.
We achieve up to 93% prediction accuracy for catalytic reaction
outcomes. In addition to being useful for prediction, this is a first
step towards learning the pathways of a reaction, which could be
useful for understanding quantitative kinetics and gaining mech-
anistic insight.
2 Methods
A schematic of our ML approach to predicting the outcomes of
catalytic reactions is shown in Fig. 1. Given a set of reactions, we
describe the reactants and products of each reaction with chem-
ical descriptors (that is, chemical or atomic properties which de-
scribe a molecule). In particular, we create a mathematical de-
scription of the molecules which contains information about their
molecular structure, and use this description to define a chem-
ical space32–35. Molecules are represented as high-dimensional
vectors inside this chemical space. We then use ML models to
map the molecular representation of the reactants to the chemical
space values of the corresponding products. Predictions are then
limited to feasible chemical transformations. These transforma-
tions of the reactants (i.e. the reaction trees) are generated using
our reaction tree method, derived from known reaction mecha-
nisms36,37, which are defined below (see the Supplementary In-
formation for details). The chemical space values of these reac-
tion tree structures are compared with the ML-predicted chemical
space values, and the closest molecular structures are selected as
the likely reaction products.
2.1 Experimental data set
A database of 145 chemical reactions (32 of which are desorption
reactions) on oxygen covered gold (O/Au) and bare gold (Au)
was assembled from ultra high vacuum (UHV) studies on Au(111)
and Au(110) single crystals (see Supplementary Information for
a list of reactions).31,38–64 The chemical reactions were reported
Fig. 2 Schematic of a reaction tree for methanol. Beginning with methanol as the reactant, monomer (coupling) reactions transform a single molecule
(pair of molecules) to chemically reasonable products. Both the observed product and the unobserved products are shown in the tree.
with a reactant and product stoichiometry based on mechanisms
determined in the UHV studies. For many reactions, the product
distribution is dependent on the initial oxygen coverage. To ac-
count for this, a collection of a wide range of oxygen coverages
(0.05 - 0.5 monolayers) was used to include all reaction prod-
ucts observed experimentally. We did not include reactions which
formed radical species because they are not observed under cat-
alytic studies and are only detectable in UHV studies. Reactions
that lead to complete combustion were also not included, because
we chose to focus on predicting value-added chemical transfor-
mations.
The Au(111) and Au(110) surfaces do not dissociate molec-
ular oxygen, so in each experiment strong chemical oxidants
(O3 and NO2) were used to create the oxygen-covered surfaces.
The chemical reactions were performed by exposure of an or-
ganic reactant to a pretreated surface condition at a sufficiently
low temperature that no products were immediately desorbed.
The resultant products were determined using temperature pro-
grammed reaction spectroscopy (TPRS), where the sample is lin-
early heated and the desorbed products are detected using a mass
spectrometer.
We have classified the chemical reactions on oxygen-covered
gold and bare gold into the following reaction types: I. Complex
addition (≥ 3 unique organic reactants), II. coupling (joining of
two organic reactants), III. partial oxidation (an increase in the
oxidation state of the organic molecule), IV. hydrogenation (ad-
dition of hydrogen), V. dehydrogenation (removal of hydrogen),
VI. deoxygenation (removal of oxygen) and VII. molecular des-
orption.
2.2 Molecular descriptors
An appropriate representation of the molecules in a chemical re-
action is important for quantitatively describing the reaction. We
find that useful chemical descriptors include the atomic oxidation
number, the bond energy and the molecular weight (see Supple-
mentary Information for the complete list of chemical properties
used to construct the molecular representation). These chemical
properties are generally combined with the molecular structure in
order to create an overall fingerprint for each molecule. Several
molecular representations exist in the literature33–35 and have
been used to predict quantities like the atomization energy. They
have also been used to predict the outcomes of organic chemistry
reactions3,65–67.
We modified the bag of bonds (BoB) representation68 to con-
struct a chemical space that encodes sufficient information to
be able to predict the outcome of a catalytic reaction when
used alongside ML tools. Only recently has the BoB descriptor
(i.e. the unmodified BoB) been applied to problems in cataly-
sis69. The original BoB chemical space distance between two
molecules with BoB vectors B and Bl is defined as d(B,Bl)
68,
where d(B,Bl) is the distance between vectors represented by the
Lp-norm, (∑ j |B
j −B
j
l
|p)1/p. The entries of the BoB vectors are
constructed using the Coulomb kernel34: ZiZ j/|Ri − R j|, where
Zi is the nuclear charge and Ri the position of atom i, with i, j
denoting nearest neighbour pairs.
We exploited this framework to define a molecular representa-
tion M that includes (i) the oxidation number and (ii) the bond
energy instead of the atomic number, as these quantities are more
relevant for chemical reactions †. That is, we modified the above
expression by substituting the nuclear charge with the oxidation
number or the bond energy:
(
|Xi−X j|
)
/|Ri−R j|, where the nu-
merator can be the difference in the oxidation number or the
bond energy of pairs of nearest neighbour atoms. We defined the
chemical space distance for a molecule as the p-norm, d(M,Ml) of
the chemical space vector M, where Ml is a reference vector con-
taining all zeros. We consider the Euclidean distance (p=2). We
then define a chemical space for the products, µ = (µox,µbond),
where µox ( µbond) is the p-norm of the BoB descriptor based on
the oxidation number (bond energy). To represent the reactants,
we define an ‘extended’ chemical space vector κ , which is a vec-
tor with µ concatenated with other molecular descriptors, such
as the p-norm of the original BoB representation, the structural
complexity72, the molecular weight and the number of surface
oxygen atoms (see Supplementary Information for a complete list
†We obtain the oxidation number from the python package pymatgen 70 . The bond
energy is the energy to break the bond between a pair of atoms; these values were
obtained from tables of bond energies 71.
Fig. 3 Visualization of mathematical representations of molecules and
chemical reactions. (a) 2D projection of chemical space values (using
t-SNE) of several molecular classes of varying carbon chain length: lin-
ear alcohols (‘x’), branched alcohols (‘squares’), terminal aldehydes (‘+’),
alkyl esters (‘right triangle’). The chemical space values based on the
bond energy version of the BoB representation is used here. (b) 2D pro-
jection of δrxn using t-SNE. Reaction types are partial oxidation (‘star’),
deoxygenation (‘squares’) and molecular desorption (‘diamond’). Both
the original BoB representation and the BoB representation modified us-
ing the oxidation state yield similar results.
of molecular descriptors in the extended chemical space repre-
sentation). Molecules that are chemically similar will be gener-
ally close in chemical space. We used the Pubchem72 and pymat-
gen70 databases to obtain the atomic properties used to construct
the chemical space representation.
2.3 Machine learning methods
We used ML models to approximate a function which maps the
reactants of a catalytic reaction to the products, namely, we pre-
dicted the chemical space values of the products from a given set
of reactants. The inputs to our models are the extended chem-
ical space values of the reactants. We considered the following
ML methods: lasso, kernel ridge regression and random forest re-
gression73 (implemented using scikit-learn74). Results from the
three regression methods are compared. Standard ML training
procedures were used in this study, as described in Ref. 73, 75.
We divided our data set into a training set and a test set. ∗ We
trained our ML model and tuned the model’s hyperparameters
∗We made a 70/30 training/test split. We use the training set to perform cross-
validation.
using k-fold cross-validation using the training data. We reported
the model performance using the test set. Since our test set is
hidden from the training of the ML model, the test set serves as
unseen experimental data. The calculated test set accuracy ap-
proximates the expected prediction accuracy of the outcomes of
new reactions or experiments. See Supplementary Information
for details.
We focus on reactions that form one product that maintains
an intact carbon chain and omit those reactions where decompo-
sition to multiple products with extended carbon chains occurs.
This was done to focus on accurately predicting selective reac-
tions on bare and oxygen covered Au.
ML models map the molecular representation of the reactants
to the chemical space values of the products, µ prod . For the case
of kernel ridge regression,
µˆ prod(κ ) =
N
∑
i=1
α i exp
(
−
1
2σ2
|κ −κ i|
2
)
(1)
where the coefficients α i and parameter σ are determined
using kernel ridge regression with k-fold cross-validation34,73.
µˆ prod is the ML prediction of µ for the product.
After predicting the products’ chemical space values, the molec-
ular structure must be reconstituted. Because there exists an
enormous number of molecular structures and our predictions
have uncertainty, any given chemical space value prediction could
plausibly correspond to dozens or even hundreds of compounds
in the same region of chemical space. Moreover, calculating the
chemical space value of all the known molecules in chemical
databases in order to find a match is computationally prohibitive.
Therefore we constrained the number of possible reaction out-
comes by exploiting known organic reaction mechanisms to iden-
tify possible products associated with a given reaction. In addi-
tion, we imposed a heavy atom count penalty on the set of possi-
ble products for a given reaction. This penalizes predictions that
do not conserve the number of heavy atoms for a given reaction.
Ultimately, we use a combination of rule-based approaches76 (a
‘reaction tree’) and ML tools (see Fig. 1).
We construct reaction trees by applying SMARTS patterns, each
encoding a molecular transformation modeled after a known or-
ganic reaction mechanism. Patterns are either a monomer reac-
tion, transforming a single molecule, or a coupling reaction, trans-
forming two molecules. Reaction trees are then grown in three
stages: 1) apply all monomer patterns to the reactants to ob-
tain primary products, then to those products to obtain secondary
products, and so on; 2) apply all coupling patterns to each possi-
ble pair of reactions from step 1; 3) apply all monomer patterns to
the coupling products as described in step 1. This three-stage pro-
cess generates a tree of products, each resulting from a sequence
of reaction mechanisms. The specific SMARTS patterns are in-
cluded in the Supplementary Information. Each pattern is tuned
to avoid highly unstable products due to ring strain and other ef-
fects, and to respect stoichiometry. We then select the compound
in this tree whose chemical space value best matches the machine
learning prediction. Reaction trees greatly improve accuracy by
restricting predictions to compounds whose structures and atomic
compositions are consistent with the reactants, which is a small
subset of all known compounds.
To improve accuracy we apply two additional restrictions to
reduce the number of compounds in each tree. First, trees are
grown to include products that can be reached with a maximum
of four reaction steps from the products (there are a few excep-
tions where trees are grown to 8 reaction steps, see Supplemen-
tary Information for details). This restriction mitigates the expo-
nential growth of trees with the maximum number of allowed re-
actions. Second, some SMARTS patterns are only applied if over-
all ‘self-consistency’ criteria are met to prevent the formation of
products with unfeasible structures. For example, activation ener-
gies are significantly lower for alcohol dehydrogenation than ab-
stracting two hydrogen atoms from a C–C bond, so we only allow
C=C bond formation from C–C bonds for intermediates lacking
aliphatic alcohol groups. Furthermore, not all of the generated
SMILES strings exist in chemical databases. Consequently, the list
of generated strings is filtered by those molecules that exist in the
PubChem database and therefore likely to be stable.
3 Results
3.1 Chemical space
We demonstrate that the chemical space values of different
molecules, shown in Fig. 3(a), encode the chemical behavior
of these molecules. We consider a set of molecules of distinct
types and varying number of carbon atoms. We generate chem-
ical space values † for these structures and project the resulting
vectors onto two dimensions using t-SNE77. Our chemical space
representation is able to differentiate functionality in molecules
as demonstrated by the clustering of molecules of varying carbon
chain length and distinct functional groups. We consider linear
alcohols, branched alcohols, terminal aldehydes and alkyl esters
(shown in Fig. 3(a)). Our chemical space representation accounts
for changes in the length of the carbon chain within a molecular
class. This is demonstrated by the systematic spacing of points for
a given class of molecules.
In addition, we define the difference between chemical space
vectors of products and reactants, δ rxn = p − r
‡. For our set
of reactions (with varying reaction types) we project δ rxn onto
two dimensions using t-SNE (see Fig. 3(b)). t-SNE is often used
as a dimensionality reduction tool and is only used here to vi-
sualize our high-dimensional chemical space vector representa-
tion of molecules as well as reactions. Our chemical space repre-
sentation can effectively account for different classes of chemical
transformation as evidenced by the clustering of reaction types.
For reaction types that only have one possible transformation of
reactant functionality there is only one cluster of reactions, for
example, deoxygenation and molecular desorption. For reaction
types where there are several possible transformations of reactant
†Here we use the chemical space value based on the BoB representation modified
using the bond energy.
‡Here we used both the chemical space value based on the BoB representation mod-
ified with the oxidation state and the original BoB representation. They both yield
similar results.
functionality, there are several clusters of reactions, for example
partial oxidation (see Supplementary Information for additional
reaction types). This clustering suggests that our chemical space
representation can account for the class of chemical reaction and
the transformation of reactant functionality. We exploit this rela-
tionship to predict reaction outcomes.
3.2 Machine learning predictions
ML predictions of the chemical space values of the reactions out-
comes are shown in Fig. 4. Kernel ridge regression performs bet-
ter than random forest regression, while lasso has the worst per-
formance. Random forest regression suggests that the top three
descriptors are the BoB descriptors based on oxidation number,
bond energy and atomic number for Reactant 1 (see Supplemen-
tary Information for details). Despite the small data set size, all
models achieve good prediction accuracy for both training and
test data.
For a given reaction, we can select the predicted product from
the reaction tree by calculating the following: Λ = |µˆ prod −µ tree|,
where µ tree is a list of chemical space values of molecules in a
reaction tree. We then determine argmint∈tree
∣∣∣µˆprod−µ t
∣∣∣, where
µ t is the chemical space value of molecule t in the tree, that is,
we select the reaction tree products that are the most chemically
similar to the ML prediction.
We can choose more than one molecule to improve the chances
of a correct match. This accounts for the uncertainty of ML pre-
diction. Increasing the number of guesses γ from one to three
changes the prediction accuracy from 85% to 90% for all the re-
actions in the data set. Therefore, for a particular application
we can choose a value of γ that allows the proper trade-off be-
tween having a high certainty that the actual product is one of
the guesses and having a low number of possible products to con-
sider. We define prediction accuracy as the fraction of cases where
at least one of the guesses is a correct prediction. Above we re-
ported the prediction accuracy of the entire data set. If we exam-
ine the test set only, we can find up to 100% prediction accuracy
for the test set. However, this strongly depends on how we make
the training/test set split. We believe that our trained model is
not overfitting and can generalize reasonably well. Therefore, for
the remainder of the discussion we report the prediction accuracy
on the entire data set.
We can improve prediction accuracy by adding constraints to
Λ. We impose a penalty on the difference in the number of each
heavy atom (C, N, O, etc.) before and after the reaction, that is,
for a given reaction we penalize those reaction tree products that
do not conserve the number of heavy atoms. We define a vector
H describing the number of heavy atoms of reactants or prod-
ucts. ∆H is the difference in the number of heavy atoms of the
reactants and the products. We build a ML model to predict ∆H,
thereby estimating the number of heavy atoms of the products for
a given reaction. We tune the heavy atom number penalty ∆Hˆ by
incorporating a hyper-parameter θ that adjusts the relative im-
portance of ∆Hˆ with respect to the chemical space difference in
Fig. 4 Machine learning predictions of the norm of the chemical space values for (a) lasso (b) random forest and (c) kernel ridge regression. The
horizontal axis is the norm of the actual chemical space value of the product of a reaction. The vertical axis is the machine learning prediction of the
norm of the chemical space value. Training (test) data are labelled with blue circles (red squares). The coefficient of determination (R2) and the mean
absolute error (MAE) are shown in the panels.
the expression below:
Λt(θ ) = |µˆ prod −µ t |+θ ∑ |∆Hˆt | (2)
argmint∈tree[Λ(θ )] (3)
We find chemical space similarities for t molecules in the reaction
tree and impose the heavy atom conservation rule. We choose the
argument of the Λ list that returns the minimum value. We can
also rank the molecules in increasing order of chemical similarity
difference from the minimum.
Fig. 5 ML prediction accuracy versus the heavy atom count penalty for
number of guesses, γ = 1 (circles), 2 (triangles) and 3 (squares). The
heavy atom count penalty is tuned with parameter θ .
Fig. 5 illustrates how the prediction accuracy varies as θ is
tuned. When θ is close to zero, the heavy atom penalty is ne-
glected. For large θ , the heavy atom penalty dominates the Λ
function. We choose a θ value that optimizes the prediction accu-
racy. Imposing the heavy atom penalty with the optimal weight-
ing, θ = 4, increases the prediction accuracy to 93% for γ = 3.
Since the heavy atom counts for the products are predicted using
ML, more than one ML prediction is leveraged to improve predic-
tion accuracy. This is analogous to the performance enhancement
seen with ensemble methods78.
4 Discussion
We find an overall high prediction accuracy of 86%, 91% and 93%
for γ = 1, γ = 2, and γ = 3, respectively. Some of the error in
prediction accuracy is due to the fact that a tree depth of 4 is not
deep enough for the experimentally observed product to appear.
We tested a larger tree depth of 8 for reactions where the observed
product did not appear in the trees of depth 4, and this resulted
in correct predictions from our methodology in all of these cases
(for γ = 2 and 3). With this larger depth for these specific cases,
the prediction accuracy increased to 89%, 95% and 97% for γ =
1, γ = 2, and γ = 3, respectively. Generally, in the limit of very
small tree depths the observed product will not appear. Similarly,
in the limit of very large tree depths the density of molecules
in chemical space may become too large to properly identify the
observed product. This suggests that properly tuning the reaction
tree depth can play a key role in the prediction accuracy when
predicting reactions where no experimental confirmation exists
yet. We have found that a tree depth of 4 is sufficient to give
reasonably high accuracy and consider this case for the rest of
this work.
Our ML framework yields better predictions for some types of
reactions or molecules. This may be due to our choice of chemical
space descriptors. For instance, the predictions have a high accu-
racy for all surface reactions tested on oxygen covered Au and
bare Au surfaces with the exception of cases with carbon rings
when an extended tree depth is used. The prediction accuracy
for carbon rings was 76% for one guess, as compared to 95% for
other structures. The high error for carbon ring structures can
be improved by using two or three guesses, which brings the ac-
curacy up to 89% and 96%, respectively. This suggests that our
chemical descriptors can locate the region of chemical space in
which carbon ring structures exist but cannot accurately distin-
guish between the very high density of isomers of carbon ring
structures in that space. In order to address the error in ring
structure predictions, new descriptors would need to be devel-
oped to effectively account for local ring structure. The errors
for structures without a carbon ring occur when the reaction in-
volves a relatively large number of elementary steps. The error
in predicting complex surface reactions would likely be reduced
by providing additional data that involve many elementary sur-
face reaction steps. Nevertheless, the predictions are generally
accurate but currently have higher error rates for complex ring
structures and complex, multi-step surface reactions.
We were able to predict a variety of reaction classes with rea-
sonable certainty on both clean and oxygen covered Au. Our ap-
proach was effectively able to “learn” complex oxidation chem-
istry from a limited data set due to (i) a representation of
molecules in chemical space and (ii) general reaction rules that
apply to all surfaces, which constrain the chemical space for possi-
ble products. This provides a remarkable tool that may reduce the
need for time consuming experimental measurements while prop-
erly accounting for known chemical pathways. We can accurately
predict a wide range of reactions including: (i) desorption of oxy-
genates on Au, (ii) deoxygenation of oxiranes on Au, (iii) desul-
furization of thiols on Au, (iv) oxidative coupling of oxygenates
on O/Au, (v) partial oxidation of oxygenates on O/Au and (vi)
oxidative dehydrogenation of oxygenates on O/Au. Overall, we
developed a methodology that allows for the effective use of a
ML approach to complement chemical insight for determining the
outcome of catalytic reactions.
We emphasize that we were able to predict both desorption
processes and reactions with reasonable certainty on clean Au.
Molecular desorption typically occurs for organics on bare Au,
but our ML model is able to accurately predict reactions for the
following unique cases: (i) the deoxygenation of the oxiranes 2-
methyloxirane, 2-phenyl oxirane, and oxirane; and (ii) the desul-
furization of thiols: ethanethiol, benzenethiol, 2-methylpropane-
2-thiol. The ML model “learned” oxygen chemistry and was able
to transfer that knowledge to chemically similar reactions involv-
ing sulfur molecules. That is, our ML approach demonstrated its
own chemical insight that proved useful for generating success-
ful predictions of catalytic reaction outcomes. The success of this
machine learning approach may lie in the ability of these methods
to identify patterns and relationships in a high-dimensional space
of chemical properties, which is difficult for humans to directly
perceive.
We anticipate that this approach can be applied to other
monometallic surfaces, such as Ag or Pt. However, the overall suc-
cess of ML models will depend heavily on whether sufficient data
exist. Given a enough data for several surfaces, it may be possi-
ble to develop a single, general model that encompasses multiple
surfaces, which would decrease the amount of data needed for
a single surface. This would likely require the development of
descriptors that capture the appropriate chemical properties of
distinct surfaces.
5 Conclusion
We used ML tools to predict the outcomes of small molecule reac-
tions on the surface of bare gold and oxygen-covered gold. We
showed that ML can be a useful guide in predicting the out-
come of catalytic reactions for small data sets with high accu-
racy. Our model relies on a chemical space that is suitable for
predicting chemical reaction outcomes. We combined ML tools
with traditional reaction rules, which we used to transform chem-
ical space predictions of products to the corresponding molecular
structures. This work sets the stage for future catalysis studies of a
variety of metals and coverage by species other than oxygen. Fur-
thermore, our ML study provides a framework for inverse design,
where we can perform a high-throughput search for a desirable
reactant (or reactants) with which to create a particular product.
This work shows particular promise since millions of training ex-
amples are not needed as is often the case in ML methods. In par-
ticular, our study provides a useful tool that could guide catalysis
experiments, either complementing or supplementing traditional
chemical intuition. With proper modification this approach could
be useful in the development of industrially relevant catalytic re-
actions.
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