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a b s t r a c t
In this paper, sufficient conditions in terms of coefficient functions are obtained for non-
oscillation of all solutions of a class of linear homogeneous third order difference equations
of the form
y(n+ 3)+ α(n)y(n+ 2)+ β(n)y(n+ 1)+ γ (n)y(n) = 0, n ≥ 0,
13y(n− 1)+ a(n)12y(n− 1)+ b(n)1y(n)+ c(n)y(n) = 0, n ≥ 1,
and
1(p(n− 1)12y(n− 1))+ q(n)1y(n)+ r(n)y(n) = 0, n ≥ 1,
where γ (n) ≠ 0 and p(n) > 0. The technique developed depends on non-oscillation of
certain linear homogeneous second order difference equations.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Following three forms of linear difference equations of third order generally appear in the literature:
y(n+ 3)+ α(n)y(n+ 2)+ β(n)y(n+ 1)+ γ (n)y(n) = 0, n ≥ 0, (1.1)
13y(n− 1)+ a(n)12y(n− 1)+ b(n)1y(n)+ c(n)y(n) = 0, n ≥ 1, (1.2)
and
1(p(n− 1)12y(n− 1))+ q(n)1y(n)+ r(n)y(n) = 0, n ≥ 1, (1.3)
where γ (n) ≠ 0, p(n) > 0, c(n) ≠ 0, r(n) ≠ 0 and 1 denotes the forward difference operator defined by 1y(n) =
y(n + 1) − y(n). The self-adjoint form of each of these equations is a third order difference equation with constant
coefficients [1]. In [2], linear third order difference equations with constants of the form
y(n+ 3)+ αy(n+ 2)+ βy(n+ 1)+ γ y(n) = 0, n ≥ 0, (1.4)
is studied in great detail. Some of the results concerning oscillation of (1.4) are generalized to corresponding third order
difference equations with variable coefficients(see [3–6]). However, no result in [2] regarding non-oscillation of (1.4) could
yet be generalized to variable coefficients. Some of these results are stated below for our use in what follows. However, the
non-oscillation results obtained in this paper for Eqs. (1.1)–(1.3) are not generalizations of these results.
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Proposition 1.1. Suppose that α < 0, β = α23 , γ < 0 and
γ − αβ
3
+ 2α
3
27
= 0. (1.5)
Then all solutions of (1.4) are non-oscillatory.
Proposition 1.2. If α < 0, β < α
2
3 , γ < 0 and
0 < γ − αβ
3
+ 2α
3
27
≤ 2
3
√
3

α2
3
− β
3/2
,
then all solutions of (1.4) are non-oscillatory.
Proposition 1.3. If α < 0, γ
α
≤ β < α23 , γ < 0 and
2
3
√
3

α2
3
− β
3/2
≥ αβ
3
− γ − 2α
3
27
> 0,
then all solutions of (1.4) are non-oscillatory.
The proof of this proposition appeared in [4] (see Theorems 2.5 and 2.6).
Proposition 1.4. If α < 0, 0 < β < α
2
3 , γ < 0 and (1.5) holds, then all solutions of (1.4) are non-oscillatory.
By a solution of (1.1), we mean a sequence {y(n)}, n ≥ 0, of real numbers which satisfies the recurrence relation (1.1). A
solution {y(n)} of (1.1) is said to be nontrivial if, for every integer N > 0, there exists an integer n0 > N such that y(n0) ≠ 0.
By a solution of (1.1), we always mean a nontrivial solution. A solution {y(n)} of (1.1) is said to be non-oscillatory if there
exists an integer N0 > 0 such that y(n) > 0 or < 0 for n ≥ N0; otherwise, {y(n)} is called oscillatory. Hence a solution
{y(n)} of (1.1) is oscillatory if for every integer N > 0, we can find an integerm > N such that y(m− 1)y(m) ≤ 0. Eq. (1.1)
is said to be non-oscillatory if all its solutions are non-oscillatory. It is said to be oscillatory if all its solutions are oscillatory.
Such a definition is needed because there are third order linear difference equations which admit both oscillatory and non-
oscillatory solutions. Indeed, y(n+ 3)− 2y(n+ 2)+ y(n) = 0 has two non-oscillatory solutions {1} and

1+√5
2
n
and an
oscillatory solution

1−√5
2
n
. On the other hand, y(n+ 3)− 2y(n+ 1)− y(n) = 0 has two oscillatory solutions {(−1)n}
and

1−√5
2
n
and a non-oscillatory solution

1+√5
2
n
. Moreover, a solution {y(n)} of (1.1) is said to have a simple zero
at n0 ≥ 0 if y(n0) = 0. It is said to have a sign-changing zero at n0 ≥ 1 if y(n0 − 1)y(n0) < 0. A solution {y(n)} of (1.1) is
said to have a generalized zero at n0 if n0 ≥ 0 is a simple zero or n0 ≥ 1 is a sign-changing zero of {y(n)}. These definitions
also hold for Eqs. (1.2), (1.3) and all other equations considered in this paper.
In literature, very few sufficient conditions for non-oscillation of linear third order difference equations are known [7,5,
6,8–10]. However, the approach and the results in this paper are different from those in earlier works. In [8], the existence
of a non-oscillatory solution of a third order equation is assumed (along with other conditions) to show that all solutions of
the equation are non-oscillatory (see Theorems 3.6 and 3.7). In this work, an attempt is made to remove this restriction. The
method developed here depends on non-oscillation of certain linear homogeneous second order difference equations.
Consider third order linear difference equations of the form
13y(n− 1)+ a(n)12y(n− 1)+ b(n)1y(n) = 0, n ≥ 1, (1.6)
and
1(p(n− 1)12y(n− 1))+ q(n)1y(n) = 0, n ≥ 1, (1.7)
where p(n) > 0, n ≥ 0, and a second order difference equation of the type
y(n+ 2)+ p1(n)y(n+ 1)+ q1(n)y(n) = 0, n ≥ 0. (1.8)
If we set z(n) = 1y(n), then (1.6) and (1.7) take, respectively, the form
12z(n− 1)+ a(n)1z(n− 1)+ b(n)z(n) = 0, n ≥ 1, (1.9)
and
1(p(n− 1)1z(n− 1))+ q(n)z(n) = 0, n ≥ 1. (1.10)
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Remark 1. Let {y(n)} be a sequence of real numbers and z(n) = 1y(n). If {z(n)} is non-oscillatory, then {y(n)} is non-
oscillatory. Indeed, {z(n)} non-oscillatory implies that z(n) > 0 or <0 for n ≥ n0 > 0. Hence {y(n)} is increasing or
decreasing for n ≥ n0, that is, {y(n)} is non-oscillatory. However, the converse is not necessarily true. Define,
y(n) =

2, if n is even
3, if n is odd .
Then {y(n)} is non-oscillatory. On the other hand,
z(n) =

1, if n is even
−1, if n is odd
implies that {z(n)} is oscillatory. Hence Eq. (1.6) is non-oscillatory if Eq. (1.9) is non-oscillatory and Eq. (1.7) is non-oscillatory
if Eq. (1.10) is non-oscillatory. We may note that Eq. (1.10) is in self-adjoint form and the analysis in this paper concerning
Eq. (1.6) is applicable to equations of the form
13y(n)+ a(n)12y(n)+ b(n)1y(n) = 0, n ≥ 1.
2. Non-oscillation theorems
In this section, sufficient conditions are obtained for non-oscillation of Eqs. (1.1)–(1.3).
Theorem 2.1. If q1(n) > 0 and 1+ p1(n)+ q1(n) ≤ 0 for n ≥ 0, then (1.8) is non-oscillatory.
Proof. Eq. (1.8) can be put in self-adjoint form since q1(n) > 0, n ≥ 0 (see [11,12]). Hence, to complete the proof of the
theorem, it is enough to show that (1.8) admits a non-oscillatory solution. Let {y(n)} be a solution of (1.8) with y(n0) = 0
and y(n0 + 1) > 0, where n0 ≥ 0 is an integer. Writing (1.8) as
y(n+ 2)− y(n+ 1) = −(1+ p1(n))(y(n+ 1)− y(n))− (1+ p1(n)+ q1(n))y(n),
we obtain, for n = n0,
y(n0 + 2)− y(n0 + 1) = −(1+ p1(n0))y(n0 + 1) > 0,
because 1+ p1(n)+ q1(n) ≤ 0 implies that 1+ p1(n) ≤ −q1(n) < 0, n ≥ 0. Hence y(n0 + 2) > y(n0 + 1) > 0. Further,
y(n0 + 3)− y(n0 + 2) = −(1+ p1(n0 + 1))(y(n0 + 2)− y(n0 + 1))− (1+ p1(n0 + 1)
+ q1(n0 + 1))y(n0 + 1) > 0
implies that y(n0+3) > y(n0+2) > 0. Proceeding as abovewe obtain y(n) > 0 for n ≥ n0+1. Hence (1.8) is non-oscillatory.
Thus the theorem is proved. 
Expanding (1.10), we obtain
p(n+ 1)z(n+ 2)+ (q(n+ 1)− p(n)− p(n+ 1))z(n+ 1)+ p(n)z(n) = 0,
n ≥ 0. As p(n) > 0 for n ≥ 0, we have
Corollary 2.2. If q(n) ≤ 0, n ≥ 0, then (1.10) is non-oscillatory.
This follows from Theorem 2.1.
Theorem 2.3. If p(n) > 0, n ≥ 0, q(n) ≥ 0, n ≥ 1 and p(n) ≥ 2(p(n+ 1)+ q(n+ 1)), n ≥ 0, then (1.10) is non-oscillatory.
Proof. Weclaim that (1.10) is non-oscillatory. If not, (1.10) is oscillatory, that is, all solutions of (1.10) are oscillatory because
it is self-adjoint (see [11]). Let {z(n)} be an oscillatory solution of (1.10). If n0 > 1 is a simple zero of {z(n)}, then z(n0) = 0
and z(n0+1) ≠ 0. Without any loss of generality, wemay assume that z(n0+1) > 0. Expanded form of (1.10) is written as
p(n+ 1)(z(n+ 2)− 2z(n+ 1)) = (p(n)− q(n+ 1)− p(n+ 1))(z(n+ 1)− z(n))
− (p(n+ 1)+ q(n+ 1))z(n). (2.1)
As p(n) ≥ 2(p(n + 1) + q(n + 1)) implies that p(n) − p(n + 1) − q(n + 1) ≥ p(n + 1) + q(n + 1) > 0, for n ≥ 0, then
from (2.1) it follows that
p(n0 + 1)(z(n0 + 2)− 2z(n0 + 1)) = (p(n0)− q(n0 + 1)− p(n0 + 1))z(n0 + 1) > 0.
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Hence z(n0 + 2) > 2z(n0 + 1) > 0 and z(n0 + 2)− z(n0 + 1) > z(n0 + 1). Further, for n = n0 + 1, we obtain from (2.1)
p(n0 + 2)(z(n0 + 3)− 2z(n0 + 2)) = (p(n0 + 1)− q(n0 + 2)− p(n0 + 2))(z(n0 + 2)− z(n0 + 1))
− (p(n0 + 2)+ q(n0 + 2))z(n0 + 1)
> (p(n0 + 1)− q(n0 + 2)− p(n0 + 2))z(n0 + 1)
− ((p(n0 + 2)+ q(n0 + 2))z(n0 + 1))
= (p(n0 + 1)− 2p(n0 + 2)− 2q(n0 + 2))z(n0 + 1)
≥ 0.
Hence z(n0 + 3) > 2z(n0 + 2) > 0 and z(n0 + 3) − z(n0 + 2) > z(n0 + 2). Proceeding as above we obtain z(n) > 0 for
n ≥ n0 + 1, a contradiction to the oscillation of {z(n)}.
If n0 > 1 is a sign-changing zero of {z(n)}, then z(n0−1)z(n0) < 0, that is, z(n0−1) < 0 and z(n0) > 0 or z(n0−1) > 0
and z(n0) < 0. Without any loss of generality, we may assume that z(n0 − 1) < 0 and z(n0) > 0. From (2.1) we obtain
p(n0)(z(n0 + 1)− 2z(n0)) = (p(n0 − 1)− q(n0)− p(n0))(z(n0)− z(n0 − 1))− (p(n0)+ q(n0))z(n0 − 1) > 0.
Hence z(n0 + 1) > 2z(n0) > 0 and z(n0 + 1)− z(n0) > z(n0). Further, putting n = n0 in (2.1), we obtain
p(n0 + 1)(z(n0 + 2)− 2z(n0 + 1)) = (p(n0)− q(n0 + 1)− p(n0 + 1))(z(n0 + 1)− z(n0))
− (p(n0 + 1)+ q(n0 + 1))z(n0)
> (p(n0)− 2q(n0 + 1)− 2p(n0 + 1))z(n0) ≥ 0.
Hence z(n0 + 2) > 2z(n0 + 1) > 0 and z(n0 + 2) − z(n0 + 1) > z(n0 + 1). Proceeding as above we obtain z(n) > 0 for
n ≥ n0, a contradiction.
Hence the theorem is proved. 
Remark 2. Theorem 2.3 fails to hold if p(n) = p and q(n) = q, where p > 0 and q ≥ 0 are constants. Moreover, the
assumptions in Theorem 2.3 imply that {p(n)} is decreasing.
Example 1. Consider
y(n+ 2)− 3y(n+ 1)+ y(n) = 0, n ≥ 0. (2.2)
From Theorem 2.1 or Corollary 2.2 it follows that (2.2) is non-oscillatory. This is also evident from a basis
3+√5
2
n
,

3−√5
2
n
of its solution space. However, Theorem 2.3 fails to hold for (2.2) because in this case p(n) = 1
and q(n) = −1 < 0.
Example 2. Consider
z(n+ 2)− 5z(n+ 1)+ 6z(n) = 0, n ≥ 0. (2.3)
Comparing with (1.10), we obtain p(n)p(n+1) = 6 and q(n+1)−p(n)−p(n+1)p(n+1) = −5. Hence p(n) = p(0)6−n > 0 and q(n) =
2p(0)6−n > 0 if p(0) > 0. Further, 2(p(n + 1) + q(n + 1)) = 6p(0)6−(n+1) = p(n). Hence Eq. (2.3) is non-oscillatory
by Theorem 2.3. Moreover, a basis of the solution space of (2.3) is given by {{2n}, {3n}}. However, Theorem 2.1 fails to
hold because p1 = −5 and q1 = 6 imply that 1 + p1(n) + q1(n) = 2 > 0 and Corollary 2.2 fails to hold because
q(n) = 2p(0)6−n > 0 for p(0) > 0. Theorem 8.21 in [7] holds for (2.3) but the results in [8] fail to hold for this equation.
Example 3. Consider an equation with variable coefficients of the form
1
3n+1
z(n+ 2)+

2
(n+ 1)3n+1 −
1
3n
− 1
3n+1

z(n+ 1)+ 1
3n
z(n) = 0, n ≥ 4. (2.4)
Hence p(n) = 13n > 0 and q(n) = 2n3n > 0 imply that
2(p(n+ 1)+ q(n+ 1)) = 4+ 2(n+ 1)
(n+ 1)3n+1 ≤
1
3n
= p(n), n ≥ 3.
From Theorem 2.3 it follows that (2.4) is non-oscillatory. Clearly, z(n) = n is a positive solution of the equation. A basis of
the solution space of (2.4) cannot be exhibited. However, Theorem 2.1 fails to hold for this equation as 1+ p1(n)+ q1(n) =
2
n+1 > 0 and Corollary 2.2 fails to hold because q(n) = 2n3n > 0.
Theorems 2.1 and 2.3 and Corollary 2.2 are applicable to the equation y(n+ 2)− 3y(n+ 1)+ 2y(n) = 0, n ≥ 0.
Corollary 2.4. If the conditions of Theorem 2.3 are satisfied, then (1.7) is non-oscillatory.
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This follows from Theorem 2.3 in view of Remark 1.
Theorem 2.5. If a(n) < 1 and b(n) ≤ 0 for n ≥ 2, then (1.6) is non-oscillatory.
Proof. In view of Remark 1, it is enough to show that Eq. (1.9) is non-oscillatory. Expanding (1.9) we obtain
z(n+ 2)+ (a(n+ 1)+ b(n+ 1)− 2)z(n+ 1)+ (1− a(n+ 1))z(n) = 0, n ≥ 1.
From Theorem 2.1 it follows that Eq. (1.9) is non-oscillatory. Hence (1.6) is non-oscillatory.
Thus the theorem is proved. 
Expanding (1.6) and (1.7) we obtain, respectively,
y(n+ 3)+ (a(n+ 1)+ b(n+ 1)− 3)y(n+ 2)+ (3− 2a(n+ 1)
− b(n+ 1))y(n+ 1)+ (a(n+ 1)− 1)y(n) = 0, n ≥ 1, (2.5)
and
p(n+ 1)y(n+ 3)+ (q(n+ 1)− 2p(n+ 1)− p(n))y(n+ 2)+ (p(n+ 1)+ 2p(n)
− q(n+ 1))y(n+ 1)− p(n)y(n) = 0, n ≥ 1. (2.6)
Comparing (1.1) and (2.5) we get α(n) = a(n+1)+b(n+1)−3, β(n) = 3−2a(n+1)−b(n+1) and γ (n) = a(n+1)−1.
Hence a(n+ 1) = 1+ γ (n), b(n+ 1) = 2+ α(n)− γ (n) and b(n+ 1) = 1− β(n)− 2γ (n). For compatibility, we should
have 2 + α(n) − γ (n) = 1 − β(n) − 2γ (n), that is, α(n) + β(n) + γ (n) + 1 = 0. The following theorem follows from
Theorem 2.5.
Theorem 2.6. If γ (n) < 0, 2+ α(n)− γ (n) ≤ 0 and α(n)+ β(n)+ γ (n)+ 1 = 0, n ≥ 0, then (1.1) is non-oscillatory.
Comparing (1.1) with (2.6) we obtain
α(n) = q(n+ 1)− 2p(n+ 1)− p(n)
p(n+ 1) , β(n) =
p(n+ 1)+ 2p(n)− q(n+ 1)
p(n+ 1) and γ (n) = −
p(n)
p(n+ 1) .
Hence p(n) = (−1)np(0)∏n−1
i=0 γ (i)
, n ≥ 1, q(n+1) = (2+α(n)−γ (n))p(n+1), n ≥ 0 and q(n+1) = (1−2γ (n)−β(n))p(n+1), n ≥ 0.
For compatibility, we have (2+ α(n)− γ (n))p(n+ 1) = (1− 2γ (n)− β(n))p(n+ 1), that is, α(n)+ β(n)+ γ (n)+ 1 = 0.
Hence the following theorem follows from Corollary 2.4.
Theorem 2.7. If γ (n) < 0, 2+α(n)−γ (n) ≥ 0, 6+2α(n)−γ (n) ≤ 0 and α(n)+β(n)+γ (n)+1 = 0, n ≥ 0, then (1.1) is
non-oscillatory.
Proof. If γ (n) < 0 for n ≥ 0, then
p(n) = (−1)
np(0)
(−1)n
n−1∏
i=0
(−γ (i))
= p(0)
n−1∏
i=0
(−γ (i))
.
Hence p(n) > 0 for n ≥ 0 if and only if p(0) > 0.Moreover, p(n) ≥ 2(p(n+1)+q(n+1)) if and only if 6+2α(n)−γ (n) ≤ 0
for n ≥ 0. Then the theorem follows from Corollary 2.4. 
Example 4. Consider
3y(n+ 3)− 12y(n+ 2)+ 11y(n+ 1)− 2y(n) = 0, n ≥ 0. (2.7)
Eq. (2.7) is non-oscillatory by Theorem 2.6. However, Theorem 2.7 cannot be applied to this equation because 2 + α(n) −
γ (n) = −4/3 < 0. Corollary 3.4 in [8] fails to hold for (2.7) as r(n) + q(n) = −1/3 < 0 and Corollary 3.5 in [8] does not
hold for this equation as 3+ 2r(n)+ q(n) = −4/3 < 0. On the other hand, all solutions of
y(n+ 3)− 6y(n+ 2)+ 11y(n+ 1)− 6y(n) = 0, n ≥ 0 (2.8)
are non-oscillatory by Theorem 2.7 but Theorem 2.6 fails to hold for (2.8) because 2+ α(n)− γ (n) = 2 > 0. We may note
that {{1n}, {2n}, {3n}} is a basis of the solution space of this equation. Further, Corollary 3.4 in [8] cannot be applied to (2.8)
because 3+ 2r(n)+ q(n) = 2 > 0 but Corollary 3.5 in [8] holds for this equation.
These examples establish the independence of Theorems 2.6 and 2.7.
Remark 3. Theorems 2.6 and 2.7 provide sufficient conditions for non-oscillation of (1.1). They depend, respectively, on
Theorem 2.5 and Corollary 2.4 which deal with non-oscillation of Eqs. (1.6) and (1.7) respectively. In the followingwe obtain
another set of sufficient conditions for non-oscillation of (1.6) and (1.7) through Theorems 2.6 and 2.7.
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Theorem 2.8. If b(n) ≥ 0 and a(n)+ 2b(n)+ 1 ≤ 0 for n ≥ 2, then (1.6) is non-oscillatory.
The proof follows from Theorem 2.7 by comparing the expanded form of Eq. (1.6), that is, (2.5) with Eq. (1.1). We may
note that b(n) ≥ 0 and a(n)+ 2b(n)+ 1 ≤ 0 imply that a(n) < 0.
Theorem 2.9. If q(n) ≤ 0 for n ≥ 2, then (1.7) is non-oscillatory.
The conclusion of the theorem follows from Theorem 2.6.
Example 5. Consider
2y(n+ 3)− 9y(n+ 2)+ 13y(n+ 1)− 6y(n) = 0, n ≥ 0. (2.9)
Comparing (2.9) with (2.5), we obtain a(n+1)−1 = −3, that is, a(n+1) = −2, n ≥ 1, and a(n+1)+b(n+1)−3 = −9/2,
that is, b(n + 1) = 1/2, n ≥ 1. Hence a(n + 1) + 2b(n + 1) + 1 = 0 for n ≥ 1. From Theorem 2.8 it follows that (2.9) is
non-oscillatory. Clearly, {{1}, {2n}, {(3/2)n}} is a basis of the solution space of the equation. However, Theorem 2.5 fails to
hold for (2.9) because b(n) > 0, n ≥ 2. On the other hand, Theorem 2.5 holds for (2.7) but Theorem 2.8 cannot be applied
to (2.7) as in this case a(n) = 1/3 < 1 and b(n) = −4/3 < 0.
Example 6. Consider
2y(n+ 3)− 7y(n+ 2)+ 6y(n+ 1)− y(n) = 0, n ≥ 0. (2.10)
Comparing (2.10) with (2.6) we obtain q(n + 1) = −2n+1p(0) < 0, n ≥ 1, if p(0) > 0. Hence (2.10) is non-oscillatory by
Theorem 2.9. Moreover,

{1},

5+√17
4
n
,

5−√17
4
n
is a basis of the solution space of (2.10). However, Corollary 2.4
fails to hold for (2.10) because q(n) < 0 for n ≥ 2. On the other hand, Corollary 2.4 holds for (2.8) but Theorem 2.9 fails to
hold because in this case p(n) = p(0)/6n > 0 for p(0) > 0 and q(n) = 2p(0)/6n > 0.
Remark 4. Eqs. (1.6) and (1.7) are obtained from Eqs. (1.2) and (1.3) for c(n) = 0 and r(n) = 0 respectively. In the following,
an attempt is made to obtain sufficient conditions for non-oscillation of (1.2) and (1.3) with c(n) ≢ 0 and r(n) ≢ 0. In [8],
such an attempt was made for non-oscillation of the equation
13y(n)− a(n)12y(n)− b(n)1y(n)− c(n)y(n) = 0, (2.11)
where the existence of a non-oscillatory solution of (2.11) was assumed. In this paper, this restriction is removed.
Expanding (1.2) we obtain
y(n+ 3)+ (a(n+ 1)+ b(n+ 1)− 3)y(n+ 2)+ (3+ c(n+ 1)− 2a(n+ 1)− b(n+ 1))y(n+ 1)
+ (a(n+ 1)− 1)y(n) = 0, n ≥ 0. (2.12)
Let {v(n)} be a non-oscillatory solution of
13v(n)+ d(n)1v(n) = 0, n ≥ 0. (2.13)
Hence there exists n0 ≥ 1 such that v(n) > 0 or <0 for n ≥ n0. For a solution {y(n)} of (2.12), we set y(n) = u(n)v(n),
n ≥ n0, to obtain
u(n+ 3)v(n+ 3)+ (a(n+ 1)+ b(n+ 1)− 3)u(n+ 2)v(n+ 2)
+ (3+ c(n+ 1)− 2a(n+ 1)− b(n+ 1))u(n+ 1)v(n+ 1)+ (a(n+ 1)− 1)u(n)v(n) = 0,
that is,
u(n+ 3)+ A(n)u(n+ 2)+ B(n)u(n+ 1)+ C(n)u(n) = 0, n ≥ n0, (2.14)
where
A(n) = (a(n+ 1)+ b(n+ 1)− 3)v(n+ 2)
v(n+ 3) ,
B(n) = (3+ c(n+ 1)− 2a(n+ 1)− b(n+ 1))v(n+ 1)
v(n+ 3) ,
C(n) = (a(n+ 1)− 1)v(n)
v(n+ 3) ,
that is, {u(n)} is a solution of (2.14). We may note that {y(n)} is non-oscillatory if and only if {u(n)} is non-oscillatory.
Theorem 2.10. If −1 < d(n) ≤ 0, n ≥ 0, then (2.13) is non-oscillatory.
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It follows from Theorem 2.6. Indeed, expanding (2.13) we get
v(n+ 3)− 3v(n+ 2)+ (3+ d(n))v(n+ 1)− (d(n)+ 1)v(n) = 0.
Comparing this equation with Eq. (1.1) we observe that all the conditions of Theorem 2.6 are satisfied if −1 < d(n) ≤ 0.
Hence (2.13) is non-oscillatory.
Theorem 2.11. If −1 < d(n) ≤ 0, A(n)+ B(n)+ C(n)+ 1 = 0, 2+ A(n)− C(n) ≤ 0, and C(n) < 0 for large n, then (2.12),
that is, (1.2) is non-oscillatory.
Proof. This follows from Theorems 2.6 and 2.10. Indeed, d(n) ≤ 0 for n ≥ 0 implies that (2.13) is non-oscillatory by
Theorem 2.10. If {v(n)} is a solution of (2.13), then v(n) ≠ 0 for n ≥ n0 > 0. Let {y(n)} be a solution of (2.12). Setting
y(n) = u(n)v(n), n ≥ n0, we obtain {u(n)} to be a solution of (2.14). If A(n)+ B(n)+ C(n)+ 1 = 0, 2+A(n)− C(n) ≤ 0 and
C(n) < 0 for n ≥ n1 > n0, then (2.14) is non-oscillatory by Theorem 2.6. Hence u(n) ≠ 0 for n ≥ n2 > n1. Consequently,
y(n) ≠ 0 for n ≥ n2. Since {y(n)} is an arbitrary solution of (2.12), then (2.12) is non-oscillatory.
Thus the theorem is proved. 
Theorem 2.12. If d(n) ≤ 0, A(n)+ B(n)+ C(n)+ 1 = 0, 2+ A(n)− C(n) ≥ 0, 6+ 2A(n)− C(n) ≤ 0 and C(n) < 0 for large
n, then (2.12), that is, (1.2) is non-oscillatory.
This follows from Theorems 2.7 and 2.10.
Remark 5. If {v(n)} is a non-oscillatory solution of (2.13), where v(n) = a constant ≠ 0, then A(n) = a(n+1)+b(n+1)−3,
B(n) = 3 + c(n + 1) − 2a(n + 1) − b(n + 1) and C(n) = a(n + 1) − 1. Hence A(n) + B(n) + C(n) + 1 = 0 if and only if
c(n+ 1) = 0. As we are considering (1.2) with c(n) ≢ 0, then v(n) ≠ a constant.
Remark 6. It is enough for our work if Eq. (2.13) has a non-oscillatory solution {v(n)} with v(n) ≠ a constant. One can
always consider an equation of the form (2.13) with d(n) ≤ 0. Indeed, Eq. (2.13) may be replaced by a non-oscillatory
equation
v(n+ 3)+ p1(n)v(n+ 2)+ q1(n)v(n+ 1)+ r1(n)v(n) = 0,
because the presence of v(n) and its form except v(n) = a constant do not affect the analysis in our work. Wemay consider
v(n+ 3)− 4v(n+ 2)+ (9/2)v(n+ 1)− v(n) = 0.
The solution space of this equation has a basis

{2n},

1+ 1√
2
n
,

1− 1√
2
n
. Any one member of this set may be
taken as v(n) for our work.
Remark 7. Comparing (1.1) and (2.12) we notice that α(n)+β(n)+ γ (n)+ 1 = 0 implies that (a(n+ 1)+ b(n+ 1)− 3)+
(3+ c(n+ 1)− 2a(n+ 1)− b(n+ 1))+ (a(n+ 1)− 1)+ 1 = 0, that is, c(n+ 1) = 0. As we are considering (1.2), that is,
(2.12)with c(n) ≢ 0, then, in an example of third order linear homogeneous equation, the sumof the coefficients of y(n+2),
y(n+ 1) and y(n) is not equal to−1 while the coefficient of y(n+ 3) is 1. Hence none of the equations in Examples 4–6 is
suitable to illustrate Theorem 2.11 or 2.12.
Example 7. Consider
y(n+ 3)− 6y(n+ 2)+ 17+ 15
√
2
2

1+√2
y(n+ 1)− y(n) = 0, n ≥ 0. (2.15)
Comparing with (2.12) we obtain a(n + 1) + b(n + 1) − 3 = −6, 3 + c(n + 1) − 2a(n + 1) − b(n + 1) = 17+15
√
2
2(1+
√
2)
and
a(n+ 1)− 1 = −1. Hence a(n+ 1) = 0, b(n+ 1) = −3 and c(n+ 1) = 5+3
√
2
2(1+
√
2)
> 0. For d(n) = −1/2, (2.13) takes the
form
2v(n+ 3)− 6v(n+ 2)+ 5v(n+ 1)− v(n) = 0, n ≥ 0. (2.16)
Eq. (2.16) is non-oscillatory by Theorem 2.10. Moreover,

{1},

1+ 1√
2
n
,

1− 1√
2
n
is a basis of the solution space
of (2.16). We may take v(n) =

1+ 1√
2
n
. Then A(n) = − 6
√
2√
2+1 , B(n) = 1(√2+1)3

17+ 15√2

and C(n) = − 2
√
2
(
√
2+1)3
< 0
imply that A(n)+B(n)+C(n)+1 = 0 and 2+A(n)−C(n) = 2− 6
√
2√
2+1 + 2
√
2
(
√
2+1)3
= − 10+6
√
2
(
√
2+1)3
< 0. From Theorem 2.11 it
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follows that (2.15) is non-oscillatory. However, Theorem2.12 fails to hold for (2.15) as 2+A(n)−C(n) < 0. The characteristic
equation of (2.15) is given by
2

1+√2

λ3 − 12

1+√2

λ2 +

17+ 15√2

λ− 2

1+√2

= 0 (2.17)
which is not easy to solve. Clearly, λ = 0 is not a root of (2.17). If f (λ) = 2

1+√2

λ3 − 12

1+√2

λ2 +
17+ 15√2

λ − 2

1+√2

, then there is no change of sign in f (−λ) and hence (2.17) does not admit a negative root.
Further, f (0) < 0, f (1) = 5 + 3√2 > 0 and f (3) = −

5+ 11√2

< 0 imply that (2.17) has two positive roots; one
is in (0, 1) and the other is in (1, 3). Hence (2.17) has three positive roots because complex roots occur in pairs (see [13]).
Consequently, (2.15) is non-oscillatory. Further, Proposition 1.1 fails to hold for (2.15) as β ≠ α23 . Both Propositions 1.2 and
1.4 do not hold for this equation as γ − αβ3 + 2α
3
27 < 0. However, Proposition 1.3 holds for (2.15).
Remark 8. If we choose v(n) =

1− 1√
2
n
instead of v(n) =

1+ 1√
2
n
, then A(n) + B(n) + C(n) + 1 ≠ 0. Hence the
example is depending on the choice of v(n).
Remark 9. The conditions of Theorem2.11 are sufficient but not necessary. Although (2.15) is non-oscillatory, A(n)+B(n)+
C(n)+ 1 ≠ 0 if we choose v(n) =

1− 1√
2
n
.
Example 8. Consider
y(n+ 3)−

6+ 3√2

y(n+ 2)+

33
2
+ 11√2

y(n+ 1)−

15+ 21√
2

y(n) = 0, n ≥ 0. (2.18)
Comparing with (2.12) we obtain a(n + 1) = −14 − 21√
2
, b(n + 1) = 11 − 3√2 + 21√
2
and c(n + 1) = − 7
√
2+10
2
√
2
. As
in Example 7, we take d(n) = −1/2 and v(n) =

1+ 1√
2
n
. Then A(n) = −6, B(n) = 11 and C(n) = −6 < 0.
Hence A(n) + B(n) + C(n) + 1 = 0, 2 + A(n) − C(n) = 2 > 0 and 6 + 2A(n) − C(n) = 0. Then (2.18) is non-
oscillatory by Theorem 2.12. However, Theorem 2.11 does not hold for (2.18) as 2 + A(n) − C(n) > 0. If f (λ) =
λ3−

6+ 3√2

λ2+

33
2 + 11
√
2

λ−

15+ 21√
2

, then f (0) ≠ 0 and f (λ) = 0 does not admit any negative root because
there is no change of sign in f (−λ). Moreover, f (0) < 0, f (1) = − 7+5
√
2
2 < 0, f (2) = 2− 1√2 > 0, f (3) = 15−9
√
2
2 > 0 and
f (4) = 38−29
√
2
2 < 0 imply thatf (λ) = 0 has positive roots in (0, 2) and (2, 4). Hence f (λ) = 0 has three positive roots as
complex roots occur in pairs. Consequently, (2.18) is non-oscillatory.
Remark 10. In Theorems 2.11 and 2.12, {v(n)} could be a non-oscillatory solution of Eq. (1.2). Clearly,  12n  ,  13n  ,  14n 
is a basis of the solution space of
24y(n+ 3)− 26y(n+ 2)+ 9y(n+ 1)− y(n) = 0, n ≥ 0. (2.19)
Choosing v(n) = 13n (or 14n ), we observe that all the conditions of Theorem 2.11(or Theorem 2.12) are satisfied. Hence (2.19)
is non-oscillatory. However, A(n) + B(n) + C(n) + 1 = 0, 2 + A(n) − C(n) > 0 and 6 + 2A(n) − C(n) > 0 if we choose
v(n) = 12n . Hence neither Theorem 2.11 nor Theorem 2.12 holds for (2.19).
Consider (2.8). All the conditions of Theorem 2.11 are satisfied for the choice of v(n) = 2n. Hence (2.8) is non-oscillatory
by Theorem 2.11. If v(n) = 2n, then 6+ 2A(n)− C(n) > 0.
Eq. (1.3) can be written as
13y(n− 1)+ a˜(n)12y(n− 1)+ b˜(n)1y(n)+ c˜(n)y(n) = 0, n ≥ 1, (2.20)
where a˜(n) = 1p(n−1)p(n) , b˜(n) = q(n)p(n) and c˜(n) = r(n)p(n) .
Theorem 2.13. If d(n) ≤ 0, A˜(n) + B˜(n) + C˜(n) + 1 = 0, 2 + A˜(n) − C˜(n) ≤ 0 and C˜(n) < 0 for large n, then (2.20), that
is, (1.3) is non-oscillatory, where
A˜(n) = v(n+ 2)
p(n+ 1)v(n+ 3) [1p(n)+ q(n+ 1)− 3p(n+ 1)]
B˜(n) = v(n+ 1)
p(n+ 1)v(n+ 3) [3p(n+ 1)+ r(n+ 1)− 21p(n)− q(n+ 1)]
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and
C˜(n) = v(n)
p(n+ 1)v(n+ 3) (1p(n)− p(n+ 1)).
This follows from Theorems 2.6 and 2.10.
Theorem 2.14. If d(n) ≤ 0, A˜(n)+ B˜(n)+ C˜(n)+ 1 = 0, 2+ A˜(n)− C˜(n) ≥ 0, 6+ 2A˜(n)− C˜(n) ≤ 0 and C˜(n) < 0 for large
n, then (2.20), that is, (1.3) is non-oscillatory.
This follows from Theorems 2.7 and 2.10.
Remark 11. Examples similar to Examples 7 and 8 can be obtained to illustrate Theorems 2.13 and 2.14.
3. Conclusions
From Eqs. (1.2) and (1.3) we obtain α(n) + β(n) + γ (n) + 1 = c(n + 1) and α(n) + β(n) + γ (n) + 1 = r(n + 1)
respectively. As we are considering (1.2) with c(n) ≠ 0 and (1.3) with r(n) ≠ 0, then α(n)+ β(n)+ γ (n)+ 1 ≠ 0 in (1.2)
and (1.3). From (2.15) in Example 7 it follows that α + β + γ + 1 = 5+3
√
2
2(1+
√
2)
> 0 and from (2.18) in Example 8 we obtain
α + β + γ + 1 = − 10+7
√
2
2
√
2
< 0. Hence it would be interesting to obtain sufficient conditions for non-oscillation of (1.1)
with α(n) + β(n) + γ (n) + 1 ≠ 0. The problem of generalization of Propositions 1.1–1.4 to Eq. (1.1) remains unsolved.
The choice of v(n) =

1+ 1√
2
n
in Examples 7 and 8 is not artificial. We may notice that {v(n)} is a solution of (2.16). It is
not a solution of (2.15). However, the choice of v(n) =

1− 1√
2
n
does not serve our purpose in Examples 7 and 8 because
A(n)+ B(n)+ C(n)+ 1 = 8−4
√
2
5
√
2−7 ≠ 0.
Non-oscillation of linear non-homogeneous second order difference equations is studied in [14]. It would be interesting
to obtain such results for linear non-homogeneous third order difference equations.
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