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Brain disorders are very difficult to diagnose for reasons such as overlapping nature
of symptoms, individual differences in brain structure, lack of medical tests and unknown
causes of some disorders. The current psychiatric diagnostic process is based on behavioral
observation and may be prone to misdiagnosis.
Noninvasive brain imaging technologies such as Magnetic Resonance Imaging (MRI) and
functional Magnetic Resonance Imaging (fMRI) make the process of understanding the structure and function of the brain easier. Quantitative analysis of brain imaging data using
machine learning and data mining techniques can be advantageous not only to increase the
accuracy of brain disorder diagnosis but also to unravel unknown facts about the complex
function of the brain. Research studies have shown functional connectivities of brain contain
discriminative patterns that are widely used in a variety of studies such as fMRI classification.
In this dissertation, we designed machine learning and deep learning models for diagnosing brain disorders such as ADHD and ASD using fMRI data. In order to reduce the risk of
overfitting in deep learning methods, we proposed a data augmentation approach for generating artificial samples from available data. Our models are able to improve the accuracy of
classifying healthy samples from patients up to 28%. comparing to state-of-the-art solutions.
Analysis of fMRI data considering a huge number of voxels (smallest addressable element of fMRI data) is very time-consuming. One example is computing pairwise functional
connections between voxels using measures like Pearson’s correlation. To tackle this issue,

we designed two GPU based frameworks based on matrix multiplication for computing pairwise correlations that deliver around 3 times speedup against state-of-the-art GPU based
methods. We expanded these frameworks to compute dynamic functional connectivity which
involves computing multiple sets of pairwise correlations each associated with specific time
windows in original time series followed by designing two methodologies for reducing the
space requirements of pairwise correlations.
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CHAPTER 1
Introduction
It is no exaggeration to say that the brain is the most complex and sensitive organ of
mammalians. It is the core of the nervous system and center of learning which is composed
of several regions each responsible for specific ability like moving, hearing, tasting, reasoning, etc. Brain consists of around 100 billion neurons that communicate with each other by
transmitting electrical and chemical signals through connections forming the brain’s neural
network. Neuroscientists use various brain imaging techniques to take images from inside of
the brain to study its function and structure.
Brain is prone to different disorders such as Attention Deficit Hyperactivity Disorder (ADHD),
Autism Spectrum Disorder (ASD), Parkinson, Alzheimer, and psychosis.
ASD and ADHD are prevalent brain disorders among children which usually continue to
their adulthood. ASD is a set of neurological and developmental brain disorders (autistic
disorder, asperger disorder, and pervasive developmental disorder) [1]. ASD causes communication, behavior and social interaction deficits in patients such as repetitive behavior,
irritability, anxiety and attention problems [2]. ASD is not curable and usually continues to
adulthood. Recent studies have shown the prevalence of ASD among children has increased
from 1 in 100 to 1 in 59 over 14 years (from the year 2000 to 2014) [3]. ADHD is also
a common brain disorder among children which causes problems like hyperactivity, impulsivity, and inattention. Similar to ASD, ADHD often continues to adulthood. Around 5%
of children are diagnosed with the disorder [4]. The current procedure for diagnosing these
disorders is based on collecting symptoms from manual behavioral observations and parental

1

Figure 1.1: Analysis of fMRI data for classification

interviews followed by classifying a subject as healthy or patient using DSM-5/ICD-10 handbooks. These types of traditional methods are subjective experiments which are prone to
diagnostic errors and can cause harmful side effects due to over-prescribing drugs [5].

1.1. Motivation
Recent advances in brain imaging field have paved the way for understanding the function
and the structure of the brain in detail. Brain images generated by fMRI technology contain
a wealth of useful information about brain function and how different regions interact with
each other. Functional associations between pairwise regions are integrated as the brain
functional network. Research studies have shown that properties of brain functional network
between healthy subjects and neuropsychiatric patients often change. MRI technology has

2

led researchers to design quantitative approaches based on brain imaging data to diagnose
brain disorders. To this end, machine learning, especially deep learning techniques, can be
investigated.
One issue in designing machine learning methods based on brain imaging data is the limited
size of the available datasets, since collecting brain images is a costly and time consuming
task. Class imbalance is another issue with the brain imaging datasets such that there are
usually more healthy samples available rather than patients. These issues cause misleading
and non-generalizable results for the designed models.
fMRI images contain a huge number of small elements called voxels. Voxel based analysis
using traditional CPU based techniques is a time consuming task and leads researchers
to analyze clusters of the neighboring voxels, known as regions of interest (ROI), in their
analysis. Defining number and location of regions need a priori knowledge and using them
may bias the analysis based on initial assumptions. One of the most time consuming tasks in
fMRI analysis is constructing voxel based brain functional network. Using parallel computing
approaches like GPU based techniques can help accelerate such a process.

1.2. Statement of the problem
Classifying brain disorders like ADHD and ASD are more complicated than other fields
because of small and imbalanced datasets as well as the complexity of features.
Considering the need for more effective algorithms, the first purpose of this dissertation is
to design new machine learning models for classifying subjects with ADHD and ASD from
healthy subjects using fMRI data.
Constructing the functional connectivity of the brain using Pearson’s correlation coefficient has become very popular in fMRI studies. Considering time consuming nature of
this process in voxel level as well as the huge space needed for storing the correlations,
3

other aspects of this study include designing GPU based and memory efficient techniques
for computing pairwise functional connectivity among fMRI voxels.

1.3. Design procedure
Our proposed machine learning approach for ADHD classification is based on computing
similarity between brain fMRI data and applying k Nearest Neighbor (kNN) classifier. fMRI
time series from each brain is considered as a multivariate time series (MTS) and a method
called Eros is used for computing similarity between two MTS items. Since the optimum
value of k in kNN is not known beforehand, we designed a model selection scheme for finding
the best value of k based on how well k is performing on training data by computing Jstatistics measure during the cross-validation step. The best value of k is then used for
performing kNN on the test set.
For diagnosing ASD, we designed two machine learning models. In the first method, we
combined the power of a deep feed forward network for extracting features and used Support
Vector Machine (SVM) for classifying subjects as ASD or healthy. In our second design, we
used an autoencoder for extracting features and a single layer perceptron for performing the
classification. The model is trained based on a hybrid approach to optimize feature extraction and classification at the same time. In order to increase the size of the training set,
we designed a data augmentation method and doubled the size of the data by generating a
synthetic sample per real sample.
We also proposed two GPU based techniques for computing Pearson’s correlation coefficient.
Based on the symmetric properties of Pearson’s correlation, our methods compute the upper triangle part of the correlation matrix in an ordered fashion using vector dot product
and matrix multiplication. Since the overall size of computed correlations could be larger
than GPU memory, our algorithms are able to compute correlations in several rounds and
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transfer computed elements to CPU at the end of each step while maintaining the desired
order. We expanded these methods to compute dynamic functional connectivity which involves computing multiple sets of pairwise correlations each associated with specific time
windows in original time series, followed by designing two methodologies for reducing the
space requirements of pairwise correlations.

1.4. Organization of the study
This document is organized as follows:
Chapter 2–Introduction to fMRI data and machine learning: This chapter presents an
overview of MRI and fMRI technologies, explains how the data is extracted from fMRI
images, talks about functional connectivity and how functional associations among voxels
are computed. Next, an introduction to machine learning and deep learning methods is
provided. The most popular models and the challenges involved in using them are explained.
Chapter 3–Similarity based classification of ADHD using Singular Value Decomposition: In this chapter, our proposed approach for classifying ADHD from healthy subjects is
discussed. We describe the literature review on other proposed algorithms followed by explaining our method. This chapter ends with experimental results and comparisons against
other techniques.
Chapter 4–Deep Learning based methods for diagnosing ASD: This chapter includes
two proposed deep learning methods for diagnosing ASD. The literature review, as well as
experimental results and comparison against state-of-the-art models, are explained at the
end of the chapter.
Chapter 5–Parallel algorithms for computing brain functional connectivity using fMRI
data: In this chapter, we describe our proposed GPU based techniques for accelerating the
process of computing static functional connectivity of the brain. We start this chapter by a
5

literature review on current parallel methods and describe our techniques respectively. The
experimental results of this chapter compare the running time of the proposed methods with
other techniques.
Chapter 5–Parallel algorithms for computing dynamic functional connectivity of the brain
using fMRI data: In this chapter, we describe our proposed GPU based technique which is an
extension of our previous model for accelerating the process of computing dynamic functional
connectivity of the brain. We also describe our two proposed methodologies for reducing the
space required for storing the correlations. We start this chapter by a literature review on
current parallel methods for this problem and describe our techniques respectively. The
experimental results of this chapter compare the running time and space requirements of
proposed methods with other techniques.
Chapter 7–Conclusion: In this chapter, we provide a summary of the research problems
addressed in this dissertation followed by our proposed solutions.
Chapter 8–Future work: In this chapter, we explain the future direction of our study and
the questions that should be addressed.
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CHAPTER 2
Introdcution to fMRI data and machine learning

2.1. Brain imaging technologies
Brain imaging technologies are divided into two main categories: structural imaging and
functional imaging. Structural imaging techniques are used for studying the anatomy of the
brain and diagnosing disorders, for example, detecting tumors or physical injuries. Magnetic
Resonance Imaging (MRI) is an example of brain structural imaging. Functional brain imaging techniques are used to measure the activity of the brain and analyze how it changes over
time to understand the brain functions and dynamics. Examples of functional brain imaging
techniques include functional Magnetic Resonance Imaging (fMRI), electroencephalography
(EEG) and magnetoencephalography (MEG). Among brain imaging techniques MRI and
fMRI are most common.
In MRI technology, scanners with a strong magnetic field are used to produce detailed 3D
anatomical images of organs inside the subject’s body. On the other hand, the goal of fMRI
is to study the function of the brain by analyzing how the activity of each region changes
over time. In the next section, we explain the fMRI technology in more detail.

2.1.1. functional Magnetic Resonance Imaging technology
In fMRI technology, activated regions of the brain become observable using a method
called Blood-oxygen-level-dependent (BOLD) contrast imaging. This method makes the
active areas of the brain observable by detecting changes in oxygenated or deoxygenated
blood since oxygen is delivered to firing neurons at a higher rate than inactive neurons.

7

The strength of the activation of different parts is graphically displayed by a color coding
strength. During an fMRI scan, a stack of 2D images is taken from adjacent levels of the
brain to gather the information of the whole brain volume. Each 2D image contains the
information of a thin slice of the brain. This set of images is taken several times across
time to measure the functional activity of the brain volume. The concept of time applies a
constraint on the spatial resolution of the data such that fMRI images have lower resolution
than MRI images as shown in the following figure.

Figure 2.1: Comparison between MRI and fMRI images

The smallest distinguishable element of fMRI data is called a voxel. A voxel (volumetric
pixel) is a very small cube (usually 3×3×3 mm) which houses thousands of neurons inside
it. Voxel’s intensity corresponds to its activity and changes over time. The brain volume
scanned using fMRI technique usually contains hundreds of thousands or even millions of
voxels. Since several volumes of the brain are generated during an fMRI scan, keeping track
of the activity of a voxel over time will generate a time series or signal out of it which
demonstrates how its activity changes over the course of scanning. This concept is shown in
figure 2.2.

8

Figure 2.2: Concept of voxel and fMRI time series

2.1.2. Task based and resting state fMRI
There are two general modes in fMRI scanning: resting state fMRI (rsfMRI) and task
based fMRI (tfMRI). In tfMRI subject performs a specific task like finger tapping, looking
at a displayed image, thinking about a concept, etc., while the scan is in progress. The goal
of tfMRI is identifying regions of the brain which are involved in the task and understanding
how the brain process it. On the other hand, in rsfMRI subject is instructed not to perform
any task and rest while not falling asleep and the goal is to understand how regions of the
brain interact with each other during the rest. rsfMRI is suitable for subjects with brain
disorders that are not able to perform task instructions.

2.1.3. Brain connectivity
Brain is a complex network of structural and functional connections. Mapping and studying the brain structural and functional connectivities is an ongoing field of research called
connectomics. Structural connectivity refers to the physical and anatomical connections that
link the brain neural elements to each other. On the other hand, functional connectivity has
a statistical concept and is defined as the statistical association between two brain regions [6].
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2.1.4. Functional brain network
A functional brain network is a graph composed of brain elements and functional interactions between them. This graph is analyzed for understanding and identifying brain
properties and mental representations. Quantifying topological properties of the brain functional network like degree distribution, small-worldness, modularity, clustering coefficient,
etc., makes them comparable among a group of subjects, for example, a group of healthy
subjects versus subjects with brain disorders. In the case of fMRI data, nodes can be either voxels or regions of the brain and edges are defined based on the functional association
between nodes. Functional connectivity between two nodes is usually defined by the correlation between their time series. In most cases, if the correlation exceeds a threshold, it
can be considered as an edge connecting the corresponding nodes to each other. Figure 2.3
shows this concept. More details about constructing brain functional network are provided

Figure 2.3: Concept of functional connectivity in brain

in chapter 4.
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2.2. Introduction to machine learning
Machine learning is a field of artificial intelligence that provides the machine with the
ability to learn from data without providing specific instructions. Machine learning is divided
into three broad categories: supervised learning, unsupervised learning, and semi-supervised
learning. The goal of supervised learning is to approximate a function f which maps the
input x to output y in which x refers to training data and y refers to labels which could
be discrete/categorical values (in classification problems) or continues values (regression
problems). Unlike supervised learning, in unsupervised learning, there is no corresponding
output for the input data. The goal of unsupervised learning is to draw inference and learn
the structure and patterns of the data. Cluster analysis is the most common example of
unsupervised learning. Semi-supervised learning is a category of machine learning which
falls between supervised and unsupervised learning. In semi-supervised learning techniques,
besides using labeled data, unlabeled is used the learning process.

2.2.0.1. Support Vector Machines Support Vector Machines (SVM), which is also known as
the maximum margin classifier, is undoubtedly one of the most popular machine learning
techniques. The idea of SVM is to maximize the distance (margin) between the decision
boundary (separating hyper-plane) and the closest samples of each class [7]. SVM can
handle linearly separable classes, however, kernel trick is used in order to deal with nonlinear classification. In this method, a kernel function is used to map the data points to a
higher dimension space in which they are linearly separable. Radial Basis Function (RBF),
Polynomial and Gaussian are examples of famous kernel functions.
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2.2.0.2. Decision tree and Random Forest Decision tree is an interpretable machine learning
model that classifies samples based on a series of decisions. Each decision splits the data
based on the most informative feature. Starting from the root of the tree and considering
all the features, this process is repeated until a user defined condition is met, for example,
the height of the tree exceeds or the number of sample per each node is below a predefined
threshold. Decision trees are prone to overfitting which can be avoided using techniques such
as pre-pruning and post-pruning [8]. Random forest is a popular machine learning method
that is considered as an ensemble of Decision Trees and helps to reduce the overfitting. In
a random forest, several trees are generated by randomly selecting samples and features for
each tree. After aggregating the predictions, the class label with the majority vote is used
as the final prediction by random forest.

2.2.1. Deep learning
Deep learning is a branch of machine learning which is inspired by information processing
in the human brain. A deep neural network (DNN) consists of one input layer, several hidden
layers, and one output layer. Hidden layers are responsible for extracting useful features from
the data. Each layer consists of several units/nodes called artificial neurons (Figure 2.4,
part A). The simplest type of deep neural network is a feed forward network in which the
nodes in each layer are connected to the nodes in the next layer. There is no cycle and
no connection between nodes in the same layer in a feedforward network and as the name
implies, information flows forward from the input layer to the output layer of the network.
Multi-layer-perceptron (MLP) is a specific type of feed-forward network in which each node
is connected to all the nodes in the next layer. Each node receives the input from nodes
in the previous layer, applies some linear and nonlinear transformations and transmits it to
the next layer. The information is propagated through the network over weighted links that
12

connect nodes of consecutive layers to each other. Activation of the node z at each layer can
be computed using the following equation:
m
X

az = σ(

wi xi + b)

(2.1)

i=1

In which w and x are the weights and values of the nodes in the previous layer which
are connected to node z respectively and σ is a nonlinear activation function. Nonlinear
activation functions are essential parts in a neural network which makes it capable of learning
nonlinear and complex functions. Sigmoid, tangent hyperbolic (tanh) and Rectified Linear
Unit (ReLU) are the most used activation functions in neural networks. Input data will be
passed through several nonlinear functions while flowing forward over the network. During
this process, the network learns complex nonlinear decision boundaries in cases that the data
are not linearly separable. The set of weights and biases of the network are known as its
parameters or degrees of freedom which should be optimized during the training process.
Training a neural network starts by assigning random parameters to the network. The input
data is propagated to the network by applying a nonlinear transformation using equation
2.1. The input of each intermediate layer of the network is the output of its previous
layer. Finally, the prediction error is calculated in the output layer by applying a loss
function to the predicted value and ground truth. Depending on the type of problem and
the output, appropriate loss functions should be considered. For example, Mean Squared
Error (MSE) and Mean Absolute Error (MAE) are well-known loss functions in regression
problems. Another example is the cross-entropy loss that is used for multi-class classification
problems. The error computed using the loss function is used to update the parameters of
the model in order to reduce the prediction error. The most famous algorithm for training
the neural networks is back-propagation. Back-propagation is based upon an optimization
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algorithm called stochastic gradient descent (SGD) which changes the values of network
parameters by computing the gradient of the loss function with respect to each parameter
using the chain rule. The value of each parameter is increased or decreased to reduce the
prediction error of the network. This process is repeated several times during the training
process until training loss becomes below a threshold or the maximum number of iterations
is reached. After the training process, the network is ready to use for predicting the output
of unseen data (test data).

Figure 2.4: Architecture of an artificial neuron (A) Example of a deep feed
forward network with two hidden layers (B)

2.2.1.1. Autoencoder Autoencoder is a specific type of feed forward neural network with
the goal of reconstructing the input data in the output as close as possible. An autoencoder
has the same number of nodes in the input and output layer and is comprised of one or
more hidden layers. In order to avoid the network to learn trivial functions such as identity
function, usually the size of hidden layers are considered smaller than the size of the input
(and output) layer. This forces the network to first compress the data into smaller latent
space (h = g(x)) which is called the encoding process. Next, in decoding process, the latent
14

representation h, which contains important patterns about the data, is used to reconstruct
the original input (x = f (h) = f (g(x))). The structure of an autoencoder is shown in
figure 2.5.
There are different variations of the classic autoencoder such as denoising autoencoder
and variational autoencoder. Denoising autoendoer corrupts the data purposely by randomly
turning some of the input values to zero. This process forces the network to learn more robust
features and avoids learning the identity function by trying to reconstruct the uncorrupted
version of the data. The idea of Variational Autoencoder (VAE) is quite different from
traditional and denoising autoencoders. VAE is a generative model that instead of mapping
the input data to a vector of latent space, maps it to a distribution (vectors of the mean
and standard deviation of the distribution). A variation of the input can be generated by
random sampling from the distribution learned in the latent space. Figure 2.5 shows the
structure of an autoencoder and variational autoencoder.

Figure 2.5: Structure of a classic autoencoder (A) and Variational autoencoder
(B).
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2.2.1.2. Convolutional Neural Network Convolutional Neural Network (CNN) is a popular
deep learning model in the computer vision area which is inspired by the visual cortex of
the human brain. CNN can extract high-level features in the last layers of the network by
using lower level features provided in earlier layers. For example, in face images, low-level
features are the edges that are extracted from earlier layers and high-level features are face
components that can be extracted by combining lower level features. CNN networks are
composed of three types of layers, the first type is convolution layer. The convolution layer
is responsible for performing the convolution operation which extracts the spatial features
from the input data. In the context of CNN networks, the convolution operation can be
simply considered as the elementwise dot product of two matrices. In the case of 2D images,
convolution is performed between a matrix called kernel (or filter) and a patch of an input
image. The kernel has the same number of dimensions but smaller size than the input image
which contains learnable parameters that should be optimized during the training process.
After convolving with a patch of input data, the kernel shifts to the next patch and performs
the same operation. The number of units shifted by the kernel is called stride which is a
hyperparameter of the convolutional layer. The extracted features by the convolutional layer
form another matrix called feature map, which is the input of the next layer called pooling.
The pooling layer is responsible for reducing the number of parameters of the network, which
in turn reduces the computation time as well as the chance of overfitting. Pooling operation
returns the maximum (max pooling) or average (average pooling) value from the part of
the image covered in the kernel. Finally, high level features extracted from the network are
flattened and fed to a fully connected layer for the classification.

2.2.1.3. Recurrent Neural Networks Recurrent Neural Networks (RNN) is a special type of
neural network that is designed for modeling sequence data by remembering past information.
16

Figure 2.6: Structure of a Convolutional Neural Network

Similar to feedforward networks, RNN consists of input, hidden and output layers, with the
difference that the hidden layer in RNN, receives its input from its previous layer at the
time step t as well as the values of the same hidden layer in the previous time step t − 1.
This property provides this type of network the ability to remember previous information
in a sequence, or in other words, provides a memory for the network. RNN includes three
categories for performing different sequence modeling tasks: one-to-many, many-to-one and
many-to-many. In the one-to-many category, the input is a non-sequence while the output
generates a sequence, like an image captioning task. In Many-to-one group, the input is
a sequence while the output is a non-sequence task, for example, classification of a text
review in sentiment analysis. Many-to-many includes the tasks in which both input and
output represent a sequence, such as translating a sentence from one language to another.
RNNs suffer from problems such as vanishing or exploding gradient which makes them
unable to handle long term dependencies. Vanishing gradient happens during the backpropagation process for training, depending on the activation function used in the network,
multiplication of continuous gradients may decrease or increase exponentially. In vanishing
gradient situations, gradients of earlier layers will get values close to zero, which doesn’t
allow them to contribute to the result. Figure 2.7 shows the structure of an RNN.
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Figure 2.7: Structure of a Recurrent Neural Network

2.2.2. Over-fitting in neural networks
Over-fitting is one of the major issues in machine learning that causes the model to fit
very well to the training data and noise and not be generalizable to unseen data. Over-fitting
can be prevented by using regularization methods. Regularization is a class of methods that
reduce the generalization error of a network by adding some modifications to the learning
process. Some of the most well-known regularization methods are as follows:

2.2.2.1. Data augmentation Large datasets are a must-have when it comes to training deep
neural networks in order to optimize the learning process. Data augmentation techniques
can generate artificial data using available training data. Augmenting data can be done in
an online or offline fashion. In the former case, new data is generated before the training
process is started and the model is trained using the pool of real and artificial data. This
method is preferred for small datasets. In the latter, new data is generated in each mini-batch
feeding to the network. This method is preferred for large datasets. Some of the popular
data augmentation methods include flipping, translation, cropping, adding Gaussian noise,
blurring, etc.
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2.2.2.2. L1/L2 regularization L1 and L2 regularization are one of the most popular regularization methods in which a regularization term is added to the loss function. L1 regularization
term is as follows:
m
λX
λ
||w||=
wj
2
2 j=1

(2.2)

m
λ
λX
||w||2 =
w2
2
2 j=1 j

(2.3)

and L2 regularization as follows:

Which λ is the regularization parameter. Adding these equations to the loss function penalized the value of network weights therefor leads it to a simpler model and voids the
overfitting.

2.2.2.3. Drop-out This technique ignores some of the units of the network (and their corresponding connections) randomly in the training process which as a result reduces the number
of parameters of the model.

2.3. Assessing the performance of the ML/DL models
One of the most important parts of designing a machine learning method is evaluating
the performance of the model on the test data and making sure that the model is not
suffering from either underfitting or overfitting. The common techniques for evaluating
machine learning methods are hold-out and K-fold cross-validation.
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2.3.1. Hold-out method
In this method, the dataset is split into two disjoint sets, a training set, and a test set.
The training set is used for training the model and evaluating the hyperparameters. After
the training process is completed, the model is evaluated on the holdout test set.

2.3.2. k-fold cross-validation
In k-fold cross-validation, the whole data is divided into k disjoint sets. In each iteration
k − 1 sets are used for training and the remaining set is used for evaluating the model. This
process is repeated k times and in each round, a different set is used as the test set while the
others are used as training. This ensures that the model is evaluated on the whole samples
of the dataset. At the end of this process, the performance of the model is considered as the
average performance in each iteration of k-fold cross-validation.
The following figures show the holdout and k-fold cross-validation process.

Figure 2.8: Hold-out paradigm vs k-fold cross-validation paradigm
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2.4. Model evaluation metrics
Performance of a machine learning model can be quantified by comparing the test result
(the label that model assigns to a test sample) with the ground truth status of the sample
(actual label). For example, in diagnosing disorders, the model predicts a test sample to
have the disorder (positive) or being healthy (negative) which divides the test population
into 4 subgroups as shown in the following table called confusion matrix:
Actual Values
(+)
(−)
(+)

TP FP

Predicted Values
(−)

FN TN

As can be observed from the confusion matrix, TP refers to the number of patients which
are correctly classified as patients by the model, TN refers to the number of healthy samples detected as healthy, FP refers to the number of healthy samples which are incorrectly
detected as patients and FN as the number of patients detected as healthy. Based on the
values of TP, TN, FP, and FN, the most popular measures for evaluating a classifier are
listed as follows.
Accuracy of a classifier is defined as the ratio of correctly classified samples and can be
computed using the following equation.

Accuracy =

TP + TN
TP + TN + FP + FN

(2.4)

Sensitivity of the model which is also known as recall, is defined as the proportion of
correctly classified patients and shows the ability of the model in classifying patients correctly.
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Sensitivity =

TP
TP + FN

(2.5)

Specificity of the model is defined as the proportion of correctly classified healthy subjects.

Specif icity =

TN
TN + FP

(2.6)

Positive Predictive Value, also known as precision, shows the probability that the subjects
have the disorder when the test results are positive:

P ositive predictive value =

TP
TP + FP

(2.7)

Negative Predictive Value shows the probability that the subjects are truly healthy when
the test results are negative:

N egative predictive value =

TN
TN + FN

(2.8)

Another useful tool for evaluating the performance of a classifier is Receiver Operating
Characteristic graph. This tool can be used along with the classifiers which can return
the probability of a sample belonging to class healthy or patient. For this type of classifiers,
the final decision is based on comparing this probability with a predefined cut-off threshold.
ROC curve plots the TPR (sensitivity) on the y-axis and FPR (1-specificity) on the xaxis by shifting the value of the threshold from 0 to 1. The area under this curve is called
(AUC) and shows the ability of the model in distinguishing between the class of healthy
and patients.
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CHAPTER 3
Similarity based classification of ADHD using singular value vecomposition

3.1. Introduction
In this chapter, we explain our proposed machine learning algorithm for classifying subjects with ADHD disorder from healthy subjects. We presented this algorithm in the 15th
ACM International Conference on Computing Frontiers (2018) [9].
ADHD is a prevalent disorder among children. It causes aggression, excitability, fidgeting, hyperactivity and many other symptoms. The cause of ADHD is still unknown and
in many cases, it continues to adulthood [10], [11]. Clinicians mostly use standard guidelines from the American Academy of Pediatrics or the American Psychiatric Association’s
Diagnostic and Statistical Manual (DSM) for diagnostic and treatment purposes. The diagnosis involves gathering information from several sources, including schools, caregivers,
and parents and is subject to the skill and experience of the caregiver. There is no known
quantitative diagnosis for ADHD. To this end, ADHD-200 Global Competition was held in
2011 with the goal of identifying ADHD bio-markers from brain imaging data [12]. The
goal of such a competition and the purpose of this study is to come up with quantitative techniques that will allow non-invasive diagnosis of ADHD. The data provided by the
competition consists of structural and functional magnetic resonance imaging (fMRI) data
collected from several brain imaging centers around the world. This dataset contains four
different groups of subjects: control (healthy), inattentive, hyperactive or combined. Given
the importance of this problem, many machine learning and deep learning algorithms have
been applied to classify the data into the four groups [13]. Colby et al. [14] used structural
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and functional data along with demographic information for ADHD classification. Kuang
et al. [15] applied fast Fourier transform to convert the fMRI data from the time domain
to frequency domain and then used Deep Belief Network to discriminate healthy controls
from ADHD subtypes. Deshpande et al. [16] used a fully connected cascade artificial neural
network which is a variation of multi layer perceptron networks on functional connectivity
between brain regions of subjects to discriminant healthy vs ADHD subjects and in another
experiment discriminating ADHD subtypes. In another attempt, Hao et al [17] first reduced
the dimensionality of fMRI data by applying deep belief network to detect regions which perform well in classification, then used Bayesian network to extract the relationship between
well performed brain areas and finally applied SVM classifier to predict subjects as control,
combined, inattentive or hyperactive. Qureshi et al. [18] selected 90 subjects (30 from each
of ADHD sub-group ADHD-1 and ADHD-3, and 30 from TDC) that match with age and
handedness. After calculating the global connectivity maps, they used the average of the
connectivity measure as feature and used a hierarchical extreme learning machine (H-ELM)
classifier. In our proposed study, we look at this problem as its original version by considering four classes and using all available subjects data. We only focus on using fMRI data
without demographic information. Our work is based on computing the similarity between
brains using Eigenvalues and Eigenvectors of their entire time series covariance matrix. To
the best of our knowledge, none of the existing approaches for this problem investigate the
use of Eigenvalues and Eigenvectors of the entire brain signals to discriminate ADHD from
healthy subjects. To compute the similarity between brain images based on Eigenvalue and
Eigenvectors, we used a measure called Eros which is weighted cosine similarity of pairs of
Eigenvectors based on their corresponding Eigenvalues. Using Eros as the similarity measure
between a pair of brain images, k-Nearest Neighbor is used for classification. In order to pick
the best value of k, we designed a model selection scheme that considers both sensitivity
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and specificity of the classification into account. Our experiments on three public datasets
show significant improvement in classification accuracy compared to the results released by
the ADHD-200 competition. This chapter is organized as follows: Section 3.2 describes multivariate time series and Eros similarity measure. Section 3.3 describes our model selection
scheme, section 3.4 describes the time complexity of the approach and section 3.5 shows the
results of experiments we performed on ADHD data.

3.2. Multivariate time series and Eros similarity measure
In this study, we used fMRI data in which a time series is extracted from each region of
the brain. These time series indicate the functional behavior of different regions over time.
Each sample of fMRI data is a multivariate time series (MTS) which can be stored in a
n × m matrix, where n and m correspond to the number of regions (variables) and length
of time series respectively. Correlation between different regions/voxels is a useful measure
for analyzing brain functional connectivities [19]. As confirmed by many experiments performed on fMRI data, this functional connectivity is an important factor for distinguishing
brain disorders [16], [20]. Therefore, it is important to consider algorithms that take the
functional correlations among these time series into account. Several distance measures such
as Euclidean Distance, Diffusion Time Warping, PCA similarity factor [21] and Extended
Ferobenius norm (Eros) [22] have been proposed to compute the similarity of two MTS items.
In this study, we investigate the application of Eros similarity measure to analyze the MTS
data from different brains.
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3.2.1. Extended Frobenius norm
Extended Frobenius norm (Eros), proposed by Yang and Shahabi [22], is a similarity
measure for multivariate time series datasets. Given two MTS items A and B with sizes
n × m1 and n × m2 , where n is the number of time series in each item and m1 and m2
are the length of time series, Eros first applies Singular Value Decomposition (SVD) to
the covariance matrix of each MTS item. Right eigenvector matrices VA = [a1 , a2 , ..., an ] and
VB = [b1 , b2 , ..., bn ] generated by SVD are used for similarity calculation. ai and bi correspond
to ith Eigenvectors which are column orthonormal vectors. Since SVD is applied to covariance
matrix, right Eigenvectors are equal to principal components of the data. Considering VA
and VB , the Eros similarity between A and B is defined as follows:

Eros(A, B, w) =

n
X

wi |< ai , bi > | =

i=1

n
X

wi |cosθi |

(3.1)

i=1

In this equation, < ai , bi > is the inner product of ith Eigenvectors of A and B, and W =
{w1 , w2 , ..., wn } is a weight vector computed based on aggregating Eigenvalues from the entire
MTS samples. Indeed, Eros computes a weighted sum of the cosine of the angles between
corresponding Eigenvectors. Figure 3.1 shows an example of two corresponding Eigenvectors
and angles between them. In order to compute the weights, first, Eigenvalues for each MTS
item are normalized by dividing each Eigenvalue to the sum of all Eigenvalues of that MTS
item. Then, wi is computed by applying an aggregate function (min, max or mean) to ith
Eigenvalues of all MTS items. wi s are then normalized by dividing their values to the sum of
all wi s. Algorithm 1 describes this process. In this study we used algorithm 1 for computing
the weigh vector and used mean as aggregating function f.
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Algorithm 1 function computeWeightRaw, Computing a weight vector w based on the
distribution of raw eigenvalues [22]
Input: an n × N matrix S, where n is the number of variables for the dataset and N is
the number of MTS items in the dataset. Each column vector si in S represents all the
eigenvalues for ith MTS item in the dataset. sij is a value at column i and row j in S. s∗i is
ith row in S. si∗ is ith column
1:
2:
3:
4:
5:
6:
7:
8:
9:

for i = 1 to N do
P
si ← si / nj=1 sij
end for
for i = 1 to n do
wi ← f (s∗i )
end for
for i = 1 to n do
P
wi ← wi / nj=1 wj
end for

Figure 3.1: Corresponding Eigenvectors of two MTS item and the angles between them.
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Algorithm 2 J-Eros
Input: Training set D_train, Test set D_test
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:

for i = 1 to 10 do
J-stats[i] = 0
end for
for k = 1 to 10 do
sensitivity = 0
specificity = 0
for iter = 1 to 10 do
[sens,spef] = 4-fold-cross-validation(D_train)
sensitivity = sensitivity + sens
specificity = specificity + spef
if sens = 0 or spef = 0 then
J-stats[k] = −∞
break
end if
end for
sensitivity = sensitivity/10
specificity = specificity/10
J-stats[k] = sensitivity + specificity - 1
end for
k-optimal = argmaxk (J-stats)
Perform k-Nearest Neighbors classification with k-optimal on D_test
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3.3. Model selection for finding optimum k in k-Nearest-Neighbor
As suggested by [22], we used the k-Nearest-Neighbor (k-NN) for the classification of
fMRI samples based on Eros as the similarity measure between two MTS items. k-NN
classifies a test sample based on majority votes of k neighbors having the smallest distance
with it [23]. The only parameter of k-NN that should be taken into account is k or the number
of nearest neighbors. The optimum value of k is not known beforehand, so we performed
4-fold cross-validation for each value of k in range 1 to 10. Our experiments showed that
values of k greater than 10 do not improve accuracy. In order to evaluate each value of k,
we used a measure called J-statistics. J-statistics is defined as follows:

J = sensitivity + specif icity − 1

(3.2)

In this equation, sensitivity is defined as the proportion of ADHD subjects which are correctly
classified as ADHD regardless of subtype (True Positive rate) and specificity is defined as
the proportion of subjects which are correctly classified as healthy subjects (True Negatives
rate). We used J-statistics because it considers both sensitivity and specificity into account.
Since some of the ADHD datasets are imbalanced and contain more healthy subjects than
ADHD subjects, considering other evaluation metrics like accuracy instead of J-statistics
results in selecting a value for k in which k-NN classifies most or all of the test subjects as
healthy. Even though this increases the overall accuracy, sensitivity of classification will be
very poor. Algorithm 2 shows our model selection scheme. We repeated the 4-fold-crossvalidation on training set 10 times for each value of k between 1 to 10 and measured the
J-statistic for each k (lines 4 to 19). If k results in sensitivity or specificity equal to 0, that
value for k is ignored (lines 11 to 14). Finally, the value of k with the best J-statistic is
selected and used for performing k-NN on the test set (line 20, 21).
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Figure 3.2: Work flow of J-Eros for classifying ADHD disorder. In part A,
time series are extracted from brain regions, stored in n × m matrices and
Eigenvalues and Eigenvectors of the covariance matrix of each time series
matrix is calculated. In part B, 4-fold-cross-validation is performed in which
k-NN using Eros as similarity measure is performed and average sensitivity and
specificity of classifying test sub-samples are used for computing J-statistics.
The k which results in the highest J-statistics is picked as optimum k. In part
C, using the optimum value of k computed in part B, k-NN is performed on
the test set.
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3.4. Time complexity of J-Eros
Now we analyze the time complexity of the J-Eros step by step based on the following
the setting:
Given N MTS items, assume n is the number of time series (Number of regions of the brain)
and t is the maximum length of time series among all MTS items (length of time series could
be different among different MTS items)

3.4.1. Eigendecomposition of covariance matrix
Time complexities of computing covariance matrix and applying Eigendecomposition to
it are O(n2 t) and O(n3 ) respectively. Performing these two steps for all MTS items takes
O(N n2 t + N n3 ) time.

3.4.2. Computing weight vector W
The first step of algorithm 2 is normalizing Eigenvalues of all MTS items which has time
complexity O(nN ). Algorithm 1 contains normalizing ith Eigenvalue over all MTS items and
then normalizing resulting n Eigenvalues which gives us time complexity of O(nN ). So the
total time complexity of computing weight vector W is O(nN ).

3.4.3. Computing Eros similarity between two MTS items
The cosine of the angles between two Eigenvectors a and b of size n can be calculated
by computing inner product of a and b which has time complexity of O(n). Since Eros
computes the weighted sum of cos(θ) for each pair of corresponding Eigenvectors, its time
complexity is equal to O(n2 ).
Since in k-NN similarities between one test item and all training items are computed, finding
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k nearest neighbors of a test sample takes O(N n2 ).
Based on A, B, and C, the time complexity of finding k nearest neighbors of a test subject
is O(N n2 t + N n3 + nN + N n2 ) = O(N n2 t + N n3 ).
Algorithm 2 performs 4-fold cross-validation by applying k-NN repeatedly for each training and testing subsamples. Since the size of training and testing subsamples is 3N/4 and
N/4, the time complexity of the entire k-fold cross-validation will be O(N 2 n2 t + N 2 n3 ).
Values 10 and 4 regarding repetition number and fold number are considered as constant
factors and are omitted from time complexity.

3.5. Experiments and results

3.5.1. System specification
We ran our proposed algorithm on a Linux server with Ubuntu Operating System version
14.04. This server includes two Intel Xeon E5 2620 processors with clock speed 2.4 GHz, 48
GBs RAM. We used Python 3.5 to conduct our experiments.

3.5.2. Datasets
We used preprocessed fMRI data provided by ADHD-200 global competition database
for our experiments 1 . The preprocessing steps include head motion correction, slice timing
correction, spatial smoothing, frame-wise displacement adjustment, etc., performed by Neuro
Bureau using the "athena" pipeline. All subjects in datasets that we used are scanned on
three Tesla scanners with TR = 2500/2000 ms, flip angle = 75/90 degrees, echo time (TE)
= 30/15 ms, filtered using a bandpass filter (0.009 Hz < f < 0.08 Hz). The data is acquired
1

https://www.nitrc.org/plugins/mwiki/index.php/neurobureau:AthenaPipeline
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from eight sites worldwide. We picked three datasets for our experiments: KKI, NYU, and
OHSU. The details about these three datasets are shown in table 3.1 and table 3.2.
Table 3.1: Class membership information of training data

control

combined

inattentive

hyperactive

KKI

61

16

5

1

OHSU

42

23

12

2

NYU

98

73

43

2

Table 3.2: Class membership information of test data

control

combined

inattentive

hyperactive

KKI

8

3

0

0

OHSU

28

4

1

1

NYU

12

22

7

0

The fMRI data we used for this study is divided into 190 regions using spatially constraint spectral clustering algorithm [24]. Each region contains voxels that are functionally
homogeneous and the average time series of all voxels in each region is considered as time
series of that region. We removed the first ten volume of each fMRI subject and did not
apply further preprocessing to the data. Since data centers used different scanners, scanning
and data acquisition parameters (Some of them collected brain imaging data while subject’s
eyes were closed, and subject’s eyes were opened in other centers) [25], we decided to perform
classification on the training set and test set of each data center separately as opposed to
combining all training sets.
We compared our proposed approach with the approach proposed by Colby et al. [14]. (combined modality) and results released by ADHD-200 competition. Algorithm 2 is applied to
each training set and prediction accuracy on test set is computed. Prediction accuracy of
classification is the fraction of subjects that are correctly classified as control, combined,
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inattentive and hyperactive. Figure 3.3 shows the achieved accuracies for all three datasets
considered in this study. Our proposed technique significantly improved prediction accuracy
on KKI dataset. It also showed better performance for NYU (its worth mentioning that
accuracy of NYU dataset achieved lowest accuracy among all other datasets in ADHD-200
competition). Prediction of OHSU is almost similar to the competition result. Table 3.3
shows the sensitivity and specificity of test sets. For all three datasets, we achieved higher
sensitivity than Colby’s approach. Prediction accuracy of Colby’s approach is higher than
ours for OHSU, but as can be seen in table 3.3, their sensitivity is equal to 0.

Accuracy (percent)

80

81
76

73
70
60

61

64 65
53

50
40

35.1937

30
KKI
J-Eros

OHSU

ADHD-200 competition

NYU
Colby et al. [14]

Figure 3.3: J-Eros achieved more accuracy than the best result in ADHD-200
competition and Colby et al for KKI and NYU. It has almost similar accuracy
to competition result and less accuracy than Colby et al for OHSU. Although
Colby’s approach has more accuracy, its sensitivity is equal to zero.

We also performed another experiment to see the effect of J-statistics for selecting the
optimum value of k. In this experiment, we compared the prediction accuracy obtained
by using J-statistics with other metrics like sensitivity and specificity. For each metric
algorithm 2 is run and line 18 is changed based on each metric in use. Prediction accuracies
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Table 3.3: Comparison of sensitivity and specificity on test set.

Approach

Sensitivity
proposed Colby et al [14]

Specificity
proposed Colby et al [14]

KKI

66

0

87

100

NYU

55

34

83

58

OHSU

66

0

71

93

corresponding to each metric is shown in Figure 3.4 Accuracy of KKI is the same when each
of these metrics is used. NYU has lower accuracy when either sensitivity or specificity is
used. OHSU has the same accuracy when sensitivity is used. Regarding specificity, it has
higher accuracy but in this case sensitivity of test set is equal to 0. This shows that using
J-statistic which considers both sensitivity and specificity into account works better than
considering each of them separately.

Accuracy (percent)

80

81 81 81
73

70

64

64

60
53
50
39

40

36

30
KKI
J-statistics

OHSU
Specificity

NYU
Sensitivity

Figure 3.4: Comparison of prediction accuracy considering J-statistics, sensitivity, and specificity for picking the best value of k.

We also measured the running time of our proposed technique. KKI and OHSU run in
about 5 minutes while NYU needs 30 minutes. The larger time needed by NYU is due to
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the fact that it has more subjects rather than KKI and OHSU, and as explained in section
3.4, the number of subjects in training set has a quadratic effect on time complexity. No
other methods have reported the wall clock run time for their proposed methods.
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CHAPTER 4
Deep learning based techniques for diagnosing Autism Spectrum Disorder

4.1. Introduction
In this chapter, we explain our proposed algorithms for classifying subjects with ASD
disorder from healthy subjects. We proposed two algorithms called Auto-ASD-Network and
ASD-DiagNet.
Detecting ASD using fMRI data has recently gained a lot of attention, thanks to Autism
Brain Imaging Data Exchange (ABIDE) initiative for providing functional and structural
brain imaging datasets collected from several brain imaging centers around the world [26].
Many studies and methods have been developed based on ABIDE data [27]–[31]. Some studies included a subset of this dataset based on specific demographic information to analyze
their proposed method. For example, [28] used a probabilistic neural network for classifying
resting state fMRI (rs-fMRI) data of subjects under 20 years old. In another work, [32] used
two sets of rs-fMRI data, one containing 118 male individuals (59 ASD; 59 TD) and the other
containing 178 age and IQ matched individuals (89 ASD; 89 TD) from ABIDE dataset and
achieved 76.67% accuracy. Besides using fMRI data, some studies also included structural
and demographic information of subjects for diagnosing ASD. For example, [33] proposed a
framework based on Graph Convolutional Networks that achieved 70.4% accuracy. In their
work, they represented the population as a graph in which nodes are defined based on imaging features and phenotypic information describe the edge weights. In another study, [34]
proposed a new algorithm which combines structural and functional features from MRI and
fMRI data and got 64.3% accuracy by using 1111 total healthy and ASD subjects. [35]
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obtained 60% accuracy on a group of 964 healthy and ASD subjects using the functional
connectivity between 7266 regions and demographic information like age, gender, and handedness attributes. In another study, [36] tested the performance of different machine learning
methods on demographic information provided by the ABIDE dataset including age, gender,
handedness, and three individual measures of IQ.
Machine learning techniques such as Support Vector Machines (SVM) and random forests
are explored in multiple studies [30], [37]–[40]. For instance, [29] investigated the effect of
different frequency bands for constructing brain functional network, and obtained 79.17% accuracy using SVM technique applied to 112 ASD and 128 healthy control subjects. Recently,
using neural networks and deep learning methods such as autoencoders, Deep Neural Network (DNN), Long Short Term Memory (LSTM) and Convolutional Neural Network (CNN)
have also become very popular for diagnosing ASD [41]–[46]. [43] obtained 68.7% classification accuracy on 1013 subjects composed of 539 healthy control and 474 with ASD, by
proposing an element-wise layer for deep neural networks which incorporated the data-driven
structural priors.
Most recently, [27] used a deep learning based approach and achieved 70% accuracy for
classifying 1035 subjects (505 ASD and 530 controls). They claimed this approach improved
the state of the art technique. In their technique, distinct pairwise Pearson’s correlation
coefficients were considered as features. Two stacked denoising autoencoders were first pretrained in order to extract lower dimensional data. After training autoencoders, their weights
were applied to a multi-layer perceptron classifier (fine-tuning process) which was used for
the final classification. However, they also performed classification for each of the 17 sites
included in the ABIDE dataset separately, and the average accuracy is reported as 52%. The
low performance on individual sites was justified to be due to the lack of enough training
samples for intra-site training. Generally, most related studies for ASD diagnosis using
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Table 4.1: Class membership information of ABIDE-I dataset for each individual site
Site
Caltech CMU KKI Leuven MaxMun NYU OHSU OLIN PITT SBL SDSU Stanford Trinity UCLA UM USM Yale
ASD
19
14
20
29
24
75
12
19
29
15
14
19
22
54
66 46
28
Healthy control
18
13
28
34
28
100
14
15
27
15
22
20
25
44
74 25
28
Male count
29
21
36
55
48
139
26
26
29
48
30
29
47
86 113 71
40
Female count
8
6
12
8
4
36
0
0
5
8
0
20
0
12
27
0
16
Average Age
28
26
10
17
26
15
10
16
18
34
14
9
17
12
14 22
12

machine learning techniques have only considered a subset of ABIDE dataset, or they have
incorporated other information besides fMRI data in their model. There are few studies such
as [27], which only used fMRI data without any assumption on demographic information
and analyzed all the 1035 subjects in ABIDE dataset. To the best of our knowledge [27] is
currently state of the art technique for ASD diagnosis on the whole ABIDE dataset, which
we use as the baseline for evaluating our proposed method.
Although employing other types of information like anatomical features and demographic
attributes of subjects could provide more knowledge to the model and may increase its
accuracy, the goal of our study is to merely design a quantitative model for ASD diagnosis
based on the functional data of the brain. This model can be used in conjunction with other
tools assisting clinicians to diagnose ASD with more precision.
In this study, we used the preprocessed ABIDE-I dataset that is provided by the ABIDE
initiative. This dataset consists of 1112 rs-fMRI data including ASD and healthy subjects
collected from 17 different sites. We used fMRI data of the same group of subjects which
was used in [27]. This set consists of 505 subjects with ASD and 530 healthy control from
all the 17 sites. Table 4.1 shows the class membership information for each site. ABIDE-I
provided the average time series extracted from seven sets of regions of interest (ROIs) based
on seven different atlases that are preprocessed using four different pipelines. The data used
in our experiments is preprocessed using C-PAC pipeline [26] and is parcellated into 200
functionally homogeneous regions generated using spatially constrained spectral clustering
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algorithm [24] (CC-200). The preprocessing steps include slice time correction, motion correction, nuisance signal removal, low frequency drifts, and voxel intensity normalization. It
is worth mentioning that each site used different parameters and protocols for scanning the
data. Parameters like repetition time (TR), echo time (TE), number of voxels, number of
volumes, openness or closeness of the eyes while scanning are different among sites.

4.2. Data augmentation using SMOTE algorithm
Machine learning and especially deep learning techniques can be advantageous if they are
provided with enough training data. Insufficient data causes overfitting and non-generalizability
of the model [47]. Large training sets are not always available and collecting new data might
be costly like in the medical imaging field. In these situations, data augmentation techniques
can be used for generating synthetic data using the available training set [48]–[52]. There
are a few data augmentation methods proposed for different applications, such as random
translation/rotation/cropping (for image data), adding random noise to the features (for the
general type of data), extracting overlapping windows from the original time series (for time
series data), as well as more sophisticated methods such as Generative Adversarial Networks.
However, these methods are not either applicable to our data due to the structure of our features, not interpretable, or they may be computationally more intensive than our proposed
method.
The data augmentation technique that we propose in this study is inspired by Synthetic
Minority Over-sampling Technique (SMOTE) [53]. SMOTE is an effective model that is used
for oversampling the data in the minority class of imbalanced datasets. SMOTE generates
synthetic data in feature space by using the nearest neighbors of a sample. After k-nearest
neighbors of sample p are found ({q1 , q2 , ..., qk }), a random neighbor is selected (qr ) and the
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synthetic feature vector is computed using the following equation:

p0 = α × p + (1 − α) × qr

(4.1)

In this equation, α is a random number selected uniformly in the range [0, 1]. Finding the
nearest neighbors of a sample is based on a distance or similarity metric. We use this method
to generate one synthetic sample per each sample in the class of ASD and healthy which
results in doubling the size of the whole dataset.

4.3. Auto-ASD-Network: A technique based on deep learning and support
vector machines for diagnosing Autism Spectrum disorder using fMRI data
We presented this algorithm in the 10th ACM International Conference on Bioinformatics, Computational Biology and Health Informatics (2019) [54].
Auto-ASD-Network consists of a multilayer perceptron with two hidden layers (figure 4.2
part D). The input layer of the network receives the pairwise Pearson’s correlation coefficients of all regions in the brain (functional connectives). Since Pearson’s correlation have
N (N − 1)
distinct
a symmetric property, instead of using N 2 pairwise correlations, we use
2
correlations extracted from upper triangle (or lower triangle) part of the correlation matrix
and avoid redundant values in which N refers to the number of brain regions. Since the
fMRI data that we use is parcellated to 200 regions, each feature vector contains 19900
200 × 199
(
) distinct pairwise correlation coefficients.
2
Assuming xi is the input of layer i, Wi is the vector of weights connecting the nodes in
layer i to to the nodes in layer i + 1 and bi as bias value of that layer, layer i + 1 is activated
using the following equation:
zi+1 = f (Wi xi + bi )
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(4.2)

In which f is the rectifier activation function (ReLU) defined as:

f (x) = x+ = max(0, x)

(4.3)

Softmax function is finally applied to the final output layer, which determines the probability that the input feature vector corresponds to each class. Softmax function is computed
using the following equation.
ezi
zi = Pk
j=1

ezj

(4.4)

In which zi corresponds to the activation of node i. Since in our problem there are two
classes (associated with ASD and Healthy groups), the value of k in equation 4.4 is equal
to 2. The node with the highest probability determines the class. The classification loss is
then computed using negative log likelihood function as Li = −log(pi ), in which pi is the
probability of correct class computed using the softmax function. The value of the loss is
used to optimize the parameters of the network using the backpropagation algorithm.
As explained in section 4.2, we use SMOTE for generating artificial samples for each class.
Since the size of the feature vector for each sample is very large (19900 correlation coefficients
as samples), using similarity measures such as Euclidean distance for finding the k-nearest
neighbors is not efficient. Hence, instead of finding the nearest neighbors of each sample, we
picked a random sample from the same class and performed the linear interpolation between
them.

4.3.1. Hyperparameter tuning using ATM
Hidden layers in a deep neural network are known for learning complex features from the
input data. The final layer of the network receives these extracted features from previous
layers and performs the classification. We hypothesized that using these features combining
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with other classification methods such as SVM could result in high accuracy since SVM is
known as a very effective method in fMRI classification. In this way, we combine the power
of deep learning for extracting features and benefit from the well known SVM method. SVM
classifier has a different set of hyperparameters, for example, the penalty parameter, kernel
function and parameters related to specific kernels such as the degree of the polynomial in
the polynomial kernel function. In order to find the optimal hyperparameters for SVM, we
used a tool called Auto-Tuned Models (ATM) [55]. ATM is a scalable multi-method and
self optimizing tool which automates and optimizes the hyperparameter tuning process of
machine learning algorithms. ATM implements a parameter-search algorithm by partitioning
the hyperparameter space using a conditional-parameter tree (CPT). Each branch of the
CPT corresponds to fixed hyperpartitions. An example of CPT for SVM classifier is shown
in figure 4.1. After building the CPT, ATM performs parameter search in two steps. In
the first step, the hyperpartitions are selected based on multi-armed bandit. Then, the
hyperparameters within each partition are tuned based on the Gaussian Process technique.
ATM provides different options for tuning hyperpartitions (uniform, multi-armed bandit,
hierarchical multi-armed bandit, etc.) and hyperparameters (uniform, Gaussian Process,
etc.) ATM provides a parameter called budget for resource allocation. It could be defined as

Figure 4.1: Example of CPT for SVM classifier
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either the total computation time or the total number of classifiers to try. For this study, we
set the budget to 50 classifiers. After hyperparameter tuning by ATM is finished, we use the
top 10 classifiers with the highest Cross-Validation accuracy on training set as the candidate
classifiers and perform the ensemble classification with a voting mechanism to predict the
label of each test sample.

4.3.2. Classification performance
In order to measure the classification performance of our proposed method, we performed
5-fold Cross-validation and compared the average accuracy, sensitivity, and specificity of each
method. We used 4 datasets from the ABIDE-I repository for conducting our experiments:
UCLA, NYU, OHSU, and USM.

4.3.3. List of methods
For all methods listed in this section, the feature vector of each sample is the set of
Pearson’s correlation coefficients between the time series of each pair of brain regions. Since
the fMRI data that we use is parcellated to 200 regions, each feature vector contains 19900
200 × 199
(
) distinct pairwise correlation coefficients. The methods that are evaluated for
2
ASD classification are as follows: Method 1: Ref. [27]
In this method, first, two denoising autoencoders extract a lower dimensional representation
from the input data. Then, the weights of the autoencoders are used as initial weights of an
MLP. This MLP is trained on the input data and is used for the final classification.
Method 2: SVM
SVM is used as the first baseline classifier which is trained on the original input data (19900
pairwise correlation coefficients).
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Method 3: SVM-ATM
SVM is used as the classifier which is trained on the original input data. SVM hyperparameters are tuned using the ATM technique.
Method 4: MLP
MLP is used as the second base classifier which is trained on original input data.
Method 5: MLP-DA
MLP is used as the second baseline classifier which is trained on original data as well as
artificial data generated using SMOTE algorithm.
Method 6: MLP-SVM-ATM
Similar to methods 1 and 2, however, the input data to SVM are features that are extracted
from the hidden layer of MLP. In this case, MLP is trained by using only original data and
no data augmentation is performed. Parameters of SVM are optimized using ATM.
Method 7: Auto-ASD-Network
Similar to method 6, SVM is used as the final classifier which receives its input from the
last hidden layer of the MLP, with the addition of the data augmentation using SMOTE for
training the MLP. Parameters of SVM are optimized using ATM.
All the experiments reported in this section are performed on a Linux system containing
two Intel Xeon E5-2620 Processors at 2.4 GHz and total 48 GBs of RAM. The system
contains an NVIDIA Tesla K-40c GPU with 2880 CUDA cores and 12 GBs of RAM. CUDA
version 8 and PyTorch library were used for performing the experiments.

4.3.4. Evaluating the effect of ATM
In the first experiment, we evaluated the effect of hyperparameter tuning using ATM.
Table 4.2 shows the classification performance of SVM with and without hyperparameter
tuning (SVM and SVM-ATM). According to the results in Table 4.2, ATM significantly
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Table 4.2: Performance comparison of traditional SVM and SVM optimized
using ATM (SVM-ATM)

Site
Method Accuracy Sensitivity Specificity
OHSU
SVM
54
0
100
SVM-ATM
72.3
56.6
83.3
NYU
SVM
57.1
0
100
SVM-ATM
69.1
53.3
81
USM
SVM
64.7
100
0
SVM-ATM
69.6
84.3
42
UCLA
SVM
55.1
100
0
SVM-ATM
72.2
83.8
57
improves the performance of the SVM classifier. Without tuning hyperparameters, for all
datasets either sensitivity or specificity is equal to zero, which means that all test subjects
are classified either as healthy or ASD.

4.3.5. Evaluating the effect of data augmentation
In this experiment, we examined the performance of the deep neural network as a classifier, with and without performing data augmentation (i.e. MLP and MLP-DA). We also
measured the performance of hyperparameter tuned SVM trained using the features extracted from MLP (i.e. MLP-SVM-ATM and Auto-ASD-Network). The results are shown
in Table 4.3.
As the results imply, data augmentation improves the performance of MLP classifier
by increasing classification accuracy. Data augmentation also helps the network to provide better features for SVM classifier, as the performance of Auto-ASD-Network is better
than MLP-SVM-ATM. Overall, among the 4 datasets that we used, Auto-ASD-Network outperforms other methods as it shows almost equal or higher accuracy. For OHSU dataset,
Auto-ASD-Network significantly outperforms all other methods and achieves 80% accuracy.
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Table 4.3: Performance comparison of different methods with and without
data augmentation

Site
OHSU

Method
Accuracy Sensitivity Specificity
Ref. [27]
74
66.6
86.6
MLP
64
62.5
61.6
MLP-DA
74.3
74.1
70.8
MLP-SVM-ATM
78
67.3
84.6
Auto-ASD-Network
80
73
83
NYU
Ref. [27]
64.5
78
46
MLP
68.5
44
87
MLP-DA
70
65.1
71.5
MLP-SVM-ATM
69.7
57.3
79
Auto-ASD-Network
70
57.9
79.2
USM
Ref. [27]
62
20
84
MLP
64
100
0
MLP-DA
70
70
53.7
MLP-SVM-ATM
72.3
85
42
Auto-ASD-Network
72.4
87.3
45
UCLA
Ref. [27]
57.7
58
57.4
MLP
71.9
76.7
64.8
MLP-DA
72.7
77.6
65.2
MLP-SVM-ATM
70.6
75.6
63.6
Auto-ASD-Network
72.2
82.3
59.8
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4.3.6. Running Time

Table 4.4: Running time of each method

Method
Running time
Ref [27]
7 min
SVM
4 sec
SVM-ATM
11.25 min
MLP
2.5 min
MLP-DA
4.8 min
MLP-SVM-ATM
5.3 min
Auto-ASD-Network
7.6 min
We measured the running time of different methods on UCLA dataset which is shown in
Table 4.4. Among all methods, SVM with no hyperparameter tuning has the fastest running
time but the worst performance. Using ATM for optimizing SVM hyperparameters trained
on original feature vectors (19900 pairwise correlations) is the most time-consuming method
since ATM needs to train the SVM several times with a large number of features. Data
augmentation almost doubles the running time due to the increasing number of training
samples.

4.4. ASD-DiagNet: A hybrid learning approach for detection of Autism
Spectrum Disorder using fMRI data
We presented this algorithm in journal of Frontiers in Neuroinformatics (2019) [56].
Similar to Auto-ASD-Network, functional connectivities between brain regions which are
computed using Pearson’s correlation are considered as the features in ASD-DiagNet method.
One important aspect that we targeted in this study is the running time of the model.
Unfortunately, the running time required for training the model or analyzing the data is
not discussed in most of the research papers mentioned in this chapter. Achieving high
diagnostic accuracy in a shorter amount of time would be more desirable in clinical studies.
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Deep learning models are time consuming techniques due to the huge number of parameters
that should be optimized. Although utilizing GPUs has reduced the running time needed
for training the models tremendously, it still depends on the architecture of the model and
size of the data.
In this method, we use a two-stage feature selection feature extraction method for reducing the size of the feature vector. We start by selecting half of the correlations comprising
1/4 largest and 1/4 smallest values and eliminated the rest. To do so, we first compute
the average of correlations among all subjects in the training set and then pick the indices
of the largest positive and negative values from averaged correlation array. We then pick
the correlations at those indices from each sample as our feature vector. Keeping half of the
correlations and eliminating the rest reduces the size of input features by a factor of 2. There
is no limitation of the number of high- and anti-correlations that should be kept. Removing
more features results in higher computational efficiency as well as reducing the chance of
overfitting, however removing too many features can also cause losing important patterns.
In order to further reduce the size of features, we used an autoencoder to extract a lower
dimensional feature representation. An autoencoder is a type of feed-forward neural network
model, which first encodes its input x to a lower dimensional representation,

henc = φenc (x) = τ (Wenc x + benc )

(4.5)

where τ is the hyperbolic tangent activation function (T anh), and Wenc and benc represent
the weight matrix and the bias for the encoder. Then, the decoder reconstructs the original
input data
x0 = φdec (henc ) = Wdec henc + bdec

(4.6)

where Wdec and bdec are the weight matrix and bias for the decoder. In this work, we have
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>
. An autoencoder
designed an autoencoder with tied weights, which means Wdec = Wenc

can be trained to minimize its reconstruction error, computed as the Mean Squared Error
(MSE) between x and its reconstruction, x0 . The choice of using autoencoder instead of
other feature extraction techniques like PCA is its ability to reduce the dimensionality of
features in a non-linear way. The structure of an autoencoder is shown in figure 4.3. The
lower dimensional data generated during the encoding process contains useful patterns from
the original input data with smaller size, and can be used as new features for classification.
For the classification task, we used a single layer perceptron (SLP) which uses the bottleneck
layer of the autoencoder, henc , as input, and computes the probability of a sample belonging
to the ASD patient class using a sigmoid activation function, σ,
f (x) = σ (Wslp henc + bslp )

(4.7)

= σ (Wslp τ (Wenc x + benc ) + bslp )
where Wslp and bslp are the weight matrix and the bias for the SLP network. The SLP
network can be trained by minimizing the Binary Cross Entropy loss, H, using the groundtruth class label, y, and the estimated ASD probability for each sample, f (x):

H(y, f (x)) = − (y × f (x) + (1 − y) × (1 − f (x)))

(4.8)

Finally, the predicted class label is determined by thresholding the estimated probability

ŷ =





1,

if f (x) ≥ 0.5,




0,

otherwise.

(4.9)

Typically, an autoencoder is fully trained such that its reconstruction error is minimized,
then, the features from the bottleneck layer, henc , are used as input for training the SLP
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classifier, separately. In contrast, here, we train the autoencoder and the SLP classifier
simultaneously. This can potentially result in obtaining low dimensional features that have
two properties
1. useful for reconstructing the original data,
2. contain discriminatory information for the classification task.
This is accomplished by adding the two loss functions, i.e. MSE loss for reconstruction,
and Binary Cross Entropy for the classification task, and training both networks jointly.
After the joint training process is completed, we further fine-tune the SLP network for a few
additional epochs, while parameters of the autoencoder are frozen.
Similar to Auto-ASD-Network, we used the data augmentation method introduced in
section 4.2 for increasing the number of samples. In order to compute the nearest neighbors
of the sample for performing linear interpolation, we used EROS as the similarity measure
of two samples. The dimension of each sample’s covariance matrix is m × m, where m is
the number of brain regions. The covariance matrix of each subject is pre-computed in the
beginning and is re-used when the sample is selected as a candidate. In order to further
reduce the time needed for computing the pairwise similarities, we considered using the
first two eigenvectors of each sample. Our experiments showed that this simplification does
not affect the results while reducing the running time significantly compared to using all
eigenvectors and eigenvalues.

4.4.1. Experiments and results
For all the experiments reported in this section, we used a Linux server running Ubuntu
Operating System. The server contains two Intel Xeon E5-2620 Processors at 2.40 GHz with
a total 48 GBs of RAM. The system contains an NVIDIA Tesla K-40c GPU with 2880 CUDA
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cores and 12 GBs of RAM. CUDA version 8 and PyTorch library were used for conducting
the experiments.
We evaluated ASD-DiagNet model in two phases by performing k-fold cross-validation.
In the first phase, the model was evaluated using the whole 1035 subjects from all sites and
in the second phase, the model was evaluated for each site separately. As stated earlier,
data centers may have used different experimental parameters for scanning fMRI images, so
considering all of them in the same pool determines how our model generalizes to data with
heterogeneous scanning parameters. On the other hand, by considering each data center
separately, fewer subjects are available for training the model and the results indicate how
it performs on small datasets. In each of these experiments, the effect of data augmentation
is evaluated.
The value of k in k-fold cross-validation must be chosen such that train/test partitions
are representative of the whole dataset. Since the whole dataset contains a lot more samples
than each individual site, using a large value of k like 10 in k-fold cross-validation provides
more samples in the training process. This helps the model to capture more information from
the data while leaving enough test samples to measure the ability of the model in classifying
unseen data. On the other hand, we are dealing with a small number of samples in some
of the sites, for example, CMU which only contains 27 samples. Hence performing k-fold
cross-validation with large values of k like 10 results in only 2-3 samples in the test set and
increases the variance of cross-validation estimation, so we chose k = 5 when analyzing each
site separately. Other studies such as [27] used the same values of k for performing k-fold
cross-validation.
We report the accuracy, sensitivity, and specificity of different methods for evaluating
their classification performance. Accuracy measures the proportion of correctly classified
subjects (actual ASD classified as ASD and actual healthy classified as healthy). Sensitivity
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represents the proportion of actual ASD subjects that are correctly classified as ASD and
specificity measures the proportion of actual healthy subjects that are classified as healthy.
We also compared the performance of each model’s diagnostic test by their Receiver Operating Characteristic (ROC) curves. The area under ROC curves (AUC) shows the capability
of the model for distinguishing between ASD and healthy subjects based on different thresholds. The higher AUC value indicates that the model is better in distinguishing between
ASD and healthy subjects. We compared the performance of ASD-DiagNet with three other
baselines: SVM, random forest and the method proposed by [27]. Hyperparameter tuning
for SVM and random forest classifiers are performed by the grid search technique. Hyperparameters such as kernel type, regularization constant (C), kernel coefficient (γ) for SVM,
and the number of trees as well as the function to measure the quality of a split for random
forest are tuned using grid search. SVM and random forest were trained using 19900 pairwise
Pearson’s correlations for each subject. The implementations of the grid search, SVM, and
random forest are carried out using the built-in functions provided by scikit-learn library. In
order to speed up the grid search, it is parallelized on 10 cores. The following subsections
explain each experiment in more detail.

4.4.1.1. Phase 1: Experiments using the whole dataset In this phase, we performed 10fold cross-validation on the whole 1035 subjects using CC-200 atlas. Table 4.5 compares
accuracy, sensitivity, and specificity of our approach with [27], random forest, and SVM.
As the results show, ASD-DiagNet achieves 70.3% which outperforms other methods.1 The
proposed data augmentation helps to improve the results by around 1%. Based on figure 4.6,
1

We like to mention that Heinsfeild et al. [27] reported 70% accuracy in their paper, however, the accuracy
we reported here is the result of running their method on our system using their default parameters and the
code they provided online. The different results observed here could be due to some missing details in the
implementation.
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ASD-DiagNet (with and without data augmentation) achieved higher area under comparing
to other methods.
Table 4.5: Classification performance using 10-fold cross-validation on the
whole dataset; Note that our proposed approach, ASD-DiagNet (with data
augmentation) achieves the highest accuracy among other methods.

Method
Accuracy Sensitivity Specificity
ASD-DiagNet
70.3
68.3
72.2
ASD-DiagNet (no aug.)
69.4
69.6
69.2
SVM
68.3
64.4
72
random forest
66.3
60.8
71.4
[27]
65.4
61
69.3

4.4.1.2. Phase 2: Intra-site evaluation In this phase, we performed 5-fold cross-validation
on each site separately using CC-200 atlas. The accuracy of each method is provided in
Table 4.6. Based on these results, our method achieves the highest accuracy in most cases
(10 out of 17 sites) and outperforms other methods on average. In addition, note that the
proposed data augmentation helps improving the result around 3% overall. Especially, for
OHSU, the data augmentation improves the accuracy significantly (10% increase). However,
in a couple of datasets no improvement is observed (e.g. MaxMun). These datasets have
shown low prediction accuracy by other methods as well. In these cases, the artificial data
generated by data augmentation does not improve the results since the functional connectivity of the original data does not carry enough discriminatory information that can be used
by the classifiers.

4.4.1.3. Running time We measured the running time of performing 10-fold cross-validation
by different approaches. The training and evaluation for all methods are performed on the
same Linux system (described in Section 4.4.1). The running time needed by each method
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Table 4.6: Classification accuracy using 5-fold cross-validation on individual
data centers using our proposed method, ASD-DiagNet (with and without
data augmentation), compared with other methods.

Site

ASD-DiagNet

Caltech
CMU
KKI
Leuven
MaxMun
NYU
OHSU
Olin
Pitt
SBL
SDSU
Stanford
Trinity
UCLA
USM
UM
Yale
Average

52.8
68.5
69.5
61.3
48.6
68
82
65.1
67.8
51.6
63
64.2
54.1
73.2
68.2
63.8
63.6
63.8

ASD-DiagNet
(no aug.)
49.9
67.4
68.6
57
51.4
65.1
71.9
58.8
65.9
47.5
61.3
53
51.2
70.3
65.1
65.7
61.7
60.7

[27] SVM
52.3
45.3
58.2
51.8
54.3
64.5
74
44
59.8
46.6
63.6
48.5
61
57.7
62
57.6
53
56.1

46.9
66.6
66.4
59.8
53.8
71.4
79.4
59.5
66.3
60
58.7
51.4
53.1
72.1
73.2
64.2
61.6
62.6

RandomForest
54.2
62.4
66.6
59.8
49.2
61.8
54.3
52.2
59.9
48.3
62.7
62.1
54.5
69.3
58
64.8
55.3
58.6

is as follows: 41 min by ASD-DiagNet, 20 min by ASD-DiagNet (no aug.), 7 hr and 48 min
by SVM, 17 min by random forest and 6 hr by [27]. As can be observed, ASD-DiagNet
performs significantly faster than SVM and [27]. The data augmentation doubles the size
of the training set by generating one artificial sample per subject in the training set. As a
result, the data augmentation increases the computation time by a factor of 2.

4.4.1.4. Experiment on other parcellations We tested ASD-DiagNet on two other ROI atlases besides CC-200: Automated Anatomical Labeling (AAL) and Talaraich and Tournoux
(TT) which parcellate the brain into 116 and 97 regions respectively. The data for these
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parcellations is provided by the ABIDE-I consortium. Similar to CC-200 atlas, for each
parcellation, half of the correlations (keeping the 1/4 largest and 1/4 smallest values, and
removing the rest intermediate values) are selected as input features to the model. The
resulting average accuracy, sensitivity, and specificity of performing 10-fold cross-validation
on the whole dataset using different approaches for AAL and TT are shown in Table 4.7 and
Table 4.8.
Table 4.7: Classification accuracy using 10-fold cross-validation on the whole
dataset based on AAL atlas

Method
Accuracy Sensitivity Specificity
ASD-DiagNet
67.5
63.4
71.5
ASD-DiagNet (no aug.)
64.5
60.9
68
SVM
67.5
63.9
70.9
random forest
65
56.8
72.7
[27]
63.3
58.6
67.8

Table 4.8: Classification accuracy using 10-fold cross-validation on the whole
dataset based on TT atlas

Method
ASD-DiagNet
ASD-DiagNet (no aug.)
SVM
random forest
[27]

Accuracy
65.3
65.2
66.4
65.1
63.2

Sensitivity
63.4
61.1
61.6
60.3
59.8

Specificity
66.9
69
71
69.7
66.4

For AAL parcellation, ASD-DiagNet and SVM outperform other techniques with the
classification accuracy of 67.5% and achieves competitive result for TT atlas. Note that the
classification accuracies obtained using these parcellations are below the accuracy obtained
using CC-200 atlas, which implies that the pairwise correlations among CC-200 regions
contain more discriminatory patterns than AAL and TT atlases. Based on figure 4.7 and
figure 4.8, SVM and ASD-DiagNet achieved higher AUC than other methods.
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4.4.1.5. Experiments on young age group Diagnosing ASD at early ages and starting medical
treatment can have a positive effect on the patient’s life. In this experiment, we evaluated
our proposed method as well as other baselines on subjects below the age of 15 (550 subjects
in ABIDE dataset containing 448 males and 102 females) using CC-200 atlas. Considering
this subset of subjects, the classification performance, as well as ROC curves of performing
10-fold cross-validation of different methods are provided in Table 4.9 and figure 4.9.
Table 4.9: Classification accuracy using 10-fold cross-validation on the subjects
below the age of 15

Method
ASD-DiagNet
ASD-DiagNet (no aug.)
SVM
random forest
[27]

Accuracy
68.2
66.9
66.9
64.3
65.2

Sensitivity
66.7
59.2
64.5
57.4
62.1

Specificity
69.4
74.3
69.2
70.8
68.3

As can be observed from the results, ASD-DiagNet achieves higher accuracy as well as
higher AUC value compared to other methods. The overall accuracy is around 2% below
the accuracy achieved for classification of the whole dataset, which we believe is due to the
smaller training set.
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Figure 4.2: Overall classification framework of Auto-ASD-Network: A) Time
series are extracted from different regions. B) Pairwise functional connections
are computed using Pearson’s correlation. C) Artificial data is generated in
feature space by applying SMOTE algorithm on training data D) multilayer
perceptron is trained using training data (This Model can be used for final
classification or features can be extracted from the hidden layer and sent to
part E. E) ATM is used for finding the best parameters of SVM on features
extracted from MLP in Part D. Top 10 classifiers are used for predicting the
class label of a hold-out test sample (ensemble classification).
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Figure 4.3: Structure of an autoencoder consisting of an encoder that receives
the input data and encodes it into a lower dimensional representation at the
bottleneck layer, and a decoder that reconstructs the original input from the
bottleneck layer.

Figure 4.4: Generating new artificial data: Step 1) Selecting a sample (p). Step
2) Find k-nearest neighbors of p from the same class, and pick one random
neighbor (qr ). 3) Generate new sample p0 using p and qr by linear interpolation.
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Figure 4.5: Workflow of ASD-DiagNet: A) Pairwise Pearson’s correlations for
each subject in the training set is computed. The average of all correlation
arrays is computed and the position of 1/4 largest and 1/4 smallest values in
the average array is considered as a mask. The masked correlation array of
each sample is considered as its feature vectors. B) A set of artificial samples
is generated using the feature vectors of training samples. C) Autoencoder
and SLP are jointly trained by adding up their training loss in each iteration.
D) For a test subject, the features are extracted using the mask generated
in part A, followed by passing the features through the encoder part of the
autoencoder, and finally predicting its label using the trained SLP.
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Figure 4.6: ROC curves of different methods for classification of whole dataset
using CC-200 parcellation

Figure 4.7: ROC curves of different methods for classification of whole dataset
using AAL parcellation
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Figure 4.8: ROC curves of different methods for classification of whole dataset
using TT parcellation

Figure 4.9: ROC curves of different methods for classification of subjects below
the age of 15 using CC-200 parcellation
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CHAPTER 5
Parallel algorithms for computing Pairwise Pearson’s correlation

5.1. Introduction
The most common approach for computing correlations in functional connectivity analysis is Pearson’s correlation coefficient (PCC). PCC among two T dimensional variables x
and y is calculated using the following formula:
PT

ρxy = qP
T

i=1 (xi

− x̄)(yi − ȳ)

2
i=1 (xi − x̄)

qP

T
i=1 (yi

(5.1)

− ȳ)2

PCC computes the linear association between two variables and ranges between -1 and 1.
Value -1 indicates negative linear association, 0 indicates no linear association and 1 shows
perfect positive association. Computing Pearson’s correlation between two variables can be
reduced to their dot product if variables are normalized based on the following equation:

ui =

vi − v̄i
kvi − v̄i k 2

(5.2)

Using this reformulation, all pairwise correlations can be computed by performing matrix
multiplication. In case of fMRI data vi corresponds to time series of voxel i and ui is
the normalized time series of vi . All normalized voxels are then aggregated in matrix
U (u1 , u2 , ..., uN ). Multiplying matrix U to its transpose (U × U T ) results the correlation
matrix. Pearson’s correlation has symmetric property (Corr(x,y)=Corr(y,x)) which indicates that computing this measure only once between two variables would suffice. Based on
this property all pairwise correlations among N elements can be represented by an array of
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N (N − 1)/2 elements instead of N 2 elements. Each element of this array is the correlation
among two distinct variables i and j. The correlation array may contain all correlations in
the strictly upper or lower triangle part of the correlation matrix. Elements on the main
diagonal are discarded since they only show the correlation of each element with itself which
is always one. An example of desired elements of the correlation matrix, resulting correlation
array and two possible orders of storing correlation values is shown in figure 5.1.

Figure 5.1: a and b are examples of two possible orders for Pearson’s correlations in correlation matrix and their resulting correlation array. In part a,
the first N − 1 elements of the array show the Pearson’s correlations between
the first variable and all other variables, the next N − 2 elements show the
correlation of the second variable with all others and so on. In part b, Last
N-1 elements show correlation of the last element with the rest of elements,
N-2 elements before them show the correlation of the N − 1th element to the
rest of elements and so on.

Computing all pairwise correlations among distinct pairs of time series is a time consuming task based on the huge number of voxels a typical fMRI data contains. In order to
accelerate this process, we can benefit from parallel computing techniques. Among parallel
computing platforms, GPUs have become very popular for many applications. In the next
section, we describe GPU technology and how we can use it for designing parallel algorithms.
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5.1.1. GPU architecture, CUDA programming model and cuBLAS library
Processing huge amount of data generated by fast and high-throughput instruments in
the area of Bioinformatics, biomedical and health-care informatics is almost impossible using traditional and sequential CPU based techniques. Many algorithms based on parallel
computing techniques have been proposed in different fields like Genomics, proteogenomics,
clinical informatics, imaging informatics, etc. [57]–[68]. Using Graphics Processing Unit
(GPUs) for accelerating these type of problems has become very popular recently. The very
first goal of GPUs was satisfying demands for higher quality graphics in video games and
creating a more realistic 3D environment [69]. Nowadays, multitude of high-performance
applications exploit high throughput of the enormous number of GPU cores [68], [70]. A
GPU consists of an array of streaming multiprocessors (SMs) each having multiple streaming processors or cores. New GPU devices house thousands of cores e.g. NVIDIA Tesla
K40 contains 2880 cores. On each core, hundreds of threads run based on SIMT (Single
Instruction Multiple Thread) strategy. Compute Unified Device Architecture or CUDA is
NVIDIA’s programming model interface designed for programming graphic cards to exploit
parallelism. The function that is executed by GPU threads on a GPU device in parallel
is called kernel function. GPU threads are logically grouped into a programming abstraction called thread blocks and reside on the same processor core. The maximum number of
threads per block is 1024 based on limited memory resources of the cores. Multiple blocks
can be organized in one or two dimensions to form a grid. A collection of 32 threads with
consecutive thread IDs is called a warp which is the smallest executable unit on GPU device. All threads in a warp perform the same instruction in a lock-step, concurrently. GPU
contains different memory types such as global memory, shared memory, local memory, and
registers. Global memory is the main memory of GPU which is accessible by all threads.
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Data transferred from CPU to GPU resides on global memory. Shared memory, on the other
hand, is on-chip memory which is shared among all threads within the same block, and is
not accessible by threads in other blocks. Accessing data from shared memory is much faster
than global memory and is efficient in case threads need to access data more than once. One
important concept in designing GPU-based algorithms that should be taken into account is
transferring data between CPU and GPU. Data transfer between CPU and GPU is a time
consuming task based on the low bandwidth between CPU memory and GPU memory and
some overhead that is associated with each data transfer. It is beneficial to minimize the
number of transfers by combining small data transfers into one larger transfer when possible.
Optimizing memory access is a useful strategy to exploit parallelism on GPUs. Loading and
storing data on device global memory can be coalesced into fewest possible transactions if
all threads within the same warp access nearby locations of the memory, otherwise multiple
transactions will be performed instead which deteriorates the efficiency. So it is important to
make sure threads inside a warp access data within the same locality. We tried to consider
these concepts in designing our algorithm.
Nividia has provided efficient CUDA libraries such as CUDA Basic Linear Algebra Subroutines (cuBLAS) which performs vector and matrix operations like matrix multiplication and
matrix vector multiplication 1 . In this study, we used a built-in function from this library
which is very efficient for performing matrix multiplication.
1

http://docs.nvidia.com/cuda/cublas/index.html#axzz4VJn7wpRs
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Figure 5.2: GPU architecture

5.1.2. Parallel computing techniques for computing pairwise Pearson’s correlations
Several approaches using parallel computing strategies have been proposed to accelerate
the process of computing pairwise Pearson’s correlation. These approaches are based on different parallel platforms designed for different problems like constructing gene co-expression
networks and brain functional networks. A GPU based tool was developed by Liang et
al [71]. for constructing pairwise gene co-expression networks based on computing Pearson’s
correlation coefficient. Another approach for the same problem was proposed by Liu et
al. [72] on Intel Xeon Phi clusters.
In case of fMRI data, Wang et al. [73] proposed a parallel method called Full Correlation
Matrix Analysis (FCMA) for computing pairwise Correlation Coefficients over multiple time
windows. They used a controller worker method with Message Passing Interface (MPI).
Their idea is based on reducing pairwise correlation coefficients to matrix multiplication by
normalizing time series of voxels using equation 4.2. Each worker computes a group of rows
of the correlation matrix and starts computing a new group when becomes available. Full
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correlation matrices computed by this approach are used as input to a machine learning
algorithm called MVPA for classifying task based conditions. One of the first attempts to
parallelize this process using GPUs was proposed by Gembris et al [74]. Their idea is based
on reformulating the Pearson’s correlation equation to minimize the number of necessary
divisions since division needs more clock cycles to be performed rather than addition and
multiplication.
T

ρxy =
T

qP

T
i=1

PT

i=1

xi y i −

PT

x2i − (

i=1 xi

PT

i=1

xi .

qP
T
)2 )

PT

i=1

yi
PT

2
i=1 yi − (

(5.3)

2
i=1 yi ) )

In new equation (5.3) there is only one division while original equation needs additional
divisions for computing x̄ and ȳ. In order to avoid redundancy, square roots and sums are
precomputed and stored in GPU global memory. Instead of transferring actual correlations
values, a histogram containing the number of correlations values that exceed a predefined
threshold per voxel is transferred back to CPU. Wang et al. [75] proposed a hybrid CPU-GPU
framework for computing Pearson’s correlations Based on General Matrix multiplication
(GEMM) by normalizing time series of voxels using equation 5.2. Since for large fMRI
datasets the size of the correlation matrix is usually larger than GPU memory, their approach
divides the time series matrix to smaller blocks and computes the multiplication of each block
to others to cover all elements in the upper triangle. After performing matrix multiplication
of all blocks a post processing step is needed to reorder the elements and eliminate redundant
correlations. This post processing runs on the CPU and takes more time than computing
correlations.
In the next section, we describe our GPU-based techniques for computing pairwise Pearson’s
correlation.
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5.1.3. Proposed GPU based algorithms for computing pairwise Pearson’s correlation coefficient on fMRI data
As stated in the previous section, multiplying two vectors which are normalized by equation 5.2 results in Pearson’s correlation between them. Normalizing all-time series vectors
takes much less time compared to multiplying pairwise time series, so we can leave the normalization part to be performed on CPU. For the rest of this chapter let’s assume time series
of all voxels are stored in an N × M matrix called U , which N corresponds to the number of
voxels and M corresponds to the number of data points of each voxel (length of time series).
Considering this setting, we proposed two algorithms called GPU-PCC and Fast-GPU-PCC
which are based on vector dot product and matrix multiplication in order to compute correlation coefficients. Both of these approaches compute N (N − 1)/2 correlation coefficients
based on the order showed in figure 5.1 (a) and store them in a resulting array with the
same size called C. In both techniques, we have used out-of-core strategies in order to make
the GPU-based algorithms accessible for large data sets with an available GPU architecture limited in memory. The next two subsections describe GPU-PCC and fast-GPU-PCC
receptively.

5.2. GPU-PCC: A GPU based technique to compute pairwise Pearson’s
Correlation Coefficients for big fMRI data
We presented this algorithm in the 8th ACM International Conference on Bioinformatics,
Computational Biology, and Health Informatics (2017) [19].
In this method, normalized data is initially copied to GPU global memory in row-major
order. We launch blocks of 512 threads and consider multiple groups per block. Each group
of threads is responsible to perform a vector dot product in order to compute a Correlation
Coefficient between two vectors. We used vectorized load by using float2 data type for
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reading data from global memory to increase bandwidth and decrease latency 2 . In order
to access global memory efficiently and have coalesced memory access, we considered 16
consecutive threads in each block as a group. Threads of each group request consecutive
values from memory which causes loading 128 bytes aligned data in one transaction. Since
512
= 32
each block contains 512 threads and each 16 threads belong to one group, there are
16
groups per block which cause computing 32 Correlation Coefficients simultaneously. After
each group finishes performing the dot product of two vectors (we explain about the dot
product process soon), it stores the result at index k of resulting vector C. Index k is
computed based on the following equation:

k = blockIdx.x × 32 + threadIdx.x/16

(5.4)

Based on the value of k, threads of each group can compute the index of vectors that they
should multiply to each other (i and j) using the following equations:

i=

q

 −8 × k
n−2−

j =k+i+1−

+ 4 × n × (n − 1) − 7
2




− 0.5

n × (n − 1) + (n − i) × ((n − i) − 1)
2

(5.5)

(5.6)

Equations 5.5 and 5.6 guarantee that for any index k of the resulting array, we pick the
right vectors to compute their correlations and in this way the resulting array will have
the correct order. Starting from the beginning of vectors i and j, each thread multiplies
two corresponding consecutive values of vector i and j which results in 32 simultaneous
2

https://devblogs.nvidia.com/cuda-pro-tip-increase-performance-with-vectorized-memory-access/
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multiplications per group. This process continues to the next 32 elements of the vectors
until all of their elements are multiplied to each other. A local variable in each thread stores
the sum of products performed by that thread. In order to compute the result of the dot
product, the partial sums of 16 threads in each group should be added to each other. Since
we have to add the values of 16 consecutive threads and these values are in thread’s registers,
we used shuffle warp reduce technique.3 for computing global sum. This technique allows
exchanging data among threads in the same warp without needing to use shared memory.
After computing the global sum, the result of the dot product will be stored at index k of
vector C. figure 5.4 shows the process of vector dot product and Algorithm 3 shows the
pseudo code of the kernel.
Since we use float2 data type in our implementation and it needs M/2 load instructions,
in cases that M is not even, we add a zero element at the end of each vector. This does
not change the result of the dot product (we don’t consider these additional zeros in the
normalization step because it will change the result of correlation).
If the size of the resulting array C is larger than GPU memory, we call the kernel multiple
times. Each kernel call continues the computation until there is enough space in the global
memory of the GPU to store the results. Otherwise, the computed elements are copied to
host and new kernel call starts to continue the computation. figure 5.3 shows the work flow
of GPU-PCC.
3

https://devblogs.nvidia.com/parallelforall/faster-parallel-reductions-kepler/
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Figure 5.3: The work flow of GPU-PCC algorithm
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Figure 5.4: Example of performing vector dot product of two normalized rows
(i and j) of matrix U. Multiplication of i and j is performed by a group of
16 threads. Each thread multiplies two consecutive corresponding elements
of i and j, adds the results and stores it in its register. Elements that are
processed with the same thread are shown using the same pattern in the figure.
Part A shows the multiplication of the first chunk of two vectors each chunk
containing 32 elements (since there are 16 threads in a group each working
on two elements). Part B shows the same process for the last chunk of the
vectors. After multiplying the first chunk, each thread needs to update its
register value by adding the new result to it. In part C, all the elements in
thread registers are summed using the warp shuffling technique. Finally, the
global sum which is the result of multiplying vector i and j is stored at index
k (which is computed using equation 5.4).
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Algorithm 3 GPU-PCC kernel
Input: Array U containing N × M normalized elements
located in GPU memory

Output: Ordered correlation array C of size N (N − 1)/2
1:

thread_groupId = threadIdx.x/16 3

2:

thread_local_of f set = threadIdx.x%16

k = blockIdx.x
q × 32 + thread_groupId
−8 × k + 4 × n × (n − 1) − 7
− 0.5c
4: i = n − 2 − b
2
n × (n − 1) + (n − i) × ((n − i) − 1)
5: j = k + i + 1 −
2
6: iter = m/32
3:

7:

local_sum = 0

8:

f loat2 data1, data2

9:

for f or l = 1 to iter do

10:

data1 = u[i × m/2 + l ∗ 16 + thread_local_of f set]

11:

data2 = u[j × m/2 + l ∗ 16 + thread_local_of f set]

12:

local_sum + = data1.x × data2.x + data1.y × data2.y

13:

end for

14:

if if m%32 ! = 0 then

15:

continue the multiplication for the rest of elements

16:

k2 = j × N + i

17:

C[k1 − 1] = S[k2 ]

18:

end if

19:

sum = adding up local_sum of threads in a group using shuffle

20:

if thread_local_of f set = 0 then

21:
22:

C[k] = sum
end if
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5.3. Fast GPU-PCC
In this section, we describe the second proposed technique called Fast-GPU-PCC. We
presented this algorithm in the journal of High-throughput (2018) [76].
This algorithm is different from GPU-PCC since it computes correlation coefficients by
performing matrix multiplication and reordering the computed correlations. In this technique, both correlation computation and reordering steps are performed on GPU.
Like GPU-PCC, in the first step of this algorithm, the data which is normalized on CPU is
transferred to GPU global memory. Since the number of voxels is much more than the length
of time series of each voxel, the size of the correlation matrix is very large and sometimes
cannot be fitted inside GPU memory. In this case, correlation computation must be performed in multiple rounds such that in each round part of correlation coefficients should be
calculated and transferred to CPU memory to free GPU space for the rest of computation.
Additionally, our approach needs some extra space in GPU for storing reordered coefficients
before transferring them back to the CPU. If the total space that our algorithm needs is
smaller than the whole GPU memory, the algorithm can be run in one round, otherwise,
multiple rounds are needed for completing the computations. In the next following sections,
we first explain how to compute the space we need for computing correlation coefficients
and reordering them inside GPU, then we go through two possible cases in which pairwise
correlations can be computed in one round or several rounds.

5.3.1. Space storage needed for computing correlations and reordering them
Our approach is based on performing matrix multiplication and extracting the upper
triangle part. Multiplying matrix U (N × M ) to its transpose (M × N ) generates N 2
Coefficients. The upper triangle part of the correlation matrix can be stored in an array
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N (N − 1)
. Normalized time series of voxels are transferred to GPU memory
2
at the beginning of the algorithm and will stay there during the whole process. This will
with length

take an additional N × M space. So the total space needed for storing data, computing the
N (N − 1)
+ N M . If
correlation matrix and reordered correlation array in GPU is N 2 +
2
this value is smaller than GPU memory the whole computation can be done in one round,
otherwise we first compute the correlation of a block of data with B voxels to all other
voxels, reorder and transfer them back to CPU and start a new block. Space needed for
multiplying time series of B voxels to the rest of voxels is N B and extracted correlations
belonging to the upper triangle part of the correlation matrix corresponding to B blocks
B(B + 1)
. figure 5.5 shows an example of these elements.
needs N B −
2

Figure 5.5: Space needed for computing correlation of first B voxels with
the rest of voxels. Pairwise correlation is computed by multiplying a matrix
containing time series of B voxels to a matrix containing time series of all
voxels which results in a matrix containing N × B elements. This matrix has
N B − B(B + 1)/2 distinct correlation coefficients that need to be extracted
and stored in resulting correlation array.

B(B + 1)
.
2
The value of B should be chosen in such a way that the space needed for our computation
The total space needed for the computation is equal to N M + N B + N B −

is less than the free space in GPU memory at the time. Let’s assume normalized time series
of all voxels are already stored in GPU memory and the free space left is equal to X. Since
B(B + 1)
the value of N B −
is smaller than NB, the upper bound of space we need is 2NB
2
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and value of B can be computed using the following equation

B=

X
2N

(5.7)

We compute the value of B at the beginning of our algorithm. If this value is greater than
N, it means that the computation can be done in one round otherwise several rounds are
needed for computation. In the next two subsections, we go through each case in detail.

5.3.2. Case 1: Correlation computation can be done in one round
If GPU has enough memory to store the whole correlation matrix and ordered correlation
array, by multiplying matrix U to its transpose the whole correlation matrix is computed at
once and we can extract the upper triangle part of the matrix. The idea that we used for
extracting the upper triangle part is to assign one GPU thread to each cell of the correlation
matrix, if the cell is located in the upper triangle above the diagonal, the thread will copy its
value to a specific location in correlation array. The index of each thread can be computed
based on its thread ID, block ID and dimension of the block as follows:

idx = blockDim.x ∗ blockIdx.x + threadIdx.x

(5.8)

After computing this index which is unique for each thread, we compute the row and
column index of the cell that the thread is assigned to it. Row index and column index of
each cell can be computed as quotient and remainder of dividing idx by N , i = idx/N and
j = idx%N respectively. i and j are indices of voxels which their correlation is stored at
index (i,j) of the correlation matrix. In order to take the elements in the upper triangle part
of the matrix, elements with i < j are selected. Threads which are pointing to the upper
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triangle part of the correlation matrix will save their corresponding correlations at index k
of resulting correlation array which can be calculated as follows:

k =i×N −

i × (i + 1)
+j−i
2

(5.9)

Using this equation, the coefficient will be saved in correlation array based on the pattern
showed in part a of fiure 5.1 (row major order).

Figure 5.6: Process of extracting upper triangle part of correlation matrix
based on algorithm 4

The pseudocode of reordering kernel is shown in Algorithm 4.
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Algorithm 4 Extracting ordered upper triangle part of correlation matrix
Input: N × N correlation matrix S
Output: Ordered correlation array C of size N (N − 1)/2
1:

idx = blockDim.x ∗ blockIdx.x + threadIdx.x

2:

i = idx/N

3:

j = idx%N

if i < j and i < N and j < N then
i × (i + 1)
+j−i
5:
k1 = i × N −
2
6:
k2 = j × N + i

4:

7:
8:

C[k1 − 1] = S[k2 ]
end if

After computing correlations and storing distinct pairs in correlation array, it will be
copied to CPU memory.

5.3.3. Case 2: Correlation computation needs to perform in multiple rounds
In cases that both correlation matrix and the resulting array cannot be fitted inside GPU
memory, the correlation of the first B voxels (B is computed using equation 5.7) to the rest
of voxels are computed and reordered using algorithm 5.
The reordering strategy is similar to algorithm 4 with few changes since time series of a
block of voxels (B) is multiplied to other voxels (N 0). After reordering coefficients, results
are transferred back to the CPU. A new block number should be calculated for computing
the rest of the coefficients. Since the correlations of the first B voxels with the rest of voxels
are computed, a new block number can be calculated using equation 5.7 but this time using
N-B instead of N in the denominator. By doing this process all correlation coefficients can
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Algorithm 5 Extracting ordered upper triangle part of correlation matrix-case2
Input: B × N 0 correlation matrix S
Output: Ordered correlation array C of size N 0B − B(B + 1)/2
1: idx = blockDim.x ∗ blockIdx.x + threadIdx.x
2: i = idx/N 0
3: j = idx%N 0
4: if i < j and i < B and j < N 0 then
i × (i + 1)
5:
k1 = i × N 0 −
+j−i
2
6:
k2 = j × B + i
7:
C[k1 − 1] = S[k2 ]
8: end if
be computed in multiple rounds.

5.3.4. Overall algorithm
Considering both cases, algorithm 6 shows the overall scheme of our proposed method.
Data is preprocessed and copied to GPU memory (lines 1, 2). Lines 4 to 7 runs when the
total computation can be done in one round as explained in section 5.3.2. Lines 9 to 20 runs
when computation cannot be done in one round (section 5.3.3). In this case correlation of
B voxels (B is computed in line 3) to the rest of voxels are computed, reordered and copied
back to CPU. In line 16, new size of B is computed using equation 4.7 this time ignoring
the first B voxels. A new variable called N 0 stores the number of remaining voxels that their
pairwise correlations to the rest of voxels should be computed. If block size B is greater
than N 0, shows the case that pairwise correlation of the rest of elements can be done in one
round, otherwise this process should be continued for more rounds. The overall process of
this algorithm is shown in in figure 5.7
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Algorithm 6 Fast-GPU-PCC
Input: N × M matrix U of time series data
Output: Correlation array C of size N (N − 1)/2
1: Preprocess the fMRI data using equation 5.2
2: Copy normalized data to GPU global memory
3: B = X/2N
4: if B > N then
5:
Multiply matrix U to its transpose U T
6:
Extract upper triangle part of the matrix using algorithm 4
7:
Transfer the correlation array to CPU
8: else
9:
i = 0, N 0 = N
10:
while i < N do
11:
Multiply rows i to i + B of matrix A to columns i to N of U T
12:
Extract the upper triangle part of correlation matrix using algorithm 5
13:
Transfer the extracted correlations to CPU
14:
i=i+B
15:
N0 = N0 − B
16:
B = X/2N 0
17:
if B > N 0 then
18:
N0 = B
19:
end if
20:
end while
21: end if
5.4. Results
All the experiments of this section are performed on a Linux server with Ubuntu Operating System version 14.04. This server includes two Intel Xeon E5 2620 processors with clock
speed 2.4 GHz, 48 GBs RAM, and NVIDIA Tesla K40c Graphic Processing Unit. GPU
contains 15 Streaming Multiprocessors each consists of 192 CUDA cores and 11520 MBytes
global memory. We have compared GPU-PCC and Fast-GPU-PCC with two other methods. The first method is the sequential version of computing Pairwise Pearson’s correlation
coefficient. The second method is proposed by Wang et al. [75]. In Wang’s method, they
compute pairwise correlations by performing matrix multiplications on GPU multiple times
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and in order to reorder the correlation coefficients and eliminate redundant ones, the results
are post processed on CPU. We considered the time of both matrix multiplication and postprocessing steps. All the experiments for each dataset are repeated multiple times and the
minimum running time for each approach is reported. Optimization level -O2 was used for
compiling codes that run on CPU. CUDA version 7.5 and g++ version 4.8.4 are used for our
experiments. For all approaches, we start measuring time right before preprocessing started
until all correlations are computed and resided in CPU. We compared the scalability of our
methods with other methods by increasing the number of voxels and increasing the length
of time series. The following sections explain the experiments in more detail.

5.4.1. Increasing number of voxels
Today, fMRI scanners are able to provide high resolution images in which we are dealing
with a huge amount of voxels, so we performed an experiment considering the different
number of voxels from 20000 to 100000 each having a time series of length 100. We used a
synthetic dataset for this experiment. For each voxel, we generated a vector of 100 uniformly
random floating point numbers in range -6 and 6 as the intensity of each voxel. Table 5.1
shows the running time of each method based on the different number of voxels in seconds.
We also plotted the running times of all GPU-based techniques in figure 5.8 and compared
the running time of Fast-GPU-PCC and GPU-PCC with the sequential version in figure 5.9
(we used a different figure for this comparison since having a sequential version with other
techniques in the same figure makes the comparison of GPU based techniques difficult). As
we see in figures 5.8 and 5.9, Fast-GPU-PCC and GPU-PCC run faster than other techniques
for all values of N and among all, Fast-GPU-PCC needs the least amount of time. The
speedup of Fast-GPU-PCC over CPU version, GPU-PCC, and Wang’s technique is about
30, 1.5 and 3 times respectively.
82

Table 5.1: Running time comparison of different techniques based on the increasing number of voxels
GPU-PCC

Fast-GPU-PCC

Wang et al. [75]

CPU-version

20000

0.73

0.47

1.58

15.65

30000

1.6

0.96

3.28

35.23

40000

2.9

2.40

5.71

62.81

50000

4.5

3.2

8.65

98.8

60000

6.5

4.7

12.15

143

70000

8.8

6.07

16.2

202

80000

11.6

7.7

21.56

270

90000

14.7

8.9

26.95

341

100000

18.14

10.9

31.99

424

Running time (seconds)

Number of voxels (N)

GPU-PCC
Fast-GPU-PCC
Wang et al. [75]

30

20

10

0
0.2

0.4
0.6
0.8
Number of voxels

1
·105

Figure 5.8: Running time comparison of Fast-GPU-PCC, GPU-PCC and
Wang’s technique[75]
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Running time (seconds)

CPU version
GPU-PCC
Fast-GPU-PCC

400
300
200
100
0
0.2

0.4
0.6
0.8
Number of voxels

1
·105

Figure 5.9: Running time comparison of Fast-GPU-PCC, GPU-PCC and CPU
version

5.4.2. Increasing the length of time series
We performed another experiment to compare the running time of different approaches
by increasing the length of the time series. The data that we used in this section is also
synthetic data. To observe how increasing the length of time series affects the running time,
we performed our experiment by considering fixed 60000 voxels and each time changed the
length of time series. We measured the running time for 50, 100, 200, 300, 400 and 500
time points in each time series (figure 5.10, Table 5.2 and 5.11). Similar to the last section,
uniformly random floating point number in range -6 and 6 is used as the intensity of each
voxel.
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Table 5.2: Running time comparison of different techniques based on increasing the length of time series
Length of time series (M)

GPU-PCC

Fast-GPU-PCC

Wang et al. [75]

CPU-version

50

5.6

4.6

12.08

62

100

6.5

4.7

12.15

143

200

10.08

4.9

12.48

335.9

300

14.7

5.18

13.22

514

400

17.85

5.42

13.43

689.3

500

23.32

5.76

13.63

862.4

Running time (seconds)

25
20

GPU-PCC
Fast-GPU-PCC
Wang et al. [75]

15
10
5
100

200
300
400
Length of time series

500

Figure 5.10: Running time comparison of Fast-GPU-PCC, GPU-PCC and
Wang’s technique[75]
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Running time (seconds)

800

Fast-GPU-PCC
CPU version
GPU-PCC

600
400
200
0
100

200
300
400
Length of time series

500

Figure 5.11: Running time comparison of Fast-GPU-PCC,GPU-PCC and
CPU version

Like increasing the number of voxels, Fast-GPU-PCC runs faster than other techniques
by increasing the length of time series. Speed up of Fast-GPU-PCC over Wang’s technique
is about 2.5 × for all values of M. Speed up over GPU-PCC and CPU-version increases as
we increase the length of time series. It starts from 1.21× and 13.47× for M = 50 and
reaches to 4.04× and 149.72× for M = 500. By increasing the length of time series, a
slight increase in running time for Fast-GPU-PCC and Wang’s technique is observed. Both
these approaches use the cublasSgemm() function from the cuBLAS library for performing
matrix multiplication which has a highly optimized implementation. Therefore, increasing
the length of time series while keeping the number of voxels constant does not increase the
multiplication time significantly. Furthermore, due to the constant number of voxels, the
size of the correlation matrix does not change, so the time spent on our reordering kernel
and transferring correlations to CPU in Fast-GPU-PCC remains constant.
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5.4.3. Experiments on real experimental data
We performed another experiment on real fMRI data and measured the running time of
all techniques. The dataset we used is called Orangeburg dataset

4

which is part of 1000

Functional Connectomes Project public dataset. All subjects in this dataset are anonymous
and no protected health information is included. It consists of resting state fMRI data of 20
healthy subjects, 5 male and 15 female with age range 20-55. We picked a random subject
from this dataset for our experiment. The number of voxels in this dataset is equal to 90112
and the length of time series is equal to 165. Table 5.3 shows the running time comparison
of all techniques on this dataset.
Table 5.3: Running time comparison of different techniques on real fMRI data

Fast-GPU-PCC

GPU-PCC

Wang et al [75]

CPU-version

9.26

20.83

27.46

577

Similar to synthetic data, FAST-GPU-PCC and GPU-PCC run faster than other techniques on real data and Fast-GPU-PCC needs the least amount of time. It runs about 3×
faster than Wang’s technique, 2.24× faster than GPU-PCC and 62.3× faster than CPUversion.

4

http:/fcon_1000.projects.nitrc.orgfcpClassicFcpTable.html
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Figure 5.7: Overall process of Fast-GPU-PCC. In part A, the fMRI time
series is normalized in CPU and transferred to GPU memory. Block size B
is computed using equation 5.7. If B is larger than N means that the whole
computation can be performed in one round which is shown in part B. In part
B the whole normalized matrix is multiplied to its transpose and the upper
triangle is extracted and transferred back to CPU. If the block size is computed
in part A is smaller than N means that only pairwise correlation of B voxels
with the rest of voxels can be computed which is shown in part C. In part C
after correlation of the first B voxels with the rest of voxels is computed and
transferred back to CPU, the new block size is computed and this process is
repeated multiple time until all pairwise correlations are computed.
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CHAPTER 6
A GPU-based parallel algorithm for computing dynamic-functional
connectivity of big fMRI data
We presented this algorithm in the 5th IEEE International Conference On Big Data
Service And Applications (2019)[77].
A well known application of functional connectivity is learning internal patterns and
using them as discriminative features for distinguishing healthy subjects from patients. In
earlier studies, the functional connectivity was considered to be static but recent studies have
shown that it has a dynamic nature and fluctuates over time which introduced the concept of
dynamic-functional connectivity [78]. One way to construct the dynamic-functional connectivity of the brain is by the sliding window framework. In this approach, a temporal window
with length w starts from the first element of time series (t = 0) and covers consecutive
time points up to w. All pairwise correlations between regions of the brain are computed
considering time points in the range [0, w]. Next, the window slides by step size s, covering
time points in range [s, s + w]. This process is continued until the window reaches the end
of the time series. Figure 6.1 shows the general overview of this process.
Assuming that the length of time series is T, the number of times that window can slide is
computed by the following equation:

k=

T −w
+1
s

(6.1)

One challenge for computing pairwise correlation coefficients is its overall running time
specially for voxel-based studies since there are thousands of voxels in a typical fMRI data.
Many studies have targeted this problem and came up with parallel computing strategies
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Figure 6.1: Sliding window framework for generating dynamic-functional connectivity with window size w and step size s

in order to reduce the running time [75], [76], [79]–[81]. In the case of dynamic-functional
connectivity, this problem is scaled since multiple correlation matrices are generated based
on parameters w and s. Most of the proposed parallel computing techniques are designed
for the purpose of computing static functional connectivity. To the best of our knowledge,
there is only one GPU-based technique proposed by [82] but it only focuses on computing
dynamic-functional connectivity among regions of the brain and does not offer any solution
for handling large voxel-based correlation matrices. Besides the time consuming nature, the
massive space requirement is another concern about DFC analysis in the voxel level. Considering N voxels in fMRI data, pairwise correlations have O(N 2 ) space complexity. Let’s
assume an example of fMRI data containing N = 30k voxels with length 150 which is a
common size in fMRI study. Based on the symmetric property of Pearson’s correlation,
N (N − 1)
computing
correlations covering strictly upper triangle part instead of the whole
2
correlation matrix (N 2 ) suffices which for this example needs 1.67 GB of memory. Now
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considering the window-based approach with window size w = 80 and step size s = 1, as
given in equation 6.1, 71 sets of correlation coefficients need to be computed which needs
118.5 GB memory to store all correlations which is much larger than available memory in
mid-sized labs.

As explained in the last chapter, we proposed a GPU-based technique called Fast-GPUPCC [76] for computing pairwise Pearson’s correlations considering the whole time series.
This algorithm computes the strictly upper triangle part of the correlation matrix. Considering the time and space consuming issues of dynamic functional connectivity, in this paper
we propose GPU-DFC which is an extension of Fast-GPU-PCC for computing dynamicfunctional connectivity which is an essential tool for dynamic connectomics. In order to
mitigate the memory requirements for storing large correlation matrices, we propose a sparsification strategy that reduces the number of correlations by removing weak values. We
propose another strategy based on matrix decomposition for decomposing each correlation
matrix into small matrices which significantly reduces the space needed for storing each
correlation matrix.

6.1. Computing dynamic functional connectivity based on Fast-GPU-PCC
algorithm
As mentioned in the last chapter, the first step of Fast-GPU-PCC algorithm is normalizing
time series of all voxels using the following equation:

ui =

vi − v̄i
kvi − v̄i k 2
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(6.2)

. This process is performed on the CPU, then the normalized time series are transferred to
the GPU. We assume U denotes the matrix containing the normalized time series. Therefore,
multiplying U to its transpose U T will generate correlation matrix S. The upper triangle
part of matrix S is then extracted and stored in row major order in array C using algorithm 7.
In this algorithm, one GPU thread is assigned to one cell of correlation matrix, if this cell is
Algorithm 7 Kernel function for extracting ordered upper triangle part of the correlation
matrix
Input: n × n correlation matrix S
Output: Ordered correlation array C of size n(n − 1)/2
1:
2:
3:
4:
5:
6:
7:
8:

idx = blockDim.x ∗ blockIdx.x + threadIdx.x
i = idx/n
j = idx%n
if i < j and i < n and j < n then
i × (i + 1)
k1 = i × n −
+j−i
2
k2 = j × n + i
C[k1 − 1] = S[k2 ]
end if

located in strictly upper triangle part, its value is copied to specific location in correlation
array C. Sometimes the size of correlation matrix is larger than the available GPU memory.
In such cases the algorithm divides the time series matrix to smaller blocks, computes a
chunk of correlation matrix, extract the elements in upper triangle, transfer them back to
CPU and starts another chunk.
For computing dynamic functional connectivity, these steps should be repeated each time
the window slides over the time series. So instead of normalizing all time series in CPU and
transfer them to GPU for each slide, in the proposed approach we transfer the original time
series to GPU in the beginning and normalize the section of time series in the window using
the algorithm 8.
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Algorithm 8 Kernel function for normalizing part of time series in window w
Input: An n × t matrix U of time series data, Windows length w, start position st
(starting position of window)
Output: Normalized matrix U 0
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:

slide = dwindow_size/32e
start = blockIdx.x ∗ t + st
Copy time series (starting at st) of window w to shared memory sh
for i = 0 to slide do
psum+ = sh[threadIdx.x + (i × 32)]
end for
sum = adding up local_sum of threads in a group using shuffle warp reduce technique
if threadIdx.x = 0 then
sh[windowsize] = sum/w
end if
avg = 0
for i = 0 to slide do
index = threadIdx.x + (i × 32)
if index < w then
avg = avg + (sh[index] − sh[windowsize])2
sh[index]− = sh[windowsize]
end if
end for
sum = adding up avg values
if threadIdx.x = 0 then
sh[windowsize] = sqrt(sum)
end if
idx = blockIdx.x ∗ w
for i = 1 to slide do
index = threadIdx.x + (i × 32)
if index < w then
U 0 [idx + (index)] = sh[index]/sh[w]
end if
end for
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In this algorithm, each GPU block contains 32 threads and is responsible for normalizing
one time series. By using 32 threads or a warp, global memory coalescing is ensured since
threads access to consecutive memory locations. Also, computing summation of all elements
inside the window can be easily done by using shuffle warp reduce technique without needing
extra memory for storing temporary values. At the beginning of the algorithm, threads of
each block find the starting position of the window and copy its corresponding elements into
shared memory (lines 2 and 3). In lines 4 to 10, the average of windowed time series is
computed by threads and is stored in shared memory. Threads compute the numerator and
denominator of equation 2 by subtracting average value from each time point and computing
the L2 norm (line 12 to end).
After this algorithm completes, the preprocessed values are stored in matrix U 0 in GPU
global memory. The next step is multiplying matrix U 0 to its transpose which results in the
correlation matrix S. The upper triangle of this matrix can be extracted using algorithm 7.

6.2. Sparsification method for reducing the size of correlation matrices
In the case of voxel-based analysis or in scenarios in which many regions of interest are
considered, usually, the size of correlation matrices are very large and even after extracting
the upper triangle part they consume a lot of memory. On the other hand, transferring large
correlation matrices from GPU to CPU would be time consuming considering slow PCIe cable
connecting CPU memory to GPU memory. One way to reduce the memory requirement is
making the correlation matrices sparse by replacing correlations below a threshold to zero and
only keeping nonzero values using a sparse data structure like Compressed Sparse Row (CSR)
format. The idea of sparsifying fMRI correlation matrix has been used by Zhao et al [81] for
reducing the size of one correlation matrix in static functional connectivity analysis. CSR
format uses three arrays for storing nonzero values, their column, and row indices. Since
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the correlation matrix is symmetric, we only save nonzero elements in the upper triangle
by zeroing out all elements in the lower triangle and diagonal using a sparsification kernel
which is shown in algorithm 9 (The same result can be achieved by zeroing out elements
in upper triangle instead of lower triangle). In this algorithm each GPU thread checks one
Algorithm 9 Sparsifying dense correlation matrix to sparse matrix
Input: n × n correlation matrix S and threshold z
Output: Sparse correlation matrix S with non-zero values in uppr triangle
1: idx = blockDim.x ∗ blockIdx.x + threadIdx.x
2: i = idx/n
3: j = idx%n
4: if (i > j||S[idx] < z) and i < n and j < n then
5:
S[idx] = 0
6: end if
cell of correlation matrix at a time. If this cell is located in upper triangle and its value is
above the threshold, it does not change it otherwise sets its value to zero. After this step,
the sparse correlation matrix is stored in CSR format. Eliminating weak correlations and
only keeping strong correlations above a predefined threshold is a common practice in brain
network construction [83], [84].

6.3. Reducing the size of dense correlation matrix using approximate low rank
matrix decomposition
Although making correlation matrix sparse by removing correlations below a threshold
and storing it in CSR format reduces the memory requirement of correlation matrix significantly, it causes loosing some information about the brain connectivities. Specially negative
connections which can be useful for understanding functional connectivity structure of brain
disorders. In order to keep those information while reducing the size of dense correlation
matrices, we exploit a matrix decomposition strategy. Matrix decomposition or matrix factorization techniques like Singular Value Decomposition (SVD) are well known techniques
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for dimensionality reduction and compression [85], [86]. For example, truncated SVD provides low rank approximation of a matrix by only keeping its largest singular values and
corresponding singular vectors which helps reducing the size of the matrix. Matrix decomposition techniques can be time consuming applying on large scale problems. HALKO et
al [87] proposed a framework for constructing randomized algorithms to perform different
matrix decomposition tasks. Based on their framework, low-rank approximation of a given
m × n matrix A is proceeded in two steps. In the first step, an approximation to the range
of A is computed by obtaining matrix Q such that:

A ≈ QQ> A

(6.3)

The goal is to compute matrix Q with m rows and l orthonormal columns such that l < n.
In second step, matrix Q is used for computing matrix factorization like SVD. In this study
we only utilize the first step and decompose the correlation matrix into matrices Q and B
(Q> A). Since Q and B contain l column/rows and l < n, the total size needed for storing
matrices B and Q would be l(m + n) instead of mn. To compute matrix Q, first the range of
matrix A is approximately spanned by performing y = A × σ in which σ is an n × l Gaussian
random matrix. Finally an m × l matrix Q is computed by taking QR decomposition of
matrix y (y = QR).
Algorithm 10 shows the steps that we perform to factorize each correlation matrix to matrices
Q and B. By using this approach each correlation matrix A can be decomposed into two
matrices B and Q with smaller sizes. As we will see in the next section, choosing value of
l smaller than T (length of time series) provides good approximation of correlation matrix
with very small error. Also reconstructing correlation matrix from Q and R which is simply
Q × B, takes shorter time than computing correlation matrix from scratch since Q and R

96

Algorithm 10 Reducing required space in dynamic-functional connectivity by performing
matrix decomposition
Input: n × n correlation matrix S and integer l
Output: n × l matrix Q and l × n matrix B
1: Generate n × l Gaussian random matrix σ
2: y = S × σ
3: Q, R = QR(y)
4: B = Q> × S
5: return B and Q

are smaller than time series matrix and there is no need to normalize them before matrix
multiplication.

6.4. Overal framework of GPU-DFC
Considering all proposed methods in last sections, the overall framework of GPU-DFC
is shown in algorithm 11. Based on this algorithm, by sliding the window over time series,
values inside the window are normalized using algorithm 8. If memory requirement for storing all correlations is not an issue, all correlation matrices can be computed in GPU and
transfer to CPU at the end. Otherwise, either matrix decomposition or sparsification techniques can be utilized. The choice of selecting these techniques depends on the application
for which correlations are computed. If the goal is working with high correlation values
(above a threshold), then negative and weak correlations are not needed and therefore, the
sparsification methods can be chosen. On the other hand, if the information of all pairwise
correlations are needed, then the matrix decomposition technique can be used instead. This
process is shown in Figure 6.2.
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Figure 6.2: Sliding window framework for generating dynamic-functional connectivity and strategies for reducing the size of correlation matrices. In step 1
the window slides over the time series. In step 2, the algorithm normalizes the
time series values inside the window using algorithm 8. Step 3 performs the
matrix multiplication to compute correlation matrix. In step 4 the memory
reduction technique is applied (either sparsification or matrix decomposition).
In section 5 the correlation values are transferred to CPU.
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Algorithm 11 Computing dynamic functional connectivity based on GPU-DFC
Input: n × t fMRI data consisting of n voxels with time series of length t, Window size w
and step size s
Output: (t − w)/s + 1 correlation matrices
1: num = (t − w)/s + 1
2: Copy fMRI data from CPU to GPU
3: if Enough GPU memory then
4:
for i = 0 to num do
U ← Preprocess data inside window i by algorithm8
5:
T
6:
corr = U × U
7:
Extract upper triangle using algorithm 7
8:
end for
9:
Transfer all correlations to CPU
10: else
11:
for i = 0 to num do
U ← Preprocess data inside window i by algorithm 8
12:
T
13:
corr = U × U
14:
if Approach 1 then
15:
Us ← Sparsify correlation matrix using algorithm 3
16:
A,IA,JA ← CSR(Us )
17:
else
18:
Q, B ← Apply algorithm 10 on corr
19:
end if
20:
Transfer the results (Q,B) or (A,IA,JA) to CPU
21:
end for
22: end if

6.5. Experiments and results
In this section, we evaluate the performance of the proposed frameworks and compare it
with two other baselines. The first baseline is the sequential version of computing dynamicfunctional connectivity on CPU. The second algorithm is GPU-PCC which is a GPU-based
technique we previously proposed for computing pairwise Pearson’s correlation [19]. This
algorithm was designed to compute one correlation matrix considering the whole time series.
In order to make it work for dynamic correlation computation, we repeated this algorithm
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inside a loop such that in each iteration pairwise correlations over one window is computed.
All the experiments of this section are performed on a Linux server with Ubuntu Operating
System version 14.04. This server includes two Intel Xeon E5 2620 processors with clock
speed 2.4 GHz, 48 GBs RAM, and NVIDIA Tesla K40c Graphic Processing Unit. This GPU
contains 15 Streaming Multiprocessors each consists of 192 CUDA cores and 11520 MBytes
global memory. CUDA version 8, g++ version 4.4.8 are utilized for performing experiments.
Optimization level -O2 was used for compiling codes that run on CPU.

6.5.1. Experiment 1: Computing DFC on region based data
In the first experiment, we evaluated the performance of computing dynamic-functional
connectivity on regions of the brain. Since the number of regions in region based analysis is
usually small, the memory requirement is not a concern. We performed this experiment on
synthetic fMRI data by generating random floating-point numbers in range -6 to 6 as the
intensity of each voxel. Since the goal of this experiment is only measuring the running time
of the algorithm and intensity values are usually represented by floating-point numbers,
almost the same running time can be obtained by using random floating-point numbers
compared to real data. We tested different region numbers (500, 1000, 2000, 3000, 5000)
each having a time series of length 200 and considered different window sizes (50, 100, 150).
Table 6.1 compares the running time of different approaches.
Table 6.1: Running time (seconds) of applying different techniques on region
based data
50
method
Region num
500
1000
2000
3000
5000

CPU
3.1
12.8
51.43
115.06
319.79

100
GPU-PCC GPU-DFC
0.29
0.70
2.29
4.97
13.78

0.34
0.54
1.44
2.9
7.8

150

CPU

GPU-PCC

GPU-DFC

CPU

GPU-PCC

GPU-DFC

4.07
16.3
65.31
147.06
408.24

0.26
0.58
1.36
3.85
10.35

0.31
0.47
1.09
1.6
2.9

3.049
12.21
48.88
110
305.59

0.21
0.39
1.07
2.19
5.85

0.25
0.28
0.36
0.68
2.04

100

As can be observed from the table, by increasing the number of regions, the proposed
method performs faster than other techniques. By increasing the length of the window, the
number of correlation matrices that needs to be computed is decreased so the running time
of all techniques are reduced.

6.5.2. Sparsification technique
In this experiment, we applied the proposed method on real voxel-based fMRI data. The
fMRI data that we used is part of the preprocessed samples provided by the ADHD-200
initiative [88]. It contains 30697 voxels with time series of length 257. Pairwise correlations
of this dataset need 1.75 GB memory (only correlations in the strictly upper triangle),
considering window size of length 150 and step size 1, 108 correlation matrices need to be
stored which requires 189 GB of memory. This is much more than available memory in
our system and many other modern computers, so we applied the sparsification strategy to
reduce the size of correlation matrices. Table 6.2 shows the running time of applying the
algorithm on real data based on different thresholds and window sizes. Other baselines that
are stated in experiment 1 (CPU-version and GPU-PCC) don’t use any method for reducing
the size of correlation matrices so we didn’t include them in this experiment. Based on the
result, increasing the value of the threshold, correlation matrices become sparser and fewer
elements are stored in CSR format. This can be observed from table 6.2 such that higher
thresholds have shorter running times for all values of w.

6.5.3. Matrix decomposition based technique
In order to evaluate the effectiveness of matrix decomposition for reducing the memory
requirements of correlation matrices, we applied the matrix decomposition strategy on real
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Table 6.2: Running time (seconds) of different window size (w) and threshold
values (θ)

W
θ
0.3
0.5
0.7

50

100

150

148
81.56
63.46

86.33
53.19
51.76

53.561
40.54
38.92

voxel-based fMRI data. In the first experiment we applied the algorithm 10 on real fMRI
data we used in the last experiment and constructed the correlation matrix considering the
whole time series. Different ranks l are tested for low rank matrix decomposition. After
applying this algorithm matrices Q and B are stored instead of the original correlation
matrix. Compression ratio of storing Q and R instead of whole correlation matrix can be
computed using the following equation:

CR =

n
n×n
=
2×n×l
2×l

(6.4)

In this equation, numerator (n × n) represents the size of original matrix and denominator
(2×n×l) represents the space needed for storing matrix Q (n×l) and B (l×n). By performing
low rank decomposition some amount of data might be lost. In order to see how low rank
decomposition can change the values of correlations, we reconstructed the correlation matrix
by multiplying matrices Q and B to each other and computed mean absolute error (MAE) of
the reconstructed correlations. Table 6.3 shows MAE and CR values based on different ranks
l. In another experiment, we used the actual and reconstructed correlations as features for
classifying subjects suffering from Autism spectrum disorder from healthy subjects. We used
the NYU dataset provided by ABIDE initiative [26]. This dataset contains preprocessed
fMRI data provided by the ABIDE initiative. The data that we used from this dataset
contains 75 Autism and 98 healthy subjects. Each fMRI data is divided into 200 regions
102

Table 6.3: Mean absolute error and compression ratio based on different ranks
l

l
MAE
compression-ratio

64 (T/4)
0.002
239

85 (T/3)
1.3e-07
180

128 (T/2)
5.8e-08
119

257 (T)
3.77e-08
59

generated using spatially constrained spectral clustering algorithm. The length of each time
series (T ) is equal to 175. We used the upper triangle part of the 200×200 pairwise correlation
matrix of each subject as its features and used Multi-layer Perceptron for classification. In
order to see how losing the data after matrix decomposition affects the result of classification,
we compared the results of using actual correlations versus using reconstructed correlations
(computed by multiplying decomposed matrices Q and B). For matrix decomposition, we
set l=58 (T /(3)). The mean absolute error of reconstructed correlations is equal to 0.003.
We repeated 5-fold Cross-Validation approach 10 times and computed the average accuracy,
specificity, and sensitivity. Based on the results shown in table 6.4, reconstructed correlations
Table 6.4: Accuracy, sensitivity and specificity of MLP classification with
actual and reconstructed correlations

Actual Corrs
Reconstructed corrs

Accuracy
61.9
61.5

Sensitivity
51.7
52.1

Specificity
69.7
68.5

got almost the similar result as actual correlations which shows that by applying matrix
decomposition to correlation matrices important information about functional structure of
the data is preserved.
In the final experiment we measured the running time of computing dynamic-functional
connectivity and applying the matrix decomposition technique to correlation matrices using
real data we used in subsection B. Table 6.5 shows the running time using window size equal
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to 150 and different ranks l. Based on the results, by increasing rank l, the running time
Table 6.5: Running time (seconds) of computing dynamic functional connectivity with w = 150 and using matrix decomposition strategy based on
different ranks l.

l
Running time

50
125.8

75
137.16

100
142.2

increases slightly. Overall, the results indicate the scalability and efficiency of using matrix
decomposition technique for reducing the size of correlation matrices.
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CHAPTER 7
Conclusion
fMRI technology provides useful information about the brain functional activity. Quantitative analysis of fMRI has shown that brain functional data contains discriminative patterns
that are useful for diagnosing brain disorders. In this study, we designed a machine learning
technique in order to discriminate children with ADHD disorder from healthy children. Our
first proposed algorithm is based on considering each fMRI data as a multivariate time series
and computing similarity between them based on a technique called Eros followed by kNN
approach for classification. Since there is no prior knowledge about the value of k in kNN,
we proposed a model selection scheme that helps to pick a good value for k based on the
patterns inside training data. Our model selection scheme includes 4-fold cross-validation in
which a measure called J-statistics is used for evaluating the value of k. Since J-statistics
considers both sensitivity and specificity of the classification into account, it avoids picking
values that only increase accuracy while decreasing the sensitivity of the classification which
usually happens in imbalanced datasets. Experimental results on three public datasets show
that this technique is able to increase the accuracy of classification about 20% comparing to
the result released by a competition on this problem. We also proposed two deep learning
based methods: ASD-DiagNet and Auto-ASD-Network, for diagnosing ASD disorder. In
these methods, deep neural networks are used for extracting discriminative patterns from
functional connectivities and machine learning methods such as Perceptron and SVM are
used for classification. We designed a data augmentation strategy based on a method called
SMOTE for increasing the number of samples and avoiding overfitting. Our data augmentation strategy successfully doubles the size of training data and improves the accuracy
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significantly by 10%. Overall, our methods achieve better results than previously proposed
methods and improve the accuracy for both small and large heterogeneous fMRI datasets
by 24% and 5% respectively.
Another aspect of fMRI data analysis that we considered in this study is computing
pairwise Pearson’s correlation coefficient in the voxel level. Pearson’s correlation coefficient
is a very well used technique in fMRI data analysis for studying the functional connectivity
of the brain. fMRI images contain thousands of voxels and using traditional techniques for
computing pairwise Pearson’s correlation is very time consuming. Therefore, using parallel
computing techniques is essential for processing data- and compute-intensive operations like
computing correlation for big brain research. In this study, we proposed two GPU-based
techniques called GPU-PCC and Fast-GPU-PCC which compute correlation coefficients in
an ordered fashion. Our techniques are based on vector dot product and matrix multiplication respectively. We performed several experiments on synthetic and real fMRI data and
compared it with other GPU and CPU based techniques. All of these approaches yield the
same value for correlation. During our experiments on synthetic data, we investigated the
effects of increasing the number of voxels and the length of time series. To see the scalability
of algorithms in terms of a number of voxels, we began by using 20000 voxels and continued
our process to 100000 voxels. Both GPU-PCC and Fast-GPU-PCC ran faster than other
CPU and GPU based techniques and Fast-GPU-PCC outperformed all other techniques
for all sizes and achieved up to 3× speedup compared to other GPU-based techniques and
more than 30× compared to CPU-version. In another experiment, we investigated the effect
of increasing the length of the time series from 50 to 500. Fast-GPU-PCC out-performed
other techniques such that its speed up increased by increasing the length of time series over
CPU-version and GPU-PCC and ran about 2.5× faster compared to another GPU-based
technique. Experiments on real data containing about 90000 voxels also showed promising
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results for Fast-GPU-PCC such that it ran up to 3× faster than other GPU-based techniques
and ≈ 62× faster than CPU-version. Such a high-scalability of our proposed GPU based
technique is ideal for big fMRI experiments. The speedups for computing fMRI data can
have a significant impact on neurological and clinical research endeavors especially for studying the functional connectivities of a large number of subjects. Our parallel approach helps
to reduce the compute time needed for constructing functional associations of each brain
which results in reducing the resources required for large systems-wide studies. Further,
storing correlations in an ordered fashion makes them easy to access for future use without
much pre-processing.
We expanded the GPU-DFC algorithm and proposed a framework called GPU-DFC
for computing dynamic-functional connectivity of fMRI data in both region and voxel levels.
Since the number of voxels in fMRI data can be huge and results in large correlation matrices,
we proposed two techniques to reduce the memory requirements of correlation matrices.
The first approach is based on sparsifying correlation matrices and storing them in CSR
format and the other one is based on decomposing each correlation matrix into smaller
matrices. GPU-DFC achieved around 2 times speedup for computing dynamic correlations
comparing to another GPU-based technique which is used for computing static correlation
matrix and more than 40 times comparing to the sequential CPU version. Our proposed
matrix decomposition technique reduces the size of correlation matrices more than 100 times.
Reconstructed values from decomposed matrices show small mean absolute error and using
them in real applications like classification show almost the same result as using actual
correlations.
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CHAPTER 8
Future work
For the future work of this study, we will design and implement deep learning-based
methods that combine the power of functional and structural MRI for diagnosing brain disorders. Providing structural and functional information at the same time enables the model
to extract important discriminative patterns that cannot be detected by using each source
of data separately. Most of the proposed models for diagnosing brain disorders are designed
based on one source of data and overlook the information provided by other modalities. Our
method will work with the brain functional and morphological networks corresponding to
the functional and structural data. Both of these networks have shown promising results
for diagnosing brain disorders such as ASD, ADHD, and Alzheimer’s individually, but their
combinatory power has not yet been explored.

8.1. Constructing morphological and functional brain connectivity networks
The first step of the algorithm is generating functional and morphological networks. In
either of these networks, a node corresponds to one region of interest (ROI) of the brain.
The edges in the functional brain network correspond to the linear or non-linear association
between time series of two regions by computing their Pearson’s correlation. Constructing
the morphological network can be done similarly by computing the similarity between morphometric features of different regions as the weights of the edges connecting the regions. We
will explore different measures for computing the similarity such as Pearson’s correlation,
and cosine similarity.

108

8.2. Hybrid fMRI/sMRI learning method
We will use the weights of the edges of the functional and morphological networks as the
feature vector of each modality. Considering n and n0 as the number of parcellations in fMRI
and sMRI data respectively, functional and morphological networks will contain n(n − 1)/2
and n0 (n0 − 1)/2 distinct pairwise connections. These numbers are usually larger than the
available number of samples which can cause issues like overfitting. In order to reduce the
number of features, we will explore feature extraction methods such as autoencoders. We
will use two separate autoencoders for extracting low dimensional and high-level feature
vectors from functional and morphological connections. After the training process of each
autoencoders is ended, we will extract the features from the bottleneck of each autoencoder
and append them to generate a joint feature vector. At this point, we add the demographic
information of each subject to the fused feature vector to provide more knowledge about
each subject to the classifier. Finally, we will explore different machine learning models
such as SVM, MLP, XGBoost, Random Forest, and etc., for classifying subjects as healthy
or patients. Besides this hybrid multi-modal network, we will work on designing new data
augmentation methods for generating artificial functional and structural data in order to
boost the performance of the hybrid model.

109

BIBLIOGRAPHY
[1] M. D. Kogan, S. J. Blumberg, L. A. Schieve, C. A. Boyle, J. M. Perrin, R. M. Ghandour,
G. K. Singh, B. B. Strickland, E. Trevathan, and P. C. van Dyck, “Prevalence of
parent-reported diagnosis of autism spectrum disorder among children in the us, 2007”,
Pediatrics, vol. 124, no. 5, pp. 1395–1403, 2009.
[2] NIH. (2018). Autism spectrum disorder @ONLINE, [Online]. Available: https://www.
nimh.nih.gov/health/topics/autism-spectrum-disorders-asd/index.shtml.
[3] C. for disease control and preventions. (2018). Autism spectrum disorder @ONLINE,
[Online]. Available: https://www.cdc.gov/ncbddd/autism/data.html.
[4] ——, (2018). Data and statistics about adhd @ONLINE, [Online]. Available: https:
//www.cdc.gov/ncbddd/adhd/data.html.
[5] F. Saeed, “Towards quantifying psychiatric diagnosis using machine learning algorithms and big fmri data”, Big Data Analytics, vol. 3, no. 1, p. 7, 2018.
[6] E. Bullmore and O. Sporns, “Complex brain networks: Graph theoretical analysis of
structural and functional systems”, Nature Reviews Neuroscience, vol. 10, no. 3, p. 186,
2009.
[7] S. Raschka and V. Mirjalili, Python Machine Learning, 3rd Ed. Birmingham, UK:
Packt Publishing, 2019, p. 741, isbn: 978-1-78995-575-0.
[8] E. Duchesnay, A. Cachia, N. Boddaert, N. Chabane, J.-F. Mangin, J.-L. Martinot,
F. Brunelle, and M. Zilbovicius, “Feature selection and classification of imbalanced
datasets: Application to pet images of children with autistic spectrum disorders”, Neuroimage, vol. 57, no. 3, pp. 1003–1014, 2011.
[9] T. Eslami and F. Saeed, “Similarity based classification of adhd using singular value decomposition”, in Proceedings of the 15th ACM International Conference on Computing
Frontiers, ACM, 2018, pp. 19–25.
[10] S. J. Kooij, S. Bejerot, A. Blackwell, H. Caci, M. Casas-Brugué, P. J. Carpentier, D.
Edvinsson, J. Fayyad, K. Foeken, M. Fitzgerald, et al., “European consensus statement
on diagnosis and treatment of adult adhd: The european network adult adhd”, BMC
psychiatry, vol. 10, no. 1, p. 67, 2010.
[11] A. I. Frank-Briggs, “Attention deficit hyperactivity disorder (adhd)”, Journal of Pediatric Neurology, vol. 9, no. 03, pp. 291–298, 2011.
[12] P. Bellec, C. Chu, F. Chouinard-Decorte, Y. Benhajali, D. S. Margulies, and R. C.
Craddock, “The neuro bureau adhd-200 preprocessed repository”, Neuroimage, vol. 144,
pp. 275–286, 2017.

110

[13] A. Eloyan, J. Muschelli, M. B. Nebel, H. Liu, F. Han, T. Zhao, A. D. Barber, S. Joel,
J. J. Pekar, S. H. Mostofsky, et al., “Automated diagnoses of attention deficit hyperactive disorder using magnetic resonance imaging”, Frontiers in systems neuroscience,
vol. 6, 2012.
[14] J. B. Colby, J. D. Rudie, J. A. Brown, P. K. Douglas, M. S. Cohen, and Z. Shehzad, “Insights into multimodal imaging classification of adhd”, Frontiers in systems
neuroscience, vol. 6, 2012.
[15] D. Kuang and L. He, “Classification on adhd with deep learning”, in 2014 International
Conference on Cloud Computing and Big Data, IEEE, 2014, pp. 27–32.
[16] G. Deshpande, P. Wang, D Rangaprakash, and B. Wilamowski, “Fully connected cascade artificial neural network architecture for attention deficit hyperactivity disorder
classification from functional magnetic resonance imaging data”, IEEE transactions on
cybernetics, vol. 45, no. 12, pp. 2668–2679, 2015.
[17] A. J. Hao, B. L. He, and C. H. Yin, “Discrimination of adhd children based on deep
bayesian network”, 2015.
[18] M. N. I. Qureshi, H. J. Jo, and B. Lee, “Adhd subgroup discrimination with global
connectivity features using hierarchical extreme learning machine: Resting-state fmri
study”, in Biomedical Imaging (ISBI 2017), 2017 IEEE 14th International Symposium
on, IEEE, 2017, pp. 529–532.
[19] T. Eslami, M. G. Awan, and F. Saeed, “Gpu-pcc: A gpu based technique to compute
pairwise pearson’s correlation coefficients for big fmri data”, in Proceedings of the 8th
ACM International Conference on Bioinformatics, Computational Biology, and Health
Informatics, ACM, 2017, pp. 723–728.
[20] A. F. LEUCHTER, T. F. NEWTON, I. A. COOK, D. O. WALTER, S. ROSENBERGTHOMPSON, and P. A. LACHENBRUCH, “Changes in brain functional connectivity
in alzheimer-type and multi-infarct dementia”, Brain, vol. 115, no. 5, pp. 1543–1561,
1992.
[21] W. Krzanowski, “Between-groups comparison of principal components”, Journal of the
American Statistical Association, vol. 74, no. 367, pp. 703–707, 1979.
[22] K. Yang and C. Shahabi, “A pca-based similarity measure for multivariate time series”,
in Proceedings of the 2nd ACM international workshop on Multimedia databases, ACM,
2004, pp. 65–74.
[23] S. Raschka and V. Mirjalili, Python Machine Learning, 2nd Ed. 2nd ed. Packt Publishing, 2017, p. 622, isbn: 978-1787125933.
[24] R. C. Craddock, G. A. James, P. E. Holtzheimer III, X. P. Hu, and H. S. Mayberg, “A
whole brain fmri atlas generated via spatially constrained spectral clustering”, Human
brain mapping, vol. 33, no. 8, pp. 1914–1928, 2012.
111

[25] S. Dey, A. R. Rao, and M. Shah, “Attributed graph distance measure for automatic
detection of attention deficit hyperactive disordered subjects”, Frontiers in neural circuits, vol. 8, 2014.
[26] C. Craddock, Y. Benhajali, C. Chu, F. Chouinard, A. Evans, A. Jakab, B. S. Khundrakpam, J. D. Lewis, Q. Li, M. Milham, et al., “The neuro bureau preprocessing initiative:
Open sharing of preprocessed neuroimaging data and derivatives”, Neuroinformatics,
2013.
[27] A. S. Heinsfeld, A. R. Franco, R. C. Craddock, A. Buchweitz, and F. Meneguzzi,
“Identification of autism spectrum disorder using deep learning and the abide dataset”,
NeuroImage: Clinical, vol. 17, pp. 16–23, 2018.
[28] T. Iidaka, “Resting state functional magnetic resonance imaging and neural network
classified autism and control”, Cortex, vol. 63, pp. 55–67, 2015.
[29] H. Chen, X. Duan, F. Liu, F. Lu, X. Ma, Y. Zhang, L. Q. Uddin, and H. Chen, “Multivariate classification of autism spectrum disorder using frequency-specific resting-state
functional connectivity—a multi-center study”, Progress in Neuro-Psychopharmacology
and Biological Psychiatry, vol. 64, pp. 1–9, 2016.
[30] A. Abraham, M. P. Milham, A. Di Martino, R. C. Craddock, D. Samaras, B. Thirion,
and G. Varoquaux, “Deriving reproducible biomarkers from multi-site resting-state
data: An autism-based example”, NeuroImage, vol. 147, pp. 736–745, 2017.
[31] S. Itani and D. Thanou, “Combining anatomical and functional networks for neuropathology identification: A case study on autism spectrum disorder”, arXiv preprint
arXiv:1904.11296, 2019.
[32] M. Plitt, K. A. Barnes, and A. Martin, “Functional connectivity classification of autism
identifies highly predictive brain features but falls short of biomarker standards”, NeuroImage: Clinical, vol. 7, pp. 359–366, 2015.
[33] S. Parisot, S. I. Ktena, E. Ferrante, M. Lee, R. Guerrero, B. Glocker, and D. Rueckert,
“Disease prediction using graph convolutional networks: Application to autism spectrum disorder and alzheimer’s disease”, Medical image analysis, vol. 48, pp. 117–130,
2018.
[34] B. Sen, N. C. Borle, R. Greiner, and M. R. Brown, “A general prediction model for the
detection of adhd and autism using structural and functional mri”, PloS one, vol. 13,
no. 4, e0194856, 2018.
[35] J. A. Nielsen, B. A. Zielinski, P. T. Fletcher, A. L. Alexander, N. Lange, E. D. Bigler,
J. E. Lainhart, and J. S. Anderson, “Multisite functional connectivity mri classification
of autism: Abide results”, Frontiers in human neuroscience, vol. 7, p. 599, 2013.
[36] M. N. Parikh, H. Li, and L. He, “Enhancing diagnosis of autism with optimized machine learning models and personal characteristic data”, Frontiers in computational
neuroscience, vol. 13, 2019.
112

[37] V. Subbaraju, M. B. Suresh, S. Sundaram, and S. Narasimhan, “Identifying differences
in brain activities and an accurate detection of autism spectrum disorder using resting
state functional-magnetic resonance imaging: A spatial filtering approach”, Medical
image analysis, vol. 35, pp. 375–389, 2017.
[38] A. J. Fredo, A. Jahedi, M. Reiter, and R.-A. Müller, “Diagnostic classification of autism
using resting-state fMRI data and conditional random forest”, Age (years), vol. 12,
no. 2.76, pp. 6–41, 2018.
[39] X.-a. Bi, Y. Wang, Q. Shu, Q. Sun, and Q. Xu, “Classification of autism spectrum
disorder using random support vector machine cluster”, Frontiers in genetics, vol. 9,
p. 18, 2018.
[40] A. J. Fredo, A. Jahedi, M. A. Reiter, and R.-A. Müller, “Classification of severe autism
in fmri using functional connectivity and conditional random forests”, Neural Computing and Applications, pp. 1–14, 2019.
[41] X. Guo, K. C. Dominick, A. A. Minai, H. Li, C. A. Erickson, and L. J. Lu, “Diagnosing autism spectrum disorder from brain resting-state functional connectivity patterns
using a deep neural network with a novel feature selection method”, Frontiers in neuroscience, vol. 11, p. 460, 2017.
[42] X.-a. Bi, Y. Liu, Q. Jiang, Q. Shu, Q. Sun, and J. Dai, “The diagnosis of autism
spectrum disorder based on the random neural network cluster”, Frontiers in human
neuroscience, vol. 12, p. 257, 2018.
[43] C. J. Brown, J. Kawahara, and G. Hamarneh, “Connectome priors in deep neural
networks to predict autism”, in Biomedical Imaging (ISBI 2018), 2018 IEEE 15th
International Symposium on, IEEE, 2018, pp. 110–113.
[44] N. C. Dvornek, P. Ventola, K. A. Pelphrey, and J. S. Duncan, “Identifying autism from
resting-state fmri using long short-term memory networks”, in International Workshop
on Machine Learning in Medical Imaging, Springer, 2017, pp. 362–370.
[45] H. Li, N. A. Parikh, and L. He, “A novel transfer learning approach to enhance deep
neural network classification of brain functional connectomes”, Frontiers in neuroscience, vol. 12, p. 491, 2018.
[46] M. Khosla, K. Jamison, A. Kuceyeski, and M. Sabuncu, “3d convolutional neural networks for classification of functional connectomes”, arXiv preprint arXiv:1806.04209,
2018.
[47] S. Raschka and V. Mirjalili, Python Machine Learning. Packt Publishing Ltd, 2017.
[48] S. C. Wong, A. Gatt, V. Stamatescu, and M. D. McDonnell, “Understanding data
augmentation for classification: When to warp?”, arXiv preprint arXiv:1609.08764,
2016.

113

[49] L. Perez and J. Wang, “The effectiveness of data augmentation in image classification
using deep learning”, arXiv preprint arXiv:1712.04621, 2017.
[50] A. Eitel, J. T. Springenberg, L. Spinello, M. Riedmiller, and W. Burgard, “Multimodal
deep learning for robust rgb-d object recognition”, in Intelligent Robots and Systems
(IROS), 2015 IEEE/RSJ International Conference on, IEEE, 2015, pp. 681–687.
[51] A. Karpathy, G. Toderici, S. Shetty, T. Leung, R. Sukthankar, and L. Fei-Fei, “Largescale video classification with convolutional neural networks”, in Proceedings of the
IEEE conference on Computer Vision and Pattern Recognition, 2014, pp. 1725–1732.
[52] Y. Xu, R. Jia, L. Mou, G. Li, Y. Chen, Y. Lu, and Z. Jin, “Improved relation classification by deep recurrent neural networks with data augmentation”, arXiv preprint
arXiv:1601.03651, 2016.
[53] N. V. Chawla, K. W. Bowyer, L. O. Hall, and W. P. Kegelmeyer, “Smote: Synthetic
minority over-sampling technique”, Journal of artificial intelligence research, vol. 16,
pp. 321–357, 2002.
[54] T. Eslami and F. Saeed, “Auto-asd-network: A technique based on deep learning and
support vector machines for diagnosing autism spectrum disorder using fmri data”, in
Proceedings of the 10th ACM International Conference on Bioinformatics, Computational Biology and Health Informatics, ACM, 2019, pp. 646–651.
[55] T. Swearingen, W. Drevo, B. Cyphers, A. Cuesta-Infante, A. Ross, and K. Veeramachaneni, “Atm: A distributed, collaborative, scalable system for automated machine
learning”, in 2017 IEEE International Conference on Big Data (Big Data), IEEE, 2017,
pp. 151–162.
[56] T. Eslami, V. Mirjalili, A. Fong, A. Laird, and F. Saeed, “Asd-diagnet: A hybrid
learning approach for detection of autism spectrum disorder using fmri data”, arXiv
preprint arXiv:1904.07577, 2019.
[57] J. Luo, M. Wu, D. Gopukumar, and Y. Zhao, “Big data application in biomedical
research and health care: A literature review”, Biomedical informatics insights, vol. 8,
BII–S31559, 2016.
[58] S. Vargas-Perez and F. Saeed, “A hybrid mpi-openmp strategy to speedup the compression of big next-generation sequencing datasets”, IEEE Transactions on Parallel
and Distributed Systems, 2017.
[59] F. Saeed, A. Perez-Rathke, J. Gwarnicki, T. Berger-Wolf, and A. Khokhar, “A high
performance multiple sequence alignment system for pyrosequencing reads from multiple reference genomes”, Journal of parallel and distributed computing, vol. 72, no. 1,
pp. 83–93, 2012.
[60] M. G. Awan, T. Eslami, and F. Saeed, “Gpu-daemon: Gpu algorithm design, data
management & optimization template for array based big omics data”, Computers in
biology and medicine, vol. 101, pp. 163–173, 2018.
114

[61] M. G. Awan and F. Saeed, “An out-of-core gpu based dimensionality reduction algorithm for big mass spectrometry data and its application in bottom-up proteomics”,
in Proceedings of the 8th ACM International Conference on Bioinformatics, Computational Biology, and Health Informatics, ACM, 2017, pp. 550–555.
[62] F. Saeed, J. D. Hoffert, and M. A. Knepper, “A high performance algorithm for clustering of large-scale protein mass spectrometry data using multi-core architectures”, in
Proceedings of the 2013 IEEE/ACM International Conference on Advances in Social
Networks Analysis and Mining, ACM, 2013, pp. 923–930.
[63] M. C. Schatz, “Cloudburst: Highly sensitive read mapping with mapreduce”, Bioinformatics, vol. 25, no. 11, pp. 1363–1369, 2009.
[64] R. V. Pandey and C. Schlötterer, “Distmap: A toolkit for distributed short read mapping on a hadoop cluster”, PLoS One, vol. 8, no. 8, e72614, 2013.
[65] S. Lewis, A. Csordas, S. Killcoyne, H. Hermjakob, M. R. Hoopmann, R. L. Moritz,
E. W. Deutsch, and J. Boyle, “Hydra: A scalable proteomic search engine which utilizes
the hadoop distributed computing framework”, BMC bioinformatics, vol. 13, no. 1,
p. 324, 2012.
[66] S. Wang, J. Kim, X. Jiang, S. F. Brunner, and L. Ohno-Machado, “Gamut: Gpu
accelerated microrna analysis to uncover target genes through cuda-miranda”, BMC
medical genomics, vol. 7, no. 1, S9, 2014.
[67] Y. Liu, A. Wirawan, and B. Schmidt, “Cudasw++ 3.0: Accelerating smith-waterman
protein database search by coupling cpu and gpu simd instructions”, BMC bioinformatics, vol. 14, no. 1, p. 117, 2013.
[68] A. Eklund, M. Andersson, and H. Knutsson, “Fmri analysis on the gpu-possibilities and
challenges”, Computer methods and programs in biomedicine, vol. 105, no. 2, pp. 145–
161, 2012.
[69] J. Sanders and E. Kandrot, CUDA by example: an introduction to general-purpose
GPU programming. Addison-Wesley Professional, 2010.
[70] M. G. Awan and F. Saeed, “Gpu-arraysort: A parallel, in-place algorithm for sorting large number of arrays”, in Parallel Processing Workshops (ICPPW), 2016 45th
International Conference on, IEEE, 2016, pp. 78–87.
[71] M. Liang, F. Zhang, G. Jin, and J. Zhu, “Fastgcn: A gpu accelerated tool for fast gene
co-expression networks”, PloS one, vol. 10, no. 1, e0116776, 2015.
[72] Y. Liu, T. Pan, and S. Aluru, “Parallel pairwise correlation computation on intel xeon
phi clusters”, in Computer Architecture and High Performance Computing (SBACPAD), 2016 28th International Symposium on, IEEE, 2016, pp. 141–149.
[73] Y. Wang, J. D. Cohen, K. Li, and N. B. Turk-Browne, “Full correlation matrix analysis
of fmri data”, Technical report, Princeton Neuroscience Institute, Tech. Rep., 2014.
115

[74] D. Gembris, M. Neeb, M. Gipp, A. Kugel, and R. Männer, “Correlation analysis on
gpu systems using nvidia’s cuda”, Journal of real-time image processing, vol. 6, no. 4,
pp. 275–280, 2011.
[75] Y. Wang, H. Du, M. Xia, L. Ren, M. Xu, T. Xie, G. Gong, N. Xu, H. Yang, and Y. He,
“A hybrid cpu-gpu accelerated framework for fast mapping of high-resolution human
brain connectome”, PloS one, vol. 8, no. 5, e62789, 2013.
[76] T. Eslami and F. Saeed, “Fast-gpu-pcc: A gpu-based technique to compute pairwise
pearson’s correlation coefficients for time series data—fmri study”, High-throughput,
vol. 7, no. 2, p. 11, 2018.
[77] ——, “Gpu-dfc: A gpu-based parallel algorithm for computing dynamic-functional connectivity of big fmri data”, in 2019 IEEE Fifth International Conference on Big Data
Computing Service and Applications (BigDataService), IEEE, 2019, pp. 114–121.
[78] M. G. Preti, T. A. Bolton, and D. Van De Ville, “The dynamic functional connectome:
State-of-the-art and perspectives”, Neuroimage, vol. 160, pp. 41–54, 2017.
[79] J. D. Lusher, J. X. Ji, and J. M. Orr, “Implementation of high-performance correlation and mapping engine for rapid generation of brain connectivity networks from big
fmri data”, in 2018 40th Annual International Conference of the IEEE Engineering in
Medicine and Biology Society (EMBC), IEEE, 2018, pp. 1032–1036.
[80] J Lusher, J Ji, and J Orr, “High-performance correlation and mapping engine for rapid
generating brain connectivity networks from big fmri data”, Journal of computational
science, vol. 26, pp. 157–164, 2018.
[81] K. Zhao, H. Du, and Y. Wang, “A gpu-accelerated framework for fast mapping of dense
functional connectomes”, 2017.
[82] D. Akgün, Ü. Sakoğlu, J. Esquivel, B. Adinoff, and M. Mete, “Gpu accelerated dynamic functional connectivity analysis for functional mri data”, Computerized Medical
Imaging and Graphics, vol. 43, pp. 53–63, 2015.
[83] C. Bordier, C. Nicolini, and A. Bifone, “Graph analysis and modularity of brain functional connectivity networks: Searching for the optimal threshold”, Frontiers in neuroscience, vol. 11, p. 441, 2017.
[84] T. Uehara, T. Yamasaki, T. Okamoto, T. Koike, S. Kan, S. Miyauchi, J.-i. Kira, and
S. Tobimatsu, “Efficiency of a “small-world” brain network depends on consciousness
level: A resting-state fmri study”, Cerebral Cortex, vol. 24, no. 6, pp. 1529–1539, 2013.
[85] L. Cao, “Singular value decomposition applied to digital image processing”, Division
of Computing Studies, Arizona State University Polytechnic Campus, Mesa, Arizona
State University polytechnic Campus, pp. 1–15, 2006.

116

[86] J.-J. Wei, C.-J. Chang, N.-K. Chou, and G.-J. Jan, “Ecg data compression using truncated singular value decomposition”, IEEE Transactions on Information Technology
in Biomedicine, vol. 5, no. 4, pp. 290–299, 2001.
[87] N. Halko, P.-G. Martinsson, and J. A. Tropp, “Finding structure with randomness:
Probabilistic algorithms for constructing approximate matrix decompositions”, SIAM
review, vol. 53, no. 2, pp. 217–288, 2011.
[88] P. Bellec, C. Chu, F. Chouinard-Decorte, D. S. Margulies, and C. R. Craddock, “The
neuro bureau adhd-200 preprocessed repository”, bioRxiv, p. 037 044, 2016.

117

A. Code availability

All the tools discussed in this dissertation have been made freely available. Following are
the links to each of the tools:

A.1. GPU-PCC
https://github.com/pcdslab/GPU-PCC

A.2. Fast-GPU-PCC
https://github.com/pcdslab/Fast-GPU-PCC

A.3. GPU-DFC
https://github.com/pcdslab/GPU-DFC

A.4. J-Eros
https://github.com/pcdslab/J-Eros

A.5. Auto-ASD-Network
https://github.com/pcdslab/Auto-ASD-Network

A.6. ASD-DiagNet
https://github.com/pcdslab/ASD-DiagNet
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