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Abstract
We study the representations of the group Z∗n2 , the free product of
Z2 with itself n-times. We use the action of Bn = S2 ≀ Sn as algebra
automorphisms on the group algebra C(Z∗n2 ) to find the components that
contain simple representations and to study smoothness of their GIT-
quotients. In particular, all the possible local quiver settings are studied
for the component containing the standard n-dimensional representation
of Sn+1.
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1
1 Introduction
In [1], a procedure was explained to study the representation theory of free
products of semisimple algebras using quiver technology. The main focus of this
paper was to study the representation theory of the aritmethic groups SL2(Z) ∼=
Z4 ∗Z2 Z6 and PSL2(Z) ∼= Z2 ∗ Z3, as was later done in [7]. In particular, the
fact that PSL2(Z) was a quotient of the third braid group B3 was used to study
knot invertibility in [9].
In this paper, we use this procedure to study the representation theory of
Z
∗n
2 = Z2 ∗ Z2 ∗ . . . ∗ Z2︸ ︷︷ ︸
n times
= 〈e1, . . . , en : e
2
i = 1〉.
The motivation for studying the representation theory of this discrete family of
groups are:
• for n ≥ 3, Z∗n2 is a group of finite index in Z2 ∗Z3 by [5] (for n = 3 it is a
normal subgroup), and
• the symmetric group Sn+1 is a quotient of Z∗n2 by taking the generators
{(1, i) : 2 ≤ i ≤ n+ 1} or {(i, i+ 1) : 1 ≤ i ≤ n}.
To make calculations more manageable, one has Sn ⊂ Aut(Z∗n2 ) or even Bn ⊂
Aut(C(Z∗n2 )), Bn being the hyperoctahedral group of order n!2
n.
In this paper, we will classify the components of repm Z
∗n
2 that contain
simple representations and prove that issm Z
∗n
2 = repm Z
∗n
2 /GLm(C) is almost
never smooth.
As an application, we will study the component of repn Z
∗n
2 containing the
standard representation of Sn+1. This will correspond to the α(n, n)-dimensional
representations of a quiver Qn with dimension vector α(n, n) = (n − 1, 1)ni=1.
The main theorem of this section will be theorem 1.1.
Theorem 1.1. The possible local quiver settings in dim issα(n,n) Z
∗n
2 are deter-
mined by the following data:
• a partition A = {Ai}li=1 of N , and
• a positive l-tuple k = (ki)li=1 ∈ N
l satisfying 1 ≤ ki ≤ |Ai| for all 1 ≤ i ≤ l.
A local quiver setting (A,k) degenerates to (A′,k′) if and only if
• A′ is a refinement of A, and
• for all 1 ≤ i ≤ l, if Ai =
⊔li
j=1 A
′
ij
, then ki ≥
∑li
j=1 k
′
ij
.
In fact, we will describe all possible local quiver settings for the dimension
vectors α(n,m) = (m− 1, 1)ni=1, 1 ≤ m ≤ n.
2
1.1 Notation
Some general notations will be used in the text:
• For a quiver Q on m vertices and a dimension vector α = (a1, . . . , am), we
will denote with supp(α) the support of α, that is, the full subquiver on
those vertices i such that ai 6= 0.
• We will see that repm Z
∗n
2 is the union of (GLm(C)-orbits of) open subsets
of components in repnmQn = ⊔|α|=nm repαQn for a certain quiver Qn.
The components of repnmQn that contain some representations of Z
∗n
2
are determined by dimension vectors α = (a+1 , a
−
1 ; a
+
2 , a
−
2 ; . . . ; a
+
n , a
−
n ) =
(a+i , a
−
i )
n
i=1 such that a
+
i + a
−
i = m is constant for all 1 ≤ i ≤ n. We will
then set
repα Z
∗n
2 = repm Z
∗n
2 ∩ repαQn.
It will be clear that we have repm Z
∗n
2 = GLm(C) · (⊔|α|=nm repα Z
∗n
2 ).
• For a group G, we set issnG = repnG/GLn(C). Similarly, for a quiver
Q on m vertices and a dimension vector α = (a1, . . . , am), we will write
issαQ = repαQ/GLα(C), with
GLα(C) = GLa1(C)×GLa2(C)× . . .×GLam(C)
working on repαQ by basechange in the vertices.
• We will also write issα Z∗n2 = repα Z
∗n
2 /GLα(C).
• Let A,B be 2 sets. Then we denote the symmetric difference of A and B
by A∆B, which is equal to (A ∪B) \ (A ∩B).
• We will have to work with symmetric quivers. Therefore, we make the
following conventions regarding arrows between two vertices:
– : one arrow back and forth,
– : two arrows back and forth, and
– k : k arrows back and forth. The value of k is omitted
if k = 1, 2.
2 The tame case Z2 ∗ Z2
The quiver Q2 used for Z2 ∗ Z2 is the following one
B++
B+− B−+
B−−
,
3
which is a tame quiver. This fact is also visible in the group algebra C(Z2∗Z2) =
C〈x, y〉/(x2 − 1, y2 − 1). This group algebra is a Clifford algebra over its center
C[T ] with T = 12 (xy+ yx) and associated quadratic form over C[T ] determined
by the symmetric matrix [
1 T
T 1
]
.
Accordingly, C(Z2 ∗Z2) is a finite module over its center and a Cayley-Hamilton
algebra of degree 2. Hence, the only simple representations are of dimension
1 or 2. The representation variety rep2 Z2 ∗ Z2 is a disjoint union of 9 affine
varieties,
rep2 Z2 ∗ Z2 =
⊔
(i,j)∈Z22
Ai,j ⊔
⊔
(i,j)∈Z22
Bi,j ⊔C,
with dimAi,j = 0, dimBi,j = 2 and dimC = 4. We have C = trep2C(Z2 ∗ Z2),
that is, the variety parametrizing trace preserving representations of C(Z2 ∗Z2).
Similarly, we find
iss2 Z2 ∗ Z2 = {8 pts} ⊔ A
1.
We have an action of the dihedral group D4 on C(Z2 ∗ Z2) as algebra auto-
morphisms, by taking the automorphism (x, y) 7→ (y, x) and (x, y) 7→ (−x, y).
Consequently, D4 acts on the 4 points Ai,j as the 4 points of a square. The four
components of dimension 2 together form a D4-variety, with each component
a Z2-variety. The most interesting variety is C, which is a D4-orbit. The one
quiver Q′2 is
This quiver is not connected (and is in fact the only disconnected one quiver for
the free product of cyclic groups Zp ∗Zq). The four nodes correspond to the four
one-dimensional representations ψ±,± defined by ψ±,±(x) = ±1, ψ±,±(y) = ±1.
The arrows go from ψ±± to ψ∓,∓.
The one quiver in this case is not necessary to parametrize open subsets of
simple representations, as A is a finite module over its center. On the downside,
all simple representations of Z2 ∗ Z2 are of dimension ≤ 2.
3 The set-up
The quiver Qn necessary to describe the representations of Z
∗n
2 is the following:
let Gi be the subgroup of Z
∗n
2 = 〈e1, . . . , en : e
2
i = 1〉 generated by ei. Then
Qn has 2n vertices, subdivided in pairs (the pair Ti corresponds to the two
one-dimensional representations of Gi). Pick T1, then the arrows of Qn go from
4
a+1
a−1
a+2
a−2
a+3
a−3
a+n
a−n
Figure 1: The associated quiver Qn to Z
∗n
2
each vertex of T1 to every other vertex of Qn belonging to some Ti, excluding
i = 1. We label the arrows accordingly Bikl, so (k, l) ∈ {+,−}
2 and 2 ≤ i ≤ n,
with the arrow Bikl going from the lth vertex of T1 to the kth vertex of Ti. The
quiver Qn becomes figure 1.
To an α-dimensional representation of Qn with α = (a
+
i , a
−
i )
n
i=1 a dimension
vector fulfilling a+i + a
−
i = m for all 1 ≤ i ≤ n corresponds the m-dimensional
representation φ of Z∗n2 defined by
φ(e1) =
[
1a+1
0
0 −1a−1
]
, φ(ei) =
[
Bi++ B
i
+−
Bi−+ B
i
−−
]−1 [1a+i 0
0 −1a−i
][
Bi++ B
i
+−
Bi−+ B
i
−−
]
for 2 ≤ i ≤ n.
The hyperoctahedral group Bn = S2 ≀ Sn = Zn2 ⋊ Sn acts on the group
algebra C(Z∗n2 ) as automorphisms, the Sn-action permuting the generators ei
and the S2-action coming from the algebra automorphism ϕ(e1) = −e1, ϕ(ei) =
ei, 2 ≤ i ≤ n. It is clear that the same group also acts on the dimension vectors
α = (a+i , a
−
i )
n
i=1, with Sn permuting the pairs (a
+
i , a
−
i ) and ϕ switching a
+
1 with
a−1 and leaving the rest fixed.
We can already analyze the number of components of repm Z
∗n
2 .
Theorem 3.1. The variety repm Z
∗n
2 is the disjoint union of (m+ 1)
n compo-
nents, labeled by {0, 1, . . . ,m}n. The group Bn acts on these components, with
the number of Bn-orbits equal to
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•
((
m
2 +1
n
))
=
(m
2 +n
n
)
if m is even, and
•
((
m+1
2
n
))
=
(m−1
2 +n
n
)
if m is odd.
Proof. The possible dimension vectors for Qn are determined by choosing for
each 1 ≤ i ≤ n an element 0 ≤ a+i ≤ m, because then a
−
i = m− a
+
i . This gives
(m+ 1)n components, labeled by {0, 1, . . . ,m}n.
By the Bn-action, each dimension vector lies in a unique Bn-orbit of a di-
mension vector (a+i , a
−
i )
n
i=1 such that
m ≥ a+1 ≥ a
+
2 ≥ . . . a
+
n ≥
m
2
or
m+ 1
2
.
This leads to the claimed multiset coefficients.
3.1 The one quiver Q′n
The generators of the Abelian semigroup
S(n) = {(a+i , a
−
i )
n
i=1 ∈ N
2n : a+1 + a
−
1 = a
+
2 + a
−
2 = . . . = a
+
n + a
−
n },
are the dimension vectors in the Bn-orbit of (1, 0)
n
i=1 and correspond to the
simple representations of Zn2 = Z
∗n
2 /[Z
∗n
2 ,Z
∗n
2 ], so there are 2
n generators. Set
S(n)m = {α ∈ S(n) : a
+
1 +a
−
1 = m}. Let N = {1, . . . , n}. Then we can label all
characters with the elements of 2N . For A ∈ 2N , let ψA be the character of Zn2
corresponding to ψA(ei) = −1 if and only if i ∈ A. In terms of generators of the
semigroup, ψA corresponds to the dimension vector αA = (a
+
i (A), a
−
i (A))
n
i=1
with
i 6∈ A⇔ (a+i (A), a
−
i (A)) = (1, 0),
i ∈ A⇔ (a+i (A), a
−
i (A)) = (0, 1).
Regarding S(n) and the generators αA, we find
Proposition 3.2. Let Fn be the free multiplicative commutative semigroup gen-
erated by eA, A ∈ 2N , graded by deg(eA) = 1. Then the semigroup S(n) is a
quotient of Fn by the relations
eAeB = eA∪BeA∩B
for all A,B ∈ 2N .
Proof. There is a relation
∑
A∈2N xAαA =
∑
A∈2N yAαA with xA, yA ∈ N if and
only if ∑
A∈2N
ψxAA ,
∑
A∈2N
ψyAA ∈ repα Z
∗n
2
for some α ∈ S(n). From theorem 3.1 it follows that |S(n)m| = (m+ 1)
n. It is
easy to see that αA + αB = αA∪B + αA∩B is indeed true for each A,B ∈ 2N .
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Let A(n) = C[Fn/〈eAeB = eA∪BeA∩B〉]. Then A(n) is the homogeneous
coordinate ring of the Segre embedding (P1)n P2
n−1 by [4, Corollary
1.8]. Consequently,
dim(A(n))m = C[X1, Y1;X2, Y2; . . . ;Xn, Yn](m,m,...,m) = (m+ 1)
n.
This implies that Fn/〈eAeB = eA∪BeA∩B〉 = S(n), as claimed.
We will also denote the corresponding vertex in the one quiver Q′n by ψA.
The group Bn acts on these 2
n generators in the following way: Sn acts on the
elements of 2N by permuting the elements of each set, and ϕ · A = A∆{e1}.
In order to calculate the one quiver, it is enough to calculate all the outgoing
arrows from one vertex and use the Bn-symmetry to find the rest. Let us take the
trivial character ψ∅. It is clear that the dimension vector of Qn corresponding
to ψ∅ is (1, 0)
n
i=1.
Theorem 3.3. The number of arrows going from ψ∅ to ψA, A ∈ 2
N is equal to
|A| − 1.
Proof. The matrix determining the Euler form χQn(−,−) of Qn is equal to
Mn =


1 0 −1 −1 . . . −1
0 1 −1 −1 . . . −1
0 0 1 0 . . . 0
0 0 0 1 0
...
...
. . .
...
0 0 . . . 1


.
Calculating (1, 0; 1, 0; . . . ; 1, 0)M , we find (1, 0; 0,−1; 0,−1; . . . ; 0,−1).
Using the formula dimHomZ∗n(V,W )− dimExt
1
Z∗n(V,W ) = χQn(V,W ) for
representations V and W of Qn, we find for any A ∈ 2N
dimExt1Z∗n(ψ∅, ψ∅) = 0,
dimExt1Z∗n(ψ∅, ψA) = [A]− 1.
Using the Bn-symmetry, we find that for two set A,B ∈ 2N with A 6= B
dimExt1Z∗n(ψA, ψA) = 0,
dimExt1Z∗n(ψA, ψB) = |{ei|ψA(ei) 6= ψB(ei)}| − 1 = |A∆B| − 1.
Corollary 3.4. Let 2N be the set of vertices of the unit hypercube in Rn. Then
the one quiver Q′n for Z
∗n
2 has as vertices the elements of 2
N , no loops and k−1
arrows between two sets A 6= B ∈ 2N if and only if k = dE(s, t)2 = |A∆B|, with
dE the Euclidean distance in R
n.
It is easy to find an inductive procedure to determine the Euler form of Q′n.
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Proposition 3.5. If Mn−1 is the matrix determining the Euler form of the one
quiver Q′n−1 for Z
∗(n−1)
2 by the lexicographical order (with ∅ < N), then the
Euler form of the one quiver Q′n for Z
∗n
2 is determined by the matrix
Mn =
[
Mn−1 Mn−1 − Pn−1
M − Pn−1 Mn−1
]
,
with Pn−1 is the (n− 1)× (n− 1)-matrix with every entry equal to 1.
Proof. Any A ∈ 2N is either a subset of {1, . . . , n− 1} or n ∈ A. Let A and B
be 2 subsets of N . There are two cases to consider:
• A,B ⊂ {1, . . . , n− 1} or n ∈ A ∩B: then A∆B ⊂ {1, . . . , n− 1}, so
dimExt1Z∗n2 (ψA, ψB) = dimExt
1
Z
∗(n−1)
2
(ψA|Z∗(n−1)2
, ψB|Z∗(n−1)2
).
• A ⊂ {1, . . . , n− 1} and B 6⊂ {1, . . . , n− 1}: in this case we have A∆B =
(A∆(B ∩ {1, . . . , n− 1})) ∪ {n}, so we have
dimExt1Z∗n2 (ψA, ψB) = dimExt
1
Z
∗(n−1)
2
(ψA|Z∗(n−1)2
, ψB |Z∗(n−1)2
) + 1.
The claim follows.
Corollary 3.6. If Mn is the Euler matrix of Q
′
n, then
(Mn)A,B = 1− |A∆B|.
a+1
a−1
a+2
a−2
a+3
a−3
B2++
B2
−+
B3++
B3
−+
B2+−
B2
−−
B3+−
B3
−−
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Example 3.7. A representation of the group Z∗32 = Z2 ∗ Z2 ∗ Z2 corresponds
to a representation of the quiver Q3 for a dimension vector α = (a
+
i , a
−
i )
3
i=1
satisfying a+1 + a
−
1 = a
+
2 + a
−
2 = a
+
3 + a
−
3 , on the condition that the matrices
B(2) =
[
B2++ B
2
+−
B2−+ B
2
−−
]
and B(3) =
[
B3++ B
3
+−
B3−+ B
3
−−
]
are invertible. In particular, the useful representations of this quiver form an
open subset of repαQ3. A representation of Q3 fulfilling the invertibility condi-
tion then leads to the following three matrices that determine a representation
of Z∗32([
1a+1
0
0 −1a−1
]
, B(2)−1
[
1a+2
0
0 −1a−2
]
B(2), B(3)−1
[
1a+3
0
0 −1a−3
]
B(3)
)
.
In this case, the one quiver Q′3 has as vertices the vertices of the unit cube
in R3 and as arrows one arrow in each direction for each side diagonal and two
arrows in each direction for each space diagonal. The corresponding one quiver
is
The corresponding Euler matrix of Q′3 is
M3 =


1 0 0 −1 0 −1 −1 −2
0 1 −1 0 −1 0 −2 −1
0 −1 1 0 −1 −2 0 −1
−1 0 0 1 −2 −1 −1 0
0 −1 −1 −2 1 0 0 −1
−1 0 −2 −1 0 1 −1 0
−1 −2 0 −1 0 −1 1 0
−2 −1 −1 0 −1 0 0 1


.
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3.2 Components with simple representations
We assume that n ≥ 3 and that m ≥ 2.
We have seen in theorem 3.1 that the variety repm Z
∗n
2 is a disjoint union
of (m+ 1)n affine varieties ⊔|α|=nm repα Z
∗n
2 .
This subsection will classify the dimension vectors for which repα Z
∗n
2 con-
tains simple representations. Fix a dimension vector α = (a+i , a
−
i )
n
i=1 with
m = a+1 + a
−
1 = a
+
2 + a
−
2 = . . . = a
+
n + a
−
n for Qn. Let M be a semisimple
representation belonging to repα Z
∗n
2 , such that M decomposes as a direct sum
of one-dimensional representations
M = ⊕A∈2Nψ
bA
A .
We know that there is an e´tale morphism such that the image contains an open
subset (see amongst others [6, Theorem 3.14])
GLα(C)×Stab(M) repβ Q
′
n repα Z
∗n
2
where Q′n is the one quiver we calculated in the previous section and β =
(bA)A∈2N is a dimension vector for Q
′
n. It is clear that
Stab(M) =
∏
A∈2N
GLbA(C).
In order for repα Z
∗n
2 to contain simple representations, we need to find dimen-
sion vectors β for Q′n such that repβ Q
′
n contains simple representations of Q
′
n.
Recall the following result:
Theorem 3.8. [7, Theorem 4.10] Let Q be a quiver with associated Euler form
χQ. Let α = (d1, . . . , dk) be a dimension vector for Q. Then repαQ contains
simple representations if and only if one of the following conditions is satisfied
• supp(α) is an extended Dynkin quiver of type A˜k on k vertices with cyclic
orientation and α = (1, . . . , 1),
• supp(α) is not of type A˜k. Then supp(α) is stronly connected, χQ(α, ǫi) ≤
0 and χQ(ǫi, α) ≤ 0 for all 1 ≤ i ≤ k.
Recall that a strongly connected quiver is a quiver Q such that for each pair
of vertices vi, vj of Q, there exists an oriented cycle in Q passing through vi
and vj .
As all full subquivers of Q′n are symmetric, the first case can only be if
supp(β) is the full subquiver on ψA and ψB with A∆B = 2 and bA = bB = 1.
If this is not the case, then we need to check that supp(β) is strongly connected
and that χQ′n(β, ψA) ≤ 0 for each ψA ∈ supp(β), as Q
′
n is symmetric. As Q
′
n is
symmetric, a full subquiver is strongly connected if and only if it is connected.
Lemma 3.9. Let Q1 and Q2 be two full subquivers of Q′n such that the number
of vertices of Q1 and the number of vertices of Q2 are both separately larger than
or equal to 2. If Q1 ⊔Q2 ⊂ Q′n, then the underlying graph is
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Proof. By the Bn-action, we may assume that one of the vertices of Q
1 is ψ∅
and that one of the vertices of Q2 is ψ{1}, as it has to correspond to a set with
one element, which are all equivalent under the Sn-action. By assumption, any
other vertex of Q2 is not connected to ψ∅, which can only be if those vertices
form a subset of {ψ{k} : k ∈ N, k 6= 1}. Again by the Bn-action, we may assume
that ψ{2} is one of the vertices of Q
2.
Now, any vertex other than ψ∅ in Q
1 corresponds to a set ∅ 6= A ∈ 2N such
that
|A∆{1}| = |A∆{2}| = 1.
There is only one set with this property, namely A = {1, 2}. But then no other
vertices are also possible in Q2, for
|{1, 2}∆{k}| = 3 if k 6= 1, 2.
Consequently, if Q1⊔Q2 ⊂ Q′n is a full subquiver with the number of vertices
of Q1 strictly larger than 2, then Q2 has only one vertex.
Lemma 3.10. For each vertex in Q′n, there are exactly n vertices not connected
to it. The full subquiver on these n vertices is the complete directed symmetric
graph on n points.
Proof. This is true for ψ∅, for the other vertices one can use the Bn-action.
Corollary 3.11. There are n+ 1 types of disconnected full subquivers in Q′n:
• Q1⊔Q2 with the number of vertices of Q1 and of Q2 equal to 2, connected
as in lemma 3.9,
• Q1 ⊔Q2, with the number of vertices of Q1 equal to k for some 1 ≤ k ≤ n
and Q2 the quiver with one vertex and no loops. In this case, Q1 is the
complete directed graph on k vertices.
Proposition 3.12. β is a simple dimension vector of Q′n if and only if
|β| ≤
∑
B∈2N
bB|A∆B| (3.1)
for all A ∈ 2N , unless we are in the quiver setting
r r
11
which is a simple dimension vector if and only if r = 1 or in the quiver setting
t
s
s
t
with st 6= 0, which is never a simple dimension vector.
Proof. First, we will show that if supp(β) is the quiver from lemma 3.9, then
β satisfies condition 3.1 if and only if β lies in the Bn-orbit of the dimension
vector (b∅, b{1}, b{2}, b{1,2}, 0, 0, . . . , 0) with b∅ = b{1,2}, b{1} = b{2}. We may
assume by the Bn-action that β = (b∅, b{1}, b{2}, b{1,2}, 0, 0, . . . , 0) fulfils 3.1,
with b∅b{1}b{2}b{1,2} 6= 0. Set A equal to respectively ∅, {1}, {2}, {1, 2}, then
this implies
b∅ + b{1} + b{2} + b{1,2} ≤ b{1} + b{2} + 2b{1,2},
b∅ + b{1} + b{2} + b{1,2} ≤ b∅ + 2b{2} + b{1,2},
b∅ + b{1} + b{2} + b{1,2} ≤ b∅ + 2b{1} + b{1,2},
b∅ + b{1} + b{2} + b{1,2} ≤ 2b∅ + b{1} + b{2}.
From this it follows that b∅ = b{1,2} and b{1} = b{2}. Condition 3.1 therefore
becomes:
2b∅ + 2b{1} ≤ b∅(|A| + |A∆{1, 2}|) + b{1}(|A∆{1}|+ |A∆{2}|).
Therefore, for the other A ∈ 2N , we find:
• If |A| ≥ 3: then |A| ≥ 3 and |A∆{1}| ≥ 2, so condition 3.1 is satisfied.
• If |A| = 2: if A ∩ {1, 2} = ∅ then 3.1 is again satisfied. If |A ∩ {1, 2}| = 1,
then either |A∆{1}| ≥ 3 or |A∆{2}| ≥ 3 so condition 3.1 is again satisfied.
• If |A| = 1, then |A∆{1, 2}| ≥ 3 and |A∆{1}| ≥ 2, so also in this case
condition 3.1 is satisfied.
Now, if supp(β) = Q1 ⊔ Q2 with Q1 consisting of just one vertex, then we
may assume that β = (b∅, b{1}, b{2}, b{3}, . . . , b{k}, 0, . . . , 0) for some k ≤ n. For
A = ∅, condition 3.1 would say
b∅ + b{1} + b{2} + b{3} + . . . , b{k} ≤ b{1} + b{2} + b{3} + . . . , b{k},
which can only be if b∅ = 0, which contradicts that ψ∅ ∈ supp(β).
The dimension vector β = (b∅, 0, 0, b{1,2}, . . . , 0) with b∅ = b{1,2} does fulfil
condition 3.1, but then we are in the extended Dynkin case of theorem 3.8,
which is only simple if b∅ = b{1,2} = 1.
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In all other cases, if β is a simple dimension vector, then we find for all
A ∈ 2N
χQ′n(ψA, β) = χQ′n(β, ψA) =
∑
B∈2N
bB(1− |A∆B|) ≤ 0,
which is equivalent to condition 3.1.
This should now be translated to a condition on the dimension vectors for
Qn. We will assume that α = (a
+
i , a
−
i )
n
i=1 with a
+
i + a
−
i = m and
a+1 ≥ a
+
2 ≥ . . . a
+
n ≥ a
−
n ≥ a
−
n−1 ≥ . . . ≥ a
−
1 . (3.2)
Proposition 3.13. The following semisimple representation is an element of
repα Z
∗n
2 :
Mα = ψ
a+n
∅ ⊕ ψ
a
+
n−1−a
+
n
{n} ⊕ . . .⊕ ψ
a
+
i −a
+
i+1
{i+1,...,n} ⊕ . . .⊕ ψ
a
+
1 −a
+
2
{2,...,n} ⊕ ψ
a
−
1
N
= ψ
a+n
∅ ⊕ ψ
a
−
2 −a
−
1
{1}c ⊕ . . .⊕ ψ
a−i+1−a
−
i
{1,...,i}c ⊕ . . .⊕ ψ
a−n−a
−
n−1
{1,...,n−1}c ⊕ ψ
a
−
1
N .
Proof. Let χα be the character function associated to Mα, then we find
χα(ei) = a
+
n − a
−
1 −
i−1∑
j=1
(a−j+1 − a
−
j ) +
n−1∑
j=i
(a−j+1 − a
−
j )
= a+n − a
−
1 − (a
−
i − a
−
1 ) + (a
−
n − a
−
i )
= m− 2a−i
= a+i − a
−
i .
Together with the condition a+i + a
−
i = m we find that Mα ∈ repα Z
∗n
2 .
Proposition 3.14. If α is a dimension vector that fulfils condition 3.2, then α
is a simple dimension vector if and only if
n∑
i=1
a+i ≤ m(n− 1),
unless α = (2k, 0; 2k, 0; . . . ; 2k, 0; 2k; 0; k, k; k, k), m = 2k and k 6= 1.
Proof. In order for α to be a simple dimension vector, we need that the di-
mension vector β = (bB)B∈2N with b{i+1,...,n} = a
+
i − a
+
i+1 for 2 ≤ i ≤ n − 1,
b∅ = a
+
n , bN = a
−
1 and the rest equal to 0 fulfils condition 3.1. Condition 3.1
then becomes for each A ∈ 2N
|β| = m ≤
∑
B∈2N
bB |A∆B| = a
+
n |A|+ a
−
1 |A
c|+
n−1∑
i=1
(a+i − a
+
i+1)|A∆{i+ 1, . . . , n}|.
(3.3)
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This last summation is equal to
m|Ac|+
n∑
i=1
(|A∆{i+ 1, . . . , n}| − |A∆{i, . . . , n}|)a+i .
Define for each A ∈ 2N , i ∈ N
δiA =
{
1 if i ∈ A
−1 if i 6∈ A
Then inequality 3.3 is equivalent to
0 ≤ m(|Ac| − 1) +
n∑
i=1
δiAa
+
i ⇔
n∑
i=1
δiAca
+
i ≤ m(|A
c| − 1),
for each A ∈ 2N , or, as (−)c is an involution of 2N ,
n∑
i=1
δiAa
+
i ≤ m(|A| − 1).
Let Ok for k ∈ N ∪ {0} be the orbits in 2N under the Sn-action. Then the
value m(|A|− 1) is constant on Ok. Due to condition 3.2, for every k ∈ N ∪{0},∑n
i=1 δ
i
Aa
+
i reaches its maximum on Ok in the set {1, 2, . . . , k}.
• If A = ∅, then the condition becomes
n∑
i=1
−a+i ≤ −m⇔ 0 ≤ −m+
n∑
i=1
(m− a−i )⇔
n∑
i=1
a−i ≤ m(n− 1).
• If A = {1, . . . , k}, then this condition is equivalent to
k∑
i=1
a+i ≤ m(k − 1) +
n∑
i=k+1
a+i ⇔
k∑
i=1
a+i ≤ m(k − 1) +
n∑
i=k+1
(m− a−i )
⇔
k∑
i=1
a+i +
n∑
i=k+1
a−i ≤ m(n− 1).
In particular, as a−i ≤ a
+
i , it follows that
n∑
i=1
a+i ≤ m(n− 1)
is a necessary (for A = N) and sufficient condition.
The dimension vectors of Qn that are excluded come from the dimension
vectors of Q′n of proposition 3.12 that are excluded.
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Theorem 3.15. Let α = (a+1 , a
−
1 ; a
+
2 , a
−
2 ; . . . ; a
+
n , a
−
n ) be a dimension vector of
Qn, then α is a simple dimension vector if and only if
n∑
i=1
max{a+i , a
−
i } ≤ m(n− 1),
unless α lies in the Bn-orbit of (2k, 0; 2k, 0; . . . ; 2k, 0; 2k; 0; k, k; k, k) with m =
2k and k 6= 1.
Example 3.16. The symmetric group Sn+1 is a quotient of Z
∗n
2 by taking
the generators (i, i + 1), 1 ≤ i ≤ n of Sn+1. As is well known, there exists a
n-dimensional simple representation Vn of Sn+1 such that Vn ⊕ ψ∅ is the per-
mutation representation of Sn+1. The representation Vn lies in the component
repα Z
∗n
2 with α = (n−1, 1)
n
i=1. For each n, we see that the condition of theorem
3.15 for this component is true, we even have equality:
n∑
i=1
max{a+i , a
−
i } = n(n− 1).
However, if we look at the n+1-dimensional permutation representation Vn⊕ψ∅,
then we get α = (n, 1)ni=1 and therefore
n∑
i=1
max{a+i , a
−
i } = n
2 > (n+ 1)(n− 1) = n2 − 1.
So α = (n, 1)ni=1 is not a simple dimension vector.
Proposition 3.17. If α is a simple dimension vector, then
dim issα Z
∗n
2 = 2(
n∑
i=1
a+i a
−
i )− (m
2 − 1).
Proof. If α is a simple dimension vector, then
dim issα Z
∗n
2 = (n− 1) dimGLm(C)− (dim
(
n∏
i=1
GLa+i
(C)×GLa−i
(C)
)
− 1)
= m2(n− 1)− (−1 +
n∑
i=1
(a+i )
2 + (a−i )
2)
= m2(n− 1)− (−1 + nm2 − 2
n∑
i=1
a+i a
−
i )
= 2(
n∑
i=1
a+i a
−
i )− (m
2 − 1).
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3.3 Smooth dimension vectors
The next question we can ask ourselves is: when is issα Z
∗n
2 = repα Z
∗n
2 /GLα(C)
a smooth variety? For this to investigate, we need to calculate local quivers in
sums of one-dimensional representations and see if issm Z
∗n
2 is smooth in these
points.
Theorem 3.18. [6, Theorem 5.22] Let (Q,α) be a symmetric quiver setting
with Q connected and containing no loops. Then issαQ is smooth if and only if
• Q is tree-like, which means that if we draw an edge between 2 vertices if
there exists an arrow between them, we get a tree.
• In every branching vertex, the dimension is equal to 1.
• The quiver is built out of the following blocks:
–
n m
,
–
1 nk
, k ≤ n,
–
1 mn
,
–
n m2
Let us first find the possible full subquivers which are tree-like in Q′n.
Proposition 3.19. There are 2n− 1 types of connected tree-like full subquivers
in Q′n that can be subdivided in 4 cases, corresponding to
I
II k , 1 ≤ k ≤ n− 1
III k k − 1 , 2 ≤ k ≤ n− 1
IV .
Proof. The connected tree-like full subquivers that contain ≤ 2 vertices are
trivially the ones from the first 2 cases, so we may assume that there are at
least 3 vertices. Using the Bn-action, we may also assume that ψ∅ is a vertex
which is connected to only one other vertex. Assume that the third vertex is
not connected to ψ∅, then again using the Bn-action we may assume that this
third vertex is ψ{1}. Consider now the second vertex ψA for some A ∈ 2
N . This
vertex should be connected to ψ∅, so |A| ≥ 2. There are now two options:
• There is no fourth vertex: then A is an element of 2N with |A| ≥ 2 and
|A∆{1}| ≥ 2. There are two possibilities:
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– 1 ∈ A: then the number of arrows from ψA to ψ{1} is one less than
the number of arrows from ψA to ψ∅, or
– 1 6∈ A: then the number of arrows from ψA to ψ{1} is one more than
the number of arrows from ψA to ψ∅.
These two cases both correspond to the third option of the proposition.
The number of arrows follow from the description of Q′n from corollary
3.4.
• There is a fourth vertex: there are two options to consider:
– This fourth vertex is connected to ψA: as this vertex ψB is not con-
nected to ψ∅, one has B = {j} for some j 6= 1, but then ψ{1} is
connected to ψB. Therefore, this can not happen.
– this fourth vertex corresponds to a set B such that |B| = 1 and
|B∆{1}| ≥ 2. By the Bn-action we may assume that B = {2}, so
|B∆{1}| = 2. Consequently, A is a set so that |A| ≥ 2, |A∆{1}| ≥ 2
and |A∆{2}| = 1. This means that 2 ∈ A, |A| = 2, 1 6∈ A. By the
Bn-action we may assume that A = {2, 3}.
Suppose now that there is a fifth vertex, as this vertex is not connected to
ψ∅ this corresponds to {k} for some 3 ≤ k ≤ n. But therefore, this vertex
is always connected to ψ{1}, which is impossible. This means that there
can be no fifth vertex, so we are in the fourth case of the proposition. The
number of arrows are again determined by corollary 3.4.
While this means that there are indeed dimension vectors for Q′n such that
issβ Q
′
n is smooth and consequently, its image in issm Z
∗n
2 is smooth, this does
not mean that the component in which its image lies is smooth. In fact,
Theorem 3.20. If issα Z
∗n
2 is smooth, then α lies in the Bn-orbit of the dimen-
sion vector (a, b; c, d;m, 0; . . . ;m, 0) for some a, b, c, d,m ∈ N and a + b = m =
c+ d.
Proof. Assume first that α = (a, b; c, d;m, 0; . . . ;m, 0) with a + b = c + d = m.
Then every direct sum of one-dimensional simple representations in repα Z
∗n
2
is determined by a four-tuple (x, y, z, v) ∈ N4 such that x + z = a, x + y = c,
y + v = b, z + v = d. The corresponding semisimple representation is then
Mα = ψ
x
∅ ⊕ ψ
y
{1} ⊕ ψ
z
{2} ⊕ ψ
v
{1,2}.
The local quiver setting in this representation is
x
y
z
v
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This is a smooth quiver setting by theorem 3.18. It is possible for some vertex
to have dimension 0. Therefore, for each α′ in the Bn-orbit of α, issα Z
∗n
2 is
smooth.
Let β now be a dimension vector of Q′n, with supp(β) one of the tree-like
full subquivers of proposition 3.19, excluding type I. For type II and III, we will
assume that k ≥ 2, otherwise we will be in the previous smooth case.
• supp(β) is of type II: we may assume that b∅ ≥ k, b1,...,k+1 = 1 and for
all other elements of 2N , bA = 0. In the abelian semigroup S(n) with
generators αA (corresponding to the one-dimensional representation ψA)
for A ∈ 2N , we have the equality
mα∅ + α{1,...,k+1} = (m− k)α∅ +
k+1∑
i=1
α{i}.
Thus ψm∅ ⊕ ψ{1,...,k+1} and ψ
m−k
∅ ⊕
⊕k+1
i=1 ψ{i} belong to the same com-
ponent repα Z
∗n
2 . The local quiver in ψ
m−k
∅ ⊕
⊕k+1
i=1 ψ{i} is not tree-like,
thus issα Z
∗n
2 is not smooth.
• supp(β) is of type III: same proof as in type II, by disregarding the third
vertex and focusing on the first 2 vertices.
• supp(β) is of type IV: we may assume that b∅, b{1}, b{2} and b{2,3} are
nonzero. As ψ{1} and ψ{2,3} are branching vertices, if issβ Q
′
n was smooth,
then b{1} = b{2,3} = 1, contradicting the fact that one of these two values
should be ≥ 2.
Corollary 3.21. There are no simple, smooth dimension vectors in S(m) unless
m ≤ 2.
4 Explicit computational results
4.1 Two-dimensional representations
We can completely determine the components and their dimensions in rep2 Z
∗n
2
and iss2 Z
∗n
2 by hand.
Theorem 4.1. The representation variety rep2 Z
∗n
2 consists of 3
n components.
For 0 ≤ k ≤ n, there are Ek,n = 2n−k
(
n
k
)
components of dimension 2k, indexed
by A ∈ 2N , |A| = k and B ∈ 2N\A.
Let VA,B,n be such a component with |A| = k. Then the GIT-quotient
WA,B,n = VA,B,n/GL2(C) is of dimension 2k − 3, except if k = 0, 1, in which
case the dimension is 0.
The number of singularities in WA,B,n is equal to 2
k−1 if k ≥ 3. These sin-
gularities correspond to the sum of two one-dimensional representations ψC , ψD
with |C∆D| = k, with corresponding local quiver setting
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1 1k − 1
.
If k = 0, 1, 2, there are no singularities.
Proof. In the matrix ring M2(C), denote with O0,O1,O2 the GL2(C)-orbits of
respectively [
1 0
0 −1
]
,
[
1 0
0 1
]
,
[
−1 0
0 −1
]
.
Then any component of rep2 Z
∗n
2 is a product of n choices of O0,O1 and O2.
This gives 3n components. The dimension of such a component depends on the
number of times O0 is chosen, for dim(O1) = dim(O2) = 0. The dimension of
O0 is equal to 2, as can be easily seen using the formula
dimGL2(C) = dimO0 + dimStabGL2(C)
[
1 0
0 −1
]
= dimO0 + dimC
∗ × C∗.
Let s be the number of components of dimension 2k. For such a component,
one first chooses a subset A ⊂ N consisting of the factors equal to O0 and then
choosing a subset B ⊂ N \ A, consisting of the factors equal to O2. The other
factors are equal to O1. This shows that s = 2n−k
(
n
k
)
.
Choose a component VA,B,n with |A| = k ≥ 2, let i, j ∈ A, i 6= j. Then there
is a surjective restriction map VA,B,n V{1,2},∅,2 by projecting on the ith
and jth component. As V{1,2},∅,2 contains an open subset of simple representa-
tions, it follows that VA,B,n has an open subset of simple representations.
This means that on an open subset U ⊂ WA,B,n, VA,B,n is a principal
PGL2(C)-fibration in the e´tale topology, leading to dimWA,B,n = 2k − 3.
From this it follows that the possible singularities of dimWA,B,n lie in the
semisimple representations. Semisimple representations are determined by two
characters ψC , ψD. One of the requirements that ψC ⊕ψD lies in VA,B,n is that
|C∆D| = k, from which the claimed local quiver type follows. From this it also
follows that WA,B,n does not have singularities if k ≤ 2, as
1 1
is a smooth local quiver setting.
The condition that ψC ⊕ ψD ∈ VA,B,N can be descibed as
∀j ∈ N :


ψC(ej) = ±1 and ψD(ej) = ∓1 j ∈ A,
ψC(ej) = ψD(ej) = −1 j ∈ B,
ψC(ej) = ψD(ej) = 1 j ∈ N \ (A ∪B).
Consequently, there are 2k possible semisimple representations ψC ⊕ ψD ∈
VA,B,n, but as ψC ⊕ ψD is conjugated to ψD ⊕ ψC , it follows that there are
2k−1 singularities in WA,B,n if k ≥ 3.
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In terms of the n-dimensional hypercube 2N , we see that the irreducible
components of rep2 Z
∗n
2 are in bijection with the subcubes of 2
N . Every com-
ponent of rep2 Z
∗n
2 contains simple representations, except for the components
corresponding to points and edges in 2N .
Example 4.2. The 2-dimensional representations of C(Z∗32 ) correspond to the
representations of a Clifford algebra C over C[X1,2, X1,3, X2,3]. The associated
quadratic form over C[X1,2, X1,3, X2,3] is determined by the matrix
 1 X1,2 X1,3X1,2 1 X2,3
X1,3 X2,3 1

 .
Let ρ be the natural algebra map
C(Z∗32 ) C
ρ
.
The center of C by [10] is equal to
R = C[X1,2, X1,3, X2,3, g]/(g
2 − (1 − (X21,2 +X
2
1,3 +X
2
2,3) + 2X1,2X1,3X2,3)),
with g a scalar multiple of ρ(
∑
σ∈S3
ε(σ)xσ(1)xσ(2)xσ(3)).
We have Spec(R) = rep(1,1,1,1,1,1) Z
∗3
2 /GL2(C) and one has
rep(1,1,1,1,1,1) Z
∗3
2 = trep2 C3.
As expected, Spec(R(3)) has 4 singularities, in the points
(1, 1, 1, 0), (1,−1,−1, 0), (−1, 1,−1, 0), (−1,−1, 1, 0),
which are all of conifold type (3con in the classification of [6, proposition 5.13]).
The 4 singularities form a S4 = B3/(Z2)-orbit.
4.2 The dimension vector (m− 1, 1)ni=1
An easy application of theorem 3.12 is the following:
Proposition 4.3. The dimension vector α(n,m) = (m − 1, 1)ni=1 is simple if
and only if m ≤ n. In this case, dim issα(n,m) Z
∗n
2 = (m− 1)(2n−m− 1).
Proof. Theorem 3.15 applied for α(n,m) becomes
n(m− 1) ≤ m(n− 1)⇔ m ≤ n.
Consequently, proposition 3.17 applied to α(n,m) becomes
dim issα(n,m) Z
∗n
2 = 2n(m− 1)− (m
2 − 1) = (m− 1)(2n−m− 1).
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For A ∈ 2N , we will set
α(n,m,A) = (a+i , a
−
i )
n
i=1, (a
+
i , a
−
i ) =
{
(m− 1, 1) if i ∈ A,
(m, 0) if i 6∈ A.
Consequently, α(n,m,N) = α(n,m) and α(n,m, ∅) = (m, 0)ni=1. In addition,
the vector α(n,m,A) determines the representations that have the subgroup
〈ej : j 6∈ A〉 ⊂ Z
∗n
2 in its kernel. We will set Z
∗n
2 (A) = 〈ej : j ∈ A〉
∼= Z
∗|A|
2 , then
repα(n,m,A) Z
∗n
2
∼= repα(|A|,m) Z
∗|A|
2
by way of the restriction morphism V 7→ V |Z∗n2 (A).
We will classify all local quiver settings in dim issα(n,m) Z
∗n
2 for all m ≤ n,
which will be a generalization of theorem 1.1.
Theorem 4.4. The possible local quiver settings in dim issα(n,m) Z
∗n
2 for m ≤ n
are determined by the following data:
• a partition A = {Ai}li=1 of N , and
• a positive l-tuple k = (ki)li=1 ∈ N
l satisfying 1 ≤ ki ≤ |Ai| for all 1 ≤ i ≤ l
and |k| =
∑l
i=1 ki ≤ m.
A local quiver setting (A,k) degenerates to (A′,k′) if and only if
• A′ is a refinement of A, and
• for all 1 ≤ i ≤ l, if Ai =
⊔li
j=1 A
′
ij
, then ki ≥
∑li
j=1 k
′
ij
.
The local quiver setting corresponding to (A,k) is the following:
1
m− |k|
1 |Ai|kj + |Aj |ki − kikj
(ki − 1)(2|Ai| − ki − 1) (kj − 1)(2|Aj | − kj − 1)
|A
i |
−
k
i |A
j
| −
k j
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Proof. We will first show the correspondence between the possible local quiver
settings and partitions A = {Ai}li=1 and l-tuples k = (ki)
l
i=1 satisfying 1 ≤
ki ≤ |Ai| for all 1 ≤ i ≤ l and |k| =
∑l
i=1 ki ≤ m.
Let M =
⊕l
i=0 V
ei
i be a semisimple decomposition of M ∈ repα(n,m) Z
∗n
2
with V0 = ψ∅, ei ≥ 1 for 1 ≤ i ≤ l and e0 ≥ 0. Set ki = dim Vi for 1 ≤ i ≤ l.
Then we have
ei 6= 1⇒ Vi 6= ψ∅,
for if Vi 6= ψ∅ and ei ≥ 2, then M 6∈ repα(n,m) Z
∗n
2 , as then there would exist
an element j ∈ N such that (α(n,m))−j ≥ 2, which is a contradiction.
For i 6= 0, let Vi ∈ repβ(i) Z
∗n
2 and set
Ai = {j ∈ N : (β(i))
−
j = 1} = {j ∈ N : (β(i))
−
j 6= 0}.
Then the sets A1, . . . , Al form a partition of N with Ai 6= ∅ for each 1 ≤ i ≤ l.
In addition, from the condition that (β(i))+j + (β(i))
−
j = ki for all j ∈ Ai, it
follows that
β(i) = α(n, ki, Ai)
By proposition 4.3, this implies that 1 ≤ ki ≤ |Ai|. But then, e0 = m−
∑l
i=1 ki,
proving that |k| ≤ m.
We have associated a partition A = {Ai}li=1 of N and a positive l-tuple
k = (ki)
l
i=1 satisfying 1 ≤ ki ≤ |Ai| for all 1 ≤ i ≤ l and |k| ≤ m to a
semisimple representation in repα(n,m) Z
∗n
2 .
The other way around, to a partition A = {Ai}li=1 of N and a positive
l-tuple k = (ki)
l
i=1 satisfying 1 ≤ ki ≤ |Ai| for all 1 ≤ i ≤ l and |k| ≤ m,
we associate a semisimple representation M ∈ repα(n,m) Z
∗n
2 by choosing for
each 1 ≤ i ≤ l a simple representation Vi ∈ repα(n,ki,Ai) Z
∗n
2 , which we may do
by proposition 4.3, and taking MA,k = ψ
m−|k|
∅ ⊕
⊕l
i=1 Vl. As the local quiver
setting of a semisimple module depends purely on the dimension vectors of its
semisimple components, we see that the local quiver setting does not depend on
the chosen simple representations.
Regarding the degeneration statement, we will show that a local quiver set-
ting (A,k) degenerates to a quiver setting (A′,k′) in the following two possibil-
ities:
• A′ = A and k′l + 1 = kl, k
′
i = ki for 1 ≤ i ≤ l − 1,
• A′l ⊔ A
′
l+1 = Al, A
′
i = Ai and k
′
l + k
′
l+1 = k1, k
′
i = ki for 1 ≤ i ≤ l − 1.
This will be sufficient, for degeneration is a transitive relation and a partition
A = {Ai}li=1 is determined up to Sl-action, that is, A = {Ai}
l
i=1 = {Aσ(i)}
l
i=1
for each σ ∈ Sl. Let MA′,k′ be a semisimple representation of type (A′,k′) in
both cases.
If A′ = A and k′l + 1 = kl, then there exists a 1-dimensional family C
of simples (Vl(z))z∈C ∈ repα(n,kl,Al) Z
∗n
2 that degenerates to ψ∅ ⊕ V
′
l with
V ′l ∈ repα(n,k′l,A′l) Z
∗n
2 . Consequently, MA′,k′ is a degeneration of the family
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(MA′,k′/(ψ∅ ⊕ V
′
l ) ⊕ Vl(z))z∈C , which are all of type (A,k), proving the first
possibility.
For the second possibility, there exists a 1-dimensional family C of simple
representations (Vl(z))z∈C ∈ repα(n,kl,Al) Z
∗n
2 that degenerates to V
′
l ⊕ V
′
l+1
with V ′l ∈ repα(n,k′l,A′l) Z
∗n
2 and V
′
l+1 ∈ repα(n,k′l+1,A′l+1) Z
∗n
2 . Consequently,
(MA′,k′/(V
′
l ⊕ V
′
l+1) ⊕ Vl(z))z∈C is a 1-dimensional family of semisimple rep-
resentations of type (A,k) that degenerates to MA′,k′ , finishing the second
possibility.
Conversely, assume that the local quiver setting (A′,k′) is a degeneration
of (A,k). A 1-dimensional family C of simple representations (Vi(z))z∈C ∈
repα(n,ki,Ai) Z
∗n
2 can only degenerate to a sum of simples ⊕
li
j=1Vij with Vij ∈
repα(n,k′ij ,A
′
ij
) Z
∗n
2 if ⊔
li
j=1A
′
ij
= Ai, for
ψ
ki−
∑li
j=1 kij
∅ ⊕
li⊕
j=1
Vij ∈ repα(n,ki,Ai) Z
∗n
2 .
This also shows that
∑li
j=1 kij ≤ ki for each 1 ≤ i ≤ l, finishing the proof of the
degeneration statement.
To describe the local quiver setting in MA,k = ψ
m−|k|
∅ ⊕
⊕l
i=1 Vi, we have
• the number of loops in the vertex corresponding to Vi is equal to
dim issα(n,ki,Ai) Z
∗n
2 = dim issα(|Ai|,ki) Z
∗|Ai|
2
= (ki − 1)(2|Ai| − ki − 1)
= ki(|Ai| − ki) + (|Ai| − ki)ki + k
2
i − 2|Ai|+ 1.
by proposition 4.3,
• the number of arrows from the vertex corresponding to Vi to the vertex
corresponding to Vj is (by the Sn action on repα(n,m) Z
∗n
2 ) equal to
dimExt1
Z∗n2
(Vi, Vj) = −χQn (α(n, ki, Ai), α(n, kj , Aj))
= −χQn (α(n, ki, {1, . . . , |Ai|}), α(n, kj , {|Ai|+ 1, . . . , |Ai|+ |Aj |}))
= −α(n, ki, {1, . . . , |Ai|})Mnα(n, kj , {|Ai|+ 1, . . . , |Ai|+ |Aj |})
t
= −((ki − 1)kj − (|Ai| − 1)kj − |Aj |ki)
= |Ai|kj + |Aj |ki − kikj
= ki(|Aj | − kj) + (|Ai| − ki)kj + kikj ,
• the number of arrows from ψ∅ to the vertex corresponding to Vi is
dimExt1Z∗n2 (ψ∅, Vi) = −χQn(α(n, 1, ∅), α(n, ki, Ai))
= |Ai| − ki.
The dimension vector is obvious for this local quiver setting. As the local
quiver needs to be symmetric by the symmetry of Mn, this finishes the
proof of the theorem.
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A consequence of theorem 4.4 is the following:
Corollary 4.5. The Euler matrix of the local quiver setting (A,k) for α(n,m)
is equal to [
−(ktv + vtk+ ktk− 2 diag(|A1|, . . . , |Al|)) −vt
−v 1
]
,
with v = (|Ai| − ki)li=1, except if v = 0, in which case the Euler matrix becomes
−(ktk− 2 diag(|A1|, . . . , |Al|))
It is well known that partitions of N up to the action of Sn correspond to
Young diagrams. If we want to calculate the number of local quiver settings up
to permutation in issα(n,n) Z
∗n
2 , we get
Proposition 4.6. For each Young diagram given by the data (λi, µi)
l
i=1 (so
λi > λi+1 and there are µi rows with λi boxes), there are
∏l
i=1
((
λi
µi
))
distinct
local quiver settings in issα(n,n) Z
∗n
2 .
Proof. For each rectangle subblock consisting of µiλi blocks, the possible local
quiver settings depend on natural numbers k1, . . . , kµi with 1 ≤ kj ≤ λi for each
1 ≤ j ≤ µi. Up to permutation, we may assume that
λi ≥ k1 ≥ k2 ≥ . . . ≥ kµi ≥ 1,
which means that we have to choose µi elements in {1, . . . , λi}, with repetition
possible. This leads to the claimed multiset coefficient.
We can also classify the smooth points in issα(n,m) Z
∗n
2 by their local quiver
setting.
Theorem 4.7. A point p ∈ issα(n,m) Z
∗n
2 is smooth if and only if one of the
following statements is true:
• The semisimple representation lying over p is simple,
• n = m and the local quiver setting (A,k) in p has the property A = {N},
or
• n = m = 2.
Proof. If the semisimple representation lying over p is simple, then p lies in the
smooth locus of issα(n,m) Z
∗n
2 by the Cayley-smoothness of C(Z
∗n
2 ). If m = n
and the local quiver setting (A,k) in p has the property A = {N}, then it is
enough to show that the most degenerate local quiver setting with A = {N} is
smooth. The most degenerate local quiver setting with this property is
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1 n− 1n− 1
,
which is one of the smooth quiver settings of theorem 3.18. So indeed, in this
case, all points p ∈ issα(n,n) Z
∗n
2 with local quiver setting ({N}, k), 1 ≤ k ≤ n
are smooth.
To show that in all other cases p is a singular point of issα(n,m) Z
∗n
2 , we will
show that
• if n > 2, if the local quiver setting in p is determined by ({A1, A2}, (k1, k2))
with k1 + k2 = m, then p is a singular point, and
• if m < n and if the local quiver setting in p is determined by ({N},m−1),
then p is a singular point.
Again, this will be enough, for all local quiver settings are degenerations of these
two special cases.
Assume that the local quiver setting in p is determined by ({A1, A2}, (k1, k2))
with k1 + k2 = m. Combining theorem 3.18 and theorem 4.4, if issα(n,m) Z
∗n
2 is
smooth in p, then this implies that
|A1|k2 + |A2|k1 − k1k2 = 1⇔ (|A1| −
1
2
k1)k2 + (|A2| −
1
2
k2)k1 = 1.
The integers k1 and k2 are strictly larger than 0 and both |A1| −
1
2k1 and
|A2| −
1
2k2 are strictly larger than 1, so this can never happen. This solves the
first case.
Assume now that p is a smooth point, m < n and that the local quiver
setting in p is determined by ({N},m− 1). Again by combining theorem 3.18
and theorem 4.4, this would imply that
n− (m− 1) = 1⇔ n = m,
contradicting that m < n.
In the special case that n = m = 2, then we have seen in section 2 that
repα(2,2) Z2 ∗ Z2/GL2(C) = A
1, which is clearly smooth.
From the Young degeneration graph (the degeneration graph labelled by
Young diagrams and positive integers satisfying the conditions from theorem
4.4) for α(n, n), one can deduce the Young degeneration graph for α(n,m) for
any 1 ≤ m ≤ n, by taking the full subgraph on all vertices with the property
that
∑l
i=1 kl = m.
We can also find the quiver degeneration graph (the degeneration graph
labelled by the possible local quiver settings) for α(n,m) for any 1 ≤ m ≤ n
from the quiver degeneration graph of α(n,m), by taking all the local quiver
settings starting from the n −m column and decreasing the dimension of the
vertex corresponding to ψ∅ in the remaining local quiver settings with n−m.
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,(3)
,(2,1)
,(2)
,(1,1,1)
(1,1)
,(1)
Figure 2: Degeneration graphs of local quiver settings in issα(3,3) Z
∗3
2 with Young
diagrams
As an example, in figures 2 and 4, the degeneration graphs for (n,m) = (3, 3)
and (n,m) = (4, 4) are depicted using Young diagrams. Equivalently, in figures
3 and 5 the corresponding local quiver settings are depicted.
In higher dimensions, calculating the entire degeneration graph is quite time-
consuming, already for (n,m) = (5, 5) there are 24 different local quiver settings.
Therefore, it is more suitable to calculate the degeneration graph corresponding
to a Young diagram. As an example, in figure 6, all possible local quiver settings
are shown for the Young diagram (3, 3, 3).
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1 1
1
1
3
1 1
1
1 1
1
1
2
Figure 3: Degeneration graphs of local quiver settings in issα(3,3) Z
∗3
2 with quiver
settings
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