Depth sensing is a crucial computer vision task that allows for 3D geometric measurements of the world. In this paper, we consider a model of forward problem, when capturing objects using a camera, light reflected off of objects at different depths will hit the lens at different degrees outside of focal range which results in blurry observations in the acquired image. The corresponding inverse problem can be established where an estimation of the depth is sought from the knowledge of the blurry observations. Recent efforts have lowered the cost of depth camera sensors, depth sensing still requires specialized complex hardware that are not compact. Motivated by these challenges, in this paper we present a system of inverse modelling for inferring sparse depth measurements from a single camera capture by leveraging active quasi-random point projections and camera defocus. The proposed method of inferring sparse depth has a relatively simple setup, thus can potentially lead to very compact and low cost active depth sensing systems. The proposed depth recovery method outlined in Figure 1a is described as follows. A colored quasi-random point pattern is projected onto the scene, which is then captured by a camera. The camera's focus is fixed such that the degree of focus of each point in the quasi-random point pattern as it appears in the captured image is dependent on the depth of the surface. The blurry projected point pattern as captured in the image can be approximately modelled by a 2D Gaussian with mean and covariance, and the largest eigenvalue of the covariance matrix is computed to characterize the relationship between the depth and the blurriness of the point pattern. To obtain a continuous curve for the calibration model, regression with a third order polynomial function is used to fit the data points. This calibration model can be used as an inversion operator mapping the range of eigenvalues to a unique depth estimation corresponding to each projected point and the sparse depth map can be obtained. Experimental results shown in Figure 1b demonstrated promising results for inferring depth data of the scene in a simple efficient manner. The main advantage of the proposed method is its simplicity in hardware and computation, requiring merely a camera and projected dot pattern.
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