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1. INTR~OUCTI~N 
Let G be a finite group, k a complete local principal ideal domain with 
maximal ideal (rr) such that k/(n) has characteristic p, and D be a p- 
subgroup of G. In his paper [ 6 ] Green defined a one-to-one correspondence 
between the set of all isomorphism classes of finitely generated indecom- 
posable kG-modules which have vertex D\ and the set of all isomorphism 
classes of finitely generated indecomposable kti-modules which have vertex 
D, where H is a subgroup of G containing N,(D). In [ 7] he furthermore gave 
a general transfer theorem for G-functors and as an application of his theory 
the Green correspondence is again established. Using his method, we shall 
define, in this paper, the Green correspondence for G-functors. 
On the other hand, Yoshida developed a transfer theory of cohomological 
G-functors and obtained a transfer theorem of Wielandt type for 
cohomological G-functors. See Yoshida 113, 141. Our second purpose is to 
give transfer theorems of Wielandt type for arbitrary G-functors. One of 
them concerns with the Green correspondence. As an application we shall 
prove some transfer theorems for cohomology groups. 
Throughout this paper let G denote a finite group and k a commutative 
ring with identity element, unless otherwise stated. When we say that k is a 
complete local principal ideal domain, we include the case that k is a field. 
All G-functors considered are assumed to be such that for all subgroups of G 
corresponding modules are finitely generated over the underlying ring. All 
kG-modules considered are assumed to be finitely generated k-free right kG- 
modules. Our main results are the followings. 
THEOREM 1. Let k be a complete local principal ideal domain, D a 
subgroup of G, and H be a subgroup of G containing N,(D). Then there 
exists a one-to-one correspondence between the set of all isomorphism classes 
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of indecomposable G-functors over k which have vertex D and the set of all 
isomorphism classes of indecomposable H-functors over k which have vertex 
D, in which a G-functor a and an H-functor b correspond if and only if either 
b is isomorphic to a direct summand of a,u or a is isomorphic to a direct 
summand of b’. 
THEOREM 2. Let r E dk(G) be a ring and a = (a, t, p, o) E Mk(G) an r- 
module. Let D and H be subgroups of G such that H contains D. Assume 
that r is D-projective and Dg ~7 D is not a singular subgroup for a,, for 
every element g in G - H. Then 
Im PGD = Im pHn. 
THEOREM 3. Let k be a complete local principal ideal domain, 
r E .J$~(G) be a local ring, and a EJk(G) be an r-module. Let D be a defect 
group of r, H a subgroup of G containing N,(D), and b be a Green 
correspondent of a with respect to (G, D, H, r). Suppose that Dg n D is not a 
singular subgroup for b,, for every element g in G - H. Then a(G) and b(H) 
are isomorphic by a w aH E for a E a(G), where E is the primitive idempotent 
of r(H) which defines b. 
THEOREM 4. Let k be a complete local principal ideal domain with 
maximal ideal (n) such that k/(n) has characteristic p. Let U be an indecom- 
posable kc-module with an abelian vertex D and a corresponding source W, 
H a subgroup of G containing N,(D), and V be a Green correspondent of U 
with respect to (G, D, H). Suppose furthermore that [w, d; p - 1 ] = 0 for 
every element w of W and every element d of D. Then for all integer n, 
l?“(G, U) and l?(H, V) are isomorphic. 
According to Yoshida [ 131 we call the object of JkF;,(G) the G-functor over 
k. This usage of the term “G-functor” is slightly different from the original 
one of Green [ 71 so that we shall present the definition of G-functors in 
Section 2 for the convenience of the reader. Also other definitions on G- 
functors will be stated and several facts will be proven in Section 2. In 
Section 3 we shall define a Green correspondent of a G-functor and prove 
Theorem 1. Section 4 is devoted to the proofs of Theorems 2 and 3. In 
Section 5 we shall prove Theorem 4 and other some transfer theorems for 
cohomology groups. 
A. W. M. Dress [2] has developed a comprehensive theory of Mackey 
functors. According to [2, Part I, Sect. 51 a G-functor can be identified with 
a Mackey functor from the category of finite G-sets to a category of modules 
and treated in [ 2, Part I, Sect. 1 and 21 also is the discussions which relate to 
our Section 2. Hence our discussions can be rewritten in the language of 
Mackey functors. But since we are mainly concerned with applications to the 
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representation theory of finite groups, we believe that our treatment using G- 
functors is better. 
Notation. Maps and functors are usually on the right, with the 
corresponding convention for writing compositions. If H, K are groups (or 
modules), the notation H < K means that H is a subgroup (or submodule) of 
K and the notation H < K means that H is a proper subgroup (or 
submodule) of K. Let H, K be subgroups of G. We denote by H\G the set of 
the right cosets Hg in G and by [H\G] the set of representatives of the right 
cosets Hg in G, containing the identity element. Let HjG/K denote the set of 
the (H, K)-double cosets HgK in G and [H\G/K] the set of representatives of
the (H, K)-double cosets in G, containing the identity element. 
2. G-FUNCTORS 
DEFINITION 2.1. A G-functor a = (a, r,p, a) over k consists of k- 
modules a(H) (H < G) and k-homomorphisms 
tHK: a(H) -+ a(K): a t, aK, 
pKH: a(K) -+ a(H): P I---+ A,, 
and 
0;: a(H) --t a(Hg): a t-+ a”, 
for all H < K < G, g E G. These families must satisfy the following axioms: 
Axioms for G-functors (in these axioms, D, H, K, L < G; g, g’ E G; 
a E a(H), P E a(K)). 
(G.1) aH=a, (aK)L=aL ifH<K<L, 
63.2) PK=P, Go,),=&, ifD<H<K, 
(G.3) (a”)“’ = agg’, ah = a if h E H, 
(G.4) (a”)” = (aR)Kn, Ca,,)” = /lRtln if H < K, 
(G.5) (Mackey axiom) If H, K < L, then 
(The sum does not depend on the choice of representatives.) 
A G-functor a is naturally considered to be an H-functor for any subgroup 
H of G. Such an H-functor is called the restriction of a to H and is denoted 
by alHe 
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DEFINITION 2.2. Let a, b and c be G-functors over k. Then a pairing 
a x b -+ c is defined to be a family of bilinear maps 
a(H) x b(H) + c(H): (a, /I) F+ ap V-f< ‘3 
which satisfy the following axioms: If H < K < G and g E G, then 
(P. 1) (a’/3’)H = a’J?‘,, (a’ E a(K), /I’ E b(K)), 
(P.2) (a/?)” = a”@” (a E a(H), p E b(H)), 
(P.3) aKj3’ = (aP’H)K (a E a(H), /?’ E b(K)), 
(P.4) a’/IK = (a’,j?)K (a’ E a(K), /? E b(H)). 
DEFINITION 2.3. Let I be a G-functor over k with pairing r x I -+ r. Then 
r is called a ring provided the bilinear map 
r(H) x r(H) --t r(H): (a, P) I+ a/J 
makes r(H) into an associative k-algebra with unity for each H < G and pKH 
preserves the unity for every H < K < G. Let r and a be G-functors over k 
with paring a x r -+ u. Then the G-functor a is called a (right) r-module 
provided r is a ring and each u(H) becomes a right unital r(H)-module by 
the bilinear map 
u(H) X r(H) + u(H): (a, 4) t-+ a#. 
DEFINITION 2.4. Let a and b be G-functors over k. Then a morphism of 
G-functonrs 0: a -+ b is defined to be a family (O(H)),,, of k- 
homomorphisms O(H): u(H) --f b(H) such that 
and 
(a@(H))“ = aKO(K) (a E 4H)), 
(a’@(K)), = arHO (a’ E a(K)), 
(aO(H))g = agO (a E 40) 
for all H < K Q G and g E G. We denote by &(G) the category whose 
objects are all G-functors over k and with morphisms as just defined. The 
category &(G) is an abelian category. See 1.5 of Green [7]. Let 
r, s E Mk(G) be rings. Then a ring homomorphism 0 = (O(H)),,,: r - s is a 
morphism between G-functors such that each O(H) is an algebra 
homomorphism (preserving the unity). We denote by SYrk(G) the subcategory 
of Jk(G) whose objects are all rings and morphisms are ring 
homomorphisms. 
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DEFINITION 2.5. Let a be a G-functor over k. Then a subfunctor b is a 
map H t + b(H) (H < G) such that each b(H) is a k-submodule of a(H) and 
P” E b(L ), 8,, E wj, and p’ E b(K’) 
for all H < K < L < G, and ,L? E b(K). 
Let b be a subfunctor of a G-functor a = (a, r, p, a). For H < K <L < G 
and g E G, let tlKL, P’~{,, and 0’; be the restrictions of rp’, #‘,,, and ai, 
respectively, to b(K). Then (b, r’, p’. a’) is a G-functor. This G-functor is 
also called a subfunctor of a and denoted by 6. 
DEFINITION 2.6. Let a be a G-functor over k. Then a is said to be 
cohomological if it satisfies Axiom (C): 
(C) Whenever H ,< K < G and p E a(K), [j,,” -= 1 K: Hi /i’. 
EXAMPLES. Let U be a kG-module. Then the nth cohomology group G- 
functor 6:. with coefficients in U is defined as follows. 
d:(H) = f?‘(H, U), the nth Tate cohomology group of H for each 
subgroup H of G; 
TIIK , = corH K, the corestriction; 
PK H = resK,I,, the restriction; 
0; = con,,) the conjugation. 
Also the centralizer G-functor cr. is defined as follows. 
c,,(H) = (U E UI uh = u for all h E HJ (H < G): 
og: 24 t+ ug. 
Let E = End,(U). We make E into a G-algebra by defining, for 4 E E and 
g E G, the k-map 4” E E to take each u E U to ((ug ‘) 4) g. Then the 
centralizer G-functor c, is clearly a ring in the sense of Definition 2.3. This 
is called the endomorphism ring G-functor of U and denoted by e,;. Note 
that e,,(H) = End,(U), the set of all H-endomorphisms of U. Furthermore 
6: and cL: are both e,-module. In fact every element 4 of e,(H) induces a 
homomorphism &: Q,(H) + &(H) and it is easy to verify that the bilinear 
map 
6;.(H) x e,,(H) + i&H): (a, 9) w a& 
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satisfies the condition of Definition 2.2. And it is easy to check that the 
bilinear map 
satisfies the condition of Definition 2.2. 
DEFINITION 2.7. Let a and b be G-functors over k. Then a G-functor 
b” = (ba, T, R, S) is defined as follows. 
For each H < G we define 
b”(H) = hom.XkcI,l (qm b,A 
the set of morphisms from a,,, to b,,, in .Nk(H). 
Let H<K<G andgEG. Define 
T,,“: b”(H) -+ b”(K): 0 F+ 0” 
by for L < K 
O”(L): a(L) + b(L): a F+ ,,,I;.,,,, wLm,,w’ n WI’ ‘1”. 
Define 
R Kf,: b“(K) -, ha(H): !Pt-+ Y,, 
by for D < H 
Yt,(D): a(D) --) b(D): a F+ cry(D). 
Define 
S,,: ah(H) --) ab(HR): 0 w 0” 
by for E<HHR 
OR(E): a(E)+ b(E): a t-t (ag ‘O(ER I))“. 
The G-functor b” is called the exponent of b by a. The exponent u“ is a 
ring with natural pairing by composition. It is called the endomorphism ring 
of a and denoted by End(u). 
The following lemma is easily verified. 
LEMMA 2.1. (1) Let a, b, and c be Gfunctors over k. Then there exists 
a pairing a x b -+ c lf and only if there exists u morphism b -+ ca. If 
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r E Jj(G) is a ring and a is an r-module, then the morphism r-+ End(a) is a 
morphism in JS$(G). 
(2) Let a be a Gjiinctor over k and E E End(a)(G) be an idempotent. 
Then a subfunctor b of a defined by 
b(H) = a(H) .Q W& G) 
is a direct summand of a. Furthermore End(b) is isomorphic to E End(a) E. 
DEFINITION 2.8. A G-functor is said to be Z-projective if its 
endomorphism ring is Z-projective, where Z is a family of subgroups of G. 
The defect base of the endomorphism ring is called the vertex of the G- 
functor. For a G-functor a, if the identity element of End(u)(G) is a 
completely primitive idempotent, then a defect group of End(u) is called a 
vertex of a. See Section 3 of Green [ 71. 
DEFINITION 2.9. Let D be a subgroup of G and a a D-functor over k. 
Then a G-functor a’, which is called the induced G-functor, is defined as 
follows. First we define a G-functor c = (c, T, R, S). 
For each H < G define 
c(H)=@ x a(D n H”) 0 Hx, 
HxsH\G 
where each term u(D n HX) @ Hx is the set of symbols a 0 Hx, 
a E u(D n HX). 
Let H < K < G and g E G. Define TIIK, RKH, and S& by 
THK: c(H) -+ c(K): a @ Hx h aD nKX @ Kx, 
and 
Si: c(H) + c(HR): a @ Hx I+ a @ Hgg-‘x, respectively. 
Define a D-action on c(H) for each H < G by for d E D and 
a@HxEc(H) 
(a@Hx)d=ad@Hxd. 
Then c(H) is a D-module and THK, RKH, and Ss are all D-homomorphisms. 
The induced G-functor uG is defined as a subfunctor of c by for each H < G 
8(H) = (y E c(H) 1 rd = y for all d E D}. 
DEFINITION 2.10. Let D be a subgroup of G, a a D-functor over k, and g 
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an element of G. Then a Dg-functor ug, which is called a conjugate of a, is 
defined as follows: 
For E < Dg, up(E) = a(Eg ‘). 
LetF<E<DRandxEDg.Definer,“,p”,,anda~by 
rFE: ag(F) + up(E): a w aEn-‘, 
~~~:u~(E)_)u~(F):P~-t~n-l, 
~$2 ug(F) + ug(FX): a I-+ aRxg ‘. 
LEMMA 2.2. Let D and H be subgroups of G, a a D-functor, and b a G- 
functor. Then the following hold. 
(1) 8 IH = ‘I’ ~&xfwY. 
KE 15&w 
(2) homx(,,(uG, b) = homA,&& bl,) 
and 
Remark. Definitions 2.7, 2.9, and 2.10, and Lemma 2.2 are due to 
Yoshida’s unpublished note. The author express his deep sense of gratitude to 
Dr. Yoshida for allowing the author to quote these results. 
LEMMA 2.3. (1) Let a be a G-jiinctor and D u subgroup of G. Then the 
following are equivalent: 
(a) a is D-projective. 
(b) u is isomorphic to u direct summand of alDG. 
(c) There exists a D-functor b such that u is isomorphic to a direct 
summand of be. 
(2) Let g be a family of subgroups of G. Then a G-functor a is @- 
projective if and only if there exists, for each Di E S?, a D,-functor bi such 
that a is isomorphic to a direct summand of Ci bit. 
Proof. (1) Suppose (a) holds. Then there exists an element @ of 
End(u)(D) such that QG = 1. Put b = a,,,. Define morphisms 
A:u-+b’ and lI:b’+a 
by for each H Q G 
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and 
respectively. Then A(H) D(H) = Q”(H) = 1 for each H < G. Namely, we 
have /ID= 1 in End(u)(G) and hence a is isomorphic to a direct summand 
of uID’. Trivially (b) implies (c). Suppose (c) holds. Let 0 be an element of 
End(b”)(D) defined by for each E < D 
O(E): b”(E) + b”(E): 
Then 0’ = 1. Let A: a --$ b” and 17: b” + a be the injection and the 
projection, respectively. Let 
Then QG = 1; namely, (a) holds. 
(2) If a is &‘-projective, then there exists, for each Di E 9, an element 
Qi in End(u)(Di) such that xi QiG = 1. Put bi = ulni and define morphisms, 
using Qi, 
A i: a + b,” and Ii’,: biG + a 
as in the first half of the proof of (1). Let, for each Di, Ti and ,Zi be the 
injection from biG to xi bi” and the projection from xi bi” to bi”. Let 
and 
n=\‘ 
T 
BiLli: x bi” + a. 
I 
Then we have AZZ = 1. Namely, a is isomorphic to a direct summand of 
xi biG. Suppose conversely that a is isomorphic to a direct summand of 
xi biG, where bi is a D,-functor for each Di E 9. Let ri and Zi be the 
injection from biG to xi bi” and the projection from xi biG to biG, respec- 
tiverly. Let A and 17 be the injection from a to xi biG and the projection 
from xi bi” to a, respectively. Let Oi be an element of End(bi”)(Di) such 
that Oi” = 1 and define 
@i = Al,,j&ilDi”iri,,,n,,i. 
Then we have xi QiG = 1; namely, a is g-projective. 
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3. GREEN CORRESPONDENCE FOR G-FUNCTORS 
First we introduce a notation and a definition. Let a be a G-functor over k 
and X a family of subgroups of K < G. Then 
DEFINJTION 3.1. A ring r E X$(G) is called a local ring if r(G) is a local 
ring. 
Henceforth let k be a complete local principal ideal domain. Let A be a 
finitely generated associative k-algebra with identity element 1. Then, by 
Remarks following Hypothesis 4.3 1 of Green [ 71, 1 has at least one 
primitive decomposition in A, namely, 
l=EO+ **. f&,, 
where E,,,..., E, are mutualy orthogonal idempotents which are completely 
primitive in A. If 1 = 6, + ... + 6, is another primitive decomposition of 1 in 
A, then m = n and the Sj can be so numbered that, for a suitable invertible 
element A of A, I- ‘cjA = Sj (j = O,..., m). Moreover, every idempotent of A 
can be expressed as the sum of a set of mutually orthogonal primitive idem- 
potents of A. In particular every primitive idempotent of A is completely 
primitive. 
DEFINITION 3.2. Let I E J$(G) be a local ring and a ES.&&,(G) an r- 
module. Let D be a defect group of r and H a subgroup of G containing 
N,(D). Let 
.%“=(DRnD.gEG-H} 
and 
$?= {DRnHlgE G-H}. 
Let 
l,=c,+ ..* +&, 
be a primitive decomposition of the identity element 1, of r(H); namely, 
so,..., E, are mutually orthogonal primitive idempotents of r(H). Then by 
Proposition 4.34 of Green [7] there is exactly one index i such that D is a 
defect group of eiril{ei. Furthermore arranging notation so that i = 0, we 
have 
l,,= E0 mod t-w)“, tzi E r(jY)” for i > 0 
3x1’79 I x 
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and 
CO 
“El 
ti mod r(S)“. 
Put E=Eo. Note that E’ is a unit in r(G) since .S consists of proper 
subgroups of D so that r(S)” is contained in the radical of r(G) and hence 
1, - I.:~ is in the radical. Now we define an H-functor b as a subfunctor of 
a ,, by for each K < H, b(K) = a(K) E,. This H-functor is called a Green 
correspondent of a with respect to (G, D, H, r). 
Remark. The definition of Green correspondents depends on a primitive 
decomposition of the identity element of r(H). But all decompositions give 
rise to isomorphic Green correspondents. 
PROPOSITION 3.1. Under the notation of DejMion 3.2 we have the 
following. 
(1) The Green correspondent b is an sr,,te-module. 
(2) The H-jiinctor a,,, is the direct sum of b and a Y-projective H- 
finctor and the induced G-functor b” is the direct sum of a and an .X‘- 
projective G-functor. 
(3) The factor modules a(G)/a(,%‘)” and b(H)/bQY)H are isomorphic 
bv 
a + a(,$‘)” ci aHe + b(,$)“. 
Proof (1) Let K be a subgroup of H. For an element a&k of b(K) and 
an element E,&, of er,t,s(K), (o~E~)(E,,.$E~) = a~,@, is in b(K). This 
pairing makes b into an srlH.s-module. 
(2) Let 6= aI + ... + E,. Then 6 is in r(p)“. Define a subfunctor c of 
alH by c(K) = a(K) 6, for K < H. Then all, is the direct sum of b and c and c 
is p-projective since c is a Jr,,&module, as in (1). 
Define morphisms 
H: b” + a and A:a+b” 
by for each K < G 
D(K): b”(K) + a(K): x /3,@ Kg b 
tineK\G 
and 
/i(K): a(K) -+ b”(K): a ct \’ 
IG\G 
aRKa AH.sKv n,, @ Kg, 
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respectively. Then for each subgroup K of G we have 
/i(K) IT(K): a F+ LX”, 
and this is an isomorphism so that AD: a -+ a is an isomorphism. Namely, a 
is isomorphic to a direct summand of bG. Put s = End(b”). Then s is D- 
projective. Let A = K4 and 
l,-A=E,+... -tE”, 
be a primitive decomposition of 1, -A in s(G). We must show that Zi is in 
s(.X’)“. Since s is D-projective, Ei is in So if and only if Ei,, is in s@Y)” 
by Theorem 2 of Green [ 71. Now b”,, is the direct sum of b and a ,$? 
projective H-functor by Lemmas 2.2 and 2.3. Moreover b is a direct 
summand of a,, and ulw is isomorphic to a direct summand of b’,,,. Hence 
Zi,, must lie in SW)“, as desired. 
(3) Let a = (a, t,p, a). By Theorem 2.3 of Green [S], pGt, induces an 
isomorphism of a(G)/a(X)” to a(H)/~w)~. This together with the first 
half of (2) implies our assertion. 
THEOREM 1. Let k be a complete local principal ideal domain, D a 
subgroup of G, and H be a subgroup of G containing N,(D). Then there 
exists a one-to-one correspondence between the set of all isomorphism classes 
of indecomposable G-functors over k which have vertex D and the set of all 
isomorphism classes of indecomposable H-functors over k which have vertex 
D, in which a G-functor a and an H-functor b correspond if and only if either 
b is isomorphic to a direct summand of a,h or a is isomorphic to a direct 
summand of 6”. 
Proof. Let a be an indecomposable G-functor over k. Let us consider the 
endomorphism ring End(a). Put r = End(a). Then r(G) is local. Let D be a 
vertex of a, H a subgroup of G containing N,(D), and b be a Green 
correspondent of a with respect to (G, D, H, r). Then b is indecomposable 
since crlrrc is isomorphic to End(b), where E is the primitive idempotent of 
r(H) which defines b. Moreover b has vertex D. Thus, the correspondence 
which corresponds the isomorphism class of a to the isomorphism class of b 
is the desired one-to-one correspondence, as in Green [ 61 or [ 7 1. 
EXAMPLE. Let U be an indecomposable kc-module with vertex D. Then 
D is a defect group of the endomorphism ring G-functor e, of U. Let H be a 
subgroup of G containing N,(D) and E a primitive idempotent of e,(H) with 
defect group D. Then V= UE is a Green correspondent of U with respect to 
(G, D, H), as is stated in (5Sa) of Green 171. Let us consider the 
cohomology group G-functor & with coefficients in U and the cohomology 
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group H-functor h^;, with coefficients in V. Then, as is easily verified, h^:, is a 
Green correspondent of 6:: with respect to (G, D, H, e,,). By Proposition 3.1 
we have an isomorphism 
f?“(G, 17) x k”(X, U)cor,,, =f?‘(H, V) 
i i 
\‘ f?‘(Y, V)cor, ,.,,, 
XE /” PTf 
where .K and ,$? are families of subgroups of D and H as defined in 
Definition 3.2. Similarly, considering the centralizer group functors c,, and 
cr, we have an isomorphism 
c,;(G)/c,.(.X’)” ‘v cy(H)/cy( y)“. 
See also Section 5 of Chapter III of Feit [3 1. 
4. TRANSFER THEOREMS OF WIELANDT TYPE 
Singularities for cohomological G-functors are defined in Yoshida [ 13 ] 
and Sasaki [ 141. We define singularities for arbitrary G-functors omitting the 
assumption of G-functors being cohomological. 
DEFINITION 4.1. Let a be a G-functor over k. Then a triplet (S, a, X) of 
subgroups S and X of G and an element (r of a(S) is called a singularity for 
a provided 
61) a”,#0 and 
(S.2) or.= 0 for every subgroup T of S which is G-conjugate to a 
proper subgroup of X. 
The subgroup S and X are called the singular subgroup and the support of 
the singularity, respectively. If the singular subgroup S is a proper subgroup 
of G, then the singularity is called proper. 
LEMMA 4.1. Let a be a G-functor or;er k and (S. a, X) a singularity for 
a. Then the following hold. 
(1) For every elemens g and h of G, (SR, aK, Xh) is also a singularity 
for a. 
(2) The support X is contained in a conjugate of the singular subgroup 
S. 
(3) Let H be a subgroup of S. If a,, is an r-module for some ring 
r E ~rpk(S) and there exists an element 4 in r(H) such that 9” = 1, then 
(H. a,,#, X) is a singularity for a. 
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(4) If a subgroup R of G contains S, then (R, aR, X) is a singularity) 
for a. 
(5) If a subgroup L of G contains S, then there exists a conjugate Z of 
X such that (S, a, Z) is a singularity for a,,, . 
(6) If a subgroup L of G contains X, then there exists an element g in 
G such that (SK f7 L, aRSnnL, X) is a singularity for alI,. 
Proof Except for (3) see Lemma 4.2 of Yoshida [ 13 ] or Lemma 2 of 
Sasaki 191. For (3) it suffices to note that (an$)“,Y = (a#“)“* = aox # 0. 
Condition (S.2) is clearly satisfied. 
The following is our key lemma. 
LEMMA 4.2. Let r E .pP,(G) be a ring and a = (a, r, p, a) E ..+$(G) an r- 
module. Let H be a subgroup of G and assume that r is H-projective. Take 
an element o of r(H) such that 4” is a unit in r(G). Define k-homomorphisms 
II”,: a(G) -+ a(H) and ,uHG: a(H) -+ a(G) 
and 
i”,: a(G) + a(H): a t, a,,# 
,uI,‘: a(H) + a(G): /3 M (Jo)“, 
respectively. Then the following hold. 
(1) pGr, and AC H: a(G) + a(H) are monomorphisms. 
(2) zFICi and pnG: a(H) -+ a(G) are epimorphisms. 
(3) a(H) = Im pGI, @ Ker ,u,,‘~ 
= Im A”, @ Ker t,,‘;. 
Proof. Our assertions easily follow from the fact that the composites 
p G “pHG and ACl,tHG are both 
a(G) + a(G): a t-+ (a,{@)” = a$” 
and this k-homomorphism is an isomorphism since 4” is a unit in r(G). 
LEMMA 4.3. Let r E ‘d,(G) be a ring which is D-projectie, where D is a 
subgroup of G, and a = (a, t, p,a) E I Hk(G) be an r-module. Let H be a 
subgroup of G containing D, B a k-submodule of a(D), and I$ be an element 
of r(D) such that 4” = 1. Assume that 
Im pot) < B < Im pun. 
Then the following hold. 
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(1) There exists an element a in a(H) such that 
(a,j~)” = 0 and 0 # at, E B. 
(2) Let X be a subgroup of D of minimal order with ax # 0. Then 
there exists an element g in G - H such that (D” n D, (aK,ja,-,,J - a,Inr,,I) 
4” tIann, X) is a singularity for a,,). 
Proof. (1) Define pnG: a(D) + a(G) by a tt (ad)“. Then by Lemma 
4.2 
a(D) = Im P”,~ @ Ker ill,)“. 
By our assumption on B, we have B n Ker ,u~)’ # 0; namely, there exists an 
element a in a(H) such that 
(a, 4)” = 0 and 0 # a,, E B. 
(2) Let r= [D\G/DI. Then by Mackey axiom and the axioms for 
pairing we have 
= ((a, fO”, - a,) Pzhx 
= -a x 
# 0. 
Hence there exists an element g in G such that 
((a” ZWf-JZl - %nPl>) 4%mdDx f 0. 
Since a is in a(H), the element g must be in G -H. For a subgroup T of 
DR n D which is D-conjugate to a proper subgroup of X, we have 
((a” rwnn - aDId VzjynD>T = (Car, 11~ - aT> 4”., 
=o 
by the minimality of the order of X. Thus a triplet (D” AD. 
(a” zw-w - aDA 4”zwnzj 9 X) is a singularity for a,,. 
THEOREM 2. Let r E .dk(G) be a ring and a = (a, 7, p, a) E 4(G) an r- 
module. Let D and H be subgroups of G such that H contains D. Assume 
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that r is D-projective and DR f’l D is not a singular subgroup for a,, for 
every element g in G - H. Then 
Imp Gg = Im ptfa. 
ProoJ: Immediately from Lemma 4.3(2). 
Note that the left-hand side of the conclusion is isomorphic to a(G) since 
pGD is monomorphic. 
Remark. The group algebra kG becomes a G-algebra, defining yg to be 
g-‘yg (y E kG, g E G). Let us consider the centralizer G-functor ckG of kG. 
This is a ring in the sense of Definition 2.3. For H < G 
c,JH) = (y E kG / h ‘yh = y for all h E H} 
is spanned as a k-module by the class sums of H-conjugacy classes of G. 
Every cohomological G-functor a is a ckc- module by the following pairing: 
for a E a(H) and 2, where 2 is the class sum of the H-conjugacy class 
containing x E G, 
Let P be a Sylow p-subgroup of G and assume that k is uniquely divisible by 
IG: PI. Then ckG is P-projective since it is cohomological. Hence Lemma 4.4 
of Yoshida [ 13 1 and Theorem 1 of Sasaki [9] follow from Theorem 2. 
In the remainder of this section let k be a complete local principal ideal 
domain. Let r E L@“(G) be a local ring and a = (a, t,p, o) E. &‘JG) an r- 
module. Let D be a defect group of r. H a subgroup of G containing N,(D), 
and b be a Green correspondent of a with respect to (G. D, H, r). Let c be 
the primitive idempotent of r(H) which defines b. By Proposition 3.1 the k- 
homomorphism I’ H: a(G) + b(H) defined by a ~--t a,,& (a E a(G)) induces 
an isomorphism 
a(G)/a(.$ )” ‘Y b(H)/b(,$Y)“, 
where &’ and ,& are families of subgroups of D and H, respectively, defined 
as in Definition 3.2. Our aim is to give a sufficient condition for the 
homomorphism A”, to be an isomorphism of a(G) to b(H). 
Since D is a defect group of &rIH&, there exists an element v/ in r(D) such 
that F = E~“E. Recall that cc is a unit of r(G). Let 6 be the inverse of sF and 
put #J = E, v’F,, 6,. Then we have 4” = CiI, and 4” = 1,. 
LEMMA 4.4. Under the notation as above the following are equivalent: 
(1) AC,: a(G) + b(H): a w aHE is an isomorphism. 
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(2) (Im p”J sg = (Im pl’,l) E,). 
(3) (Im p”,J 4 = Um fn) 4. 
Proof. Since t? is a unit of r(G), the k-homomorphism A”, is always a 
splitting monomorphism by Lemma 4.2. Suppose (1) holds. It is clear that 
the left-hand side of (2) is contained in the right-hand side of (2). Let p be an 
element of a(H). Then by (1) there exists an element CL in a(G) such that 
uIIc = ,‘k Thus &c,> = uD cl1 is in the left hand side of (2). Namely, (1) 
implies (2). It is easy to see that (2) implies (3). Suppose (3) holds. Then we 
have 
(Pm P”,J 4)” = (Pm #‘A dYl 
hence 
(Imp”,,) @I’ = a(H) 4”. 
Since 4” = sdI, and 6, is a unit, this implies 
(Im pCil,) c : a(H) E = b(H). 
Namely, (3) implies (1). 
We are now in the position to prove Theorem 3. As is easily expected 
from Lemma 4.4, Theorem 3 will be proven in a similar way to the proof of 
Lemma 4.3, using the second equation of Lemma 4.2(3). 
THEOREM 3. Let k be a complete local principal ideal domain, 
r E .Q$(G) be a local ring, and a E.Nk(G) be an r-module. Let D be a defect 
group of r, H a subgroup of G containing N,(D), and b be a Green 
correspondent of a with respect to (G, D, H, r). Suppose that DR I-ID is not a 
singular subgroup for b,, for every element g in G - H. Then a(G) and b(H) 
are isomorphic by a --+ a h t; for a E a(G), where t; is the primitive idempotent 
of r(H) which defines b. 
Proof: Let a = (a, r, p, a) and we argue by the same notation as before. 
Suppose that 
(Im P”J d < Pm P”A 4. 
By Lemma 4.2(3) it follows that 
a(D) = (Imp’“) 4 @ Ker rI,“. 
Hence by our assumption there exists an element (r in a(H) such that 
(a,) q5)” - 0 and a,,@#@ 
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Because d = eg y~~?$,, we have 
(cE)~ = aD tzg # 0. 
Let X be a subgroup of D of minimal order with (CXE), # 0. Let 
r= [D\G/D]. Then by Mackey axiom and the axioms for pairing we have 
x (((ae)R,,n, - (a&),m,) 4RDanD~D~nD)“x 
RET 
= 
c 
x (((a&), #)gDonD” - (a&b VDR~D? &II 
RET 1 x 
= ((((ml, #I”, - (a&b 4”~) GA 
= ((a,4)GD - (~&)D)x 
= -(ac)x 
# 0. 
Hence there exists an element g in G - H such that 
Let 
Then we have 
CEb(D”nD) and CDx # 0. 
For a subgroup T of DR n D which is D-conjugate to a proper subgroup of 
X, it follows that 
CT = (((aE),E-I>R - (a&h) Prb 
=o 
by the minimality of the order of X. Thus (D" n D, [,X) is a singularity for 
b ,D . This contradicts our assumption. Hence we have 
(Im pGD) 4 = (Im fd 4, 
which implies by Lemma 4.4 that a(G) is isomorphic to b(H) by 
AC H: a I-+ a,& (a E a(G)), as desired. 
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Remark. We use the same notation as before. Let N = N,(D) and 
t‘,v = t,, + . * . + r, 
be a primitive decomposition of E,~ in eyr(N) s,v such that c$T~,~& has D as a 
defect group. Put r = &, . Let c be the Green correspondent of b with respect 
to (H, D, N, ET,,,c) defined by {. Then c is also a Green correspondent of a 
with respect to (G, D, N, v). Thus if the homomorphisms 3.“,.: a(G)+ c(N): 
CI +t u,~( and A”,V: h(H) -+ c(N): p 4 ,!7,( are both isomorphisms, then ACir,: 
a(G) + b(H): a ++ aHe is also an isomorphism. Hence if, for instance. 
DR n D is not a singular subgroup for c,,, for every element g in G - N, then 
;I”;,: a(G) + b(H) is an isomorphism for arbitrary H > N,(D). 
5. GREEN CORRESPONDENCE AXD COHOMOLOGY GROUPS 
In this section we shall prove Theorem 4 and some transfer theorems for 
cohomology groups, using Theorem 3. 
The socles of cohomological G-functors are defined in Yoshida I13 I. We 
generalize this definition to arbitrary G-functors omitting the assumption of 
G-functors being cohomological. 
DEFINITION 5.1. Let a be a G-functor over k. Then the socle Sot(a) of a 
is defined as a subfunctor of a by 
Sot(a)(K) = Soc(a(K)) for K ,< G. 
the sum of all irreducible k-submodules of a(K). 
Note that if rE .c$(G) is a ring and a E aY,(G) is an r-module, then 
Sot(a) is also an r-module. Suppose furthermore k is a complete local prin- 
cipal ideal domain, r is a local ring, and D is a defect group of Y. Let H be a 
subgroup of G containing No(D) and b be a Green correspondent of a with 
respect to (G, D, H, r). Then the socle Sot(b) of b is a Green correspondent 
of the socle Sot(a) of a with respect to (G. D, H. r). 
First we show the following lemma. 
LEMMA 5.1. Let k be a complete local principal ideal domain. Let U be 
an indecomposable kG-module with vertex D and source W, H a subgroup of 
G containing N,(D), and V be a Green correspondent of iJ with respect to 
(G, D, H). Suppose that D has no proper singularity for the socle Soc(&) of 
the n.th cohomology group D-functor &, with coeflcients in W. Then 
fi”(G, U) and fin(H, V) are isomorphic for all integer n. If k is afield and D 
has no proper singularity for the centralizer D-functor c, of W, then c,.(G) 
and c,(H) are isomorphic. 
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ProofY Let us consider the nth cohomology group G-functor 6:: with 
coefftcients in U, nth cohomology group H-functor /$? with coefficients in I’, 
and the endomorphism ring G-functor e, of U. Then pp. is a Green 
correspondent of h^F, with respect to (G, D, H, el,). Let 
u = soc(L;.) and b = Soc(&). 
Then b is a Green correspondent of a with respect to (G, D, H, ev). We show 
that a(G) and b(H) are isomorphic by the homomorphism A’l,,o(Gj, where 
CI is the splitting monomorphism from ht,(G) to h”,(H) defined as in 
Section 4 using the primitive idempotent of e,,(H) which defines I’. By 
Theorem 3 and the remark followed it we may assume that H = N,(D) and 
it will suffice to show that D has no proper singularity for 6,,. Since V is 
isomorphic to a direct summand of WH, the restriction V,,) of V to D is 
isomorphic to the direct sum of a set of Whs, where h E H. Hence it will 
suffice to show that, for every element h of H, the vertex D has no proper 
singularity for the socle Soc(h^“,,) of the cohomology group D-functor h^$, 
with coefficients in Wh. And this follows from our assumption that D has no 
proper singularity for the socle Soc(h^“,,) since for each subgroup E of D it 
follows that 
A”(E, Wh) cz FP(Eh- ‘, w). 
Thus we have proven that a(G) and b(H) are isomorphic by kC;H,a(G,. 
Namely, the socle Soc(Im IZ’,) of Im 1”, is equal to the socle Soc(@(H)) of 
p,(H). Since the cohomology group p,(H) is Artinian, this implies that the 
homomorphism A”, is an isomorphism, as desired. Considering the 
centralizer G-functor cr. of CJ and the centralizer H-functor c,, of V, the 
similar argument proves the second assertion. 
THEOREM 4. Let k be a complete local principal ideal domain with 
maximal ideal (7~) such that k/(n) has characteristic p. Let U be an indecom- 
posuble kc-module with an ubeliun vertex D and a corresponding source W, 
H a subgroup of G containing N,(D), and V be a Green correspondent of U 
with respect to (G, D, H). Suppose furthermore that [w, d; p - 11 = 0 for 
every element w of W and every element d of D. Then for all integer n, 
H”(G, U) and fi”(H, V) are isomorphic. 
Proof: By Lemma 5.1 it will suffice to show that D has no proper 
singularity for the socle Soc(&) of the cohomology group D-functor h^“, 
with coefficients in W and this will be proven in the same way as the proof 
of Proposition 5.1 of Sasaki [ 101. Now suppose that (S, a, X) is a proper 
singularity for Soc(&). Then by Lemma 4.1 we may assume that S is a 
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maximal subgroup of D and it follows that X is contained in S. Let d be an 
element of D - S. Then, since the order of a is p, we have 
0 #c& = \’ adi = la, d;p - 11. 
To 
Let 
be the standard S-complex (see Theorem 1.4.7 of Weiss Ill]) and f be an II- 
cocycle representing a. Then for rz > 0 we have 
= -f([s,,..., s,]) +~(Is,~ ’ ,..., snd ‘I) d 
= -f(ls, ,..., s,l> +f(Is, ,..., s,l> d 
= lf(ls, ,..., s, I), dl for s, ,..., s, E S. 
Hence by induction we obtain 
lf,d;p- ll(lsl+..., s ,l)= [f(ls,,..., s,,l), &p- 11 
= 0. 
Similarly for n < 0 we have 
IL&p- ll((s,,...,s n ,)I=0 
for s, ,..., s-,- 1 E S. (See Proposition 2.5.4 of Weiss Ill].) Namely, [A d; 
p - 1 ] = 0 and hence 
la,d;p- l]=O, 
a contradiction. 
PROPOSITION 5.1. Let k be a field of characteristic p. Let U be an 
indecomposable kG-module with vertex D and source W, H a subgroup of G 
containing N,(D), and V be a Green correspondent of U with respect to 
(G, D, H). Suppose that [w, d;p - 1 J = 0 for every element w of W and 
every element d of D. Then c,.(G) and c,,(H) are isomorphic. 
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Proof Let S be a maximal subgroup of D and d an element of D - S. 
Then for every element w of c,(S) we have 
P-1 
w”== y wd’= [w,d;p- l]=O. 
i-0 
Hence D has no proper singularity for the centralizer D-functor c, of IV. So 
our assertion follows from Lemma 5.1. 
The following proposition is an analogous result of Theorem 4.2 of 
Yoshida [ 121. 
PROPOSITION 5.2. Let k be a field of characteristic p. Let U be an 
indecomposable kG-module with vertex D and trivial source, H a subgroup 
of G containing N,(D), and V be a Green correspondent of U with respect to 
(G, D, H). Suppose that D is weakly regular, i.e., D has no homomorphic 
image isomorphic to the wreath product Z, wr 77,. Then fi’(G, LJ) and 
fi’(H, V) are isomorphic. 
Proof. By Lemma 5.1 it will suffice to show that D has no proper 
singularity for &, where k is viewed as a trivial D-module. Note that, for 
each subgroup E of D, fi’(E, k) is isomorphic to Hom(E, k). Let (S, a, X) be 
a proper singularity for 6:. By Lemma 4.1 we may assume that S is a 
maximal subgroup of D and X is contained in S. Since aDx # 0, we have for 
an element d of D - S 
0 # a”(X) = 1 adi = [a, d; p - 1 l(X). 
i-0 
Hence for some i, a”‘(X) # 0. By Lemma 4.1 we may assume that a(X) # 0. 
Take an element x of X with a(x) # 0. Then X is a cyclic group generated by 
x and 
Ia,d;p- ll(x)#O 
since every subgroup of S which is D-conjugate to a proper subgroup of X is 
contained in the kernel of a. In particular 
P--l 
Li 
xd-’ f 1 mod Q(S). 
Thus by Lemma 6.4 of Glauberman 15 1 the wreath product Z, wr L, is a 
homomorphic image of D, a contradiction. 
We conclude the paper with the following proposition, which is now 
almost trivial. 
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PROPOSITION 5.3. Let k be a complete local principal ideal domain. L,et 
U be an indecomposable kc-module with aertex D, H a subgroup of G 
containing N,(D), and V be a Green correspondent of U with respect to 
(G. D. H). LfD is a trivial intersection set of G, then fj”(G, U) and L?“(H, V) 
are isomorphic for all integer n. 
Proof: Let us consider the cohomology group functors 4: and &y.. Since 
for every element g of G - H 
I^~“(D~~TD, v)=fiyi, v)=o, 
our assertion follows from Theorem 3. 
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