It is demonstrated that standard in-house protein crystal X-ray diffraction apparatus can be used to measure very low resolution re¯ections with only a few modi®cations. The apparatus and modi®cations are described in detail and tested on two different macromolecular crystal samples: lysozyme and the 30S ribosomal subunit. Contrast-variation measurements on tetragonal hen egg-white lysozyme demonstrate the potential usefulness of the apparatus in providing accurate data for the determination of macromolecular envelopes. In contrast, the measurement of very low resolution diffraction from crystals of the 30S ribosome subunit illustrates how inhouse facilities can provide data from small weakly diffracting crystals of a very large macromolecule.
Introduction
A common property shared by all protein crystals is their biphasic nature (Bernal & Crowfoot, 1934) . That is, each unit cell consists of one or more ordered protein molecules surrounded by a highly disordered solvent region. The solvent typically consists of water, buffer and salt molecules and sometimes cryo-protectant molecules. The boundary between protein and solvent is typically fairly well de®ned and usually extends across a hydration layer only a few a Ê ngstro È ms deep (Svergun et al., 1998) . This boundary may be represented in terms of a surface or envelope which describes the threedimensional shape of a protein molecule. Inside this envelope, atoms are assumed to be ordered and to contribute to diffraction intensities at high resolution. Outside the envelope, atoms are disordered and dif®cult to model as a large number of single atoms with individual positional and thermal displacement parameters. This region is, therefore, normally assumed to have a constant electron density and a high temperature factor and thus to contribute only to lowresolution diffraction intensities.
Research into the determination of the protein envelope in a crystal using X-ray diffraction started with the work of Bragg & Perutz (1952) . A few years earlier, Boyes-Watson et al. (1947) had already observed that substitution of ammonium sulfate for water as the solvent in crystals of horse methaemoglobin lowered the intensities of low-order re¯ec-tions but left higher order intensities unchanged. These changes were interpreted as being a consequence of variation of the mean electron density of the solvent surrounding the protein molecules under the assumption that the protein molecules themselves were being left unchanged. By making diffraction intensity measurements under ®ve different conditions corresponding to a salt-free solvent and four different salt concentrations, Bragg & Perutz (1952) were able to deduce an approximate form and size for the haemoglobin molecule.
This was the ®rst example of the X-ray contrast-variation technique for the determination of protein envelopes. Since then, efforts have been made to determine more detailed envelopes using solvent-contrast effects (Carter et al., 1990; Carter, 1998) , the related technique of multiwavelength anomalous solvent contrast (MASC; Ramin et al., 1999; Fourme et al., 1995) and direct phasing approaches (Lunin et al., 1998; Subbiah, 1991) . These methods attempt to extract the information describing the form of the protein envelope from diffraction intensities at low resolution (d h > 10 A Ê ). Apart from a small number of exceptions, the measurement of these low-resolution data has been neglected for many years. The reason for this is partly that the effects of bulk solvent on lowresolution data (Phillips, 1980) has been neglected in crystallographic software until recently (Jiang & Bru È nger, 1994) and partly because in the everyday job of determining protein crystal structures by well established methods such as MIR(AS), SIR(AS), MR and MAD 1 low-resolution data are not always thought to be essential. Typical protein diffraction data sets will extend only as low as 20 A Ê resolution and in the worst cases these data may be saturated on the detector or corrupted by the presence of a poorly positioned or poorly designed beamstop. The lowest order re¯ections are almost never measured and thus are rarely exploited in terms of their usefulness in describing the molecular envelope.
A notable exception is the work of Harrison & Jack (1975) , where signs and phases from small-angle X-ray scattering and very low resolution X-ray crystal diffraction (Harrison, 1969) and a 28 A Ê electron microscopy (EM) reconstruction (Jack et al., 1975) were used to determine the positions of clusters of PtCl 2À 6 ions in crystals of tomato bushy stunt virus. Indeed, the combination of EM and X-ray crystallography is a recurring theme in both virus work (Prasad et al., 1999; Wynne et al., 1999; Dokland et al., 1998; Simpson et al., 1998; Grimes et al., 1997; Rayment et al., 1982) and in the determination of very large macromolecule structures (Harms et al., 1999; Ban et al., 1998; Glykos et al., 1998; Wang et al., 1997) . In most cases, EM phases are used either to initiate or corroborate crystal structure solution. However, problems arise in the combination of EM and X-ray observations, since there is typically only a small range of resolution over which the two sources of information overlap. EM reconstructions are only usually informative to resolutions where d h > 15 A Ê with very few exceptions, the most notable being the 7.4 A Ê reconstruction of the core protein of hepatitis B virus (Bo È ttcher et al., 1997) . X-ray data, on the other hand, rarely extend into the lowresolution region. There exists, therefore, an unful®lled need for the routine measurement of very low resolution diffraction data from macromolecular crystals as a ®rst step towards extending the region of overlap between the EM and X-ray data.
The measurement of very low resolution data is usually associated with the use of synchroton radiation because of the good intrinsic collimation of the X-rays. Indeed, specialist facilities for the measurement of low-resolution X-ray crystal diffraction data are now being established (Tsuruta et al., 1998) . However, there still exists a preference by many experimenters towards measuring data in the home laboratory, as access to synchrotrons can still be restricted and involve delays of many months. Very low order re¯ections typically produce the strongest intensities, sometimes orders of magnitude stronger that the average intensities of re¯ec-tions measured between 10 and 2 A Ê . This makes the very low order re¯ections accessible to measurement using conventional sources, even from relatively weakly diffracting crystals. Miller et al. (1999) have measured very low resolution re¯ections from poliovirus crystals using a rotating anode and a MAR 345 detection system. They collimated the X-ray beam using a`pinhole' to produce a ®ne X-ray beam with an inevitable reduction in the X-ray¯ux incident on the sample. With this con®guration, the lowest order re¯ections were measurable using exposure times as low as 15 s. Indeed, some of the earliest experiments referred to above were performed in-house on conventional sources and best demonstrate the possibilities if care is taken with instrumental design and setup (Harrison, 1968; Perutz & Rogers, 1946) .
In this paper, we present a modi®ed X-ray diffraction camera which allows the accurate measurement of very low resolution re¯ections corresponding to Bragg spacings of 200 A Ê or greater using a conventional rotating-anode source and a commercial image-plate system while avoiding any signi®cant loss in X-ray¯ux.
Experimental apparatus

Requirements of the experiment
Setting up a low-angle X-ray camera requires the removal of as much low-angle scattered radiation as possible, the aim being to minimize the level of X-ray background recorded on an area detector and ideally to make the background smoothly varying. Possible sources of unwanted background arise from (i) scatter caused by the interaction of the main X-ray beam with air before and after the specimen, (ii) scatter from collimating slits, (iii) scatter from ®lters and windows and (iv) scatter from disordered regions of the specimen itself including bulk solvent, the accompanying solvent surrounding the crystal and the loop material. We consider here only sources of scatter from the apparatus itself and will neglect the specimen as a source of contaminating scattering.
A fundamental principle in the design of low-angle X-ray cameras is the positioning of collimating slits suf®ciently far upstream of the sample so that the scatter produced by those slits is suf®cently well separated from the main beam path so as to allow its removal by a guard aperture positioned just before the sample (Huxley, 1953; Bolduan & Bear, 1949) . We have attempted to use this idea and a helium-®lled path to reduce the above-mentioned sources of background as much as possible.
Most crystal diffraction cameras use a beamstop mounted as close to the crystal as possible so that air scatter is reduced without obscuring too much low-resolution data. Even so, data below 15 A Ê are typically missing or corrupted as a result of the ®nite size of the sample crystal. Re¯ections recorded on the detector surface within the penumbra of the beamstop shadow are systematically wrong because they are a result of diffraction from only a fraction of the total diffracting volume of the sample (see Fig. 3 in Carter, 1998) . For this reason, the use of a beamstop position as close to the detector as possible is favoured. This in turn, however, forces the use of an evacuated beam path or alternatively a helium-®lled air path between sample and detector.
Realisation of the requirements
The X-ray source used in this work was an Elliot GX-13 rotating anode with a foreshortened X-ray source size of 100 Â 100 mm. Fig. 1 is a schematic diagram illustrating the diffraction camera downstream of the X-ray source. The generated X-rays are focused horizontally and vertically by 60 mm bent mirrors (Charles Supper Company, Natick, MA, USA). The mirror pair is immediately followed by a set of vertical and horizontal slits (S0) and then a 300 mm MAR imaging plate and standard base. The MAR system consists of a collimator assembly, sample-rotation axis, beamstop mount and translatable detector all mounted on an adjustable base allowing alignment into the X-ray beam. The collimator assembly houses two sets of vertical and horizontal slits positioned 110 mm (S1 in Fig. 1 ) and 60 mm (S2 in Fig. 1 ) upstream of the sample position. Each vertical and horizontal slit pair is followed by an ionization chamber which helps in base alignment. Just upstream of the sample is a removable collimator nose-piece designed to remove scatter introduced by the slits and air path within the collimator assembly. Nosepiece aperture diameters of 1.0, 1.5 and 2.0 mm are available with the detector; however, for this work a set of smaller diameter apertures were used, the smallest having a diameter of 0.5 mm. Alignment of the small aperture nose pieces with respect to the collimator slits was performed using an ionization chamber to monitor the¯ux exiting the collimator with and without the nose-piece in place. S1 and S2 slit openings of 0.25 mm vertically and horizontally were used during alignment, although during the measurement of low-resolution data slit S2 was opened fully and essentially excluded from the experiment.
The helium-®lled¯ight path was constructed out of a transparent plastic bag which had been cut to shape and then heat sealed to form a cone. This bag was held at both ends by two¯anges, one of 300 mm diameter at the detector side and one of 150 mm diameter near the sample. A small plastic funnel was cut to form a cone and then mounted onto the smaller¯ange to taper the helium path down to form an entrance window aperture of 15 mm in diameter. A 3 mm thick mylar window was placed over the entrance aperture and held in place with vacuum grease. The exit window was a 20 mm mylar ®lm and had a 3 mm diameter beamstop glued to its centre on the inside surface. The beamstop was made by turning out a 3.0 mm diameter and 5 mm long aluminium rod and ®lling it with lead±tin solder. It was ®xed to the He path window using Loctite Superglue. Adjustment of the path and beamstop position was made manually by loosening set screws which ®xed the path to the MAR detector base and recording positions relative to the base using callipers. The front window of the path was placed as close to the sample position as possible without interfering with the nitrogen and dry air gas stream cooling the crystal. In the early stages of¯ooding the path with helium, the front mylar window acted as a moisture trap owing to its proximity to the Cryostream and some ice formation on the inside of the window was observed. Once all moisture in the path had been replaced, however, this problem no longer arose. Fig. 2 shows the positions of each element of the diffraction camera relative to the source. The 100 mm space between the last de®ning slit and the nose-piece just before crystal is essential for producing a clean X-ray beam free of contaminating scatter. Fig. 2 illustrates this point. After being focused by the mirrors and collimated by slits S0 and S1, the main X-ray beam passes uninterrupted through the nose-piece onto the sample and then through the He path until it is absorbed by the beamstop. The size and alignment of the nose-piece is critical, since any interaction of the X-ray beam with the nosepiece would cause signi®cant scatter into the low-resolution X-ray pattern. The aperture diameter must be large enough to allow the main beam through and small enough to con®ne any scatter produced by S1 to the beamstop. The sizes of the slits S0 and S1 were 0.4 and 0.35 mm, respectively, in both horizontal and vertical directions. The X-ray¯ux measured at the sample was comparable with the¯ux measured during normal operation of the camera using similar settings for both pairs of slits in the MAR collimator assembly. The relatively poor Figure 1 Schematic overview of the diffraction camera used for the low-resolution measurements. From left to right are the Supper mirrors (Charles Supper) and mirror exit slits, S0, the MAR collimator front set of slits, S1, a modi®ed collimator nose-piece or guard nozzle, the sample position, helium¯ight tube, beamstop and image-plate detector.
calibration of slits in this setup meant that the process of producing a clean X-ray camera free of excess background and slit scatter was an iterative process relying on observation as well as careful adjustment of apertures. Consequently, alignment can take as much as a day, as one relies completely on viewing detector images of the camera scatter. Better calibrated apertures would speed up this process by improving control over the experimental geometry.
Test case I: tetragonal hen egg-white lysozyme
To investigate the X-ray camera's suitability for performing contrast-variation experiments, we conducted experiments using the tetragonal form of hen egg-white lysozyme (HEWL). HEWL acts as a suf®ciently robust and reproducible sample with which to perform test studies. It crystallizes readily even in the presence of cryo-protectant and its size and morphology can be controlled (Forsythe et al., 1999) to produce test samples which emulate conditions potentially experienced iǹ real life'.
Sample preparation
The crystals used in this study were grown from 1.5 M NaCl, 25% ethylene glycol and 0.1 M sodium acetate pH 4.7. In order to measure solvent-contrast effects, the crystals were soaked just prior to freezing in the Oxford Cryosystems Cryostream in two solutions (hereafter referred to as low and high density) having different electron densities. Although the crystals had been grown in the presence of a relatively low electron density solution, it was necessary to re-soak for 30 s in a better de®ned low-density solution so that an accurate estimate of the mean solvent electron density, & s , in the crystal could be made. The low-density solution was 2 M NaCl, 25% ethylene glycol and 0.1 M sodium acetate at pH 4.7 having & s = 0.349 e A Ê À3 . A higher salt concentration was used in this case to stabilize the crystals in the absence of protein in solution.
The high-density crystals were obtained by soaking in a solution containing 2 M NaCl, 2 M d-glucose and 0.1 M sodium acetate pH 4.7 (& s = 0.391 e A Ê À3 ). High concentrations of d-glucose have previously been used by Yu & Caspar (1998) in the measurement of cubic insulin diffraction data. As well as increasing the mean electron density of the solvent, the glucose also acted as a cryo-protectant.
The mean electron densities of the soaking solutions were determined by careful volume and weight measurements of Illustration of the geometry of the low-resolution diffraction camera. Dimensions are in mm. (For clarity, the scale is expanded in the vertical direction by a factor of about 70 relative to the horizontal.) The collimating slits S0 and S1 act as a source of unwanted scattered radiation which can appear as linear streaks extending into the diffraction pattern outwards from the beam centre. This scatter is con®ned to lie inside the area obscured by the beamstop (shaded area) by the use of a guard aperture, in this case a modi®ed collimator nose piece. Low-resolution diffracted X-rays (shown in red labelled hkl) pass through the He path and are incident on the detector surface.
Figure 4
The binned average structure-factor amplitudes for all data (56±4.59 A Ê ) plotted for the six HEWL data sets. The potential outlier data set 5 is shown dashed.
Figure 3
Structure-factor amplitudes for HEW lysozyme's 18 lowest resolution re¯ections (56±35 A Ê ) plotted for each of the six data sets. The diagram illutrates the high level of consistency between the three low-density data sets (1 to 3) even at the level of a single observation. Good consistency is seen also between data sets 4 and 6 with set 5 (dashed) appearing as an outlier at very low resolution. the substances used in preparing the solution. This included making a record of the total amount of water added to the solutions to make up ®nal volumes. It is estimated that the values of & s given above are measured to better than 0.5%. It is highly unlikely that better accuracy is necessary given that the bulk-solvent density may differ from that of the prepared solutions because of protein boundary effects and/or incomplete penetration of the solution into the crystal.
The soaking times used for the high-density crystals were of the order of 1±2 min. The length of soak was based on observation of the crystal integrity. The crystals were not particularly stable in the high-density solution and in some cases crystals cracked owing to osmotic shock.
Measurement of diffraction data
The lowest resolution re¯ection from this tetragonal form of lysozyme appears at a resolution of about 56 A Ê . At a sampleto-detector distance of 425 mm the edge of the detector corresponded to a high-resolution limit of 4.58 A Ê . The beam path was¯ooded with helium and a 0.58 mm diameter nosepiece was inserted into the collimator end. At this stage some scatter was observed at resolutions with d h > 100 A Ê but this was acceptable as it did not interfere with the low-resolution re¯ections or surrounding background. Data were recorded from a total of six crystals: three at low density and three at high density. The crystals were frozen directly into a nitrogen Cryostream operating at 100 K. The data-collection parameters and results of analysis with MOSFLM ( Leslie, 1992) and SCALA (Collaborative Computational Project, Number 4, 1994) are shown in Table 1 . In all cases an oscillation range of 3 was used, except for crystal 5 where 4 oscillations were used. The total rotation range used varied but in each case all the data between 56 and 4.59 A Ê were measured with average multiplicities greater than 13.
A consistent decrease of 0.7±1.1 A Ê in the a and b axes was observed for the high-density crystals relative to the lowdensity crystals. Similarly, the c axis was found to increase by 0.3±0.7 A Ê . The mosaicities of the low-density crystals were estimated to be about 0.2 . The high-density crystals had consistently higher mosaicity but crystal 5 appeared to be an outlier among the six crystals with an estimated mosaicity of 0.9
. The higher than average R merge (see Table 1 ) also indicates that the crystal may not have been of as high a quality as the other ®ve.
Scaling
The six data sets were placed on a common scale using SCALEIT (Collaborative Computational Project, Number 4, 1994). The scaling was performed using data between 10 and 4.59 A Ê under the assumption that the expected contrastvariation effects are negligible for resolutions higher that 10 A Ê and that the non-isomorphism was not signi®cant at 4.59 A Ê . This strategy has been veri®ed using synthetic data generated for tetragonal HEWL with four different mean solvent electron densities (unpublished results). However, no attempt has been made to model the effects of non-isomorphism on the scaling procedure. At low resolution, changes in structurefactor amplitudes owing to non-isomorphism can be expected to be small relative to the changes observed owing to contrast variation. However, the reliance upon high-resolution data for scaling imposes requirements on the level of acceptable nonisomorphism. This is evidently where the advantage of the MASC technique lies.
A further complication in contrast variation relates to the handling of the signi®cant changes in sample absorption one can expect when the mean electron density of the solvent in and around the crystal sample is changed signi®cantly. In the present study this dif®culty has been overcome by relying upon high multiplicity of measurement and spherical harmonic secondary beam-scaling corrections implemented by Phil Evans in SCALA. Low values of R merge over all resolution ranges are indicative of the success of this procedure.
Observation of contrast variation
Figs. 3 and 4 show the effect on the low-resolution data of varying the solvent electron density. In Fig. 3 structure-factor amplitudes are plotted for data between 56 and 15 A Ê . The low contrast data sets agree to within a few percent demonstrating that data from different (but isomorphous) crystals can be recorded accurately and scaled together using only data between 10 and 4.59 A Ê , while maintaining the correct relative scale at low resolution. The high-density data sets (4±6) are less well behaved, however, with data set 5 emerging as an outlier among the three data sets. The effects of the change in solvent electron density are clearly visible in Fig. 4 . Below about 10 A Ê the magnitudes of the average structure factors between low-and high-density data sets diverge to the point where they differ by about 20%. Apart from a glitch at 6.6 A Ê , the agreement between the average structure factors for all data sets at higher resolutions is within 4%. Variation in the observed structure factors between the three high-density crystals could also be a consequence of small variations in the soaking times of the three crystals. No systematic behaviour was observed as a result; however, the effect of soaking time will form part of further studies into contrast-variation effects.
The effect of the contrast variation can be observed directly in the diffraction patterns from the low-and high-density crystals of HEWL. Fig. 5 shows regions of two 12 overlay images from crystal 1 (low density) and crystal 6 (high density). In both cases, the 110, 220 and 330 re¯ections are visible and are labelled. Although the images are not on the same relative scale, one can still clearly observe changes in the intensities of the 110, 220 and 330 re¯ections which are, respectively, large, small and large in the low-density crystal, and small, large and small in the high-density crystal. This corresponds to the intensity changes observed and labelled in Fig. 3 .
Test case II: 30S ribosome
The structure of a bacterial 30S ribosomal subunit was solved to 5.5 A Ê resolution by Clemons et al. (1999) . It crystallizes in the tetragonal space group P4 1 2 1 2, with approximate unit-cell parameters a = b = 401.5, c = 174.5 A Ê . The crystal used for this study was approximately 200 Â 80Â 80 mm in size and was frozen to 100 K. To reduce further the scatter in the very low resolution part of the diffraction pattern the MAR collimator assembly was also¯ooded with helium. This produced a clean diffraction camera down to about 250 A Ê .
Data-collection parameters and results of analysis are given in Table 2 . The data are complete and highly redundant, apart from four re¯ections in the lowest resolution bin which were not present in the ®nal merged data set. The high quality of the results suggests that the data were free from the effects of corruption discussed in x2.1. On inspection, it turned out that three of the four missing re¯ections had been rejected at the integration stage because they were saturated on the detector. These were the 200, 101 and 220 and their symmetry-related re¯ections. The 110 re¯ection and its symmetry mates had been excluded because it was too close to the beamstop. This is summarized in Table 3 . images from the ribosome data where the 110 and 200 re¯ections are visible. The 110 re¯ection is just grazing the beamstop and has been rejected because it contains pixels which lie outside the de®ned active region of the detector (a 2.3 mm exclusion region was de®ned during integration with MOSFLM). It can be seen that although the 200 re¯ection has been rejected because it is saturated, it is nevertheless clearly resolved from its neighbouring re¯ections and from the beamstop. Similarly, the 101 and 220 re¯ections were well resolved but saturated. It is reasonable to assume that on remeasuring these re¯ections with a reduced exposure, integration would proceed normally.
Similar problems were encountered by Miller et al. (1999) during the in-house measurement of poliovirus crystal diffraction data. A small number of very low resolution re¯ections needed to be remeasured at much reduced exposure levels. These measurements were made however at the expense of re¯ections which were present in the longer exposure data set. This meant that there were no common re¯ections in the high-and low-exposure data sets which could be used to scale the data sets together. Scaling was performed solely on the basis of the recorded exposure times under the assumption that the beam intensity and diffracting volume were constant. In our study, the low-exposure pass through the data was not performed, but it is believed that similar scaling problems would have been encountered.
Conclusions
High-quality low-resolution data can be measured in-house with only minor modi®cations to existing protein crystallography hardware. The results of the contrast-variation experiment demonstrate that such effects can be measured in a straightforward way without the need for extraordinary apparatus or a synchrotron. Because the low-order re¯ections required in these methods are orders of magnitude stronger than the higher order re¯ections typically recorded by crystallographers, the measurements are particularly suited to in-house X-ray sources, which are in turn orders of magnitude weaker than synchrotron sources. The case of MASC, however, is an obvious exception because a tunable source of X-rays is an absolute prerequisite.
The rapid measurement of very low resolution diffraction data from crystals of the 30S ribosome has a number of implications. Firstly, the apparatus can allow convenient and quick screening of crystal diffraction at very low resolution which can be useful during the early stages of improvement of crystal-growth conditions where no high-angle diffraction is visible. More obviously, because many synchrotron beamlines are not permanently set up to measure very low resolution data, in-house measurements can potentially save on the use of synchrotron beam time.
We believe that the combination of routine in-house lowresolution data collection and existing contrast-variation dataanalysis techniques, as well as those that will appear in the next few years, will lead to a straightforward method for the determination of the protein envelope.
