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Abstract. Let K be a complete ultrametric algebraically closed field of characteris-
tic p. By applying the Nevanlinna Theory in characteristic p, we show that many algebraic
curves admit no parametrizations by meromorphic functions in K , or by unbounded mero-
morphic functions inside an open disk, like it was shown in zero characteristic, provided
we assume one of the function to have a non zero derivative. More generally, certain func-
tional equations have no solution. In zero characteristic, results previously obtained are
somewhat generalized, and then are extended to any characteristic. About functional equa-
tions f m + gn = 1, conclusions also are similar to those obtained in zero characteristic,
provided we replace m,n by m˜ = m|m|p, n˜ = n|n|p.
1. Introduction
DEFINITIONS AND NOTATIONS. We denote by K an algebraically closed field com-
plete for an ultrametric absolute value. We denote by p the characteristic of K .
When p = 0, we denote by θ the Fp-automorphism of K define by θ(x) = p√x.
More generally this mapping has continuation to a K-algebra automorphism of K[X] as
θ(A
∏n
j=1(X − aj )) = θ(A)
∏n
j=1(X − θ(aj )).
We denote by A(K) the set of entire functions in K , and by M(K) the set of mero-
morphic functions in K , i.e. the field of fractions ofA(K). Given a ∈ K and r > 0, d(a, r)
is the disk {x ∈ K | |x − a| ≤ r} and d(a, r−) is the disk x ∈ K | |x − a| < r}. In the same
way, we denote byA(d(a, r−)) the set of analytic functions in d(a, r−), i.e. the K-algebra
of power series
∑∞
n=0 an(x − a)n converging in d(a, r−), and by M(d(a, r−)) the set of
meromorphic functions inside d(a, r−), i.e. the field of fractions of A(d(a, r−)).
We easily verify that A(K) = ⋂r>0A(d(0, r−)) andM(K) =
⋂
r>0M(d(0, r−)).
We denote by Ab(d(a,R−)) the K-subalgebra of A(d(a,R−)) consisting of the
bounded analytic functions f ∈ A(d(a,R−)) and byMb(d(a,R−)) the field of fractions
ofAb(d(a,R−)). Then, we denote byAu(d(a,R−)) the setA(d(a,R−))\Ab(d(a,R−)),
and similarly, we putMu(d(a,R−)) =M(d(a,R−)) \Mb(d(a,R−)).
For every n ∈ Z, |n|∞ will denote the archimedean absolute value of n, and |n|p will
be the p-adic absolute value defined on Z.
Given (n,m) ∈ Z∗ × Z, n |m means that n divides m and n |/m means that n does not
divide m. We denote by gcd(m, n) the greatest common divisor of m and n.
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By Picard-Berkovich’s Theorem [1], [7], it is known that curves of genus g > 0 on K
do not admit any parametrization by meromorphic functions. Here we want to give preci-
sions on that questions, based upon the equation of the curves, and show that in many cases,
the considered curves do not even admit parametrization by functions of Mu(d(a, r−)),
which is not obtained by Berkovich Theory.
We denoe by D an infinite set of diameter r > R, included in d(a,R−).
2. Functional equations
In the following Theorems, functional equalities true whenever x ∈ D obviously hold
for all x ∈ d(a,R−) (resp. for all x ∈ K when f, g ∈M(K)) provided x is not a pole for
f or g .
THEOREM 2.1. Let P,Q ∈ K[X] be two relatively prime polynomials of degrees s
and t respectively and assume that Q has no factor whose power is multiple of p. Let n
be the number of distinct zeros of Q, let m ∈ N∗ and let g ∈ M(d(a,R−)) be such that
all its poles have on order either multiple of p, or ≥ m, except maybe a finite number l of
them. Suppose that there exists a function f ∈ M(d(a,R−)) such that f ′ = 0, satisfying
g(x)Q(f (x)) = P(f (x)) for every x ∈ D which is not a pole of f or g .
i) Assume that f /∈ Mb(d(a,R−)). Then mn ≤ t + 2m. Moreover, if s > t , then
mn ≤ min(t + 2m, s + m).
ii) Assume that f ∈ Au(d(a,R−)). Then mn ≤ t + m.
iii) Assume f ∈ M(K) \ K(x). Then mn ≤ t + 2m. Moreover, if s > t , then
mn ≤ min(t + 2m, s + m).
iv) Assume f ∈ A(K) \ K[x]. Then mn ≤ t + m.
v) Assume f ∈M(K) and that l = 0 or 1. Then mn < t + 2m. Moreover, if s > t ,
then mn < min(t + 2m, s + m).
vi) Assume f ∈ A(K) and that l = 0 or 1. Then mn < t + m.
EXAMPLES. 1) Let Γ be the curve of equation y4(x − b′)(x − b′′) = (x − c)3
(with b′, b′′, c all distinct) and let f, g ∈ M(d(a,R−)) be such that (f (ξ), g(ξ)) ∈ Γ for
all ξ ∈ D. Then by Theorem 2.1 f, g ∈Mb(d(a,R−)).
2) Let Γ be the curve of equation y3(x − b′)(x − b′′) = (x − c)3 (with b′, b′′, c
all distinct) and let f, g ∈ M(K) be such that (f (ξ), g(ξ)) ∈ Γ for all ξ ∈ D. Then by
Theorem 2.1 f, g are constant.
3) Consider the functional equation φ(t)2h(t)Q(f (t)) = P(f (t)), where f ∈ A(K),
φ ∈M(K), h ∈ K(t) and Q ∈ K[X] has at lest four distinct zeros and is of degree 4 or 5.
Then f belongs to K[t], and g belongs to K(t).
NOTATION. In Theorems 2.2, 2.3, 2.4, we consider two polynomials P(X) =
A
∏k
i=1(X − ai)si , deg(P ) = s, and Q(X) = B
∏n
j=1(X − bj )tj , deg(Q) = t . We
consider also a positive inerger m relatively prime to p, and a rational function h ∈ K(x).
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We suppose that l is the total number of distinct poles and zeros of h. Finally we con-
sider two functions f, g ∈M(d(a,R−)) such that h(x)g(x))mQ(f (x)) = P(f (x)) for all
x ∈ D.
THEOREM 2.2. i) If k +n > 1 + 1
m
(gcd(m, |s − t|∞)+∑ki=1 gcd(m, si)+
∑n
j=1
gcd(m, tj )) then both f and g lie inMb(d(a,R−)).
ii) Moreover, if f lies in A(d(a,R−)), and if k + n > 1 + 1
m
(
∑k
i=1 gcd(m, si) +∑n
j=1 gcd(m, tj )) then f ∈ Ab(d(a,R−)) and g ∈Mb(d(a,R−)).
THEOREM 2.3. i) If both f, g lie inM(K)\K , and if k+n ≥ 1+ 1
m
(gcd(m, |s −
t|∞) + ∑ki=1 gcd(m, si) +
∑n
j=1 gcd(m, tj )), then l > 1.
ii) Moreover, if k+n>1+ 1
m
(gcd(m, |s−t|∞)+∑ki=1 gcd(m, si)+
∑n
j=1 gcd(m, tj )),
then f, g ∈ K(x).
iii) Further, if f, g ∈ M(K) \ K and if k + n > 1 + 1
m
(1 + ∑ki=1 gcd(m, si) +∑n
j=1 gcd(m, tj )), then f admits at least one pole of order < m. In the same way, if
f, g ∈M(K)\K , if k+n ≥ 1+ 1
m
(1+∑ki=1 gcd(m, si)+
∑n
j=1 gcd(m, tj )) and if l ≤ 1,
then f admits at least oen pole of order < m.
THEOREM 2.4. i) If both f, g lie inA(K) and if k+n > 1+ 1
m
(
∑k
i=1 gcd(m, si)+∑n
j=1 gcd(m, tj )), then f ∈ K[x] and g ∈ K(x).
ii) Moreover, if both, f, g lie inA(K) \K and if k + n ≥ 1 + 1
m
(
∑k
i=1 gcd(m, si)+∑n
j=1 gcd(m, tj )) then l > 1.
EXAMPLES. 4) We assume p = 3. Let c′, c′′ ∈ K (with c′ = c′′) and let Γ be the
curve of equation y3 = (x − c′)2(x − c′′). Let f, g ∈M(K) be such that (f (ξ), g(ξ)) ∈ Γ
for all ξ ∈ D. If f and g lie in A(K), by Theorem 2.3 they are constant. If f and g are
not constant, then f admits at least one pole of order 1 or 2. Here the genus is clearly 0,
therefore there exist f, g ∈ K(ξ) satisfying g3 = (f − c′)2(f − c′′).
5) We assume p = 3. Let Γ be the curve of equation y3(x − b)2 = (x − c) (with
b = c) and let f, g ∈ M(K) be such that (f (ξ), g(ξ)) ∈ Γ for all ξ ∈ D. If f and g lie
in A(K), by Theorem 2.4 they are constant. If f and g are not constant, then f admits at
least one pole of order 1 or 2.
6) We assume p = 3. Let Γ be the curve of equation y3(x−b)2 = (x−c′)2(x−c′′)
(with b, c′, c′′ all distinct) and let f, g ∈ M(d(a,R−)) be such that (f (ξ), g(ξ)) ∈ Γ for
all ξ ∈ D. Then by Theoem 2.2 f, g ∈Mb(d(a,R−)).
7) We assume p = 2. Let Γ be the curve of equation y2(x − b′)(x − b′′) = (x − c)
(with b′, b′′, c all distinct) and let f ∈ A(d(a,R−)) and let g ∈ M(d(a,R−)) be such
that (f (ξ), g(ξ)) ∈ Γ for all ξ ∈ D. Then by Theorem 2.2 f ∈ Ab(d(a,R−)) and
g ∈Mb(d(a,R−)).
8) We assume p = 2. Consider the equation g(t)2h(t)(f (t) − b1)(f (t) − b2) =
(f (t)− a1)(f (t)− a2)(f (t)− a3) with f, g ∈M(K), f ′ = 0 and h ∈ K(t). By Theorem
2.2 β), both f, g belong to K(t). And we have the same conclusion with the equation
g(t)2h(t)(f (t) − b1)(f (t) − b2) = (f (t) − a1)(f (t) − a2)(f (t) − a3)2.
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9) Similarly, we assume p = 0. Consider the equation g(t)2(t − α)(f (t) − b1) =
(f (t) − a1)(f (t) − a2) with f, g ∈M(K), f ′ = 0, α ∈ K . By Theorem 2.3 both f, g are
constant, and we have the same conclusion with the equation g(t)2(t−α)(f (t)−b1)(f (t)−
b2) = (f (t) − a1)(f (t) − a2).
COROLLARY 1. Let Γ be an algebraic curve on K of genus 1 or 2 and let f, g ∈
M(K) be such that (f (ξ), g(ξ)) ∈ Γ ∀ξ ∈ D. Then f and g are constant.
COROLLARY 2. Let Γ be a non degenerate elliptic curve on K and let f, g ∈
A(d(a,R−)) be such that (f (ξ), g(ξ)) ∈ Γ ∀ξ ∈ D. Then f and g are bounded.
COROLLARY 3. Let Γ be an algebraic curve on K of genus 2 and let f, g ∈
M(d(a,R−)) be such that (f (ξ), g(ξ)) ∈ Γ ∀ξ ∈ D. Then both f and g lie in
Mb(d(a,R−)).
In order to complete this topic, recall Proposition 2.5 whose proof is easy [4].
PROPOSITION 2.5. Let Γ be a non degenerate conic with a center in K , and let
f, g ∈ A(d(a,R−)) be such that (f (u), g(u)) ∈ Γ ∀u ∈ D. Then f and g are bounded in
d(a,R−). Moreover, if both f and g lie in A(K), then they are constant.
3. Equality f m + gn = 1
In [2] it was proven that the equation fm+gn = 1 inM(K) leads to f, g ∈ K as soon
as the least common multiple l of m and n satisfies: 1
m
+ 1
n
+ 1
l
≥ 1 and that in A(K) it
leads to f, g ∈ K as soon as min(m, n) ≥ 2. These results were improved in [3] in the case
when the field K has characteristic 0. Here we are now able to widen conclusions obtained
in [3].
NOTATION. Given n ∈ N∗, we put n = n˜ql with (n˜, q) = 1. In other words, if
p = 0, then n˜ = n, and if p > 0, then we put n˜ = n|n|p.
THEOREM 3.1. Let f, g ∈M(d(a, r)) satisfy f m + gn = 1. If min(m˜, n˜) ≥ 3 and
max(m˜, n˜) ≥ 4, then both f and g lie in Mb(d(a, r)). Moreover, if f, g ∈ M(K), if
min(m˜, n˜) ≥ 2 and max(m˜, n˜) ≥ 3 then f, g are constant.
THEOREM 3.2. Let f, g ∈ A(d(a, r−)) satisfy fm + gn = 1, with min(m˜, n˜) ≥ 2.
Then f and g are bounded in d(a, r−). Moreover, if f, g belong to A(K) then f, g are
constant.
PROPOSITION 3.3. Let n ∈ N be such that n˜ ≥ 2. Let f, g ∈ A(d(a, r−)) and let
h ∈ Ab(d(a, r−)), h ≡ 0, satisfy f n +gn = h. Then f and g are bounded inside d(a, r−).
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The Proofs.
We must recall various technical results gien in [8], [5], [6].
NOTATION. In the sequel, I will denote an interval of the form [ρ,R[, with ρ > 0,
and J will denoe an interval of the form [ρ,+∞[.
PROPOSITION A. We assume K to have characteristic p = 0. Let r > 0 and let
f ∈ M(d(a, r−)). Then p√f belongs to M(d(a, r−)) if and only if f ′ = 0. Moreover,
there exists a unique t ∈ N such that pt√f ∈M(d(a, r−)) and (pt√f )′ = 0.
DEFINITION AND NOTATION. Let K has characteristic p = 0, given, f ∈
M(d(a, r−)), we will call ramification index of f the integer t such that pt√f ∈
M(d(a, r−)) and (pt√f )′ = 0.
In the same way, given an algebraically closed field B of characteristic p and P(x) ∈
B[x], we call ramification index of P the unique inteer t such that pt√P ∈ B[x] and
(
pt
√
P )′ = 0. This ramification index will be denote by u(f ) for any f ∈ M(d(a, r−)) or
f ∈M(K) and similarly it will be denoted by u(P ) for any P ∈ B[x].
Let α ∈ d(0, R−) and h ∈ M(d(0, R−)). If h has a zero (resp. a pole) of order n at
α, we put ωα(h) = n (resp. ωα(h) = −n). If h(α) = 0 and ∞, we put ωα(h) = 0. Finally,
we denote by log the real logarithm function of base a > 1.
The following corollary is a consequence of Proposition A and the above definition:
COROLLARY B. Suppose p = 0 and let f, g ∈M(d(a,R−)) \ K satisfy an equa-
tion of the form g(t) = G(f (t)) and G ∈ K(Y ). Then u(g) ≥ u(f ) and, putting s = u(f ),
gs = ps√g, fs = ps√f , Gs = θs(G), they satisfy gs = Gs ◦ fs .
Let R ∈ ]0,+∞[ and let f ∈M(d(0, R−)) such that 0 is neither a zero nor a pole of
f . Let r ∈ ]0, R[. We denote by Z(r, f ) the counting function of zeros of f in d(0, r):
Z(r, f ) =
∑
ωα(f )>0,|α|≤r
ωα(f ) log
r
|α| .
Next, denoting by Δ(r, f ) the set {a ∈ d(0, r) |ωa(f ) > 0, pu(f )+1 |/ωa(f )}, we put
Z¯(r, f ) =
∑
α∈Δ(r,f )
log
r
|α| .
We shall also consider the counting functions of poles of f in d(0, r):
N(r, f ) = Z
(
r,
1
f
)
and N¯(r, f ) = Z¯
(
r,
1
f
)
.
The Nevanlinna function T (r, f ) is defined by
(T ) T (r, f ) = max[Z(r, f ) + log |f (0)|, N(r, f )] .
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Now, assume that f ′ is not identically 0 and has neither a zero nor a pole at 0. Let
Ξ(r, f ) = {a ∈ d(0, r) |ωa(f ) < 0, pu(f )+1 |ωa(f )}. We put
N0(r, f
′) =
∑
α∈Ξ(r,f )
[ωα(f ) − ωα(f )] log r|α| .
Given a finite subset S of K , we put Λ′(r, f, S) = {a ∈ d(0, r) | f ′(a) = 0, f (a) /∈ S} and
Λ′′(r, f, S) = {a ∈ d(0, r) |pu(f )+1 |ωa(f − f (a)), f (a) ∈ S}. Then we can define
ZS0 (r, f
′) =
∑
α∈Λ′(r,f,S)
ωα(f
′) log
r
|α| +
∑
α∈Λ′′(r,f,S)
[ωα(f ′) − ωα(f − f (α))] log r|α| .
THEOREM D. Let α1, · · · , αn ∈ K, with n≥2, and let f ∈M(d(0, R−))(resp. f ∈
M(K)) of ramification index s, have no zero and no pole at 0. Let S − { qs√α1, · · · , qs√αn}.
Assume that f, ( qs
√
f )′), f −αj have no zero and no pole at 0 (1 ≤ j ≤ n). Then we have:
(n − 1)T (r, f )
qs
≤
n∑
i=1
Z¯(r, f − αi) + N¯(r, f ) − ZS0 (r, (q
s√
f )′) − N0(r, (qs
√
f )′)
− log r + O(1),∀r ∈ I (resp. r ∈ J ) .
We shall need the following classical lemmas [4], [8].
LEMMA E. Let f ∈ M(d(0, R−)) have no zero and no pole at 0. Then f belongs
toMb(d(0, R−)) if and only if T (r, f ) is bounded in I .
LEMMA F. Let f ∈ M(d(0, R−)) (resp. f ∈ M(K)) be such that 0 is neither a
zero nor a pole of f . Then v(f,− log r)+Z(r, f )−N(r, f ) is bounded in I (resp. in J ).
Moreover v(f,− log r) = v(f (0)) − Z(r, f ) + N(r, f )∀r ∈ I, (resp. in J ).
LEMMA G. Let f ∈ A(d(0, r−)). Then v(f ′, μ) ≥ v(f,μ) − μ.
LEMMA H. Let f ∈ A(K) have no zeros. Then f is a constant. Let f ∈ M(K).
There exists at most one value b ∈ K such that f (x) = b∀x ∈ K . Moreover, if f (x) =
b ∀x ∈ K then f is of the form b + 1
h
, with h ∈ A(K).
LEMMA I. Let f ∈M(K) have no zero and no pole at 0. Then f belongs to K(x)
if and only if there exists t ∈ N such that T (r, f ) = t log r + O(1) (r ∈ I).
LEMMA J. Let m,n ∈ N∗ satisfy max(m, n) ≥ 3 and min(m, n) ≥ 2. Then we have
i) mn ≥ m + n + gcd(m, n)
ii) mn > m + n.
Moreover, if min(m, n) ≥ 3 and max(m, n) ≥ 4, then
Parametrization of Curves in Characteristic p 211
iii) mn > m + n + gcd(m, n).
PROOF OF THEOREMS 2.1, 2.2, 2.3, 2.4. Without loss of generality we may ob-
viously assume a = 0. Functions f and g are supposed to lie in M(d(0, R−)) (resp. in
M(K)).
PROOF OF THEOREM 2.1. If n < 2, the inequality mn < t + 2m is trivial. So we
suppose n ≥ 2. Let Q(X) = ∏nj=1(X − bj )tj . Since P and Q have no common zeros,
each zero α of Q(f (t)) is a pole of g(t).
Since each zero α of Q(f (t)) is a pole of g(t), it is a zero of order either multiple of p,
or superior or equal to m except maybe a finite number l of them. Then, for each zero α of
f −bj whose order is superior or equal to m we have 1 ≤ tjmωα(f −bj ). Now, let lj be the
number of zeros of f −bj whose order is neigher a multiple of p nor superior or equal to m.
At such a point α we have 1 ≤ tj
m
ωα(f −bj )+(1− tjm), hence 1 ≤
tj
m
ωα(f −bj )+(1− 1m).
Consequently, we obtain
Z¯(r, f − bj )) ≤ tj
m
Z(r, f − bj ) + lj
(
1 − 1
m
)
log r + O(1) , t ∈ I (resp. r ∈ J ) .
(1)
But since Z(r, f − bj ) ≤ T (r, f ) + O(1), r ∈ I (resp. r ∈ J ), by (1) we have
n∑
j=1
Z¯(r, f − bj ) ≤ t
m
T (r, f )
+
n∑
j=1
lj
(
1 − 1
m
)
log r + O(1) , r ∈ I (resp. r ∈ J ) .
(2)
But
∑n
j=1 lj (1 − 1m) = l(m−1)m , hence by (2)< we obtain
n∑
j=1
Z¯(r, f − bj ) ≤ t
m
T (r, f ) + l(m − 1)
m
log r + O(1) , r ∈ I (resp. r ∈ J )(3)
On the other hand, since Q has no factor whose power is multiple of p, we have
l = ∑nj=1 lj . Next, since f ′ = 0, by Theorem C, and by (3) we obtain
(n − 1)T (r, f ) ≤ t
m
T (r, f ) + N¯(r, f )
+
(
l
(
m − 1
m
)
− 1
)
log r + O(1) , r ∈ I (resp. r ∈ J ) .
(4)
In particular, this implies
(n − 2)T (r, f ) ≤ t
m
T (r, f )
+
(
l
(
m − 1
m
)
− 1
)
log r + O(1) , r ∈ I (resp. r ∈ J )
(5)
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and therefore, since r ∈ I , (l(m−1
m
) − 1) log r is bounded in I , if f does no belong to
Mb(d(0, R−)), we have m(n−2) ≤ t , hence mn ≤ t+2m. And if f lies inM(K)\K(x),
then by Lemma I we can see that n − 2 ≤ t
m
, thereby nm ≤ t + 2m again.
Now, suppose that s > t . Then each pole α of f is a pole of g and therefore satis-
fies ωα(f )(s − t) = ωα(g), hence N¯(r, f ) ≤ N(r, f )( s−tm ). Consequently, Relation (4)
becomes
(n − 1)T (r, f ) ≤ t
m
T (r, f ) + s − t
m
N(r, f )
+
(
l(m − 1)
m
− 1
)
log r + O(1) , r ∈ I (resp. r ∈ J ) .
(6)
So, if f ∈Mu(d(0, R−)), we have (n−1) ≤ t
m
+ s−t
m
, thereby mn ≤ min(s +m, t +2m).
In the same way, if f ∈M(K)\K(x), then by (5) and by Lemma I, we see that n−1 ≤ s
m
again. Thus, we have proven that nm ≤ min(t + 2m, s +m) whenever s > t , and therefore
we have proven i) and iii).
Now, suppose that f ∈ Au(d(0, R−)). By (4) we have (n− 1)T (r, f ) ≤ tmT (r, f )+
O(1), hence n − 1 ≤ t
m
, thereby mn ≤ t + m, which proves ii).
Now, suppose that f ∈ A(K) \ K[x]. By (4) we have
(n − 1)T (r, f ) ≤ t
m
T (r, f )
+
(
l
(
m − 1
m
)
− 1
)
log r + O(1) , r ∈ I (resp. r ∈ J )
(7)
which implies n − 1 ≤ t
m
, and this proves iv).
Next, suppose f ∈ M(K) and that either 0 ≤ l ≤ 1 or l < t
m
. Then when r tends to
∞, ( l(m−1)
m
− 1) log r tends to −∞, so by (5) we obtain mn < t + 2m. In the same way, if
s > t , by (6) we obtain mn < min(t + 2m, s + m), which proves v).
Finally, suppose that f ∈ A(K) and that l = 0 or 1. In (7) we have l(m−1
m
) − 1 < 0,
hence by (7) we obtain n − 1 < t
m
, which proves vi).
PROOF OF THEOREMS 2.2, 2.3, 2.4. It is clear that if f lies in K(x), so does g and
therefore both lie inMb(d(a,R−)). Suppose that f is not constant. In the case when h is
constant, we will check that we can assume that f ′ is not identically zero. Indeed, supose
that h is constant, hence we can assume h = 1, and supppose that f ′ is identically zero.
Then so is g ′. Let f1 = p√f , g1 = p√g , P1 = Θ(P), Q1 = Θ(Q). Then, we can se that
g1(x)Q1(f1(x)) = P1(f1(x)), and that P1, Q1, f1, g1 respectively respect the hypotheses
of P , Q, f , g . So, we are led to the same problem, and therefore we can go on u(f ) times,
until we get a similar equation where the function playing the role of f has a non identically
zero derivative. Thus, we can assume that f ′ is not identically zero in all cases, without
loss of generality.
Let l be the number of distinct zeros of h, and let q be the number of distinct poles of
h. Then we have s = ∑ki=1 si , t =
∑n
j=1 tj . For each i = 1, · · · , k, every zero α of f − ai
is eigher a zero of g or a zero of h. In all cases we have ωα(f − ai) = mωα(g)−ωα(h)si .
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First, consider a zero α of f −ai which is neither a zero nor a pole of h. By Lemma H,
we have ωα(f − ai) ≥ mgcd(m,si) , hence
mωα(g)
si
≥ mgcd(m,si) , thereby ωα(f − ai) ≥ mgcd(m,si)
and finally,
1 ≤ ωα(f − ai)gcd(m, si)
m
.(1)
Now consider a zero α of f − ai which is a zero or a pole of h. Trivially we have
1 ≤ ωα(f − ai)gcd(m, si)
m
+ 1 − gcd(m, si)
m
≤ ωα(f − ai)gcd(m, si)
m
+ m − 1
m
.(2)
In the same way, for each j = 1, · · · , n, every zero β of f − bj which is neither a
zero nor a pole of h obviously is a pole of g , and therefore is a zero of order ωβ(f − bj ) =
mωβ(g)+ωβ(h)
tj
, and then, by Lemma F, we have
mωβ(g) − ωβ(h)
tj
≥ m
gcd(m, tj )
.(3)
Now given a zero α of f − bj which is a zero or a pole of h, similarly we have
1 ≤ ωα(f − bj )gcd(m, tj )
m
+ 1 − gcd(m, tj )
m
≤ ωα(f − bj )gcd(m, tj )
m
+ m − 1
m
.(4)
For each i = 1, · · · , k, let li be the number of zeros of f − ai which are neither a zero
nor a pole of h, let l′ = ∑ki=1 li , and for each j = 1, · · · , n, let wj be the number of zeros
of f − bj which are neither a zero nor a pole of h, and let w′ = ∑nj=1 wj . By (1), (2), (3),
(4) we obtain
Z¯(r, f − ai) ≤ gcd(m, si)
m
T (r, f ) + li
(
m − 1
m
)
+ O(1) (r ∈ I) (resp. r ∈ J ) ,(5)
Z¯(r, f − bj ) ≤ gcd(m, tj )
m
T (r, f ) + wj
(
m − 1
m
)
+ O(1) (t ∈ I) (resp. t ∈ J ) .(6)
Since f ′ = 0, applying Theorem C to f at the points a1, · · · , ak , b1, · · · , bn, by (5) and (6)
we have
(k + n − 1)T (r, f ) ≤ 1
m
( k∑
i=1
gcd(m, si) +
n∑
j=1
gcd(m, tj )
)
T (r, f ) + N¯(r, f )
+
[
(l′ + w′)(m − 1)
m
− 1
]
log r + O(1) , r ∈ I (resp. r ∈ J ) .
(7)
Let l′′ (resp. w′′) be the numbver of distinct zeros (resp. poles) γ of f which are zeros
or poles of h. We check that l ≥ l′ + l′′ + w′ + w′′.
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Suppose first s = t . By the trivial inequality N¯(r, f ) ≤ N(r, f ) ≤ T (r, f ) and by (7)
we obtain
(k + n − 1)T (r, f ) ≤ 1
m
(
m +
k∑
i=1
gcd(m, si) +
n∑
j=1
gcd(m, tj )
)
T (r, f )
+
[
l(m − 1)
m
− 1
]
log r + O(1) , r ∈ I (resp. J ) .
But in this case we have gcd(m, |s − t|∞) = m. So, by (7) we obtain:
(k + n − 1)T (r, f ) ≤ 1
m
(
gcd(m, |s − t|∞) +
k∑
i=1
gcd(m, si) +
n∑
j=1
gcd(m, tj )
)
T (r, f )
+
(
l(m − 1)
m
− 1
)
log r + O(1) , r ∈ I (resp. r ∈ J ) .
(8)
Suppose now s = t . We will find a good upper bounded for N¯(r, f ). Let γ be a pole
of f . We have (s − t)ωγ (f ) = mωγ (g) +ωγ (h). Thus, at a point γ where ωγ (h) = 0, we
have |ωγ (f )|∞ = mgcd(m,|s−t |∞) , hence
1 ≤ gcd(m, |s − t|∞)
m
ωγ (f ) .(9)
And at a point γ where ωγ (h) = 0, of course we have
1 ≤ gcd(m, |s − t|∞)
m
+ m − 1
m
.(10)
Consequently, by (9) and (10) we obtain
N¯(r, f ) ≤ gcd(m, |s − t|∞)
m
N(r, f )
+
(
(l′′ + w′′)(m − 1)
m
)
log r + O(1) , r ∈ I (resp. r ∈ J ) ,
and hence
N¯(r, f ) ≤ gcd(m, |s − t|∞)
m
T (r, f )
+
(
(l′′ + w′′)(m − 1)
m
)
log r + O(1) , r ∈ I (resp. r ∈ J ) .
Therefore, by (7) we have (8) again, showing that f ∈ Mb(d(0, R−)), which proves
Theorem 2.2. i).
Now, suppose f, g ∈M(K) and that l ≤ 1. If f is not a constant, we have
k + n − 1 < 1
m
(
gcd(m, |s − t|∞) +
k∑
i=1
gcd(m, si) +
n∑
j=1
gcd(m, tj )
)
.
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Hence, if this inequality is not satisfied, f is constant and we can easily deduce that so is g
(because h(x)(g(x))m cannot be a constant if g is not). This proves Theorem 2.3 i).
Now, suppose f, g ∈ M(K) \ K(x). Since limr→∞ T (r,f )log r = +∞, when r tends to
+∞ we can see that k+n−1 ≤ 1
m
(gcd(m, |s−t|∞)+∑ki=1 gcd(m, si)+
∑n
j=1 gcd(m, tj )).
Therefore, if the inequality is not satisfied, both f, g belong to K(x), which proves Theorem
2.3 ii).
Conversely, suppose that f ∈ M(K) is not a constant and that all poles of f have
order ≥ m. By (8) we have
(k + n − 1)T (r, f ) ≤ 1
m
( k∑
i=1
gcd(m, si) +
n∑
j=1
gcd(m, tj )
)
T (r, f ) + 1
m
T (r, f )
+
[
l(m − 1)
m
− 1
]
log r + O(1) (r ∈ J )
which implies k + n − 1 ≤ 1
m
(1 + ∑ki=1 gcd(m, si) +
∑n
j=1 gcd(m, tj )).
Hence, if this inequality is not true, f must admit at least one pole of order < m. And
similarly, if l ≤ 1, when r tends to +∞ we see that k +n− 1 < 1
m
(1 +∑ki=1 gcd(m, si)+∑n
j=1 gcd(m, tj )), hence if this inequality is not true, f must admit at least one pole of
order < m, which proves Theorem 2.3 iii) and finishes the proof of Theorem 2.3.
Now, suppose f ∈ A(d(0, R−)). Then (7) implies
(k + n − 1)T (r, f ) ≤ 1
m
( k∑
i=1
gcd(m, si) +
n∑
j=1
gcd(m, tj )
)
T (r, f )
+
[
l(m − 1)
m
− 1
]
log r + O(1) (r ∈ I) .
(11)
and then, if f does not lie in Ab(d(0, R−)), by Lemma E we obtain k + n − 1 ≤
1
m
(
∑k
i=1 gcd(m, si) +
∑n
j=1 gcd(m, tj )), hence k + n − 1 ≤ 1m(s + t), a contradiction.
Hence f belongs to Ab(d(0, R−)), and then g obviously lies in Mb(d(0, R−)), which
proves Theorem 2.2 ii) and finishes the proof of Theorem 2.2.
Finally suppose f, g ∈ A(K) \ K[x]. Then when r tends to +∞, by (12) we obtain
(k + n − 1) ≤ 1
m
(
∑k
i=1 gcd(m, si) +
∑n
j=1 gcd(m, tj )). Consequently, in the hypothesis
of Theorem 2.4 f is a polynomial and thereby g belongs to K(x). And if moreover, l ≤ 1,
then (k + n − 1) < 1
m
(
∑k
i=1 gcd(m, si) +
∑n
j=1 gcd(m, tj )) whenever f ∈ A(K). Thus,
if (k + n − 1) ≥ 1
m
(
∑k
i=1 gcd(m, si) +
∑n
j=1 gcd(m, tj )) then f, g are constant, which
finishes the proof of Theoem 2.4.
PROOF OF COROLLARIES 1, 2, 3. Indeed, first we may assume that p = 2, because
if p = 2, a curve of equation y2 = P(x) with P a polynomial, is obviously rational over K .
Moreover, thanks to Corollary C, we may assume that f ′ = 0 without loss of generality,
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because if s = u(f ) > 0, then qs√f , qs√g , play the same role as f, g , with a similar curve
of same genus.
PROOF OF THEOREMS 3.1 AND 3.2. Without loss of generality we can assume
u(f ) ≥ u(g). Further, we can also assume that p |/ gcd(m, n) because if gcd(m, n) = pha,
with (a, p) = 1, then putting m = m′a, n = n′a, it is easily checked that m˜′ = m˜, n˜′ = n˜
and f m′ + gn′ = 1 with of course p |/(m′, n′). Let s = u(f ), t = u(g), l = s − t and let
fs = Θs(f ), ft = Θt(f ), gt = Θt(g). So, (gt )n = 1 − (ft )m = (1 − (fs)m)pl .
Since by hypothesis u(gt ) = 0, by Proposition A we can see that n is of the form
pl+hn˜, with h ∈ N. Then, since we have assumed that p |/ gcd(m, n), we see that
gcd(m, p) = 1. Thus, gt and fs satisfy (gt )pl n˜ = (1 − (ft )m)pl and therefore (gt )phn˜ =
1−(fs)m. Actually, since gcd(m, p) = 1, we notice that ((fs)m)′ = 0, hence (gt )phn˜)′ = 0
and therefore h = 0. Next, m, n˜ obviously satisfy min(m, n˜) ≥ 3 and max(m, n˜) ≥ 4 in
Theorem 3.1 and min(m, n˜) ≥ 2 in Theorem 3.2. By construction we now have f ′s = 0.
Thus, without loss of generality, we can assume that f and g satisfy f ′ = 0, fm + gn = 1.
Moreover, since f ′ = 0 and gcd(m, p) = 1, we see that ng ′ = 0, hence (n, p) = 1.
Further, on one hand min(m, n) ≥ 3 and max(m, n) ≥ 4 in Theorem 3.1, on the other hand
min(m, n) ≥ 2 in Theorem 3.2.
Consequently, we can apply Theorems 2.2 in the case when Q(X) = 1, P(X) =
1 − Xm, where n here plays the role of m and m plays the role of k in Theorem 2.2.
We first place ourselves in the hypotheses of Theorem 3.1. By Lemma J iii) we have
m > 1 + 1
n
((n,m) + m) and then, by Theorem 2.3 α), both f , g lie in Mb(d, (a,R−)).
Now suppose f , g lie inM(K). If max(n,m) ≥ 3, min(n,m) ≥ 2, then by Lemma J, (14)
is satisfied, so we have m ≥ 1 + 1
n
((n,m) + m) and therefore by Theorem 2.3 f and g are
constant. This finishes proving Theorem 3.1.
We now assume that hypotheses of Theoem 3.2. We notice that if m = n = 2, then by
Proposition 3.3 f and g are bounded. We now suppose max(m, n) ≥ 3. By Lemma J, (15)
is satisfied, hence we have m > 1 + m
n
and then, by Theorem 2.2, f and g are bounded.
Finally suppose f, g ∈ A(K). Then by Theorem 2.4 ii) we see that f , g are constant. This
finishes the proof of Theorem 3.2.
PROOF OF PROPOSITION 3.3. Let n = n˜pl . Then u(h) ≥ l. Consequently, the
equation f n + gn = h is equivalent to f n˜ + g n˜ = φ with φ = pl√h. So we may assume,
without loss of generality, that n ≥ 2 and p |/n.
Let ζ and ξ be two distinct n − th roots of −1. We have:
f n + gn = (f − ζg)
n−1∑
j=0
f j (ζg)n−1−j = (f − ξg)
n−1∑
j=0
f j (ξg)n−1−j = h .
So both functions f − ζg , f − ξg are bounded and then so are f and g .
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