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ABSTRACT
Self-S tab iliz ing  K -C lu s te r in g  in  M obile  A d  H oc N e tw o rk s
by
Priyanka Vemula
Dr. A joy K. D atta, Examination Committee Chair 
School of Computer Science 
University of Nevada, Las Vegas
In this thesis, two silent self-stabilizing asynchronous distributed algorithms are given for 
constructing a fc-clustering of a connected network of processes. These are the first self- 
stabilizing solutions to this problem. One algorithm, FLOOD, takes 0{k)  time and uses 
0 {k \o g n )  space per process, while the second algorithm, BFS-MIS-CLSTR, takes 0 (n ) 
time and uses O(logn) space; where n is the size of the network. Processes have unique 
IDs, and there is no designated leader. BFS-MIS-CLSTR solves three problems; it elects 
a leader and constructs a BFS tree for the network, constructs a minimal independent set, 
and finally a fc-clustering. Finding a minimal fc-clustering is known to be V P -hard . If the 
network is a unit disk graph in a plane, BFS-MIS-CLSTR is within a factor of 0(7.2552fc) 
of choosing the minimal number of clusters.
A lower bound is given, showing that any comparison-based algorithm for the k- 
clustering problem that takes o{diam) rounds has very bad worst case performance. 
K eyw ords: BFS tree construction, K-clustering, leader election, MIS construction, self­
stabilization, unit disk graph.
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CHAPTER 1 
INTRODUCTION
In this thesis, we present two self-stabilizing asynchronous distributed algorithms for the k- 
clustering problem in mobile ad hoc networks. Thus, this research covers several domains of 
distributed computing, viz. mobile ad hoc networks (discussed in Chapter 2), asynchronous 
algorithms (discussed in Chapter 3), self-stabilizing systems (discussed in Chapter 3), and 
clustering (discussed in Chapter 4).
1 .1  Contributions
The existing solutions to k-clustering problem are not self-stabilizing [21, 23]. A self- 
stabilizing system, regardless of the initial states of the processes and initial messages in 
the links, is guaranteed to converge to the intended behavior in finite time. In this work, 
we present the first self-stabilizing solutions to the k-clustering problem.
Algorithm FLOOD, given in Chapter 7, is similar to that of Amis et al. [3]. FLOOD 
uses only (2k -t- 0(1)) log2 n  bits per process, approximately half that of [3]. FLOOD is 
self-stabilizing and silent, and takes 3k +  0(1) rounds.
Algorithm BFS-MIS-CLSTR, given in Section 8 , consists of three modules, BFS, MIS, 
and CLSTR. Each module by itself is a contribution. The module BFS takes 0 (n )  rounds, 
and elects a leader and constructs a BFS tree of the network rooted at that leader. The 
module MIS takes at most n  additional rounds, and selects a maximal independent set of 
the network. The final module, CLSTR, constructs a k-clustering of the network.
The number of k-clusters constructed by BFS-MIS-CLSTR is O (^ ) in any case, and 
within a factor of -L 0 (1 )^ of the smallest possible number of clusters if the network 
is a unit disk graph in the plane. This result is an improvement over that of [29].
We say that an algorithm is comparison-based if the only operation it can use to dis­
tinguish two IDs is comparison. In contrast, an algorithm that examines individual bits 
of an ID is not comparison based. In Section 7.5, we prove that there is no competitive 
comparison-based self-stabilizing distributed asynchronous algorithm for the k-clustering 
algorithm which takes o{diam) rounds, even if all processes have unique IDs.
1 . 2  Outline
In Chapter 2, we give an overview of the wireless networks; we describe both sensor 
networks and mobile ad hoc networks (MANET). As this research is on MANET, we 
present various characteristics, issues, and applications of this type of network. In Chapter 
3, we describe different types of fault-tolerant systems within the common framework of 
self-* systems; we also give an overview of the self-stabilizing systems.
The detailed introduction to clustering, including the cost, applications, and classi­
fications, is presented in Chapter 4. In Chapter 5, we introduce the type of clustering 
researched in this thesis, namely k-clustering. We formally define the problem, and give a 
brief overview of two algorithms in the current literature that are similar to our algorithms; 
we also mention other related work.
In Chapter 6 , we describe the model of computation used in the paper, formally define 
self-stabilization, and give some additional needed definitions.
In Chapter 7, we define the algorithm FLOOD. We first give an overview. In Section 
7.1, we give the formal definition of FLOOD. In Section 7.2, we give the details of an ex-
ample computation of FLOOD, using the network shown in Figure 7.1. The same network 
will be used for example computations throughout the thesis. In Section 7.3, we prove the 
correctness and time complexity of FLOOD.
In Chapter 8 , we define the algorithm BFS-MIS-CLSTR, which uses only O(logn) 
space per process, but takes 0{n)  rounds to converge. This algorithm is described as the 
concatenation of three modules.
In Section 8.1, we give BFS, the first module. BFS is a leader election algorithm which 
elects the process of lowest ID as leader. It also constructs a BFS tree rooted at that 
process, which we call Root. In Subsection 8.1.1, the formal definition of BFS is given. 
In Subsection 8.1.3, we give an example computation of BFS, using the same example 
network as for FLOOD, starting from a configuration where all processes are in a “clean” 
state. BFS converges in 0 (n ) rounds, regardless of the initial configuration. In Subsection 
8.1.4, we give an example computation of BFS starting from a configuration which is not 
“clean.” In Subsection 8.1.5, we give the proofs of correctness and time complexity of BFS.
In Section 8.2 w& give MIS, the second module of BFS-MIS-CLSTR. This module 
constructs a maximal independent set, S , of the network, as well as the M IS spanning 
tree TLis, & tree also rooted at Root, which has the property tha t the members of S  are 
precisely the processes which are a t even levels in Tuis- In Subsection 8 .2 . 1  we give an 
overview of MIS. In Subsection 8.2.2, we give the formal definition of MIS. In Subsection 
8.2.3, we give an example computation of MIS. In Subsection 8.2.4, we give the proofs of 
correctness and time complexity of MIS.
In Section 8.3, we give the CLSTR, the third and final module of BFS-MIS-CLSTR 
In Subsection 8.3.1, we given an overview of CLSTR. In Subsection 8.3.2, we give the 
formal definition of CLSTR. In Subsection 8.3.3, we give the proof that CLSTR constructs
the optimal k-clustering of Tmis- (Note that this does not imply that it is an optimal k- 
clustering of the network.) In Subsection 8.3.4, we give the proofs of correctness and time 
complexity of CLSTR.
In Chapter 9, we prove tha t CLSTR is + 0 (1 )j-competitive, and we generalize 
that result to the case of bounded independence graphs.
In Chapter 10, we discuss a generalization of k-clustering, which we call (d, r)-clustering.
Chapter 11 concludes the thesis.
CHAPTER 2
WIRELESS NETWORKS 
In this chapter, we will present a brief overview of wireless networks which include wireless 
sensor networks and ad hoc wireless networks. A wireless network is used to refer to a 
telecommunications network where interconnections between nodes is implemented with­
out the use of wires. It is an information transmission system that uses electromagnetic 
waves such as radio waves. Examples of wireless networks are WLAN (wireless local area 
networks), wireless PAN (personal area networks), UMTS (universal mobile telephone ser­
vice), GSM (Global System for Mobile communications), and D-AMPS (Digital Advanced 
Mobile Phone Service).
2.1 Mobile Wireless Networks 
In recent years, our society has become more information oriented and the demand 
of information accessibility has been growing rapidly. The advantage of using a wireless 
network is its convenience. Via WLAN, users can access the Internet anywhere outside 
their work place such as remote offices or even coffee shops. W ith these advantages, mo­
bile wireless networks have been experiencing a tremendous growth in popularity amongst 
people who want information and connectivity anytime and anywhere. This growth has 
led to many technological advances in this field, and has resulted in the rapid development 
of small, inexpensive and powerful mobile computing devices such as Personal Digital As­
sistants (PDAs), various hand-held devices, and laptop computers. The ease of mobility of
these units makes it both critical and challenging to maintain communication amongst the 
various types of mobile devices. Recent advances in wireless communication technologies 
have enabled wireless mobile devices to communicate with each other in various ways. The 
aim of such wireless communication is to provide reliable communications and computing 
environment where users are not tethered to their information source. Mobile Wireless Net­
works can be classified into two branches; infrastructured (cellular) and infrastructureless 
(ad hoc) wireless networks [32].
In f ra s tru c tu re d  W ire less N e tw o rk . An infrastructured wireless network is a wireless 
network in which access points are distributed along a wired backbone, and mobile devices 
connect to each other by communicating directly with these access points. These access 
points do not move and are present just to act as routers and forward packets for other 
nodes, thus allowing the mobile nodes to save power. Also, the access points are usually 
connected to the fixed network infrastructure or to the Internet. Mobile nodes that are 
within the coverage area of an access point are able to send and receive signals to that 
access point, and can thus communicate directly with that access point. However, as a 
mobile node moves out of the coverage area of one access point and into that of another, 
it must cease communication with the old access point and begin communication with 
the new access point. This process is called a hand-off, and should be completely unde­
tectable to the user [61]. Examples of this kind of wireless networks are Wireless Local 
Area Network (WLAN), cellular networks. Wireless Local Loop (WLL), Universal Mo­
bile Telecommunication System(UMTS), and Global System for Mobile Communications 
(GSM).
Infirastructured wireless networks are typically used in locations where access points
can be easily installed and connected to an existing network, such as office buildings and 
college campuses.
In f ra s tru c tu re le s s /A d  H oc W ire less  N e tw o rk s. There may be a need for efficient 
and dynamic communication of independent mobile users when no fixed wired infrastruc­
ture is available. A few examples are emergency/ rescue operations, disaster recovery, and 
military networks. In such situations, organized communication networks can not be re­
lied upon. Thus, establishing reliable networks quickly among a collection of mobile hosts 
without any centralized administration is required. As such, the development of mobile 
devices and their networks have been receiving more and more interest.
This thesis is on infrastructureless wireless networks which we will present in the next 
two sections.
2 . 2  Wireless Sensor Networks
Wireless sensor networks have been recognized as one of the most important technolo­
gies for the future. It allows us to instrument, observe, and respond to phenomena in 
the surrounding environment. A number of sensors spread across a geographic area com­
posing sensor networks. Recent technological advancement has enabled the production of 
small, low-cost, low-powered, distributed sensing devices called sensor nodes. Each sensor 
node has wireless communication capability and some level of computational ability for 
signal processing and networking of data, but has a limited energy source. Sensor nodes 
are usually static. However, some nodes can be mobile. Sensor networks have similarities 
with wireless ad hoc networks such as MANET and mobile cellular networks. However the 
following characteristics of sensor networks [18] suggest that many recommended protocols
for the above two platforms may not be well suited for sensor networks.
Sensor nodes have limited energy supply, communication (transmission) range, and 
memory. Signals detected by physical sensors have an inherent uncertainty. Sensor nodes 
may or may not be supported by satellite location determination system such as GPS. 
Sensor nodes are usually densely deployed for the purpose of fault tolerances. In most 
cases, physical maintenance may not be infeasible. The topology of sensor networks may 
change dynamically, due to change of position, reachability (e.g., jamming, noise, obstacles, 
etc.), available energy, malfunctioning, etc. Also sensor nodes can fail easily due to the low 
cost in manufacturing or environmental threats such as destruction by animals or vehicles. 
Therefore sensor networks should be self-healing, as well as self-organizing (Chapter 3).
Sensors are used as both data generators and routers. Networked sensor nodes can 
aggregate data to provide a rich, multi-dimensional view of the environment. Source sen­
sors detect the event or gather data. Sources are usually located where the environmental 
activities of interest are expected to take place. Sink nodes are basically monitoring ter­
minals such as mobile PDAs or laptops. They are connected to other networks such as the 
Internet and provide remote access to data from the sensor network.
A rc h ite c tu re . Sensor nodes are typically composed of on-board sensors, a processor, a 
small amount of memory, a wireless modem, and a limited energy source. Overall pro­
totypes of currently available sensor nodes are very similar, but their size and shape are 
come in great varieties. Five requirements for networked sensor systems were given in [37]. 
They are (a) small physical size and low power consumption, (b) concurrency-intensive 
operation, (c) limited physical parallelism and controller hierarchy, (d) diversity in design 
and usage, and (e) robust operation.
A p p lica tio n s . Today, there are many different types of sensors such as seismic, infrared, 
acoustic, visual, and radar amongst others. Hence there are a wide variety of conditions 
that can be monitored by sensor nodes that include temperature, humidity, pressure, noise, 
and vehicular movement. Also, sensor nodes can be used for continuous sensing or event 
detection. Consequently, application fields of sensor networks are limitless. The followings 
are a few examples; (a) Military applications; Sensor networks can be used to detect 
biological and chemical attacks and create warning systems. Also they can be used to 
monitor an ally’s condition and status, (b) Environmental applications; One interesting 
example of this area was presented in [49]. Sensors were deployed on Great Duck Island 
in Main for habitat monitoring. Forest fire detection and flood detection systems are also 
good examples in this category, (c) Health applications; Doctors can monitor the current 
condition of patients by using sensors which may detect heart rate or blood pressure, 
(d) Commercial applications; There are numerous applications in this field. Inventory 
management, intruder detection, and vehicle tracking use sensor networks to a tta in  a so 
called smart environment.
Many requirements for above mentioned application areas may be very unique and not 
suitable for traditional ad hoc networks. For instance, in military applications, there is 
heightened chance that nodes will be destroyed by an enemy. Because sensor nodes are 
cheap and disposable, they can be deployed densely to tolerate a node’s fault. Therefore, 
in the future, wireless senor networks will be an integral part of our lives.
S enso r N e tw o rk  Services. Several services must be provided by sensor networks in 
addition to low-level networking. Such services are unique to sensor networks. Some 
examples are described in [36].
U b iqu itous/P ervasive C om puting.
“The most profound technologies are those that disappear. They weave themselves 
into the fabric of everyday life until they are indistinguishable from it” [70]. These are 
the words of the late Mark Weiser who was the chief technologist at Xerox PARC and 
considered the father of ubiquitous computing. He described this new era as that of most 
computers vanishing into the background and being “nearly invisible” from users, but would 
always be available, which was called invisible computing, and one of the key concepts of 
his vision. This invisible tool is one that does not intrude on our consciousness so that 
we can focus on the task. An example of this concept is eyeglasses. We look at the 
world, not the eyeglasses. Computers should be the same. They would be available and 
prevalent throughout the physical environment without users actually having awareness of 
them. Another key concept was presented in [72], known as calm technology. The goal of 
“calm” technology is to send information in a calm manner. Technology such as cellphones 
and TVs are often the antithesis of this concept. However, calm technology allows the user 
to choose what information is needed and what information is peripheral (or sensory) to 
reduce information overload, while still allowing the user to move easily from the center 
of information to periphery and back. This can be performed by giving more detail to 
the periphery. In [72], an example of this calm technology is shown by comparing a video 
conference and a phone conference. The video conference can give participants visual 
knowledge of details such as facial expression or body posture, so that participants are 
more confident about what information is important, hence a more “calm” environment 
than that of a phone conference.
Ubiquitous computing is about making our lives more simple through digital environ­
ments that are sensitive, adaptive, and responsive to human needs. It is now a framework
10
for new and exciting research in the field of computer science, which includes mobile de­
vices, sensors, and many smart appliances.
2.3 Mobile Ad Hoc Networks
A Mobile ad hoc network (MANET) consists of a set of mobile hosts operating without 
the aid of the established infirastructure of centralized administration. In fact, roughly 
speaking two or more users can become a mobile ad hoc network simply by being close 
enough to meet the radio constraints, without any external intervention. In this type of 
network, communication between mobile hosts is peer-to-peer; so, each host has direct com­
munication with another. Hosts also act as relay nodes to forward data packets. This is a 
very important part of communication technology that supports truly pervasive/ubiquitous 
computing, because in many contexts, information exchange among mobile units cannot 
rely on any fixed network infrastructure but on the rapid configuration of wireless connec­
tions on the fly [65].
MANETs are gaining momentum because they help realize network services for mobile 
users in areas with no pre-existing communications infrastructure, or when the use of 
such infrastructure requires wireless extension. Ad hoc nodes can also be connected to 
a fixed backbone network through a dedicated gateway device enabling IP networking 
services in the areas where Internet service is not available due to the lack of a preinstalled 
infrastructure. All these advantages make ad hoc networking an attractive option in future 
wireless networks.
Minimal configuration and quick deployment make ad hoc networks suitable for emer­
gency situations like natural or human-induced disasters, militeuy conflicts, emergency 
medical situations, etc. The earliest MANETs were called packet radio networks, and were
II
sponsored by DARPA in the early 1970s. It is interesting to note that these early packet 
radio systems predated the Internet, and indeed were part of the motivation of the original 
Internet Protocol suite.
C h a ra c te ris tic s . Mobile ad hoc networks involve all networking layers, ranging from the 
physical to the application layer. The characteristics of mobile ad-hoc networks architecture 
differ significantly from other networks as described below:
• Each node is free to move while communicating with other nodes.
• The bandwidth available is of the order of I Mbps, an order of magnitude less than 
that of wired networks.
• All communication in a wireless network is broadcast, which means that broadcast 
is no more expensive than unicast.
• Mobile nodes have limited battery power.
• Wireless links are much more error prone than wired links.
• The topology of ad hoc network is dynamic in nature due to constant movement of 
the participating nodes, causing the inter-communication patterns among nodes to 
change Continuously.
• Every computer may not be within the communication range of every other computer. 
So, multiple hops may be needed. Hence, the nodes must serve as routers for other 
nodes in the network so that data packets can be forwarded to their destinations.
A d H oc N e tw o rk in g  Issues. In general, mobile ad hoc networks are formed dynam­
ically by an autonomous system of mobile nodes that are connected via wireless links
12
without using the existing network infrastructure or centralized administration. Routes 
between nodes in an ad hoc network may include multiple hops. Hence, it is appropriate 
to call such networks multi-hop wireless ad hoc networks.
The ad hoc networks flexibility and convenience do come at a price. Ad hoc wireless net­
works inherit the traditional problems of wireless communications and wireless networking 
(IEEE P802.il/D 10, January 14, 1999.) as described below:
• The wireless medium has neither absolute, nor readily observable boundaries outside 
of which stations are known to be unable to receive network frames.
• The channel is unprotected from outside signals.
« The wireless medium is significantly less reliable than the wired media.
• The channel has time-varying and asymmetric propagation properties.
• Hidden-terminal and exposed-terminal phenomena may occur.
To these problems and complexities, the multi-hop nature, and the lack of fixed in­
frastructure add a number of characteristics, complexities, and design constraints that are 
specific to ad hoc networking [16, 15], and are described below:
• Autonomous and Infrastructureless. MANET does not depend on any established 
infrastructure or centralized administration. Each node operates in distributed peer- 
to-peer mode, acts as an independent router, and generates independent data. Net­
work management has to be distributed across different nodes, which brings added 
difficulty in fault detection and management.
• Multi-Hop Routing. No default router is available. Every node acts as a router and 
forwards each other’s packets to enable information sharing among mobile hosts.
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Routing protocols are self-starting, adapt to the changes in network conditions, and 
also offer multi-hop paths from a source to a destination across the network. Rout­
ing protocols designed for ad hoc networks can be adopted to greatly improve the 
scalability of routing protocols designed for use in the global Internet, which would 
be an enormous payoff for ad hoc network research. More detailed information on 
routing in MANET, is given in [58].
• Dynamically Changing Network Topologies. In mobile ad hoc networks, nodes can 
move arbitrarily. So the network topology, which is typically multi-hop, can change 
frequently and unpredictably, resulting in route changes, frequent network partitions, 
and possibly packet losses.
• Variation in Link and Node Capabilities. Each node may be equipped with one or 
more radio interfaces that have varying transmission/receiving capabilities and op­
erate across different frequency bands [40]. This heterogeneity in node radio capa­
bilities can result in possibly asymmetric links. In addition, each mobile node might 
have a different software/hardware configuration, resulting in variability in process­
ing capabilities. Designing network protocols and algorithms for this heterogeneous 
network can be complex, requiring dynamic adaptation to the changing conditions 
(power and channel conditions, traffic load/distribution variations, congestion, etc.).
• Energy Constrained Operation. Batteries carried by each mobile node have limited 
power supply, processing power is limited, which in turn  limits services and applica­
tions that can be supported by each node. This becomes a bigger issue in mobile ad 
hoc networks because, as each node is acting as both an end system and a router at 
the same time, additional energy is required to forward packets from other nodes.
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• Network Scalability. Currently, popular network management algorithms were mostly 
designed to work on fixed or relatively small wireless networks. Many mobile ad 
hoc network applications involve large networks with tens of thousands of nodes, 
as found for example, in sensor networks and tactical networks [58]. Scalability is 
critical to the successful deployment of these networks. The steps toward a large net­
work consisting of nodes with limited resources are not straightforward, and present 
many challenges that are yet to be solved in areas, such as addressing, routing, loca­
tion management, configuration management, interoperability, security, high capacity 
wireless technologies, etc.
A p p lica tio n s . The set of applications for MANETs is diverse, ranging from large scale, 
mobile, and highly dynamic networks, to small and static networks that are constrained by 
power sources. Typical application domains of MANET include commercial sector, military 
battlefield, civilian environments, emergency operations, and personal area network (PAN). 
Some of the specific applications are mentioned below [58]:
• Conferencing. When mobile computer users gather outside their normal office en­
vironment, the business network infrastructure is often missing. The whole point 
of the meeting might be to make some further progress on a particular collaborative 
project. As it turns out, the establishment of an ad hoc network for collaborative mo­
bile computer users is needed even when the Internet infrastructure support already 
exists.
• Home Networking. Consider the scenario that will result if wireless computers become 
popular a t home. These computers will probably be taken to and from the office work 
environment and on business trips. Such computers will not have topologically related
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IP addresses. Assigning multiple IP  addresses to each wireless node for identification 
purposes would add an administrative burden, and the alternative of deploying an 
ad hoc network seems more attractive.
Emergency Services. Network applications will become increasingly important for 
emergency services, and thus, it will be important to finds ways to enable the oper­
ations of networks even when infrastructure elements have been disabled as part of 
the effects of a disaster. Ad hoc networks can help overcome network impairment 
during disaster emergencies.
Personal Area Networks. The idea of a personal area network (PAN) is to create a 
very localized network populated by some network nodes that are closely associated 
with a single person. When people meet in real life, their PANs are likely to become 
aware of each other. Mobility becomes more important when interactions between 
several PANs are needed. Since people usually do not stay in a fixed location with 
respect to each other for a long time, dynamic nature of this inter-PAN communica­
tion is obvious. Ad hoc networks can be used to establish communications between 
nodes on separate PANs.
Embedded Computing Applications. Some researches predict a world of ubiquitous 
computing [71], in which computers will be around us, constantly performing mun­
dane tasks to make our lives a little easier. These ubiquitous computers will often 
react to the changing environment in which they are situated and will themselves 
cause changes to the environment in ways that are, we hope, predictable and planned. 
These capabilities can be provided with or without the use of ad hoc networks, but 
ad hoc networking is likely to be more flexible and convenient that the continual al-
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location and réallocation of endpoint IP  addresses whenever whenever a new wireless 
communication link is established.
• Sensor Dust. Consider a situation in which some hazardous chemicals were dispersed 
in an unknown manner because of an explosion or some other sort of accident. Instead 
of sending in emergency personal who might be subjected to lethal gas and forced 
to work in unwieldy protective clothing, it would be better to distribute sensors con­
taining wireless transceivers [27] [43]. The sensors could then form an ad hoc network 
and cooperate to gather the desired information about chemical concentrations and 
identification.
• Automotive/PC Interaction. Ad hoc networks can be used to provide interactions 
between automotive computers and laptops or PDAs that may accompany us as we 
travel in our cars.
• Educational Applications.
— Setup virtual classrooms or conference rooms.
— Setup ad hoc communication during conferences, meetings, or lectures.
• Commercial Environments.
— E-Commerce: e.g.. Electronic payments from anywhere (i.e., taxi).
— Business.
* Dynamic access to customer files stored in a central location on the fly.
* Provide consistent databases for all agents.
* Mobile office.
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-  Vehicular Services.
* Transmission of news, road condition, weather, music, etc.
* Local ad hoc network with nearby vehicles for road/accident guidance.
In spite of the various applications served by the ad hoc networks, they still have to 
overcome the defects such as the limited wireless transmission range, link quality, fading, 
noise, interference caused due to its broadcast nature, route changes and packet losses 
induced due to the node mobility, battery constraints, and potentially frequent network 
partitions. Security and interception problems are of a major concern, especially in military 
applications. Therefore, designing the protocol for MANET is very crucial, and these issues 
must be carefully examined before widespread commercial deployment.
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CHAPTER 3 
SELF-* SYSTEMS
One of the main topics of research in this thesis is self-* systems. In the following, we start 
with a brief description of distributed systems which is a computational model commonly 
used in the design of self-stabilizing algorithms. Then we will give an overview of self-* 
systems in Section 3.2. We will describe many terms currently being used in the broad area 
of fault-tolerant computing. Also, an overview of the concept of self-stabilization which is 
currently a very active area of research will be given in Section 3.3.
3.1 Distributed Systems 
A number of definitions have been proposed in the literature to capture the meaning 
of distributed systems. A distributed system  is a communication network, multiprocessor 
computers, and can be a single multitasking computer [23]. Also, the existence of the 
collection of these nodes must be transparent to the system user. Although the processors 
in distributed systems are autonomous in nature, they may need to communicate with 
each other to coordinate their actions and achieve a reasonable level of cooperation [56]. 
A program composed of executable statements are run by each computer. Each execu­
tion of a statement changes the computer’s local memory content, hence the computer’s 
state. Consequently, a distributed system is modeled as a set of n  state machines that 
communicate with each other. There are mainly two models for communications between 
machines; message passing and shared memory. In the message passing model, machines
19
communicate with each other by sending and receiving messages. While in the shared 
memory model, communication is carried out by writing in and reading from the shared 
memory.
3.2 Overview
Software systems are used everywhere. Thusly commercially available software systems 
must be able to adjust to different inputs and handle different faults so that they can be 
used in many different environments. The different concepts or terms encapsulated in self-* 
have been introduced to characterize different ways of detecting, adjusting, and recovering 
from such changes. Because these terms have not been formally defined, we will informally 
describe them with examples from other sources of literature.
A self-* system should be self-configuring, self-organizing, self-contained, self-healing, 
and self-managing. According to [64], research in a self-* system is “a direct response 
to the shift from needing bigger, faster, stronger computer systems to the need for less 
human-intensive management of the systems currently available. System complexity .has 
reached the point where administration generally costs more than hardware and software 
infrastructure.” The goals of the self-* systems are reduction of human administration and 
maintenance, and an increase of reliability, availability, and performance.
A system is considered to be self-configuring if starting from an arbitrary state and 
an arbitrary input, the system will eventually satisfy the specification of an application or 
start behaving properly in finite steps. Therefore, a self-configuring system is the system 
which can configure and reconfigure itself under varying conditions or faults. A similar 
concept of self-organizing was defined in [4]. In this paper, this concept was applied to 
study peer-to-peer systems based on the locality principle. Example applications can be
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seen in the field of robotics [20]. The problem considered in these papers is for a system 
of multiple mobile robots to be able to communicate with each other and form a certain 
geometric pattern. Since each robot can start from any arbitrary position, but eventually 
converges to a final shape, proposed solutions are considered to be self-configuring.
A self-œntained  system is a system in which only local neighbors are affected by any 
faults or topology change. Thus, if a fault occurs, nodes which are located more than 
several hops away should not be aware of it.
A self-healing system automatically recovers from different perturbations and dynamic 
changes. In [6 6 ], a self-heahng network (SHN) for supporting scalable and fault-tolerant 
runtime environments was presented. It was designed to support message transmission 
via multiple nodes while protecting against failures. Finally, within a self-maintaining 
system, all tasks in all phases in the life cycle of the system are automatic so that it can 
reduce the system adm inistrator’s tasks. As the number of computer devices continue to 
increase exponentially, planned maintenance of computers are becoming more and more 
of an impossible task to manage. As well, the cost of employing network administrators 
to keep these computers up and running has been rising. In [8 ], the authors defined 
this concept from the system administrators perspective as a system which maintenance 
will only be required at fixed intervals and the required tasks will be clearly defined at 
maintenance time. Autonomic computing is IBM’s solution to the above management 
problem [41]. On October 15th, 2001, Paul Horn, Senior Vice President of IBM Research 
suggested a solution: “Build computer systems that regulate themselves much in the same 
way our autonomic nervous system regulates and protects our bodies.”
Another approach which was introduced in [31, 54] was recovery-oriented computing, 
with such systems being called self-repairing computers. This concept can be applied to
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designing highly dependable Internet services.
3.3 Self-Stabilizing Systems 
In 1973, Dijkstra introduced the term self-stabilization in the world of computer sci­
ence [22, 21], which was a concept of fault-tolerance. Unfortunately, only a handful of 
people had become aware of its importance until Lamport endorsed this as “Dijkstra’s 
most brilliant work” and “a milestone in work on fault-tolerance” in his invited talk at the 
ACM Symposium on Principles of Distributed Computing in 1983. Today, it is one of the 
most active area of research in the field of computer science.
A system is considered self-stabilizing if starting from any arbitrary state (possibly a 
fault state) it is guaranteed to converge to a legitimate state which satisfies its problem 
specification in a finite number of steps. Once it converges to a legitimate state, it must 
stay in that legitimate state thereafter unless a fault occurs. W ith respect to behavior, 
it can also be defined as a system starting from an arbitrary state, reaching a state in 
finite time from which it starts behaving correctly according to its specification. This 
self-stabilization enables systems to recover from a transient fault automatically.
According to [5, 6 ], the self-stabilization can be defined in terms of two properties; 
closure and convergence. Closure means that if a system is in a correct (or legitimate) 
state, it is guaranteed to stay in a correct state, if no fault occurs. On the other hand, 
convergence means that starting from any arbitrary state, it is guaranteed that the system 
will eventually reach a correct state in finite steps. In order for a system to be self- 
stabilizing, it must satisfy both of these properties.
In the area of network protocols, self-stabilization has been extensively studied. Pro­
tocols like routing, high-speed networks, sensor networks, and connection management are
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just a part of many applications of self-stabilization. Also, there exist many self-stabilizing 
distributed solutions for graph theory problems. For example, spanning tree constructions, 
maximal matching, search structures, and graph coloring. Many self-stabilizing solutions 
for numerous classical distributed algorithms were proposed as well. Those include mutual 
exclusion, token circulation, leader election, distributed reset, termination detection, and 
propagation of information with feedback [23].
In, the study of self-stabilization, several aspects of models have been considered, such 
as the following:
• Interprocess Communication: shared registers or message passing.
• Fairness: weakly fair, strongly fair, or unfair.
• Atomicity: composite or read/w rite atomicity.
• Types of Daemon: central or distributed.
All together proving stabilization programs are quite challenging. Two techniques 
have been commonly used in research literature: convergence stair [34] and variant func­
tion [44] methods. Furthermore, many general methods of designing self-stabilizing pro­
grams have been proposed which include diffusing computation [7], silent stabilization [24], 
local stabilizer [1], local checking and local correction [9, 67], counter flushing [6 8 ], self- 
containment [33], snap-stabilization [17], super-stabilization [25], and transient fault detec­
tor [1 1 ].
Self-stabilization is a significant concept in the study of MANETs. Due to the dynamic 
nature of MANET topology (Section 2.3), the protocols for setting up and organizing 
MANETs are desirable to be self-stabilizing.
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CHAPTER 4 
CLUSTERING
Among the many challenges for ad hoc network designers and users, scalability is a critical 
issue. In particular, when a flat-topology network contains a large number of nodes, con­
trol overhead, such as routing packets, requires a large percentage of the limited wireless 
bandwidth.
One promising approach is to build hierarchies among the nodes, such that the network 
topology can be abstracted. This process is commonly referred to as clustering and the 
substructures that are collapsed in higher levels are called clusters.
A cluster is a subset of the nodes of the underlying network that satisfies a certain 
property P. At the network initialization stage, a cluster initialization algorithm is invoked 
and the network is partitioned into individual clusters each satisfying property P. Due 
to node mobility, new links may form and old ones may break, leading to changes in 
the network topology and thus, to possible violations of property P. When property P is 
violated, a cluster maintenance algorithm must be invoked.
Under a cluster structure, mobile nodes may be assigned a different status or function, 
such as clusterhead, cluster gateway or cluster member. A clusterhead normally serves as 
a local coordinator for its cluster, performing intra-cluster transmission arrangement, data 
forwarding, and so-on. A cluster gateway is a non-clusterhead node with inter-cluster links, 
so it can access neighboring clusters and forward information between clusters. A cluster
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member is usually called an ordinary node, which is a non-clusterhead node without any 
inter-cluster links.
4.1 Need for Clustering
A cluster structure with an effective topology control mechanism provides at least three 
benefits [59] as outlined below:
• A cluster structure facilitates the spatial reuse of resources to increase the system 
capacity [48, 47]. W ith the non-overlapping multi-cluster structure, two clusters may 
deploy the same frequency or code set if they are not neighboring clusters [38]. Also, 
a cluster can better coordinate its transmission events with the help of a special 
mobile node, such as a clusterhead, residing in it. This can save much resources used 
for retransmission resulting from reduced transmission collision.
• The second benefit is in routing. In any network, the delay incurred by a packet at 
each hop is a function of the processing and queuing delays a t the transm itting nodes 
and the transmission and propagation delays over the link. Thus, a high number 
of hops between two nodes causes extra delays. One way to handle this problem 
is to increase the transmission range of the nodes, thereby reducing the average 
number of hop distance between any pair of nodes. Some methods of designing 
reduced-hop backbone topologies have been given in [76, 62]. The clustering scheme 
using clusterheads and cluster gateways can be used to construct a low-hop backbone 
network. The backbone network can be utilized to design inter-cluster routing, and 
thus, the generation and spreading of routing information can be restricted to this 
set of nodes [28, 55].
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• A cluster structure makes an ad hoc network appear smaller and more stable in the 
view of each mobile terminal [50]. W hen a mobile node moves out of its cluster, its 
cluster ID may change; only mobile nodes residing in the corresponding clusters need 
to update the information. Thus, local changes need not be seen and updated by the 
entire network, and information stored and processed by each mobile node is greatly 
reduced.
4.2 Cost of Clustering
A cluster-based MANET has its side effects and drawbacks because constructing and 
maintaining a cluster structure usually requires additional cost compared with a flat-based 
MANET. The cost of clustering is a key issue to validate the effectiveness and scalability 
enhancement of a cluster structure. By analyzing the cost of a clustering scheme in different 
aspects qualitatively or quantitatively, its usefulness and drawbacks can be clearly specified. 
The clustering cost terms are described as follows [75]:
• To maintain a cluster structure in a dynamically changing scenario often requires 
explicit message exchange between mobile node pairs. When the underlying network 
topology changes quickly and involves many mobile nodes, the clustering-related 
information exchange increases drastically. Frequent information exchange may con­
sume considerable bandwidth, and drain mobile nodes energy quickly. Thus, the up­
per layer applications cannot be implemented due to the lack of available resources 
or support from related mobile nodes.
• Some clustering schemes may cause the cluster structure to be completely rebuilt over 
the whole network when some local events take place, e.g., the movement or failure 
of a mobile node, resulting in some clusterhead re-election (re-clustering). This is
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called the ripple effect of re-clustering, which may greatly affect the performance of 
upper layer protocols.
• Most schemes separate the clustering into two phases, cluster formation and cluster 
maintenance, and assume that the nodes do not move when the cluster formation 
process is in progress. However, this assumption may not be applicable in an actual 
scenario, where mobile nodes may move randomly all the time.
• Another metric is the computation round, which indicates the number of rounds 
in which a cluster formation procedure can be completed. But in these schemes, 
not all mobile nodes can decide their status at the same time (within one round), 
and they may require a non-constant number of rounds to finish the initial cluster 
construction. Thus, the time required for these algorithms cannot be bounded and 
may vary noticeably for different network topologies.
4.3 Classifying Clustering Schemes
The clustering schemes of MANETs can be classified according to different criteria as 
clusterhead-based clustering [73, 14, 12, 74, 10, 51, 2, 42, 53, 13] and non-clusterhead-based 
clustering [48]. The grouping can also be based on the hop distance between node pairs 
in a cluster — 1-hop clustering [73, 14, 12, 74, 10, 42, 13], 2-hop clustering [52, 69], and 
multi-hop clustering. We will present multi-hop clustering in more detail in Chapter 5.
The clustering protocols are classified based on their objectives, into the following 
categories [75, 26]:
• Dominating-Set-based Clustering. DS-based clustering [73, 14, 19] tries to find a DS 
for a MANET so that the number of mobile nodes that participate in route search
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or routing table maintenance can be reduced. Taking a MANET as an un-weighted 
graph G, a vertex(node) subset S of G is a DS if each vertex in G either belongs to S or 
is adjacent to at least one vertex in S. The vertices of a DS act as clusterheads. A DS 
is called a connected DS (CDS) if all the dominating nodes are directly connected 
with each other. Only the nodes in CDS are required to construct and maintain 
the routing tables when table-driven routing is applied. When on-demand routing 
is adopted, the route search space is limited to the CDS. However, local network 
topology updates may require global adjustment of the structure of CDS. Thus, DS- 
based clustering is more feasible for static networks or networks with low mobility. 
Our work presented in Chapters 7 and 8  falls into this category.
Low Maintenance Clustering. Low maintenance clustering schemes [12, 74, 48] aim 
at providing stable cluster architecture for upper layer protocols with little cluster 
maintenance cost. By limiting re-clustering situations or minimizing explicit con­
trol messages for clustering, the cluster structure can be maintained well without 
excessive consumption of network resources for cluster maintenance. However, for a 
network with bursty traffic, the cluster structure is difficult to maintain and cannot 
be promised to be ready for serving upper-layer routing or data forwarding.
Mobility-Aware Clustering. It takes the mobility behavior of mobile node into con­
sideration [10, 51]. This is because the mobile nodes movement is the main cause 
of changes to the network topology. By grouping mobile nodes with similar speed 
into the same cluster, the intra-cluster links can become more tightly connected, and 
the cluster structure can be correspondingly stabilized in the face of moving mobile 
nodes. However, in practice, a  mobile node needs to collect speed information from
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neighbors to decide whether it is with the lowest relative speed in its local area. 
The information collected may be inaccurate because of the continuous movement of 
mobile nodes.
• Energy Efficient Clustering. Energy-efBcient clustering [2, 42] manages to use the 
battery energy of mobile nodes more wisely in a MANET. A MANET should strive to 
reduce its energy consumption greedily in order to prolong the network lifespan. By 
eliminating unnecessary energy consumption of mobile nodes or by balancing energy 
consumption among different mobile nodes, the network lifetime can be remarkably 
prolonged. The lack of mobile nodes due to energy depletion may cause network 
partition and communication interruption.
• Load Balancing Clustering. Load-balancing clustering schemes [2, 53] attem pt to 
limit the number of mobile nodes in each cluster to a specified range so that clusters 
are of similar size. A too-large cluster may put heavy load on the clusterheads, 
causing clusterheads to become the bottleneck of a MANET. A too-small cluster, 
however, may produce a large number of clusters and thus increase the length of 
hierarchical routes, resulting in longer end-to-end delay. Load-balancing clustering 
schemes set upper and lower limits on the number of mobile nodes that a cluster can 
deal with. If this limit is exceeded, re-clustering procedures are invoked to adjust the 
number of mobile nodes in that cluster.
• Combined-metrics-based Clustering. Combined-metrics based clustering [13] takes 
multiple metrics into account, such as node degree, cluster size, mobility speed, and 
battery energy, in cluster configuration, especially in deciding the clusterheads. W ith 
the consideration of more parameters, clusterheads can be better chosen without
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giving bias to mobile nodes with specific attributes. This scheme can adjust the 
weighting factors for each metric to adjust to different scenarios. Re-clustering takes 
place when a node moves out of a cluster and is not covered by any other clusterhead.
Power Control Based Clustering. In the design of wireless networks, it is essential 
to consider power economy because most portables are powered by batteries with 
very limited weight and life. In conventional wireless telephony, where the cellular 
approach is prevalent, mobile units exercise power control to achieve not only longer 
battery life but also better communication quality. Power control is applied to clus­
tering in order to improve the performance and the power economy, yet retaining 
stability and ease of operation. W ith power control, we can also expect better chan­
nel utilization. We can provide better service if we control the number of nodes in 
a cluster by increasing/decreasing pilot transmission power of the clusterhead and 
thus the physical cluster size. In [46], a power-control-based two-hop clustering al­
gorithm was proposed in which a clusterhead can adjust the cluster size by exercising 
power control.
Access-based Clustering Protocol. To minimize the clustering overhead resulting from 
the control signaling overhead in a hierarchical ad hoc network, the access-based clus­
tering protocol uses MAC layer process for cluster formation [39]. In access-based 
clustering protocol (ABCP), the cluster formation is heavily influenced by the out­
come of the multiple access. The ABCP provides a generic, flexible, rapidly deployed, 
and stable cluster architecture for the upper layer protocols. Since ABCP makes clus­
tering decision directly based on the result of channel access, it requires fewer control 
overheads and has shorter convergence time than the other clustering protocols.
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CHAPTER 5 
K-CLUSTERING
Given a graph G =  {V, E), a k-duster  of G is defined to be a subset C Ç .V , together with 
a designated dusterhead Leader (C) € C, such that each member of C  is within distance k 
of Leader(C). A k-dustering  of G is a partition of V  into disjoint fc-clusters.
In this thesis, we present two self-stabilizing asynchronous distributed algorithms for the 
k-dustering problem. We assume that each member of P  is a process, and that processes 
P  and Q can communicate if and only if {P, Q} e E. We use the composite model of 
computation.
Throughout the report, we let n  be the number of processes in the network, and let 
diam be its diameter. We also assume that each process has a unique ID, a positive integer, 
and that there is no designated leader process.
The two algorithms presented in this thesis are much improved versions of that in 
[3, 29]. So, we give a brief description of those two algorithms in the next two sections.
5.1 Amis et al. Algorithm
In [3], each process in the network initiates 2d rounds of flooding. Every process 
maintains a logged entry of the results of each flooding round. The first d rounds implement 
a floodmax scheme to propagate the largest process ID’s. Using the values that exist at 
each process after the first d rounds, the second d rounds constitute a floodmin scheme to 
propagate the smallest process ID’s. After the completion of the second d rounds, each
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process looks at its logged entries, and sets its status using the following rules:
• Rule 1: Each nde checks to see if it has received its own nde ID in the second d 
rounds of flooding. If it has, then it declares itself a clusterhead and skips the rest 
of the heuristic. Otherwise, proceed to Rule 2.
•  Rule 2: Each process looks for process pairs. Once a process has identified all process 
pairs, it selects the minimum process pair to  be the clusterhead. If a process pair 
does not exist, then proceed to Rule 3.
• Rule 3: Elect the maximum process ID at the end of the first d rounds of flooding as 
the clusterhead for this process.
After clusterhead selection each process broadcasts its elected clusterhead to all of its 
neighbors. If there are neighbors with clusterhead selections that are different, then 
these processes are gateway processes. A gateway process then begins a convergecast 
to the clusterhead process sending its process ID, all neighboring gateway processes 
and their associated clusterheads.
• Rule 4- There are certain scenarios where this heuristic will generate a clusterhead 
that is on the path between a process and its elected clusterhead. In this case, 
during the convergecast the first clusterhead to receive the convergecast will adopt 
the process as one of its children. The clusterhead will immediately send a message 
to the process identifying itself as the new clusterhead.
5-2 Fernandess and Malkhi Algorithm
In the ^-clustering algorithm in [29], two processes within a cluster can be at most k 
hops from one another. This algorithm is based on three phases. In the first phase, a BFS
32
tree is constructed. The BFS tree construction is not included in the paper. Moreover, it 
is assumed that the root process is known. In other words, the leader election algorithm is 
also omitted. In the second phase, an MIS tree is computed on this BFS tree. This is done 
in a top down manner starting from the root following the levels of the BFS tree. Finally, 
in the last phase, subtrees of diameter at most k are constructed from the MIS tree by 
going bottom -up the tree and detaching the subtree along the way.
5.3 Related Work
To the best of our knowledge, there exist only three asynchronous distributed solutions 
to the fc-clustering problem in mobile ad hoc networks (MANETs), in the comparison 
based model, i.e., where the only operation allowed on IDs is comparison. Amis et al. [3] 
gave the first distributed solution this problem. The time and space complexities of their 
solution are 0{k). Spohn and Garcia-Luna-Aceves [63] gave a distributed solution to a more 
generalized version of the k-clustering problem. In this version, a parameter m  is given, and 
each process must be a member of m  different A:-clusters. The usual k-clustering problem is 
then the case m =  1. The time and space complexities of the distributed algorithm in [63] 
are not given.
A set of nodes D  in a graph is called k-dominating if every node is within k hops 
of some member of D. Any ^-dominating set can be used to construct a k-clustering 
letting each member of the set be a clusterhead, and letting each process join the nearest 
clusterhead. Two synchronous distributed algorithm which compute ^-dominating sets 
using a non-comparison based model are given in [45, 57].
A synchronous algorithm for fc-clustering for wireless radio multi-hop networks is pre­
sented in [60].
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Amis et al. give a non-self stabilizing message passing algorithm for the /c-clustering 
problem which takes 0{k)  steps, and requires (3k +  0(1)) log2 n  bits of memory in each 
process [3]. Their algorithm has bad worst case behavior, and is not fully explained in 
their paper.
Fernandess and Malkhi [29] give a non-self stabilizing message passing algorithm for 
the problem that uses O(logn) memory per process, takes 0{n)  steps, providing a BFS 
tree for the network is already given. In the special case that the network is a unit disk 
graph in the plane, their algorithm is 8 k-competitive, meaning that the number of clusters 
constructed by their algorithm is at most {8k+ K )  times the minimum possible number of 
clusters in a fc-clustering of the same network, where A” is a constant that depends neither 
on the network nor on k. (In [29], a k-cluster is defined to have diameter at most k. They 
give competitiveness 2k, which is equivalent to competitiveness 8 k using the definition of k- 
cluster given in this paper.) Finding an optimal k-clustering, i.e., one which the minimum 
possible number of clusters, is known to be AT'P-hard.
The proof of competitiveness given by Fernandess and Malkhi contains a flaw, although 
their result is correct; they incorrectly state that at most k^ disjoint disks of radius 1 can 
be placed in a 2 k x 2 k square in the plane.
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CHAPTER 6  
PRELIMINARIES
We will assume that we are given a connected undirected network of n  processes, %, where 
n > 2, and an integer k > 1 . Each process P  has a unique ID, P.id, a non-negative integer.
Let Afp = all the neighbors of P, and let Up = Afp U {P}- For each integer d > 0, let 
TidiP) be the d-hop neighborhood of P , the set of all processes whose distance to P  is at 
most d. Thus Up — A i(P ).
Let m„p,(A’,k) be the minimum number of clusters of any k-clustering of X . We say 
that a k-clustering algorithm A  is C-competitive if m^(A’, k) <  k) -t-O(l), where
m j fX ,  k) is the number of clusters produced by A , given inputs X  and k.
6.1 Self-Stabilization 
In this thesis, we will consider the shared memory model introduced in [21]. In this 
model, each process P  maintains registers, such that P  can write only to its own registers, 
and read its own registers and registers owned by its neighboring processes. However, if 
P  and Q are neighbors, P  is perm itted to have a variable that can only be read by Q. 
The program of a process consists of a set of registers and a finite set of actions of the 
following form: <  label >:: < guard > — > < statem ent >. The guard of an action in 
the program of P  is a Boolean expression involving the variables of P  and its neighbors. 
The statement of an action of P  updates one or more variables of P . An action can 
be executed only if its guard evaluates to true. We assume an asynchronous network.
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Actions are atomically executed, meaning, the evaluation of a guard and the execution of 
the corresponding statement of an action, if executed, are done in one atomic step.
The state of a process is defined by the values of its registers. The configuration of a 
system is the product of the states of all processes. A distributed algorithm .A is a relation 
on C, the set of possible configurations of the system, denoted by i->. ^  defines an oriented 
graph (C, M-), called the transition graph of A . (By a slight abuse of notation, we refer to C 
as the transition g r a p h  if i-4- is understood.) A  sequence e  =  7 0 , 7 1 ,  • • • , 7 i , 7 i + i , . . . ,  where 
7 ,  Ê  C, is called an execution of A. if V i > 0 ,7 *  7 i + i  E  C, and if either e  is infinite or the 
last member of e is a sink of C.
An action a of a process P  is said to be enabled in 7  E C if the guard of a is true in 7 . 
A process P  is said to be enabled in a configuration 7  if some action of P  is enabled in 7 .
We consider that any enabled process P  is neutralized in the computation step 7 , 7 ,+i
if P  is enabled in 7 , and not enabled in 7 ,+!, but does not execute any action between these 
two configurations. (The neutralization of a process represents the following situation: at 
least one neighbor of P  changes its state between 7 , and 7 i+i, and this change effectively 
makes the guard of all actions of P  false.) We assume that each transition from a system 
configuration to another is driven by a scheduler, also called a daemon. The daemon is 
distributed, meaning that, during a computation step, if one or more processes are enabled, 
the daemon selects at least one (possibly more) of these enabled processes to execute an 
action, and the daemon is also unfair, meaning that, even if a process P  is continuously 
enabled, P  might never be selected by the daemon unless P  is the only enabled process.
We use the notion of round, which captures the speed of the slowest process in an 
execution. Starting from any configuration 7 , a round is defined to be the minimal prefix 
of a computation containing, for each process P  which is enabled at 7 , an execution of at
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least one action of P  or a neutralization of P . The round complexity of an algorithm is 
defined to be the maximum number of rounds before a correct output.
D efin ition  6.1 (S e lf-stab iliza tion ) We associate a protocol V  with a legitimacy predi­
cate, Jj-p that must have the following properties:
(i) Starting from a configuration a  satisfying IL-p, every reachable configuration in any 
execution o fV  satisfies L-p (the closure property).
(ii) Starting from an arbitrary configuration, any execution of V  eventually reaches a con­
figuration satisfying L p  (the convergence property).
P r io r itiz e d  A ctions. Each action is given a priority number. Each action’s guard includes 
the condition given in the third column of the action tables, and also includes the condition 
that no action which has an earlier priority number is enabled. We say that an action 
becomes silent if it will never again be enabled. We say that a module (or a program) 
converges if all its actions become silent.
We say that a variable is consistent if no action which could alter that variable, or which 
has a lower priority number, is enabled. We say that a variable is stable if all actions which 
could change the value of that variable are silent. Thus, any stable variable is consistent. 
The converse does not hold, however. It is possible for a process P  and all its neighbors 
to be initialized in such a way that P  is not initially enabled to execute any action, which 
implies that all variables of P  are initially consistent; and yet, in a later round, some 
variables of some neighbors of P  could change in such a way tha t P  is enabled to execute 
an action.
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CHAPTER 7
THE ALGORITHM FLOOD 
In this chapter, we present a silent, self-stabilizing algorithm FLOOD, which computes a 
k-clustering of a network. FLOOD uses 0 (k  log n) space per process, and self-stabilizes 
within 0 (k) rounds.
B asic  Id e a  o f FLOOD. The basic idea of FLOOD is that a process P  is chosen to be a 
clusterhead if and only if, for some process Q, P  has the smallest ID of any process within 
k hops of Q. It requires at most 2k rounds for each process to be informed that is, or is 
not a clusterhead.
A clustering of the network is then obtained by every process joining a tree rooted at 
the nearest clusterhead; the processes of each tree become one cluster. Every process is 
within k hops of some clusterhead, and thus our clustering is a k-clustering.
Im p le m e n ta tio n  o f FLOOD. Each process P  contains two arrays, P.minid[d\ for 1 < 
d < k, and P.maxmmid[d\ for 1 <  d < k. In addition, P  has variables P.leader and 
P.parent, both IDs, and P.dist, a non-negative integer. Each of these variables has a stable 
value, namely that value that each will have when FLOOD stabilizes. In Lemma 7.2, we 
will prove the following;
• The stable value of P.minid[â\ is the smallest ID of any process within d hops of 
P. If P.minid[k] = P.id, then P  is a clusterhead, however, a process could be a 
clusterhead without being the smallest ID within k hops of itself. We thus need to
38
compute another array.
» The stable value of P.maxminid[d\ is the largest value of Q.minid[k] for any process 
within within d hops of P. P  is a clusterhead if and only if the stable value of 
P.maxminid[k] is P.id.
•  The stable value of P.leader is the ID of P ’s clusterhead, i.e., the clusterhead nearest 
to P .
•  The stable value of P.dist is the distance from P  to its clusterhead.
• If P  is not a clusterhead, the stable value of P.parent is the ID of the neighbor of P  on 
the shortest path from P  to its clusterhead, i.e., the parent of P  in the BFS spanning 
tree of its cluster; that is, P.leader =  P.parent.leader and P.dist =  P.parent.dist +  1.
• The stable values of leader define a spanning forest in the network, where the clus­
terheads are the roots, and the trees are the k-clusters.
• All variables stabilize within 3k +  1 rounds of arbitrary initialization.
P  acts by checking its variables against those of its neighbors. A variable of P  is consistent 
if it satisfies the appropriate rule in the list below.
•  P.minid[l] =  m\xi{Q.id : Q € Up}.
•  For d >  1, P.minid[d\ — m in{Q.mm[d -  1] : Q E Up}.
• P.maxminid[l] — max {Q. mm id [k] : Q E Up}.
• For d >  1, P.maxminid[d\ = iaax.{Q.maxmin[d — 1] : <5 E Up}.
• If P.dist =  0, then P.parent =  P.id.
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• If p.dist > 0, then P.parent = rmn{Q .id : {Q € Afp) A {Q.dist +  1 =  P.dist)}.
• P.leader =  P.parent .leader.
If all variables of P  are consistent, then P  is not enabled to execute any action. Otherwise, 
P  will identify the inconsistent variable of lowest priority number, and change its value to 
make it consistent; where P.minid[d] has priority d, P.maxmin[d\ has priority d +  k, and 
P.dist, P.parent and P.leader each have priority 2k+ l. To save time, FLOOD changes those 
last three variables in a single action. When all variables of all processes are consistent, 
FLOOD is silent.
R eso lv ing  T ies. Ties, which occur when a process P  is equidistant to two nearest clus­
terheads, can be resolved arbitrarily. We choose to use the “lowest ID of neighbor” rule; if 
Qi and Q 2  are neighbors of P, where Q \.id  < Qg.id, and if, stably, P.dist =  Qi.dist +  1 =  
Q2 -dist -t-1, then the stable value of P.parent might be Q \.id , but cannot be Qg.id.
7.1 Functions and Actions of FLOOD 
We now give a formal definition of FLOOD. Each process P  has the following variables. 
Each variable is of ID type, except P.dist, which is a non-negative integer.
P.id.
P.minid[d\ for d < 1 < fe.
P.maxminid[d\ for d <  1 < fc.
P.dist.
P.parent.
P.leader.
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Each process P  can evaluate the following functions by reading its variables and those of 
its neighbors.
P.id if d =  0
M inIdF{P,d) =  < m in{Q.id : Q E Up} if d =  1
min {Q.minid[d — 1] : Q E Up} if 2 < d < k
Max Min Id F  {P,d) = <
P.maxminid[k] if d =  0
mdx{Q.minid[k] : Q E Up} if d =  1
max {Q.maxminid[d  — 1] : Q E Up} if 2 <  d < k
IsClusterheadF [P) =  P.m,axminid[k] = P.id, of Boolean type.
Dist F  {P) =
0
min {Q.dist +  1 : Q E Afp}
Parent F  {P) — <
Leader F  {P)
P.id
m in {Q .id  : {Q E Afp) A
[Q.dist +  1 =  D istF[P))}
P.id
P.parent .leader
if IsClusterhead F [P) 
otherwise
if Is Clusterhead F [P) 
otherwise
if Is Clusterhead F [P) 
otherwise
The actions of FLOOD are given in Table 7.1.
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Table 1; Actions of FLOOD
A l(d)
1 <  d <  fc 
priority d
Fioodmin {P.minid[d\ ^  M inIdF{P))  — i»■ P.minid[d] <—
M inIdF {P ,d )
A2(d)
1 <  d <  fc 
priority fc +  d
Floodm ax P.maxminid[d] #  M axM inIdP (P,d)  — t P.maxminid{d] t -
Max M inIdF{P ,d)
A3
priority 2fc +  1
Clustering {P.dist #  DistF{P)))  V —  
{P.parent #  ParentF{P))  V 
{P.leader LeaderF{P))
> P.dist <- DistF{P)  
P.parent <—
ParentF(P)  
P.leader <—
LeaderF{P)
7.2 An Example Computation 
In Figure 7.1, we give a network, which we call the standard graph that we shall use for 
example calculations throughout this paper. In Figure 7.2, which consists of 12 subfigures, 
we illustrate the steps of a computation of FLOOD, where k =  4.
Figures 7.2(a) through 7.2(d) show the stable values of minid[i],i = 1 . . .4 ,  which 
are computed by (Action A l). Figures 7.2(e) through 7.2(h) show the stable values of 
maxminid[i],i =  1 . . .  4 which are computed by (Action A2). Figure 7.2(h) also shows the 
final selection of clusterheads, namely processes 10, 13, and 14. Clusterheads are indicated 
by larger dots in Figures (h) through (1). Figures 7.2(i) though 7.2(1) demonstrate the 
growth of clusters around the three clusterheads. Note that the cluster subgraphs are BFS 
trees rooted at the clusterheads.
We used boxed numbers and dashed polygonal lines to identify the different zones 
created by the minid[i] (in Figures 7.2(a) through 7.2(d)) and maxmmid[i]
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Figure 7.1: An Example Network
(Figures 7.2(e) through 7.2(1)) values, where a zone is defined to be the set of processes 
whose value of or maxmin{i], for a given i, is the same.
For example, in Figure 7.2(a), processes 18, 37, 6 6 , 76, and 93 computed 18 as their 
m m id[l\. In Figure 7.2(h), processes 13, 21, 32, 36, 39, 50, 63, 75, and 87 computed 13 
as their maxmmid[4] and their final clusterhead. Note that in Figure 7.2(d), process 14, 
which will be chosen to be a clusterhead because it is the minid  of some processes, is not 
a member of its own zone.
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0
Figure 7.2: Sequence of configurations illu stra ting  FLOOD.
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7.3 Proofs for FLOOD
To aid in our proofs, we define a number of functions. Unlike the functions introduced in 
Section 7.1, which can be computed by a process P, these functions are defined abstractly.
DistA{P, Q) =  the distance, i.e., number of hops, from P  to Q.
M inIdA{P,d) =  m in{Q .id  : Q G % (P )} . 
M axM inIdA{P,d) — max {M inIdA{Q ,k) : Q € 'Hd{P)}. 
Is Clusterhead A{P) = 3Q : M inIdA{Q ,k) — P.id. 
D istA(P) =  m in{D istA {P ,Q ) : IsClusterheadA{Q)}.
The similarity of the names of the abstract functions given above and the locally com­
putable functions given in Section 7.1 is deliberate. For example, M inIdA{P,d) is un­
changeable, and is not immediately knowable by P , while M inIdF{P,d) is changeable, and 
is computable by P  at any time. We shall show that, eventually, the computable value of 
M inIdF{P,d), as well as the variable P.minid[d\, will be equal to M inIdA{P,d).
L em m a 7.1 Is Clusterhead A(P) i f  and only if M axM inIdA{P,k) =  P.id.
Proof. One direction is easy: if M axM inIdA{P,k) =  P.id, then, by definition, 
M inIdA{Q, k) =  P.id for some Q G % ( P ) ,  *.e., Is Clusterhead A{P). We prove the converse 
by contradiction. Suppose that IsClusterheadA{P). Pick Q such that M inIdA{Q ,k) =  
P.id. By definition, P  G HkiQ), which implies that Q G Hk{P)-
Suppose M axM inIdA{P,k) = M inIdA {R ,k) — S.id. If S.id > P.id, then that contradicts 
the definition of M inIdA {R ,k), since P.id  would be a better choice. If S.id < P.id, that 
contradicts the definition of M axM inIdA{P ,k), since P.id would be a better choice than 
S.id. Thus, S  = P . □
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L em m a 7.2 Let P  be a process.
(a) I f  at least t rounds have elapsed, then P.minid[d\ — M inIdA{P,d) for all 1 < d < 
max {t,k } .
(b) After k rounds have elapsed. Action A1 is silent.
(c) I f  at least t rounds have elapsed, then P.maxminid[d\ = M axM inIdA{P, d) for all 
1 < d < max {t — k ,k } .
(d) After k rounds have elapsed. Actions A1 and A 2 are silent.
(e) I f  at least t rounds have elapsed, then P.dist > min — 2k ,D istA {P ){.
(f) I f  at least t rounds have elapsed and Dist{P) < t  — 2k — 1, then P.dist — D istA(P).
(g) I f  at least t  rounds have elapsed, and if D istA(P) < t — 2k — 1, then P.leader = 
Leader A{P) and P.parent — ParentA{P).
P ro o f. We prove Part (a) by induction on t. Action A1 is enabled to execute 
whenever its guard is true, since no action has a lower priority number.
Let t  =  1. M inIdF{P, 1) =  M inIdA{P, 1) permanently, since both have the same definition. 
P  is enabled to execute Action A l(l)  if P.minid[l] 7  ̂ M in Id F {P ,l) .  Thus, within one 
round, P.minid[l] =  M inIdA {P ,l)
Suppose t > 2. If d < t, we are done, by the inductive hypothesis. Let d = t. After 
t — I rounds, by the inductive hypothesis, Q. m inid[t — 1] =  M inIdA {Q ,t — 1) for all Q, 
and hence M inIdF{P ,t)  =  M inIdA{P,t); and by the inductive hypothesis, all actions of 
priority numbers 1 . . .  d — 1 are silent, and thus P  is enabled to execute Action A l(d) if its 
guard is true. W ithin one more round, P.minid[t] = M inIdA{P ,t).
Part (b) follows from (a), by letting t ~  k.
We prove Part (c) by induction on t.
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If f <  fc +  1, the statement is vacuous. Suppose t  =  k + 1. Then d =  1. By (a), 
Q.min[k] = M inIdA{Q ,k) for all Q € Up after k rounds have elapsed, and thus, by 
definition. Max Min Id F (P ,l)  =  M axM inIdA {P ,l). By (b), P  is enabled to execute 
Action A2(l) if P.maxminid[l] ^  M axM inIdF {P ,l). Thus, within one more round, 
P.maxminid[l] =  M axM inIdA{P, 1 )
Suppose t > k + 1. W ithout loss of generality, t < 2k. If d <  t — fc, we are done, by 
the inductive hypothesis. Let d = t — k. By the inductive hypothesis, Q.maxmin[d — 1] =  
M inIdA{Q, d—1) for all Q € Up after t —1 rounds have elapsed, and thus M axM inIdF{P, d) = 
M axM inIdA{P,d). By (b) and by the inductive hypothesis, P  is enabled to execute 
Action A2(d) if P.maxminid[d\ /  M axM inIdF{P,d). Thus, within one more round, 
P.maxminid[(I\ = M axM inIdA{P,d).
Part (d) follows from (c), by letting t  =  2k, and from Part (b).
We prove Part (e) by induction on t.
IÎ t  < 2k or D istA(P) =  0, we are done, since P.dist cannot be negative.
Suppose t > 2k and d =  Dist{P) > 0 .  If d < t — 2k, we are done by the inductive 
hypothesis. Let d = t —2k. After t — 1 rounds have elapsed, Q.dist >  d — 1 for all Q E Mp, 
and hence DistF{P) >  d, by the inductive hypothesis. By (d), P  is enabled to execute 
Action A3 if P.dist ^  D istF{P). Thus, after one more round, P.dist >  d.
We prove Part (f) by induction on t. Let d =  DistA{P). l i t  — 2 k + 1 and d — 0, then, by
(d), P  is enabled to execute Action A3 if P.dist ^  D istF (P). Thus, after one more round, 
P.dist =  0.
Suppose t > 2k + 1. l i  d < t — 2k — 1, we are done by the inductive hypothesis. Let 
d = t — 2k — 1. Pick Q G Mp such that DistA{Q) — d — 1. By the inductive hypothesis,
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after t — 1 rounds, Q.dist =  d — 1, hence D istF (P) < d; and P  is enabled to execute Action 
A3 if P.dist 7  ̂D istF (P). Thus, after one more round, P.dist < d. By Part (e), P.dist = d.
We prove Part (g) by induction on t. Let d — D istA{P). If t =  2A: +  1 and d =  0, 
then, by (c), after t —1 rounds have elapsed, LeaderF(P) = LeaderA{P) = P.id and 
Parent F {P) =  Parent A{P) = P.id, and by (d), P  is enabled to execute Action A3 if its 
guard is true. Thus, after one more round, P.leader — P.parent — P.id.
Let t >  2k+1. If d <  t -  2& - 1 ,  we are done by the inductive hypothesis. Let d = t — 2k — l. 
Pick Q € A p  such that Parent A{P) = Q.id. By (f), Q.dist =  d — I and, by the inductive 
hypothesis, Q.leader =  LeaderA{Q) =  LeaderA{P) after t  — 1 rounds have elapsed. We 
need to show that ParentF{P) =  Q.id and LeaderF{P) =  Q.leader after t  — 1 rounds have 
elapsed.
If P  E A/p, R  ^  Q, then, by definition of ParentA{P), DistA{Q) >  d -  1, and R.id > 
Q.id if DistA(R) — d -  1. By (e), if t -  1 rounds have elapsed, DistF{R) >  d -  1 and 
D istF(R) > d — 1 if DistA{R) > d — 1, hence ParentF{P) 7  ̂R. The statement of Action 
3 consists of three parts, executed in sequence. If that action is not enabled, we are done. 
Otherwise, after the first part has executed, P.dist = d, by (f), and ParentA{P) = Q. 
After the second part has executed, P.parent = Q.id and LeaderF(P) — Q.leader. After 
the third part has executed, P.leader =  Q.leader, and we are done. □
T heorem  7.1 FLOOD stabilizes within 3& +  1 rounds of initialization, and partitions the 
processes into k-clusters. The processes of each cluster form a BPS tree, of height at most 
k, rooted at the clusterhead.
Proof. For each process P , the process whose ID is M inIdA{P ,k) is a clusterhead, 
and thus P  is within k hops of some clusterhead. Thus, by Lemma 7.2, FLOOD is silent
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after 3& +  1 rounds. By the definitions of DistA, Parent A, and Leader A, and by Lemma 
7.2, {P  : P.leader =  R.id}  is a A;-cluster for any clusterhead R, and contains an internal 
BFS tree rooted at R  defined by the parent pointers. □
7.4 A Worst Case Example 
In this section, we show that, in the worst case, FLOOD picks most processes to be 
clusterheads, even in the special case of a planar disk graph.
Figure 7.3: The Line G raph £ 23,3
T h e  L ine G ra p h  Cn,m' For any integers 1 < m < n, define Cn,m to be the network 
consisting of processes P i , . . .  P„, where P i.id  = i, and where Pj is adjacent to Pj if and 
only if — j |  <  m.
Figure 7.3 shows the graph £ 23 ,3 - Note that JC.n,m can be realized as a unit disk graph 
in the line (and hence the plane), by placing each Pj at the point whose coordinate is 
L em m a 7.3 Consider the k-clustering chosen by FLOOD on £n,m, for any given n, m , 
and k. Then Pj, is a clusterhead if and only if  i < n  — m k.
P ro o f. ^
i  — m k  if j  > m k
M inldA(P j) =
1 otherwise
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Thus, If m k  < |n ,  most of the processes of Cn,m will be chosen to be clusterheads by 
FLOOD. □
7.5 A Lower Bound for Comparison Based Clustering Algorithms 
We now show that the worst case behavior illustrated in 7.4 is unavoidable for any fast 
algorithm that uses only comparison to distinguish IDs.
We define an algorithm for the /c-clustering problem to be comparison based if the 
only operator perm itted on IDs is comparison. For example, the algorithms FLOOD and 
BFS-MIS-CLSTR given in this paper are comparison based. In contrast, an algorithm that 
can do arithmetic on an ID, such as computing P.id mod 2 or extracting a single bit from 
an P.id, is not comparison based.
T h e o rem  7.2 There is no comparison based deterministic distributed algorithm for the 
k-clustering problem that takes o{diam) time, where diam is the diameter of the network, 
and selects fewer than half of all processes to be clusterheads. Furthermore, there is no 
function of k which is an upper bound on the competitiveness of such an algorithm.
Proof. Let k be given. Suppose that A is a comparison based deterministic 
distributed algorithm for the k-clustering problem that takes at most r > k rounds for any 
network. Pick n =  4r +  2, and let the network be £n,i-
We start A  in a configuration where all processes have the same values of their variables. 
Consider an adversary which selects all enabled processes at every step. All behavior of 
a Pj during the first t rounds is determined by the initial states of the processes in the 
“window” around Pj  of radius t, i.e., { P j  : |* — j\ < f}. Because comparison is the only 
operator perm itted for IDs, the windows of radius r  for all Pj such that r - |- l  <  i < n — r — 1 
are indistinguishable to A . Thus, either all those processes will be chosen to be clusterheads,
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or none will. Choosing none is impossible, since the middle processes would not be in any 
cluster. Thus, all the processes in that range, more than half the processes altogether, will 
be clusterheads.
To prove the second part, assume that A  has competitiveness Ck- Let n = +  2,
and let m  =  Let the network be Cn^Ck/k- Using essentially the same argument as 
above, we can show that A  must choose more than half the processes to be clusterheads; 
but the optimal k-clustering consists of only clusters. □
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CHAPTER 8
THE ALGORITHM BFS-MIS-CLSTR 
In this chapter, we give a silent self-stabilizing asynchronous distributed algorithm for the 
k-clustering problem. Our algorithm, BFS-MIS-CLSTR, consists of three modules, BFS, 
MIS, and CLSTR, whose actions are given in Tables 8.1, 8.2, and 8.3, respectively.
The first module of BFS-MIS-CLSTR is BFS, which constructs a BFS spanning tree, 
Tbfs) rooted at Root, the process which has the smallest ID. W ithin 0{n)  rounds of arbi­
trary  initialization, BFS is silent, meaning that all the variables associated with BFS have 
achieved their silent values and will never change again, and no action of BFS can ever 
again be enabled.
The second module is MIS, which constructs a maximal independent set S  of processes, 
as well as what we call the M IS spanning tree, Tuis- The MIS spanning tree is also rooted 
at Root, and a process P  is a member of the S  if and only if P  is at an even level in Tuis- 
The height of Tuis is at most twice the height of T^fs) hence at most twice the diameter of 
the network. Once BFS is silent, MIS becomes silent within 0{n) rounds.
The third module is CLSTR, which constructs a k-clustering of the network. Each 
cluster constructed by CLSTR is a connected subgraph of the MIS spanning tree, and hence 
a tree in its own right. The root of that tree is chosen to be the clusterhead. Each cluster 
but one (the one that contains Root) will contain at least [ | ]  members of the maximal 
independent set, S . It follows that there can be at most +  1 clusters altogether. In
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the special case that the network is a unit disk graph in the plane, the number of clusters 
constructed is at most 7.2552k +  0(1) times the minimum number possible. Once MIS is 
silent, CLSTR becomes silent within 0 {d ia m )  rounds, where diam  is the diameter of the 
network. Thus, the entire algorithm BFS-MIS-CLSTR becomes silent within 0 { n )  rounds 
of arbitrary initialization.
The actions of BFS have priority numbers 1, 2, and 3; the action of MIS has priority 
numbers 4; and the actions of CLSTR have priority numbers 5 or more. Thus, we can prove 
convergence of BFS without considering the actions of MIS and CLSTR; we can prove 
convergence of MIS assuming that all actions of BFS are silent, and without considering 
the actions of BFS and CLSTR; and we can prove convergence of CLSTR assuming that 
all actions of BFS and MIS are silent.
8.1 The Module BFS 
The first module of BFS-MIS-CLSTR is BFS, which computes a BFS tree, Tbfs- The 
three actions of BFS are given in Table 8.1. Initially, the network is in an arbitrary state. 
After 0 { n )  rounds, BFS has converged, meaning that its three actions are silent. At this 
point, the processes are organized into a BFS spanning tree Tbfs, rooted at Root,  the 
process with the smallest ID.
Each process P  has a variable P.leaderSFS,  which is ID of P ’s current leader.  When 
BFS terminates (or becomes silent), P./eaJer_BFS =  R oot.id  for all P . In addition, P  has 
a variable P.leveLBFS, the level of P , which is P ’s current estimate of its distance to its 
current leader. Upon termination of BFS, P.leveLBFS is the distance from P  to Root.
T h e  BFS_key o f a  P ro cess . We define the BFS-key of a process P  to be the ordered pair 
P.BFS-key =  {P.leader-BFS,P.level-BFS). Keys are ordered lexically. Let P.se lf  =  (P .id ,0 ) .
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We define the successor of a BFSAey (i,ê) to be the BFS-key We define
Min Key Neighbor (P) to be the minimum value of Q.BFS_key among all Q € Afp. Ideally, 
each process P  should satisfy the following conditions:
C l. P.BFS-key < P.self.
C2. If P.BFS-key > Min Key Neighbor (P),
then P.BFS-key — successor {MinKey Neighbor {P)),
else P.BFS-key =  P.self.
If the above two conditions are satisfied, then BFS is done. It then seems to be a simple 
m atter to define a distributed algorithm which converges to those conditions, as follows:
A l. If (P.BFS-key > P.self) V (P.BFS-key < Min Key Neighbor (P)),  
then P.BFS-key f -  P.self.
A2. If successor{MinKeyNeighbor{P)) < P.BFS_key < P.self, 
then P.BFS-key successor{MinKeyNeighbor{P)).
If P.leaderJBFS is always the ID of some process in the network, then the simple algorithm 
described by Actions A l and A2 above converges within diam  +  1 rounds. Root.self  is 
the smallest possible BFS key. After one round, Root.BFS-key =  R o o t .se lf , and after t  +  1 
rounds, all processes within distance t  of Root  have stabilized.
However, because of arbitrary initialization, P.leader-BFS could be initialized to a value 
of ID type which is not the ID of any process; in this case we say that P  has a fictitious  
leader.  If some process has a fictitious leader which is less than the ID of any process in 
the network, the simple algorithm might never converge, because the network might never 
get rid of the fictitious ID.
Consider a 2-process network with processes, P 2 and P 3 , where Pj.id — i, and where
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initially P 2 .BFS_key =  (1,0) and Pz.BFS-key — P^.self = (3,0). If each process executes one 
action during each round, after one round, f^.BFS_key =  (2,0) and P3 .BFS-key =  (1,1). 
After another round, BFS-key =  (1,2) and f^.BFS_key =  (3,0). After a total of 2t 
rounds, P 2.BFS.key =  (1,2t), and £ 3 .BFS-key =  (3,0).
We can solve that problem by putting an upper bound of D  on the value of P.leveLBFS, 
where we know in advance that D  >  diam.  We replace A l by A l', given below:
A l ' .  If {P.BFS-key >  P .self)  V ( P .B F S -k e y  < M in K ey  Neighbor {P ))  V {P.leveLBFS >  D ),  
t h e n  P .B F S -k e y  <— P.self.
By induction, it can be shown that if t  rounds have elapsed since initialization, and if 
a process P  has a fictitious leader, then P.level-BFS >  t.  Thus, after D  +  1 rounds have 
elapsed, there will be no fictitious leader in the network. After at most diam  additional 
rounds, the algorithm converges. This method is similar to the algorithm in [7].
We now introduce a method to deal with the problem of fictitious IDs that does not 
depend on knowledge of an upper bound on the diameter.
Zero Processes and Frozen P rocesses.
In the module BFS defined in this subsection, we solve the fictitious leader problem by 
introducing one more ID, which we call 0 in this paper, which is less than any other ID, 
and is known by all processes to be fictitious. If P.leader-BFS = 0, we say that P  is a zero 
process. If, in addition, P.level-BFS =  0, we say that P  is a zero root. Since 0 is less than 
any other ID, the set of zero processes  will expand, as neighbors link to zero processes.
Eventually, this expansion will be halted, and the zero processes  will reset,  changing to 
self roots.  In order to prevent those new self roots from being immediately recaptured by 
the zero processes,  we make the rule that any self root that is adjacent to a zero process  is
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a frozen process, i.e.,  cannot execute any action.
As more zero processes  reset, frozen processes again  become able to execute. After all 
zero processes  have reset, the BFS spanning tree is completed within 0 { d ia m )  rounds.
P a re n t  P o in te rs . In Tbfs, parents are implicitly defined. If P  7  ̂ Root,  then the parent 
of P  is the neighbor Q G Afp of smallest ID such that P.BFS-key =  successor(Q.B F S -k e y ) . 
In the figures illustrating our example computations, we show the implicit parent pointers, 
in order to improve the exposition. If, for an application, it is necessary to have explicit 
parent pointers, they can be easily computed by each P  in one additional round.
8.1.1 Variables, Functions, and Actions of BFS 
Each process P  has the following variables.
P.id, the ID of P , which is unchangeable and cannot be in error. We are guaranteed 
that no two different processes have the same ID.
P.leader-BFS, of ID type. P.leader-BFS might not initially be the ID of any process 
actually in the network; if not, it is called a fictitious  ID. One value of that type, 
which must be the least value of that type, will be reserved to be fictitious. We use 
0 for this value. Thus, P.leader-BFS > 0, but P .id  > 0.
P.level-BFS, of non-negative integer type. That is, even with arbitrary initialization, 
P.level-BFS may not be negative.
P.BFS-key =  {P.leader-BFS, P.level-BFS). Actually a composite of two variables, it is 
useful to write it as a single variable.
We define the following predicates tha t can be computed by a process P .
Self Root {P)  =  P.BFS-key =  P.self
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ZeroRoot(P) = P.-BFS^key =  (0,0)
Valid{P) =  Self Root{P) V ZeroRoot{P) V {P.BFS-key > M inKey Neighbor {P)) 
IsLinked{P) =  P.BFS-key =  successor {MinKey Neighbor{P))
Frozen{P) =  Self Root{P) A (3Q E A/p : Q.leaderSFS =  0)
ZeroLeaf{P) = {P.leader-BFS — 0) A
((VQ G Af : {Q.BFS-key < P.BFS-key) V Self Root{Q)))
Table 8.1: Actions of BFS
A l 
priority 1
Correct
Errors
-yValidiP) — ^ if P.leaderJBFS <  P.id  th e n  
P.BFS-key i -  (0,0) 
e lse
P.BFS-key e - P.self
A2 Link
priority 2
■^IsLinked(P) A 
-iFrozen{P)
— > P.BFS-key <-
successor{M inKeyNeighbor{P))
A3 
priority 3
Reset ZeroLeaf[P) —  ̂ P.BFS-key <- P.self
(a) (b)
Figure 8.1: (a) An example graph.
(b) The corresponding BFS tree constructed by BFS.
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8.1.2 Phases of BFS
BFS consists of four phases. These phases are not disjoint in a global sense, since different 
processes could be executing different phases at the same time.
The first phase is the error correction phase. This phase consists of all the executions 
of Action A l, and lasts at most one round. The corrected processes become self roots or 
zero roots.
The second phase is the zero tree growth phase. It consists of all the executions of 
Action A2, either by a zero process or by a process which becomes a zero process. We will 
show that the zero tree growth phase must end within n rounds of initialization.
Phase 3 is the reset phase, which consists of all the executions of A3. We will show 
that the reset phase is completed within 2 n rounds of initialization.
It is possible for a process to execute Action A3 before the Phase 2  is completed on the 
whole network. In that case. It is possible for that process to once again become a zero 
process, in which case it must execute A3 later.
Phase 4, the floodmin phase, consists of all executions of Action A2 that are not part 
of the Phase 2.
Processes which execute Phase 4 actions before Phase 2 is completed on the whole 
network could possibly return to Phase 2, and then Phase 3.
The number of rounds between initialization and the end of the Phase 4 is at most 
2n + diam — 1.
If a process starts in a clean configuration where all processes are self roots, the first 
three phases will not be executed; the processes will only execute the fourth phase.
Figure 8.1 shows an example network and the BFS tree of the graph using the algorithm 
BFS. Process 10 having the smallest ID  becomes the root of the BFS tree.
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8.1.3 Example Computation: Starting Prom A Good Configuration
In Figure 8.2, which consists of 9 subfigures, we show a computation of BFS, starting 
from a clean configuration, i.e.,  where every process is a self root.  We will assume that, in 
each round, every enabled process executes exactly one action. Note that our protocol 
works under an unfair distributed daemon. We made the assumption of synchronous 
execution only to make the presentation simpler.
A self root is indicated by a large dot. Every other process is indicated by a small dot. 
The ID of each process is a number near the dot. As stated earlier, our protocol does not 
maintain the parent  pointers. Let
Preds{P)  =  { Q  G Afp : P.BFS-key =  successor {Q.BFS-key}
Im p K d tP a ren U P )  =  f  Ü Freds {P )  ^  tl
[ X  i f  Preds{P) =  0
In order to make the figures more readable, we indicate implicit parents as solid arrows. 
If a process P  does not have an implicit parent, then P.BFS-key is written as an ordered pair 
next to the dot representing P .  Except for Figure 8.2(a), dashed polygonal lines are used 
to separate zones.  All the processes in a zone have the same leader-BFS. The leader-BFS 
values of the zones, are shown in square boxes, except for those zones consisting of a single 
selfroot.
As all processes are self roots in Figure 8 .2 , the first three phases will not execute in 
this example; only Phase 4, the floodmin  phase, will execute. Figure 8.2(a) starts with 59 
self roots. During the computation, the trees rooted at smaller I D ’s grow by absorbing the
neighboring trees rooted at larger ID 's .  Eventually, the only tree rooted at the smallest
I D  (10 in this example) will survive, and will include all processes of the network, as shown
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in Figure 8.2(i).
Starting from the configuration shown in (a), in one round, only 10 out of 59 processes 
remained as self roots, as shown in (b). Some self roots (10, 13, 14, 17, 18, and 19) were able 
to capture all of their neighbors inside their trees because they were the M in Key Neighbor's 
of their neighbors. However, some other self roots (13, 25, 48, and 64) were unable to absorb 
any of their neighbors into their trees. For example, all neighbors of 64 found neighbors 
with smaller BFS-key than that of process 64.
Let us consider process 65, to explain how a process changes its virtual parent before 
choosing the final one. In (a), all neighbors of 65 are s e l f  roots, so have level-BFS equal 
to 0. Process 65 executes Action A2 and and sets its BFS-key to (26,1) as shown in (b). 
Process 65 would choose process 26 to be its virtual parent, but in the same step, 26 chose 
25 as its leader, and thus cannot be the virtual parent of 65. Also during that first step, 
process 56, one of the neighbors of 65, chose 14 as its virtual parent. In the second round, 
from configuration (b) to configuration (c), 65 will choose its virtual parent to be 56. The 
reason is as follows; 56.BFS-key  =  (14,1) and 65.BFS_A:ej/ =  (26 ,1 ). So, 56 has a smaller 
BFS-key. After that step, processes 65 and 56 belong to the zone, with leader-BFS  14. , as 
shown in (d).
In the next (third) round 65 will change its pa re n t  pointer again and will point to 26 
because now, 65.BFS-key  — (14,2) and 2Q.BFS-key = (13,2). Process 65 is now part of the 
tree of 13, as shown in (d).
In the meantime, the tree of 10 is expanding. In (d), process 98, which is a neighbor 
of 26, became part of the tree of 10. So, in the next round, configuration (d) to (e), 65 
chooses 98 as its virtual parent, switching from the zone of 13 to that of 10.
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76 48
(e) ( f )
62
(i)
Figure 8.2: Sequence of Configurations 
Illustrating BFS. Start Configuration is Clean.
8.1.4 Another Example Computation: Starting from an Erroneous Configuration 
In Figure 8.3, which consists of 20 subfigures, we show a computation of BFS, starting 
from an almost clean configuration. Of the 59 processes in the network, all but seven start 
as self roots. We will assume that, in each round, every enabled process executes exactly 
one action.
A self root is represented by a large dot, which is white if the process is a frozen process
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and black otherwise. A zero root is represented by a large hatched dot. All other processes 
are represented by small black dots. The ID of each process is a number near the dot. 
There is an arrow from f  to Q if and only if Q  is the virtual parent of P .  If a process P  
has no virtual parent and is not a self root, then P.BFS-key is written as an ordered pair 
next to the dot representing P .  All the processes in each zone have the same leader-BFS. 
Except for those zones consisting of just a selfroot, each zone is separated from other zones 
by dashed polygonal lines and labeled with a box containing the leader-BFS of that zone. If 
a process is not shown to be a member of a zone, then it is the sole member of a singleton 
zone, of which it is the leader; to reduce clutter in the figures, the boxes and dashed lines 
are not shown for those zones.
In Figure 8.3(a), we show an initial configuration which is not “clean,” viz., there are 
seven processes which do not begin as self roots,  chosen to illustrate how various situations 
are handled by BFS. Process 31 initially has a leader whose ID is larger than its own. It 
will immediately change itself to a self root  by executing Action A l. Processes 75 and 91 
have leaders whose IDs are smaller than their own, but have no virtual parents. They will 
immediately change to zero roots  by executing Action A l. Processes 44 and 56 are initially 
valid, but their BFS-key values are incorrect; they will thus execute A2 in the first round.
Phase 2 actions begin at the second round, from Figure (b) to (c), in which processes 
72, 14, 92, 37, 47, and 34 in the lower left portion of the diagram; and processes 63, 21, 
32, and 87, in the upper right portion of the diagram, execute Action A2, and become zero 
processes. Phase 2 executes for 5 consecutive rounds, ending at the configuration shown in 
Figure (g). After that, the set of zero processes  will shrink, as its members execute Action 
A3.
During Phase 2, a self root can become a frozen process  because a neighbor joins the
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set of zero processes. Examples of this include Process 13 at the second round, as shown 
in Figure (c), and Process 10 at the third round, as shown in Figure (d).
Phase 3 actions begin at the third round, from Figure (c) to (d), when Processes 34 
and 47 execute Action A3. Phase 3 executes for ten consecutive rounds. Figure (m) shows 
the configuration after the last execution of Phase 3. Note that there are no zero processes 
and no frozen processes  in Figure (m).
In this example. Phase 4 executes for five consecutive rounds, starting with the first 
round. Figure (f) shows the resulting configuration after those rounds. All the results of 
these executions, however, are “wiped out” by subsequent Phase 2 executions. After Phase 
2 has been completed. Phase 4 begins again, starting with the configuration shown in Figure 
(i), and executing for the next eleven consecutive rounds, ending with the configuration 
shown in Figure (t).
We now look at some specific details of this computation. Processes 37 and 6 6  initially 
have the fictitious leader 5, but do not realize that this ID is fictitious, since they have 
virtual parents.
The zone of processes whose leader-BFS is 5 expands on one side, capturing processes 
with larger leader-BFS values, and contracts on the other side, as the tree of zero processes 
rooted at process 91 expands. After six rounds, that zone disappears.
The wall of frozen processes  that protects processes which are not zero processes  from 
being captured by the trees of zero processes  during the rounds that Phases 3 and 4 are 
both executing can clearly be seen in Figures (i), (j), (k), and (1). For example, in Figure 
(k), a wall consisting of Nodes 64, 94, 56, 70, 23, 6 6 , and 18, and a similar wall in the 
upper right portion of the figure, protect processes shown in the middle portion of the figure 
from being recaptured by the trees of zero processes. In that figure, the set of protected
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processes is shown enclosed in a heavy dashed polygon.
After Phase 3 ends, as shown in Figures (m) and beyond, there is no further need for
the walls of frozen processes, since there are no more zero processes.
During Phase 4, P.leaderSFS  cannot be fictitious. Thus, the smallest value of leader-BFS 
in the network is the smallest ID of any process, which is 10 in our example. During that 
phase, each process attaches itself to the neighbor of lowest leader-BFS. Trees rooted at 
processes with low IDs grow at the expense of trees rooted at larger IDs, and in the end,
the tree rooted at 10 captures all processes, as shown in Figure (t).
Phase 3 begins at Figure (g) ends at Figure (m). Phase 2 has been completed; the set 
of zero processes  cannot grow any further. Phase 3 continues through Figure (m). Phase 4 
runs concurrently with Phase 3; in Figures (j) through (1), the “wall” of frozen processes, 
which protects the processes executing Phase 4 from the retreating zero zones, can clearly 
be seen. Phase 4 ends when all processes have have chosen their leader-BFS to be 10, the 
ID of Root,  as shown in Figure (t).
63 0 1
(a) (b)
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68
(s) (t)
Figure 8.3: Sequence of Configurations 
Illustrating BPS. Start Configuration has Errors.
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8.1.5 Proofs for BPS 
Lem m a 8.1 If at least one round has elapsed, all processes are valid.
Proof. No action can cause any valid process to become invalid. Any invalid 
process is enabled to execute Action A l, which causes it to become valid, and must, by 
the definition of round, execute that action during the first round. □
We define a process P  to be zero active  if
1. P  is a zero process  ,
2. For some Q £ Afp, Q  is not a frozen process, and either Q.leader  > 0 or Q.leveLBFS >  
P.leveLBFS + 1 .
Lem m a 8.2 If at least one round has elapsed, and if  P  is zero active, then P  m ust have 
executed during the last complete round.
Proof. Let t' be the current time, and t  the time at the beginning of the last 
complete round. Suppose P  did not execute during the last complete round. Then there
exists Q  G Afp such that Q.level^FS >  P.level-BFS +  1, and Q  is not a frozen process.
Q  cannot have been a frozen process  at time t,  since it would then still be a frozen  
process  at time if. If Q executed during the last complete round, it must have executed 
A2, which implies that Q.level-BFS <  P.IcvcLbfs +  1, contradiction. If Q  did not execute 
during the last complete round, then P  must have been active during the entire last round, 
which implies that P  must have executed during that round, contradiction. □
Lem m a 8.3 If at least t+ 1  rounds have elapsed, and i f P  is zero active, then P.leveLBFS >  t.
Proof. By induction on t. l f t  = 0, we are done, since P.level-BFS > 0.
Suppose t > 0. By Lemma 8.2, P  must have executed during the last round. The last
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execution of P  must be A2, causing P  to link to a neighbor Q. This implies that, at some 
time after at least t  rounds had executed, Q  was zero active. By the inductive hypothesis, 
Q.leveLBFS >  t — 1 at the point of that execution, which implies that P.level-BFS >  t. □
Lem m a 8.4 I f  at least t+ 1  rounds have elapsed, and i f P  is a zero process and P.level-BFS <
t, then, fo r  each 0 < i  <  P.level-BFS, there is some zero process Q such that Q.level-BFS =  i.
Proof. By double induction, on increasing P.level-BFS and decreasing i.
If P.level-BFS = 0, the statement is vacuous.
Suppose P.level-BFS > 0 and i =  P.level-BFS — 1. Pick some zero process Q  6  Afp  such 
that Q.level-BFS <  P.level-BFS. (If no such Q  exists, then P  is invalid, which contradicts 
Lemma 8.1.) If Q.level-BFS < i,  then Q  is zero active, which contradicts Lemma 8.3, and 
thus we are done.
Suppose 0 <  i < P.level-BFS — 1. By the inductive hypothesis, there exists a zero process 
whose level is P.level-BFS~1.  Again by the inductive hypothesis, there exists a zero process 
whose level is i, and we are done. □
Lem m a 8.5 If  at least n  rounds have elapsed, then
(a) there is no active zero process;
(b) no process which is not already a zero process m ay become a zero process;
(c) every zero process has level less then n.
Proof. We prove (a) by contradiction. Suppose that at least n  rounds have elapsed. 
If P  is an active zero process,  then P.levelJBFS > n — 1, by Lemma 8.3. By Lemma 8.4, 
there are at least n  — 1 distinct processes whose BFS-key is less than P.BFS-key. By the 
definition of zero active, there must be at least one process whose BFS-key is greater than
P.BFS-key. There are thus at least n +  1 processes in the network, contradiction. Part (b)
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follows immediately.
We prove (c) by contradiction. Let i  be the smallest non-negative integer such that there is 
no zero process  of level i + 1. Since the there are n  processes altogether, i < n.  Since there 
must be a zero process of level at least n, we can pick j  to be the smallest integer j  > i + \  
such that there is a zero process P  of level j .  Again, since there are at most n  processes, 
Î < n — 1. By Lemma 8.1, there exists a zero process Q  E A/p such tha t Q.level < j .  Thus, 
Q  is zero active, and Q.level <  i <  n -  1, which contradicts Lemma 8.3. □
Lem m a 8.6
(a) If  t  >  0, and if  at least n  + t  rounds have elapsed, then P.level-BFS < n — t  fo r  any 
zero process P .
(b) If at least  2n rounds have elapsed, there is no zero process.
(c) If  at least  2n rounds have elapsed, P.leaderJBFS > Root.id  fo r  any process P .
(d) If at least 2n rounds have elapsed, and if  the distance from P  to Root is at least i, 
then P.BFS-key >  {Root.id, i).
(e) If  a t least 2n rounds have elapsed. Root.BFS-key  =  R o o t .se lf .
(f) If at least 2n +  i rounds have elapsed, and if  the distance from P  to Root is i, then
P.BFS-key — {R oo t. id , i) .
P ro o f. Note that (b) follows immediately from (a); we prove (a) by induction on 
t. The case t =  0 is Lemma 8.5(c). Suppose t  >  0. After n + 1 — 1 rounds, the largest 
possible level of any zero process is n — t, by the inductive hypothesis. Thus, by Lemma
8.3, any process which is a zero process  when n +  t  — 1 are completed, will execute Action 
Aact: reset sle during the next round, and we are done.
We prove (c) by contradiction. Let P  be the process of smallest BFS-key. By (b).
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P.leader-BFS > 0. If P.leaderJBFS <  P.id ,  then P  is invalid, contradicting Lemma 8.1. 
Thus, P.leader-BFS >  P .id  > Root.id.
We prove (d) by induction on i. By (c), Root.self  is the minimum possible BFS-key. If 
i = 0 , the result follows.
Let Î > 0. By the inductive hypothesis, Q.BFS-key > {Root.id, i — 1) for all Q 6  Mp. If 
P.leader-BFS — Root.id and P.level-BFS < i, then P  is invalid, contradicting Lemma 8.1.
We prove (e) by contradiction. If Root.leader-BFS >  Root.id, then Root  is invalid, contra­
dicting Lemma 8.1. Thus, by (c), Root.leader-BFS =  R oot.id .  If Root.level-BFS >  0, then 
there must exist Q  E  Afp such that Q.leader-BFS =  P .id  and Q.level-BFS <  P.level-BFS. 
Let R  be the process of minimum level such tha t RleaderSFS  =  Root.id .  Since R  Root, 
R  must be invalid, contradicting Lemma 8.1.
We prove (f) by induction on i. By (d), we need only prove P.BFS-key < {Root.id, i).
The case i =  0 is simply (e). Let %>0.  By (d), we need only prove P.BFS-key < {Root.id, i). 
Pick Q  e  Afp such that the distance from Q  to Root is i — 1. By the inductive hypothesis, 
Q.BFS-key =  {Root.id,i — 1) after 2n +  i — 1 rounds have elapsed, and by Lemma 8 .6 , P  
cannot be a. frozen process. Thus, either P.BFS-key < {Root.id, i) after 2n +  i —1 rounds, or 
P  is enabled to execute Action A2  during the (2n -f- i)^  ̂ round by linking to that neighbor 
of smallest BFS-key, which can be at most Q.BFS-key. We are done. □
T h e o rem  8.1 Within 2n+  diam rounds, the output specification of BFS will be satisfied.
P ro o f. By Lemma 8 .6 (f), the values of P.BFS-key are correct for all P .  If the 
distance from P  to Root  is * > 0, then P.parent-BFS is correct, since, if Q  is the correct 
parent of P , Q.BFS-key was correct after 2n + i — 1 rounds, □
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8.1.6 An fi(n)-Round Example 
In our second example, BFS converged in 19 steps for a network where diam =  9 and 
n =  59. One might then wonder whether Theorem 8.1 can be improved to match the trivial 
lower bound for the problem, i.e.,, whether the number of rounds is actually 0{diam ). The 
answer is no. We give an example of a network where diam =  2 and n is arbitrarily large, 
and a computation of BFS on that network that takes 2n — 1 rounds.
Let the network consists of processes P i , . . .  P„, where Pj.id = i. There are 2n —3 edges, 
namely {P,, Pn} for all 1 < i < n -  1, { p , Pj+i} for all 2 < i <  n -  2, and {Pi, P„_i}. We 
choose the initial configuration as follows:
Pi.leader-BFS =  0 and P\.level-BFS = 0.
Ppleader-BFS = 2 and P^.level-BFS — i — 2 i î 2 < i < n  — 1.
Pn.leader-BFS — n  and Pn.level-BFS — 0.
Figure 8.4(a) shows the network and the initial configuration in the case that n  =  6 .
We choose the computation where every process executes every round if enabled. P„ 
is a frozen process for the first 2n — 3 configurations since it a self root and is adjacent 
to the zero root P \ .  Therefore, for the first 2n — 3 rounds, BFS executes only on the 
subnetwork consisting of all processes except P„. This subnetwork is a chain consisting of 
n  — 1 processes, and thus has diameter n  — 2 . Phases 2  must traverse the chain from P„_i 
to P2 , after which Phase 3 must traverse the chain in the other direction, from P j to Pi.
Phase 1 is vacuous, since there are no initially invalid processes. Phase 2 takes n  — 2 
rounds to complete. Figure 8.4(e) shows the resulting configuration. Phase 3 takes an 
additional n  — 1 rounds to complete, after which P„ is able to execute for the first time. 
At that point, since P„ is able to participate, Phase 4 is then completed in two additional
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Figure 8.4: An Q(n)-Time Example.
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rounds. The final configuration is:
P,./eader_BFS =  1 for ail i.
Pi.levetBFS — 0.
Pi-leveLBFS = 2 iî  2 < i < n  — 1.
Pn-i.levelJBFS — Pn.level-BFS = 1.
Figure 8.4 shows the computation in the case n =  6 . We use the same legend as in Figure
8.3. Figure 8.4(a) shows the initial configuration. Figure 8.4(e) shows the configuration 
after Phase 2 is complete. Figure 8.4(j) shows the configuration after Phase 3 is complete, 
and Figure 8.4(1) shows the final configuration.
8.2 The Module MIS 
The module MIS constructs a maximal independent set (MIS) of the network, namely 
as set of processes, S , which has the following properties:
1 . S  is independent, i.e., no two members of S  are adjacent.
2. S  is maximal, i. e., S is  not the proper subset of any other independent set of processes. 
MIS also constructs an M IS spanning tree Tuisi which has the following properties:
3. T  is rooted at Root, the root of the BFS tree, and the process of smallest ID.
4. T  is 2 -colored, i.e., every process has color 0  or 1 , and no two processes of the same 
color are adjacent in Tmis- The members of <S have color 0, and the other processes 
have color 1. Note that two processes of color 1 can be adjacent in the network, but 
they are not adjacent in Tuis-
5. The height of TLis is at most twice the diameter of the network.
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8 .2 . 1  Overview of MIS 
We describe a sequential construction of S  which emulates MIS. Let P i,P 2 , . . .  Pn 
be the processes of the network, ordered lexically by LevelKey{P) =  {P.leveLBFS, P.id). 
Define:
For i from 1 to n: Si =
<Sj_i u {Pj} if = 0
otherwise
Let S  = Sn- Note that Root = Pi £ S . In Lemma 8.7, we will show that <S is a maximal 
independent set.
If the BFS module became silent, i.e., if at least 2n +diam  rounds have been completed 
after the initialization, the guard of Action 1 for Pi depends only on the values of variables 
of Pj only for j  <  i. Thus, within i rounds after completion of BFS, the values of of 
Pi.color  and Pi.parent-MiS  must be stable.
At the conclusion of MIS, at most n  rounds after BFS is done, the MIS spanning tree 
Tmis, which has the same root as Tbpsi has been built. This tree is 2-colored; Root.color = 0, 
and any child of any process has the opposite color.
8.2.2 Variables, Functions, and Action
Each process P  has the following variables.
P.color € {0 ,1}. P.color will be set to 0 if and only if P  is chosen to be a member 
of 5.
P.parent-MiS of ID type, which will be set to the parent of P  in TLis- 
We define the following functions that can be computed by a process P.
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L eve lK ey(P )  =  {P.leveLBFS, P .id ) ,  the level key  of P .  We order level keys lexically. 
A { P )  — { Q  E M p : L evelK ey{Q ) <  L e v e lK e y (P )}
1 if 3Q  G A (P) : Q.color  =  0 
0  otherwise
Color {P)  =  <
u l s Æ e y { P )  — {P.color, P.leveLBFS, P .id ) ,  the M IS key  of P . We order MIS keys 
lexically.
P arenL M is(P ) — <
P  if Ap =  0
Q G A p  of  minimum MIS-Key otherwise
Table 8.2: Actions of MIS
B1 Update P.color yt Color(P) V — > P.color <- Color(P)
priority 4 Color and P.parent-Mis /  Farent-M is(P) P.parentJAis t—
MIS Parent PorenLM ls(P)
8.2.3 An Example Computation 
Consider our standard graph. Figure 8.5(a) shows the BFS spanning tree Tbfs, where 
levels are indicated by dashed polygonal lines. Figure 8.5(b) shows the MIS spanning tree, 
Tmis- The dashed polygonal lines still represent levels in T^pg.
Figure 8.5(c) shows six partial configurations, restricted to the subgraph consisting of 
those processes whose BFS levels are at most 2. Two names are shown for each process, 
the IDs and the designations P i , . . .  P n , using LevelKey  order; e.g., P4 is process 54.
The first diagram (i) in Figure 8.5(c) shows the subgraph if we assume that the BFS
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has stabilized, and the variables of MIS have their “clean” values, i.e., P .color = 1 and 
P.parent-Mls  =  P  for all P .  After five rounds, under the same synchrony assumption we 
made for BFS, the variables of MIS have stabilized in that subgraph. This partial Tmis 
is shown in Figure 8.5(c)(vi). In Figure 8.5(c)(i), all processes are enabled to execute 
Action BI. As all of them are in color I, they all become MIS processes by executing 
Action BI as shown in Figure 8.5(c) (ii). Although all processes have executed in the first 
round, a subset of processes (Pi, Pg, Py, Pg, and Pig) have reached their stable values. 
Note that the module MIS guarantees the stability of the values of Pi only at the end of 
the first round. In subsequent rounds, the processes that are enabled for Action BI correct 
their variables.
MIS stabilizes for the entire graph (Figure 8.5(a)) in 14 rounds under the same assump­
tions. If the standard graph is initialized to a clean configuration, as in Figure 8 .2 , and the 
MIS variables are initialized to their clean values, and if BFS and MIS will be computed 
concurrently, according to the priority rules given in Tables 8.1 and 8.2, then, under the 
synchrony assumption, BFS will stabilize in eight rounds, as stated in Section 8.1.3, and 
MIS will stabilize in five additional rounds, i.e., 13 rounds after initialization.
Similarly, if the standard graph is initialized as in Figure 8.3, and other assumptions 
are the same, BFS will stabilize in 19 rounds, as stated in Section 8.1.3, and MIS will 
stabilize in five additional rounds, i.e., 24 rounds after initialization.
8.2.4 Proofs of Correctness for MIS
Let Level{P)  to be the distance from a process P  to Root.  From Theorem 8.1:
R e m a r k  8 . 1  7 / BFS is silent, then P.level-BFS =  Level[P) fo r  any process P ,
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(i) (ii) (iii)
Figure 8.5: (a) shows a BFS tree of an example graph, (b) shows the MIS 
tree constructed by MIS, where members of the MIS are circled. The BFS 
levels are separated by dashed polygonal lines, (c) shows steps of the MIS 
computation starting from a clean state after BFS levels are stable.
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Let P i, . .  .,P n  be the ordering of the processes by LevelKey, and let Si Ç  { P i,. ■ ■ ,P i} 
be as defined in Subsection 8 .2 .1 , and S  = <S„. Note that 5  ̂ =  <Sfl { P i , . . . , P }
Lem m a 8.7 S  is a maximal independent set of processes.
P r o o f .  Suppose p  and Pj are adjacent, for i j ,  and Pi,P j E <S. W ithout loss of 
generality, i < j .  Then Pi £ Si Ç Sj ^ i ,  which implies that Pj ^  Sj,  contradiction. Thus, 
S  is independent.
Suppose S  is not maximal. Then S  U {P^} is independent, for some P , 0  S.  By definition, 
P  is adjacent to some Pi £ S  such that i < k, contradiction. □
Lem m a 8.8 Let 1 <  i <  n.
(a) If at least 2n + diam + i rounds have elapsed, then Color {P)  =  0 i /  and only if  Vi £ S .
(b) If at least 2n + diam + i + 1 rounds have elapsed, then P. color = 0 if  and only if  
Vi £ S.
Proof. By induction on i. Pi = Root,  and Color{Root) — 0 provided BFS has 
stabilized. W ithin one more round, Root.color  =  0, by the definition of Action BI.
Suppose i >  0. We first prove (a). By the definition of Si and inductive hypothesis, 
Pj.color has stabilized for all j  < i, and thus Color{Pi) =  0 if and only if P  £ S . By the 
definition of Action BI, (b) follows. □
Lem m a 8.9 Let 1 < i  < n .
(a) If at least 2n  +  diam  +  i rounds have elapsed, then ParentJsÆls(Pi) has stabilized.
(b) If  at least 2n  +  diam +  i + 1 rounds have elapsed, then Pi.parent-MlS has stabilized, 
and  p . p a r e n A M i S  =  P a r e n L M l s ( p ) .
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P ro o f. Part (a) follows from the fact that Lemma 8 .8 (b) holds for all j  < i. Part
(b) follows immediately from the définition of Action B I. □
By Theorem 8.1 and Lemmas 8.7 and 8 .8 , we immediately have:
T h e o rem  8.2 Within 3n + diam + 1 rounds of initialization
(a) the module MIS is silent;
(b) the pointers {P.parenLMis} define a spanning tree, Tuis, of the network;
(c) P  £ S  if and only i f  P  is at an even level of Tuis,'
(d) S  is a minimal dominating set of the network;
(e) any path in Tmis of length I  œntains at least \ m e m b e r s  of S;
P ro o f. Part (a) follows from Lemmas 8 . 8  and 8.9. Part (b) follows from the fact 
that for any i > 1, ParentJsAls{Pi) =  P j  for some j  < i. Part (c) is by induction on
the level of P  in Tuis- Root 6  <S is the only process at level 0. If P  is at level i  > 0,
the P.parentJAis = Q for some Q at level i  ~  1. By Lemma 8.9 and the definition of 
ParenLMiS, P.color ^  Q.color. Since (c) holds for Q by the inductive hypothesis, it holds 
for P . Part (d) follows from Lemma 8.7, since a maximal independent set of any graph is
also a minimal dominating set. Part (e) follows from (c). □
8.3 The Module CLSTR
The final module of BFS-MIS-CLSTR is CLSTR, which constructs a /c-clustering of 
the network, given that the MIS tree Tmis has been constructed. CLSTR consists of two 
phases. The first phase chooses a set of clusterheads, while the second phase builds k- 
clusters around those clusterheads.
During the first phase, CLSTR computes k-dominating set of the MIS spanning tree,
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Tmisi which is then necessarily a ^-dominating set of the network. The members of that 
set will be the clusterheads.
8.3.1 Overview of CLSTR
First P hase and C om putation  o f a. Our method is to first define an abstract function 
a{x) on all nodes of any rooted tree, T . This function takes integral values in the range 
0 . . .  2k. The values of a  are defined recursively, in bottom-up fashion. Using a, we then 
define OptDom{T), an optimum fc-dominating set of T .
The recursive definition of a  given below seems somewhat non-intuitive; we shall give 
the intuition later.
1. If X is a leaf, a{x) =  0.
2. For any node x, we say that x is short if a(x) < k, and tall if a(x) > k.
3. If X is not a leaf, define Maxshort{x) to be the maximum value of a{y) for all short
children y  of x. If x has no short children, we define Maxshort{x) = —1.
4. If X is not a leaf, define Mintall{x) to be the minimum value of a{y) for all tall
children y  of x. If x  has no tall children, we define M intall(x) = oo.
5. If Maxshort{x) + Mintall{x) < 2fc — 2, let a(x) =  Mintall{x) -f 1.
6 . If Maxshort{x) -f Mintall{x) > 2k — 2, let a(x) — Maxshort{x) +  1.
OptDom{T) is defined to be the set of all nodes x such that either a(x) =  k, or a{x) < k
and X =  root. We will prove, in Theorem 8.3, that OptDom{T) is a ^-dominating set of T,
and is optimum, i.e., has the smallest cardinality of any fc-dominating set of T . Figure 8 . 6  
shoes the computation of of a  for a rooted tree.
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We now give the intuition behind the definition of the function a{x). The construction 
of OptDom{T), given above, is a lazy algorithm. As we move up the tree, we only choose 
a node x to be a member of OptDom if we are absolutely forced to do so, i.e., given the 
choices we have made in the subtree Tx so far, inclusion of x is mandatory for OptDom to 
be a ^-dominating set. In making that decision, we know whether x is the root, and we 
know the subtree history, namely the choices we have made for the proper descendants of 
X,  but we do not know choices in other parts of T .
The function a(x) is a finite “fingerprint” of the subtree history; and it carries all the 
information about that history that the algorithm needs to make its decision, as well as to 
pass on to parent (x).
The recursive definition of a{x) is, in fact, a form of dynamic programming. Those 
parts of the subtree histories of the children of x  which are no longer needed are discarded; 
a(x) holds all the information that will be needed at x and above.
The values of a  can be interpreted naturally as follows. Let Vx = Tx — {%}, the set of 
proper descendants of x. If a(x) > k, every member of Tx is within k  hops of some member 
of P  n  OptDom, and the nearest member of Vx H OptDom to x  is a{x) — k levels below x. 
If a(x) < k, every member of Tx which is more than a{x) levels below x  is within k hops 
of some member of P  D OptDom, and there is some y £ Tx which is a(x) levels below x 
and which is not within k hops of any member of Vx H OptDom.
Thus, if a(x) =  k, we must place x  into OptDom. If a{x) > k, we do not place x 
into OptDom, since there is no need. If a(x) < k, we must ensure that there is a path  of 
length k — a{x) from x to some member of OptDom, and no such member exists within 
Vx- Thus, if a(x) < k, and x is the root, x must be placed in OptDom, while if x is not 
the root, we push the responsibility for ensuring existence of that path onto the parent of
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X, by requiring that a{x) 4-1 <  a{parent{x)) < 2k — a(x) — 1.
The set of clusterheads computed by CLSTR, using Action C l, is OptDom (Tmis), where 
This is as computed in module MIS. It is important to note that this set is not necessarily 
an optimum k-dominating set of the original network.
Theorem  8.3
(a) OptDom is a k-dominating set of T ,
(b) OptDom has the smallest cardinality of any k-dominating set o fT -
Proof. (a): We will prove, by induction on /3(x), tha t any node x of T  is within 
/3(x) of some member of OptDom. Part (a) follows.
If P{x) =  0, then x E OptDom. Suppose /3(x) > 0. We will prove that either x E OptDom, 
or there is some y E Afx such that ^{y) < /3(x) — 1, completing the inductive step.
Case: a{x) > k. Then, a(x) =  a{y) ■+■ 1 for some y which is a child of x. Thus, 0{y) — 
I3{x) -  1 .
Case: a{x) < k. If x is the root of T , then we are done. Otherwise, let y be the parent of 
X. and let u =  Maxshort{x) and v =  Mintall{x). Then a{y) E {u -|- l ,u  4-1}.
If a(y) =  u 4-1 , then (i{y) = k — u — l < k  — a{x) -  1 =  ^{x) -  1.
If a{y) =  u 4-1, then u + v  < 2k — 2. Thus
f3{y) — V — k 1 < k — u — 1 = <  k — a{x) — 1 =  /3{x) — 1 
Part (b) follows from Lemma 8.11.
□
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Figure 8 .6 : Values of a{x)  for a rooted tree, where k = 4. Nodes 
in the  optim um  k-dom inating set are indicated by larger dots.
T h re e  V ersions o f th e  Second P h a se . The second phase of CLSTR partitions the 
processes of the network into clusters, each of which contains one cluster head. Each cluster 
contains a cluster spanning tree, a tree containing all the processes of that cluster, which 
is rooted at the clusterhead. Furthermore, the height of the cluster spanning tree is at 
most k.
We present three versions of the second phase of CLSTR. The first version uses Actions 
C l and C2. This version simply uses the optimum clustering of Tuis- Thus, each cluster 
spanning tree is a subgraph of Tuis-, possibly with the directions of some edges reversed.
The second version uses Actions C l, C2, and C3. The processes in the clusters are 
exactly the same as in the first version, but the cluster spanning trees are optimized, i.e., 
made into BFS trees, to improve communication. Note that both the second and third 
versions maintain BFS trees inside each cluster. However, in the second version, while 
constructing the BFS trees, only the subgraphs of T u is  are used. In the third version, 
the BFS trees are constructed on the subgraphs of the whole (original) graph. Thus, the 
heights of the cluster trees are expected to be the smallest in the third version.
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The third version uses Actions C l and C4. The same clusterheads are used, but the 
clusters are chosen differently. To further improve communication, each process joins the 
nearest clusterhead, and the cluster spanning trees are BFS trees.
8.3.2 Variables, Functions, and Actions of CLSTR 
We now list the variables of each process that are used by the various versions of the 
module CLSTR.
P.a, an integer in the range 0 . . .  2k. This variable is used by all three versions.
P.leveLCLK-ll, a non-negative integer. This variable is used by CLSTR-II only.
P.leveLcLR-llI, a non-negative integer. This variable is used by CLSTR-III only.
P .p a re n t^ C L R - l  of ID type, the parent of P  in the cluster spanning tree of the cluster­
head of the cluster P  belongs to. This variable is used by CLSTR-I and CLSTR-II.
P.parent-CLR-II of ID type. This variable is used by CLSTR-II only.
P .p a r e n t - C L R - l l l  of ID type. This variable is used by CLSTR-III only.
P .le a d e r -C L R -l  of ID type, the leader of P  in the cluster spanning tree of the cluster­
head of the cluster P  belongs to. This variable is used by CLSTR-I and CLSTR-II.
P.leader-CLR-lll of ID type. This variable is used by CLSTR-III only.
Each of the following functions can be computed locally, i.e., by the process P  using only 
its own and its neighbors’ variables.
P.isshort = P .a < k, of Boolean type.
P.istall E5 P.a  >  k, of Boolean type.
P.isclstrhd =  {P.isshort A {P.parent^^g = P.id)) V {P.a =  k), of Boolean type. 
Shrtchldrn{P) =  {Q : {Q.parentJAlS =  P ) A Q.isshort}
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Tallchldrn{P) — {Q : {Q.parenLulS = P) A Q.istall}
Maxshort(P)
Mintall{P)
MintallID{P) = <
m a x {Q .a  : Q e  Shrtchldm{P)}
-  1
m in {Q .a  : Q 6  Tallchldrn(P)}
00
m in{Q .W  : {Q E Tallchldrn{P)) A 
{Q.a = M intall{P))}
_L
if  Shrtchldrn{P) 
otherwise
if  Tallchldm(P) 
otherwise
if  Tallchldrn{P) 7̂  
otherwise
Alpha{P)
Mintall{P) +  1 
Maxshort{P) +  1
Parent-ChR-l{P) — <
Leader.ChK-l{P) =  <
P.parentJAis
P.id
MintalllD (P) 
P.id
if  Mintall{P) + Maxshort(P) < 2 k  — 2 
otherwise
if P.a < k 
if  P.a = k 
if P.a  >  k
LeveLCLR-ll{P)
ParenLCLR-II(P) =  <
P.parent-CLR-l.leader-CtR-1
0
1 +  min {Q.leveLCLR-ll : (Q  E Afp)A 
{Q.leader-CLR-1 — P.leader-CLR-l)}
P.id
min {Q.id : {Q E Afp) A
{Q.leveLChR-ll  +  1 =  P.leveLCLR-ll) A 
{Q .leader-CLR-1 — P.leader-ChR-l)}
if P.isclstrhd 
otherwise
if  P.isclstrhd 
otherwise
if  P.isclstrhd 
otherwise
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LeueLCLR-III(P) =
ParenLCLR-III(P) =
Leader_CLR-III(P)
1 +  min {QJewLCLR-III : (Q E Afp)}
' P.id
j m in {Q .id  ; (Q E Afp) A 
[  (QJeueLcLR-III +  1 =  P./eweLCLR-III)}
f P.id
P.parent-CLK-ïïl.leader.ChK-lll 
We give the actions of CLSTR in Table 8.3.
if P.isclstrhd 
otherwise
if P.isclstrhd 
otherwise
if P.isclstrhd 
otherwise
Table 8.3: Actions of CLSTR
C l 
priority 5
Update
Alpha
P .a A- Alpha{P) — t P .a  t- Alpha{P)
C2
priority 6
Update
Oluster-I
(P.porent-CLR-I Roreni-CLR-I(P)) V — t 
(P.ieoder^CLR-I A- ieo<ier_CLR-I(P))
P.pareirt_CLR-I
e- ParentXAJR-\(P) 
P.leader.CLR-1
<— ieoder-OLR-I(P)
03  
priority 7
Update
Cluster-II
(P.levei-CLR-lI -A LeveLCLH-U{P)) V — > 
{P.parent-ChR-ll -jt PorenLCLR-II(P))
P .leve lc ls tr ll
t -  reueLCi.R-II(P) 
P.porent_OLR-II
■t— Poren/-CLR-II(P)
04 
priority 6
Update
Cluster-Ill
(P.ieuei-CLR-III A  ieveLCLR-III(P)) V — t 
(P.poreni-CLR-III A  Parent-CLR-III(P)) V 
(P.ieader_CLR-III A - ieader-CLR-III(P))
P .leve lc ls tr ll I
<- £eueLCLR-III(P) 
P.porent-CLR-III
<- PorenLOLR-III(P) 
P.leader-CLR-lll
<— Leoder-CLR-lll(P)
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(e) (f)
Figure 8.7: Various Steps of BFS-MIS-CLSTR in an Example where k — 4
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In Figure 8.7, we show all three versions of the second phase of CLSTR. Figure 8.7(a) 
shows Tills, the output of MIS, where members of the maximal independent set are circled. 
The dashed polygonal lines separate BFS levels. Figure 8.7(b) shows Tmis, where the 
members of MIS are circled, together with the values of a  computed by Action C l, where 
a{P) is indicated by a number enclosed in an oval. Note that, if P  is a leaf of the MIS 
tree, a{P) =  0.
Figure 8.7(c) shows the clusterheads and clusters computed by Action C2. The clus­
terheads are shown as large dots. The clusters are separated by dashed lines. Each cluster 
spanning tree is a subgraph of Tuis- Note that each cluster contains at least [ | ]  =  2 
members of the MIS.
Figure 8.7(d) shows the clusters computed by Action C3. The clusterheads and cluster 
boundaries are the same as in (c), but each cluster spanning tree is a BFS tree for its 
cluster, minimizing the distance from each process to its clusterhead.
For example, in 8.7(c), process 76 is three hops from its cluster head, process 31. In 
(d), this distances has been reduce to two.
Figure 8.7(e) shows the clusterheads and clusters computed by Action C4. The cluster 
spanning trees are again BFS trees. The clusterheads are the same as in (c) and (d), but 
each process links to the nearest clusterhead, further reducing the distances from processes 
to their clusterheads. For example, in 8.7(d), process 81 is three hops from its clusterhead, 
process 10, while in 8.7(e), it joins the cluster headed by process 32, which is only one hop 
away.
For comparison, Figure 8.7(f) shows an optimal 4-clustering of the graph, which uses 
only two clusters.
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<I(x)
8.3.3 Proofs of Optimality of OptDom 
In this subsection, we let T  be any rooted tree, let a{x) be the recursively defined 
function and OptDom the set of nodes of T  defined in 8.3.1. Recall tha t x  G OptDom if 
and only if (a(x) =  k) V {{a{x) < k) A {x  = root)). We also define /3(x) =  |a(x) -  k| and
k -  a{x) +  1 if a{x) < k 
a(x) — k if a{x) > k 
for any node x. Intuitively, /3{x) is an upper bound on the distance from x  to the nearest
member of OptDom, while J(x) is a lower bound on the distance from x  to its nearest
proper descendant (in T) which is a member of OptDom.
L em m a 8.10 For any node x  o fT :
(a) I f  X  is the parent of y, then 5{y) > S{x) — 1.
(b) I f  z  £ {Tx n  OptDom) — {x}, then level{z) — level{x) >  5{x).
P ro o f. (a): Let u =  Maxshort{x) and v =  Mintall{x). Then a{y) < u or a{y) >  v. 
Case: u + v < 2k — 2. Then a{x) =  u +  1, by Part 5 of the recursive definition of a{x), 
and 6{x) = a(x) -  k = v -  k + l.
If a{y) > V,  then 5{y) > a{y) — k > v  — k = 6{x) — 1.
If a{y) < u, then 6{y) > k — a{y) +  l > k  — u +  l > u  — k +  3 >  6{x) — 1.
Case: u + v > 2k — 2. Then a{x) =  u +  1, by Part 6 of the recursive definition of a{x), 
and 5{x) =  k — a{x) + 1 = k — u.
If a{y) > V,  then S{y) > a{y) — k > u  — k > k  — u — 1 =  S{x) — 1.
If ce{y) < u, then 5{y) > k -  a{y) +  l > k - u  +  l >  <I(x) — 1 .
(b): By induction on/eve/(x)—Ze?;el(y). l î  level{z)—level{x) = 1, then o(z) =  k This implies 
that Mintall{x) = k. Let u =  Maxshort{x). If u < k —2, then a{x) =  Mintall{x) + 1 = k+1,
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while if u = k — 1, then a{x) = Maxshort{x) + 1 = k. In either case, 5{x) =  1, and we are 
done.
Suppose level (z) -  level (x) > 1. Pick y to be the unique child of x  such that z  e  Ty. By
(a) and the inductive hypothesis:
level {y) — level (x) =  1
level {z) — level {y) > 5{y)
5{y) > a(z) -  1
Combining the above, level{z) — level{x) > 6{x). □
Lem m a 8.11 Let B be any k-dominating set o fT -  Then \BPiTx\ > \OptDom n 7^| for
any node x.
P ro o f. By bottom-up induction on x.
Case: z i s a  leaf.
If T  consists of just one node, then OptDom = B  = {x}, and we are done. Otherwise,
a{x) = 0, and thus OptDom n =  0, and we are done.
Case: x  0  OptDom ̂ and x  is not a leaf.
Let î /i ,. . .  be the children of x. By the inductive hypothesis, | OptDom H < |B n 
for all i. Thus
I OptDom r\Tx\ — ^  I OptDom n  Ty
i=l
m
î = i
< |Bn7;|
Case: x  G OptDom, and x  is not a leaf.
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Let a = a{x) < k. Let oTo, . . .  =  a; be nodes such that a{xi) =  i and Xi+i is the parent
of Xi for all i.
Let V  be the set of nodes which are within k hops of Xq. I f  z  E V  and z ^  x , then z  E Txi 
for some i, and z is at most k — i levels below Xi. By Lemma 8.10, z ^  OptDom, since 
5{xi) = k — i + 1. Thus, OptDom H D  = {%}.
Let W i,... Wffi be the nodes of Tx which are exactly fc +  1 hops from Xq- Then Tx is the 
disjoint union of all the 7^. and D.
a 0 1 2 3 4 5 6
P 3 2 1 0 1 2 3
5 4 3 2 1 1 2 3
Figure 8 .8 : P roof of Lem m a 8.11. A Case where A; — 3 is illustrated . The 
value of a( x)  is shown for each Process x. The values of /3{x) and d(o;) are 
com puted in the  table. The dashed polygon encloses T>, th e  A:-hop neighbor­
hood of Xq.
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By the inductive hypothesis, | OptDom PI Tŵ  | < | B n  7^^ | for all i. Since B is a k-dominating 
set, \B r\V \ > 1, since otherwise B would not contain a node within k hops of Xq. Thus
I OptDom n  7 i  I — ^  I OptDom n  Twi | +  1
i=l
m
< J2\Bn%x,\  + \ B n v \
i=l
= \ B n % \
and we are done. □
Figure 8 . 8  illustrates an example for the second case of the inductive step of the proof 
of Lemma 8.11, where m =  k =  3. Values of a{x)  are shown for each node x. The dashed 
polygon encloses V.
8.3.4 Proofs for CLSTR 
Throughout this section, we assume that BPS and MIS are silent. In particular, the MIS 
spanning tree, 7Lis, has been constructed, and will not change. For any process P ,  let 
T e w e L B F S ( P )  be the level of P  in 7bfsi and let Level-Mls{P)  be the level of P  in 7mis. 
Lem m a 8.12 The height ofTuis  w at most 2diam.
P ro o f. The height of 7^pg is at most diam,  since it is a BFS spanning tree of the 
network. We show by induction on LeveLuis{P) that LeveLBFS{P) > [Let;eLMis(P)/2j 
for any P.
If LevelJsÆis(P) = 0, then P  =  PooLbfs, and we are done. Suppose LeveLuis{P) = i  > 0. 
If I  is odd, then we are done, since [^/2J — (^ — l) /2  =  [(^ — 1)/2J. If I  is even, then 
I  has color 0, and ParenLM ls(P) =  ParenLBFS(P) =  Q.id. Thus, LeueLBFS(P) =  1 -F 
LeveLBFs{Q) 1)/2J -  £/2 -  [^ /2 j. □
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L em m a 8.13 Let LeveLMls(P) = i. I f  at least 2diam — i + 1  rounds have elapsed, then 
P.a has stabilized.
Proof. By backwards induction on i. The case i  =  2diam +  1 is vacuous, by Lemma 
8.12. Let i  < 2diam. The value of AlphaF{P) depends only on the values of Q .a  for all Q 
such that Level3Æls{Q) =  LevelMls{P) +  1. By the inductive hypothesis, all those values 
stabilize within the first 2diam — i  rounds. Thus, either P.a  stabilizes within 2diam — i  
rounds, or Action C l executes during the {2diam —  ̂+1)®‘ round, after which P.a  is silent.
□
Lem m a 8.14 Let LeveLuïS{P) =  t. I f  at least 2diam — 1 + 2 rounds have elapsed, then 
P.parent^CLK-1 has stabilized.
Proof. By the inductive hypothesis, Lemma 8.13, and the definitions of ParenLCLR-I(P) 
and Action C2. □
Lem m a 8.15 Let LeveL.Mls{P) — I. I f  at least 2diam — i+ 2B {P ) + 3 rounds have elapsed, 
then P.leader^CLR-l has stabilized.
P ro o f. By induction on /3(P). If P{P)  =  0, then P  is a clusterhead. By Lemma 
8.14, all actions with priority numbers less than 6  have stabilized by 2diam —£ + 2 rounds. 
W ithin one more round, Action C2 will have executed, and we are done.
Suppose /3(P) > 0. Pick Q e  M p such that /3{Q) < /3{P) and Q is either a parent 
or a child of P  in Tbfs- By the inductive hypothesis, Q.leader.CLR-1 stabilizes within 
2diam —£ + 2/3(P) +  2 rounds. W ithin one more round, Action 02  will have executed, and 
we are done. □
Lem m a 8.16 I f  at least 2diam +  3 +  fc rounds have elapsed, then Action C3 is silent for
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all processes
P ro o f. By Lemma 8.15, Action C2 is silent for all processes after 2diam +  k rounds. 
Action C3 is simple flooding starting from the clusterheads, and the radius of every cluster 
is at most k. □
L em m a 8.17 I f  at least 2diam +  4 +  2k rounds have elapsed, then Action C4 is silent for  
all processes
P ro o f. By Lemma 8.16, Action C3 is silent for all processes after 2diam +  2k +  1 
rounds. Action C4 is simple flooding starting from the clusterheads, and the radius of 
every cluster is at most k. □
T h e o rem  8.4
(a) Within 0{diam) rounds after MIS has stabilized, clusterheads will be chosen.
(b) Within 0{diam) rounds after clusterheads have been chosen, clusters will be constructed.
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CHAPTER 9
COMPETITIVENESS OF BFS-MIS-CLSTR 
We now consider the special case, also considered by Fernandess and Malkhi, that our 
network is a unit disk graph in the plane. T hat is, the processes are placed at points in 
the Euclidean plane, and two processes can communicate if and only if their distance is at 
most 1 .
L em m a 9.1 Suppose that the network is a connected unit disk graph in the plane. Mbmc be 
the number of clusters in the k-clustering constructed by BFS-MIS-CLSTR, and let Mqpt 
be the number of clusters of the optimum k-clustering. Then, there is a constant K , not 
dependent on k and not dependent on the network, such that Mbmc < (7.25552k+A )M opT -
In order to prove Lemma 9.1, we make use of a result by Folkman and Graham [30]. 
If A  is a bounded subset of the plane, define p{X)  to be the maximum cardinality of any 
set 5  Ç A such that the distance between any two distinct points of S  is at least 1 . Let 
/ ( r )  =  p{Dr), where Dr is a disk of radius r.
T h e o rem  9.1 (F o lkm an  a n d  G ra h a m ) I f  X  is a compact convex region in the plane 
and S  Ç X , and if the distance between any two distinct members of S  is at least 1, then 
the cardinality of S  is at most ^ A ( A )  + |P ( A )  +  1 , where A{X)  and P (A ) are the 
area and perimeter of X , respectively.
C o ro lla ry  1 / ( r )  < +  7rr +  1.
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Precise values of f {r)  for small r  can be found in [35]. For large values of r , the estimate 
given in Corollary 1 is very close, viz., the error is 0 (r) .
P ro o f. (Lemma 9.1)
Since S  is an independent set, the distance between any two members of S  in the plane 
must be larger than 1 . Let C be any one of the clusters constructed by the optimum 
fc-clustering algorithm, and let x  be the point in the plane where the clusterhead of C is 
located. All members of C are located within a disc of radius k centered at x. Thus, by 
Corollary 1 , no more than +  7rk +  1 members of S  can be in C. It follows that the
cardinality of <S is at most Mqpt +  7rk +  1^.
Let Cl , . . .  Cm be the fc-clusters constructed by BFS-MIS-CLSTR, using CLSTR — I, 
where m  =  Mbmc- By Theorem 8.2(e), each Q either C contains Root or C contains at least 
[fc]2 members of S. It follows that the cardinality of S  must be at least 1 -t- |(Mbmc — 1). 
Through routine calculation, we obtain Mbmc < 1 +  +  27t +  |^ M o p t, and ^  »
7.2552. If a different version of CLSTR is used, the number of clusters constructed is the 
same. □
We point out that the bound given in Lemma 9.1 could be improved by giving a more 
accurate estimate of /(k ).
9.0.5 Approximate Disk Graphs 
More generally, if F  is a set of points in a metric space M , and A > 1, we say that 
G = [V, E) is an approximate disk graph in M  with approximation ratio A if there is a 
constant c > 0 , the lower distance, such that any two points that are less than  c apart are 
adjacent in G and any two points that are more than Ac are not adjacent in G. T hat is,
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for any u ,v  & V,
||w,u|| < c = »  {u,v}  E E  ==^ l|u ,n || <  Ac
For example, consider a scattered set of communication devices in rough terrain. The 
ability of two devices to communicate depends not only on distance, but also on nearby 
obstructions. Suppose two devices can always communicate if they are within Cq of each 
other for some distance Cq, and can never communicate if they are farther than  Ci from each 
other for some larger distance Ci ; while in the intermediate range of distances, they may or 
may not be able to communicate, depending on other factors. The resulting communication 
graph is an approximate disk graph in the plane with approximation ratio A =  Ci / cq.
L em m a 9.2 I f  G is an approximate disk graph in the plane, with approximation ratio A, 
then
M bm c  <  1 +  f  ^ ^ A ^ k  +  27tA +  — )  M q p t
P ro o f. By Lemma 1 , the number of members of S  in any k-cluster is no more than
V3
9.0.6 Bounded Independence Graphs
/(Ak) < 4 - nXr +  1. The remainder of the proof is similar to that of Lemma 9.1. □
Given a graph G and a function / ,  we say that G is independence bounded by f  if, for 
any node x o f G  and any integer k > 0, the cardinality of the maximum independent subset 
of ZYt(r) is at most /(k ) . If G is a class of graphs, we say that G is a d power law class if 
every member of G is independence bounded by some function / ,  where /(k )  =  0 (k ‘*).
L em m a 9.3 I f  the network is a bounded independence graph, bounded by a function f ,  
then
M b m c  ^  1 H------- 7—^ M q p tfc
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C o m p ariso n  w ith  F ern an d ess-M alk h i. In [29], Theorem 3.4 claims that their algo­
rithm  is 8k +  0 (l)-competitive, for the k-clustering problem if the network is a unit disk 
graph in the plane. ̂
We also note that, although their result is correct, their proof contains a flaw. At one 
point, they state that a 2k by 2k square in the plane can hold at most k^ unit disks. But 
by using a hexagonal packing, that square can hold • k^ — 0{k)  «  1.1547k^ disks. Their 
proof can be easily repaired by using curves of constant diameter instead of squares.
^ In  t h a t  p a p e r ,  th e y  u se  t h e  n o ta t io n  k to  re fe r  t o  t h e  d ia m e te r  o f  a  c lu s te r  in s te a d  o f  i t s  ra d iu s .
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CHAPTER 10 
(d,r)-CLUSTERING
For 0 < r  < d < 2r, we define a {d,r)-cluster to be a connected graph of diameter at 
most d and of radius at most r. A (d, r)-clustering of a graph G =  {V, E) is a collection 
of subgraphs of G, each of which is a (d, r)-cluster, such that each vertex of G belongs to 
exactly one of those clusters. We say that a (d, r)-clustering of G is optimal if it contains 
the minimum number of clusters possible for any (d, r)-clustering of G. It is known that, 
for any positive r  and d, finding an optimal (d, r)-clustering for a given graph is VFP-hard.
If A  is an algorithm that computes a (d, r) clustering for a class G of graphs, we say 
that A  is C-competitive for some C > 1 if there is a constant K  such that, for any graph 
G e Gi A  constructs a (d, r)-clustering with at most C - m  + K  (d, r)-clusters, where m  is 
the number of clusters in the optimal (d, r) clustering of G.
10.1 The Hierarchy of Clustering Problems 
Trivially, any (dj,r-i)-clustering is a (d2 ,r-2)-clustering, if d, < di and <  n .
Lem m a 10.1.1
(a) I f  r < d < 2 r  -  2, then the optimal {d,r -  l)-clustering algorithm is not competitive 
for the (d,r)-clustering problem on the class of all graphs.
(b) I f  r < d < 2r, then the optimal (d — l,r)-clustering algorithm is not competitive for  
the {d,r)-clustering problem on the class of all graphs.
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Figure 10.1: (^7 ,5 , a (7, 5)-C luster
Proof. We prove (a) and (b) simultaneously, since their proofs are almost identical. 
Suppose that, for some constants C  and K , the number of clusters in some (d -  l ,r ) -  
clustering or (d, r  — 1)-clustering of any graph is at most K , plus C  times the number of 
clusters in the optimal (d, r)-clustering of that graph. We will reach a contradiction by 
giving a graph G which is itself a single (d, r)-cluster, but which cannot be covered by 
C + K  (d -  l,r)-clusters or (d ,r — l)-clusters.
We define the standard (d,r)-cluster, Gd,ri as follows. If r  =  [ | ] ,  then Gd,r is a simple 
chain of length d. Otherwise, G^^r consists of a ring of 4r — 2d nodes, which we call the 
inner ring, together with a chain of length d — r  attached to each node in the inner ring. 
Figure 10.1 shows (7 7 ,5 , for example. We observe that G2 r,r has 2 leaves, and that Gd,r has 
4r — 2d leaves if d < 2r. Let Ld,r be the set of leaves of Gd,r-
Let G =  (Gd,r)™) the m-fold strong product. Two nodes of G, which are m-tuples 
u =  (ui , . . .  Um) and v — ( v i , . . . Vm), are adjacent if and only if Uj =  Vi or u, is adjacent to 
Vi for all i. Note that G is a (d, r)-cluster. Let L = (Ld^r)'^ Q G, which has cardinality 2"" 
if d =  2r, and (4r — 2d)"^ otherwise.
Note that no (d, r  — l)-cluster or (d— 1, r)-cluster of Gd,r can contain all its leaves. Thus, 
if d < 2r, any (d, r — 1)-cluster or (d -  1, r)-cluster of G can contain at most (4r — 2d — 1)"‘
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nodes of L. In the special case that d =  2r, a (2r — l,r)-c luster of G^r^r can contain at 
most one member of L.
Finally, the number of (d — 1, r)-clusters or (d, r  — l)-clusters needed to cover G is at 
least the ratio between the cardinality of L  and the maximum number of members of L 
covered by a given (d -  1, r)-cluster or (d, r  -  l)-cluster, respectively, which grows without 
bound as m increases, and will thus eventually be larger than C + K . □
10.2 k-Clustering
There is more than one definition of k-clustering in the literature. In Amis et al. [3], 
and in Chapters 1 through 8 of this thesis, the term k-clustering refers to (2k, k)-clustering, 
i.e., where every cluster has radius at most k. In Fernandess and Malkhi [29], the term 
k-clustering refers to (k, k)-clustering, i.e., where every cluster has diameter at most k. 
However, close examination of the algorithms given by Fernandess and Malkhi reveals that 
they are actually solving the (fc, [ |])-c lustering  problem.
As a practical m atter, it is desirable that a cluster contains an internal communication 
network, such as a spanning tree rooted at a clusterhead. In this case, the radius of the 
cluster is much more relevant than its diameter. We thus suggest that, for practical reasons, 
the most important case of the (d, r)-clustering problem is the case that d =  2r, which is 
the case addressed by the algorithms in this paper.
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CHAPTER 11
CONCLUSION AND FUTURE RESEARCH 
We present two self-stabilizing asynchronous distributed algorithms for construction of a 
BFS spanning tree, a maximal independent set, and a k-clustering for a given k, for any 
network with unique IDs. Algorithm FLOOD, given in Section 7, uses 0 (k  log n) space per 
process and takes 0(k) rounds. In the worst case, FLOOD does not perform well, and in 
fact, constructs k-clusters with average size less than 2.
Our second algorithm, BFS-MIS-CLSTR, uses O(logn) space per process, takes 0{n)  
rounds, and computes 0 { j )  clusters. In the special case that the network is a unit disk 
graph in the plane, BFS-MIS-CLSTR is 0(k)-competitive. BFS-MIS-CLSTR also elects 
the process of smallest ID to be a leader, and constructs a BFS tree. It also constructs a 
maximal independent set.
We also give a lower bound tradeoff between the time complexity and competitiveness 
of any distributed algorithm for the k-clustering problem that uses only comparison to 
distinguish IDs. Any such algorithm that is C-competitive for any G < |  must take 
Q,{diam) rounds in the worst case.
This research can be extended in various ways. We have constructed clusters using 
four schemes — FLOOD and three clustering schemes in BFS-MIS-CLSTR. We can study 
different networks (by varying both size and topology) to compare these clustering methods 
in various ways. Some interesting parameters to investigate would be the average height
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of the cluster trees, the average degree of the processes, and the average distance between 
two non-cluster processes.
The main cost of BFS-MIS-CLSTR in terms of time is due to the BFS module which in­
cludes a leader election algorithm; the BFS module takes 0{n) rounds. The leader election 
can be solved in less than 0{diam) rounds, but only in non-self-stabilizing environment. 
The challenging task is to answer the following question: Is it possible to design a self- 
stabilizing leader election (and hence, a self-stabilizing BFS algorithm) in {diam) time, or 
something less than 0 (n ) time using O(logn) space?
We can also move beyond the comparison-based model of computation, permitting 
comparison of the individual bits of the IDs. Allowing these comparisons could break the 
lower bound barrier we proved for the comparison model. We are currently investigating 
that approach.
The clusters formed by both FLOOD and BFS-MIS-CLSTR can be used to design 
intra-cluster routing protocols. However, we need to select some gateway processes to 
design inter-cluster routing schemes.
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