1.. Introduction
================

After suffering from a serious injury, illness or surgery, a patient typically must undergo a long and critical physical rehabilitation program to recover her/his former strength, mobility and fitness. Procedures for monitoring patients\' movements are widely used in this context and are mainly aimed at identifying and maximizing life quality and movement potential. Many rehabilitation centers rely on classical treatments based on physiotherapy, which requires trained specialists and their precious experience. Sometimes, these treatments lack standardized and objective information that would be necessary for a proper evaluation of patients\' performances. Along with the increased number of patients who suffer from motor function disability, this is the main reason why, since the 1980s, human motion tracking for rehabilitation has been an active research topic \[[@b1-sensors-13-07735]\].

Motion sensors technology makes it possible to accurately identify, track and analyze movement. The data that can be acquired using such devices support the diagnosis and the rehabilitation process \[[@b2-sensors-13-07735]\] by allowing therapists to precisely assess the impact of clinical interventions on the patients\' everyday life and recovery \[[@b3-sensors-13-07735]\]. Among the many different sensors that can be used for monitoring patients during rehabilitation, MEMS (*Micro*-*Electro*-*Mechanical Systems*) inertial sensors have been shown to have great potentials. The progress of miniaturization and their decreasing cost make it possible to incorporate them in compact, non-obtrusive continuous monitoring devices easily attachable to the body \[[@b4-sensors-13-07735]\], empowering the development of Wireless Body Area Networks (WBANs) \[[@b5-sensors-13-07735]\]. In particular, accelerometers can provide reliable information as well as objective and quantitative measurements when placed on different parts of the body \[[@b6-sensors-13-07735]\].

Although many publications describe effective body motion data collection systems that rely on various multi-modal sensors, most of the proposed hardware devices or tracking systems include sensor/peripheral interconnection cables, not always flexible, and other components that have to be worn \[[@b7-sensors-13-07735]--[@b10-sensors-13-07735]\]. Because of this, such systems are usually not so comfortably or easily wearable and hamper the patient\'s movements. This makes them unsuitable for certain types of activities, such as the training programs in sports rehabilitation.

Our research has been aimed at developing a WBAN system that is comfortable to wear, easy to use, apply and re-apply, as well as non-limiting for the body movements and acceptable to clinicians. Such a system has a wide range of applications in several fields. As a result, we propose a prototypical system composed by wearable sensors, which has the following features: *Wireless communications*: the IEEE 802.15.4 standard is used to transfer the raw data from the sensors to the receiver.*Correctness of data*: the system represents the real situation with high measurement accuracy.*Real-time operation*: a real-time analysis of sensors\' data is performed to provide the patient with an immediate feedback.*Portability*: the system components have limited size and weight, while being robust and permitting good mobility. This is particularly important, especially in the case of home-based therapies.*Easy manipulation*: the sensors are easy to use and to apply and re-apply on the body using elastic bands.*Automation*: the system can collect and store the patient\'s motion data automatically.*Friendly Graphical User Interface (GUI)*: the system includes an intuitive and simple user interface that makes it easy to use and displays the graphs of the data that are being acquired in real time.

The remainder of this paper is organized as follows. Section 2 presents the system design, including its architecture, configuration, communication protocol and data-alignment algorithm. Section 3 describes the experiments that have been carried out to evaluate the system performance and discusses their results. Finally, Section 4 draws some conclusions and anticipates future research goals.

2.. System Design
=================

2.1.. System Architecture
-------------------------

[Figure 1](#f1-sensors-13-07735){ref-type="fig"} shows the architecture proposed for our system. It includes six low-cost universal modules, one acting as a master and five as slaves. In the scheme shown in [Figure 1](#f1-sensors-13-07735){ref-type="fig"}, the slave modules are used to monitor the patient\'s knees, being placed one above and one below each knee, while the fifth is placed on the back waist of the patient, near the center of mass, to provide additional information about the patient\'s movement. Thin elastic bands are used to fix them to the body for easy wearability. Thanks to the system\'s flexibility, any other part of the body, e.g., the upper limbs, could be monitored just by changing the placement of the modules. The slave modules transmit their data wirelessly to the master module, whose main function is to keep the system synchronized while receiving the accelerometer data from the slaves and to store them into a computer or a monitoring station via a USB connection. A software application featuring a friendly GUI to control the sensing system has also been developed and can run under both Windows and Linux.

The main component of the proposed architecture is the Henesis WiModule \[[@b11-sensors-13-07735]\], shown in [Figure 2](#f2-sensors-13-07735){ref-type="fig"}. Its dimensions are 60 × 39 × 11 mm, which makes it a small wearable module, as shown in [Figure 2(a)](#f2-sensors-13-07735){ref-type="fig"}. [Figure 2(b)](#f2-sensors-13-07735){ref-type="fig"} shows how the electronic board has been packaged for applications in rehabilitation, in order to easily attach it to an elastic band using a rear clip. It should be noticed that all modules are based on the same hardware, and may be programmed to act either as master or slave. The components of the Henesis WiModule that are more relevant to this work are a high-performance tri-axial accelerometer (LIS3LV02DQ from ST Microelectronics), a RF transceiver (MRF24J40 from Microchip) and an 8-bit PIC microcontroller (18F67J11 from the Microchip PIC18F87J11 family). Programming correctly the device and interconnecting these components appropriately is critical for the final performance of the system. The board also includes digital buses and analog lines, allowing for future addition of new external sensors.

2.2.. System Configuration
--------------------------

The clock frequency of the system, for both the master and the slaves, has been set to the maximum allowed, *i.e.*, 32 MHz by using a 8 MHz oscillator and a Phase Lock Loop frequency multiplier configured with a value of 4×. A Transistor-Transistor Logic level serial port is used for transmitting the data from the master module to the computer; its transfer rate has been set to a high value, 460,800 bauds. The wireless communication section conforms the IEEE 802.15.4 standard \[[@b12-sensors-13-07735]\]. It makes 16 channels available in the 2.4 GHz band, numbered from 11 to 26. Each of them has a bandwidth of 2 MHz and a channel separation of 5 MHz. Channel 26 was selected for the system\'s transmissions, as it is affected by fewer interferences than the others. The reported range of the wireless transmissions is up to 100 m outdoor, being in line-of-sight, and up to 20 m under typical indoor conditions. The accelerometer is capacitive since it guarantees higher stability than piezoelectric ones and it is therefore more suitable for measuring human motion \[[@b13-sensors-13-07735]\]. According to the application\'s requirements and the clinicians\' recommendations, 30 Hz is an adequate sampling rate. In fact, many of the products presented in \[[@b14-sensors-13-07735]\] have this configuration. However, in order to have more data for posterior analysis, and considering the available bandwidth, we selected a higher frequency of 160 Hz. The scale has been set to ±6g as the results of the first tests demonstrated that the range ±2g was not wide enough for measuring motion in activities like running. This can be considered an adequate configuration according to \[[@b15-sensors-13-07735]\], where it is shown that, for assessing daily physical activity, accelerometers should be able to measure accelerations up to ±6g. At the same time, this configuration extends the range reported by similar systems for human activity recognition \[[@b16-sensors-13-07735]\] and health monitoring \[[@b17-sensors-13-07735]\].

The structure of the data packet has been defined in compliance with the IEEE 802.15.4 standard. The latter defines four frame types---acknowledgement (ACK), data, beacon and MAC command frame, along with two modes of operation---beacon-enabled network or non-beacon-enabled network. In a beacon-enabled network, beacons are transmitted periodically by the Personal Area Network (PAN) coordinator and are mainly used to provide synchronization services between all the devices in the PAN. Instead, a network that is non-beacon-enabled does not transmit a beacon unless it receives a beacon request. In order to have more flexibility in the design, we have chosen to define a proprietary wireless networking protocol using the non-beacon-enabled network and implementing later the beacon internally.

[Figure 3](#f3-sensors-13-07735){ref-type="fig"} shows the structure of the data packet as provided to the transceiver of the module. The first byte indicates the packet length, including the header and the payload. The header length is 21 bytes: two bytes for the IEEE-compliant frame header that indicates, among other details, the type of packet; one byte for the sequence number; two bytes for the destination PAN; finally eight bytes for the destination address and eight more bytes for the source address.

The payload includes sixteen samples of the accelerometer to take full advantage of the packet size (filling the payload as much as possible reduces the protocol overhead). Each accelerometer sample is formed by 6 bytes, two for each of the three accelerometer axes: *x*, *y* and *z*. Therefore, the payload length is 96 bytes, and the packet that reaches the transceiver is composed by a total of 118 bytes. The transceiver adds one byte at the beginning that specifies the header length, and two additional bytes at the end specifying the Frame Check Sequence by using the Cyclic Redundancy Check. This final size of 121 bytes ensures the compliance with the IEEE 802.15.4 standard, which allows the payload of the MAC Protocol Data Unit to be variable, with the limitation that a complete MAC frame cannot exceed 127 bytes. As mentioned previously, the beacon is implemented internally by using a MAC command frame (specified in the IEEE frame header) with no payload, having a size of 23 bytes. On the other hand, the ACK frame, which is sent automatically by the transceiver if requested, has a size of 5 bytes.

2.3.. Communication Protocol
----------------------------

Taking the transmission medium into consideration, there would be high chances of losing packets or having collisions between them in the absence of a protocol that defines the system\'s behavior. Bearing in mind the target application, it is very important that the monitoring station receives all slave boards\' data packets and in the correct order. The custom communication protocol that has been designed, which follows a Time Division Multiple Access (TDMA) approach and where data is sent upon request, is described below. For better clarity, the diagram of the protocol we implemented is shown in [Figure 4](#f4-sensors-13-07735){ref-type="fig"}.

The synchronization between the different modules is one of the relevant features of the system, whose structure, based on distributed sensors for data acquisition, brings up to a design where no implicit synchronization of the sensor nodes is present, as all nodes have independent clock sources \[[@b18-sensors-13-07735]\]. A traditional synchronization scheme such as the *Network Time Protocol* (NTP) cannot be used because it is not suitable for sensor networks due to computing limitations and energy issues \[[@b19-sensors-13-07735]\]. The protocol we have developed and we propose here is inspired by the *Reference-Broadcast Synchronization* (RBS), first published in \[[@b20-sensors-13-07735]\]. As opposed to traditional protocols in which senders synchronize with receivers, in the RBS scheme, nodes send reference beacons to their neighbors, synchronizing a set of receivers with one another. Its fundamental property is that this reference broadcast does not contain an explicit timestamp; instead, receivers use its arrival time as a point of reference for comparing their clocks. Our protocol merges both strategies, using beacons for synchronizing implicitly the receivers among them and with the sender, the master module. It is therefore the master module the one in charge of sending the reference beacon to the slave modules. Unlike the RBS, in our proposal the receivers, *i.e.*, the slave modules, use the beacon arrival time, not to compare or readjust their clocks, but to start sampling a new data packet synchronously. As mentioned before, the beacon mode is implemented internally, so the master board sends periodically a beacon packet to the slaves to request their accelerometer data. The period is mainly determined by the number of data samples included in a data packet. Considering that there are sixteen samples in the packet and that the sampling frequency has been set to 160 Hz, the beacon will be sent approximately every 100 ms, depending on the jitter of the system, which will require a later study \[[@b21-sensors-13-07735]\]. It must be pointed out that both the master and the slaves use the same transmission channel. Their transceivers have reception filters set, so that the master receives only data packets addressed to it, and the slaves receive only command or ACK packets from the master.

The protocol described in [Figure 4](#f4-sensors-13-07735){ref-type="fig"} operates as follows: the master board sends a beacon packet, which is received by all the slaves at the same time. At that moment, each slave gets ready to send its data packet and starts acquiring a new one. If all the slaves started transmitting their data packets when they receive the beacon, collisions would occur. To avoid this situation, we have implemented a TDMA scheduling algorithm to share the transmission medium in time, so we assign each slave an ID number, depending on which each of them is allocated to a determined time slot to send its packets. During these time slots, the slaves send their data packets and wait till an ACK packet from the master is received. Having the ACK request configured permits to assure data reception and increases the robustness of the system. Another mechanism that has been implemented for this same reason is the Carrier Sense Multiple Access--Collision Avoidance (CSMA-CA), which avoids data collision when accessing the communication channel and improves communications reliability \[[@b22-sensors-13-07735]\]. On the other side, when the master receives a data packet from a slave, it sends it the corresponding ACK packet and sends the data to the monitoring station through the serial port, so that the accelerometer samples are stored there. If the slave does not receive this ACK, it tries to send the same data packet for up to three trials, which is a native capability of the transceiver for packet retransmission. So, during the 100 ms interval between beacons (termed frame), each slave sends its data packet, waits for the ACK or retransmits the packet again if it has not been received. Anyway, to reach this stable situation, the system has to be synchronized first.

### 2.3.1.. Master Module Synchronization

When the system is first powered, the master starts an internal synchronization process to set the ideal timing interval for sending the beacon packets. Initially this was done directly every time it acquired 16 samples from its own on-board accelerometer. However, this was not very precise and introduced an undesired deviation of the period (jitter) in the system. To reduce it, we implemented a different strategy. During synchronization, the master module calculates how much time it takes on average to fill a data packet by using the accelerometer Interrupt Service Routine (ISR). When this process finishes, it uses the value it has obtained to program a timer and enters the normal operation mode. The ISR of this timer is responsible for sending the beacon packet periodically. This strategy reduces the jitter in this part of the system, as the hardware used to generate the time base for the timer, a crystal quartz, is very precise. In [Table 1](#t1-sensors-13-07735){ref-type="table"} we show the standard deviation of the jitter and its maximum value for both configurations. It can be observed that, when the programmed timer is used, the standard deviation is reduced by almost 50%.

### 2.3.2.. Slave Modules Synchronization and Specific Situations

On the slaves\' side, when one receives a beacon packet for the first time, it also starts its own synchronization process. This requires that a certain number of consecutive beacon packets are received, so that the slave can estimate the average time between them. When the required number of beacon packets is received, the synchronization process finishes and the calculated average is used for setting a timer to start saving the data acquired from the accelerometer. The main goal of this approach is to synchronize the instant when all slaves start sampling data for a new packet. The accelerometer ISR is programmed with high priority to work independently, acquiring a sample every time one is ready, and keeping the mentioned timer in charge of copying the last sample acquired from the accelerometer into the data buffer. It is important to implement a buffering mechanism to avoid losing the samples that are to be sent with the next packet while transmitting the current one. To solve this problem, a double-buffer structure has been implemented, which makes it possible to use one buffer for sending a full packet while new data are being stored into the other buffer. To maintain data consistency it has also been specifically determined how to exchange the buffers. In this flow, the possible loss of beacon packets must also be checked. This is another task performed by the timer mentioned before. In case the beacon has been lost, or if there is an unexpectedly long delay, and the data buffer is full, this timer is responsible for exchanging the buffers and indicating that the packet is ready to be sent. If not, this is normally done by the transceiver routine when a beacon is received. It is necessary to differentiate between the situations where a beacon is lost, but the master is still awake (and, therefore, keeps receiving and saving data), or when it has been powered off. To take this into account, the slaves feature an embedded energy-saving mechanism that allows them to keep on sending their data packets only until a threshold number of lost beacons is reached. If this happens, they enter into the synchronization mode again, which requires that they receive a certain number of beacons before they can start sending new data to the master. If, instead, only one beacon has been lost, the slaves check that the beacon has not arrived when it should have, send directly the data packet that is ready and start sampling data for a new one. The possibility that the beacon arrives with a delay just after the data packet has been sent is also considered. In this case, and to maintain data synchronization, the samples that may have been acquired up to then are discarded, and the creation of a new packet is started. Regarding the situations in which a packet is retransmitted, this might happen because of two different events: the former occurs when the packet does not reach the master, the latter occurs when the master receives the data packet, but the ACK is lost. In both cases, which the slave cannot distinguish, it will retransmit the data packet.

2.4.. Data Alignment
--------------------

In the previous section we have explained how we synchronize the communication of all the slave modules and set the time when the sampling of a new data packet is started. The master module, just after receiving a data packet from a slave, transmits it to the monitoring station sequentially. In order to minimize the chances of transmission errors, or of an incorrect separation of a packet from the next one in the computer, start and stop delimiters are sent, too. Each of them is formed by 5 bytes and correspond to the sequences `TXSTR` and `TXEND`, respectively. The data contained in the packet is finally decoded and saved into the monitoring station. However, synchronization issues arise again when merging the data from different sensors. We designed a robust algorithm, described in Algorithm 1, in order to deal with situations in which beacon or data packets are lost, when a packet arrives with delay, or when a slave module is temporarily in synchronization mode. The main goal is to align the data from different accelerometers, to establish an exact correspondence between each of their packets. To facilitate the alignment task, every time a beacon is sent to the slave modules, the master device sends also a small packet to the computer through the serial port, which is detected thanks to the initial delimiter TXMST. This packet helps to divide the time into frames and to fuse the data of multiple sensors.

**Algorithm 1** Data alignment. Initialization; **while** *not at end of the received data* **do**  Read current packet;  **if** *it is a beacon* **then**   **if** *previous frame is not completed* **then**    Set a missing packet for each slave that missed it;   **end if**   Start a new frame;  **else**   Extract the source (slave ID) and the sequence number;   **if** *received source* ! = *expected source* **then**    Set a missing packet for the expected source;   **end if**   **if** *received sequence number* ! = *expected one* **then**    {At least one packet from this slave was lost before}    Cancel the missing packet if the current frame has already been filled;   **else**    **if** *the frame has just been filled* **then**     Cancel the missing packet as the right one has arrived late;    **end if**   **end if**   **if** *there is a new packet but its current frame has already been filled with real data* **then**    {The packet corresponds to a new frame}    **if** *previous frame is not completed* **then**     Set a missing packet for each slave that missed it;    **end if**    Start a new frame;   **end if**   Include the data packet in the frame and set it filled;   Update the expected source and sequence number;  **end if** **end while**

The combination of two different algorithms for time and data synchronization, named Multi-Data-Packaging and Slot-Data-Synchronization, is also used in the system-based design described in \[[@b23-sensors-13-07735]\]. As their Slot-Data-Synchronization algorithm, our data alignment algorithm is implemented in the monitoring station. This choice allows us to reduce the computational load of the master module while keeping the time synchronization through the beacon reference as its main task.

3.. Experimental Evaluation and Discussion
==========================================

3.1.. System Functionality
--------------------------

The prototypical hardware setup is shown in [Figure 5](#f5-sensors-13-07735){ref-type="fig"}. In the upper left image, there are the five slaves to be worn (as can be seen, in one of them there is a clip in the back part of the package that permits to attach the module to the elastic band shown below) and the master module, which is the one with the USB connection cable. The image on the right of [Figure 5](#f5-sensors-13-07735){ref-type="fig"} shows a person wearing the slave modules as proposed in [Figure 1](#f1-sensors-13-07735){ref-type="fig"}. The lower left image shows the GUI with the graph of the waveforms corresponding to the three axes of the lower right leg accelerometer, acquired while the person was walking: one can see that there is a pattern in the movement performed, as expected. The figure demonstrates the use of the system in a real environment, the wireless connectivity between the slaves and the master module and how this kind of sensors makes it possible to capture body motion.

The size of the master module, once it has been packaged, is 90 × 55 × 22 mm, while the size of the slave modules is 84 × 52 × 16 mm. The package chosen for the slave modules allows to include light 3.6 V lithium ion rechargeable batteries, making them small self-powered and comfortably wearable modules. The weight of the slave modules, including battery, is 60 g. This solution overcomes the inconvenience of other systems, which require wearing a larger additional module on the waist containing the battery as well as several wires connected to the sensors, as described in \[[@b24-sensors-13-07735]\]. This approach is also used in the commercial system described in \[[@b25-sensors-13-07735]\]. The Xbus Master is a portable device, worn on the waist, which connects up to 10 inertial sensors and supplies power to them. Its size is 110 × 150 × 40 mm and its weight is 330 g, including batteries. On the other hand, this scheme allows the sensors to be smaller (38 × 53 × 21 mm) and lighter (30 g).

To calibrate the system, the user needs to pose for a few seconds in four different pre-established postures. Considering how the accelerometer is mounted on the board (see the coordinate reference system in [Figure 6](#f6-sensors-13-07735){ref-type="fig"}), the expected reference values of every axis and accelerometer in those postures are saved in the system. After the acquisition, the results are compared with the expected ones, which allows one to determine the actual position of the accelerometers being worn and to correct their position, if necessary, before starting the exercises.

3.2.. Communication Performance
-------------------------------

The assessment of the communication performance takes into account four different aspects: data synchronization, data loss, jitter measurements and battery life.

### 3.2.1.. Data Synchronization

As pointed out before, synchronization is a key aspect of the proposed system for later data analysis. To assess it, the so called "wooden bar experiment" was performed. The slave boards were fixed next to each other on a wooden bar with the purpose of assuring rigid mechanical connection. Afterwards, we hit the bar with a hammer with the aim to simulate a *δ* impulse. The main goal was to detect the start of the vibration produced by the hammer and check that it was consistently sensed by all modules. [Figure 7(a)](#f7-sensors-13-07735){ref-type="fig"} shows the accelerations along the *Z* axis of the five slaves, for the sake of clarity. We see that the beginning of the impulse is sampled simultaneously by all the accelerometers. The maximum de-synchronization among the modules corresponds to two data samples, *i.e.*, 12.5 ms, as shown in [Figure 7(b)](#f7-sensors-13-07735){ref-type="fig"}. This is expected since the accelerometer sampling process relies on its own internal clock, which cannot be synchronized with the board\'s clock signal. This result represents an improvement with respect to the maximum error for data synchronization of a similar system made up of three sensors, proposed in \[[@b23-sensors-13-07735]\], which was 24 ms.

### 3.2.2.. Data Loss

Considering the target application and the kind and duration of the exercises that are performed in a rehabilitation center, the experiments carried out for data acquisition to assess data loss and jitter had a duration of 15 minutes, which corresponds to the transmission of approximately 100,000 packets, considering beacon, ACK and data packets.

[Table 2](#t2-sensors-13-07735){ref-type="table"} shows the performance related to data loss (average, median and standard deviation) in two different environments, both considering ideal conditions in the lab (15 experiments) and real experiments while wearing the sensors (48 acquisitions from 10 different people). Although the number of lost packets increases in free-living environments, the high sampling frequency used permits to interpolate the missing information in the monitoring station without any noticeable degradation in the signal.

### 3.2.3.. Jitter Measurements

To validate the system, we also considered the time jitter of the beacon and data packets, calculated by using a wireless network analyzer in the experiments performed in the lab-controlled environment. The measurements are shown in [Table 3](#t3-sensors-13-07735){ref-type="table"}. The average jitter is zero, which means that, in general, the packets are sent when expected. *jitter~σ~* represents the deviation from the expected value of the timing between the packets, while *jitter*~max~ corresponds to the maximum jitter. Both data help to infer the minimum possible duration of a time slot and, hence, the maximum number of slaves in the system. Allowing for a wide safety margin (the maximum jitter plus two times the standard deviation), that is having a time slot of approximately 13 ms, sets the maximum number of slaves that can be included in the system to five, as proposed. We can also see that the jitter is minimal in the case of the master, which validates the choice made for its configuration when sending the beacon packet. It should be mentioned that using the CSMA-CA mechanism slightly increases the jitter on the slaves, as explained in \[[@b26-sensors-13-07735]\], while, on the other hand, it reduces data loss significantly.

### 3.2.4.. Battery Life

We also tested the battery life of the 3.6 V lithium ion rechargeable batteries used in the slave modules. Experiments have shown that they permit up to 12 hours of continuous operation, which is adequate for daily monitoring, although we aim to improve this aspect in the future.

3.3.. Data Analysis
-------------------

We present two different examples of data analysis, the former related to activity classification using raw data, and the latter focused on the extraction of relevant features for exercise assessment.

### 3.3.1.. Activity Classification

The aim of the first experiment was to demonstrate that the data obtained from the proposed system were meaningful. One person was asked to wear the slave modules as shown in [Figure 5](#f5-sensors-13-07735){ref-type="fig"} and perform three different activities for 45 minutes: standing, sitting and walking. The acquired data was then separated into a training and a test set (60% and 40%, respectively). Afterwards, different classifiers were trained with the corresponding training set. We chose Weka \[[@b27-sensors-13-07735]\], a collection of machine learning algorithms for data mining tasks, for the analysis of the data. The supervised methods selected for validating the system are: *J48*, a decision tree classifier \[[@b28-sensors-13-07735]\], *SMO* (Sequential Minimal Optimization), a non-probabilistic linear binary classifier \[[@b29-sensors-13-07735]\], and a probabilistic classifier, *Naive Bayes* \[[@b30-sensors-13-07735]\]. The information obtained, without being pre-processed, was considered as a whole, *i.e.*, the classifiers were fed with all the 15 channels, 3 axes per each of the 5 accelerometers, at the same time. The results on the test set (over a total of 52,616 instances) are shown in [Table 4](#t4-sensors-13-07735){ref-type="table"}. They demonstrate that the data obtained by the different sensors are meaningful and can be effectively used for activity classification.

### 3.3.2.. Pose Recognition and Exercise Assessment

Yoga postures help to increase the tone of weak muscles and the alignment of the spinal column \[[@b31-sensors-13-07735]\], which justifies its use in physical therapies, as in \[[@b32-sensors-13-07735]\], where the effects of practicing yoga on motor variability, *i.e.*, strength, steadiness and balance, are assessed. It is important to perform the exercises at a slow pace with smooth, steady coordinated movements and having full control at every stage. Studying the pace of the movement of a subject is particularly relevant in the case of Parkinson\'s disease patients \[[@b33-sensors-13-07735],[@b34-sensors-13-07735]\]. With the aim to validate the proposed system for application to this field, we collected the acceleration signals of a set of 10 healthy participants, who voluntarily took part in the evaluation, to assess the rhythm of the execution of the yoga Sun Salutation exercise, which is a flowing sequence of poses (see [Figure 8](#f8-sensors-13-07735){ref-type="fig"}). The motivation for choosing this exercise is that it includes a series of movements that involve various parts of the body, including both inferior and superior limbs, stretching nearly every part of it.

The subjects involved in the experiments were 7 men and 3 women with physical characteristics specified in [Table 5](#t5-sensors-13-07735){ref-type="table"}. We asked each subject to perform the Sun Salutation exercise 4 times, producing a total of 4 datasets per subject.

In order to acquire meaningful data to model the movement appropriately, we took into consideration the postures assumed during the Sun Salutation. The sensors were placed as follows: Sensor 1 on the right forearm, above the hand.Sensor 2 on the left forearm, above the hand.Sensor 3 on the back waist, close to the center of mass of the body.Sensor 4 on the lower part of the right calf, over the Achilles tendon.Sensor 5 on the lower part of the left calf, over the Achilles tendon.

During the Sun Salutation, the movements of the body mainly occur along the anteroposterior and the superior-inferior axes, as shown in [Figure 6(a)](#f6-sensors-13-07735){ref-type="fig"}. Taking into account how the exercises are performed in space, we realized that the movements could be modeled by considering the angle of the sensors with respect to the vertical axis as a relevant feature. Analyzing the data within this reference frame allowed us to reduce their dimensionality. Therefore, we decided to change from the Cartesian to the spherical coordinate system (see [Figure 6(c)](#f6-sensors-13-07735){ref-type="fig"}), obtaining the vector representation of each accelerometer and then extracting the angle, *θ*, with respect to the vertical axis, *Z*. This angle can be shown to be a relevant attribute with a resolution adequate for describing the human body movements while performing this sequence of poses. To recognize more accurately the transitions between the different poses of the exercise, five additional signals were considered, corresponding to the derivatives of the angles: $\left( {{\overset{d\theta_{1}}{}/\underset{dt}{}},{\overset{d\theta_{2}}{}/\underset{dt}{}},{\overset{d\theta_{3}}{}/\underset{dt}{}},{\overset{d\theta_{4}}{}/\underset{dt}{}},{\overset{d\theta_{5}}{}/\underset{dt}{}},} \right).$

For this specific application, we defined a custom calibration method in order to align the axes of the accelerometers to the same coordinate reference system, previously shown in [Figure 6](#f6-sensors-13-07735){ref-type="fig"}. At the beginning of the exercise, once the sensors are worn, the user must stay in a pre-defined position, just standing with the arms in a relaxed position along the body and the legs aligned, for a few seconds. In our convention, the Z axis is aligned with the gravity and is positive in the upper half-plane. Computing the corresponding rotation matrix and applying it to the data acquired, in this static position, all the accelerometers\' vectors point to the floor, due to the gravity, with *θ* = 180°.

The Fuzzy Finite State Machines (FFSMs) have demonstrated to be a suitable tool for modeling signals that evolve in time following a quasi-periodic repetitive pattern \[[@b35-sensors-13-07735]\]. Analyzing the mentioned features by means of the FFSM represented in [Figure 9](#f9-sensors-13-07735){ref-type="fig"} \[[@b36-sensors-13-07735]\] we were able to recognize the poses represented next to the states, which correspond, for the proof of concept, to a reduced Sun Salutation sequence.

The output of the FFSM contains the activation degree of every state at each instant in time, which means providing information related to pose recognition. As an example of the performance of our FFSM, [Figure 10](#f10-sensors-13-07735){ref-type="fig"} plots the values, for one data acquisition session, of the angles and of their derivatives for each sensor (*θ~i~* and $\overset{d\theta_{i}}{}/\underset{dt}{}$, respectively) along with the activation degree of each state (*Pose j*, drawn in dashed lines). Take, for instance, the state *q*~0~, whose aim is to recognize *Pose* 0, which is the initial calibration pose. At the very beginning of the graph we see how the activation degree of the corresponding state is at high level while the other ones are at low level, which means that the first pose is being recognized by state *q*~0~ and therefore it is being identified as *Pose* 0. After a few seconds, the subject starts moving to the next pose (which can also be appreciated looking at the derivative signals), and during the transition, the activation degree of *Pose* 0 becomes low, while the activation degree of *Pose* 1 becomes high, recognizing the new pose. [Figure 10](#f10-sensors-13-07735){ref-type="fig"} shows that our system is able to recognize adequately the evolution, through the six poses, of the selected sequence of movements.

From this analysis, we were able to give a preliminary feedback to the user, with information about the duration of the poses and the whole exercise. The duration refers to the amount of time during which each pose is recognized by the FFSM as the active pose. [Table 6](#t6-sensors-13-07735){ref-type="table"} shows the results obtained for each subject, reporting the average values and the corresponding standard deviation computed over the four datasets, for each of the sun salutation poses (state *q*~0~ is not included as it is related to the calibration pose). The last two columns summarize the average and standard deviation for the duration of all the poses and of the whole exercise. As can be seen, in general, the duration of state *q*~4~ is significantly shorter than that of the other states. This pose is considered the *most complex* of the sequence and, therefore, it is more difficult to maintain for a long period of time. The average duration of the poses and its standard deviation measure how uniformly the subject is performing the exercise, while the values referred to the whole exercise measure the homogeneity among different exercises performed by the same user. For example, Subject 2 performs the exercise at a smooth pace, but there are significant differences between the executions and even among the poses. Instead, Subject 6 performs the Sun Salutation with a more uniform duration of the poses and the various sequences present small differences in duration.

It is also interesting to mention that all the subjects were told to hold each position for 5 seconds while performing the exercise. The first two subjects had almost no external guidance, while the others were performing the exercise following an expert who was doing the same and another person modulating the pose execution and cadence. The statistics show that the external feedback improves exercise performance because of the unfamiliarity of the subjects with developing a pacing strategy, as suggested in \[[@b37-sensors-13-07735]\].

4.. Conclusions and Future Work
===============================

In this paper we have proposed a prototypical system for human motion monitoring, which can be used in rehabilitation therapy. The integration of five small wireless modules, worn by the subject, which can acquire accelerometer data at high frequency, synchronized by an external master device, makes the system ideal for patient monitoring since it is easily wearable and does not interfere with the movements. Furthermore, it provides significant flexibility, permitting to monitor different parts of the body with the same modules by just changing the placement of the elastic bands. The case study related to the Sun Salutation sequence requires the use of the five slave modules for the correct monitoring of all parts of the body, both the inferior and superior limbs, having a reference point next to the center of mass of the body. However, other exercises, such as monitoring a single arm during a rehabilitation therapy, could require fewer modules, being possible in this case to use the system in a simpler configuration without affecting its capabilities.

The resulting system operates in real time and in a wireless network, guaranteeing data correctness while being portable and easy to manipulate, which are crucial factors for the target application. In addition, it provides a software with a GUI for easy management of the sessions.

The successful working of the system has been demonstrated during the experiments carried out to assess the communication performance, which has been focused on data synchronization, data loss, jitter measurements and battery life. Furthermore, we have tested the system functionality analyzing the data acquired with it in the tasks of activity classification, pose recognition and exercise assessment using different techniques, from standard classifiers to Fuzzy Finite State Machines. We are able to provide a feedback to the subject about the pace of the movement, which is of particular importance in certain kinds of therapy. The results obtained show the potential of using our system in the field of human motion monitoring for rehabilitation.

However, the prototype can be further developed and improved. In the immediate future we aim to work on its miniaturization, by re-engineering the base module used in the architecture. This will allow to further reduce the size and weight of the wearable slaves. On the data analysis side, future work will also include both providing a linguistic description of the exercise performed, with information about symmetry, stability and rhythm, and analyzing the data using specific neuromorphic algorithms. The collaboration with a rehabilitation center will permit to define the data analysis tasks for each specific purpose and to complete the field validation of the system.
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![Proposed system architecture for human motion tracking and analysis.](sensors-13-07735f1){#f1-sensors-13-07735}

![Details of the HenesisWiModule. (**a**) Size comparison; (**b**) Example of packaging.](sensors-13-07735f2){#f2-sensors-13-07735}

![Structure of the data packet.](sensors-13-07735f3){#f3-sensors-13-07735}

![Communication protocol with data synchronization.](sensors-13-07735f4){#f4-sensors-13-07735}

![The proposed system, how to wear it and sample signals from one of the slave modules.](sensors-13-07735f5){#f5-sensors-13-07735}

![Coordinate reference system. (**a**) Human body reference axes; (**b**) Sensor coordinate system; (**c**) Cartesian and spherical coordinate systems.](sensors-13-07735f6){#f6-sensors-13-07735}

![Zoom of the data for the synchronization test. (**a**) Best case: perfect synchronization; (**b**) Worst case: de-synchronization of two data samples.](sensors-13-07735f7){#f7-sensors-13-07735}

![The twelve poses of the Sun Salutation sequence.](sensors-13-07735f8){#f8-sensors-13-07735}

![State diagram of the FFSM for the reduced cycle of the Sun Salutation.](sensors-13-07735f9){#f9-sensors-13-07735}

![Pose recognition using the features extracted from the sensors.](sensors-13-07735f10){#f10-sensors-13-07735}

###### 

Standard deviation and maximum value of the beacon jitter with two different configurations.

  **Configuration**              *jitter~σ~* (*μ*s)   *jitter*~max~ (*μ*s)
  ------------------------------ -------------------- ----------------------
  *Using accelerometer timing*   20.76                93.67
  *Using programmed timer*       11.70                67.17

###### 

Performance related to data loss.

  **Environment**      **Statistic**   **Lost packets (%)**
  -------------------- --------------- ----------------------
  **Lab-controlled**   *Average*       0.000
  *Median*             0.000           
  *σ*                  0.001           
                                       
  **Free-living**      *Average*       3.160
  *Median*             3.380           
  σ                    1.580           

###### 

Jitter measurements.

  **Module**   **Statistic**   *jitter~σ~* (%)   *jitter*~max~ (%)
  ------------ --------------- ----------------- -------------------
  **Master**   *Average*       0.01              0.07
  *Median*     0.01            0.08              
  *σ*          0.00            0.01              
                                                 
  **Slaves**   *Average*       1.09              8.56
  *Median*     1.07            8.83              
  *σ*          0.07            2.65              

###### 

Activity classification results on the test set.

  ***J48***         **Predicted Activity (%)**   **Total Accuracy**                  
  ----------------- ---------------------------- -------------------- ------- ------ --------
  Actual activity   *Standing*                   100.00               0.00    0.00   99.98%
  *Sitting*         0.00                         100.00               0.00           
  *Walking*         0.09                         0.00                 99.91          
                                                                                     
                                                                                     

  ***SMO***         **Predicted Activity (%)**   **Total accuracy**                  
  ----------------- ---------------------------- -------------------- ------- ------ --------
  Actual activity   *Standing*                   100.00               0.00    0.00   99.89%
  *Sitting*         0.00                         100.00               0.00           
  *Walking*         0.57                         0.00                 99.43          
                                                                                     
                                                                                     

  ***Naive Bayes***   **Predicted Activity (%)**   **Total Accuracy**                   
  ------------------- ---------------------------- -------------------- -------- ------ --------
  Actual activity     *Standing*                   98.77                0.00     1.23   99.49%
                                                                                        
  *Sitting*           0.00                         99.98                0.02            
                                                                                        
  *Walking*           0.00                         0.00                 100.00          

###### 

Subject characteristics (mean and, in parenthesis, standard deviation).

  **Gender**   **Age (years)**   **Height (cm)**   **Weight (kg)**   **Body Mass Index (kg/m^2^)**                             
  ------------ ----------------- ----------------- ----------------- ------------------------------- ------- --------- ------- --------
  Male         27.86             (2.12)            182.71            (8.54)                          82.71   (12.87)   24.69   (2.66)
  Female       28.67             (2.08)            162.33            (9.24)                          53.33   (2.31)    20.30   (1.38)

###### 

Analysis of poses and exercise duration (mean and, in parenthesis, standard deviation, in seconds).

  **Subject**   **Duration of Each State**   **Total Summary**                                                                  
  ------------- ---------------------------- ------------------- -------------- ------------- -------------- ------------------ ------------------
  **1**         13.32 (0.82)                 8.57 (0.40)         11.91 (2.78)   6.93 (1.24)   13.07 (1.08)   **10.75 (2.94)**   **53.80 (3.17)**
  **2**         11.25 (1.38)                 8.94 (1.62)         11.38 (1.18)   7.81 (0.82)   14.68 (3.95)   **10.81 (3.06)**   **54.04 (6.98)**
  **3**         7.86 (0.69)                  7.85 (0.69)         10.03 (1.91)   0.84 (0.09)   12.83 (4.05)   **7.88 (4.46)**    **39.41 (3.55)**
  **4**         7.71 (0.76)                  11.16 (8.64)        6.06 (3.51)    2.88 (2.39)   7.11 (4.94)    **6.98 (5.11)**    **34.92 (3.31)**
  **5**         9.43 (5.03)                  7.06 (0.28)         8.69 (1.49)    1.92 (1.47)   8.75 (2.54)    **7.17 (3.69)**    **35.84 (1.25)**
  **6**         6.41 (0.61)                  6.32 (0.63)         6.68 (0.46)    5.01 (0.47)   5.52 (0.66)    **5.99 (0.82)**    **29.95 (0.83)**
  **7**         6.84 (1.13)                  6.94 (1.02)         7.19 (0.51)    2.43 (1.72)   8.33 (3.09)    **6.35 (2.59)**    **31.73 (3.44)**
  **8**         6.61 (0.21)                  6.26 (0.76)         8.16 (0.12)    1.93 (1.78)   9.72 (2.32)    **6.53 (2.94)**    **32.67 (1.56)**
  **9**         6.52 (0.74)                  5.91 (0.27)         7.89 (0.69)    6.71 (0.63)   6.43 (0.71)    **6.69 (0.88)**    **33.46 (2.77)**
  **10**        12.80 (0.38)                 0.29 (0.10)         7.42 (0.67)    6.25 (0.34)   5.47 (0.51)    **6.44 (4.13)**    **32.22 (1.08)**
