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SEPARATION OF VARIABLES AND THE COMPUTATION OF
FOURIER TRANSFORMS ON FINITE GROUPS, II
DAVID MASLEN, DANIEL N. ROCKMORE, AND SARAH WOLFF
Abstract. We present a general diagrammatic approach to the construction
of efficient algorithms for computing the Fourier transform of a function on
a finite group. By extending work which connects Bratteli diagrams to the
construction of Fast Fourier Transform algorithms we make explicit use of
the path algebra connection to the construction of Gel’fand-Tsetlin bases and
work in the setting of quivers. We relate this framework to the construction
of a configuration space derived from a Bratteli diagram. In this setting the
complexity of an algorithm for computing a Fourier transform reduces to the
calculation of the dimension of the associated configuration space. Our meth-
ods give improved upper bounds for computing the Fourier transform for the
general linear groups over finite fields, the classical Weyl groups, and homoge-
neous spaces of finite groups, while also recovering the best known algorithms
for the symmetric group and compact Lie groups.
1. Introduction
The Fast Fourier Transform (FFT) remains among the most important family
of algorithms in information processing [39]. It efficiently computes the discrete
Fourier transform (DFT) which is equivalent to the matrix-vector multiplication(
e2piijk/n
)
j,k
~f (1)
for i =
√−1, j, k = 0, . . . n−1, and ~f a complex-valued vector of length n [39]. This
calculation can be framed in a number of ways. We take a representation theoretic
point of view and cast the DFT as a change of basis in C[CN ], the complex group
algebra of the cyclic group of order N , from a natural basis of group element
indicator functions to a basis of irreducible matrix elements. This perspective
(which is at times driven by applications [38]) suggests a generalization of the DFT
to finite nonabelian groups G as the computation of a change of basis in C[G]
from a basis of indicator functions to a basis of irreducible matrix elements, which
raises the kinds of attendant questions of computational complexity (see e.g., [35])
addressed herein.
Let TG(R) denote the computational complexity of the Fourier transform on a
group G at a set of inequivalent irreducible representations R. Then C(G) denotes
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the complexity of the group G, defined as
C(G) := min
R
{TG(R)}.
For N a “highly composite” number, Cooley and Tukey in 1965 famously pre-
sented an algorithm to show C(Z/NZ) ≤ O(N log2N) [7]. Yavne [46] later showed
that for N = 2m, C(Z/NZ) ≤ 83N log2N − 169 N − 29 (−1)log2(N) + 2. More recently,
Johnson and Frigo [25] and Lundy and Van Buskirk [27] have further reduced the
total number of complex multiplications required, but without affecting the overall
group complexity C(Z/NZ). More generally, for A an abelian group of size N ,
various efficiencies can be combined to prove the complexity of the DFT on A is
bounded above by O(N log2N) [10]. The deep and ongoing study of this problem
has been motivated by a wide range of applications in digital signal processing and
beyond (see e.g. [1, 2, 5, 8, 15, 44, 45]).
The Cooley-Tukey algorithm is undoubtedly the most famous of the FFTs. It
is a divide-and-conquer algorithm whose basic idea was first recorded by Gauss in
unpublished work (see e.g. [22] for a brief history of the algorithm). The key step
is to rewrite the DFT on a cyclic group CN as a linear combination of DFTs on
Cn < CN (for n | N). Iterating this step for a chain of subgroups of CN yields
algorithms more efficient than a direct matrix-vector multiplication.
This divide-and-conquer algorithm produces efficiencies by reducing the “big”
problem to smaller subproblems that have common structure and in fact are them-
selves, smaller versions of the original, that can be efficiently combined to produce
the required result. In this paper we continue a line of work that generalizes this
approach to nonabelian groups [34, 31, 33, 38]. In this case the common sub-
problems are repeated occurrences of particular pieces of matrix multiplications
(e.g., repeated block and thus element-by-element multiplications) whose existence
is ensured by working with very specific kinds of bases for the irreducible matrix
representations (and associated matrix elements) enabled by choices of group fac-
torizations. Thus, there is in a sense, “divide-and-conquer” going on in both the
group and its dual.
The bases are encoded via paths in a Bratteli diagram attached to the group of
interest, which in turn means that irreducible matrix elements correspond to pairs
of paths in the diagram, which for a given group element may only be nonzero when
of a particular form. I.e., the “repeated units” of our divide-and-conquer amount to
certain subgraphs of a Bratteli diagram and efficiencies are gained by recognizing
their multiple appearances in the corresponding calculation. This is the guts of the
“separation of variables” (SOV) approach first introduced in [33] and then extended
in [29] via a quiver-based formalism.
In this paper we finally take on the problem of laying a proper axiomatic and log-
ical foundation for this approach and in so doing also produce improved algorithms
for the important families of classical Weyl groups Bn and Dn and the general
linear groups over finite fields GLn(Fq):
Theorem 1.1. C(Bn) ≤ n(2n− 1)|Bn|.
Theorem 1.2. C(Dn) ≤ n(13n−11)2 |Dn|.
Theorem 1.3. C(Gln(Fq)) ≤
(
4nqn+1−q
4q−1
)
|Gln(q)|.
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Improvements for the complexity of Fourier transforms on related homogeneous
spaces are also presented. For example, let Bn/Bn−k denote the homogenous space
of the Weyl group Bn.
Theorem 1.4. C(Bn/Bn−k) ≤ k(4n− 2k − 1) |Bn||Bn−k| .
Moreover, our results extend to chains of semisimple algebras rather than just
chains of group algebras. This will be explored in subsequent work [36].
In Section 2 we outline the preliminaries needed for our results, including a dis-
cussion of the mainideas behind the SOV approach, necessarily recapitulated (in an
abbreviated format) in order to make this paper as self-contained as possible (al-
though we acknowledge – given the title – the dependence on part I [33]). In Section
3 we present the improved SOV approach in detail, rewriting an iterated product in
the path algebra as a sequence of bilinear maps on the newly defined “configuration
spaces” (vector spaces of quiver morphisms). In Section 4 we give factorizations
and counts to prove the specific group complexity results (Theorems 1.1,1.2,1.3)
and also recover previously known methods for Sn [29] and compact Lie groups
[28]. The results in Section 4 depend on various important, but very technical de-
tails of the explicit computation of the configuration space dimensions. In order to
bring the reader to the complexity results as quickly and directly as seems possible,
we postpone the presentation of these details to Sections 5 and 6.1. This includes
generalizations of some results of Stanley on differential posets [42, 43] used to give
explicit methods for finding these dimensions. This may be of independent interest.
Some of the more laborious (but necessary) formalisms are collected in three short
appendices.
2. Background
2.1. Fourier transforms and the group algebra. The usual discrete Fourier
transform of a finite data sequence may be viewed as a special case of Fourier
transforms on finite groups, defined using group representations. Results here as-
sume complex representations, unless spelled out otherwise, although most results
go through more generally. For necessary background on the representation theory
of finite groups we refer the reader to [41].
Definition 2.1. Let G be a finite group and f a complex-valued function on G.
(i) Let ρ be a matrix representation of G. Then the Fourier transform of f
at ρ, denoted fˆ(ρ), is the matrix sum
fˆ(ρ) =
∑
s∈G
f(s)ρ(s).
(ii) Let R be a set of matrix representations of G. Then the Fourier trans-
form of f on R is the direct sum of Fourier transforms of f at the repre-
sentations in R:
FR(f) =
⊕
ρ∈R
fˆ(ρ) ∈
⊕
ρ∈R
Matdim ρ(C).
When we compute the Fourier transform for a complete set of inequivalent irre-
ducible representations R of G we refer to the calculation as the computation of
a Fourier transform on G (with respect to R).
Definition 2.2. Let G be a finite group, R a set of matrix representations of G.
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(ii) Let +G(R) (respectively, ×G(R)) denote the minimum number of complex
arithmetic additions (resp., multiplications) needed to compute the Fourier
transform of f on R via a straight-line program1 for an arbitrary complex-
valued function f defined on G. The arithmetic complexity of a Fourier
transform on R, denoted TG(R), is given by max (+G(R),×G(R)).
(ii) The complexity of the group G, denoted C(G) is defined by
C(G) := min
R
{TG(R)},
where R varies over all complete sets of inequivalent irreducible matrix
representations of G.
(iii) The reduced complexity, denoted tG(R), is defined by
tG(R) =
1
|G|TG(R).
Let ρ1, . . . , ρm be a complete set of inequivalent irreducible matrix representa-
tions of a group G of dimensions d1, . . . , dm, respectively. A direct computation of
a Fourier transform would require at most |G|∑ d2i = |G|2 arithmetic operations.
Rewriting, for a direct computation we have
C(G) ≤ TG(R) ≤ |G|2.
Fast Fourier transforms (FFTs) are algorithms for computing Fourier transforms
that improve on this naive upper bound. A priori, the number of operations needed
to compute the Fourier transform may depend on the specific representations used.
Example 2.3. The classical DFT and FFT. For G = CN , the cyclic group of
order N , the irreducible representations are 1-dimensional and defined by ζj → ζkj ,
for ζj = e
2piij/N and k = 0, . . . , N − 1 and i = √−1. The corresponding Fourier
transform on CN is the usual discrete Fourier transform. Cooley and Tukey’s
algorithm showed that for a “highly composite” integer N (an integer N that factors
completely as a product of small prime numbers), C(G) ≤ O(N log2N) [7].
The group algebra C[G] is the space of all formal complex linear combinations
of group elements under the product(∑
s∈G
f(s)s
)(∑
t∈G
h(t)t
)
=
∑
s,t∈G
f(s)h(t)st.
Elements of C[G] are in one-to-one correspondence with complex-valued func-
tions on G, and the group algebra product corresponds to convolution of functions.
A complete set R of inequivalent irreducible matrix representations of a group
G determines a basis for C[G] (via the irreducible matrix elements) and in this
case the Fourier transform is an algebra isomorphism from C[G] to a direct sum of
matrix algebras. We recover f through the Fourier inversion formula.
Theorem 2.4 (Fourier inversion (see e.g., [11])). Let G be a finite group, f a
complex-valued function on G, and R a complete set of inequivalent irreducible
matrix representations of G. Then
f(s) =
1
|G|
∑
ρ∈R
dimρ Trace(fˆ(ρ)ρ(s
−1)).
1A straight-line program is a list of instructions for performing the operations ×,÷,+,−
on inputs and precomputed values [4].
SEPARATION OF VARIABLES 5
Thus, the Fourier transform of a function f on G with respect to a complete set
of inequivalent irreducible representations R of G is an algebra isomorphism
C[G] FR−−−−→
⊕
ρ∈R
Mdim(ρ)(C),
and so as in [6, 29]:
Lemma 2.5. The computation of the Fourier transform of a function f on G with
respect to a complete set of irreducible representations R is equivalent to computa-
tion (rewriting) of ∑
s∈G
f(s)s
in the group algebra, relative to a fixed basis for R.
2.2. Adapted bases, Bratteli diagrams, and quivers. The fundamental idea
of the SOV approach is a recasting of the Cooley-Tukey algorithm in terms of graded
quivers, which is an elaboration of path algebras derived from Bratteli diagrams,
which are motivated by the use of adapted or Gel’fand-Tsetlin bases for irreducible
representations.
Definition 2.6. Given a group G with subgroup H ≤ G, a complete set R of
inequivalent irreducible matrix representations of G is H-adapted if there exists a
complete set RH of inequivalent irreducible matrix representations of H such that
for all ρ ∈ R, ρ ↓H=
⊕
γs, for (not neccessarily distinct) representations γs in
RH . The set R is adapted to the chain G = Gn > Gn−1 > · · · > G0 if for each
1 ≤ i ≤ n there is a complete set Ri of inequivalent representations of Gi such that
Ri is Gi−1-adapted and Rn = R. A set of bases for the representation spaces that
give rise to adapted representations is an adapted basis.
For the FFT results of this paper we assume the ability to construct adapted sets
of representations. This requirement is not a limitation, as any set of representations
is equivalent to an adapted set of representations. One such construction is outlined
in [33].
Definition 2.7. A quiver Q is a directed multigraph with vertex set V (Q) and
edge set E(Q). For an arrow (directed edge) e ∈ E(Q) from vertex β to vertex α,
we call α the target of e and β the source of e.
Let Q be a quiver. For each e ∈ E(Q), let t(e) denote the target of e and s(e)
the source of e.
Definition 2.8. A quiver Q is graded if there is a function gr : V (Q) → N such
that for each e ∈ E(Q), gr(t(e)) > gr(s(e)).
Example 2.9. Figure 1 is an example of a graded quiver. Each vertex v is labeled
by its grading, gr(v).
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0
1
1
2
2
Figure 1. A graded quiver.
Definition 2.10. A Bratteli diagram is a finite graded quiver such that:
(i) there is a unique vertex with grading 0, called the root,
(ii) if v ∈ V (Q) is not the root then v is the target of at least one arrow,
(iii) if v ∈ V (Q) does not have grading of maximum value then v is the source
of at least one arrow,
(iv) for each e ∈ E(Q), gr(t(e)) = 1 + gr(s(e)).
Example 2.11. Note that the quiver of Figure 1 is not a Bratteli diagram. How-
ever, a slight modification produces the Bratteli diagram of Figure 2.
0
1
1
2
2
Figure 2. A Bratteli diagram.
Consider a group algebra chain C[Gn] > C[Gn−1] > · · · > C[G1] > C[G0] = C.
To associate a Bratelli diagram to this chain we follow the language of [37]. Let ρ be
an irreducible representation of Gi, i.e., an irreducible C[Gi]-module. Upon restric-
tion to Gi−1, ρ ↓Gi−1 decomposes as a direct sum of irreducible C[Gi−1]-modules.
For γ an irreducible representation of Gi−1, let M(ρ, γ) denote the multiplicity of
γ in ρ ↓Gi−1 .
Definition 2.12. For a chain of group algebras C[Gn] > C[Gn−1] > · · · > C[G0],
the associated Bratteli diagram is described by
(i) The vertices of grading i are labeled by the (equivalence classes of) irre-
ducible representations of Gi;
(ii) A vertex labeled by an irreducible representation γ of Gi−1 is connected to
a vertex labeled by an irreducible representation ρ of Gi by M(ρ, γ) arrows.
Example 2.13. Figure 3 shows two examples of Bratteli diagrams, with the grad-
ings listed at the top.
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012
0
C
0
1
2
>C[C3]
0
1
2
3
4
5
>C[C6]
0123
∅
≥ CC[S1]>C[S2]>C[S3]
Figure 3. Bratteli diagrams for C6 (left) and S3 (right).
On the left of Figure 3 we see the Bratteli diagram for a chain of group algebras
for C6 while on the right we see the Bratteli diagram for a chain of group algebras
for the symmetric group S3, viewing Si as the subgroup of Sn that fixes the elements
{i+1, . . . , n}. Note that we distinguish C[S1] from C(= C[S0]) only so that vertices
at level i correspond to representations of C[Si].
For the group algebra C[CN ], irreducible representations are naturally indexed by
the integers 0, . . . , N−1, while for C[Sn], the irreducible representations are indexed
by partitions of n (as determined by Young in [47]; see [24] for an introduction to
the representation theory of Sn).
Both Bratteli diagrams of Figure 3 are examples of multiplicity-free diagrams
in that there is at most one edge from any vertex of grading i to any vertex of
grading i+ 1.
Given a Bratteli diagram B, there is a canonical chain of algebras associated to
B called the chain of path algebras.
Definition 2.14. Let B be a Bratteli diagram. The path algebra (at level i),
denoted C[Bi], is the C-vector space with basis given by ordered pairs of paths of
length i in B which start at the root and end at the same vertex at level i.
Example 2.15. In the Bratteli diagram B of Figure 4 associated to the chain
C[S3] > C[S2] > C[S1] ≥ C, let P1, P2, P3, P4 be the paths from the root to
level 3 in B, labeled from top to bottom. Then the path algebra C[B3] has ba-
sis {(P1, P1), (P2, P2), (P2, P3), (P3, P2), (P3, P3), (P4, P4)}.
∅
≥ CC[S1]>C[S2]>C[S3]
P1
P2
P3
P4
Figure 4. Paths P1, P2, P3, P4 labeled according to their last steps.
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Note that for a vertex v, labeled by a representation ρ, the dimension of ρ is
given by the number of paths from the root to v. Moreover, each path corresponds
to a subgroup-equivariant embedding of C into the representation space of ρ (for
more details, see Appendix A).
Further, C[Bi] embeds into C[Bi+1] as a subalgebra by mapping any pair of paths
(P,Q) ∈ C[Bi] to the sum ∑
e
(e ◦ P, e ◦Q),
over all arrows e such that the source of e is the target of P (equivalently, of Q),
and ◦ denotes concatenation of paths. Thus, elements in these subalgebras are
effectively determined by the initial “legs” (or “bubbles”) of their paths. This is
also equivalent to a choice of basis in the corresponding Wedderburn decomposition
of the group algebra as a direct sum of matrix algebras, recognizing that for a given
element, a number (equal to the total number of distinct paths that have the
common middle “source” of tail of P ) of irreducible matrix elements will take on
the same value. Identification of this kind of common “unit” (formalized by the
injection of one quiver into another) is the fundamental observation and technique
of the quiver-based SOV approach.
Multiplication in the path algebra C[Bi] linearly extends (P,Q) ∗ (P ′, Q′) =
δQP ′(P,Q
′)
∑
(P,Q)
aPQ(P,Q) ∗
∑
(P ′,Q′)
bP ′Q′(P
′, Q′) =
∑∑
Q
aPQbQQ′
 (P,Q′)
and is illustrated in Figure 5. The first arrow represents gluing two pairs of paths
along identical middle paths Q = P ′ and the second arrow represents summation
over all possible gluings.
−→ −→Q
P
Q′
P ′ Q′
Q = P ′
P
Q′
P
Figure 5. Multiplication in the path algebra.
For a Bratteli diagram B with highest grading n associated to a chain of group
algebras, consider the associated chain of path algebras: C[Bn] > C[Bn−1] > · · · >
C[B1] > C[B0] = C. It is not too difficult to see that there exists an isomorphism
between these algebra chains.
Lemma 2.16. Let C[G] = C[Gn] > C[Gn−1] > · · · > C[G1] > C[G0] = C be a
chain of group algebras with Bratteli diagram B. Then the chain of path algebras
associated to B is isomorphic to the group algebra chain.
For further explanation see Appendix A and Section 2.3 of [19].
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Remark 2.17. Quivers were first introduced by Gabriel in the study of modular rep-
resentation theory [17]. Bratteli diagrams were first introduced to classify inductive
limits of C∗-algebras [3]. After Elliot’s use of Bratteli diagrams in the classifica-
tion of AF-algebras [16], these ideas motivated a program to classify C∗-algebras
in terms of their K-theory [40]. In terms of the representation theory of semisim-
ple algebras, Bratteli diagrams have been used to explicitly construct complete
sets of irreducible representations that are analogs of Young’s seminormal form
in the symmetric group, and to describe restriction relations of representations
[9, 20, 21, 26].
2.3. Gel’fand-Tsetlin bases. The analogous concept in the path algebra of
adapted bases associated to a group algebra chain is a system of Gel’fand Tsetlin
bases.
Definition 2.18. Let B be the Bratteli diagram associated to a chain of group alge-
bras. A system of Gel’fand-Tsetlin bases for B consists of a collection of bases
for the representation spaces {Vα| α ∈ V (B)} of the representations corresponding
to α indexed by paths from the root to α, along with maps from the paths to the basis
vectors; i.e., a set of basis vectors along with knowledge of the path corresponding
to each vector.
Example 2.19. Let B be the Bratteli diagram of Figure 3 associated to the chain
C[S3] > C[S2] > C[S1] ≥ C. Then for the paths P1, P2, P3, P4 defined in Example
2.15, a basis {wP2 , wP3} for the two-dimensional representation space V is part
of a system of Gel’fand-Tsetlin bases for B. Note that the entries of the matrix of
this representation are indexed by pairs {(wPi , wPj ) | i, j = 1, 2} and so correspond
to basis elements of the path algebra C[B3].
Systems of Gel’fand-Tsetlin bases were originally developed by Gel’fand and
Tsetlin to calculate the matrix coefficients of compact groups [18]. Clausen was
the first to apply them to the efficient computation of Fourier transforms on finite
groups [6].
In Remark A.5 of Appendix A, we show systems of Gel’fand-Tsetlin bases for
the chain of path algebras corresponding to a group algebra chain are equivalent to
adapted bases for the chain of subgroups. The notion of an adapted basis coincides
with that of a set, for each 1 ≤ i ≤ n, of Gi-equivariant maps between the repre-
sentation spaces of representations in Ri and those in Ri+1. For further details, see
Appendix A.
Gel’fand-Tsetlin bases provide a means to better understand the isomorphism of
Lemma 2.16 between a chain of group algebras and the corresponding chain of path
algebras. Since Gel’fand-Tsetlin bases are indexed by paths in B and a basis for the
path algebra C[Bn] consists of pairs of paths, we identify the group algebra C[G]
with its realization in coordinates relative to the Gel’fand-Tsetlin basis, indexed
by pairs of paths of length n in B that share the same endpoint. For s ∈ G let
s˜ :=
∑
(P,Q)∈C[Bn][s]P,Q(P,Q). These are the coordinates of s in the path algebra
basis. Then Lemma 2.5 becomes
Lemma 2.20. The computation of the Fourier transform of a function f on a
group G with respect to a complete set of inequivalent irreducible representations R
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is the same as computation of ∑
s∈G
f(s)s˜,
expressing it in terms of a Gel’fand Tsetlin basis for the path algebra C[Bn] associ-
ated to C[G].
Example 2.21. Young’s orthogonal form gives an example of a complete set of
irreducible matrix representations for Sn adapted to the chain Sn > Sn−1 > · · · >
S1. Since restriction of representations from Sn to Sn−1 is multiplicity-free, the
basis vectors of a system of Gel’fand-Tsetlin bases for the irreducible representations
relative to this chain are determined up to scalar multiplies, and in the case of n = 3,
the paths are the paths P1, P2, P3, P4 of Example 2.15. In [29], Maslen gives an
efficient algorithm for computation of the Fourier transform of a function on Sn by
considering the computation of
∑
s∈Sn
f(s)s in the group algebra for Sn relative to
this Gel’fand-Tsetlin basis.
3. The Separation of Variables Approach
In this section we describe the main components of the SOV approach. The
heart of the idea involves expressing a path algebra element as a factorization over
subsets of the Bratteli diagram in such a way as to disentangle the dependencies
in the sum. To do so we first factor the Fourier transform through the subalgebras
C[Gi]. If we do this for a simple two-step chain, C[G] > C[H] > C, we get a
corresponding factorization (under the identification with the path algebra given
by Lemma 2.20)
F :=
∑
s∈G
f(s)s˜ =
∑
y∈Y
∑
h∈H
f(yh)y˜h˜ =
∑
y∈Y
y˜
∑
h∈H
f(yh)h˜ =
∑
y∈Y
y˜Fy, (2)
for Y a set of coset representatives for G/H such that for each y ∈ Y,
Fy =
∑
h∈H
fy(h)h˜ ∈ C[BH ]
with fy(h) := f(yh). This factorization allows us to obtain a simple, but key
complexity estimate: given a set of coset representatives Y for G/H with Fy (for
each y ∈ Y ) an arbitrary element of C[BH ], define
mG(R, Y,H) =
1
|G| ×
{
minimum number of operations required to compute∑
y∈Y y˜Fy in a system of Gel’fand-Tsetlin bases for B.
Lemma 3.1. Let H be a subgroup of G, R a complete H-adapted set of inequivalent
irreducible matrix representations of G, and Y ⊆ G a set of coset representatives for
G/H. Let B be the Bratteli diagram of the group algebra chain C[G] > C[H] > C,
with corresponding path algebra chain C[BG] > C[BH ] > C. Then
tG(R) ≤ tH(RH) +mG(R, Y,H).
Proof. For G a group with subgroup H, let B be the Bratteli diagram of the group
algebra chain C[G] > C[H] > C. Denote the path algebra chain by C[BG] >
C[BH ] > C. Then by Lemma 2.5, computation of the Fourier transform of a
function f on G at R is equivalent to computation of F := ∑s∈G f(s)s˜ in C[BG]
expressing group algebra elements in coordinates relative to a Gel’fand-Tsetlin basis
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for B. Let H be a subgroup of G and Y ⊆ G a set of coset representatives for G/H.
Then
F :=
∑
s∈G
f(s)s˜ =
∑
y∈Y
∑
h∈H
f(yh)y˜h˜ =
∑
y∈Y
y˜
∑
h∈H
f(yh)h˜ =
∑
y∈Y
y˜Fy, (3)
where for each y ∈ Y,
Fy =
∑
h∈H
fy(h)h˜ ∈ C[BH ]
with fy(h) := f(yh). Then to compute F , first compute Fy ∈ C[BH ] for all y ∈ Y
relative to a system of Gel’fand-Tsetlin bases for the chain C[BH ] > C correspond-
ing to RH , by means of a Fourier transform on H. This requires at most
|G|
|H|TH(RH)
scalar operations. Next, express the elements Fy in coordinates relative to a sys-
tem of Gel’fand-Tsetlin bases for the path algebra chain C[BG] > C[BH ] > C corre-
sponding to R. This requires no additional arithmetic operations. Finally, compute
F using Equation (3), which (by definition) requires at most |G|mG(R, Y,H) oper-
ations. Thus,
TG(R) ≤ |G||H|TH(RH) + |G|mG(R, Y,H),
and dividing by |G| proves the lemma.

Lemma 3.1 is a restatement of Lemma 2.10 of [29] and Proposition 1 of [13]. It
shows that to compute the Fourier transform of a complex function defined on G
at a set of H-adapted representations, we compute
FY :=
∑
y∈Y
y˜Fy,
for Y a set of coset representatives for G/H, or, equivalently, for ease of notation
FY :=
∑
y∈Y˜
yFy,
for Y˜ = {y˜ | y ∈ Y }. (In the case of CN/Cn (n|N) this is basically the Cooley-
Tukey algorithm.) In doing so, the complexity estimate “reduces” to a close study
of the computation of FY . This idea can be iterated through a chain of subgroups
assuming a set of representations R adapted to a chain G = Gn > Gn−1 > · · · >
G0 = e, let Yi be a set of coset representatives for Gi/Gi−1. Iteration of Lemma
3.1 gives
tG(R) ≤ tG0(RG0) +
n∑
i=1
MGi(RGi , Yi, Gi−1). (4)
The heart of the SOV approach is the efficient computation of FY . It comprises
three main steps:
1 For each y ∈ Y˜ , factor yFy = x1 · · ·xm in such a way as to enable rear-
rangements allowing for FY to be a recursively structured summation.
2 Each factor xi will correspond to an element of the path algebra of a par-
ticular form, and thus a particular subgraph of the Bratteli diagram. These
subgraphs can be given a vector space structure through an identification
with a space of quiver morphisms.
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3 By virtue of the vector space identification, the element multiplication
xixi+1 becomes a bilinear map whose complexity can be calculated directly
in terms of the dimension of the derived space of graph morphisms.
To give the general idea, the “gluing” and summing operations that are multi-
plication in the path algebra (cf. Figure 5) mean that only certain kinds of “middle
paths” contribute when two path algebra elements are multiplied. I.e., only cer-
tain kinds of quivers can be combined to create the target quiver. A complexity
estimate thus becomes counting the number of subgraphs (subquivers) wherein this
compatibility is respected. This is just a counting of the number of occurrences of
subquiver Q in the corresponding Bratteli diagram B. Ultimately, this is the num-
ber of morphisms from Q into B (see Definition 5.1). We give a general example
below.
Example 3.2. Suppose y ∈ C[G] factors as y = x1x2 with xi ∈ C[Gi+2] ∩
CentralizerC[Gi]. Express xi in Gelf’and-Tsetlin coordinates as x˜i =
∑
(P,Q)[xi]PQ(P,Q).
An application of Schur’s Lemma and standard facts about Gel’fand-Tsetlin bases
show that [xi]P,Q is 0 unless P and Q are paths in B that agree from level i+ 1 to
level n, and from level 0 to level i− 1, as in the quivers Qi of the lefthand side of
Figure 6 (see also [32]). The product x˜1x˜2 is indexed by any triple of paths resulting
from gluing Q2 to Q1 obtained by identifying the “bottom” path of Q1 with the
“top” path of Q2, but these triples must simultaneously maintain the structures of
Q1 and Q2 (the quiver on the righthand side of Figure 6). The complexity count
is thus the careful counting of these compatible structures, which can be recast as
the computation of the dimension of a space of quiver morphisms.
Q1
13
x˜1
Q2
24
x˜2
0n
0n
1
3
x˜1
x˜24
2
0n
Figure 6. Examples of a quiver factorization. Note that Q1 and
Q2 are both subquivers of the quiver on the righthand side.
For products with more factors we iterate this gluing process. Example 3.6
below gives further details. The SOV approach consists of factoring y˜Fy, forming
the graph (akin to the righthand side of Fig. 6) and determining the subgraphs (like
the lefthand side of Fig. 6)) corresponding to each individual product.
Definition 3.3. Let B be a Bratteli diagram with highest grading at least n corre-
sponding to a group chain for G. For a path algebra product x1 · · ·xm, let i+ denote
the smallest integer such that xi ∈ C[Bi+ ] and let i− denote the largest integer less
than or equal to i+ such that xi ∈ Centralizer(C[Bi− ]). Then for 1 ≤ i ≤ m define
Xi := C[Bi+ ] ∩ Centralizer(C[Bi− ]).
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To each space Xi, associate the quiver Qi of Figure 7. (Note that Qi is also
the quiver associated to every element of Xi.) We show in Section 5 that Xi has
dimension equal to the number of occurrences of Qi in the Bratteli diagram B.
Denote this number by # Hom(Qi;B). An “occurrence” of Qi is the same as an
injective map from Qi into B. Thus, # Hom(Qi;B) is also the dimension of this
space of morphisms of Qi into B.
Qi
i−i+ 0n
Figure 7. The quiver associated to Xi and xi.
In this setting (bilinear) group algebra multiplication is transformed into a bi-
linear map on products of associated spaces of quiver morphisms. Call this map
∗. As the notation and details are more technical than illuminating, we defer the
explicit definition of ∗ and discussion of its properties to Section 5. However, even
with deferring this we can present the algorithm. Keep in mind the identification
of the group algebra and the path algebra.
Separation of Variables (SOV) Approach 3.4.
I. Choose m ∈ N and a subset X ⊆ (C[Bn])m = C[Bn] × · · · × C[Bn] such
that |X| = |Y | and for each y ∈ Y there exists (x1, . . . , xm) ∈ X with
y˜Fy = x1 · · ·xm. Thus, X can be thought of as a choice of factorization
into m elements (some of which may be the identity) of each term y˜Fy.
II. For 1 ≤ i ≤ m let Xi be as in Definition 3.3. For σ ∈ Sm, let wi = xσ(i).
The bilinear map ∗ is such that x1 · · ·xm = (((w1 ∗ w2) ∗ w3) · · · ∗ wm),
III. For 0 ≤ i < m, let Wi = {(wi+1, . . . , wm) | (x1, . . . , xm) ∈ X}. Let
Wm = ∅. Note that Wi ⊆ Xσ(i+1) × · · · ×Xσ(m).
IV. Define a sequence of functions Li recursively by:
L1(w2, . . . , wm) =
∑
(w1,w2,...,wm)∈W0
w1,
L2(w3, . . . , wm) =
∑
(w2,w3,...,wm)∈W1
L1(w2, . . . , wm) ∗ w2.
Li(wi+1, . . . , wm) =
∑
(wi,wi+1,...,wm)∈Wi−1
(Li−1(wi, . . . , wm) ∗ wi).
Theorem 3.5. For Li as defined above,
Lm := Lm(∅) =
∑
(w1,...,wm)∈W0
(((w1 ∗ w2) ∗ w3) · · · ∗ wm) =
∑
y∈Y
y˜Fy
Proof. Follows from II. and induction. 
Example 3.6. Suppose y˜ = x1x2x3, with
1+ = 7, 1− = 4,
2+ = 3, 2− = 1,
3+ = 5, 3− = 2.
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Figure 8 shows the quivers Qi and the quiver Q formed by gluing Q1 to Q2 to Q3.
Q1
Q2
Q3
Q
Q1
Q2
Q3
47
1
0n
3
2
0n
5 0n
01
2
34
5
7n
Figure 8. A triple product of quivers.
For σ = (123), w1∗w2∗w3 = x2∗x3∗x1. The complexity of x2∗x3 is # Hom(Q2∪
Q3;B), where Q2 ∪ Q3 is as in Figure 9, the subquiver of Q corresponding to Q2
and Q3 (note that in Figure 9 we show only the subquiver formed by the segments
of Q2 ∪Q3 where not all three – top, bottom and the summed over middle – of the
paths agree). The complexity of (x2 ∗ x3) ∗ x1 is # Hom((Q24Q3) ∪Q1;B), where
Q24Q3 is the quiver of Figure 9 associated to the space containing x2 ∗ x3. Note
that as per the notation Q24Q3 is in fact the symmetric difference of Q2 and Q3,
i.e., the edges of Q2 ∪Q3 not in Q2 ∩Q3 (see Definition 5.6).
Q2 ∪Q3 (Q24Q3) ∪Q1
1
2
34
5
1
2
34
5
7
Figure 9. Illustrations of the union (left) and symmetric differ-
ence and union (right) of quivers of Figure 8.
Lemma 3.7. For Qi (respectively, Qj) the quiver associated to Xi (respectively,
Xj), computation of xi∗xj requires at most # Hom(Qi∪Qj ;B) scalar multiplications
and fewer additions.
We postpone the proof of this key counting lemma to Section 5. With Lemma
3.7 we now have our main general result:
Theorem 3.8. For xi and σ as above, let Q
σ
i denote the quiver associated to
wi = xσ(i). Then we may compute
∑
y∈Y y˜Fy in at most
m−1∑
i=1
|Wi−1|# Hom((Qσ14· · ·4Qσi ) ∪Qσi+1;B)
multiplications and fewer additions.
Proof. To compute
∑
y˜Fy, apply the SOV approach as follows:
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Stage 0: Find W0 by reordering X.
Stage 1: Compute L1 for all (w2, . . . , wm) in W1.
Stage i: Compute Li given Wi−1 and Li−1.
Stages 0 and 1 require no multiplications. For 2 ≤ i ≤ m, condition (2) and the
definition of ∗ implies that stage i requires |Wi−1|# Hom((Qσ14· · ·4Qσi )∪Qσi+1;B)
multiplications. 
For an explicit additions count, see Theorem 5.14 in Section 5.
4. The Complexity of Fourier Transforms on Finite Groups
The SOV approach computes path algebra sums by first factoring each element
and then translating multiplication into maps indexed by subgraphs. The com-
plexity is determined by the size of the factorization sets and the number of occur-
rences of these subgraphs in the Bratteli diagram. Thus, our main results require
methods to determine these counts. In this section we demonstrate the subgraphs
determined by the SOV apporach and defer the proofs of the complexity counts
to Section 6.1 and the appendices. In this way we hope to give the visual sense
(and attendant justification of the proofs) of the algorithm without an overload of
technical notation.
4.1. The Weyl Groups Bn and Dn. For our first application of the SOV ap-
proach we consider the Fourier transform of functions on the Weyl groups of type
Bn and Dn. We improve upon the results of [33].
Theorem 4.1 (cf. Theorem 1.1). Let R be a complete set of irreducible matrix
representations of (Weyl group) Bn adapted to the subgroup chain Bn > Bn−1 >
· · · > B0 = {e}. Then
C(Bn) ≤ TBn(R) ≤ n(2n− 1)|Bn|.
Proof. Let s1, . . . , sn denote the simple reflections for Bn, labeled as per the usual
Dynkin diagram schema (see e.g., [23]) in Figure 10.
· · ·
123n
Figure 10. Dynkin diagram for Bn.
Recall from [33] that elements in a set of minimal coset representatives for
Bn/Bn−1 have the following factorizations:
e, sn, sn−1sn, . . . , s1 · · · sn, s2s1 · · · sn, . . . , sn · · · s1 · · · sn.
Then for Ai = {e, si} = A′i, a complete set of coset representatives is contained in
Y = {an · · · a2a1a′2 · · · a′n| ai, a′i ∈ Ai}.
Let B denote the Bratteli diagram associated to the chain C[Bn] > C[Bn−1] >
· · · > C and let {C[Bi]} be the chain of path algebras associated to the chain
{C[Bi]}. Let Y˜ = {y˜ | y ∈ Y }, and similarly define A˜i, A˜′i (where we continue
to use˜ to denote the rewriting in path algebra coordinates). Note that A˜i, A˜
′
i ⊆
C[Bi]∩Centralizer(C[Bi−2]). By Lemma 3.1, computation of the Fourier transform
of a complex function f on Bn is equivalent to computation of
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∑
y∈Y˜
yFy =
∑
ai∈A˜i
a′i∈A˜′i
an · · · a2a1a′2 · · · a′nFan···a2a1a′2···a′n
for Fy = Fan···a2a1a′2···a′n ∈ C[Bn−1]. We now use the SOV Approach:
I. Let X = {(an, . . . , a2, a1, a′2, . . . , a′n, Fan···a2a1a′2···a′n)| ai ∈ A˜i, a′i ∈ A˜′i}.
II. Note that
i+ = max
an−i+1∈A˜n−i+1
{c(an−i+1)+} = n− i+ 1, 1 ≤ i ≤ n,
i+ = max
a′i−n+1∈A˜′i−n+1
{c(a′i−n+1)+} = i− n+ 1, n < i < 2n,
i− = i+ − 2, 1 ≤ i < 2n,
2n+ = max{c(Fan···a2a1a′2···a′n)+} = n− 1,
2n− = 0.
Fig. 12 shows the various component subquivers corresponding to the
coset representatives. They combine together as per Fig. 12 to give the fac-
torization of yFy. Thus, the algorithm proceeds by gluing together quivers
Qi of Figure 11 (corresponding to elements of A˜j , A˜
′
j , or Fy, as per nec-
essary) to build the quiver Q of Figure 12. The left column of Figure 11
shows the quivers Qi for 1 ≤ i ≤ n and the right column shows the quivers
Qi for n+ 1 ≤ i ≤ 2n.
A˜n
A˜n−1
...
A˜3
A˜2
A˜1
A˜′2
A˜′3
...
A˜′n−1
A˜′n
Fy
0n n− 2
0n n− 1 n− 3
0n 3 1
0n 2
01n
0n 2
0n 13
0n n− 2
0n n− 1 n− 3
0n n− 1
Figure 11. Component subquivers of the factorization of yFy.
III. Let σ ∈ S2n be the permutation reordering X so that W0 is the set
{(Fan···a2a1a2···an , a′2, a′3, . . . a′n, a1, a2, a3, . . . , an)}. Then
W1 = {(a′2, a′3, . . . a′n, a1, a2, a3, . . . , an)| ai ∈ A˜i, a′i ∈ A˜′i},
W2 = {(a′3, . . . a′n, a1, a2, a3, . . . , an)| ai ∈ A˜i, a′i ∈ A˜′i},
...
W2n−1 = {(an)| an ∈ A˜n}.
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Q
A˜′3A˜
′
4A˜
′
5 A˜
′
2
A˜3A˜4A˜5 A˜2
A˜1
A˜n−1 A˜n−2
A˜′n−1 A˜
′
n−2
A˜n
A˜′n
Fy
. . .
. . .
1234
0
1234
n− 4n− 2n− 1
n− 1
n
n− 3
n− 4n− 3n− 2
Figure 12. The full quiver factorization of yFy.
Qσ1 ∪Qσ2
A˜2
(Qσ14Qσ2 ) ∪Qσ3
A˜3 · · ·
(Qσ14· · ·4Qσn−1) ∪Qσn
A˜n
(Qσ14· · ·4Qσn) ∪Qσn+1
A˜1
(Qσ14· · ·4Qσn+1) ∪Qσn+2
A˜′2
· · ·
(Qσ14· · ·4Qσ2n−1) ∪Qσ2n
A˜′n
0n
n− 1
n− 1
n− 1 n− 2
0n 1
1
2
n− 1
0
n− 1
0
1
12
n− 1 12
23
0
n
n− 2n− 1
n− 1
01
n− 1
n
Figure 13. Schematic of the stepwise aggregation of quivers as
directed by SOV.
Note that
|Wi−1| = |A˜′i| · · · |A˜′n||A˜1| · · · |A˜n|, 2 ≤ i ≤ n,
|Wi−1| = |A˜i−n| · · · |A˜n|, n < i ≤ 2n.
By Theorem 3.8, we may compute
∑
yFy in at most
2n∑
i=2
|Wi−1|# Hom((Qσ14· · ·4Qσi ) ∪Qσi+1;B) (5)
multiplications, with (Qσ14· · ·4Qσi )∪Qσi+1 as in Figure 13. Thus, the complexity
of the computation comes down to determining # Hom((Qσ14· · ·4Qσi )∪Qσi+1;B),
i.e., the number of occurrences of each quiver of Figure 13 in the Bratteli diagram
B. Figure 14 gives the general kinds of quivers that appear in Figure 13. The first n
quivers of Figure 13 (the top row) have general form Hni , as in Figure 13. The nth
quiver (bottom left quiver of Figure 13) has form Kn, while the remaining quivers
have general form J ni . Then
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Hni
A˜i
J ni
A˜′i
Kn
A˜′1
0n
0ˆβn
αi−2
βi−1
αi−1
βi
0ˆ
βn−1 βi−2βi−1
αi−1αi
Figure 14. Various subquiver schema in the Bn calculation.
# Hom((Qσ14· · ·4Qσi−1) ∪Qσi ;B)) = # Hom(Hni ↑ Q;B), 1 < i ≤ n,
# Hom((Qσ14· · ·4Qσn) ∪Qσn+1;B) = # Hom(Kn ↑ Q;B),
# Hom((Qσ14· · ·4Qσi−1) ∪Qσi ;B)) = # Hom(J ni−n ↑ Q;B), n+ 2 ≤ i ≤ 2n,
where for a subquiver Q of Q, Hom(Q ↑ Q;B) denotes the number of quiver mor-
phisms from Q to B that extend to morphisms from Q to B (see Definition 5.1).
Lemma 5.5 in Section 5 shows
# Hom(Kn ↑ Q;B) = |Bn|.
In Appendix D we show:
# Hom(J ni ↑ Q;B) ≤ 2|Bn|,
# Hom(Hni ↑ Q;B) ≤ 4(i−1)n |Bn|.
Finally, note that since computing ∗ with the identity element e requires no
operations to compute (Corollary 5.12), for all 1 ≤ i ≤ n, |A˜i| = |A˜′i| = 1.
Plugging in to (5), we may compute
∑
y∈Y˜ yFy in at most
# Hom(Kn ↑ Q;B)+
n∑
i=2
# Hom(Hni ↑ Q;B)+
n∑
j=2
# Hom(J nj ↑ Q;B) = (4n−3)|Bn|
multiplications (and fewer additions). By Lemma 3.1,
tBn(R) ≤ tBn−1(RBn−1) + 4n− 3,
and so
tBn(R) ≤ n(2n− 1).

Analogous arguments give the following result for Weyl groups of type Dn.
Theorem 4.2 (cf. Theorem 1.2). For the Weyl group Dn and R a complete set
of irreducible matrix representations of Dn adapted to the subgroup chain Dn >
Dn−1 > · · · > D0 = {e},
C(Dn) ≤ TDn(R) ≤
n(13n− 11)
2
|Dn|.
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Proof. Let s1, . . . , sn denote the simple reflections for Dn, labeled according to its
standard Dynkin diagram (see Figure 15).
· · ·
1
2
34n
Figure 15. Dynkin diagram for Dn.
Recall from [33] that elements in a set of minimal coset representatives for
Dn/Dn−1 have the following factorizations:
e, sn, sn−1sn, . . . , s3 · · · sn, s2s3 · · · sn, s1s3 · · · sn,
s1s2s3 · · · sn, s3s1s2s3 · · · sn, . . . , sn · · · s3s2s1s3 · · · sn.
Then for Ai = {e, si} = A′i, following the proof of Theorem 1.1 shows we need
only determine # Hom(Hni ↑ Q;B), # Hom(J ni ↑ Q;B), and # Hom(Kn ↑ Q;B),
for Hni ,J ni ,Kn the quivers of Figure 14. As before,
# Hom(Kn ↑ Q;B) = |Dn|.
By Lemma D.6 and Corollary D.8 of Appendix D,
# Hom(J ni ↑ Q;B) ≤ 3|Dn|,
# Hom(Hni ↑ Q;B) ≤
20(i− 1)
n
|Dn|,
so by Theorem 3.8 we may compute
∑
yFy in at most
# Hom(Kn ↑ Q;B) +∑ni=2 # Hom(Hni ↑ Q;B) +∑nj=2 # Hom(J nj ↑ Q;B)
= (13n− 12)|Dn|
multiplications (and fewer additions). Then by Lemma 3.1,
tDn(R) ≤ tDn−1(RDn−1) + 13n− 12,
and so
tDn(R) ≤
n(13n− 11)
2
.

4.2. The General Linear Group. Let Fq := Fpk be a finite field of characteristic
p and order q = pk. Let Gln(q) denote the matrix group Gln(Fq) and consider
Gln−1(q) as a subgroup of Gln(q) under the embedding
A→
(
1 0
0 A
)
,
for A ∈ Gln−1(q).
Theorem 4.3 (cf. Theorem 1.3). For the matrix group Gln(q) and R a complete
set of irreducible matrix representations of Gln(q) adapted to the subgroup chain
Gln(q) > Gln−1(q) > · · · > {e}
C(Gln(q)) ≤ TGln(q)(R) ≤
(
4nqn+1 − q
4q − 1
)
|Gln(q)|.
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Proof. Let P be the set of permutation matrices of Gln(q). By Proposition E.4 in
Appendix E.1, for p 6= 2,
Y = {pisi| 1 ≤ i ≤ n, (i− 1) divisible by p, pi ∈ P}
contains a complete set of coset representatives for GLn(q)/Gln−1(q), where si has
form
u2 · · ·up−1u′p+1tpup+1 · · ·u2p−1u′2p+1t2pu2p+1 · · ·uivi+1 · · · vn,
for tj the permutation matrix corresponding to (j j − 1), and
uj , u
′
j , vj ∈ Glj(q) ∩ Centralizer(Glj−2(q)),
with (q − 1) possible matrices for uj and u′j , and q2 possible matrices for vj .
Let Uj (respectively U
′
j , Vj) be the set of matrices uj (respectively u
′
j , vj), and
let Tj = {tj}. Let Y˜ = {y˜ | y ∈ Y }, and similarly define U˜j , U˜ ′j , V˜j , T˜j , P˜ . Note
that U˜j , U˜
′
j , V˜j , T˜j ∈ C[Bj ] ∩ Centralizer(C[Bj−2]).
By Lemma 3.1 computation of the Fourier transform of a complex function f on
GLn(q) is equivalent to computation of:∑
y∈Y˜
yFy (6)
for Fy ∈ C[Bn−1]. The number of operations to compute (6) is bounded by the
number of operations to compute∑
pi
∑
1≤i≤n
p|(i−1)
∑
uj ,u
′
j ,
vj ,tj
piu2 · · · vi+1 · · · vnFpiu2···vi+1···vn
=
∑
pi
pi
∑
1≤i≤n
p|(i−1)
∑
uj ,u
′
j
vj ,tj
u2 · · · vi+1 · · · vnFpiu2···vi+1···vn . (7)
To compute (7), fix pi and compute:∑
1≤i≤n
p|(i−1)
∑
uj ,u
′
j
vj ,tj
u2 · · · vi+1 · · · vnFpiu2···vi+1···vn , (8)
then multiply by pi and sum. To compute sums of the form (8):
I. Let X = {(u2, . . . , up−1, u′p+1, tp, up+1, . . . , ui, vi+1, . . . , vn, Fu2···vn)}, rang-
ing over uj ∈ U˜j , u′j ∈ U˜ ′j , vj ∈ V˜j , tj ∈ T˜j and i ≤ n with i | (p− 1)}.
II. Fig. 16 shows the various component subquivers corresponding to the coset
representatives. They combine together as per Fig. 17 to give the factor-
ization of yFy. Thus, the algorithm proceeds by gluing together quivers Qi
of Figure 16 to build the quiver Q of Figure 17.
III. Let σ ∈ Sn+m−1 be the permutation reordering X so that
W0 = {(Fu2···vn , u2, u3, . . . , up−1, tp, up+1, u′p+1, up+2, ..., ui, vi+1, . . . , vn)}.
Then
W1 = {(u2, u3, . . . , up−1, tp, up+1, u′p+1, up+2, ..., ui, vi+1, . . . , vn)}
W2 = {(u3, . . . , up−1, tp, up+1, u′p+1, up+2, ..., ui, vi+1, . . . , vn)}
...
Wm+n−2 = {(vn)}.
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U˜2
U˜3
...
U˜p−1
U˜ ′p+1
T˜p
U˜p+1
U˜p+2
...
0n 2
0n 13
0n p− 3p− 1
0n p− 1p+ 1
0n p− 2p
0n p− 1p+ 1
0n pp+ 2
U˜i
V˜i+1
...
V˜n
Fu2···vn
0n i− 2i
0n i− 1i+ 1
0n n− 2
0n n− 1
Figure 16. Component subquivers of the factorization of yFy.
Q
U˜2U˜3U˜p−1T˜pU˜p+1
U˜′p+1
U˜p+2U˜mp−1T˜mpU˜mp+1
U˜′mp+1
U˜iV˜i+1V˜n
Fu2···vn
. . .. . .. . .. . .
01
1
2
23
p− 3
p− 2
p− 1p + 1
p + 2
mp− 3
mp− 2
mp− 1mp + 1
mp + 2
i− 2
i− 1
i
i + 1n− 1
n− 2
n
Figure 17. The full quiver factorization of yFy.
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Qσ1 ∪Qσ2
U˜2
(Qσ14Qσ2 ) ∪Qσ3
U˜3
...
(Qσ14· · ·4Qσp ) ∪Qσp+1
U˜p+1
(Qσ14· · ·4Qσp+1) ∪Qσp+2
U˜′p+1
(Qσ14· · ·4Qσp+2) ∪Qσp+3
U˜p+2
...
(Qσ14· · ·4Qσm+n−2) ∪Qσm+n−1
V˜n
0n− 1
0
1
12
n− 1 12
23
0n− 1 p− 1p
pp + 1
0n− 1
p− 1
p + 1
p
0n− 1 pp + 1
p + 1p + 2
n− 1
n− 1
0
n
n− 2
Figure 18. Schematic of the stepwise aggregation of quivers as
directed by SOV.
J nj
U˜′j
Hnj
U˜j , V˜j
or T˜j
0n− 1
j − 2
j
j − 1 0n− 1 j − 2j − 1
j − 1j
Figure 19. Various subquiver schema in the Gln calculation.
By Theorem 3.8, we may compute (8) in at most
n+m−1∑
k=2
|Wk−1|# Hom((Qσ14· · ·4Qσk−1) ∪Qσk ;B)
multiplications, with (Qσ14· · ·4Qσk−1) ∪Qσk as in Figure 18. Then as in the proof
of Theorem 4.1 for Hnj ,J nj the quivers of Figure 19,
# Hom((Qσ14· · ·4Qσk−1) ∪Qσk ;B) = # Hom(Hnj ↑ Q;B) or # Hom(J nj ↑ Q;B).
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First consider the quiver Hnj of Figure 19, which corresponds to:
U˜j , when 1 ≤ j ≤ i, p - j
T˜j , when 1 ≤ j ≤ i, p | j,
V˜j , when i < j ≤ n.
In Appendix E we show
# Hom(Hnj ↑ Q;B) ≤ 22j−4qj−2
qj−1(qj − 1)
qn−1(qn − 1) |Gln(q)| .
Further,
|W˜j | :=
 #(uj , . . . , ui, vi+1, . . . , vn) 1 ≤ j ≤ i, p - j,#(tj , . . . , ui, vi+1, . . . , vn) 1 ≤ j ≤ i, p | j,
#(vj , . . . , vn) i < j ≤ n.
In particular,
|W˜j | ≤
{
(q − 1)i−j+1+m(q2)n−i 1 ≤ j ≤ i,
(q2)n−j+1 i < j ≤ n,
and so for all quivers (Qσ14· · ·4Qσk−1) ∪Qσk of form Hnj ,
|Wk−1|# Hom((Qσ14· · ·4Qσk−1)∪Qσk ;B) = |W˜j |# Hom(Hnj ,B) ≤ 22j−4qn|Gln(q)|.
In Appendix E we also show
# Hom(Jj ↑ Q;B) ≤ 22j−3qj−1 q
j−1(qj − 1)
qn−1(qn − 1) |Gln(q)|.
Further,
|W˜j | := #(u′j , . . . , ui, vi+1, . . . , vn) ≤
{
(q − 1)i−j+1+m(q2)n−i 1 ≤ j ≤ i,
(q2)n−j+1 i < j ≤ n,
and so for all quivers (Qσ14· · ·4Qσk−1) ∪Qσk of form J nj ,
|Wk−1|# Hom((Qσ14· · ·4Qσk−1) ∪Qσk ;B) = |W˜j |dimA(Jj ↑ Q;B)
≤ 22j−3qn|Gln(q)|.
Thus, by Theorem 3.8, we may compute (8) in at most
n∑
k=1
|W˜k|# Hom(HnkQ;B) +
m∑
l=1
|W˜l|# Hom(J nl Q;B) ≤
22n − 1
4
qn|Gln(q)|
≤ 4n−1qn|Gln(q)|
operations.
To compute (6) we must multiply by pi. Let Fpi ∈ C[Bn]. To compute
∑
pi piFpi,
note that pi is a permutation matrix, and so every row and column contains exactly
one nonzero entry, and that entry is 1. Then a single multiplication piFpi requires
no multiplications, and so
∑
pi piFpi does not add to the complexity. Then
tGln(q)(R) ≤ tGln−1(q)(RGln−1(q)) + 4n−1qn,
and so
tGln(q)(R) ≤
4nqn+1 − q
4q − 1 .
Now suppose p = 2. By Theorem E.7 in Appendix E.1,
Y = {pisi| 1 ≤ i ≤ n, (i− 1) divisible by p, pi ∈ P}
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contains a complete set of coset representatives for Gln(q)/Gln−1(q), where si is of
form
a3b2c3a5b4c5 · · · aibi−1civi+1 · · · vn,
for aj , bj , cj ∈ Glj(q) ∩ Centralizer(Glj−2(q)) with (q − 1) possible matrices for aj
and bj , q
2 possible matrices for vj , and cj completely determined by aj and bj−1.
The same arguments as in the p 6= 2 case then yield the quiver Q of Figure 20, from
which it is clear that analogous arguments give the result.
Q
b2c3
a3
b4c5
a5
bi−1ci
ai
vi+1vn
Fs′
. . .. . .
01
1
2
3
34
5
i− 3i− 2i− 1i
i− 2ii + 1n− 1
n− 2n− 1
n
Figure 20. The full quiver factorization for p = 2.

4.3. Generalized Symmetric Group Case. We next give a general result (The-
orem 4.4) to find efficient Fourier transforms on groups with special subgroup struc-
ture. As the proof follows the same structure of the proofs of Theorems 10, 15, and
1.3, we leave it as an exercise.
Suppose Gn > Gn−1 > · · · > G0 = e is a chain of subgroups with subsets
Ai ⊆ Gi such that
(1) A1 = G1,
(2) Gi = A2 · · ·AiGi−1 for 2 ≤ i ≤ n,
(3) Ai commutes with Gi−2.
Let B be the Bratteli diagram associated to the chain
C[Gn] > C[Gn−1] > · · · > C,
and let {C[Bi]} be the chain of path algebras associated to this group algebra chain.
Let MB(Gi, Gj) := maxMB(αi, αj) over all αi ∈ Bi, αj ∈ Bj and let |Gˆi| denote
the number of conjugacy classes of Gi; equivalently, the number of irreducible
representations in a complete set of inequivalent irreducible representations of Gi.
Theorem 4.4. Let Gi, Ai be as described above. Then the Fourier transform
of a complex function on Gn may be computed at a complete set R of irreducible
representations of Gn adapted to the chain Gn > Gn−1 > · · · > G0 = e in at most
|Gn|
n∑
k=1
k∑
i=2
MB(Gi−1, Gi−2)2|Gˆi−2| |Gi||Gi−1|
|Gk−1|
|Gk|
k∏
j=i
|Aj |
operations.
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Note 4.5. Theorem 4.4 is a refinement of Theorem 3.1 of [31]: rather than consid-
ering the maximum length of a factorization in terms of coset representatives, we
need only multiply by
∏ |Aj |. Note that our choice of coset representatives in the
proofs of Theorems 1.1 and 1.2 were such that
∏ |Aj | = 1, much smaller than the
length of the longest factorization in terms of coset representatives.
Note 4.6. For Gi = Si, this theorem gives an efficient algorithm for the computation
of the Fourier transform of a function on the symmetric group by letting A1 = {e}
and Ai = {e, ti−1} for 2 ≤ i ≤ n.
4.4. The Complexity of Fourier Transforms on Homogeneous Spaces. We
next consider the Fourier transform of a function on a homogeneous space, a special
case of harmonic analysis on groups. This can be viewed as a coset space G/K,
so a Fourier transform on a homogeneous space is a Fourier transform of the space
of functions on G/K or, equivalently, of the space of associated right-K invariant
functions on G. See [29, 33] for further background on Fourier transforms on
homogeneous spaces and some of their applications.
Definition 4.7. Let G be a finite group with subgroup K and let f be a complex-
valued function on G/K. The Fourier transform of f at a K-adapted represen-
tation ρ of G, denoted fˆ(ρ)K , or a K-adapted set R of matrix representations of G,
denoted FKR f , is the Fourier transform of the right K-invariant function f˜ : G→ C
defined by
f˜(g) =
1
|K|f(gK).
Note that fˆ(ρ) is zero unless the representation space, Vρ, contains a nontrivial
K-invariant vector. Such a representation is said to be class 1 relative to K, and
we could restrict to class 1 representations if desired.
Definition 4.8. Let G be a finite group with subgroup K and let R be a set of
representations of G.
(i) The arithmetic complexity of a Fourier transform on R, denoted TG/K(R),
is the minimum number of arithmetic multiplications (or additions, whichever
is largest) needed to compute the Fourier transform of f on R via a straight-
line program for an arbitrary complex-valued function f defined on G/K.
(ii) The reduced complexity, denoted tG/K(R), is defined by
tG(R) =
1
|G/K|TG/K(R).
Note that the complexity always satisfies the inequalities
|G/K| − 1 ≤ TG/K(R) ≤ |G/K|2.
Further, the proof of Lemma 3.1 gives an analogous result for the case of homoge-
nous spaces: for H a subgroup of G, R a complete H-adapted set of inequivalent
irreducible representations of G, and Y ⊆ G a set of coset representatives,
tG/K(R) ≤ tH/K(RH) +mG/K(R, Y˜ ,H).
Let G be a group with chain of subgroups G = Gn > Gn−1 > · · · > G0.
For f a function on Gn that is right Gn−k-invariant, the corresponding element∑
s∈Gn f(s)s in C[Gn] is invariant under right multiplication by elements of C[Gn−k].
In particular, the elements Fy in the proofs of Section 4 are C[Bn−k]-invariant, so
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as in [33, Theorem 6.2] the nonzero coefficients of Fy correspond to paths passing
through 1n−k. Using the SOV approach as in the proofs of Section 4, the final
quiver used when constructing Q, i.e., the quiver corresponding to Fy, now has
form as in Figure 21, with # Hom(Qi;B) counting only occurrences of Qi in B with
αn−k the vertex 1n−k.
0ˆαn αn−1
αn−k
Figure 21. The component subquiver associated to Fy in the
factorization of yFy.
Then the proofs of Section 4 extend to the following results for homogenous
spaces:
Theorem 4.9 (cf. Theorem 1.4). For the homogenous space Bn/Bn−k of the Weyl
group Bn and R a complete set of irreducible matrix representations of Bn adapted
to the subgroup chain Bn > Bn−1 > · · · > {e},
C(Bn/Bn−k) ≤ TBn/Bn−k(R) ≤ k(4n− 2k − 1)
|Bn|
|Bn−k| .
Theorem 4.10. For the homogenous space Dn/Dn−k of the Weyl group Dn and R
a complete set of irreducible matrix representations of Dn adapted to the subgroup
chain Dn > Dn−1 > · · · > {e},
C(Dn/Dn−k) ≤ TDn/Dn−k(R) ≤
k(26n− 13k − 11)
2
|Dn|
|Dn−k| .
Theorem 4.11. For the homogenous space Gln(q)/Gln−k(q) of the general linear
group Gln(q) and R a complete set of irreducible matrix representations of Gln(q)
adapted to the subgroup chain Gln(q) > Gln−1(q) > · · · > {e},
C(Gln(q)/Gln−k(q)) ≤ TGln(q)/Gln−k(q)(R)
≤
(
4nqn+1 − 4n−kqn−k+1
4q − 1
) |Gn|
|Gn−k| .
As in Section 4.3, suppose Gn > Gn−1 > · · · > G1 = e is a chain of groups with
subsets Ai ⊆ Gi such that
(1) A1 = G1
(2) Gi = A2 · · ·AiGi−1 for 2 ≤ i ≤ n.
(3) Ai commutes with Gi−2.
Theorem 4.12. Let Gi, Ai be as above. For the homogeneous space Gn/Gn−k and
R a complete set of irreducible matrix representations of Gn adapted to the chain
Gn > Gn−1 > · · · > G1 = e,
C(Gn/Gn−k) ≤ TGn/Gn−k(R) ≤
n∑
j=n−k+1
j∑
i=2
MB(Gi−1, Gi−2)2|Gˆi−2| |Gi||Gi−1|
|Gj−1|
|Gj |
j∏
l=i
|Al|.
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5. Configuration Spaces and the Maps ∗
In Section 3 we gave an overview of the SOV algorithm, assuming the existence
of bilinear maps ∗ with the properties described in part II of the SOV approach
3.4. In this section we determine such maps and investigate their properties.
Recall from Definition 3.3 that for a path algebra product x1 · · ·xm, Xi :=
C[Bi+ ] ∩ Centralizer(C[Bi− ]). We first show (Lemma 5.5 below), that each space
Xi is isomorphic to the configuration space of a specific quiver Qi, with dimension
# Hom(Qi;B).
Definition 5.1. For graded quivers Q and B, a morphism φ : Q → B is a
mapping from arrows in Q to paths in B, along with a grading-preserving mapping
between vertices so that φ(t(e)) = t(φ(e)) and φ(s(e)) = s(φ(e)) for all arrows
e ∈ E(Q).
Example 5.2. For Q, B as in Figure 22, let φ : Q → B send the arrow e1 to the
path f3 ◦ f2 ◦ f1.
Q B
3 0 3 2 1 0
e1 f1f2f3
Figure 22. An example morphism would send e1 to f3 ◦ f2 ◦ f1.
For two graded quivers Q and B, let Hom(Q;B) denote the set of morphisms
from Q to B. For Q,R, and B graded quivers such that Q is a subquiver of R, let
Hom(Q ↑ R;B) denote the set of morphisms from Q to B that extend to R.
Definition 5.3. The configuration space associated to Q and R relative to B,
denoted A(Q ↑ R;B), is the space of finitely supported formal C-linear combinations
of morphisms in Hom(Q ↑ R;B).
Note 5.4. When Q = R, we simplify notation by writing A(Q;B). If Q is a finite
subquiver of R and B is locally finite, i.e. each vertex has finitely many neighbors,
then # Hom(Q ↑ R;B) = dimA(Q ↑ R;B).
Lemma 5.5. Let {C[Gi]} be a chain of group algebras with corresponding Bratteli
diagram B of highest grading at least n. Consider the quivers Qn0 and Qnji of Figure
23, along with the subquiver Qji of Q
n
ji consisting of the two vertices at level i and
level j, along with the two paths from level i to level j:
n 0
Qn0
n 0j i
Qji ↪→ Qnji
Figure 23
Then as vector spaces,
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(i) A(Qn0;B) ∼= C[Bn],
(ii) A(Qji;B) = A(Qji ↑ Qnji;B) ∼= C[Bj ] ∩ Centralizer(C[Bi]).
Proof. This follows from an application of standard facts about Gel’fand-Tsetlin
bases. For futher details, see eg. [29, Lemma 4.1], [19, Proposition 2.3.12]. 
By Lemma 5.5, for Xi = C[Bi+ ] ∩ Centralizer(C[Bi− ]) as in Definition 3.3 and
for Qi := Qi+i− , Xi ∼= A(Qi;B).
5.1. The Bilinear Maps ‘∗’.
Definition 5.6. For a graded quiver R with subquivers Q1, Q2, the symmetric
difference of Q1 and Q2 is Q14Q2 = (Q1 \ (Q1 ∩Q2)) ∪ (Q2 \ (Q1 ∩Q2)).
Example 5.7. The quiver Q24Q3 in Figure 9 is the symmetric difference of Q2 and
Q3, while the quivers Q
σ
14Qσ2 in Figures 13 and 19 show the symmetric difference
of Qσ1 and Q
σ
2 .
Definition 5.8. Let B be a locally finite graded quiver, R a graded quiver with
finite subquivers Q1 and Q2, and ιj the inclusion Qj ↪→ R, for j = 1, 2. For
(f, g) ∈ A(Q1 ↑ R;B)× A(Q2 ↑ R;B), define the restricted product relative to
R, ∗ : A(Q1 ↑ R;B)×A(Q2 ↑ R;B)→ A(Q14Q2 ↑ R;B), by
∗(f, g) = f ∗ g :=
∑
τ∈Hom(Q14Q2↑R;B)
∑
η∈Hom(Q1∪Q2↑R;B)
η↓Q14Q2=τ
f |η◦ι1g|η◦ι2τ.
Note 5.9. It is clear from the definition that the restricted product is bilinear and
commutative. In Appendix B we show that the restricted product is associative.
Lemma 5.10. For B a locally finite graded quiver, R a graded quiver with finite
subquivers Q1 and Q2, f ∈ A(Q1 ↑ R;B), and g ∈ A(Q2 ↑ R;B), the restricted
product f ∗ g requires at most # Hom((Q1 ∪Q2) ↑ R;B) scalar multiplications and
at most # Hom((Q1 ∪Q2) ↑ R;B)−# Hom((Q14Q2) ↑ R;B) scalar additions.
Proof. To compute f ∗ g, first compute (f |η◦ι1)(g|η◦ι2) for each η ∈ Hom(Q1 ∪Q2 ↑
R;B). This requires # Hom(Q1 ∪Q2 ↑ R;B) scalar multiplications.
Next note that a scalar addition comes from each pair ηi, ηj ∈ Hom(Q1 ∪
Q2 ↑ R;B) with ηi ↓Q14Q2= ηj ↓Q14Q2= τ ∈ Hom(Q14Q2 ↑ R;B); in total,
# Hom((Q1 ∪Q2) ↑ R;B)−# Hom((Q14Q2) ↑ R;B) scalar additions. 
Lemma 5.5 gives a correspondence between C[Bn] and the configuration space of
the associated quiverQn0. With Theorem 5.11 below, we see that under this isomor-
phism multiplication of path algebra elements corresponds to restricted products
in the associated configuration spaces.
Theorem 5.11. Let B be a Bratteli diagram of highest grading at least n and let
f, g ∈ C[Bn]. Let Q1 and Q2 be the quivers of Figure 24 with paths p, q, and p′, q′,
respectively. Let q = p′ and let R = Q1 ∪Q2.
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Q1 R Q14Q2
Q2
0n
0n
n 0 0n
q
p
q′
p′ q′
q = p′
p
q′
p
Figure 24
Then under the isomorphisms φi : C[Bn] → A(Qi ↑ R;B) and φ : C[Bn] →
A(Q14Q2 ↑ R;B) of Lemma 5.5,
φ(fg) = φ1(f) ∗ φ2(g).
Proof. For P,Q paths of length n in B, let γPQ ∈ Hom(Q1;B) denote the morphism
that sends p to P and q to Q. Similarly, let µPQ ∈ Hom(Q2;B) (respectively,
τPQ ∈ Hom(Q14Q2;B)) denote the morphism that sends p′ to P and q′ to Q
(respectively, p to P and q′ to Q).
Let f =
∑
f |PQ(P,Q) ∈ C[Bn], g =
∑
g|PQ(P,Q) ∈ C[Bn]. Then
φ1(f) =
∑
γPQ∈Hom(Q1;B)
f |PQγPQ, φ2(g) =
∑
µPQ∈Hom(Q2;B)
g|PQγPQ,
and
φ1(f) ∗ φ2(g) =
∑
τPQ′∈Hom(Q14Q2↑R;B)
∑
η∈Hom(R;B)
η↓Q14Q2=τPQ′
f |η◦ι1g|η◦ι2τPQ′ .
A morphism η ∈ Hom(R;B) with η ↓Q14Q2= τPQ′ must send p to P , q′ to Q′,
and q, p′ to the same path, Q. Then η ◦ ι1 = γPQ, η ◦ ι2 = µQQ′ , and
φ1(f) ∗ φ2(g) =
∑
P,Q′
∑
Q
f |PQf |QQ′
 τPQ′ = φ(fg).

Corollary 5.12. For e the identity element of C[Bn], a restricted product with φ(e)
requires no arithmetic operations to compute.
5.2. Use of ‘∗’ in the SOV Algorithm. In this section we combine the results
of Section 5.1 with Section 3 to show how the restricted product is used in the SOV
algorithm.
Note that by Lemma 5.5, for f ∈ Xi = C[Bi+ ] ∩ Centralizer(C[Bi− ]), f |PQ = 0
unless P and Q are two paths that agree from level 0 to level i− and from level i+
to level n. The same is true for g ∈ Xj . Then Q1 and Q2 have form as in Figure
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25, and R has one of three possible forms, depending on the relation between i+,
i−, j+, and j− (see Figures 25, 26, 27).
Q1
Q2
R Q14Q2
0
0
n
n
0n
i−
i− i−
i+
i+ i+
j+
j+ j+
j−
j− j−
Figure 25. i− ≤ j− ≤ j+ ≤ i+
Q1
Q2
R Q1 4Q2
0
0
n
n
0n n 0
i−
i− i−
i+
i+ i+
j+
j+ j+
j−
j−
Figure 26. i− ≤ j− ≤ i+ ≤ j+
Q1 unionsqQ2
Q2
R Q1 4Q2
0
0
n
n
0n n 0
i−
i− i−
i+
i+ i+
j+
j+ j+
j−
j− j−
Figure 27. i− ≤ i+ ≤ j− ≤ j+
For xi ∈ Xi, let x˜i := φi(xi) ∈ A(Qi ↑ Qni ;B). By Theorem 5.11, for x1 ∈ X1
and x2 ∈ X2, the product x1x2 corresponds to the restricted product x˜1 ∗ x˜2 :
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A(Q1;B) × A(Q2;B) → A(Q14Q2;B), with the paths of Q1 and Q2 identified as
in Figures 25, 26, or 27.
More generally, for xi ∈ Xi and the paths of Qi identified as in Figures 25, 26,
27, the product x1x2 · · ·xm corresponds to the restricted product (x1 ∗ x2 ∗ · · · ∗
xm−1) ∗ xm : A(Q14· · ·4Qm−1;B)×A(Qm;B)→ A(Q14· · ·4Qm;B).
For xi ∈ Xi, let x˜i = φi(xi) as in Theorem 5.11. By Note 5.9, commutativity of
the restricted product ensures that x˜1 ∗ · · · ∗ x˜m = x˜σ(1) ∗ · · · ∗ x˜σ(m) for any σ ∈ Sm.
As in Section 3 let Qσi denote the quiver associated to Xσ(i).
Theorem 5.13. For xi ∈ Xi = C[Bi+ ] ∩ Centralizer(C[Bi− ]), σ ∈ Sm, and φ the
isomorphism of Lemma 5.5,
1. x1 · · ·xm = φ−1((((x˜σ(1) ∗ x˜σ(2)) ∗ x˜σ(3)) · · · x˜σ(m−1)) ∗ x˜σ(m))
2. This may be computed in at most
m−1∑
i=1
dimA(Qσ14· · ·4Qσi ∪Qσi+1;B) scalar
multiplications, and fewer additions.
Proof. Part 1 follows from Definition 5.8 and Theorem 5.11. To prove Part 2, apply
Lemma 5.10, note that the map φ−1 requires no operations to compute, and also
note that for any quiver R with subquiver Q, dimA(Q ↑ R;B) ≤ dimA(Q;B). 
Now let V σj := A(Q
σ
14· · ·4Qσj ;B) and for 2 ≤ j ≤ m−1 let ∗j : V σj−1×Xσ(j) →
V σj send (vj , xσ(j+1)) to vj ∗ x˜σ(j+1). Let ∗m(vm, xσ(m)) = φ−1(vm ∗ x˜σ(m)). Then
by Theorem 5.13, for wi = xσ(i),
x1 · · ·xm = (((w1 ∗2 w2) ∗3 w3) · · · ∗m wm)
as required by part II of the SOV approach, giving Theorem 3.8:
Theorem 5.14. [Restatement of Theorem 3.8] For xi and σ as in the SOV Ap-
proach 3.4, let Qσi denote the quiver such that Xσ(i)
∼= A(Qi;B). Then we may
compute
∑
y∈Y y˜Fy in at most
m−1∑
i=1
|Wi−1|dimA(Qσ14· · ·4Qσi ∪Qσi+1;B)
multiplications and
(|W0|−|W1|)+
m−1∑
i=1
(|Wi−1|−|Wi)|(dimA(Qσ14· · ·4Qσi ∪Qσi+1;B)−dimA(Qσ14· · ·4Qσi+1;B))
additions.
6. Determining the Dimension of Configuration Spaces
In Section 5 we developed aspects of the general quiver formalism to provide
the technical bedrock for the SOV algorithm (esp., the definitions of configuration
space and restricted product, and basic complexity counts in terms of morphisms).
The final step in computing the complexities of the algorithms outlined in Section 4
is to finally rewrite the morphism counts in terms of multiplicities for the restriction
of representations from one group algebra to another. That is the purpose of this
section. Here we accomplish this by adapting earlier work of Stanley’s on differential
posets [42], a context that can also be used for Bratelli diagrams. In this section
our main result is the final Corollary (Corollary 6.18) that computes # Hom(Q,B)
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Q1 = R1 After Labelling
MB(α
′
4, α
′
0)
α′0α
′
3
α′4
α′5
α0α3
α4
α5
MB(α
′
4, α
′
3)
MB(α
′
5, α
′
3)
MB(α
′
5, α
′
0)
Figure 28. Labelling Q1 using the procedure of Theorem 6.1.
(for a so-called ”n-toothed quiver” Q and Bratteli diagram B) in terms of spectral
information from ”up” and ”down” operators on the diagram. We apply these
results in Appendix D and Appendix E to give the explicit counts of Section 4.
6.1. General Morphism Counts. Recall from Note 5.4 that if Q is a finite sub-
quiver of R and B a locally finite quiver, dimA(Q ↑ R;B) = # Hom(Q ↑ R;B).
In the SOV approach, B is the Bratteli diagram associated to a chain of semisim-
ple algebras and hence locally finite, so in this section we give results to count
# Hom(Q ↑ R;B).
For B a locally finite graded quiver, α, β ∈ V (B), let MB(α, β) denote the
number of paths from β to α in B. Note that for B a Bratteli diagram, α, β ∈
V (B) correspond to irreducible representations γ, ρ and MB(α, β) = M(γ, ρ), as in
Definition 2.12.
Theorem 6.1. Let Q,R,B be graded quivers with Q a finite subquiver of R and B
locally finite. Then
# Hom(Q ↑ R;B) =
∑
φ∈Hom(V (Q)↑R;B)
∏
arrows
β→α
in Q
MB(φα, φβ)
Proof. A morphism specifies the image of each vertex and each arrow. This may
be counted by first fixing the image of each vertex and counting all possible arrow
images, then varying over all possible images of V (Q). 
Theorem 6.1 gives a procedure for computing # Hom(Q ↑ R;B). For a quiver
Q, let Qi denote the vertices of Q at level i. Then:
1. label each vertex αi ∈ Qi with a vertex α′i ∈ Bi such that this labeling
could extend to a map from R into B;
2. label each edge of Q from β to α by MB(α
′, β′);
3. multiply the labels and sum over all possible labellings.
Example 6.2. Let Q1 = R1 be as in Figure 28. Steps 1 and 2 then give the
labelling of the figure and by Theorem 6.1,
# Hom(Q ↑ R;B) =
∑
α′i∈Bi
MB(α
′
5, α
′
0)MB(α
′
5, α
′
3)MB(α
′
4, α
′
3)MB(α
′
4, α
′
0).
To further simplify counts, we first ‘smooth’ quivers before counting morphisms,
i.e. we remove superfluous vertices (see Corollary C.6 in Appendix C.1).
SEPARATION OF VARIABLES 33
Example 6.3. Let Q2 = R2 be as in Figure 29. Then for Q1, R1 as in Figure 28,
Corollary C.6 gives the isomorphism
A(Q2 ↑ R2;B) ∼= A(Q1 ↑ R1;B).
To compute # Hom(Q2 ↑ R2;B), remove vertices α2 and α1, then use the labelling
of Figure 28.
Q2 = R2
α0
α1
α2
α3
α4
α5
Figure 29. A quiver Q2 that ‘smooths’ to Q1.
6.2. Morphisms into Locally Free Bratteli Diagrams. In Section 6.1 we ob-
tained general quiver morphism counting results for B a locally finite quiver. For
locally free Bratteli diagrams we rewrite these results in terms of the dimensions of
the corresponding subalgebras.
Definition 6.4. A Bratteli diagram B is locally free if for each i ≥ 1, C[Bi] is
free as a module over C[Bi−1].
Example 6.5. For G a finite group, the Bratteli diagram associated to the chain
of group algebras C[G] = C[Gn] > · · · > C[G0] = C is locally free.
Let C[V (B)] denote the space of finitely supported linear combinations of vertices
of B, let Bi denote the vertices α ∈ V (B) with gr(α) = i, and let C[Bi] denote the
space of finitely supported linear combinations of vertices at level i in B. Define an
inner product 〈 , 〉 on C[V (B)] making the vertices orthonormal. As in [42] define
linear operators U and D on C[V (B)] by linearly extending the action on α ∈ Bi:
Uα =
∑
γ∈Bi+1
MB(γ, α)γ,
Dα =
∑
β∈Bi−1
MB(α, β)β,
where, by convention, if B has highest grading n, B−1 = ∅ = Bn+1 = Bn+2 = · · · .
Note 6.6. As the vertices of B are labeled by the irreducible representations of
C[Bi], elements of C[Bi] correspond to representations of the path algebra C[Bi].
In this context, U is induction and D restriction (see [19] Proposition 2.3.1).
Example 6.7. For Q1 as in Example 6.2, trace each arrow on the quiver by starting
at the root, moving up four levels to vertex α4, down to vertex α3, up two levels to
vertex α5, and back down to the root. It is then easily checked that
〈D5U2DU40ˆ, 0ˆ〉 = ∑α′i∈BiMB(α′5, α′0)MB(α′5, α′3)MB(α′4, α′3)MB(α′4, α′0)
= # Hom(Q ↑ R;B).
34 DAVID MASLEN, DANIEL N. ROCKMORE, AND SARAH WOLFF
In Corollary 6.18 we give explicit formulas for these inner products. For α ∈
V (B) and 0ˆ the root of B, let dα = MB(α, 0) and let di =
∑
α∈Bi dαα.
Lemma 6.8.
(i) For α ∈ Bi, 〈di, α〉 = dα.
(ii) di = U
i0ˆ,
Proof. Clear from definition and induction. 
Proposition 6.9. Let B be a Bratteli diagram. Then the following properties are
equivalent:
(i) B is locally free.
(ii) For each i and all β ∈ Bi−1, there exists λi ∈ C such that∑
α∈Bi
MB(α, β)dα = λidβ .
(iii) For each i, di is an eigenvector of DU .
(iv) For each i there exists λi ∈ C with DU i0ˆ = λiU i−10ˆ.
Proof. As this proof comes down to definitions and the fact that D is restriction
(cf. Note 6.6), we defer it to Appendix C.2. 
Corollary 6.10. Let B be a locally free Bratteli diagram and λi the eigenvalue of
DU associated to di−1. Then λi is integral and
(i) λi =
dimC C[Bi]
dimC C[Bi−1] ,
(ii) dimC C[Bi] =
i∏
j=1
λj.
Example 6.11. For a group algebra chain C[Gn] > · · · > C[G0], the corresponding
Bratteli diagram B is locally free and
λi =
dimC C[Bi]
dimC C[Bi−1] =
dimC C[Gi]
dimC C[Gi−1]
= |Gi/Gi−1|.
Theorem 6.13 below generalizes Theorem 3.7 of [42] and Theorem 2.3 of [43].
Definition 6.12. Let w = wl · · ·w1 be a word in U and D and let S = {i | wi =
D}. For each i ∈ S, let ai = #{D’s in w to the right of wi}, and similarly let
bi = #{U ’s in w to the right of wi}. If bi − ai ≥ 0 for all i ∈ S, we call w an
admissible word.
Theorem 6.13. Let B be a locally free Bratteli diagram and w = DdnUun · · ·Dd1Uu1
an admissible word in U and D. Then for s =
∑n
i=1 ui − di and α ∈ Bs,
〈w0ˆ, α〉 = dα
∏
i∈S
λbi−ai .
Proof. The proof comes down to inductively showing:
wk0ˆ =
∏
i∈Sk
λbi−ai
∑
α∈Bsk
dαα.
For full details, see Appendix C.2 
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For B a locally free Bratteli diagram and Q an n-toothed quiver, Theorem 6.13
allows us to determine # Hom(Q;B).
Definition 6.14. A quiver Q is n-toothed if it consists of 2n+ 1 (not necessarily
distinct) vertices γ0, . . . , γn, β1, . . . , βn and distinct arrows connecting γi−1 to βi
and γi to βi.
Example 6.15. The quiver of Figure 30 is an example of a 3-toothed quiver.
γ0
γ1
γ2
γ3
β1
β2
β3
Figure 30. A 3-toothed quiver.
Example 6.16. The quiver Q1 of Figure 28 is 2-toothed, with γ0 = α0, γ1 =
α3, γ2 = α0, β1 = α4, β2 = α5 .
Theorem 6.17. Let B be a locally free Bratteli diagram, Q an n-toothed quiver with
vertices γi at level li, βi at level mi. Then for w = D
mn−lnUmn−ln−1 · · ·Dm1−l1Um1−l0 ,∑
α∈Bln−l0
〈w0ˆ, α〉 = # Hom(Q;B).
Proof. Follows from Theorem 6.1 and induction. 
Corollary 6.18. Let B be a locally free Bratteli diagram, Q an n-toothed quiver with
vertices γi at level li, βi at level mi. Then for w = D
mn−lnUmn−ln−1 · · ·Dm1−l1Um1−l0 ,
# Hom(Q;B) =
∑
α∈Bln−l0
〈w0ˆ, α〉 =
∏
i∈S
λbi−ai
∑
α∈Bln−l0
dα.
Example 6.19. For Q1 as in Example 6.2, we see that
lo = l2 = 0, l1 = 3, m1 = 4, m2 = 5.
Then Bl2−l0 = B0 = 0ˆ and by Corollary 6.18, for w = D5U2DU4,
# Hom(Q1;B) = 〈w0ˆ, 0ˆ〉 = λ4λ5λ4λ3λ2λ1.
Note that this is the inner product of Example 6.7.
We use Corollary 6.18 in Appendix D and Appendix E to give many of the
complexity results needed for the proofs in Section 4.
7. Further Directions
The SOV approach produces savings by first treating the Fourier transform as
a collection of scalar equations and then recursively structuring the summation so
as to collect together irreducible matrix elements, viewed under the translation to
the path algebra as pairs of paths. Through this translation, a sequence of multi-
plications becomes a sequence of bilinear maps indexed by subgraphs. Efficiency
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counts are determined by the size of the factorization sets needed for these multi-
plications, as well as the number of occurrences of these subgraphs in the Bratteli
diagram. The resultant savings are dependent on the choice of factorization as well
as combinatorial path-counting methods used to provide the bounds in Appendix
D and Appendix E. Different choices of subgroups could provide better bounds,
and in fact some applications of the Fourier transform require particular chains of
parabolic subgroups [12, 14, 30], which we will investigate in further work.
In addition, our results can be generalized beyond Fourier transforms on groups.
In fact, the path algebra isomorphism of Corollary 2.16 is true for the Bratteli
diagram associated to any semisimple algebra. In work being prepared for publica-
tion, we extend the SOV approach to Fourier transforms on semisimple algebras and
determine complexity results for the Hecke, Brauer and Birman-Wenzl-Murakami
algebras [36].
Appendix A. Gel’fand-Tsetlin Bases and Adapted Representations
In Section 2 we introduce adapted bases and systems of Gel’fand Tsetlin bases.
Here we make the formal connection between adapted bases of a group algebra
chain and systems of Gel’fand Tsetlin bases for the corresponding chain of path
algebras.
Definition A.1. Given a Bratteli diagram B, a representation of B assigns
to each α ∈ V (B) a linear space Vα and to each edge e ∈ E(B) a linear map Le :
Vs(e) → Vt(e). Given two representations ({Vα}α∈V (B), {Le}e∈E(B)), ({Wα}α∈V (B), {Se}e∈E(B)),
of B, a morphism m : V →W is a family of linear maps {mα : Vα →Wα}α∈V (B)
such that the diagram
Vs(e)
Le−−→ Vt(e)
ms(e) ↓ ↓ mt(e)
Ws(e)
Se−−→ Wt(e)
commutes for all e ∈ E(B).
A model representation of B is a representation of B such that for all e ∈
E(B), Le is injective, and for all nonroot vertices α ∈ V (B),
Vα =
⊕
t(e)=α
Im(Le).
Definition A.2. Given a chain of group algebras {C[Gi]}, a model representa-
tion for {C[Gi]} is a model representation of the corresponding Bratteli diagram
B such that:
(i) for each α ∈ V (B) at level i, Vα is the representation space of the represen-
tation of C[Gi] corresponding to α,
(ii) for each e ∈ E(B) from level i to level i + 1, Le is C[Gi]-equivariant, i.e.,
for ρs(e) the representation of C[Gi] corresponding to s(e) and ρt(e) the
representation of C[Gi+1] corresponding to t(e), the diagram
Vs(e)
Le−−→ Vt(e)
ρs(e) ↓ ↓ ρt(e)
Vs(e)
Le−−→ Vt(e)
commutes for all e ∈ E(B).
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A model representation of an algebra chain has a natural basis of paths:
Lemma A.3. Given a model representation of a chain of subalgebras with Bratteli
diagram B, the collection of distinct paths in B from the root to a vertex α ∈ V (B)
corresponds to a choice of basis for Vα.
Proof. Consider the space Vβ corresponding to the root β, i.e., Vβ is the representa-
tion space of C[B0] = C, so Vβ is one-dimensional. Now let α be a vertex in B with
gr(α) = 1. Then Vα =
⊕
t(e)=α
Im(Le) ∼=
⊕
t(e)=α
Vβ since Le is injective. Induction
gives the result. 
Thus, given an irreducible representation ρ of C[Gi] corresponding to a vertex α
in the Bratteli diagram associated to the chain of group algebras, there is a basis for
the representation space of ρ indexed by the paths from the root to α. We call such
a basis a Gel’fand-Tsetlin basis, as in Definition 2.18. Given a model representation
of a Bratteli diagram B, Lemma A.3 gives a system of Gel’fand-Tsetlin bases for
B. In fact, these are equivalent concepts:
Theorem A.4. A system of Gel’fand-Tsetlin bases for a Bratteli diagram B uniquely
determines a model representation for B. Conversely, a model representation uniquely
determines a system of Gel’fand-Tsetlin bases for B.
Proof. Both require a choice of vector space for each vertex of B, so we need only
show how a choice of basis corresponds with linear maps Le for each edge e.
Given a system of bases and an edge e ∈ B, a basis vector for Vs(e) corresponds
to a path P from the root to s(e). Then e◦P is a path from the root to t(e), which
corresponds to a basis vector for Vt(e). In other words, we have an injection of Vs(e)
into Vt(e).
Conversely, given a model representation and a vertex α, every path from the
root to α corresponds to an injection of C into Vα. Since
Vα =
⊕
t(e)=α
Im(Le),
the union of the distinct images of 1 ∈ C over the collection of injections gives a
basis for Vα as we vary over all possible paths from the root to α. 
Remark A.5. The equivalent definitions of Gel’fand-Tsetlin bases and model rep-
resentations coincide with the notion of a complete set of adapted representations
for chains of groups. Clearly a model representation for the group algebra chain
gives rise to an adapted basis since the isomorphism
Vα =
⊕
t(e)=α
Im(Le) ∼=
⊕
e∈E(B),
t(e)=α
Vs(e)
describes how the representation space Vα decomposes at level i− 1. Equivariance
of the maps Le then gives the decomposition of the representation ρα.
Further, a complete set R of inequivalent irreducible representations adapted
to a chain of subgroups Gn > Gn−1 > · · · > G0 determines the paths in the
Bratteli diagram B of the group algebra chain by drawing M(ρ, γ) arrows from a
representation γ ∈ R of Gi to a representation ρ ∈ R of Gi+1. Then a set of bases
for the representation spaces of the representations in R determines a system of
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Gel-fand Tsetlin bases for the group algebra chain, and so by Theorem A.4 a model
representation.
Appendix B. Restricted Product Lemmas
In this Appendix, we prove the associativity of the restricted product defined in
Section 5.
Lemma B.1. Let B be a locally finite graded quiver and R a graded quiver with
finite subquivers Q1, Q2, . . . , Qm such that Qi∩Qj ∩Qk has no edges for all i 6= j 6=
k. Let Q4i denote the quiver Q14· · ·4Qi and let Q∪i denote the quiver Q1∪· · ·∪Qi.
Then for fi ∈ A(Qi;B), f1 ∗ f2 ∗ · · · ∗ fm is independent of bracketing. Moreover,
for τ ∈ Hom(Q4m;B) and ιk the natural injection Qk ↪→ R,
(f1 ∗ f2 ∗ · · · ∗ fm)|τ =
∑
η∈Hom(Q∪m↑R;B),
η↓
Q
4
m
=τ
m∏
k=1
fk|η◦ιk . (9)
Proof. We first prove (9) inductively, as associativity clearly follows. For n = 2,
(9) is the definition of the restricted product f1 ∗ f2.
Now suppose (9) holds for n− 1. Since Qi ∩Qj ∩Qk = ∅,
[(Q14· · ·4Qn−1) ∪Qn] ∩ [Q1 ∪ · · · ∪Qn−1] = Q14· · ·4Qn−1, (10)
and
[(Q14· · ·4Qn−1) ∪Qn] ∪ [Q1 ∪ · · · ∪Qn−1] = Q1 ∪ · · · ∪Qn. (11)
By the induction hypothesis,
(f1∗· · ·∗fn−1∗fn)|τ =
∑
η∈Hom(Q4n−1∪Qn↑R;B)
η↓
Q
4
n
=τ
∑
µ∈Hom(Q∪n−1↑R;B)
µ↓
Q
4
n−1
=η↓
Q
4
n−1
(
n−1∏
k=1
fk|µ◦ιk · fn|η◦ιn
)
.
By (10) and (11), each choice of µ and η which agree on their intersection, the
subquiver Q4n−1, uniquely determines a morphism γ ∈ Hom(Q∪n ↑ R;B) such that
γ ↓Q14···4Qn= η ↓Q14···4Qn= τ,
γ ◦ ιk = µ ◦ ιk, for 1 ≤ k ≤ n− 1,
γ ◦ ιn = η ◦ ιn.

Appendix C. Quiver Counts
In Section 6., we rewrite morphism counts in terms of multiplicities of represen-
tations and dimensions of subgroup algebras (Corollary 6.18). Here we give the
details needed for the proofs of Section 6.
C.1. Smoothing Quivers. An important simplification in morphism counts is to
remove superfluous vertices from quivers, i.e., ‘smooth’ them.
Definition C.1. A quiver B factors at level i if there are no arrows from a
vertex α ∈ V (B) with gr(α) < i to a vertex β ∈ V (B) with gr(β) > i.
Example C.2. Let B be a Bratteli diagram with highest grading n. Then for all
0 ≤ i ≤ n, B factors at level i.
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Definition C.3. Let Q be a quiver with a vertex v that is the target of exactly one
arrow, e1, and the source of exactly one arrow, e2. To smooth Q at v, remove v
and replace e1 and e2 with an arrow from the source of e1 to the target of e2. To
smooth Q, smooth Q at all possible v.
Example C.4. The quiver Q′ of Figure 31 results from smoothing the quiver Q.
Q Q′
012 02
Figure 31. Smoothing Q
Lemma C.5. Let B be a graded quiver that factors at level i, R a graded quiver
with subquiver Q, and v a vertex of Q at level i such that Q can be smoothed at v.
Let Q′ (respectively R′) be the quiver obtained by smoothing Q (respectively R) at
v. Then # Hom(Q ↑ R;B) = # Hom(Q′ ↑ R′;B).
Proof. Let φ ∈ Hom(Q′ ↑ R′;B) and let f be the arrow in Q′ resulting from
smoothing Q at v. Then f replaced two arrows, e1, e2 in Q, with t(e1) = v, s(e2) =
v. Further, s(e1) = s(f), t(e2) = t(f), so φ(f) is a path in B from a vertex α with
gr(α) < i to a vertex β with gr(β) > i. Since B factors at level i, this path contains
a vertex, v′, with gr(v′) = i. Let e′1 be the subpath of f starting at the source of
f and ending at v′. Similarly, let e′2 be the subpath of f starting at v
′ and ending
at the target of f .
Denote by φ˜ the morphism in Hom(Q ↑ R;B) such that:
φ˜(e1) = e
′
1, φ˜(e2) = e
′
2
φ˜(ei) = φ(ei), for i 6= 1, 2,
φ˜(vj) = φ(vj), for vj 6= α, β, v′.
Clearly φ→ φ˜ is a bijection. 
Corollary C.6. Let B be a Bratteli diagram, R a graded quiver with subquiver Q,
and Q′ (respectively R′) the quiver obtained by smoothing Q (respectively R). Then
# Hom(Q ↑ R;B) = # Hom(Q′ ↑ R′;B).
C.2. Properties of Locally Free Quivers. We give the details of the proofs of
Proposition 6.9 and Theorem 6.13 of Section 6.
Proposition C.7 (Proposition 6.9). Let B be a Bratteli diagram. Then the follow-
ing properties are equivalent:
(i) B is locally free.
(ii) For each i and all β ∈ Bi−1, there exists λi ∈ C such that∑
α∈Bi
MB(α, β)dα = λidβ .
(iii) For each i, di is an eigenvector of DU .
(iv) For each i there exists λi ∈ C with DU i0ˆ = λiU i−10ˆ.
Proof. Statements (ii), (iii), and (iv) are equivalent by definition and Lemma 6.8.
For example:
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(iii)⇒ (iv) DU i0ˆ = DUdi−1 = λidi−1 = λiU i−10ˆ
(iv)⇒ (iii) DUdi = DU i+10ˆ = λi+1U i0ˆ = λi+1di
We leave the remaining equivalences of (ii), (iii), and (iv) to the reader.
To show the equivalence of (i) and (iv), recall from Note 6.6 that elements
of C[Bi] correspond to representations of C[Bi], i.e. C[Bi]-modules. Under this
identification, the regular representation of C[Bi] corresponds to the sum∑
α∈Bi
dαα = di ∈ C[Bi].
Since D is restriction ([19][Proposition 2.3.1]), the restriction of the regular repre-
sentation of C[Bi] to C[Bi−1] corresponds to Ddi = DUdi−1.
(i)⇒(iv) For B locally free, C[Bi] is free as a module over C[Bi−1] with rank λi ∈ C.
Then the regular representation of C[Bi] decomposes in C[Bi−1] as λi copies
of the regular representation of C[Bi−1]. Thus,
DU i0ˆ = DUdi−1 = Ddi = λidi−1 = λiU i−10ˆ.
(iv)⇒(i) DUdi−1 = Ddi = λidi−1 and so dimC C[Bi] = λi dimC C[Bi−1]; hence λi is
rational and positive. To show λi integral, let
λi =
p
q , gcd(p, q) = 1, p, q > 0.
Let m = gcd(dβ) over all β ∈ Bi−1, so dβm an integer for all β ∈ Bi−1. Then
1
m
p
q
∑
β∈Bi−1
dββ =
1
m
λidi−1
=
1
m
DUdi−1
=
1
m
∑
α∈Bi
∑
β∈Bi−1
MB(α, β)dαβ
=
∑
α∈Bi
∑
β∈Bi−1
MB(α, β)2
dβ
m
β.
Then the coefficient of β is an integer and thus q|dβm for all β ∈ Bi. But
m = gcd(dβ), and thus q = 1, making λi an integer.

Theorem C.8 (cf. Theorem 6.13). Let B be a locally free Bratteli diagram and
w = DdnUun · · ·Dd1Uu1 an admissible word in U and D. Then for s = ∑ni=1 ui−di
and α ∈ Bs,
〈w0ˆ, α〉 = dα
∏
i∈S
λbi−ai .
Proof. To be admissible, di, ui > 0 for all 1 ≤ i ≤ n and
i∑
j=1
dj ≤
i∑
j=1
uj .
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Let Sk = {i ∈ S|i ≤
∑k
j=1(dj + uj)} let sk =
∑k
i=1 ui − di, and let wk =
DdkUuk · · ·Dd1Uu1 . We prove inductively that
wk0ˆ =
∏
i∈Sk
λbi−ai
∑
α∈Bsk
dαα.
Note that w1 = D
d1Uu1 . Then S1 = {u1 + 1, u1 + 2 . . . , u1 + d1} and for all
i ∈ S1, bi = u1 and ai = i−u1− 1. By Proposition 6.9, Lemma 6.8, and induction,
w10ˆ =
∏
i∈S1
λbi−ai
∑
α∈Bs1
dαα
Now suppose true for n− 1. Then
w0ˆ = wn0ˆ
= DdnUunwn−10ˆ
= DdnUun
∏
i∈Sn−1
λbi−aiU
sn−1 0ˆ
=
∏
i∈Sn−1
λbi−aiD
dnUun+sn−1 0ˆ,
and the same argument as in the base case gives the result. 
Appendix D. Combinatorial Lemmas for the Weyl Groups
The SOV approach reduces Theorem 1.1 (respectively, Theorem 1.2) to counting
the number of morphisms of the quivers of Figure 14 into the Bratteli diagram of
Bn (respectively, Dn). In this section we consider the Bratteli diagrams associated
to Bn and Dn to provide the bounds used in the proofs of Theorems 1.1 and 1.2.
Note that Lemmas D.2, D.3, D.6, D.7 and Corollaries D.5 and D.8 all hold for
n ≥ 2, i ≥ 2.
D.1. The Weyl Group Bn. The Bratteli diagram B associated to the chain
C[Bn] > C[Bn−1] > · · · > C is a generalization of Young’s diagram — inequivalent
irreducible representations of C[Bi] are indexed by pairs of partitions (λ1, λ2), of k
and l, respectively, with k+ l = i. Pairs (λ1, λ2), (µ1, µ2) are connected by an edge
if either λ1 may be obtained from µ1 by adding a box, or if λ2 may be obtained
from µ2 by adding a box [37] (see Figure 32). Note that this is a multiplicity-free
diagram.
( , )
( , ∅)
(∅, )
( , ∅)
(∅, )
( , ∅)
(∅, )
(∅, ∅)
Figure 32. Bratteli diagram for B2
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Theorem D.1. For J ni as in Figure 14 and B the Bratteli diagram associated to
the Weyl group Bn, # Hom(J ni ↑ Q;B) ≤ 2|Bn|.
Proof. By Theorem 6.1, we see that # Hom(J ni ↑ Q;B) is equal to the sum∑
αj ,βj∈Bj
MB(βn, βi)MB(βi, βi−1)MB(βi−1, αi−2)MB(βi, αi−1)MB(αi−1, αi−2)dαi−2dβn
=
∑
αj ,βj∈Bj
MB(βn, βi)MB(βi, αi−2)MB(βi, αi−1)MB(αi−1, αi−2)dαi−2dβn
≤MB(Bi, Bi−2)
∑
αj ,βj∈Bj
MB(βn, βi)MB(βi, αi−1)MB(αi−1, αi−2)dαi−2dβn ,
for MB(Bi, Bj) := maxMB(αi, αj) over all αi ∈ Bi, αj ∈ Bj . By Corollary 6.18,
# Hom(J ni ↑ Q;B) = MB(Bi, Bi−2)〈DnUn0ˆ, 0ˆ〉
= MB(Bi, Bi−2)|Bn|.
Lemma D.2 below shows that MB(Bi, Bi−2) ≤ 2. Thus
# Hom(J ni ↑ Q;B) ≤ 2|Bn|.

Lemma D.2. MB(Bi, Bi−2) ≤ 2
Proof. Suppose not. Then since B is multiplicity-free, we must have distinct pairs
of partitions κ = (κ1, κ2),, ρ = (ρ1, ρ2),, γ = (γ1, γ2), η = (η1, η2), and λ = (λ1, λ2)
as in Figure 33.
level j
level j − 1
level j − 2
κ
γ ρη
λ
Figure 33. Subquiver of B if MB(Bi, Bi−2) > 2
Pairs of partitions are adjacent in B if one is acquired from the other by adding
a single box; hence either ρ1 = λ1 or ρ2 = λ2. The same holds for η, γ. Similarly,
κ1 = ρ1 or κ2 = ρ2 and the same holds for η, γ.
Without loss of generality, we need only consider the following two cases:
Case 1: ρ1, η1, γ1 = λ1.
If κ1 6= λ1, then κ2 = ρ2, γ2, η2, but then ρ = η = γ, a contradiction.
If κ1 = λ1 then κ2 is obtained from λ2 by adding two boxes, which may be done
in at most two ways, so η, γ, ρ are not all distinct, a contradiction.
Case 2: ρ1 = λ1 = η1 and γ2 = λ2.
If κ1 = λ1 then since γ1 6= λ1, we see that κ1 6= γ1. Thus, κ2 = γ2. But then
(κ1, κ2) = (λ1, λ2), a contradiction.
Now if κ1 6= λ1, then κ2 = ρ2, η2, but then ρ = η, a contradiction.

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The following two lemmas provide a bound for dimA(Hni ↑ G;B), for Hni as in
Figure 14.
Lemma D.3.
(1) # Hom(Hni ↑ G;B) =
|Bn−1|
|Bi−1|# Hom(H
i
i ↑ G;B)
(2) # Hom(Hii ↑ G;B) =
2(i−1)|Bi−1|+
∑
(β1i−1,β
2
i−1)=
βi−1∈Bi−1
(jmp(β1i−1)+jmp(β
2
i−1))(jmp(β
1
i−1)+jmp(β
2
i−1)+1)d
2
βi−1 ,
where jmp denotes the jump of a partition, i.e, the number of ways to remove a
single box to form a new partition.
Proof. To prove (1), first note by Theorem 6.1, # Hom(Hni ↑ G;B) equals∑
αj ,βj∈Bj
MB(βn−1, βi−1)MB(βi−1, βi−2)MB(αi, αi−1)MB(αi, βi−1)MB(αi−1, βi−2)dαi−1dβn−1 .
By Corollary 6.18,∑
βn−1∈Bn−1
MB(βn−1, βi−1)dβn−1 = 〈Dn−iUn−10ˆ, βi−1〉
= λn−1λn−2 · · ·λidβi−1
=
|Bn−1|
|Bi−1| dβi−1 .
Then # Hom(Hni ↑ G;B) equals
|Bn−1|
|Bi−1|
∑
αj ,βj∈Bj
MB(βi−1, βi−2)MB(αi, αi−1)MB(αi, βi−1)MB(αi−1, βi−2)dβi−1dαi−1
=
|Bn−1|
|Bi−1|# Hom(H
i
i ↑ G;B).
To prove (2),
# Hom(Hii ↑ G;B) =
∑
αj ,βj∈Bj
MB(βi−1, βi−2)MB(αi, αi−1)MB(αi, βi−1)MB(αi−1, βi−2)dβi−1dαi−1
=
∑
αi−1 6=βi−1
+
∑
αi−1=βi−1
,
for
∑
αi−1 6=βi−1
=
∑
αj ,βj∈Bj
αi−1 6=βi−1
MB(βi−1, βi−2)MB(αi, αi−1)MB(αi, βi−1)MB(αi−1, βi−2)dβi−1dαi−1
and
∑
αi−1=βi−1
=
∑
αj ,βj∈Bj
αi−1=βi−1
MB(βi−1, βi−2)2MB(αi, βi−1)2(dβi−1)
2.
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First suppose αi−1 = (α1i−1, α
2
i−1), βi−1 = (β
1
i−1, β
2
i−1) are distinct pairs of parti-
tions. Then they jointly determine αi = (α
1
i , α
2
i ). Thus, the sum
∑
αi−1 6=βi−1
becomes
∑
βi−2∈Bi−2
αi−1 6=βi−1∈Bi−1
MB(βi−1, βi−2)MB(αi−1, βi−2)dαi−1dβi−1
=
∑
βi−2∈Bi−2
αi−1,βi−1∈Bi−1
MB(βi−1, βi−2)MB(αi−1, βi−2)dβi−1dαi−1 −
∑
βj∈B
αi−1=βi−1
MB(βi−1, βi−2)2(dβi−1)
2
=
|Bi−1|
|Bi−2|
∑
βj ,αj∈Bj
MB(αi−1, βi−2)dβi−2dαi−1 −
∑
βj∈Bj
αi−1=βi−1
MB(βi−1, βi−2)2(dβi−1)
2
=
|Bi−1|
|Bi−2|
∑
αi−1∈Bi−1
(dαi−1)
2 −
∑
βj∈Bj
αi−1=βi−1
MB(βi−1, βi−2)2(dβi−1)
2
=
|Bi−1|2
|Bi−2| −
∑
βi−1∈Bi−1
(jmp(β1i−1) + jmp(β
2
i−1))(dβi−1)
2,
and so∑
αi−1 6=βi−1
= 2(i− 1)|Bi−1| −
∑
βi−1∈Bi−1
(jmp(β1i−1) + jmp(β
2
i−1))(dβi−1)
2. (12)
Now suppose αi−1 = βi−1. Then αi is obtained from βi−1 by adding a box to
β1i−1 or β
2
i−1, while βi−2 is obtained from βi−1 by removing a box from β
1
i−1 or
β2i−1. Thus,∑
αi−1=βi−1
=
∑
βi−1∈Bi−1
(jmp(β1i−1) + jmp(β
1
i−2))(jmp(β
1
i−1) + jmp(β
1
i−2) + 2)(dβi−1)
2.
(13)
Summing equations (12) and (13) gives (2). 
Lemma D.4. For any pair of partitions (β1i , β
2
i ) with |β1i |+ |β2i | = i,
(jmp(β1i ) + jmp(β
2
i ))(jmp(β
1
i ) + jmp(β
2
i ) + 1) ≤ 6i
Proof. Let k = |β1i |, l = |β2i |, ak = jmp(β1i ), and al = jmp(β2i ). Then k+ l = i and
by [29, Lemma 5.3],
ak(ak + 1) ≤ 2k, al(al + 1) ≤ 2l.
Then
(jmp(β1i ) + jmp(β
2
i ))(jmp(β
1
i ) + jmp(β
2
i ) + 1) = (ak + al)(ak + al + 1)
= ak(ak + 1) + al(al + 1) + 2akal
≤ 2k + 2l + 2(2i)
≤ 6i.

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Combining Lemmas D.3 and D.4 gives the following bound:
Corollary D.5. # Hom(Hni ↑ G;B) ≤ 4(i−1)n |Bn|.
D.2. The Weyl Group Dn. The Bratteli diagram B associated to the chain
C[Dn] > C[Dn−1] > · · · > C is similar to the Bratteli diagram associated to the
Weyl group Bn in that irreducible representations of C[Di] are indexed by pairs of
partitions, (λ1, λ2) of k and l, respectively, with k + l = i. However, if λ1 6= λ2,
the irreducible representation indexed by (λ1, λ2) is the same as that indexed by
(λ2, λ1). If λ1 = λ2 = λ then two distinct irreducible representations are indexed
by the pair (λ, λ), and denoted by (λ, λ)+ and (λ, λ)− [37] (see Figure 34). Note
that this is a multiplicity-free diagram.
( , )
( , )
( , ∅)
( , ∅)
( , ∅)
( , )+
( , )−
( , ∅)
( , ∅)
( , ∅) (∅, ∅)
Figure 34. Bratteli diagram for D3
Lemma D.6. MB(Di, Di−2) ≤ 3.
Proof. Suppose not. Then since B is multiplicity-free, there exist pairs of partitions
κ = (κ1, κ2), ρ = (ρ1, ρ2), γ = (γ1, γ2), η = (η1, η2), µ = (µ1, µ2), and λ = (λ1, λ2)
connected in B as in Figure 35.
level j
level j − 1
level j − 2
κ
γρη µ
λ
Figure 35. Subquiver of B if MB(Di, Di−2) > 3.
However, the proof of Lemma D.2 dictates that no three of η, µ, γ, ρ are distinct
pairs of partitions. Thus, without loss of generality,
(η1, η2) = (α, α)
+, (µ1, µ2) = (α, α)
−, (γ1, γ2) = (β, β)+, (ρ1, ρ2) = (β, β)−,
for α, β distinct partitions of j−12 . Then as in the proof of Lemma D.2, either
λ1 = η1 = α or λ2 = η2 = α. Without loss, suppose λ1 = α. Then since α 6= β, λ2
must be β. However, |λ1|+ |λ2| = |α|+ |β| > j − 2, a contradiction. 
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Lemma D.6 is used in the proof of Theorem 1.2 to give a bound on dimA(J ni ↑
G;B), for J ni as in Figure 14. The following two lemmas provide a bound for
dimA(Hni ↑ G;B), for Hni as in Figure 14.
Lemma D.7.
(1) # Hom(Hni ↑ G;B) =
|Dn−1|
|Di−1|# Hom(H
i
i ↑ G;B),
(2) for i odd, # Hom(Hii ↑ G;B) is at most
|Di−1|2
|Di−2| +
∑
(α,α)±∈Bi−1
(jmp(α))(jmp(α) + 1)(d(α,α)+)
2+∑
(β1i−1,β
2
i−1)=
βi−1∈Bi−1
(jmp(β1i−1) + jmp(β
2
i−1))(jmp(β
1
i−1) + jmp(β
2
i−1) + 1)d
2
βi−1 ,
(3) for i even, # Hom(Hii ↑ G;B) is at most
2
|Di−1|2
|Di−2| + 2
∑
(β1i−1,β
2
i−1)=
βi−1∈Bi−1
(jmp(β1i−1) + jmp(β
2
i−1))(2 jmp(β
1
i−1) + 2 jmp(β
2
i−1) + 3)d
2
βi−1 ,
where jmp denotes the jump of a partition, i.e., the number of ways to
remove a single box to form a new partition.
Proof. Part (1) follows from the proof of Lemma D.3.
To prove (2), consider note that # Hom(Hii ↑ G;B) equals
=
∑
αj ,βj∈Bj
MB(βi−1, βi−2)MB(αi, αi−1)MB(αi, βi−1)MB(αi−1, βi−2)dβi−1dαi−1
=
∑
αi−1 6=βi−1
+
∑
αi−1 6=βi−1
αi−1=(α,α)±=βi−1
+
∑
αi−1=βi−1
,
For∑
αi−1 6=βi−1
:=
∑
αj ,βj∈Bj
αi−1 6=βi−1
MB(βi−1, βi−2)MB(αi, αi−1)MB(αi, βi−1)MB(αi−1, βi−2)dβi−1dαi−1 ,
over partitions αi−1 6= βi−1 such that if αi−1 = (α, α)± then βi−1 6= (α, α)±,∑
αi−1 6=βi−1
αi−1:=(α,α)±
=βi−1
:=
∑
αj ,βj∈Bj
αi−1 6=βi−1
αi−1=(α,α)±=βi−1
MB(βi−1, βi−2)MB(αi, αi−1)MB(αi, βi−1)MB(αi−1, βi−2)dβi−1dαi−1 ,
and ∑
αi−1:=βi−1
:=
∑
αj ,βj∈Bj
αi−1=βi−1
MB(βi−1, βi−2)2MB(αi, βi−1)2(dβi−1)
2.
As in the proof of Lemma D.3,∑
αi−1 6=βi−1
≤ |Di−1|
2
|Di−2| −
∑
βi−1∈Bi−1
(jmp(β1i−1) + jmp(β
2
i−1))(dβi−1)
2, (14)
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the inequality appearing because if βi−1 = (α, α), jmp(α) + jmp(α) is an overesti-
mate since (α, β) represents the same representation as (β, α) in B. Similarly, the
proof of Lemma D.3 gives∑
αi−1=βi−1
≤
∑
βi−1∈Bi−1
(jmp(β1i−1) + jmp(β
2
i−1))(jmp(β
1
i−1) + jmp(β
2
i−1) + 2)(dβi−1)
2.
(15)
Now suppose αi−1 6= βi−1 and αi−1 = (α, α)± = βi−1. Then∑
αi−1 6=βi−1
αi−1=(α,α)±=βi−1
=
∑
αj ,βj∈Bj
(α,α)±
MB((α, α)±, βi−2)2MB(αi, (α, α)±)2(d(α,α)±)2
≤
∑
(α,α)±∈Bi−1
jmp(α)(jmp(α) + 1)(d(α,α)±)
2. (16)
Summing equations (14), (15), and (16) gives part (2).
To prove (3), note that in this case
# Hom(Hii ↑ G;B) =
∑
αi−1 6=βi−1
+
∑
αi−1=βi−1
,
since i− 1 is odd so (α, α)± /∈ Bi−1. However, pairs of partitions of this form may
be found at levels i and i− 2.
First suppose αi−1 6= βi−1. Then as in the proof of Lemma D.3 they jointly
determine αi = (α
1
i , α
2
i ). This means that they jointly determine at most two pairs
of partitions (if α1i = α
2
i ). Thus∑
αi−1 6=βi−1
≤ 2
∑
βi−2∈Bi−2
αi−1 6=βi−1∈Bi−1
MB(βi−1, βi−2)MB(αi−1, βi−2)dαi−1dβi−1
= 2
|Di−1|2
|Di−2| − 2
∑
βi−1∈Bi−1
(jmp(β1i−1) + jmp(β
2
i−1))(dβi−1)
2, (17)
as in the proof of Lemma D.3.
Now suppose αi−1 = βi−1. As before there are jmp(β1i−1) ways to obtain β
1
i and
jmp(β2i−1) ways to obtain β
2
i , but to account for when β
1
i = β
2
i , we overcount by
multiplying by 2. The same holds for the number of ways to obtain αi−2 from βi−1.
Thus,∑
αi−1βi−1
≤
∑
βi−1∈Bi−1
2(jmp(β1i−1)+jmp(β
2
i−1))2(jmp(β
1
i−1)+jmp(β
2
i−1)+2)(dβi−1)
2.
(18)
Summing equations (D.2) and (18) gives part 3. 
Combining Lemma D.7 with Lemma D.4 gives the following bound:
Corollary D.8. # Hom(Hni ↑ G;B) ≤ 20(i−1)n |Dn|.
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Appendix E. The General Linear Group
The SOV approach reduces Theorem 1.3 to counting the number of morphisms
of the quivers of Figure 19 into the Bratteli diagram of Gln(q). In this section
we use known results on the number of conjugacy classes and the multiplicities of
representations of Gln(q) to provide the bounds used in the proof of Theorem 1.3.
Theorem E.1. For Hnj the quiver of Figure 19 and B the Bratteli diagram for the
subgroup chain Gln(q) > Gln−1(q) > · · · > {e},
dimA(Hnj ↑ Q;B) ≤ 22j−4qj−2
qj−1(qj − 1)
qn−1(qn − 1) |Gln(q)|.
Proof. By Theorem 6.1, we see that # Hom(Hnj ↑ Q;B) is equal to the sum∑
αi,βi∈Bi
MB(βn−1, βj−1)MB(βj−1, βj−2)MB(αj , βj−1)MB(αj , αj−1)MB(αj−1, βj−2)dαj−1dβn−1
≤MB(Glj−1, Glj−2)2|Gˆlj−2(q)|
∑
αi,βi∈Bi
MB(βn−1, βj−1)MB(αj , βj−1)MB(αj , αj−1)dαj−1dβn−1 ,
for MB(Gi, Gj) = MB(Gi(q), Gj(q)) := maxMB(αi, αj) over all αi ∈ Bi, αj ∈ Bj
and |Gˆi(q)| the number of conjugacy classes of Gi(q). By Corollary 6.18,
# Hom(Hnj ↑ Q;B) ≤MB(Glj−1(q), Glj−2(q))2|Gˆlj−2(q)|〈Dn−1Un−jDU j 0ˆ, 0ˆ〉
= MB(Glj−1(q), Glj−2(q))2|Gˆlj−2(q)|λjλn−1λn−2 · · ·λ1
= MB(Glj−1(q), Glj−2(q))2|Gˆlj−2(q)| |Glj(q)||Glj−1(q)| |Gln−1(q)|.
By [33, Lemma 5.9], M(Glj(q), Glj−1(q)) ≤ 2j−1 and |Gˆlj(q)| ≤ qj . Thus, since
dimA(Hnj ↑ Q;B) = # Hom(Hnj ↑ Q;B),
dimA(Hnj ↑ Q;B) ≤ 22j−4qj−2qj−1(qj − 1)|Gln−1(q)|
= 22j−4qj−2
qj−1(qj − 1)
qn−1(qn − 1) |Gln(q)|

Theorem E.2. For J nj the quiver of Figure 19,
dimA(Hnj ↑ Q;B) ≤ 22j−4qj−2
qj−1(qj − 1)
qn−1(qn − 1) |Gln(q)|.
Proof.
dimA(Jj ↑ Q;B) =
∑
αi,βi∈Bi
MB(βn−1, βj−1)MB(αj , βj−1)MB(αj , αj−2)2dαj−2dβn−1
≤MB(Glj(q), Glj−2(q))
∑
αi,βi∈Bi
MB(βn−1, βj−1)MB(αj , βj−1)MB(αj , αj−2)dαj−2dβn−1
= MB(Glj(q), Glj−2(q))〈Dn−1Un−jDU j 0ˆ, 0ˆ〉
= MB(Glj(q), Glj−2(q))
|Glj(q)|
|Glj−1(q)| |Gln−1(q)|.
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By [33, Lemma 5.9], M(Glj(q), Glj−2(q)) ≤ 22j−3qj−1. Thus,
dimA(Jj ↑ Q;B) ≤ 22j−3qj−1 q
j−1(qj − 1)
qn−1(qn − 1) |Gln(q)|.

E.1. Factoring Coset Representatives of GLn(Fq). In this section we provide
the set of coset representatives and their factorizations used in the proof of Theorem
1.3 by developing a correspondence between Gln(q)/Gln−1(q) and the set Zn =
{z = (x1y1, . . . , xnyn) | x,y ∈ (Fq)n, y · x = 1}.
Define an action of Gln(q) on Zn via A.z = (x˜1y˜1, . . . , x˜ny˜n), for y˜ = yA
−1, x˜ =
(AxT )T . Note that the action of A preserves y · x. For 1 = (0, . . . , 0, 1), we show
(Theorem E.5) that
Zn = Orb(1).
Note that Gln−1(q), viewed as a subgroup of Gln(q), stabilizes 1, so the orbit-
stabilizer theorem gives a bijection between Zn = Orb(1) and Gln(q)/Gln−1(q)
through the correspondence
g.1←→ gGln−1(q). (19)
Thus, writing z = A1 · · ·Am.1 for each z ∈ Zn gives a factorization of the cor-
responding coset representative. We find a factorization in which each matrix
Ai = A
⊕
In−2 for A ∈ Gl2(q).
Lemma E.3. Suppose z = (x1y1, x2y2) ∈ Z2 with x1y1 + x2y2 6= 0. Then there
exists a matrix A ∈ Gl2(q) and y′2, x′2 ∈ F×q such that
A.z = (0, x′2y
′
2).
Proof.
Case 1: x1 = 0. Let A =
(
1 0
y1
y2
1
)
. Note that for all possible choices of z ∈ Z2,
there are q possibilities for A.
Case 2: x1 6= 0, y1 = 0. Let A =
(
1 −x1x2
0 1
)
. Note there are q − 1 possibilities for
A.
Case 3: x1 6= 0, y1 6= 0. Let A =
(−x2
x1
1
1 y2y1
)
. Note there are q2 possibilities for A.
Note further that for z1 := x1y1 and z2 := x2y2 fixed and nonzero,
A =
(−x2
x1
1
1 z2z1
x1
x2
)
,
and there are q − 1 possibilities for A.

We use Lemma E.3 to systematically write z ∈ Zn in form
z = A1A2 · · ·Ak.1,
with Ai ∈ Gln(q). Recall that p is the characteristic of Fq.
Proposition E.4. Let z˜ ∈ Zn. Then there is a permutation matrix pi ∈ Gln(q),
b ∈ F×q , and i ≥ 1 such that pi.z˜ = z with:
(i) z1 + · · ·+ zj 6= 0 for all i ≤ j ≤ n,
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(ii) z1 = · · · = zi = b,
(iii) p|(i− 1).
Proof. Let z˜ = (z˜1, . . . , z˜n) ∈ Zn. Note that z˜1+ · · ·+ z˜n = 1 6= 0. Let j be an index
(if it exists) such that z˜1 + · · · z˜n − z˜j 6= 0. Note that for a permutation matrix pi,
pi.z˜ = (z˜pi(1), . . . , z˜pi(n)).
Permute z˜ to make z˜j the last entry, then delete z˜j to produce a vector of length
n − 1. Repeat until no such index exists, and let i be the length of the resultant
vector, z. Then clearly z1+· · ·+zj 6= 0 for all i ≤ j ≤ n. Further, z1+· · ·+zi−zk = 0
for all 1 ≤ k ≤ i; in particular, z1 = · · · = zi = b ∈ F×q . Finally note that
z1 + · · ·+ zi−1 = (i− 1)b = 0 and so p|(i− 1). 
In light of Proposition E.4, let
Si(n) = {z ∈ Zn| z satisfies (i) and (ii) of Proposition E.4}.
Theorem E.5. For p 6= 2 and z ∈ Si(n), there exist invertible matrices uj , u′j , vj , tj ∈
Glj(q) ∩ Centralizer(Glj−2(q)), such that
vn · · · vi+1ui · · ·u2p+1t2pu′2p+1u2p−1 · · ·up+1tp(u′p+1)up−1 · · ·u2.z = 1.
Proof. Let z ∈ Si(n) and let i > p. Note that z =
(
b, . . . , b, zi+1, . . . , zn
)
, and
since z1 + z2 = 2b 6= 0, by Lemma E.3, there is a matrix A ∈ Gl2(q) such that
A.(z1, z2) =
(
0, x′2y
′
2
)
with y′2x
′
2 = 2b. Let u2 = A
⊕
In−2 ∈ Gln(q). Then
u2.z =
(
0, 2b, b, . . . , b, zi+1, . . . , zn
)
.
Repeat this process, defining matrices u3, u4, . . . , up−1 (i.e., find the matrix A guar-
anteed by Lemma E.3, and let uj = Ij−2
⊕
A
⊕
In−j). Note that
up−1 · · ·u3u2.z =
(
0, . . . , 0, (p− 1)b, b, b, b, . . . , b, zi+1, . . . , zn
)
.
Since zp−1 + zp = pb = 0, we cannot use Lemma E.3. Instead, define (u′p+1) as
above and let tp be the permutation matrix of the transposition (p− 1 p). Then
tpu
′
p+1up−1 · · ·u2.z =
(
0, . . . , 0, (p− 1)b, 2b, b, b, . . . , b, zi+1, . . . , zn
)
,
and since now zp−1 + zp 6= 0, define up+1 as before so that
up+1tpu
′
p+1up−1 · · ·u2.z =
(
0, . . . , 0, 0, (p+ 1)b = b, b, b, . . . , b, zi+1, . . . , zn
)
Repeat this process through definition of the matrix ui, so that
ui · · ·u2.z =
(
0, . . . , 0, z1 + · · ·+ zi, zi+1, . . . , zn
)
.
Since z1 + · · ·+ zj 6= 0 for all i ≤ j ≤ n, we use Lemma E.3 to find the appropriate
2x2 matrix Aj so that for vj = Ij−2
⊕
Aj
⊕
In−j ,
vn · · · vi+1ui · · ·u2.z =
(
0, . . . , 0, z1 + · · ·+ zn
)
=
(
0, . . . , 0, 1
)
.
For i < p analogous arguments apply without needing the matrices tp.

Remark E.6. By Lemma E.3, there are (q − 1) possibilities for each uj and q2
possibilities for each vj .
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By Proposition E.4,
Xn =
⋃
pi∈Sn
⋃
1≤i≤n
p|(i−1)
piSi(n)
and so by Expression 19 a complete set of coset representatives for
Gln(q)/Gln−1(q) is contained in {pisi| 1 ≤ i ≤ n, p | (i− 1), si ∈ Si(n)}, with each
si of form:
si = u2 · · ·up−1u′p+1tpup+1 · · ·uivi+1 · · · vn.
Finally, we note that similar results hold in the p = 2 case.
Theorem E.7. For p = 2, i ≥ 3 odd, (y,x) ∈ Si(n), there exist invertible matrices
aj , bj , cj , vj ∈ Glj(q) ∩ Centralizer(Glj−2(q))
such that
z = a3b2c3 · · · aibi−1civi+1 · · · vn.1.
Note that there are (q−1) choices for aj and bj , that cj is completely determined
by aj and bj , and that there are q
2 choices for vj .
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