A multiscale finite element framework for additive manufacturing process modeling by Yashchuk, Ivan
Master’s Programme in Mechanical Engineering
A multiscale finite element
framework for additive
manufacturing process
modeling
Ivan Yashchuk
MASTER’S
THESIS
Aalto University
MASTER’S THESIS 2018
A multiscale finite element framework
for additive manufacturing process
modeling
Ivan Yashchuk
Thesis submitted in partial fulfillment of the requirements
for the degree of Master of Science in Technology.
Otaniemi, April 3, 2018
Supervisor: Prof. Antti Hannukainen
Aalto University
School of Engineering
Master’s Programme in Mechanical Engineering
Aalto University, P.O. Box 11000, FI-00076 Aalto www.aalto.fi
Abstract of master’s thesis
Author
Ivan Yashchuk
Title of thesis
A multiscale finite element framework for additive manufacturing process
modeling
Master’s programme Mechanical Engineering
Thesis supervisor Prof. Antti Hannukainen
Thesis advisor Anssi Laukkanen
Date April 3, 2018 Number of pages 5+51 Language English
Abstract
This thesis describes a finite element framework for solving partial differential
equations with highly varying spatial coefficients. The goal is to model the heat
transfer in a heterogeneous powder medium of the selective laser melting process.
An operator based framework is developed and the implementation details are
discussed. The main idea of the work is based on the two level domain decompo-
sition and construction of special operators to transfer the system between the
coarse and fine levels. The system of equations is solved on a coarse level and
the solution is transferred to the fine level. The operators are computed using
Localized Orthogonal Decomposition (LOD) method. The method is applied to
several numerical experiments and an optimal convergence rates in the H1 and
L2 norms are observed. The computational efficiency of LOD is studied and its
limitations are discussed.
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1. Introduction
Additive manufacturing (AM) processes for metallic materials open up
possibilities for creating functional components that are fabricated directly
from a digital model. Even though the technology is over twenty years
old, it started to gain popularity in commercial manufacturing quite re-
cently. Manufacturing of parts is done layer-by-layer allowing one to create
complex shapes and to control the microstructure of the final part.
During fabrication, metallic AM parts experience a repeated melting and
solidification, resulting in the complex thermal history. These factors intro-
duce complexities to the analysis of microstructural evolution. Models are
needed at multiple length scales to account for the structural details and to
understand the basic physical processes that are active in the performance
response of these materials. Component performance simulations require
development of models at multiple length scales. Multiscale model and
algorithm that will incorporate knowledge of the microstructure within the
macro-scale continuum representation is needed [1].
1.1 Challenges for Selective Laser Melting process simulation
Powder scale models for Selective Laser Melting (SLM) process capture the
details of laser interaction with the powder. These models give temperature
and time histories of the melt pool, with applications to real-time process
diagnostics and microstructure development.
SLM simulation has heterogeneities on different length scales resulting
in a requirement of a fine mesh in order to get accurate results. Traditional
homogenization techniques, or upscaling techniques, aim at simplifying
properties of heterogeneous materials, replacing by the ’homogenized’ one,
with fictive material properties, homogenized material should be a good
approximation of the original heterogeneous material. Having homogenized
material description the problem can be relatively accurately solved on
a coarse grid. In the realistic case, many problems have high contrast
and non-periodicity in material coefficients and upscaling methods do not
provide accurate and robust solutions to these problems.
1
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1.2 Multiscale methods
Multiscale methods have been developed in attempt to overcome the draw-
backs of traditional homogenization techniques. These methods rely on
a coarse representation of the underlying finescale domain to create a
reduced problem. They are capable of producing an approximation of the
solution on the fine scale defined with the exact heterogenous properties
opposed to the upscaling, which provides solutions only for a coarse scale.
The idea behind the multiscale methods is to use basis functions that
restrict the equations from the fine grid to a coarser grid having fewer
unknowns. At the coarse grid the equations can be solved more efficiently.
New basis functions are used to prolong the coarse scale solution to the
original fine scale. The basis functions are constructed so that fine scale
heterogeneities are preserved.
Unfortunately, the total computational cost of getting the solution by
a multiscale method is about the same as for solving the same problem
discretized on the fine scale. However, multiscale methods can potentially
give savings in the computational cost. In this thesis, the heat equation is
used to model the temperature distribution and evolution in SLM process.
The heat equation is time-dependent and when discretized in time needs to
be solved repeatedly. Since the temporal changes in varying coefficient are
usually moderate compared to the spatial variability, it is seldom necessary
to perform the local problem computations for every iteration in time. The
re-computation will be needed only in regions undergoing the phase change.
The more solutions to the local problem are reused the more efficient the
method should be. It needs to mention that the local problems are usually
formulated in such a way that they are independent and can be easily
parallelized.
There is a variety of different methods to treat multiscale problems nu-
merically. One example for such a method is the Heterogenous Multiscale
Method (HMM), which was introduced in [2]. The fine-scale behavior is
reconstructed only in a few cells around quadrature points and to trans-
fer the gained information to a macroscopic equation, which uses a local
average of this information. Another example is the Multiscale Finite Ele-
ment Method (MsFEM) developed by Hou and Wu [3]. A set of multiscale
basis functions is constructed by adding fine-scale features to the original
basis functions. Then, the original problem is posed and solved in the
low-dimensional space that is spanned by the multiscale basis. Main focus
in this work is Localized Orthogonal Decomposition (LOD) [4], which is
the modification of the Variational Multiscale Method (VMM). VMM was
introduced in [5] and is based on a splitting of the original solution space
into a direct sum of a coarse space and a fine space. This results in a
coupled coarsescale and finescale equations.
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1.3 Outline
The present contribution focuses on the development of a multiscale solver
for problems with highly varying spatial coefficients, with application to
modeling the SLM process. Some parts of the physical model are simplified
and do not represent all physical phenomena of the process, e.g. the
mechanical response is not simulated, heat convection and evaporation
as well as shrinkage effects are neglected. Therefore, also no attempt is
made to compare the result in detail with experimental data. However, the
implementation is validated against known analytical exact solutions. The
computed solutions of the multiscale solver are compared to the standard
formulation of finescale problems.
The thesis is organized as follows: in the next chapter the thermal model
is introduced, with description of the laser and powder models. In chapter 3
the temporal and spatial discretizations of the problem are specified. Then
the solution method for multiscale problems, introduced in chapter 3, is
presented in chapter 4. Chapter 5 is devoted to discussing implementation
of the solver. Chapter 6 discusses numerical examples and compares the
efficiency of the standard and multiscale solvers.
3
2. Selective Laser Melting process model
2.1 Physical phenomena
In its initial state, the selective melting process consists of a powder bed
with a certain porosity, deposited on top of consolidated layers acting as
a substrate. When a laser passes over the powder, the laser beam melts
the powder particles forming a melt pool. To achieve full melting, enough
heat should by supplied by the laser. The melt pool also penetrates to the
substrate below, in order to have the melted powder and the previous layers
melted together. When the laser has finished passing over a layer, a new
layer of powder is deposited, and the process is repeated layer-by-layer.
Powder
Substrate
Laser
Melt pool
Figure 2.1. Schematic representation of SLM process
Figure 2.1 presents an illustration of a selective laser melting process for
a single layer of powder. The relevant physical phenomena that need to
be considered in the model of the SLM process are described in [6]. Main
phenomena that are included in the present thermal model are:
• Laser-powder interaction
The absorption coefficient of a material determines the amount of
energy supplied by the laser that is absorbed and the amount re-
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flected. Several laser irradiation models exist, one common approach
is modelling the heat input as a surface Gaussian heat flux. The laser
absorption within the powder bed is governed by multiple reflections
of incident laser rays within the open-pore system of the powder bed,
each with partial absorption of the incident radiation. Therefore, the
net absorptivity of powder beds is considerably higher than the value
known for flat surfaces and, moreover, the laser beam energy source
should be modelled as a volumetric heat source distributed over the
powder bed thickness, as opposed to a surface heat source.
• Phase change
During the SLM process the deposited powder melts due to the pass-
ing laser and solidifies afterwards. The equations that govern the
energy balance of phase transformation are commonly referred to as
the Stefan-Neumann problem. Evaporation and condensation can
also be present in the process, however, these effects are not added
to the model. Shrinkage due to melting is also not considered in the
present study.
• Conduction
Heat conduction to consolidated material is modelled using Fourier’s
law q = −κ(T )∇T , where q is the heat flux, κ(T ) is the temperature-
dependent conductivity and ∇T is the temperature gradient. The
amount of heat transferred via conduction to the powder depends
on the porosity of the powder and the conductivity of the gas filling
the pores. The thermal conductivity of powder is much smaller than
the conductivity in the solidified phase [7]. One common approach
is to rely on a model for an effective, homogenized powder bed con-
ductivity. However, in the characterization of SLM processes, one
is often interested in length scales comparable to the powder layer
thickness or laser beam spot size. Because powder bed mesoscopic
heterogeneities in form of individual particles are on the same length
scale, the application of continuum models can often only be consid-
ered as a rough estimate of the underlying heat transfer processes.
Typically, powder particle sizes in the range of 10µm-50µm, layer
thicknesses in the range of 20µm-100µm and laser beam spot sizes in
the range of 20µm-200µm are employed. In the present study, powder
medium is modelled to consist of individual powder particles with
a gas between them. This is the main difference from most other
models presented in the literature which use homogenized continuum
for the powder region.
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2.2 Governing equations
There are several ways of modeling a phase change, which form two main
groups: fixed grid methods and variable grid (front tracking) methods. The
variable grid methods treat the moving front explicitly and aim at aligning
the grid nodes with the position of the interface. An overview of different
methods is presented in [8]. The fixed grid method is used in this work
because of its simplicity of formulation. The energy balance at the moving
interface is implicitly accounted in the fixed grid methods and the interface
position can be obtained a posteriori from the temperature field.
In a numerical context, one of the major problems in modeling the solidi-
fication phase change is dealing with latent heat evolution [9].
Let Ω ⊂ Rd be a non-empty bounded domain with boundary ∂Ω, where d
is the number of space dimensions. Let us consider the governing nonlinear
transient heat conduction equation with phase changes in the form given
in [10]
∂H
∂t
−∇ · (κ∇T ) = r in Ω, (2.1)
written in terms of volumetric enthalpy H = H(T ) and temperature T =
T (x),x ∈ Ω, where t is the time, κ is the thermal conductivity and r is the
laser heat source.
The governing heat equation (2.1) is subject to the boundary conditions
T = Tw on ΓD,
(κ∇T ) · n = q on ΓN ,
(2.2)
where ΓD and ΓN are non-overlapping portions of ∂Ω, Tw is the prescribed
temperature on ΓD and q is the prescribed heat flux ΓN . The initial condi-
tion is set as
T (x, t = 0) = T0(x) in Ω. (2.3)
The equation (2.1) must hold throughout the system irrespective of phase.
When the domain splits in multiple phases additional boundary conditions
(the so-called Stefan conditions) should be satisfied at the interface(s) Γ. In
the case of isothermal phase-change, the domain separates into a solid (Ωs)
and liquid (Ωl) regions such that Ω = Ωs ∪ Ωl, and the following conditions
must be satisfied at the phase front Γ:
Ts = Tl = Tm on Γ,
(κs∇Ts) · ns + (κl∇Tl) · nl − ρLs · nl = 0 on Γ,
(2.4)
where κ, T , and n are the thermal conductivity, temperature, and the unit
vector normal to Γ with the subscripts s and l refer to solid and liquid
phases, respectively, Tm is the melting temperature, ρL is the latent heat
and s is the interface velocity.
In the case of non-isothermal phase-change, the Stefan conditions (2.4)
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must be satisfied at each interface between different phases to enforce local
energy balance. However, the formulation of the problem (2.1) implicitly
includes the heat balance conditions (2.4) as shown in [11]. In the numerical
implementation of isothermal phase-change, an artificial mushy region is
introduced to the system to take care of the discontinuity between phases.
Therefore, in the numerical context, we always treat the problem at hand
as non-isothermal phase-change. This is a reasonable assumption, if the
phase change range is kept small.
Sensible heat is the thermal energy exchanged by a thermodynamic
system, which directly affects the temperature of the system. Latent heat
is the released or absorbed thermal energy associated with the phase
change. The volumetric enthalpy function can be expressed as a sum of
sensible and latent heat:
H(T ) = Hsensible +Hlatent =
∫ T
Tref
ρc(T )dT + ρLg(T ), (2.5)
where Tref is an arbitrary reference temperature, ρc(T ) is the material heat
capacity, L is the latent heat and g(T ) is the local liquid volume fraction.
The liquid phase fraction for the isothermal phase-change case is defined
by a Heavyside step function:
g˜(T ) =
{
0 T ≤ Tm
1 T > Tm
. (2.6)
The step function g˜(T ) is regularized by a continuous and differentiable
hyperbolic-tangent function with two parameters, defined for all T :
g(T ;Tc, Rs) =
1
2
[
1 + tanh
(
Tc − T
Rs
)]
, (2.7)
where Tc is the central value (around which regularization is happening),
and Rs is the smoothing radius. This regularized phase fraction function is
also used to regularize discontinuous functions representing the variation
of material functions (conductivity, heat capacity, latent heat) across the
phase interfaces as
f(T ; g) = fs(T ) + g(fl(T )− fs(T )), (2.8)
where fl, fs are the imposed values in the liquid and solid phases.
With enthalpy definition (2.5) rewriting of equation (2.1) leads to the
temperature based phase-change model:
ρc
∂T
∂t
−∇ · (κ∇T ) = r − ρL∂g
∂t
in Ω. (2.9)
When the latent heat term is removed from equation (2.9), classical tran-
sient heat conduction equation without phase-change is recovered. Latent
7
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Tm
g
T
0
1
(a) Heavyside step phase function
Rs = 1× 10−2
Rs = 5× 10−2
Rs = 1× 10−1
Tm
g
T0
1
(b) Regularized phase function
Figure 2.2. Liquid phase fraction function g
heat effects are the primary sources of non-linearities.
2.3 Laser model
Heating due to the laser is represented by the r term in Equation (2.9).
There exist several possibilities for the heating model. The one that is
used in this work was created specifically for the case of laser-powder inter-
action. The laser model described in [12] was derived using the radiation
transfer equation. The following description of the model is adapted from
[13].
Powder
Substrate
I(z, θ)
θ
0
z
Z
L
Q0
Figure 2.3. Laser radiation transfer in a powder layer on a substrate. Adapted from [12].
Gusarov et al. assume that the powder can be considered as absorbing
scattering medium. Therefore, the radiation transfer equation (RTE) can be
used to describe the laser energy transfer. Radiative transfer is the physical
phenomenon of energy transfer in the form of electromagnetic radiation.
The RTE says that as a beam of laser travels, it loses energy to absorption,
gains energy by emission, and redistributes energy by scattering [14].
A powder with layer thickness Lp is subject to heating with a laser in
the normal direction to the powder surface. Nominal power density of a
laser is denoted as Q0. The radiation in the powder bed is gathered with
8
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the intensity I(z′, θ). Prime notation of the coordinates indicates that it
corresponds to the powder surface coordinates before melting. The RTE
takes the form
µ
∂I(z′, µ)
∂z′
= −βhI(z′, µ) + βhω
2
∫ 1
−1
I(z′, µ˜)P (µ˜, µ) dµ˜, (2.10)
where βhI(z′, µ) is the extinction of the radiation, and the second term is a
scattering effect in the z′ direction. µ = cos θ, βh is the extinction coefficient,
ω is the albedo (a measure for reflectance or optical brightness of a surface),
and P (µ˜, µ) is the scattering phase function.
After applying boundary conditions and and integration of Equation (2.10)
gives the definition for the normalized power density q as
q =
Q
Q0
=
ρha
(4ρh − 3)D
(
(1− ρ2h)e−λ((1− a)e−2aξ
′
+ (1 + a)e2aξ
′
)
−(3 + ρhe−2λ)((1 + a− ρh(1− a))e2a(λ−ξ′) + (1− a− ρh(1 + a))e2a(ξ′−λ))
)
− 3(1− ρh)(e
−ξ − ρheξ′−2λ)
4ρh − 3 , (2.11)
where a =
√
1− ρh, the optical thickness λ = βhLp, ξ′ = βhz′ is a dimension-
less coordinate in the z-direction of the powder, and D is
D = (1− a)(1− a− ρh(1 + a))e−2aλ − (1 + a)(1 + a− ρh(1− a))e2aλ.
In the end, the laser heating r is defined as
r(x′, y′, z′) = −βhQ0 ∂q
∂ξ′
, (2.12)
where x′, y′ are the coordinates in the tangential direction of the powder
surface, Q0 is defined as
Q0 = Qm
(
1− rh
R
)2 (
1 +
rh
R
)2
for 0 < rh < R, (2.13)
where r2h = x′2 + y′2 is the radial distance of a given point from the axis
projection point, Qm come from the definition of the effective total laser
power We as
We = 2π
∫ R
0
Q0(r)r dr =
π
3
R2Qm. (2.14)
The parameters needed for the Gusarov laser model are as follows: the
effective total power of the laser We, the laser beam radius R, the extinction
coefficient βh, and the hemispherical reflectivity of the powder ρh. Full
derivation of the model is presented in [12].
The depth profiles of the normalized power density q and volumetric
heat source r in the powder layer versus dimensionless depth ξ for various
values of optical depth λ at the reflectivity of dense material ρh = 0.7 are
9
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Figure 2.4. Realization of dimensionless radiative flux q = Q/Q0 in the powder layer
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
0.1
0.2
0.3
0.4
0.5
−d
q/
d
ξ
λ = 1
λ = 2
λ = 3
λ = 4
ξ = βhz
Figure 2.5. Realization of volumetric heat source r/(βhQ0) in the powder layer
presented in Figures 2.4, 2.5.
2.4 Powder model
Powder bed consists of metal particles and gas between them. Thermal
conductivity of gas is almost zero, thus thermal conductivity field for the
powder bed varies rapidly and non-periodically. To perform simulation
of the SLM process we need a model for the powder bed which mimics
the real properties, like powder size distribution, packing density. For
simplicity, it is assumed that the powder bed consists of spherical particles
10
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not necessary of the same size. For particle size characterization log-normal
distribution is commonly used [15]. To generate the powder bed a Monte-
Carlo simulation model described in [16] is adopted. It is an iterative
algorithm to simulate random packings of log-normal distributed particles.
The algorithm consists of the following steps:
1. Generate n particles with the desired size distribution. The probabil-
ity density function of particle r is:
z(r) =
1√
2πσr
e−
(ln r−µ)2
2σ2 , (2.15)
where µ is the mean size and σ is the standard deviation.
2. Calculate the size of the bounding box:
L0 =
(
1
φ0
n∑
i=1
4
3
πr3i
)1/3
, (2.16)
where φ0 is the target packing density of the powder bed, ri is the
radius of the ith particle and L0 is the side length of the bed.
3. Generated particles are uniformly distributed within the bounding
box.
4. Overlap oij is calculated for every particle pair using the formula:
oij =
ri + rj − dij
ri + rj
, (2.17)
where dij is the distance between ith and jth particles.
5. For each particle that overlaps other the new position is calculated as
R⃗newi =
1
ni
ni∑
j=1
(
R⃗j + (R⃗i − R⃗j)ri + rj
dij
)
, (2.18)
where R⃗newi is the new location for the ith particle, ni is the number
of particles overlapping particle i. If a particle neither overlaps nor
contacts others, it is moved to contact its nearest neighbor.
6. Repeat last two step until overlap rate drops below a specified thresh-
old or maximum iteration number is reached.
11
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Figure 2.6. Simulated powder packing.
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3. Time and space discretization
3.1 The finite element method
Abstract variational formulation
Let V be some Hilbert space, a : V ×V → R be a continuous and V -elliptic
(coercive) bilinear form and L : V → R be a continuous linear form. The
abstract variational problem written in the canonical form is: Find u ∈ V
such that:
a(u, v) = L(v), ∀v ∈ V. (3.1)
The problem (3.1) has a unique solution according to Lax-Milgram Theorem
[17].
The finite element method (FEM) is developed to approximate the solution
of PDEs in the variational formulation. The main idea of the FEM is to
replace the Hilbert space V in which the variational formulation is posed
by a finite-dimensional subspace Vh. Then the discrete variational problem
can be written as a linear system, which can be solved using a computer.
The problem (3.1) is replaced by the following discrete problem: Find
uh ∈ Vh ⊂ V such that:
a(uh, vh) = L(vh), ∀vh ∈ Vh. (3.2)
To solve problem (3.2) a basis {φi}Ni=1 of Vh with N = dim(Vh) is defined. The
discrete solution uh can be represented in the basis of Vh as uh =
∑N
i=1 uiφi.
This leads to rewriting the problem (3.2) as following:
N∑
j=1
uja(φj, φi) = L(φi), for 1 ≤ i ≤ N, (3.3)
which is a system of N linear equations with N unknowns. In matrix form,
the linear system (3.3) can be represented as:
Au = b, (3.4)
where A = (aij) ∈ RN,N is the matrix with elements aij = a(φj, φi), for all
13
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1 ≤ i, j ≤ N , u = (ui)1≤i≤N is the solution vector and b = (L(φi))1≤i≤N is the
load vector.
Due to the V -ellipticity of the bilinear form a(·, ·), the matrix A is positive
definite and system (3.4) has a unique solution.
Construction of the finite element function space
The finite-dimensional space Vh is usually called the finite element space.
Let T be a family of shape regular, conforming partitions of the domain Ω
such that ⋃
K∈T
K = Ω.
A family of partitions T is called shape regular provided that there exists a
number τ > 0 such that every K in T contains a circle of radius ρK with
ρK ≥ hKτ , where hK is the diameter of K [18]. In a conforming partition,
edges and faces of neighboring cells match exactly. A partition K is called
cell and may typically have a shape of intervals, triangles, quadrilaterals,
tetrahedrons or hexahedrons. These cells form a mesh of the domain Ω.
The maximum diameter of an element in T is denoted with h and called
the mesh size.
Ciarlet defines the finite element by a triple (K,V ,L) [19]:
• the cell K is a bounded, closed subset of Rd (for d = 1, 2, 3, . . . ) with
nonempty interior and piecewise smooth boundary;
• the space V = V(K) is a finite-dimensional function space on K of
dimension n;
• the set of degrees of freedom (nodes) L = {ℓ1, ℓ2, . . . , ℓn} is a basis for
the dual space V ′, that is, the space of bounded linear functionals on
V.
Typically, a nodal basis {φKi }nKi=1 satisfying ℓi(φKj ) = δij for 1 ≤ i, j ≤ n is
used for V [20].
In this thesis the most common finite element is used, which is the P1
Lagrange element. The corresponding finite element space Vh is defined as
Vh(T ) := {v ∈ C0(Ω) | v|K is a polynomial of degree 1, for every K ∈ T }.
Due to the local support of the nodal basis functions, the resulting matrix
A has a sparse structure, i.e. it has many zero entries.
In this thesis, all of the FEM associated routines: construction of finite
element spaces, assembly of matrices and vectors, solving linear systems,
etc. are done using open-source library called FEniCS Project [20].
Finite element error estimation
A computed finite element solution uh is an approximation to the exact
solution u and the discretization error is e = u− uh. In order to measure
efficiency of the given method we need error estimates which tell us how
fast the error decreases as we decrease the mesh size. A priori error
14
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estimates show the convergence rate of a finite element method. The finite
element error is expressed as ∥u− uh∥ in some norm ∥·∥.
Consider the linear variational problem (3.2). The bilinear form a and
the linear form L are continuous, this is, there exists a constant C > 0 such
that
a(v, w) ≤ C ∥v∥V ∥w∥V , ∀v, w ∈ V, (3.5)
L(v) ≤ C ∥v∥V , ∀v ∈ V. (3.6)
Furthermore, since the bilinear form a is V -elliptic, there exist a constant
α > 0 such that
a(v, v) ≥ α ∥v∥2V ∀v ∈ V. (3.7)
Since all vhinVh are also in V , we can choose v = vh in problem (3.1). After
subtracting equation (3.2) from equation (3.1) we get
a(u−uh, vh) = a(u, vh)− a(uh, vh) = L(vh)−L(vh) = 0, ∀vh ∈ Vh ⊂ V. (3.8)
Equation (3.8) is known as Galerkin orthogonality and tells that the error e
is orthogonal to the space Vh. Using coercivity and continuity of the bilinear
form a we have
α ∥u− uh∥2V ≤ a(u− uh, u− uh) =
a(u− uh, u− vh) + a(u− uh, vh − uh) =
a(u− uh, u− vh) ≤ C ∥u− uh∥V ∥u− vh∥V , ∀vh ∈ Vh. (3.9)
Then the following error estimate, also called Cea’s lemma, is obtained
∥u− uh∥V ≤
C
α
∥u− vh∥V , ∀vh ∈ Vh. (3.10)
Note that the bilinear form a is also an inner product, because it is sym-
metric. We may use the energy norm defined as ∥·∥E = a(·, ·)1/2, then uh is
the a-projection onto Vh and Cea’s lemma states that
∥u− uh∥E = infvh∈Vh ∥u− vh∥E , ∀vh ∈ Vh, (3.11)
in other words uh minimizes the error in the energy norm over all function
in Vh, alternatively uh is the best possible approximation of u in the sub-
space Vh. Figure 3.1 illustrates a-projection of u ∈ V onto the subspace Vh
as well as the error u− uh.
Let Πhu be the piecewise linear interpolant of u, then Cea’s lemma to-
gether with the choice v = Πhu yields an a priori error estimate for uh:
there exist an interpolation constant Ci independent of h such that:
∥u− uh∥E ≤ ∥u− Πhu∥E ≤ Cih
D2u
L2
. (3.12)
That means that in the case when P1 Lagrange elements are used and the
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Vhuh
u− uhu
Figure 3.1. a-projection of u ∈ V onto the subspace Vh.
solution u is smooth the finite element method has first order convergence
rate in the energy norm.
3.2 Discretization of the heat equation
A common way of solving time-dependent PDEs, such as problem (2.9), by
the finite element method is to first approximate the time derivative by a
finite difference. It produces a sequence of stationary problems, which are
transformed into a weak formulation.
Here and after the solution to PDE is denoted as u, and f governs all
source terms of Equation (2.9). Let ∆t denote a constant time-step, then a
quantity φn is an approximation of φ(t) at time t = tn = n∆t, where n is an
integer counting time intervals. A finite difference discretization in time
begins with taking a sample of PDE at some time interval, tn:(
∂u
∂t
)n
= ∇ · (κ∇un) + fn. (3.13)
A backward Euler discretization of the time derivative is chosen because
this discretization is unconditionally stable:(
∂u
∂t
)n
≈ u
n − un−1
∆t
. (3.14)
Substituting expression (3.14) into Equation (3.13) gives
un − un−1
∆t
= ∇ · (κ∇un) + fn. (3.15)
Equation (3.15) is the time-discrete version of the heat equation. The result
is a sequence of steady-state problems for un, assuming un−1 is known from
the previous time step:
un −∆t∇ · (κ∇un) = un−1 +∆tfn, n = 0, 1, 2, . . . (3.16)
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A finite element method is used to solve Equation (3.16), it requires trans-
forming the equation into weak form. The equation is multiplied by an
arbitrary test function v and Green’s formula is applied. The arising weak
form can be written as:
a(u, v) = L(v), ∀v ∈ V, (3.17)
where
a(un, v) :=
∫
Ω
(unv +∆tκ∇un · ∇v) dx, (3.18)
L(v) :=
∫
Ω
(
un−1v +∆tfnv
)
dx. (3.19)
The heat transfer problem (2.9) includes nonlinear source term and mate-
rial parameters c and κ may be defined to be nonlinear as well. Therefore,
Newton’s method is applied to linearize the problem.
Let un,k be an approximation to the unknown un. We seek a correction δu
such that
un,k+1 = un,k + δu (3.20)
fulfills the nonlinear problem. The idea of Newton’s method is to insert
un,k+1 in the PDE, apply Taylor expansion to the nonlinearities and keep
only terms that are linear in δu and then iteratively update un,k+1 with
solutions δu until convergence.
In order to apply the Newton’s method to the weak formulation, the
Equation 3.17 is regarded as F (u; v) = 0, where a nonlinear form is defined
as
F (u; v) := L(v)− a(u, v). (3.21)
Then, starting from an initial guess un,0 = un−1, the sequence un,k is con-
structed by solving for each inner iteration k:
DF (un,k; δu, v) = −F (un,k; v), ∀v ∈ V, (3.22)
where DF (un,k; δu, v) is the Gateaux derivative of F (un,k; v) at un,k in the
direction of δu and defined as
DF (un,k; δu, v) := lim
τ→0
d
dτ
F (un,k + τδu; v). (3.23)
In the numerical context this Gateaux derivative is called Jacobian. FEn-
iCS can differentiate F automatically to obtain the Jacobian.
3.3 Intoduction to multiscale PDEs
At each time step we solve the Equation (3.16) and we obtain a sequence of
finite element solutions to the heat equation. This sequence of problems
is similar to the sequence of steady-state heat equations. Therefore, in
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order to simplify presentation of the multiscale methods we further discuss
steady-state heat equation, which is Poisson equation.
To demonstrate the critical effects that motivate this work we consider
the following model problem: Find u ∈ C2(Ω) ∩ C(Ω¯) such that{
−∇ · κ∇u = f in Ω
u = 0 on ∂Ω
(3.24)
where Ω ⊂ Rd (d = 1, 2, 3) is a non-empty bounded domain, κ ∈ L∞(Ω) is the
variable coefficient, κ(x) ≥ α a.e. in Ω for some α > 0, α ∈ R, and f ∈ L2(Ω)
is a given function.
For the finite element method, the problem (3.24) is reformulated as a
variational problem: Find u ∈ V := H10 (Ω) such that
a(u, v) = L(v) ∀v ∈ V (3.25)
where a : H10 (Ω)×H10 (Ω)→ R is the bilinear form given by
a(u, v) :=
∫
Ω
(κ∇u) · ∇v ∀u, v ∈ V
and L : H10 (Ω)→ R is the linear functional defined by
L(v) :=
∫
Ω
fv ∀v ∈ V.
In FEM solution to Problem (3.25) is approximated by: Find uh ∈ Vh such
that
a(uh, vh) = L(vh) ∀vh ∈ Vh (3.26)
Here Vh is a finite-dimensional subspace of V which is composed of P1
Lagrange elements.
Recall a priori error estimate (3.12). Then, assuming Ω is a convex
polygon, the exact solution u ∈ H2(Ω) and the standard FEM approximation
uh satisfy [21]
∥u− uh∥E ≤ Cih ∥∆u∥L2(Ω) . (3.27)
It might occur that the solution of the Poisson problem is not smooth and
has rapid variations, which are induced by high variation in the coefficient
κ. Such oscillations in the solution with at least a frequency of ϵ−1 cause
∥∆u∥L2(Ω) to produce a factor in the estimate which is approximately of the
same size as frequency. For the given model problem by a few manipula-
tions and using Cauchy–Schwarz inequality an estimate for ∥∆u∥L2(Ω) is
obtained
∥∆u∥L2(Ω) ≤
fκ

L2(Ω)
+
∇κκ

L∞(Ω)
∥∇u∥L2(Ω)
where the term
∇κ
κ

L∞(Ω) is of order O(ϵ
−1). Therefore, first order finite
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element approximation does not converge to u until h≪ ϵ. When h≪ ϵ the
first order finite element method obtains quadratic convergence in L2-norm
and linear convergence in the energy norm. If ϵ is small the condition h≪ ϵ
requires one to use a very fine mesh. The problems that exhibit similar
behavior are called multiscale problems.
Example
We demonstrate a failure of the standard finite element method by con-
sidering Problem (3.24) with parameters: f = 1 and κ =
(
2 + cos
(
2πx
ϵ
))−1.
The exact solution to the problem with given parameters was introduced
in [22]
uϵ(x) = x− x2 + ϵ
(
1
4π
sin
(
2π
x
ϵ
)
− 1
2π
x sin
(
2π
x
ϵ
)
− ϵ
4π2
cos
(
2π
x
ϵ
)
+
ϵ
4π2
)
.
Figure 3.2. P1 FEM does not approximate the solution correctly in multiscale problems.
Figure 3.2 shows an oscillating exact solution of the example problem
and the FEM approximation. Computed solution is quite different from the
exact one. The computation is done for different values of the parameter ϵ
and the convergence behavior is represented in Figures 3.3 and 3.4. Results
clearly show that the FEM solution does not converge to the exact solution
when size of the mesh elements is bigger than the size of the oscillations.
In the next chapter we present the method to overcome this issue allowing
solution of multiscale problem using coarse mesh that does not satisfy the
requirement h≪ ϵ.
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Figure 3.3. L2 norms of the error of standard FEM with P1 elements for different ϵ.
Figure 3.4. H1 norms of the error of standard FEM with P1 elements for different ϵ.
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4. Localized orthogonal decomposition
4.1 Multiscale solvers
Let Tc be a family of coarse meshes and Tf be a family of fine meshes
assumed to consist of conforming and shape regular simplicial cells. The
meshes Tc and Tf are alligned such that each cell in Tf belongs to exactly
one cell in Tc. We denote number of vertices as Nc and Nf for the coarse
and fine scale systems.
Let Tms := (Tc, Tf ) be a two level mesh partitioning of domain Ω. Figure
4.1 is a simple illustration of multiscale mesh in two-dimensional space for
a unit square domain. The fine discretization is assumed to be fine enough
to capture all microscopic features.
Figure 4.1. 2D multiscale mesh (Tms): the black lines indicate the coarse mesh (Tc) and the grey
lines indicate the fine mesh (Tf ).
The fine-scale finite element discretization of the Equation (3.25) written
in the form of the linear system of equations is
Afuf = bf , (4.1)
where uf is the solution vector in the space associated with the fine mesh
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Tf , which is of dimension Nf . The direct solution of the system (4.1) can
be computationally expensive. The computational cost can be reduced by
reducing the dimensionality of the problem.
Let uc be the coarse solution defined on Tc and P be a prolongation
operator, that maps coarse-scale entities to the fine scale. In addition, we
define R to be a restriction operator, which is an inverse mapping from
the fine scale system to the coarse scale. Algebraically these operators are
characterized as matrices P of size Nf ×Nc and R of size Nc ×Nf . Then we
can define the fine scale solution uf on Tf as
uf = Puc. (4.2)
Inserting the new representation of uf into the system (4.1) results in
reducing number of degrees of freedom,
Af (Puc) = b. (4.3)
Then we left multiply this system with the restriction operator in order to
reduce number of equations,
R(Af (Puc)) = Rbf , (4.4)
(RAf (P)uc = bc, (4.5)
Acuc = bc. (4.6)
Solution to the coarse system (4.6) is obtained by
uc = (Ac)
−1bc. (4.7)
Then the multiscale solution is computed by
ums = P(Ac)
−1bc ≡ P(RAfP)−1Rbf . (4.8)
Note that the solution ums is equal to uf exactly when a prolongation
operator can be defined such that Equation (4.2) is satisfied exactly, in most
cases ums is an approximation to uf . Therefore, the quality of the multiscale
solution depends on the choice of the prolongation and restriction operators.
Multiscale methods differ from each other by the choice how the prolon-
gation operator P and the restriction operator R are constructed. For the
restriction operator we choose to use a Galerkin restriction operator, which
is defined as
R = PT . (4.9)
The prolongation operator represents the multiscale basis functions. These
basis functions are usually obtained by solving some local problem for
each coarse cell in some local domain for the given cell. We choose to use
Localized Orthogonal Decomposition (LOD) method [4] for constructing the
prolongation operator.
22
Localized orthogonal decomposition
4.2 Orthogonal decomposition of the solution space
The idea of the LOD method is to construct a finite-dimensional space
V msH ⊂ V := H10 (Ω) in which convergence happens before h < ϵ. Therefore,
accurate results can be obtained by using low dimensional subspaces of the
solution space V .
We define finite element space associated with the coarse mesh as
VH := {vH ∈ V | ∀T ∈ Tc : vH |T ∈ P1}
In order to characterize the functions of the solution space V that are not
captured by VH we introduce the space of finescale functions
W := {w ∈ V | IHw = 0} = ker(IH),
where IH is the (quasi)-interpolation operator IH : V → VH .
Any function v ∈ V can be decomposed as
v = IHv + (1− IH)v = vH + w
where vH = IHv ∈ VH is the nodal interpolation of v at the vertices xj and
w = (1 − IH)v ∈ W is the error of interpolation. Therefore the solution
space V can be decomposed as
V = VH ⊕W.
Keeping W fixed, define a new low-dimensional (associated with Tc) space
V msH ⊂ V as the subspace that satisfies
V = V msH ⊕W and a(V msH ,W ) = 0,
i.e.,
V msH := {vmsH ∈ V | ∀w ∈ W : a(vmsH , w) = 0}
The Galerkin method with subspace V msH applied to model problem seeks
umsH ∈ V msH such that
a(umsH , v
ms
H ) = L(v
ms
H ) ∀vmsH ∈ V msH . (4.10)
Define correction operator −Q : V → W to be the a-orthogonal projection
onto the subspace W ⊂ V . Its complementary projection (1− (−Q)) maps
VH onto V msH . Now reformulating Equation (4.10) as finite element method
with modified bilinear form: find uH ∈ VH such that
a(uH +QuH , vH +QvH) = L(vH +QvH) ∀vH ∈ VH . (4.11)
Theorem 4.2.1 (A priori error estimate of the ideal method). The problem
(4.11) admits a unique solution uH ∈ VH for any L ∈ H−1(Ω) and the error
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is bounded by
∥u− uH∥H1(Ω) ≤ Chc ∥f∥L2(Ω) .
Proof. See Lemma 3.1 in [4].
By Theorem 4.2.1 it is guaranteed that the presented LOD method pos-
sesses first order convergence for the error in the H1-norm independent of
variations in the problem coefficient.
4.3 Characterization of the correction operator Q
We introduce a decomposition of the corrector operator Q,
Qv :=
∑
K∈Tc
QKv, ∀v ∈ V,
where QKv ∈ W are obtained by solving
a(QKv, w)Ω = −a(v, w)K ∀w ∈ W, (4.12)
where
a(v, w)D :=
∫
D
κ∇u · v, for an arbitrary set D ⊆ Ω.
Figure 4.2. Solutions for the local problem in full W space and in patches of different size.
It is proved in [4] that QKv decays exponentially, meaning quickly goes to
small practically zero values outside the cell K, therefore solving of local
problems can be restricted to local patches of neighboring elements around
K. Figure 4.2 shows that with increasing the size of the local patch the
solution is becoming closer to the full space solution.
Let Uk(K) define a patch consisting of K and k-surrounding layers of
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elements. Then restriction of W to a patch U(K) is defined by
W (U(K)) := {w ∈ W |w = 0 ∈ Ω \ U(K)}
element K
1st layer of
neighbors
Figure 4.3. Element K with neighbors
The essence of the LOD method is to use the localized corrector operator
Qk :=
∑
K∈Tc
QKk v, obtained by solving the localized version of problem (4.12),
a(QKk v, w)Uk(K) = −a(v, w)K ∀w ∈ W. (4.13)
The localized problems are cheaper to solve than the full problems and they
are independent of each other. The following theorem suggests that the
choice k ≈ |loghc| recovers the convergence rate of the ideal method.
Theorem 4.3.1 (A priori error estimate of the localized method). The
localized problem (4.11) admits a unique solution uH ∈ VH and the error is
bounded by
∥u− uH∥H1(Ω) ≤ C(hc + kdek) ∥f∥L2(Ω) .
Proof. See Theorem 5.2 in [23].
4.4 Characterization of the interpolation operator IH
Interpolation operator IH : V → VH is important part in defining local
problems. It has the form of
IHv =
∑
x∈N
(IHv)(x)Φx,
Interpolation should satisfy the following assumptions from [24]:
(i) IH : V → VH is linear and continuous,
(ii) the restriction on VH is an isomorphism,
(iii) the stability estimate
H−1K ∥v − IHv∥L2(K) + ∥∇IHv∥L2(K) ≤ CIH ∥∇v∥L2(U(K)) , (4.14)
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for every v ∈ V , K ∈ Tc, with CIH > 0,
(iv) there exist C ′IH , which does not depend on the local mesh size h, such
that, for all vH ∈ VH , there exist v ∈ V with properties
IHv = vH ,
∥∇v∥L2(Ω) ≤ C ′IH ∥∇vH∥L2(Ω) ,
supp v ⊂ supp vH
Assumptions (ii) and (iv) are satisfied if IH is a projection. L2-projection is
one possible candidate. For L2-projection assumption (i) holds by definition
and assumption (iii) has been proven in [24].
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5.1 FEniCS Project
FEniCS Project is a parallel software library for solving partial differential
equations by the finite element method [25]. The core code DOLFIN is
written in C++ and also has a Python interface [26]. One of the high-level
features is the use of a Unified Form Language (UFL) which mimics the
mathematical language used for weak formulations of partial differential
equations [27]. FEniCS supports a wide variety of finite elements defined
on triangles, quadrilaterals, tetrahedrons, or hexahedrons. In this work the
Python interface to FEniCS is used together with PETSc [28] as a linear
algebra backend.
5.2 Domain discretization
The first step in the solution process of PDE is discretization of the do-
main. The two level mesh partitioning of the domain Ω, namely Tms, is
needed for LOD method. In the developed code, this is realized with the
new class MultiscaleMesh, which takes as input Mesh object representing
the coarse mesh (Tc) and provides methods for getting the fine mesh (Tf )
from the coarse mesh together with "coarse_cell-to-fine_cells" connectivity
information. In the current implementation the fine mesh is obtained by
refinement of the coarse mesh. The refinement does not need to be uniform,
in fact adaptive refinement based on some error markers can be used, but
every coarse cell has to be refined at least once.
"Cell-to-cell" connectivity of the coarse mesh together with "coarse_cell-
to-fine_cells" connectivity is used to construct a set of localized domains
{Uk(Ki)} for each coarse cell K. FEniCS Project has possibility of creating
SubMesh objects. These objects are created based on the connectivity markers
and represent a separate mesh on which localized function space can be
defined. Figure 5.1 shows an example of such submesh.
Once the mesh is created, the finite element space can be defined. The
finite dimensional subspaces of V and W associated with the fine mesh Tf
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(a) Example of MeshFunction for a patch
with 2 layers of neighboring ele-
ments
(b) Example of SubMesh
Figure 5.1. Domain localization U2(K)
are denoted as Vh and Wh be and defined as
Vh := {vh ∈ V | ∀T ∈ Tf : vh|T ∈ P1},
Wh := W ∩ Vh.
In the code, the finite element space is obtained with FunctionSpace.
5.3 Computing of the correction operator Qk
The discretized version of the correction operator Qk is obtained by solving
the local problems (4.12) for every vH ∈ VH . It is difficult to define the space
Wh explicitly. In order to solve numerically the local problem (4.12) the test
function wh and the trial function QKk vH need to be in Vh instead of Wh. Let
IhH : Vh → VH be L2-projection. A function vh ∈ Vh is in the kernel of the
L2-projection if it holds
(vh,Φi)L2 = 0 for dofs in VH , (5.1)
where Φi is the i-th basis function of VH . Now the local problem (4.12) can
be solved in Vh(Uk(K)) space with the constraint from Equation (5.1). The
constraint is realized using Lagrange multipliers.
Define bilinear forms related to the Lagrange multipliers of the local
problem:
b(u, d) =
Nc∑
j=0
dj(Φj, u)L2(Uk(K)) ∀d ∈ RNc
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b(c, v) =
Nc∑
j=0
cj(Φj, v)L2(Uk(K)) ∀v ∈ Vh
Then the local problem is redefined as: Find (u, c) ∈ Vh × RNc such that
a((u, c), (v, d)) = L((v, d)) ∀(v, d) ∈ Vh × RNc , (5.2)
where
a((u, c), (v, d)) := (κ∇u,∇v)L2(Uk(K))
+
Nc∑
j=0
dj(Φj, u)L2(Uk(K)) +
Nc∑
j=0
cj(Φj, v)L2(Uk(K)),
L((v, d)) := − (κ∇ΦH ,∇v)L2(K),
u := QKk vH .
Source Code 5.1. FEniCS routines to compute the correction operator Qk
1 from dolfin import *
2 import scipy.sparse
3
4 # Given an instance of "MultiscaleMesh" class, varying coefficient "kappa"
5
6 def compute_correction_operator(multiscale_mesh, kappa):
7 """
8 Return correction operator in the matrix form with shape V_f.dim() x V_c.dim().
9 """
10 # Initialize sparse matrix with given shape to store the corrector
11 Q = scipy.sparse.csr_matrix((V_f.dim(), V_c.dim()))
12 for cell_id in range(multiscale_mesh.coarse_mesh.num_cells()):
13 Q += local_solve(multiscale_mesh, cell_id, kappa)
14 return Q
15
16 def local_solve(multiscale_mesh, cell_id, kappa):
17 """
18 Solve local problem for a given cell.
19 Return contribution of the given cell to the global corrector matrix.
20 """
21 # Create local solution domain
22 local_patch_coarse = SubMesh(multiscale_mesh.coarse_mesh,
23 multiscale_mesh.coarse_submesh[cell_id], 1)
24 local_patch_fine = SubMesh(multiscale_mesh.fine_mesh,
25 multiscale_mesh.fine_submesh[cell_id], 1)
26 # RHS has to be integrated over given cell (K_local)
27 # Lines for K_local_f and K_local_c, which are MeshFunction's, are omitted here.
28 # The two functions are the markers for the given coarse cell and its fine cells
29 # Define local function spaces
30 V_c = FunctionSpace(local_patch_coarse, 'P', 1)
31 V_f = FunctionSpace(local_patch_fine, 'P', 1)
32 # Create local coarse-to-fine transfer (prolongation) matrix
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33 P_H = PETScDMCollection.create_transfer_matrix(V_c, V_f)
34 # Create P1 element for V_h
35 P1 = FiniteElement('P', local_patch_fine.ufl_cell(), 1)
36 # Create R^N_c element
37 R = VectorElement('Real', local_patch_fine.ufl_cell(), 0, V_c.dim())
38 # Define mixed function space V_h x R^N_c
39 W = FunctionSpace(local_patch_fine, MixedElement([P1, R]))
40 # Solution should vanish on boundary and outside the patch
41 bc = DirichletBC(W.sub(0), Constant(0.0), "on_boundary")
42 # Define variational problem
43 u, c = TrialFunctions(W)
44 v, d = TestFunctions(W)
45 # LHS of the local problem
46 a = inner(kappa*grad(u), grad(v))*dx
47 # Construct a basis for the nullspace and RHS
48 basis_functions = []
49 P1_function = Function(V_f)
50 for j in range(V_c.dim()):
51 basis_functions.append(P1_function.copy(deepcopy=True))
52 #"P_H[:, j]"is the projection of the coarse lagrange basis functions to fine space
53 basis_functions[j].vector()[:] = P_H.mat().getColumnVector(j).getArray()
54 # Wrap "basis_functions" object as a vector
55 bf = as_tensor(basis_functions)
56 # Add lagrange multiplier contributions to the bilinear form
57 a += inner(bf, d)*u*dx + inner(bf, c)*v*dx
58 # RHS of the local problem. Here RHS integral is over K cell as required
59 phi_H = Function(V_f)
60 L = - inner(kappa*grad(phi_H), grad(v))*dx(subdomain_data=K_local_f, subdomain_id=1)
61 # Assemble A matrix and apply b.c.
62 A = assemble(a)
63 bc.apply(A)
64 # Obtain dofs of the given coarse cell
65 K_local_cell_dofs = V_c.dofmap().cell_dofs(int(numpy.nonzero(K_local_c.array())[0]))
66 for i in K_local_cell_dofs:
67 phi_H.assign(basis_functions[i])
68 b = assemble(L)
69 bc.apply(b)
70 # Solve the problem
71 h = Function(W)
72 solve(A, h.vector(), b)
73 # "h" is a mixed function containing solutions u and c. Extract u solution
74 # and save to "w"
75 usol = h.split(True)[0]
76 w.append(usol.vector().get_local())
77 # Then save solutions to full corrector matrix Q using correct indices
78 # that map local solution to global one
79 return Q
The implementation of the local problem solver is presented in Listing
(5.1). The code itself is not more complicated than the program for solving
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standard Poisson problem would be. It follows the standard procedure: first
the domain and function spaces are defined on lines 21-39, then lines 42-60
correspond to the definition of bilinear and linear forms of the problem
(5.2) in the UFL syntax, and finally the solutions are obtained using direct
method and saved into sparse matrix Q ∈ RNf×Nc. Here the assembly and
solving the linear system is taken care of by FEniCS. The other approach
would be to use FEniCS only for assembling separate stiffness matrix,
constraint matrix and RHS vector. Then manipulate the matrices explicitly
to form the block matrix and solve the system using some linear algebra
library. The presented approach in the code is preferred in this work as it
resembles the mathematical language of the local problem (5.2).
5.4 Implementation of the multiscale solver
Listing (5.2) shows how model problem can be solved using FEniCS library.
The similar program is used to assemble the fine-scale system, then the
fine-scale system is transformed to the coarse-scale LOD system to obtain
the multiscale solution.
Source Code 5.2. A FEniCS program to solve model problem using standard FEM
1 from dolfin import *
2 # Define kappa-coefficient dependent on epsilon
3 epsilon = Constant(1e-5)
4 kappa = Expression('1.0/(2.0 + cos( (2.0 * pi * x[0]) / epsilon))',
5 degree = 1, epsilon = epsilon)
6 # Create mesh for the problem
7 mesh = UnitSquareMesh(16, 16)
8 # Create P1 function space
9 V = FunctionSpace(mesh, 'P', 1)
10 # Define boundary conditions
11 def boundary(x):
12 return x[0] < DOLFIN_EPS or x[0] > 1 - DOLFIN_EPS
13 bc = DirichletBC(V, Constant(0.0), boundary)
14 # Define variational problem
15 u = TrialFunction(V)
16 v = TestFunction(V)
17 f = Constant(1.0)
18 a = inner(kappa*grad(u), grad(v))*dx
19 L = f*v*dx
20 # Assemble the stiffness matrix and right hand side vector
21 u = Function(V)
22 problem = LinearVariationalProblem(a, L, u, bc)
23 solver = LinearVariationalSolver(problem)
24 solver.solve()
In the context of LOD the multiscale prolongation operator P is defined
as a sum of the normal (in the sense of standard multigrid methods)
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prolongation operator PH and correction operator Qk,
P = PH +Qk,
where PH represents the basis functions of VH in terms of the basis
functions of Vh. PH is computed by evaluating coarse basis functions
at dofs of Vh, it can be done effectively using in-built FEniCS function
create_transfer_matrix(V_H, V_h). Practically the coarse-scale matrix ALODH
and the load vector bH arising by assembling bilinear and linear forms of
Equation (4.11) are constructed by Galerkin projection using prolongation
operator P. The coarse-scale matrix is obtained by
ALODH = (PH +Q)
TAh(PH +Q),
similarly, the load vector is obtained
bH = (PH +Q)
Tbh,
where Ah and fh are the stiffness matrix and load vector assembled in Vh.
Then the following linear system is solved to get the coarse-scale solution
uLODH ∈ RNc:
ALODH u
LOD
H = bH .
Finally, the fine-scale solution uLODh ∈ RNf is obtained by
uLODh = (PH +Q)u
LOD
H .
Described steps of matrix transformations are wrapped in classes
LinearMultiscaleProblem and NonlinearMultiscaleProblem allowing simple in-
terfacing with FEniCS solvers. To apply LOD method a few lines of code
corresponding need to be added to the existing program (5.2):
Source Code 5.3. A modified FEniCS program to solve model problem using LOD.
1 # Given an instance of "MultiscaleMesh" class, varying coefficient "kappa"
2 ...
3 V_c = FunctionSpace(multiscale_mesh.coarse_mesh, 'P', 1)
4 V_f = FunctionSpace(multiscale_mesh.fine_mesh, 'P', 1)
5 ...
6 # Compute prolongation matrix P
7 Q = compute_correction_matrix(multiscale_mesh, kappa)
8 P_H = compute_transfer_matrix(V_c, V_f)
9 P = P_H - Q
10 u_f = Function(V_f)
11 u_c = Function(V_c)
12 multiscale_problem = LinearMultiscaleProblem(a, L, u_f, u_c, bcs)
13 solver = LinearSolver(problem)
14 # Compute solution
15 solver.solve()
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6. Numerical results
This chapter contains the description and results of the simulation of three
test problems. The first test problem has a known analytical solution
and is used to verify the implementation and to check the efficiency. The
second problem is a modification of classic Stefan problem with powder-
like material used to prove that the multiscale methods can be applied to
nonlinear problems. The third problem is a one laser pass over the powder
bed to demonstrate a starting point for additive manufacturing process
simulation.
6.1 The analytical problem
In Section 3.3, an example on the effect of oscillations in the diffusion
coefficient was presented. It was shown that as long as the mesh size
is larger than the frequency of oscillations the approximate solution is
inaccurate. The same example problem is used to study the convergence
and the accuracy of the implemented multiscale solver.
Simulations are performed on the unit square domain Ω = (0, 1)2. Diffu-
sion coefficient is
κ =
(
2 + cos
(
2πx
ϵ
))−1
,
where ϵ = 0.05. The right hand side of the problem is f = 1. Dirichlet
boundary conditions u = 0 are set on the left and right boundaries. The
coarse mesh is obtained by dividing the unit square domain into n squares
and then dividing each square into two triangles. The underlying fine
mesh is obtained by applying three uniform refinements to the coarse mesh.
The sequence of meshes is constructed by creating a sequence of n evenly
spaced from 23 to 25 on a log scale. Information about the created multiscale
meshes is gathered in the Table 6.1.
Figure 6.1 shows convergence of the H1- and L2- error norms. Results tell
that with the ideal multiscale method the convergence is achieved immedi-
ately irrespective of the size of the coarse mesh, which is in accordance with
Theorem 4.2.1. Moreover, solutions obtained by ideal multiscale method
are exactly equal (to the machine precision) to the solutions obtained by
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Table 6.1. Information about the meshes.
Mesh Number of cells Number of verticesCoarse Fine Coarse Fine
8x8 128 8192 81 4225
9x9 162 10368 100 5329
10x10 200 12800 121 6561
12x12 288 18432 169 9409
14x14 392 25088 225 12769
17x17 578 36992 324 18769
20x20 800 51200 441 25921
23x23 1058 67712 576 34225
27x27 1458 93312 784 47089
32x32 2048 131072 1089 66049
P1 FEM on the underlying fine mesh. Figure 6.2 displays convergence for
different sizes k of local patches. The accuracy of the method increases
with larger local patches as expected by Theorem 4.3.1. In the case k = 1
the convergence is far from being optimal and at some point the rate of
convergence goes to zero, i.e. the norm of the error does not decrease any-
more. Other cases are much closer to the ideal case, however the memory
consumption and computational cost increases with increasing k. Table
6.2 gives information about the median size of the local problems needed
to solve for each coarse cell and each degree of freedom in the cell. Local
systems have the size of coarse+fine number of vertices. From tables 6.1,
6.2 one can deduce the amount of work needed to obtain the corrector
matrix Q.
Convergence plots prove that the implementation of the multiscale method
is correct, but more important is to study the computational efficiency of the
method compared to the standard P1 FEM. Time spent on computing the
corrector matrix Q, assembly of Ac and bc, and solving the linear system
Acuc = bc was measured. For the standard method, time spent on assembly
operation and solving the system was measured. All computations were
Table 6.2. Information about the size of local patches.
Mesh
Median number of vertices in the local patch
k = 1 k = 2 k = 3 k = 4
Coarse Fine Coarse Fine Coarse Fine Coarse Fine
8x8 12 453 22 967 33 1545 46 2247
9x9 12 453 23 1017 35 1673 49 2429
10x10 12 453 23 1017 37 1773 50 2521
12x12 12 453 24 1081 39 1901 54 2735
14x14 12 453 27 1245 40 1965 57 2913
17x17 12 453 27 1245 43 2129 62 3205
20x20 12 453 27 1245 44 2193 64 3333
23x23 12 453 27 1245 48 2421 69 3625
27x27 12 453 27 1245 48 2421 70 3689
32x32 12 453 27 1245 48 2421 75 3981
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(a) H1 norm of the error.
(b) L2 norm of the error.
Figure 6.1. Comparison of P1 FEM and ideal multiscale method.
performed on Intel ® Xeon ® E5-2670. The correctors were computed in
parallel using pathos module [29] and employing the pool of 30 processes.
Other operations were performed in serial. LU decomposition was used for
solving the linear systems. From figures 6.1, 6.2 it is seen that the multi-
scale solutions obtained with k = 4 are the closest to the ideal case, but the
amount of time spent to get the same solution is approximately three orders
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(a) H1 norm of the error.
(b) L2 norm of the error.
Figure 6.2. Norms of the error for different size k of local patches.
of magnitude larger (Figure 6.3). The reason is being that there are a lot of
additional computations involved in the multiscale method compared to
the standard one. Figure 6.4 provides timings for the multiscale method
with different k. The rate of increase of the spent time seems to be larger
than O(N). Each additional layer in the local patch results in the increase
of the spent time by the order of magnitude approximately.
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Figure 6.3. Total time spent for computing multiscale and its corresponding exact finescale solu-
tions.
Figure 6.4. Total time spent for computing multiscale solution for different size k of local patches.
The timings show clearly that the method cannot be applied efficiently
to elliptic linear PDEs, where the assembly and solving happens once. In
all cases P1 FEM for the corresponding fine problem is much faster. Huge
computational cost of obtaining the multiscale basis makes the method
worthless to use, even though the resulting multiscale system is cheaper to
solve than the corresponding finescale system. This is because computing
of the multiscale basis functions takes 99% of the total time and they are
used only once. Therefore, in order to take advantage of the method the
computed corrector has to be reused. In the case of parabolic PDEs, the
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sequence of problems is solved at different time points. Thus, potentially
the multiscale method can outperform standard P1 FEM after some number
of iterations.
First consider the case where the system has to be reassembled at each
different iteration, for example when using Newton’s method for a non-
linear problem, but diffusion coefficient remains constant throughout the
simulation. Figure 6.5 shows time spent on assembly and solve operations
for the multiscale method and P1 FEM. The multiscale method outper-
forms the standard one only in the cases when k = 1, 2. For k = 3, 4 the
corrector matrix is less sparse, therefore cost of assembly of the coarse
system increases. Time spent on solving the resulting linear system does
not differ much between methods with different k (Figure 6.6). For linear
solve timings multiscale method outperforms P1 FEM in all cases.
Figure 6.5. Time spent on assembly and solving the system for different size k of local patches and
P1 FEM.
These timings suggest that there should be an optimal number showing
how many times at minimum corrector matrix has to be reused in order to
outperform the standard method. In the case where reassembly is needed
at each iteration this number is computed by tcorr/tas, where tcorr is the time
spent to compute the corrector and tas is the time spent on assembling and
solving. And if the assembly is done only once then the optimal number of
iterations is obtained by (tcorr + ta)/ts, where ta and ts are the time spent on
assembling and solving the system correspondingly. Approximate findings
are presented in the Table 6.3.
The other way of gaining efficiency from using the multiscale method is
decreasing the total time spent on computing Q. Naive parallelization can
be applied, since local problems that are needed to solve are completely
independent of each other. For example, Figure 6.7 shows strong scaling of
computing the corrector matrix for 14x14 coarse mesh and k = 2.
38
Numerical results
Figure 6.6. Time spent on solving the system for different size k of local patches and P1 FEM.
Table 6.3. Minimum number of iterations with reusing the Q in order to outperform P1 FEM.
Assembly+Solve Solve
k=1 115 2111
k=2 333 7004
k=3 impossible 16593
k=4 impossible 38017
Figure 6.7. Strong scaling for computing Q.
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6.2 The heterogeneous Stefan problem
The following numerical experiment demonstrates capability of the imple-
mented solver to approximate the solution of nonlinear multiscale problem
with rough and non-periodic coefficient. Heat transfer problem of a powder
packing subject to phase changes is considered. Let computational domain
Ω be the unit square filled with some gas and randomly distributed spher-
ical particles. Conductivity of the gas and the particles is denoted as κg
and κp correspondingly. Let cg and cp be the specific heat of the gas and
the powder particles. Initial temperature T0 is set below the melting point.
On the left boundary temperature is T (x0 = 0.0) = Th, and on the right
boundary it is prescribed to be T (x0 = 1.0) = Tc. There is no external forc-
ing, f = 0, the heat flow is driven by the temperature difference between
the boundaries. The powder material heats up progressively starting from
the left boundary, changing its state from "solid" to "liquid", phase change
process is accompanied with absorption of energy. Parameters used for this
simulation case are presented in the Table 6.4. For simplicity, identical
material parameters are set for "solid" and "liquid" states of the powder
and gaseous part of the problem does not undergo any phase changes.
Table 6.4. Parameters for heterogeneous Stefan problem test case.
Th 1.0
◦C
Tc −0.01 ◦C
cg 1.0 J/kgK
cp 1.0 J/kgK
κg 0.01W/mK
κp 1.0W/mK
The phase change case is controlled by the Stefan number parameter
Ste =
c∆T
L
,
with c being the specific heat (of solid for freezing case or of liquid for
melting case), ∆T is the temperature difference between phases, L is the
latent heat of melting/solidification. The phase function is regularized using
rreg = 0.005. In this case, Stefan number is set to Ste = 0.009. Simulation
runs until t = 1.0 with constant intervals dt = 0.1.
Conductivity field κ for the given problem is presented in Figure 6.8,
which also shows that variations in the conductivity do not lay on the scale
of the mesh size. Thermal conductivity κ is assumed to be constant in time,
thus there is no need to recalculate the correction operator.
As a result of the simulation coarse and reconstructed fine scale solutions
are obtained (Figure 6.9). Reconstructed solution reveals the effect of
heterogeneous conductivity field, while coarse scale solution is smooth yet
accurate representation of the heterogeneous temperature field.
However, comparing the multiscale method results to P1 FEM solution
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Figure 6.8. Conductivity field κ together with the coarse mesh. κp is represented by yellow color,
κg is in the background.
(a) Coarse scale solution. (b) Reconstructed fine scale solution.
Figure 6.9. Results for the heterogeneous Stefan problem at the final time.
suggests that LOD method is not well suited for capturing phase interface
position correctly (Figure 6.10).
6.3 Selective laser melting process simulation
The last test case shows the possibility to use the developed solver for the
simulation of selective laser melting process. The problem description and
parameters are adapted from [12] and [13]. In both of these studies, the
powder layer is considered to be a homogeneous material with low thermal
conductivity compared to the consolidated solid material. In the given
numerical experiment, the powder layer is represented by a heterogeneous
media consisting of metal spherical particles and gas.
Implemented solver works in 3D as well, but 3D domain is quite demand-
ing computationally, therefore the test case is restricted to two dimensions.
Size of the computational domain is specified to be 0.6mm× 0.2mm. There
are two physical domains: the consolidated substrate material with a pow-
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Figure 6.10. Comparison of multiscale method and P1 FEM solutions to the Stefan problem.
der layer on top of it with thickness 0.050mm. The laser moves along the
x direction, with speed vsource = 120mm/s over the range 0 ≤ x ≤ 0.5mm,
heating the powder and transforming it into the consolidated material.
The effective laser power is taken to be We = 30W. The radius of the
laser beam is R = 0.060mm. One Dirichlet boundary condition is set
T (x = 0.6mm) = 303K.
Table 6.5. Parameter values for the SLM process simulation.
Parameter Value
(ρc)s specific heat, solid steel 4.25MJ/m3K
(ρc)l specific heat, liquid steel 5.95MJ/m3K
(ρc)g specific heat, gas 1.0 kJ/m3K
κs thermal conductivity, solid steel 20.0W/mK
κl thermal conductivity, liquid steel 20.0W/mK
κg thermal conductivity, gas 0.03W/mK
ρh hemispherical reflectivity 0.7
βh extinction coefficient 60.000 1/m
Tm melting point 1700K
rreg regularization radius 25.0
L latent heat of melting 2.18GJ/m3
The material considered is 316L stainless steel. Material properties used
in the simulation are given in Table 6.5. The values taken here are not
exactly the same as presented by Gusarov, et al. in [12], since the goal
is to show the possibility to use heterogeneous material parameters on
the coarse mesh, and not to reproduce the results exactly. For simplicity
of implementation the material parameters are assumed to be constant
in each individual state. The powder is modelled as a random packing of
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spheres with log-normal distributed radius with mean rmean = 1.0× 10−5
and standard deviation σp = 3.5× 10−6. Material properties for the powder
domain include some gas and steel either in liquid or solid phase. The
maximum temperature is tracked throughout the simulation. If maximum
temperature at the node ever exceeds the melting temperature then the
material is considered consolidated and this portion of the domain can
be represented now only by consolidated liquid or solid steel, geometry of
metal spheres is then ignored, it is assumed to be melted together with the
surrounding material and solidified. Gas is assumed to escape the system,
and no gas entrapment is considered here. Also, no fluid convection nor
mechanical material response is modelled.
The coarse mesh is constructed by dividing the domain into 24×8 squares
and then each square into two triangles. The region of powder layer
is refined four times to get the underlying fine mesh for MultiscaleMesh
construction. Time step is taken to be dt = 1× 10−5. The corrector matrix
is computed only for the powder region. The columns that correspond to
the nodes that went through the phase change are removed at each time
iteration. It reduces the accuracy to P1 FEM on the coarse scale, but gives
the possibility to calculate the corrector matrix only once and reuse it. Since
it is assumed that the powder melts completely and forms a homogeneous
material, this is a reasonable technique.
The results are displayed in Figures 6.11 and 6.12. Variations in the
temperature profiles are visible in front of the laser path, that are due to
the variations in the conductivity field. The thermal conductivity profiles
showcase the expected behavior: once the laser passes over the powder
material, it transforms into the consolidated material.
43
Numerical results
(a) Temperature profile at 100th time interval.
(b) Temperature profile at 300th time interval.
(c) Temperature profile at the final time.
Figure 6.11. Temperature profiles for the simulation of laser pass over heterogeneous layer of
powder.
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(a) Thermal conductivity field at initial time.
(b) Thermal conductivity field at 100th time interval.
(c) Thermal conductivity field at 300th time interval.
Figure 6.12. Conductivity field for the simulation of laser pass over heterogeneous layer of powder.
45
7. Summary
7.1 Conclusions
In this thesis, the multiscale finite element framework for solving steady-
state and transient heat equation with highly heterogeneous coefficient
was successfully developed. Convergence of the method was verified. The
linear convergence in H1 and quadratic convergence in L2 was obtained, if
local patch size k was big enough. It was shown that the multiscale solution
is equal to the solution computed with standard methods on the same fine
mesh.
The main idea of the work was based on the two level domain decompo-
sition and proper prolongation and restriction operators to move between
the coarse and fine levels. Multiscale basis functions that are used for
construction of the operators were computed using Localized Orthogonal
Decomposition. The method requires local problems to be solved for each
cell in the coarse mesh. These local problems were reformulated as saddle
point problems with Lagrange multipliers imposing the needed constraint.
Operator based implementation is rather general and allows switching
between different methods for construction of multiscale basis with little
effort.
Each local problem is independent of others, therefore this computation
can be naively parallelized. This was done using simple method of spawning
a new process for each individual local problem and summing up the result.
The performance of the parallelization was demonstrated.
While the method has a good accuracy, it was also shown that it brings
significant additional computational cost. In order to hide the cost, the
computed corrector matrix has to be reused, for example in time-stepping
or newton iterations. Timings for the corrector computation, assembly and
solve operations were presented and analyzed. Results suggest that the
assembly operation is dominating over solving the linear system. Origi-
nal wrong assumption was that the linear solve operation is more time
consuming, and it motivated the construction of the equivalent reduced
dimension system. However, in some cases there is still a possibility to gain
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computational efficiency. An example estimates were given on minimum
number of iterations needed to outperform P1 FEM.
Two numerical examples of the simplified heat transfer in heterogeneous
media with phase changes were presented. Even though the solver is
capable of solving nonlinear problems, it was not able to capture the phase
interface position correctly. That is important as it introduces additional
errors in the simulation that accumulate over time.
In light of the above, it is challenging to apply LOD technique in realistic
additive manufacturing process simulations in the current state. The
implementation should be further improved or a different faster method
for constructing multiscale basis functions shall be formulated.
7.2 Future work
This thesis has demonstrated the potential and some drawbacks of the
LOD method. Future work for extending the scope of this thesis concerns
different directions.
• Optimizing individual local problem
The main bottleneck of the LOD method is calculating the local prob-
lems. Even slight improvement in the efficiency of individual local
problems will result in significant overall speedup for large problems.
• Better parallel implementation
Even though the solver was implemented to work in parallel using
MPI, applying LOD method for 3D selective laser melting simulation
is not feasible currently. The construction of corrector matrix is
limited to the serial run. Some amount of work needs to be done to
implement the correct distribution of the matrix over the processes.
Computation of the local problems is naively parallelized using simple
tools of spawning new processes and gathering the results. The
efficiency needs to be investigated and possibly better solution using
MPI should be used. The computers that were used had at most only
16 cores, and therefore no more than 32 threads were created. Moving
to the computational cluster with many distributed computers is the
way to go.
• Automatic solution to multiscale PDEs
The goal of FEniCS Project is to automate solution of PDEs utilizing
the abstract variational formulation. In this work, computation of
the corrector matrix was implemented specifically for the poisson
equation. In the future, first step towards automatic solutions of mul-
tiscale PDEs would be to implement the local problem computation
for a general bilinear form. The presented orthogonal decomposition
method can be possibly applied not only to simple spaces of piecewise
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polynomials, but for other spaces as well, like Raviart-Thomas, mixed
spaces, etc., opening the possibility to have automated formulation of
multiscale problems for a wide range of PDEs.
There exist several different techniques for constructing the multiscale
basis function, their performance and accuracy should be investigated and
compared to determine the optimal choice.
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