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Abstract
Superconducting microwave resonators have the potential to revolutionize submillime-
ter and far-infrared astronomy, and with it our understanding of the universe. The
field of low-temperature detector technology has reached a point where extremely
sensitive devices like transition-edge sensors are now capable of detecting radiation
limited by the background noise of the universe. However, the size of these detector
arrays are limited to only a few thousand pixels. This is because of the cost and
complexity of fabricating large-scale arrays of these detectors that can reach up to 10
lithographic levels on chip, and the complicated SQUID-based multiplexing circuitry
and wiring for readout of each detector. In order to make substantial progress, next-
generation ground-based telescopes such as CCAT or future space telescopes require
focal planes with large-scale detector arrays of 104–106 pixels. Arrays using microwave
kinetic inductance detectors (MKID) are a potential solution. These arrays can be
easily made with a single layer of superconducting metal film deposited on a silicon
substrate and pattered using conventional optical lithography. Furthermore, MKIDs
are inherently multiplexable in the frequency domain, allowing ∼ 103 detectors to be
read out using a single coaxial transmission line and cryogenic amplifier, drastically
reducing cost and complexity.
An MKID uses the change in the microwave surface impedance of a supercon-
ducting thin-film microresonator to detect photons. Absorption of photons in the
superconductor breaks Cooper pairs into quasiparticles, changing the complex sur-
face impedance, which results in a perturbation of resonator frequency and quality
factor. For excitation and readout, the resonator is weakly coupled to a transmission
line. The complex amplitude of a microwave probe signal tuned on-resonance and
vii
transmitted on the feedline past the resonator is perturbed as photons are absorbed
in the superconductor. The perturbation can be detected using a cryogenic amplifier
and subsequent homodyne mixing at room temperature. In an array of MKIDs, all
the resonators are coupled to a shared feedline and are tuned to slightly different fre-
quencies. They can be read out simultaneously using a comb of frequencies generated
and measured using digital techniques.
This thesis documents an effort to demonstrate the basic operation of ∼ 256 pixel
arrays of lumped-element MKIDs made from superconducting TiNx on silicon. The
resonators are designed and simulated for optimum operation. Various properties of
the resonators and arrays are measured and compared to theoretical expectations. A
particularly exciting observation is the extremely high quality factors (∼ 3× 107) of
our TiNx resonators which is essential for ultra-high sensitivity. The arrays are tightly
packed both in space and in frequency which is desirable for larger full-size arrays.
However, this can cause a serious problem in terms of microwave crosstalk between
neighboring pixels. We show that by properly designing the resonator geometry,
crosstalk can be eliminated; this is supported by our measurement results. We also
tackle the problem of excess frequency noise in MKIDs. Intrinsic noise in the form
of an excess resonance frequency jitter exists in planar superconducting resonators
that are made on dielectric substrates. We conclusively show that this noise is due
to fluctuations of the resonator capacitance. In turn, the capacitance fluctuations
are thought to be driven by two-level system (TLS) fluctuators in a thin layer on
the surface of the device. With a modified resonator design we demonstrate with
measurements that this noise can be substantially reduced. An optimized version of
this resonator was designed for the multiwavelength submillimeter kinetic inductance
camera (MUSIC) instrument for the Caltech Submillimeter Observatory.
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1Chapter 1
Introduction
1.1 Scientific motivation
1.1.1 Submillimeter/far-IR astronomy
The submillimeter and far-infrared electromagnetic bands can be defined loosely as
wavelengths from 1 mm to 300 µm and from 300 µm to 30 µm. They are one of
the most important yet least unexplored regions of the electromagnetic spectrum
for astronomy. Results from the NASA Cosmic Background Explorer (COBE) have
indicated that half of the luminosity of the universe and 98% of the photons emitted
since the Big Bang are now observable in the submillimeter and far-IR range [1]. This
means that a huge wealth of scientific information is contained in this region. Yet,
it is one of the least explored fields in astronomy mainly due to the technological
difficulty of building sensitive instruments and detectors in this range.
Star and planetary formation processes happen deep inside interstellar gas and
dust clouds. These clouds absorb most of the optical and UV light emitted from
these stars during their early phases, making it impossible to rely on optical and
infrared observations. For example, Fig. 1.1 shows an image of two colliding galaxies
which results in a massive burst of star formation. Light from these newly formed
2Figure 1.1: NGC 4038/4039 at optical, IR and submm wavelengths. In the Hubble
image on the left, light from hot, young stars is visible, as well as dark dust lanes.
In the central panel from Spitzer, more sites of star formation become visible. In the
right panel, the 350 µm CSO image shows that the bulk of the luminosity derives
from star formation invisible at shorter wavelengths. Figure reprinted from [2]
stars is invisible in the optical and infrared bands. However, the absorbed energy
in dust clouds is re-emitted at longer wavelengths in the form of submillimeter and
far-infrared light. This is one of the reasons why so much of the observed luminosity
is in the submm/far-IR. The mechanisms that give rise to far-IR and submillimeter
emission are reasonably well understood [1]. The re-emitted light has a modified
black-body continuum spectrum which can be used to infer star formation or galactic
nuclear activity behind the cloud. There is also important spectral information in
this regime. One of the factors in the star-formation process is the cloud cooling
mechanism which eventually forms a star. The cooling is due to the rotational spectral
line emission of the molecules in the cloud gas [3]. As another example, after the
stars have formed, UV emission from massive young stars in our Milky Way galaxy is
absorbed in the surrounding molecular dust clouds giving rise to photoelectric heating
of the cloud gas which then cools by producing bright C+ 158 µm line emission [1].
The intensity and line width of such lines gives a wealth of information about the
amount and nature of star-forming activity. By resolving these spectral lines even
organic molecules that are the building blocks of life have been found in distant dust
clouds around protostars where planets form [4]. An overall view of the spectrum of a
3typical dense interstellar dust cloud is shown in Fig. 1.2 where we can see the various
continuum and spectral emission lines. Such clouds can have temperatures between
10–100 K heated by the optical and infrared light from embedded hot stars. These
temperatures correspond to the excitation energies of many atomic fine-structure and
molecular rotational transitions.
Figure 1.2: A schematic presentation of some of the spectral content in the
submillimeter/far-IR band for an interstellar cloud (Radiated energy versus wave-
length). The spectrum includes dust continuum emission, molecular rotation lines
and atomic fine-structure line emissions superimposed on the microwave background
radiation. Figure reprinted from [3]
1.1.2 Detector technology
The richness of the many phenomena observable in the submm/far-IR range drives the
development of new and more sensitive detector technologies for large-scale arrays.
The high sensitivity needed for astronomical observations requires the use of low-
temperature detectors. For this reason superconducting detectors are ideally suited
4for this task. The two main types of detectors used today are bolometric and pair-
braking detectors. Bolometric detectors work on the basis of sensing small changes in
the temperature of a small superconducting island while pair braking detectors sense
the change in the number of quasiparticles that are created when photons break
Cooper pairs.
The most sensitive type of bolometric detector today is the transition-edge sen-
sor (TES) [5, 6, 7]. These sensors use the very steep resistive transition from the
superconducting state to the normal state. By biasing the detector at the transition,
a weak radiation signal can produce a large change in the resistance. For a stable
bias point, voltage biasing is used and the current flowing through the resistor is
measured by using a superconducting quantum interference device (SQUID) which
amplifies the signal. In this technology each pixel needs its own SQUID and readout
channel. SQUIDs require a relatively complex fabrication process (up to 10 levels of
lithography), and this increases cost, especially for large arrays.
One example of a pair-breaking detector is the superconducting tunnel junction
(STJ) detector [8]. These use a superconductor-insulator-superconductor (SIS) junc-
tion that has a very thin insulator barrier in between two superconducting contacts.
Due to quantum mechanical tunneling a small current exists when the junction is
biased with a constant voltage. When photons break Cooper pairs inside the super-
conductor they create quasiparticles which can tunnel across the barrier and increase
the current. A drawback is that since the Cooper pairs can also tunnel – this is the
Josephson effect – the pair current must be suppressed using an aligned magnetic
field. This can be difficult for large arrays since the magnetic field required can vary
for different junctions due to variation in the barrier properties.
Today, submillimeter/far-IR astronomy has reached a point where ground-based
detectors have reached background-noise-limited operation where the photon noise
from the atmosphere dominates over the intrinsic detector noise. Therefore, to in-
crease the sensitivity of observations for reasonable integration times, large-scale focal
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plane arrays with pixels of order 104–106 are required for major progress. Submillime-
ter and far-IR bolometric arrays have been growing exponentially in a Moore’s law
fashion, doubling in size every 20 months [9], and have reached pixel counts as high
as 104 in the SCUBA-2 instrument [10, 11] (see Fig. 1.3). However, further progress
has been hampered by complicated and costly fabrication and readout electronics, es-
pecially the need for complex cryogenic SQUID-based multiplexing circuits. This has
driven the need for simplified alternative detector designs suitable for high packing
densities and with lower cost.
61.2 Microwave kinetic inductance detectors
Microwave kinetic inductance detectors (MKID) [12, 13] offer a potential solution for
large-scale arrays. These arrays can be easily made with a single layer of supercon-
ducting metal film deposited on a silicon substrate and pattered using conventional
optical lithography. Furthermore, MKIDs are inherently multiplexable in the fre-
quency domain, allowing ∼ 103 detectors to be read out using a single coaxial trans-
mission line and cryogenic amplifier, and room-temperature electronics, drastically
reducing cost and complexity.
MKIDs are a type of pair-breaking detector, in which the absorbed radiation en-
ergy breaks Cooper pairs inside a thin superconducting film resulting in a change of
the kinetic inductance. The film is cooled to T  Tc and has a superconducting
energy gap 2∆ ≈ 3.52kBTc. Photons with sufficient energy (ν ≥ 2∆/h) can break
one or more Cooper pairs and create extra quasiparticles as shown in Fig 1.4 (a).
These recombine with a time constant τqp ≈ 10−6–10−3 s depending on the material.
During this time, the quasiparticle density increases by a small amount δnqp above its
thermal equilibrium value, resulting in a change δZs in the surface impedance of the
film (Zs = Rs + jωLs). Although δZs is quite small, it can be sensitively measured
if the film is part of a resonator structure (Fig 1.4 (b)). The resonator is weakly
coupled to a transmission line which is used to read out the resonator. Changes in Ls
and Rs affect the frequency fr and quality factor Qr of the resonance feature, respec-
tively, changing the amplitude and phase of a microwave probe signal (tuned on the
resonance frequency) transmitted through the feedline (Fig 1.4 (c) and (d)). Both
of these signals can be read out and are referred to as the frequency direction and
dissipation direction signals. A cryogenic SiGe transistor amplifier or a high electron
mobility transistor (HEMT) amplifier followed by homodyne mixing at room temper-
ature is used to readout these signals [12]. In an array of MKIDs, all the resonators
are coupled to a shared feedline and are tuned to slightly different frequencies. They
can be read out simultaneously using a comb of frequencies generated and measured
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Figure 1.4: Schematic illustration of MKID operation. (a) Photons with energy
hν > 2∆ are absorbed in a superconducting film, breaking Cooper pairs and creating
quasiparticle excitations. In this diagram, Cooper pairs are shown at the Fermi level,
and the density of states for quasiparticles, Ns(E), is plotted as the shaded area as a
function of quasiparticle energy E. (b) The increase in quasiparticle density increases
the surface inductance Ls and the surface resistance Rs of the film, which is used as
part of a microwave resonant circuit. The resonant circuit is depicted schematically
as a parallel RLC circuit which is capacitively coupled to a transmission line (feed-
line). (c) On resonance, the LC circuit loads the through line, producing a dip in its
transmission. The quasiparticles produced by the photons increase both Ls and Rs,
which moves the resonance to lower frequency (due to Ls), and makes the dip broader
and shallower (due to Rs). Both of these effects contribute to changing the transmis-
sion amplitude (c) and phase (d) of a microwave probe signal transmitted though the
feedline. (e) A 2 × 8 section of the geometry of a close-packed MKID resonator ar-
ray, with dark regions representing superconducting metallization. (f) Cross-sectional
view along A-A in (e) of a resonator showing the illumination mechanism.
8using digital techniques [14, 15]. Fig. 1.4 (e) shows a schematic illustration of a
section of an MKID array described in chapter 4 and 5 of this thesis. Although the
resonators are lumped-element in this case (called lumped-element kinetic inductance
detector or LeKID), there are also distributed versions of MKIDs. Fig. 1.4 (f) shows
the radiation coupling mechanism to a LeKID. Photons are directly absorbed inside
the meandered inductor section.
The fundamental limit to the sensitivity of an MKID is determined by the random
generation of quasiparticles by pair-breaking thermal phonons and their subsequent
recombination, resulting in generation-recombination noise. Fortunately, this noise
is exponentially suppressed at lower temperatures by the Boltzmann factor e−∆/kBT .
However, in practice MKIDs are still limited by other nonfundamental sources of
noise, such as amplifier noise and capacitor noise due to two-level system (TLS)
fluctuators in amorphous dielectrics. Constant progress in development of lower-noise
amplifiers has been very beneficial for MKIDs [16]. TLS noise can be significantly
reduced as will be shown in chapter 3 of this thesis, but the remaining noise is still
an issue.
MKID arrays are being developed for astronomy at a wide range of wavelengths
from millimeter waves to x-rays [17, 18, 19, 20]. Other applications of superconducting
resonators are in quantum computation experiments [21, 22, 23], multiplexed readout
of transition-edge sensor bolometers [24], and parametric amplifiers [25].
9Chapter 2
Principles of kinetic inductance
detectors
In this chapter we will review the basics of the operation of a microwave kinetic
inductance detector (MKID). We will explain the principle of detection going through
the chain of signal starting from perturbations to the complex conductivity of a
superconductor to the final detection of a voltage. The calculations and the formulae
in this chapter will be used later throughout the rest of the thesis.
2.1 Principle of detection
2.1.1 Surface impedance and complex conductivity of super-
conductors
In a superconductor at zero temperature, all the electrons are bound into pairs called
Cooper pairs. This happens due to the interaction between the lattice and the elec-
trons which creates a weak attractive force that binds the electrons into pairs. Ac-
cording to BCS theory [26] the pairs have a binding energy of
2∆0 ≈ 3.52kBTc (2.1)
10
where Tc is the critical temperature above which superconductivity vanishes and ∆0
is the energy gap of the superconductor. The binding energy is quite weak, of the
order of meV, and thermal energy can easily break the pairs. Thus at a nonzero
temperature T < Tc some of the pairs will be broken into quasi single electrons called
quasiparticles. The quasiparticle density per unit volume is given by
nqp = 4N0
∫ ∞
∆
E√
E2 −∆2f(E)dE (2.2)
where ∆ is the nonzero temperature gap and f(E) = 1/(1 + eE/kBT ) is the Fermi-
Dirac distribution for the quasiparticles in thermal equilibrium. For T  Tc we have
∆ ≈ ∆0 and
nqp ≈ 2N0
√
2pikbT∆0e
−∆0
kBT . (2.3)
Here N0 is the single-spin density of electron states at the Fermi energy, which for
aluminum is 1.72 × 1010 µm−3 eV−1 [12]. From Eq. 2.3 we can see that as T −→ 0,
nqp −→ 0 in an exponential manner. Because of the energy gap, Cooper pairs carrying
electrical current cannot easily get excited into a higher energy state which means
they cannot scatter like normal electrons. Therefore, superconductors show zero
DC resistance below their critical temperature Tc. However, they do show nonzero
resistance and inductance in the case of AC fields. This is because the electromagnetic
field can penetrate inside the superconductor over a length of λ (the penetration
depth) due to the Meissner effect. When T > 0 the existence of normal electrons
(quasiparticles) introduces resistive loss to the AC field. On the other hand the
Cooper pairs store energy in the form of kinetic and magnetic energy and introduce
a purely inductive impedance, because they lag the electric field due to their inertia.
The combined effect of the quasiparticles and the Cooper pairs produces a complex
surface impedance
Zs = Rs + jXs . (2.4)
The surface impedance can be calculated using the complex conductivity formulation
given by Mattis and Bardeen [27]. For frequencies below the gap frequency (νg =
11
2∆/h) the complex conductivity σ = σ1 − jσ2 is given by:
σ1
σn
=
2
~ω
∫ ∞
∆
E2 + ∆2 + ~ωE√
E2 −∆2√(E + ~ω)2 −∆2
[
f(E)− f(E + ~ω)
]
dE (2.5)
σ2
σn
=
1
~ω
∫ ∆+~ω
∆
E2 + ∆2 − ~ωE√
E2 −∆2√∆2 − (E − ~ω)2
[
1− 2f(E)
]
dE (2.6)
where σn = 1/ρn is the normal-state conductivity of the superconductor just above
Tc. In the temperature range T  Tc, σ1  σ2. In the case where kBT  ∆0 and
~ω  ∆0, these two integrals can be simplified [28] to
σ1(nqp)
σn
=
2∆0
~ω
nqp
N0
√
2pikBT∆0
sinh(ξ)K0(ξ) (2.7)
σ2(nqp)
σn
=
pi∆0
~ω
[
1− nqp
2N0∆0
(
1 +
√
2∆0
pikBT
e−ξI0(ξ)
)]
(2.8)
ξ =
~ω
2kBT
, (2.9)
where I0 and K0 are the zeroth-order modified Bessel functions of the first and second
kind, and where we have used Eq. 2.3 to write these in term of nqp. Here nqp is the
total quasiparticle density due to thermal generation and pair breaking by photons.
The last step is important because we can now directly see that both σ1 and δσ2 =
σ2− σ2(0) are proportional to nqp. This is the basic detection mechanism of MKIDs:
quasiparticles that are created by absorption of photons or thermal generation in the
superconductor can be sensed through perturbations in the complex conductivity.
From Eq. 2.7 and Eq. 2.8 it can be shown that the fractional changes in σ1 and σ2
are equal to fractional changes in nqp
1:
δσ1
σ1
=
δnqp
nqp
(2.10)
δσ2
σ2 − σ2(0) =
δnqp
nqp
(2.11)
On the other hand, a perturbation in the complex conductivity results in a per-
1An underlying assumption here is that the perturbation in the quasiparticle distribution function
δf(E) has the same shape as f(E) [13].
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turbation in the complex surface impedance of the film in the following way: In the
case when the film thickness t is much smaller than the effective penetration depth
λeff and t is smaller than the electron mean free path `e
2, we can simply write [28]
Zs =
1
σt
(2.12)
=
1
(σ1 − jσ2)t (2.13)
≈ σ1
tσ22
+ j
1
tσ2
. (2.14)
Therefore, from Eq. 2.12 a fractional perturbation in conductivity is related to the
fractional perturbation in surface impedance as
δZs
Zs
= −δσ
σ
. (2.15)
If we consider perturbation around zero temperature, we have Zs(0) = jXs(0) and
σ(0) = −jσ2(0), and if we assume σ1  σ2 we can write, to first order:
δRs
Xs(0)
=
δσ1
σ2(0)
(2.16)
δXs
Xs(0)
= − δσ2
σ2(0)
. (2.17)
Using Eq. 2.10 and Eq. 2.11 the above two equations can be written in terms of
perturbations in quasiparticle density:
δRs
Xs(0)
=
S1(ω)
2N0∆0
δnqp (2.18)
δXs
Xs(0)
=
−S2(ω)
2N0∆0
δnqp (2.19)
2These conditions are met for the thicknesses and films that we use though out this thesis (60
nm Al and 20–40 nm TiN).
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where S1(ω) and S2(ω) are defined in the limit ~ω, kBT  ∆0 as
S1(ω) ∼= 2
pi
√
2∆0
pikBT
sinh(ξ)K0(ξ) (2.20)
S2(ω) ∼= 1 +
√
2∆0
pikBT
e−ξI0(ξ) , (2.21)
and
β =
S2(ω)
S1(ω)
=
δσ2
δσ1
=
|δXs|
δRs
(2.22)
is the ratio of the two perturbations. This ratio is important because it determines
which response is stronger. It is also useful when comparing the observed response
ratio in measurements to theory. Furthermore, it is convenient to express the pertur-
bations in parameters in terms of δnqp because as we will see later the perturbations
in the incident optical power on the detector δPo directly determines δnqp.
The changes in the surface impedance can be very sensitively measured using a
resonant circuit made from the superconductor. The concept is illustrated in Fig.
1.4 where the RLC circuit represents the detector. As photons break Cooper pairs
inside the detector, the resonance frequency fr and the quality factor Qr of the circuit
changes. This change can be probed by weakly coupling the resonator capacitively or
inductively to a transmissionline called a “feedline”. By sending a microwave probe
signal on the feedline tuned on the resonance frequency, the complex amplitude of
the signal S21 changes by δS21 every time photons hit the detector. In the following
sections we will calculate how δS21 is related to the changes in the incident optical
power δPo. We start by examining the quasiparticle lifetime and its steady-state
value.
2.1.2 Quasiparticle lifetime
Quasiparticles can recombine over a lifetime τqp and emit a phonon during the pro-
cess. The lifetime depends on the quasiparticle density since for higher densities the
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recombination probability is higher. As the temperature is reduced the thermally
generated quasiparticles reduce and τqp increases. However, it has been experimen-
tally observed [29, 30, 31] that the lifetime saturates at a maximum level τmax for
nqp . n∗ ≈ 100 µm3 and has the form
τ−1qp = τ
−1
max +Rnqp . (2.23)
R = 1/n∗τmax is called the recombination constant and is theoretically given by [32]
R =
(2∆)2
2N0τ0(kBTc)3
(2.24)
where τ0 is the material-specific electron-phonon interaction time.
The quasiparticle population is governed by generation and recombination pro-
cesses. These are thermal quasiparticle generation, excess quasiparticle generation,
and quasiparticle recombination. We can write
dnqp
dt
= Γgen − Γrec (2.25)
where Γgen and Γrec are the generation and recombination rates. To calculate the
steady-state population nqp we can set the generation and recombination rates equal.
The generation rate consists of two terms
Γgen = Γth + Γe (2.26)
where Γth is the thermal generation rate, and Γe is the excess quasiparticle generation
rate from optical power incident on the detector and the readout power. We can write
Γe = Γo + Γa =
ηoPo
∆0
+
ηaPa
∆0
(2.27)
where ηo ∼ 0.7 is the efficiency with which absorbed optical power generates quasipar-
ticles [13], ηa is the efficiency with which absorbed readout power generates quasipar-
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ticles, Po is the incident optical power, and Pa is the absorbed readout power inside
the resonator. For the readout power efficiency we can write an expression
ηa =
N readqp ∆
τqpP
qp
a
(2.28)
where N readqp is the quasiparticle population created due to the readout and where
P qpa = χqpPa is the absorbed power by the quasiparticles due to readout and χqp ≤ 1
determines the proportionality.
The recombination rate depends on the total quasiparticle population and can be
written as
Γrec =
1
2
Nqp(τ
−1
max + τ
−1
qp ) = Nqp(τ
−1
max +
1
2
Rnqp) (2.29)
where Nqp = nqpV is the total quasiparticle population in the superconducting volume
V .
The thermal generation rate Γth is equal to the recombination rate at the thermally
generated quasiparticle density at temperature T
Γth = Γrec(nth(T )) (2.30)
where nth is determined from Eq. 2.3. However, nth can be made sufficiently small
at low temperatures that it can become negligible. Solving for nqp in Eq. 2.25 at
steady-state we get
nqp = n
∗√1 + 2Γeτmax/N∗ − n∗ (2.31)
where N∗ = V n∗. The lifetime is given by using Eq. 2.31 in Eq. 2.23:
τqp =
τmax√
1 + 2Γeτmax/N∗
. (2.32)
Now we can calculate the perturbation in the quasiparticle population δNqp in re-
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sponse to a perturbation in the incident optical power δPo:
δNqp =
∂Nqp
∂Po
δPo =
∂Nqp
∂Γe
∂Γe
∂Po
δPo . (2.33)
The first factor can be calculated from Eq. 2.31 and is equal to ∂Nqp/∂Γe = τqp. The
second factor can be calculated from Eq. 2.27 and is ∂Γe/∂Po = ηo/∆0. Therefore,
δNqp =
ηoτqp
∆0
δPo . (2.34)
Next we will examine the electrical resonant circuit that is used to sense the
changes in the surface impedance.
2.2 Resonator circuit
In the previous sections we evaluated how a change in quasiparticle density affects the
surface impedance. Here we will examine the resonator circuit that is used to sense the
changes in the surface impedance. Fig. 2.1 (a) shows an equivalent circuit diagram
for the resonator and readout mechanism. The resonator which is the RLC tank
circuit is coupled capacitively to a feedline. A microwave voltage generator produces
a signal that is transmitted through the feedline past the resonator and is amplified
with an amplifier. When the signal is tuned near resonance the complex amplitude
of the signal is affected by the resonator. The forward complex transmission S21 from
port 1 to port 2 is shown in Appendix A to be
S21 ≈ 1− Qr
Qc
1
1 + 2jQrx
(2.35)
x =
ω − ωr
ωr
(2.36)
where ωr = 2pifr is the resonance frequency, x is the fractional frequency, Qr is the
resonance quality factor, Qc is the coupling quality factor, and Qi is the internal
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Figure 2.1: (a) Equivalent circuit illustration of a superconducting resonator coupled
capacitively to a transmission line (“feedline”). The load impedance Z0 represents
the amplifier’s input impedance. The voltage source and its impedance represent
the microwave generator used to read out the resonator. (b) The circular trajectory
of the complex transmission S21 as a function of frequency for the circuit in (a) is
shown along with the resonance frequency fr. The dots on the circle represent fixed
frequency steps. The directions tangent and perpendicular to the resonance loop at a
fixed generator frequency ωg = 2pifg are indicated by the complex vectors A(ωg) and
B(ωg). These two directions correspond to the frequency and dissipation direction
signals.
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quality factor. These are related by (see Appendix A)
1
Qr
=
1
Qc
+
1
Qi
. (2.37)
The transmission S21 traces a clockwise circle in the complex plane as the frequency
is increased from below the resonance to above the resonance. This is shown in Fig.
2.1 (b). Far away from resonance S21 −→ 1. On resonance S21 reaches a minimum
value of min(|S21|) = 1− Qr
Qc
. The value of Qr can be determined from the resonance
bandwidth Qr =
fr
2∆νr
where 2∆νr is defined as the frequency bandwidth spanning
half the resonance circle in Fig. 2.1 (b). The value of Qc and Qi can be determined
from
Qc =
Qr
1−min(|S21|) (2.38)
Qi =
Qr
min(|S21|) . (2.39)
In practice however, the resonance circle will be affected by the measurement read-
out circuit. Cable delay will cause the loop to become smaller, crossing itself, and
impedance mismatch between the feedline and the load and source impedances will
rotate the loop. These effects can be taken out by using a resonance fitting code.
When photons are absorbed in the resonator the surface impedance of the circuit
changes which causes a change in the resonance frequency and quality factor. This
in turn changes the complex transmission S21 which is measured. We can calculate
the perturbation in S21 as a function of perturbations in fractional frequency x and
Qi. For slow perturbations compared to the resonance response time we can write
δS21(t) = A(ω)δx(t) +B(ω)δQ
−1
i (t) (2.40)
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where A(ω) and B(ω) are
A(ω) =
∂S21
∂x
= 2jQc
(
1− S21(ω)
)2
(2.41)
B(ω) =
∂S21
∂Q−1i
=
1
2j
A(ω) (2.42)
and δx(t) =
δfr(t)
fr
. The directions of the vectors A(ω) and B(ω) are tangent and
perpendicular to the resonance circle as shown in Fig. 2.1 (b). These two directions
are commonly referred to as the frequency and dissipation (or phase and amplitude)
directions, respectively. For fast perturbations with frequency ν the resonator ring-
down response should also be included which acts as a low-pass filter when ω = ωr.
To include this effect we switch to the frequency–domain representation of Eq. 2.40
δS21(ν) =
[
A(ω)δx(ν) +B(ω)δQ−1i (ν)
]
ζ(ν) (2.43)
where
ζ(ν) =
1
1 + jν/∆νr
. (2.44)
However, for our situation the perturbation in the signal is usually much slower than
the resonator response time and ζ −→ 1.
To follow the notation of Zmuidzinas et al. [13] we define the following variables
to rewrite Eq. 2.43 in terms of these:
φg = tan
−12Qrx (2.45)
is the phase angle;
χc =
4QcQi
(Qc +Qi)2
=
4Q2r
QcQi
. 1 (2.46)
is the coupling efficiency factor which reaches unity for optimum coupling Qc = Qi;
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and
χg(ω) =
1
1 + 4Q2rx
2
. 1 (2.47)
is the generator detuning efficiency which is maximized when the generator frequency
is tuned on resonance, ω = ωr. Using the above three definitions we can rewrite Eq.
2.41 and Eq. 2.42 as
A(ω) = j
Qi
2
χcχge
−2jφg (2.48)
B(ω) =
Qi
4
χcχge
−2jφg . (2.49)
We can now rewrite Eq. 2.43 using the above two equations
δS21(ν) =
1
4
χcχgQie
−2jφg[2jδx(ν) + δQ−1i (ν)]ζ(ν) + δSa(ν) . (2.50)
We have added a noise term δSa(ν) = δIa(ν) + jδQa(ν) representing the amplifier’s
additive white noise which has a noise power spectral density of
PSD(δIa) = PSD(δQa) =
kBTa
2Pfeed
(2.51)
where Ta is the amplifier noise temperature and Pfeed is the microwave generator power
incident on the feedline. Note that part of Pfeed is absorbed inside the resonator which
is equal to
Pa = (1− |S11|2 − |S21|2)Pfeed = χcχg
2
Pfeed ≤ 1
2
Pfeed . (2.52)
Another important noise source that must be included in Eq. 2.50 is the excess
two-level system (TLS) frequency noise. This noise is intrinsic to the resonator and
causes a jitter in the resonance frequency that is characterized by the fractional
frequency noise power spectral density STLS(ν) corresponding to fluctuations in x. It
will be described in detail in Chapter 3. Because it is intrinsic it directly adds to the
21
frequency perturbation term. We can rewrite Eq. 2.50 to include it as follows:
δS21(ν) =
1
4
χcχgQie
−2jφg[2jδx(ν) + 2δxTLS(ν) + δQ−1i (ν)]ζ(ν) + δSa(ν) . (2.53)
2.3 Resonator response
We can now start to calculate the relation between quasiparticle perturbations δnqp
and resonator circuit transmission perturbations δS21. We start by calculating the
perturbation in resonance frequency and quality factor. The resonance frequency in
Fig. 2.1 (a) is simply (see Eq. A.22)
fr =
1
2pi
√
LC
. (2.54)
A perturbation in the inductance is related to a perturbation in frequency as
δx =
δfr
fr
=
−δL
2L
. (2.55)
We can write the total inductance L as the sum of the geometric inductance and the
kinetic inductance L = Lm +Lki. Only the kinetic inductance is perturbed so we can
write
δx =
−δLki
2(Lki + Lm)
= −α
2
δLki
Lki
= −α
2
δXs
Xs
, (2.56)
where
α =
Lki
Lki + Lm
(2.57)
is defined as the kinetic inductance fraction. Using Eq. 2.19 in Eq. 2.56 we can now
relate δx to δnqp:
δx =
αS2(ω)
4N0∆0
δnqp . (2.58)
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We can follow the same logic for perturbations in the internal quality factor. We start
by writing
Q−1i =
R
ωL
. (2.59)
A perturbation in the resistance is related to a perturbation in Q−1i as
δQ−1i =
δR
ωL
= α
δR
ωLki
= α
δRs
Xs
. (2.60)
Using Eq. 2.18 in the above equation we can now relate δQ−1i to δnqp as
δQ−1i =
αS1(ω)
2N0∆0
δnqp . (2.61)
Note that we can write a similar relation between the internal quality factor Qi and
the total quasiparticle density nqp
Q−1qp = χqpQ
−1
i =
αS1(ω)
2N0∆0
nqp (2.62)
where the factor χqp ≤ 1 accounts for the portion of the internal resonator loss that is
due to quasiparticles. Other loss mechanisms like radiation into free space and TLS
loss (see Chapter 3) can contribute to Q−1i but are not affected by quasiparticles.
Using Eq. 2.34 together with Eq. 2.58 and Eq. 2.61 it is convenient to define the
fractional frequency responsivity Rx and the loss responsivity RQ−1i as
Rx =
δx
δPo
=
αS2(ω)ηoτqp
4N0 ∆20V
(2.63)
RQ−1i =
δQ−1i
δPo
=
αS1(ω)ηoτqp
2N0 ∆20V
. (2.64)
We will later use the ratio between these two responses in bath temperature sweep
and black-body power sweep measurements in Chapter 3 and 4 to compare with the
Mattis–Bardeen prediction given above.
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We can combine Eq. 2.58, Eq. 2.61, and Eq. 2.62 with Eq. 2.53 to obtain a
relation between δS21 and δnqp
δS21(ν) =
1
4
χcχgχqp e
−2jφg[1 + jβ(ω)]ζ(ν)δnqp
nqp
+j e−2jφg
χcχg
2
Qi ζ(ν) δxTLS + δSa(ν) . (2.65)
Finally, using Eq. 2.34 we can write the relationship between δS21 and the optical
power δPo as
δS21(ν) =
1
4
χcχgχqp e
−2jφg[1 + jβ(ω)]ζ(ν) ηoτqp
∆0Nqp
δPo
+j e−2jφg
χcχg
2
Qi ζ(ν) δxTLS + δSa(ν) . (2.66)
From the above equation it is easy to write expressions for the frequency and dissi-
pation direction responsivities (gains):
Re(δS21)
δPo
=
ηoχcχqpτqp
4Nqp ∆0
(2.67)
Im(δS21)
δPo
=
β(ω)ηoχcχqpτqp
4Nqp ∆0
(2.68)
where we have assumed that ζ(ν) = 1. We will make this assumption from here on
since the astronomical signals observed in the submillimeter and far-IR have very
slow variations in time. We can see that the responsivity in the frequency direction
is a factor of β(ω) larger than the dissipation direction. This is a potential advantage
for the frequency response. However, because of the extra TLS noise in this direction
currently the dissipation response is more sensitive. In the next chapter we will
examine this extra noise and try to find a resonator design that minimizes it.
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2.4 Resonator sensitivity
In order to calculate the sensitivity of an MKID resonator we need to consider the
noise sources contributing to the signal. These could be intrinsic noise like the TLS
noise (see Chapter 3), thermal quasiparticle generation shot noise, quasiparticle re-
combination shot noise, or extrinsic noise like the photon shot noise in the optical
power. We will calculate the noise equivalent power (NEP) at the input of the detector
for each of these noise sources.
The power spectral density of shot noise in the generation rate Γth from thermal
generation of quasiparticles is given by [13]
SΓth = 2Γth = Nth(τ
−1
max + τ
−1
th ) (2.69)
where Nth is the thermal quasiparticle population at temperature T when the system
is in thermal equilibrium (see Eq. 2.3), and τ−1th = Rnth + τ
−1
max is the lifetime. The
power spectral density of shot noise in the recombination rate Γr from the recombi-
nation of all quasiparticles is given by
SΓr = 2Γr = Nqp(τ
−1
max + τ
−1
qp ) . (2.70)
Both the above power spectra are defined for double-sided noise. With some calcula-
tion it can be shown [13] that the contribution of the above generation and recombi-
nation terms to the noise equivalent power is
NEP2g−r = 2
[
Nth(τ
−1
max + τ
−1
th ) +Nqp(τ
−1
max + τ
−1
qp )
](∆0
ηo
)2
(2.71)
where the factor of 2 is to account for noise in positive and negative frequencies
(single-sided spectra), and the two major terms correspond to NEP2th and NEP
2
r. For
an optically loaded detector where the loading level is high and Nqp is dominated by
the optical loading, we can write Nqp/τqp in terms of Po using Eq. 2.32 and Eq. 2.31.
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After some calculation we can estimate the recombination NEP as
NEPr ≈ 2
√
Po∆0
ηo
. (2.72)
The photon noise equivalent power intrinsic to the incident optical signal is given
by [13]
NEP2ph = 2Pohν(1 + n0) (2.73)
where n0 = 1/(e
hν/kBT − 1) is the photon occupation number and ν is the photon
frequency. The factor of two is for single-sided noise.
The amplifier noise contribution to NEP can be calculated by using Eq. 2.51
together with Eq. 2.67 or Eq. 2.68. The amplifier NEP contribution to the dissipation
direction signal and to the frequency direction signal are:
NEPampdiss =
√
2×
√
kBTa
2Pfeed
× δPo
Re(δS21)
=
4Nqp ∆0
ηoχcχqpτqp
√
kBTa
Pfeed
(2.74)
NEPampfreq =
√
2×
√
kBTa
2Pfeed
× δPo
Im(δS21)
=
4Nqp ∆0
β(ω)ηoχcχqpτqp
√
kBTa
Pfeed
(2.75)
where the factor of
√
2 is for single-sided NEP.
The TLS NEP contribution to the frequency direction signal can be calculated
by using Eq. 2.63 together with the TLS fractional frequency noise spectral density
STLS:
NEP2TLS =
2STLS
R2x
= 2
(
4N0 ∆
2
0V
αηoS2(ω)τqp
)2
STLS . (2.76)
The factor of 2 is for single-sided NEP assuming that STLS is double-sided. Now
we have everything to write an expression for the total NEP in the frequency and
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dissipation signal directions:
NEP2diss = 2Pohν(1 + n0) + 2
[
Nth(τ
−1
max + τ
−1
th ) +Nqp(τ
−1
max + τ
−1
qp )
](∆0
ηo
)2
+
(
4Nqp ∆0
ηoχcχqpτqp
)2
kBTa
Pfeed
(2.77)
NEP2freq = 2Pohν(1 + n0) + 2
[
Nth(τ
−1
max + τ
−1
th ) +Nqp(τ
−1
max + τ
−1
qp )
](∆0
ηo
)2
+
(
4Nqp ∆0
β(ω)ηoχcχqpτqp
)2
kBTa
Pfeed
+ 2
(
4N0 ∆
2
0V
αηoS2(ω)τqp
)2
STLS (2.78)
where the above NEPs are single-sided.
2.4.1 Photon noise limited condition
It is useful to calculate the condition when NEPTLS ≤ NEPph; i.e., photon noise-
limited operation of the detector. We assume that the optical illumination power
is high such that Γeτmax/N
∗  1 which is the case for ground-based submillime-
ter astronomy. Using Eq. 2.32 and Eq. 2.27 this gives a quasiparticle lifetime
τqp ≈
√
τmaxn∗∆0V/2ηoP0. We can further use Eq. 2.24 to substitute n∗τmax by
2N0τ0kBTc/F
2 where F = 2∆0/kBTc ≈ 3.52. Doing so we can set the required
condition as
NEP2TLS =
32 ∆20 F
2N0 V Po ∆0
α2 S2(ω)2 τ0 kB Tc ηo
STLS < 2Po hν (1 + n0) = NEP
2
ph . (2.79)
Rearranging the above we get
STLS <
hν (1 + n0)α
2 S2(ω)
2 τ0 ηo
8 ∆20 F
3N0 V
. (2.80)
We can use the above equation to evaluate whether the TLS noise in a certain device
is sufficiently low to be limited by the photon background noise. As an example,
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for ground-based submillimeter astronomy at λ = 350 µm assuming an atmospheric
temperature of 270 K gives n0 ≈ 6. For a typical MKID, if we assume a resonator
active inductor volume V = 1000 µm3 made from aluminum (Tc = 1.2 K), electron-
phonon interaction time τ0 = 438 nsec [32], a resonance frequency fr = 5 GHz, and
S2 ∼ 2.5, we get an upper limit for single-sided TLS fractional frequency noise power
spectral density of
SSSTLS < α
2 × 5× 10−16 Hz−1 . (2.81)
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Chapter 3
Two-level system (TLS) noise
reduction for MKIDs
In this chapter we will discuss the details of a technique for reducing excess frequency
noise in superconducting microwave resonators. Intrinsic noise in the form of an excess
resonance frequency jitter exists in planar superconducting resonators that are made
on dielectric substrates – usually crystalline silicon or sapphire [12, 33]. This noise can
be a serious problem when these resonators are used as kinetic inductance detectors
and can limit the sensitivity that is needed for astronomical observations. These
resonators are also of interest in other applications including readout multiplexing
of transition edge sensors [24], parametric amplifiers [25], and quantum computation
[34], which could benefit from lower noise resonators. As we conclusively show in
this chapter, this noise is due to fluctuations of the resonator capacitance [35]. In
turn, the capacitance fluctuations are thought to be driven by two-level system (TLS)
fluctuators in a thin layer on the surface of the device [36].
We will first give an introduction to TLS and their effects on resonators, and then
will describe a novel design aimed for reducing TLS noise. We will show measurements
of important resonator properties and noise, and will see that our design is indeed
successful in significantly reducing TLS noise.
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3.1 Introduction to two-level systems
Amorphous solids have very different thermal, acoustic, and dielectric bulk properties
at low temperatures as compared to crystalline solids. In 1972 Phillips [37] and
Anderson [38] introduced a model that successfully explains these properties observed
in experiments. Their model attributes these properties to the presence of quantum
two-level systems (TLS) in amorphous materials. TLS arise due to the disordered
structure of amorphous materials because one or a group of atoms can move from one
configuration to another configuration corresponding to two local potential energy
minima. The atoms do this by quantum tunneling over an energy barrier to the other
state. The difference between the energies in the two states arises from an energy
difference between the two chemical bond configuration. The tunneling behavior of
TLS can be quantum mechanically described as a particle in a double-potential well.
Because of the random nature of these materials the energy minima and the barrier
energy height are assumed to be random in this model, leading to a random, uniform
distribution of TLS energy splittings. The atoms have an electric dipole moment
which makes them electrically active each time they tunnel. These dipole moments
can couple to electric fields, and therefore can affect the dielectric constant of the
material and introduce additional dielectric loss. If TLS exist inside a microwave
resonator, the electric fields from the resonator will couple to the dipoles of the
TLS and power will be stolen from the resonator and turned into loss reducing the
resonance quality factor.
The existence of TLS can also produce excess frequency noise in superconducting
resonators. This is due to the random nature of TLS tunneling events causing a
random fluctuation in the dielectric constant. The fluctuations could be caused by
different mechanisms. These could be random emission or absorption of phonons.
Another possibility could be the random tunneling of neighboring TLS creating a
random potential energy landscape for each individual TLS. The microscopic picture
has not been studied and is not clear, but whatever the cause it can create frequency
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noise in resonators which can significantly impact the performance of MKIDs.
For these reasons it is important to evaluate the effect of TLS in superconducting
resonators, and to find ways to reduce the loss and noise. Below we will describe the
effects of TLS loss and noise on resonators in more detail.
3.2 Resonator loss from TLS
As explained above, TLS exist inside amorphous materials. Significant studies have
been done to determine the effect and amount of TLS loss in superconducting qubits
for quantum computing [39, 40] where low loss is essential for long coherence times,
and in superconducting microwave resonators used for MKIDs [28, 41, 42] where high
Qs are desirable. The details of the theory relevant to the case of MKIDs were carried
out in Gao’s PhD thesis work [28].
TLS have dipole moments that can couple to electric fields, and therefore can
contribute an amount TLS(f, T ) to the real (reactive) and imaginary (dissipative)
parts of the dielectric constant  of the TLS-hosting material. First we look at the
effect of the imaginary part.
In the case of weak electric fields |E|  Ec (or low microwave powers P  Pc)
where Ec and Pc are a critical field and power, the TLS contribution to the dielectric
loss tangent δ in a bulk material is given by [28, 43]:
δTLS(f, T ) =
Im{TLS(f, T )}
Re{} = δ0tanh
( hf
2kBT
)
, (3.1)
where δ0 represents the TLS-induced loss tangent at zero temperature and weak
electric fields, and is proportional to the density of TLS per unit volume and energy.
The hyperbolic tangent factor comes from the thermal occupation probabilities of
the two quantum states: when kBT  hf , the TLS only occupy the ground state
and maximum power absorption can happen which leads to δTLS(f, T ) −→ δ0. In the
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limit where kBT  hf , the excited state is well occupied and stimulated emission
cancels much of the absorption, leading to δTLS(f, T ) ∝ hf/kBT [13]. For the case of
high microwave powers P , it can be shown [44, 28, 43] that the loss tangent becomes
power dependent
δTLS(P ) =
δTLS(P = 0)√
1 + P/Pc
(3.2)
where Pc is the critical power for TLS saturation and is related to the tunneling
transition strength. This power dependence has been experimentally observed in
superconducting resonators [28, 45, 40] and in superconducting qubits [39]. For the
case of superconducting resonators, the internal resonator loss due to TLS (1/QTLSi )
is related to the loss tangent by
1
QTLSi
= −
∫
Vh
Im{TLS}| ~E(~r)|2d~r∫
V
| ~E(~r)|2d~r = FTLSδTLS(f, T ) (3.3)
where
FTLS =
∫
Vh
h ~E(~r)
2d~r∫
V
 ~E(~r)2d~r
=
weh
we
. (3.4)
Here FTLS is a filling factor that accounts for the fact that the TLS hosting material
with h and volume Vh may only partially fill the resonator volume V , and is equal
to the ratio of the electric energy weh stored in the TLS hosting volume to the total
electric energy we stored in the resonator [28]. For the case when P  Pc, we can
write
1
QTLSi
= FTLSδ0tanh
( hf
2kBT
)
. (3.5)
TLS also affects the reactive part of  which manifests itself by a resonance fre-
quency shift in resonators. The change in the reactive part of epsilon is related to a
change in resonance frequency
∆fr
fr
= −FTLS
2
Re{TLS}
Re{} (3.6)
= −
∫
Vh
Re{TLS}| ~E(~r)|2d~r
2
∫
V
| ~E(~r)|2d~r . (3.7)
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The shift can be calculated by using the Kramers-Kroenig relationship between the
real and imaginary parts of the dielectric constant and is equal to
∆fr
fr
=
fr(T )− fr(T = 0)
fr
=
FTLSδ0
pi
[
ReΨ
(1
2
+
1
2pii
hf
kBT
)
− ln hf
kBT
]
, (3.8)
where Ψ is the complex digamma function [28, 43], and has negligible power depen-
dence.
Equations 3.5 and 3.8 can be used to experimentally diagnose the presence of
TLS in resonators and to quantify its amount: for a certain resonator we can sweep
the bath temperature T over a wide range recording fr(T ) and Qi(T ). We can then
use equations 3.5 and 3.8 along with the Mattis–Bardeen equations describing the
quasiparticle-induced change in fr and 1/Qi (Eq. 2.56 and Eq. 2.60) to fit to the
data and extract the FTLSδ0 factor. FTLS can be determined numerically for the
specific resonator geometry at hand if the specific location and geometry of the TLS
hosting material are known. Also, knowledge of the distribution of the electric field
in the resonator is needed. This has been demonstrated [28] for CPW resonators
where a thick artificial layer of dielectric (e.g., SiNx or SiO2) was deposited on the
CPW resonator so that FTLS could be easily determined from EM simulations. The
frequency shift and the internal quality factor were shown to agree with the predictions
of Eq. 3.8 and Eq. 3.5. However, if the exact location and geometry of the TLS
hosting material is not known, it would be difficult to diagnose the type of material
hosting the TLS and to determine its loss tangent. This problem becomes more
evident in the case of resonators that are fabricated on a crystalline substrate (like
Si or sapphire) and do not use any deposited amorphous films. In these resonators
even though amorphous materials are not used, a small amount of TLS loss and TLS
frequency shift is still observed, but the location of the TLS are not evident. Gao et al.
showed that in these resonators a thin (few nm) layer of TLS hosting material on the
surface of the resonator is responsible for the TLS loss and frequency shift observed
[46]. They used geometrical scaling of CPW resonator center strip widths s to argue
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that the corresponding scaling of s−1 in TLS frequency shift can only be explained by
a surface distribution and not a bulk distribution of TLS. This is because for a bulk
distribution the filling factor FTLS is fixed while for a 2D distribution it reduces as
∼ s−1 as the CPW becomes wider. For TLS loss, Barends et al. [47] showed that by
removing part of the silicon substrate in the CPW slot regions with high electric field,
FTLS can be reduced resulting in lower TLS loss. This can be understood by noting in
Eq. 3.3 that the TLS from different locations in the resonator contribute to the loss
with a scaling of | ~E(~r)|2. Therefore, TLS located in the high-field regions are more
important and should be considered in the resonator design process. There are many
candidates for the TLS surface layer material in superconducting resonators. Native
oxide layers from metals like Al and Nb, or native oxides from crystalline substrates
like Si and sapphire can all be host material for TLS. Defect impurities or chemical
residues left from fabrication processing steps like etching or other processes can also
be responsible.
3.3 Resonator frequency noise from TLS
MKID resonators consistently show excess frequency noise [12, 33, 48, 42, 36]. The
noise is a small time-dependent jitter of the resonance frequency fr characterized by
the frequency noise power spectral density Sδfr in units of Hz
2/Hz, or the fractional
frequency noise spectral density Sδfr/fr in units of 1/Hz. This noise corresponds to
fluctuations in the transmission S21 that are tangential to the resonance circle and
is in excess of the amplifier noise. In contrast, noise in the perpendicular direction
(Sδ1/Qr (1/Hz)) corresponding to dissipation or Q fluctuations only comes from the
amplifier and no excess noise is seen, even below the standard quantum limit [49].
The frequency and dissipation noise are illustrated in Fig. 3.1 where contribution
from the TLS typically dominates the frequency noise in CPW resonators. The
dissipation noise spectrum is flat except for a 1/ν gain noise below 10 Hz. The level
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Figure 3.1: (a) The circular trajectory of the complex transmission S21 as a function of
frequency for a resonator is shown along with the resonance frequency fr. The dots on
the circle represent fixed frequency steps. The directions tangent and perpendicular
to the resonance loop at a fixed generator frequency ωg = 2pifg are indicated by the
complex vectors A(ωg) and B(ωg). An ellipse representing the observed noise blob
from the frequency and dissipation fluctuations is shown. The main axis of the ellipse
is in the tangential direction corresponding to frequency fluctuations. (b) Noise power
spectral density for fluctuations in the frequency direction (A) strongly dominated by
TLS noise, and dissipation direction (B) limited by the amplifier noise for a Nb/Si
superconducting microresonator. The rotation angle between the major axis of the
noise ellipse and the B direction at each frequency is 90◦ inside the resonator response
bandwidth. Figure (b) reproduced from [48].
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corresponds to the amplifier noise floor which can be measured when the frequency
is tuned far from resonance. The frequency noise spectrum typically has a 1/ν shape
below 10 Hz, a 1/ν0.5 shape above 10 Hz, and a rolloff that happens at the smaller
of the resonator bandwidth (fr/2Qr) or the intrinsic noise bandwidth ∆νn.
TLS noise is observed to scale with microwave readout power as P−1/2 and with
temperature as T−β with β = 1.5–2 [48, 42]. The power dependence is similar to
the low-temperature TLS loss saturation effect in Eq. 3.2. Using these observations
Gao et al. developed a semiempirical model [36] for TLS noise in superconducting
resonators. In this model the TLS fractional frequency (δfr/fr) noise power spectral
density at high microwave readout powers is given by
STLS = κ(ν, ω, T )
∫
Vh
| ~E(~r)|3d3r
4
( ∫
V
| ~E(~r)|2d3r
)2 (3.9)
where κ(ν, ω, T ) is defined as the noise spectral density coefficient and captures the
ν−1/2 spectral shape and the dependence on microwave frequency ω and temperature.
The formula readily reproduces the power scaling as |E|−1 ∝ P−1/2, similar to what
is experimentally observed. This model has been confirmed experimentally through
observation of geometrical scaling of TLS noise with CPW center strip width s where
it was observed [36] that noise scales as s−1.58. Based on strong evidence discussed
in Section 3.2 that TLS have a surface distribution, they numerically calculated the
~E(~r) field for their CPW resonators assuming a surface distribution of TLS, and used
that result in their Eq. 3.9 to show that they get the same scaling as their experiment.
3.4 A microwave resonator design for reduced TLS
noise
Motivated by the implications of the semiempirical noise model discussed above, we
started an effort to design and measure a new resonator geometry that could reduce
36
CPW feedline
Interdigitated
capacitor
CPW inductor
Submm-wave
Nb/SiO
microstrip line
Input Output
Al center strip
Nb ground plane
wind gind
wcap gcap
Figure 3.2: Schematic illustration of an interdigitated capacitor (IDC) resonator used
in this work. wcap and scap are large to reduce TLS noise. For illustration purpose
the dimensions are not to scale and the capacitor shown has only 5 fingers on each
side. The actual devices have more fingers. The resonator is capacitively coupled to
a CPW feedline. The resonator is mainly made from Nb on a Si substrate except for
a ∼ 1-mm-long aluminum-on-Si section. The CPW inductor is short-circuited at the
Al end where the current is maximum. The mm/submm radiation can be brought to
the resonator with a low-loss microstrip line where it is absorbed in the Al section.
TLS noise. Several different resonator geometries were designed in the beginning,
but in the end one design turned out to be most effective which is described in this
chapter and for which measurements were taken.
A key prediction of the noise model in Eq. 3.9 is that the noise contributions from
individual TLS located on the resonator surface are weighted by | ~E|3. This implies
that TLS located in high E-field areas are the main contributors to the noise. The
high E-field section of a resonator is its capacitive portion, and so by redesigning
this portion one could potentially lower the noise. This can be done by widening the
electrode spacings in the capacitor which spreads the E-field distribution in a way
that less electric field lines go though the surface TLS layer, effectively reducing the
filling factor FTLS defined in Eq. 3.4.
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We used this insight to develop a modified resonator geometry [35] in which the
capacitive section of a conventional λ/4 CPW resonator has been replaced by an
interdigitated capacitor (IDC) structure with wide finger spacings (Fig. 3.2). The
inductive low E-field section was left unchanged as compared to our conventional
CPW resonators. This makes it possible to directly compare our noise results with
regular CPW resonators. Furthermore, since we were planning to use these resonators
as MKIDs for photon detection (initially with the MKIDcam instrument [50] and
later with the MUSIC instrument [17]; see Fig. 3.12), it was important to keep the
inductive section narrow to maintain a high kinetic inductance fraction (α) needed
for maximum responsivity. The details of the actual fabricated devices are explained
next.
3.4.1 Device details
Figure 3.3 shows a picture of the fabricated resonators along with the device box.
There are 8 resonators on the chip corresponding to 2 different resonator geometries
(4 of each geometry). Both geometries have IDCs but with different size.
The first geometry (Fig. 3.3 (a)) has an IDC made of 19 fingers on each side of the
vertical strip in the middle of the IDC. Finger width and spacing are wcap = 10 µm
and gcap = 10 µm. The IDC is 1040 µm × 390 µm giving a capacitor area of 0.40
mm2 and a capacitance value of C10−10 ≈ 2.0 pF. It is made from 200-nm-thick Nb on
a 450-µm-thick crystalline silicon substrate (with a thin native oxide layer expected
to be present due to air exposure) using a photoresist mask and an SF6 plasma etch.
The distance between the IDC and the feedline as well as the IDC width controls the
coupling of the resonator to the feedline Qc.
The narrow CPW meander acts as a CPW inductor that is short-circuited on
one end. Since it is relatively short it acts as a lumped-element inductor. As men-
tioned before, this design was intended for use as an MKID for the MKIDcam [50]
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Figure 3.3: (a) Photograph of an IDC resonator in the first group with wcap = 10 µm
and gcap = 10 µm. (b) An IDC resonator in the second group with wcap = 20 µm
and gcap = 20 µm. (c) Device chip with the 8 resonators mounted inside a test box.
Wirebonds between chip and duroid circuit board and metal box are visible. (d)
Measurement box with SMA connectors on both sides.
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and MUSIC [17] instruments, and therefore it was designed to be as close to an ac-
tual photon sensor as possible which would help in identifying any unforeseen issues.
Hence, part of the length of the inductor was made of a 1-mm-long CPW with the
center strip made from 60-nm-thick aluminum and the ground planes made from
200-nm-thick Nb. This section would act as the photon sensory part. The millime-
ter/submillimeter radiation collected using a separate antenna would then travel on
a Nb/SiO2/Nb microstrip line reaching the beginning of the Al CPW section at the
shorted end. The microstrip line would then combine with the CPW turning into a
Nb/SiO2/Al microstrip line. The radiation would then be absorbed in the aluminum
creating quasiparticles in the resonator (see Fig. 3.2). Since Al has a lower supercon-
ducting energy gap (νAlg ≈ 90 GHz) than Nb (νNbg ≈ 700 GHz), the Al section also
keeps the quasiparticles trapped so they don’t escape. However, we did not include
the microstrip line in the actual fabricated devices since the experiment was intended
to be done with the devices inside a dark cryostat for dark noise testing (no optical
window to couple radiation from). In order to tune the resonance frequency and space
the four resonances ∼ 50 MHz apart, a short extra length of pure Nb CPW inductor
(lNb = 54–134 µm) is inserted between the Nb IDC and the Al CPW inductor.
The design of the second geometry (Fig. 3.3 (b))is the same as the first design
except for the IDC dimensions. It has wcap = 20 µm and gcap = 20 µm and is 1040 µm
× 780 µm giving a capacitor area of 0.81 mm2 and a capacitance value of C20−20 ≈ 2.4
pF.
Fig. 3.3 (c) and (d) show the chip with the 8 resonators mounted inside a test
box. The box is made from oxygen-free high-purity copper that has been plated with
a nonmagnetic gold layer to avoid exposing the magnetic-field-sensitive resonators
[51] to unwanted magnetic fields. The signal is brought in through the SMA coaxial
connection on one side and read out from the other side. The center pin of the coaxial
connector is soldered to a microstrip line on a duroid circuit board. The microstrip
line transitions to a CPW on this board and is brought to the chip using wirebonds
where it connects to the on chip CPW bond pads.
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Before describing the measurements on this device we will mention a few important
design considerations that are important for IDC resonators.
3.4.2 Some design considerations
In order to reduce TLS noise as much as possible, the capacitor area and electrode
spacings (wcap and scap) have to be made as large as possible. However, the IDC
can quickly get too big resulting in several issues. One is that the IDC could act
as a distributed element with propagating modes rather than a lumped capacitor.
This would result in nonzero microwave currents in the capacitor that can introduce
parasitic inductance reducing the effective capacitance and also reduce the kinetic
inductance fraction in case the resonator is being used as an MKID. This can happen
if the size is larger than ∼ λ/20 where λ is the wavelength of the propagating mode.
For a 5 GHz resonator on a silicon substrate ∼ λ/20 = 1.2 mm assuming a CPW
propagating mode. The IDCs in our resonators are close to the limit of lumped-
element performance. We simulated the capacitors in Sonnet [52] and confirmed
that they are close to being lumped-element, although some amount of currents were
produced in the capacitors.
Another concern is microwave radiation into the substrate from the capacitor
which could reduce the internal quality factor of the resonator. This can happen in
certain types of large IDC or CPW structures if not properly designed. For example,
from a TLS noise point of view, one could use a “fat” CPW resonator where the center
strip width and gaps are increased to reduce noise. However, such a structure can ra-
diate into space significantly reducing the quality factor [13]. To minimize microwave
radiation it is important to design the structure so that opposite polarity conductors
are always close to each other canceling the radiation from opposite polarity currents.
This is also important for large IDC structures and in fact became an issue in our
initial design where we had used a slightly different IDC structure. The lost power
through radiation can be checked using an electromagnetic simulation software like
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Sonnet [52] by looking at 1− |S11|2 for a one-port circuit element like an IDC, or by
running a two-port simulation for the whole resonator with a feedline and looking at
1− |S11|2 − |S21|2, where S11 and S21 are the microwave scattering parameters.
Another important issue for an array of MKID resonators on a chip is the limited
space availability for each resonator. Interdigitated capacitors with wide finger spac-
ings can take a significant amount of area on chip and are not necessarily the best
option for use in tightly packed MKID arrays. For example, parallel-plate capacitor
structures on silicon-on-insulator substrates [53] can take much less area for the same
amount of capacitance and could provide an alternate solution for size. Additionally,
it has been suggested that such capacitors could potentially have very low TLS noise
because the crystalline silicon dielectric in between the plates is nearly free of TLS. If
the metal/substrate interface is carefully fabricated to avoid any oxidation layers or
other sources of thin TLS-containing layers, the capacitor could be almost TLS free
[13].
3.5 Measurements
3.5.1 Low-temperature resonance frequencies and quality fac-
tors
The device shown in Fig. 3.3 was cooled down to 60 mK inside a dilution refrigerator.
A network analyzer was used to measure the transmission through the device. The
microwave signal goes through the feedline and is amplified at the output of the box
using a cryogenic HEMT (high electron mobility transistor) amplifier mounted on the
4 K stage inside the cryostat. The signal is further amplified by a room temperature
amplifier and is read out by the network analyzer. The excitation frequency is swept
through the resonances on the array and a computer records the complex transmission
S21. Figure 3.4 shows S21 versus frequency for the device. The resonators are in two
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Figure 3.4: (a) Forward transmission S21 for resonators number 1–4. (b) Forward
transmission S21 for resonators number 5–8. Measurements were at T = 60 mK and
Pfeed = −95 dBm.
groups of 4 spaced by ∼ 40 MHz in each group and the groups are separated by 0.5
GHz. This is inline with our simulations. We used a fitting code developed by J. Gao
[28] to fit to the resonance loops and extract the resonator parameters (resonance
frequency fr, total quality factor Qr, internal quality factor Qi, and coupling quality
factor Qc). These are listed in table 3.1.
We find that the resonance frequencies are ∼ 2% smaller than their design values
which is expected due to the kinetic inductance of Al which was not taken into account
in the simulations. The Qc’s however do not closely match their design values. For
the lowest Qc resonators in each group the measured values are roughly two times
larger than the design values. In group 1 (resonator no. 1–4) the ratio gets smaller
for higher Qc’s. Group 2 does not exactly follow this trend and resonator no. 5 has
a ratio of ∼ 3. We did not use CPW grounding straps to connect the CPW feedline
ground planes together, so it is possible that unwanted slot-line modes on the CPW
feedline are responsible for the variation [54]. Ground straps were not used because
the additional fabrication processing required could affect the noise performance of
the resonators since it involves the deposition and partial removal of an additional
dielectric layer and via holes.
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Table 3.1: fr, Qr, Qi, Qc, and Q
∗
c for 8 IDC resonators. Qc is the measured coupling
quality factor, and Q∗c is the design value.
Res # fr(GHz) Qr Qi Qc Q
∗
c
1 4.961 5.35× 104 4.53× 105 6.06× 104 5.2× 104
2 4.999 2.96× 104 4.05× 105 3.20× 104 2.6× 104
3 5.038 1.81× 104 4.93× 105 1.88× 104 1.3× 104
4 5.083 1.43× 104 5.42× 105 1.47× 104 0.65× 104
5 5.567 1.44× 105 7.64× 105 1.77× 105 5.2× 104
6 5.611 6.08× 104 4.12× 105 7.13× 104 2.6× 104
7 5.653 1.81× 104 3.15× 105 1.92× 104 1.3× 104
8 5.697 1.27× 104 4.16× 105 1.31× 104 0.65× 104
Bath temperature was T = 60 mK and readout power Pfeed = −95 dBm.
3.5.2 Temperature sweep
As explained in Section 3.2 a very effective diagnostic technique is to measure res-
onator properties as a function of bath temperature which can identify any effects
from TLS. Furthermore, the kinetic inductance fraction α and superconductor energy
gap ∆ can be extracted from the sweeps. We measured S21 for a range of bath tem-
peratures from 60–400 mK for all 8 resonators at Pfeed = −95 dBm. As an example,
Fig. 3.5 (a) shows the transmission magnitude versus frequency for resonator number
3 in this temperature range and Fig. 3.5 (b) shows the complex S21 resonance loop
for the same resonator with temperature.
We used our fitting code to find the resonator parameters at each tempera-
ture. Fig. 3.6 (a) shows the fractional frequency shift ∆fr/fr = (fr(T ) − fr(T =
60 mK))/fr(T = 60 mK) as function of temperature. Figure 3.6 (b) shows the inter-
nal resonator loss 1/Qi as a function of temperature. In both plots the curves clearly
split in two groups corresponding to the two different resonator geometries (resonator
no. 1–4 and 5–8). This is not too surprising since α could be different for the two
resonator geometries even though they have the same inductor. One explanation
could be that the different IDCs are contributing a small amount of inductance that
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Figure 3.5: This figure shows a bath temperature sweep measurement for resonator
no. 3 from T = 60–400 mK in steps of 10 mK using Pfeed = −95 dBm. A constant
cable delay of τ = 29 nsec has been taken out. (a) Magnitude of transmission S21
versus frequency. (b) Complex transmission S21 resonance loops. The fitted resonance
frequencies at each temperature are shown by the dots.
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can affect α which affects the curves. The fact that the resonators in each group fol-
low almost the same curve gives confidence that the measurement and the resonance
fitting routine is accurate for resonators with different parameters.
The inset of Figure 3.6 (a) and (b) shows a closeup of the low temperature parts.
For ∆fr/fr there are no anomalous shifts evident that could point to the effects of TLS
in the resonators. The signature frequency shift due to TLS (Eq. 3.8) has a negative
minimum at T ≈ ~ω/2kB which for our resonators is between 120–140 mK. At these
temperatures the effects of the shifts from superconductivity from Al (Tc = 1.2K)
are starting to become significant and could mask the effects of any TLS. But more
importantly the absence of clear TLS effects could be due to the large finger widths
and gaps in the IDCs giving a small TLS filling factor FTLS (Eq. 3.4). For 1/Qi
the inset shows that the curves remain constant below ∼ 150 mK and then quickly
increase. It seems that the TLS loss (Eq. 3.5) below ∼ 150 mK is nearly canceled
by the increase in loss from superconductivity (Eq. 2.62) until above ∼ Tc/10 where
superconductivity dominates.
We extracted α and ∆ numerically by fitting ∆fr/fr and 1/Qi for each curve
to Mattis-Bardeen equations Eq. 2.56 and Eq. 2.60, respectively. We used data
points above T = 250 mK where superconductivity dominates over TLS effects. The
equations are highly degenerate in α and ∆ [55], and it is usually difficult to accurately
determine both parameters. The best fits where obtained when we assumed a fixed
∆ = 1.76kBTc with Tc = 1.2 mK which is a very reasonable amount for Al with
thickness t = 60 nm, and seemed to satisfy all fits. Since the actual frequencies at
T = 0 K should not be very different from the values at T = 60 mK we did not use
an additional fitting parameter to account for any constant shifts in frequency. The
extracted αs are listed in Table 3.2 for fits to ∆fr/fr (listed as αa) and to 1/Qi (listed
as αb). The values are consistent in each group and also agree with the observation
that group 1 should have a smaller α since the response is slower. There is a ∼7 %
difference between αa and αb in resonators 1–4, and ∼10 % difference for resonators
5–8 which are acceptable.
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Figure 3.6: (a) Fractional frequency shifts vs. temperature for 8 IDC resonators. The
group of 4 red lines and 4 blue lines are fits to resonators 1–4 and 5–8, respectively.
The inset shows a closeup of the same plot at lower temperatures. Lines are not fits
in the inset. (b) Internal loss for 8 IDC resonators. The group of 4 red lines and 4
blue lines are fits to resonators 1–4 and 5–8, respectively. Inset shows a closeup of
the lower temperatures. Lines are not fits in the inset.
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Table 3.2: Kinetic inductance fraction α for 8 IDC resonators. αa is for fits to ∆fr/fr
and αb is for fits to ∆Q
−1
i
Res # 1 2 3 4 5 6 7 8
αa 0.037 0.037 0.038 0.038 0.044 0.043 0.043 0.044
αb 0.041 0.041 0.041 0.041 0.047 0.048 0.048 0.048
Fitted values have . 1% error confidence bounds. ∆0 = 1.76kB × 1.2 K.
We were unable to get realistic parameters when fitting the data over the full
temperature range by accounting for TLS and superconductivity at the same time.
For the frequency data this seems to be mainly caused by the near-linear behavior
of the data between T = 60 mK to 150 mK which could not be reproduced by the
equations. Similarly for the dissipation data the constant loss at low temperatures
cannot be produced unless FTLSδ0 in Eq. 3.5 is made negligibly small (. 10−8) and a
constant loss is added. It is possible that the constant low loss at low temperatures
is caused by radiation into free space from the IDCs, but this is a pure speculation.
The ratio of the response in frequency direction to the response in the dissipation
direction (see E. 2.58 and 2.61), β = S2(ω, T )/S1(ω, T ) = (2δfr/fr)/δQ
−1
i , can be
used to check whether the data is consistent with Mattis-Bardeen theory. Figure
3.7 shows this for both resonator groups. The curves follow straight lines. We have
excluded data points below 200 mK from the fit since their behavior is possibly
contaminated by TLS. The average value and standard deviation of the inverse slopes
for group 1 is β ∼ 4.34 and STD=0.02, and for group 2 is β ∼ 4.12 and STD=0.07.
From Eq. 2.22 for a 5 GHz Al resonator we expect 3 . β . 5 for this temperature
range. The observed ratio is close to the Mattis–Bardeen theory prediction but seems
to lack the variation with temperature, especially for group 1. It is not clear why we
observe such a constant ratio over this temperature range.
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Figure 3.7: This plot shows the frequency response 2∆fr/fr versus dissipation re-
sponse ∆Q−1i for 8 IDC resonator (4 in each group) measured using temperature
data from 200 mK to 400 mK. The lines are linear fits to the data.
3.5.3 Noise measurement technique and data analysis
We used a homodyne readout system for measuring noise in our resonators. This
system is routinely used for MKIDs as a standard measurement technique [12] to
both readout the resonance loops and to measure noise, and is illustrated in Fig. 3.8.
A synthesizer is used to provide the microwave readout signal. Half of the power goes
through a controllable attenuator (Atten 1) that is used to tune the resonator readout
power, and then goes inside the cryostat where it goes through a fixed attenuation
of ∼ 40 dB to suppress room-temperature thermal radiation from entering the device
box. The signal goes through the device feedline where it excites the resonators and is
then amplified using a cryogenic HEMT (high electron mobility transistor) amplifier
mounted on the 4 K stage of the cryostat and further amplified by a room temperature
amplifier. Subsequently the signal is mixed in a quadrature (IQ) mixer with the other
half of the signal. A second controllable attenuator (Atten 2) is used before the mixer
to keep the RF port at constant optimum power to avoid saturation and changes in
mixer properties during power sweep measurements. Therefore, Atten 1 + Atten 2
(in dB) is kept constant. The mixer output voltages I and Q are proportional to
the in-phase and quadrature amplitudes of the transmitted signal. The outputs go
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Figure 3.8: Diagram of experimental setup for measuring noise using a homodyne
detection scheme
through low-pass anti-aliasing filters (100 KHz) and are digitized at a sampling rate
of 200 KHz and stored on a computer for processing. As the generator frequency is
swept through a resonance, a loop in the IQ plane is formed (see Fig. 3.1 (a)). We
used our fitting code to find the resonance frequency and other parameters from each
IQ loop. Time domain noise data were taken by fixing the frequency to the resonance
frequency fr and recording the I and Q fluctuations for 10 seconds.
To analyze the noise data for each resonator we first subtract the center of the
resonance loop from the time stream data to center the loop on the IQ-plane origin.
Then the data is rotated around the origin such that the I and Q axes correspond to
tangent and perpendicular directions to the resonance circle at the resonance point
where the noise was taken. As mentioned in Section 3.3 these directions correspond to
fluctuations in the resonance frequency (δfr) and dissipation (δ1/Qr) of the resonator.
We then calculate the frequency-domain power spectra for the noise voltage in these
two directions. Finally, using the resonator parameters determined from fits to the
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resonance loops we convert the voltage spectra to fractional frequency noise (Sδfr/fr)
and dissipation noise (Sδ1/Qr).
As a an alternative method, we also used the procedure described by Gao et al.
to analyze the noise data using the frequency-domain noise covariance matrix [48]. In
this method the noise covariance matrix is diagonalized to obtain the frequency and
dissipation directions at each noise frequency. Results from both analysis methods
agree with each other for our noise data.
3.5.4 Noise results and discussion
We measured noise for 8 IDC resonators using the readout system in Fig. 3.8. Frac-
tional frequency noise power spectra for resonator no. 5 are shown in Fig. 3.9 for a
range of readout powers at T = 120 mK. In order to determine the TLS noise power
spectrum (STLS) we have subtracted the amplifier contribution to the total fractional
frequency noise (Sδ1/2Qr) from the total fractional frequency noise (Sδfr/fr). This is
because the amplifier noise is uncorrelated with the TLS noise. We observe that STLS
has a typical TLS noise spectral shape [48]. This can be more clearly seen in the high-
est power curve since TLS noise is more strongly expressed. Between 10 Hz . ν . 10
KHz the spectrum has a ∼ ν−1/2 shape where it starts to roll off at above this range
due to the resonator response function. At ν . 10 Hz the spectrum picks up a 1/ν
gain noise due to the readout system. Unfortunately, above a power of Pfeed = −95
dBm the resonator goes into the nonlinear saturation regime and noise could not be
measured above this level. The power dependence of the TLS noise also has a typical
behavior and varies as P
−1/2
feed inside the resonator bandwidth. The power dependence
is more clearly seen in Fig. 3.10 which will be discussed below. At high frequencies
the amplifier noise dominates which scales as P−1feed as expected. This is because of
the second attenuator in our setup (See Fig. 3.8) which is used to keep the mixer
power constant. From the data, TLS noise at ν = 1 Hz is ∼ 1 × 10−18 Hz−1 and at
ν = 1 KHz is ∼ 1.4 × 10−20 Hz−1 for the highest readout power Pfeed = −97 dBm.
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Figure 3.9: Fractional frequency noise power spectral density (single-sided) for 3
different microwave readout powers for resonator no. 5. From top to bottom the
3 curves in each group correspond to Pfeed = −109, -103, and -97 dBm. For each
power the total fractional frequency noise (Sδfr/fr), the TLS contribution to fractional
frequency noise (STLS), and the amplifier contribution to the fractional frequency
noise (Sδ1/2Qr) are plotted. Data was taken at T = 120 mK. Resonator parameters
are listed in Table 3.1 and Table 3.2. (Figure reproduced from [35])
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This power corresponds to a stored resonator energy E = 1.4× 10−18 J equivalent to
nph = 3.8× 105 microwave photons and a maximum capacitor voltage of 0.85 mV. 1
Noise data for the other resonators gives comparable values. However, since the
magnitude of voltage noise caused by TLS scales with Qc (for Qc-limited Qr), res-
onator no. 5 was the only one that had a high enough Qc for the TLS voltage noise to
rise significantly above the amplifier voltage noise. As a result, TLS noise in the other
resonators was heavily affected by the amplifier noise which makes noise subtraction
difficult and not very accurate. However, this already was a good sign that TLS noise
in these resonators is significantly reduced.
In order to compare our results with CPW resonators and with other published
noise data we have plotted our measured fractional frequency noise as a function
of the stored microwave energy inside the resonator in units of microwave photons
(n = E/hfr) in Fig. 3.10 along with various resonator geometries and materials
published in the literature. The plotted noise is at a frequency of 1 KHz and for our
IDC resonator is extracted by averaging the data over a small bandwidth around 1
KHz. We have plotted an additional data point which corresponds to a 2 dB higher
readout power of Pfeed = −95 dBm. This is the maximum power before the resonator
enters the nonlinear regime and becomes discontinuous [56, 57].
The IDC resonator data corresponds to the stars with a red line (F). Compared
with (E) which is for a 200 nm Nb on Si λ/4 CPW resonator with a 3–2 geometry,
noise is dramatically reduced by a factor of 35! This confirms the hypothesis that the
noise is predominantly produced in the capacitive portion of the resonator and not
coming from the inductor. It had been suggested [61] at the time that the noise is
due to quasiparticle trapping and release at the metal-dielectric interface which would
manifest its effect on the inductor where the microwave current exists. Our results
definitely show that this is not the case, since we were able to significantly reduce the
1It should be noted that the concept of internal resonator traveling wave power (Pint = V
2
+/2Zr)
usually quoted for CPW resonators is not applicable to lumped-element resonators since there are
no traveling waves inside the resonator. Correct comparison between different resonator types can
be made using, e.g., resonator energy (E) or equivalent photon number (nph = E/hfr).
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Figure 3.10: Two-level system fractional frequency noise measured at 1 KHz for
a variety of resonator geometries and materials is plotted as a function of stored
microwave energy measured in units of photons (nph = E/hfr). Data are as follows:
(A) 320 nm Al on Si, center strip width s = 3 µm and gap g = 2 µm λ/4 coplanar
waveguide (CPW) (abbreviated to 3-2), fr = 5.8 GHz, T = 120 mK [48]; (B) 40 nm
Al on Si, λ/4, 3-2, 4.8 GHz, 120 mK [48]; (C) 200 nm Al on sapphire, λ/4, 3-2, 4
GHz, 120 mK [48]; (D) 200 nm Al on Ge, 3-2, λ/4, 8 GHz, 120 mK [48]; (E) 200 nm
Nb on Si, 3-2, λ/4, 5.1 GHz, 120 mK [48]; (F) 200 nm Nb IDC on Si with 60 nm Al
6-2 CPW inductor, 5.6 GHz, 120 mK (This thesis) [35]; (G) 40 nm TiN (Tc = 4.5
K) on Si, 3-2, 6 GHz, 100 mK [58]; (H) 4–µm–wide microstrip, 93 nm Al + 200 nm
a-Si:H + 154 nm Al, λ/2, 9 GHz, ∼ 150 mK [59]; (I) 300 nm NbTiN on Si, 3-2, λ/4,
4.4 GHz, 310 mK [60]; (J) 300 nm NbTiN on Si, 6-2, 2.64 GHz, λ/4, 310 mK [60].
Arrow indicates 35 times lower noise from the IDC resonator compared to data (E).
Noise is single-sided.
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noise by only changing the capacitor and not changing the inductor. We have also
shown that by making large finger widths and spacings in the capacitive section of
the resonator FTLS can be dramatically reduced resulting in much lower noise. This
means that a larger capacitor size generally should reduce the TLS noise.
Interesting recent noise results from Barends et al. are the data curves (I) and (J)
in Fig. 3.10 which also support our conclusions. The data are for 2 CPW resonators
with 6-2 and 3-2 geometry made from NbTiN on Si where the silicon substrate has
been etched inside the CPW slot region to reduce FTLS. As can be seen, these
resonators also show much lower noise compared to the other CPW data where no
such etching was used. For the wider geometry they report STLS (1 KHz) = 7.6×10−22
Hz−1 at 310 mK, fr = 2.64 GHz, and nph = 2.5×108. Correct comparison between our
IDC resonator and these two CPW resonators can be made if we take into account the
higher power and higher temperature for the CPW resonator (TLS noise scales with
P−1/2 and with ∼ T−1.7 [42]). Doing so we see that this noise is actually ∼ 10 times
higher than the IDC resonator noise in similar conditions. However, the advantage of
the CPW resonator is that it is significantly smaller in area than the IDC resonator
which becomes important in large arrays of MKIDs.
3.5.5 Dark NEP
The noise equivalent power (NEP) in the frequency direction for a dark (optically
unloaded) resonator can be calculated using the measured noise spectra along with
the measured fractional frequency responsivity and lifetime. We can calculate the
frequency direction response from Eq. 2.63
dfr/fr
dPo
=
αS2ηoτqp
4N0∆20V
1√
1 + (2pifτqp)2
1√
1 + (2pifτres)2
. (3.10)
where we have added the last two factors from rolloff due to resonator ring time and
quasiparticle lifetime. Dividing the noise spectra by the above equation (similar to Eq.
55
100 101 102 103 104
10-18
10-17
 10
-16
Frequency (Hz)
N
E
P
fre
q  
(W
 H
z-
1/
2
)
Total
Amplier
TLS
Figure 3.11: Dark noise equivalent power for frequency direction readout. TLS con-
tribution and amplifier contribution to total NEP are indicated.
2.76) we arrive at the frequency direction NEP which is plotted in Fig. 3.11. We have
assumed the following values in this calculation: α = 0.047 and ∆0 = 1.76× kB × 1.2
K (from Table 3.2), resonator parameters from Table 3.1, and τqp = 50 µsec (an
estimate based on measurements not shown here), and TLS noise at Pfeed = −97
dBm (nph = 3.8 × 105). At ν = 1 Hz we get NEPfreq = 3.2 × 10−17 WHz−1/2 and at
ν = 1 KHz we get NEPfreq = 4.1× 10−18 WHz−1/2.
For ground-based submillimeter astronomy at λ = 1 mm assuming an incident
optical power Po = 10 pW on the detector, we get a photon background NEP of
NEPph = 2.8× 10−16 WHz−1/2 (see Eq. 2.73) and a recombination NEP of NEPr =
4.0×10−17 WHz−1/2 (see Eq. 2.72). It is important to note that the NEP plot in Fig.
3.11 is for a dark (optically unloaded device) and cannot be directly compared to the
optically loaded calculation above as the device biasing conditions are different.
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3.6 IDC resonators for the multiwavelength sub-
millimeter kinetic inductance camera (MUSIC)
Based on the design explained in this chapter we developed and optimized an IDC
resonator for use in the multiwavelength submillimeter kinetic inductance camera
(MUSIC) instrument [17]. This is an astronomical instrument currently being devel-
oped for the Caltech Submillimeter Observatory and is planned for deployment in
2012. It will have 2304 MKIDs made with IDC resonators distributed in 576 spatial
pixels for four observation bands (850 µm, 1100 µm, 1300 µm, and 2000 µm). A
total of 8 tiles each with 288 resonators coupled to a single feedline comprise the focal
plane. A photograph of a section of one of the chips (2 chips per tile) is shown in Fig.
3.12 where four IDC resonators can be seen at the bottom. The resonators in the
photo have the same IDCs as shown in Fig. 3.3 (a) but with longer CPW inductors
to lower the frequencies as part of the readout electronics requirements. The details
of these devices, their performance, and the instrument itself can be found in the
literature [62, 17, 18, 63, 64, 65, 50, 66, 55].
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Figure 3.12: (a) and (b) Photographs show a section of the focal plane of a pre-
cursor instrument (Democam) to MUSIC (multiwavelength submillimeter kinetic in-
ductance camera). Four IDC resonator MKIDs can be seen at the bottom. The
single-polarization antenna feeds the optical power via a microstrip line to a band-
selecting filter bank which separates the signal into four observation bands. Power
from each band is coupled to an MKID resonator where it is absorbed in the alu-
minum section of the inductor creating a signal which is read out using the feedline.
(c) The Democam cryostat and a microwave network analyzer setup being used to
read out the resonators in the laboratory at Caltech. (d) The full Democam instru-
ment mounted on the back of the telescope at the Caltech Submillimeter Observatory
for an engineering run in 2010.
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3.7 Chapter summary
In this chapter we reviewed aspects of the two-level system theory that are relevant to
MKIDs. Namely TLS loss and noise which both exist in superconducting resonators
and can affect the internal resonator loss and introduce noise in the resonance fre-
quency. Noise in MKIDs can affect the detection sensitivity and has to be minimized
as mush as possible, especially for sensitive astronomical observations. Based on our
understanding of the source of the TLS noise and its scaling with geometry, we de-
signed and measured a new type of resonator for reduced noise. These resonators use
large interdigitated capacitors with wide finger widths and spacings in combination
with a narrow CPW inductor to keep the responsivity high. The increase in the size
of the capacitor causes a reduction in the TLS volume filling factor which reduces the
noise significantly. We show this by measuring noise in our devices and comparing
to various other resonator geometries published in the literature. We see that noise
is reduced by a factor of 35 as compared to a relevant CPW geometry and material
design. Our result conclusively shows that the capacitor is mainly responsible for the
TLS noise and not the inductor.
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Chapter 4
Submillimeter/far-infrared imaging
arrays using TiNx MKIDs
In this chapter we present design details and measurements of large arrays of sub-
millimeter-wave MKIDs aimed for operation at λ = 350 µm. We used a relatively
new superconductor, TiNx, in our resonators that has significant advantages over more
conventionally used superconductors like aluminum or niobium. Specifically, MKIDs
made from TiNx have internal quality factors an order of magnitude higher than other
resonator types and also have very high kinetic inductance fractions both of which
can dramatically improve performance. Additionally, because of its high normal-state
surface resistance, TiNx can be used as an efficient radiation absorbing material and
can bypass the need for separate antennas to collect radiation. Using this feature,
we designed the inductive section of our resonators to absorb the radiation and at
the same time act as a detector. This idea was originally introduced by Doyle et
al. [67] where they used aluminum as absorbing material. However, aluminum has a
very high electrical conductivity and it can be challenging to design efficient radiation
absorbers using aluminum. We will go through the analytical and numerical design
steps for our resonators, and will present two specific resonator and array designs.
The key to advances in radiation detection technology is often lower NEP de-
tectors. Our TiNx resonators are a step in this direction. However, once the photon
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background noise limit is reached, significant increase in sensitivity is only possible by
significantly increasing the number of pixels in the array if we want to avoid long inte-
gration times. To demonstrate the feasibility of large arrays of submillimeter MKIDs,
we fabricated highly packed arrays with ∼ 256 pixels using our TiNx lumped-element
resonators. A major potential problem in tightly packed arrays is the microwave
interaction that can happen between resonators causing crosstalk which can render
the detectors useless. As will be shown in Chapter 5, our second resonator design
(B) circumvents this problem by carefully designing the resonators’ geometry. In this
chapter we will present design details and measurements relevant to other aspects
of the detector, mainly absorption efficiency and sensitivity. We begin by reviewing
different resonator designs that are generally used for MKIDs.
4.1 MKID resonator types
There are two main aspects to consider in an MKID resonator design. One is the
coupling mechanism of photons into the sensitive section of the resonator, and the
other is the design of the resonator itself. There are various types of MKIDs that
differ based on these two aspects.
The most traditional type consists of a quarter-wave (λ/4) or half-wave (λ/2)
coplanar waveguide (CPW) transmission line resonator. The λ/4 version (shown in
Fig. 4.1 (a)) is short-circuited at one end and is capacitively coupled to a through
transmission line (usually a CPW) on the open end, and has a frequency of fr =
c/4l
√
eff . Here c is the speed of light, l is the resonator length, and eff is the
effective dielectric constant of the transmission line. In the example shown in Fig.
4.1 (a) most of the resonator is made from niobium (Nb) except for a ∼ 1 mm section
at the short-circuited side that is made of Al. This resonator design was initially used
in our group for the Democam imaging instrument [68] which later developed into
the MUSIC instrument [17] with a modified resonator design. Radiation is coupled
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Figure 4.1: This figure illustrates the antenna-coupled microwave kinetic inductance
detector (MKID) arrays developed at Caltech/JPL. (a) A λ/4 coplanar-waveguide
(CPW) resonator is coupled to a CPW feedline. Millimeter-wave radiation is brought
to the resonator using a niobium microstrip line and is absorbed by the aluminum
section of the CPW resonator’s center strip. (b) A phased-array multislot antenna,
two CPW MKIDs, and on chip band-defining filters are used to make a dual-band
pixel. (c) A 4×4 pixel array is multiplexed using a single feedline. (Figure reproduced
from [13])
to the MKIDs via a multislot phased-array antenna (Fig. 4.1 (b)). This type of
antenna, developed at Caltech and JPL [69, 70], produces a narrow beam pattern by
combining signals from an array of slots in phase using a summing network of low-
loss microstrip transmission lines. The optical power splits in two, passes through an
in-line band-defining filter, and is then absorbed in the aluminum inductor section of
the MKIDs which is lossy at above the Al gap frequency (∼ 90 GHz). This is made
possible because the microstrip line and the CPW share the Al ground plane in this
1 mm section. References [71, 41, 55] document the first attempt to efficiently couple
radiation using this method.
An improved version of the previous design is shown in Fig. 4.2. A description
along with measurement results for this design - dubbed the “IDC-resonator” - was
given in Chapter 3. Here the capacitive portion (open-end) of the CPW resonator
is replaced by an interdigitated capacitor (IDC) structure (compatible with CPW
architecture) with 10–20 µm electrode spacing as compared to the 2 µm spacing used
for the inductor. The IDC behaves approximately as a lumped element, while the
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Figure 4.2: A schematic illustration of an interdigitated capacitor (IDC) resonator.
The IDC is nearly lumped-element and the CPW inductor is distributed. The res-
onator is capacitively coupled to a CPW feedline. The inductor is short circuited
at the aluminum end where the mm/submm radiation is absorbed. The radiation is
brought to the resonator by a low-loss microstrip line.
inductor is distributed. As was shown in Chapter 3 the large electrode spacing in the
IDC reduces the strength of the electric field which dramatically reduces the two-level
system noise in the resonator’s frequency [35]. The CPW inductor is kept narrow to
increase α. This “hybrid” resonator design is currently being used for the detectors
in the MUSIC instrument [18, 17, 62] (See Fig. 3.12).
In another type of MKID developed by Yates et al. [72] a hemispherical silicon
lens is used to focus the radiation on a twin-slot antenna. Each resonator has a twin-
slot antenna incorporated at the shorted end of the CPW where the short acts as the
feed point to the twin-slot antenna.
A much simpler and very clever design proposed by Doyle et al. [67] is the lumped-
element kinetic inductance detector (LeKID). This design alleviates the need for an
antenna all together by using the inductor itself as a radiation absorber. The res-
onator consists of a single-line inductor meander and an interdigitated capacitor (Fig.
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4.3 (a)). By tuning the width and spacing of the inductor mesh lines the inductor
can be made to look like a thin absorptive sheet with an effective normal-state sheet
resistance matched to the impedance of incoming photons with energy above the su-
perconducting energy gap. The array is back illuminated; the photons travel through
the substrate and are absorbed in the resonators on the back side (Fig. 4.3 (c)). Fres-
nel reflection of radiation entering the silicon substrate can be eliminated by using
an antireflection layer. A superconducting back short can be used to increase the ab-
sorption efficiency. The absorbed power creates quasiparticles in the inductor causing
a frequency and dissipation signal. In this design the inductor is the photosensitive
portion of the resonator since the microwave current is large, whereas the capacitor
electrodes have much lower current and therefore are essentially blind to the incident
radiation. One important advantage of this radiation coupling mechanism over the
antenna-coupled MKIDs is that submillimeter radiation above ∼ 700 GHz (Nb gap
frequency) can be detected. This is because the Nb microstrip lines in the multislot
antenna scheme become lossy above this frequency and efficient coupling becomes
impossible.
The challenge in designing a LeKID is that the material properties of the su-
perconductor determine the resonator parameters but also determine the radiation
absorption efficiency. Traditionally very thin Al or a hybrid combination Al and
Nb have been used [73]. However, Al has a very low sheet resistance that makes
impedance matching difficult. Nb has higher sheet resistance than Al but it has a
very short quasiparticle lifetime and small α which greatly reduce the responsivity.
Currently the NIKA camera [74] for the IRAM 30-m telescope is using LeKIDs made
from 20 nm thin Al films for the λ = 2 mm band. An interesting variation to the
LeKID design using microstrip lines was suggested by Brown et al. [75].
The resonators and measurements presented in this chapter are for a LeKID type
of resonator. These arrays can be easily made with a single layer of superconducting
metal film deposited on a silicon substrate and pattered using conventional optical
lithography. Instead of Al we use TiNx for the superconductor which has several
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Figure 4.3: (a) Schematic illustration of a lumped-element kinetic inductance detector
(LeKID). The resonator consists of a single-line inductor meander and an interdigi-
tated capacitor. Coupling to the feedline (CPW of CPS) can be capacitive (like here)
or inductive (as in (b)). The inductor acts as a 1-D absorptive mesh for photons
above the superconductor gap energy and obviates the need for a separate antenna.
(b) Illustration of a 2x8 section of the geometry of a close-packed LeKID array, with
dark regions representing metallization (TiNx or Al). (c) Cross-sectional view along
A-A in (b) of a resonator showing the illumination mechanism and the metal back
short
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advantages over Al as will be explained later in Section 4.6.2. TiN has a much
higher resistivity than Al making it easy to impedance match, has good quasiparticle
lifetimes and very large α, and has very low microwave loss allowing very high Qs,
and is therefore ideal for lumped-element direct absorption resonators. In the next
sections we will explain in detail our resonator designs.
4.2 Lumped-element kinetic inductance detectors
In the previous section we presented an overview of various types of MKIDs. Here,
we will specifically describe the type we have used in this work: the lumped-element
kinetic inductance detector (LeKID), or simply lumped-element resonator. We start
by explaining with more detail how submillimeter/far-IR radiation is coupled to the
inductor in these resonators and how geometrical parameters determine the optical
efficiency. After that we will switch to the microwave aspects of the design and present
analytical approximations for the capacitance and inductance values. These will aid
in the fast initial design of the basic resonator properties like absorption efficiency
and the resonance frequency. Subsequently we can follow up with more accurate EM
simulations to fine tune the parameters.
4.2.1 Radiation coupling method
As explained above, the inductor meander section of the resonator acts as a radiation
absorber. The meander section is similar to metallic micromesh absorbers used in
bolometers [76]. The absorption can be optimized by choosing the proper inductor
line width w and meander pitch p for a certain film sheet resistance Rs and substrate
relative permittivity r. We can calculate the absorptivity of the meander grid if
we make the following assumptions: The meander is on an infinite plane that has
an infinite number of lines; the film has a sheet resistance of Rs and thickness t
much smaller than the penetration depth; the dielectric substrate has thickness d and
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refractive index n =
√
r; the radiation is unpolarized; the radiation makes only a
single pass at the meander (i.e., there is no reflecting backshort under the meander
grid); the radiation is incident normally on the surfaces.
According to Ulrich et al. [77] the effective sheet resistance that the meander
presents to incident radiation parallel to the lines is
Reff =
1
ηfill
×Rs , (4.1)
where ηfill = w/p. This can be understood by noting the nonuniform spatial distri-
bution of the average surface current in the plane of the meander grid. The surface
current has to flow though a cross section that is smaller by the factor ηfill which
increases the effective surface resistance by 1/ηfill.
The transmission and reflection coefficients at the top surface where the radiation
originally enters are [78]:
T1 =
4n
(n+ 1)2
(4.2)
R1 =
(n− 1)2
(n+ 1)2
. (4.3)
The transmission, reflection, and absorption coefficients at the plane of the meander
grid are:
T2 =
4n
(n+ 1 + Z0/Reff )2
(4.4)
R2 =
(1− n+ Z0/Reff )2
(n+ 1 + Z0/Reff )2
(4.5)
A2 =
4nZ0/Reff
(n+ 1 + Z0/Reff )2
, (4.6)
where Z0 = 377 Ω is the free space impedance. These equations remain accurate to
within a few percent for angles of incidence up to 60 deg [78]. In general because of
the substrate there will be multiple reflections between the two surfaces resulting in
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Fabry–Perot fringes in the total transmission Tm, total reflection Rm, and absorption
Am of the meander inductor. These coefficients are
Tm =
T1TsT2
1 + T 2sR1R2 ± 2Ts
√
R1R2 cos δ
(4.7)
Rm =
R1 + T
2
sR2 − 2Ts
√
R1R2 cos δ
1 + T 2sR1R2 ± 2Ts
√
R1R2 cos δ
(4.8)
Am =
T1(1− TsT2 − T 2sRs)
1 + T 2sR1R2 ± 2Ts
√
R1R2 cos δ
; . (4.9)
The plus sign applies when Z0/Reff > n−1, and the minus sign is for when Z0/Reff <
n − 1. Ts is the transmission of the substrate with thickness d, and δ = (2pi/λ)2nd
is the phase difference between each succeeding reflection. The absorption can be
maximized if an antireflection coating is used on top of the substrate. In that case,
the substrate will look like a semi-infinite medium to the meander grid and we can
simply maximize absorption by maximizing A2 with respect to Z0/Reff which gives
the optimum value
Reff =
Z0
n+ 1
. (4.10)
By combining Eq. 4.1 with Eq. 4.10 we arrive at the optimum condition for maximum
absorption in the meander
Rs × p
w
=
Z0
1 +
√
r
(4.11)
which is in terms of the dimensions of the meander. Using a superconducting back-
short to reflect back the power transmitted through the meander one can reach close
to 100% absorption efficiency [79, 73]. An alternative way to model the meander
absorption is to use a transmission line circuit model with a shunt impedance to
represent the meander impedance [77, 73].
One important parameter that hasn’t been taken into account in the above anal-
ysis is the geometrical inductance of the meander section. Metal mesh filters similar
to our inductor meander can be used as high-pass inductive filters for submillimeter
radiation because of the inductive impedance that such grids possess. Ulrich et al.
calculated to first order the effective sheet reactance for a set of infinite parallel lines
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(“inductive grid”) [77, 80]:
Xeff =
p
λ
ln(cosec
(
piw
2p
)
)Z0 (4.12)
where λ is the free-space wavelength of the submillimeter radiation. Radiation with
electric field polarization perpendicular to the lines does not see this inductance.
The addition of the inductance changes the sheet impedance of the meander in the
submillimeter and reduces the absorption efficiency. As an example, for our resonator
design A (see Fig. 4.5(a)), Xs ∼ 30 Ω. In practice because the meander lines are
connected in our design the currents can flow in opposite direction close to each other
reducing the effective inductance. The inductance can be tuned out by varying the
thickness of the substrate and the distance to the back short but it will reduce the
absorption bandwidth [73].
Next we will switch to the microwave side of things and present approximations
for the capacitance and inductance values of the resonator. These can be very useful
for the initial design of a lumped-element resonator.
4.2.2 Analytical approximations for capacitance and induc-
tance
LeKIDs use interdigitated capacitors (IDC) and usually meandered inductor lines for
the resonator (see Fig. 4.3). Here we discuss an approximate analytical calculation of
the capacitance of the IDC and the geometrical inductance of a meandered inductor.
Engan et al. [81] calculated the capacitance per unit width per pair of strips
for an infinitely long array of parallel metallic strips. Assuming that the IDC has
many fingers (strips), we can approximate the total capacitance for an IDC with Ncap
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number of finger pairs1 and length Scap (see Fig. 4.3) [82]:
C = 0(1 + r)
K(k)
K(k′)
×NcapScap . (4.13)
Here 0 is the permittivity of free space, r is the relative dielectric constant of the sub-
strate, k = cos(piχgap/2) where χgap = gcap/(gcap+wcap) is gap fraction, k
′ =
√
1− k2,
and K(k) is the elliptic integral. It is convenient to use the shorthand notation
Kcap = K(k) and K
′
cap = K(k
′). Because an IDC and a meandered inductor are
complementary structures we can write the corresponding formula for the geometric
inductance of a meander line with Nind line pairs and length Sind [82]:
L =
µ0
2
K ′ind
Kind
×NindSind . (4.14)
For the simple case when wcap = gcap and wind = gind, K(k
′) = K(k) we can simplify
the above two equations to
C = 0(1 + r)NcapScap (4.15)
L =
µ0
2
NindSind . (4.16)
The resonance frequency (not taking into account the effect of superconductivity)can
now be calculated as
ωr =
1√
LC
=
νph√
ScapSindNcapNind
√
KindK ′cap
KcapK ′ind
(4.17)
where νph = c/
√
eff is the phase velocity and eff = (1 + r)/2 is the effective di-
electric constant. The above formulae are only rough estimates for L, C, and ωr at
very low (DC) frequencies. Parasitic inductance in the IDC and parasitic capacitance
in the inductor will affect the actual value of L and C at higher frequencies around
the resonance frequency of the resonator (typically around a few GHz). Additionally,
because these formulae are based on an infinite number of pairs, they are more ac-
1There are 2 finger pairs in the capacitor and 5 line pairs in the inductor in Fig. 4.3
70
curate when Ncap and Nind are large. As an example, let’s calculate the capacitance
for the IDC in design A and B resonators (see Fig. 4.5 and 4.6). For design A, with
wcap = scap = 10 µm, Scap = 930 µm, and r = 11.9, the formula gives C = 0.21
pF which matches closely a simulation value of 0.198 pF at DC and 0.2 pF at 1.4
GHz. For design B, with wcap = scap = 5 µm, Scap = 500 µm, and r = 11.9, the
formula gives C = 0.40 pF while simulation at DC gives 0.36 pF and at 1.4 GHz
gives 0.38 pF. It’s important to note that the inductance calculated from Eq. 4.14
gives only the geometric inductance and does not include the kinetic inductance from
the superconductor. For TiN films, since α is close to unity, the kinetic inductance
dominates.
In the previous two sections we provided analytical approximations that can be
used in the initial design of a lumped-element kinetic inductance detector. In the
next section we will use these to show how we designed our first resonator which later
became our design A. Design B was based on the same methods described here.
4.3 Approximate analytical design of a lumped-
element resonator
We designed our first lumped-element resonator based on a series of simple require-
ments and assumptions. We begin with the meandered inductor section first and then
go to the capacitor section. Once these two are parameterized we can calculate the
required geometrical dimensions for proper operation of the detector.
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4.3.1 Inductor meander
As explained in Section 4.2.1 from the impedance matching condition (Eq. 4.11) we
have
ηfill =
w
p
= Rs × 1 +
√
r
Z0
≈ Rs
90 Ω
(4.18)
where w = wind is the width of the inductor line, p = gind+wind is the meander pitch,
Z0 = 377 Ω, and we have taken r = Si = 11.4 for far-infrared frequencies at 1.5 K
[83]. In order for the meander section to fill the optical beam on the device, we take
the dimension of the meander section to be a = Fλ = 3× 350 µm ≈ 1 mm in width
and length (Fig. 4.5) where F is the optical beam F-number for CCAT [84] and λ
is the submillimeter radiation wavelength incident on the resonator. In order for the
meander section not to act as a diffraction grating, the spacing between the meander
lines must not exceed the wavelength inside the substrate
p ≤ λ/2√r (4.19)
where the factor of two is a safety factor. This means that the total number of strips
(neglecting the connecting strips) in the meander section should be at least
Nm =
a
p
≥ Fλ
λ/2
√
r
= 2F
√
r ≈ 20 . (4.20)
We can write the inductance of the meander section as
L ≈ Lkin = Nm × (Ls a
w
) = ηfill × Ls
( a2
w2
)
(4.21)
where Ls is the surface inductance of the TiN film. Here we have made the assumption
that kinetic inductance dominates over geometric inductance due to the high α for
TiN. From Eq. 4.18 and Eq. 4.19 we have
w ≤ ηfill λ
2
√
r
. (4.22)
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We introduce a width tuning factor χw
w = χw × wmax (4.23)
where χw ≤ 1 and
wmax = ηfill
λ
2
√
r
. (4.24)
We can now rewrite Eq. 4.21 as
Lkin =
4rF
2Ls
ηfill
× 1
χ2w
(4.25)
where χw is our adjustable design parameter.
4.3.2 Interdigitated capacitor
We can rewrite Eq .4.15 for an IDC with equal finger width wc and gap with gc:
C =
1
Z0c0
(1 + r)aNc (4.26)
where c0 is the speed of light and Nc is the number of finger pairs in the IDC. For
an a = 1-mm-long finger length this gives a capacitance of Cpair = 110 fF per finger
pair. In order to minimize the TLS noise from the capacitor, we fix the finger and
gap width to wc = gc = 10 µm based on our previous IDC resonator design described
in Chapter 3 and reported in [35]. Also, in order to minimize the blind (insensitive)
surface area of the resonator we limit the IDC area to . 10% of the total resonator
area. Therefore
Ac = 2Nc(wc + gc)a . 0.1 mm2 (4.27)
which yields Nc ∼ 2 finger pairs. Next we will calculate the resonance frequency from
which we will be able to get the dimensions for the inductor meander.
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4.3.3 Resonance frequency
The resonator will have a resonance frequency that is now readily calculated by
fr = 1/2pi
√
LC. Substituting for L from Eq. 4.21 and for C from Eq. 4.26 we get
fr =
χw
4rF
[(
1 +
√
r
1 + −1r
)
νgap νa
Nc
]1/2
(4.28)
where νa = c0/a = 300 GHz and we have used the Mattis–Bardeen relationship
Ls =
Rs
pi2νgap
. (4.29)
For TiN with Tc = 4.5 K, νgap ≈ 340 GHz. Putting all the values inside Eq. 4.28 we
arrive at
fr ≈ χw × 3 GHz . (4.30)
By choosing χw = 5/9 we get a resonance frequency fr ≈ 1.67 GHz which is in the
1–2 GHz range that we were aiming for. Assuming that Rs = 15 Ω for the TiN
film, we get w = 5 µm and p = 30 µm. An inductor line width smaller than this
would start to become too narrow and could cause limitation in terms of resonator
readout power handling. These numbers were used as a starting point which led
to our original design called design A. Before we proceed to the design details of
the fabricated resonators we will first review different feedline types and the design
method for setting the coupling (external) quality factor of the resonator.
4.3.4 Coupling quality factor and feedline
There are several different options for the feedline. Traditionally coplanar-waveguide
(CPW) feedlines have been used. Depending on the resonator structure, the CPW
can be finite-ground or the ground plane can extend all across the chip. The main
advantage of CPWs is their ease of fabrication since they can be made with a single
layer of metallization. However, one of their drawbacks is that CPWs can support
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two propagation modes (even and odd). The odd mode, called the coupled slot-line
mode, is an unwanted mode and needs to be suppressed for proper operation [54].
In our devices this is done by employing periodic grounding straps along the length
of the feedline connecting the two CPW ground planes. These bridges use via-hole
contacts to the ground planes, and therefore add to the fabrication complexity by two
extra layers of lithography. Furthermore, it is also important to properly ground the
CPW ground planes to the sample box ground to avoid microstrip line modes. This
is done by using lots of wirebonds between the box and the chip ground plane.
Another type of feedline is the microstrip feedline [59]. It also requires several
layers of lithography. One advantage is that the fields are highly confined between
the signal lines and are not easily perturbed by the surrounding structures. However,
this also means that coupling to it is more difficult which results in higher Qc’s.
Another type of feedline is the coplanar strip (CPS) feedline. The CPS feedline
has several advantages over CPW feedlines. First, it supports only a single propa-
gating mode with currents flowing in opposite directions in the two strips. Second,
CPS feedlines don’t require bridges and so can be made with a single layer of lithog-
raphy. However, one drawback is that they require a balun to connect to standard
CPW/coax ports. If included on the chip, the balun will take away some chip area.
Broadband uniplanar balun designs exist [85, 86, 87] which also do not require via
holes. Third, since resonators employing CPS feedlines do not have ground planes
covering the surface of the chip or around the resonators, they might be less sensitive
to surrounding magnetic fields like the earth field due to flux focusing effects, unlike
CPW resonators [51]. One disadvantage of CPS feedlines is that they can potentially
support a microstrip line mode between the strips and the distant ground plane of
the sample box. A side effect is that resonators can couple much more strongly (∼ 10
times) to this mode than the intended CPS mode which will reduce Qc substantially
and can cause additional Qc variation. By using proper balun type impedance trans-
formers it should be possible to avoid launching these modes, but this is a subject
that requires more investigation. In our lumped-element resonator designs, we have
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used either CPW or CPS feedlines. Particularly, in design A we used a CPS feedline
and in design B we used a CPW feedline.
The resonator can be coupled to the feedline in three ways: capacitively, in-
ductively, or a combination of both. Traditionally in MKID resonators, capacitive
coupling is mostly used where the capacitive portion of the resonator is coupled to
the feedline. This is done by bringing the whole capacitive portion of the resonator
or an extended part of the capacitor metallization close to feedline where the electric
field is stronger. Capacitive coupling usually provides stronger coupling than induc-
tive coupling and therefore provides lower Qc values. For situations where a higher
Qc is required usually inductive coupling is the solution. In inductive coupling the
inductive portion of the resonator is brought close to the feedline where the mag-
netic field is stronger. In both capacitive and inductive coupling Qc can be tuned
by changing the distance between the resonator and the feedline or by changing the
geometry such that a bigger portion of the capacitor or inductor is in proximity to
the feedline. For lumped-element resonators the process of finding the right distance
from the feedline and the geometry of the coupling element is mainly a trial and error
process involving a lot of simulation time, and is sometimes quite nonintuitive. In
order to extract Qc for a certain resonator and feedline design, the most accurate
method is to model the whole structure in an electromagnetic simulator like Sonnet
[52] and look at the microwave transmission S21 along the feedline ports. Then by
exporting the S21 data to a program like MATLAB we can numerically fit S21 to our
circuit model explained in Appendix A (Eq. A.47). If there are no lossy components
(Qc-limited quality factor) in the simulation Qc can be simply calculated by looking
at the 3 dB bandwidth of the resonance in the S21 data. Care should be taken to
match the port impedances with the feedline characteristic impedance otherwise the
calculated Qc will be incorrect. This is due to reflections that cause standing waves
on the feedline which change the effective impedance the resonator sees and therefore
changes Qc depending on the location of the resonator along the feedline. This effect
has been indeed observed in actual resonator arrays where a periodic sinusoidal-like
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Qc variation was seen [88]. In order to minimize this effect we reduced the mismatch
in our actual arrays by using an impedance transformer (on chip or off chip).
4.3.5 Electromagnetic simulations
After designing the resonator using the previous analytical techniques we used Sonnet
software [52] to run full electromagnetic simulations on the design. For lumped-
element resonators since there is minimal ground plane area (unlike CPW resonators)
simulation speed is generally OK. We mostly used the adaptive frequency sweep
feature in Sonnet to find the resonance frequencies which is very convenient. Using
two to three consecutive simulations to zoom-in on the resonance feature enough data
points can be obtained to determine the quality factor accurately. We used Matlab
to fit our circuit model to the S21 data. One of the convenient features of Sonnet is
the ability to specify a sheet inductance for the metallization layer which does not
degrade the simulation speed. This allows accurate determination of the resonance
frequency and also allows the determination of the kinetic inductance fraction α. This
can be done in several ways. One way is to compare the resonance frequency when the
metals are perfect conductors to the case when the superconducting sheet inductance
is nonzero. This method is most accurate when α is large and is effective for TiN
resonators. Another method is to directly simulate the inductor with and without
a sheet inductance and compare. Running simulations on an array of resonators
in Sonnet is possible but can very quickly become time consuming for two reasons.
According to the Sonnet manual the size of the matrix inversion computation time
grows with the number of subsections N as ∼ N3. Furthermore, most of the time
it is no sufficient to run a simulation once and repeated simulations are required to
determine the frequencies and especially the Q’s. Fig. 4.4 shows a Sonnet simulation
for a 4× 4 section of a larger 256 pixel array using dual-polarization lumped-element
resonators coupled to a CPS feedline. The geometry was divided in 19000 subsections
using 3 GB of memory. Simulation time per frequency point was ∼ 15 min, and a
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total of ∼ 90 frequency points were simulated to accurately determine Qc for each
resonance. The minimum feature size was 5 µm. We used a 2.5 µm cell size and a
5 × 5 mm box. One of the problems often encountered in Sonnet simulations was
when resonances with Qc’s over ∼ 1 million in the GHz range were simulated. The
software does not seem to have enough accuracy at this level and S21 points start to
fluctuate making it impossible to extract the Q. A trick that sometimes works is to
include a small amount of resistive loss inside the resonator so that 1/Qi is nonzero.
This way the simulation gives smooth S21 data.
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Figure 4.4: (a) A 4×4 section of a 256 pixel array of lumped-element dual-polarization
resonators coupled to a CPS feedline modeled in Sonnet. A sheet inductance of
Ls = 6.14 pH was used to model the superconducting TiN film. (b) Simulation of the
microwave forward transmission S21 through the CPS feedline of the circuit in (a).
The resonators were distributed in a checkerboard pattern across the chip (visible in
capacitor size difference) to avoid crosstalk. The apparent frequency pattern with
8 groups of 2 resonances is due to this. The frequency spacing between each pair
was designed to be 1 MHz. The simulation gives an average spacing of 891 KHz and
standard deviation of 95 KHz for the 16 resonators. (c) A zoom-in on a resonance
with Q = Qc = 584000
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4.4 Resonator and array designs
In this section we will describe two specific resonator and array designs that were
fabricated and measured. Both resonator arrays were initially designed using the
approximations given above. Then they were simulated and fine-tuned in Sonnet.
The first design (A) was our first lumped-element resonator design. It suffered from
large microwave crosstalk between resonators which resulted in other problematic
side effects including nonuniform frequency spacing and very large variation in Qc.
After a few new design iterations we developed design B. In this design, the resonator
inductor section is spiral shaped for dual polarization absorption, and has a CPS-like
geometry where two conductors carrying opposite polarity currents run close to each
other. Each resonator also has a grounding shield around it. These modifications
resulted in almost complete elimination of crosstalk, much more uniform frequency
spacing and much less Qc variation. A complete description of crosstalk and related
measurements is provided in Chapter 5. We ran a series of measurements on these
arrays to demonstrate their basic operation. These are described in the following
measurements section.
4.4.1 Design A (“meander”)
This is our first lumped-element resonator design using TiNx configured in a tightly
packed array [89]. The design closely follows the original Cardiff proposal [67]: we
use a lumped-element resonator with a meandered single-line inductor and an inter-
digitated capacitor (IDC). A schematic of the resonator along with a photograph of
the fabricated resonator is shown in Fig. 4.5 (a) and (b). The whole resonator array
is made from a single layer of t = 40-nm-thick TiNx film with transition temperature
Tc = 4.1 K, sheet (kinetic) inductance Ls = 6.9 pH, and sheet resistance Rs = 20 Ω.
The dimensions follow closely our analytical design from Section 4.3. The inductor
consists of thirty-two 0.9-mm-long strips with a width of w = 5 µm and a spacing of
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Figure 4.5: Design A (a) Schematic of resonator design A. Dimensions are not
to scale and the number of meanders have been reduced for better visibility. The
inductor is colored in red, the capacitor in blue, the feedline in gray. (b) Photograph
of a design A resonator. (c) Photograph of the array mounted on the device box
(gold plated copper) showing CPW-microstrip circuit board transition, aluminum
wire bonds, and four retaining clips. The wirebonds connect to on chip CPW bonding
pads that gradually narrow down to become the feedline.
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p = 25 µm. The total inductance is L ≈ 60 nH at 1.5 GHz, and kinetic inductance
fraction α = 0.74. The inductor volume is V ≈ 5900 µm3. The total size of the
pixel is 935 µm ×975 µm. We used our initial estimate for Rs to select the fill factor
w/p needed to achieve efficient submillimeter absorption using Eq. 4.11. For the
silicon substrate we used the low-temperature (1.5 K) value of the dielectric constant
in the far-infrared (Si = 11.4) [83]. The coupling to the feedline is inductive and was
designed for a coupling quality factor Qc ≈ 1.7× 106 using Sonnet simulations. This
corresponds to a spacing between the inductor and the feedline of 15 µm.
The capacitor has four 935 µm × 10 µm fingers with relatively large 10 µ m gaps
to reduce two-level system noise and dissipation [35]. The capacitor area is kept to
∼ 10% of the total area in order to minimize dead space. The length of the capacitor
fingers can be varied to tune the resonance frequencies in the array. At maximum
finger length, the capacitance is C ≈ 0.2 pF.
We fabricated a 16 × 14 array of these resonators (Fig. 4.5 (c)). Readout is
accomplished using a single coplanar strip (CPS) feedline. The CPS has a gap width
of 5 µm and strip width of 10 µm corresponding to a characteristic impedance Z ≈
141 Ω; a relatively high value as compared to Al or Nb feedlines. It is hard to reduce
the impedance to lower values because the gap becomes too small and problematic
for fabrication of a long feedline. We used two CPW to CPS transformers on each
side of the feedline to match to the 50 Ω connections. However, later we realized
that these transformers were not designed to properly handle CPS-type modes and
could cause more reflections. Later we switched to using balun type transformers
[85]. On the array the physical gap between pixels is 65 µm in both directions. This
corresponds to ∼ 18 % dead area on the array due to this spacing, but still highly
compact compared to other MKID arrays. The resonator frequencies were designed
(in Sonnet) to be separated by 1.3 MHz, again very compact in frequency space as
compared to other MKID arrays. The lowest frequency resonator is at the top left
of the array and the 224 frequencies increase linearly across the columns from top to
bottom. This is achieved by changing the length of a single finger in the IDC from
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full size (min frequency) to zero (maximum frequency). The feedline runs across the
resonators vertically and connects to the input and output side SMA connectors using
circuit board transitions and wirebonds. Four metal clamps are used to secure the
chip on a metal lip under the chip. A lid is used to close the box on the front side.
The box is open on the back side to allow radiation through the silicon.
4.4.2 Design B (“spiral”)
Here we present our improved lumped-element resonator used for design B [89]. A
diagram of the of the resonator is shown in Fig. 4.6 (a) and a photograph of the
fabricated resonator is shown Fig. 4.6 (b). The TiN film is ∼ 20 nm thick with
Tc = 3.6 K, Ls = 11.7 pH, and Rs = 30 Ω. The inductor is a coplanar strip (CPS)
with w = 5 µm strips and g = 10 µm gap. The spacing between each CPS pair is
p = 45 µm. The inductor has a total inductance of L = 43 pH at 1.5 GHz, and
α = 0.91. The inductor volume is V ≈ 1156 µm3. The total size of the pixel is
∼ 645 µm × 500 µm. Due to CCAT optical requirements we used half the pixel size
in design A in order to be able to Nyquist sample the optical beam (∼ 4 pixel per
beam). The ratio p/w was tuned using Eq. 4.11, where we used an effective width
weff = 2w instead of w accounting for the two strips in the CPS. The spiral shape was
chosen to allow absorption in both polarizations [75]. However, later simulations [90]
revealed that the absorption efficiency per polarization mode in this design concept is
roughly half of design A. This can be understood by noting the area of the spiral is now
made up of 4 triangles, only 2 of which are sensitive to each polarization reducing the
efficiency in each polarization by half, making the total unpolarized efficiency equal
to single polarization efficiency in design A.
The capacitor has fourteen 0.5 mm × 5 µm fingers with 5 µm gaps. These dimen-
sions are smaller than in design A reducing the pixel size, but at a cost of increased
TLS noise level. The increased number of fingers allows for wider frequency tunabil-
ity and better current uniformity in the inductor. At maximum finger length, the
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Figure 4.6: Design B (a) Schematic of resonator design B. Dimensions are not to
scale and the number of turn in the spiral have been reduced for better visibility.
The inductor is colored in red and the capacitor is in blue. The ground planes of the
CPS feedline and the CPW straps (made from TiNx) are in gray, the CPW center
line made from Nb is in dark purple, and the SiO2 dielectric layer is in light purple
(which also covers the Nb). The grounding shield is in green. (b) Photograph of a
design B resonator. (c) Photograph of the array chip. CPW bond pads and the CPW
feedline are indicated. A large TiN ground plane extends to the edge. A narrow thin
gold film at the edge and gold wire bonds improve thermal contact.
84
capacitance is C = 0.38 pF. The coupling to the feedline is capacitive and was de-
signed using Sonnet for Qc ≈ 3.8×105, corresponding to the expected optical loading
from CCAT roughly giving the same Qi. This corresponds to a spacing between the
IDC and the feedline of 5 µm. We chose a capacitive coupling rather than inductive
because in the case of inductive coupling resonators between feedline segments would
face each other with their capacitors. This would have raised the inter-resonator
cross-coupling to a higher level. Another point we considered to avoid causing cross-
coupling was to tune the frequency by changing the length of finger pairs rather than
single fingers. This way, we avoid exposing a single finger by shielding it with the
other one. This was not done in the case of design A where a single finger was used
to tune the frequency.
We fabricated a 16 × 16 array of these resonators (Fig. 4.6 (c)) and used a
finite-ground coplanar waveguide (CPW) feedline (Z = 115 Ω) as opposed to a CPS
feedline. We added grounding straps at intervals of 500 µm connecting CPW ground
strips to eliminate the unwanted coupled slot-line mode [54]. We used Nb instead of
TiN for the CPW centerline in order to reduce the impedance mismatch to the 50 Ω
connections, helping to reduce the observed Qc variability across the array (see Fig.
5.22). The physical gap spacing between pixels is ∼ 35 µm in both directions. This is
again a highly compact array with ∼ 17 % dead area due to this spacing. To further
reduce crosstalk, the resonator frequencies are split into two groups of 128: a high-
frequency band (H) and a low-frequency band (L) that are separated by 100 MHz,
and are distributed in a checkerboard pattern in the array (see Fig. 5.19 and Fig.
5.7). The frequency spacing between resonances was designed to be 1.25 MHz and
2.2 MHz in the L and H bands, respectively. Starting from the top left and going
down in the first column, we have resonator L1 (the lowest frequency in the L band),
H1 (lowest in the H band), L2, H2, . . . , L8, H8. In the second column we have H9,
L9, . . . etc. This pattern distributes the resonators in a way that keeps resonators
that are close in frequency farther apart physically, reducing the pixel-pixel crosstalk.
Crosstalk measurements are presented in Chapter 5. In order to improve thermal
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contact between the chip and the metal box we added a narrow layer of thin gold
over the TiN ground plane at the edge of the chip, and used gold wire bonds along the
edge of the ground plane for heat sinking and good ground connections. Insufficient
heat sinking can cause unwanted substrate heating effects when running black-body
and temperature sweep measurements.
Fig. 4.7 (a) shows the device mounting box. It is made from oxygen-free high-
purity copper that has been plated with a nonmagnetic gold layer to avoid exposing
the magnetic-field-sensitive resonators to unwanted magnetic fields. The signal is
brought in through the SMA coaxial connection on one side and read out from the
other side. The center pin of the coaxial connector is soldered to a microstrip line on
a duroid circuit board. The microstrip line transitions to a CPW on this board and
is brought to the chip using wirebonds where it connects to the on chip CPW bond
pads. Fig. 4.7 (b) shows the back side of the box where radiation is incident through
the aperture on the silicon substrate. An antireflection layer can be used to match
the silicon to free space. Fig. 4.7 (c) shows a photograph of an earlier version of this
design where we used a CPS feedline and did not have a grounding shield around the
resonators. The crosstalk measurements for design B in Chapter 5 where performed
on this earlier array design.
As will be shown in Chapter 5, design B has considerably lower crosstalk than
design A. In design B the use of a double-wound (CPS) inductor places conductors
with opposite polarities in close physical proximity, resulting in a good degree of
cancellation of the resonator’s electromagnetic fields. This confines the fields closer
to the structure, reducing stray interactions between nearby resonators in a close-
packed array. The grounding shield around each resonator further helps in confining
the fields. As a positive side effect of the proximity of opposite polarity conductors, the
geometrical inductance in design B is reduced resulting in a larger kinetic inductance
fraction α compared to design A.
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Figure 4.7: (a) Device mounting box (gold plated copper) showing microstrip-CPW
transition circuit board, SMA coaxial connectors, four retaining clips, and the detector
array. (b) Back side of the mounting box showing an aperture for radiation coupling.
The illumination side of the silicon substrate is visible. (c) A photograph of an earlier
version of a 16x16 array of design B (dual-polarization) pixels but with no resonator
ground shield and a CPS feedline instead of a CPW feedline
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4.4.3 Fabrication method
First, a layer of TiNx film is sputtered onto an ambient-temperature, high-resistivity
(> 10 kΩ cm) 〈100〉 silicon substrate. The substrate is cleaned with hydrofluoric acid
(HF) prior to deposition. UV projection lithography is used followed by inductively
coupled plasma etching using BCl3/Cl2 to pattern the resonator structures and the
CPS feedline, all in one layer, for design A. For design B the feedline is a CPW
line with periodic TiNx ground straps spaced 500 µm apart. To avoid shorts caused
by the straps, the centerline is initially not patterned and a 200-nm-thick insulating
layer of SiO2 is deposited on top using RF magnetron sputtering from a high-purity
fused-silica target. A thin layer of niobium is then deposited using DC magnetron
sputtering, and is patterned using an inductively coupled plasma etcher and a mixture
of CCl2F2, CF4, and O2, to create the centerline of the CPW feedline. The SiO2 layer
is then patterned using a buffered oxide etch (BOE) to remove SiO2 from over the
resonators.
4.5 Measurements
In this section we will present measurements for array designs A and B shown in Fig.
4.5 and Fig. 4.6, and discuss the results.
4.5.1 Setup
The arrays shown in Fig. 4.5 and Fig. 4.6 were mounted in a sample box shown in
Fig. 4.7 and cooled down to temperatures below 50 mK inside a dilution refrigerator.
A network analyzer is used to excite the resonators on the array using a microwave
probe signal that goes through the feedline and is amplified at the output of the
box using a cryogenic SiGe transistor amplifier [16] mounted on the 4 K stage inside
the cryostat. The signal is further amplified by a room temperature amplifier and
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is read out by the network analyzer. The excitation frequency is swept through the
resonances on the array and the network analyzer records the complex transmission
S21 loops formed by the resonances on a computer. The measurement system is
shown in Fig. 5.24. For crosstalk measurements a microwave synthesizer is used
in combination with the network analyzer to pump on specific resonances. This is
explained in detail in Chapter 5 where crosstalk measurements are presented. For
measurements in this chapter the synthesizer is turned off.
4.5.2 Design A measurements
4.5.2.1 Film Tc measurement
The TiN film for this devices was 40 nm thick. We measured the superconducting
transition temperature by observing the average microwave transmission S21 of the
feedline as we warmed up the fridge from below Tc to above Tc. This is shown in Fig.
4.8. At temperatures well below Tc the transmission is high but as we get closer to
Tc the number of thermally generated quasiparticles increases introducing microwave
loss and lowering the average transmission. At just above T = Tc ≈ 4.1 K the
microwave transmission becomes very low. This is because of the high normal-state
resistivity of TiN films.
4.5.2.2 Low-temperature resonance frequencies and quality factors
We measured forward transmission S21 of the array using the setup illustrated in Fig.
5.24. The device was cooled down to 100 mK and a readout power Pfeed = −90 dBm
was applied to the device using a network analyzer. The measured transmission is
shown in Fig. 5.16. The resonance frequencies and quality factors were extracted
by fitting the resonance features using our fitting routine. The resulting frequencies
and frequency spacings are shown in Fig. 5.18 and Fig. 5.20 (a), respectively. Using
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Figure 4.8: (a) Forward microwave transmission S21 through the feedline for design A
array measured for a range of bath temperatures between 2.55–4.3 K. (b) The average
transmission indicates a Tc ≈ 4.1 K for the TiN array in design A.
the same fitting routine we extracted the quality factors. The Qc’s are shown in
Fig. 5.21 (a) and the Qi’s are shown in Fig. 5.22 (a). A detailed discussion of these
measurements is provided in Sections 5.6.2 through 5.6.3.
4.5.2.3 Bath temperature sweep
A very effective diagnostic technique is to probe the resonator properties as a function
of bath temperature. We measured S21 for a range of bath temperatures from 50–800
mK for 4 individual resonances on this device. Fig. 4.9 (a) shows the transmission
magnitude versus frequency for resonator number 1 in this temperature range and Fig.
4.9 (b) shows the complex S21 resonance loop for the same resonator with temperature.
We used our fitting routine to extract the resonance frequencies and quality factors as
a function of temperature. The fractional frequency shift and internal quality factor
are shown in Fig. 4.10 (a) and (b) respectively. At temperatures above ∼ Tc/10 ≈ 400
mK the behavior is dominated by the Mattis-Bardeen contribution: As T is increased
the population of thermally generated quasiparticles increases (Eq. 2.3) generating
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Figure 4.9: Bath temperature sweep of a lumped-element resonator in design A (res-
onator no. 1) from 50–800 mK. (a) Magnitude of transmission S21 versus frequency.
The resonance frequency at 50 mK is fr = 1.353 GHz, the feedline readout power
is Pfeed = −90 dBm, Qc = 525, 000, film Tc = 4.1 K. (b) Complex transmission S21
resonance loops. The fitted resonance frequencies are shown by the dots.
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Figure 4.10: (a) Fitted fractional frequency shifts for 4 lumped-element resonators
on array A from the bath temperature sweep data. The inset shows a zoom-in of
the same plot at lower temperatures where TLS effects can be observed. (b) Fitted
internal quality factors for 4 lumped-element resonators on array A. The resonance
frequencies fr at low temperature and the coupling quality factors Qc for resonators
number 1 to 4 were: 1.353 GHz, 1.438 GHz, 1.441 GHz, and 1.522 GHz, and 5.25×105,
1.659× 106, 4.93× 105, and 1.447× 106.
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Figure 4.11: This plot shows the ratio of the frequency response 2∆fr/fr to the
dissipation response ∆Q−1 for 4 resonators in array design A, measured using bath
temperature sweep data from 500 mK to 800 mK. The average response ratio for the
4 resonances is 27.4.
microwave loss (∝ σ1) inside the superconductor reducing the Q, and at the same
time increasing the kinetic inductance (∝ 1/σ2) which shifts the resonance to lower
frequency. However, at T . 400 mK the increase in fr with increasing T is indicative
of the existence of two-level systems (TLS) in the resonator dominating the behavior.
The internal quality factors Qi are very high at low temperatures and do not seem to
be affected by TLS. This is probably because the readout power is high enough to drive
the TLS into their excited state reducing the net TLS loss. Other loss mechanisms
are dominating the Qi at these low temperatures. The very similar frequency shifts
for the 4 resonators gives confidence that the observed behavior is repeatable and
applies to the rest of the resonances on the array.
The ratio of the response in frequency direction to the response in the dissipation
direction, β = (2δfr/fr)/δQ
−1, is an important quantity. It determines which signal
has a better quality under similar noise conditions. For our TiN array this ratio has
been measured using the temperature sweep data and is shown in Fig. 4.11 for the 4
resonances. The curves follow a straight line. We have excluded the low temperature
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Figure 4.12: Plot shows the fractional frequency response ∆fr/fr as a function of
black-body power (λ ∼ 215 µm) per unit inductor volume for a design A resonator.
The radiation was produced using a temperature-controlled black-body source. The
slope of the response is 3.66 × 10−3 µm3/pW. Other parameters are V = 5900 µm3,
t = 40 nm, Tc = 3.6 K, T = 300 mK, fr = 1.3406 GHz, Q(dark) ≈ Qc = 9 × 105,
Pfeed = −90 dBm. Credit: P.K. Day
data points from the fit because their behavior is dominated by TLS. The average
value of the slopes is β ∼ 27.4. In conventional Al CPW resonators βAl ∼ 4. The
much higher ratio means that for this TiN device (with Tc = 4.1) K it is easier to
get high signal-to-TLS noise ratio in the frequency direction (or equivalently lower
NEPTLS) and less stringent requirements on TLS noise levels.
4.5.2.4 Black-body response
The response of an MKID can be more directly measured by illuminating the res-
onator with submillimeter radiation from a temperature-controlled black-body source
mounted inside the cryostat. For this array design, the response for a Tc = 3.6 K
device was measured by Dr. Peter Day at JPL and is shown in Fig. 4.12. The
resonance fractional frequency shift ∆fr/fr is shown as a function of the black-body
power incident on the resonator per unit inductor volume. A ∼ 30% reflection from
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the silicon surface was taken into account. The incident power is normalized by the
inductor volume V so that the slope is a measure of normalized fractional frequency
responsivity (see Eq. 2.63). This allows for easier comparison between different induc-
tor designs. A normalized fractional frequency responsivity of 3.66 × 10−3 µm3/pW
was measured.
The device was illuminated through a 0.1 inch aperture in front of the black-body
and a λ = 215 µm (∼ 1.4 THz) metal mesh bandpass filter with a bandwidth of
δν/ν ∼ 20% and in-band transmission of ∼ 80%. The apertures was positioned at 1
inch distance from the array. Using temperature sweep data and quasiparticle lifetime
measurements, it is possible to theoretically estimate the response. By comparing the
theoretical response to the measured black-body response, the optical efficiency of the
absorptive meander inductor section was estimated to be∼ 70% for single polarization
radiation [91], comparable to the front/back power division ratio expected for silicon.
This measurement confirms the basic operation of array design A when using the
frequency signal of the resonators.
It is theoretically possible to increase the absorption efficiency of the meander to
near 100% by using a reflecting back short under the array in order to reflect back
the part of the incident radiation that does not get absorbed at first pass, and to
tune out the parasitic reactance of the meander lines. By adding an antireflection
layer on the silicon substrate, we could avoid the ∼ 30% Fresnel reflection off of the
silicon substrate increasing the incident power on the detector. This is illustrated in
Fig. 4.3 (c) and has been demonstrated for Al lumped-element resonators [79].
4.5.3 Design B measurements
4.5.3.1 Film Tc measurement
The TiN film for this devices was 20 nm thick. We used a four-point probe mea-
surement technique to measure the superconducting transition temperature for this
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Figure 4.13: Film Tc measurement using a four-point probe DC technique for array
design B. The plot indicates Tc ≈ 3.6 K. Credit: B.H. Eom
device at ∼ DC. The film we used for the measurement was from the same chip as
the array. Figure 4.13 shows that Tc ≈ 3.6 K. It should be noted that it is possible
for Tc values measured at DC to be different from values measured at microwave fre-
quencies. This is especially true for TiN films where variations in the gap parameter
have been observed on the film depending on location [92]. Because of this the DC
resistance in the film could remain zero as long as there is a small pathway for the
probing current to go through that has not reached the resistive state. Therefore,
it is possible that TDCc ≥ TMWc . Nevertheless, we used the DC measured Tc in our
analysis.
4.5.3.2 Low-temperature resonance frequencies and quality factors
For the device in design B we measured forward transmission S21 of the array using
the setup illustrated in Fig. 5.24. The device was cooled down to 25 mK and a readout
power Pfeed = −93 dBm was applied to the device using a network analyzer. The
measured transmission is shown in Fig. 5.17. The resonance frequencies and quality
factors were extracted by fitting the resonance features using our fitting routine. The
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resulting frequencies and frequency spacings are shown in Fig. 5.19 and Fig. 5.20
(b), respectively. Using the same fitting routine we extracted the quality factors. The
Qc’s are shown in Fig. 5.21 (b) and the Qi’s are shown in Fig. 5.22 (b). A detailed
discussion of these measurements is provided in Sections 5.6.2 through 5.6.3.
4.5.3.3 Bath temperature sweep
A bath temperature sweep from 12 mK to 150 mK was taken for the this array for
two resonators. The device was from the same wafer that included several design B
arrays. The resonators were probed with feedline powers of Pfeed = −101,−96, and
−91 dBm. Higher powers caused the resonators to go above their critical point were
they would enter the nonlinear bifurcation regime caused by the kinetic inductance
nonlinearity which is now known to happen in TiN resonators [13]. Fig. 4.14 shows the
temperature sweep of the resonances at Pfeed = −91 dBm. There was no detectable
difference in the frequency response at the other two lower powers. Both resonators
show very similar behavior first slightly going down in frequency and then going up
which is the signature of TLS. The two resonators had frequencies of 1.96 GHz and
1.98 GHz which give ~ω/2kB ≈ 47 mK which is the expected position of the minimum
in the curve according to TLS theory, and that’s what we observed. Unfortunately
our measurement setup was not able to probe higher temperatures at the time but
according to the data at hand we think that TLS are present in these resonators. The
similarity of the two curves at all powers also indicates the uniformity of the response
in the array.
4.5.3.4 Black-body response
We measured the response of 7 resonators on an array B device using a temperature-
controlled black-body mounted inside the cryostat. The array was cooled down to 35
mK. The device was illuminated through a 0.29 inch aperture in front of the black-
body and a λ = 215 µm (∼ 1.4 THz) metal mesh bandpass filter with a bandwidth
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Figure 4.14: Fitted fractional frequency shifts for 2 lumped-element resonators on
array B from the bath temperature sweep data. The two resonators had frequencies
of 1.96 GHz and 1.98 GHz, and Qc’s of 1.23× 105 and 0.97× 105.
of δν/ν ∼ 20% and in-band transmission of ∼ 80%. The apertures was positioned at
1 inch distance from the array. The black-body temperature TBB was swept from 10
K to 40 K in steps of 2 K, in each step allowing ∼ 30 min time for the temperature
to stabilize. We measured the microwave transmission of the array using a feedline
power Pfeed = −90 dBm above which the resonators would start to enter the nonlin-
ear bifurcation regime. Figure 4.15 shows the magnitude and complex value of the
transmission S21 for resonator number 7 as the black-body temperature is changed.
Both a frequency and a dissipation response can be seen.
We used our fitting code to fit to each of the resonance loops from the seven
resonators and extracted fr, Qi, Qc, and Qr for the lowest black-body temperature
(TBB = 10 K). The fitted resonator parameters are shown in Table 4.1. The power in-
cident on the 0.5 mm × 0.5 mm surface area of a resonator at each black-body temper-
ature was calculated taking into account a 30% reflection at the silicon-air interface.
The fractional frequency response, −∆fr/fr = (fr(TBB = 10 K)−fr(TBB))/fr(TBB =
10 K) and the dissipation response ∆(1/Qi) = 1/Qi(TBB) − 1/Qi(TBB = 10 K) are
plotted in Fig. 4.16 (a) and (b) as a function of incident black-body power per unit
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Figure 4.15: Black-body temperature sweep of resonator no. 7 for array design B.
Measured magnitude versus frequency and complex amplitude of S21 are plotted in
(a) and (b). The fitted curves are plotted in black in (a) and the fitted resonance
points are indicated by the dots in (b). Measurement conditions were T=35 mK and
Pfeed = −90 dBm. Resonator parameters are fr = 2.041 GHz, Qc = 150, 000, and
Qi(TBB = 10 K) = 9, 280, 000.
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Table 4.1: Measured fr, Qc, and Qi for 7 resonators on array design B
Res # fr(GHz) Qc Qi(TBB = 10 K)
1 2.014 127,000 2.0× 107
2 2.026 123,000 1.8× 107
3 2.031 69,000 2.4× 107
4 2.032 43,000 1.2× 107
5 2.038 107,000 1.6× 107
6 2.039 184,000 1.8× 107
7 2.041 150,000 0.93× 107
Bath temperature was T = 35 mK and readout power Pfeed = −90 dBm.
inductor volume for 7 resonators.
The signals in both directions are very similar for all 7 resonators indicating a
uniform response across the array. The small “hook” at low powers (≤ 1 pW) in Fig.
4.16 (a) is probably caused by the heating of the substrate since it was later discovered
that the chip was not effectively thermally heat sunk. From the bath temperature
data in Fig. 4.14 we know that TLS exist in these resonators. The heating could cause
a TLS-induced shift that affects the frequency response shape. Later measurements
with a better heat sunk device (see Fig. 4.6 (c)) did not indicate the existence of this
feature in the data.
The curvature at higher powers in Fig. 4.16 (a) and (b) is particularly interesting.
We discovered later from manufacturer specifications that the bandpass filter in front
of the black-body can leak in power at above the passband in a small frequency
window that was not accounted for in our power calibration. This extra power causes
the curves to appear to bend upwards in our plots. It can be shown that by taking
into account the actual filter transmission versus frequency the curves (especially
the frequency response) become more linear. Since we did not have the real filter
transmission function available, we did not recalibrate the power in these plots which
will cause a slight overestimation of the responsivities.
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Figure 4.16: Measured fractional frequency response (a) and dissipation response (b)
for 7 resonators on array design B. The error bars are indicated. The solid lines
indicate the trajectory for res 7. The dashed line in (a) is the average linear fit for
the 7 resonators. The dashed line in (b) is a fit to the last 2 data points for res 7.
Resonator parameters are V = 1156 µm3, t = 20 nm, Tc = 3.6 K, T = 35 mK, and
Pfeed = −90 dBm. fr and Q for the 7 resonators are listed in Table 4.1.
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Table 4.2: Amplifier-limited noise equivalent power and responsivity using dissipation
readout for 7 resonators on array design B
Res # dS21/dPBB(pW
−1) NEPampdiss (W Hz
−1)
1 0.0074 5.0× 10−16
2 0.0072 5.2× 10−16
3 0.0045 8.3× 10−16
4 0.0029 1.3× 10−15
5 0.0064 5.8× 10−16
6 0.0093 4.0× 10−16
7 0.0082 4.5× 10−16
Performing a linear fit on the frequency response data and averaging over the
slopes for the 7 resonators gives an average response of 5.51 × 10−4 µm3/pW. By
comparing this number with an expected thermal response measured from a bath
temperature sweep one could potentially obtain an estimate for the optical efficiency
of the spiral inductor absorber. Simulations performed by Dr. Nuria Llombardt [90]
indicate that the efficiency is . 35% for each polarization, giving a total of . 35%
efficiency for unpolarized radiation.
For the dissipation response, from the slope of the curves in Fig. 4.16 (b) cal-
culated from the two highest power data points, we get a response dQ−1i /dPBB ∼
7.5 × 10−8 pW−1 with little variation between the 7 resonators. We can make an
estimate for the amplifier-limited noise equivalent power (NEPdissamp) for these res-
onators. For example, for resonator number 6 with Qc = 180, 000 and Qi = 8.5× 105
at TBB = 40, we get dS21/dQ
−1
i = 1/4 × χc × Qi = 125, 000, and responsivity
dS21/dPBB ≈ 0.0093 pW−1. Assuming an amplifier noise temperature of Tn = 2
K, we get an S21 noise level of σS21 =
√
kTn/2Pfeed = 3.7 × 10−6 Hz−1/2. There-
fore, NEPdissamp = 3.7 × 10−6 Hz−1/2 / 0.0093 pW−1 ≈ 4.0 × 10−16 W Hz−1/2 which is
only within a factor of 2–3 above the photon background noise for CCAT conditions.
The NEP and responsivity values for all 7 resonators are shown in table 4.2. These
numbers essentially demonstrate the basic operation of array design B.
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Figure 4.17: This figure shows the dissipation response plotted against the frequency
response for the black-body measurement on resonator #1 in array design B. The red
line is a fit to the data.
An interesting observation is the ratio of the frequency to dissipation response.
In Fig. 4.17 we have plotted this for resonator number 1. Other resonators show a
very similar trend. We have discarded the lowest 9 temperature points in the linear
fit since they are dominated by non–Mattis–Bardeen (M–B) behavior. The average
inverse slope for the 7 resonators is ∼ 10. Twice this number, ∼ 20, can be compared
to the usual theoretical prediction from M–B for the slope (Eq. 2.22). From M–B,
2 . β . 10 for 0.05 K ≤ T ≤ 0.8 K for a Tc = 3.6 K TiN resonator with fr = 2
GHz [13], which is significantly lower than the black-body-deduced value. This points
to the fact that the physics of TiNx resonators cannot be simply explained by M–B
theory.
Two important parameters that affect NEPdissamp are χc and ya where ya = Γa/Γo =
ηaχcPfeed/2ηoPo (see Eq. 2.27). The NEP is minimized when χc = 1 (which happens
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Figure 4.18: (a) A plot of χc versus black-body power PBB. The inset shows the Qc’s
for the 7 resonators. (b) Absorbed readout power inside the resonator Pread versus
PBB
when Qi = Qc) and ya . 1 [13]. The latter happens when the readout power absorbed
inside the resonator (Pa = χc Pfeed/2) is not very different from the incident optical
power Po (assuming that ηa is not very different from ηo ≈ 0.7). A rough estimate
for Po, the actual optical loading from the telescope, in the case of the 350 µm band
for CCAT is Po ∼ 42 pW. The assumptions made are: pixel absorption efficiency of
100% (using a backshort), telescope optical path efficiency of 50%, sky temperature
of 270 K, atmospheric emissivity of 50%, optical detection bandwidth of 90 GHz,
dual polarization pixels (factor of 2), and Nyquist sampling of the diffraction-limited
optical beam (factor of 1/4). These are very optimistic assumptions and the actual
optical power could be lower by a factor of two. It is clear that the maximum optical
power from the black-body in our measurement is only ∼ 60% of the maximum
telescope optical power, and probably not sufficient to simulate the actual situation in
the detectors. We have plotted χc and Pa as a function of the black-body power in Fig.
4.18. Looking at the value of χc at the highest available power and extrapolating up
to 42 pW we see that resonator 6 and 7 will have χc ∼ 1, close to optimum condition.
However, looking at the readout power absorbed (Pa) and extrapolating, we see that
at 42 pW resonator 6 and 7 will have Pa ∼ 0.5 pW which is a factor of 82 lower
than the optimum condition. This corresponds to a factor of 9 higher NEP assuming
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that the responsivity is constant. It should be noted that the exact optimum will
depend of ηa which is not well known and therefore there is a degree of uncertainty
involved. Nevertheless, we take that Pa is far away from optimum condition. It
was later discovered that the reason why we could not use a higher readout power
which caused the resonances to break was the highly nonlinear kinetic inductance
of TiNx films. Ongoing developments in our group have now made it possible to
probe TiNx resonators using readout powers ∼ 100× larger than the critical power.
Even though our measurements might not exactly simulate the optimum telescope
conditions, they have served to demonstrate the basic operation of TiNx resonator
arrays for submillimeter wave detection and have opened the path for optimization
of these designs.
Up to this point we have not explained in detail why we chose to use TiNx in our
LeKID resonators. In the remaining part of this chapter we review this case and show
that the use of TiNx has several advantages over materials like Al and can potentially
result in improved sensitivity.
4.6 Material-dependent sensitivity in MKIDs
Over the last ∼10 years different superconducting materials have been explored for
use with MKIDs. Aluminum resonators particularly have been extensively explored
within various research groups. For ground-based observations where Nqp is dom-
inated by the sky optical loading power, sensitive coplanar-waveguide (CPW) Al
MKID detectors limited by the photon background noise have been recently demon-
strated in the lab [72] 2. Our own group has demonstrated near-background-limited
detection3 using Al MKIDs in an engineering run at the Caltech Submillimeter Ob-
2The measured NEP in this work was at a signal modulation frequency of ν = 500 Hz, far away
from the unwanted 1/f noise originating from the readout system, amplifier gain variation, and the
black-body source temperature variations.
3At signal modulation frequencies of ∼ 0.01–0.1 Hz. The frequency depends on the scan speed
of the telescope.
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servatory [63, 18, 17, 62]. For space-based observations the photon background noise
is much lower than ground. Therefore, for background-limited operation the detec-
tors need to have NEPs of order ∼ 10−19–10−20 WHz-1/2, depending on application
(imaging or spectroscopy). Such sensitivity is hard to reach using conventional MKID
technologies including aluminum MKIDs. Current efforts for space-based observing
using Al MKIDs have resulted in demonstration of dark (electrical) NEPs of 7×10−19
WHz-1/2 [93] and 3.3× 10−19 WHz-1/2 [94, 95].
In this work, we have been using TiNx films for our MKID material to design
large arrays of submillimeter detectors for ground telescopes like CCAT or potential
future space telescopes. These films have shown excellent properties suitable for
ultrasensitive detection using MKIDs [58]. In the next sections we will review these
properties and show that TiNx resonators have significant advantages which justify
the use of TiNx in our designs. We start by describing the TiNx fabrication process
that was used for making the arrays described in this thesis. We then review various
material-dependent parameters that are important in determining the sensitivity.
4.6.1 TiNx film fabrication
The TiNx films in this work were produced at the Microdevices Laboratory of the Jet
Propulsion Laboratory by Dr. Henry G. Leduc and colleagues. The films were made
by reactive magnetron sputtering onto ambient-temperature, 100-mm-diameter, high-
resistivity (> 10 kΩ cm) 〈100〉 silicon substrates. A hydrofluoric acid (HF) solution
was used to remove any native oxides and to hydrogen terminate the surface. The
titanium sputtering target was 99.995% pure, and the sputtering gases (N2 and Ar)
were 99.9995% pure [58]. Fig. 4.19(a) shows a plot of Tc versus nitrogen flow rate.
As can be seen, Tc is highly sensitive to nitrogen content in nonstoichiometric TiNx
[96] and approaches 4.5 K for stoichiometric TiN. Microresonator structures were
then fabricated using deep UV projection lithography followed by inductively-coupled
plasma etching using a chlorine chemistry (BCl3/Cl2). The exact sputtering chamber
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Figure 4.19: (a) The critical temperature of reactively sputtered TiNx films as a
function of the N2 flow rate. (b) A deep resonance in array design A measured at
T = 100 mK and Pgen = −90 dBm with fr = 1.53 GHz, Qr = 3.6 × 106, and
Qi = 3 × 107. The device was a 14 × 16 close-packed array of lumped-element
resonators made using a t = 40 nm TiNx film with Tc = 4.1 K, Rs = 25Ω, and
Ls = 8.4 pH. In addition, six resonances with Qi > 2× 107 were seen, and > 50 had
Qi > 10
7. Figures reproduced from [58]
conditions and details can be found in [58].
Material properties of TiNx and its growth mode are highly dependent on a wide
range of parameters including film thickness, substrate temperature, bias, and crys-
tallinity [97]. References for properties of TiNx films developed under various condi-
tions can be found in [96, 97, 98, 92, 99].
4.6.2 Film properties and advantages of TiNx resonators
TiNx resonators have several advantages over more conventional resonator materials
like Al. These are explained below.
Our TiNx films resulted in exceptionally low microwave loss MKID resonators
[58]. Fig. 4.19 (b) shows a deep resonance measured on an array fabricated using
the described fabrication method. We measured a record-high internal quality factor
Qi = 3 × 107 for this resonance indicating that Qi,max ≥ 3 × 107 for our TiNx films.
Several of our arrays produced since then have shown consistently high Qi’s above
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1× 107 across the array (see Fig. 5.21 and 5.22). Following this work, similar high-Q
resonators reaching Qi ∼ 1 × 107 made from TiN films were reported by Vissers et
al. [97].
The surface resistance of our TiNx films were considerably higher than more con-
ventional Al, Nb, or Ta films used for MKIDs. For our films with 0.7 K≤ Tc ≤ 4.5 K
and 20 nm ≤ t ≤ 100 nm, the normal state resistivity was typically ρn ≈ 100 µΩ cm
with RRR = ρn(300 K)/ρn(4 K) ≈ 1.1 [58]. A similar study by Diener et al. [100]
reported ρn ≈ 130 µΩ. The surface resistance can be calculated from Rs ≈ ρn/t for
thin films (see Eq. 2.12). This high surface resistance directly translates into a high
superconducting surface inductance Ls ≈ ~Rs/pi∆ and guarantees a very high kinetic
inductance fraction α approaching unity (depending on the specific geometry of the
inductor). Resonators in our array design A (see Fig. 4.5) had Tc = 4.1 K, t = 40 nm,
Rs ≈ 20 Ω, Ls = 6.9 pH, and α = 0.74, and resonators in design B (see Fig. 4.6) had
Tc = 3.6 K, t = 20 nm, Rs ≈ 30 Ω, Ls = 11.7 pH,and α = 0.91 [89]. For comparison,
a t = 100-nm-thick aluminum film (with Tc ≈ 1.2 K) has typically Ls ∼ 0.1 pH.
In terms of internal quality factor, the best Al resonators to date have Qi,max(Al)∼
2 × 106. Qi,max is the maximum internal quality factor of the resonator when loss
from quasiparticles has been minimized so that other sources of loss such as TLS
loss and radiation loss are dominating. For Al, thick films with t ≥ 100 nm have
to be used to get the highest Qi,max values. For these films the kinetic inductance
fraction α(Al)∼ 0.05 [28] which gives a surface impedance quality factor Qs(Al) =
α×Qi,max(Al)∼ 105. For TiN resonators Qs(TiN) = α×Qi,max(TiN)≥ 2×107, which
is two orders of magnitude larger than for Al.
Quasiparticle lifetimes for our TiN films were measured from various far-IR, UV,
and x-ray photon detection experiments in our group4. For the Tc = 4 K films it
was found that τmax ≈ 15 µs, for Tc = 1.1 K it was found that τmax ≈ 100 µs, and
for Tc = 0.8 K it was found that τmax ≈ 200 µs [58]5. The lifetime of our Tc = 1.1
4The lifetime measurements were performed by other members of our group.
5The scaling is roughly as T−2c , as expected. This is because τ0 ∝ T−3c in to Eq. 2.24 according
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K TiN films (similar to Tc for Al) are in the same range as seen for Al films with
t = 20–40 nm thickness while they are an order of magnitude shorter than the best
thick (t ≥ 100 nm) Al films (2 ms) [30, 101]. A study on TiN resonators by Diener et
al. [100] reported a lifetime of ∼ 200–300 µs for Tc = 0.8 K material with t = 50 nm,
in agreement with our results. However, they also reported unusually high lifetimes
of up to 5.6 ms for some resonators on the same chip. The reason for this discrepancy
is unclear.
The last material-dependent parameter to consider is the electronic density of
states N0. To this date the best estimate for N0 for our TiN films comes from
the results of Dridi et al. [102] which leads to N0(TiN)= 8.7 × 109 eV−1 µm−3 [58].
However, there exists a level of uncertainty in this value because the effect of electron-
electron interactions and the dynamics of the electron-lattice interaction on the energy
band structure have not been taken into account, which could have a significant effect
on N0 [103]. Further investigation in this regard is needed. The value for aluminum
is N0(Al)= 1.72× 1010 eV−1 µm−3 [12] which is about a factor of two higher than the
current estimate for TiN.
TiNx resonators have several additional advantages as well. One is the high surface
resistance of these films which makes it easy to design good far-IR absorbers. Since
the detector arrays in this work are intended for operation at free-space wavelengths
of around 350 µm (860 GHz), Nb multislot antennas and microstrip lines [17] could
not be used as a radiation coupling mechanism due to the resistive loss above the
Nb superconducting energy gap (∼ 700 GHz). Therefore, the inductive portion of
our lumped-element resonators was designed to act as direct absorbers of radiation
[89, 67] (see Fig. 4.3), taking advantage of the high resistivity of TiN.
Another advantage is the high surface inductance of TiN which allows for high
kinetic inductance (Lk) inductors to be made. This pushes the resonators to lower
frequencies and smaller surface areas per resonator on the array. Lower frequency
to theory [32].
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resonators allow for increased frequency multiplexing density by reducing the reso-
nance bandwidth for a fixed quality factor. This means more resonators can be put
on a chip and more can be read out using the available electronics bandwidth.
To summarize, TiNx has several advantages over more conventional materials such
as aluminum:
1. The ultra-low microwave loss of TiN enables extremely high quality factors;
2. It has high surface inductance that greatly increases α which in turn increases
the responsivity to photo-generated quasiparticles and lowers the NEP;
3. It has a high kinetic inductance which reduces the resonance frequency, thereby
increasing the multiplexing density and reducing the resonator footprint;
4. It has high surface resistance which makes it easy to design good far-IR ab-
sorbers;
5. The transition temperature is tunable over a wide range (0 < Tc < 5 K) by
changing the nitrogen content, which allows for optimization of the detector
response over a wide range of loading conditions.
4.7 Chapter summary
We reviewed various types of MKIDs and introduced new designs based on lumped-
element resonators which are simpler to operate and produce than other types of
MKIDs. After providing general analytical design methods for the resonator and
simulation techniques, we presented two specific resonator and array designs (A and
B) along with their design details. Design A resonators have a single-line inductor
meander following closely the original Cardiff proposal while our new design B has a
modified geometry with a CPS spiral inductor to reduce microwave crosstalk [89]. We
briefly reviewed fabrication details for a 224 pixel array of design A resonators and
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a 256 pixel array of design B resonators. We measured various resonator and array
properties for both arrays showing resonator responsivities and calculated estimates
for the noise equivalent power (NEP) for design B based on our measurements. Our
results demonstrate the basic operation of TiNx lumped-element resonators on highly
packed arrays and open the path for integration in large-scale focal-plane imaging
arrays for telescopes like CCAT or future space telescopes. We also showed that
MKIDs made from TiNx films have superior properties as compared to Al films.
Particularly their very high internal quality factor (Qi) and kinetic inductance fraction
(α) provides an opportunity for dramatic improvement in sensitivity.
111
Chapter 5
Crosstalk reduction for
superconducting microwave
resonator arrays
To demonstrate the feasibility of large arrays of submillimeter-wave MKIDs at λ = 350
microns, we fabricated arrays with ∼ 250 lumped-element resonators [89, 104, 67].
As explained in Chapter 4, the resonator structures were designed to act as direct
absorbers of radiation, taking advantage of highly resistive TiNx films [58] to achieve
a good impedance match to the incoming radiation. We demonstrated the basic
operation of the first-generation arrays (design A; see Fig. 4.5) by measuring the
response to a λ = 215 µm bandpass-filtered black-body source (see Fig. 4.12), with
the results indicating ∼ 70% absorption efficiency (single polarization).
Although the optical response measurements for our initial design (A) were encour-
aging, the electromagnetic coupling between resonators combined with the high pack-
ing density (in real space and frequency space) resulted in large microwave crosstalk.
We initially detected this problem through observation of nonuniform resonance fre-
quency spacings and very large variations in resonance quality factors across our
arrays. Similar effects had also been reported for arrays developed at Cardiff [79],
but no detailed analysis or effective solution was available.
In this chapter we identify the cause for the high inter-pixel coupling as being due
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to the large dipole moment of each resonator interacting with nearby resonators. To
reduce the dipole moments, we modified the resonator geometry in design B (see Fig.
4.6) so that sections with opposite charge densities and currents are close together.
As another precaution, we added a grounding shield around each resonator (Details
of this new design (B) were previously provided in Chapter 4). We present a detailed
circuit model, identify the source of the crosstalk, present a measurement technique
for quantifying crosstalk, and finally present measurement results for our improved
resonator and array design which shows negligible crosstalk.
In Sections 5.1, 5.2, and 5.3 we describe a simple model for coupling between two
resonators and confirm its validity using electromagnetic simulations. In Section 5.4
we construct circuit models for full-size arrays of type A and B, and calculate the
frequency pattern, voltage distribution pattern, and quality factor for these arrays
based on measured and simulated model parameters. In section 5.5 we quantitatively
define crosstalk and analytically calculate its value for both designs based on our
model. In section 5.6 we present measurement results for array frequencies, resonance
quality factors, and crosstalk, and compare to the model predictions. To measure
crosstalk in the lab, in Section 5.6.4 we describe a method using a simple “pump-
probe” technique and present measurement results for both arrays. These results
show that crosstalk is high (∼ 57%) for design A, but is dramatically reduced to
≤ 2% thanks to modifications in design B. The general procedure, design guidelines,
and measurement techniques in this work are applicable to future large-scale arrays
of microwave resonator detectors for telescopes such as CCAT.
5.1 Coupled resonators model
A simple circuit can be used to model electromagnetic coupling between adjacent
resonators in our arrays [89]. The coupling can be capacitive, inductive, or a combi-
nation of the two. For purposes of discussion we assume a net capacitive coupling.
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Figure 5.1: Circuit representation of two coupled resonators with a cross-coupling
capacitor Cij, inside an array of coupled resonators with size N
Figure. 5.1 shows two resonators (i and j) coupled with a cross-coupling capacitor
Cij, with Ci and Cj being the capacitances of the interdigitated capacitors (IDC) and
Ci, Cj  Cij. (If the coupling were inductive, Cij would be replaced by an inductor
Lij where Lij  L and a similar analysis as explained below would follow). The
inductors Li and Lj represent the inductive section of each resonator (e.g., meander,
spiral, etc.), and are the same for all the resonators by design; i.e., Li = Lj = L. The
two resonators shown are part of an array of resonators with size N, representing the
full focal plane array, where all the N resonators are coupled. It is easy to see that if
all the resonators are uncoupled (i.e., Cij = 0), the N natural resonance modes are
f0k = 1/2pi
√
LCk , k = 1, 2, · · · , N . (5.1)
However, if Cij 6= 0, the equations of motion for the circuit are coupled and we need
to solve an eigenvalue problem. We can write
vi(t) = L
d
dt
iLi(t) (5.2)
where vi(t) and iLi(t) are the time-dependent voltage and current for the inductor Li,
and have sinusoidal time dependence of the form
vi(t) = Re
(
Vie
jωt
)
(5.3)
iLi(t) = Re
(
ILie
jωt
)
, (5.4)
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where ω is the angular frequency. From Kirchhoff’s current law we can write
iLi(t) = −iCi(t)−
N∑
j=1
j 6=i
iCij(t) = −Ci
dvi(t)
dt
− d
dt
( N∑
j=1
j 6=i
Cij
(
vi(t)− vj(t)
))
(5.5)
where we have summed over all the currents contributed by the other coupled res-
onators in the array. We can now substitute for iLi(t) in Eq. 5.2 and apply the Fourier
transform to obtain the steady-state solution
Vi = ω
2L
(
CiVi +
N∑
j=1
j 6=i
Cij(Vi − Vj)
)
. (5.6)
Applying the same method to the other resonators and rewriting the equations in
matrix form we get
C1 +
∑N
j=1C1j −C12 · · · −C1N
−C21 C2 +
∑N
j=1C2j · · ·
...
...
...
. . .
...
−CN1 −CN2 · · · CN +
∑N
j=1CNj


V1
V2
...
VN
 =
1
ω2L

V1
V2
...
VN
 .
(5.7)
In short format, this is an eigenvalue equation
Λ|V k〉 = λk|V k〉 , (5.8)
where Λ is the above capacitance matrix, |V k〉 is the kth eigenvector, and λk is the
kth eigencapacitance which is of the form 1/ω2kL. The solution to this eigenvalue
equation gives the N eigenfrequencies fk of the coupled resonator array
fk = 1/2pi
√
Lλk , k = 1, 2, · · · , N. (5.9)
.
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Figure 5.2: A sketch of Eq. 5.9 showing the two eigenfrequencies fn as a function
of capacitance difference ∆C = C2 − C1 (solid lines). The dashed lines indicate the
eigenfrequencies in the case where there is no coupling between the resonators.
In the simple case where N = 2, the capacitance eigenvalues are
λk = C¯ + C12 ±
√
C212 + (∆C)
2/4 , k = 1, 2 , (5.10)
where C¯ = (C1 + C2)/2 and ∆C = C2 − C1. Note that in the special case where
C1 = C2 = C, λ1 = C + 2C12 and λ2 = C.
The behavior of the eigenfrequencies described in Eq. 5.9 in shown in Fig. 5.2
for the case of N = 2. As one can see, when |∆C|  C12, the eigenfrequencies
are unperturbed from their uncoupled case, and approach the uncoupled solution
asymptotes. However, when |∆C|  C12, the eigenfrequencies deviate from the
asymptotes creating an avoided crossing pattern, which is a signature property of
coupled resonators.
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Figure 5.3: (a) General circuit representation of cross-coupling between two resonators
with an admittance matrix Y. (b) General circuit representation of cross-coupling
using a pi-equivalent representation for the Y-matrix. A coupling capacitor C12 or
inductor L12 are indicated as possible realizations of element −Y12.
5.2 Calculation of coupling elements from δfsplit
The actual values for C1, C2, and L for a specific pixel and array design can be
extracted by simulating each component in an electromagnetic (EM) simulation soft-
ware like Sonnet [52]. However, the value of the coupling element (C12 or L12) is
difficult to extract from direct simulation. Therefore, we will explain below a method
by which we can indirectly extract these values using a combination of simulation
and simple circuit calculations [89].
To present a more general coupling scenario, in Fig. 5.3(a) we have shown a
coupling circuit in the form of a general admittance matrix Y connected to the two
resonators. We have I1
I2
 =
Y11 Y12
Y21 Y22
V1
V2
 (5.11)
where Y11 = Y22 (symmetry) and Y12 = Y21 (reciprocity). By examining the details
of this circuit, one can see that in a case where C1 = C2 = C, the voltages are either
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symmetric or antisymmetric. For the “symmetric mode”:
V1 = V2 (5.12)
I1 = I2 = IS = (Y11 + Y12)V1 = jBΣV1 , (5.13)
and for the “antisymmetric” mode:
V1 = −V2 (5.14)
I1 = −I2 = IA = (Y11 − Y12)V1 = jB∆V1 . (5.15)
To satisfy the resonant condition for both modes, we can write:
1
jωSL
+ jωSC + jBΣ = 0 (5.16)
1
jωAL
+ jωAC + jB∆ = 0 (5.17)
where ωS = 2pifS and ωA = 2pifA refer to the symmetric and antisymmetric mode
frequencies. Rewriting Eq. 5.16 and Eq. 5.17 and subtracting the two we get
(ω2S − ω2A)LC = ωALB∆ − ωSLBΣ . (5.18)
We define
ω¯ , ωS + ωA
2
, 2pif¯ (5.19)
δω , ωS − ωA , 2piδfsplit (5.20)
where δfsplit is the “splitting frequency”. Depending on the type of coupling the sign
of δfsplit can change: δfsplit ≥ 0 for capacitive couplingδfsplit ≤ 0 for inductive coupling . (5.21)
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This can be easily understood by noting that for the antisymmetric mode, in capac-
itive cross-coupling (as in Fig. 5.1 with C1 = C2) the equivalent circuit will have
an added capacitor in parallel with the resonator circuit, which will increase the net
capacitance, while in inductive cross-coupling there will be an added inductance in
parallel with the resonator which will reduce the net inductance. The quantity |δfsplit|
is a measure of the cross-coupling strength and increases as the coupling gets stronger.
Using Eq. 5.19 and Eq. 5.20 together with Eq. 5.18 we get:
2Cδω = (1− 1
2
δω
ω¯
)B∆ − (1 + 1
2
δω
ω¯
)BΣ . (5.22)
Since |δω|  ω¯ we have:
Cδω ≈ 1
2
(B∆ −BΣ) = +jY12 . (5.23)
The general Y-matrix in Fig. 5.3(a) can be realized into a pi-equivalent circuit shown
in Fig. 5.3(b), with −Y12 as the admittance of the coupling element across the circuit.
It is reasonable in our pixels to assume that the two admittance elements Y11 +Y12 are
very small, and that the dominating coupling element is −Y12. Moreover, Y11 + Y12
only adds a small amount of equal frequency shift to both pixels, and can be ignored
for our purpose. Setting −Y12 equal to the admittance of the actual coupling element
(capacitor C12 or inductor L120 depending on the sign of δfsplit), it is easy to show
that
C12 ≈ (δfsplit
f¯
)C for capacitive coupling (5.24)
L12 ≈ (− f¯
δfsplit
)L for inductive coupling . (5.25)
These two equations allow us to determine the value of the coupling element assuming
that we know δfsplit. To obtain δfsplit, we used simulations of two coupled pixels
to extract the symmetric and antisymmetric frequencies. These simulation will be
explained next.
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Figure 5.4: (a) Schematic example of two coupled resonators where the length dif-
ference of the capacitors is indicated. Dimensions are not to scale. (b) Resonance
frequencies of two coupled resonators in (a) when the finger length of one capaci-
tor is changed show an avoided level crossing indicating a cross-coupling strength of
δfsplit = 37.8 MHz. The circles are simulation results from Sonnet and the lines are
a fit to Eq. 5.9. (Figure reproduced from [89])
5.3 Simulation of coupled pixels
We used Sonnet software [52] to directly simulate our coupled resonators to extract
δfsplit. Fig. 5.4(a) shows the schematic of two such coupled resonators. We run
multiple simulations, each time slightly changing the capacitance value of one res-
onator (using its IDC finger length) and keeping the other capacitance constant. The
resulting frequencies are shown in Fig. 5.4(b) (circles) where the horizontal axis is
proportional to capacitance difference. As the difference in capacitance approaches
zero, an avoided crossing appears. Our circuit model (Eq. 5.9 and Eq. 5.10) agrees
well with this behavior as is evident from the solid lines in Fig. 5.4(b), which are from
a fit to Eq. 5.9. The minimum separation in the two curves is equal to δfsplit and can
be used in Eq. 5.24 or Eq. 5.25 to estimate the value of the coupling element. In fact,
this is the method that we use to determine the values of the coupling capacitances
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in our actual arrays [89]. The slight offset around zero in the curve is due to the
proximity of one resonator to the feedline. In our later two-resonator simulations, we
corrected this by bringing the feedline in proximity to both resonators, as illustrated
later in Fig. 5.5. This did not affect the splitting frequency results. This also makes
sure that both resonators are coupled with the same strength to avoid any acciden-
tal frequency shifts due to the added feedline coupling impedances, and mimics the
actual situation on the array.
In Fig. 5.5 we can see a view of the actual resonator simulation geometry file
in Sonnet. The resonator design is type A (see Section 4.4.1). The simulation box
size has to be large enough to avoid any parasitic coupling to the metallic box walls
(perfect conductors, indicated in red). The box top cover is made of copper and is
at a distance of 5 mm from the substrate to avoid loss from to eddy currents due to
fields extending above the surface. The bottom of the box is open air representing
the actual optical illumination side.
In order to identify whether the nature of the coupling is capacitive or inductive
for a certain pixel design and orientation, simulations can be used to distinguish the
symmetric and antisymmetric modes. The symmetric mode will generally have a
stronger coupling to the feedline (lower Qc) compared to the antisymmetric mode,
since the currents injected in the feedline will be in-phase as opposed to 180 out-
of-phase. This observation will yield the sign of δfsplit. Fig. 5.6 shows how the
two modes appear in a typical simulation. We will present cross-coupling simulation
results for a combination of several different pixel and array designs next.
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Figure 5.5: Actual Sonnet geometry for two coupled resonators. (a) A view of the
complete simulation box with the perfect conductor walls indicated in red. The
feedline passes next to both resonators for an accurate simulation. (b) Zoom-in of
the resonator area
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Figure 5.6: Sonnet simulation of two coupled resonators indicating the two coupled
modes. Qc for the symmetric mode is significantly lower.
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Figure 5.7: Five unique nearest-neighbors (blue) to a general pixel (green) are indi-
cated in a section of an MKID array. Cross-coupling splitting frequencies for these
orientations are listed in Table 5.1 for two different designs.
5.4 Full array circuit model and simulation
In order to predict the behavior of a complete array of size N, we calculated the
eigenfrequencies fn for an equivalent circuit. The circuit consists of identical inductors
attached to the N ports of a capacitance network that takes into account all of the
nearest neighbor resonator couplings using the actual positions of the resonators with
respect to each other and with respect to the feedline, as presented in Eq. 5.7. The
values for the Cij were calculated by first simulating all the nearest-neighbor two-
resonator configurations in each array in Sonnet and extracting their corresponding
splitting frequencies δfsplit. There are five unique nearest-neighbor orientations in our
array, for which we performed Sonnet simulations. These orientations are indicated
in Fig. 5.7 where a section of the array is shown. The splitting frequencies for two
designs (A and B) from these simulations are listed in Table 5.1. One can see that
the splitting frequencies for design B are considerably smaller than design A and also
smaller than the frequency spacing between resonances. This already is an indication
that design B has lower crosstalk than design A. This will become more evident later
on in this chapter where crosstalk measurements and simulations will be presented.
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Table 5.1: Coupling splitting frequencies
Design A Design B
Configuration δfsplit (MHz) Cij (fF) Configuration δfsplit (MHz) Cij (fF)
36.2 4.34 0.20 0.034
60.4 7.25 1.75 0.30
8.6 1.03 0.25 0.043
28.2 3.34 1.18 0.20
6.9 0.83 0.35 0.060
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5.4.1 Array eigenfrequencies
We used Eq. 5.24 together with Table 5.1 to convert the δfsplit values into corre-
sponding Cij’s to fill in the elements of the capacitance matrix in Eq. 5.7. We also
used direct simulations to determine the value of the meander or spiral inductor L,
and the capacitance of the IDCs Ci. These are listed in Sections 4.4.1 for design A
and Section 4.4.2 for design B.
After solving Eq. 5.7, we get the array frequency eigenvalues for both designs,
which are plotted in Fig. 5.8 (a) and (b). For each design we have plotted two
cases: one for when there is no cross-coupling (Cij = 0), and one for when Cij and
are set to their real values indicated in Table 5.1. In design B it is evident that the
cross-coupling has almost no effect on the eigenfrequencies, and that the pixels should
be nearly free of crosstalk. In design A, the cross-coupling clearly has a significant
effect that is perturbing the frequencies causing an inverted S-shape. The frequency
separations between adjacent frequencies have been plotted in Fig. 5.8 (c) and (d),
where the intended separation is plotted in red. It is clear that the highly scattered
separation in design A is far from the intended uniform 1.3 MHz spacing, while for
design B, except for periodic spikes, the design is much better. The small spikes are
due to the small but remaining pixel cross-coupling.
The specific inverted-S shape of the curve for design A in Fig. 5.8(a) is a charac-
teristic feature of highly coupled arrays [89]. This has been further explored in Fig.
5.9 where we have plotted the eigenfrequencies for design A and B for a range of
coupling strengths by scaling the values in Table 5.1 by the same factor ξ for a set of
selected ξ. At ξ = 0 there is no cross-coupling, and at ξ = 2 there is twice as much
coupling as the actual array. As can be seen in Fig. 5.9 (a), the S-shape gradually
disappears as we reduce the strength of the coupling, and becomes negligible by the
time it is down by a factor of 16. A similar S-shape eventually also appears in both
bands of array B when we artificially scale up the coupling strength significantly,
but for the actual array the effect is negligible thanks to the much smaller splitting
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Figure 5.8: Matlab simulations of array resonance frequencies and frequency spacings
for designs A and B. The red curves show the initially intended design and are for
when there is no cross-coupling (Cij(i 6= j) = 0). In plot (d) the frequency separation
in the middle of the array is 100 MHz which was intentionally put to separate the
two high- and low-frequency bands.
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Figure 5.9: A series of simulations showing how the frequency curve shape evolves as
the coupling strength is varied by tuning the scaling factor ξ
frequencies and the checkerboard frequency scheme.
An interesting pattern of ripples appears when we plot the eigenfrequencies of an
array as a function of the coupling strength scaling factor ξ. This is shown in Fig.
5.10 for design A. As is expected, the plotted 224 eigenfrequencies have an overall
decreasing trend in frequency as we increase ξ, since the coupling capacitances Cij are
increasing. However, a less expected observation is that none of the eigenfrequencies
cross the other ones during this ‘evolution’, as can be seen in the zoomed-in plots.
In depth analysis of this effect is out of the scope of this thesis, but a quantum
mechanical equivalent to this repulsion effect exists in electronic energy level diagrams
in atomic physics, where it has been termed the “Wigner–von Neumann non-crossing
rule” [105]. In algebraic terms, the eigenvalues of a Hermitian matrix depending on N
continuous real parameters cannot cross except at a manifold of N-2 dimensions [106].
In our case, we have only one parameter ξ, and therefore no crossings are allowed. If
however, we introduced two or more scaling parameters for the coupling strengths,
e.g., ξ1, ξ2, · · · ξN , it is theoretically possible to have intersections where they would
have a dimensionality of N-2. The observed non-crossing effect holds true for design
B as well, but the level of ripples is negligible and only becomes apparent when ξ  1.
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Figure 5.10: The evolving pattern of 224 eigenfrequencies of design A are plotted as
a function of the coupling strength scaling factor ξ. At ξ = 1 the coupling strengths
are equal to their actual values. The smaller plots are for a magnified area, and show
that the individual eigenfrequencies do not cross each other.
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Figure 5.11: Circuit representation of an array of N coupled resonators indicating N
ports where the inductors are connected to the capacitive network
5.4.2 Array eigenvectors
Equation 5.7 also yields the normalized eigenvectors |V k〉 = |V1, V2, · · · , Vn, · · · , VN〉
for each of the resonance modes k. The eigenvectors represent the distribution of the
voltages across the inductors shown in Fig. 5.11 for mode k. We can calculate the
distribution of the energy in a specific mode k across the array. First we calculate
the total energy in each mode k. We have
ii =
d
dt
(
Civi +
N∑
j=1
j 6=i
Cij(vi − vj)
)
=
d
dt
N∑
j=1
Λijvj , (5.26)
where Λij is the ijth matrix element in Λ, and all the currents and voltages pertain
to mode k. In Fourier space
Ii = jω
∑
j
ΛijVj . (5.27)
The instantaneous energy at time t stored inside the capacitive network k is
WC(t) =
∫ t
0
N∑
i=1
(
iivi
)
dt , (5.28)
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where we have summed over the powers at all ports i = 1, · · · , N . Substituting Eq.
5.26 into the above, we get
WC(t) =
∫ t
0
N∑
i=1
( d
dt
N∑
j=1
Λijvj
)
vidt (5.29)
=
1
2
∫ t
0
d
dt
(∑
ij
Λijvivj
)
dt (5.30)
=
1
2
∑
ij
Λijvivj , (5.31)
where the factor 1
2
is because of summing twice over all the elements. The average
energy in the capacitive network is
EC =
1
T
∫ T
0
Wc dt = 〈Wc〉 = 〈1
2
∑
ij
Λijvivj〉 , (5.32)
where T = 1/fk. Putting in the time-dependent voltages from Eq. 5.3, we get
EC =
∑
ij
〈1
2
Λij Re
(
Vie
jωt
)
Re
(
Vje
jωt
)〉 (5.33)
=
1
8
〈
∑
ij
Λij
(
Vie
jωt + V ∗i e
−jωt)(Vjejωt + V ∗j e−jωt)〉 (5.34)
=
1
4
∑
ij
Λij Re
(
ViV
∗
j
)
(5.35)
=
1
4
〈V k|Λ|V k〉 (5.36)
=
1
4
λk〈V k|V k〉 (5.37)
=
1
4
1
ω2kL
. (5.38)
On resonance, the energy inside the inductive portion of the mode is equal to the
capacitive energy. Therefore, the total average energy stored in resonance mode k is
Etot = EC + EL =
1
2
λk =
1
2
1
ω2kL
. (5.39)
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On the other hand, the average energy associated with each voltage Vn for mode k is
En =
1
2
λkV
2
n . (5.40)
Therefore, from Eq. 5.39, the normalized energy associated with voltage Vn is simply
en =
En
Etot
= V 2n . (5.41)
It should be noted that since the matrix Λ is a real Hermitian matrix, its eigenvectors
are real. Therefore, −1 ≤ Vn ≤ +1.
We calculated the normalize energy distribution for both designs A and B using
Eq. 5.41 [89]. An example for a specific mode is shown in Fig. 5.12 (a) and (b)
where the colors show the amount of normalized energy contributed by each physical
resonator to the resonance mode. The rows and columns are along the physical
dimensions of the array. The plots are for an arbitrarily chosen mode number k = 68
for both designs. In an uncoupled array (ξ = 0), this mode number would purely
correspond to the resonator in position #68 in array A, and in position #135 in
array B, indicated by arrows in the figure. This is because the designed resonance
frequencies in array A have a simple uncoded linear pattern, while in array B they
have been distributed in a coded checkerboard pattern, as was explained in Chapter
4. The plots show that the mode is highly delocalized for design A whereas it is highly
localized for design B. The energy in each of the four diagonal nearest neighbor pixels
in design B is more than 40 dB lower than the main pixel.
In Fig. 5.12 (c) and (d) the evolution of normalized energy distribution has
been plotted for a range of coupling strengths scaled by ξ. We can see that when
ξ = 0 only one voltage is excited: n=68 for design A and n=135 for design B.
These correspond to the physical resonator location on each array, respectively. As
ξ increases, delocalized nonzero voltages appear sharing the energy of the mode with
each other. These delocalized voltages only appear in design B when ξ is significantly
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Figure 5.12: (a),(b) Normalized energy (20× log10 Vn) in voltages V1 to VN across the
array for a specific mode number (#68) in both arrays is shown in color. In an uncou-
pled array, this mode number would purely correspond to the resonator in position
#68 in array A, and in position #135 in array B (indicated by arrows). However,
due to strong coupling in array A, energy is distributed over many resonators, while
in array B the energy is well localized. (c),(d) Evolution of normalized energy distri-
bution for a range of coupling scaling factor ξ. When ξ = 0 only resonance numbers
68 and 135 are excited in arrays A and B, respectively. As ξ is increased from zero,
delocalized nonzero voltages start to appear. (a) and (b) are for when ξ = 1. (Figures
(a) and (b) reproduced from [89])
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larger than one, whereas in design A they appear at values as low as ξ = 1/24.
The results from these simulations strongly indicate that crosstalk is dramati-
cally reduced in design B. This conclusion is confirmed by direct measurements and
simulations of the crosstalk, which will be presented later in the chapter.
5.4.3 Array eigenfrequency quality factors
From Fig. 5.6 it is evident that cross-coupling also affects the resonance quality
factors. In order to evaluate the effect on a full-size array, we used a simple circuit
model shown in Fig. 5.13. First, we assumed that the effect from the coupling
capacitances (Cc) and the feedline on the voltages V1 to VN are negligible. In other
words, we assumed that we could use the solution to the eigenvalue problem defined
in Eq. 5.8 for the case where we also have the coupling capacitors (Cc) and a feedline.
This assumption is justified since Cc  Cn. Secondly, because 1/(ωCn)  Zc/2, we
substituted each resonator and its coupling capacitance by a current source injecting
current in the feedline:
In ≈ jωCcVn . (5.42)
The result is an array of current sources along the feedline as shown in Fig. 5.13(c).
The value for Cc is determined by simulating a single resonator in Sonnet and ex-
tracting the simulated Qc. Then by using Eq. A.32 we convert Qc into Cc. In order
to calculate the Qc of a specific eigenfrequency of the cross-coupled array, we first
calculate the currents ILn and I
R
n at both ends of the feedline as
IRn = In ×
ZLin
ZLin + Z
R
in
× e
−jθRn (1− Γ)
1− Γe−2jθRn (5.43)
ILn = In ×
ZRin
ZLin + Z
R
in
× e
−jθLn (1− Γ)
1− Γe−2jθLn , (5.44)
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Figure 5.13: (a) Circuit model for array of N resonators. Each resonator is coupled
to the feedline with a coupling capacitor Cc. The feedline has impedance Zc, and
each section n has length Ln. (b) Approximate circuit where each resonator section
indicated in red in (a) has been replaced by a current source. (c) Circuit model for
the full-size array with current sources located at the resonator positions along the
feedline.
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where
ZRin = Zc
ZL + jZc tan θ
R
n
Zc + jZL tan θRn
(5.45)
ZLin = Zc
ZL + jZc tan θ
L
n
Zc + jZL tan θLn
(5.46)
ΓR =
ZL − Zc
ZL + Zc
, (5.47)
and where ZL is the load impedance, Zc is the feedline characteristic impedance, θ
R
n
and θRn are the electrical lengths of the section of the feedline on the right and left of
the resonator, ZRin and Z
L
in are the impedances seen looking into the feedline, and Γ
is the load reflection coefficient. Summing over all the contributing current sources
on the left and right gives us the total currents at each end of the feedline
IR =
N∑
n=0
IRn (5.48)
IL =
N∑
n=0
ILn . (5.49)
Therefore, the total average dissipated power in the two load impedances is
Pdiss =
1
2
Re(ZL)|IR|2 + 1
2
Re(ZL)|IL|2 . (5.50)
Now we can calculate Qc for each resonance mode k as
Qkc =
ωk × Estored
Pdiss
=
ωk × 12λk
Pdiss
, (5.51)
where we used Eq. 5.39 for Estored. It can be seen from Eq. 5.43 and Eq. 5.44
that the currents at the loads depend on the phase lengths of the feedline seen from
each resonator, and therefore constructive and destructive interference of these cur-
rents results in varying dissipations at the loads, which can ultimately result in large
variations in Qc. We calculated the Qc’s for array designs A and B using physical
array parameters described in Table 5.2 and resonator circuit parameters described in
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Figure 5.14: Matlab simulations of array coupling quality factors and internal quality
factors for designs A and B. The red curves show the initially intended design and
are for when there is no cross-coupling (Cij(i 6= j) = 0). In (a) large variations in Qc
up to 4 orders of magnitude can be seen due to cross-coupling. In (b) the variations
are very small due to negligible cross-coupling.
Section 4.4. Since we used transformers to match the load to the feedline impedance,
we make the assumption that ZL = Zc. This assumption should be valid as long as
the actual amplifier and source impedances are close to 50 Ω. The calculation results
are shown in Fig. 5.14 (a) and (b).
Design A shows large variations in Qc up to 4 orders of magnitude. This is due
to the many number of nonzero components in the voltage eigenvectors resulting in
many different interference patterns for the currents on the feedline. In contrast,
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Table 5.2: Physical parameters used for calculating Qc and Qi for full-size cross-
coupled arrays
Design Zc(Ω) eff lf (µm) ls (µm) Cc (fF) Qc R(µΩ) Qi
A 141.05 20.15 147239 1000 0.44 1.7× 106 53.6 1× 107
B 115.2 20.34 112045 535 1.46 3.82× 105 33.6 1× 107
lf is the total length of the feedline. ls is the feedline length between adjacent pixels.
design A shows very small variations in Qc due to the very small cross-coupling.
We can also calculate the effect of cross-coupling on the internal coupling factors
Qi for each mode k using the same model and by adding a series resistance R to the
inductor for each resonator to simulate resistive loss. We assume that adding a series
resistance does not significantly change the solutions to the eigenvalue problem in Eq.
5.8, which is justified since |ωL|  R. We can write the resistive power loss for each
voltage node n as
P nres =
1
2
R|InL|2 (5.52)
where InL is the current through the inductor and resistor, and
|InL| ≈
|Vn|
ωkL
. (5.53)
The total resistive power loss for mode k is then
Pres =
N∑
n=0
P nres =
1
2
R
(ωkL)2
N∑
n=0
|Vn|2 = 1
2
R
(ωkL)2
. (5.54)
From this, the internal quality factor Qi for each mode is
Qki =
ωk × Estored
Pres
=
ωk × 12λk
1
2
R
(ωkL)2
=
ωkL
R
. (5.55)
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The above result is exactly the same as the quality factor of a single series resonator
circuit with a resistive element R, an inductive element L, and a capacitive element
λk. We conclude that to first order, Q
k
i is affected by cross-coupling only through
changes to the eigenfrequencies ωk. Fig. 5.14 (c) and (d) show calculated Qi for arrays
A and B using physical parameters from Table 5.2. The Cc values correspond to the
single-resonator Qc value using Eq. A.32. The R values correspond to the single-
resonator Qi value. For both designs we can see that Qi follows a similar pattern to
the eigenfrequencies for that design, as previously shown in Fig. 5.8 (a) and (b).
5.5 Pixel crosstalk
In this section, we study the microwave crosstalk between pixels in our arrays. As
previously mentioned, the crosstalk is due to electromagnetic coupling between res-
onators caused by the high pixel packing density (in real space and frequency space)
in our designs. In an array where crosstalk exists, the resonance modes do not cor-
respond to individual physical resonators (pixels) but in fact correspond to a group
of many resonators coupled to each other through parasitic elements. This was il-
lustrated in Fig. 5.12. Moreover, in a cross-coupled array different modes can share
physical resonators with each other. Therefore, when photons hit one of the pixels,
a number of resonance modes are perturbed instead of a single mode. This would
make it difficult to map the pixels on the sky when running actual observations. In
this case one solution would be to “deconvolve” the signals by calibrating the focal
plane, but this is a complicated method that we like to avoid.
We identified the cause for the high inter-pixel coupling in design A as being
due to the large dipole moment of each resonator interacting with nearby resonators
[89]. Large dipole moments can be generated by relatively large distances between
opposite charge densities and currents inside the resonator. The interactions between
these dipole moments were modeled using cross-coupling capacitors in the previous
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sections. To reduce the dipole moments, we modified the resonator geometry in design
B so that sections with opposite charge densities and currents are close together. As
another precaution, we added a grounding shield around each resonator. The details
of this design were described in Section 4.4.2.
In order to quantitatively evaluate crosstalk, in this section we will present a
definition for crosstalk and present a model to calculate crosstalk analytically [89].
Our definition for crosstalk is related to the experimental method with which we
use to measure crosstalk. One method to measure crosstalk is to illuminate a single
physical resonator on the array with submillimeter photons and to look for a response
in other resonances. This approach is difficult because confining the far-IR light to
one pixel requires a complicated optical setup. Instead, we developed a very simple
“pump-probe” technique where we apply a microwave “pump” tone to a resonance
mode and observe the response from the other resonances. Since the resonance modes
in a coupled array share physical resonators, perturbing one mode will also perturb
all other modes who share resonators with that mode. This technique exploits the
fact that the kinetic inductance of a superconductor generally is nonlinear [13], [107]
and can change as a function of the microwave current:
Lkin(I) ≈ L
(
1 +
I2
I2∗
)
, (5.56)
where I is the microwave current in the inductor, and I∗ sets the scale of the non-
linearity and is often comparable to the DC critical current. By applying a strong
microwave pump tone to one of the resonance modes p with frequency fp0 , the mi-
crowave currents in the inductors that participate in that mode cause the inductance
values to increase slightly according to Eq. 5.56, so the mode frequency decreases to a
new value fp that may be characterized by the frequency shift δf p = (fp−fp0 ). In an
array where the pixels are coupled, this will also result in shifts in other modes, and
by comparing these shifts to δf p we can experimentally measure crosstalk for each
mode. If fk0 and f
k are the frequency of a certain “probed” mode k when the pump
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is applied on-resonance and off-resonance respectively, then a quantitative measure
of the crosstalk may be defined as
χkp =
δfk
δf p
=
fk − fk0
δf p
. (5.57)
In the next section we analyze the effect of the nonlinearity-induced shifts in the
inductances by generalizing Eq. 5.8 to include nonequal inductors, and by noting
that δfp/fp0 ∼ 10−6 in our measurements, so the use of linear perturbation theory is
very well justified.
5.5.1 Crosstalk simulation
In the case where the inductors in the array have different values, we can generalize
Eq. 5.6 as
Vi = ω
2Li
(
CiVi +
N∑
j=1
j 6=i
Cij(Vi − Vj)
)
, (5.58)
where Li (i = 1, · · · , N) are the inductors in each resonator. In matrix from, the
eigenvalue equation becomes
LΛ|V k〉 = 1
ω2k
|V k〉 , (5.59)
where
L =

L1 0 · · · 0
0 L2 · · · ...
...
...
. . .
...
0 0 · · · LN
 . (5.60)
Because the inductors in our circuit are made from superconducting TiN, we will use
Eq. 5.56 to write
Li = L+ δLi , (5.61)
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where
δLi = L
I2i
I2∗
. (5.62)
We now define
δL =

δL1 0 · · · 0
0 δL2 · · · ...
...
...
. . .
...
0 0 · · · δLN
 (5.63)
ωk = ωk0 + δω
k (5.64)
|V k〉 = |V k0 〉+ |δV k〉 , (5.65)
where ωk0 and |V k0 〉 refer to the eigenfrequencies and eigenvoltages for the unperturbed
case (i.e., when the pump tone is off). Since in our measurements δωk/ωk  1 we
can make the approximation
1
(ωk)2
≈ 1
(ωk0)
2
(
1− 2δω
k
ωk0
)
. (5.66)
Using Eq. 5.63–5.66 in Eq. 5.59, we can write
1
(ωk0)
2
(
1− 2δω
k
ωk0
)(|V k0 〉+ |δV k〉) = LΛ(|V k0 〉+ |δV k〉)
+ δLΛ
(|V k0 〉+ |δV k〉) . (5.67)
By keeping only the first-order terms in the above equation and after multiplying
both sides from the left by 〈V k0 | we get
− 2 δω
k
(ωk0)
3
〈V k0 |V k0 〉+
1
(ωk0)
2
〈V k0 |δV k〉 = 〈V k0 |LΛ|δV k〉+ 〈V k0 |δLΛ|V k0 〉 . (5.68)
Since for the unperturbed case
LΛ|V k0 〉 =
1
(ωk0)
2
|V k0 〉 , (5.69)
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Eq. 5.68 simplifies to
δωk
ωk0
= −1
2
〈V k0 |
δL
L
|V k0 〉 . (5.70)
Now we make use of the fact since the change in the kinetic inductance in our exper-
iment is very small we can approximate the current in each inductor Li as
Ii =
Vi
jωLi
≈ Vi
jωL
, (5.71)
and therefore
δLi ≈ L |Vi|
2
V 2∗
, (5.72)
where V 2∗ = (ωL)
2I2∗ . Now we can write
δωk
ωk0
= − 1
2V 2∗
〈V k0 |

|V p1 |2 0 · · · 0
0 |V p2 |2 · · ·
...
...
...
. . .
...
0 0 · · · |V pN |2
 |V
k
0 〉 , (5.73)
where V pi are the voltages associated with the pumped mode p which is generally
different from the observed mode k. Rewriting Eq. 5.73 we get
δωk
ωk0
= − 1
2V 2∗
N∑
i=0
|V ki |2|V pi |2 . (5.74)
The above equation tells us that if we pump on mode p, the amount of fractional
shift in frequency of mode k depends on the extent of overlap of the two unperturbed
modes p and k. By setting k = p, we can calculate the shift of the pumped mode as
δωp
ωp0
= − 1
2V 2∗
N∑
i=0
|V pi |4 . (5.75)
Finally, combining the last two equations yields an expression for the crosstalk values
χkp =
δωk
δωp
=
ωp0
ωk0
∑N
i=0 |V ki |2|V pi |2∑N
i=0 |V pi |4
. (5.76)
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Figure 5.15: Crosstalk simulations for full-size arrays A and B. In both simulations
mode number 68 (indicated in red) is pumped. By definition, crosstalk for the pumped
mode is 100%. Note that the scales are very different in the two plots. (Figure
reproduced from [89])
This result demonstrates that modes whose “energy overlap” is large will have signif-
icant crosstalk.
Figure 5.15 shows crosstalk simulated for both arrays A and B using Eq. 5.76.
In both simulations an arbitrary mode number (#68) was pumped. The simulations
show that crosstalk is very high in design A (up to ∼ 75%) where many other modes
are affected by the pump, while in design B there is almost no crosstalk down to a
level of ∼ 0.04%.
5.6 Measurements
In this section measurements of array frequencies, quality factors, and crosstalk are
presented for array design A and B.
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5.6.1 Measurement setup
The setup used for measuring the array frequencies and coupling quality factors is
simple. The device is installed in a sample holder box as shown in Fig. 4.7, mounted
in a cryogenic dilution refrigerator, and cooled down to 100 mK or below. A network
analyzer is used to excite the resonances by sending microwave power through coax-
ial cables inside the fridge and onto the device. The power reaching the feedline on
the chip is denoted as Pfeed. The transmitted signal power on the other end of the
feedline is amplified by a low-noise cryogenic InP high-electron-mobility transistor
(HEMT) or SiGe transistor amplifier cooled to 4 K. The signal is further amplified
using room temperature amplifier and read out with the network analyzer. For mea-
suring crosstalk, a microwave synthesizer and power combiner are added to this setup
which is explained in detail in section 5.6.4. The measurement setup is shown in Fig.
5.24.
5.6.2 Frequency
Using the setup detailed in Fig. 5.24 with the synthesizer turned off, we measured
the microwave forward transmission S21 for both designs A and B. These are shown
in Fig. 5.16 for design A and in Fig. 5.17 for design B (for both bands). The general
background transmission for design A shows relatively large ripples which are due
to the impedance mismatch between the high-impedance TiN CPS feedline and 50
Ω loads. In design B these ripples are much smaller since we used lumped-element
transformers on both sides of the feedline to match to 50 Ω. The frequency spacing
is also much more uniform in design B.
From the S21 data and by using our resonance fitting code we extracted the reso-
nance frequencies for both designs. These are shown in Fig. 5.18 and Fig. 5.19, where
they are also compared to simulation. As can be seen, the simulations are in excel-
lent agreement with measurements for both arrays, confirming our circuit model for
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Figure 5.16: Measured forward transmission for design A array. Measurement was
done at T = 100 mk and Pfeed = −90 dBm. The device is a 14 × 16 close-packed
array of type A lumped-element resonators made using a t = 40 nm TiN film with
Tc = 4.1 K, Rs = 20 Ω, and Ls = 6.9 pH. About 210 out of 224 resonances showed
up.
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Figure 5.17: Measured forward transmission for design B array. Measurement was
done at T = 25 mk and Pfeed = −93 dBm. The device is a 16× 16 close-packed array
of type B lumped-element resonators made using a t = 20 nm TiN film with Tc = 3.60
K, estimated Rs = 30 Ω, and Ls = 11.7 pH. The array had a CPW feedline with
ground straps, tapered CPW transformers, and gold wirebonds to the box. About
118 of 128 resonances in the lower band and 122 of 128 in the higher band showed
up.
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Figure 5.18: Measurement of array resonance frequencies for design A and comparison
to simulation
coupled resonator arrays. The small variations in the curves could partly be caused
by the cross-coupling, which are also predicted by the model, but can also be due
to shifts caused by random film thickness variation or geometrical variation during
fabrication, or trapped magnetic flux. Furthermore, if due to these variations several
frequencies get sufficiently close together, they will become cross-coupled which will
result in further scattering of resonance frequencies.
The measured frequency spacing between consecutive resonances are shown in
Fig. 5.20. For design A, the initially intended fixed spacing was 1.3 MHz, but a large
variation exists due to the high cross-coupling. The measurement shows a much more
uniform spacing in design B compared to A. For design B, the spacing was designed
to be 1.25 MHz and 2.20 MHz in the low (L) and high (H) bands, respectively, with
a 100 MHz separation between the bands. The measured mean spacing for band L is
1.25 MHz with a standard deviation of 0.63 MHz and for band H is 2.19 MHz with
a standard deviation of 1.11 MHz. The measured spacing between the bands is 101
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Figure 5.19: Measurement of array resonance frequencies for design B and comparison
to simulation. There is a low(L)- and a high(H)-frequency band that are separated
by 101 MHz.
0 50 100 150 200
0
2
4
6
8
10
12
Resonance number
f(n
) -
 f(
n-
1)
 (M
H
z)
Design A - Simulation
Design A - Measurement
0 50 100 150 200
0
1
2
3
4
5
6
7
f(n
) -
 f(
n-
1)
 (M
H
z)
Resonance number
Design B - Simulation
Design B - Measurement
Figure 5.20: Measurements of array resonance frequency spacings for designs A and
B, and comparison to simulation. The sudden jump in the middle is due to the 101
MHz separation between the L and H bands.
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MHz. For both designs, the measured spacings are compared to simulation.
5.6.3 Quality factor
Using the measured S21 data and our fitting code we extracted the coupling quality
factor Qc and internal quality factor Qi for resonances in design A and B. These are
shown in Fig. 5.21 and 5.22.
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Figure 5.21: (a) Measured coupling quality factor Qc for array A. (b) Measured
internal quality factor Qi for array A. There are six resonances with Qi ∼ 2 × 107,
and ≥ 50 with Qi ∼ 107. There is one resonator with Qi = 3× 107.
For design A although the resonators were designed to have Q∗c = 1.7 × 106, the
measured Qc values show a very large scatter 0.002 ≤ Q∗c/Qc ≤ 6, more than 3 orders
of magnitude. The level of variation is similar to our simulation result shown in Fig.
5.14 (a). The large variation and the offset between the measurement and simulation
could be due to various reasons. One is the fact that cross-coupling is very large for
design A which results in large constructive or destructive interference of the currents
on the feedline for each resonance mode resulting in large variations in Qc. Another
possibility could be due the propagation of an unwanted microstrip line mode on the
CPS feedline with the metal box lid acting as the ground plane for the mode. The
resonators can have a much higher coupling to such a mode (up to 10 times) which
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Figure 5.22: (a) Measured coupling quality factor Qc for array B. (b) Measured
internal quality factor Qi for array B. Fitting error bars are indicated.
would reduce the Qc’s. It is very likely that such a mode exists in design A because
our initial transformers used in this array were not properly designed to handle CPS
modes, and were acting as an asymmetric point along the feedline structure. Such
asymmetric features are known to be the source of unwanted propagating modes [54].
Another reason could be due to the amplifier and source impedances not being close
to 50Ω. Further investigation in is necessary to eliminate Qc variation and to obtain
agreement between design and measurement.
For design B, Qc varies less than an order of magnitude (see Fig. 5.22 (a)) and
is between 1.2–6× 105 (factor of 5) in the lower frequency band, and between 1.5–
9.4 × 105 in the high-frequency band (factor of 6.3). This is a big improvement as
compared to design A. There could be are several reasons for this improvement. One
obvious reason is the fact that design B has much less cross-coupling, as was shown
in Fig. 5.14 (b). Another reason is the use of a finite-ground CPW feedline with
periodic grounding straps connecting CPW ground strips to eliminate the possible
unwanted coupled slot-line mode [54]. Even though we used a proper transformer
design for this array, it would still be possible for the slot-line mode to get excited
if there were no CPW ground straps. Another reason is that we used Nb instead of
TiN for the CPW centerline in order to reduce the impedance mismatch to the 50 Ω
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connections. However, the question still remains to why we still have Qc variation.
One possibility is that there could be microstrip line modes between the CPW center
strip and the metal box lid ground plane, even though we used ample wirebonds
between the chip CPW ground planes and the box. Further systematic investigation
is needed to clarify this.
The average internal quality factorQi is very high in both arrays (Fig. 5.21 (b) and
5.22 (b)). In array A, the accidental large Qc values mainly caused by cross-coupling
enabled an accurate deep probe of the microwave loss of the TiN film. This is because
the larger the Qc values, the more accurate our resonance fitting code becomes in
determining Qi. In array A, we observed six resonances with Qi ∼ 2× 107, and ≥ 50
with Qi ∼ 107. There was one resonator with Qi = 3× 107. The measured resonance
loop for this resonance is shown in Fig. 5.23. This indicates a lower limit to the surface
impedance quality factor Qs = αQi ≥ 2 × 107 for the TiN film in this array, where
α = 0.74 is the kinetic inductance fraction [58]. It should be noted that the cross-
coupling of the resonators in this array does not affect our interpretation of Qs because
as was shown in Eq. 5.55 Qi of a coupled mode is only affected by the frequency of the
mode. Also, as was shown in Fig. 4.10 all resonances displayed the same frequency
versus temperature curve and follow the Mattis–Bardeen prediction. The variation in
Qi is not well understood. Some possible causes include film property variation across
the array or simple dust particle contaminations on top of the resonator structures
creating excess dielectric loss.
Measurements of array B show similarly high values ofQi ≥ 107 (see Fig. 5.22 (b)).
Several other arrays of this type have also shown consistent high values. However,
because cross-coupling in these arrays is very small, Qc is lower and closer to the
design value. Therefore, probing very high Qi resonances is more difficult and hence
the upper error bounds from the fits for the Qi data is quite large and some fits
indicating unrealistically high Qi are questionable. Still, the average fitting results
are consistent with the data from array A.
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Figure 5.23: (a) A deep resonance in array design A measured at T = 100 mK and
Pgen = −90 dBm with fr = 1.53 GHz, Qr = 3.6 × 106, and Qi = 3 × 107. (b) The
polar S21 plot clearly shows the expected resonance loop.
5.6.4 Crosstalk
Having presented various measurements for the two arrays in the previous sections,
now we turn our attention to measuring crosstalk. The setup for crosstalk measure-
ment is illustrated in Fig. 5.24 where a synthesizer provides microwave power (pump)
at the frequency of one of the resonance modes fp0 . All the resonances were probed
using a network analyzer in a relatively low power mode (Pfeed ∼ −100 dBm where
Pfeed is the microwave power on the feedline), so that the pump power was dominant
(∼ −80 dBm). For both arrays A and B we measured a group of resonances not too
far from the pumped resonance. Fig. 5.25 (a) shows measured transmission for array
A when the pump tone is put on resonance (red) and turned off (blue). The pump
tone appears smeared out which is due to the large network analyzer IF bandwidth
that was used. During the measurement our network analyzer generated a spurious
tone located at 20 MHz lower frequency than the pump, but since it was far away from
any resonances, it was harmless to our measurement. Fig. 5.25 (b) shows a closeup
of the pumped resonance which shifted by 2.2 KHz. We used our resonance fitting
code to accurately determine every resonance. Fig. 5.25 (c) shows a closeup of one of
the probed resonances as an example. The induced shift from the crosstalk between
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Figure 5.24: Illustration of the setup for measuring the resonances and the crosstalk.
For the crosstalk measurements the resonators are cooled down to below 100 mK in a
cryogenic refrigerator, and are read out using a network analyzer. A SiGe transistor
amplifier [16] at 4 K is used to amplify the signal. The synthesizer pump power
is combined with readout power using a 3 dB power combiner. The pump signal
frequency is tuned on a resonance (blue curve) which causes the resonance to shift
(red curve). A nearby coupled resonance also shifts as a result. (Figure reproduced
from [89])
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Figure 5.25: (a) Transmission measurement for array A when the pump tone is turned
on and off. (b) Closeup of the pumped resonance before and after the pump was
turned on. The bump on the resonance is the pump tone. (c) Closeup of one of the
probed resonances and its shifted version after the pump was turned on
the two modes is 1.2 KHz, which gives a crosstalk of 52% between these two modes.
In a similar way measurements were taken for array B. Full crosstalk measurement
results are shown in Fig. 5.26. As is evident, Fig. 5.26 (a) shows that design A is
dominated by crosstalk as large as 57%. Fig. 5.26 (b) shows that by going to design
B, crosstalk dramatically reduces down to a maximum of 2% [89]. The error bars are
a result of the fits to the resonances by our fitting code adapted from [28] used to fit
the data from the network analyzer. Because the network analyzer scans were taken
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Figure 5.26: Crosstalk measurement results for designs A and B. The (frequency)
position of the pumped resonance is shown by the dashed line. The red bars indicate
the measurement error. Note the scales of the two plots are very different. (Figure
reproduced from [89])
at relatively low power, longer measurement times were required which made the data
susceptible to various noise sources including network analyzer frequency drift and
magnetic fields affecting the resonance positions [51]. The simulations shown in Fig.
5.15 support the measurements and suggest that the actual crosstalk in design B could
be much lower than the experimental upper limit of 2%. These results conclusively
show that design B is superior to design A in terms of crosstalk.
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Appendix A
Resonator circuit transmission S21
L
C
Cc
Z0
RVg
Port 1 Port 2
Z0
Z0
Z0
V1
+
-
V2
+
-Zin
Figure A.1: Equivalent circuit for a superconducting resonator detector. The res-
onator is capacitively coupled to a feedline. The load impedance Z0 represents the
amplifier input impedance. The voltage source and its impedance represent the mi-
crowave generator.
Here we will calculate the microwave forward transmission S21 from port 1 to 2
for the resonator circuit shown in Fig. A.1.
We first start by the definition of scattering parameters
S11 =
V −1
V +1
∣∣∣
V +2 =0
(A.1)
S21 =
V −2
V +1
∣∣∣
V +2 =0
(A.2)
where V +1 and V
−
1 are the incident and reflected waves off of port 1, and V
+
2 and V
−
2
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are the incident and reflected waves off of port 2. The voltages at port 1 and 2 are
V1 = V
+
1 + V
−
1 (A.3)
V2 = V
+
2 + V
−
2 = V
−
2 (A.4)
where in the last equation V +2 = 0 because port 2 is terminated in a matched load.
We can write
V +1 =
V1
1 + S11
. (A.5)
Furthermore, we can write
S11 =
Zin − Z0
Zin + Z0
(A.6)
where Zin is the input impedance looking into port 1 with port 2 terminated in
a matched load, and Z0 is the load impedance representing the amplifier input
impedance. Using the above equations we can write
S21 = (1 + S11)
V2
V1
(A.7)
=
2Zin
Zin + Z0
V2
V1
(A.8)
=
2ZinI1
(Zin + Z0)I1
V2
V1
(A.9)
=
2V1
Vg
V2
V1
(A.10)
=
2V2
Vg
. (A.11)
Now we can proceed with calculating the voltage V2. The circuit in Fig. A.1 can
be simplified if we use a Norton equivalent circuit for the generator voltage source.
The Norton equivalent impedance Zg is the impedance seen from the tank circuit as
shown in Fig. A.2 (a) and is equal to
Zg =
Z0
2
+
1
jωCc
. (A.12)
The circuit is simplified if we use the Norton admittance Yg
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Figure A.2: (a) Circuit for calculating the Norton equivalent source impedance Zg.
(b) Circuit for calculating the Norton equivalent current source Ig. (c) Equivalent
circuit for the circuit shown in Fig. A.1. (d) Equivalent circuit for calculating the
output voltage V2 in Fig. A.1 where the tank circuit has been replaced by a voltage
source
Yg =
1
Zg
(A.13)
=
jωCc
1 + 1
2
Z0jωCc
(A.14)
≈ jωCc(1− 1
2
Z0jωCc) (A.15)
= jωCc +
1
2
Z0(ωCc)
2 (A.16)
= jωCc +
1
Rg(ω)
(A.17)
where
Rg(ω) =
2Z0
(Z0ωCc)2
. (A.18)
In Eq. A.15 the approximation is based on ωCcZ0  1 which is true for when ω is
close to the resonant frequency ωr.
To calculate the Norton equivalent current source Ig we short the tank circuit to
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ground as shown in Fig. A.2 (b). The short circuit current Ig is
Ig =
Vg
Z0 + (Z0‖1/(jωCc)) ×
Z0
Z0 + 1/(jωCc)
(A.19)
=
Vg
Z0 + 2/(jωCc)
(A.20)
=
Vg
2Zg
. (A.21)
The resulting circuit is shown in Fig. A.2 (c). We can now calculate the resonance
frequency ωr and quality factor Qr:
ω2r =
1
L(C + Cc)
(A.22)
and
Qr = ωrR‖ (C + Cc) (A.23)
=
R‖
ωrL
(A.24)
≈ ωrR‖ C (A.25)
where R‖ is the total resistance
R‖ = R ‖ Rg (A.26)
=
1
1/R + 1/Rg
(A.27)
The internal quality factor of the circuit Qi (from dissipation in internal resistance)
is equal to
Qi = ωrR (C + Cc) (A.28)
≈ ωrR C (A.29)
and the coupling quality factor of the circuit to the outside (from dissipation in outside
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terminations) is
Qc = ωrRg (C + Cc) (A.30)
Qc ≈ ωrRg C (A.31)
=
2
Z0ωrCc
× C
Cc
. (A.32)
We can see that the total quality factor derived in Eq. A.25 is related to Eq. A.29
and Eq. A.32 by
1
Qr
=
1
Qi
+
1
Qc
. (A.33)
We can see this by writing:
1
Qr
=
1
ωrR‖C
(A.34)
=
1
ωrRC
+
1
2
Z0ωrCc
Cc
C
(A.35)
=
1
Qi
+
1
Qc
. (A.36)
Now we continue with calculating the transmission S21 for the circuit. The goal is
to calculate V2 as a function of Vg. To do this we first calculate the impedance Z(ω)
in Fig. A.2 (c). We can write
1
Z(ω)
=
1
R‖
+
1
jωL
+ jωC . (A.37)
After a few rearrangements we get
Z(ω) =
R‖
1 +
jR‖
ωL
(ω2
ω2r
− 1
) . (A.38)
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For frequencies close to ωr we can write ω = ωr + δω and use the approximation
ω2 − ω2r ≈ 2ωrδω (A.39)
along with Eq. A.24 to simplify Eq. A.38 to
Z(ω) =
R‖
1 + 2jQrx
(A.40)
where x =
ω − ωr
ωr
. The tank circuit in Fig. A.1 can now be replaced by an equivalent
voltage source Vt equal to
Vt = Ig × Z(ω) (A.41)
=
Vg
2Zg
× R‖
1 + 2jQrx
(A.42)
as shown in Fig. A.2 (d). Now we can calculate V2 using voltage superposition:
V2 = Vg
Z0‖ 1
jωCc
(Z0‖ 1
jωCc
) + Z0
+ Vt
Z0/2
Z0/2 +
1
jωCc
. (A.43)
Substituting for Vt from Eq. A.42 we get
V2 =
(
Vg + jωCcZ0
VgR‖
2Zg
1
1 + 2jQrx
)(
1
2 + jωCcZ0
)
. (A.44)
Using Eq. A.11 we can now write
S21 =
(
1 + jωCcZ0
R‖
2Zg
1
1 + 2jQrx
)(
2
2 + jωCcZ0
)
. (A.45)
The above equation can be simplified by approximating Zg ≈ 1
jωCc
and approximat-
ing the factor on the right-hand side by unity. We then get
S21 ≈ 1− (ωrCcZ0)2 R‖
2Z0
1
1 + 2jQrx
. (A.46)
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Finally, using Eq. A.25 and Eq. A.32 we can write
S21(ω) ≈ 1− Qr
Qc
1
1 + 2jQrx
. (A.47)
The above equation is regularly used to describe the resonance circles shown in Fig.
3.1 (a) observed in measurements.
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