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Abstract
In Small Area Estimation data linkage can be used to combine values of the variable
of interest from a national survey with values of auxiliary variables obtained from another
source like a population register. Linkage errors can induce bias when fitting regression models;
moreover, they can create non-representative outliers in the linked data in addition to the
presence of potential representative outliers. In this paper we adopt a secondary analyst’s
point view, assuming limited information is available on the linkage process, and we develop
small area estimators based on linear mixed and linear M-quantile models to accommodate
linked data containing a mix of both types of outliers. We illustrate the properties of these
small area estimators, as well as estimators of their mean squared error, by means of model-
based and design-based simulation experiments. These experiments show that the proposed
predictors can lead to more efficient estimators when there is linkage error. Furthermore, the
proposed mean-squared error estimation methods appear to perform well.
Keywords: Exchangeable linkage error; Finite population inference, Linear mixed models; Mean
Squared Error estimation, Robust estimation.
1 Introduction
Estimates of finite population parameters are often needed for subsets (domains) of the popula-
tion, defined either by geographical disaggregation (areas) or by other classification criteria (e.g.
region by gender by age class). When the domain-specific portion of the available data is so small
that standard estimators are unacceptably imprecise for most of the domains, we have a small
area estimation (SAE) problem. See Pfeffermann (2013) and Rao and Molina (2015) for general
introductions to the topic. From now on we refer to the domains of interest as areas.
Small area estimation methods complement available data, typically from a large population
survey, with area specific auxiliary information. A standard setting is where it is reasonable to
assume that the value yij of the target variable for unit j in area i is related to a known vector
of covariates xij by means of a regression model. These xij values, assumed to be known for both
the survey sample and the rest of the population, are then used to predict the area parameter of
interest.
Data integration is fast becoming an intrinsic part of Official Statistics, in large part due to the
increasing availability of administrative registers and other population data sources. Here we focus
on the situation where the yij values are measured in a sample survey but where the xij are not
measured in the same survey. Instead, these values are extracted from a population register and
then linked to the sampled units. An illustrative example is where a limited number of variables
are collected using the survey questionnaire and the sample records are then linked to unit level
information stored in a separate population register in order to complete a dataset for small area
estimation. If an error-free unique identifier exists in both the survey record and the population
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register, this linkage can be deterministic. However, in many cases such an identifier is not error
free or does not exist, in which case we need to allow for record linkage errors.
Due to its growing importance, record linkage has attracted considerable scientific interest.
Broadly speaking, we can identify two main literature streams: the first concerned with how to
link records when an error-free unique identifier is missing; the second focused on how to adjust
statistical methods so that they are appropriate for the analysis of linked data containing linkage
errors. For recent reviews of the first literature stream see Winkler (2009), Winkler (2014) and Han
and Lahiri (2018).
It is widely recognized that overlooking linkage errors when analysing linked data can lead to
biased estimates even if most records are correctly linked. Bias correction methods when fitting
linear regression models to linked data are discussed in Scheuren and Winkler (1993), Scheuren
and Winkler (1997), Lahiri and Larsen (2005), Chambers (2009), Kim and Chambers (2012) and
Han and Lahiri (2018). The impact of linkage errors on linear mixed models, which are often used
in small area estimation, has received comparatively less attention (Samart and Chambers, 2014).
More specifically, we are aware of just one other article (Briscolini et al., 2018) where linear mixed
models are used with linked data for small area estimation.
However, there is another aspect to linkage errors that seems to have attracted much less
attention. This is when linkage errors generate artificial outliers in the linked data set. Let y?ij
denote the linked value corresponding to yij . Such an outlier can then be generated when there
is linkage error, and the residual associated with the correctly linked pair (yij ,xij) is small, but
the residual associated with the incorrectly linked pair (y?ij ,xij) is large. This can happen when
the variables used in the matching process (such as names, addresses, identification codes) are
independent of those used as regressors. In Figure 1 we illustrate this phenomenon using a synthetic
population, which is described in more detail in Section 6. In the upper panel a scatterplot shows
the strong linear relationship between x and y when there are no linkage errors; in the lower panel
the same relationship is shown when linkage errors occur at an overall rate of 28.5 per cent. In the
lower panel incorrectly matched pairs (y?ij ,xij) are shown as open circles. Outlying residuals are
evident.
[Figure 1 about here.]
Chambers (1986) first distinguished between representative and non-representative outliers in
a survey sample. Using this distinction, these artificial outliers are non-representative, and so are
fundamentally different from outliers associated with the correctly linked population units, which
are representative. The problem is that is not possible to tell a priori whether an outlier is induced
by linkage error (and so is non-representative) or is representative. In particular, outliers due to
linkage errors can violate the assumptions underpinning non-robust estimation methods, as well
as cause bias problems for robust projective (Chambers et al., 2014) estimation methods since
downweighting linkage error-induced outliers does not generally rid the sample data of linkage
errors. This problem is illustrated in the scatterplots shown in Figure 2, which are for an outlier-
prone version of the same synthetic population underpinning Figure 1. Here the upper panel shows
the relationship between x and y when there are representative outliers (denoted by filled triangles,
point-up), whereas the scatterplot in the lower panel shows the same population when linkage errors
leads to wrongly matched pairs (y?ij ,xij) (denoted by open circles). It is difficult to distinguish the
residuals due to representative outliers from those due to linkage errors in this lower panel.
[Figure 2 about here.]
Two questions immediately arise when one considers Figure 2. The first is whether well-known
outlier robust methods for small area estimation can adequately deal with the mix of representative
and non-representative outliers that can potentially occur in a linked data situation. The second
concerns appropriate modifications to these methods to allow for linkage errors. We consider both
in what follows.
In this paper we contribute to the literature by extending some popular small area estimators
based on linear models, including the Empirical Best Linear Unbiased Predictor (EBLUP, Battese
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et al., 1988), its robust version (REBLUP, Sinha and Rao, 2009) and the M-quantile-based predic-
tor (Chambers and Tzavidis, 2006; Tzavidis et al., 2010), to non-deterministically linked data. We
also propose analytical MSE estimators for the modified estimators that we introduce. In our devel-
opment we adopt a secondary analyst viewpoint, that is we assume that the researcher producing
the small area estimates does not have access to all the information used in the linkage process.
Instead, we assume that he/she has access to the linked data set (including area indicators, which
are assumed to be without error) and is also provided with minimal information regarding the
linkage quality. We characterise this minimal information via a simple exchangeable linkage error
structure within specified poststrata, which are referred to as blocks below. In contrast, Briscolini
et al. (2018) take a primary analyst viewpoint and so assume that a richer set of information on
the linkage process is available; although not directly concerned with small area estimation, the
same comment applies to Han and Lahiri (2018).
The paper is organized as follows. Section 2 is devoted to setting out the theoretical background
and the assumptions of the linkage error model which is then used to extend the small area
predictors. In Sections 3, 4 and 5 we introduce the proposed extensions to the EBLUP, REBLUP
and M-quantile-based predictors under linkage error and their corresponding MSE estimators. In
Sections 6 and 7 the performances of these newly proposed predictors are empirically assessed, both
in terms of point estimation performance as well as in terms of MSE estimation, by means of a
model-based simulation study that considers a number of different scenarios as well as by a design-
based simulation. Finally, in Section 8 we summarize our main findings, and provide directions for
future research.
2 Background and assumptions
For simplicity of exposition, we restrict our development to the case of two registers, one containing
values xij , and the other containing values yik. Extension to the case of multiple linked registers
can be carried out along the same lines set out in Kim and Chambers (2015). We assume that
both registers contain no duplicates, correspond to the same finite population U of size N , and
include a set of unit identifiers (linking variables) that are measured without error and are used
for matching purposes. In principle, both registers can be matched on a one to one basis. However
the linking variables are not unique identifiers, and linkage errors are possible.
We model linkage errors from a secondary analyst point of view. In particular, we assume
that the analyst has access to identifiers that allow each register to be partitioned into Q non-
overlapping subsets or blocks such that linkage errors are homogeneous within a block and possibly
heterogeneous between blocks. The block identifiers themselves are assumed to depend on one or
more linking variables, and as a consequence linkage errors are possible within blocks but not across
blocks. We also assume that U can be partitioned into D non-overlapping areas or domains, and
that the linking is carried out within an area, so two population units from different areas cannot
be erroneously matched. Cross-classifying U by the area and block indicators, we then define Uiq
to be the subset of Niq population units that make up the segment of area i nested within block q,
with i = 1, . . . , D and q = 1, . . . , Q. We use xiqj and yiqk to denote individual population values
from the two registers associated with this iq cell.
By definition, secondary analysts, i.e., analysts who are not involved in the data linking process,
do not have access to the detailed information used in matching. The data available to such an
analyst are therefore somewhat limited, though some information about the accuracy of the linkage
process may be available. As we shall see, access to this linkage paradata is necessary before one can
account for linkage errors in analysis. Furthermore, information about how the sample containing
the linked data was obtained is also necessary. Since we focus on unit level modelling for small
area estimation, we shall assume that the sample was drawn from register X containing the xiqj
and that this sample was then linked to register Y containing the yiqk; for example X could be
a Census register and Y could be a tax register. A related scenario is where Y corresponds to a
frame with contact information that is used to select a sample of units in U , with this sample then
linked to a register X. What is important in both cases, however, is that the register (or frame) Y ,
with its area and block identifiers, is not available. What is available are the linked sample data
3
(including area and block identifiers) plus, at a minimum, area by block-specific summary data
from X.
Let siq denote the set corresponding to the niq population indexes of the sample units in small
area i and block q, with n =
∑D
i=1
∑Q
q=1 niq. The set containing the Niq − niq indices of the non-
sampled units in small area i and block q is denoted by riq. For ease of notation, we assume that
all areas are sampled, noting that non-sampled areas are easily accommodated. We also assume
that sampling is non-informative for the small area distribution of response variable given the
covariates, allowing us to use population level models with the sample data. Let yiq denote the Niq
vector of values for yiqk in Uiq, with Xiq denoting the Niq×p matrix with rows defined by the xiqj
values of the corresponding population units. The sample components of these quantities are then
denoted ysiq and Xsiq respectively. Unless the linkage is perfect, yiq is unknown. Instead, what
we observe is a a sample from the vector y?iq containing the linked values y
?
iqj generated by the
linkage process. Given that both registers can be matched on a one to one basis, we characterise
the relationship between yiq and y
?
iq via a latent random permutation matrix Aiq = [a
iq
jk] of order
Niq. That is, we put
y?iq = Aiqyiq. (1)
The distribution of linkage errors in Uiq is then determined by the distribution of Aiq. In general,
this distribution depends on all the information used in the linking process, which, as has already
been noted, is typically unavailable. However, a minimum amount of information about the accu-
racy of the linkage may be available, in which case a secondary analyst should be able to model
the linkage errors within Uiq via a simple exchangeable linkage error (ELE) specification:
Pr(correct linkage) = Pr(aiqjj = 1) = λq (2)
Pr(incorrect linkage) = Pr(aiqjk = 1) = γq =
1− λq
Niq − 1 , (3)
with j, k = 1 . . . , Niq. Note that although units from two different areas within a block can never
be (incorrectly) matched, we assume that probabilities of correct linkage λq are the same within
all area segments contained within that block. Furthermore, given that we know which block is
being referred to, this probability is the same irrespective of the values of Xiq and yiq. That is,
linkage is non-informative for the distribution of yiq given Xiq. As a consequence
EA(Aiq|Xiq) = Tiq = (λq − γq)INiq + γq1Niq1′Niq ,
where INiq denotes the identity matrix of order Niq, 1Niq denotes a vector of ones of length Niq
and EA(.) denotes expectation with respect to the linkage error model. It immediately follows that
we can write,
EMEA(Aiqyiq|Xiq) = EA(Aiq|Xiq)EM (yiq|Xiq) = TiqEM (yiq|Xiq). (4)
Here EM (.) denotes expectation with respect to the model for yiq given Xiq.
Without loss of generality, we partition the matrix Aiq as
Aiq =
[
Asiq
Ariq
]
,
where Asiq is a nsiq × Niq matrix and Ariq is (Niq − niq) × Niq matrix. These matrices contain
the rows of Aiq corresponding to sampled and non-sampled units, respectively. Then y
?
siq, Xiq are
observed, i.e. available to the analyst, while ysiq is not observed, where
y?siq = Asiqyiq. (5)
As noted above, the matrix Asiq is not observable, but under the ELE assumptions (2) and (3) we
have that
EA(Asiq|Xiq) = Tsiq =
[
(λq − γq)Iniq 0riq
]
+ γq1niq1
′
Niq
, (6)
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where 0riq is a niq×(Niq−niq) matrix of zeroes. We shall assume that the values of λq are known or
can be accurately estimated from the information in the linkage paradata. Unless stated otherwise,
from now on we therefore condition our analysis on these values of λq (and hence on Tsiq). We
briefly discuss how to account for the uncertainty due to estimation of this parameter in Section 8.
More generally, as far the analyses of this paper are concerned, we shall assume that the sampled
rows and the column means of Xiq are known. As a consequence, the matrix
X?siq = EA
(
AsiqXiq|Xiq
)
= TsiqXiq =
{
(λq − γq)Xsiq + γqNiq1niq x¯iq
}
, (7)
will be treated as known when conditioning on λq.
3 Linear mixed models for small area estimation with linked
data
Linear mixed models for population unit data are widely used for SAE. These models include area-
specific random effects that are used to characterise area level heterogeneity in the model residuals.
See Battese et al. (1988) for an early example of their application. A general specification for a
unit level linear mixed model used in SAE is
y = X~β + Zu + e, (8)
where y and X denote the population level vector of response variable and matrix of covariates,
respectively; u = (u′1, · · · ,u′D) is a vector of dimension Dm made up of D independent realizations
{ui; i = 1, · · · , D} of a m-dimensional random area effect with u ∼ N(0,Σu) and e ∼ N(0,Σe) is
the N × 1 vector of individual errors. Since the random effects u and the individual errors e are
independent, the covariance matrix of y is Σ = Σe + ZΣuZ
′. Here D is the total number of small
areas that make up the population and m is the dimension of zij so that Z is an N ×Dm matrix
of fixed known constants that do not vary within an area. We assume that the covariance matrices
Σu and Σe are defined in terms of a lower dimensional set of parameters ~δ = (δ1, · · · , δK), which
are typically referred to as the variance components of model (8), whereas the vector ~β stands
for the p × 1 vector of regression coefficients. Provided that it is reasonable to assume that the
distribution of the unit level residuals in e remains the same from block to block, then at the Uiq
sub-population level, (8) can be written as:
yiq = Xiq~β + Ziqui + eiq, (9)
where Ziq is the Niq ×m incidence matrix defined by the rows of Z corresponding to area i units
in block q.
Now suppose that linked data are used to define the sample values of the response variable
within sub-population Uiq. We model these data by assuming that they are obtained by non-
informative sampling (given the covariates defining Xiq) from the outcome of a hypothetical one
to one and complete linking of the records defining Xiq to the records defining yiq. That is, the
linkage error process within sub-population Uiq can be characterised by the permutation matrix
Aiq, and (1) applies. Since the sample selection process is non-informative, we can use (5) to write
down a model for the linked sample values y?siq that takes into account the linkage error process:
y?siq = Asiqyiq = AsiqXiq
~β + Zsiqui + e
?
siq, (10)
where EM (e
?
siq) = 0 and VM (e
?
siq) = Σseiq, i.e. the sampled rows of the area i by block q component
of Σe. Also, since the values contained in the columns of Ziq do not change within an area, and
because we assume that matching across areas is impossible, it follows that AsiqZiq = Zsiq, i.e.
linkage errors have no impact on the sampled rows of Ziq. We then have that
EA,M (y
?
siq|Xiq) = X?siq~β (11)
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and
VA,M (y
?
siq|Xiq) = Σsiq = ZsiqΣuiZ′siq + Σseiq + Vsiq, (12)
where EA,M and VA,M are the joint expectation and variance with respect to the linkage error
model and the linear mixed model respectively. Here Σui is a m×m matrix, corresponding to the
ith diagonal block of Σu, and Vsiq = VA(AsiqXiq~β). An exact expression for Vsiq is unavailable.
However, using the arguments set out in Chambers (2009), we can write down the approximation
Vsiq ≈ diag{vsiq} = diag
(
(1− λq)(λq(fiqj − f¯siq)2 + f¯ (2)siq − f¯2siq)
)
, j = 1, . . . , niq, (13)
where fsiq = {fiqj} = x′ijq~β and f¯siq, f¯ (2)siq denote the block q averages of the components of fsiq
and their squares, respectively.
Proposition 1. Under population model (8), and assuming both non-informativeness of the sam-
pling design, so the sample model (10) holds, and non-informativeness of the linkage error, as
expressed in (4), it can be shown that:
i) the Best Linear Unbiased Estimator (BLUE) for ~β given linked sample data is
~˜β? =
 D∑
i=1
∑
q∈i
X?′siqΣ
−1
siqX
?
siq
−1 D∑
i=1
∑
q∈i
X?′siqΣ
−1
siqy
?
siq
 , (14)
ii) the Best Linear Unbiased Predictor (BLUP) of ui given these data, and assuming an ELE
linkage error structure within sub-population Uiq, is:
u˜?i =
∑
q∈i
ΣuiZ
′
siqΣ
−1
siq
(
y?siq −X?siq ~˜β?
)
(15)
=
∑
q∈i
ΣuiZ
′
siqΣ
−1
siq
{
y?siq −Xsiq ~˜β? + (1− λq)
Niq
Niq − 1
(
Xiq − 1niq x¯′iq
)
~˜β?
}
. (16)
Proof. Formulas (14) and (15) are modified version of the formulas obtained following standard
BLUP derivations (see Robinson, 1991; Rao and Molina, 2015). See Appendix A for details. Note
that we use the notation q ∈ i above because we allow for the case where some areas only contain
units from some of the blocks. Note also that (16) follows from (15) under the assumed ELE model
since y?siq−X?siq ~˜β? = y?siq−
{
(λq−γq)Xsiq +γqNiq1niq x¯′iq
}
~˜β? and −λqXsiq ~ˆβ? = (1−λq)Xsiq ~˜β?−
Xsiq ~˜β
?. This implies
y?siq −X?siq ~˜β? = y?siq −Xsiq ~˜β? + (1− λq)Xsiq ~˜β? + γqXsiq ~˜β? − γqNiq1niq x¯′iq ~˜β?.
As γq = (1−λq)/(Niq−1) and (1−λq) = γq(Niq−1)γq it follows that (1−λq)Xsiq ~˜β?+γqXsiq ~˜β? =
(1− λq) NiqNiq−1Xsiq ~˜β? from which (16) easily follows.
From (1) it is straightforward to see that the sum of the values making up yiq will be the same
as the corresponding sum for y?iq. Consequently the small area means Y¯i and Y¯
?
i will be identical,
as will their respective BLUPs. Given (11) and (12), and the results set out in Proposition 1 above,
this BLUP (referred to from now on as the ?BLUP) can be written
˜¯Y ?BLUPi = N
−1
i
{
niy¯
?
si + (Ni − ni)
[
x¯?′ri ~˜β
? + z¯′riu˜
?
]}
, (17)
where y¯?si = n
−1
i
∑
q∈i
∑
j∈siq y
?
iqj and x¯
?
ri and z¯ri denote the vectors of average values of X
?
i and
Zi for the Ni − ni non-sampled units in the small area i.
The ‘empirical’ versions of (14) and (15), denoted ~ˆβ? and uˆ?i respectively, are obtained by sub-
stituting estimates ~ˆδ for the unknown variance components ~δ that define the Σsiq. These estimates
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can be obtained using either the pseudo maximum likelihood (pseudo-ML) or the pseudo restricted
maximum likelihood (pseudo-REML) approach of Samart and Chambers (2014), and only depend
on the conditional moments (11) and (12). Note that the resulting estimators are called as pseudo-
ML (or pseudo-REML) because their estimating functions are based on the assumption that the
matrices Σsiq are known. The EBLUP of the the small area mean Y¯i is then defined by substituting
~ˆβ? and uˆ? for ~˜β? and u˜? respectively in (17). This is denoted ˆ¯Y ?EBLUPi , and referred to as the
?EBLUP, in what follows.
Ignoring the Niq/(Niq − 1) term in (16), we see that the jth component of the residual vector
y?siq − X?siq ~˜β? is y?iqj − x′iqj ~˜β? + (1− λq)(xiqj − x¯iq)′ ~˜β?. That is, this modified residual can be
interpreted as the naive residual that ignores linkage error plus a bias correction that increases in
absolute value as the probability of an incorrect match increases and also as the leverage exerted
by the individual fitted value x′iqj ~˜β
? increases.
Alternatively, we can note the approximation
y?siq −X?siq ~˜β? ≈ λq
(
y?siq −Xsiq ~˜β?
)
+ (1− λq)
(
y?siq − 1niq x¯′iq ~˜β?
)
. (18)
When the probability of an incorrect match is significantly greater than zero, the second term on
the right hand side of (18) can be unstable. Consequently we consider an alternative expression
for the predicted area effect that ignores this second term. This leads to a modified predictor of ui
of the form
u˜??i =
∑
q∈i
ΣuiZ
′
siqΣ
−1
siqλq
(
y?siq −Xsiq ~˜β?
)
. (19)
The corresponding versions of the BLUP and EBLUP are referred to as ??BLUP and ??EBLUP
respectively below.
3.1 MSE estimation for the ?EBLUP
Methods for estimating the unconditional MSE of small area EBLUPs are typically based on
averaging over the distribution of the random area effects, with the standard estimator of the
unconditional MSE of the EBLUP predictor being the one suggested by Prasad and Rao (1990).
In what follows we derive an estimator of the unconditional MSE of ˆ¯Y ?EBLUPi along similar lines.
In particular, we assume the regularity conditions (RCs) 1-6 set out in Appendix B and use the
decomposition
MSEA,M (
ˆ¯Y ?EBLUPi ) = MSEA,M (
˜¯Y ?BLUPi ) + EA,M
(
( ˆ¯Y ?EBLUPi − ˜¯Y ?BLUPi )2
)
. (20)
Under normality of the random area and individual effects, the cross-product term missing from
(20) is zero provided the vector of variance components is translation invariant. Furthermore, the
last component on the right hand side of (20) is generally intractable. We therefore approximate
this term using a first-order Taylor expansion. Following Henderson (1975), we first note that the
MSE of ˜¯Y ?BLUPi is
MSEA,M (
˜¯Y ?BLUPi ) = g
∗
1i(
~δ) + g∗2i(~δ), (21)
where
g∗1i(~δ) = z¯
′
i
[
Σui −Σui
∑
q∈i
{
Z′siqΣ
−1
siqZsiq
}
Σui
]
z¯i; (22)
g∗2i(~δ) = Ci
 D∑
i=1
∑
q∈i
X?′siqΣ
−1
siqX
?
siq
−1 C′i. (23)
Here Ci = x¯
′
i − z¯′iΣui
∑
q∈i
{
Z′siqΣ
−1
siqX
?
siq
}
, x¯i = N
−1
i
∑
q∈iNiqx¯iq and z¯i denotes the vector of
average values of Zi for the Ni units in the small area i. Next, a first order approximation to the
second term on the right hand side of (20) follows from:
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Proposition 2. We make the same assumptions as in Proposition 1. In addition we assume that
regularity conditions 1-6 as specified in Appendix B hold, and that the random errors in (8) are
normally distributed. Let ~ˆδ be the pseudo-REML estimator of ~δ and put
g∗3i(~δ) = tr
[
(∇b′i)
{∑
q∈i
Σsiq
}
(∇b′i)′E(~ˆδ − ~δ)(~ˆδ − ~δ)′
]
, (24)
where ∇b′i = col16l6K(∂b′i/∂δl) and b′i =
∑
q∈i ΣuiZ
′
siqΣ
−1
siq. Then
EA,M
(
( ˆ¯Y ?EBLUPi − ˜¯Y ?BLUPi )2
)
= g∗3i(~δ) + o(D
−1). (25)
Proof. The expansion (25) is modified version of the one obtained by Prasad and Rao (1990).
Following the same line of reasoning as in Prasad and Rao (1990), an approximately unbiased
estimator of the MSE of ˆ¯Y ?EBLUPi under (8) is then
M̂SEA,M (
ˆ¯Y ?EBLUPi ) = (1−
ni
Ni
)2{g∗1i(~ˆδ) + g∗2i(~ˆδ) + 2g∗3i(~ˆδ)}, (26)
An estimator of the covariance matrix of the variance component estimator ~ˆδ is necessary in order
to compute (24). This can be obtained as the inverse of the expected information matrix developed
in Samart and Chambers (2014). If a pseudo-ML estimator is used instead, a bias correction to
(26) is necessary, along the same lines as in Rao (2003, Section 6.2.6). Finally, we note that if
the random area effects are estimated by (19) then the three components of the estimated MSE
become:
g∗∗1i (~ˆδ) = z¯
′
i
[
Σˆui + Σˆui
∑
q∈i
λ2q
{
Z′siqΣˆ
−1
siqZsiq
}
Σˆui − Σˆui
∑
q∈i
λq
{
Z′siqΣˆ
−1
siqZsiq
}
Σˆui
]
z¯i; (27)
g∗∗2i (~ˆδ) = Cˆ
??′
i
 D∑
i=1
∑
q∈i
X?′siqΣˆ
−1
siqX
?
siq
−1 Cˆ??i ; (28)
g∗∗3i (~ˆδ) = tr
∇b??′i ∑
q∈i
Σˆsiq(∇b??′i )′Vˆ (~ˆδ)
 . (29)
Here Cˆ??i = x¯
′
i − z¯′iΣˆui
∑
q∈i λq
{
Z′siqΣˆ
−1
siqX
?
siq
}
, ∇b??′i = col16l6K(∂b??′i /∂δl) and
b??′i =
∑
q∈i λqΣuiZ
′
siqΣ
−1
siq.
4 Robust linear mixed models for small area estimation
with linked data
Outliers are a problem for any model-based survey estimation method, but particularly so for
small area estimates. Sinha and Rao (2009) proposed an estimator of a small area mean based on
outlier robust estimation of the linear mixed model parameters. This robust-projective approach
(Chambers et al., 2014) uses plug-in robust prediction, i.e. the authors substitute outlier robust
parameter estimates for the optimal, but outlier-sensitive, parameter estimates used in the EBLUP.
In particular, they estimate fixed effects and variance components using a modified version of the
estimating equations corresponding to the Robust ML Proposal II of Richardson and Welsh (1995)
and compute outlier robust predictions for the random area effects using the robust estimating
equations suggested by Fellner (1986). The solutions to these estimating equations depend on
specification of a bounded influence function ψ, which we take to be the Huber (1981) influence
function, defined as ψ(u) = umin(1, c/|c|) where c is a tuning constant. Quantities that depend on
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this influence function (and hence on choice of the tuning constant) will be denoted by a superscript
of ψ below. The Sinha and Rao (2009) robust version of the EBLUP, denoted REBLUP, of the
small area mean Y¯i is then:
ˆ¯Y ψREBLUPi = N
−1
i
{
niy¯si + (Ni − ni)
[
x¯′ri ~ˆβ
ψ + z¯′riuˆ
ψ
]}
, (30)
where ˆ¯yi =
∑
j∈si yij/ni, x¯ri denotes the vector of average values of Xi for the Ni−ni non-sampled
units in the small area i, ~ˆβψ is the robust estimated vector of regression coefficients and uˆψ is the
the vector of robust predicted values of the area effects.
Given linked data, we modify the estimating equations of both the Robust ML Proposal II of
Richardson and Welsh (1995) and of Fellner (1986) to account for linkage errors, making the same
assumptions (ELE errors, one to one, complete and non-informative linkage) as in Section 2. The
modified Fellner (1986) estimating equations assume the variance components ~δ are known, and
define robust estimates ~β? and u? of the fixed effects and the area random effects respectively.
They are:
D∑
i=1
∑
q∈i
X?′siqΣ
−1
siqU
1/2
siq ψ{r?siq} = 0, (31)
and
D∑
i=1
∑
q∈i
{
Z′siqΣ
−1/2
seAiqψ
{
Σ
−1/2
seAiq(y
?
siq −X?siq~β? − Zsiqui)
}
−Σ−1/2ui ψ{Σ−1/2ui ui}
}
= 0. (32)
Here r?siq = U
−1/2
siq (y
?
siq − X?siq~β?), ΣseAiq = Σseiq + Vsiq, Σsiq = ZsiqΣuiZ′siq + ΣseAiq where
Vsiq is defined in (13) and Usiq is a diagonal matrix with the same diagonal entries as Σsiq.
Robust estimates of the variance components ~δ are obtained as solutions to the modified version
of the Robust ML Proposal II estimating equations of Richardson and Welsh (1995), and are then
substituted in (31) and (32). Put Ksiq = E{ψ2(R)}Iniq , where R is a standard normal random
variable. These estimating equations are then
D∑
i=1
∑
q∈i
{
~ψ′{r?siq}U1/2siq Σ−1siq
∂Σsiq
∂δl
Σ1siqU
1/2
siq
~ψ{r?siq} − tr
(
KsiqΣ
−1
siq
∂Σsiq
∂δl
)}
= 0, (33)
and the corresponding linkage error-adjusted version of the REBLUP of Sinha and Rao (2009) is
ˆ¯Y ψ?REBLUPi = N
−1
i
{
niy¯
?
si + (Ni − ni)
[
x¯?′ri ~ˆβ
ψ? + z¯′riuˆ
ψ?
]}
. (34)
Here ~ˆβψ? and uˆψ? depend on the influence function ψ, and are the solutions to the robust estimating
equations (31) and (32) respectively, using substituted values of ~δ obtained by solving (33). Note
that the value of (34) when the true value of ~δ is used in (31) and (32) is referred to below as
the RBLUP, denoted ˜¯Y ψ?RBLUPi , with the corresponding solutions to (31) and (32) then denoted
by ~˜βψ? and u˜ψ? respectively. We refer to these linkage-error adjusted versions of RBLUP and
REBLUP as ?RBLUP and ?REBLUP respectively below.
4.1 MSE estimation for the ?REBLUP
We develop an analytic estimator for the MSE of (34) under a working mixed model that conditions
on the realized values of the area effects, i.e. the proposed MSE estimator is an estimator of the
conditional MSE of ˆ¯Y ψ?REBLUPi . It is based on the assumption that a consistent estimator of the
MSE of a linear approximation to a non-linear small area estimator can be used as an estimator of
the MSE of that small area estimator. See Booth and Hobert (1998) and Chambers et al. (2014).
Such linearization-based MSE estimators are generally not consistent, and can be biased low, see
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Harville and Jeske (1992). However, in small sample problems this is not an issue since it is the
variability, rather than the bias, of the MSE estimator that is of concern. The development below
omits some technical details, which are available from the authors on request.
Proposition 3. Put ~˜θψ? = (~˜βψ?′, u˜ψ?′)′ and assume that this random variable converges in proba-
bility to ~θψ?0 = (
~βψ?′0 ,u
ψ?′
0 )
′. Also let VA,M |u denote variance with respect to both the linkage error
model and the linear mixed model for y in terms of X given the realized values of the area effects.
Suppose the same assumptions are made as in Proposition 1, and in addition, regularity conditions
1-5 and 7-9 in Appendix B apply and ψ corresponds to the Huber influence function. Then the
conditional prediction variance of the ?RBLUP can be expressed as
VA,M |u( ˜¯Y
ψ?RBLUP
i −Y¯i) =
(
1− ni
Ni
)2 {
(x¯?′ri z¯
′
ri) VA,M |u(~˜θ
ψ?) (x¯?′ri z¯
′
ri)
′
+ VA,M |u(e¯
ψ?
ri )
}
+o(D−1)
(35)
where e¯ψ?ri = (Ni − ni)−1
∑
j∈ri(y
?
ij − x?′ij ~βψ?0 − zijuψ?0 ).
Proof. Formula (35) is a modified version of a similar prediction variance formula developed in
Chambers et al. (2014).
A first-order approximation to the prediction variance (35) is then:
VˆA,M |u( ˜¯Y
ψ?RBLUP
i − Y¯i) = h1i(~˜θψ?) + h2i(~˜θψ?), (36)
where
1. h1i(~˜θ
ψ?) =
(
1− niNi
)2
(x¯?′ri z¯
′
ri) VˆA,M |u(~˜θ
ψ?) (x¯?′ri z¯
′
ri)
′
. Here VˆA,M |u(~˜θψ?) is the
sandwich-type estimator of VAM |u(~˜θψ?) set out in Appendix C.
2. h2i(~˜θ
ψ?) =
(
1− niNi
)2
VˆA,M |u(e¯
ψ?
ri ) where
VˆA,M |u(e¯
ψ?
ri ) = (Ni − ni)−1(ni − 1)−1
∑
l
∑
j∈sl
(y∗lj − x?′lj ~˜βψ? − z′lju˜ψ?)2.
Note that VˆA,M |u(e¯
ψ?
ri ) above pools data from the entire sample. This leads to more stable
MSE estimates when area sample sizes are very small.
The estimator of the MSE of the ?RBLUP is obtained by adding an estimator of the squared
conditional bias to (36):
M̂SEA,M |u( ˜¯Y
ψ?RBLUP
i ) = h1i(
~˜θψ?) + h2i(~˜θ
ψ?) + Bˆ2A,M |u(
˜¯Y ψ?RBLUPi ), (37)
where
BˆA,M |u( ˜¯Y
ψ?RBLUP
i ) =
∑
j∈s
wψ?RBLUPij µ˜
?
ij −N−1i
∑
j∈Ui
µ˜?ij . (38)
Here µ˜?ij is an unbiased linear estimator of the conditional expected value µ
?
ij = EA,M (y
?
ij |xij ,uψ?)
and wψ?RBLUPij is the weight for unit j in area i based on the pseudolinearisation approach to MSE
estimation that was described by Chambers et al. (2011) and extended to RBLUP by Chambers
et al. (2014). These weights wψ?RBLUPij can be obtained in a straightforward manner in the case
of linkage data following Chambers et al. (2011).
Finally, we consider MSE estimation for the ?REBLUP (34), noting that an estimator of its
conditional MSE can based on a decomposition similar to that used in Prasad and Rao (1990):
MSEA,M |u( ˆ¯Y
ψ?REBLUP
i ) = MSEA,M |u(
˜¯Y ψ?RBLUPi )+EA,M |u
(
( ˆ¯Y ψ?REBLUPi − ˜¯Y ψ?RBLUPi )2
)
+O(D−1).
(39)
An approximation to the second term on the right-hand side of equation (39) can be obtained as
follows:
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Proposition 4. We make the same assumptions as in Proposition 1. In addition, we assume
that the regularity conditions 1-5 and 7-9 in Appendix B hold. Let ~ˆδψ? be the vector of estimated
variance components obtained by solving the robust estimating equations (31) - (33). Then
EA,M |u
(
( ˆ¯Y ψ?REBLUPi − ˜¯Y ψ?RBLUPi )2
)
= h3i(~ˆδ
ψ?) +O(D−1), (40)
where
h3i(~ˆδ
ψ?) =
N−1i ∑
j∈ri
z′ij
∑
q∈i
ΩsiqVA,M |u(~ˆδψ?)
N−1i ∑
j∈ri
z′ij
′ . (41)
Here
Ωsiq =
K∑
k=1
K∑
g=1
(∂δkBsiq)
∑
j
∑
l
{(z′ijuψ?0 )(z′iluψ?0 )}+ ΣseAiq
 (∂δgBsiq)′
 ,
Bsiq =
(
Z′siqΣ
−1/2
seAiqW2siqΣ
−1/2
seAiqZsiq + Σ
−1/2
ui W3siqΣ
−1/2
ui
)−1
(42)(
Z′siqΣ
−1/2
seAiqW2siqΣ
−1/2
seAiq
)
, (43)
W2siq = ψ
{
Σ
−1/2
seAiq(y
?
siq −X?siq ~˜βψ? − Zsiqu˜ψ?i )
}{
Σ
−1/2
seAiq(y
?
siq −X?siq ~˜βψ? − Zsiqu˜ψ?i )
}−1
is a niq × niq diagonal matrix of weights for the individual effects in area i, and
W3siq = ψ{Σ−1/2ui u˜ψ?i }
{
Σ−1/2ui u˜
ψ?
i
}−1
is a m×m diagonal matrix of weights for the area effect associated with area i.
Proof. Formula (24) takes into account expectation with respect to the linkage error model and the
model that relates y and X, and is a suitably modified version of a similar formula in Chambers
et al. (2014).
We define an estimator VˆA,M |u(~ˆδψ?) of the variance-covariance matrix of the estimated variance
components in Appendix C, based on the approach taken by Sinha and Rao (2009). Let hˆ1i(~ˆθ
ψ?)
and hˆ2i(~ˆθ
ψ?) denote the values of h1i(~˜θ
ψ?) and h2i(~˜θ
ψ?) respectively when all unknown parameters
are replaced by robust estimates, and put hˆ3i(~ˆδ
ψ?) equal to the value of (41) when the estimator
VˆA,M |u(~ˆδψ?) is substituted. An estimator of the conditional MSE of the ?REBLUP for area i is
then:
M̂SEA,M |u( ˆ¯Y
ψ?REBLUP
i ) = hˆ1i(
~ˆθψ?) + hˆ2i(~ˆθ
ψ?) + hˆ3i(~ˆθ
ψ?) + Bˆ2A,M |u(
ˆ¯Y ψ?REBLUPi ). (44)
5 M-quantile models for small area estimation with linked
data
M-quantile regression models were first suggested for small area estimation by Chambers and
Tzavidis (2006). See Bianchi et al. (2018) for a recent review of subsequent applications and
theoretical extensions. Here we briefly discuss basic ideas and develop appropriate notation.
Breckling and Chambers (1988) introduced M-quantile regression as a ‘quantile-like’ gener-
alization of regression based on a bounded influence function ψ (Huber, 1981), with associated
loss function ρ such that ψ = dρ(u)/du. For a given τ ∈ (0, 1), the M-quantile of order τ of
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a random variable is defined as the value minimizing the expectation of the tilted loss function
ρτ = |τ − I(u < 0)|ρ(u), where ρ(u), u ∈ <, is continuously differentiable with ρ(0) = 0. M-
quantiles aim at combining the robustness properties of quantiles (ρ(u) = |u|) with the efficiency
properties of expectiles (ρ(u) = u2). By definition, any M-quantile must depend on specification of
its influence function ψ, and so we will not explicitly refer to ψ in our notation below for quantities
that depend on the values of M-quantiles that are all defined using the same ψ.
In the linear case, M-quantile regression leads to a family of hyperplanes indexed by a real
number τ ∈ (0, 1) representing the order of the M-quantile of interest, i.e.
MQ(τ |xij) = x′ij ~βτ .
For specified τ and influence function ψ (with ψτ = dρτ (u)/du) an estimate ~ˆβτ of the vector of
regression parameters ~βτ may be obtained as the solution to the normal equations,
D∑
i=1
ni∑
j=1
ψτ
yij − x′ij ~ˆβτ
στ
xij = 0, (45)
where στ is a scale parameter that characterizes the spread of the distribution of the residuals yij−
x′ij ~βτ . Following standard practice in robust M-regression, this scale parameter can be estimated
by σˆτ = median{|yij −x′ij ~ˆβτ |}/0.6745. When ψ is a continuous function, Breckling and Chambers
(1988) adapt the iteratively reweighted least squares (IRWLS) approach to linear M-regression and
show that a linear M-quantile regression of specified order τ can be fitted by weighting positive
residuals from the M-quantile line by τ and negative residuals by 1− τ . Note that in what follows
we will assume that ψ is the Huber influence function, with tuning constant c > 0, and so ψ is
continuous.
Following Chambers and Tzavidis (2006), we characterize conditional variability given xij across
the population of interest by the M-quantile coefficients of the population units. For unit j in area i
this coefficient is the value τij such that MQ(τij |xij) = yij . If a hierarchical structure does explain
part of the variability in the population data, units within areas defined by this hierarchy are
expected to have similar M-quantile coefficients. When the conditional M-quantiles are assumed to
follow a linear model, with ~βτ a sufficiently smooth function of τ , Chambers and Tzavidis (2006)
suggest a predictor of Y¯i of the form
ˆ¯YMQi = N
−1
i
{
niy¯si + (Ni − ni)x¯′ri ~ˆβτˆi
}
, (46)
where τˆi = n
−1
i
∑
j∈si τˆij is an estimate of the average value of the M-quantile coefficients τij for
population units in area i, and τˆij is defined by the estimating equation yij = x
′
ij
~ˆβτˆij .
Naive use of M-quantile regression modelling when the data contain linkage errors leads to
biased estimates of the true M-quantile fits. This is intuitively clear from the fact that the combined
impact of natural variability as well as linkage error variability leads to conditional distributions
at the different xij that are not the ones of interest. It is also clear from a cursory inspection of
(11) and (12). Following the approach of Chambers (2009), we therefore modify the M-quantile
normal equations (45) to take account of the linkage error structure, using the notation introduced
in Section 2. This leads to the modified M-quantile normal equations,
D∑
i=1
∑
q∈i
X?′siq~Υ
−1/2
siqτ ψτ
{
~Υ
−1/2
siqτ (y
?
siq −X?′siq~β?τ )
}
= 0, (47)
where ~Υsiqτ = diag
(
σ?2τ + (1− λq)(λq(fiqjτ − f¯siqτ )2 + f¯ (2)siqτ − f¯2siqτ )
)
, fsiqτ = {fiqjτ} = x′iqj ~β?τ ,
and f¯siqτ , f¯
2
siqτ denote the block q averages of the components of fsiqτ and their squares respectively.
Note that σ?τ here is the scale coefficient associated with the skewed residuals from the M-quantile
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regression line of order τ . Given ~Υsiqτ , the solution to (47) can be obtained via IRWLS, and is of
the form
~˜β?τ =
 D∑
i=1
∑
q∈i
X?′siq~Υ
−1/2
siqτ W
?
siqτ
~Υ
−1/2
siqτ X
?
siq
−1 D∑
i=1
∑
q∈i
X?′siq~Υ
−1/2
siqτ W
?
siqτ
~Υ
−1/2
siqτ y
?
siq
 , (48)
where W?siqτ is a diagonal matrix of weights defined by component-wise division of the vector
ψτ
{
~Υ
−1/2
siqτ (y
?
siq −X?siq ~˜β?τ )
}
by the vector ~Υ
−1/2
siqτ (y
?
siq −X?siq ~˜β?τ ). Similarly, given ~β?τ and ~Υsiqτ , a
robust estimator of σ?2τ is
σ˜?2τ =
 D∑
i=1
∑
q∈i
tr(W?siqτ )
−1 D∑
i=1
∑
q∈i
{
(y?siq − x?′iqj ~˜β?τ )′W?siqτ (y?siq − x?′iqj ~˜β?τ )
}
. (49)
The ‘empirical’ versions of ~˜β?τ and σ˜
?2
τ , which we denote by
~ˆβ?τ and σˆ
?2
τ respectively, are then
defined by iterating between (48) and (49).
In order to use the M-quantile approach for small area estimation, it is first necessary to estimate
the M-quantile coefficients defined by the correctly linked sample values ysiq, i.e. the values τˆiqj
such that yiqj = x
′
iqj
~ˆβτˆiqj for j ∈ siq. Unfortunately, replacing yiqj by its linked value y?iqj leads to
biased estimates of these coefficients. We therefore propose to use an approximation to τˆiqj based
on linked data that is corrected for linkage error induced bias. Let τˆ??iqj satisfy y
?
iqj = x
′
iqj
~ˆβτˆ??iqj .
We then define our linked data-based estimate of the M-quantile coefficient for j ∈ siq as τˆ?iqj =
(λq − γq)τˆ??iqj + γqNiq ˆ¯τ??iq where ˆ¯τ??iq = n−1iq
∑
k∈siq τˆ
??
iqk. If the values τˆ
??
iqk are spread over (0, 1) the
M-quantile coefficient for unit j ∈ siq can be approximated by τˆ?iqj ≈ (λq − γq)τˆ??iqj + γqNiq0.5. An
estimated area-specific M-quantile coefficient is then computed as τˆ?i = n
−1
i
∑
j∈siq τˆ
?
iqj , and the
M-quantile predictor of the area i mean Y¯i using linked data (the
?M-quantile predictor) becomes
ˆ¯Y ?MQi = N
−1
i
{
niy¯
?
si + (Ni − ni)x¯?′ri ~ˆβ?τˆ?i
}
(50)
5.1 MSE estimation for the ?M-quantile predictor
In this section we develop an MSE estimator for ˆ¯Y ?MQi based on the linearisation approach of
Chambers et al. (2014). Conditioning on the value of τˆ?i , the prediction variance of (50) is
VA,M (
ˆ¯Y ?MQi − Y¯i|τˆ?i ) = (1− ni/Ni)2
(
x¯?′riV0A,M (~ˆβ
?
τˆ?i
)x¯?ri + V0A,M (e¯
?
ri)
)
, (51)
where the subscript of 0 defines true values under this area-specific model. Put E0A,M (τˆ
?
i ) = τ
?
0i.
A first-order approximation to V0A,M (~ˆβ
?
τˆ?i
) is then
V0A,M (~ˆβ
?
τˆ?i
) = [E0A,M (∂~β?τ
H|τ = τ?0i)]−1V0A,M (H(~β?τ?0i))
(
[E0A,M (∂~β?τ
H|τ = τ?0i)]−1
)′
+ o(n−1).
(52)
An estimator of (52) is
VˆA,M (~ˆβ
?
τˆ?i
) =
n
n− p
 D∑
i=1
∑
q∈i
X?′siq ~ˆΥ
−1/2
siqτ
~ˆΨsiqτ ~ˆΥ
−1/2
siqτ X
?
siq
−1 D∑
i=1
∑
q∈i
X?′siq ~ˆΥ
−1/2
siqτ
~ˆΦsiqτ ~ˆΥ
−1/2
siqτ X
?
siq


 D∑
i=1
∑
q∈i
X?′siq ~ˆΥ
−1/2
siqτ
~ˆΨsiqτ ~ˆΥ
−1/2
siqτ X
?
siq
−1

′
, (53)
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where ~ˆΥsiqτ is the plug-in estimate of ~Υsiqτ defined by τ = τˆ
?
i , with
~ˆΨsiqτ = diag
(
ψ′τ
{
~ˆΥ
−1/2
siqτ (y
?
siq −X?′siq ~ˆβ?τˆ?i )
})
and ~ˆΦsiqτ = diag
(
ψ2τ
{
~ˆΥ
−1/2
siqτ (y
?
siq −X?′siq ~ˆβ?τˆ?i )
})
. An estimator of (51) is then
VˆA,M (
ˆ¯Y ?MQi ) = (1− ni/Ni)2
(
x¯?′riVˆA,M (~ˆβ
?
τˆ?i
)x¯?ri + VˆA,M (e¯
?
ri)
)
, (54)
where
VˆA,M (e¯
?
ri) = (Ni − ni)−1(n− 1)−1
D∑
h=1
∑
j∈sh
(y?hj − x?′hj ~ˆβ?τˆ?h )
2. (55)
An estimator of the area-specific bias of ˆ¯Y ?MQi is
BˆA,M (
ˆ¯Y ?MQi ) = N
−1
i
 D∑
h=1
∑
q∈h
∑
j∈shq
wiqjx
?′
hqj
~ˆβ?τˆ?h −
∑
j∈Ui
x?′ij ~ˆβ
?
τˆ?i
 , (56)
where wiqj = biqj + I(j ∈ i
⋂
q) and
biq = {biqj} = ~ˆΥ−1/2siqτ Wˆ?siqτ ~ˆΥ−1/2siqτ X∗siq
(
X∗′siq ~ˆΥ
−1/2
siqτ Wˆ
?
siqτ
~ˆΥ
−1/2
siqτ X
∗
siq
)−1
(Niq − niq)x¯?riq,
where Wˆ?siqτ is the plug-in estimate of W
?
siqτ defined by τ = τˆ
?
i , and where x¯
?
riq denotes the vector
of column averages of X?iq restricted to the Niq − niq non-sampled units in the small area i and
block q.
The final expression for the estimator of the conditional MSE of ˆ¯Y ?MQi is the sum of (54) and
the square of (56):
M̂SEA,M (
ˆ¯Y ?MQi |τˆ?i ) = VˆA,M ( ˆ¯Y ?MQi ) + Bˆ2A,M ( ˆ¯Y ?MQi ). (57)
Following the approach of Bianchi and Salvati (2015), we approximate the contribution to the
MSE of (50) due to estimation of the area M-quantile coefficient τ?i by
VA,M (τˆ
?
i ) =
∑
q∈i
x¯iqG
′
τ?i
Gτ?i x¯
′
iqv
2
τˆ?i
, (58)
where Gτ?i = n
−1∑D
h=1
∑
q∈h
(
H−1shqτ?i
{
∂τ?i Lshqτ?i − ∂τ?i Hshqτ?i H−1shqτ?i Lshqτ?i
})
with
Hshqτ?i = X
?′
shq
~Υ
−1/2
shqτ?i
W?shqτ?i
~Υ
−1/2
shqτ?i
X?shq, Lshqτ?i = X
?′
shq
~Υ
−1/2
shqτ?i
W?shqτ?i
~Υ
−1/2
shqτ?i
y?shq,
∂τ?i Hshqτ?i = X
?′
shq
~Υ
−1/2
shqτ?i
∂τ?i W
?
shqτ?i
~Υ
−1/2
shqτ?i
X?shq, ∂τ?i Lshqτ?i = X
?′
shq
~Υ
−1/2
shqτ?i
∂τ?i W
?
shqτ?i
~Υ
−1/2
shqτ?i
y?shq,
∂τ?i W
?
shqτ?i
= 2~Υ
1/2
shqτ?i
∣∣∣ψ {~Υ−1/2shqτ?i (y?shq −X?′shq~β?τ?i )} ∣∣∣ {(y?shq −X?′shq~β?τ?i )}−1 and
v2τˆ?i
= n−1i
∑ni
j=1(τˆ
?
ij − τˆ?i )2. This expression has the plug-in estimator
VˆA,M (τˆ
?
i ) =
∑
q∈i
x¯iqGˆ
′
τˆ?i
Gˆτˆ?i x¯
′
iq vˆ
2
τˆ?i
.
The final form of the MSE estimator of ˆ¯Y ?MQi is then
M̂SEA,M (
ˆ¯Y ?MQi ) = VˆA,M (
ˆ¯Y ?MQi ) + Bˆ
2
A,M (
ˆ¯Y ?MQi ) + VˆA,M (τˆ
?
i ). (59)
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6 Model-based simulations
We used model-based simulations of the various linked data based small area predictors described
in Sections 3, 4 and 5, as well as their corresponding MSE estimators, to illustrate their performance
in situations where there are both linkage errors as well as actual population outliers. The synthetic
populations underpinning these simulations are based on those used by Chambers et al. (2014) with
some modifications.
Values for y are generated from the equation yij = 100+5xij+ui+ij j = 1, . . . , Ni, i = 1, . . . , D;
values for x are generated independently from a lognormal distribution with a mean of 1.0 and a
standard deviation of 0.5 on the log-scale. The population is divided in 40 areas (i = 1, . . . , D = 40)
each of size Ni = 100. The random components ui and ij are generated independently according
to two scenarios:
(0,0) u ∼ N(0, 3) and  ∼ N(0, 6). In this scenario there are artificial outliers caused by linkage
errors.
(e,u) u ∼ N(0, 3) for areas 1−36, u ∼ N(0, 20) for areas 37−40 and  ∼ δN(0, 6)+(1−δ)N(0, 150)
where δ is an independently generated Bernoulli random variable with Pr(δ = 1) = 0.97,
i.e. the individual effects are independent draws from a mixture of two normal distributions,
with 97% on average drawn from a ‘well-behaved’ N(0, 6) distribution and 3% on average
drawn from an outlier N(0, 150) distribution.
Linked data pairs (xij ; y
?
ij) are then generated using the exchangeable linkage errors model (1)
with correct linkage probabilities λq = 1.0, 0.9, 0.6 and 0.4 for blocks 1, 2, 3 and 4, respectively. In
each area there are 25 units for each block, assigned randomly. In scenario (e, u) there are both
artificial and real outliers.
Samples of size ni = 5 are selected by simple random sampling without replacement within
each area. As the blocks are not considered in the sampling design, most area-specific samples do
not include units from every block.
Each scenario is independently simulated 1, 000 times. For each simulation the population
values are generated according to the underlying scenario, a sample is selected in each area and
the sample data are then used to compute estimates of each of the actual area means for y. Six
different estimators are used for this purpose: the standard EBLUP, ˆ¯Y EBLUPi (Rao and Molina,
2015), which serves as a reference, its corrected version in case of linkage error ˆ¯Y ?EBLUPi , the
REBLUP estimator of Sinha and Rao (2009), ˆ¯Y REBLUPi , equation (30), and its corrected version
ˆ¯Y ?REBLUPi , expression (34), the estimator based on M-quantile regression model
ˆ¯YMQi (46) and
its corrected version with linked data ˆ¯Y ?MQi (50). In all cases the influence function ψ is a Huber-
type function with tuning constant c = 1.345. For ˆ¯Y ?EBLUPi we consider two different methods
for estimating the area-specific random effects: prediction of the random effects as in expression
(16) and prediction of the random effects neglecting the second addend in (18). We indicate this
alternative estimator as ˆ¯Y ??EBLUPi .
For each estimator and for each small area, we computed the Monte Carlo estimate of the per-
centage of relative bias and the percentage of Relative Root MSE (RRMSE) and the corresponding
efficiency. The relative bias of an estimator ˆ¯Yi for the actual mean Y¯i of area i is the average across
simulations of the errors ˆ¯Yi − Y¯i divided by the corresponding average value of Y¯i, its RRMSE is
the square root of the average across simulations of the squares of these errors, again divided by
the average value of Y¯i, and its efficiency (EFF) is the value of the ratios of the actual MSE of
each predictors to the actual MSE of the corresponding EBLUP. Table 1 shows median values for
these performance measures for the various simulation scenarios and estimators.
The results set out in Table 1 confirm our expectations regarding the behaviour of the cor-
rected predictors based on the linked data. They show smaller bias and higher efficiency than the
traditional small area estimators in both scenarios. The estimator ˆ¯Y ??EBLUPi is best in terms of
bias, whereas ˆ¯Y ?MQi recorded the lowest values of RRMSE, with
ˆ¯Y ?REBLUPi performing similarly.
We see that claims in the literature (Rao and Molina, 2015; Chambers and Tzavidis, 2006) about
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the superior outlier robustness of REBLUP and M-quantile-based estimators compared with the
EBLUP certainly hold true with both artificial outliers - the (0, 0) case - and with artificial as well
as real outliers - the (e, u) case.
[Table 1 about here.]
The performances of the MSE estimators for the EBLUP, REBLUP and M-quantile-based
predictors are evaluated in Table 2. Here we are mainly interested in the performances of the MSE
estimators for the corrected predictors based on the linked data. We assess the MSE estimators
of ˆ¯Y ?EBLUPi and
ˆ¯Y ??EBLUPi , implemented via a modification of the unconditional MSE estimator
(26) following Prasad and Rao (1990). MSE estimation of ˆ¯Y ?REBLUPi uses the linearization-based
MSE estimator (44), presented in Section 4.1. For ˆ¯Y ?MQi the MSE estimator (59) of Section 5.1
is evaluated. We also consider the performances of the MSE estimators for ˆ¯Y EBLUPi (Prasad and
Rao, 1990), ˆ¯Y REBLUPi and
ˆ¯YMQi (Chambers et al., 2014) under both scenarios. Table 2 shows
the medians of the area-specific percentage relative bias and percentage RRMSE of these MSE
estimators. We see that the MSE estimator for ˆ¯Y ??EBLUPi tends to be somewhat biased low under
the (0, 0) scenario. The MSE estimator for ˆ¯Y ?MQi is less biased than the corresponding estimator
for ˆ¯Y ?REBLUPi for this scenario. In general, the proposed MSE estimators work well under linkage
errors in scenario (0, 0). Under the (e, u) scenario the MSE estimators of ˆ¯Y ?EBLUPi and
ˆ¯Y ??EBLUPi
and the MSE estimator of ˆ¯Y ?REBLUPi all tend to overestimate the actual MSE, whereas the MSE
estimator for ˆ¯Y ?MQi is slightly negatively biased. We also see that the MSE estimators of
ˆ¯Y EBLUPi ,
ˆ¯Y ?EBLUPi and
ˆ¯Y ??EBLUPi are generally more stable than those for the REBLUP and M-quantile-
based predictors.
[Table 2 about here.]
7 Design-based simulation
Design-based simulations complement model-based simulations for robust SAE since they allow
us to evaluate the performance of SAE methods in the context of a real population and realistic
sampling methods where we do not know the precise source of outlier contamination. From a finite
population perspective we believe that this type of simulation constitutes a more practical and
appropriate representation of SAE performance.
The synthetic population underpinning the design-based simulation is based on the simulation
experiment reported in Briscolini et al. (2018); it comes from the European Statistical System Data
Integration project (ESSnet, McLeod et al., 2011) and from the Survey on Household Income and
Wealth, Bank of Italy (SHIW), whose data are freely available in anonymous form. Specifically,
the synthetic ESSnet population contains information on over 26, 000 individuals including name,
surname, gender and date of birth. Two new variables have been added to the original data set: the
annual income and the domain indicator. The latter comprises 18 areas resulting from aggregation
of Italian administrative regions.
Following Briscolini et al. (2018), we carry out a realistic record linkage and SAE simulation
experiment by perturbing the ESSnet data set via the introduction of missing values and typos
in some potential linking variables (name, surname, gender and date of birth). Moreover, for the
purposes of the simulation study, annual income has been removed from the perturbed data set and
the corresponding value of annual consumption obtained from the SHIW survey has been added.
The classical version of the probabilistic record linkage model by Fellegi and Sunter (1969)
and Jaro (1989) has been implemented by using the function compare.linkage of the package
RecordLinkage in R (Borg and Sariyar, 2019) to link the perturbed data set with the original
register population by using surname as key-variable and age, grouped in four categories, and
domain as blocking variables. The domain indicator has been used as block in the linkage process
to guarantee the assumption that both registers include an area identifier measured without error
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(see Section 2). After the linkage process the proportion of correct links for the four categories of
age are λq = (0.86, 0.93, 0.88, 0.91).
The aim of the design-based simulation is to compare the performance of different estimators,
and their MSE estimators, of the mean consumption in each domain under repeated sampling from
a fixed population using income as the auxiliary variable. A total of 1, 000 independent random
samples of size n = 268 were then taken from the synthetic fixed population by randomly selecting
units in the 18 domains, with sample sizes proportional to domain sizes unless the resulting size
was less than 5, which was set as the minimum domain sample size.
Table 3 shows the median percentage relative biases, the median percentage RRMSEs and the
efficiency of the same estimators that were evaluated in Section 6 while Table 4 reports the median
relative percentage biases and the median percentage RRMSEs of the corresponding estimators of
the MSEs for these estimators. Here we see that estimators developed to allow for linkage error
work well in terms of both bias and RRMSE compared with the unmodified EBLUP, REBLUP and
M-quantile-based predictors that ignore linkage error. The ˆ¯Y ?EBLUPi and
ˆ¯Y ??EBLUPi estimators
perform best in terms of bias, whereas ˆ¯Y ?REBLUPi is best in terms of RRMSE. From these results we
conclude that estimators that correct for linkage error seem to offer the most balanced performance
in terms of both bias and MSE for this population.
With reference to MSE estimation, Table 4 indicates that on average across areas the MSE
estimator for ˆ¯Y ?EBLUPi and
ˆ¯Y ??EBLUPi performs better than the MSE estimators of
ˆ¯Y ?REBLUPi ,
ˆ¯Y ?MQi that are based on the linearization method. Furthermore, the MSE estimator for
ˆ¯Y ?REBLUPi
improves on the MSE estimator for ˆ¯Y ?MQi in terms of efficiency.
The analysis in Table 4 focuses on comparison of median estimation performance across areas.
The relationship between the ‘true’ (empirical) RMSE of each estimator and its estimator for each
area is shown in Figure 3, where boxplots illustrate the variability in the RMSE ratio, defined as
the ratio of the average estimated RMSE for each area to the true RMSE. We can see that, as
expected, the MSE estimators proposed for linkage error corrected estimators perform better than
MSE estimators for the EBLUP, REBLUP and M-quantile-based predictors.
[Table 3 about here.]
[Table 4 about here.]
[Figure 3 about here.]
8 Final remarks
In this paper, we propose a number of outlier-robust small area estimation methods that also allow
for linkage error in the data. These proposed ?EBLUP, ?REBLUP and ?MQ-based estimators
have the potential to lead to significantly better small area estimates in important applications
where linked data are available, such as in financial, economic, environmental and public health
applications.
The properties of the proposed estimators have been studied through model-based and design-
based simulation studies. The results from these studies suggest that these estimators represent
a promising alternative way to allow for linkage error in SAE. In particular, the empirical results
reported in Sections 6 and 7 show that the proposed small area estimators are less biased and more
efficient than the traditional predictors in the presence of artificial (i.e. linkage error-induced) and
real outliers. In addition, the performance of the proposed MSE estimators for these small area
estimators seems promising, but we are aware that further research in this area is necessary. R code
for calculating the ?EBLUP, ?REBLUP and ?MQ-based estimators proposed in this paper and
their corresponding MSE estimators is available from the authors upon request.
The approach to small area estimation using probability-linked data described above is in the
spirit of Scheuren and Winkler (1993), where it is suggested that one corrects the naive estimator
using an estimate of its bias under an appropriate model for the linkage error process. In our case
the adjustment we use for this purpose depends on assuming that linkage errors are generated via
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an ELE process and knowing the parameters (i.e. the λq) that characterise this process. This is
highly unlikely to be the case, and these probabilities λq will usually be estimated in some way. One
way to estimate these parameters, suggested in Chambers (2009), is via access to a random ‘audit’
sample of the linked records in each block, where the only thing one needs to know is whether a
sampled link is correct or not. This could also be accomplished by calculating the achieved linkage
error rate in a training set of ‘gold standard’ links, as would be possible if a classification-based
approach to linkage was used. In general, we can think of these estimated probabilities as part of
the paradata for the linkage process, which should be made available to users of the linked data.
These estimates can be substituted into the expressions for the proposed small area estimators in
Sections 3, 4 and 5. In order to assess the performance of the proposed small area estimators in this
case (i.e. when linkage error rates are estimated) we have replicated the model-based simulations of
Section 6 with λq estimated by independently selecting a random ‘audit’ sample of linked records
of 25 units in each block. The results in this case show a very small increase in the empirical
variability of the proposed ?EBLUP, ?REBLUP and ?MQ-based estimators. Interested readers
can contact the authors to access these more detailed results.
The extra uncertainty arising from the estimation of the probabilities λq needs to be accounted
for when carrying out MSE estimation for the small area estimators that use Aq to correct for bias
induced by linkage errors. This extra uncertainty can be taken into account in the estimated MSE
of ˆ¯Y ?EBLUPi by adding a term g4i(
~ˆδ, λˆq) to expression (26):
g4i(~ˆδ, λˆq) = tr
∂b′i
∂λq
∑
q∈i
ΣˆsiqVˆ (λˆq)
(
∂b′i
∂λq
)′ , (60)
where Vˆ (λˆq) is an estimator of the variance of the estimators of the probabilities of correct link-
age. If the estimates of the linkage probabilities are obtained via an ‘audit’ sample, Vˆ (λˆq) =
(
∑D
i=1 niq)λˆq(1− λˆq). In which case the estimator of the MSE of ˆ¯Y ?EBLUPi becomes
M̂SEA,M (
ˆ¯Y ?EBLUPi ) = (1−ni/Ni)2{g1i(~ˆδ, λˆq)+g2i(~ˆδ, λˆq)+2g3i(~ˆδ, λˆq)+g4i(~ˆδ, λˆq)}+o(D−1). (61)
As far as estimation of the MSE of ˆ¯Y ?REBLUPi defined by (34) is concerned, we note that the
component h1i(~ˆθ) of (44) now becomes
h1i(~ˆθ) =
(
1− ni
Ni
)2
(x¯?′ri z¯
′
ri 1
′
q) VˆA,M |u(~ˆθ, Λˆ) (x¯
?′
ri z¯
′
ri 1
′
q)
′
, (62)
where Λˆ denotes the vector defined by the block-specific values of λq and VˆA,M |u(~ˆθ, Λˆ) is the
estimated joint variance of ~ˆθ and Λˆ obtained by computing the asymptotic variance of solutions
to the estimating equations. Using the same approach, we note that the first component of the
MSE estimator (54) of the M-quantile based estimator (50) also depends on the extra uncertainty
arising from estimation of the probabilities of correct linkage and so needs to be written as
(1− ni/Ni)2
(
(x¯?′ri 1
′
q) VˆA,M (~ˆβ
?
τ?i
, Λˆ) (x¯?′ri 1
′
q)
′)
.
The performance of the MSE estimators ?EBLUP, ?REBLUP (34) and the ?MQ-based estimator
(50) when there is extra uncertainty arising from the estimation of probabilities of correct linkage
is an area of current research.
Despite the fact that the proposed methodologies provide encouraging results, further research
remains to be done. In this paper we have assumed that both registers include an area identifier
measured without error that is used in the linkage process. Consequently we do not allow units from
different areas to be erroneously linked. When this assumption is relaxed, the incidence variable
Zsiq becomes Z
?
siq = AsiqZsiq, and the area effects associated with y
?
s are correlated across areas.
This correlation needs to be taken into when calculating ?EBLUP and ?REBLUP. We conjecture
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that this correlation has less effect on small area estimators based on an M-quantile regression
model because this type of model does not assume independent area effects.
Finally, we note once more that we have assumed a simple exchangeable linkage error model
because we are focussed on SAE carried out by a secondary data analyst. It would be interesting
to extend our estimators to situations where the information set on the linkage process is richer
and a primary analyst viewpoint can be adopted as in Briscolini et al. (2018) and Han and Lahiri
(2018).
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project InGRID 2 (Grant Agreement N. 730998, EU) and of project PRA2018-9 (From survey-
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Appendix A
Proof of (12)
We start noting that
VA,M (y
?
siq|Xiq) = VMEA(y?siq|Xiq) + VAEM (y?siq|Xiq)
Now EA(y
?
siq|Xiq) = TsiqXiq~β + Zsiqui + e?siq = X?siq~β + Zsiqui + e?siq and EM (y?siq|Xiq) =
AsiqXiq~β. As a consequence:
VA,M (y
?
siq|Xiq) = VM (X?siq~β + Zsiqui + e?siq) + VA(AsiqXiq~β)
= ZsiqΣuiZ
T
siq + Σseiq + Vsiq = Σsiq.
Proof of Preposition 1
In this Section we provide the proof of Preposition 1 paralleling Rao and Molina (2015), Section
5.6.1. Assuming y?s = (y
?
siq), i = 1, . . . , D; q = 1, . . . , Q and X
?′
s = col16i,q6D,Q(X
?
siq)
′ a linear
estimator µˆ = a′y?s + b is unbiased for µ = l
′~β + cu under the linear mixed model (10), that is
E(µˆ) = E(µ), if and only if a′X?s = l
′ and b = 0. The MSE of µˆ is given by
MSEA,M (µˆ) = VA,M (µˆ− µ) = VA,M (a′y?s − l′~β − cu)
= a′VA,M (y?s)a + c
′VA,M (u)c− 2a′CovA,M (y?s ,u)c
= a′ (ZΣuZ′ + Σse + V) a + c′Σuc− 2a′ZΣuc
= a′Σsa + c′Σuc− 2a′ZΣuc, (A-1)
where V = VA(AsX~β) with A
′
s = col16i,q6D,Q(Asiq)
′ and Σse is the variance of e?s = (e
?
siq), i =
1, . . . , D; q = 1, . . . , Q. The BLUP estimator is obtaining minimising MSEA,M (µˆ) subject to the
unbiasedness constraint a′X?s = l
′. Formulas (14) and (15) can be obtained following Section 5.6.1
from Rao and Molina (2015) with simple changing in notation.
REMARK: As Σs is block-diagonal matrix, Σs = diag(Σsiq), i = 1, . . . , D; q = 1, . . . , Q
equations (14) and (15) are expressed using summations, that is in a form more efficient for
computation.
Appendix B
The following RCs are required to prove the Preposition 2 set out in Section 3.1 and Prepositions
3 and 4 of Section 4.1 and uses the same notation as employed there. The regularity conditions
are similar to those proposed by Prasad and Rao (1990) and Chambers et al. (2014) with some
differences due to the presence of the linkage error.
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Condition 1. The elements of
∑
i,q X
?
siq are uniformly bounded as D → ∞ such that∑D
i=1
∑
q∈i X
?′
siqΣ
−1
siqX
?
siq = [O(D
−1)]p×p.
Condition 2. The covariances matrices Σui and Σsiq i = 1, · · · , D and q = 1, · · · , Q have
linear structure and are known positive definite matrices of order m × m and niq × niq
respecitvely, with elements that are also uniformly bounded as D →∞.
Condition 3. The elements of the matrix Vs = diag(Vsiq) are uniformly bounded as D →∞.
Condition 4. The covariances matrices Σui , Σsiq and Usiq, i = 1, · · · , D and q = 1, · · · , Q
are differentiable with respect to the variance components.
Condition 5. The dimension m of the area random effect is a fixed finite number supi>1 ni =
∆ <∞.
Condition 6. ~ˆδ is a translation-invariant unbiased estimator of ~δ as in Condition 4 of Prasad
and Rao (1990).
Condition 7. The influence function ψ is a bounded continuous function with a derivative
which, except for a finite number of points, is defined everywhere and is also bounded as in
Condition 1 of Chambers et al. (2014).
Condition 8. There are constants ζ > 0 and L < ∞ such that, if r?siq = U−1/2siq (y?siq −
X?siq
~βψ?0 ), t
?
siq = (Σseiq + Vsiq)
−1/2(y?siq − X?siq~βψ?0 − Zsiquψ?0i ) and d = Σ−1/2ui uψ?0i then
EA,M |u|ψ{r?siq}|4+ζ , EA,M |u||∂ψ{r?siq}||, EA,M |u|ψ{t?siq}|4+ζ , EA,M |u||∂ψ{t?siq}||, EA,M |u|ψ{d?siq}|4+ζ
and EA,M |u||∂ψ{d?siq}|| are all bounded by L as in Condition 5 in Chambers et al. (2014).
Condition 9. ∂δkX
?
siqBsiq = [O(1)]p×m for k = 1, . . . ,K where Bsiq was defined in equation
(43). This follows Condition 6 in Chambers et al. (2014).
Appendix C
In this Appendix we report VˆA,M |u(θ˜) that is a sandwich-type estimator of the first order approx-
imation of the conditional covariance matrix VA,M |u(θ˜) defined in Chambers et al. (2014). From
equations (31) and (32) we note that H(θ˜) = 0 where
H(~θ) =
(
H~βψ?
H
uψ?
)
=
( ∑D
i=1
∑
q∈i X
?′
siqΣ
−1
siqU
1/2
siq ψ{U−1/2siq (y?siq −X?siq~βψ?)} = 0∑D
i=1
∑
q∈i
{
Z′siqΣ
−1/2
seAiqψ
{
Σ
−1/2
seAiq(y
?
siq −X?siq~βψ? − Zsiquψ?i )
}
−Σ−1/2ui ψ{Σ
−1/2
ui
uψ?i }
}
= 0
)
.
Then we can compute the asymptotic variance of solutions to an estimating equation to obtain
a first order approximation to VA,M |u(θ˜) following Chambers et al. (2014). The sandwich-type
estimator of this asymptotic approximation can be obtained as
VˆA,M |u(θ˜) = EˆA,M |u(∂~θH0)
−1
(
VˆA,M |u(H0~βψ?) ĈovA,M |u(H0~βψ? ,H0uψ?)
ĈovA,M |u(H0uψ? ,H0~βψ?) VˆA,M |u(H0uψ?)
)(
EˆA,M |u(∂~θH0)
−1
)′
,
(A-2)
where
EˆA,M |u(∂~θH0)
−1 =
(
EˆA,M |u(∂~βψ?0 H0~βψ?) −EˆA,M |u(∂~βψ?0 H0~βψ?)
−1EˆA,M |u(∂~βψ?0 H0uψ?)EˆA,M |u(∂uψ?H0uψ?)
−1
0 EˆA,M |u(∂uψ?0 H0uψ?0 )
)
,
with
EˆA,M |u(∂~βψ?0 H0~βψ?) = −
D∑
i=1
∑
q∈i
X?′siqΣ
−1
siqU
1/2
siq R
∗
siqU
−1/2
siq X
?
siq,
EˆA,M |u(∂uψ?0 H0uψ?0 ) = −
D∑
i=1
∑
q∈i
Z′siqΣ
−1/2
seAiqT
?
siqΣ
−1/2
seAiqZsiq −Σ−1/2ui C?siqΣ−1/2ui ,
EˆA,M |u(∂~βψ?0 H0uψ?0 ) = −
D∑
i=1
∑
q∈i
Z′siqΣ
−1/2
seAiqT
?
siqΣ
−1/2
seAiqX
?
siq,
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VˆA,M |u(H0~βψ?) = (n− p)−1
D∑
i=1
∑
q∈i
ψ2{r?siq}X?′siqΣ−1siqUsiqΣ−1siqX?siq
VˆA,M |u(H0uψ?) = (n− p)−1
D∑
i=1
∑
q∈i
ψ2{t?siq}Z′siqΣ−1seAiqZsiq
ĈovA,M |u(H0uψ? ,H0~βψ?) = (n− p)−1
D∑
i=1
∑
q∈i
(
ψ{r?siq}ψ{t?siq}
)
X?′siqΣ
−1
siqU
1/2
siq Σ
−1/2
seAiqZsiq,
with R?siq is an niq × niq diagonal matrix of r?siq = U−1/2siq (y?siq − X?siq ~˜β?) with jth diagonal
element equal to 1 if −c < r?siqj < c, and 0 otherwise; T?siq is an niq × niq diagonal matrix of
t∗siq = Σ
−1/2
seAiq(y
?
siq −X?siq ~˜β? − Zsiqu˜i) with jth diagonal element equal to 1 if −c < t?siqj < c, and
0 otherwise; C?siq is an m ×m diagonal matrix of Σ−1/2ui u˜ψ?i with lth diagonal element equal to 1
if −c < c?siqh < c, and 0 otherwise.
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Figure 1: Scatterplots of two synthetic populations. In the upper panel the relationship between
x and y when there are no linkage errors (filled circle). In the lower panel the same relationship
when wrongly matched pair (y?ij ,xij) occurring (circle).
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Figure 2: Scatterplots of two synthetic populations. In the upper panel is represented the rela-
tionship between x and y when there are representative outliers (filled triangle point-up). In the
lower panel the same relationship when also wrongly matched pair (y?ij ,xij) occurring (circle).
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Figure 3: Boxplots showing area-specific values of the RMSE ratios for the MSE estimators in
the design-based scenario (the RMSE ratio is defined as the ratio of the average over repeated
sampling of the RMSE estimator for an estimator to the actual RMSE of this estimator under
repeated sampling).
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Predictor Results (%) for the following scenarios:
Relative bias RRMSE (EFF)
(0, 0) (e, u) (0, 0) (e, u)
ˆ¯Y EBLUPi 0.00 -0.01 1.37 (100.0) 1.42 (100.0)
ˆ¯Y ?EBLUPi 0.03 0.01 1.26 (91.9) 1.28 (90.2)
ˆ¯Y ??EBLUPi 0.00 0.00 1.29 (94.6) 1.36 (95.3)
ˆ¯Y REBLUPi -0.06 -0.06 1.16 (84.3) 1.20 (83.7)
ˆ¯Y ?REBLUPi -0.09 -0.09 1.14 (82.7) 1.17 (81.2)
ˆ¯YMQi -0.19 -0.17 1.31 (94.8) 1.34 (92.9)
ˆ¯Y ?MQi -0.04 -0.05 1.12 (81.4) 1.17 (80.8)
Table 1: Model-based simulation results: median values of the percentage of relative bias and
RRMSE of predictors of small area means with ni = 5. In parenthesis the values of the efficiency
(EFF).
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Predictor Results (%) for the following scenarios:
Relative bias RRMSE
(0, 0) (e, u) (0, 0) (e, u)
M̂SE( ˆ¯Y EBLUPi ) -3.9 2.8 22.5 32.1
M̂SEA,M (
ˆ¯Y ?EBLUPi ) 0.7 14.1 21.5 35.3
M̂SEA,M (
ˆ¯Y ??EBLUPi ) -3.1 6.9 21.8 30.8
M̂SE( ˆ¯Y REBLUPi ) 9.1 6.1 52.8 44.4
M̂SEA,M |u( ˆ¯Y ?REBLUPi ) -0.4 19.2 51.1 63.0
M̂SE( ˆ¯YMQi ) -10.3 -12.6 57.6 56.9
M̂SEA,M (
ˆ¯Y ?MQi ) -2.7 -4.7 43.1 44.1
Table 2: Median values of percentage of relative bias and RRMSE of RMSE estimators in model-
based simulation experiments.
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Predictor Relative bias RRMSE EFF
ˆ¯Y EBLUPi -0.23 7.40 100.0
ˆ¯Y ?EBLUPi 0.44 6.40 86.6
ˆ¯Y ??EBLUPi 0.38 6.45 86.8
ˆ¯Y REBLUPi -2.10 5.35 81.3
ˆ¯Y ?REBLUPi -0.67 4.96 78.7
ˆ¯YMQi -3.88 7.47 101.4
ˆ¯Y ?MQi -2.63 6.72 86.7
Table 3: Design-based simulation results: median values of relative bias, RRMSE and efficiency
(EFF) of predictors of small area means with n = 262.
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Predictor Relative bias RRMSE
M̂SE( ˆ¯Y EBLUPi ) 49.9 95.6
M̂SEA,M (
ˆ¯Y ?EBLUPi ) -2.5 47.9
M̂SEA,M (
ˆ¯Y ??EBLUPi ) -3.3 48.0
M̂SE( ˆ¯Y REBLUPi ) 12.2 50.1
M̂SEA,M |u( ˆ¯Y ?REBLUPi ) 12.0 50.4
M̂SE( ˆ¯YMQi ) -22.8 51.3
M̂SEA,M (
ˆ¯Y ?MQi ) 14.4 59.9
Table 4: Median values of relative bias and RRMSE of RMSE estimators in design-based simulation
experiment.
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