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Abstract. The Prefix table of a string reports for each position the maximal length of
its prefixes starting here. The Prefix table and its dual Suffix table are basic tools used in
the design of the most efficient string-matching and pattern extraction algorithms. These
tables can be computed in linear time independently of the alphabet size.
We give an algorithmic characterisation of a Prefix table (it can be adapted to a Suffix
table). Namely, the algorithm tests if an integer table of size n is the Prefix table of some
word and, if successful, it constructs the lexicographically smallest string having it as a
Prefix table. We show that the alphabet of the string can be bounded to log
2
n letters.
The overall algorithm runs in O(n) time.
1. Introduction
The Prefix table of a string reports for each position on the string the maximal length
of its prefixes starting at that position. The table stores the same information as the Border
Table of the string, which memorises for each position the maximal length of prefixes ending
at that position. Both tables are useful in several algorithms on strings. They are used
to design efficient string-matching algorithms and are essential for this type of applications
(see for example [15] or [6]).
The dual notion of the Prefix table, the Suffix Table (not to be confused with the
Suffix Array that is related to the lexicographic order of the suffixes), simplifies the design
of the pattern preprocessing for Boyer-Moore string-matching algorithm ([4], see also [6]).
This preprocessing problem is notorious for its several unsuccessful attempts. Gusfield
makes it a fundamental element of string-matching methods he presents in [15]. His Z-
algorithm corresponds to the computation of the Suffix table. Along the same line, the
Suffix table is an essential element of the Apostolico-Giancarlo string-matching algorithm
[1], one of the ultimate improvements of the Boyer-Moore strategy: the maximal number
of symbol comparisons is no more than 3n/2 in the worst-case [9], which is half the number
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of the original searching algorithm, and this is linked to the total running time of the
algorithm. By the way, the technique is still the object of a conjecture about the polynomial
number of configurations encountered during a search (see [17, 2]). These techniques or some
reductions of them are the best choice for implementing search tools inside text editors or
analogue software.
The computation of the table of borders is a classical question. It is inspired by an
algorithm of Morris and Pratt (1970), which is at the origin of the first string-matching
algorithm running in linear time independently of the alphabet size [17]. Despite the fact
that Border Tables and Prefix tables contains the same information on the underlying string,
the efficient algorithms to compute them are quite different (see [6, Chapter 1]). The first
algorithm has a recursive expression while this is not so for the second one.
The technique used to compute the Prefix table works online on the string and takes
advantage on what has been done on shorter prefixes of the string. It needs only simple
combinatorial properties to be proved. A similar technique is used by Manacher [18] for
finding the shortest even palindrome prefix of a string, which extends to a linear-time
decomposition of a string into even palindromes ([14], see also [17]).
In this article we consider the reverse engineering problem: testing if a table of integers
is the Prefix table of some string, and if so, producing such a string.
The same question can be stated for other data structures storing information on strings.
Successful solutions then provide if-and-only-if conditions on the data structures and then
complete characterisations, which is of main theoretical interest. It is also of interest for
software testing problem related to the data structures when it comes to implementing
them. It helps also design methods for randomly generating the data structures in relation
to the previous problem.
As far as we know, reverse engineering has been first considered for Border Tables by
Franek et al. [12]. Their algorithm tests whether an integer array is the Border Table
of a string or not, and exhibits a corresponding string if it is. They solve the question
in linear time, according to the size of the input array, for an unbounded alphabet. A
refinement of the technique by Duval et al. [10, 11] solves the question for a bounded-size
alphabet. Bannai et al. [3] characterise three other data structures intensively used in
String Algorithmics: Directed Acyclic Subsequence Graph, Directed Acyclic Word Graph
or Minimal Suffix Automaton, and Suffix Array. Their three testing algorithms run in linear
time as well. Reconstructing a Suffix Array is obvious on a binary alphabet especially if
a special symbol is appended to the string. For general alphabets, another solution is by
Franek et al. [13]. In this situation, the algorithm accounts for descents in permutations
(see [5]).
The case of Prefix table (or Suffix table) seems more difficult. However we get, as for
previous questions, a linear-time test. The algorithm can provide the largest initial part of
the array that is compatible with a Prefix table. When the array is a Prefix table it infers
a string corresponding to it on the smallest possible alphabet. We show that indeed log2 n
letters are enough for a table of size n. In the algorithm we make use of a variable to store
a set of letters that are forbidden in a certain context. It is surprising and remarkable that,
due to combinatorial properties, the algorithm requires no sophisticated data structure to
implement this variable and still runs in linear time.
Reverse engineering for the Longest Previous Factor table, which is an important com-
ponent of Ziv-Lempel text compression method (see [7, 8]), is an open question. It is not
known if a linear-time solution exists.
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In next sections we first describe properties of Prefix tables, then design the testing
algorithm, and finally analyse it.
2. Properties of Prefix tables
After basic definitions we state the major properties of Prefix tables.
2.1. Preliminaries and definitions
Let A be an ordered alphabet, A = {a0, a1, . . .}. A word w of length |w| = n is a finite
sequence w[0]w[1] . . . w[n−1] = w[0 . . n−1] of letters of A. The language of all words is A∗,
and A+ is the set of nonempty words. For 0 ≤ i, j < n we say that the factor w[i . . j] occurs
at position i on w. By convention, w[i . . j] is the empty word ε if i > j. The prefix (resp.
suffix) of length ℓ, 0 ≤ ℓ ≤ n, of w is the word u = w[0 . . ℓ− 1] (resp. u = w[n− ℓ . . n− 1]).
A border u of w is a word that is both a prefix and a suffix of w distinct from w itself.
Definition 2.1 (Prefix table). The Prefix table Prefw of a word w ∈ A
+ of length n, is the
array of size n defined, for 0 ≤ i < n, by
Prefw[i] = lcp(w,w[i . . n− 1]),
where lcp(u, v) denotes the length of the longest common prefix of two words u and v.
Definition 2.2 (Extent and Anchor). On a table t of size n we define, for 0 < i ≤ n:
• the (right) extent Extent(t, i) of position i (according to t) is the integer
Extent(t, i) = max{j + t[j] | 0 < j < i} ∪ {i},
• the anchor Anchor(t, i) of position i (according to t) is the set of positions on t
reaching the extent of i, i.e.,
Anchor(t, i) = {f | 0 < f < i and f + t[f ] = Extent(t, i)}.
Remark 2.3. Let us consider two positions i and j on the Prefix table t, i < j, that
satisfy Extent(t, i) 6= Extent(t, j). Then, Anchor(t, i)∩Anchor(t, j) = ∅. Indeed in this case
Extent(t, i) < Extent(t, j), and we have maxAnchor(t, i) < i while minAnchor(t, j) ≥ i.
In the description of the algorithm and its analysis we refer to the set of letters following
immediately the prefix occurrences of the borders of a word w. For 0 < i ≤ k ≤ n, we note
E(w, i, k) = {w[|u|] | u is a border of w[0 . . k − 1] and |u| > k − i},
and we simply write E(w, k) when considering E(w, k, k).
Example. Let w be the word ababaabababa. The following table shows its Prefix table
t, the values Extent(t, i), and the sets Anchor(t, i), for all values of i.
i 0 1 2 3 4 5 6 7 8 9 10 11 12
w[i] a b a b a a b a b a b a –
t[i] 12 0 3 0 1 5 0 5 0 3 0 1 –
Extent(t, i) – 1 2 5 5 5 10 10 12 12 12 12 12
Anchor(t, i) – ∅ ∅ {2} {2} {2, 4} {5} {5} {7} {7} {7, 9} {7, 9} {7, 9, 11}
The whole word has three nonempty borders: ababa, aba, and a occurring at respective
positions 7, 9, and 11. We have E(w, 9, 12) = {a} because u = ababa is the only border
of w of length larger than 3 = 12 − 9 and w[|u|] = a. We have E(w, 12) = {a, b} because
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the three nonempty borders of w are ababa, aba, and a, and because w[5] = {a} and
w[3] = w[1] = {b}.
Definition 2.4 (Validity and compatibility). Let t be a table of size n. For 0 < i < n, we
say that:
• the table t is valid until i if there exists a word w for which t[1 . . i] = Prefw[1 . . i].
We also say that t is compatible with w until i.
• The table t is valid if there exists a word w such that t = Prefw (note that in
particular t[0] = n). We also say that t is compatible with w.
Example. Let t and t′ be the two tables defined by:
i 0 1 2 3 4 5
t[i] 6 0 0 2 0 1
t′[i] 6 0 0 2 1 1
The table t is valid since it is compatible with abcaba for example. But the table t′ is not
valid since it cannot be the Prefix table of any word. However, t′ is compatible with abcaba
until position 3.
2.2. Properties
In this subsection we state if-and-only-if conditions on values appearing in a Prefix
table. The algorithm of the next section is derived from them.
By definition, the values in the Prefix table of a word w of length n satisfy
0 ≤ Prefw[i] ≤ n− i and Prefw[0] = n .
There is another simple property coming from the definitions of Extent and E : when g =
Extent(Prefw, i) = i and i < n, w[i] 6∈ E(w, g).
The next statement gives less obvious conditions (some of them are in [6]).
Proposition 2.5 (Necessary and sufficient conditions on values in a prefix table). Let w be
a word of length n and Prefw its Prefix table. Let i ∈ {1, . . . , n−1} and g = Extent(Prefw, i),
and assume i < g. Then, for all f ∈ Anchor(Prefw, i), one has
(i) Prefw[i] < g − i if and only if Prefw[i− f ] < g − i and then both
Prefw[i] = Prefw[i− f ] and w[i− f + Prefw[i]] = w[i+ Prefw[i]] 6= w[Prefw[i]] .
(ii) Prefw[i] = g − i if and only if
{
Prefw[i− f ] ≥ g − i and
g = n or w[g] 6= w[g − i] .
(iii) Prefw[i] = g − i+ ℓ and ℓ > 0 if and only if

Prefw[i− f ] = g − i and
w[g . . g + ℓ− 1] = w[g − i . . g − i+ ℓ− 1] and
g + ℓ = n or w[g + ℓ] 6= w[g − i+ ℓ] .
Proof. Let f ∈ Anchor(Prefw, i). Let u = w[f . . g − 1] and v = w[i . . g − 1]. By definition
of f and g, the word u is the longest prefix of w beginning at position f . This ensures that
w[g] 6= w[g− f ] if g < n. The suffix v of u has another occurrence at position i− f and one
has |v| = g − i. With the notation, we get the following.
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(i)
u′ b u′ a u′ a
v v
u u
k i − f g − f f i g
(ii)
v b v c v a
u u
g − i i − f f i g
(iii)
v a v b v a
u′ u′
u u
g − i i − f g − f f i g
Figure 1: Illustration for the proof of Proposition 2.5. (i) Case Prefw[i] < g − i. In word w, the
letter following u′ at position i− f is the same as the letter following it at i, and different
from the letter at position k = Prefw[i] (a 6= b). (ii) Case Prefw[i] = g− i. In word w, we
have Prefw[i− f ] ≥ g − i. If w[g] is defined and equals a, we have both a 6= b and a 6= c.
If in addition b 6= c, then Prefw[i− f ] = g − i, otherwise, Prefw[i− f ] > g − i. (iii) Case
Prefw[i] > g − i. In word w, we have a 6= b and then Prefw[i− f ] = g − i.
(i) When Prefw[i] = k < g − i = |v|, one has Prefw[i − f ] = k (and the converse
is also true). Moreover, w[i . . i + k − 1] = w[i − f . . i − f + k − 1] = w[0 . . k − 1] and
w[i+ k] = w[i− f + k] 6= w[k] (see Figure 1(i)).
(ii) Suppose Prefw[i] = g−i. Then w[g] 6= w[g−i], if g 6= n, by definition of Prefw. The
word v being a suffix of u also occurs at position i−f , which implies Prefw[i−f ] ≥ g− i as
expected. Conversely, if Prefw[i− f ] ≥ g − i then v is a prefix of w that occurs at position
i. Since w[g] 6= w[g − i] when g < n, one has Prefw[i] = |v| = g − i (see Figure 1(ii)). The
conclusion holds obviously if g = n.
(iii) Suppose Prefw[i] = g − i + ℓ with ℓ > 0. Let v
′ = w[g . . g + ℓ − 1]. We have by
definition of Prefw, v = w[0 . . g−i−1], v
′ = w[g−i . . g−i+ℓ−1], and w[g+ℓ] 6= w[g−i+ℓ]
(if g + ℓ < n). So one has w[g] = w[g − i] (first letter of v′) and since w[g] 6= w[g − f ],
we get Prefw[i − f ] = |v| = g − i. The converse is also true by definition of Prefw since
v = w[i . . g − 1] = w[i − f . . g − f − 1] = w[0 . . g − i− 1] (see Figure 1(iii)).
The next proposition ensures that Prefw[1 . . i] is only determined by the prefix of the
word of length Extent(Prefw, i+ 1).
Proposition 2.6. Let w = w[0 . . n − 1] be a word of length n and Prefw its Prefix table.
Let i ∈ {1, . . . , n− 1} and g = Extent(Prefw, i). Let x be the prefix of w of length g. Then
Prefw[1 . . i− 1] = Prefx[1 . . i− 1].
Proof. By definition of g, we know that prefixes of w starting at j, 1 ≤ j < i, do not end
beyond position g−1. The letter at position g acts as a marker for all these prefixes, whence
the equality.
3. Testing an integer table
In this section, we describe the testing algorithm and prove its correctness.
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3.1. Algorithm
The algorithm TableToWord takes as input an integer array t of size n, and checks
whether t is a valid Prefix table. If so, the output is the smallest (according to the lexico-
graphic order) word w for which t = Prefw together with the number of distinct symbols
needed. If t is not valid, the algorithm exits with error. It can be modified to output the
longest initial part of the table that is valid.
TableToWord(t, n)
1 if t[0] 6= n then
2 return Error(“incompatible length”)
3 w[0]← first symbol of the alphabet
4 k ← 1
5 g ← 1
6 E ← ∅
7 for i← 1 to n− 1 do
8 if t[i] < 0 or t[i] > n− i then
9 return Error(“error at position”, i)
10 if i = g then
11 if t[i] = 0 then
12 w[g]← ChooseNotIn(E ∪ {w[0]})
13 if w[g] is a new letter then
14 k ← k + 1
15 E ← ∅
16 g ← g + 1
17 elseif w[0] ∈ E then
18 return Error(“error at position”, i)
19 else Copy(w, i, 0, t[i])
20 (f, g)← (i, i+ t[i])
21 E ← {w[g − f ]}
22 elseif t[i] < g − i then ⊲ Case (i)
23 if t[i− f ] 6= t[i] then
24 return Error(“error at position”, i)
25 elseif t[i] = g − i then ⊲ Case (ii)
26 if t[i− f ] < g − i then
27 return Error(“error at position”, i)
28 E ← E ∪ {w[g − i]}
29 elseif t[i− f ] 6= g − i or w[g − i] ∈ E then ⊲ Case (iii)
30 return Error(“error at position”, i)
31 else Copy(w, g, g − i, t[i]− g + i)
32 (f, g)← (i, i+ t[i])
33 E ← {w[g − f ]}
34 return (w, k)
The function Copy is defined as follows: Copy(w, i, j, ℓ) copies successively ℓ letters at
positions j, j + 1, . . . , j + ℓ− 1 to respective positions i, i+ 1, . . . , i+ ℓ− 1. Note that some
letters may be undefined when the process starts.
The algorithm is essentially built from the properties of Prefix tables stated in Propo-
sition 2.5 and before the statement. The variable E implements the set E and stores the
letters that should not appear at position g in a valid table. In the text of the algorithm,
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the function ChooseNotIn(S) is used to return the first symbol which is not in the set S.
Implementations of E and ChooseNotIn are discussed in Section 4.
The correctness of the algorithm is established in Propositions 3.2 and 3.3 below.
3.2. Correctness of the algorithm
Before proving that the algorithm TableToWord is correct in Propositions 3.2 and
3.3, we establish a lemma consisting in three parts. This lemma is closely related to Propo-
sition 2.5 on prefix tables. However, the next lemma is concerned with an integer table t
only known to be valid until i− 1 and gives conditions on the next value t[i].
Lemma 3.1. In the following three statements, t is an integer table of size n, index i ∈
{1, . . . , n − 1} is fixed, g = Extent(t, i), and A = Anchor(t, i). The table is assumed to
be valid until i − 1, compatible with the word w until i − 1. We also suppose i < g. The
following properties hold:
a) If t[i] < g − i and if there exists f ∈ A such that t[i− f ] = t[i], then for all f ′ ∈ A,
t[i− f ′] = t[i].
b) If t[i] = g − i and there exists f ∈ A such that t[i− f ] ≥ g − i, then for all f ′ ∈ A,
t[i− f ′] ≥ g − i.
c) If t[i] > g−i and there exists f ∈ A such that t[i−f ] = g−i and w[g−i] 6∈ E(w, i, g),
then for all f ′ ∈ A, t[i− f ′] = g − i.
Proof. The proofs for the three properties rely on the same kind of arguments, but for lack
of space we only detail the first one.
Let f ∈ A be such that t[i − f ] = t[i] and let any f ′ ∈ A. Since t is compatible with
w until i − 1, we have both t[f ] = Prefw[f ] = g − f and t[f
′] = Prefw[f
′] = g − f ′. Let
y = w[i . . i + t[i] − 1] and v = w[i . . g − 1]. By hypothesis, y is a proper prefix of v, and
the word v occurs at positions i− f and i− f ′. So, letters at positions i+ t[i], i− f + t[i]
and i − f ′ + t[i] are the same. And this letter is different from letter at position t[i] since
Prefw[i− f ] = t[i]. Therefore t[i− f
′] = Prefw[i− f
′] = t[i].
Proposition 3.2 (Correctness of the algorithm). Suppose the algorithm terminates nor-
mally (i.e., without error). At the beginning of the ith iteration,, we have the following
relations for the set of variables {w, f, g,E} of the algorithm :
(1) g = Extent(t, i) ;
(2) The word w built is of length |w| = g ;
(3) f = minAnchor(t, i) if i < g ;
(4) E = E(w, i, g) ;
(5) t[1 . . i− 1] = Prefw[1 . . i− 1].
Proof. The proof is based upon recursion on the index i.
Properties 1–4 are easy to check. When i = g, the last property is a direct consequence
both of Pref and Extent definitions and of Proposition 2.6. When i < g, it is a direct
consequence of Lemma 3.1 as well as of propositions 2.5 and 2.6.
Proposition 3.3. If the algorithm exits with error at the ith iteration on input table t, then
t is valid until position i− 1 but not until i.
Proof. The table is trivially invalid if the algorithm stops on line 2 or line 9. So we now
suppose that t[0] = n and also that integers in the table are never out of bounds.
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Suppose we have an error during the ith iteration with i > 0. Let w be the word built
so far at the beginning of the ith iteration. Thanks to Proposition 3.2, t is compatible with
w until position i−1, so that t is also valid until position i−1, and we have g = Extent(t, i),
f ∈ Anchor(t, i) = A, E = E(w, i, g).
We examine several cases depending on which line of the algorithm the error is produced.
Line 18. One has i = g, t[i] > 0, E = E(w, i, g) = E(w, g) and w[0] ∈ E. There exists
f ′ ∈ A such that w[g − f ′] = w[0]. Thus, t[g − f ′] = Prefw[g − f
′] > 0. By contradiction,
suppose now that there exists a word z such that t[1 . . i] = Prefz[1 . . i]. We must have
Prefz[i] = t[i] > 0 and then for all f ∈ A, z[g − f ] 6= z[0]. Thus Prefz[g − f ] = 0, for all
f ∈ A and it is true in particular for f ′. So we have Prefz[g − f
′] = 0 6= t[g − f ′], against
the hypothesis.
Line 24 or 27. The entry t[i] does not satisfies one of the properties stated in Proposi-
tion 2.5.
Line 30. We have t[i] > g − i. If t[i − f ] 6= g − i, then t[i] is in contradiction with
Proposition 2.5 and is invalid. Suppose now that t[i − f ] = g − i and w[g − i] ∈ E. As
in the previous case (on Line 18), there exists f ′ ∈ A such that w[g − f ′] = w[g − i] and
Prefw[i− f
′] = t[i− f ′] > g − i. Again, by contradiction, suppose that there exists a word
z such that t[1 . . i] = Prefz[1 . . i]. We must have Prefz[i] = t[i] > g− i. By Proposition 2.5,
we get Prefz[i− f ] = g− i, for all f ∈ A, and in particular that Prefz[i− f
′] = g − i. Thus
Prefz[i− f
′] 6= t[i− f ′], which yields a contradiction.
As a conclusion, if the algorithm stops with error during the ith iteration, there is no
word z such that t[1 . . i] = Prefz[1 . . i], which means that the table is valid until i−1 only.
As an immediate consequence of the last two propositions we get the following statement.
Corollary 3.4. An integer table t is a valid Prefix table if and only if the algorithm
TableToWord terminates without error. Moreover the output word w it produces is the
lexicographically smallest word compatible with t.
4. Analysis of the algorithm
After the correctness of the algorithm TableToWord, the present section is devoted to
its complexity analysis in the worst case. We first consider its running time under some
assumption (proved later), show a remarkable property of contiguity of forbidden letters,
and then evaluate the number of letters required to built the smallest word associated with
a valid table.
4.1. Linear running time
We assume that the variable E of algorithm TableToWord is implemented with a
mere linear list (linked or not). Although the variable is associated with a set of letters, we
allow several copies of the same letter in the list. Therefore, adding a letter to the list or
initialising it to the empty set can be performed in constant time. Membership is done in
time O(|E|), denoting by |E| the length of the list.
In this subsection, we additionally assume that ChooseNotIn, the choice function,
executes in constant time. There is no problem to get this condition if we do not require
the algorithm produces the smallest word associated with a valid table. But even with
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this requirement we show how to satisfy the hypothesis in Section 4.2, using a contiguity
property of letters in E.
Proposition 4.1 (Time complexity). The algorithm TableToWord can be implemented
to run in time O(n) on an input integer table of size n.
Proof. Let t be the input table. The only non constant-time instructions inside the for loop
of the algorithm are copies of words (lines 19 and 31) and operations on the set of letters
via the variable E (lines 6, 12, 15, 17, 21, 28, 29, and 33).
Let w be the word built by the algorithm. We note that letters of w are assigned to
positions exactly once. Hence the total number of copies of letter is exactly n.
Initialisation and update operations can both be achieved in constant time with the
considered implementation of E. As for membership tests at lines 17 and 29, the number of
letters we have to test is at most the number of elements in Anchor(t, i). But we note that
the value of g = Extent(t, i) is strictly increased eventually after the test, which means that
Extent(t, i+1) > Extent(t, i). Since by Remark 2.3 in this situation Anchor(t, i) is disjoint
from all the Anchor(t, j), j > i, the number of letter comparisons is less than n (number of
positions, excluding position 0).
It remains to consider the time to choose a letter at line 12 with functionChooseNotIn,
which we assume temporarily that it is constant. We can thus conclude to an overall linear
running time.
4.2. Contiguous letters
We show in this section that the set of letters stored in the variable E of the algorithm
TableToWord satisfies a contiguity condition. This property leads to a very simple
and efficient implementation of the function ChooseNotIn, which meets the requirement
stated before Proposition 4.1. We start with the extra definition of a choice position: it is
a position on the table t for which the algorithm has to choose a letter.
Definition 4.2 (Choice position). Let t be an integer table of size n. A position g on t is
called a choice position if Extent(t, g) = g (that is, if for all j < g, j+ t[j] ≤ g) and t[g] = 0.
Remark. If g is a choice position, all borders of w[0 . . g − 1] (t compatible with w) are
strict borders (if the border has length k, w[k] 6= w[g]). It is known that the number of
strict borders of a word of length n is at most logϕ n where ϕ is the golden mean (see for
example [6, Page 91]). This suggests that the alphabet size of a word admitting t as Prefix
table is logarithmic in the length of t. The next section shows the logarithmic behaviour
more accurately with a different argument.
Proposition 4.4 below states that each time the function ChooseNotIn is called on
line 12 of the algorithm TableToWord the set E(w, g) ∪ {w[0]} is a set of contiguous
letters, that is, it contains all the letters between a0 and the largest one in E(w, g)∪{w[0]}.
We introduce convenient definitions and notation related to a prefix u of the word w:
• Next(u) = {w[|v|] | v ∈ A∗ border of u} (note that Next(ε) = ∅).
• For a ∈ Next(u), the special border of u with respect to letter a is the shortest
border v such that w[|v|] = a.
Lemma 4.3. Let g be a choice position on Prefw, and let v, v 6= ε, be the special border of
w[0 . . g − 1] with respect to some letter b. Then |v| is also a choice position.
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Proof. Since v 6= ε and v is a special border, we have b 6= w[0], and then Prefw[|v|] = 0. By
contradiction, suppose |v| is not a choice position. There exists a position j, 0 < j < |v|,
such that j+Prefw[j] > |v|. Let y = w[j . . |v|−1], which is a border of v, and also a border
of w[0 . . g− 1]. But we also have b = w[|y|] and |y| < |v|. So v cannot be the special border
with respect to b.
Proposition 4.4 (Contiguous). Let t be a valid Prefix table and w the word produced
by the algorithm TableToWord from t. For any choice position g on t, setting k =
cardNext(w[0 . . g − 1]), we have Next(w[0.. . . g − 1]) = {a0, . . . , ak−1}.
Proof. Note that choice positions are exactly positions where we must call the function
ChooseNotIn (line 12). In this case we always choose the smallest possible letter.
The proof is based upon a recursion on k. In the following g is always a choice position
and we set Sg = Next(w[0 . . g − 1]) and wg = w[0 . . g − 1] to shorten notation.
If k = 1, we have Sg = {w[0]} since ε is always a border of wg.
Suppose that for any choice position h with card(Sh) = k−1, we have Sh = {a0, a1, . . . , ak−2}.
Let g be a choice position such that card(Sg) = k with k > 1. Consider the longest special
border u of wg and let b = w[|u|] be its associated letter. We have u 6= ε since card(Sg) > 1.
The previous lemma entails that |u| is a choice position. But b cannot be in S|u| (otherwise
u would not be the special border with respect to b). Since Sg = S|u| ∪ {b}, we must have
card(S|u|) = k − 1. So by recurrence S|u| = {a0, a1, . . . , ak−2}. Therefore the letter chosen
at position |u| is b = ak−1.
This ends the recurrence and the proof.
Implementation of ChooseNotIn. Following Proposition 4.4, a simple way to implement
the function ChooseNotIn is to store the largest forbidden letter at position g. Choosing a
letter remains to take the next letter because of the contiguity property, which can obviously
be done in constant time.
4.3. Alphabet size
We evaluate the smallest number of letters needed to build a word associated with a
valid Prefix table. We first adapt some properties on borders of a word derived from results
by Hancart [16] (see also [6] or [19] for example). In the following, w is a word of length n
over the alphabet A.
For any prefix of u of w, we define
deg(u) = card(Next(u)),
and note that it is card(E(w, |u|) ∪ {w[0]}) when u 6= ε. We have
deg(u) =
{
0 if u = ε
card{v | v is a special border of u} otherwise.
Lemma 4.5. Let u be a nonempty prefix of w. Any special border v of u satisfies the
inequality |v| < |u|/2.
Proof. The word v is a special border with respect to a = w[|v|]. We prove the statement
by contradiction. Suppose |v| ≥ |u|/2, and let k = 2|v| − |u| and y = w[0 . . k − 1]. Then
y is a border of v (and also of u, see Figure 2) and |y| < |v|. But the equality w[|y|] and
w[|v|] contradicts the fact that v is a special border. Thus, the inequality holds.
REVERSE ENGINEERING PREFIX TABLES 299
u y a a
a
v y
v y
|v|
Figure 2: The word y is a border of v and u. Letters at positions |y| and |v| are the same, which
prevents v to be a special border of u.
Denoting by s-Bord (u) the longest special border of u, we get the following corollary.
Corollary 4.6. Let w ∈ A+. The length of s-Bord (w) is smaller than |w|/2.
Lemma 4.7. Let w ∈ A+ and u a nonempty prefix of w. One has
deg(u) = deg(s-Bord (u)) + 1.
Proof. This is a direct consequence of the fact that a special border of u is either s-Bord (u)
or a special border of s-Bord(u).
Proposition 4.8. For any nonempty prefix u of w, we have
deg(u) ≤ ⌊log2(|u|+ 1)⌋.
Proof. The proof relies on a recursion on |u|. If |u| = 1, then deg(u) = 1 since ε is the
unique border of u. Thus the property is true. Suppose |u| > 1 and that the property holds
for any prefix of w of length less than |u|. Let us set v = s-Bord (u). We have
deg(u) = deg(v) + 1 ≤ ⌊log2(|v| + 1)⌋+ 1 = ⌊log2(2|v| + 2)⌋ ≤ ⌊log2(|u|+ 1)⌋.
The first equality comes from Lemma 4.7, and the last inequality is obtained via Corol-
lary 4.6.
The last lemma yields the following corollary.
Corollary 4.9. For any nonempty prefix u of w, one has
deg(u) ≤ min{card(Alpha(u)), ⌊log2(|u|+ 1)⌋},
where Alpha(u) is the set of letters occurring in u.
The following example shows that the bound stated in Corollary 4.9 is tight.
Example. We define a sequence of word (wi)i≥0 by
w0 = a0, and for i ≥ 1 wi = wi−1aiwi−1.
It is straightforward to check that, for i ≥ 0, we have both |wi| = 2
i+1 − 1 and deg(wi) =
card(Alpha(wi)) = ⌊log2(|wi|+ 1)⌋ = i+ 1.
Proposition 4.10. For the word w produced by the algorithm TableToWord from a table
of size n, the following (tight) inequality holds
card(Alpha(w)) ≤ ⌊log2(n+ 1)⌋.
Proof. With the same notation as in Proposition 3.2, at the beginning of the ith iteration,
the word w of length g = Extent(t, i) has been built, and we have E = E(w, i, g). So if i = g
and t[i] = 0, we have E ∪ {w[0]} = Next(w). Hence, by Corollary 4.9, we get
card(E ∪ {w[0]}) = deg(w) ≤ min{card(Alpha(w)), ⌊log2(|w| + 1)⌋}.
This implies that a new letter must be introduced only if card(E∪{w[0]}) = card(Alpha(w)).
Considering i = n yields the result.
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Remark (Size of the maximal alphabet). It is worth noting that a slight modification of
the algorithm provides a word with the maximal number of letters and compatible with
the input valid table. Indeed we just have, at each call to the function ChooseNotIn, to
return a new letter each time it is called. This way we build the word compatible with t
with the highest number of letters.
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