INTRODUCTION
A very basic and important ecological question associated with the study of multispecies population interactions is the long term coexistence of the involved populations. Such questions arise also in many other situations Ž w x. see Hutson and Schmitt 17 . Mathematically, this is equivalent to the so-called persistence or permanence of the populations. Roughly speaking, Ž . Ž . we say a population x t is persistent if lim inf x t ) 0, and we say a t ªqϱ system is persistent if all its populations are persistent. Uniform persistence requires that all involved populations will eventually have densities larger than some positive constant; if, in addition, these populations are bounded, then we say the system is permanent. Most of the existing persistence results are established for autonomous systems of ordinary differential equations.
The study of persistence and permanence of functional differential equations has received much attention recently. The general persistence theory for autonomous infinite dimensional systems is developed in Hale w x w x and Waltman 15 . Freedman and Ruan 11 established criteria for uniform persistence in retarded functional differential equations. Burton and w x Hutson 2 gave some persistence results for a class of Lotka᎐Volterra-type autonomous functional differential equations with infinite delay. Persisw x tence results are also given by Cao et al. 5 for two species autonomous w x Kolmogorov-type systems with single discrete delay, by Cao and Gard 6 for n-dimensional Kolmogorov systems with single discrete delay, by Wang w x and Ma 22 for two-dimensional Lotka᎐Volterra-type prey᎐predator sysw x tems with discrete delays, by Wang 21 for two competing species w x Ž Lotka᎐Volterra systems with discrete delays, by Kuang and Tang 19 see w x . also Kuang 18, Chap. 8 for nonautonomous delay differential w x Kolmogorov-type population models and by Zanolin 23 for delayed Kolmogorov competing species systems. For more details and more references on this subject, we refer to the recent survey papers of Hutson and w x w x Schmitt 17 and Waltman 20 .
In this paper we present some results on the permanence of the n-dimensional Kolmogorov-type nonautonomous functional differential equations x t s x t f t, x , i s 1, . . . , n,
Ž w x n . w x CsC y, 0 , R is the space of continuous functions mapping y , 0 n Ž .
n to R with the uniform norm; and f s f , . . . , f : R = C ª R is a given 1 n function. We also present the applications of these results to the n-dimensional Lotka᎐Volterra-type systems with distributed delay
and to the two-dimensional Lotka᎐Volterra-type predator᎐prey systems with distributed delay
Our method involves using n Liapunov-like functions to construct the Ž . boundary of the permanence region for system 1.1 . Since it does not depend on the analysis of the behavior of the solutions on the boundary, it can be applied to nonautonomous systems. The key ideas are similar to w x those developed in 18, 19, 21, 22 . Ž . In the next section we establish permanence criteria for system 1.1 .
Ž . Ž . The applications of these criteria to systems 1.2 and 1.3 will be given in Section 3.
MAIN RESULTS
q Žw x n . Suppose G 0 is a given real number. We denote C s C y , 0 , R q 5 5 w x q 5 5 with the uniform norm и on y , 0 , that is, for g C , s
, where и is a given norm in R . For any w x n w . Ž. function x: y , 0 ª R with ) 0 and any t g 0, , we define Remark. This definition is equivalent to the usual definition of uniform persistence for systems of ordinary differential equations plus boundedness of solutions, and it is adopted as uniform persistence in several recent Ž w x . papers on persistence of delay differential systems see, e.g., 18, 19, 22 . Since our approach is rather geometric, we chose this definition.
In real ecosystems, resources are limited and so are the populations that live on them. Therefore, we make the following assumption:
In the following, we denote R s x s x , . . . , x g R : x ) 0 for following hold:
with B x , x s
Ž .
x x and B x , x s x x . It is easy to see that B:
Ž . Ž . Then it is easy to check that properties i and ii in Definition 2.2 are satisfied. Generally, we have the following.
is a boundary function in the sense of Definition
, n, and one of the following two extra conditions is satisfied:
Ž . a There exist numbers ␣ , . . . , ␣ G 0 such that
Ž . easily follows without using the extra assumptions a or b . So we turn to Ž . Ž . property ii . First we assume the extra assumption a . Choose numbers ␣ , . . . , ␣ G 0 such that
This implies the assertion. Ž . Now we assume the extra assumption b . Choose numbers ␣ , . . . , ␣ G
Without loss of generality, we can assume that ␦ F 1. Choose j such that
Then, for this j and all m s 1, . . . , n,
Ž . In addition, for x s x 0, , the solution of 1.1 with x s , and
Ž . where P : 0, ϱ ª R and there is some x ) 0 such that P x ) 0
We are now in a position to state and prove our main result.
Ž . THEOREM 2.2. Suppose that A holds. If there is a¨ector LiapunoŽ
.
. . , V t, x for system 1.1 , then system 1.1
Proof. In the following we want to construct a permanent region ⍀ as required in Definition 2.1. We divide the proof into five steps.
Step 1. The construction of a bounded subset ⍀ ; int R n . Let M Ž .
We can now define a subset of R n :
n Clearly the definition of B x yields that ⍀ ; int R . In the following, we prove that ⍀ is the desired permanent region.
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Step 2. We claim that the following holds for any i g 1, . . . , n ,
Suppose this is not true; then there is some t ) t such that
. B x t, s ␦ is not empty. Notice also that if B x, t, s ␦ with
Ž . By the choice of ␦ and property i in Definition 2.2, 2.3 yields that
The choice of ␦ and the definition of a vector Liapunov boundary
0˙Ž
. function imply that V t, x ) 0 and so
a contradiction which finishes Step 2.
n Ä Ž .
Step 3. By Step 2 and noticing that ⍀ s l
. . , n , we obtain that if there is some
Step 4. We claim that there exists ␦ s ␦ ) 0 and some t# G 0 3 3 such that
Ž . pends on .
Ž .
Step 5. We claim that the solution x t, enters and stays in ⍀ for all large time t. We need to consider two cases: a there is a t G 0 such that B x t , G ␦ for all i s 1, . . . , n;
then step 3 implies the claim, otherwise Ž . Ž . b x t, will remain in S _ ⍀ for all large time t, where 
Using
Step 2, we see that
For this t ) 0, the above claim implies that there is a t G t , such that
Repeating the above procedure, after n times, we arrive at some t ) 0 0 such that
This implies that ., B x t, G ␦ for all t G t and i s 1, . . . , n. Property ii in Defini- or any M ) 0 and any ␦, ␥ , ⑀ ) 0, there exists ␦ ) 0, ␦ ) 0, ␥ ) 0 such that the following hold:
G␦, x G␦. Proof. In the following we construct a permanent region as required in Definition 2.1. We again divide the proof into five steps.
Step 1. The construction of a bounded subset ⍀ ; int R 2 . Let M q 1 Ž . Ž . be defined as in A and assume that the vector function V t, x , y s t t Ž Ž . Ž .. V t, x , y , V t, x , y satisfies the conditions of the theorem.
such that, whenever x is in the interior of Ž . property i in the theorem.
Choose ␦ such that
Ž . by property ii of the theorem. We choose ␥ such that
We now define a subset of R 2 :
In the following, we prove that ⍀ is the desired permanent region.
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Step 2. We claim that the following holds for t G 0. If
claim follows easily from Step 2 in the proof of Theorem 2.2.
Ž .5
Step 3. We claim that the following holds for t G 0. If
Step 2, we know that B x t, G ␦ for t G t . So, in the following, 1 2 0
we show that
Suppose that this is not true. Then there is some t ) t such that
Ž . Ž . By the choice of ␥ and property ii in the theorem, 2.5 yields that : if B x t, G ␦ for all t G t , and B 
Step 4. Repeating Step 4 in the proof of Theorem 2.2.
Ž .
Step 5. We claim that the solution x t, enters and stays in ⍀ for all large time t.
We need to consider two cases:
␥ . In this case, Step 3 implies the claim. .
Step 1 gives that
for all large t ,
1 0 Ž Ž .. and the choice of ␦ yields that P x t, G ⑀ for all large t, so we
for all large t , Ž . Ž .
Step 2, B x t, G ␦ for all large t. So we still have the 1 2 following two subcases to consider. Ž . Subcase b2 . There is a t ) 0 such that, for t G t , and B x t , G ␥ for some t G t .
Ž . proving the claim. Ž . 5 Ž .5 Subcase b3 . There is a t ) 0 such that, for t G t , x t, F M , that there is a ␦ ) 0 which is independent of initial data, such that
i 0
APPLICATIONS
In this section we will give some applications of the main result. The Ž . first application concerns system 1.2 , i.e., and R s r , . . . , r , r , r , . . . , r , i s 1 
A is nonsingular and x s A R ) 0, i s 1, . . . , n. We
Ž . The assumption H1 makes system 3.1 a competitive system. Clearly, existence, uniqueness, and continuous dependence of solutions are assured w x by Theorems 2.2.1᎐2.2.3 in Hale 4 . Moreover, it is easy to show that solutions are nonnegative in their maximum intervals of existence, and if Ž . Ž . 0 ) 0 for some i, then x t ) 0 in its maximum interval of existence. Ž . Proof. By H1 , the first equation of 3.1 yields that for t G 0, x t F r t x t Ž .
Ž . Ž . and so
x t F r x t .
Ž . Ž . Hence for t q G 0, F 0, then it is permanent.
