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SOMMAIRE
Depuis que ses fondements ont €t6 exposes, voil^ environ un siecle, la topologie
alg^brique confirme sa grande efficacit^ dans des champs d'application sans cesse
croissants. Parmi les concepts les plus importants, developpes dans ce domaine, figure en
bonne place la theorie de 1'homologie. Dans Ie present memoire, nous exploiterons tout
particuli^rement Ie fait que Ie calcul du premier groupe d'homologie d'un graphe nous pennet
d'obtenir un ensemble de generateurs des cycles du graphe. Grace ^ cette remarque et aux
techniques que nous exposerons ulterieurement, nous serons alors a meme de detecter des
ensembles d'articulation, de d^montrer beaucoup plus ais^ment et esth^tiquement des
resultats de la throne des graphes et enfin, d'associer ^ des graphes des equations
diophantiennes et quadratiques. L'etude de ces demieres, nous permettra d'ailleurs de mettre
en evidence d'etonnantes conditions necessaires a 1'existence d'un cycle hamiltonien ou d'un
isomorphisme de graphes.
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Le but premier que nous poursuivions, en entamant notre recherche sur Ie sujet, etait la
decouverte de nouvelles conditions necessaires ^ 1'existence d'un cycle hamiltonien dans un
graphe donne. Or, comme Ie lecteur s'en apercevra, nous avons largement deborde de ce
cadre et ainsi obtenu plusieurs resultats inattendus qui seront exposes au chapitre trois. En
effet, il nous apparait important de Ie preciser, les deux premiers chapitres du present
memoire seront principalement d6di€s ^ des rappels, de meme qu'^ des definitions et des
propositions qui assureront 1'intelligibilite ainsi que la coherence de notre travail.
Le premier chapitre traitera done de nodons elementaires de la theorie des graphes, mais
egalement d'equations diophantiennes et abordera les equations quadratiques en s'inspirant
des ecrits de BOURBAKI [3] et de SERRE [10]. Le second chapitre, quant a lui, s'appuiera
sur d'importantes parties de 1'ouvrage de topologie algebrique de MASSEY [7] et nous
permettra d'assoir sur des bases solides la suite de notre expose. Le chapitre trois qui,
comme nous 1'avons laisse entendre, constitue notre apport au sujet, consistera done en
diverses applications rendues possibles par Ie calcul des groupes d'homologie d'un graphe.
Effectivement, Ie calcul du premier groupe d'homologie peut nous foumir une base de
generateurs de 1'ensemble des cycles d'un graphe, et c'est sur cette idee que reposent bon
nombre de nos trouvailles. II nous faut egalement mentionner que les methodes de calcul de
groupes d'homologie de complexes simpliciaux elaborees par KACZYNSKI, MROZEK ET
SLUSAREK [6], se r^velent d'une grande utilite lorsqu'il s'agit d'appliquer ^ des graphes
concrets, les r^sultats de ce chapitre. Un de ceux-la se presente sous la forme d'un th^or^me
qui, par la resolution d'un systeme d'equations lineaires, permet de determiner si un sommet
donne est un point d'articulation d'un graphe. Une autre proposidon nous permet d'obtenir,
par Ie truchement d'une equation quadratique associee au graphe, une condition necessaire ^
1'existence d'un cycle hamiltonien, fort originale. Ce precede presente certaines similitudes
avec Ie travail de VAN DEN HEUVEL [II], meme si les matrices consider^es sont
differentes. Toujours grace a ces equations quadratiques associ^es, nous sommes ^ meme
d'exhiber une surprenante condition n^essaire a 1'existence d'un isomorphisme de graphes.
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Enfin, les techniques precedentes peuvent se reveler d'une appreciable utilite lorsqu'il s'agit
de produire des demonstrations simples et esthetiques de certaines propositions concernant
les graphes. Nous en apporterons la preuve, en demontrant ainsi une generalisation d'un
theoreme de CHUNG, GODDARD et KLETTMAN [4].
CHAPITRE 1
ELEMENTS DE THEORIE DES GRAPHES
La theorie des graphes, croit-on, debuta par 1'etude du celebre probleme des ponts de
Koenisberg (Kaliningrad), oeuvre du fameux mathematicien allemand Euler. II s'agissait, a
1'epoque, de trouver un trajet passant une et une seule fois par chacun des ponts tout en
revenant au point de depart et c'est dans ce contexte qu'appamrent les multigraphes. Depuis
lors, 1'utilisation des graphes dans une multitude de domaines allant de la theorie du
diagnostic en informatique jusqu'a la genetique [8] ne fit que s'accroitre. Ce chapitre ne se
veut pas, loin s'en faut, un expose des plus approfondis dans ce domaine, mais bien plutot
un rappel des principales definitions communement admises. II est agremente d'une demiere
section traitant a la fois des equations diophantiennes et quadratiques puisque, comme nous
Ie montrera Ie chapitre trois, 11 est possible d'associer de maniere tout a fait originale a un
graphe des equations des types precedents.
1.1 Definitions et proprietes elementaires
Comme nous 1'avons precedemment annonce, nous clarifierons dans cette premiere
section ce que nous entendons par graphe simple ou graphe oriente et aborderons les notions
les plus fondamentales associees a ces objets.
Definition 1.1.1 :
Un graphe simple note G = (X, A) est un couple ou X est un ensemble fini dont
chacun des elements est appele sommet et ou A c P^(X), 1'ensemble des parties de
X a deux elements, constitue 1'ensemble des aretes.
Notons que Ie graphe obtenu lorsque A = IP2(X), se nomme Ie graphe complet sur X et
se note Kn ou n = 1X1, Ie cardinal de 1'ensemble X, qui est appele I'ordre du graphe G.
Definition 1.1.2 :
Un graphe simple oriente (ou graphe oriente) note G = (X, U), est un couple constitue
d'un ensemble fini X de sommets ainsi que d'un ensemble U d'aretes orientees qui est
tel que U c (X x X) \ A ou A represente la diagonale du produit cartesien. L'ensem-
ble U doit egalement satisfaire la condition suivante : (x,y) € U ==> (y, x) ^ U.
Les graphes precedents admettent une representation naturelle dans Ie plan en associant
a chaque element de X un point du plan et a chaque paire {x, y} de A ou a chaque couple
(x, y) de U, un trait reliant les points correspondants et en ajoutant, dans Ie cas de la
representation du couple (x, y), une fleche pointee vers Ie sommet y. Meme si nous ne
traiterons pas explicitement de ce cas par la suite, signalons neanmoins que la theorie qui sera
developpee ulterieurement s'applique sans difficulte aux graphes de type mixte. Nous
entendons par ce terme, des graphes comportant a la fois des aretes orientees et non orientees
mais ni boucles, ni aretes multiples, tout comme Ie graphe de la figure 1.2. Finalement, si x
et y sont les deux sommets d'une meme arete a on dira que x et y sont adjacents dans Ie
graphe, que 1'arete a est incidente ax et ay et pour terminer, que ces sommets sont les
extremites de a.
Exemple 1.1.3 :
Les figures 1.1 et 1.2 ci-dessous sont les representations graphiques respectives des
graphes suivants : G = (X, A), X = {a, b, c, d, e, f, g, h}, A = { {a, b}, {b, c},(b, e},
{c, d), {d,e} {f, g), (g, h} } et G = (X, U), X = {a, b, c, d, e, f, g, h, i, j, k}, U =
{ (a, b), (b, a), (b, c), (d, c), (e, d), (f, e), (f, g), (h, g), (h, a), (a, h), (a, d), (c, f), (i,j),




Soient G, un graphe simple oriente ou non et s un de ses sommets. Alors pour la suite
de notre expose, nous appellerons degre de s, note do(s) (ou simplement deg(s), s'il
n'y a pas d'ambiguite), Ie nombre d'aretes de G incidentes a s.
Exemple 1.1.5 :
Le sommet b du graphe de la figure 1.1 est de degre 3 tout comme Ie sommet a du
graphe de la figure 1.2.
Definition 1.1.6 :
Une chatne C d'un graphe simple G est une suite finie d'aretes ao, ai,..., an, telles que
ai ait une extremite en commun avec ai_i et 1'autre avec ai+i, Vi, 1 < i^n-1.
Dans Ie cas des graphes simples, une chame C peut s'exprimer comme une suite finie
de sommets so, si,..., Sn tels que chaque [s[, si+i} soit une arete de G, Vi,
ie {0, l,...,n-l}. Nous pouvons alors ecrire C = [so, si,..., Sn] et 1'entier n est
appele la longueur de la chaine C d'extremites SQ et Sn.
Par exemple dans Ie graphe de la figure 1.1, C = [a, b, c, d] est une chame de longueur
3. Considerons maintenant G = (X, U) un graphe oriente.
Definition 1.1.7 :
Une suite C = [so, si,..., Sn] de sommets de G sera dite un chemin de longueur n de
so a Sn si (si, Si+i) e U, Vi, i G {0, l,...,n-l}.
Voici, a titre d'exemple, un chemin de longueur 4 du graphe de la figure 1.2 :
C = [ a, b, c, f, g].
Definition 1.1.8 :
Un cycle de longueur n n'est rien d'autre qu'une chaine de longueur n dont toutes les
aretes sont distinctes et qui est telle que SQ = Sn. Similairement, nous definirons un
circuit de longueur n comme etant un chemin de longueur n dont toutes les aretes sont
distinctes et qui est tel que SQ = Sn. Enfln, notons que les cycles ou les circuits, seront
dits elementaires si, de surcrott, leurs n premiers sommets different.
Dans la suite du present travail et tout particulierement au chapitre trois, il sera souvent
plus commode d'exprimer un cycle elementaire d'un graphe oriente G = (X, U) sous la
forme d'un vecteur de Z n, (n= | U |), de la maniere suivante:
Soit {ai, ..., an}, 1'ensemble U des aretes du graphe G. La i-eme composante du
vecteur representant Ie cycle prendra soit la valeur 0 si 1'arete ai n'apparait pas dans
1'expression du cycle, soit la valeur 1 si 1'arete est parcoume tout en respectant son


























Soit G = (X, A) un graphe simple oriente ou non. La caracteristique d'Euler du graphe
G, que nous noterons % (G), sera donnee par la difference entre son nombre de
sommets et son nombre d'aretes. C'est-a-dire que % (G) = | X | - | A |.
1.2 Graphes hamiltoniens et ensembles d'articulation
Abordons la notion de cycle hamiltonien par la presentation du jeu qui fut cree par
Hamilton en 1859. Vingt capitales etaient representees par les sommets d'un dodecaedre
regulier, 11 s'agissait de les visiter toutes une et une seule fois en suivant les aretes du
dodecaedre et tout en revenant a son point de depart. La figure 1.4 est Ie graphe
correspondant au dodecaedre regulier, quant a la figure 1.5, elle represente une des solutions
possibles.
Figure 1.4. Figure 1.5.
Les propos precedents nous amenent tout naturellement a la definition qui suit:
Definition 1.2.1 :
Un cycle hamiltonien est un cycle passant une et une seule fois par tous les sommets du
graphe G qui sera alors dit hamiltonien . De maniere analogue, un circuit passant une et
une seule fois par tous les sommets de G sera appele un circuit hamiltonien.
Le probl^me consistant ^ d^tecter et a d^nombrer les cycles hamiltoniens d'un graphe
est, dans la pratique, un probleme tr^s ardu. En fait, les informaticiens regroupent sous Ie
vocable NP-complet ce type de probl^mes; c'est-^-dire qu'ils sont tels qu'independamment
de 1'algorithme choisi Ie temps de resolution, qui est une fonction de la taille initiale du
probl^me, crott exponentiellement. C'est ainsi que plusieurs conditions necessaires
concernant 1'existence d'un cycle hamiltonien sont connues, mais relativement peu de
conditions suffisantes. En voici trois, exprimees sous la forme de deux theoremes et d'un
corollaire, telles que nous pourrions les retrouver dans un cours ou dans un manuel
d'introducdon ^ la theorie des graphes [9].
Theor^me 1.2.2 fBondv et Chvdtal. 1976) :
Soient G = (X, A) un graphe simple d'ordre n ^ 3 et x, y des sommets non adjacents de
G tels que do(x) + do(y) ^ n- Alors G est hamiltonien si et seulement si
G' = (X, A u (x, y)) est hamiltonien.
Theoreme 1.2.3 fOre. 1960^ :
Soit G un graphe simple d'ordre n >. 3. Si, pour toute paire de sommets distmcts non
adjacents x, y, nous avons do(x) + do(y) ^ n, alors G est hamiltonien.
Corollaire 1.2.4 fDirac. 1952) :
Soit G un graphe simple d'ordre n >. 3 tel que Ie degre de tout sommet soit au moins
n/2. Alors G est hamiltonien.
II est maintenant temps de presenter une notion qui s'averera des plus importantes dans
la suite du present memoire : la connexit^. Pour ce faire considepns la relation suivante sur
1'ensemble X des sommets d'un graphe simple G = (X, A): a » b si et seulement s'il existe
une chaine dans G reliant a a b. Nous pouvons aisement constater que » est une relation
d'6quivalence sur X, (en admettant conventionnellement en chaque sommet x, un cycle C =
[x] de longueur 0) dont les classes seront appelees les composantes connexes de G.
Definition 1.2.5 :
Nous dirons d'un graphe simple G = (X, A) qu'il est connexe s'il ne comporte qu'une
seule composante connexe.
Definition 1.2.6 :
Un graphe oriente G = (X, U) est ditfaiblement connexe si Ie graphe non oriente
sous-jacent est connexe etfortement connexe s'il existe un chemin, de x a y, quels que
soient les sommets x et y de G.
Exemple 1.2.7 :
Le graphe de la figure 1.4 est connexe tandis que celui de la figure 1.1 ne 1'est pas (en
fait, il possede 2 composantes connexes). Void un graphe oriente fortement connexe et par
consequent, egalement faiblement connexe :
Figure 1.6.
Definition 1.2.8 :
On appelle isthme (ou pont) une arete dont la suppression disconnecte Ie graphe simple






L'arete 04 est un isthme.
Remaraue 1.2.10 :
II est evident qu'un graphe hamiltonien ne peut comporter d'isthme.
Definition 1.2.11 :
Soient G = (X, A), un graphe simple connexe et a, b deux sommets de G. Nous dirons
qu'un ensemble Sab c X\ {a,b} de sommets de G separe a et b, si ces deux sommets
appartiennent a des composantes connexes distinctes du sous-graphe G\Sa b =
(X\Sa b> A n IP2(X\Sa b))- L'ensemble Sa b sera alors appele ensemble d'articulation
du graphe G.




Figure 1.8. Figure 1.9.
Dans la figure 1.8, S = {a, b, c} est un ensemble d'articulation tandis que x est un point
d'articulation du graphe de la figure 1.9.
La definition precedente nous amene tout naturellement au concept de connectivite que
V01C1.
Definition 1.2.13 :
Soit G = (X, A) un graphe simple connexe d'ordre n = 1X1. On appelle connectivite de
G, h(G), Ie cardinal minimal d'un ensemble d'articulation si G ^ Kn et qui est egal a n-1
lorsque G=Kn. De plus, un graphe sera dit k-connexe lorsque sa connectivite sera
superieure ou egale a k.
Remarquons, par ailleurs, que Ie graphe complet Kn est 1'unique graphe d'ordre n ayant
n-1 pour connectivite.
Par exemple, Ie graphe de la figure 1.8 est 1-connexe, 2-connexe tandis que celui de la
figure 1.9 n'est que 1-connexe.
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II est, de plus, facile de realiser qu'un graphe est 2-connexe si et seulement s'il ne
comporte aucun point d'articulation.
La proposition suivante nous fournira une condition necessaire a 1'existence d'un cycle
hamiltonien.
Proposition 1.2.14 :
Tout graphe hamiltonien est 2-connexe. (C.-a.-d. qu'il ne comporte aucun point
d'articulation.)
La demonstration absolument triviale sera done omise.
Remarque 1.2.15 :
La demiere condition n'est cependant pas sufflsante. En effet, il suffit de considerer Ie
graphe 2-connexe mats non hamiltonien de la figure 1.10.
Figure 1.10.
Meme si cette condition necessaire a 1'existence d'un cycle hamiltonien s'enonce
aisement, il est souvent ardu, en pratique, de detecter un ensemble d'articulation ou un
isthme. C'est cette tache que nous menerons a bien dans Ie chapitre trois du present
memoire.
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1.3 Homomorphismes de graphes
En mathematiques, les relations entre les objets sont souvent plus importantes que les
objets eux-memes. En theorie des graphes, c'est la notion d'homomorphisme qui nous
foumira ces relations.
Definition 1.3.1 :
Soient G = (X, A) et GI = (Xl, Ai) des graphes simples et 1'application (p: X —>X\.
(p sera qualifle d'homomorphisme de G vers G^ et note (p : G —> GI, si quels que
soient x, y € X, nous avons {x, y} G A ==> {(p(x), (p(y)} e AI.
Si (p est une bijection et que nous avons de surcroit {x, y} e A <<==> {(p(x), (p(y)} e AI,
alors nous dirons que (p est un isomorphisme de G vers Gj^ et que G et GIsont
isomorphes .
Exemole 1.3.2 :
L'application identite est un homomorphisme du graphe de la figure 1.5 vers celui de la
figure 1.4 a condition, bien entendu, d'avoir prealablement identifies les sommets de la





S4 S3 34 83
Figure 1.11.
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L'homomorphisme (p etant donne par :
(p(si) = s,, pour i = 1, 2, 3, 4 et 9(85) = 83.
Remaraue 1.3.3 :
La relation " sur 1'ensemble des graphes simples donnee par G » GI<=> Gest
isomorphe a GI est une equivalence. Or, il est souvent plus commode de representer la
classe d'equivalence d'un graphe plutot que Ie graphe lui-meme comme nous 1'avons deja
fait pour les figures 1.4, 1.5, 1.6, 1.7, 1.8, 1.9, 1.10.
Definition 1.3.4 :
Le graphe H = (Y, B) sera dit un sous-graphe du graphe simple G = (X. A) si Y c X
et B c A. En d'autres termes, Ie graphe H sera declare un sous-graphe de G lorsque
1'application inclusion i: Y —> X, donnee par i(x) = x, sera un homomorphisme de H
dans G.
Exemple 1.3.5 :





C'est ce type de sous-graphe qui sera au centre de nos preoccupations dans Ie chapitre
trois. Notons, d'ores et deja, que la seule arete du graphe de la figure 1.7 n'apparaissant pas
dans Ie sous-graphe precedent est precisement un isthme du graphe initial.
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1.4 Equations quadratiques et diophantiennes
Le probleme consistant a considerer f(xi, X2,..., Xn) un polynome a coefficients entiers
(dans S) en les variables xi, X2,..., Xn et a demander a la solution du systeme:
f(xi,X2, ...,Xn)=b
d'etre un n-uple d'entiers relatifs, preoccupe les mathematiciens depuis plusieurs millenaires
deja. En effet Diophante, un mathematicien grec d'Alexandrie, fut 1'un des premiers a s'y
interesser et c'est d'ailleurs en son honneur que les equations du precedent type sont souvent
dites, dans leur expression la plus generate, equations diophantiennes [1]. Cependant bien
que Ie probleme se formule aisement, la recherche des solutions entieres d'un tel systeme
demeure ardu dans bien des cas; que 1'on pense, par exemple, a la tres recente demonstration
de la celebre conjecture de Fermat effectuee par Andrew Wiles. Cette section ne se veut pas
une etude exhaustive de ce vaste domaine, mais bien plutot un survol de notions elementaires
qui nous seront d'une appreciable utilite dans Ie chapitre trois. Nous montrerons alors
comment associer de telles equations a un graphe simple ou onente et quelles consequences
1'absence de solution entiere peut avoir sur Ie graphe.
Definition 1.4.1 :
Nous appellerons equation diophantienne Uneaire ou. plus simplement. equation
diophantienne , une equation de la forme aixi + 03x2'+ ... + anXn = b, ou Vi, ai,
be S etne N, pour laquelle nous ne considererons que les solutions entieres.
Nous n'enoncerons qu'un seul theoreme se rapportant aux equations diophantiennes
mais il nous faudra auparavant demontrer Ie lemme suivant, qui n'est rien d'autre qu'une
generalisation du celebre theoreme de Bezout.
Lemme 1.4.2 :
Soient ai, 02,..., an, n entiers relatifs copremiers, c'est-a-dire tels que
pgcd(ai, a2, ..., an) = 1. Alors il existe n entiers relatifs zi, Z2,..., Zn satisfaisant la
16




(1) La proposition est vraie lorsque n = 2, puisque dans ce cas, nous obtenons la
formulation classique du theoreme de Bezout.
(2) Admettons la veracite du lemme pour un n, n >. 2, et montrons qu'il 1'est egalement
pour n + 1. Soient done ai, 02, ..., an+i, n + 1 entiers relatifs copremiers. Nous pouvons
aisement constater que pgcd(ai, 02, ..., an-i, pgcd(an, an+i)) = 1 , car dans Ie cas contraire,
nous aurions alors un diviseur d de ai, 02, ..., an-i, et du pgcd(an, an+i), done de an et de
an+i, tel que d > 1. Ce qui impliquerait que pgcd(ai, 02, ..., an+i) >. d > 1; ce qui, bien
entendu, est impossible. En vertu de 1'hypothese de recurrence, il existe zi, 22, ...Zn e Z
tels que aizi + 0222 + ... + an-iZn-i + pgcd(an, an+i)zn = 1.
a_ a.
Or, d'un autre cote, en posant d = pgcd(an, an+i), nous obtenons pgcd| ZJL, zn±L | = 1.
d d
Toujours en vertu de la relation de Bezout, il existe deux entiers relatifs yi et y2 tels que nous
a"., , an+layons : -^-Yi + ^^-y^ = 1 done any i + an+iy2 = d. Ce qui nous permet maintenantd d
d'achever la demonstration en ecrivant que:
aizi + a2Z2 + ... + an-iZn-i + an(yiZn) + an+i(y2Zn) = 1.
Theoreme 1.4.3 :
n
Une equation diophantienne ^a,x, = b est soluble si et seulement si b est divisible par
i=l
Ie pgcd(ai, a2, ..., an).
17
Demonstration :
(==») Cette implication est absolument triviale.
(<{=) Posons p = pgcd(ai, 02, ..., an) et supposons qu'il divise b. II s'agit done de
n
trouver une solution entiere du systeme ^a,x, = b. Pour ce faire commengons par constater
i=l
que pgcd| -L , -2-, ..., -I!-|=l et appliquons Ie lemme 1.4.2, nous assurant ainsi de
p
rli a:
1'existence de n entiers relatifs zi, 1 ^ i ^ n, satisfaisant 1'egalite : ^-L z, = 1. Puisque p
tfp -1
n
divise b, il existe done d G S tel que dp = bet par consequent, ^ a; (dz,) = b.
i=l
Exemple 1.4.4 :
Les deux premieres equations diophantiennes que voici sont solubles tandis que la
troisieme ne 1'est pas. 4xi + 3x2 = 5, 3xi + 9x2-27x3 = 12 et 2xi - 4x2 = 7.
La notion generate de forme quadratique telle que nous aliens la definir, apparait
notamment dans Ie livre Cours d'arithmetique de Jean-Pierre SERRE [10] qui, lui-meme,
s'est inspire du volume Algebre de BOURBAKI [3].
Definition 1.4.5 :
Soit V un module sur un anneau commutatif A. Une application Q : V —> A est appelee
une forme auadratiaue sur V si:
1) Nous avons Q(ax) = a2Q(x) pour a e A et x e V.
2) L'application (x, y) h^ Q(x+y) - Q(x) - Q(y) est une forme bilineaire.
Un tel couple (V, Q) re9oit Ie nom de module quadratique.
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Exemple 1.4.6 :
Considerons 2 n, n e N , en tant que Z -module et soit S G Mnxn(Z), une matrice
symetrique. Alors 1'application Q: Zn —> Z definie par : Q(x) = xlSx, pour tout x G 2 n,
est une forme quadratique sur Z n. En effet, il est parfaitement clair que 1'application
(x, y) ^> Q(x+y) - Q(x) - Q(y) = 2 xtSy,
S etant une matrice symetrique, est une forme bilineaire.
Definition 1.4.7 :
Soient (V, Q) et (V, Q') deux modules quadratiques sur un anneau commutatif A. On
appelle morphisme fou morphisme metrique ) de (V, Q) dans (V, Q') toute
application lineaire f: V —> V telle que Q' of == Q.
Nous desirons maintenant exprimer une forme quadratique sous forme matricielle et afin
d'y parvenir, il nous faut d'abord enoncer Ie theoreme suivant tel qu'il est formule dans
GODEMENT [5].
Theoreme 1.4.8 :
Soient X, Y et M des modules sur un anneau commutatif A. Supposons que X et Y
soient libres de type fini et soient (e, \<^ et (ej )i<j<m des bases de X et de Y
respectivement. Pour qu'une application f de X x Y dans M soit bilineaire, il faut et il
suffit qu'il existe des Cy G M tels que 1'on ait:
f(x, y) = 2>,bjCy
Ki<n
Kj<m
quels que soient les vecteurs
x = ^a,e, G X et y = ^bje'j G Y;
Ki<n Kj<m
s'il en est ainsi on a necessairement
cy = f(ep Gj)-




Considerons Ie groupe abelien libre de type fini 2 n. Une application Q : 2 n -> 2 est
appelee uneforme quadratique pure sur 2 n si:
1) Nous avonsQ(mx) = m2Q(x) pour m e S etx€ Sn.
2) L'application (x, y) h-> ^v" ' J/ — ^-^—:^L- est une forme bilineaire.
2
Nous sommes maintenant a meme d'obtenir une expression matricielle d'une forme
quadratique pure Q sur S n grace a 1'application bilineaire symetnque
^ ) ^ Q(x+y)-Q(x)-Q(y)
Soient (e,)i^<n une base de Zn, x = ^Xje, et y = ^yjGj deux vecteurs de Sn.
KisSn Kj^n
Alors, en vertu du theoreme 1.4.8, nous pouvons ecrire f(x, y) = xCy avec C e
Mnxn(^) et ou cij = ^(ei» ej)- Or puisque f(x, x) = Q(x) quel que soit x € Zn, nous
obtenons Q(x) = f(x, x) = x(Cx et done Q(x) = ^CjjXjXj; ce qui montre bien que Q est
l^i^n
l<;j<n
une forme quadratique au sens usuel du terme. Notons que la matrice C est symetrique, ce
qui signifie qu'une forme quadratique pure sur 2 n est toujours representee par une matrice
symetrique et reciproquement, 1'exemple 1.4.6 nous apprend que toute matrice symetrique
engendre une forme quadratique pure sur 2 n.
Definition 1.4.10 :
Soient S € Mnxn( 2 )> une matrice symetrique et b e 2 . L'equation definie par :
x Sx = b ou x € Z n muni de la base canonique, porte Ie nom ^equation quadratique.
Definition 1.4.11 :
Considerons Q et Q', deux formes quadratiques pures sur Z n ainsi que les matnces C
et C qui leur sont associees. Nous declarerons ces deux formes equivalentes, s'il
existe une matrice inversible A e Mnxn(2) telle que C = A CA. Cette matrice A est,
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en fait, la representation d'un isomorphisme metrique de 2 " dans lui-meme.
Exemple 1.4.12 :

















Soient S et S'e Mnxn(2), deux matrices symetriques et b e 2 . Les equations
quadratiques x Sx = b et x S' x = b sont dites equivalentes , s'il existe une matrice
inversible A G Mnxn(2) telle que S' = A SA.
Nous verrons, au chapitre trois, 1'influence d'un isomorphisme de graphes sur certaines
equations quadratiques qui leur seront associes. Mais, n'anticipons pas et mettons plutot,
avec cette definition, un terme a cette section et egalement au premier chapitre.
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CHAPITRE 2
HOMOLOGIE SINGULIERE ET GROUPES D'HOMOLOGIE
D'UN GRAPHE
Le present chapitre sera dedie a la presentation des fondements de la theorie de
1'homologie de meme qu'a son application a des espaces topologiques particuliers : les
graphes simples. Nous ne presenterons que les demonstrations des propositions et des
theoremes les plus pertinents pour la suite de notre expose. Les autres preuves seront
laissees au soin du lecteur qui pourra d'ailleurs les trouver dans les chapitres sept et huit du
livre de William S. Massey [7], A Basic Course in Algebraic Topology, dont nous nous
sommes largement inspires pour la redaction de ce chapitre.
Avant toute chose, clarifions d'abord les terminologies et les notations qui seront
utilisees a partir de maintenant.
Nous designerons par 1,1'intervalle ferme [0, 1] de la droite reelle E.
Nous noterons In = I x I x...x I (n > 0) Ie n-cube unitaire.
Par definition, 1° representera un espace constitue d'un unique point. De plus, tout espace
topologique homeomorphe a In, pourra etre appele cube a n dimensions ou plus simplement,
n-cube.
2.1 Definition des groupes d'homologie singuliere
Tout d'abord, nous definirons les cubes singuliers puis nous examinerons quelques-
unes de leurs proprietes. Ensuite, 1'etude du noyau et de 1'image de certains
homomorphismes qui seront construits dans cette section, nous conduira a une definition
naturelle des groupes d'homologie.
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Definition 2.1.1 :
Un n-cube singulier dans un espace topologique X, n'est rien d'autre qu'une
application continue T : ln—> X (n ^ 0).
Le groupe abelien libre, engendre par tous les n-cubes singuliers dans X, sera note
Qn(X). Evidemment, tout element de Qn(X) admet une unique representation comme
combinaison lineaire finie, a coefficients entiers, de n-cubes singuliers dans X.
Definition 2.1.2 :
Un n-cube singulier T : P —> X, sera dit degenere s'il existe un entier i, 1 ^ i ^ n, tel
que T(xi, x^, ...,Xn) ne depende pas de xi.
Soient maintenant:
Dn(X) Ie sous-groupe de Qn(X) engendre par les n-cubes singuliers degeneres et
Cn(X), Ie groupe quotient '<n v""^) (^ - Ce demier sera nomme Ie groupe des n-
chatnes singulieres cubiques dans X. ou plus simplement. Ie groupe des n-chames
dans X. Notons que dans Ie cas n = 0, nous aurons Do(X) = {0} et par consequent,
Co(X) = Qo(X).
Definition 2.1.3 :
Soit T : In —> X un n-cube singulier avec n > 1. Defmissons, pour i = 1, 2, ...,n,
les (n-l)-cubes singuliers AiT, BiT : In~1 —> X de la maniere suivante :
AiT(xi, X2, ...,Xn-i) = T(XI,..., Xi_i, 0, Xi,...,Xn-i)
BiT(xi, X2, ...,Xn-l) = T(XI,..., Xi_i, 1, Xi,...,Xn-l)
AiT sera tout naturellement appele la i-eme face anterieure et BiT, hi i-eme face
posterieure.
Remaraue 2.1.4 :







Nous allons, dans la definition qui suit, introduire les homomorphismes
3n : Qn(X) —> Qn-l(X), n >. 1, simplement en decrivant leurs effets sur les elements de base,
les n-cubes singuliers.
Definition 2.1.5 :
Pour tout n-cube singulier T, n > 0, posons:
^(T)=^(-inA,T-B,T].
i=l
Voici maintenant deux proprietes tres importantes des homomorphismes que nous
venons de definir:
3n-lOn(T))=0 (n>l),
3n(Dn(X)) c Dn-i(X) (n > 0).
La verification de la premiere d'entre elles repose sur les identites de la remarque 2.1.4, celle
de la seconde est, quant a elle, evidente. Cependant, la seconde propriete a pour
consequence que 3n induit aussi un homomorphisme de Cn(X) dans Cn-i(X) que nous
noterons egalement, sans grand risque de confusion, 3n. Cette suite d'homomorphismes 3i,
^2> •••> ^n> •••' est telle que ^n-l^n = 0» ce qui nous autorise a ecrire :
Zn(X) = KER 3n = {u e Cn(X) I 3n(u) = 0} (n > 0),
Bn(X) = IM 3n+l = 3n+i(Cn4-i(X)) (n ^ 0).
Ce qui nous permet done de definir les groupes quotients
H.(X)=Z"(X^(X) Pourn:>°
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que nous nommerons les groupes d'homologie singuliere de X de dimension n , ou bien les,
groupes d'homologie de dimension n de X , dont les elements porteront Ie nom de classes
d'homologie . Bien qu'etant de moindre importance, les groupes Zn(X) et Bn(X) seront
appeles respectivement Ie groupe des n-cycles et Ie groupe des cycles frontieres de
dimension n .
II ne nous reste plus qu'a fournir une definition du groupe Ho(X) qui depend
essentiellement de la maniere dont nous definirons Ie groupe Zo(X). Une premiere fa9on de
faire consiste a poser Zo(X) = Co(X) et ainsi obtenir
_ Zg(X)^/ __ _ Cy(X)^
'/B,(X)= "'/B.(X)-
Une deuxieme £09011 de proceder consiste a considerer 1'homomorphisme e : Co(X) —> Z ,
homomorphisme qui est souvent appele I'augmentation de CQ(X) . Puisque Co(X) = Qo(X)
est un groupe libre de 0-cubes, il suffit de definir e(T) pour tout 0-cube T et la maniere la
plus facile de Ie faire est de poser e(T) = 1. fl s'ensuit que pour toute 0-chame de la forme
u = ^ a;T,, nous aurons e(u) = ^ a,; ce qui nous pennet de verifier que e o 3^ == 0. Cette
demiere egalite nous assurant que Bo(X) c Zg(X) = KER e, nous sommes done en mesure
de considerer Ie groupe quotient suivant:
H,(X) = z»(x;) Bo (X)
ou Ho (X) sera denomme Ie groupe reduit d'homologie de dimension 0 de X . Soulignons
enfin que nous ne considererons Ie groupe reduit Ho(X) que dans Ie cas ou X ^ 0.
La proposition suivante nous sera d'une utilite appreciable dans 1c prochain chapitre et
c'est pourquoi, nous prendrons la peine de la demontrer.
Proposition 2.1.6 :
Soient X^, K e A, toutes les composantes connexes par arcs d'un espace topologique
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X. Alors Ie groupe d'homologie Hn(X) est isomorphe a la somme directe
)H^(XJ des groupes Hn(X?,).
KeA
Demonstration :
Notons, avant tout, que 1'image de chaque n-cube singulier n'est incluse que dans une
seule composante connexe de X. En effet, il suffit de se rappeler que 1'image d'un ensemble
connexe par une fonction continue doit etre egalement un ensemble connexe. Qn(X) s'ecrit






et en passant aux groupes quotients, nous obtenons :
Cn(X)=©C^(X,).
'keA
Nous pouvons aisement constater que puisque 1'image de chaque n-cube singulier est
entierement contenue dans une seule composante connexe X^, alors il en va de meme pour
les faces du sus-dit n-cube singulier. Cela entrame que 1'homomorphisme
3n : Cn(X) —> Cn-i(X) est tel que 3n(Cn(X^)) c: Cn-i(X^) et cela nous permet les









Quel que soit 1'espace topologique X, Ho(X) est une somme directe de groupes
cycliques infinis ou chaque composante connexe par arcs de X est associee a un de ces
groupes. En d'autres termes, Ie nombre de composantes connexes par arcs de X est
donne par Ie rang du groupe abelien libre Ho(X).
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2.2 Homomorphismes induits par des fonctions continues
Nous savons maintenant que la theorie homologique associe a tout espace topologique
X, une suite de groupes Hn(X), n e N. Mais il est important de mentionner qu'elle associe
^galement une suite d'homomorphismes f* : Hn(X) —> Hn(Y) n € N, a toute application
continue f : X —> Y entre deux espaces topologiques. II nous faudra, a cette fin, definir
d'autres homomorphismes et enoncer quelques-unes de leurs proprietes.
Definition 2.2.1 :
Soit f: X —> Y, une foncdon continue entre deux espaces topologiques. Alors f induira
une suite d'homomorphismes f^ : Qn(X) —> Qn(Y) si nous posons
f^(T) =f o T pour tout n-cube singulier T : ln->X, ne N.
Signalons quelques proprietes de ces homomorphismes:
(1) f^ (Dn(X)) c Dn(Y) et par consequent f induit un homomorphisme de Cn(X) dans
Cn(Y) que nous noterons aussi, sans reel risque de confusion, f^ : Cn(X) —> Cn(Y) n € N.












Par consequent f^ (Zn(X)) c Zn(Y) et f^ (Bn(X)) c Bn(Y) pour tout n >. 0, ce qui implique
que fj( induit des homomorphismes, notes f*, entre les groupes d'homologie singuliere de X
et de Y respectivement,
f. :Hn(X)->Hn(Y),n€ N.






Nous pouvons en d^duire que f^ (Zo(X)) c Z()(Y) et done que f^ induit aussi
1'homomorphisme ci-apr^s.
f. : Ho(X) -^ Ho(Y).
(4) Enfin, soient X, Y, Z trois espaces topologiques etf:X-»Y,g:Y—> Z deux
applications continues. II est alors facile de constater que nous aurons 1'egalit^ qui suit:
(g 0 f)^< = g^, 0 f^.
II est maintenant temps d'aborder un concept fort important en topologie algebrique
1'homotopie.
Definition 2.2.2 ;
Deux applications continues f, g : X —> Y seront dites homotopes , ce qui sera not6
f = g, s'il existe une application continue F : I x X —> Y telle que F(0, x) = f(x) et
F(l, x) = g(x), Vx, x € X.
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Exemole 2.2.3 :
Soient X, un sous-ensemble convexe d'un espace vectoriel topologique Eet f, g :
X -^ X deux applications continues quelconques. Alors f et g sont homotopes, 1'homotopie




H nous est facile de realiser que la relation = presentee plus haut est une equivalence sur
1'ensemble des applications continues de X dans Y. Cela a pour consequence que si les
espaces topologiques X et Y ne sont pas trap pathologiques, alors nous pouvons
raisonnablement nous attendre a ce qu'il n'y ait qu'un nombre fini ou, tout au plus,
d^nombrable de classes d'homotopie. A ce propos, 1'exemple 2.2.3, nous pennet de
constater que la relation = sur 1'ensemble des applications continues de X dans X, un espace
possedant beaucoup de proprietes sympathiques, n'admet qu'une seule classe d'homotopie.
Theor^me 2.2.5 :
Soient f et g, deux applications continues de X dans Y, deux espaces topologiques. Si f
et g sont homotopes, alors les homomorphismes induits f* et g*, de Hn(X) dans Hn(Y)
de meme que de Ho (X) dans Hg(Y), sont egaux.
Le lecteur pourra, s'il Ie desire, trouver 1'integralite de cette preuve aux pages 166 et
167 du livre A Basic Course in Alsebraic Topolo^v de William S. MASSEY [7].
Derinition 2.2.6 :
Deux espaces topologiques X et Y seront dits de meme type homotopique , s'il existe
deux applications continues f:X->Yetg:Y—>X telles que I'applicadon g o f soit
homotope a 1'application identite I: X —> X et que fog soit homotope ^ 1'application




Consid^rons les ensembles IR2\ ((0, 0)) etS1 = ((x, y) e E2 I x2+y2= 1} en tant que
sous-espaces topologiques de IR2 muni de la topologie usuelle. Alors 1'application





-^x2+y2 -^x2+y 2 /
sont toutes deux des equivalences homotopiques. En effet, f o i = I, 1'idendte sur S1 et
i o f= 1,1'identite sur E2 \ {(0, 0)}. L'homotopie F etant simplement donn^e par
F(t, (x, y)) = (l + t^x2+y2 -1) f(x, y).
Les espaces IR2\ ((0,0)} et S1 sont done de meme type homotopique.
Theoreme 2.2.8 :
Soit f: X —> Y une equivalence homotopique. Alors les applications
f* : Hn(X) -> Hn(Y), n e N, et f* : Ho (X) -> Ho(Y) sont des isomorphismes.
Demonstration :
Cette ddmonstration triviale, s'appuyant sur les resultats du th^oreme 2.2.5, est laissee
au soin du lecteur.
Exemole 2.2.9 :
Le theor^me precedent ainsi que 1'exemple 2.2.7, nous permettent de conclure que les
groupes Hn(E2 \ ((0, 0)}) et Hn(S1) n e N, ainsi que les groupes Ho(IR2 \ {(P. 0)» et
Ho (S) sont isomorphes entre eux.
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2.3 Groupes d'homologie relative
m Afin d'etre en mesure de determiner, en pratique, les goupes d'homologie d'un espace
J topologique X, il nous faudra definir les groupes d'homologie relative, Hn(X, A) n G N,
d'une paire (X, A) ou A est un sous-espace de X. Cela tient au fait qu'il existe une tres jolie
relation entre la structure des goupes d'homologie relative et les homomorphismes
i* : Hn(A) —> Hn(X), relation qui est vehiculee par ce que nous appellerons plus tard la suite
homologique de la paire (X, A).
Definition 2.3.1 :
Soient A un sous-espace de 1'espace topologique X et i: A—>X, 1'inclusion usuelle. II
nous est facile de verifier que 1'homomorphisme induit i* : Cn(A) —> Cn(X) est en fait
un monomorphisme, ce qui nous autorise a voir Cn(A) comme un sous-groupe de
0Cn(X). Nous noterons, par la suite, Cn(X, A) Ie groupe quotient ^n^/^
n e N, qui sera denomme Ie groupe des n-chaines de la paire (X. A).
De surcroit, 1'operateur 3n : Cn(X) —> Cn-i(X) possede la propriete que 3n(Cn(A)) c
Cn-i(A) et induit done 1'homomorphisme suivant: 9 : Cn(X, A) —> Cn-i(X, A) que nous
noterons habituellement 3n ou 3 par souci de simplicite. Nous procederons de maniere
analogue a ce qui a ete fait au debut du chapitre afin de definir, dans un premier temps, Ie
groupe des n-cycles de (X, A) pour n > 0 par
Zn(X, A) = KER 3n = {u e Cn(X, A) I 3(u) = 0} (n > 0),
deuxiemement, Ie groupe des n-cycles frontieres de (X, A) par
Bn(X, A) = IM 3n+i = 3n+i(Cn+i(X, A)) (n ^ 0),
et enfin, les groupes d'homologie de dimension n de la paire (X, A) par
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H.(X, A) = z"(x- A%^(X, A) Pour " > °-
Dans Ie cas ou n = 0, nous poserons ZQ(X, A) = Co(X, A) et obtiendrons
'ov-(v>
IO^A, A; = - /Bo(X,A)-
Pour la suite de notre expose, il est plus commode de produire Ie diagramme commutatif
suivant impliquant les groupes Cn(X), Cn(A), Cn(X, A) et ou les fleches verticales
representent 1'operateur 3 approprie, i# represente 1'homomorphisme induit par 1'inclusion i
etj#, 1'epimorphisme naturel de Cn(X) dans Ie groupe quotient Cn(X, A).
I I
Cn+i(A) —^ Cn+l(X) —^ Cn+l(X,A)
J „ i...,. i...Cn(A) -^Cn(X) JL^Cn(X,A)
Cn.l(A) -^. Cn-l(X) -^ Cn.i(X, A)"T T 'l
Figure 2.3.
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En vertu de ce que nous avons mentionne precedemment, i# et j# induisent respectivement les
homomorphismes i* : Hn(A) —> Hn(X) etj^: Hn(X) —> Hn(X, A), n e N.
II ne nous reste plus, des a present, qu'a definir une troisieme suite d'homomoq)hismes
3, : Hn(X, A)-^ Hn-i(A), n e N*.
Pour ce faire, il nous suffira de considerer un element u quelconque de Hn(X, A) puis de
fournir une expression convenable de 1'element 3*(u) e Hn-i(A). Choisissons done Ie n-
cycle u' e Zn(X, A) c Cn(X, A), un representant de la classe d'homologie de u. Puisque j#
est un epimorphisme, il existe done une chame u" e Cn(X), telle que j#(u") = u'. Si nous
considerons maintenant la chame 3(u") de Cn-i(X) nous pouvons remarquer, etant donne
que Ie diagramme precedent est commutatif et que u' est un cycle, que j#3(u") = 0. Par
consequent, 3(u") appartient au sous-groupe Cn-i(A) de Cn-i(X) et il est clair, en plus, que
3(u") est un cycle puisque 33(u") = 0. Defmissons done 3*(u) comme la classe d'homologie
du cycle 3(u").
Evidemment, il nous faut nous assurer de la coherence d'une telle definition en montrant
que 1'application 3* ne depend ni du choix de u', ni de celui de u". Supposons en effet que
nous ayons deux representants,les cycles u' et v' respectivement, de la classe d'homologie
de u. Par consequent, il existe un element b du groupe Bn(X, A) qui est tel que u' = v' + b.
Nous pouvons done trouver un element b' du groupe Cn+i(X, A) avec 3(b') = b puis, en
vertu de la surjectivite de 1'homomorphisme j#, exhiber un element b" de Cn+i(X) tel que
j^(b") = b'. Maintenant, la commutativite du diagramme precedent nous permet de conclure
quej#3(b") = b =j#(u") - j#(v") = j#(u" - v") ou u" et v" sont les elements de Cn(X) tels que
j#(u") = u' etj#(v") = v'. Cette egalite nous permet d'ecrire que u" - v" - 3(b") =c, ou c est
un element de Cn(A). Or 3(c) = 3(u") - 3(v") - 33(b") = 3(u") - 3(v"). Ce qui nous permet
de conclure que 3(u") - 3(v") est un element de Bn(A) et done que 3(u") et 3(v") font partie
de la meme classe d'homologie.
Dans un second temps, nous souhaiterions prouver que 1'application 9* est bien un
homomorphisme, c'est-a-dire que nous voulons avoir 3*(u+v) = 3*(u) + 3^(v) quels que
soient les elements u et v de Hn(X, A). Choisissons done les cycles u' et v' representant les
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classes d'homologie des elements u et v. Alors nous pouvons choisir, de maniere analogue
a ce qui a ete fait precedemment, les elements u", v" et w" de Cn(X) qui remplissent les
conditions suivantes : j#(u") = u', j#(v") = v1 etj#(w") = u' + v'. Mais comme
j#(w" - (u" + v")) = 0, cela implique que w" - u" - v" = c ou c est un element de Cn(A). II ne
reste plus qu'a appliquer 1'homomorphisme 3 aux deux membres de 1'egalite pour obtenir
que 3(w") - 3(u") - 3(v") est element de Bn(A); ce qui entraine trivialement Ie resultat. D
L'homomorphisme ainsi obtenu re9oit souvent Ie nom d'operateurfrontiere (ou bord) de la
pa ire (X. A).
Definition 2.3.2 :
Si conventionnellement nous decretons que pour n < 0
Hn(A)=Hn(X)=Hn(X,A)={0},
nous obtenons la suite que voici, s'etendant indefiniment aussi bien vers la droite que
vers la gauche:
...—>H^(X, A)—^IVA)—^(X)—^(X, A)-^-^....
qui repond alors au nom de suite homologique de la paire (X. A).
Theoreme 2.3.3 :
La suite homologique d'une paire quelconque d'espaces (X, A) est exacte,
c'est-a-dire que 1'image de n'importe lequel des homomorphismes de la suite est egale
au noyau de 1'homomorphisme immediatement a sa droite.
Demonstration :
La demonstration ne presentant guere de difficulte est laissee au soin du lecteur. II
s'agit en fait de montrer chacune des inclusions suivantes :
image i* c KERj*, image '^ D KERj»,
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image j* c KER9*, image j* => KER 3»< ,
image 3* c KER i* , image 3* =) KER i*.
Enfin, dans Ie but d'obtenir une connaissance plus intime des groupes d'homologie
d'une paire d'espaces (X, A), il nous faut, tout comme dans Ie cas de groupes d'homologie
d'un espace, considerer les applications entre les paires d'espaces.
Definition 2.3.4 :
Soient (X, A) et (Y, B) deux paires. Une fonction continue f: X —>Y est dite
transformation de paires si f(A) c f(B) et est notee: f : (X, A) —> (Y, B).
Evidemment, comme nous 1'avons decrit precedemment, la fonction continue f induit
1'homomorphisme f^ : Cn(X) —> Cn(Y), n G N. Puisque f(A) c f(B), il s'ensuit que
f^(Cn(A)) est un sous-groupe de Cn(X) et par consequent, f induit egalement un
homomorphisme entre les groupes quotients Cn(X, A) et Cn(Y, B) note lui aussi f^. Ces









II en decoule que f^ induit 1'homomorphisme f* : Hn(X, A) —> Hn(Y, B) entre les groupes
d'homologie correspondants pour tout entier naturel n.
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2.4 Groupes d'homologie des graphes d'ordre fini
Tout au long de la presente section, nous utiliserons les proprietes des groupes
d'homologie relative afin d'aboutir a une procedure systematique de calcul de groupes
d'homologie des espaces relativement simples que sont les graphes d'ordre fini. Enfin, nous
terminerons cette section en presentant les details d'un tel calcul a 1'aide d'un exemple
concret, puis nous discuterons des effets sur ces goupes de l'homomoq)hisme induit par la
fonction continue qu'est un homomorphisme de graphes.
Nous savons deja qu'il est possible de representer un graphe d'ordre fini, simple ou
oriente, a 1'aide d'un schema comportant des points symbolisant les sommets et des lignes
reliant ces points representant les aretes (lignes que 1'on peut munir d'une fleche Ie cas
echeant). Cette remarque nous amene a considerer un graphe simple ou oriente plutot
comme une paire constituee d'un espace de Hausdorff et d'un sous-espace discret fini
(1'ensemble des sommets), notes respectivement G et X sans grand risque de confusion, qui
respectent les deux conditions suivantes :
(a) G\X n'est autre que 1'union disjointe d'un nombre fini de sous-ensembles ai, 02, ..., a^
tous homeomorphes a un intervalle ouvert de la droite reelle. Ces sous-ensembles pouvant
etre assimiles aux lignes dont nous parlions plus haut, c'est done tout naturellement que nous
leur donnerons Ie nom d'aretes.
(b) La frontiere de chacune des aretes ai, a, \ai, est constituee de deux sommets distincts et
par consequent la paire ( a,, aQ est homeomoq)he a la paire ([0, I], (0, 1)).
Un resultat relativement celebre stipule que les graphes simples ou orientes tels que nous les
avons redefinis admettent toujours un plongement homeomorphe dans E3. En peu de mots,
cela signifie que la representation dans IR3 que nous ferons du graphe sera telle que deux
aretes distinctes ne s'intersecterontjamais par plus d'un sommet.
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Attardons-nous maintenant a la determination des groupes d'homologie du graphe G en
utilisant les groupes d'homologie relative de la paire (G, X) et la suite homologique exacte de
(G, X) afin de parvenir a notre objectif. Dans cette optique, enon^ons Ie resultat suivant
dont la demonstration, s'appuyant sur une proposition de MASSEY [7], ne presente aucune
difficulte.
Lemme 2.4.1 :
Soient ai, a^,..., a^ 1'ensemble des aretes d'un graphe G simple ou odente d'ordre fini




[0 pour q ^ 1.
Theoreme 2.4.2 :
Soient encore une fois, ai, 02,..., a^ 1'ensemble des aretes d'un graphe G simple ou
oriente d'ordre fini. L'inclusion i entre les paires d'espaces (a, , a,) et (G, X) induit les
homomorphismes injectifs suivants H (a,, a,)——->H (G, X) pour i= 1,2, ..., k
k
et Hq(G, X) est done donne par la somme directe ® i» (H (a,, a, )).
i=l
Demonstration :
Une demonstration detaillee de ce theoreme est fournie a la page 193 de [7].
II en decoule que HI (G, X) est un groupe abelien libre de rang k et que Hq(G, X) = 0
pour q ^ 1. Notons que Ie rang d'un groupe abelien libre n'est rien d'autre que Ie nombre
d'elements d'une base et comme ce nombre est independant de la base choisie, la notion de
rang a done un sens.
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Comme nous 1'avons annonce plus tot, nous voulons utiliser la suite homologique
exacte de la paire (G, X); c'est d'ailleurs a cette fin que nous avons prealablement determine
la structure des groupes d'homologie relative Hq(G, X). Puisque X est un espace fini muni
de la topologie discrete, Hq(X) = 0 pour q -t- 0 et Ho(X) est un groupe abelien libre dont Ie
rang correspond au nombre de sommets du graphe. De ces constatations il suit que Hq(G) =
0 pour q > 1 puisque la seule partie non triviale de la suite homologique de la paire (G, X)
est la suivante:
0 -> Hi(G)—^Hi(G, X)—^Ho(X)—^Ho(G) -^ 0.
Or nous savons deja, grace au corollaire 2.1.7, que Ho(G) est un groupe abelien libre dont Ie
rang est egal au nombre de composantes connexes par arcs de 1'espace topologique G.
Cependant, nous pouvons aisement constater que, dans Ie cas des graphes simples ou
orientes d'ordre fini, les composantes connexes telles que deflnies au chapitre 1 co'incident
avec les composantes connexes par arcs. Par consequent les structures de tous les groupes
d'homologie apparaissant dans la suite homologique exacte de la paire (G, X) nous sont
maintenant connues a 1'exception du groupe Hi(G). Le theoreme suivant nous fournira
quelques informations sur ce demier groupe.
Theoreme 2.4.3 :
Soit G un graphe simple ou oriente d'ordre fini. Alors HI (G) est un groupe abelien
libre et de surcroit:
RANG(Ho(G)) - RANG(Hi(G)) = %(G).
Demonstration :
1) Puisque la suite homologique de la paire (G, X) est exacte, 1'homomorphisme j* est
done injectifce qui implique que Hi(G) est isomorphe au sous-groupej»e(Hi(G)) de
HI(G, X). Or ce demier groupe etant abelien et libre, il est bien connu que tous ses sous-
groupes sont egalement abeliens libres. Ce qui montre bien que Hi(G) est un groupe abelien
libre.
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2) Atm de mener a bien la demonstration de 1'egalite precedente, il nous faut rappeler Ie
resultat suivant d'algebre lineaire :
Soit f: A —> F un homomorphisme surjectif du groupe abelien A vers Ie groupe abelien
Ubre F. Nous avons alors 1'egalite qui suit: A = KER f ® H ou H est isomorphe a F.
Toujours en vertu de 1'exactitude de la suite homologique de la paire (G, X), nous
pouvons conclure que 1'homomorphisme i* du groupe abelien Ho(X) dans Ie groupe abelien
libre Ho(G) est surjectif. Par consequent, Ho(X) peut s'ecrire comme somme directe du
noyau de 1'homomorphisme i* et du groupe abelien libre F qui est isomorphe a Ho(G). Mais
nous savons egalement que KER i* = IM 3* ce qui implique que
Hp (X) = 3, (Hi (G, X)) © F. De plus, un resultat elementaire d'algebre lineaire nous permet
d'affirmer que :
^H,(G,X)/___ ^H,(G,X)^
^n,^,^))» - - /KER3,= ^ ' /j,(Hi(G))-
Par consequent. Ho (X) " H1(-G' ^,(H,(G)) eF et donc :
RANG (Ho(X)) = RANG (Hi(G, X)) - RANG (Hi(G)) + RANG (Ho(G)).
II suffit maintenant de se rappeler que les rangs de Ho(X) et de HI (G, X) sont
respectivement egaux au nombre de sommets et au nombre d'aretes de G pour completer la
demonstration. D
Etant donne que Ie groupe Hi(G) est isomorphe au noyau de 1'homomorphisme
3* : HI (G, X) —> Ho(X), nous serons en mesure d'en determiner precisement la stmcture
des que nous aurons donne la description que voici de 1'homomorphisme 3* :
(a) Choisissons comme base de Ho(X), 1'ensemble des sommets.
(b) A moins que cela ne soit deja fait, munissons toutes les aretes du graphe d'une
orientation arbitraire.
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(c) Nous pourrons alors considerer 1'ensemble des aretes orientees comme une base de
Hi(G, X).
(d) Enfin, soit ai une arete incidente aux sommets s et s' et orientee suivant la relation s' > s,
alors
3+(ai) = s' - s.
Mais nous verrons mieux ce que tout cela peut signifier gr^ce a 1'exemple suivant.
Exemple 2.4.4 :
Soit G, Ie graphe oriente ci-dessous :
S4
L'homomorphisme 3* est donne par les egalites suivantes, puis exprime sous forme
matncielle.
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9*(ai) = S2 - si
3*(a2) = S3 - S2
3*(as) = 34 - 33
3*(a4) = 84 - 85
3*(as) = 85 - S6
3*(a6) = S6 - si
3*(a7) = S3 - S6
3>i<(ag) = 34 - si




























































































qui representent respectivement les quatre cycles ci-apres.
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Figure 2.6.
Comme nous 1'avons annonge en debut de section, nous nous occuperons maintenant
de 1'effet des fonctions continues que sont les homomorphismes de graphes, tels que definis
au chapitre 1, sur les groupes d'homologie. Effectivement, si nous considerons deux
graphes G = (X, A) et G' = (X', A') comme des sous-espaces de IR3, alors il est aise de
constater qu'un homomorphisme de graphes n'est rien d'autre qu'une fonction continue
possedant les deux proprietes suivantes :
(1) f(X) c X', cela revient a dire qu'un sommet de G est transforme en un sommet de G'.
(2) Soit ai une arete quelconque de G, alors 1'image de a, par f est homeomorphe a a,, ou
a; represente une arete de G'.
Etant donne que f(X) c X', nous pouvons considerer f comme transformation de paires
entre (G, X) et (Gf, X') et ainsi obtenir Ie diagramme commutatif suivant:
0 -> H,(G)—^ Hi(G, X)^-^ Ho(X) —^ Ho(G) ^ 0
If. if, Uo ^
0 -, H,(G- )—^H,(a, X- )—»Ho(Xi)—^Ho(G') ^ 0. ,
Figure 2.7.
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A partir de ce diagramme, il devient clair que 1'homomorphisme f* : Hi(G) —> HI (G')
peut etre entierement determine a partir de 1'etude de 1'homomorphisme fi. Afin d'obtenir
une connaissance plus intime de ce demier homomorphisme, nous decrirons son effet sur la
base que nous avons choisie pour Ie groupe HI (G, X), c'est-a-dire sur 1'ensemble des aretes
orientees. Puisque la propriete (2) citee plus haut stipule que f(a,) est homeomorphe a a,,
quelles que soient les aretes ai et a, appartenant respectivement aux groupes Hi(G, X) et
HI (G', X'); deux cas seulement peuvent alors se presenter :
+aj si f preserve 1' orientation
l-Bj si f change 1' orientation.
Nous possedons maintenant une expression de 1'homomorphisme
fl : Hi(G, X) ^ Hi(G', X')
en fonction des elements de base des groupes Hi(G, X) et Hi(G', X'), c'est-a-dire de
1'ensemble des aretes orientees de chacun des graphes. Comme nous Ie verrons a la fin du
chapitre trois, les isomorphismes de graphes auront certains effets sur les equations
quadratiques que nous associerons aux graphes.
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CHAPITRE 3
APPLICATIONS A LA THEORIE DES GRAPHES
Ce dernier chapitre, subdivise en quatre sections, represente une contribution originale
au sujet par 1'utilisation qui y est faite, des groupes d'homologie d'un graphe. Elle repose
principalement sur la cpnstatation que les generateurs du premier groupe d'homologie d'un
graphe engendrent egalement 1'ensemble des cycles de ce graphe. La premiere section sera
d'ailleurs consacree a la definiton et a 1'enonce des proprietes immediates des sous-graphes
representant une base de ces generateurs. Fort de ces remarques, nous serons a meme dans
la seconde section, de presenter un precede systematique de detection d'ensembles
d'articulation reposant sur la determination de la dimension du noyau d'un systeme
d'equations lineaires. Dans la troisieme section, il sera montre, a 1'aide d'un exemple
concret [4], a quel point ces techniques peuvent se reveler utiles, simpliflant grandement la
demonstration de certains theoremes concernant les graphes. Pour tenniner, la quatrieme
section nous apprendra qu'il est possible d'associer des equations quadratiques et
diophantiennes a des graphes simples ou orientes et ainsi obtenir de surprenantes conditions
necessaires a 1'existence d'un cycle ou d'un circuit hamiltonien, de meme qu'a 1'existence
d'un isomorphisme de graphes.
3.1 Proprietes des sous-graphes G'o et G'no
Nous commengerons par definir ces sous-graphes issus du calcul de groupes
d'homologie d'un graphe effectue au chapitre deux. L'etude des proprietes intrinseques de
ces sous-graphes nous amenera non seulement a la formulation de conditions necessaires a
1'existence d'un cycle ou d'un circuit hamiltonien, mais nous permettra egalement une
identification immediate des isthmes du graphe G d'origine.
Avant toute chose, rappelons-nous que lors du calcul du premier groupe d'homologie
d'un graphe G = (X, A), il nous fallait imperativement munir d'une orientation arbitraire
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chaque arete qui n'etait pas deja prealablement orientee. Notons, dans un but
mnemotechnique, Ie graphe oriente ainsi obtenu, Go = (X, Ao) (o rappelant Ie mot oriente).
Evidemment dans Ie cas d'un graphe oriente G, les graphes Go et G comcident. Enfin,
gal-dons a 1'esprit que 1'ensemble Ao = -jaj} des aretes orientees de Go forment une base
du groupe abelien libre Hi(G, X), ce qui permet d'ecrire un element b de Hi(G, X)sousla
m
forme b = ^djaj ou dj € 2 , Vj, 1^ j < m.
j=l
Definition 3.1.1 :
Soient G = (X, A), un graphe simple ou oriente, Go = (X, Ao), Ie graphe oriente qui lui
est associe avec Ao = \ a, \ . Considerons egalement (e^i^^n, une base du groupe
l<j<m
abelien libre KER 3* c Hi(G, X). Nous noterons par la suite G'o, Ie graphe oriente
m
Go = (X\ A'o) ou A'o = {aj € Ao I dij ^ 0 pour un e; = ^dyaj, 1 < i ^ n} et
J=l
X' = {x e X I il existe une arete aj de A'o incidente ax}.
Le graphe G'no = (X', A'no) n'est rien d'autre que Ie graphe simple obtenu a partir
de G'o = (X', A'o), en rempla^ant chaque couple (x, y) de A'o par la paire {x, y} de
IP2(X').
II est bien evident que les sous-graphes G'o et G'no que nous venons de definir, ne
dependent aucunement de la base de KER 3* choisie. Cependant, nous utiliserons
essentiellement par la suite des bases de cycles elementaires et ce, afin de faciliter les
demonstrations. Indiquons, a ce propos, que 1'algorithme recemment developpe par
KACZYNSKI, MROZEK ET SLUSAREK [6], nous permet d'obtenir directement de telles
bases. Lorsque nous disposerons d'une telle base, nous commettrons parfois un abus de
langage en pariant des cycles elementaires de base de G'o.
Exemple 3.1.2 :
Le graphe oriente G, donne par la figure 2.5 et Ie sous-graphe G'o coincident, alors que




Nous pouvons constater que si Ie graphe simple G'no = (X', A'no) n'est pas connexe
alors Ie graphe simple G = (X, A) ne peut etre hamiltonien.
En effet, la connexite du graphe non oriente sous-jacent G'no = (X', A'no) decoule
trivialement du fait que tout cycle hamiltonien est un element de KER 3* = Hi(G). Dans Ie
meme ordre d'idees, il est aise de constater que si Ie graphe oriente G = (X, A) possede un
circuit hamiltonien, alors Ie sous-graphe G'o = (X', A'o) doit etre fortement connexe.
Proposition 3.1.4 :
Si Ie sous-graphe G'no = (X', A'no), d'un graphe simple ou oriente, est connexe,
alors il ne pCut en aucun cas posseder d'isthme.
Demonstration :
II suffit de montrer que si on retranche une arete quelconque a de G'no, toute chame
reliant une paire quelconque x, y de sommets utilisant 1'arete a peut etre remplacee par une
autre chaine reliant egalement x a y mais ne faisant pas apparaitre 1'arete a.
Soit done, a une arete quelconque d'extremites si et S2. La construction du graphe
G'no, nous permet d'affirmer que a appartient a un cycle elementaire que nous noterons C.
D'autre part, il existe un nombre fini de sommets de G'no, tous differents de si ou de 53
dans 1'expression de C que nous noterons s'i, ou i e {0, 1,..., n} et ou n G N*. Nous
pouvons par consequent exprimer C comme suit:
C = [s'o, s'i, ..., S'k, Sl, S2, S'k+1, ..., s'n = s'o] ou nous ne pouvons avoir s'i =
s'j pour i ^ j, C etant un cycle elementaire.
Soit K = [x, SQ, ..., Sm, si, S2, Sm+l, ..., Sn, y] une chame reliant x a y. Alors
nous pouvons obtenir la chame K' suivante:
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K' = [x, SQ, ...» Sm, si, s'k, s'k.l, ..., s'o, s'n-i, ..., s'k+l, S2, Sm+1, ..., Sn, y]
qui relie toujours x ^ y mais qui ne fait plus apparattre 1'arete a. De meme si K avait ete
donnee par 1'expression suivante :
K = [x, SQ, ..., Sm, S2, Si, Sm+l, ..., Sn, y],
la chatne K' aurait eu comme expression:
K' = [x, So, ..., Sm, S2, s'k, s'k-l, ..., s'o, s'n.i, ..., s'k+l, si, Sm+1, ..., Sn, y]. D
La proposition pr^cedente nous a appris que si G = (X, A) est un graphe simple oriente
ou non, alors aucune des composantes connexes du sous-graphe G'no = (X', A no) ne
possede d'isthme. Montrons maintenant que si une arete de G = (X, A) n'apparait plus dans
Ie sous-graphe G'no = (X', A'no), alors cette arete est un isthme pour une composante
connexe de G.
Proposition 3.1.5 :
Une arete d'un graphe simple G = (X, A) oriente ou pas, n'apparattra plus dans Ie sous
graphe G'no = (X', A no) si et seulement si cette arete est un isthme pour une
composante connexe de G.
Demonstration :
(=>) Procedons par 1'absurde en supposant qu'une arete a d'une composante connexe
C de G ne soit pas un isthme, meme si elle est absente du sous-graphe G'no. C est par
consequent un sous-graphe de G que nous pouvons noter C= (Y, B) ouY c X et B c A.
Le r^sultat suivant provenant de la demonstration de la proposition 2.1.6 nous sera
d'une grande utility par la suite : si un graphe G possede k composantes connexes Gi
k
1 ^ i ^ k, alors HI (G) = ©Hi(Gi); c'est-^-dire qu'un cycle elementaire fonnant la base du
i=l
groupe Hi(Gi) pour uniou 1 ^i^k , est egalement un element du groupe HI (G).
(Evidemment, les aretes des composantes connexes Gi doivent avoir la meme orientation que
celle dont on munit les aretes de G lorsque ce demier n'est pas deja oriente.)
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Consid^rons maintenant Ca, Ie sous-graphe de C obtenu en retranchant 1'arete a. Le
graphe Ca doit obligatoirement etre connexe, puisque par hypothese, a n'est pas un isthme.
Cela revient b dire que RANG HO (Ca) = 1. Or 1'observation precedente nous permet de voir
Ie sous graphe G no comme la reunion de tous les graphes Gi'no, ou Gi est une composante
connexe de G pour 1 ^ i ^ k. Done dans Ie cas qui nous occupe, C'no est un sous-graphe de
G'no et par consequent, ne contient pas 1'arete a. C'no est done un sous-graphe de Ca et
comme Ca est ^galement un sous-graphe de C, il en resulte que Cano et C no sont deux
graphes simples absolument identiques. Ce qui entrame naturellement que
RANG (Hl(C)) = RANG (Hl(Ca)) . En nous servant de/la d^finidon 1.1.10 et du theor^me
2.4.3, nous obtenons :
(1) RANG (Ho(Ca)) = %(Ca) + RANG (Hi(Ca))
(2) RANG (Ho(C)) = %(C) + RANG (Hi(C))
Grace aux egalit^s suivantes :
(!') RANG (Ho(C)) = 1, car C est une composante connexe.
(2') %(C) = %(Ca) -1, car 1'arete a n'appardent pas au graphe Ca.
(3') RANG (Hi(C)) = RANG (Hi(Ca))
Nous pouvons tirer de (1) et (2) que:
RANG (Ho(Ca)) = 2. Contradiction de 1'hypothese stipulant que a n'est pas un isthme
de la composante connexe C.
(^=) Procedons 1^ encore par 1'absurde en supposant qu'un isthme a d'une composante
connexe C de G apparaisse dans Ie graphe G no done par consequent dans Ie graphe C no.
Posons K comme etant la composante connexe de C'no contenant 1'isthme a, K est alors un
sous graphe connexe de C. Cela implique que a est egalement un isthme pour K. II ne reste
plus maintenant qu'a constater que K est bien une composante connexe de G'no. Or, comme
nous 1'avons vu precedemment, si un graphe G possede k composantes connexes Gi,
k
1 $ i ^ k, alors Hi(G) = <9Hi(Gi). Cela nous permet done de conclurp, sachant que
i=l
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Gi'no i^> Gj'no = 0 pour i 7': j, que G'no peut s'ecrire comme 1'union suivante :
k k
(jGj'IK, c U<^» • ^ar conseclllent' a est un isthme de la composante connexe K du graphe
i=l i=l
G'no ce qui constitue une contradiction de la proposition 3.1.4. D
Remaraue 3.1.6 :
Nous pouvons aisement constater que si un graphe simple G = (X, A) est hamiltonien,
alors il doit etre connexe d'une part et depourvu d'isthme d'autre part. II en decoule que Ie
graphe G'no est connexe egalement car il est identique au graphe G.
3.2 Detection d'ensembles d'articulation
Nous allons, dans cette partie de notre travail, fournir une technique de detection des
points d'articulation reposant sur la determination du rang du premier groupe d'homologie de
certains sous-graphes. Nous montrerons de quelle fa^on obtenir ce rang a partir du premier
groupe d'homologie du graphe entier. Finalement nous generaliserons, sans grande peine,
ces resultats pour des ensembles d'articulation arbitraires.
Notation : Soit G, un graphe simple oriente ou non. Nous noterons G\{x} ou plus
simplement G\x, Ie sous-graphe de G obtenu en supprimant Ie sommet x ainsi que toutes les
aretes qui lui sont incidentes.
Remarquons qu'un sommet x, d'un graphe connexe G, est un point d'articulation si et
seulement si Ie graphe GVx n'est pas connexe. A la lumiere de cette constatation, il devient
clair que nous n'avons plus qu'a determiner Ie rang du groupe Ho(G\x) atm d'etre en mesure
de detecter si, oui ou non, Ie sommet x est un point d'articulation. Pour ce faire, 11 suffit
d'exprimer Ie groupe Hi(G\x) en fonction du groupe Hi(G) ou, en d'autres termes, il s'agit
d'obtenir Ie sous-graphe (G\x) no a partir du sous-graphe G'no = (X', A'no). C'est a cette
tache que nous nous consacrerons dans la partie suivante de notre expose.
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Definition 3.2.1 :
Soit G = (X, A) un graphe simple oriente ou non. Dans ce cas Ie graphe
G'o = (X', A'o) est constitue de n cycles elementaires que nous ecrirons ci, 02, ..., Cn
ou ne N. Si, conformement a ce que nous avons fait precedemment, nous exprimons
ces cyles comme des vecteurs de Zk ou k= | A'o |; alors la matrice BG€ Mkxn (Z),
dont la i-eme colonne correspond au cycle q, sera appelee : matrice de base du graphe
G.
Cette definition presente Ie grand avantage de nous permettre de concevoir un cycle
comme une combinaison lineaire entiere de cycles elementaires. L'idee generale de la
construction d'une base pour Ie groupe abelien libre Hi(G\x) repose sur 1'etude des
combinaisons lineaires entieres, de colonnes de BQ, que nous declarons admissibles
relativement a x; c'est-a-dire telles que 1'element Bo-y, ou y e Z n, ne contienne aucune
arete incidente a x. Pour ce faire, il est plus aise de considerer une sous matrice obtenue a
partir de 1'ensemble A'o = { ai, ..., afc} des aretes de G'o. Soit x, un sommet de G et a^,
..., a; , 1 ^ j ^ k, les aretes incidentes a x avec ip e {0, 1, 2,..., k} Vp et ip ^ iq si p ^ q.
Definition 3.2.2 :
Alors, la sous-matrice Ix de BG, obtenue en ne considerant que les lignes ii,..., ij
ainsi que les colonnes q qui ne sont pas reduites au vecteur nul sur ces memes lignes,
sera appelee matrice associee au sommet x.
Exemple 3.2.3 :
































Avant de formuler notre theoreme de detection des points d'articulation, il convient
auparavant d'enoncer Ie lemme que void.
Lemme 3.2.4 :
Soit V un groupe abelien libre de type flni. Un sous-ensemble B de V est appele une
base du groupe V lorsque les deux conditions suivantes sont satisfaites :
(i) B est un ensemble libre
(ii) B engendre G.
51
Voir a ce sujet GODEMENT [5].
Theoreme 3.2.5 (Detection des points d'articulation) :
Soient G = (X, A) un graphe simple oriente ou non, x un sommet de Get C = (Y, D),
la composante connexe de x provenant du sous-graphe G'no. Nous avons alors les
egalites suivantes :
RANG (Hi(C\x)) = m+ DIM (KER Ix) ce qui nous permet d'obtenir:
RANG (Ho(C\x)) = m + DB4 (KER Ix) + x(C\x)
ou 5C(C\x) = %(C) -1 + deg(x) et m represente Ie nombre de cycles elementaires de base
de C'o ne contenant pas Ie point x, ou C'o = (Y, D'o) est Ie graphe onente obtenu en
substituant chaque arete {y, z} de C par Ie couple (y, z) ou (z, y) de A'o.
Demonstration :
Si nous supposons que la composante connexe C n'est pas reduite au point x, alors
nous pouvons poser deg(x) = m, ou me N*. De meme, nous sommes assures que 1'un
des cycles de base du graphe C'o contient Ie point x; ce qui nous autorise a poser k,
k e N*, comme etant Ie nombre total de tels cycles. Par consequent, la matrice Ix peut
s'ecrire comme suit:
Ix =(<7ij) ou 1 ^i^m, l^j^k et Gij€ {0, 1,-!} Vi,j.
Afin d'obtenir 1'ensemble des combinaisons lineaires admissibles de cycles, c'est-a-dure les





















oun=DIM(KERIx) di € 2 Vi 1 ^ i < n.
(Evidemment si nous avons DIM (KER Ix) = 0, Ie vecteur nul est alors 1'unique solution du
systeme.)





poserons YI = Bcr • Xi, Vi, 1 ^ i < n, ou Bcr represente la matrice de base BC de la
composante connexe C reduite aux seules colonnes presentes dans la matrice Ix. Aucune des
aretes incidentes a x ne peut apparaitre dans Ie "cycle" YI car Xi est un generateur de KER Ix,
c'est-a-dire que nous avons Ix • Xi = 0. Considerons maintenant 1'ensemble B = {YI ,¥2,
...,Yn , Cl, C2, ..., Cm} ou GI, C2, ..., Cm representent les colonnes de BC n'apparaissant pas
dans la matrice Ix et montrons qu'il constitue une base du noyau de 1'homomorphisme
3*': Hi(C\x, X\{x}) -> Ho(X\{x}) qui est isomorphe a Hl(C\x).
Procedons par 1'absurde en supposant qu'il existe des entiers a-i et Pj, 1 ^ i ^ n et
n m
1 ^j ^ m, tels que ^a,Y, + ^PjCj = 0. Supposons qu'un des Pj soit different de 0, etant
i=l j=l
donne que chaque YI n'est qu'une combinaison lineaire des colonnes de la matrice Bcr, cela
signifie que les colonnes de la matrice Be ne sont pas lineairement independantes.
Contradiction!! Par consequent Rj = 0, Vj, 1 <j ^ m. Supposons maintenant qu'un des ai
n




Bcr • ^OCjX, = 0. Ce qui implique que ^a,X, = 0, puisque toutes les colonnes de la
i=l i=l
matrice sont lineairement independantes. D'ou ai = 0 Vi, 1 ^ i ^ n, ce qui constitue une
contradiction et par consequent B est bien un ensemble libre.
Montrons maintenant que B engendre Ie noyau de 1'homomorphisme
3; : Hi(C\x, X\{x}) -^ Ho(X\{x})
qui est isomorphe a Hl(Cx). II est parfaitement clair que tout element du noyau de
1'homomorphisme precedent est egalement un element du noyau de 3* : Hi(C, X) —> Ho(X).
Supposons maintenant que nous ayons un element du noyau de 3*, que nous noterons d.
Cependant, d etant aussi un element du noyau de 3*, il peut done s'ecrire comme la
m k
combinaison lin^aire que voici des colonnes de la matrice BC. d = ^01,0, + ^PjCj ou les
i=l j=l
Cj sont les colonnes de Bcr. Or puisque d est egalement un element du groupe
Hi(C\x, X\{x}), 1'expression de d ne peut en aucun cas comporter une des aretes incidentes


























ou ki e 2 , Vi, 1 ^i^net
done, par transitivite, que ^PjCj = ki YI + kz ¥2 +......+ kn Yn. Ce qui montre bien que
J=l
B est un ensemble de generateurs.
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Le lemme 3.2.4 ainsi que les parties (1) et (2) nous pennettent d'affirmer que B est une
base du noyau de 1'homomorphisme 3* et par consequent que
RANG (Hi(C\x)) =m+DIM(KERIx). D
Exemple 3.2.6 :














































Dans Ie cas present nous avons deg(x) = 5, DIM (KER Ix) = 0 et m =,0 ce qui nous permet
de conclure que RANG (Hi(G\x)) = 0 et par consequent que RANG (Ho(G\x)) = 2. Le
sommet x est done un point d'articulation.
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Remaraue 3.2.7 :
Nous ne nous sommes interesses qu'aux points d'articulation, car nous recherchons
av ant tout des conditions necessaires a 1'existence de cycle hamiltonien. Cependant, Ie
theoreme precedent peut sans difficulte etre adapte a la detection d'ensembles d'articulation
pouvant contenir a la fois des points et des aretes. En effet, il suffit alors de considerer une
matrice associee a un ensemble S d'aretes et de sommets d'une composante connexe C du
graphe G'no. La sus-dite matrice, que nous noterons Is, sera constituee des lignes de la
matrice de base BC representant les aretes de S ainsi que toutes les aretes incidentes a
1'ehsemble {si, 82,..., s^} des points de S. Les colonnes de Is seront donnees, quant a
elles, par toutes les colonnes de la matrice BC qui ne sont pas reduites au vecteur nul sur les
lignes precedentes. Soient maintenant Xi, X2,..., Xn les vecteurs de base du noyau de la
matrice Is et posons Yi = Bcr • Xi, Vi, 1 ^ i ^ n, ou Bcr represente la matrice BC restreinte
aux colonnes apparaissant dans la matrice associee Is. Si, conventionnellement, nous
decidons de noter ci, 02,..., Cm les colonnes de BC qui ne font pas partie de la matrice Bcr,
alors nous sommes en mesure de demontrer exactement de la meme maniere que
precedemment que B = {YI, ¥2,..., Yn GI, 02,..., Cm} est une base du noyau de
1'homomorphisme
3; : Hi(C\S, X\{si, 82,..., Sk}) -> Ho(X\{si, S2,..., Sk}),
qui est isomorphe a Hl(C\S). Ce qui nous permet done de conclure que
RANG (Hi(C\S)) = m+ DIM (KERIs),
ou m est donne par Ie nombre de cycles elementaires de C'o ne contenant m arete, ni sommet
de 1'ensemble S.















Is etant, bien entendu, une sous-matrice de BG. Nous pouvons sans trop de peine constater
que DIM (KER Is) = 0, m =1 et RANG (Hi(C\S )) = 1. Ce qui implique que
RANG (Ho(C\S)) = m + DIM (KER Is) + %(C\S) =1+0+1=2. Par consequent S est
bien un ensemble d'articulation.
Remaraue 3.2.8 :
Notre preoccupation consistant a trouver des conditions necessaires a 1'existence de
cycle hamiltonien, nous amene a considerer tout particulierement les chaines de sommets de
degre deux. Une telle chatne qui prend la forme suivante C = [si, 82,..., Sn] ou deg(si) = 2
Vi, 2 ^ i ^ n-1, doit faire partie integrante de n'importe quel cycle hamiltonien. Par voie de
consequence, un graphe hamiltonien qui se verrait retrancher une telle chatne resterait tout de
meme connexe. La remarque 3.2.7 nous permet alors de determiner si, oui ou non, une
chaine de sommets de degre deux est un ensemble d'articulation du graphe.
3.3 Cycle de longueur paire dans les graphes
Cependant, la theorie developpee precedemment admet bien d'autres applications
comme, par exemple, la generalisation aux graphes simples connexes du resultat que voici,
demontre par Chung, Goddard et Kleitman [4].
Un graphe oriente G, fortement connexe comportant n sommets et au mains
aretes doit obligatoirement contenir un circuit elementaire de longueur
4
paire.
Afin d'etre en mesure de demontrer plus efficacement Ie resultat annonce, il convient de
presenter, tout d'abord, la remarque et Ie lemme suivants :
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Lemme 3.3.1 :
Soit G = (X, A) un graphe simple oriente ou non. Alors deux cycles elementaires ci et
C2 de G'o = (X', A'o) s'intersectant par une ou plusieurs aretes toutes consecutives,
sadsfont la propriete suivante :
Dans 1'expression vectorielle de GI et 02, toutes les composantes correspondant aux
aretes de 1'intersection auront: soit Ie meme signe pour ci et 02 ou soit un signe oppose
pour les deux cycles. Cela revient a affirmer qu'il existe une combinaison lineaire de ci
et de C2 de la forme aci + pc2, a, P e {1, -1}, telle que Ie cycle ainsi obtenu ne
contienne plus aucune arete de 1'intersection entre les deux cycles.
Demonstration :
Rappelons quelques resultats enonces lors de la description de 1'homomorphisme
3. : Hi(G, X) -> Ho(X)
a) L'ensemble des sommets de G constitue une base du groupe Ho(X).
b) L'ensemble des aretes orientees fonne une base du groupe Hi(G, X).
c) Soit ai, une arete incidente aux sommets si et 82 munie d'une orientation determinee
par la relation 82 > si. Alors 3*(ai) = S2 - si.
d) Hi(G) est isomorphe au noyau de 1'homorphisme 3*.
Un cycle elementaire c est done un element du noyau de 3*, c'est-a-dire que nous
n
avons : 3*(c)=0. Exprimons maintenant Ie cycle c comme suit: ^^0; ou di€ {-1, 1}
i=l
et ai e A, Vi, 1 ^ i ^ n. Evidemment, Ie fait que c soil un cycle nous permet d'obtenir,
grace a une permutation appropriee d'indices, une suite d'aretes ai, 02,..., an, telle que ai alt
un sommet en commun avec ai+i et 1'autre avec ai-i, Vi, 2 ^ i^n-1. Nous exigerons
egalement que Ie sommet initial et Ie sommet terminal de cette chatne coi'ncident. La
remarque b) nous permet de constater que Ie cycle c est donne sous la forme d'une
combinaison lineaire d'elements de la base du groupe Hi(G, X).
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Cela nous autorise a ecrire : 3* (c) = ^ d,3*(a,)
i=l
Pour chaque i, 1 < i ^ n, notons maintenant si et si+i les deux sommets auxquels 1'arete ai
est incidente. Evidemment, il est clair que si 1'arete ai est orientee du sommet si vers Ie
sommet si+i , la relation d'ordre sera donnee par Si+i > Si et nous aurons 3*(ai) = si+i - si.
Dans Ie cas contraire, c'est-a-dire lorsque nous aurons Si > si+i, 3*(ai) = S[ - si+i. L'arete
an, quant a elle, est incidente aux sommets Sn et si; de plus, selon son orientation, nous
aurons soit 3*(an )=si - Sn ou soil 3+(an ) =Sn - si.
Nous sommes maintenant en mesure de constater que Ie signe du coefficient dj associe a
une arete quelconque aj du cycle c, determine Ie signe de tous les autres coefficients di ou
1 ^ i,j < n . En effet, si Sj et sj+i sont les extremites de 1'arete aj, nous aurons alors soit:
1) dj 3*(aj) = sj+i - sj ou
2) dj3*(aj)=sj-sj+i.
Or, puisque c est un cycle elementaire, cela implique que chacun des sommets n'appartient
n
qu'a deux aretes distinctes. Puisque nous voulons 3* (c) = ^d,3»(ai)= 0 , il nous faut, par
i=l
consequent, dans Ie cas 1), egalite entre les termes dj-i 3*(aj-i) et Sj - Sj-i de meme qu'entre
les termes dj+i 3*(aj+i) et sj+2 - Sj+i ; tandis que Ie cas 2) necessite les egalites entre
dj-i 3>i<(aj-i) et Sj-i - Sj de meme qu'entre dj+i 3*(aj+i ) et Sj+i - Sj+2. II est evident que
puisque les orientations des aretes sont connues, les coefficients dj_i, dj+i sont uniquement
determines. Nous pouvons poursuivre, connaissant les signes de Sj-2 et Sj+2, Ie meme
processus afin d'obtenir dj-2 , dj+2 et ainsi de suite. Enfin, il va de soi, qu'en rempla9ant dj
par -dj, nous remplacerons ainsi tous les coefficients di par -di ou 1 ^ i ^ n. (En fait,
intuitivement, cela correspond a un parcours du cycle en sens inverse).
Soient maintenant GI et 02, deux cycles elementaires de G'o possedant m aretes
communes toutes consecutives, me N , que nous noterons ai ou 1 ^ i ^ m, de telle sorte
que la suite ai, 02, ..., an forme une chame. Cela nous permet d'exprimer ci et 02 de la
maniere suivante:
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m P m q
cl= Skiai+£liai etc2= Sk'iai+Zmiai
i=l i-1 i=l i=l
ou p, q € N, ki, k'i, li, mi e {-1,1} et ai, a'i, a"i e A. Supposons, dans un premier
temps, que nous ayons 1) ki = k'i. Dans ce cas, les remarques prec^dentes et Ie fait que les
aretes communes soient toutes consecutives, nous permettent de conclure que ki = k'i, Vi,
1 ^ i ^ m. Si nous supposons maintenant que 2) ki = -k'i, alors dans ce cas de figure nous
aurons ki = -k'i, Vi, 1 ^ i ^ m. Ce qui acheve la demonstration de la premiere partie de la
proposition. Nous pouvons trivialement constater qu'une combinaison endure de ci et 02
sadsfait la condition suivante :
3* (aci + pc2) = a3* (ci) + p3* (02) =0 -
ou a, P e 2. Dans Ie cas 1), il suffit de poser a = 1 et (3 = -1 ou a = -1 et p = 1 pour que
Ie cycle a ci + P 02 ne contienne plus d'arete commune aux deux cycles. Pour s'en
convaincre, il suffit de supposer que les sommets, que nous appellerons s et s', sont les
extremit^s de la chame constituee par les aretes de 1'intersection. Pour obtenir Ie cycle en
question, il suffit de partir du sommet s puis de parcourir Ie cycle cijusqu'au sommet s'
sans utiliser les aretes communes. Ensuite, nous revenons du sommet s* ^ notre point de
depart en parcourant Ie cycle 02, toujours sans employer les aretes communes aux deux
cycles. Dans Ie cas 2), nous obtiendrons Ie meme resultat en posant a = 1 et P = 1 ou
a=-l etp=-l. '
Remaraue 3.3.2 :
Lorsque nous considerons deux cycles elementaires, ci et c^, deux cas seulement
peuvent alors survenir:
1) Les deux cycles s'intersectent par un unique sommet ou alors pas du tout.
2) Les deux cycles possedent plusieurs sommets communs.






De surcroit dans Ie cas 2), il est toujours possible de trouver deux sommets, s et s',
communs aux deux cyles ci et 02, de meme qu'une chaine de sommets [s, si, S2,..., Sn, s'],
n e N , possedant les proprietes qui suivent:
1) Les sommets si, ou 1 ^ i ^ n, sont tous distincts et appartiennent tous au cycle ci.
2) Aucun des si, pour 1 ^ i ^ n, n'est un sommet commun aux deux cycles.
Mais etant donne que 02 est un cycle elementaire, nous pouvons affirmer qu'il existe une
chame [s', s'i, ..., s'm, s], ou les s'j, 1 < j ^ m, sont des sommets de 02 tous distincts. En
procedant a la concatenation des deux chaines precedentes, nous obtenons alors un cycle
elementaire qui intersecte, par une ou plusieurs aretes consecutives, chacun des deux cycles.
Un tel cycle apparait en blanc au milieu de la figure 3.3.
Theoreme 3.3.3 :
Soit G un graphe simple connexe ou un graphe simple oriente faiblement connexe
F(n + I)2"
possedant n sommets (n ^ 4) et au moins
cycle elementaire de longueur paire.
aretes. Alors G doit contenir un
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Demonstration :
Puisque G est soit connexe, soit faiblement connexe nous aurons RANG (Ho(G)) = 1 et
done 1 - RANG (Hi(G)) = % (G), c'est-a-dire
1 - RANG (Hi(G)) ^ n -




Si un des cycles elementaires de base du graphe G'o est de longueur paire, Ie resultat est
immediat. Nous devons done supposer que ces cycles, qui sont au nombre de
RANG (HI (G)), sont tous de longueur impaire. Maintenant, si nous supposons que deux
des cycles elementaires, ci et 02, de G'o s'intersectent par plus d'un sommet; la remarque
3.3.2, nous permet de construire un cycle elementaire 03, intersectant les deux premiers par
une ou plusieurs aretes consecutives. Deux cas peuvent alors se presenter a nous :
Premierement, si ce demier cycle est de longueur paire, la demonstration est terminee.
Dans un deuxieme temps, si nous considerons qu'il est de longueur impaire. Ie lemme
3.3.1 nous indique que nous n'avons qu'a effectuer une combinaison lineaire des cycles 02
et 03 en vue d'eliminer les aretes d'intersection, afin d'obtenir un quatrieme cycle 04. Le
cycle ainsi obtenu est de longueur paire car nous retranchons aux deux cycles, tous deux de
longueur impaire, Ie meme nombre d'aretes. De plus, en vertu de la construction du cycle
C3, nous pouvons affmner que 04 est un cycle elementaire.
II ne nous reste maintenant plus qu'a supposer que tous les cycles elementaires ne
s'intersectent pas ou uniquement par un sommet. Done chacun de ces cycles ne partage
aucune arete avec un autre cycle de base et comme ils doivent tous posseder au moins trois
aretes, puisque nous ne nous autorisons ni les boucles, ni les aretes doubles, cela nous




Nombre minimal d'aretes de G - nombre d'aretes de Kn = 3 x RANG (Hi(G)) -
^ff(n+l)'
n2-4n+3 _ (n-l)(n-3) , , „,
> 0, sin ^4.4 ~ 4 ^ "'
Cela signifie qu'il faudrait au graphe G plus d'aretes que n'en contient Ie graphe
complet sur n sommets (si n ^ 4). C'est une absurdite. Nous devons par consequent
conclure, apres etude de tous les cas de figure, que la proposition est verifiee pour tout entier
naturel n superieur ou egal a quatre. Ce qui complete la demonstration.
3.4 Graphes et equations associees
Dans la prochaine partie du present memoire, nous aborderons la recherche de
conditions necessaires a la presence d'un cycle hamiltonien avec un point de vue tout a fait
different par Ie biais de 1'association d'une equation. II s'agit, en effet, de constater qu'un
cycle hamiltonien est egalement un element du noyau de 1'homomorphisme
3. : Hi(G, X) -> Ho(X)
et done de realiser qu'il doit forcement s'exprimer comme une combinaison lineaire des
cycles elementaires de base formant Ie graphe G'o.
Definition 3.4.1 :
Considerons la matrice de base, BG, d'un graphe simple G oriente ou pas. L'equation
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quadratique obtenue via Ie produit [x, x^ . . x^] Bo BQ
X,
LxkJ
= n, ou n represente
Ie nombre de sommets de G etouk = RANG (Hi(G)), se nommera equation
quadratique associee au graphe G et se notera EQo.
Exemole 3.4.2 :
A titre d'exemple, voici les equations quadratiques associees aux graphes des figures
3.1 et 3.2 respectivement:
4x? + 4x^ + 4X1X3 = 5 et 4x? + 3x^ + 3x^ - 2x,X2 = 7 .
Nous pouvons d'ailleurs constater que la premiere equation n'admet evidemment
aucune solution entiere.
Proposition 3.4.3 :
Soil G, un graphe simple oriente ou non. La presence d'un cycle hamiltonien du graphe
G implique 1'existence d'au mains deux solutions entieres de 1'equation quadratique
associee, EQo.
Demonstration :
Soit Ch = [so, si, ..., Sn = so] un cycle hamiltonien du graphe G. II est parfaitement
clair que Ie cycle Ch' = [Sn, Sn-i,..., SQ = Sn] est egalement un cycle hamiltonien. Afm d'etre
en mesure de demontrer que les cycles ch et Ch' sont tous deux des elements du noyau de
1'homomorphisme 3* : Hi(G, X) —> Ho(X), il est plus aise d'exprimer les deux cycles sous
la forme d'une combinaison lineaire d'aretes, comme cela a ete fait au lemme 3.3.1 :
CH= ^d,a; etch'= ^-d,a,
i=l i=l
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ou ai e A est 1'arete incidente aux sommets Si_i et Si, de surcroit di = 1 si 1'arete ai est






3* (ch') = S-d,3,(a,) = ^s, -s,i = 0
i=l i=0
ce qui prouve bien 1'appartenance des deux cycles au noyau de 1'homomorphisme 9*. Ces
deux cycles peuvent done s'ecrire comme une combinaison lineaire entie're des k, k e N ,
vecteurs de base du noyau de 3* qui sont en fait representes par les colonnes de la matrice
BG. L€S propos precedents nous autorisent done a ecrire que :




OU Xl, ...» Xk € 2 , VI, 1 ^ i ^ k.
II ne nous reste plus, des lors, qu'a faire la triviale constatation que les produits










sont deux solutions entieres de 1'equation quadratique EQo.
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Remaraue 3.4.4 :
D'un point de vue pratique la contraposee de la proposition 3.4.3, a savoir que
1'absence de solution de 1'equation EQo entrame invariablement 1'absence de cycle
hamiltonien dans Ie graphe G, se revele souvent plus utile. L'avantage d'une telle
formulation reside dans Ie fait qu'une etude d'equations quadratiques suffit pour fournir une
preuve du caractere non hamiltonien de certains graphes.
Exemple 3.4.5 :
Nous avons prealablement etabli dans 1'exemple 3.4.2 que 1'equation quadratique EQo '•
4x^ +4x^ +4xiX^ = 5 du graphe de la figure 3.1 n'admettait aucune solution entiere. En
vertu de la remarque 3.4.4, nous pouvons en deduire que ce graphe ne possede aucun cycle
hamiltonien.
Si nous sommes plutot a la recherche d'un circuit hamiltonien, Ie meme genre
d'arguments que ceux invoques precedemment, nous conduisent aux notions suivantes.
Definition 3.4.6 :




= n, ou n represente Ie nombre de sommets du graphe G, m Ie
nombre d'aretes de G, [1, 1, ..., 1] Ie vecteur unitaire de Zm etk = RANG (Hi(G)),
sera nommee V equation diovhantienne associee au sraphe G.
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Exemole 3.4.7 :






-1 0 -I -I -I -I

































etEDG : -5xi +X2 +Xg -X5 = 10.
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Proposition 3.4.8 :
Soient G un graphe oriente et EDQ son equation diophantienne associee. La presence
d'un circuit hamiltonien dans G implique 1'existence d'au moins une solution entiere a
1'equation EDQ.
Demonstration :
La demonstration de cette proposition est similaire a celle de la proposition 3.4.6, si ce
n'est qu'il faut constater que lorsqu'un circuit hamiltonien , cih, est exprime sous la forme :
n
cih = ^di^i, alors di = 1, Vi, 1 ^ i ^ n. D
i=l
Remaraue 3.4.9 :
La encore, comme nous 1'avions fait dans Ie cas des equations quadratiques associees,
nous pouvons remarquer que la contraposee de la proposition 3.4.8 nous fournit une
maniere elegante de prouver qu'un graphe simple oriente G n'admet aucun circuit
hamiltonien. Cependant nous pouvons quelquefois, en nous livrant a une etude plus
approfondie de 1'equation EDQ et de la matrice BQ, obtenir Ie meme resultat. Par exemple, si
nous considerons avec un peu d'attention la matrice de base du graphe de Petersen donnee a
1'exemple 3.4.7, nous constaterons que chacun des cycles elementaires, formant les
colonnes de la sus-dite matrice, possede une arete qui n'apparait dans aucun autre cycle de
base. Par consequent, si nous voulons engendrer un circuit hamiltonien grace a une
combinaison lineaire, xi, X2, X3, X4, X5, X6, des colonnes de BQ, il nous faut absolument:
xie {0,l,-l},Vi,1^6.
Si nous revenons maintenant a 1'equation diophantienne EDQ : -5 xi + X2 +X5 - xg = 10,
il devient parfaitement clair qu'elle n'admet aucune solution entiere qui soit telle que xi, X2 ,
X5 , X6 e {0, 1, -1}. En effet I -5 xi + X2 +X5 -X6 1^5 Ixi 1+1x2 I +1x5 I +1x6 I <8
lorsque xi, X2 , X5 , X6 e (0, 1, -1}. Ce qui entrame done que Ie graphe de Petersen muni
de 1'orientation presentee a la figure 3.4, ne comporte aucun circuit hamiltonien.
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Comme nous 1'avions precedemment annonce, nous terminerons ce chapitre par 1'etude
des effets d'un isomorphisme de graphes sur leurs equations quadratiques associees.
Considerons done G et G', deux graphes simples et f : G —> G' un isomorphisme de
graphes. Si, de maniere analogue a ce qui a ete fait a la section 2.4, nous regardons les
graphes G et G' comme des sous-espaces toplogiques de IR3, alors f devient un
homeomorphisme et done, a fortiori, une equivalence homotopique. Le theoreme 2.2.8
nous apprend que les groupes Hi(G) et Hi(G') sont isomorphes. Cependant, nous pouvons
obtenir des resultats plus profonds, comme en temoigne la proposition qui suit.
Proposition 3.4.10 :
Soient G, G' deux graphes simples, f: G-> G' un isomorphisme de graphes et EQQ,
EQo', les equations quadratiques associees respectivement aux graphes G et G'. Alors
les equations quadratiques EQo et EQo' sont equivalentes.
Demonstration :
Reprenons Ie diagramme commutatif de la figure 2.7 et constatons que, puisque f est un
isomorphisme de graphes, les homomorphismes :
U : Hi(G) -> Hi(G') et fi : Hi(G, X) -> Hi(G',X')
sont, en fait, des isomorphismes. De surcroit, les deux sous-groupes abeliens libres
engendres par les colonnes des matrices BG et BQ' sont respectivement isomorphes a Hi(G)
et a Hi(G'). Maintenant, il suffit de realiser que 1'isomorphisme f* peut etre represente par
un matrice inversible A e Mnxn(Z), ou n = RANG(Hi(G)) = RANG(Hi(G')).
L'isomorphisme fi etant, quant a lui, represente par une matrice orthogonale 0 €
Mmxm( 2), ou m represente Ie nombre d'aretes du graphe G (qui est, bien evidemment, egal
au nombre d'aretes du graphe G'). En effet, rappelons que pour chaque arete ai de G,
+a; si f preserve 1' orientationJ
1-Bj si f change 1' orientation.
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ou BJ e G'. II devient clair que la matrice representant fi n'est constituee que de
permutations de colonnes de la matrice Imxm> de meme que de changements de signes; elle
est done clairement orthogonale. Ce qui nous permet d'ecrire que
BQ.A = OBQ ce qui entraine, Bo, = OBoA'1.
Les remarques precedentes nous pennettent de conclure que:
Bo, Bo. = ((A-')'B^O')(OB<;A-1).
=> Bo, Bo, = (A-')'Bo'Bo A-'. D
Exemple 3.4.11 :
La proposition precedente nous fournit une condition necessaire a 1'existence d'un
isomorphisme de graphes relativement originale. Nous montrerons, effectivement, que les
graphes G (figure 3.5) et G' (figure 3.6) possedent des equations quadratiques associees qui
ne sont pas equivalentes. Par voie de consequence, G et G' ne peuvent done pas etre
isomorphes.




















Done EQo et EQo' ne peuvent etre equivalentes, ce qui a pour consequence que G et G'
ne sont pas isomorphes.
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CONCLUSION
Le troisieme chapitre nous a permis, non seulement d'exposer plusieurs applicadons des
groupes d'homologie d'un graphe, mais encore de mettre en evidence 1'avantage qu'il peut y
avoir ^ transformer un probleme de theorie des graphes en un probleme algebrique.
Pourtant, comme Ie lecteur 1'aura sans nul doute remarque, bien d'autres d^veloppements
sont possibles, plusieurs sujets n'ayant ete qu'effleures. Nous allons maintenant, en guise
de conclusion, tenter d'en recenser quelques-uns, tout en gardant h 1'esprit qu'une telle liste
ne saurait etre exhaustive. Ce qui nous amene, tout naturellement, a nous preoccuper de la
general! sation de la throne pr^cedemment exposee, aux multigraphes. De mani^re
informelle, les muldgraphes (respecdvement les multigraphes orientes) peuvent etre assimiles
a des graphes (respectivement ^ des graphes orientes) pouvant admettre ^ la fois boucles et
aretes multiples. II nous suffit done d'etre en mesure d'adapter les calculs de groupes
d'homologie ^ de tels graphes. Ajoutons a ce propos qu'il nous semble que les methodes,
d^velopp^es par KACZYNSKI, MROZEK ET SLUSAREK [6], permettent une
generalisation quasi-immediate, aux mulrigraphes, des calculs des groupes d'homologie. De
plus, obtenir dans ce cas un theor^me similaire ^ 2.4.3 dans notre memoire, ne nous parait
pas presenter beaucoup de difficultes. Cela rendrait alors possible 1'elaboration de
techniques de detection d'ensembles d'articulation analogues a celles du chapitre trois.
Nous aurions aussi pu porter notre interet sur la proposition 3.4.10 afin d'essayer
d'obtenir un rdsultat encore plus profond. Cependant la reciproque de la precedente
proposition n'est malheureusement pas exacte, comme peut en temoigner 1'exemple foumi
par les deux figures de la page suivante. Les graphes repr^sent^s respectivement par les
figures 1 et 2, poss^dent des equations quadratiques associees equivalentes, mais ne sont
clairement pas isomorphes. Un probleme interessant pourrait consister ^ rechercher les
conditions suppl^mentaires qu'il faudrait imposer aux graphes, afin de parvenir ^ la
formulation d'une condition suffisante ^ 1'existence d'un isomorphisme de graphes. Nous
poumons egalement considerer la conjecture suivante, qui nous semble digne d'interet car
elle nous foumirait non seulement une condition necessaire et suffisante a 1'existence d'un
isomorphisme de graphes, ce qui est plutot rare, mais constituerait egalement une nouvelle
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Figure 1. Figure 2.
approche du probleme d'isomorphisme de graphes en infonnatique. Le lecteur interesse par
ce sujet est invite a consulter 1'ecrit de BOOTH et COLBOURN [2]. Mais auparavant, il
nous faut definir ce que nous entendons par graphe complementaire.
Definition :
Soit G = (X, A), un graphe simple. Le graphe, note Gc = (X, Ac) et appele graphe
complementaire de G , est simplement donne par Ac = IP2(X)VA.
Conjecture :
Soit G et G', deux graphes simples connexes, sans isthme. Est-il vrai que si EQc et
EQo' sont equivalentes de meme que EQ^,(; et EQ g , alors G et G' sont isomorphes?
Puisque nous avons deja evoque un probleme relie au domaine de 1'informatique,
mentionnons qu'il est possible de produire un algorithme ^ partir du theoreme 3.2.5 et par
consequent, de s'interesser a la performance de ce demier. En effet, la dimension de
KER Ix, qui conditionne Ie temps de resolution du probleme par un ordinateur, depend du
nombre de cycles elementaires de base contenant Ie sommet x done, essentiellement du degre
de x. Or dans la pratique, beaucoup de graphes, comme ceux representant des reseaux
electriques ou telephoniques par exemple, comportent un grand nombre de sommets dont Ie
degre n'est generalement pas eleve. L'avantage d'une telle maniere de proceder commence a
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devenir evident lorsque Ie nombre de points d'articulation b identifier est important. Nous
devons signaler que KACZYNSKI st al. [6] ont montr^ dans leur article que Ie temps calcul
du premier groupe d'homologie d'un graphe, qui est un cout fixe de notre algorithme, est
une fonction du type n logn, ou n represente la taille du graphe; Le meme raisonnement tient
6galement si nous d^sirons considerer des ensembles d'articulation dont la taille n'est pas
trop importante.
Pour terminer, indiquons qu'a notre avis, des resultats, comme Ie celebre theoreme de
Lefschetz concemant les points fixes d'applications continues sur des polyedres, pourraient
trouver d'assez heureuses applications en theorie des graphes.
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