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We consider a general class of approximations which guarantees the conservation of particle num-
ber in many-body perturbation theory. To do this we extend the concept of Φ-derivability for the
self-energy Σ to a larger class of diagrammatic terms in which only some of the Green’s function
lines contain the fully dressed Green’s function G. We call the corresponding approximations for
Σ partially Φ-derivable. A special subclass of such approximations, which are gauge-invariant, is
obtained by dressing loops in the diagrammatic expansion of Φ consistently with G. These ap-
proximations are number conserving but do not have to fulfill other conservation laws, such as the
conservation of energy and momentum. From our formalism we can easily deduce if commonly used
approximations will fulfill the continuity equation, which implies particle number conservation. We
further show how the concept of partial Φ-derivability plays an important role in the derivation of a
generalized sum rule for the particle number, which reduces to the Luttinger-Ward theorem in the
case of a homogeneous electron gas, and the Friedel sum rule in the case of the Anderson model. To
do this we need to ensure that the Green’s function has certain complex analytic properties, which
can be guaranteed if the spectral function is positive semi-definite. The latter property can be
ensured for a subset of partially Φ-derivable approximations for the self-energy, namely those that
can be constructed from squares of so-called half-diagrams. In case the analytic requirements are
not fulfilled we highlight a number of subtle issues related to branch cuts, pole structure and multi-
valuedness. We also show that various schemes of computing the particle number are consistent for
particle number conserving approximations.
I. INTRODUCTION
Many-body perturbation theory using Green’s func-
tions is a successful and powerful method for study-
ing interacting systems in and out of equilibrium. Its
most general non-equilibrium version1 is routinely used
for very diverse situations such as quantum transport
(e.g. through single molecules2), cold atoms in optical
lattices3 and transient dynamics (e.g. transient photo-
absorption4). In the limiting case of equilibrium systems
it can also be used to study standard photo-absorption
and photo-emission spectroscopies5,6. Moreover the non-
equilibrium formalism even in this limiting case has found
useful applications to derive approximations that guaran-
tee positive spectral distributions as it allows for a direct
expansion for those quantities7–9.
One of the reasons of the successes of many-body per-
turbation theory is the use of diagrammatic techniques,
where one can sum up diagrams to infinite order in a
practical way. However, if partial resummations are used,
when one sums over a subset over all diagrams, important
conservation laws can be violated. The most important
laws are the fulfillment of the continuity equation, mo-
mentum and angular momentum conservation, and en-
ergy conservation. Approximations which fulfill all of
these conservation laws are referred to as conserving10.
Baym11 considered approximate generating function-
als for the single-particle Green’s function G, the Φ-
functional, from which the self-energy Σ could be con-
structed via Σ = δΦ/δG. If G is obtained from the self-
consistent solution of Dyson’s equation for such a Σ, the
approximation is called Φ-derivable and is automatically
conserving. Commonly used Φ-derivable many-body ap-
proximations (fully self-consistent) are the Hartree-Fock
approximation, the Second Born Approximation (2BA),
the GW approximation and the T-matrix approximation.
While fully self-consistent schemes have many concep-
tual advantages, they usually carry a high computation
cost, as well as other features that are not desirable,
both in and out of equilibrium. In fully self-consistent
calculations, it has been shown12,13 that strong time-
dependent fields can yield artificial steady states in fi-
nite systems. Partial self-consistency lessened this effect.
Another method related to partial self-consistency is the
Generalized Kadanoff-Baym Ansatz (GKBA), where one
approximates certain time-nondiagonal elements of the
Green’s function and can be made conserving, which is
also free of artificial damping14–16.
In equilibrium, especially in the ab-initio community,
the vast majority of calculations are non-selfconsistent6,
or has a small degree of partial self-consistency in
it17,18 (However, see Refs.19–25 for examples of fully self-
consistent GW calculations). These types of approxi-
mations tend to yield accurate band gaps and spectral
properties. Furthermore, for GW for the electron gas,
full self-consistency worsens the spectral features com-
pared to non-selfconsistent calculations20,26, even if the
scheme is energy conserving. While these drawbacks
will be cured by vertex corrections to GW , there has
been a long discussion in the literature if one should fo-
cus on non-selfconsistent vertex corrections, or full self-
consistency (see, for example,27–29). Moreover, partially
self-consistent approximations are expected to yield rea-
sonable energies, especially if one uses the Luttinger-
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2Ward functional for calculating the total energy30.
Thus, while the concept of a Φ-derivable approxima-
tion is extremely useful, it is quite restrictive. As soon
as a scheme is not fully self-consistent, the concept of
Φ-derivability is lost, together with a convenient way
of seeing if the chosen approximation is particle num-
ber conserving. The class of approximations that do
conserve particle number is larger than those generated
by Φ-functionals, however. For example, the partially
self-consistent GW0 approximation (where the screened
interaction W is kept fixed to be W0 during the self-
consistency cycle) and the non-selfconsistent G0W0 ap-
proximation are not Φ-derivable. However, GW0 is par-
ticle number conserving (first shown for the equilibrium
electron gas26,31, and later more generally32) but not
fully conserving33, while G0W0 is not particle number
conserving32,34.
Another property that can be violated by summing
over subclasses of diagrams is the positivity of the spec-
tral functions of the Green’s function and the polariz-
ability. Positivity is an important ingredient for two rea-
sons. First of all, it is related to a probability interpre-
tation of photo-emission and photo-absorption processes,
which naturally requires positive probabilities. Second, it
guarantees correct analyticity and causality properties of
the various propagators, which is a necessary condition
for performing self-consistent calculations, as the ana-
lytic properties in general will deteriorate every iteration
cycle.
The conserving and analytic properties are related but
not equivalent. A situation in which both of these prop-
erties play a role is in the derivation of sum rules for the
particle number, such as the Luttinger-Ward35 for the
electron gas and the Friedel sum rule36,37 for the An-
derson model. Another occasion is the derivation of the
Ward identity and the frequency sum rule for the density
response function. Conserving approximation in connec-
tion with the Luttinger-Ward sum rule were also studied
in the context of the non-perturbative approximation of
dynamical mean field theory in Ref.38.
In this work we generalize the concept of Φ-derivability
to partially self-consistent schemes. While the result-
ing approximations are not fully conserving, a large class
of many-body approximations used in the literature is
shown to be included in this larger class of approxima-
tions. The formalism provides an easy way to see if an ap-
proximation conserves particle number or not. Since we
are using NEGF, the concept of partially self-consistent
Φ-functionals is valid both in and out of equilibrium. Us-
ing the new formalism, we study particle number sum
rules in equilibrium in their most general settings, and
highlight the importance of particle conservation. We
state sufficient conditions for the sum rules to be valid
in a given diagrammatic approximation. In particular,
we stress that the sum rules are valid provided that G
has the correct analytical properties, and we study the
consequences of incorrect analytical properties, includ-
ing issues related to pole structure and multivaluedness
of the logarithm. We exemplify the formalism and sum
rules in model systems of quantum transport.
The paper is structured as follows: In the first part of
this work, Sec.II, we will introduce the concept of partial
Φ-derivability. Subsequently in Sec. III we will discuss
the complex analytic properties for approximate Green’s
function and self-energies and the way these properties
affect the calculation of the particle number. Then fi-
nally, in Sec. IV, we discuss the derivation of a general-
ized sum rule for the particle number and illustrate the
concepts by explicit numerical calculations. We end with
our conclusions in Sec. V.
II. PARTIAL Φ-DERIVABILITY
Our main object of study is the single-particle Green’s
function G(1, 2), where 1 = (r1, σ1, z1) is a collective
space-spin-time variable. The Green’s function is defined
on a time contour γ that has a forward, backward, and
Matsubara (imaginary-time) branch,1
G(1, 2) = (−i)
Tr
{
T
[
e−i
∫
γ
dz¯Hˆ(z¯)ψˆ(1)ψˆ†(2)
]}
Tr
{
T
[
e−i
∫
γ
dz¯Hˆ(z¯)
]} , (1)
where ψˆ (ψˆ†) are fermionic field destruction (creation)
operators, and T is the time-ordering operator on the
contour γ. The time-dependent Hamiltonian Hˆ(z) =
Hˆ0(z) + Hˆint(z) is given by
Hˆ0(z) =
∫
dx ψˆ†(x)h(x, z)ψˆ(x) (2)
Hˆint(z) =
1
2
∫
dxdx′ ψˆ†(x)ψˆ†(x′)v(x,x′, z)ψˆ(x′)ψˆ(x),
(3)
where h(x, z) is the single-particle part and v(x,x′, z) is
the two-body interaction. The non-equilibrium formal-
ism allows for both time-dependent single-particle po-
tentials, such as electric fields, as well as time-dependent
two-body interactions, such as an adiabatic switch-on.
To keep the discussion general, the time-dependence will
not be specified further at this point. We also define, for
convenience, x = (r, σ) and
Gˆ(z1, z2) =
∫
dx1dx2 |x1〉G(1, 2)〈x2| (4)
to highlight the temporal dependence without being de-
pendent on the spatial basis.
The reason for considering the contour-ordered G is
that general time-dependent systems at finite tempera-
ture can be considered, in and out of equilibrium. When
the contour times z are on the Matsubara branch, we
obtain the Matsubara Green’s function as GˆM (τ1, τ2) =
Gˆ(t0− iτ1, t0− iτ2). For general time-dependent systems,
we obtain the lesser Gˆ< and greater Gˆ> Green’s functions
3from Gˆ<(t1, t2) = Gˆ(t
−
1 , t
+
2 ), and Gˆ
>(t1, t2) = Gˆ(t
+
1 , t
−
2 ),
where z = t−/t+ is on the forward/backward branch. All
single-particle quantities can be obtained by the contour-
ordered Green’s function. For example, if we take t1 = t2,
we obtain the time-dependent density n(x, t) and the
time-dependent current density j(x, t) as
n(x, t) = −iG<(x, t;x, t) (5)
j(x, t) = −
[∇−∇′
2m
G<(x, t;x′, t)
]
x′=x
. (6)
The equations of motion for G(1, 2) is given by the
Kadanoff-Baym equations1,39,[
i
d
dz1
− hˆ(z1)
]
Gˆ(z1, z2) = δ(z1, z2)+
+
∫
γ
dz3 Σˆ(z1, z3)Gˆ(z3, z2)
(7)
[
−i d
dz2
− hˆ(z2)
]
Gˆ(z1, z2) = δ(z1, z2)+
+
∫
γ
dz3 Gˆ(z1, z3)Σˆ(z3, z2)
(8)
with the Kubo-Martin-Schwinger (KMS) boundary con-
ditions Gˆ(t0 − iβ, z2) = −Gˆ(t0, z2) and Gˆ(z1, t0 − iβ) =
−Gˆ(z1, t0). Σˆ(z1, z2) is the self-energy, which has to be
approximated. An equivalent way of writing the equa-
tions of motion is given by the Dyson equations,
G(1, 2) = G˜0(1, 2) +
∫∫
γ
d3d4 G˜0(1, 3)Σ(3, 4)G(4, 2)
G(1, 2) = G˜0(1, 2) +
∫∫
γ
d3d4 G(1, 3)Σ(3, 4)G˜0(4, 2),
(9)
where G˜0(1, 2) is the corresponding Green’s function with
Hˆint = 0 that satisfies the KMS boundary conditions.
In a given approximation to Σˆ, diagrammatic or nor,
there is no guarantee that the resulting scheme will be
conserving. Since we in this work will focus on the fulfill-
ment of the continuity equation, we here briefly describe
it. We subtract Eq.(8) from Eq.(7), and put 2 = 1+,
where 1+ denotes (x1, z
+
1 ) and z
+
1 denotes a time in-
finitesimally later than z1 on the contour. We then ob-
tain
∂
∂z1
n(1) +∇ · j(1) =
=
∫
d3
[
Σ(1, 3)G(3, 1+)−G(1, 3)Σ(3, 1+)] . (10)
Eq.(10) is a continuity equation on the contour, with a
source/drain term caused by the interactions. Thus, ap-
proximations that guarantee (local) particle conservation
fulfill∫
d3
[
Σ(1, 3)G(3, 1+)−G(1, 3)Σ(3, 1+)] = 0 (11)
for all times, which is then a condition on the approxi-
mate Σ(1, 2). If this condition is fulfilled, the total par-
ticle number
N = −i
∫
dxG<(x, t;x, t) (12)
is conserved in time.
Particle number conservation is also relevant in equilib-
rium situations, as can be seen as follows. Let us consider
a finite system in which the particles are non-interacting
at t0 with a switch-on of the interaction for times t > t0.
If the continuity equation is fulfilled for all times, the
switching of the interaction cannot change the number
of particles. In particular, this is true for an adiabatic
switch on of the interaction. Thus, particle conservation
is an issue also in equilibrium calculations, a point also
stressed in Refs.32,33. For example, within a conserving
approximation the particle number can not depend on
the bond length of a molecule33.
Baym11 introduced a convenient way to generate ap-
proximations that are automatically conserving, with the
use of a diagrammatically defined functional Φ[G]. If
Φ[G] is invariant under gauge transformations, transla-
tions, rotations and time, the self-energy given via
Σ[G](1, 2) =
δΦ[G]
δG(2, 1+)
, (13)
will yield a conserving approximation when the Kadanoff-
Baym equations, Eq. (7) and Eq. (8), are solved self-
consistently with this Σ. In particular, the source term in
the continuity equation, Eq.(10), will vanish. The scheme
is then said to be Φ-derivable.
We now extend the idea of Φ-derivable approximations
to include partially self-consistent schemes, and find suf-
ficient criteria for the fulfillment of the continuity equa-
tion. We define a partially dressed functional Φ[G,G0],
in which the Green’s function lines can be dressed with
either G or additional, fixed, Green’s functions G0. The
fixed Green’s functions could be outputs from a Hartree-
Fock or density-functional theory calculation, but this is
in no way necessary. In fact, sets of different fixed Green’s
functions can be used. We define the corresponding self-
energy Σ[G,G0] via
Σ[G,G0](1, 2) =
δΦ[G,G0]
δG(2, 1+)
∣∣∣∣
G0 fixed
. (14)
Solving the Kadanoff-Baym equations, Eq.(7) and Eq.(8),
with this self-energy defines a partially self-consistent
scheme. We will refer to such schemes as partially Φ-
derivable. Dressing all Green’s function lines in Φ with
G gives back the original Φ[G]-functional as defined by
Baym. Graphically, we obtain Σ[G,G0] from cutting
away a G-line from all Φ[G,G0]-diagrams in every possi-
ble way. Examples of partially dressed Φ-functionals and
the corresponding self-energies are shown in FIG. 1, FIG.
2 and FIG. 3.
4In FIG. 1 we show the example of a ring Φ-diagram
dressed in various ways. By dressing only one Green’s
function line with the full G, we obtain non-selfconsistent
(one-shot, or single-shot) approximations. Combining
FIG. 1 a) and FIG. 2d), we obtain one-shot 2nd Born.
Moreover, FIG. 1 a) is part of the G0W0 approximation.
The G0W0 approximation can be obtained by consider-
ing all higher order ring diagrams dressed with only one
G. If all lines except one are dressed with G, as in FIG. 1
c), we obtain several types of diagrams. In one diagram
the baseline in Σ is fully dressed, while in the other di-
agrams the baseline is not. Any one of the Σ-diagram
in FIG. 1 c) is by itself not partially Φ-derivable, since
closing it with a G-line and subsequently differentiating
yields also the two other Σ-diagrams. The first of the Σ
diagrams in FIG. 1 c) is part of the G0W approximation.
It is then readily seen that the G0W approximation for
Σ is not partially Φ-derivable. The same can be seen in
FIG. 3b), where we get two non-equivalent classes of Σ-
diagrams from one Φ-diagram. Each separate Σ-diagram
is not partially Φ-derivable, but their sum is.
An important class of diagrams is obtained when each
loop in Φ is dressed with either all G or all G0 separately.
We will refer to this as a consistent dressing of the loops.
Cutting a G-line from consistently dressed Φ-diagrams
yields Σ[G,G0]-diagrams with fully dressed baselines. An
example of a consistently dressed Φ-diagram is shown in
FIG. 1 b). This diagram is part of the GW0 approxima-
tion. The remaining terms in the GW0 approximation
can be obtained by considering all higher order ring di-
agrams with only one loop consistently dressed with G,
see also FIG. 3a). In the next section, we will show that
all approximations coming from consistently dressed Φ-
functionals are number conserving.
In a given Φ-derivable approximation, the diagram-
matic structure of Φ[G,G0] is similar to the one for the
fully dressed Φ[G]
Φ[G,G0] =
∑
nk
cnk
∫
d1d2Σ
(n)
k [G,G0](1, 2)G(2, 1
+)
(15)
where cnk is a symmetry prefactor, n is the number of in-
teraction lines and k labels the Σ diagrams. For a collec-
tion of Σk diagrams obtained from the same Φ-diagram,
the number cnk is generally given by one divided by the
number of G-lines in Φ. The proof of this statement is
analogous to the proof that cnk = 1/2n in case that all
2n G-lines are dressed1. As an example, in FIG. 3a) the
GW0 diagram has a prefactor of 1/2, while the T -matrix
diagram has 1/4. In fact, for GW0 each Φ-diagram has
the same prefactor 1/2, independent on the order of the
diagram. Note that the Feynman rules for Φ include a
symmetry prefactor as well, related to the dimension of
the symmetry group of each diagram1.
−→ +
−→
a)
c)
−→2·
b)
−→4·
d)
+
FIG. 1. Examples of partially dressed ring Φ-functionals (left)
and the corresponding Σ = δΦ
δG
(right). a) A single par-
tially dressed loop, thus Φ is not gauge invariant and the
approximation is not number conserving. This diagram is
part of one-shot 2nd Born, as well as G0W0. b) A single,
fully dressed loop, which gives a gauge-invariant, and thus
particle-conserving approximation. This diagram is part of
the GW0 approximation. c) Partially dressed loops, not gauge
invariant. Several types of self-energy diagrams are obtained,
where the first is part of the G0W approximation. d) Fully
dressed, thus conserving. Part of 2nd Born, and GW .
A. Number conservation
As was shown by Baym11 for fully dressed Φ-
functionals, particle number conservation is guaranteed
by the inherent gauge invariance in Φ[G]. Here, we repeat
the same steps for partially dressed Φ[G,G0]-functionals.
Let us consider a change in G of the form GΛ(1, 2) =
eiΛ(1)G(1, 2)e−iΛ(2), where Λ(t0) = Λ(t0 − iβ) in or-
der to satisfy the correct boundary conditions. For
the exact Green’s function, this transformation results
from a gauge transformation Λ(1)1. The Φ-functional
will change according to Φ[GΛ, G0]. For a general Φ-
functional, such as the ones in FIG. 1 a) and c), Φ[GΛ, G0]
will be different from Φ[G,G0], and thus those Φ are not
gauge invariant. However, a gauge invariant Φ is ob-
5b)
−→
4·
a)
−→
FIG. 2. Examples of partially dressed 2nd Order Exchange
(2OE) Φ-functionals (left) and the corresponding Σ = δΦ
δG
(right). a) Partially dressed second-order exchange, not gauge
invariant. Constitutes one-shot 2nd Born, together with FIG.
1a). b) Fully dressed second-order exchange, thus conserving.
Constitutes 2nd Born, together with FIG. 1d). The only way
to obtain a number conserving approximation for these types
of diagrams is to fully dress all G-lines.
tained if each loop is consistently dressed, such as in FIG.
1 b) and d), since the phase factors always cancel for each
loop separately. We thus have Φ[GΛ, G0] = Φ[G,G0], and
hence δΦ = 0 under gauge transformations.
For an arbitrary variation in G(1, 2), by definition the
corresponding Φ-functional will change according to
δΦ =
∫
d1d2Σ(1, 2)δG(2, 1+). (16)
For an infinitesimal gauge,
δG(1, 2) = GΛ(1, 2)−G(1, 2) = i(Λ(1)− Λ(2))G(1, 2).
(17)
the variation in Φ becomes
δΦ = i
∫
d1d2
(
Σ(1, 2)G(2, 1+)−G(1, 2)Σ(2, 1+))Λ(1).
(18)
For gauge-invariant Φ-functionals, δΦ = 0 for any gauge
Λ, and thus we have
0 =
∫
d3
[
Σ(1, 3)G(3, 1+)−G(1, 3)Σ(3, 1+)] . (19)
This is the source term which appeared in the continuity
equation, Eq.(10). Thus, a gauge-invariant Φ leads to
an approximation that conserves the particle number. If
the approximate Φ used is not gauge invariant, the source
term will in general be non-zero, leading to a violation of
the particle number.
Since the resulting Σ from a gauge-invariant Φ
has a fully dressed baseline and consistently dressed
loops, we can also infer that Σ[GΛ, G0](1, 2) =
eiΛ(1)Σ[G,G0](1, 2)e
−iΛ(2). GΛ and Σ[GΛ, G0] fulfills the
Kadanoff-Baym equations, Eq. (7) and Eq. (8), with a
Hamiltonian shifted with the gauge. One can then use
2·
2·
+
−→
a)
2·
−→
b)
−→ 4·
c)
FIG. 3. Examples of partially dressed, gauge invariant, Φ-
functionals (left) which fulfill particle number conservation,
and their corresponding Σ = δΦ
δG
(right). a) A 4th order GW0
diagram. b) Dressing two loops yields two non-equivalent
classes of diagrams. c) A 4th order diagram in the particle-
particle T-matrix approximation. Note that we would get the
same diagram if we dress only the inner loop.
the same considerations as in Ref.1 to show that the Ward
identity is satisfied, which then also leads to the fulfill-
ment of the frequency sum rule for the density response
function. As in the fully conserving case, this is however
only valid under additional assumptions on the correct
analytical structure of the response functions1,40.
An approximate, gauge invariant, Φ-functional is guar-
anteed to yield an approximation that fulfill the continu-
ity equation for all times, independent on the particular
shape of the time dependence in the Hamiltonian. For
example, the relation is valid for a time-dependent single-
particle potential, such as a time-dependent electric bias,
relevant for quantum transport. The importance of using
particle conserving approximations is exemplified by non-
selfconsistent 2nd Born and G0W0, which can severely vi-
olate the continuity equation in quantum transport.2,41
For gauge-dependent approximations, particle conser-
vation can be violated already in ground-state calcula-
tions. A clear example can be found in Ref.33, where
6the H2 molecule was considered, starting with 2 parti-
cles in the non-interacting ground state. After an adi-
abatic switching, it was found that the particle number
depended on the molecular bond length for G0W0, while
it did not for GW0.
We also stress that any linear combination of consis-
tently dressed Φ-functionals generates particle number
conserving approximations. One can then generate par-
ticle number conserving approximations when combining
many-body methods, such as GW + T-matrix42 and the
FLEX approximation43,44, provided that each Φ-diagram
is consistently dressed.
Finally, we stress that gauge-invariant partial Φ-
derivability guarantees number conservation, but not
other types of conservation laws ensured by a fully con-
serving scheme, such as momentum, angular momentum,
and energy conservation11. For example, the conserva-
tion of energy depends on the time-invariance of all four
Green’s function lines joining an interaction line, and as
such it is not enough for each loop to be dressed con-
sistently separately. Furthermore, no mention has been
done about how large the violations of the conservation
laws are, since this also depend on how strongly corre-
lated the system is34. In equilibrium, the violation of
particle number seem to be small in some systems32,33,
but larger for other systems,34 see also Sec. IV C. In bi-
ased systems in quantum transport, the violation in the
particle current can be as large as the current itself2,41.
III. ANALYTICAL PROPERTIES OF G AND Σ
A. Analytical continuation and causality
In the previous section we discussed particle number
conserving approximations. In our discussion the particle
number was defined by Eq.(12) using the Green’s func-
tion in real time. In the following we will discuss only
the equilibrium situation. In that case there are at least
two others ways to calculate the particle number. The
first one is from an integral over the spectral function, as
we will discuss in much more detail below. Another way
is from the derivative of the grand canonical potential Ω
with respect to the chemical potential µ as
N = −∂Ω
∂µ
. (20)
Baym showed that for a conserving approximation the
latter equation yields the same result as Eq.(12). In his
derivation he, however, implicitly assumed some analytic
requirements of the Green’s function, which are not guar-
anteed to be fulfilled. In the reminder of the paper we
will show that all three ways of calculating the particle
number yield the same results for partially Φ-derivable
approximations provided that they preserve the correct
complex analytic properties. We will further discuss a
generalized sum rule for the particle number, the valid-
ity of which depends crucially on the analyticity of the
Green’s function. For these reasons we will in this section
first review the analytic properties of the Green’s func-
tion and how they relate to the positive semi-definiteness
of the spectral function.
For systems in equilibrium at inverse temperature β,
the integrals over the γ contour reduces to integrals over
the imaginary axis. We can then make use of the Mat-
subara representation
GˆM (τ1, τ2) =
1
−iβ
∞∑
m=−∞
e−ωm(τ1−τ2)Gˆ(ωm) (21)
with Matsubara frequencies ωm =
2m+1
−iβ . The exact
Green’s function can be rewritten using the Lehmann
representation45 as
GˆM (ωn) =
∫ ∞
−∞
dω′
Aˆ(ω′)
ωn + µ− ω′ , (22)
where Aˆ(ω) is the spectral function.
We are interested in the analytical continuation of this
function to the complex frequency plane. It is not obvious
that such a continuation is unique, since GˆM (ωm) is only
defined on isolated points. Nevertheless, if we restrict the
continuation to be analytic and bounded at infinity, the
continuation is unique, and is given by46
GˆM (ζ) =
∫ ∞
−∞
dω′
Aˆ(ω′)
ζ + µ− ω′ , Im ζ 6= 0. (23)
We use ζ as a complex frequency, while real frequencies
are denoted by ω. We note that Eq.(23) immediately im-
plies that GˆM is analytic away from the real axis. Eq.(23)
can be used to define the commonly used retarded and
advanced Green’s functions in their respective half-planes
as
GˆM (ζ) =
{
GˆR(ζ + µ) Im ζ > 0
GˆA(ζ + µ) Im ζ < 0.
(24)
The real-frequency retarded and advanced Green’s func-
tions are then obtained as GˆM (ω ± iη) = GˆR/A(ω + µ),
where (GˆA)†(ω) = GˆR(ω) and η a positive infinitesimal.
GˆM (ζ) is discontinuous when crossing the real axis, with
the discontinuity given by
GˆR(ω)− GˆA(ω) = −2piiAˆ(ω), (25)
as can be deduced from Eq.(22). The functions GˆR/A(ζ)
are analytic in their respective half-planes, which is what
we will refer to as the correct analytical properties.
The discussion so far has been independent of the self-
energy. However, in practice, we often start from an
equation of the self-energy. We therefore want to relate
the analytical properties of G to those of Σ. This con-
nection is provided by the Dyson equation, Eq.(9), which
in terms of Matsubara notation becomes
GˆM (ωm) =
1
ωm + µ− hˆ− ΣˆM (ωm)
, (26)
7where for operators Aˆ we use the notation Aˆ−1 = 1/Aˆ.46
The same considerations for GˆM (ζ) also applies to the
Matsubara self-energy. Its analytic continuation is
ΣˆM (ζ) =
∫ ∞
−∞
dω′
Γˆ(ω′)
ζ + µ− ω′ , Im ζ 6= 0, (27)
where Γˆ(ω) is the rate operator. ΣˆR/A(ζ) are defined as
in Eq.(24). Furthermore, ΣˆM (ω±iη) = ΣˆR/A(ω+µ), and
ΣˆR(ω)− ΣˆA(ω) = −2piiΓˆ(ω). The analytic continuations
GˆM (ζ) and ΣˆM (ζ) are related by
GˆM (ζ) =
1
ζ + µ− hˆ− ΣˆM (ζ) , Im ζ 6= 0. (28)
The discussion so far considered the exact Green’s
function and self-energy. However, in practice we typ-
ically approximate the self-energy and solve the Dyson
equation. In a given approximation for Σ the Green’s
function does not necessarily have the correct analytical
properties. For instance, the denominator in Eq.(28) may
have zeros away from the real axis in which case GˆM (ζ)
has poles away from the real axis and consequently a rep-
resentation as in Eq.(22) does not exist. However, such
non-analyticities are not possible if the approximate self-
energy is of the form of Eq.(27) in which the rate operator
Γˆ(ω) is Positive Semi-Definite (PSD). With this we mean
that 〈ϕ|Γˆ(ω)|ϕ〉 ≥ 0 for any one-particle basis function
ϕ. In this case one can show that GˆM (ζ) is analytic
away from the real axis and has a representation as in
Eq.(22) with Aˆ(ω) being PSD as well789. For this reason
a diagrammatic perturbation method based on so-called
half-diagrams has been devised in order to guarantee that
the rate function is always PSD789.
In case an approximate form for ΣˆM does give rise to
poles for GˆM a generalized spectral representation, as in
Eq.(22), is possible. In Appendix C we show that if GˆM
is analytic except for simple poles away from the real axis
we can write
GˆM (ζ − µ) =
∫ ∞
−∞
dω
Aˆ(ω)
ζ − ω +
∑
l
(
αˆl
ζ − ξRl
+
αˆ†l
ζ − (ξRl )∗
)
,
(29)
where αˆl is the residue matrix, ξ
R
l is the location of a pole
in the upper half-plane, and the spectral function Aˆ(ω) is
also in this case given by Eq.(25). If GˆM is obtained from
Eq.(28) then from taking the limit |ζ| → ∞ (assuming
that the approximate Σ is bounded at infinity) we see
from
GˆM (ζ)→ 1ˆ
ζ
(|ζ| → ∞) (30)
that
1ˆ =
∫ ∞
−∞
dωAˆ(ω) +
∑
l
(
αˆl + αˆ
†
l
)
, (31)
where 1ˆ is the unit operator. Thus, the presence of poles
can change the norm of the spectral function.
While discussing the analytic properties, we would like
to clear up a possible point of confusion regarding the
analytic continuation of the retarded and advanced func-
tions GR/A(ζ) from the upper/lower half planes in which
they are analytic, across the real axis to the other half
planes. Such continuations are useful for derivations with
the help of Cauchy’s theorem and have also been useful
for interpreting quasi-particle life-times in terms of ana-
lytic properties of the analytically continued GR/A(ζ).
Due to the discontinuity in GM (ζ), the analytical con-
tinuation from the upper half-plane, where GM (ζ) =
GR(ζ), into the lower half-plane yields a completely dif-
ferent function than GA(ζ). The analytically continued
GR(ζ) is used in several textbooks (see, for example,
Refs.45,47) when the quasi-particle peak of the spectral
function has a Lorentzian shape. A typical example is
the homogeneous electron gas in which case we can re-
gard the spectral function as a scalar function rather than
a matrix, as it is diagonal in momentum space. We con-
sider a Lorentzian with width Γ as
A(ω) =
Γ
pi
1
ω2 + Γ2
. (32)
We obtain GR(ζ) = 1ζ+iΓ , Im ζ > 0 from Eq.(23). The
analytical continuation is given by the same expression,
but defined for all ζ and has a pole in the lower half-
plane. A useful application of the analytic continuation is
the calculation of the retarded Green’s function in time-
space,
GR(t) =
∫ ∞
−∞
dω
2pi
GR(ω)e−iωt (33)
by the following procedure. For t < 0, GR(ζ)e−iζt decays
exponentially in the upper half-plane, and we can inte-
grate around a closed half-circle in the upper half-plane.
Since GR(ζ) has no pole there, GR(t) = 0 for t < 0, be-
fitting of a retarded function. This also shows that the
existence of poles in the upper half-plane will in general
violate the causality property of GR(t). For t > 0, we
integrate around a half-circle in the lower half-plane and
find
GR(t) = −iθ(t)e−Γt. (34)
Thus, the location of the pole in the lower half-plane
yields the lifetime of an added particle. This interpre-
tation was entirely based on the Lorentzian form of the
quasi-particle peak of the spectral function. However,
it is known for the homogeneous electron gas that the
moment
∫
dω ω2A(ω) of the spectral function is finite,
which precludes a Lorentzian form48. A study of the
short-time properties of the spectral function48,49 shows
that for this system a more realistic form of the retarded
Green’s function in real time is:
GR(t) = −iθ(t) exp
(
−γ t
2
t+ τ
)
(35)
8FIG. 4. Left: − 1
pi
ImGM (ζ) for a Gaussian spectral function, Eq.(36), with a = 1. GM (ζ)→ 1/ζ for large ζ. Right: Analytically
continued − 1
pi
ImGR(ζ) for a Gaussian spectral function, Eq.(37), with a = 1. GR(ζ) is analytic everywhere and is unbounded
in the lower half-plane. High and low values has been cut off for the sake of clarity.
with γ and τ parameters. This Green’s function has a
Gaussian short-time behavior and an exponential long-
time behavior. We would like to demonstrate that such
a short-time behavior can be described by a simple spec-
tral function of Gaussian form, A(ω) = 1
a
√
pi
e−
ω2
a2 , where
a > 0 determines the width of the single peak, and con-
centrate on the analytical properties. From Eq.(23), we
obtain
GM (ζ) = e−
ζ2
a2
piErfi(ζ/a) + ln (−ζ)− ln(ζ)
a
√
pi
, Im ζ 6= 0,
(36)
where Erfi is the imaginary error function, analytic in
the whole complex plane. As it should, GM (ζ)→ 1/ζ as
|ζ| → ∞. The analytically continued GR(ζ) is given by
GR(ζ) =
√
pi
a
e−
ζ2
a2 (Erfi(ζ/a)− i) , (37)
which is analytic for all ζ in the complex plane. Thus,
for a Gaussian spectral function, GR(ζ) does not have
any poles in the lower half-plane, as opposed to the case
with a Lorentzian spectral function. Moreover, GR(ζ)
is unbounded in the lower half-plane, where GR(ζ) →
− 2i
√
pi
a e
− ζ2
a2 for |ζ| → ∞. This affects the calculation for
GR(t) using contour integration. We can close a contour
in the upper half-plane for t < 0 yielding GR(t) = 0, but
we cannot close the contour in the lower half-plane for
t > 0, since the integral on the half-circle diverges, see
FIG. 4. Nevertheless, GR(t) is well-defined for all t, and
can be obtained by Fourier transforming GR(ω) directly,
yielding
GR(t) = −iθ(t)e− 14a2t2 . (38)
We see that, similarly to the Lorentzian case, the width of
the spectral function determines the lifetime of an added
particle excitation. However, in this case the lifetime is
unrelated to the properties of GR(ζ) analytically contin-
ued to the lower half-plane. The main message that we
want to give in this section is therefore that the ana-
lytic continuations of the retarded and advanced func-
tions beyond their original analytic domains in general
can give rise to a richer analytical structure than just
simple poles. This not only includes unbounded analytic
functions, but, for instance, also functions with algebraic
or logarithmic branch cuts.
B. PSD and analyticity
One way of ensuring the correct analytical properties
of GM (ζ) is to ensure that the chosen diagrammatic ap-
proximation retain the PSD property. If the diagram-
matic structure has this property, then the correct ana-
lytical properties are guaranteed50. Recently, it has been
shown7,9 that by choosing diagrams in a specific way, by
only keeping diagrams that can be built up from so-called
half-diagrams, the PSD property and thus the correct an-
alytical properties are guaranteed at zero temperature.
Moreover, the PSD properties depend only on the dia-
grammatic structure, but not on the dressing of the loops
provided that we dress with a G coming from a PSD ap-
proximation. It is thus important to note that conserv-
ingness and PSD are two completely different properties,
a point which we feel is not stressed enough in the liter-
ature. For example, G0W0 is not conserving, but PSD,
while the fully dressed second-order exchange approxima-
tion (see FIG.2b)) is conserving, but not PSD.7 Thus, we
are guaranteed to have the correct analytical properties
9for the former approximation, but not the latter.
Non-PSD spectral functions has been observed7,51 in
studies of the homogeneous electron gas, when one goes
beyond GW and takes vertex corrections into account.
The lowest order vertex correction is the second-order
exchange diagram, where the interaction lines have been
dressed with the screened interaction. Moreover, it has
also been observed51 that in this approximation a pole
can be created in the lower half-plane for GA(ζ), vio-
lating the analytical properties. Also in finite systems,
restricting to certain classes of diagrams can violate pos-
itivity for the photo-absorption spectra.40,52
To elucidate the above considerations, and to illustrate
Eq.(29), we consider a very simple model of an interacting
self-energy. We assume that the analytically continued
ΣR(ζ) has a single pole on the real axis, with residue
α ∈ R,
ΣR(ζ) =
α
ζ − b . (39)
ΣR(ζ) is analytic in the upper half-plane, and α > 0(< 0)
corresponds to a positive (negative) definite rate operator
Γ(ω) = −1/pi Im[ΣR(ω)] on the real axis. The resulting
GR(ζ) is
GR(ζ) =
1
ζ − ΣR(ζ) . (40)
which has two poles, at
ω± =
1
2
(
b±
√
4α+ b2
)
. (41)
If 4α > −b2, GR(ζ) is analytic in the upper and lower
half-planes, but otherwise we obtain two poles in the sep-
arate half-planes. The imaginary part is
Im[ω±] =
{
0, 4α > −b2
±√−(4α+ b2), 4α < −b2 (42)
If GR(ζ) is non-analytic in the upper half-plane, it
is impossible to write GR(ζ) in the form of Eq. (23).
Nevertheless, we can define the spectral function as
A(ω) = − 1pi ImGR(ω) due to Eq. (29), which will be
the sum of two delta-functions in case the poles are on
the real axis. Now, however, the integral over the spec-
tral function will depend on the position on the pole.
The integral can be obtained by integrating GR(ζ) over
a semi-circle in the upper half-plane. In this model,
GR(ζ) → 1/ζ, ζ → ∞, and thus the half-circle integra-
tion yields pii. If 4α < −b2, then there is a pole ω+ in
the upper half-plane, with residue
α1 =
1
2
− i b
2
√−(4α+ b2) (43)
This gives the integral as∫ ∞
−∞
A(ω)dω =
{
1 4α > −b2
0 4α < −b2 (44)
ω+
ω-
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FIG. 5. (Upper) The imaginary part of the two poles ω± of
GR as function of α. The branching occurs at 4α = −b2.
(Lower) The spectral function A(ω) for α > 0, where A(ω) >
0, and −4b2 < α < 0, where A(ω) can become negative. For
α < −4b2, A(ω) = 0, the delta function weights are zero. The
parameters are b = 1, with a finite broadening.
The spectral function is plotted in FIG. 5 for different
values of α. As can be seen, if α > 0, A(ω) is positive
definite. If −b2 < 4α < 0, A(ω) has one negative and one
positive peak. In this simple model, we can thus identify
three regions.
• α > 0. The rate operator is positive definite, and
thus the spectral function is positive definite. This
leads to that GR(ζ) is analytic in the upper half-
plane, and
∫
dωA(ω) = 1.
• −b2 < 4α < 0. The rate operator is negative defi-
nite, and A(ω) can have both positive and negative
weights. GR(ζ) is analytic in the upper half-plane,
and
∫
dωA(ω) = 1.
• 4α < −b2. The rate operator is negative definite,
and A(ω) = 0. There is a pole in the upper half-
plane for GR(ζ) and is of the form of Eq.(29) in the
upper half-plane;
GR(ζ) =
α1
ζ − ξR1
+
α∗1
ζ − (ξR1 )∗
, (45)
where ξR1 = ω+ and (ξ
R
1 )
∗ = ω−.
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Keeping in mind that ΣR(ζ) is a very simple model of
an interacting self-energy, the case α > 0 corresponds to
when we can write the self-energy as a sum of squares of
half-diagrams9,50. The case α < 0 corresponds to when
the self-energy is not a sum of squares of half-diagrams.
However, we see that it is not guaranteed that the correct
analytic properties are broken. Taking α as a measure of
the correlation effects, for α < 0 we find a critical point
when the analytical properties are broken. While being
a simple model, the same trend can be observed in the
Anderson model, discussed in Sec. IV C.
IV. GAUGE INVARIANCE AND SUM RULES
Gauge invariant Φ-functionals leads to approximations
that obey well-known sum rules in equilibrium. Such
sum rules have been discussed before (see, e.g.35,53,54).
Here, we repeat the derivations for approximations that
are partially Φ-derivable, but we keep a general structure
and focus on the importance of the analytical properties.
We consider the number of particles in equilibrium,
given by the Matsubara Green’s function as
N = −iTr
{
GˆM (τ, τ+)
}
=
1
β
Tr
{ ∞∑
m=−∞
eηωmGˆM (ωn)
}
=
=
1
β
Tr
{ ∞∑
m=−∞
eηωm
−1
ΣˆM (ωm) + hˆ− µ− ωm
}
, (46)
where η → 0+ after the summation. According to
our previous discussion, we can analytically continue
GˆM (ωm) to Gˆ
M (ζ) when Im ζ 6= 0, for any finite tem-
perature. Here, we wish to point out an issue regarding
the analytical properties.
Matsubara sums can be rewritten according to the fol-
lowing rule (see, for example, Ref.45), which follows from
considering two half-circles, in the upper and lower half-
plane, when Qˆ(ζ) is analytic for Im ζ 6= 0,
i
β
∞∑
m=−∞
eηωmQˆ(ωm) =
= lim
η→0+
∫ ∞
−∞
dω
2pi
f(ω)
(
Qˆ(ω − iη)− Qˆ(ω + iη)
)
,
(47)
where f(ω) = 1/(eβω + 1) is the Fermi function. By
taking Qˆ = GˆM and using Eq.(46), we can write N as
N =
∫ ∞
−∞
dω
2pii
f(ω)Tr
{
GˆA(ω + µ)− GˆR(ω + µ)
}
=
=
∫ ∞
−∞
dωf(ω − µ)Tr
{
Aˆ(ω)
}
(48)
provided that GˆM (ζ) is analytic when ζ 6= 0. If GˆM (ζ)
would have simple poles, we must add their residues
to Eq.(48) as these poles give an extra contribution in
the derivation of Eq.47. We conclude, that if GˆM (ζ) is
non-analytic, then −iTr
{
GˆM (τ, τ+)
}
and
∫∞
−∞ dωf(ω−
µ)Tr
{
Aˆ(ω)
}
can give different results. This shows yet
another inconsistency if one works with approximations
that do not guarantee the correct analytical properties.
Note, however, that no assumption was made on the ex-
istence of a generating Φ-functional.
Yet another way of obtaining the particle number is
via the grand canonical potential, as was considered by
Baym11 for conserving schemes, via Eq.(20). For a par-
tially Φ-derivable approximation with the correct ana-
lytical properties, this give the same particle number as
the two other definitions discussed. For details, see Ap-
pendix D.
We now focus on rewriting Eq.(46). Since the continu-
ation of GˆM (ωm) to Gˆ
M (ζ) is analytic at the Matsubara
frequencies, we can perform derivatives around ωm. We
can thus write Eq.(46) as
N =
1
β
∞∑
m=−∞
eηωmTr
{
∂
∂ζ
ln
[
ΣˆM (ζ) + hˆ− µ− ζ
]∣∣∣∣
ζ=ωm
}
︸ ︷︷ ︸
I1
+
1
β
∞∑
m=−∞
eηωmTr
GˆM (ωm) ∂ΣˆM∂ζ
∣∣∣∣∣
ζ=ωm
︸ ︷︷ ︸
I2
. (49)
where we have defined I1 and I2, and taken the branch
cut of the complex logarithm to be the negative real axis.
The relation used for the matrix logarithm,
∂
∂ω
Tr
{
ln
[
Qˆ(ω)
]}
= Tr
{
Qˆ−1(ω)
∂
∂ω
Qˆ(ω)
}
, (50)
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is valid for all Qˆ(ω) that are smooth and invertible but
not necessarily diagonalizable, see Appendix B. The rea-
son for introducing I1 and I2, is that at zero temperature
I2 is related to variations of the Φ-functional, and is zero
for number-conserving approximations. Furthermore, I1
can be integrated analytically.
Eq.(49) simplifies at zero temperature. We will first
discuss I2. For small temperature T , the distance be-
tween the Matsubara frequencies, dω = 2pii/β, becomes
small. In the limit T → 0, a Matsubara sum can be writ-
ten as an integral over the upper and lower half-plane,
lim
T→0
1
β
∞∑
m=−∞
eηωmQˆ(ωm) = P
∫ i∞
−i∞
dζ
2pii
Qˆ(ζ), (51)
where the principal value of the integral is
P
∫ i∞
−i∞ = lim→0+
∫ −i
−i∞+
∫ i∞
i
. Eq. (51) is valid if
Qˆ(ωm) is not too singular around 0, see Appendix A,
and also the discussion in Ref.55. With this relation, we
can write I2 as T → 0 as
I2 =
∫ i∞
−i∞
dζ
2pii
Tr
{
GˆM (ζ)
∂ΣˆM
∂ζ
}
. (52)
In Eq.(52) we have made the assumption of integrabil-
ity and replaced the principal value of the integral by the
integral itself. We will here discuss these assumptions.
GˆM (ζ) is analytic and thus integrable for Im ζ 6= 0, and
has a discontinuity around ζ = 0 given by the spectral
function at µ, Eq.(25). Thus, assuming that Aˆ(µ) is fi-
nite, GˆM (ζ) is integrable. By the same argument, ΣˆM (ζ)
and ∂Σˆ
M
∂ζ are integrable for Im ζ 6= 0. From Eq.(27),
∂Σˆ
∂ζ
∣∣∣∣∣
ζ=0
= −
∫ ∞
−∞
dω′
Γˆ(ω′)
(µ− ω′)2 , (53)
from which we see that if Γˆ(ω) decays quickly enough at
µ, ∂Σˆ∂ζ is continuous also at ζ = 0. For Fermi liquids,
Γˆ(µ) ∼ (ω − µ)2, for ω close to µ,56 and as such Eq.(53)
is integrable. However, for other systems, such as the
one-dimensional electron gas57, or in Mott insulators58,
the rate operator can decay slower or even diverge at
µ. Excluding such cases, the integral in Eq.(52) is well-
defined, and equal to its principal value.
I2, also referred to as the Luttinger integral, can be re-
lated to the Φ-functional under special types of variations
in G, namely those that shift the Matsubara frequencies.
As an example, consider the consistently dressed ring di-
agram in FIG 1 b). Φ[G,G0] is then given as
Φ =− i
2
2
∫
d1d2G(1, 2)G(2, 1)v(1, 2)2G0(1, 2)G0(2, 1) =
=− 1
2β2
∑
nmrq
GM (ωn)G
M (ωm)v
2GM0 (ωr)G
M
0 (ωq)δ0,n−m+r−q,
(54)
where spatial integration is suppressed in the second line,
to focus on the ω-dependence. The Kronecker delta rep-
resents frequency conservation at every vertex, due to
the time-locality of the interaction. Φ evaluated at a G
which has shifted frequencies, GM (ωm+δω), (defined via
its analytical continuation, Eq.(23), as GM (ζ)|ζ=ωm+δω),
would in general be different from the unshifted case.
For the special case of a shift corresponding to one (or
more) Matsubara frequency, i.e. δω = 2piiβ which gives
ωm + δω = ωm+1, we can relabel the sum for m and n in
Eq.(54). Since we perform the same relabeling for both m
and n, the Kronecker delta does not change, which leaves
Φ invariant. If the loop was not consistently dressed, Φ
would change since the Kronecker delta would change.
The argument works for a general diagram, and thus we
see that if the loops are consistently dressed, δΦ = 0
when ωm → ωm+1 in GM . Otherwise, δΦ 6= 0 in general.
The reason why consistently dressed Φ-diagrams are
invariant under frequency shifts is due to the interaction
being time-local. The loops in Φ can then be considered
separately. This type of argument can not, however, be
used for other types of conservation laws. For example,
momentum conservation comes from the invariance of Φ
under spatial translations in G11, for interactions that
depend only on the interparticle distance. For such a
shift in G in Eq.(54), by a variable transform we only
shift one index in the interaction, and as such Φ is not
invariant. For a Φ-diagram to be conserving, we need, in
general, full Φ-derivability.
Consider again the change in Φ when we make fre-
quency shift in G. This is given by Eq.(16), which can
be written using Matsubara Green’s functions as
δΦ =
∞∑
m=−∞
eηωmTr
{
ΣˆM (ωm)δGˆ
M (ωm)
}
. (55)
Let us fix the shift to δω = 2piiβ , and take the zero-
temperature limit of Eq.(55). Here, we cannot use Eq.(51)
directly, since the integrand is too singular around 0 (see
Appendix A). The limit is
δΦ →
T→0
P
∫ i∞
−i∞
Tr
{
ΣˆM (ω)
∂GˆM
∂ω
}
dω+ (56)
+ lim
→0+
Tr
{
ΣˆM (0)
[
GˆM (i)− GˆM (−i)
]}
. (57)
By making use of partial integration, we obtain
δΦ →
T→0
−
∫ i∞
−i∞
dζTr
{
GˆM (ζ)
∂ΣˆM
∂ζ
}
= −2piiI2. (58)
Thus, at zero temperature, we can relate I2 to special
types of variations of Φ. For a partially Φ-derivable ap-
proximation, I2 = 0 if Φ is gauge invariant. Otherwise,
I2 6= 0 in general.
We now derive expressions for I1 and I2 involving in-
tegrals over real frequencies at zero temperature. Using
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Eq.(47) we obtain I2 as
I2 = −2 Im
[∫ µ
−∞
dω
2pi
Tr
{
GˆR(ω)
∂ΣˆR
∂ω
}]
. (59)
Eq.(59) can also be derived from Eq.(58) by considering
the contour integral around two quarter-circles in the up-
per and lower half-plane.
Using Eq. (47) for I1, partial integration, and
ΣˆM (±iη) = ΣˆR/A(µ), we obtain
N =
1
2pii
Tr
{
ln
(
ΣˆA(µ) + hˆ− µ+ iη
)
− ln
(
ΣˆR(µ) + hˆ− µ− iη
)}
︸ ︷︷ ︸
I1
−2 Im
[∫ µ
−∞
dω
2pi
Tr
{
GˆR(ω)
∂ΣˆR
∂ω
}]
︸ ︷︷ ︸
I2
. (60)
The boundary terms for I1 at ω → −∞ gives Im[ln(∞±
iη)] = 0, which explains our choice of branch and the
factor of (−1) in Eq.(46).
In deriving Eq.(60) we have used the relation∫ µ
∞
∂
∂ω
Tr
{
ln
[
Qˆ(ω)
]}
=Tr
{
ln
[
Qˆ(µ)
]
−ln
[
Qˆ(−∞)
]}
.
(61)
Here one has to assume that during the integration path,
none of the eigenvalues λk(ω) of Qˆ(ω) cross the branch
cut of the logarithm, where we regard λk(ω) as a curve in
the complex plane parametrized by ω. This can be seen
via
Tr
{
ln
[
Qˆ(ω)
]}
=
∑
k
ln [λk(ω)] , (62)
valid for any complex invertible matrix, see Appendix B.
If one or more of the eigenvalues traverse the branch cut
at (−∞, 0) as function of ω, a unique logarithm cannot
be found, and the argument principle (see, e.g., Ref.59)
has to be used instead of Eq.(61). Crossing the branch
cut changes the logarithm with 2pii if it is crossed from
above, and −2pii if it is crossed from below. However, if
the rate operator is PSD no eigenvalue can cross the real
axis, as we will now show.
A necessary condition for the crossing of the
branch cut is Im[λk(ω)] = 0. Assume this holds
for an eigenvalue λ˜k(ω) of −
(
GˆR(ω)
)−1
. Con-
sider the eigenvalue equation (ω-dependence suppressed)(
ΣˆR + hˆ− ω − iη
)
|λ˜k〉 = λ˜k|λ˜k〉, giving
Im[〈λ˜k|ΣˆR|λ˜k〉]− η = 0 (63)
We write ΣˆR(ω) = Λˆ(ω)− piiΓˆ(ω), where Λˆ(ω), Γˆ(ω) are
Hermitian and the rate operator Γˆ(ω) is PSD. We get
−2pi〈λ˜k|Γˆ|λ˜k〉 − η = 0. (64)
Since 〈λ˜k|Γˆ|λ˜k〉 ≥ 0, Eq.(64) can not be satisfied. Thus,
for a PSD approximation, no eigenvalue cross the real
axis, and Eq.(61) is valid.
Eq.(60) is a sum rule valid for those approximations
that give analytic GˆM (ζ) and ΣˆM (ζ). Furthermore, if the
approximation comes from a gauge-invariant Φ, I2 = 0.
For example, the PSD approximations GW and GW0 will
fulfill Eq.(60) with I2 = 0, while the PSD approximation
G0W0 fulfills Eq.(60) with I2 6= 0 in general. We now
give four different examples and limits of the sum rule.
A. Luttinger-Ward theorem
In the case of the homogeneous electron gas, Eq.(60)
leads immediately to what is known as the Luttinger-
Ward theorem.35 See Ref.57 for a more detailed discus-
sion of this important sum rule in the electron gas. For
homogeneous systems, the Hamiltonian and self-energy
are diagonal in the momentum-basis, and ΣR(p, µ) =
ΣA(p, µ). Assuming a number-conserving approxima-
tion, I2 = 0 and using
ln(x+ iη)− ln(x− iη) = 2ipiθ(−x), (65)
where θ is the step function, we obtain the Luttinger-
Ward theorem
N = 2V
∫
dp
(2pi)3
θ
(
µ− p − ΣR(p, µ)
)
, (66)
where p are the single-particle energies, V is the vol-
ume and the factor of 2 accounts for spin. Thus,
the Luttinger-Ward theorem is valid for those number-
conserving approximations which retain the correct ana-
lytical properties.
B. The Friedel sum rule
Eq.(60) also allows for a useful relation in a completely
different context, namely the Friedel sum rule in quantum
transport. We consider a small region in space (e.g. a
molecular region), where it is important to consider inter-
action effects carefully, coupled to macroscopic reservoirs
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(e.g. metallic leads) where a mean-field description is sat-
isfactory. This implies that the frequency-dependent part
of the self-energy is non-zero only in the central region.
The sum rule of Eq.(60) still applies for the total num-
ber of particles, but usually we are more interested in
the properties of the central region. The trace TrC over
the central region gives the number of particles NC in
that region. By the use of embedding techniques60,61 the
Green’s function in the central region can be written as
GˆR,A(ω) =
1
ω − hˆC − ΣˆR,Aemb(ω)− ΣˆR,A(ω)± iη
, (67)
where the embedding self-energy Σˆemb takes the environ-
ment into account in an exact way, and hˆC is the Hamil-
tonian for the disconnected central region. The trace over
the basis of the finite region gives the same type of sum
rule as in Eq.(60), provided we replace Σˆ by Σˆ + Σˆemb:
NC =
1
2pii
TrC
{
ln
[
ΣˆA(µ) + ΣˆAemb(µ) + hˆC − µ+ iη
]
− ln
[
ΣˆR(µ) + ΣˆRemb(µ) + hˆC − µ− iη
]}
︸ ︷︷ ︸
I1
+I2. (68)
ΣˆRemb(ω) enters I2, which now has the form
I2 = −2 Im
[∫ µ
−∞
dω
2pi
TrC
{
GˆR
∂
∂ω
(
ΣˆR + ΣˆRemb
)}]
.
(69)
We can thus split the contributions as I2 = I2,MB +
I2,emb. Now, I2 6= 0 in general, even for non-interacting
systems. For a number conserving scheme, I2,MB = 0.
I1 can be written in terms of the eigenvalues λk(ω) of
−GˆR(ω). Since we will make use of this, we write out
the form explicitly.
I1 =
1
2pii
TrC
{
ln
[
−(GˆA(µ))−1
]
− ln
[
−(GˆR(µ))−1
]}
=
=
1
2pii
TrC
{
ln
[
−GˆR(µ)
]
− ln
[
−GˆA(µ)
]}
=
=
1
pi
Im
∑
k
ln [λk(µ)] .
(70)
To recover the usual formulation of the Friedel sum
rule, we take our central system to consist of a single
interacting site with energy , and use the wide-band
limit approximation, Σ
R/A
emb (ω) = ∓iΓ. Eq.(68) becomes
NC =
1
2pii
(
ln
[
Σ˜R + iΓ
]
− ln
[
Σ˜R − iΓ
])
+ I2,MB ,
where Σ˜R = ΣR(µ) + − µ. Using
ln (x+ iy)− ln (x− iy) = pi − 2 arctan
(
x
y
)
, (71)
we obtain
NC =
1
2
− 1
pi
arctan
ΣR(µ) + − µ
Γ
+ I2,MB . (72)
By using a gauge independent Φ, I2,MB = 0, and we
obtain the well-known Friedel sum rule36,37. Thus, we
can regard Eq.(68) as a generalized Friedel sum rule.
C. Analytical properties in the Anderson model
In this section, we show explicitly, for the single-
impurity Anderson model in the zero-temperature limit,
that even conserving approximations can have spectral
functions that can become negative. The Anderson
model is a simple model in quantum transport, which
consists of a single interacting dot in contact to a feature-
less reservoir with coupling strength Γ. The Hamiltonian
of the dot is
Hˆ = 
∑
σ
nˆσ +
U
2
∑
σσ′
cˆ†σ cˆ
†
σ′ cˆσ′ cˆσ, (73)
where nˆσ is the number operator for spin σ and U is
the interaction strength. Furthermore, we consider non-
magnetic situations, and as such GRσσ′(ω) = δσσ′G
R(ω).
For the Anderson model, GR(ω) is
GR(ω) =
1
ω − − ΣR(ω) + iΓ , (74)
where Γ is the coupling to the reservoir. As our ap-
proximation to ΣR(ω), we take various 2nd order dia-
grams; the single-shot 2nd Born approximation FIG. 1a)
+ FIG. 2a), the single-shot 2nd order exchange approx-
imation FIG. 2a), and the self-consistent 2nd order ex-
change approximation FIG. 2b). The 2nd Born approxi-
mation is PSD, while the two 2nd order exchange approx-
imations are not. We write here the explicit expression
for Σˆ(z1, z2) for a general system with local interactions,
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since we will make use of larger systems in Sec. IV D.
Σkl(z1, z2) = δklδ(z1, z2)Unk(z1)+
+c U2Gkl(z1, z2)Glk(z2, z1)Gkl(z1, z2),
(75)
where the indices k, l label the interacting sites. For the
Anderson model, k = l = 1. The first term is the Hartree-
Fock contribution, with nk(z1) = −iGkk(z1, z+1 ). The
coefficient c in Eq.(75) is c = −1 for the 2nd order ex-
change diagram, FIG. 2, c = 2 for the ring diagram, FIG.
1, and c = 1 for 2nd Born. This simple structure is due
to the interaction being space-local. Furthermore, since
2nd Born is a PSD approximation, we have immediately
that the rate operator of 2nd order exchange is negative
semi-definite.
The explicit expression for ΣˆRkl(ω) in equilibrium is ob-
tained from the Langreth rules36, and Fourier transform-
ing (for more details, see Ref.62. )
ΣRkl(ω) =δklUnk + cU
2
∫∫
dω′dω′′
(2pi)2
[
GRkl(ω
′)G<lk(ω
′′)G>kl(ω − ω′ + ω′′)+
+G<kl(ω
′)GAlk(ω
′′)G<kl(ω − ω′ + ω′′)+
+G<kl(ω
′)G<lk(ω
′′)GRkl(ω − ω′ + ω′′)],
where the lesser and greater Green’s functions in equilib-
rium are given by the fluctuation-dissipation theorem1
G<kl(ω) = 2piif(ω)Akl(ω) (76)
G>kl(ω) = −2pii [1− f(ω)]Akl(ω). (77)
For single-shot 2nd order exchange, ΣR(ω) was eval-
uated using a Green’s function from a self-consistent
Hartree-Fock calculation. The self-consistent 2nd or-
der exchange calculations did not converge if we would
start from the Hartree-Fock Green’s functions, however
(see below). Instead, as in Ref.63, we performed self-
consistency with smaller values of U , and then starting
new calculations with this initial guess.
In FIG. 6, we show A(ω) for the three approxima-
tions. As expected, the 2nd order exchange approxi-
mation yields spectral functions which can become neg-
ative. In the one-shot case, one can by increasing U
make the spectral function negative in a large region.∫
dωA(ω) = −0.2 for one-shot 2nd order exchange, indi-
cating a pole in the upper half-plane of GR(ζ). For the
other approximations,
∫
dωA(ω) = 1. Similar to the case
of α in Sec.III B, we find a crossover (not shown) with
respect to U above which a pole moves into the upper
half-plane. Note also that since the particle number is
NC =
∫ µ
−∞A(ω), it can become negative. However, the
particle number defined via the spectral function can be
unphysical due to the pole structure, see the discussion
of the next section.
We now discuss the Friedel sum rule, Eq.(68), for the
Anderson model. The single-shot 2nd Born is PSD and
thus fulfills the sum rule, but since the approximation
FIG. 6. Spectral functions for the Anderson model (single
impurity coupled to a featureless lead). 2OE0: Single-shot
2nd order exchange diagram, FIG. 2a). 2OE: self-consistent
2nd order exchange, FIG. 2b). 2BA0: single-shot 2nd Born,
FIG. 1a) + FIG. 2a). 2OE0 and 2OE are non-PSD. 2nd Born,
however, is PSD. Compare with FIG. 7. The parameters are
U = 6.5,  = −7, and Γ = 1.
2OE0
2OE
2BA0
-2 -1 1
Re -GR(ω)
-2
-1
1
Im -GR(ω)
FIG. 7. −GR(ω) parametrized with ω ∈ (−∞, µ], starting
from ω = −∞ where GR(−∞) = 0, and ending at µ = 0,
for the same situation as in FIG. 6. The 2nd order exchange
approximations are not PSD, and thus −GR(ω) can cross the
real axis. Single-shot 2OE breaks analyticity as well as the
validity of the sum rules. Self-consistent 2OE does not. The
single-shot 2nd Born approximation is PSD, and thus never
crosses the real axis. For illustrative purposes, we have di-
vided GR from 2OE0 with 3 and multiplied with 2 for 2BA0.
is not particle conserving, I2 6= 0. The 2nd order ex-
change approximations are not PSD, and are thus not
guaranteed to fulfill the sum rule. For our parameters,
we found that self-consistent 2OE fulfilled the sum rule
with I2 = 0, while for single-shot 2OE, we find that
NC − I1 − I2 = −2.
To understand the term −2, we show in FIG. 7
−GR(ω) as parametrized by ω from ω = −∞ to ω = µ =
0. As can be seen, −GR(ω) from 2nd Born never crosses
the real axis, which is guaranteed by its PSD property.
However, −GR(ω) obtained from single-shot 2OE crosses
the negative real axis, and thus breaks the assumptions
in the derivations of the sum rules. Since we change
Riemann sheet, but still use the principal branch of the
logarithm, we miss an additional term of 2pii. This trans-
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lates into a term −2 in I1, as can be seen from Eq.(70).
The self-consistent 2OE also cross the real axis, but not
at the branch cut. In fact, if we push the parameters
further (increase U), analyticity breaks during the self-
consistent cycle, and we are unable to reach convergence.
This again underscores the importance of PSD approxi-
mations in self-consistent approximations.
Finally, we note that using only the second-order ex-
change diagram can seem like a constructed example.
However, the same considerations apply if the diagram
is dressed with the screened interaction W . The second
order diagram would then correspond to vertex correc-
tions from GW . This approximation can yield a non-
PSD spectral function7, and here we show that the same
considerations apply in a model in quantum transport.
D. Example of the generalized sum rule
In the last example, we consider a 3-site linear chain
at zero temperature to elucidate the generalized Friedel
sum rule, Eq.(68), in a finite region. The Hamiltonian is
Hˆ =
∑
ijσ
hij cˆ
†
iσ cˆjσ +
U
2
∑
iσσ′
cˆ†iσ cˆ
†
iσ′ cˆiσ′ cˆiσ, (78)
where hii = , hij = −1 for nearest neighbors, and zero
otherwise. As contacts, we choose two one-dimensional
tight-binding leads with band-widths of 4, attached
to the first and third site, respectively, with coupling
strength −1. The 3 × 3 Green’s function matrix for the
central region is
GˆR(ω) =
1
ω − hˆC − ΣˆR(ω)− ΣˆRemb(ω) + iη
, (79)
where the embedding self-energy matrix ΣˆRemb(ω) corre-
sponding to the tight-binding leads, non-zero only for
the first and third site, has an explicit expression, see
Refs.60–62.
We considered four different approximation to ΣˆR(ω),
with various amounts of dressing: The self-consistent ring
diagram FIG. 1d), the partially self-consistent ring dia-
gram FIG. 1b), the single-shot ring diagram FIG. 1a),
and the single-shot 2nd order exchange diagram FIG. 2.
Of these, the first three approximations are PSD, and
as such the total number of particles in the central re-
gion NC is given by the generalized Friedel sum rule,
NC = I1 + I2, where I1 can be conveniently written in
terms of the eigenvalues λk(ω) to −GˆR(ω), using Eq.(70),
I1 =
1
pi
3∑
k=1
ln [λk(µ)] , (80)
and I2 = I2,MB+I2,emb is given by Eq.(69). As discussed
before, for the fully self-consistent and the consistently
dressed partially self-consistent approximations I2,MB =
0, while for the single-shot cases I2,MB 6= 0, in general.
To illustrate the sum rule, we also calculate NC according
to NC =
∫ 0
−∞ dωTr
{
Aˆ(ω)
}
.
To explore a large parameter range, we sweep with the
gate voltage , symmetrically from  = −U/2. NC , I1,
I2,emb and I2,MB are shown in FIG. 8, for all the dif-
ferent approximations. We note that the correction from
I2,emb is small, but becomes larger as we move away from
 = −U/2. Note also that the contribution from I2,emb
would increase with more sites connected to leads and
lead coupling strength. We also see, as expected, that
I2,MB = 0 for the consistently dressed approximations.
For the single-shot case, I2,MB can be very large. At
 = −U/2, I2,MB = 0, but is large away from this point.
We plot I1, which is the resulting particle number one
would obtain if I2 is not taken into account. The mag-
nitude of I2,MB makes NC and I1 very different, and in
fact I1 increases dramatically when raising the gate po-
tential. Not taking I2,MB into account gave a similar er-
roneous trend for the Anderson model using single-shot
2nd Born in Ref.64, as was also pointed out by Ref.63.
We also note that in the single-shot ring approximation,
NC increases slightly as  increases. This non-physical
behavior is due to only taking the ring diagram into ac-
count. Single-shot 2nd Born (i.e. the ring diagram and
the 2nd order exchange diagram) does not exhibit this
non-physical behavior (not shown).
Finally, in the non-PSD 2nd order exchange approxi-
mation NC behaves non-physically and can even become
negative. The norm of the spectral function (not shown)
also becomes negative for certain parameter values, sim-
ilarly to the case of the Anderson model. The change of
norm indicates poles in the upper half-plane for GˆR(ζ),
according to Eq. (31). We also note that the particle
number we calculate is NA =
∫ µ
−∞ dωTr
{
Aˆ(ω)
}
. Ac-
cording to the discussion we had above, when there are
poles in the upper half-plane for GˆR(ζ), with residue
aRk 6= 0 and location ξRk , NA does not have to equal
N = −iTr
{
GˆM (τ, τ+)
}
, since we have to add the
residues in Eq.(48). For simplicity, we discuss the sit-
uation in a single-site case. From Eq.(31), we have in the
single-site case that
1 =
∫ ∞
−∞
dωA(ω) + 2 Re aR. (81)
At zero temperature, a pole can only contribute to the
particle number if it is located to the left of µ,
N = NA + θ(µ− Re ξR)2 Re aR. (82)
Assuming that the jump inNA() occurs at the same time
as when Re ξR() equals µ, we found that the jump was
canceled by the contribution from the residue, calculated
from the norm in Eq.(81). This suggests that N is a more
physical quantity than NA, in general.
Numerically, we find NC − I1− I2 = 0 to a high degree
of accuracy for all the ring approximations. For the non-
PSD 2nd order exchange approximation, we find instead
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FIG. 8. Number of particles NC in a 3-site system, for dif-
ferent dressings of ring approximations and single-shot 2nd
order exchange. We show the self-consistent ring approxima-
tion (FIG. 1d)), partially dressed ring diagram, (FIG. 1b)),
single-shot ring diagram (FIG. 1a)), and single-shot 2nd or-
der exchange (FIG. 2a)). I2,emb and I2,MB are the embed-
ding and many-body contributions to the Luttinger integral,
Eq.(69), respectively. Note the different scale for I2 in the
non-selfconsistent calculations.
that NC − I1 − I2 varies, depending on the parameters.
This can be understood by studying how the eigenvalues
of −GˆR(ω) change as ω goes from −∞ to µ. To illustrate,
we track λk(ω for the PSD self-consistent ring approxi-
mation, shown in FIG. 9, and the non-PSD single-shot
2nd order exchange approximation, shown in FIG. 10.
The eigenvalues λk(ω) of the PSD ring approximation
in FIG. 9 do not cross the real axis when we vary ω, as ex-
pected. The eigenvalues of the non-PSD approximation
in FIG. 10 do, however. For  = −U/2, all three eigen-
values cross the branch cut. This means that, identical
to the discussion we had above, for each crossing eigen-
value we obtain an additional factor of 2 from I1, which
explains the result NC−I1−I2 = −6 in FIG. 8 for 2OE0.
Depending on , three, two, one, or no eigenvalues can
cross the branch cut, the number of net crossings being
(I1 + I2−NC)/2. As a side remark, we noted that eigen-
values could become degenerate for some frequencies (not
shown).
V. CONCLUSIONS
We have extended the notion of Φ-derivable schemes
to include partially self-consistent and non-selfconsistent
approximations. For such partially Φ-derivable schemes.
we have shown that by dressing the loops in Φ con-
sistently, a gauge invariant approximation is obtained.
This implies a fulfillment of the continuity equation at
all times, which in turn implies number conservation. By
making use of the non-equilibrium Green’s function for-
malism, the resulting partially Φ-derivable scheme can
λ1
λ2
λ3
0.00 0.05 0.10 0.15 0.20 0.25
Re λ0.00
0.02
0.04
0.06
0.08
0.10
Im λ
FIG. 9. The three eigenvalues of −GˆR(ω) parametrized by ω
for the system shown in FIG. 8, for the fully self-consistent
ring approximation, FIG. 1d). ω runs from −∞ to ω = µ = 0.
The parameters are U = 10,  = −U/2. Being a PSD approx-
imation, no eigenvalue can cross the real axis. Numerically
we find NC − I1 − I2 = 0.
λ1
λ2
λ3
-1.0 -0.5 0.5
Re λ
0.5
1.0
1.5
Im λ
FIG. 10. The three eigenvalues of −GˆR(ω) parametrized by
ω for the system shown in FIG. 8, for the single-shot 2nd
order exchange, FIG. 2a). ω runs from −∞ to ω = µ = 0.
The parameters are U = 10,  = −U/2. Being a non-PSD
approximation, eigenvalues can, and do in this case, cross the
real axis. Numerically, we find NC − I1− I2 = −6, since each
eigenvalue yields a factor of 2 to I1.
be applied in equilibrium as well as out of equilibrium,
in finite and infinite systems. In equilibrium, partial Φ-
derivability allows for deriving a generalized sum rule for
the particle number, where we have stressed the impor-
tance of the correct analytical properties of the Green’s
functions. If the approximation is not gauge invariant,
as is the case for many approximations used in the litera-
ture, we obtain another term I2 in the sum rule. The rule
was also applied to systems which allow for a partition-
ing into smaller subsystems, allowing for a generalized
Friedel sum rule. The frequency-dependent embedding
self-energies need to be taken into account in I2.
We have elucidated the known fact that PSD approxi-
mations automatically yield correct analytical properties
for GR(ω). The converse is not true, which we have ex-
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emplified in several systems; a spectral function that can
become negative can still come from aGR(ω) that has the
correct analytical properties. We have proven that the
validity of the Luttinger-Ward theorem and the Friedel
sum rule depend crucially on the correct analytical prop-
erties of the Green’s function. These considerations show
that the simplest vertex corrections to GW can lead to a
violation of common sum rules. Extra diagrams need to
be added to obtain a PSD spectral function, thus guar-
anteeing the satisfaction of the sum rules.
While a given approximation can be shown to be
number conserving without making use of partial Φ-
derivability, we believe that this formalism is convenient
and has several advantages. It is easy to see whether an
approximation will be particle conserving or not, and also
if the corresponding sum rules will be fulfilled. Combined
with the knowledge of when the approximation has the
correct analytical properties, these considerations could
serve as a helpful tool in determining which diagrams
to choose in a given situation. This could especially be
important in, for example, diagrammatic Monte-Carlo
integrations, where a large number of diagrams can be
summed up.7–9
ACKNOWLEDGMENTS
D.K. and R.v.L. would like to thank the Academy of
Finland for support under project no. 267839.
Appendix A
In this Appendix, we give more details about the zero-
temperature limit of δΦ, Eq.(57). We suppress the super-
script M for notational convenience. Shifting the Mat-
subara Green’s function with δω, the variation is
δGˆ(ωm) =
∂Gˆ
∂ωm
δω (A1)
if δω is small enough. From considering the spectral rep-
resentation of Gˆ(ωm), Eq.(23), the requirement is that
δω < |ωm|. However, in relating I2 to a variation in Φ,
we restricted the frequency shift to δω = 2piiβ , meaning
that ωm + δω = ωm+1. Thus, δω is larger than the Mat-
subara frequencies ω0 =
pii
β and ω−1 = −piiβ .
Moreover, for low temperatures, the variation
δGˆ(ω−1) = Gˆ(ω0) − Gˆ(ω−1) yields a finite contribu-
tion as T → 0, since ω0 and ω−1 are on different sides
of the branch cut at Im ζ = 0. In fact, δGˆ(ω−1) →
lim→0+
[
Gˆ(i)− Gˆ(−i)
]
= −2piiAˆ(µ).
To perform the zero-temperature limit, we thus sepa-
rate the m = −1 and m = 0 Matsubara points.
∞∑
m=−∞
eηωmTr
{
Σˆ(ωm)δGˆ(ωm)
}
=
=
∞∑
m=−∞
m6=−1,m 6=0
eηωmTr
{
Σˆ(ωm)
∂Gˆ
∂ωm
}
δω+
+eηω0Tr
{
Σˆ(ω0)δGˆ(ω0)
}
+eηω−1Tr
{
Σˆ(ω−1)δGˆ(ω−1)
}
.
(A2)
The sum is now well-defined in the T → 0 limit, and
we can use Eq.(51), yielding a principal-value integral.
The other terms give δGˆ(ω0) = Gˆ(ω1)− Gˆ(ω0)→ 0 and
δGˆ(ω−1)→ lim→0+
(
Gˆ(i)− Gˆ(−i)
)
. This gives
∞∑
m=−∞
eηωmTr
{
Σˆ(ωm)δGˆ(ωm)
}
→
→ P
∫ i∞
−i∞
Tr
{
Σˆ(ζ)
∂Gˆ
∂ζ
}
dζ+
+Tr
{
Σˆ(0)
[
Gˆ(i)− Gˆ(−i)
]}
(A3)
Thus, we have derived Eq.(57).
Appendix B
We made use of several properties of matrix logarithms
in the derivations of the sum rules, which will be more ex-
plained here. The key point is that matrix functions are
not defined according to their Taylor expansions, since
this assumes a radius of convergence. However, we can-
not use a spectral representation, since Green’s functions
are not Hermitian, and as such not guaranteed to be di-
agonalizable.
We assume that the Green’s functions can be written
as L × L matrices. We also assume that the matrices
are invertible, which they have to be in order to define a
matrix logarithm. We make use of the fact that a general
complex matrix can be written in its Jordan normal form,
Qˆ = ZˆJˆZˆ−1, where Jˆ is block diagonal with M blocks
Jˆi corresponding to non-degenerate eigenvalues. Each
mi×mi block has the eigenvalue λi of Qˆ on the diagonal,
with multiplicity mi. The superdiagonal of each block is
equal to 1.
Jˆ =
Jˆ1 . . .
JˆM
 Jˆi =

λi 1
λi
. . .
. . . 1
λi
 . (B1)
Matrix functions can then be defined as (see, for example,
Ref.65)
f(Qˆ) = Zˆf(Jˆ)Zˆ−1 = Zˆdiag(f(Jˆi))Zˆ−1 (B2)
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where
f(Jˆi) =

f(λi) f
′(λi) · · · f
(mi−1)(λi)
(mi−1)!
f(λi)
. . .
...
. . . f ′(λi)
f(λi)
 (B3)
This definition reduces to the usual spectral represen-
tation if Qˆ is diagonalizable. For matrix logarithms,
Eq.(B3) can also be derived by writing Jˆi = λi(1 + Jˆ),
where Jˆ is lower triangular with 0 on the diagonal.
ln Jˆi = ln(λi)1 + ln(1 + Jˆ) since all eigenvalues of Jˆ are
real.65 Furthermore, ln(1 + Jˆ) =
∑mi−1
k=1 (−1)k+1 Jˆ
k
k ter-
minates, since Jˆ is strictly triangular and thus Jˆmi = 0.
Eq.(B3) immediately yields Eq.(62),
Tr
{
ln
[
Qˆ(ω)
]}
=
∑
k
ln [λk(ω)] , (B4)
where it is explicit that Qˆ must be invertible for the ma-
trix logarithm to exist, since then all λk(ω) 6= 0.
If we furthermore assume that Qˆ(ω) and the trans-
formation matrices are smooth functions of ω we obtain
Eq.(50) as
Tr
{
Qˆ−1(ω)
∂
∂ω
Qˆ(ω)
}
= Tr
{
J−1(ω)J ′(ω)
}
=
=
∑
k
λ′k(ω)
λk(ω)
=
∂
∂ω
Tr
{
ln
[
Qˆ(ω)
]}
.
(B5)
These relations can be combined to derive Eq.(61) as∫ b
a
∂
∂ω
Tr
{
ln
(
Qˆ(ω)
)}
dω =
∑
k
∫ b
a
λ′k(ω)
λk(ω)
dω =
=
∑
k
∫ b
a
d ln [λk(ω)] .
(B6)
The integrals on the right hand side are called logarith-
mic integrals.59 If the λk(ω):s do not cross the branch
cut at (−∞, 0), unique primitives can be found for each
eigenvalue, yielding Eq.(61):∫ b
a
∂
∂ω
Tr
{
ln
(
Qˆ(ω)
)}
dω=Tr
{
ln
(
Qˆ(b)
)
−ln
(
Qˆ(a)
)}
.
(B7)
As a side remark, we note that we can write a logarithmic
integral using determinants,
∫ b
a
Tr
{
Qˆ−1(ω)
∂
∂ω
Qˆ(ω)
}
=
∫ b
a
det
{
Qˆ(ω)
}′
det
{
Qˆ(ω)
} dω =
=
∫ b
a
d ln
[
det
{
Qˆ(ω)
}]
=
∫ b
a
d ln [Πkλk(ω)] .
(B8)
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FIG. 11. The eigenvalues λk(ω) of −GˆR(ω) for the 3-site
system in Sec.IV D, with U =  = 0 and using the wide-band
limit for simplicity. The curves starts at ω = −∞, for which
λi(−∞) = 0, and end at µ = 0. Neither of the eigenvalues
cross the real axis, while their multiplication does.
In this case, however, it is not possible to find a unique
primitive in general, since the product of λi(ω) can
cross the branch cut even if the individual λi(ω):s do
not. This can be easily seen in the case of a non-
interacting 3-site model. We consider the model in
Sec.IV D, and put U = 0,  = 0 and use the wide-
band limit approximation. The eigenvalues of −GˆR(ω)
are λ1 = − 1ω+iΓ and λ2,3 = − 2(2ω+iΓ±√8−Γ2) , neither of
which cross the real axis. The multiplication of them
λ1λ2λ3 = − 1(ω+iΓ)(ω2+iΓω−2) , does cross the real axis, at
ω = ±1. Thus, if µ > −1, we cannot find a unique prim-
itive logarithm in Eq.(B8). The situation is depicted in
FIG.11.
Appendix C
In Sec. III, we made use of the spectral representa-
tion for GˆM (ζ), Eq. (23), and ΣˆM (ζ), Eq. (27). Using
the Lehmann representation, one can show that the ex-
act GˆM (ζ) and ΣˆM (ζ) can be written in this form. In
this Appendix, we will show that any analytic operator
with certain boundedness properties at infinity can be
written in a spectral form. Furthermore, we will discuss
how the spectral representation changes if the functions
are non-analytic. We first consider scalar functions, and
then generalize to operators.
Suppose that we are given a function fM (ζ), analytic
except for single poles away from the real axis and de-
caying to zero at infinity, i.e. f(ζ) → 0 for |ζ| → ∞.
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The poles have residue ak located at ξk in the upper and
lower half-plane. We define functions fR(ζ) and fA(ζ)
such that
fM (ζ) =
{
fR(ζ) Im ζ > 0
fA(ζ) Im ζ < 0.
(C1)
Consider the integral along a closed half-circle in the up-
per half-plane. From the residue theorem, for Im ζ > 0,
we get
i
2pi
∮
dξ
fR(ξ)
ζ − ξ = f
R(ζ)−
∑
k
aRk
ζ − ξRk
(C2)
where ξRk is the kth pole of f
M (ζ) located in the upper
half-plane, with residue aRk = limξ→ξRk (ξ−ξRk )f(ξ). Since
f(ζ) is bounded at infinity, the integral on the half-circle
vanishes. Thus, we can write, for Im ζ > 0,
fR(ζ) =
i
2pi
∫ ∞
−∞
dω
fR(ω)
ζ − ω +
∑
k
aRk
ζ − ξRk
(C3)
where we have analytically continued fR(ω) =
limη→0 fR(ω + iη) in order to perform the integration
on the real axis. In the same way, for ζ < 0,
fA(ζ) = − i
2pi
∫ ∞
−∞
dω
fA(ω)
ζ − ω +
∑
k
aAk
ζ − ξAk
, (C4)
where we also analytically continued fA(ζ) to the real
axis. Consider now the function
fM (ζ) =
i
2pi
∫ ∞
−∞
dω
fR(ω)− fA(ω)
ζ − ω + (C5)
+
∑
k
aRk
ζ − ξRk
+
∑
k
aAk
ζ − ξAk
. (C6)
This function satisfies Eq. (C1), which can be seen by
considering fM (ζ)− fR/A(ζ), for Im ζ > 0 and Im ζ < 0,
respectively. For Im ζ > 0, for example,
fM (ζ)− fR(ζ) = − i
2pi
∫ ∞
−∞
dω
fA(ω)
ζ − ω +
∑
k
aAk
ζ − ξAk
=
(C7)
=
i
2pi
∮
dω
fA(ω)
ζ − ω +
∑
k
aAk
ζ − ξAk
= 0,
(C8)
where we have closed the contour in the lower half-plane.
Defining the spectral function A(ω) =
i
2pi
(
fR(ω)− fA(ω)), we obtain
fM (ζ) =
∫ ∞
−∞
dω
A(ω)
ζ − ω +
∑
k
aRk
ζ − ξRk
+
∑
k
aAk
ζ − ξAk
.
(C9)
If we add the restriction that [fM (ζ∗)]∗ = fM (ζ), we
have that∫ ∞
−∞
dω
A∗ −A
ζ − ω +
∑
k
(aRk )
∗
ζ − (ξRk )∗
− a
R
k
ζ − ξRk
+
+
∑
k
(aAk )
∗
ζ − (ξAk )∗
−
∑
k
aAk
ζ − ξAk
= 0.
(C10)
By integrating around a small circle around a chosen ξRm,
which is in the upper half-plane, we obtain that
2piiaRm =
∑
k
∮
ξRm
dζ
(aAk )
∗
ζ − (ξAk )∗
. (C11)
Since aRm 6= 0, we must have that aRm = (aAm)∗ and ξRm =
(ξAm)
∗. From Eq.(C10) it then immediately follows that
A(ω) = A∗(ω). We can then write fM (ζ), Eq.(C9), as
fM (ζ) =
∫ ∞
−∞
dω
A(ω)
ζ − ω +
∑
k
aRk
ζ − ξRk
+
∑
k
(aRk )
∗
ζ − (ξRk )∗
.
(C12)
By considering fR/A(ω) = limη→0 fM (ω ± iη) in
Eq.(C12), we find that ∓ 1pi Im fR/A(ω) = A(ω). While
A(ω) is real, it is not necessarily positive and can have
any sign.
From Eq. (C12) we can see the equivalence between
functions analytic for Im ζ 6= 0 and functions that can be
written as an integral over a spectral function. This gives
justification to the use of the spectral representation for
GˆM (ζ), Eq.(23), and ΣˆM (ζ), Eq.(27), for approximations
that guarantee the correct analytical properties. The full
justification follows when we consider operators below.
When the spectral function is PSD, −GˆR(ζ) is a func-
tion that maps the upper half-plane to itself. This is a
so-called Nevanlinna function. Such functions are consid-
ered in, e.g.,66, where it is shown that such functions can
be written in a spectral representation. However, the no-
tion of spectral function can be generalized to measures,
which means that also non-differentiable spectral func-
tions, such as the ones consisting of delta functions, can
be considered.
If fM (ζ) is not analytic away from the real axis, but
has simple poles, the spectral function can still be de-
fined via the real-frequency retarded or advanced Green’s
function. We can thus regard Eq.(C12) as a generalized
spectral representation. If we would define the particle
number as NA =
∫ µ
−∞A(ω), we would miss the contribu-
tion from the poles if they exist, and different definitions
of particle number would yield different results.
We now generalize to operators FˆM (ζ), which we
take to have finite dimension, and impose the condition
[FˆM (ζ∗)]† = FˆM (ζ). We apply the same considerations
as above to each matrix element FMij (ζ). Thus, Eq.(C12)
holds for each matrix element, yielding
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FMij (ζ) =
∫ ∞
−∞
dω
Aij(ω)
ζ − ω +
∑
k
aRkij
ζ − ξRkij
+
∑
k
(aRkji)
∗
ζ − (ξRkji)∗
,
(C13)
where Aˆ†(ω) = Aˆ(ω). Each matrix element can have
their own set of poles. We now define
∑
k
aRkij
ζ − ξRkij
=
∑
l
αlij
ζ − ξRl
, (C14)
in which the sum over l goes over all the poles of all
matrix elements of FˆM (ζ), and we defined the residue
matrix
(αˆl)ij = αlij =
{
aRlij if l correspond to pole in Fˆ
M
ij
0 otherwise.
(C15)
Using this rewriting, we obtain the spectral representa-
tion in operator form
FˆM (ζ)=
∫ ∞
−∞
dω
Aˆ(ω)
ζ − ω+
∑
l
(
αˆl
ζ − ξRl
+
αˆ†l
ζ − (ξRl )∗
)
.
(C16)
We see, that even in the presence of poles, we can
define the spectral function operator as FˆR(ω)−FˆA(ω) =
−2piiAˆ(ω). We have thus shown that analytic operators,
whose matrix elements decay to zero at infinity, can be
written in a spectral representation. This discussion fully
justifies the use of the spectral representation for GˆM (ζ),
Eq.(23), and ΣˆM (ζ), Eq.(27), under the assumption of
analyticity.
Appendix D
The particle number can be obtained from the diago-
nal of the Green’s function, Eq.(12). In this Appendix,
we will show that we can also obtain the particle num-
ber from the grand canonical potential Ω in equilibrium,
and that both definitions agree for a partially Φ-derivable
approximation. For the exact case,35 as well as for any
conserving approximation,11 Ω is given by the Luttinger-
Ward functional, which we write in the Klein form as
βΩ[G] = Φ− Trγ
{
ΣˆGˆ
}
− Trγ
{
ln(−Gˆ−1)
}
. (D1)
when G is the Green’s function of the physical system at
hand. Here,
Trγ
{
ΣˆGˆ
}
=
∫
γ
d1d2 Σ(1, 2)G(2, 1+) (D2)
Trγ
{
Gˆ
}
=
∫
γ
d1 G(1, 1+) (D3)
and the contour is taken to be the Matsubara contour,∫
γ
d1G(1, 1+) = −i ∫ β
0
dτ
∫
dx G(x, τ ;x, τ+). Note that
the assumption of correct analytical properties is already
implicit in Eq.(D1) since the logarithm has to be single-
valued (see also the discussion below Eq.(62)).
A partially Φ-derivable scheme which is non-conserving
will not have unambiguous total energies, since different
energy functionals give different values.13 The Luttinger-
Ward functional, however, is variational with respect to
G, meaning that δΩδG = 0 when evaluated at a G coming
from the Dyson equation from a conserving approxima-
tion. Thus, partially Φ-derivable schemes can give re-
sults close to the fully conserving scheme.1,21,33,35,67–70
The Luttinger-Ward functional has recently been evalu-
ated at finite temperature in extended systems71.
Following Baym,11 we vary Eq.(D1) with respect to the
chemical potential. For a partially Φ-derivable approxi-
mation, we have that
∂Φ
∂µ
= Trγ
{
Σˆ
∂Gˆ
∂µ
}
. (D4)
Note that we do not allow G0 in Φ[G,G0] to depend on
µ. Eq.(D1) becomes
β
∂Ω
∂µ
= −Trγ
{
∂Σˆ
∂µ
Gˆ
}
− Trγ
{
Gˆ
∂Gˆ−1
∂µ
}
. (D5)
From Gˆ−1 in Matsubara form, we obtain
Gˆ−1(ωm) = (ωm + µ)1ˆ− hˆ− Σˆ(ωm) (D6)
which gives
∂Gˆ−1
∂µ
= 1ˆ− ∂Σˆ
∂µ
. (D7)
Eq.(D5) simplifies, and we get
β
∂Ω
∂µ
= −Trγ {G} = i
∫ β
0
dτ
∫
dx G(x, τ ;x, τ+), (D8)
which gives the desired relation
∂Ω
∂µ
= −N. (D9)
Note that the derivation of Eq.(D9) only makes use of
partial Φ-derivability, and that the assumption of gauge
invariance is not needed.
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