Twisted tensor coproduct of multiplier Hopf algebras  by Delvaux, L.
Journal of Algebra 274 (2004) 751–771
www.elsevier.com/locate/jalgebra
Twisted tensor coproduct of multiplier Hopf algebras
L. Delvaux
Department WNI, LUC, Universiteitslaan, B-3590 Diepenbeek, Belgium
Received 6 March 2003
Communicated by Susan Montgomery
Abstract
We put a non-trivial comultiplication on the natural tensor product algebra of two multiplier
Hopf algebras by means of a “cotwisting map.” As a special case we characterize the dual of the
Drinfel’d double of an algebraic quantum group. Because any finite-dimensional Hopf algebra is
an algebraic quantum group, our characterization applies to the dual of the Drinfel’d double of a
finite-dimensional Hopf algebra. Then it coincides with a result of Lu.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
Multiplier Hopf algebras are natural generalizations of Hopf algebras when the
underlying algebra is no longer assumed to have a unit.
An overview on the theory of multiplier Hopf algebras can be found in [17]. In that
framework one can consider the dual of a group algebra, also when the group is no longer
assumed to be finite. A similar result is true in the more general situation of regular
multiplier Hopf algebras with integrals. Many results involving the duality for finite-
dimensional Hopf algebras have natural generalizations to regular multiplier Hopf algebras
with integrals. This theory is a model for an analytical theory of locally compact quantum
groups. In the operator algebra context, it seems more natural to work with coactions, rather
than with actions. Coactions for multiplier Hopf algebras are introduced in [18]. Under
suitable conditions, we combine a left and right coaction of two multiplier Hopf algebras to
define a non-trivial comultiplication on the usual tensor product algebra. The “cotwisting”
map which is involved satisfies exactly the conditions of the inversions as considered by
Baaj and Skandalis for Hopf C∗-algebras, see [2].
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752 L. Delvaux / Journal of Algebra 274 (2004) 751–771The paper is organized as follows. In Section 2, we recall some definitions and results
in the framework of multiplier Hopf algebras which are used in this paper. In Section 3,
we start with two multiplier Hopf algebras A and B . We put a non-trivial comultiplication
on the usual tensor product algebra by means of a “cotwisting” map. The main result in
this section is given in Theorem 3.8. In Proposition 3.10.2, we prove that an important
class of “cotwisting maps” is in one-one correspondence with the set of “matched pairs
of coactions.” In Section 4, we consider the cotwisting maps which are implemented by
a skew-copairing multiplier in M(B ⊗A). In Example 4.5, we consider a quasitriangular
multiplier Hopf algebraB and use the R-matrix in M(B⊗B) to put a twisted tensor copro-
duct on B ⊗B . We prove that this last multiplier Hopf algebra is again quasitriangular.
In Section 5, we characterize the dual of the Drinfel’d double of an algebraic quantum
group A, as a twisted tensor coproduct. We consider the Drinfel’d double D associated to
the pair 〈Â,A〉. PutD = Â  Acop. As explained in Section 2.3, we can consider the “dual”
multiplier Hopf algebra D̂. As algebras, D̂ ∼=A⊗ (Â )◦. We look for an appropriate skew-
copairing in M((Â )◦⊗A), making D̂ into a multiplier Hopf algebra which is the dual ofD,
see Theorem 5.7. Remark that a finite-dimensional Hopf algebra is an algebraic quantum
group. In this case, our characterization of the dual of the Drinfel’d double coincides with
the result in [12].
2. Preliminaries
We consider algebras over the field k = C with non-degenerate products. Let A be
an algebra. The multiplier algebra M(A) can be characterized as the largest algebra with
identity in which A sits as a dense two-sided ideal. We use unital A-modules. By definition,
e.g., let B be a left A-module for an action A B . Then B is unital if any element b ∈ B
is a linear combination of elements of the form a  b′ with a ∈A and b′ ∈B . From [9] we
have that unital A-modules can be extended to modules over M(A) in a natural way.
We often work with extensions of algebra morphisms which are non-degenerate. Recall
that a morphism of algebras f :A→M(B) is non-degenerate if f (A)B = Bf (A) = B .
From [15] we have that such a morphism can be extended in a unique way to a morphism
from M(A) to M(B). The extension is still denoted by f .
We denote the identity map on A by iA. The product in A gives rise to a linear map
mA :A⊗A→ A defined by mA(a ⊗ a′)= aa′ for all a, a′ ∈ A. The opposite algebra A0
is defined by A0 = (A,m0A) with m0A(a ⊗ a′)= a′a.
Regular multiplier Hopf algebras are the ones with bijective antipode. We only consider
regular multiplier Hopf algebras in this paper. For a regular multiplier Hopf algebra A,
we denote the coproduct, the antipode and the counit by the letters ∆, S and ε. The
opposite comultiplication is denoted as ∆cop. Recall that for a multiplier Hopf algebra A,
the comultiplication is determined by the two linear bijections on A ⊗ A, T A1 and T A2 ,
which are given by the formulas
T A1 = (iA⊗mA)(∆A ⊗ iA), T A2 = (mA ⊗ iA)(iA ⊗∆A).
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A multiplier Hopf ∗-algebra is a ∗-algebra with a comultiplication, making it into a
multiplier Hopf algebra. Here regularity is automatic, see [15].
2.1. Dual pairs of multiplier Hopf algebras
Start with two regular multiplier Hopf algebras (A,∆A) and (B,∆B) together with a
non-degenerate bilinear map 〈· , ·〉 from A×B to C satisfying certain properties. The main
property is that the coproduct in A is dual to the product in B and vice versa. There are
however certain regularity conditions, needed to give a correct meaning to this statement.
The investigation of these conditions is done in [8]. For a ∈ A and b ∈ B , define a  b,
b a, b a and a  b as multipliers in the following way. Take a′ ∈A, b′ ∈ B and define
(b  a)a′ =
∑
〈a(2), b〉a(1)a′, (a  b)a′ =
∑
〈a(1), b〉a(2)a′,
(a  b)b′ =
∑
〈a, b(2)〉b(1)b′, (b a)b′ =
∑
〈a, b(1)〉b(2)b′.
The regularity conditions on the pairing say (among other things) that the multipliers b  a
and a  b in M(A) (respectively a  b and b  a in M(B)) belong to A (respectively B).
Then it is possible to state that the product and the coproduct are dual to each other:
〈
a, bb′
〉= 〈b′  a, b〉= 〈a  b, b′〉,〈
aa′, b
〉= 〈a, a′  b〉= 〈a′, b a〉.
In this way we get four modules. All these modules are unital. A stronger result however
is possible here, coming from the existence of local units, see, e.g., [9]. Take, e.g.,
b ∈ B . Then there are elements {a1, a2, . . . , an} in A and {b1, b2, . . . , bn} in B such that
b=∑ai  bi . Because of the existence of local units, there is an e ∈A such that eai = ai
for all i . It follows easily that e b = b. So, we have that ∀b ∈B ∃e ∈A: b = e b.
As an important consequence of this last result, we can use the Sweedler notation in
the framework of dual pairs in the following sense. Take a ∈ A and b ∈ B , and, e.g., the
element b  a =∑〈a(2), b〉a(1). In the right-hand side the element a(2) is covered by b
through the pairing because b = e  b for some e ∈ A and therefore ∑〈a(2), b〉a(1) =
〈a(2), e b〉a(1) =∑〈a(2)e, b〉a(1).
We also mention that 〈S(a), b〉 = 〈a,S(b)〉 and as expected, 〈a,1〉 = ε(a) and 〈1, b〉 =
ε(b)where a ∈A and b ∈B . For these formulas, one has to extend the pairing to A×M(B)
and to M(A)× B . This can be done in a natural way using the fact that the four modules
A B , B A, A B and B A are unital.
We also use the bilinear form on the tensor product so that 〈a ⊗ a′, b ⊗ b′〉 =
〈a, b〉〈a′, b′〉 for all a, a′ ∈ A and b, b′ ∈ B . This bilinear form is non-degenerate and can
also be extended in a natural way to the multiplier algebra at one side.
We will use the following simple observation. Let 〈A,B〉 be a pair a multiplier Hopf
algebras and let C be any algebra with a non-degenerate product. For a multiplier P in
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in the following way. Choose a, a′ ∈A so that a  b = b and b a′ = b. Then define
((〈· , b〉⊗ iC)(P ))x = (〈· , b〉 ⊗ iC)(P(a ⊗ x)),
x
((〈· , b〉 ⊗ iC)(P ))= (〈· , b〉 ⊗ iC)((a′ ⊗ x)P )
for all x ∈C.
The associativity of the product in A⊗C guaranties that (〈· , b〉⊗ iC)(P ) is a multiplier
in M(C). Similarly, for a multiplier Q in M(A⊗A⊗C) and elements b, b′ in B , we can
define the multiplier (〈· , b〉 ⊗ 〈· , b′〉 ⊗ iC)(Q) in M(C).
2.2. Algebraic quantum groups and their duals
An algebraic quantum group is a regular multiplier Hopf algebra with integrals. We
recall some ideas of the paper [16]. A non-zero linear functional ϕ on A is called a left
integral on A if (i ⊗ ϕ)∆(a) = ϕ(a)1 for all a ∈ A. Remark that the left-hand side is a
multiplier in M(A) as follows. For b ∈ A, ((i ⊗ ϕ)∆(a))b = (i ⊗ ϕ)(∆(a)(b ⊗ 1)) and
b((i ⊗ ϕ)∆(a))= (i ⊗ ϕ)((b ⊗ 1)∆(a)). Similarly, a non-zero linear functional ψ on A
is called a right integral on A if (ψ ⊗ i)∆(a)= ψ(a)1 for all a ∈ A. Both left and right
integrals are unique, up to a scalar. These functionals are faithful.
The left and right integrals on A are related by the so-called modular multiplier δ in
M(A). The multiplier δ in M(A) is such that (ϕ⊗ i)∆(a)= ϕ(a)δ for all a ∈A. Moreover,
δ is invertible, ∆(δ)= δ⊗ δ and S(δ)= δ−1. In the ∗-case, δ∗ = δ, see [10].
The following result on integrals is a part of the proof of [16, Proposition 3.11].
2.2.1. Lemma. Take the notations as above. Then,
(1) ∑ϕ(ab(2))b(1) =∑ϕ(a(2)b)S(a(1)),
(2) ∑ϕ(ba(1))δS(a(2))=∑ϕ(b(1)a)b(2),
(3) ∑ψ(a(2)b)S(a(1))=∑ψ(ab(2))b(1)δ
for all a, b ∈A.
In [16], the dual Â is defined as the subspace of linear functionals of the form
Â= {ϕ(·a) | a ∈A}= {ϕ(a ·) | a ∈A}= {ψ(a ·) | a ∈A}= {ψ(·a) | a ∈A}.
All choices give the same space. We need to use these different forms on different
occasions. This dual can be made into a regular multiplier Hopf algebra in such a way that
〈Â,A〉 is a dual pair in the sense of Section 2.1. We recall the main ideas of [16, Section 4].
The dual Â is made into an associative algebra in the usual way. This means for all
α,β ∈A
(
ϕ(·α)ϕ(·β))(x)= (ϕ(·α)⊗ ϕ(·β))(∆(x))
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The comultiplication on Â is defined via the elements ∆(ϕ(·α))(1 ⊗ ϕ(·β)) and
(ϕ(·α)⊗ 1)∆(ϕ(·β)) in Â⊗ Â. For all x, y ∈A, we define
(
∆
(
ϕ(·α))(1⊗ ϕ(·β)))(x ⊗ y)= (ϕ(·α)⊗ ϕ(·β))((x ⊗ 1)∆(y)),((
ϕ(·α)⊗ 1)∆(ϕ(·β)))(x ⊗ y)= (ϕ(·α)⊗ ϕ(·β))(∆(x)(1⊗ y)).
2.2.2. Lemma. For all α,β ∈A, we have that
∆
(
ϕ(·α))(1⊗ ϕ(·β))=∑ϕ(·pi)⊗ ϕ(·qi),
where
∑
∆(qi)(pi ⊗ 1)= α⊗ β or equivalently, ∑qi ⊗ pi =∑β(2)⊗ S−1(β(1))α.
Proof. From the definition of the comultiplication on Â we have that
(
∆
(
ϕ(·α))(1⊗ ϕ(·β)))(x ⊗ y)= (ϕ(·α)⊗ ϕ(·β))((x ⊗ 1)∆(y)).
We put α⊗ β =∑∆(qi)(pi ⊗ 1). Then the foregoing formula becomes
(ϕ ⊗ ϕ)((x ⊗ 1)∆(yqi)(pi ⊗ 1))= ϕ(xpi)ϕ(yqi).
Now the lemma is proven. ✷
If A is a multiplier Hopf ∗-algebra, then Â is also a multiplier Hopf ∗-algebra. The
∗
-operation on Â is given via the formula (ϕ(·a))∗ = ψ(·S(a)∗) for a ∈ A and where
ψ(y)= ϕ(S(y)∗)−. It is shown in [16] that ψ is a right integral on A.
It is important to mention that the dual multiplier Hopf algebra Â is constructed within
the category of algebraic quantum groups. Explicit formulas for the left and right integrals
can be found in [16].
A co-Frobenius Hopf algebra is a Hopf algebra which is either left or right co-Frobenius
as coalgebra. It is proven in the literature that A is co-Frobenius if and only if A has
non-zero integrals. Moreover, the antipode is bijective. So the co-Frobenius Hopf algebras
belong to the class of algebraic quantum groups.
We mention that a finite-dimensional multiplier Hopf algebra must have an identity.
Hence, it is a Hopf algebra. In this case, the antipode is always bijective and so regularity
is automatic. It is also well known that a finite-dimensional Hopf algebra has integrals, see,
e.g., [14] and [16]. It is obvious that the dual, as defined above, is precisely the dual Hopf
algebra in the usual sense.
2.3. The Drinfel’d double associated to a pairing of multiplier Hopf algebras
A pairing of two multiplier Hopf algebras is the natural setting for the construction of
the Drinfel’d double. It turns out that the conditions on the pairing 〈A,B〉, see Section 2.1,
are sufficient to construct the Drinfel’d double on the tensor productA⊗B . This is done in
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is that there is still an invertible twist map R :B ⊗ A→ A ⊗ B defining an associative
product on A⊗B . For a ∈A and b ∈B
R(b⊗ a)=
∑〈
a(1), S
−1(b(3))
〉〈a(3), b(1)〉a(2)⊗ b(2).
It is proven in [8] that this map is well-defined and is bijective.
Let D = A  B denote the algebra with the tensor product A⊗ B as the underlying
space and with the twisted product given by the twist map R as follows:
(a  b)(a′  b′)= (mA ⊗mB)(iA⊗R⊗ iB)(a⊗ b⊗ a′ ⊗ b′)
with a, a′ ∈A and b, b′ ∈ B .
The maps A → M(D) :a → a  1 and B → M(D) :b → 1  b are algebra
embeddings.
The embedding of A in M(D) gives rise to the embedding of A⊗ A in M(D ⊗D).
Similarly, B ⊗ B can be embedded in M(D ⊗ D). These embeddings can be extended
to the multiplier algebras. The comultiplication on D can then be given by the formula
∆D(a  b)=∆(a)∆cop(b).
If A and B have integrals, then D =A  Bcop has integrals too. More precisely, let ϕA
denote a left integral on A and let ψB denote a right integral on B then, ϕD = ϕA ⊗ψB is
a left integral on D.
According to Section 2.2, we can consider the dual algebraic quantum group D̂ for this
situation.
3. Twisted tensor coproduct
3.1. Definition. Let A and B be multiplier Hopf algebras and let A⊗ B denote the usual
tensor product algebra. An algebra isomorphism T :A⊗B→ B⊗A is called a cotwisting
map if
(i) (iB ⊗∆A) ◦ T = (T ⊗ iA) ◦ (iA ⊗ T ) ◦ (∆A ⊗ iB),
(ii) (∆B ⊗ iA) ◦ T = (iB ⊗ T ) ◦ (T ⊗ iB) ◦ (iA ⊗∆B).
Observe that the right-hand sides in Eqs. (i), (ii) are well-defined because isomorphisms of
algebras can be uniquely extended to isomorphisms of the multiplier algebras. If A and B
are multiplier Hopf ∗-algebras, we require that T is a ∗-isomorphism.
3.2. Remark. The requirements on a cotwisting map T with respect to ∆A and ∆B are
dual to the requirements of a twisting map R on B ⊗A with respect to the multiplications
mA and mB , see [5].
3.3. Proposition. Take the notations as in Definition 3.1. Then we have
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(2) (εB ⊗ iA)T (a⊗ b)= εB(b)a
for all a ∈A and b ∈B .
Proof. We prove (1), the proof of (2) is similar. Start from Definition 3.1(i) and apply the
operator iB ⊗ iA ⊗ εA on both sides of this equation. By the injectivity of the map T , we
then obtain that
a⊗ b= (iA ⊗ iB ⊗ εA)(iA ⊗ T )
(
∆(a)⊗ b)
for all a ∈A and b ∈ B .
If we multiply this last equation on both sides with a′ ⊗ 1 we get that
a′a ⊗ b = (iA ⊗ iB ⊗ εA)(iA⊗ T )
((
a′ ⊗ 1)∆(a)⊗ b)
for all a, a′ ∈A and b ∈B .
Recall from the Introduction the linear bijection T2 on A⊗A, defined by T2(a′ ⊗ a)=
(a′ ⊗ 1)∆(a). Then T −12 (p⊗ q)=
∑
pS(q(1))⊗ q(2) for all p,q ∈ A. Now we write the
formula above as
p⊗ εA(q)b= (iA ⊗ iB ⊗ εA)(i ⊗ T )(p⊗ q ⊗ b)
for all p,q ∈A and b ∈ B . Now Eq. (1) easily follows. ✷
The conditions on the cotwisting map T with respect to ∆A and ∆B can be reformulated
as follows.
3.4. Lemma. Consider the cotwisting map T on A⊗ B as in Definition 3.1. Let T A1 , T A2
(respectively T B1 , T B2 ) denote the fundamental operators on A⊗A (respectively B ⊗ B)
as reviewed in the Introduction. These maps relate as follows:
(1) T23 ◦ (T A2 )12 ◦ (T −1)23 ◦ (T A1 )34 ◦ T23 = (T A1 )34 ◦ T23 ◦ (T A2 )12 on A⊗A⊗B ⊗A.
(2) T23 ◦ (T B1 )34 ◦ (T −1)23 ◦ (T B2 )12 ◦ T23 = (T B2 )12 ◦ T23 ◦ (T B1 )34 on B ⊗A⊗B ⊗B .
In the above equations we use the leg-numbering, e.g., T23 denotes the operator T on the
second and the third component.
Proof. The proofs are straightforward calculations which make use of Definition 3.1 and
the coassociativity of the comultiplications on A and on B . ✷
We now use the cotwisting map T to twist the comultiplications ∆A and ∆B .
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map satisfying the conditions of Definition 3.1. We define the comultiplication ∆ on the
natural tensor product algebra A⊗B via the following formula
∆(a⊗ b)= (iA ⊗ T ⊗ iB)
(
∆(a)⊗∆(b))
for all a ∈A and b ∈ B .
In the right-hand side we use the extension of the isomorphism iA ⊗ T ⊗ iB to the
multiplier algebra.
By Definition 3.5 we have, for a ∈ A and b ∈ B , that ∆(a ⊗ b) is a multiplier in
M((A⊗B)⊗ (A⊗B)). Furthermore, ∆ is a homomorphism on A⊗B .
In order to prove that ∆ is a comultiplication on A⊗B , we introduce the maps T 1 and
T 2 on (A⊗B)⊗ (A⊗B) as follows
T 1
(
(a⊗ b)⊗ (a′ ⊗ b′))=∆(a⊗ b)((1⊗ 1)⊗ (a′ ⊗ b′)),
T 2
(
(a⊗ b)⊗ (a′ ⊗ b′))= ((a ⊗ b)⊗ (1⊗ 1))∆(a′ ⊗ b′)
for a, a ∈A and b, b′ ∈ B .
The map T 1 (respectively T 2) can be written by using T A1 , T B1 and T (respectively T A2 ,
T B2 and T ).
3.6. Lemma. Take the notations as above. Then we have
T 1 =
(
T −1
)
12 ◦
(
T A1
)
23 ◦ T12 ◦
(
T B1
)
24 on (A⊗B)⊗ (A⊗B),
T 2 =
(
T −1
)
34 ◦
(
T B2
)
23 ◦ T34 ◦
(
T A2
)
13 on (A⊗B)⊗ (A⊗B).
Clearly the maps T 1, T 2 are linear bijections on (A⊗B)⊗ (A⊗B).
Proof. The proof is strongly related to the conditions of the cotwisting map T with respect
to ∆A and ∆B . ✷
3.7. Corollary. The comultiplication ∆ on A⊗B is coassociative in the sense that
(
T 2 ⊗ (iA ⊗ iB)
) ◦ ((iA ⊗ iB)⊗ T 1)= ((iA ⊗ iB)⊗ T 1) ◦ (T 2 ⊗ (iA ⊗ iB))
on (A⊗B)⊗ (A⊗B).
Proof. This formula easily follows if we combine Lemmas 3.4 and 3.6. ✷
We now collect the above results in the following theorem.
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cotwisting map in the sense of Definition 3.1.
Then (A⊗B,∆) is a (regular)multiplier Hopf algebra. The product is the trivial tensor
product on A⊗B . Further, ∆, ε, S are given as
∆= (i ⊗ T ⊗ i)(∆A⊗∆B),
ε = εA⊗ εB, S = σ ◦ (SB ⊗ SA) ◦ T .
If A and B are multiplier Hopf ∗-algebras and if T is a ∗-isomorphism, then (A⊗ B,∆)
is a multiplier Hopf ∗-algebra.
Proof. It is easy to prove that the trivial tensor product on A⊗ B is non-degenerate. By
Definition 3.5, ∆ is a homomorphism ∆ :A⊗B →M((A⊗ B)⊗ (A⊗ B)). From Lem-
ma 3.6 we have that the associated linear maps T 1 and T 2 are bijections on (A⊗ B)⊗
(A⊗B). Furthermore, from Corollary 3.7, we have that ∆ is coassociative in the sense of
[15].
We prove that ε = εA ⊗ εB is the counit on A ⊗ B . Clearly ε is a homomorphism,
on A⊗ B . This homomorphism is non-degenerate and can be extended to the multiplier
algebra. For a ∈A and b ∈B we have that
(
ε⊗ (iA ⊗ iB)
)(
∆(a⊗ b))
= ((εA ⊗ εB)⊗ (iA ⊗ iB))(iA ⊗ T ⊗ iB)(∆(a)⊗∆(b))
= (εA ⊗ iA ⊗ iB)(iA⊗ εB ⊗ iA ⊗ iB)(iA ⊗ T ⊗ iB)
(
∆(a)⊗∆(b))
= (εA ⊗ iA ⊗ iB)(iA⊗ iA ⊗ εB ⊗ iB)
(
∆(a)⊗∆(b))= a⊗ b.
Similarly, one proves that (iA ⊗ iB ⊗ ε)(∆(a ⊗ b))= a⊗ b.
We now prove that S = σ ◦ (SB ⊗ SA) ◦ T is the antipode on A⊗ B . Clearly S is an
anti-isomorphism on A⊗B . Let m denote the natural tensor product on A⊗ B . We have
to prove that for all a, a ∈A and b, b′ ∈B the following equalities yield:
(i) m((S ⊗ (iA ⊗ iB))(∆(a⊗ b)((1⊗ 1)⊗ (a′ ⊗ b′))))= ε(a⊗ b)(a′ ⊗ b′),
(ii) m((iA⊗ iB ⊗ S)(((a′ ⊗ b′)⊗ (1⊗ 1))∆(a⊗ b)))= ε(a⊗ b)(a′ ⊗ b′).
We prove (i), the proof of (ii) is similar.
By the definition of ∆ and S, we have that
m
((
S ⊗ (iA ⊗ iB)
)(
∆(a⊗ b)((1⊗ 1)⊗ (a′ ⊗ b′))))
is given by the result of the operator m(((SA ⊗ SB)⊗ (iA ⊗ iB))(σ ⊗ (iA⊗ iB))) on
(
(T ⊗ iA ⊗ iB)(iA ⊗ T ⊗ iB)
(
∆(a)⊗∆(b)))((1⊗ 1)⊗ (a′ ⊗ b′)).
This last expression is also given as
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(
a ⊗∆(b)))((1⊗ 1)⊗ (a′ ⊗ b′))
= ((iB ⊗∆A ⊗ iB)(T ⊗ iB)(a ⊗ b(1)⊗ b(2)b′))(1⊗ 1⊗ a′ ⊗ 1).
Therefore,
m
((
S ⊗ (iA ⊗ iB)
)(
∆(a⊗ b)((1⊗ 1)⊗ (a′ ⊗ b′))))
= a′ ⊗ (mB((SB ⊗ iB)(iB ⊗ εA ⊗ iB)(T ⊗ iB)(a⊗ b(1)⊗ b(2)b′)))
= ε(a)a′ ⊗ (mB((SB ⊗ iB)(b(1)⊗ b(2)b′)))
= ε(a)ε(b)(a′ ⊗ b′)= ε(a ⊗ b)(a′ ⊗ b′).
As S is a bijective antipode, (A⊗B,∆) is a regular multiplier Hopf algebra.
The statement on the ∗-case is trivial, if we take the natural ∗-operation on A⊗B . ✷
3.9. Definition. Let A and B be multiplier Hopf algebras and let T :A⊗B→B ⊗A be a
cotwisting map in the sense of Definition 3.1. The multiplier Hopf algebra (A⊗B,∆) as
described in Theorem 3.8 is called the twisted tensor coproduct of A and B .
3.10. Cotwisting maps versus “matched” pairs of coactions
We recall the definition of left and right comodule algebras in the context of multiplier
Hopf algebras, as introduced in [18]. Let A and B be multiplier Hopf algebras. By a left
coaction of B on A we mean a monomorphism ρ :A→M(B ⊗A) satisfying:
(i) ρ(A)(B ⊗ 1)⊆ B ⊗A⊇ (B ⊗ 1)ρ(A),
(ii) (iB ⊗ ρ)ρ = (∆B ⊗ iA)ρ.
Now A is called a left B-comodule algebra. Condition (i) says that for all a ∈ A and
b ∈ B the multiplier ρ(a) in M(B ⊗A) is “covered” by the elements b⊗ 1. By using (i),
the left-hand side of Eq. (ii) makes sense as a multiplier in M(B ⊗ B ⊗A), even when ρ
is not a homomorphism. In the right-hand side, we use the extension of the non-degenerate
homomorphism (∆B ⊗ iA) on B ⊗A to M(B ⊗A). In [18] is proven that the inclusions
in (i) are in fact equalities. Therefore, the map ρ :A→M(B ⊗ A) is a non-degenerate
homomorphism because ρ(A)(B ⊗ A) = (ρ(A)(B ⊗ 1))(1 ⊗ A) = B ⊗ A2 = B ⊗ A.
Observe that for a regular multiplier Hopf algebra A, we have that A2 =A by the existence
of local units, see, e.g., [9]. Now the left-hand side in Eq. (ii) can also be given a sense by
using the extension of the homomorphism (iB ⊗ ρ) on B ⊗A to M(B ⊗A).
A right coaction of A on B is defined in a similar way.
We now define when a left coaction is matched to a right coaction. This notion is
introduced by S. Majid in the framework of Hopf algebras, see, e.g., [13].
3.10.1. Definition. Let ρ :A→ M(B ⊗ A) and ρ′ :B → M(B ⊗ A) be structure maps
making A into a left B-comodule algebra and B into a right A-comodule algebra. Then ρ
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a ∈A and b ∈ B .
(1) ρ(a)ρ′(b) and ρ′(b)ρ(a) are in B ⊗A, so that ρ(a)ρ′(b)= ρ′(b)ρ(a).
(2) The homomorphism T :A ⊗ B → B ⊗ A defined via T (a ⊗ b) = ρ(a)ρ′(b) =
ρ′(b)ρ(a) is bijective.
(3i) (iB ⊗∆A) ◦ ρ = (T ⊗ iA) ◦ (iA ⊗ ρ) ◦∆A,
(3ii) (∆B ⊗ iA) ◦ ρ′ = (iB ⊗ T ) ◦ (ρ′ ⊗ iB) ◦∆B .
It is easily checked that there is a one-one correspondence between the set of matched
pairs of coactions and the set of cotwisting maps which satisfy the following demand
concerning “covering.” Let T :A⊗B → B ⊗A be a cotwisting map as in Definition 3.1.
We extend this isomorphism to M(A⊗B). Take a ∈A and b ∈ B . The multiplier T (a⊗1)
is said to be “covered” by the multiplier b⊗ 1 if (T (a⊗ 1))(b⊗ 1) and (b⊗ 1)(T (a⊗ 1))
are elements of B ⊗A. Similarly, one can define when the multiplier T (1⊗ b) is covered
by the multiplier 1⊗ a. We have the following correspondence.
3.10.2. Proposition. Consider the set of matched pairs of coactions, in the sense of
Definition 3.10.1. Consider the set of cotwisting maps, in the sense of Definition 3.1 and
assume that these cotwisting maps satisfy the “covering” demands as explained above.
There is a one-one correspondence between the above sets, which is given as follows:
ρ :A→M(B ⊗A),
ρ′ :B→M(B ⊗A) ⇒ T (a⊗ b)= ρ(a)ρ
′(b),
ρ(a)= T (a⊗ 1),
ρ′(b)= T (1⊗ b) ⇐ T
for all a ∈A and b ∈B .
Proof. Straightforward. ✷
3.10.3. Remark. Consider ρ :A→M(B ⊗A), so that A is left B-comodule algebra and
consider the trivial coaction of A on B . This means that ρ′ :B →M(B ⊗ A) is given as
ρ′(b)= b⊗1 for all b ∈B . This specific situation is considered in [4]. Then ρ and ρ′ form
a matched pair of coactions if B is commutative and A is a left B-comodule bialgebra in
the sense of [4, Definition 1.13].
4. Twisted tensor coproducts by skew-copairings
An important class of cotwisting maps is implemented by skew-copairings. The notion
of a skew-copairing is introduced by S. Majid for Hopf algebras see, e.g., [13].
4.1. Definition. Let A and B be multiplier Hopf algebras. An invertible multiplier R in
M(B ⊗A) is called a skew-copairing if
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(ii) (iB ⊗∆A)(R)=R13R12 in M(B ⊗A⊗A).
Here Rij means that R multiplies with the ith and the j th components and leaves the other
fixed.
To a skew-copairing R, the following cotwisting map TR is associated.
4.2. Definition. Take the notations as in Definition 4.1. Define TR :A⊗ B → B ⊗ A via
the formula
TR(a ⊗ b)=R−1(b⊗ a)R
for all a ∈A and b ∈ B .
4.3. Proposition. Take the notations as above. Then TR is a cotwisting map. If A and B
are multiplier Hopf ∗-algebras and R−1 =R∗, then TR is a ∗-isomorphism.
Proof. Clearly, TR is an algebra isomorphism. For a ∈A and b ∈B , we have that
(∆B ⊗ iA)TR(a⊗ b)= (∆B ⊗ iA)
(
R−1(b⊗ a)R)
= ((∆B ⊗ iA)(R−1))((∆B ⊗ iA)(b⊗ a))((∆B ⊗ iA)(R))
= (R−1)23(R−1)13(∆B(b)⊗ a)R13R23
= (iB ⊗ TR)(TR ⊗ iB)
(
a⊗∆(b))∈M(B ⊗B ⊗A)
Similarly, one proves that (iB ⊗∆A)TR(a⊗ b)= (TR ⊗ iA)(iA ⊗ TR)(∆(a)⊗ b).
To finish, we consider the ∗-situation. Assume that R−1 = R∗. Then, TR((a ⊗ b)∗) =
TR(a
∗ ⊗ b∗)=R−1(b∗ ⊗ a∗)R = R∗(b∗ ⊗ a∗)R = (TR(a⊗ b))∗. ✷
4.4. Remarks. Take R as in Definition 4.1.
(1) The following counitary properties on R are done
(i) (εB ⊗ iA)(R)= 1A,
(ii) (iB ⊗ εA)(R)= 1B .
To obtain the counitary property (i), we apply the operator iB ⊗ εB ⊗ iA on both sides
of Definition 4.1(i). Similarly, by applying the operator iB ⊗ εA ⊗ iA on both sides of
Definition 4.1(ii), we obtain the counitary property (ii).
(2) Let A and B be Hopf algebras in Definition 4.1. Then one easily sees that
R−1 = (SB ⊗ iA)(R)=
(
iB ⊗ S−1A
)
(R).
The maps SB ⊗ iA and SB ⊗ S−1A are not homomorphisms on B ⊗ A. So in the case
that A and B are multiplier Hopf algebras, these maps are not obviously extended to
maps from M(B ⊗A) to M(B ⊗A).
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R−1(b⊗ 1)R) is covered by b⊗ 1 (respectively 1⊗ a). Then TR is a cotwisting map
satisfying the additional demands that TR(a⊗ 1) is covered by (b⊗ 1) and TR(1⊗ b)
is covered by (1⊗ a). Following Proposition 3.10.2, TR defines two coactions which
are paired in the sense of Definition 3.10.1. The left coaction ρ on A and the right
coaction ρ′ on B are given by the formulas
ρ(a)=R−1(1⊗ a)R, ρ′(b)=R−1(b⊗ 1)R.
(4) Take P ∈M(B ⊗A) so that
(i) (∆B ⊗ iA)(P )= P 23P 13 in M(B ⊗B ⊗A),
(ii) (iB ⊗∆A)(P )= P 12P 13 in M(B ⊗A⊗A).
Then the cotwisting map TP on A ⊗ B associated to P is given by the formula
TP (a ⊗ b)= P(b⊗ a)P−1 for all a ∈A and b ∈ B .
We now give an example of a skew-copairing R and we construct the corresponding
twisted tensor coproduct via the associated cotwisting map TR .
4.5. Example. We start with a special case of an Ore-extension. Ore-extensions are
introduced in [1]. Let C be an infinite cyclic group with generator c. We consider the
case of the Ore-extension A = (kC)2,−1,1 which is the algebra with generators c and X
and relations
cX =−Xc, X2 = 0.
The rest of the Hopf algebra structure on A is given by
∆(c)= c⊗ c,
ε(c) = 1,
S(c) = c−1,
∆(X)= c⊗X+X⊗ 1,
ε(X) = 0,
S(X) =−c−1X.
In [1] is proven that (kC)2,−1,1 has integrals. Define linear functions ωk,( on A such that
ωk,((c
kx()= 1 and ωk,( is zero elsewhere on the basis of A. Then,
ϕ = ω−1,1 is a left integral on A.
Therefore the dual multiplier Hopf algebra, denoted as Â, can be defined, see
Section 2.2. As vectorspace, Â is given by Â = {ϕ(·a) | a ∈ A}. The multiplication and
the comultiplication are defined so that 〈Â,A〉 is a multiplier Hopf algebra pairing. These
general calculations are done in [3]. We give some data which are needed in this example.
Clearly, a linear basis for Â is given by the functionals {ωk,( | k ∈ Z and ( = 0,1}. The
product in Â is given by the formulas
ωp,oωk,s= δ(p− k, s)ωk,s,
ω ω = δ(p− k, s)ω ,
ωk,sωp,o= δ(p, k)ωp,s ,
ω ω = δ(k − p,1)ωp,1 k,s k,s+1 k,s p,1 p,s+1
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The coalgebra structure in Â is given by the following formula, take p ∈ Z and λ ∈ {0,1}
∆(ωp,λ)=
∑
r,s
(−1)(p−r)sωr,s ⊗ωp−r,λ−s .
The summation is taken over s with s ∈ {0,1} and s  λ while r ∈ Z.
Observe that the unit in M(Â ) is given as 1 =∑j∈Zωj,0. One can prove that Â is
isomorphic to [19, Example (3)]. Consider the multiplier d =∑j∈Z(−1)jωj,0. Clearly
d2 = 1 and ∆(d)= d ⊗ d . Similarly as in [19, Example (3)], we show that the multiplier
R =∑l∈Z d(⊗ω(,0 in M(Â⊗ Â ) provides Â with a quasitriangular structure. Following
[19, Definition 1], this means that
(i) (∆⊗ i)(R)= R13R23 in M(Â⊗ Â⊗ Â ),
(ii) (i ⊗∆)(R)= R13R12 in M(Â⊗ Â⊗ Â ),
(iii) R∆(ωp,k)=∆cop(ωp,k)R in M(Â⊗ Â ).
Equations (i) and (ii) are easy to verify in this example. For Eq. (iii) we calculate that
R∆(ωp,0)=∆cop(ωp,0)R =
∑
j∈Z
(−1)(p−j)jωj,0 ⊗ ωp−j,0.
Further
R∆(ωp,1)=∆cop(ωp,1)R =
∑
r∈Z
(−1)r(p−r+s−1)ωr,s ⊗ ωp−r,1−s .
Observe that R2 = 1⊗ 1 in M(Â⊗ Â ).
By Eqs. (i), (ii), R is a skew-copairing in the sense of Definition 4.1. By Proposition 4.3,
we can consider the cotwisting map TR on Â⊗ Â given as
TR(ωp,λ ⊗ωq,µ)=R(ωq,µ ⊗ωp,λ)R = (−1)(p+λ)(q+µ)+pqωq,µ ⊗ωp,λ.
By Theorem 3.8, the cotwisting map TR defines a twisted tensor coproduct multiplier
Hopf algebra (Â ⊗ Â,∆). As algebra, Â ⊗ Â is the usual tensor product algebra. The
comultiplication ∆ is defined as follows: Take p,q ∈ Z and let λ ∈ {0,1}.
∆(ωp,λ ⊗ωq,µ)= (i ⊗ TR ⊗ i)
(
∆(ωp,λ)⊗∆(ωq,µ)
)
=
∑
(−1)(p−r)(s+w)+(q−t )w+(t+w)(λ−s)(ωr,s ⊗ ωt,ω)⊗ (ωp−r,λ−s ⊗ ωq−t,µ−ω).
This twisted tensor coproduct (Â ⊗ Â,∆) is again quasitriangular. A quasitriangular
structure is given by the multiplierR in M((Â⊗ Â )⊗ (Â⊗ Â )) where
R=
∑
(−1)x(y+z)(ωx,0 ⊗ dy+z)⊗ (ωy,0 ⊗ ωz,0).
x,y,z∈Z
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the condition (iii), take p,q ∈ Z and λ,µ ∈ {0,1}. Then we have that
R∆(ωp,λ ⊗ωq,µ)
=∆cop(ωp,λ ⊗ωq,µ)R
=
∑
(−1)(p−r)(r+k+s+()+(q−k)((+r+k)+(k+()(λ−s)(ωp−r,λ−s ⊗ ωq−k,µ−()
⊗ (ωr,s ⊗ ωk,()
the summation is taken over s and ( with s and ( in {0,1} and s  λ, ( µ while k, r ∈ Z.
5. The dual of a Drinfel’d double
If A is a finite-dimensional Hopf algebra with associated Drinfel’d double D(A), it is
shown by Lu that the dual Hopf algebra D(A)′ is a “double crossed coproduct,” see [12].
In this section we let A be an algebraic quantum group as revised in Section 2.2. The
“dual” algebraic quantum group Â is constructed in a canonical way so that 〈Â,A〉 is a
multiplier Hopf algebra pairing. We consider the Drinfel’d double D associated to this
pair, D = Â Acop, see Section 2.3. We remark that D is constructed within the category
of algebraic quantum groups. We characterize the dual algebraic quantum group D̂ as a
twisted tensor coproduct (A⊗ (Â )0,∆). Because any finite-dimensional Hopf algebra is
an algebraic quantum group, our characterization applies to the Drinfel’d double of a finite-
dimensional Hopf algebra. Then it coincides with the result of Lu.
5.1. The finite-dimensional case (revision)
Let A be a finite-dimensional Hopf algebra with dual Hopf algebra A′. We consider
the Drinfel’d double D = A′  Acop, see Section 2.3. Remark that Dcop = (A′)cop  A.
As algebras, D′ ∼= A⊗ (A′)◦. Let {ei} ⊂ A and {fi} ⊂ A′ be dual bases and consider the
element R =∑fi ⊗ ei in (A′)◦ ⊗A. Then it is easy to verify that
(i) (∆⊗ i)(R)=R13R23 in (A′)◦ ⊗ (A′)◦ ⊗A,
(ii) (i ⊗∆)(R)=R13R12 in (A′)◦ ⊗A⊗A.
Therefore, R is a skew-copairing for A and (A′)◦. Remark that R−1 =∑S−1
A′ (fi)⊗ ei =∑
fi ⊗ S−1A (ei) in (A′)◦ ⊗A.
Following Section 4, we can install a twisted tensor coproduct Hopf algebra on
A⊗ (A′)◦ where the coproduct ∆ is defined via the formula
∆(a ⊗ f )=
∑
a(1)⊗
(
R−1(f(1)⊗ a(2))R
)⊗ f(2)
=
∑
(a(1)⊗ fjf(1)fi)⊗
(
S−1(ei)a(2)ej ⊗ f(2)
)
A
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We mention that (Dcop)′ ∼= A◦ ⊗A′, as algebras. To install a twisted tensor coproduct
Hopf algebra on A◦ ⊗ A′, we consider the element P =∑fi ⊗ ei in A′ ⊗ A◦. One can
verify that
(i) (∆⊗ i)(P )= P 23P 13 in A′ ⊗A′ ⊗A◦,
(ii) (i ⊗∆)(P )= P 12P 13 in A′ ⊗A◦ ⊗A◦.
Therefore, P−1 =∑S−1
A′ (fi)⊗ ei =
∑
fi ⊗ S−1A (ei) in A′ ⊗A◦. By Remarks 4.4(4), the
comultiplication on A◦ ⊗A′ implemented by P , is defined via the formula
∆(a ⊗ f )=
∑
a(1)⊗
(
P(f(1) ⊗ a(2))P−1
)⊗ f(2)
=
∑
(a(1)⊗ fjf(1)fi)⊗
(
S−1A (ei)a(2)ej ⊗ f(2)
)
for a ∈A◦ and f ∈A′.
The comultiplication on A⊗(A′)◦ associated to R in (A′)◦⊗A and the comultiplication
on A◦⊗A′ associated to P in A′ ⊗A◦ are equal. In [12] is proven that this comultiplication
on A⊗A′ is dual to the product of D =A′ A.
We want to generalize the above construction to algebraic quantum groups.
Let ϕ (respectively ψ) denote a left (respectively right) integral on A. Then the dual
algebraic quantum group Â is given as
Â= {ϕ(a ·) | a ∈A}= {ϕ(·a) | a ∈A}= {ψ(a ·) | a ∈A}= {ψ(·a) | a ∈A}.
We consider the Drinfel’d double D associated to the pair 〈Â,A〉. Put D = Â  Acop. As
reviewed in Sections 2.2, 2.3, we have that D has integrals again. So we can consider
the dual algebraic quantum group D̂. It is not so difficult to prove that, as algebras,
D̂ ∼=A⊗ (Â )◦. The main point in this last isomorphism is that D̂ ∼=A⊗ Â as vectorspaces.
A proof is, e.g., given in [7]. That these spaces carry the same algebra structure is
essentially trivial. We will make A ⊗ (Â )◦ into an appropriate twisted tensor coproduct
and then we will prove that the involved comultiplication is dual to the product in D. First,
we have to determine a multiplier in M((Â )◦ ⊗A) which is a skew-copairing.
If A is finite-dimensional, we know that a skew-copairing in (A′)◦ ⊗A is given by the
element R =∑fi ⊗ ei . We consider the following faithful representation of (A′)◦ ⊗A on
the linear space A⊗A and determine the operator on A⊗A which corresponds to R.
Define for f ∈A′ and a, x, x ′ ∈A
π(f ⊗ a)(x ⊗ x ′)=∑〈f,x(1)〉x(2)⊗ ax ′.
Clearly π(R) = π(∑fi ⊗ ei) = G where G is the operator on A ⊗ A defined via
G(x ⊗ x ′)=∑x(2)⊗ x(1)x ′ for x, x ′ ∈A.
Observe that G−1(x ⊗ x ′)=∑x(2)⊗ S−1(x(1))x ′.
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representation of (Â )◦ ⊗ A on the vector space A⊗ A. Furthermore, we prove in Lem-
ma 5.2 that the operator G on A⊗A belongs to the multiplier algebra M(π((Â )◦ ⊗A)).
5.2. Lemma. Let A be an algebraic quantum group with dual algebraic quantum group Â.
Then there is an invertible multiplier R in M((Â )◦ ⊗A) defined by the formulas below:
(1) (ϕ(·a)⊗ a′)R =∑ϕ(·a(2))⊗ a′S−1(a(1)),
(2) R(ϕ(·a)⊗ a′)=∑ϕ(·a(1))⊗ δS(a(2))a′,
(3) (ϕ(·a)⊗ a′)R−1 =∑ϕ(·a(2))⊗ a′S−2(a(1)),
(4) R−1(ϕ(·a)⊗ a′)=∑ϕ(·a(1))⊗ a(2)δ−1a′
for all a, a′ ∈A and δ denotes the modular multiplier in M(A).
Proof. According to the pairing 〈Â,A〉, we can consider the right action A  Â, which
is unital and faithful. Of course the left multiplication in A gives rise to a unital, faithful
action of A on A. By tensoring up, we get the following left action of (Â )◦ ⊗A on A⊗A.
Define
π
(
ϕ(·a)⊗ a′)(x ⊗ x ′)= (x  ϕ(·a))⊗ a′x ′
for a, a′, x, x ′ ∈A.
This action is unital again and extends to M((Â )◦ ⊗A) in a natural way. Consider the
operator G on A⊗A which is defined by G(x ⊗ x ′)=∑x(2) ⊗ x(1)x ′. We claim that G
is an invertible multiplier in the multiplier algebra π(M((Â )◦ ⊗A)). To get the equation
below we make use of Lemma 2.2.1(1). Take a, x, x ′ ∈A. Then we have that
(
π
(
ϕ(·a)⊗ a′) ◦G)(x ⊗ x ′)= π(∑ϕ(·a(2))⊗ a′S−1(a(1))
)(
x ⊗ x ′).
Similarly, by making use of Lemma 2.2.1(2), we obtain that
G ◦ π(ϕ(·a)⊗ a′)= π(∑ϕ(·a(1))⊗ δS(a(2))a′
)
.
As π is a faithful action, we have that π is an isomorphism between (Â )◦ ⊗ A and
π((Â )◦ ⊗ A) which extends to the multiplier algebras. Therefore there is a unique
invertible multiplier R in M((Â )◦ ⊗ A) corresponding to the operator G. The multiplier
R−1 in M((Â )◦ ⊗A) corresponds to the operator G−1, where
G−1
(
x ⊗ x ′)=∑x(2)⊗ S−1(x(1))x ′. ✷
5.3. Remark. Let A be a finite-dimensional Hopf algebra in Lemma 5.2. Let {ei} ⊂A and
{fi} ⊂A′ be dual bases. Then R =∑fi ⊗ ei in (A′)◦ ⊗A.
In the ∗-case we have the following result.
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-algebra. Then R∗ =R−1 in M((Â )◦ ⊗A).
Proof. From [16, Proposition 4.3], we have that the ∗-operation on Â is given via the
formula (ϕ(·a))∗ = ψ(·S(a)∗) where ψ(y) = ϕ(S(y)∗)−. It can be shown that ψ is a
right integral on A. Further we make use of Lemma 2.2.1(3) to calculate that
(
ψ(·a)⊗ a′)R =∑ψ(·a(2))⊗ a′δ−1S(a(1))
for all a, a′ ∈A and where δ is the modular multiplier in M(A).
We now prove that R∗ =R−1.
R∗
(
ϕ(·a)⊗ a′)= ((ϕ(·a)∗ ⊗ a′∗)R)∗ = ((ψ(·S(a)∗)⊗ a′∗)R)∗
=
(∑
ψ
(·S(a(1))∗)⊗ a′∗δ−1S(S(a(2))∗)
)∗
=
∑
ϕ(·a(1))⊗ a(2)δ−1a′ =R−1
(
ϕ(·a)⊗ a′). ✷
Next we prove that the multiplier R in M((Â )◦ ⊗ A) is a skew-copairing in the sense of
Definition 4.1. We consider the multiplier Hopf algebra pairing 〈(Â )◦,Acop〉. Recall from
Section 2.1 that for all a ∈ A, we give a meaning to the expression (〈· , a〉 ⊗ iA)(R) as a
multiplier in M(A).
5.5. Lemma. Take the notation as above. Then we have that for all a ∈A
(〈· , a〉 ⊗ iA)(R)= a.
Proof. For x ∈A, we have that
((〈· , a〉⊗ iA)(R))x = (〈· , a〉 ⊗ iA)(R(ϕ(·a′)⊗ x)),
where ϕ(·a′) ∈ (Â )◦ is chosen so that ∑ϕ(a(1)a′)a(2) = a. By Lemma 5.2(2), the right-
hand side of the above equation can be written as
(〈· , a〉 ⊗ iA)(∑ϕ(·a′(1))⊗ δS(a′(2))x
)
=
∑
ϕ
(
aa′(1)
)
δS
(
a′(2)
)
x.
By using Lemma 2.2.1(2) this last expression equals ∑ϕ(a(1)a′)a(2)x = ax . So we obtain
that (〈· , a〉 ⊗ iA)(R) equals a as left multipliers. By the non-degeneracy of the product
in A, they also equal as multipliers. ✷
5.6. Proposition. Take the notations as above. The multiplier R ∈M((Â )◦ ⊗A) is a skew-
copairing. That is
(i) (∆Â ⊗ iA)(R)=R13R23 in M((Â )◦ ⊗ (Â )◦ ⊗A),
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Proof. (i) We use Lemma 5.5 in this calculation. Recall from Section 2.1, that for a
multiplier P ∈M((Â )◦⊗ (Â )◦⊗A) and for a, a′ ∈A we give a meaning to the expression
(〈· , a〉 ⊗ 〈· , a′〉 ⊗ iA)(P ) as multiplier in M(A). Observe that the pairing 〈(Â )◦,Acop〉 is
used. Clearly we have that for all a, a′ ∈A
(〈· , a〉 ⊗ 〈· , a′〉⊗ iA)((∆Â ⊗ iA)(R))= (〈· , aa′〉⊗ iA)(R)= aa′.
On the other hand,
(〈· , a〉 ⊗ 〈· , a′〉⊗ iA)(R13R23)= ((〈· , a〉 ⊗ iA)(R))((〈· , a′〉⊗ iA)(R))= aa′.
As the pairing 〈(Â )◦,Acop〉 is non-degenerate, Eq. (i) is proven.
(ii) Take a, b, c ∈A, and let δ denote the modular multiplier in M(A).
In the following calculation we use Lemma 5.2. We have that
(iÂ ⊗∆A)(R)
(
ϕ(·a)⊗∆(b)(1⊗ c))
= ((iÂ ⊗∆A)(R(ϕ(·a)⊗ b)))(1⊗ 1⊗ c)
=
(∑
(iÂ ⊗∆A)
(
ϕ(·a(1))⊗ δS(a(2))b
))
(1⊗ 1⊗ c)
=
∑
ϕ(·a(1))⊗ δS(a(3))b(1)⊗ δS(a(2))b(2)c
=R13
(∑
ϕ(·a(1))⊗ δS(a(2))b(1)⊗ b(2)c
)
=R13R12(ϕ(·a)⊗∆(b)(1⊗ c)).
Now Eq. (ii) follows. ✷
We now prove the main result of this section.
5.7. Theorem. Let A be an algebraic quantum group with dual algebraic quantum
group Â. Let D = Â Acop denote the Drinfel’d double of the pair 〈Â,A〉.
The dual multiplier Hopf algebra D̂ is given as the twisted tensor coproduct D̂ ∼= A⊗
(Â )◦ where the comultiplication is implemented by the skew-copairing R in M((Â )◦⊗A).
Proof. In this proof we use the expression for the comultiplication on Â, as given in
Lemma 2.2.2. More precisely, take α,β ∈A, then we have that
∆
(
ϕ(·α))(1⊗ ϕ(·β))=∑ϕ(·pi)⊗ ϕ(·qi),
where
∑
∆(qi)(pi ⊗ 1)= α⊗β or equivalently,∑qi ⊗pi =∑β(2)⊗S−1(β(1))α. From
[7] we have that, as algebras, D̂ ∼= A⊗ (Â )◦. We now prove that the comultiplication ∆
on A⊗ (Â )◦, which is implemented by the skew-copairing R ∈M((Â )◦ ⊗A), is dual to
770 L. Delvaux / Journal of Algebra 274 (2004) 751–771the product of D. Therefore, we have to show that for all a,α, x, y ∈ A and (,h ∈ Â, the
evaluation 〈∆(a ⊗ ϕ(·α)), ((  x)⊗ (h  y)〉 is given as 〈a ⊗ ϕ(·α), ((  x)(h  y)〉.
Let TR denote the cotwisting map on A ⊗ (Â )◦ defined by R in the sense of
Definition 4.2. Take b,β ∈ A so that ∑〈((1), b〉((2) = ( and ∑ϕ(y(2)β)y(1) = y . By
making use of Lemma 5.2, we calculate that
〈
∆
(
a⊗ ϕ(·α)), ((  x)⊗ (h  y)〉
= 〈(i ⊗ TR ⊗ i)((b⊗ 1)∆(a)⊗∆(ϕ(·α))(1⊗ ϕ(·β))), ((  x)⊗ (h  y)〉.
The expression
(i ⊗ TR ⊗ i)
(
(b⊗ 1)∆(a)⊗∆(ϕ(·α))(1⊗ ϕ(·β)))
=
∑
ba(1)⊗R−1
(
ϕ(·pi)⊗ a(2)
)
R⊗ ϕ(·qi)
=
∑
ba(1)⊗R−1
(
ϕ(·pi(2))⊗ a(2)S−1(pi(1) )
)⊗ ϕ(·qi)
=
∑
ba(1)⊗ ϕ(·pi(2))⊗ pi(3)δ−1a(2)S−1(pi(1))⊗ ϕ(·qi).
Therefore,
〈
(i ⊗ TR ⊗ i)
(
(b⊗ 1)∆(a)⊗∆(ϕ(·α))(1⊗ ϕ(·β))), ((  x)⊗ (h  y)〉
=
∑
〈(, a(1)〉
〈
h,pi(3)δ
−1a(2)S−1(pi(1))
〉
ϕ(xpi(2))ϕ(yqi).
We apply Lemma 2.2.1(1) to the underlined expression to become
=
∑
〈(, a(1)〉
〈
h,pi(2)δ
−1a(2)x(1)
〉
ϕ(x(2)pi(1))ϕ(yqi).
We now apply Lemma 2.2.1(2) to the underlined expression to become
=
∑
〈(, a(1)〉
〈
h,S−1(x(3))a(2)x(1)
〉
ϕ(x(2)pi)ϕ(yqi).
Recall that
∑
qi ⊗ pi =∑β(2)⊗ S−1(β(1))α. Therefore,
∑
ϕ(yqi)pi =
∑
ϕ(yβ(2))S
−1(β(1))α =
∑
ϕ(y(2)β)y(1)α = yα
=
∑
〈(, a(1)〉
〈
h,S−1(x(3))a(2)x(1)
〉
ϕ(x(2)yα)
=
∑〈
h(1), S
−1(x(3))
〉〈h(3), x(1)〉〈(h(2), a〉ϕ(x(2)yα)
= 〈h(1), S−1(x(3))〉〈h(3), x(1)〉〈a⊗ ϕ(·α), (h(2)  x(2)y〉
= 〈a ⊗ ϕ(·α), ((  x)(h  y)〉. ✷
L. Delvaux / Journal of Algebra 274 (2004) 751–771 7715.8. Remark. In [11], the “dual” Drinfel’d double construction for an algebraic quantum
group is done in the framework of corepresentation theory and is called the “Drinfel’d
double” for an algebraic quantum group. In our approach, we start from the Drinfel’d
double construction as a twisted tensor product, see Section 2.3. Then we calculate the
dual algebraic quantum group and prove that it is a twisted tensor coproduct.
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