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Abstract
Over the past decade Majorana fermions have been of great interest in condensed matter
physics. Under special conditions they arise as quasiparticles in superconductors, where they
are zero energy eigenstates of the Bogoliubov-de Gennes Hamiltonian and of the particle-hole
symmetry operator. Theoretically such quasiparticles were predicted to appear in the elusive
one-dimensional p-wave superconductors; but it is also possible to engineer s-wave systems
in such a way that they mimic p-wave superconductivity. In this thesis we deal with the
description and analysis of topological superconductivity in carbon nanotubes coupled to an
s-wave superconductor.
In the first part we introduce the concept of topology in the condensed matter context.
Further, we discuss in a topologically nontrivial system the appearance of protected edge
states, and we adress the so-called bulk-edge correspondence. Then, under the assumption of
a short-ranged pairing potential, a mean-field Hamiltonian for the carbon nanotubes including
curvature, spin-Âŋorbit coupling, valley mixing and a magnetic field is derived.
In the second part we analyse a minimal model for topological superconductivity in a carbon
nanotube with time-reversal symmetry. We can relate the number of edge states in the
superconducting finite length carbon nanotube to the corresponding topological invariant
and also prove the bulk-edge correspondence. Next we turn to a setup where time-reversal
symmetry is broken. In the presence of a perpendicular magnetic field and valley mixing the
topological superconducting phase diagram of semiconducting carbon nanotubes is shown. In
particular, regions in the magnetic field chemical potential plane possibly hosting localized
Majorana modes are discussed. Finally, we show that the spatial profile of Majorana bound
states can be derived analytically with good accuracy.
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Introduction
The dynamics of many-body system can be understood by effective field theories describing the
low-energy excitation of the system. Most systems are fermionic many-particle systems whose
behavior is determined by a fermionic theory. Historically, fermionic effective field theories are
well known due to the Landau-Fermi liquid theory and Landau theory of symmetry breaking.
Both theories are also called the „Standard model“ of condensed matter theory [1, 2].
In the Landau-Fermi liquid theory, the low-energy excitations are tranformed to the excited
states of non-interacting fermionic system [3, 4]. Formally, such low-energy excitations - the
so-called quasiparticles - are described as non-interacting fermions with renormalized proper-
ties and the low-energy properties of the convectional metals, semiconductors, superconduc-
tors and superfluids are determined by them. For example phonons, plasmons and magnons
are well known quasiparticles in solids [5]. But also excitation like spinons and holons in
Tomonaga-Luttinger liquids1 are quasiparticles in condensed matter systems [6].
The Landau theory of symmetry breaking defines a classification scheme of phases of matter
and the description of phase transitions [7, 8]. By definition, a phase of matter is a specific
configuration of a many-body system and a transition between two phases is determined
by discontinuities in the model. A discontuinity occurs because both phases have different
symmetries, i.e. a phase transition is simply a transition that changes the symmetry.
However, due to the discovery of the integer [9] and fractional quantum Hall effect [10] new
kind of phases occur in condensed matter physics. In general, the transition of quantum Hall
states can not be classified by symmetry breaking theory, but by a quantity that describes
the topological properties of the states [11]. The reason is that in contrast to Landau’s
theory symmetry breaking, quantum Hall states have the same symmetries. The discovery of
topological insulators was a breakthrough in this field, because topological insulators can be
used for modern electronic circuits [12–14].
In 2016, D. J. Thouless and J. M. Kosterlitz won together with F. D. M. Haldane the No-
bel Prize in physics for the description of topological effects in condensed matter theory. D.
J. Thouless, J. M. Kosterlitz and independently W. L. Berezinskii discovered the so-called
Berezinskii-Kostelitz-Thouless (BTK) transition [15, 16]. In a two-dimensional superconduc-
tors, the BTK transition is defined as a transition without spontaneous symmetry breaking
in which vortices and anti-vortices are paired or not [2, 17]. Generally, topology consider the
properties of topological spaces2, i.e. spaces that remain invariant under continuous defor-
mations. There are several of categories of topological spaces. A good review about topology
concepts used in physics can be found in Refs. [18–20].
In this thesis we are interested in gapped phases of quantum matter that can be distinguished
1 Tomonaga-Luttinger liquid is a system of interacting fermions in one-dimension.
2 These topological spaces do not necessarily have to be geometrical objects.
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(a) (b)
Figure 1: (a) The experimental setup where an InSb nanowire is connected by normal and super-
conducting contacts. (b) In the experiment the differential conductance dIdV is measured as a function
of the bias voltage V and the magnetic field. A zero-bias peaks appears for magnetic field at 100 mT.
One possible explanation of the zero-bias peak is the emergence of Majorana fermions. (Source: Ref.
[21]).
topologically. These kind of phases are called topological phases and can not be classified by
the Landau’s symmetry breaking theory. Topological phases are characterized by a topological
invariant in the bulk system. The transitions between them are called topological phase
transitions. Thus, the BTK transition is a topological transition and the quantum Hall states
are topological phases. From a topological point of view, two gapped states are equivalent
if they can be adiabatically transformed without closing the energy gap and breaking the
symmetries. Then it follows from the bulk-edge correspondence that gapless edge states emerge
for a finite system [22].
In topological superconductors, these gapless edge states behave similar to a Majorana fermion,
known from elementary particle physics [23]. E. Majorana predicted an elementary fermionic
particle which is its own antiparticle, and suspected that neutrinos could be one of these
fermions. Nowadays it is known that neutrinos are not Majorana fermions. In condensed
matter context, edge states in a topological superconductors are called Majorana fermions,
because it is no longer possible to distinguish between quasiparticle and hole. The similarity
results from the particle-hole symmetry in superconducors and the fact that the correspond-
ing quasiparticles are superpositions of electrons and holes. In general, Majorana fermions
can be described by a second quantized operator γ with the property γ† = γ. Their exis-
tence has been predicted in various systems: p-wave superconductors [24], superfluid 3He [1],
topological insulator-superconductor hybrid systems [25], semiconducting nanowire - s-wave
superconductor hybrid systems [26–29], quantum spin liquids [30] and also iron chains on
s-wave superconductor [31].
In the following we will discuss mostly the nanowire proposals and their carbon nanotube
analogs. Although the experiments are by now very advanced [32], a definite proof that
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the reported signatures [21, 33–36] are really due to the topologically nontrivial Majorana
bound states (MBS) is still missing. The first experimental setup has been realized in the
Delft group of L. P. Kouwenhoven, see Fig. 1(a), where an InSb wire is contacted with
superconducting and normal metal electrodes. The existence of the Majorana bound state
is probed by measuring the tunneling current I in dependence of the voltage bias V and an
external magnetic field along the wire. A zero-bias peak emerging at a finite magnetic field
is a hint of the possible existence of a Majorana bound state in the experiment see Fig. 1(b).
Majorana bound states have other unusual properties which are important for future electron-
ics in quantum computing technology. In two-dimensional systems it can be shown that they
are non-abelian anyons [37]. Anyons are quasiparticles whose many-body wavefunction ac-
quires an arbitrary phase under exchange of two anyons [38]. While the nature of topological
states of matter is interesting in its own right, the observation that systems with non-abelian
anyons can be used to construct a quantum computer that is naturally immune to errors has
focused much more attention in this field [39]. Basically, in a topological quantum computa-
tion anyons are used for encoding and manipulating information non-locally which protects
them from the influence of external perturbations [38].
Since the number of transistors in electronic circuits doubles every two years according to
Moore’s law, further miniaturization will sooner or later encounter technical and physical
limits. When reaching the scale of some nanometers, the size of molecules, quantum processes
become important. Such sizes have already been reached by now. Additionally, the local heat
production can impair the device operations and requires more effective cooling techniques.
Therefore, the industry researches a number of alternative device technologies where carbon
based electronic elements play a major role [40]. A combination of carbon based electronic
elements and quantum computing via non-abelian anyons might be a big revolution in future
electronics.
Outline
This thesis is devoted to a description and analysis of topological superconductivity in prox-
imitized carbon nanotubes. We discuss the topological origin of zero energy bound states in
the two cases with and without time-reversal symmetry.
In the first chapter we will introduce topological concepts in the context of condensed matter
physics. We discuss the question why we must use topological tools for certain state of matters
and introduce the concept of geometric phases. Then, we show the correlations between
the topological invariant, describing topological properties of the system, and the system’s
symmetries. With this we are able to define topological invariants for specific systems.
The second chapter is dedicated to Majorana bound states in topological superconductors.
We prove the existence of these states in a one-dimensional p-wave superconductor, the Ki-
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taev chain, and their emergence in nanowires with Rashba spin-orbit coupling and a parallel
magnetic field in contact with an s-wave superconductor. At the end we discuss experimental
realizations.
In the third chapter we describe how the electronic spectra of carbon nanotubes are obtained
based on the dispersion relation of graphene, including curvature effects, spin-orbit coupling
and the finite size of carbon nanotubes. Then, we investigate the effects of applied mag-
netic fields and valley mixing in the energy spectrum of carbon nanotubes. Furthermore, we
introduce a mean-field model of the superconducting correlations in carbon nanotubes.
In chapter 4 we investigate a minimal model for topological superconductivity in carbon nan-
otubes. We discuss the emergence of edges states in the presence of time-reversal symmetry.
We notice that the formation of edge states depends not only on the chemical potential and
the pairing potentials, but also on the chirality and the boundary shape of the nanotubes since
they strongly affect the coupling of the two valleys. We show that the edge states emerge in
the parameter region of nontrivial topological invariant. Finally, a 1D continuum model is
introduced which allows us to obtain analytically the condition for the emergence of the edges
states. By comparing it with the condition for nontrivial winding number, we find that these
two conditions are identical, hence proving the bulk-edge correspondence.
We dedicate chapter 5 to the description of edge states in superconducting carbon nanotubes in
the presence of a magnetic field. The starting point of our investigation is a microscopic tight-
binding model for the carbon nanotube lattice, with external influences such as the substrate
potential, superconducting pairings, magnetic field (perpendicular and axial) and disorder
added in real space. The emergence of localized zero energy states above a critical magnetic
field strength is demonstrated in the real space. Using the knowledge of the components of
the wave functions, we prove the Majorana nature of the localized states. The effective model
from chapter 3 allows us to gain the knowledge of the symmetries and topological invariants.
We construct the topological phase diagram and examine the stability of Majorana modes in
the non-trivial phase.
The final chapter is devoted to the full 3D spatial profile of Majorana wave function in a
carbon nanotube - superconductor hybrid system. We show that it can be derived analytically
with great accuracy compared to the numerical results. We can also extract from it some
experimentally relevant information like the spin canting angle of a Majorana bound state,
which has been shown [41] to influence the electronic transport through a Majorana device.
4
1. Topology in condensed matter physics
In this chapter we introduce topological conecpts in condensed matter physics. We start with
a review of Berry’s geometric phase and show the relations between symmetries of the systems
and the possibility of topological properties in quantum systems. In the end we define the
topological invariants which characterize topological properties. The results of this chapter
have been published in Phys. Rev. B 96, 125414 (2017) and Phys. Rev. B 97, 075141 (2018).
1.1. Geometric phase
Sir M. Berry introduced a geometric phase, the so-called Berry phase, and explained the
connection to classical electrodynamics [42]. He recognized that the phase factor is related
to a gauge potential and depends highly on the path in the parameter space. The geometric
phase is derived by the assumption of adiabtic transport and given by an abelian factor for
non-degenerate eigenstates. However, the result of M. Berry can be generalized for degenerate
eigenstates [43] and for non-adiabatic transport [44]. We discuss the formal derivation of the
geometric phase done by Sir M. Berry for the case of a adiabatic abelian geometric phase.
Fore a more detailed account of geometric phases see Ref. [45].
1.1.1. Berry phase, connection and curvature
For the derivation of the Berry phase we consider a Hamiltonian H = H (R) which can be
characterized by a vector of parameter R = (R1, R2, . . . ). This vector depends on the time
t ∈ [0; T ] and moves adiabatically along a path C. Formally, the eigenstates |n (R)〉 can
not be fully determined by the equation of motion H (R) |n (R)〉 = En (R) |n (R)〉 since the
U (1) gauge freedom of the eigenstate. We will assume that the phase of the eigenstate is
well-defined and single-valued. Due to the adiabatic theorem [45], we must determine only the
phase factor of the eigenstate which is described by the time-dependent Schrödinger equation
i~
d
dt
|Ψn (t)〉 = H (R (t)) |Ψn (t)〉 ,
where the solution |Ψn (t)〉 is given by
|Ψn (t)〉 = eiγn(t) exp
(
− i
~
∫ t
0
dt′En
(
R
(
t′
))) |n (R (t))〉 . (1.1)
The energy-dependent phase is the well-known dynamical phase. The second phase is defined
as γn (t) =
∫ t
0 dR · An (R), where the vector-valued function An (R) is the corresponding
Berry connection. Formally, the Berry connection is given by
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An (R) = i 〈n (R (t))| ∂
∂R
|n (R (t))〉 , (1.2)
and depends on the gauge. A gauge transformation yields
|n (R (t))〉 → ∣∣n′ (R (t))〉 = eiζn(R) |n (R (t))〉 ,
the Berry connection transforms to
An′ (R) = An (R)− ∂
∂R
ζn (R) .
Thus, the second phase γn (t) will also transform γn (T ) → γn (T ) + ζn (R (0)) − ζn (R (T )).
In the case of a closed path, i.e. R (T ) = R (0), it follows ζn (R (0)) − ζn (R (T )) = 2piN
with N ∈ Z, because eiζn(R) is a single-valuedness function. Consequently, the phase angle
γn = γn (T ) =
∮
C dR · An (R), known as the Berry phase, is a gauge-invariant quantity and
can be measured in experiments [45].
In analogy to electrodynamics, the Berry connection can be interpreted as a magnetic flux.
Therefore, it is possible to define a gauge-invariant field strength tensor Fµνn which is defined
as
Fµνn (R) = ∇µAνn (R)−∇νAµn (R) , (1.3)
where ∇µ = ∂∂Rµ . The field stength tensor F
µν
n is known as the Berry curvature tensor. For a
three-dimensional parameter space the Berry curvature and Berry connection are related by
Fn = ∇×An (R) with Fµνn (R) = µνλFλn (R), where µνλ is the antisymmetric Levi-Civita
tensor. Then, due to Stokes theorem the Berry phase can be expressed in terms of the Berry
curvature. Explicity, the relation is given by
γn =
∫
S(C)
dS · Fn (R) , (1.4)
with S (C) being a surface bounded by the closed path C. In contrast to the Berry phase,
which is defined on a closed path, the Berry curvature depends on the local geoemetry of the
parameter space given by the vector R. For degenerate eigenstates, the Berry connection is
defined as a matrix of dimension equal to the degeneracy.
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1.1.2. The Berry phase in Bloch bands
Now we want to discuss a particular case of Berry phase physics related to solids. In several ex-
periments the influence of the berry phase was measured. For example, in magneto-oscillatory
effects [46, 47] or in one-dimensional systems, where the geometric phase is called Zak phase
[48], in which the influence can be measured in adiabatic transport [49, 50] and the electric
polarization [51, 52]. As discussed in the introduction, the physical behavior in solids can be
understood by a non-interacting Hamiltonian H = p22m +V (r). Due to the periodic lattice po-
tential V (r) = V (r+ a), the electronic states fulfill the condition Ψnq (r+ a) = eiq·aΨnq (r),
where a is the Bravais lattice vector of the corresponding lattice, n the band index and
~q is the crystal momentum belonging to the first Brillouin zone. Bloch’s theorem implies
that the wave function can be written as unq (r) = e−iq·rΨnq (r) wich satisfies the peri-
odic boundary condition unq (r) = unq (r+ a). In this new basis, the Hamiltonian becomes
H → H (q) = e−iq·rHeiq·r where
H (q) = (p+ ~q)
2
2m
+ V (r) . (1.5)
Then the connection to the Berry phase is quite simple, since the parameter space is the
first Brillouin zone, H (R) → H (q) with R → q and |n (R)〉 → |un (q)〉. Analogously,
we can define also the Berry connection An (q) = i 〈un (q)| ∇q |un (q)〉 and Berry curvature
Fn (q) = ∇q×An (q). Both will be used later for the definition of the topological invariants.
1.2. Symmetries and symmetry classes
Until the 1980’s, only convectional phases are known which are described by Landau’s sym-
metry breaking theory. Due to the discovery of the quantum Hall effect and later topological
insulators, a new kind of phase, the topological phase, is introduced in the condensed matter
context. In general, a topological phase of matter is defined as a state of a quantum system in
which the bulk is described by a topological invariant and edge states emerges at the edges for
a finite system. In order to understand the physics of topological phases we need to address
the connection between symmetries and topological invariants.
There exist a zoo of topological phases which are characterized by different topological in-
variants. The classification of topological phases can not be described by Landau’s symmetry
breaking theory because topological different phases of a system has the same symmetries.
The topological properties of a system is classified by symmetry classes which depends on
the dimensionality and symmetries of the system. Here in this thesis we will introduce the
simplest classification scheme for gapped systems, like insulators and superconductors, with
a mean-field theory. Formally, a system is described by the following Hamiltonian
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H =
∑
i,j
Ψ†iHijΨj , (1.6)
where Hij is the matrix element of the N×N Hamiltonian matrix, Ψ†i is the creation operator,
Ψi the annihilation operator and i the quantum number of the particle. Usually, the quantum
number i includes the lattice position of the particle and the corresponding spin quantum
numbers. For fermionic operators these operators obey the anticommutation relations
{Ψi,Ψ†j} = δij and {Ψi,Ψj} = 0. (1.7)
In general, the system has certain symmetries, for example lattice symmetries, which can
be grouped together in the group G. Then, for an element of the symmetry group g ∈ G
exists a linear representation U = D (g), the symmetry operator, with UHU−1 = H or
[U , H] = 0. Due to the Wigner theorem [53], symmetries can be only realized either by a
unitary or antiunitary symmetry operator. In the case of an unitary symmetry operators, the
Hamiltonian can be transformed into a block-diagonal form, where the blocks are labled as
H(λ) and λ is a certain irreducible representation of the corresponding symmetry group G
[54, 55]. One well-known example is the lattic Hamiltonian for a solid. Due to the discrete
translation symmetry of the lattice, the Hamiltonian can be brought into a block-diagonal
form, where a block is labeled by the crystal momentum k.
For the classification scheme, we consider the block Hamiltonians H(λ) and the corresponding
behavior under anti-unitary symmetries. Then, the Hamiltonians can be classified depending
on the absence or presence of antiunitary symmetries, which we will introduce next, and the
dimensionality of the system. Then, the Hamiltonian is an element of the corresponding
symmetry class. The term symmetry class was introduced in the random matrix theory and
we will describe the connection to the topological properties and the symmetry classes later
in this thesis.
The classification scheme describes the topological properties of an generalized system. Even
in solids with a particular lattice structures, topological phases have a much more complicated
nature [56–60]. Such systems are so-called topological crystalline insulators and superconduc-
tors and can be also classified [61–63]. Furthermore We will show later in this thesis that the
superconducting carbon nanotubes are an example of such a topological crystalline supercon-
ductor.
1.2.1. Time-reversal symmetry
The first important symmetry for the topological classification of quantum matter is time-
reversal symmetry. By definition, the time-reversal transformation reverse the time T : t→ −t
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and commutes with the Hammiltonian [H, T ] = 0. Moreover, the time-reversal symmetry
is an antiunitary symmetry which implies T = UTK with the property U †T = U−1T , UT is a
unitary matrix and K the complex conjugation operator. In general, every Hamiltonian is
invariant when the time-reversal symmetry is applied twice. This implies T 2 = UTKUTK =
UT U?T = e
iφ1 and UT = eiφUTT = e
iφ
(
eiφUT
)
= e2iφUT ⇒ eiφ = ±1 by using U?T = eiφU †T ⇒
UTT = e
iφUT . Thus, the time-reversal symmetry squares to T 2 = ±1 where for particles with
integer spin it holds T 2 = 1 and T 2 = −1 for half-integer spin.
For a Hamiltonian with well-defined momentum k, time-reversal invariance is given by
T H (k) T −1 = UTH? (k)U−1T = H (−k) . (1.8)
The eigenstate Ψ (k) of the Hamiltonian H (k) is given by H (k) Ψ (k) = E (k) Ψ (k) with the
energy E (k). In the case of time-reversal invariance, T Ψ (k) is an eigenstate of H (−k) with
the energy E (−k). Due to Kramers theorem, which is important for topological insulators,
every eigenstate for half-integer spin systems is doubly degenerate [64].
1.2.2. Particle-hole symmetry
In the case of superconducting system the mean-field dynamics is described within the Bo-
goliubov - de Gennes (BdG) formalism, which we will discuss later in more detail. The BdG
Hamiltonian, like all BdG Hamiltonians, is by construction invariant under a particle-hole
operation. In general, the particle-hole operation maps the positive energy solutions onto
their negative energy solutions. The BdG Hamiltonians with translational invariance which
we will consider in this thesis are of the form
HBdG (k) =
(
H0 (k) ∆
−∆? −H0 (−k)
)
, (1.9)
where H0 (k) is the Bloch Hamiltonian and ∆ = −∆T is the pairing matrix. Like for the
time-reversal symmetry also particle-hole symmetry is an antiunitary symmetry and can be
represented by P = UPK with P2 = ±1. Particle-hole symmetry leads to the condition
PH (k)P−1 = UPH? (k)U−1P = −H (−k) . (1.10)
which implies that the Hamiltonian anticommutes with P and the particle-hole symmetry
operator is given by P = τxK, where τx,y,z are the Pauli matrices. We can transform the BdG
Hamiltonian in the so-called Majorana basis, i.e. the basis of eigenstates of P, obtained by a
transformation UM , HM = UMHU−1M [22]. The unitary matrix UM is given by
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UM =
1√
2
(
1 1
−i i
)
. (1.11)
The Majorana basis is important later for the definition of topological invariants. The particle-
hole symmetry operator transforms as UMPU−1M = 1K and the BdG Hamiltonian can be
expressed as
iX (k) =
1
2
(
R− (k) + S− i (R+ (k)− S+)
−i (R+ (k) + S+) R− (k)− S−
)
, (1.12)
where R± (k) = H0 (k)±H0 (−k) = ±R± (−k) and S± = ∆±∆? = −ST±. Furthermore, it is
possible to define a gauge transformation such that ∆ is a real matrix. Then it follows that
S+ = 2∆ and S− = 0.
1.2.3. Chiral symmetry
With both the particle-hole P and the time-reversal symmetries T , the Hamiltonian is also
invariant under a product of both, i.e. C = T · P = UT U?P . In contrast to previous discussed
symmetries, the symmetry C, the so-called chiral symmetry or sometimes sublattice sym-
metry, is given by an unitary symmetry operator and anticommutes with the corresponding
Hamiltonian {H, C} = 0 with C2 = 1. The absence of one of the symmetry leads to the
absence of chiral symmetry. However, if both symmetry are absent then chiral symmetry can
be either present or abesent.
In general, the chiral symmetry, connecting positive and negative energy solutions at the same
momentum k which can be expressed in the following condition
CH (k)C−1 = −H (k) . (1.13)
For the eigenstate Ψ satisfying HΨ = EΨ there exists a paired state CΨ with the energy −E,
that is, HCΨ = −ECΨ. In this thesis we will have BdG Hamiltonians of the form
H =
(
H0 (k) ∆C
∆C −H0 (k)
)
= H0 (k) τz + ∆Cτx, (1.14)
where H0 (k) is the Bloch Hamiltonian of the system with the property that there exist a
transformation U˜ with U˜H0 (k) U˜−1 = H0 (−k), ∆C = U˜∆U˜−1 is the real pairing matrix
and the chiral symmetry operator is given by C = τy. In such a case we can use the chiral
symmetry to determine the spectrum of the system. The unitary transformation
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UC =
1
2
(
1 + i 1 + i
−1 + i 1− i
)
, (1.15)
rotates the Pauli matrices for the particle-hole basis as U †CτxUC = τy, U
†
CτyUC = τz and
U †CτzUC = τx. In this basis the chiral symmetry operator C˜ = τz is diagonal and the
Hamiltonian is given by
HC (k) =
(
0 D (k)
D† (k) 0
)
, (1.16)
where D (k) = H (k)−i∆C and we call this basis the chiral basis. Since HC (k) has a block-off
diagonal form, H2C (k) is block-diagonal. In order to obtain the energy spectrum we write
down the BdG equation in chiral basis
HC (k) Ψ (k) =
(
0 D (k)
D† (k) 0
)(
χ±n (k)
η±n (k)
)
= ±En (k)
(
χ±n (k)
η±n (k)
)
, (1.17)
where n ∈ {1, · · · , N} is the quantum number, like band index or spin index. The energies
are positive En (k) > 0 ∀n. Multiplying the equation from the left by HC (k) yields
H2C (k) Ψ (k) =
(
D (k)D† (k) 0
0 D† (k)D (k)
)(
χ±n (k)
η±n (k)
)
= E2n (k)
(
χ±n (k)
η±n (k)
)
, (1.18)
which follows from the block-diagonal form of the chiral symmetry. Thus, the eigenvalue
problem can be reduced to solving the equation
det
(H2C (k)− E21) = det(D (k)D† (k)− E21) = det(D† (k)D (k)− E21) = 0.
Thus, the energy spectrum can be easily determined for systems with chiral symmetry. We
will use this property later for the energy spectrum of superconducting carbon nanotubes.
1.2.4. Symmetry classes
Originally, E. Wigner introduced random matrix theory for the description of nuclear systems
[65, 66]. Later, random matrix theory was used to describe disordered systems in the context
of condensed matter physics. In general, random matrix theory can be used to determine
universal properties for different systems with the same symmetries. Formally, Hamiltonians
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Classes Cartan label T 2 P2 C2
A (unitary) 0 0 0
Standard (Wigner-Dyson) classes AI (orthogonal) +1 0 0
AII (symplectic) -1 0 0
AIII (chiral unitary) 0 0 1
Chiral classes BDI (chiral orthogonal) +1 +1 1
CII (chiral symplectic) -1 -1 1
D 0 +1 0
BdG classes C 0 -1 0
DIII -1 +1 1
CI +1 -1 1
Table 1: The three chategories of the ten ranom matrix ensembles labled with the Cartan label. The
ten ensembles can be characterized by the behavior of time-reversal T , particle-hole P and chiral C
symmetries.
are assumed as random matrices. Therefore, random matrix theory is a good starting point
of a classification of physical systems in mathematical physics.
At the beginning of random matrix theory, only one ensemble of random matrices was known.
Afterwards, F. Dyson generalized the idea of E. Wigner and introduced three ensembles by
studying the behavior of random matrices under time reversal, where he demonstrated that
the irreducible blocks are either unitary, orthogonal or symplectic matrices in dependence of
the transformation which diagonalizes the matrix [67]. Due to chiral symmetry in quantum
chromodynamics, three ensembles were added [68, 69] and later for systems with particle-
hole symmetry, like superconductors, the final four ensembles were introduced [70]. Thus,
the ensembles can be categoriezed in three groups as shown in Tab. 1. In total, there are
ten different combinations of symmetries, see Tabel 1, and the behavior of the corresponding
symmetry operators, discussed in the chapters of the corresponding symmetries. The labels
of the ten ensembles are introduced by M. Zirnbauer [71]. He recognized the relation of the
random matrix ensembles and so-called symmetric spaces by proving that the corresponding
time-evolution operator eitH with the Hamiltonian H is an element of the symmetric space.
The symmetric spaces are characterized by E. Cartan and labeled by the Cartan label [72, 73].
The result of E. Cartan is listed in Tab. 2 in the last column with the corresponding Cartan
labels in the first column. In the context of the topological classification, the ten ensembles
are also called symmetry classes and the result of the classification is called the tenfold way.
We will show the relation by two simple examples. Due to Stone’s theorem the time-evolution
operator Ut = e−itH ∈ U (N) a well-defined quantity ∀t ∈ R, where the N ×N matrix is the
Hamiltonian H of the system [74]. The group U (N) is a Lie group and thus the Hamiltonian
must be an element of the corresponding Lie algebra H ∈ u (N). The first example is a
system without symmetries. Then, the Hamiltonian is a Hermitian matrix which implies
e−itH ∈ U (N). From Tab. 2 we see that this space is labled as A.
The second example is a system with time-reversal symmetry where T 2 = 1. For such systems,
the corresponding Hamiltonian can be brought into a real symmetric form. By definition, a
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Cartan label T 2 P2 C2 Time-evolution operator eitH
A 0 0 0 U (N)
AI +1 0 0 U (N) /O (N)
AII -1 0 0 U (2N) /Sp (2N)
AIII 0 0 1 U (N +M) /U (N)× U (M)
BDI +1 +1 1 SO (N +M) /SO (N)× SO (M)
CII -1 -1 1 Sp (N) /Sp (2N)× Sp (2M)
D 0 +1 0 O (N)
C 0 -1 0 Sp (2N)
DIII -1 +1 1 O (2N) /U (N)
CI +1 -1 1 Sp (2N) /U (N)
Table 2: The relation of the ten random matrix ensembles and the corresponding spaces for the
time-evolution operators.
general hemitian matrix H˜ can be decomposed into a symmetric and antrisymmetric part
H˜ = 12
(
H˜+ H˜T
)
+ 12
(
H˜ − H˜T
)
= H˜S + H˜A where H˜S = H˜ − H˜A with H˜TA = −H˜A. Since
eitH˜ ∈ U (N) it follows that eitH˜A ∈ O (N)
eitH˜A
(
eitH˜A
)T
= eitH˜AeitH˜
T
A = eitH˜Ae−itH˜A = 1.
Thzs, the time-evolution operator is given by eitH˜S ∈ U (N) /O (N) which corresponds to the
Cartan label AI.
1.2.5. Classification of topological insulators and superconductors
Non-interacting gapped systems were topologically classified using different methods. One
method is to use the bulk-edge correspondence for the classification [22, 75], using the pres-
ence of gapless edge states at the interface of two different phases. This method can be
generalized for fermionic disordered systems using an effective low-energy field theory, the
so-called nonlinear σ model. Originally, the term nonlinear σ model is introduced in the
context of high-energy physics by M. Gell-Mann and M. Lévy. Later, F. Wegner derived non-
linear σ models3 for disordered systems [77], where the presence of topological gapless edge
states implies further terms to the nonlinear σ model which evades Anderson localization [78]
and can be viewed as a physical proof of the bulk-edge correspondence [79]. The result for
the topological classification in dependence of the spatial dimension and symmetry class is
shown in Tab. 3. For differentiation between different topological ground states we can use
topological invariants, which can be expressed in terms of the Berry connection or curvature.
3 There exists a remarkable correspondence between random matrix theory, a phenomenological theory for
disordered systems, and the nonlinear σ model [76].
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Cartan label d = 1 d = 2 d = 3
A 0 Z 0
AI 0 0 0
AII 0 Z2 Z2
AIII Z 0 Z
BDI Z 0 0
CII Z 0 Z2
D Z2 Z 0
C 0 Z 0
DIII Z2 Z2 Z
CI 0 0 Z
Table 3: The result of the topological classification of the systems in dependence of the spatial
dimensionality. Topological non-trivial systems can be characterized by an Z or a Z2 topological
invariant, respectively.
1.3. Topological invariants
For the definition of topological invariants, insulators and superconductors in the absence
of disorder are considered, which implies a translational invariance. B. Simon noted that
non-interacting gapped systems can be mathematically described as vector bundles and the
Berry connection is the connection of a vector bundle and the Berry phase is equivalent
to the corresponding holonomy [39, 45, 80]. Vector bundles can be classified by the so-
called characteristic classes. With the characteristic classes it is possible to define topological
invariants in terms of Berry connection and curvature for explicit calculations [18]. There are
two important characteristic classes for the classification of physical systems. The first one is
the so-called Chern class and the second one is the Chern-Simons class. In general, the Chern
number is defined for systems with translational invariance in terms of the Berry curvature
F of the system in the following way
Chn =
1
n!
(
i
2pi
)2 ∫
C
Tr (Fn) ,
where n = d2 and C is the parameter space manifold. The Chern number is only defined for
even-dimensional parameter space and without chiral symmetry. Therefore, the topological
invariant coming from the Chern class is not the invariant which we need for describing
the topological properties of the system studied in this thesis, a carbon nanotube. The
fundamental topological invariant in 1D is Zak’s phase [48] in one band carrying a generic
index n,
γn =
i
2pi
∫
BZ
dk An (k) , (1.19)
where An (k) is the Berry connection in band n, An (k) = 〈Ψn (k) |∂k|Ψn (k)〉, and |Ψn (k)〉 is
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the eigenfunction of a 1D bulk Hamiltonian for eigenvalue En. We discussed that the Berry
connection is gauge dependent quantity, so is Zak’s phase, and a gauge transformation changes
γn only by an integer. The more frequently used invariant is therefore W = exp (2pii
∑
l γl),
where l are the indices of filled bands, which is gauge independent, although in general not
quantized. The presence of discrete symmetries restricts the values which γl can take. Mathe-
matically, the Zak phase is the Chern-Simons invariant for the one-dimensional system which
is defined as [18]
CS1 =
i
2pi
∫
C
Tr (A) . (1.20)
The Chern-Simons invariant can be expressed in terms of the Berry connection A and in
contrast to the Chern invariant well-defined for odd-dimensional parameter spaces C. In
general, the Chern-Simons invariant is not quantized but due to the presence of symmetries
it may take discrete values. In systems with chiral symmetry, in the gauge given by the chiral
basis the winding number can be shown to be Z 3 wl = 2γl, therefore W = exp(ipi
∑
l wl) =
±1. In systems with particle-hole symmetry the topological invariant W can be evaluated
using the representation of the Hamiltonian in the Majorana basis.
1.3.1. Winding number
Mathematically, the winding number is defined as quantity which counts how many times a
closed curve circles around a point. The winding number is an important invariant for system
with chiral symmetry. If the Hamiltonian has chiral symmetry {C,H} = 0, we have shown
that one consequence is that in a basis where C is block-diagonal the Hamiltonian H has a
block off-diagonal form (1.16). One can introduce the winding number as a one-dimensional
topological invariant [81, 82]
ν = − 1
4pii
∫
BZ
dk Tr
(
C˜H−1C (k) ∂kHC (k)
)
. (1.21)
Then, the winding number can be expressed only in terms of the Hamiltonian
ν = − 1
4pii
∫
dk Tr
[
C˜H−1C ∂kHC
]
=
1
2pi
Im
∫
dk ∂k ln (det (D)) =
1
2pi
∫
dk ∂k arg (det (D)) ,
where we have used the two relations Tr
[
D−1∂kD
]
= ∂k ln (det (D)) and ln
(
det
(
D†
))
=
Re (ln (det (D)))− iIm (ln (det (D))). Therefore, we see that the value of the winding number
depends on the trajectory of det (D) in the complex plane as k changes in the Brillouin zone.
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Alternatively, it is also possible to define the winding number in terms of the flat-band Hamil-
tonian [75]. For this we need the solution of the BdG equation in the chiral basis (1.18). The
eigenfunctions Ψ±,n (k) of the Hamiltonian, with the eigenvalue ±En (k), where − (+) refers
to the filled (empty) state, can be written as [83]
Ψ±,n (k) =
(
χ±n (k)
η±n (k)
)
=
1√
2
(
un
± 1En(k)D† (k)un
)
. (1.22)
One can check that the function satisfies the BdG equation HC (k) Ψn (k) = ±En (k) Ψn (k)
with the relation D (k)D† (k)un = E2n (k)un. A priori the eigenvectors un may depend
on k. Nevertheless, since un are eigenvectors of D (k)D† (k) which is Hermitian, they form
an orthogonal set. We can perform a unitary transformation into a basis in which DD† is
diagonal, and the eigenvectors un are independent of k. This transformation is continuous in
k, which is assured by the continuity of the original eigenvectors un (k). In the following, we
shall work implicitly in that transformed basis. The projector onto the filled states is given
by
P =
∑
n
Ψ−,n (k) Ψ
†
−,n (k) =
1
2
1− 1
2
Q. (1.23)
The operator Q acts as a flat-band Hamiltonian having the energy +1 for the empty states
and −1 for the filled states independent of k since QΨ±,n (k) = (I−2P )Ψ±,n(k) = ±Ψ±,n (k).
In the matrix form, we have
Q =
(
0 q (k)
q† (k) 0
)
, (1.24)
where q (k) =
∑
l
1
En(k)
unu
†
nD (k) = U (k)D (k) and the matrix
U (k) =
∑
l
1
En (k)
unu
†
n (1.25)
has been introduced. Using the flat-band Hamiltonian, a winding number is defined as [75]
ν ′ =
1
2pii
∫
dkTr
[
q−1 (k) ∂kq (k)
]
, (1.26)
where the integral is taken over the whole one-dimensional Brillouin zone. The winding
number ν ′ counts winding of q (k). The proof of ν = ν ′ is presented in appendix A. The
connection to the Chern-Simons invariant (1.20) can be shown by using the fact that the
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Berry connection of the system can be expressed as A = q−1 (k) ∂kq (k) with the chiral
eigenstate (1.22) [84]. Therefore, due to chiral symmetry the Chern-Simons invariant is 12 of
the winding number.
1.3.2. Z2 invariant
We have shown that the winding number can be related to the Chern-Simons number by
using the chiral symmetry. In one-dimensional systems with particle-hole symmetry the Z2
topological invariantM = ±1 can be defined using the representation of the Hamiltonian in
the Majorana basis (1.12). Hence, the topological invariant M is called Majorana number.
At the time reversal invariant momenta k˜ = 0, pia , X
(
k˜
)
, defined in Eq (1.12), it has the
particularly simple form
X
(
k˜
)
=
 0 H0 (k˜)−∆
−
[
H0
(
k˜
)
+ ∆
]
0
 . (1.27)
where we used a gauge transform to transform the pairing matrix to a real matrix. We see
that the matrix X
(
k˜
)
is real and skew symmetric X
(
k˜
)
= −XT
(
k˜
)
. For skew-symmetric
matrices it is possible to define the so-called Pfaffian with Pf2
[
X
(
k˜
)]
= det
(
X
(
k˜
))
. The
topological invariantM can then be expressed through the Pfaffian of X (k) at k˜ = 0, pia . The
relation due to the partucle-hole symmetry between the Chern-Simons invariant (1.20) and
the Majorana number is derived in appendix A. Then, it follows
M = sgn
(
Pf
[
X
(pi
a
)]
Pf [X (0)]
)
= (−1)CS12pi = ±1. (1.28)
With the Z2 invariant we are able to determine the topological features of systems with
particle-hole symmetry. In the case of the superconducting carbon nanotubes we have particle-
hole symmetry and also chiral symmetry. Especially, we will show that in the presence of a
magnetic field, perpendicular to the nanotube axis, we can still use both invariants. The
winding number gives more information about the topological properties than the pfaffian
because it is a integer invariant and the pfaffian is a Z2 invariant. Furthermore, the winding
number is more stable since a parallel magnetic field breaks the chiral symmetry. Thus, the
winding number is not well-defined anymore but the pfaffian is still defined. However, in the
case of a magnetic field parallel to the nanotube axis, the pfaffian turned out to be unreliable
because it only looks at k = 0 and k = pia !
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2. Majorana fermions and topological superconductivity
In this chapter we give a short overview of the BCS theory for superconductors. Then,
we introduce Majorana fermions in quantum field and condensed matter theory. Majorana
fermions, particles being their own antiparticle predicted already eighty years ago, have re-
mained elusive to experimental observation so far. Hence, recent proposals to observe quasi-
particles with the Majorana property in one-dimensional p-wave superconductor and s-wave
superconductor hybrid systems containing semiconducting elements have raised big attention.
Further, we demostrate topological properties of both systems and the existence of Majorana
states. Finally, we discuss realizations and signatures of Majorana states in epitaxially grown
superconductor-semiconducting nanowires, which are by now the most advanced experimen-
tally, and the emergence of a zero bias transport peak at finite magnetic field.
2.1. Introduction to superconductivity
Superconductivity is a quantum effect of many-body systems at low temperature which is
defined by vanishing electrical resistivity and the presence of diamagnetism. Microscopically,
superconductivity is driven by an attractive effective interaction between electrons near the
Fermi surface. This leads to the formation of bound states with energy lower than the energy
of two free electrons, which produces an instability of the Fermi sea. The attractive effec-
tive interaction between electrons is a consequence of the electron-phonon coupling which
dominates the electron-electron interaction due to screening effects.
The basic theory of superconductivity was formulated by Bardeen, Cooper and Schrieffer
(BCS) in 1957 [85]. We introduce the BCS theory by considering the case of s-wave super-
conductors. We start with the pairing Hamiltonian of an interacting electron system [86]
H − µN =
∑
k,s
ξ (k) c†kscks +
∑
k,k′
Vkk′c
†
k↑c
†
−k↓c−k′↓ck′↑, (2.1)
where ξ (k) = ε (k) − µ is the single particle energy measured with respect to the chemical
potential µ and
Vkk′ =
−V0 < ~ωD for |ξ (k)| , |ξ (k′)| < ~ωD,0 otherwise,
with ωD the Debye frequency. In general, the Coulomb interaction is repulsive and it is
screened in a metal. The screening of the Coulomb interaction can be described by the
random phase approximation [87]. The idea behind the BCS theory is that electrons interact
attractively V0 > 0 within a small energy window in the vicinity of the Fermi energy. The
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attractive interaction leads to a formation of bound states of two electrons in the electronic
states |k ↑〉 and |−k ↓〉 which induces an instability of the Fermi sea.
Bogoliubov also realized that superconductivity can be understood with the help of mean-field
theories [88]4. This approximation leads to the mean-field BCS grand canonical Hamiltonian
HBCS − µN = EBCS +
∑
k,s
ξ (k) c†kscks −
∑
k
(
∆ (k) c†k↑c
†
−k↓ + ∆
? (k) c−k↓ck↑
)
, (2.2)
where ∆ (k) = −∑k′ Vkk′〈c−k′↓ck′↑〉 is the superconducting order parameter and EBCS the
condensate energy. In the limit T → 0 EBCS is equal to the BCS ground state energy. In
the mean-field Hamiltonian (2.2), the electron number is not conserved leading to eigenstates
without definite electron number. In contrast, the pairing Hamiltonian (2.1) commutes with
the electron number operator. In general, the number of electrons is conserved in supercon-
ductors and it is possible to describe superconductivity with fixed electron number [89].
By introducing a new fermionic basis, the energy spectrum of the BCS Hamiltonian (2.2)
can be analytically solved. The fermionic basis, the so-called Bogoliubov transformation, is
defined in the following way
(
γk↑
γ†−k↓
)
=
(
u? (k) v (k)
−v? (k) u (k)
)(
ck↑
c†−k↓
)
, (2.3)
with |u (k)|2 = 12
(
1 + ξ(k)E(k)
)
and |v (k)|2 = 12
(
1− ξ(k)E(k)
)
where E (k) =
√
ξ2 (k) + ∆2 (k)
is the quasiparticle energy. Due to the transformation above the BCS Hamiltonian (2.2) is
diagonal and given by HBCS−µN = EBCS +
∑
k,sE (k) γ
†
ksγks. It follows u (k) = u (−k) and
v (k) = v (−k) for superconducting gaps with the property ∆ (k) = ∆ (−k). Quasiparticles in
superconductors, sometimes called Bogoliubiv quasiparticles, are a superposition of particle
and hole states for energies nearby the Fermi energy.
A generalized formalism is the Bogoliubov - de Gennes (BdG) formalism [86], where the effects
of disorder or magnetic fields are included. By doubling the terms in the BCS Hamiltonian
(2.2) we can define the Nambu spinor Ψ†k =
(
c†k↑,c
†
k↓,c−k↑,c−k↓
)
and the BCS Hamiltonian
can be written as
4 Very often many-body systems cannot be described without approximations. One simple approximation is
the mean-field approximation where a Hamiltonian HAB = AB can be approximated to the form
HAB → HMFAB = A〈B〉+ 〈A〉B − 〈A〉〈B〉,
which is known as the mean-field approximation. One of the most famous mean-field theory is the Hartree
approximations [87] with A = c†k↑ck′↑ and B = c
†
k↓ck′↓. In the case of the BCS theory the mean-field
approximation is given by A = c†k↑c
†
−k↓ and B = c−k↓ck↑.
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HBCS − µN = 1
2
∑
k
Ψ†kHBdGΨk + const., (2.4)
where HBdG is the BdG Hamiltonian, which has the form
HBdG (k) =

ξ (k) 0 0 −∆ (k)
0 ξ (k) ∆ (−k) 0
0 ∆? (−k) −ξ (−k) 0
−∆? (k) 0 0 −ξ (−k)
 . (2.5)
With the Nambu construction we map the Schrödinger equation for the system specified by
the second quantized Hamiltonian (2.2) to an eigenvalue problem
HBdG (k)φ (k) = E (k)φ (k) , (2.6)
where φ (k) = (u↑ (k) , u↓ (k) , v↑ (−k) , v↓ (−k))T is the eigenvector and E (k) is the corre-
sponding eigenvalue. This is the so-called Bogoliubov - de Gennes equation.
Finally, the BdG Hamiltonian satisfying the, in the previous chapter introduced, particle-
hole symmetry PHBdG (k)P−1 = −HBdG (−k) where the symmetry operator is defined as
P = τxK with P2 = +1. Therefore, if φ (k) is a solution of the BdG equation (2.6) with
positive energy there exists a second solution φP (k) = Pφ (k) but with negative energy. We
will call the solutions with positive energies quasiparticles and the solutions with negative
energies holes. Thus, the particle-hole symmetry operator maps quasiparticles to holes.
In this thesis we consider systems that are not intrinsic superconductors. By coupling an
s-wave superconductor to a normal conductor, the conductor becomes superconducting. This
is the well-known proximity effect and can be described by Andreev reflections [90]. The
microscopic model of the proximity effect is defined by the tunneling Hamiltonian
HT =
∑
s,σ
∑
〈i0,j0〉
(
tmσc
†
i0m
dj0,σ + t
?
mσd
†
j0,σ
ci0m
)
, (2.7)
where c†is is the normal conductor creation operator at the lattice site i with spin quantum
number s, djσ the corresponding superonductor creation operator at the lattice site j with
spin σ. By integrating out the superconductor operators, an effective model is derived for the
normal conductor, including superconducting pairing and a renormalized chemical potential
[91–95].
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2.2. Majorana fermions, Majorana zero modes and Majorana bound states
In the year 1928 P. M. Dirac postulated a relativistic wave equation, the so-called Dirac
equation, which combines the principles of quantum mechanics and special relativity [96]. In
general, the Dirac equation is the equation of motion for spin-12 particles and the free form is
given by
(iγµ∂µ −m) Ψ = (γµpµ −m) Ψ = 0, (2.8)
where γµ are four 4 × 4 gamma matrices which satisfy the Clifford algebra {γµ, γν} = 2ηµν
where ηµν = diag (1,−1,−1,−1) is the flat Minkowski metric, pµ = (i∂t,p) and ∂µ is defined
as ∂∂xµ . The four-dimensional gamma matrices implies that solutions of the Dirac equation are
four-component vectors. The Dirac equation (2.8) and the corresponding solution has many
symmetries [97–99] and one of them is charge conjugation. The charge conjugation operator
C maps a solution Ψ onto another solution ΨC = CΨ. The charge conjugated solution ΨC ,
the so-called antiparticle, describes a fermion, in contrast to the solution Ψ, with opposite
charge and negative energy. For clarification, it is defined that solutions with positive energies
are particles while solutions with negative energies are antiparticles.
By definition, solutions of the Dirac equation (2.8) which are not eigenstates of the charge
conjugation operator, i.e. ΨC = CΨ 6= Ψ. are called Dirac fermions. In contrast, E. Majorana
derived an alternative form of the Dirac equation [23] with the constraint that the solutions
are eigenstates of the charge conjugation operator, i.e. ΨC = CΨ != Ψ which we will call the
Majorana condition. Fermions with this property are called Majorana fermions and can not
be differentiated from the antifermion.
Formally, it is possible to expand every second quantized operator in terms of the Majorana
basis which is defined in the following way
cj =
1
2
(γj,1 + iγj,2) and c
†
j =
1
2
(γj,1 − iγj,2) , (2.9)
where the new operators γjα, which can be interpreted as real and imaginary parts of the
fermion operator from a mathematical point of view, satisfy the anticommutator relation
{γiα, γjβ} = 2δijδαβ and γiα = γ†iα. The condition γiα = γ†iα is equivalent to the Majorana
condition.
Since the theoretical prediction, it was not possible to measure a fundamental particle, in the
standard model of particle physics, which is a Majorana fermion. Nowadays, new concepts
were presented in condensed matter physics. Likewise in the particle physics, a positive energy
solution φ of the BdG equation (2.6) can be transformed by the particle-hole symmetry to a
negative energy solution φP = Pφ. This implies that the necessary condition of Majorana-like
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excitations are solutions with zero energy. Then, the BdG equation is simplified
HBdG (k)φ0 (k) = 0. (2.10)
Now, like in the case with the Dirac equation, we will use the constraint that we search for a
solution which is also an eigenstate of the particle-hole symmetry operator Pφ0 (k) != φ0 (k).
However, due to the fact that this kind of solution is not an elementary particle, we will call
such solutions in superconductors not as Majorana fermions but as Majorana zero modes.
Furthermore, localize Majorana zero modes are called Majorana bound states. The Majorana
condition implies

u↑ (k)
u↓ (k)
v↑ (−k)
v↓ (−k)
 !=

v?↑ (−k)
v?↓ (−k)
u?↑ (k)
u?↓ (k)
 . (2.11)
Superconductors with Majorana bound states are called topological superconductors and can
be characterized by a topological invariant in the bulk. From the previous chapter, we know
that a system, depending on the symmetries and spatial dimensions, can be described by a
different kind of topological invariant. The relation between the bulk topological invariant
and the emergence of boundary state is called bulk-boundary correspondence [1].
2.3. Topological superconductivity in p-wave superconductors
2.3.1. Kitaev chain
A. Kitaev introduced the first model of an one-dimensional topological superconductor and
thus it is called the Kitaev chain [24]. The Kitaev chain is a very simple toy model that
exhibits Majorana bound states at the ends of the chain. The Kitaev chain with N sites
is a open chain and defined in terms of spinless fermions including a term for the chemical
potential µ, a hopping term t and a nearest-neighbor superconducting pairing term ∆. Then,
the Hamiltonian for the Kitaev chain is given by
HK = −µ
N∑
j=1
c†jcj +
N−1∑
j=1
[
−t
(
c†jcj+1 + c
†
j+1cj
)
+ ∆
(
c†jc
†
j+1 + cj+1cj
)]
, (2.12)
The superconducting gap can transform into a real number by a gauge transformation. The
energy spectrum of the Kitaev Hamiltonian (2.12) for t = ∆ and a length of N = 50 is shown
in Fig. 2.1. Using the transformation (2.9) the Hamiltonian (2.12) becomes
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Figure 2.1: Energy spectrum of the clean Kitaev chain (2.12) as a function of the chemical potential
µ with N = 50 lattice sites and t = ∆.
HK = − iµ
2
N∑
j=1
γj,1γj,2 +
i
2
N−1∑
j=1
[(∆ + t) γj,2γj+1,1 + (∆− t) γj,1γj+1,2] . (2.13)
In the case of t = ∆ = 0, the Hamiltonian is given by
HK = − iµ
2
N∑
j=1
γj,1γj,2. (2.14)
Here, Majorana fermions are coupled together at the same site j and can be combined into a
normal fermion, see Fig. 2.2(a). Therefore, this case corresponds to the trivial phase. Another
case is given by the conditions t = ∆ and µ = 0 where the Hamiltonian reads
HK = it
N−1∑
j=1
γj,2γj+1,1. (2.15)
In this case, Majorana fermions are coupled at adjecent sites in the chain and the Majorana
fermions at the first and last site is not included in the Hammiltonian, see Fig. 2.2(b).
Therefore, at the ends are two decoupled Majorana fermions with zero energy, respectively.
For topological non-trivial case, the Kitaev Hamiltonian can be expressed in terms of new
fermion operators. In the bulk, the new fermion operator is defined as aj = 12 (γj,2 + iγj+1,1)
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Figure 2.2: Kitaev chain in the two different topological phases. (a) In the trivial phase, Majorana
fermions are paired at the same site and thus form a normal fermion. (b) While in the non-trivial
phase implies that the Majorana fermions are paired on adjacent sites which yields two unpaired
Majorana fermions at the boundaries.
with j ∈ {1, 2, . . . , N−1} and for the boundary states f = 12 (γ1,1 + iγN,2) which is delocalized.
Then, the Kitaev Hamiltonian, in the new basis, becomes
HK = 2t
N−1∑
j=1
(
a†jaj −
1
2
)
+ 0 · f †f . (2.16)
The creation of a bulk fermion a†j |0〉 from the groundstate |0〉 costs finite energy and thus
the bulk is gapped. As a consequence of the zero energy Majorana fermions, the groundstate
is two-fold degenerated because |1〉 = f † |0〉 is a second groundstate with opposite fermion
parity.
So far, the Kitaev chain is defined with open boundary conditions. In the case with pe-
riodic boundary condition, the Kitaev Hamiltonian can be transformed into a momentum
representation by a Fourier transformation. Then, a BdG Hamiltonian can be defined HK =
1
2
∑
k Ψ
†
kHBcG (k) Ψk which is given by
HBdG (k) =
(
−2t cos (k)− µ −2i∆ sin (k)
2i∆ sin (k) 2t cos (k) + µ
)
= ξ (k) τz + ∆p (k) τy, (2.17)
with the definitions ξ (k) = −2t cos (k) − µ and ∆p (k) = 2∆ sin (k). We see now the reason
why the Kitaev chain is also called a toy model for a p-wave superconductor : firstly, the su-
perconducting gap ∆p (k) is an odd function of the momentum ∆p (k) = −∆p (−k); secondly,
in the low-energy limit it follows that ∆ (k) = 2∆k, i.e. there is a linear dependence on the
momentum.
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The eigenvalues are E (k) = ±
√
ξ2 (k) + ∆2p (k) and it is easy to see that the excitation
spectrum remains fully gapped except when 2t = ±µ. This condition defines the boundaries
of the topological phase diagram. These distinct phases are distinguished by the presence
or absence of unpaired Majorana states at the ends in the geometry with open boundary
conditions.
2.3.2. Topological invariants
From the previous chapter we known that the topological phase diagram can be determined
by a topological invariant which is defined by the symmetries of the system. Additionally to
the particle-hole symmetry P = τxK with P2 = +1, the BdG Hamiltonian (2.17) has time-
reversal symmetry T HBdG (k) T −1 = HBdG (−k) with T = K and T 2 = +1. Therefore, the
BdG Hamiltonian corresponds to the BDI symmetry class, see Table 1, and the topological
properties can be identified by a winding number. The calculation of the winding number can
be simplified by using the fact that a chiral symmetry can be defined by C = T · P. Due to
chiral symmetry we can transform (2.17) into a block off-diagonal form, where the blocks are
defined as q (k) = ξ(k)−i∆p(k)E(k) . Then, we know that the winding is defined as
ν =
i
2pi
∫ pi
pi
dkq−1 (k)
d
dk
q (k) = − 1
2pi
∫ pi
pi
dk
∆ (2t+ µ cos (k))
(2t cos (k) + µ)2 + ∆2 sin2 (k)
. (2.18)
The Kitaev chain has three different phases where ν = 0 for |µ| > 2 |t| is the trivial phase and
depending of the superconducting gap sign two non-trivial phase ν = −sign (∆) for |µ| < 2 |t|.
Furthermore, the corresponding Majorana number (1.28) for the Kitaev chain is given by
M = sign (− (2t+ µ) (2t− µ)) =
+1 for |µ| > 2 |t| ,−1 for |µ| < 2 |t| ,
where |µ| > 2 |t| corresponds to the trivial phase with ⇒M = +1. Then, in the non-trivial
phase |µ| < 2 |t| the Majorana number is defined as ⇒ M = −1. Thus, the results of both
topological invariants are the same.
2.3.3. Stability of Majorana bound states
Real systems are never free from impurities and other defects causing disorder. We simulate
disorder through a random on-site electrostatic potential, with varying concentration n, and
potential strength chosen randomly from an interval
[−W02 ;W02 ]. Then,
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(a) (b)
n = 0.25 n = 0.75
Figure 2.3: Mean value over NDisorder = 100 disorder configurations of the lowest energy band E0
and first excited state E1 of the disordered Kitaev chain (in the same setup N = 50 and t = ∆)
with increasing disorder strength W0 and two different concentrations of disorder. (a) System with a
disorder concentration n = 0.25 and (b) with n = 0.75. In both cases, the disorder has the effect of
decreasing E1 with increasing W0 and also with increasing the impurity concetration n. However, the
zero energy state E0 stays stable against the disorder
HDisorder =
∑
i,s
Wic
†
iscis, (2.19)
where Wi ∈
[−W02 ;W02 ] is the strength of the disorder on lattice site i. The evolution of the
lowest energy band E0 which corresponds to the zero energy mode and the first excited state E1
as a function the chemical potential µ for two impurity concentrations and increasing disorder
strength W0 is shown Fig. 2.3. Since disorder is distributed randomly, universal properties
of the system are obtained after disorder average. In Fig. 2.3 we simulate NDisorder = 100
disorder configurations and we see that the disorder has the effect of decreasing E1 with
increasingW0 and also with increasing the impurity concetration n. However, the zero energy
state E0 stays stable against disorder because it is protected by particle-hole symmetry.
2.4. Topogical superconductivity in semiconductor-superconductor hybrid
systems
From the beginning, the Kitaev chain has been viewed as an unphysical model. However,
there are some materials which are suspected of having an intrinsic p-wave gap symmetry.
Theoretically, in Sr2RuO4 a p-wave gap symmetry is expected [100, 101]. Due to the weak
spin-orbit coupling, the boundary states in Sr2RuO4 are spin degenerated and thus Majorana
bound states can be combined into a normal fermion [102]. More details about topological
superconductivity can be found in the Ref. [103]5.
5 Topological properties in superconductors and superfluids are well-known since the phases 3He-B and 3He-A
are characterized by topological invariants [1].
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Two breakthrough proposals by L. Fu and C. L. Kane has shown that an s-wave supercon-
ductor can effectively behave like a p-wave superconductor. If an s-wave superconductors is
in contact with a topological insulators, then the emergence of p-wave pairing and Majorana
bound states is demonstrated [25, 104]. Recently, a proposal has shown that in a chain of
ferromagnetic atoms, for example Fe, on a superconducting substrates, such as Pb, can host
Majorana bound states which can be measured by a scanning tunneling microscope [105].
In another realization the topological insulator is replaced by a semiconducting nanowire
[26–29]. Semiconducting nanowires, like InAs and InSb, have two advantages. Firstly, the
spin-orbit coupling is strong which implies that the energy bands are spin non-degenerated.
Secondly, a smaller magnetic field is needed for the topological transition because the Landé
g-factor is large.
2.4.1. Semiconductor model
The emergence of Majorana bound states in the Kitaev chain caused by the fact that it
describes a p-wave superconductor of spinless fermions. However, the Kitaev chain is an un-
physical toy model. In semiconductors it can be shown that electrons can effectively behave
as spinless fermions due to a certain combination of strong spin-orbit coupling and an external
magnetic field. Due to the superconducting proximity effect, the device may be driven in a
topological superconducting state when the semiconductor is in contact with an s-wave super-
conductor. To understand the physical picture behind this idea we start from a Hamiltonian
describing the low-energy behavior of electrons in a one-dimensional quantum wire along the
x-direction includint a Rashba spin-orbit coupling that points perpendicularly to the quantum
wire axis in z-direction
Energy
k
Energy
k
(a) (b)
Figure 2.4: Energy spectrum of the Hamiltonian (2.21). (a) The spectrum in the case VZ = 0. (b)
For a finite magnetic field an energy gap 2VZ opens at Γ-point. The color code corresponds to the
expectation value 〈λ| sz |λ〉 where red for spin down 〈λ| sz |λ〉 = −1 and blue for spin up 〈λ| sz |λ〉 = +1.
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HSemi − µN =
∑
k
c†k [ξ (k)1+ αR~ksz] ck, (2.20)
where the vectorc†k is defined as c
†
k =
(
c†k↑, c
†
k↓
)
, ξ (k) = ~
2k2
2m? −µ is the single particle energy,
m? is the effective electron mass and µ the chemical potential. The spin-orbit coupling is
described by the coupling strength αR. In general, in semiconductors the spin-orbit coupling
caused by breaking the inversion symmetry of the lattice and it can be distinguished between
two kinds of spin-orbit coupling [106]. The first kind of spin-orbit coupling is coming from
a bulk inversion asymmetry and is called Dresselhaus spin-orbit coupling. Secondly, the
Rashba spin-orbit coupling caused by breaking the structure inversion in epitaxially grown
semiconductors. For simplification we will only consider a Hamiltonian with Rashba spin-
orbit coupling. However, Majorana bound states are also possible with a combination of
Dresselhaus and Rashba spin-orbit coupling [26].
The energy spectrum of (2.20) is comprised of two shifted parabolas ± (k) = ξ (k) ± αR~k
and is depicted in Fig. 2.4(a). Due to the spin-orbit coupling, the spin degeneracy is broken,
while at the Γ-point there is still a spin degeneracy because of the Kramers theorem which
implies + (k) = − (−k). By applying a magnetic field in direction perpendicular to z, the
degeneracy at the Γ-point is also broken. The semiconductor Hamiltonian plus the Zeeman
term induced by the magnetic field is given by
HSemi − µN +HZ =
∑
k
c†k [ξ (k)1+ αR~ksz + VZsx] ck, (2.21)
where VZ = 12gµBB is the Zeeman energy, g is the Landé g-factor, µB is the Bohr magneton
and B is the magnetic field which is applied parallel to the axis of the quantum wire. The
large g-factor in the semiconductor allows one to achieve the opening of a large gap due
to the Zeeman term. The Hamiltonian (2.21) can be diagonalized by the following unitary
transformation
(
ck↑
ck↓
)
=
(
a (k) b (k)
−b (k) a (k)
)(
αk+
αk−
)
, (2.22)
where α†λ |0〉 = |λ〉, λ = ± and the coefficients are defined as
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a2 (k) =
1
2
1− αR~k√
(αR~k)2 + V 2Z
 ,
b2 (k) =
1
2
1 + αR~k√
(αR~k)2 + V 2Z
 ,
with a2 (k) + b2 (k) = 1 and a (−k) = b (k) . Then, the Hamiltonian (2.21) is transformed to
HSemi − µN +HZ =
∑
k,λ
Eλ (k)α
†
kλαkλ =
∑
k,λ
(
ξ (k) + λ
√
(αR~k)2 + V 2Z
)
α†kλαkλ, (2.23)
where the single particle energy is invariant under k → −k: Eλ (k) = Eλ (−k) and λ = ±1
is the band index. The spin quantization axis is determined by the interaction between spin-
orbit coupling and magnetic field, which are orthogonal to each other. In Fig. 2.4(a) the
energy spectrum is shown in the case VZ = 0. Then, the energy spectrum is given by two
shifted parabolas, with the left corresponding to spin up projection and the right to spin
down projection, and the spin quantization axis is fixed in z-direction. If a magnetic field is
applied perpendicular to the spin-orbit coupling, a gap of the size 2Vz will open, since the spin
degeneracy is lifted at the Γ-point, see Fig. 2.4(b). The magnetic field mixes the two spin
projections and in the case where the chemical potential within the gap 2VZ only the lowest
energy band λ = −1 is occuped. The Fermi wave vector of the lowest energy band is defined
by E− (kF ) = 0 and given by kF =
√
2k2R +
√
4k4R + k
4
Z with kR =
m?αR
~2 and kZ =
√
2VZm?
~ .
EBdGEBdG EBdG
kkk
(c)(b)(a)
Figure 2.5: The energy spectrum of the BdG Hamiltonian (2.25) for three different values of the
Zeeman energy VZ . (a) VZ = 0. (b) VZ = V cZ . (c) VZ > V
c
Z .
29
2.4.2. Superconducting bulk spectrum and topological phase diagram
Due to the proximity effect an additional pairing potential is generated which can be treated
in the mean-field approximation as
HSC =
∑
k
(
∆c†k↑c
†
−k↓ + ∆
?c−k↓ck↑
)
, (2.24)
see also the discussion in 2.1. We can write down the BdG Hamiltonian by defining the
Nambu spinor as Ψ†k =
(
c†k↑, c
†
k↓, c−k↑, c−k↓
)
. Then, the full Hamiltonian is given by HSemi−
µN +HZ +HSC =
1
2
∑
k Ψ
†
kHBdG (k) Ψk with the BdG Hamiltonian
HBdG (k) =

ξ (k) + αR~k VZ 0 ∆
VZ ξ (k)− αR~k −∆ 0
0 −∆ −ξ (k) + αR~k −VZ
∆ 0 −VZ −ξ (k)− αR~k
 . (2.25)
We see that the BdG Hamiltonian for the nanowire is of the form of (1.9). The energy
spectrum of the BdG Hamiltonian is given by
E2± (k) = ξ
2 (k) + V 2Z + (αR~k)
2 + ∆2 ± 2
√
V 2Z∆
2 + ξ2 (k)
(
V 2Z + (αR~k)
2
)
, (2.26)
and is depicted in Fig. 2.5. The energy gap at the Γ-point ∆− = |E− (k = 0))| is defined as
∆− = |E− (k = 0))| =
∣∣∣VZ −√∆2 + µ2∣∣∣ = |VZ − V cZ | . (2.27)
As shown in panel (b), the energy gap is closed at the Γ-point for a critical value of the
magnetic field V cZ .
Now, we show the connection to the Kitaev chain and p-wave superconducitivity. For this
we transform the superconducting pairing term in the eigenbasis of HSemi − µN + HZ by
using the unitary transformation (2.22). Then, the mean-field Hamiltonian describing the
superconductivity becomes
HSC =
∑
k
∆0
(
b2 (k)α†k−α
†
−k− − a2(k)α†k+α†−k+
)
+∆0a (k) b (k)
(
α†k+α
†
−k− − α†k−α†−k+
)
+h.c.
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Figure 2.6: Superconducting gap in the nanowire with proximity-induced superconductivity. (a)
In the eigenbasis of the Hamiltonian (2.21) there are two pairing mechanisms: the interband pairing
∆s (k) and the intraband pairing ∆p (k). The interband pairing ∆s (k) couples electrons from both
energy bands with opposite momentum k and the intraband pairing ∆p (k) electrons with opposite
momentum k in the same energy band. (b) The two superconducting gaps for a finite Zeeman energy
VZ as functions of k.
The interaction between spin-orbit coupling and magnetic field induces a non-trivial spin
texture sxλ (k) = 〈λ| sx |λ〉 = sxλ (−k) and szλ (k) = 〈λ| sz |λ〉 = −szλ (−k). By coupling the
semiconductor to an s-wave superconductor, the non-trivial spin-texture implies a mixture
of s-wave and p-wave pairing terms. The BdG Hamiltonian with the Nambu spinor Ψ†k =(
α†k+,α
†
k−,α−k+,α−k−
)
reads
H˜BdG (k) =

E+ (k) 0 ∆p (k) ∆s (k)
0 E− (k) −∆s (k) ∆p (k)
∆p (k) −∆s (k) −E+ (k) 0
∆s (k) ∆p (k) 0 −E− (k)
 , (2.28)
where we get two superconducting pairing terms ∆s (k) = 2∆u (k) v (k) which is an interband
pairing term and ∆p (k) = ∆
(
v2 (k)− u2 (k)) which is an intraband pairing term, see Fig.
2.6(a). The pairing ∆s (k) = ∆s (−k) is an even function of k and ∆p (k) = −∆p (−k) is an
odd function of k, see Fig. 2.6(b), and can be viewed as a p-wave gap like in the case of the
Kitaev chain.
By definition the BdG Hamiltonian (2.25) has particle-hole symmetry P = τxK, but the
magnetic field breaks the time-reversal symmetry. Thus, the system is in class D which implies
that the topological properties can be described by a Z2-invariant, see Tab. 3. However, it
is possible to show that the BdG Hamiltonian has a hidden chiral symmetry [107, 108]. To
understand this in more detail consider the unitary transformation
31
U =
(
1 0
0 sx
)
. (2.29)
Then, the Nambu spinor transforms as UΨk =
(
ck↑, ck↓, c
†
−k↓, c
†
−k↑
)T
and the BdG Hamil-
tonian takes the form
UHBdGU−1 =

ξ (k) + αR~k VZ ∆ 0
VZ ξ (k)− αR~k 0 −∆
∆ 0 −ξ (k)− αR~k −VZ
0 −∆ −VZ −ξ (k) + αR~k
 , (2.30)
which is of the form of (1.14). In this basis the particle-hole symmetry operator becomes
P¯ = UPU−1 = τx ⊗ sx and the chiral symmetry operator is given by C = τy. Then, we
can define a pseudo time-reversal symmetry operator by T˜ = CP¯−1 = −iτz ⊗ sxK with
T˜ 2 = +1. Due to the presence of the chiral symmetry, the BdG Hamiltonian is an element
of class BDI instead of class D and the topological properties can be determined by a Z-
invariant. However, the chiral symmetry is only exact in the effective model (2.25), since in
the corresponding lattice Hamiltonian the chiral symmetry is broken by the interband spin-
orbit coupling [107]. We will determine the topological properties of the system using the
Majorana number (2.25)
M = sign (∆2 + µ2 − V 2Z) =
+1 for VZ <
√
∆2 + µ2,
−1 for VZ >
√
∆2 + µ2,
(2.31)
whose behavior is shown in Fig. 2.7. The topological phase transition occurs at the critical
Zeeman energy V cZ =
√
∆2 + µ2, for which in the BdG spectrum the energy gap at Γ-point
is closed, see Fig. 2.5(b) and Fig. 2.7(a). For VZ < V cZ the spectrum is gapped andM = +1,
see Fig. 2.5. The energy gap is zero for VZ = V cZ (Fig. 2.5(b)), while for VZ > V
c
Z the energy
gap opens again andM = −1, see Fig. 2.5(c) and Fig. 2.7(a).
2.4.3. Zero energy modes
We will discuss the setup of the semiconductor-superconductor hybrid system in the article
[109], where two regimes are considered. In the first regime the spin-orbit coupling at the
chemical potential is larger than the Zeeman energy. In the second regime the spin-orbit
coupling is weak. Here we will just discuss the strong spin-orbit coupling regime because it
will show similarities to our case of the carbon nanotube setup.
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Figure 2.7: (a)The topological phase diagram obtained by the Majorana number (2.31). (b) The
energy gap (2.27) as a function of the Zeeman energy VZ . Both results are consistent with each other
and predict the topological transition.
The first regime where the spin-orbit coupling is the largest energy scale is defined by
VZ  m
?α2R
~2 which leads to kF ≈ 2kR with kR defined in section 2.4.1. In general, the
superconducting gap is the smallest energy scale in the system and hence ∆ m?α2R~2 . Thus,
the Zeeman energy and the superconducting gap can be considered as perturbations. The
composition (spatial profile is also determined by the boundary condition and the length of
the wire) of the Majorana bound states is determined by the BdG equation HBdGΨ = EΨ.
For simplification, we work in the rotating frame by using a spin-dependent gauge transfor-
mation [110]. In real-space representation k → −i∂x, the Hamiltonian for the quantum wire
with Rashba spin-orbit coupling (2.20) is given by
HSemi − µN =
∫
dxΨ† (x)
[(
−~
2∂2x
2m?
− µ
)
1− iαR~∂xsz
]
Ψ (x) , (2.32)
with the spinor Ψ† (x) =
(
ψ†↑ (x) , ψ
†
↓ (x)
)
and the electron operator ψ†s (x) creating an electron
with spin s at the position x. We will use the spin-dependent gauge transformation Ψ† (x) =
eikRszxΨ˜† (x) where Ψ˜† (x) is the wave function in the rotating frame. Due to the gauge
transformation the spin-orbit coupling is effectively eliminated
H˜Semi − µN˜ =
∫
dxΨ˜† (x)
(
−~
2∂2x
2m?
− µ
)
1Ψ˜ (x) .
Moreover, the Zeeman term transforms as
HZ = VZ
∫
dxΨ† (x) sxΨ (x) = VZ
∫
dxΨ˜† (x) (cos (2kRx) sx − sin (2kRx) sy) Ψ˜ (x) ,
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Energy
k
Figure 2.8: Energy spectrum and spin projection of the Hamiltonian (2.21). Eigenstates can classified
into two branches: interior branches (states around k = 0) and exterior branches (states around
k = ±kF ). (Adapted from Ref. [109])
such that the magnetic field becomes a spiral B = B [cos (2kRx) xˆ− sin (2kRx) yˆ] where
xˆ and yˆ are unit vectors in the corresponding directions, respectively. It follows that both
Hamiltonians are equivalent. There are different methods to generate such a spatially rotating
magnetic fields: by using nuclear spins [111], magnetic nanoparticles [112] or magnetic gates
[113].
The BdG equation for zero energy solution can be solved by a linearization of the Hamiltonian
around the Fermi points ±kR and the electron operators ψ˜s (x) = eiskRxψs (x) can be written
in terms of right and left movers ψ˜s (x) = R˜s (x) eikRx + L˜s (x) e−ikRx, see Fig. 2.8. The
linearized semiconductor Hamiltonian is given by
H˜Semi = −i~vF
∑
s
∫
dx
[
R˜†s (x) ∂xR˜s (x)− L˜†s (x) ∂xL˜s (x)
]
,
and the Zeeman Hamiltonian in the linearized basis is given by
H˜Z = VZ
∑
s
∫
dx
[
ψ˜†s (x) e
2iskRxψ˜−s (x)
]
≈ VZ
∫
dx
[
R˜†↑ (x) L˜↓ (x) + L˜
†
↓ (x) R˜↑ (x)
]
,
where we linearized the oscillating terms. The coupling of R˜↑ (x) and L˜↓ (x) leads to an energy
gap at the Γ-point. Furthermore, the superconducting mean-field term becomes
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H˜SC = ∆
∑
s
∫
dx
[
R˜†s (x) L˜
†
−s (x) + L˜−s (x) R˜s (x)
]
.
The wave function of the Majorana bound state is determined by the zero energy solu-
tion of the BdG equation HBdGϕ = 0. Due to the linearization it is possible to define
two Nambu spinors Ψi (x) =
(
R˜↑ (x) , L˜↓ (x) , R˜
†
↑ (x) , L˜
†
↑ (x)
)T
for the interior branch and
Ψe (x) =
(
L˜↑ (x) , R˜↓ (x) , L˜
†
↑ (x) , R˜
†
↑ (x)
)T
for the exterior branch of the spectrum. Then,
the two corresponding BdG Hamiltonians are given
H(i)BdG = −i~vF∂xsz + VZsxτz + ∆syτy, (2.33)
describing the interior branch, and for the exterior branch
H(e)BdG = −i~vF∂xsz + ∆syτy, (2.34)
where the Pauli matrices sx,y,z act on the spin space and τx,y,z in the Nambu space.
The zero energy solutions are two evanescent modes coming from the interior branch, where
the decay wave vector is defined as k(i)± =
|∆±|
vF ~ with ∆± = ∆±VZ , and two evanescent modes
coming from the exterior branch with the decay wave vector k(e) = ∆vF ~ . The corresponding
four zero-energy eigenvectors are given by
ϕ˜
(i)
− (x) =

−isign (∆−) e−ikRx
eikRx
isign (∆−) eikRx
e−ikRx
 e−k(i)− x and ϕ˜(i)+ (x) =

e−ikRx
−ieikRx
eikRx
ie−ikRx
 e−k(i)+ x,
for the interior branch and for the exterior branch
ϕ˜
(e)
1 (x) =

ieikRx
e−ikRx
−ie−ikRx
eikRx
 e−k(e)x and ϕ˜(e)2 (x) =

eikRx
ie−ikRx
e−ikRx
−ieikRx
 e−k(e)x.
By definition, this four solutions are Majorana solutions, i.e. the zero energy eigenstates of
the BdG equation with the property to be also an eigenstate of the particle-hole symmetry
operator. However, they do not fulfill the boundary condition and therefore they are not
Majorana bound states. Thus, we need a superposition of the Majorana solutions, which we
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will denote ϕ˜M (x), which fulfill the boundary condition ϕ˜M (x = 0)
!
= 0. Here we neglect the
overlap between the two Majorana bound states at each end because the length of the quantum
wire L is large, such that we can assume a semi-infinite geometry with ϕ˜M (x = L) = 0. In
the case of VZ > ∆ ⇒ ∆− < 0, the two solutions ϕ˜(i)− and ϕ˜(e)1 are linearly dependent at
x = 0. Thus, a Majorana bound state solution is given by ϕ˜M (x) = ϕ˜
(i)
− (x) − ϕ˜(e)1 (x). By
applying the inverse spin-dependent gauge transformation, the Majorana bound state has the
form
ϕM (x) =

i
1
−i
1
 e−k(i)− x −

ie2ikRx
e−2ikRx
−ie−2ikRx
e2ikRx
 e−k(e)x. (2.35)
The boundary condition lifts the fourfold degeneracy of the Majorana solutions and thus
we show the existence of a Majorana bound state solution at the left end of the nanowire.
Furthermore, these two Majorana solutions have different localization lengths, ξ(i) = 1
k
(i)
−
and
ξ(e) = 1
k(e)
because the Majorana bound state is a superposition of two Majorana solutions
coming from the two branches of the energy spectrum.
2.5. Experimental realization
Theoretically, we have shown the presence of Majorana states in nanowires with proximity-
induced superconductivity. There are several experiments which probe by tunneling spec-
troscopy the Majorana states in the semiconductor-superconductor hybrid system [21, 33–36].
Tunnelling spectroscopy is measuring the local density of states and with this the the energy
spectrum of the system. In general, if Majorana bound states exists in the system, then the
differential conductance shows a zero-bias peak in the topological non-trivial phase [114]. Re-
cently, a new experiment demonstrated high-quality contact between an InSb nanowire and
Al superconductor [34]. Hence, the contact enable ballistic transport and thus the influence
due to disorder can be neglected. Fig. 2.9(a) shows the device where the InSb nanowire
(grey) is partially in contact with a thin Al superconductor (green). The tunnel gates (coral
red) induces a tunnel barrier between the left contact (yellow) and the superconductor. The
zero-bias peak is shown in Fig. 2.9(b) (experiment) and (d) (simulation) in a transport spec-
troscopy displaying dIdV as a function of voltage bias, V , and magnetic field, B (aligned with
the nanowire axis). Figure 2.9(c) shows two cuts from Fig. 2.9(b) and (d) extracted at B = 0
and 0.88T. In the measurement and the simulation, the zero-bias peak reaches the exptected
value of 2 e
2
h .
In Tab. 4 properties of the semiconductors InAs and InSb are presented. Depending on the
experiment, the Rashba spin-orbit coupling strength αR and the Landé g-factor vary, but
36
(a) (b)
(c) (d)
Figure 2.9: (a) Setup of the InSb nanowire and Al superconductor. (b) The result of the measurement
as a function of the magnetic field. (c) Result of the measurement and the simulation at different
magnetic fields B = 0T (black) and 0.88T (red). (d) Result of the corresponding simulation with a
chemical potential µ = 0.3meV. (Source: [34]).
Semiconductors InAs InSb
Effective mass m? 0.023me 0.014me
Spin-orbit coupling strength αR 0.2− 0.8eVÅ 0.2− 1eVÅ
g-factor 8− 15 40− 50
Table 4: Properties of the semiconductors InAs and InSb for different experiments (Adapted from
Ref. [32]).
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Interface InSb-NbTiN [21, 33] InSb - Al [34] InAs-Al [35, 36]
Induced gap ∆ 0.25− 0.65meV 0.2− 0.3meV 0.2− 0.27meV
Table 5: Proximity-induced superconducting gap for different configurations (Adapted from Ref.
[32]).
are very strong. In the experiments with InSb nanowires, g-factor is much larger compared
to experiments with InAs. This leads that in experiments with InSb a smaller external
magnetic field is needed for the topological transition. In experiments Al and NbTiN have
been primarily used for the superconducting materials. The induced superconducting gap can
be determined by tunneling spectrospy in the case of zero magnetic field VZ = 0. There are
several measurements of the proximity-induced superconducting gap ∆ for different setups,
see Tab. 5.
In the experimental setup, signatures of Majorana states include e.g. a quantized zero-bias
peak emerging in transport spectra while sweeping the magnetic field [114], see Fig. 2.9(b)
and (d). Zero-bias peaks can however also emerge due to the coalescence of Andreev bound
states [35, 115] - naturally occurring in confined normal conductor-superconductor systems -
or due to the development of Kondo correlations [116].
An unambiguous theoretical confirmation of the experimental observation of Majorana bound
states would require an accurate microscopic modeling of the nanowires. Diameters of many
tens of nanometers and lengths of several micrometers hinder truly microscopic calculations
of the electronic spectrum of finite systems. This is problematic since the real space models
of semiconductor nanowires are usually constructed in a top-down approach, starting with an
effective model and quantizing it on a chosen crystal lattice [39]. Without accurate modelling
of experimental setups one can make only qualitative, rather than quantitative predictions
of the properties of the system. This difficulty is strongly reduced if the host for topologi-
cal features is a carbon nanotube. Due to their small diameter, they can be considered as
truly one-dimensional conductors with one relevant transverse mode for each valley and spin.
The low energy spectrum of the carbon nanotubes is well described in terms of tight-binding
models for carbon atoms on a rolled graphene lattice [117]. Experimental advances in the
preparation of ultraclean carbon nanotubes have allowed us to measure their transport spec-
tra in various transport regimes [118], and hence to gain confidence in the accuracy of the
theoretical modeling. The use of carbon nanotubes for topological superconductivity is the
topic of the following chapters.
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3. Carbon nanotubes
The discoveries of graphene and carbon nanotubes were breakthroughs for the material sci-
ences and condensed matter physics. In the first part we introduce the atomic structure of
graphene and carbon nanotubes. Then, we discuss three models of carbon nanotubes. The
two first models are based on a translational construction of the carbon nanotube. In the first
model built in the real space we include a perpendicular magnetic field and a valley mixing.
From this model we derive an effective model in the reciprocal space, valid at low magnetic
fields. The last model is based on the helical-angular construction of the carbon nanotube,
again in the real space.
Finally, we discuss a microscopic model of superconducting correlations in carbon nanotubes
based on lattice symmetry arguments, i.e. invariant under the D6h lattice symmetry of the
honeycomb lattice. We treat the superconducting correlations in the spirit of Ref. [119],
admitting both the on-site and nearest-neighbor pairing ∆0 and ∆1. The results of this
chapter have been published in Phys. Rev. B 96, 125414 (2017) and Phys. Rev. B 97,
075141 (2018).
3.1. Structure of graphene and carbon nanotubes
Graphene is a two-dimensional, monoatomic graphite structure where the lattice structure is
given by a honeycomb lattice. The carbon atoms are correlated by a strong covalent bonds
caused by the sp2 hybridization of the orbitals 2s, 2px and 2py. The pi bonds are defined by
the 2pz orbitals which are perpendicular to the lattice plane. While the σ bonds are defined
by the in-plane orbitals [120]. The underlying Bravais lattice has a trigonal structure, where
each unit cell contains the two basis atoms A and B, located at R + rA and R + rB, see
Fig. 3.1. The distance between two neighboring carbon atoms is approximately given by
ac = 1.42A˚ and the lattice constant is a =
√
3ac = 2.46A˚. The basis vectors of lattice are
defined as
a1 =
(√
3ac, 0
)
, a2 =
(√
3ac
2
,
3ac
2
)
.
The corressponding reciprocal lattice is defined by aibj = 2piδij and yields
b1 =
(
2pi√
3ac
, − 2pi
3ac
)
, b2 =
(
0,
4pi
3ac
)
.
Therefore, the reciprocal lattice constant is given by 4pi√
3ac
. The vectors connecting an atom
of sublattice A with its nearest neighbors, the surrounding atoms of sublattice B, are given
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AB
Figure 3.1: A segment of the graphene lattice including the unit cell (in red), the two sublattices, A
and B and the two basis vector a1 and a2.
by
d1 = (0, ac) , d2 = −ac
2
(√
3, 1
)
, d3 =
ac
2
(√
3, − 1
)
. (3.1)
Singlewall carbon nanotubes are made out of a single graphene sheet rolled up into a nanotube
[117]6. Carbon nanotubes can be categorized in chiral and achiral tubes. The two achiral
types of nanotubes are the so-called armchair and zigzag. Zigzag and armchair nanotubes
are so called because of the shape of the edge formed by a cut perpendicular to the nanotube
axis, see the red lines in Fig. 3.2. A carbon nanotube can be classified by the chiral vector C
which can be expressed in terms of the basis of the graphene basis vectors as
C = na1 +ma2 := (n, m) with n, m ∈ Z. (3.2)
The length ofC defines the circumference of the nanotube. The radius of the carbon nanotube
is given by
R =
|C|
2pi
=
√
3ac
√
n2 +m2 + nm
2pi
. (3.3)
The chiral angle θ is defined as the angle between the chiral vector and the x-axis
θ = arccos
(
C · a1
|C| |a1|
)
= arccos
(
2n+m
2
√
n2 +m2 + nm
)
.
Furthermore, the chiral angle describes the rotation between carbon nanotube
(
x⊥, x‖
)
and
graphene coordinate system (x, y). The value of θ is in the range 0 ≤ θ ≤ pi6 , because of the
hexagonal symmetry of the graphene sheet. Nanotubes with θ = 0 are pure zigzag nanotubes
and with θ = pi6 are pure armchair. The unit cell of the carbon nanotube is spanned by the
chiral vector C and the primitive translation T in x‖ direction, see Fig. 3.2.
6 Earlier, multiwall carbon nanotubes were discovered in 1991 by S. Iijima [121].
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armchair
zigzag
(8,2)
Figure 3.2: The translational unit cell (blue area) for a C = (8, 2) carbon nanotube. Moreover, the
red lines corresponds to the edges of armchair and zigzag carbon nanotubes. (Source: [122])
3.2. Band structure of graphene
The band structure of graphene can be obtained using two different methods: the k·p method
[123] or a tight binding calculation [124]. In this thesis, we will use the tight binding method
to determine the electronic spectrum of graphene and later of carbon nanotubes. In the tight
binding approach we assume that the only contribution to the energy comes from the nearest-
neighbor hopping. Next-nearest neighbor contributions have a small effect on the electronic
band structure and will not be discussed here. Furthermore, we set the energy of an isolated
pz orbital to zero. We define t = V pipp as transfer integrals. Then, the Hamiltonian for graphene
in real-space representation and in the notation of second quantization can be written as
H0 = −t
∑
〈i,j〉,s
(
a†isbjs + b
†
jsais
)
, (3.4)
where ais annihilates an electron on lattice site Ri on sublattice A with spin s, and bjs
annihilates an electron on lattice site Rj on sublattice B with spin s. For obtaining the
energy spectrum a Fourier transformation into reciprocal space must be done. The Fourier
transformation is defined in the following way
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ais =
1√
N
∑
k
eikRiaks,
bis =
1√
N
∑
k
eikRibks.
Then, the tight-binding Hamiltonian of graphene in reciprocal space and basis Ψk = (aks, bks)T
is given by
H0 (k) =
(
0 γ0 (k)
γ?0 (k) 0
)
, (3.5)
where γ0 (k) = −t
(
1 + eika1 + e−ika2
)
. The Hamiltonian can be diagonalized by the unitary
transformation
(
aks
bks
)
=
1√
2
(
eiη(k) eiη(k)
e−iη(k) −e−iη(k)
)(
cks
dks
)
, (3.6)
where c†ks creates an electron with the momentum k and spin s in the conduction band and
d†ks creates an electron in the valence band with the momentum k and spin s. The phase
η (k) is the phase of γ (k), i.e. η (k) = arg (γ (k)). The energy spectrum with a valence and
a conduction band Ek = ± |γ0 (k)| is
|γ0 (k)| = t
√√√√1 + 4 cos2(√3
2
kxac
)
+ 4 cos
(√
3
2
kxac
)
cos
(
3
2
kyac
)
. (3.7)
The Fermi surface is defined by six Fermi points, where only two of them are independent.
The energy spectrum is shown in Fig. 3.3. Then, the low-energy spectrum is given by an
expansion around the two Fermi points
K =
(
− 4pi
3
√
3ac
, 0
)
(τ = +1) , K′ =
(
4pi
3
√
3ac
, 0
)
(τ = −1) . (3.8)
The Hamiltonian at low energies becomes
Hτ (κ) = vF~
(
0 τκx + iκy
τκx − iκy 0
)
, (3.9)
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Figure 3.3: The energy spectrum of graphene as a function the momentum. A zoom of the spectrum
around the Fermi points shows the linearity of the energy spectrum.
with vF = 32~acV
pi
pp, and κ defined via kτ = τK + κ. Due to the fact that the remaining
four Fermi points are the K, K ′ points shifted by reciprocal lattice vectors, it is enough to
treat only two opposite Dirac cones. The two Dirac cones are called valleys. The resulting
dispersion relation for low energies reads
E± (κ) = ±vF~
√
(κx)
2 + (κy)
2. (3.10)
We see in Eq. (3.10) and in the zoom of Fig. 3.3 that the low-energy excitations are described
by a two-dimensional, massless Dirac equation. In contrast to the high-energey physic case,
the electrons moves with a Fermi velocity given by vF ≈ 106m/s [120]. A lot properties of
graphene can be described by non-interacting fermions. However, interacting graphene can
not be described by Landau Fermi liquid [125], because the density of states at the Dirac
points vanishes in undoped graphene. However, this problem is well known from quantum
electrodynamics and can be solved by using methods from quantum electrodynamics which
renormalized the density of states and Fermi velocity vF nearby the Dirac points. The result-
ing theory of interacting graphene is called Dirac liquid [126].
3.3. From graphene to carbon nanotubes - Curvature effects
Like in graphene, the energy spectrum in nanotubes shows the presence of two valleys K
and K ′ which are characterized by the quantum number τ . However, the curvature of a
carbon nanotube modifies the energy spectrum, leading a curvature induced band gap and an
enhanced spin-orbit coupling [118, 127–130]. The tiny diameter of the nanotubes reduces the
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number of relevant transverse modes to exactly one in the low-energy regime, with spin and
valley degeneracy. A derivation of the effective low-energy Hamiltonian from the microscopic
model can be found in Refs. [127, 131]. By using the chiral angle θ the graphene coordinate
system can be rotated into the nanotube coordinate system by
(
ex
ey
)
=
(
cos (θ) − sin (θ)
sin (θ) cos (θ)
)(
e⊥
e‖
)
, (3.11)
The low-energy Hamiltonian (3.9) is given in this basis by
Hτ (κ) = vF~
(
0 eiτθ
(
τκ⊥ + iκ‖
)
e−iτθ
(
τκ⊥ − iκ‖
)
0
)
. (3.12)
The Hamiltonian of a carbon nanotube in the reciprocal space is obtained using a zone folding
technique [132, 133]. The spectrum of the carbon nanotube follows from that of graphene
by imposing the periodic boundary conditions on the value of transverse momentum, which
is then quantized, turning the two-dimensional dispersion of graphene into a series of one-
dimensional cuts E (k)7, which are the carbon nanotube’s one-dimensional subbands [117].
The periodic boundary around the nanotube circumference leads to the quantization condition
of the transverse momentum
k⊥x⊥ + 2piRk⊥ = k⊥x⊥ + 2pil⊥, (3.13)
which implies k⊥ = l⊥R where l⊥ is the angular momentum. A sketch is shown with the
angular momentum states in Fig. 3.4. The index l⊥ defines a discrete set of k vectors
which are allowed in the reciprocal space. Figure 3.5(a)-(c) shows the Brillouin zones of
different kinds of carbon nanotubes and the corresponding quantization lines. Further, in
Fig. 3.5(d)-(f) are shown the corresponding one-dimensional energy spectrum. In the case
of a metallic carbon nanotube, the quantization lines the quantization lines cross the Dirac
points, resulting in a linear energy spectrum near the Dirac points, see Fig. 3.5(c) and (f)
for the spectrum. However, in semiconducting carbon nanotube nanotube, the spetrum is
gapped and the quantization lines do not cross the Dirac points, see Fig. 3.5(a) and (d) for
the spectrum. In general, The conditon for the metallicity can be determined from the chiral
index (m, n) and is given by
m− n mod 3
= 0 metallic,6= 0 semiconducting. (3.14)
7From now on we will use k instead of k‖.
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Figure 3.4: Schematic of a carbon nanotube device including the angular momentum states. (Source:
[122])
The chiral index can also be used to classify nanotubes into zigzag and armchair class
m− n mod 3d
= 0 armchair class,6= 0 zigzag class. (3.15)
In contrast to the condition for metallicity, the greatest common divisor d = gcd(m,n) of m
and n is included in the condition. The difference between the zigzag and armchair class is the
position of Fermi points kF . In the case of a nanotube in zigzag class kF = 0 and in armchair
class kF is finite. Zigzag and chiral nanotubes can be either metallic or semiconducting, but
every armchair nanotube is metallic. In Fig. 3.5(a) we have a zigzag carbon nanotube, in
3.5(b) a chiral carbon nanotube and in 3.5(c) in the armchair class. In general, the energy
spectrum of carbon nanotubes features two Fermi points at opposite k, see Fig. 3.5(e)-(f).
However, in the case of zigzag class carbon nanotubes the Fermi points are at k = 0, see Fig.
3.5(d).
When the curvature of the carbon nanotube’s lattice is included, it results in both spin-
dependent and spin-independent modifications of graphene’s dispersion, which can be treated
in a perturbative way. They are most significant near the Dirac points of the spectrum.
There are two spin-independent modifications of the energy spectrum. One modification is a
negligible renormalization of the Fermi velocity [128]. Secondly, the C3 rotational symmetry
of the lattice is broken and the Dirac points are shifted by the vector ∆kc [128, 134]. Since
states in the two valleys are time-reversed conjugates of each other the shift is opposite for K
and K ′. The components of the vector are given by
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Figure 3.5: (a)-(c) The energy spectrum of graphene (color map), with the first Brillouin zone shown
in red and transverse momentum quantization for a (a) (8, 0), (b) (8,2) and (c) (8,8) carbon nanotube
shown in black. (d)-(f) One-dimensional cuts of the energy spectrum.
∆kc⊥ =
aC
4R2
(
1 +
3
8
V σpp − V pipp
V pipp
)
cos (3θ) , (3.16)
∆kc‖ = −
aC
4R2
(
1 +
5
8
V σpp − V pipp
V pipp
)
sin (3θ) , (3.17)
where ∆kc⊥ is the component perpendicular and ∆k
c
⊥ parallel to the nanotube axis. Both
components depending on 3θ. Therefore, the influence of the shift |∆kc| is different. For
semiconducting carbon nanotubes the influence is small compared to κ⊥. However, for metallic
nanotubes, the shift opens a band gap EG = 2vF~ |∆kc⊥|. From the condition θ = pi6 it follows
that pure armchair carbon nanotubes are purely metallic nanotubes.
The tiny spin-orbit coupling of graphene becomes significantly enhanced in carbon nanotubes
due to the curvature of their atomic lattice [127–130], leading to a spin-dependent hopping
parameter
t→
(
t↑↑ t↑↓
t↓↑ t↓↓
)
, (3.18)
where tss′ is the spin-dependent hopping matrix elements. This implies a spin-dependent
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Figure 3.6: Sketch of the low energy spectrum of a carbon nanotube as a function of the parallel k‖
and perpendicular k⊥ momentum with respect to the CNT axis. In blue (spin down) and red (spin
up) we show the hyperbolic one-dimensional spin-resolved energy cuts including curvature gaps and
spin-orbit splitting.
modification of the k⊥ momentum. The spin-dependent shift term becomes
∆kSO⊥ =
2δ
R
(
1 +
3
8
V σpp − V pipp
V pipp
)
. (3.19)
More detailed calculations taking into account all four valence electrons show that there is
actually a second type of spin-orbit coupling term ∆ESOC = τs∆1SO, corresponding to a
Zeeman-like coupling [128]. The spin-orbit coupling shift ∆kSO⊥ corresponds to a Rashba
spin-orbit coupling.
The low-energy spectrum of a carbon nanotube in the conduction band for given transverse
momentum k⊥ and longitudinal momentum k is then given by
ετs (k, k⊥) = ~vF
√(
k − τK‖ + τ∆kc‖
)2
+
(
k⊥ − τK⊥ + τ∆kc⊥ + s∆kSO⊥
)2
+ τs∆1SO, (3.20)
where K⊥, K‖ are the transverse and longitudinal component of momentum at the Dirac
point K. The quantum numbers τ and s stand for the valley (K : τ = 1, K ′ : τ = −1)
and the spin component along the CNT axis s = ±1. A sketch of the low-energy spectrum
including curvature effects is shown in Fig. 3.6. All quantities in this dispersion are directly
related to the hopping integrals across pi (V pipp) and σ bonds (V σpp) in graphene, to nanotube
geometry and to carbon’s intrinsic spin-orbit coupling [127, 135]. Their values and signs may
vary, depending on which set of tight-binding parameters is used. The spin-orbit coupling
defines a quantization axis for the spin, along the CNT axis, and induces a band splitting
∆0SO = εK↑ (0)−εK↓ (0), which is reported to reach values larger than 3 meV [136]. Note that
47
Figure 3.7: A sketch of a carbon nanotube and the corresponding orbitals to see the influence of the
curvature. (Source: [135])
the single-particle energies satisfy the time-reversal conjugation ετs (k) = ε−τ−s (−k).
3.4. Finite size carbon nanotubes
We have dealt so far with the properties of infinitely long carbon nanotubes. In reality, carbon
nanotubes have a finite length. The wave functions have to obey open boundary conditions
in longitudinal direction. Hence, the corresponding momentum k′ = k − τK‖ + τ∆kc‖ has to
be quantized as a function of k′⊥ = k⊥− τK⊥+ τ∆kc⊥+ s∆kSO⊥ . The full detailed calculation
for both cases of zigzag and armchair class can be found in the Refs. [135, 137]. We will
skip the case of armchair class carbon nanotubes. By considering the edge structure of
zigzag-like carbon nanotube, the sublattice wave functions must satisfy the open boundary
condition ΨAτs (x = 0, x⊥)
!
= 0 and ΨBτs (x = L, x⊥)
!
= 0. Then, the condition leads to the
quantization condition for the longitudinal momentum component
τk′⊥ + ik
′
τk′⊥ − ik′
= e2ik
′L. (3.21)
Another way of treating the finiteness of the carbon nanotubes is to simulate the system by
a microscopic tight binding model in the real space. The microscopic model of the nanotube
which we use, with one pz orbital per atomic site, is shown schematically in Fig. 3.7. The
hopping matrix elements, taking into account the hybridization between σ and pi orbitals and
the spin-orbit coupling induced by the curvature, are now spin-dependet and given by the
formulae in Refs. [127, 135]. In our calculations we chose V σpp = 6.38 eV and V pipp = −2.66 eV
after Ref. [138], and we set the small parameter controlling nanotube’s spin-orbit coupling to
δSO = 3 · 10−3, similar to 2.8 · 10−3 measured in Ref. [139]. The real space carbon nanotube
Hamiltonian is given by
48
HCNT =
∑
〈i,j〉,ss′
tij,ss′c
†
iscjs′ , (3.22)
where i indexes the atomic positions, s is the spin, and tij,ss′ is the spin-dependent nearest
neighbor hopping [127], 〈i, j〉 denotes a sum over the nearest neighbor atoms. Finite carbon
nanotubes can host edge states whose energies lie in the bulk band gap and there is a one-to-
one correspondence between the number of edge states and the winding number [140].
3.5. Four-band model: effects due to valley mixing and transverse magnetic
fields
The energy spectrum of (3.12) is fourfold degenerate due to the valley and spin quantum
numbers which has been confirmed by tunneling spectroscopy measurements [141, 142]. In
ultraclean carbon nanotubes measurements show a lifting of the fourfold degeneracy caused by
spin-orbit coupling and a mixing of the two valleys K and K ′ states [129, 136, 139]. Although
the valley mixing indicates scattering between states in different valleys with the same spin, it
does not reveal specific details of its microscopic origin. There are three mechanisms which can
cause the valley mixing: i) scattering off impurities [129], ii) scattering off the nanotube ends
[137, 140] or iii) breaking of the rotational symmetry e.g. by a substrate. In the microscopic
simulation the valley mixing is due to the substrate and the tight binding Hamiltonian is
given by
HV =
∑
i,s
V (ϕi)c
†
iscis, (3.23)
where i indexes the atomic positions, s is the spin, and V (ϕi) is the potential induced by the
substrate at the i-th nanotube atom. It depends on the atom’s height above the substrate,
i.e. on its angular coordinate ϕi. Further details can be found in Appendix B.
The application of a uniform external magnetic field has profound consequences for the band
structure of carbon nanotubes. When the magnetic field is applied, the electrons within the
nanotube are influenced by the electromagnetic potential, whose effect is to add a phase factor
to the hopping matrix element
tij → tij (B) = t exp
(
i
e
~
∫ Rj
Ri
dr ·A (r)
)
, (3.24)
where i and j are the lattice sites where the hopping occurs. The phase factor is known as the
Peierls phase factor [143]. Furthermore, a Zeeman term HZ = gs2 µBB · s must be included.
In the parallel field the effect due to the Peierls phase is much stronger than the Zeeman
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Figure 3.8: The energy bands of a (12,4) nanotube in the vicinity of the Dirac points are shown
in the leftmost plot, with red/blue corresponding to spin up/down (quantized along the nanotube
axis) bands. Our region of interest here is the neighborhood of the Γ point in the conduction band.
The enlarged plots show the spectrum in this region, obtained both in the real-space tight-binding
calculation and in an analytical effective model. The spin-orbit splitting between the Kramers doublets
at k = 0, B⊥ = 0 is ∆SO (here equal 2 meV), and the width of the anticrossing opening between
different valley states is ∆KK′ (here 2.5 meV). Grey lines shown in the plot correspond to subbands
without the valley mixing. There we can assign spin and valley quantum number to each band. With
the valley mixing, B⊥ is able to open a gap at k = 0.
term and leads to Aharonov-Bohm phenomena [144]. In the case where the magnetic field is
applied perpendicular to the nanotube axis, the situation is changing completely. Now, the
Peierls phase is much smaller than the Zeeman energy and can be neglected.
With added valley-mixing induced by the substrate and in an external perpendicular magnetic
field, the CNT is described by the following effective Hamiltonian
H = HCNT +H∆KK′ +HZ. (3.25)
The effective Hamiltonian in second quantization for the CNT including a reference chemical
potential µ is given by
HCNT − µN =
∑
k,τ,s
ξτs (k) c
†
kτsckτs, (3.26)
where ξτs (k) is the single-particle energy measured with respect to the chemical potential,
ξτs (k) = ετs (k) − µ. We model the valley mixing potential by modifying the longitudinal
curvature shift and fitting an appropriate constant ∆KK′ to the band structure obtained
from the real space calculation. The valley-mixing term H∆KK′ coupling two electron states
at opposite valleys but with the same spin s and momentum k. It reads
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H∆KK′ =
∑
k,s
(
∆KK′c
†
kKsckK′s + ∆
?
KK′c
†
kK′sckKs
)
, (3.27)
with ∆KK′ ∈ C. In our calculations presented in chapter 5 ∆KK′ is real and equal to 2.5 meV.
The Zeeman energy HZ due to the perpendicular magnetic field B⊥ induces a coupling of
electrons with opposite spins and in the same valley
HZ = µBB⊥
∑
k,τ
(
c†kτ↑ckτ↓ + c
†
kτ↓ckτ↑
)
, (3.28)
i.e. we assume B⊥ to be applied in the x direction, while the z direction runs along the CNT
axis. In principle both in (3.27) and (3.28) we should also have the valence band. Here we can
however use the fact that due to the high chemical potential we are far away from the charge
neutrality point and therefore the contribution from the valence band is negligible. The Bloch
Hamiltonian in the basis {|kK ↑〉 , |kK ↓〉 , |kK ′ ↑〉 , |kK ′ ↓〉} at low energies is given by
H(k) =

ξK↑(k) µBB⊥ ∆KK′ 0
µBB⊥ ξK↓(k) 0 ∆KK′
∆KK′ 0 ξK′↑(k) µBB⊥
0 ∆KK′ µBB ξK′↓(k)
 , (3.29)
where ξτs (k) = ετs (k)−µ is the single-particle energy measured with respect to the chemical
potential µ, ετs (k) is the single-particle energy of the electrons (see Eq. (3.20)) and c
†
kτs |0〉 =
|kτs〉 define the basis. Diagonalization of this Hamiltonian results in four spin- and valley-
mixed bands shown in Fig. 3.8, featuring both the helical, spin-momentum locked modes
and two energy ranges with odd number of Fermi surfaces. A very good agreement with the
spectrum obtained from the full tight-binding calculation is achieved, which is crucial in the
studies of topological matter. The eigenstates of the resulting Hamiltonian are then in general
linear combinations of all τ, s eigenstates of the original HCNT. We denote them by À,Á,Â,Ã,
shown in Fig. 3.8.
3.6. Two-band model
The four band model, while approximating very well the numerical results, is rather intractable
analytically. We can simplify it, using the knowledge of the energy scales in our system. In
the setup discussed in chapter 5 the largest relevant energy scales are ∆SO and ∆KK′ , similar
in magnitude, with ∆SO = 2 meV and ∆KK′ = 2.5 meV. A smaller energy scale is the Zeeman
energy µBB⊥, which can be tuned continuously. Our strategy is therefore to diagonalize the
initial single-particle Hamiltonian of the CNT (3.26) together with the valley-mixing term
51
(3.27) exactly, express the Zeeman term (3.28) in this basis and omit the terms coupling the
lower and upper band pairs. The two resulting subspaces contain only one band pair each,
halving the dimensions of the Hamiltonians under our treatment.
The CNT Hamiltonian HCNT−µN +H∆KK′ can be brought to a diagonal form by employing
the unitary transformation
(
ckKs
ckK′s
)
=
(
as (k) bs (k)
−b?s (k) a?s (k)
)(
αks
βks
)
, (3.30)
with |as (k)|2 + |bs (k)|2 = 1. It is diagonalized by the following values of as (k) and bs (k)
|as (k)|2 = 1
2
1− ξKs (k)− ξK′s (k)√
(ξKs (k)− ξK′s (k))2 + 4 |∆KK′ |2
 , (3.31)
|bs (k)|2 = 1
2
1 + ξKs (k)− ξK′s (k)√
(ξKs (k)− ξK′s (ks))2 + 4 |∆KK′ |2
 ,
and arg (as (k)) = arg (bs (k)) = φ2 with φ = arg (∆KK′). With these we obtain
HCNT − µN +H∆KK′ =
∑
k,s
(
E+sβ
†
ksβks + E−sα
†
ksαks
)
, (3.32)
where the eigenvalues are defined in the following way
E±s (k) =
1
2
(ξKs (k) + ξK′s (k))± 1
2
√
(ξKs (k)− ξK′s (k))2 + 4 |∆KK′ |2.
Due to the time-reversal conjugation of ξτs (k) = ξ−τ−s (−k) it can be shown that |as (k)| =
|b−s (−k)| and E±s (k) = E±−s (−k). Now we will express the Zeeman term (3.28) in this
basis:
HZ =
∑
ks
µBB˜⊥
(
α†ksαk,−s + β
†
ksβk,−s
)
+ sµBB
?
⊥
(
α†ksβk,−s − β†ksαk,−s
)
,
where B˜⊥ and B?⊥ are the renormalized magnetic field components. Using equations (3.31)
we can express them as
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B˜⊥ = B⊥ (|a↑ (k)| |a↓ (k)|+ |b↑ (k)| |b↓ (k)|) ,
B?⊥ = B⊥ (|a↑ (k)| |b↓ (k)| − |b↑ (k)| |a↓ (k)|) .
The magnetic field B˜⊥ couples the spins within the lower and upper band pair, while B?⊥
couples the spins between band pairs. As long as the energy difference between the lower and
upper band pairs is larger than the Zeeman energy, ∆E = |E+s − E−s| > µBB⊥, we can omit
the terms with B?⊥. The Hamiltonian for the two lowest energy bands is given by
H˜ =
∑
k,s
[
E−sα
†
ksαks + E+sβ
†
ksβks + µBB˜⊥
(
α†ksαk,−s + β
†
ksβk,−s
)]
. (3.33)
This Hamiltonian can be diagonalized by the transformations
(
αk↑
αk↓
)
=
(
g− (k) h− (k)
−h− (k) g− (k)
)(
fk1−
fk2−
)
, (3.34)
(
βk↑
βk↓
)
=
(
g+ (k) h+ (k)
−h+ (k) g+ (k)
)(
fk1+
fk2+
)
, (3.35)
where the coefficients must satisfy g2± (k) + h2± (k) = 1. The new quantum number in (3.34)
and (3.35) i ∈ {1,2} just reflects the ordering of the energy bands E±1 < E±2 . The coefficients
s and t are defined as
g2± (k) =
1
2
1− E±↑ (k)− E±↓ (k)√
(E±↑ (k)− E±↓ (k))2 + 4
(
µBB˜⊥
)2
 , (3.36)
h2± (k) =
1
2
1 + E±↑ (k)− E±↓ (k)√
(E±↑ (k)− E±↓ (k))2 + 4
(
µBB˜⊥
)2
 . (3.37)
The coefficients satisfy the following time-reversal conjugation g± (k) = h± (−k). With this
transformation we obtain the Hamiltonian in diagonal form (3.38) and the corresponding
single-particle energies. The full Hamiltonian with decoupled band pairs in its diagonal basis
is given by
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Figure 3.9: The two pairs of bands β and α with black lines showing the energies E±s, respectively,
at B⊥ = 0 and E˜1/2/3/4 at B⊥ = 10 and 50T. The grey lines show the corresponding solutions of the
four-band model. The approximation decoupling the upper pair from the lower holds at small fields,
until B?⊥ becomes too large to be neglected and the two-band model becomes unreliable.
H˜CNT =
∑
k
∑
p=±
2∑
i=1
E˜pi f
†
kipfkip, (3.38)
with the corresponding single-particle energies
E˜±i (k) =
1
2
(E±↑ (k) + E±↓ (k)) + (−1)i 1
2
√
(E±↑ (k)− E±↓ (k))2 + 4
(
µBB˜⊥
)2
.
The single-particle energies have the property E˜±i (k) = E˜
±
i (−k) with i ∈ {1,2} because
B˜⊥ (k) = B˜⊥ (−k). The renormalized magnetic field opens a band gap at the Γ-point. Figure
3.9 shows the four bands E˜1/2/3/4 (k) for magnetic field strengths B⊥ = 0, 10, 50 T. At B⊥ =
10 T the energies obtained in the two-band model still agree very well with those of the full
four-band model.
3.7. The lattice Hamiltonian in the helical-angular construction
Due to the Cd rotational symmetry of a CNT with respect to the tube axis, the orbital
angular momentum l⊥ = k⊥R is a well-defined quantity which is characterized by the integer,
k⊥ = 0, 1, · · · , d − 1. Recent studies [137, 145] have revealed that the carbon nanotubes
can be divided into two classes according to the angular momentum of the Dirac subbands.
In zigzag class the two valleys of the low energy subbands have different angular momenta
l⊥ 6= 0 and in armchair class the low energy subbands in both valleys have the same angular
momentum l⊥ = 0. Furthermore, also the spin component along the carbon nanotube axis
is a conserved quantity, which allows us to decompose the Hamiltonian into k⊥ ≡ (k⊥, s)
subspaces. This approach will be used in chapter 4 to describe a carbon nanotube in a
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CNT
Substrate
Figure 3.10: (a) Schematic figure of a CNT proximity coupled to a superconducting substrate. (b)
Hexagonal lattice structure. Depicted are unit vectors a1, a2, alternative unit vectors Ch/d, H,
and vectors to the nearest-neighbor and next-nearest-neighbor sites δ(t)j for an unrolled (n,m) =
(6, 3) CNT, where d = gcd(n,m) = 3. A and B sublattices are denoted by gray and white circles,
respectively. (c) An effective 1D lattice model, which is obtained by a partial Fourier transform in the
circumferential direction, and is a projection of the 2D lattice structure onto the 1D nanotube axis
z (see the dashed lines). Solid lines denote nearest-neighbor bond connections in the original lattice
structure.
time-reversal invariant setup. The decomposition is performed by a partial Fourier transform
in the circumference direction. To achieve this, it is convenient to use the helical-angular
construction [146], i.e. the atomic position r is expressed by the alternative unit vectors
Ch/d andH, whereH = psa1 +qsa2 with the integers ps and qs satisfying mps−nqs = d. It
holds r = ν (Ch/d)+`H+δσ,Bδ
(1)
1 with the two integers ν = 0, 1, · · · , d−1 and `. The integer
` indicates the lattice position in the axis direction in units of az =
√
3ad/2
√
n2 +m2 + nm,
which is the shortest distance between same sublattice σ atoms in the axis direction [see
Fig. 3.10(b)]. In this framework, the two-dimensional (2D) wave vector is expressed as k =
k⊥Q1/d+ kQ2/(2pi/az), where k is the wave number along the nanotube axis defined in the
1D Brillouin zone −pi/az ≤ k < pi/az, and Q1 and Q2 are the two reciprocal lattice vectors
conjugated to Ch/d and H, respectively. That is, the relations Q1 · Ch/d = Q2 ·H = 2pi
and Q1 ·H = Q2 ·Ch/d = 0 hold. The term H0, which includes curvature-induced effects is
explicitly given as follows:
HCNT =− µ
∑
rσs
c†σrscσrs +
∑
rs
3∑
j=1
γ
(1)
s,j c
†
ArscBr+δ(1)j s
+
∑
rσs
3∑
j=1
γ
(2)
s,j c
†
σrscσr+δ(2)j s
+ h.c.,
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where cσrs is the annihilation operator of one electron on sublattice σ (= A,B) at site r
and with spin s = ±1. The spin quantization axis is chosen to be the nanotube axis, µ sets
the CNT chemical potential and can be tuned, possibly, through external gate voltages. The
vectors δ(1)j (j = 1, 2, 3) point to the three nearest-neighbor B sites from the A site, and the
vectors δ(2)j (j = 1, · · · , 6) point to the six next-nearest-neighbor sites [see Fig. 3.10(b)]. The
vectors to the three nearest-neighbor B sites from the A site are given by δ(1)1 = (a1 + a2) /3,
δ
(1)
2 = (a1 − 2a2) /3, and δ(1)3 = (−2a1 + a2) /3. The vectors to the six next-nearest-neighbor
sites are given by δ(2)1 = a1, δ
(2)
2 = (a1 − a2), δ(2)3 = −a2, and δ(2)j = −δ(2)j−3 for j = 4, 5, 6. A
spin-independent shift of the Dirac points is included in the nearest-neighbor hopping, while
spin-orbit effects influence both the nearest-neighbor and next-nearest-neighbor hoppings
γ
(1)
s,j = γ
[
1 + ∆kc⊥
a√
3
sinφj −
(
∆kc‖ + is∆k
SO
⊥
) a√
3
cosφj
]
,
γ
(2)
s,j = i
(−1)j+1
3
√
3
sεso,
where φj = θ− 5pi/6 + 2pij/3. Reflecting the time-reversal symmetry we have (γ(t)−s,j)∗ = γ(t)s,j .
Then, the partial Fourier transform is expressed as
cσrs =
1√
d
d−1∑
k⊥=0
exp
(
i
2pi
d
νk⊥
)
cσ`k⊥ . (3.39)
The Hamiltonian of the normal term is rewritten as HCNT =
∑
k⊥ Hk⊥ , where [140, 145, 147],
Hk⊥ = −µ
∑
`σ
c†σ`k⊥cσ`k⊥
∑
`
3∑
j=1
ei
2pi
d
δν
(1)
j k⊥γ
(1)
s,j c
†
A`k⊥cB`(1)j k⊥
+
∑
`σ
3∑
j=1
ei
2pi
d
δν
(2)
j k⊥γ
(2)
s,j c
†
σ`k⊥cσ`(2)j k⊥
+ h.c.,
where
`
(t)
j = `+ δ`
(t)
j , t = 1, 2.
The hopping distance δ`(t)j and the phase factor δν
(t)
j are determined from δ
(t)
j = δν
(t)
j Ch/d+
δ`
(t)
j H. Their explicit expressions are given in Table 3.7. As schematically shown in Fig. 3.10(c),
the Hamiltonian in each k⊥ subspace represents a ladder-type 1D lattice model [140, 146, 147].
In Fig. 3.11(a) we depict the energy bands of an (n,m) = (6, 3) CNT which belongs to the
56
j = 1 j = 2 j = 3 j = 4 j = 5 j = 6
δ`
(1)
j −n−m3d 2n+m3d −2m+n3d
δν
(1)
j
ps−qs
3 −2ps+qs3 2qs+ps3
δ`
(2)
j
m
d
n+m
d
n
d −md −n+md −nd
δν
(2)
j −qs −(ps + qs) −ps qs ps + qs ps
Table 6: Hopping distance δ`(t)j and phase factor δν
(t)
j in the 1D lattice model [140, 147]. The integers
ps and qs satisfy mps − nqs = d, where d = gcd(n,m).
 
  
 
 
   
  
  
  
  
 
 
 
 
 
          
   
          
      
Figure 3.11: Conduction and valence bands of (a) (n,m) = (6, 3) metal-1 CNT, classified into the
zigzag class, and (b) (n,m) = (8, 2) metal-2 CNT, classified into the armchair class. For both cases (a)
and (b), ps = 1 and qs = 0. The angular momentum for each band is indicated, the blue curves show
bands with k⊥ = k⊥K , and the purple curves in (a) show bands with k⊥ = k⊥K′ . Curvature-induced
energy gaps at zero energy and spin-orbit splitting are not seen on this energy scale.
zigzag class. The angular momentum k⊥K = 2 of valley K is different from that of the K ′
valley which is k⊥K′ = 1. On the other hand, Fig. 3.11(b) shows the energy band of an
(n,m) = (8, 2) CNT, representative of the armchair class, where k⊥K = k⊥K′ = 0.
3.8. Mean field approach of superconducting carbon nanotubes
Since in graphene the Coulomb potential can not be screened for small momenta, the electron-
phonon coupling can not overcome the repulsive electron-electron interaction [125]. Thus, the
electrons do not feel an attractive interaction potential and the formation of Cooper pairs can
not occur. There are theoretical proposals where graphene is an intrinsic superconductor, but
one has to shift the chemical potential far away from the Dirac point by doping graphene.
The idea of doped graphene has been shown to be very interesting but doped graphene
shows a d-wave gap symmetry instead of an s-wave gap symmetry [148]. Experiments shows
proximity-induced superconductivity in graphene junctions [149] and proximity-induced su-
perconductivity was also experimentally demonstrated in carbon nanotubes [150–152]. In
confined nanoconductors such as quantum dots and wires [153], resonant Andreev processes
at the superconductor–normal-metal interface cause the formation of bound states with excita-
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A
B
Superconductor
Figure 3.12: Schematic of the system including the CNT which lies on top of an s-wave supercon-
ductor. The nearest-neighbor hopping tij,ss′ is spin-dependent due to curvature. The superconducting
substrate induces an on-site superconducting pairing term ∆0 and nearest-neighbor pairing term ∆1.
tion energies below the superconducting gap, referred to as Andreev bound states. Such bound
states have also been observed in carbon nanotube - superconductor hybrid devices [154–159].
When setting up the effective pairing Hamiltonian HSC, we notice that the diameter d of
a carbon nanotube is much smaller than a typical superconducting penetration length λ >
10 nm [86]. Then, we can assume singlet superconducting pairing terms ∆0, ∆1 being constant
on the whole lattice. Thus, the superconducting pairing is described by
HSC =
∑
i
∆0
(
a†i↑a
†
i↓ + b
†
i↑b
†
i↓
)
+
∑
〈i,j〉
∆1
(
b†j↓a
†
i↑ − b†j↑a†i↓
)
+ h.c.. (3.40)
The term proportional to ∆0 represents the onsite pairing, and the term proportional to ∆1
the pairing between the nearest-neighbor sites. The gauge freedom allows us to choose the
coupling terms ∆0, ∆1 as real numbers. To determine the precise values of ∆0 and ∆1 for a
given chirality of carbon nanotube contacted to a superconducting substrate, a microscopic
analysis of the interactions between the superconducting substrate and the carbon nanotube
would be needed [160], in principle including also pairing correlations between next-nearest
and further neighbors. However, as will be discussed in the next chapter, the presence of
nearest-neighbor pairing is the minimum requirement for the presence of nontrivial topological
phases and time-reversal symmetry. Therefore, we shall treat both ∆0 and ∆1 as parameters
in order to study their interplay.
We know that a carbon nanotube is rolled graphene and the curvature enhances the intrin-
sic spin-orbit coupling and induce energy gaps. Due to the enhanced spin-orbit coupling
the spin rotation symmetry is broken and the kinetic energy depends on the spin. Since
the nearest-neighbor pairing term is independent of the hopping integral the pairing term
58
depends on the momentum but is unaffected by the curvature effects. Thus, we introduce
the parameter f (k) = 1 + eika1 + e−ika2 which is different from the kinetic energy term
γs (k) = −
(
t1 + t2se
ika1 + t3se
−ika2).
HSC =
∑
k
(
∆0
(
a†k↑a
†
−k↓ + b
†
k↑b
†
−k↓
)
+ ∆?0 (a−k↓ak↑ + b−k↓bk↑)
)
+
∑
k
(
∆1
(
f (k) a†k↑b
†
−k↓ + f
? (k) b†k↑a
†
−k↓
)
+ ∆?1
(
f? (k) b−k↓ak↑ + f (k) a
†
−k↓bk↑
))
.
We see that for the on-site pairing terms the superconducting gap is isotropic in momentum
space representation ∆0 (k) = ∆0 and hence this is an s-wave pairing term. The nearest-
neighbor superconducting gap in the momentum space representation is ∆1 (k) = ∆γ (k). In
the low-energy limit it follows ∆1 (k) ∼ ∆1 (kx + iky). Thus, the nearest-neighbor pairing
term is of p+ ip-wave nature.
Under the partial Fourier transform of Eq. (3.39), the superconducting term of the Hamilto-
nian takes the form,
HSC =
∑
k⊥
[
∆0
2
∑
`σ
sc†σ`k⊥c
†
σ`−k⊥ + H.c.+ ∆1
∑
`
3∑
j=1
ei
2pi
d
δν
(1)
j µsc†A`k⊥c
†
B`
(1)
j −k⊥
+ h.c.
]
.
The pair k⊥ and −k⊥ in the superconducting term reflects the conservation of angular mo-
mentum and spin.
With this we finish the introductory part of thesis the. In the next chapter we will demostrate
by using the helicular-angular model that without breaking the time-reversal symmetry the
presence of nearest-neighbor pairing is the minimum requirement for the presence of nontriv-
ial phases. Thus, we have a minimal model of topological superconductivity in the carbon
nanotubes. Then, in chapter 5 we show that due to the presence of a perpendicular magnetic
field and valley mixing we will have edge states with Majorana nature. Contrary to the time-
reversal symmetric case, for the appearance of Majorana bound states the ∆1 contribution is
not necessary.
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4. Topological superconductivity in superconducting carbon
nanotubes with time-reversal symmetry
In this chapter we address theoretically the topological origin of zero energy bound states local-
ized at the edges of a carbon nanotube proximity coupled to a superconductor. We investigate
the spectrum of finite-length carbon nanotubes in the presence of onsite and nearest-neighbor
superconducting pairing terms. We find that zero energy edge states can emerge in zigzag class
carbon nanotubes as a combined effect of curvature-induced Dirac point shift and strong su-
perconducting coupling between nearest-neighbor sites. The chiral symmetry of the system is
exploited to define a winding number topological invariant. The associated topological phase
diagram shows regions with nontrivial winding number in the plane of chemical potential and
superconducting nearest-neighbor pair potential (relative to the onsite pair potential). A one-
dimensional continuum model reveals the topological origin of the zero energy edge states:
A bulk-edge correspondence is proven, which shows that the condition for nontrivial winding
number and that for the emergence of edge states are identical. For armchair class nanotubes,
the presence of edge states in the superconducting gap depends on the nanotube’s boundary
shape. For the minimal boundary condition, the emergence of the subgap states can also be
deduced from the winding number. The results of this chapter have been published in Phys.
Rev. B 96, 125414 (2017).
4.1. Bulk spectrum of superconducting carbon nanotubes
We discuss the bulk energy spectrum of zigzag-class carbon nanotubes with superconduct-
ing correlations. The Hamiltonian of the superconducting carbon nanotube obeys the same
lattice symmetries like the normal conducting carbon nanotube. The reason is that the su-
perconducting correlations do not perturb the lattice of the carbon nanotube and change only
the energy spectrum of the system. Since the mean-field Hamiltonian HCNT + HSC has a
bilinear form in the fermionic operators, the quasiparticle spectrum can be again calculated
by a Bogoliubov transformation. However, this time we will introduce the Bogoliubov - de
Gennes (BdG) formalism [86]. The BdG Hamiltonian H is given by doubling the fermionic
operators upon introduction of the Nambu spinor Ψ†k,s =
(
a†ks, b
†
ks, a−k−s, bk−s
)
. Then, the
Hamiltonian of the bulk system can be written as
H − µN = 1
2
∑
k,s
Ψ†k,sH(s)BdG (k) Ψk,s, (4.1)
where the BdG Hamiltonian H(s)BdG (k) is defined as
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H(s)BdG (k) =

ε˜ (k) γs (k) −s∆0 −s∆1f (k)
γ?s (k) ε˜ (k) −s∆1f? (k) −s∆0
−s∆?0 −s∆?1f (k) −ε˜ (k) −γ?−s (−k)
−s∆?1f? (k) −s∆?0 −γ−s (−k) −ε˜ (k)
 , (4.2)
with ε˜ (k) = −µ + εSO (k) and εSO (k) is the Zeeman-like spin-orbit coupling. Due to the
doubling the BdG Hamiltonian has the particle-hole symmetry and since the time-reversal
symmetry is present, the BdG Hamiltonian has the chiral symmetry as well. The BdG
Hamiltonian (4.2) can be written in terms of Pauli matrices by using time-reversal conjugation
γs (k) = γ
?−s (−k) and the superconducting gaps are fixed to be real ∆0 ∈ R and ∆1 ∈ R due
to a gauge transformation. Then, the BdG Hamiltonian (4.2) can be written in a compact
way
H(s)BdG (k) =
(
ε˜ (k) γs (k)
γ?s (k) ε˜ (k)
)
τz + s
(
∆0 ∆1f (k)
∆1f
? (k) ∆0
)
τx. (4.3)
The BdG spectrum of the bulk system is obtained by diagonalizing the Hamiltonian matrix
(4.3), which is of the form (1.14). It follows from the chiral symmetry that H(s)BdG has block-
diagonal form, see chapter 1.2.3, with the blocks D†s (k)Ds (k) and Ds (k)D
†
s (k). Then, due
to the transformation (1.15) the BdG Hamiltonian becomes off-diagonal
H˜(s)BdG (k) =
(
ε˜ (k) γs (k)
γ?s (k) ε˜ (k)
)
τx + s
(
∆0 ∆1f (k)
∆1f
? (k) ∆0
)
τy =
(
0 Ds (k)
D†s (k) 0
)
, (4.4)
where
Ds (k) =
(
ε˜ (k)− is∆0 γs (k)− is∆1f (k)
γ?s (k)− is∆1f? (k) ε˜ (k)− is∆0
)
. (4.5)
Thus, the eigenvalue problem can be reduced, see section 1.2.3, to solving the equation
det
(
Ds (k)D
†
s (k)
† − Es (k)1
)
= 0,
which gives
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E4s (k)− 2E2s (k)
[
ε˜ (k)2 + |γs (k)|2 + ∆20 + ∆21 |f (k)|2
]
+
[
ε˜ (k)2 −∆20 −
(
|γs (k)|2 −∆21 |f (k)|2
)]2
+ [2ε˜ (k) ∆0 + ∆1 (γs (k) f
? (k) + γ?s (k) f (k))]
2 = 0.
Since the characteristic polynomial is biquadratic we can solve it very easily. The solution
can be written as E2s (k) = As ± 2
√
Bs with the definitions
As = ε˜
2 (k) + |γs (k)|2 + ∆20 + ∆21 |f (k)|2 ,
Bs =
(
∆20 + |γs (k)|2
)(
ε˜2 (k) + ∆21 |f (k)|2
)
−
(
ε˜ (k) ∆0 +
∆1
2
(γs (k) f
? (k) + γ?s (k) f (k))
)2
.
The condition of the gap closing is expressed as A2s − 4Bs = 0.
In the following, consider the BdG spectrum around the Fermi points of the single-particle
energy. Especially, we focus on the zigzag class class carbon nanotube where two valleys are
well decoupled and we analyze the behavior of the superconducting gap.
Since our interest is on the impact of superconductivity on the conducting electrons, the
chemical potential will be set in the energy region corresponding to electron transport. Fig.
4.1(a) shows the energy bands near the K point for an (m,n) = (6, 3) carbon nanotube.
The dashed line indicates the chemical potential. Fig. 4.1(b) shows the corresponding BdG
spectrum. As shown in the two insets, the BdG spectrum exhibits small superconducting
gaps of the order of the superconducting couplings near the two Fermi points k = k(τ,s)− and
k = k
(τ,s)
+ (> k
(τ,s)
− ), at which
ξτs
(
k(τ,s)r
)
= ετs
(
k(τ,s)r
)
− µ != 0 (r = ±1), (4.6)
is satisfied in the τ valley, s is the spin and ετs(k
(τ,s)
r ) is the single-particle energy at k
(τ,s)
r
given by Eq. (3.20). Then, the two Fermi points measured from the τ point are given by
k(τ,s)r = −τ∆kc‖ + τK‖ + r
√(
µ˜τs
vF~
)2
− (k⊥ − τK⊥ + τ∆kc⊥ + s∆kSO⊥ )2, (4.7)
with µ˜τs = µ − τs∆1SO. Here, ∆kc‖, ∆kc⊥ are the curvature-induced shifts of the Dirac point
from the τ point in the circumferential and the axial directions, respectively. ∆kSO⊥ and ∆
1
SO
are the spin-dependent Dirac point shift in the circumferential direction and the Zeeman-type
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Figure 4.1: (a) Energy band, and (b) BdG excitation spectrum near theK point for an (m,n) = (6, 3)
carbon nanotube. The chemical potential is set to be µ = 500 meV. The two arrows with k(K,s)± in
(a) indicate the two Fermi points. In (b) the superconducting coupling parameters are chosen to be
∆0 = 0.5 meV and ∆1 = 2 meV. Each inset in (b) shows the enlarged BdG spectrum near the two
Fermi points. The blue and red curves show the BdG spectra for the spin-up and -down components,
respectively.
energy shift, respectively, induced by the spin-orbit interaction.
We shall now derive the formula for the superconducting near the Fermi points. Thus, let us
focus on the BdG spectrum near the superconducting gap by expanding Es = ±
√
As − 2
√
Bs
near the Fermi points. For a moderate chemical potential |µ| . 1 eV, the k ·p scheme can be
used. The hopping functions γs (k) and f (k) are expanded around the τ point as [128]
γτs (k) ' vF~
[(
k − τK‖ + τ∆kc‖
)
+ i
(
k⊥ − τK⊥ + τ∆kc⊥ + s∆kSO⊥
)]
, (4.8)
∆1f (k) ' c∆1
(
k − τK‖ + i (k⊥ − τK⊥)
)
, (4.9)
where c =
√
3ac/2 = vF~/t. Near the two Fermi points k = k
(τ,s)
r (r = ±1) it holds
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γτs
(
k(τ ,s)r
)
' γτsr + vF~k′, ∆1f
(
k(τ ,s)r
)
' fr = ∆1
t
γτsr + C, (4.10)
where k′ is the 1D wave number measured from k = k(τ,s)r . Furthermore, γτsr and fr are γτs
and f at the Fermi point, respectively,
γτsr = vF~
[(
k(τ,s)r − τK‖ + τ∆kc‖
)
+ i
(
k⊥ − τK⊥ + τ∆kc⊥ + s∆kSO⊥
)]
, (4.11)
C = −c∆1
(
τ∆kc‖ + i
(
τ∆kc⊥ + s∆k
SO
⊥
))
, (4.12)
and we have discarded the weak k′ dependence of γτs. Then, A and B are expanded near each
Fermi point as Aτs = A
(τ ,s)
0 +A
(τ ,s)
1 k
′+A(τ ,s)2 k
′2+· · · andBτs = B(τ ,s)0 +B(τ ,s)1 k′+B(τ ,s)2 k′2+· · ·
where A(τ ,s)0 = 2µ˜
2
τs + ∆
2
0 + |fr|2, A(τ ,s)1 = vF~ (γτsr + γ∗τsr) and
B
(τ ,s)
0 = µ˜
4
τs + µ˜
2
τs|γτsr|2 −
1
4
(frγ
∗
τsr + f
∗
r γτsr)
2 − (frγ∗τsr + f∗r γτsr) µ˜τs∆0,
B
(τ ,s)
1 = µ˜
2
τsvF~ (fr + f∗r ) + cvF~ (fr + f∗r ) |γτsr|2
− 1
2
vF~ (frγ∗τsr + f∗r γτsr) (γτsr + γ∗τsr)− vF~ (γτsr + γ∗τsr) µ˜τs∆0.
Near the gap region, we have
E2τs = Aτs − 2
√
Bτs =
(
A
(τ ,s)
0 − 2
√
B
(τ ,s)
0
)
+
A(τ ,s)1 − B(τ ,s)1√
B
(τ ,s)
0
 k′ + · · · . (4.13)
Using
√
B
(τ ,s)
0 ' µ˜2τs
[
1 +
1
2
(
|γτsr|2
µ˜2τs
− (frγ
∗
τsr + f
∗
r γτsr)
2
4µ˜4τs
−(frγ
∗
τsr + f
∗
r γτsr) ∆0
µ˜3τs
)]
,
each coefficient in Eq. (4.13) is expressed as
A
(τ ,s)
0 − 2
√
B
(τ ,s)
0 =
(
ε
(τ ,s)
g,r
2
)2
, A
(τ ,s)
1 −
B
(τ ,s)
1√
B
(τ ,s)
0
' 0,
where
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ε(τ ,s)g,r ≡
frγ
∗
τsr + f
∗
r γτsr
µ˜τs
+ 2∆0, (4.14)
and we have discarded the higher order of ∆0/1/µ˜τs and ∆0/1/t in each contribution. The
coefficient of k′ in Eq. (4.13) being zero means that the gap position is at k = k(τ,s)r within
this approximation. Therefore, ε(τ,s)g,r represents the superconducting gap at k = k
(τ,s)
r . By
using Eqs. (4.10)–(4.12), we finally get the expression of the superconducting gap near k(τ,s)r
ε(τ,s)g,r = 2∆0 + 2∆1
µ˜τs
t
[
1 + ε
(τ,s)
⊥ E
(τ,s)
⊥ − rτsgn (µ˜τs) ε(τ,s)‖
√
1−
(
E
(τ,s)
⊥
)2]
, (4.15)
whereE(τ,s)⊥ =
vF ~(k⊥−τK⊥+τ∆kc⊥+s∆kSO⊥ )
µ˜τs
, ε(τ,s)⊥ = −
vF ~(τ∆kc⊥+s∆k
SO
⊥ )
µ˜τs
and ε(τ,s)‖ =
vF ~∆
(
kc‖−K‖
)
µ˜τs
.
Since the absolute value of the numerator of E(τ,s)⊥ expresses half of the bulk band gap, the
relation |E(τ,s)⊥ | < 1 holds when the chemical potential is in the energy band regions. It should
be noted that the superconducting gaps at the two Fermi points k(τ,s)r (r = ±1) are different
as shown in the inset of Fig. 4.1(b) as well as expressed in Eq. (4.15). This is because the
contribution of ∆1 to the superconducting gap is k dependent and the contribution at the
two Fermi points is different, reflecting the shift ∆kc‖ of the Dirac point. The two different
superconducting gaps at the two Fermi points play an important role in the emergence of
edge states, as it will be discussed in the next chapter.
4.2. BdG spectrum in finite-length zigzag class carbon nanotubes
We perform numerical calculations of the spectrum of CNTs with length of a few micrometers
which show that zero energy edge states emerge in some regions of chemical potential and
proximity pairing strengths. These calculations are based on a 1D lattice model which includes
the effects of curvature and superconductivity, and uses the helical-angular symmetry of the
system [146]. It extends the 1D lattice model of Refs. [140, 145, 147] to the superconducting
case and is introduced in section 3.7. The eigenvalue solver FEAST [161] of the Intel Math
Kernel Library was used for the numerical calculation.
We focus on a (6,3) carbon nanotube with NL = 2 · 105 unit cells, which corresponds to
a length of 16.1 µm, as an example for the zigzag class CNTs. The BdG Hamiltonian is
diagonalized as
Hµ =
∑
lv
ε
(k⊥lv)
BdG b
†
k⊥lvbk⊥lv , (4.16)
where lv enumerates the quasiparticle energy levels, and
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Figure 4.2: BdG spectrum of a (6, 3) nanotube with a length of 16.1 µm in the (K, 1) subspace.
(a) Spectrum as a function of the superconducting pairing ∆1, and (b) as a function of the chemical
potential µ. Blue circles show the calculated spectrum and the dashed lines show the superconducting
gaps ε(K,s=1)g,r of the bulk system given in Eq. (4.15). The inset in (b) shows the real part components
φχA (blue) and φξA (red) in arbitrary units as a function of lattice site ` for the calculated eigenfunction
at εBdG = 0 with ∆0 = 0.5 meV, ∆1 = 2 meV and µ = 650 meV [indicated by the red arrow in (b)].
The definition of φpσ (p = χ, ξ) is given in Eq. (4.18).
b†k⊥lv =
∑
`σ
(
φ(k⊥lv)pσ (`)c
†
σ`k⊥ + φ
(k⊥lv)
hσ (`)cσ`−k⊥
)
. (4.17)
Figure 4.2 shows the calculated spectrum in the energy region of the order of the supercon-
ducting gaps in the subspace (K, 1). The boundary shape is depicted in Fig. 3.10(c), which
belongs to the class of so-called minimal boundaries. The dashed lines show the evolution of
the superconducting gaps ε(τ ,s)g,r given in Eq. (4.15) with ∆1 [Fig. 4.2(a)] and µ [Fig. 4.2(b)].
The functions φχA, φξA shown in the inset of Fig. 4.2(b) are connected to φpA, φhA by a
unitary transformation
(
φχσ
φξσ
)
= U−1C
(
φpσ
φhσ
)
, (4.18)
where UC is the chiral transformation (1.15). In the region 1.5 . ∆1 . 3 meV in Fig. 4.2(a)
and 400 . µ . 900 meV in Fig. 4.2(b), states near zero energy exist inside the gap region.
As shown in the inset in Fig. 4.2(b), these states are localized at the edges and their nature
will be discussed in the coming sections. Calculations for the other three subspaces, (K,−1)
and (K ′,±1), exhibit an almost identical behavior (not shown) as the one seen in Fig. 4.2.
Emergence of the zero energy states in these region is also seen (not shown) for other boundary
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shapes, e.g., when removing or adding a A sublattice atom at the end of the boundary shown
in Fig. 3.10(c). The numerical result in Fig. 4.2 clearly shows that there exist edge states
at zero energy in some parameter regions. To explore the condition for the emergence of the
edge states, we will analyze the bulk system from a topological viewpoint.
4.3. Topological phase diagram
We consider the bulk Hamiltonian given in Eq. (4.3). Let us comment on the symmetry class
to which our 1D model belongs according to the topological classification in Ref. [75]. Since
we have only the chiral symmetry in each (τ ,s) subspace, the 1D model in that space belongs
to the AIII class. The total Hamiltonian has time-reversal symmetry, and belongs to class
DIII. Further discussion on the different topological invariants in our system can be found in
chapter 4.3.2. Since the Hamiltonian has the chiral symmetry {C,HBdG} = 0, where C = τy
acting in the Nambu space. We will now use the Hamiltonian in Eq. (4.3) in its off-diagonal
form (4.4).
4.3.1. Winding number
Due to the chiral symmetry, one can introduce the winding number (1.21)
ν = − 1
4pii
∫ pi/az
−pi/az
dkTr
[
CH−1BdG(k)∂kHBdG(k)
]
as a 1D topological invariant [81, 82]. Because the chiral operator is transformed as C˜ =
U †CCUC = τz, the winding number is written as
νs = − 1
4pii
∫
dkTr
[
C˜H˜−1s ∂kH˜s
]
=
1
4pii
∫
dkTr
[
D−1s ∂kDs −D†−1s ∂kD†s
]
=
1
4pii
∫
dk
(
∂k log detDs − ∂k log detD†s
)
=
1
2pi
Im
∫
dk∂k log detDs
=
1
2pi
∫
dk∂k arg detDs, (4.19)
where we have used the formulas
Tr
[
D−1∂kD
]
= ∂k log detD,
log detD† = Re (log detD)− iIm (log detD) ,
the determinant of Ds(k) being
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Figure 4.3: Phase of detDτs, arg detDτs, appearing in the integrand of the winding number in
Eq. (4.19), for an (6, 3) nanotube near the K point for which the angular momentum is k⊥ = 2. The
parameters are the same as those in Fig. 4.1(b). The continuous change of the function in the interval
−pi ≤ arg detDτs ≤ 3pi is clearly seen. The blue and red curves show the spin components s = 1 and
−1, respectively. Note that both of them are almost equal pi in the regions of kaz . −2.21. For this
case, the integrand gives contribution +1 (−1) to the winding number for s = 1 (s = −1).
detDs(k) = ε˜
2 (k)−∆20−|γs (k) |2+∆21|f (k) |2+2is
(
ε˜ (k) ∆0 + ∆1
γs (k) f (k)
∗ + γs (k)∗ f (k)
2
)
(4.20)
For the case of |∆0|, |∆1|  |µ|, |t|, on which we are focusing, the real part of detDs(k) is
expressed as
Re (detDs(k)) ' ε˜2 (k)− |γs (k) |2.
Except near the Fermi points, we have
|Re (detDs(k))|  |Im (detDs(k))|
since the imaginary part of detDs(k) is proportional to the superconducting pairing potentials
∆0 and ∆1. Therefore, Eq. (4.20) is approximated as a positive or negative real number, and
then the phase of detDs(k) is almost constant and equal to 0 or pi. This feature is clearly
observed in Fig. 4.3, which shows the phase of the determinant of DKs(k) near the K point.
Let us focus on the regions near the Fermi points at the τ valley, which are the only ones
where the phase of detDs changes and a finite contribution to the integral in Eq. (4.19) is
expected, as can be seen in Fig. 4.3. As seen in the k ·p scheme, in which the functions γs (k)
and f (k) have the form in Eqs. (4.8) and (4.9), Re (detDτs) behaves quadratically in k near
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 Figure 4.4: Schematics of the trajectories of the complex function detDτs in the complex plane
when k changes from k  k(τ ,s)− to k  k(τ ,s)+ . The solid curve shows an example for a nontrivial
winding number ντs = 1 and the dashed curve shows a case for a trivial winding number ντs = 0.
the τ point. That is, Re (detDτs) is negative for k < k
(τ ,s)
− and k > k
(τ ,s)
+ , and is positive for
k
(τ ,s)
− < k < k
(τ ,s)
+ . Note that the two roots of Re (detDτs) are regarded as the two Fermi
points in our approximation of small superconducting couplings.
Let us define D(τ ,s)r ≡ Dτs
(
k
(τ ,s)
r
)
, the function Dτs at the Fermi point for the τ valley.
When Im(D(τ ,s)+ ) has the opposite sign of Im(D
(τ ,s)
− ),
Im
(
detD
(τ ,s)
+
)
Im
(
D
(τ ,s)
−
)
< 0, (4.21)
then detDτs near the Dirac point contributes to a nontrivial winding number (see the schemat-
ics in Fig. 4.4). Note that the maximum contribution to the winding number per Dirac point
is |ντs| = 1 because of the above discussion. The sign of the winding number is given by the
sign of Im(detD(τ ,s)+ ), that is, the winding number is
ντs = sgn
[
Im(detD
(τ ,s)
+ )
]
ντs|.
Figure 4.5 shows the topological phase diagram for an (6,3) nanotube calculated from Eq. (4.21)
for (τ, s) = (K, 1). Within the k · p approximation, near the τ point the imaginary part of
detDτs is given by
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Im
(
detD
(τ ,s)
r
)
2s
= µ˜τs∆0 + cvF~∆1
[
k
(
k + τ∆kc‖
)
+ k⊥
(
k⊥ + τ∆kc⊥ + s∆k
SO
⊥
)]
.
At the Fermi points k = k(τ ,s)r the imaginary part is calculated as
Im
(
detD
(τ ,s)
r
)
2s
t
µ˜2τs∆0
=
t
µ˜τs
+
∆1
∆0
(
1 + ε
(τ ,s)
⊥ E
(τ ,s)
⊥
)
− r∆1
∆0
τε
(τ ,s)
‖ sgn(µ˜τs)
√
1−
(
E
(τ ,s)
⊥
)2
.
Then, the condition (4.21) is summarized as
[
t
µ˜τs
+
(
∆1
∆0
)(
1 + ε
(τ ,s)
⊥ E
(τ ,s)
⊥
)]2
−
(
ε
(τ ,s)
‖
)2(∆1
∆0
)2(
1−
(
E
(τ ,s)
⊥
)2)
< 0. (4.22)
Using the relation
Im
(
detD(τ ,s)r
)
= sµ˜τsε
(τ ,s)
g,r , (4.23)
which comes from Eq. (4.14), the sign of the winding number can also be evaluated. As seen in
Eq. (4.22), the condition holds only when ε(τ ,s)‖ 6= 0, that is, ∆kc‖ 6= 0, the case of a finite shift
of the Dirac point in the axial direction, and ∆1 6= 0. Note that
(
E
(τ ,s)
⊥
)2
< 1 holds outside
the energy gap of the nanotubes. As shown in Eq. (3.17), we have a finite ∆kc‖ except for
the pure zigzag CNTs, for which the chiral angle is θ = 0. We also notice that the condition
(4.22) depends on the ratio of ∆0 and ∆1 but not on their absolute values.
At the border between different topological phases, one of the two superconducting gaps ε(τ ,s)g,r
(r = ±1) becomes zero. Then, from the condition ε(τ ,s)g,r = 0 and Eq. (4.15), the border is
determined by
∆1
∆0
= − t
µ˜τs
(
1 + ε
(τ ,s)
⊥ E
(τ ,s)
⊥
)
+ rτsgn(µ˜τs)ε
(τ ,s)
‖
√
1−
(
E
(τ ,s)
⊥
)2
(
1 + ε
(τ ,s)
⊥ E
(τ ,s)
⊥
)2 − (ε(τ ,s)‖ )2(1− (E(τ ,s)⊥ )2) . (4.24)
Note that the border is also given by the roots of the left-hand side of Eq. (4.22). By comparing
with the numerical calculation in Fig. 4.2, we confirm that the zero energy edge states appear
in the region where the winding number has a nonzero value. The region becomes narrower
and the borders asymptotically behave as ∆1/∆0 ' −t/µ for a large µ. This implies that to
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Figure 4.5: Topological phase diagram for an (6, 3) nanotube estimated from Eq. (4.21) for (τ , s) =
(K,1) in µ and ∆1/∆0 plane, where ∆0 = 0.5meV. The light blue areas show the region of nontrivial
winding number, |ντs = 1|. The dashed curves show Eq. (4.24), the analytical expression for the
border of the topological phases. The region between the dashed vertical lines is the band-gap region
of the normal state. The red lines indicate the parameter of Fig. 4.2. The inset shows the phase
diagram for the value ντ+1 + ντ−1 near the region marked by the red point, which has a nontrivial
value only near the border of the main figure.
have nontrivial winding number, the ratio δ = ∆1/∆0 becomes smaller and comparable to 1
for |µ| ∼ |t|, as shown in Fig. 4.5. However, such a chemical potential might be unrealistically
large.
Let us comment on the effect of the spin-orbit interaction. As shown in Eq. (3.19), the
spin-orbit interaction gives the spin dependence in the phase diagram. Since we are focusing
on the conducting region for the normal state, we have |µ|  |∆1SO|. Furthermore, we also
have the relation |∆kc⊥|  |∆kSO⊥ | except for the armchair CNTs. For the armchair CNTs,
the spin-orbit interaction opens a small gap at µ = 0, as already pointed out in previous
studies [127, 128, 162, 163]. Therefore, we have an almost identical phase diagram for the
(τ, s) and (τ,−s) subspaces except for the sign difference reflecting the opposite winding
direction between s and −s, as seen in the relation (4.23). A small difference between the
opposite spins, shown as the finite value of νK↑ + νK↓ in the inset of Fig. 4.5, appears at
the border region scaled by the spin-orbit interaction. Note that the phase diagrams for
(τ, s) and (−τ,−s) are the same including the sign. Therefore, the total winding number,∑
τ,s ντs = 2(νK↑+νK↓), shows the same diagram as νK↑+νK↓. As a result, the total winding
number is nonzero only in very narrow regions of the parameter space. Nevertheless, several
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edge states are present in the nanotube even when the total winding number is zero, which
proves that the total topological invariant may miss a rich part of the physics of the system.
As a further example, it should be noted that in the armchair class the winding number
becomes zero even when the condition (4.22) is satisfied for both valleys. This is because the
winding directions for the τ and −τ valley are opposite, which can be seen from the relation
Eq. (4.23). However, this does not mean that there is no edge state for the armchair class, as
discussed in Sec. 4.5.
It should be noted that the nontrivial topological phase obtained in our work does not con-
tradict a previous study [164], which predicts only a trivial topological phase if the induced
superconducting correlation is s-wave. This correlation appears in our Hamiltonian as the
onsite pairing. As already mentioned, the ∆1 term, which is the coupling constant for the
k-linear term in Eq. (4.9), and thus acts as the p-wave superconducting coupling [119], is
needed to have the nontrivial topological phases.
4.3.2. Relation between Z and Z2 invariants
We have shown that an integer (Z) topological invariant, the winding number, can be defined
for our system. The periodic table of topological invariants [22] nevertheless states that a DIII
class Hamiltonian has a parity like Z2 invariant. These two facts appear contradictory, but are
not, as we will now clarify. The discussion is based on the approach to topological invariants
presented in the review by Chiu et al [22]. In systems with chiral symmetry, in the gauge
given by the chiral basis the winding number can be shown to be Z 3 νl = 2γl with γl defined
in Eq. (1.19), therefore M = exp(ipi∑l νl) = ±1. In systems with particle-hole symmetry
the topological invariantM can be evaluated using the representation of the Hamiltonian in
the Majorana basis,
H(k) = U †M[iX(k)]UM.
The topological invariantM can then be expressed through the Pfaffian of X (1.28),
M = sgn {Pf[X(pi)] Pf[X(0)]} = ±1,
In our system the Hamiltonian H (k) has the block-diagonal form,
H (k) = diag [H↑(k), H↓(k)] ,
where Hs (k) are defined in Eq. (4.3). The transformation UM is defined as
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UM =
1√
2

1 0 0 0 0 0 1 0
i 0 0 0 0 0 −i 0
0 1 0 0 0 0 0 1
0 i 0 0 0 0 0 −i
0 0 1 0 1 0 0 0
0 0 i 0 −i 0 0 0
0 0 0 1 0 1 0 0
0 0 0 i 0 −i 0 0

,
resulting in X(k) = diag [X↑(k), X↓(k)]. Then, the Pfaffian is given by
Pf[X (k)] = Pf[X↑ (k)] Pf[X↓ (k)]
where
Pf[Xs (k)] =
[(
ε˜2 (k)−∆20
)− (|γs (k) |2 −∆21|f (k) |2)]2
+ [2ε˜ (k) ∆0 + ∆1 (γs (k) f
∗ (k) + γ∗s (k) f (k))]
2 .
Since the Pfaffian is always non-negative, the topological invariantM is also trivial. Indeed,
our total winding number is always even, ν =
∑
τ,s ντs = 0,±2, therefore, the corresponding
M = +1. Our nanotube from the Z2 point of view is always in the trivial phase. Nevertheless,
a total invariant does not give the full information about the system. It is especially clear in
quantum spin Hall insulators, where the total Chern number, summed over two spin directions,
vanishes but the edge states exist for both spins and even are topologically protected [165].
The information carried by the partial invariants is therefore more useful.
As a last remark, in contrast to the topological insulators, the edge states generated by the four
(τ ,s) subspaces of our system are not topologically protected, as can be seen from Figs. 4.6(d)
and 4.6(e), where the valley mixing clearly gaps them. Our system is then more similar to a
weak topological insulator, where the states generated by the nontrivial weak partial invariant
can be gapped by disorder, i.e., a breaking of translational invariance [166].
4.4. Bulk-edge correspondence
In this section we shall reveal the deep physical meaning of the condition constituting Eq. (4.21).
As mentioned in the Introduction, it has been shown [140] for the CNTs in the normal state
that the winding number per (τ ,s) space ντs is equal to the number of edge states in this
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space. The latter are given by the difference between the number of evanescent modes, being
the solutions of the mode equation at zero energy, and the number of boundary conditions for
given sublattice. This gives a one-to-one correspondence between the winding number as a
topological invariant and the number of physical edge states. This kind of relation is called a
bulk-edge correspondence. Let us discuss the bulk-edge correspondence for the present system
by including the finite length of the CNT in our description.
Since the relevant contribution to the winding number comes from the neighborhood of the τ
point, we shall consider an effective 1D continuum model obtained by expanding around the
τ point. The envelope function,
Ψτs =
(
Ψχτs
Ψξτs
)
, Ψpτs =
(
ΨpAτs
ΨpBτs
)
,
obeys the equation,
ˆ˜Hτs(kˆ)Ψτs = EΨτs,
where p = χ, ξ, and ˆ˜Hτs(kˆ) has the same functional form of Eq. (4.4) with Eqs. (4.8) and (4.9).
However, the wave number k is now regarded as the operator
kˆ = −i ∂
∂z
in the continuum model. At zero energy, E = 0, the equation can be divided into two sets of
equations with 2× 2 matrix forms:
Dˆpτs(kˆ)Ψpτs = 0,
where Dˆχτs(kˆ) and Dˆξτs(kˆ) are given by changing k → kˆ in D†τs(k) and Dτs(k), respectively.
Let us consider the modes with the following form:
Ψpτs = e
iqz
(
1
ηp
)
. (4.25)
In each p block, the modes obey the following equation:
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 −µ˜τs + ips∆0 vF~(q + τ∆kc‖)+ ipcs∆1q + ivF~ (k⊥ + τ∆kc⊥ + s∆kSO⊥ )− pcs∆1k⊥
vF~
(
q + τ∆kc‖
)
+ ipcs∆1q − ivF~
(
k⊥ + τ∆kc⊥ + s∆k
SO
⊥
)− pcs∆1k⊥ − µ˜τs + ips∆0

×
(
1
ηp
)
= 0, (4.26)
where we have alternatively used the index p = 1 and −1 for p = χ and ξ, respectively. To
have nontrivial solutions, the determinant of the matrix in Eq. (4.26) should be zero. Since
this gives a second-order equation in q, there exist two modes corresponding to the solutions
q
(τ ,s)
r . A relation between q
(τ ,s)
r and the Fermi point k
(τ ,s)
r will be shown in Eq. (4.28).
Within the continuum model, the microscopic boundary condition is implicitly taken into
account in order to form eigenstates. They are constructed as linear combinations of two
independent modes, a leftgoing and a rightgoing one, subject to boundary conditions at each
end. Note that in the superconducting gap region the two modes are two decaying modes,
that is, |κ(τ ,s)r | < 1 or |κ(τ ,s)r | > 1, where κ(τ ,s)r ≡ Im(q(τ ,s)r ). If the two modes have the same
decaying direction, that is,
κ
(τ ,s)
+ κ
(τ ,s)
− > 0, (4.27)
then an edge state given by the linear combination of the two modes appears at an end. In
the following we explicitly show that this condition is identical to the condition (4.21) for
nontrivial winding number.
As shown in Appendix C, we arrive after some algebra to the two solutions
Re
(
q(τ ,s)r
)
' k(τ ,s)r , κ(τ ,s)r ' −
rpssgn(µ˜τs)
vF~
√
1−
(
E
(τ ,s)
⊥
)2 ε(τ ,s)g,r2 . (4.28)
Since we have the relation (4.23), we get
κ(τ ,s)r = −
rp Im
(
detD
(τ ,s)
r
)
4|µ˜τs|vF~
√
1−
(
E
(τ ,s)
⊥
)2 . (4.29)
Combining Eqs. (4.27) and (4.29), it is immediately clear that the condition for emergence
of an edge state is identical to the condition for a nontrivial winding number expressed by
Eq. (4.21).
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It is worth noting that, from Eq. (4.28), the decay length of the edge state is proportional
to the Fermi velocity, −vF~
√
1−
(
E
(τ ,s)
⊥
)2
/~, of the normal states at the given chemical
potential and is inversely proportional to the superconducting gap. This implies the shortest
decay length to be near the bottom of the conduction or top of the valence bands for the
semiconducting CNTs.
4.5. Armchair class
Let us discuss the effect of valley coupling by considering the armchair class CNTs, in which
the two valleys have the same angular momentum. In previous studies [137, 145], it has
been shown that the nature of the valley coupling depends on the boundary conditions. Here
we consider two types of boundaries. One is the minimal boundary, in which the edge has
minimum number of dangling bonds [see Figs. 4.6(a) and 4.6(b)]. Another is the orthogonal
boundary formed by a simple cut of the lattice in the plane orthogonal to the nanotube axis
[see Figs. 4.6(a) and 4.6(c)]. The two valleys are nearly decoupled for the former case, while
they strongly couple for the latter case, where each eigenstate is formed from a leftgoing mode
at one valley and a rightgoing mode at another valley [145].
Figure 4.6 shows the calculated spectrum for an (5,2) nanotube with NL = 4 · 105 unit cells,
which corresponds to the nanotube length of 13.6 µm, in the subspace of (k⊥K , 1), where now
K K ′ correspond to the same l⊥ = 0. Figures 4.6(d) and 4.6(e), which show the case of the
minimal boundary, exhibit a spectrum similar to that in Fig. 4.2. Edge states near zero energy
are seen inside the gap region for 1 . ∆1 . 4 meV in Fig. 4.6(d), and for 350 . µ . 950 meV
in Fig. 4.6(e). A small deviation from zero energy is observed because of weak valley coupling.
On the other hand, Figs. 4.6(f) and 4.6(g), which show the case of the orthogonal boundary,
do not support zero energy states in the same region of superconducting pairing and chemical
potential as in Figs. 4.6(d) and 4.6(e). This is in contrast to the zigzag class CNTs, in which
the shape of the boundary does not affect the number of edge states if k⊥ remains a good
quantum number since the two valleys have different k⊥ and they are decoupled.
The absence of zero energy states for the case of strong valley coupling in Figs. 4.6(f) and
4.6(g) can be captured by the expressions we have obtained in Sec. 4.4. Between the two
states specified by (τ, s, r) and (−τ, s,−r), which form a pair for an eigenstate under the
boundary condition, we always have the relation κ(τ,s)r ' −κ(−τ,s)−r because ε(τ,s)g,r ' ε(−τ,s)g,r .
Therefore, the condition (4.27) of emergence of edge states is never satisfied for this case.
4.6. Conclusion
We have studied the edge states in the proximity-induced superconducting gap of finite-length
CNTs from the topological viewpoint. Our analysis shows that the numerically observed edge
states are due to the combined effect of curvature-induced Dirac point shifting and strong
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Figure 4.6: BdG spectrum of an armchair class (5, 2) nanotube with length of 13.6 µm in the (K,+1)
subspace. (a) Unrolled tube near the left end. The boundary is formed by a simple cut of the lattice
in the plane orthogonal to the nanotube axis, represented by the solid line perpendicular to the z
axis. Removed lattice sites adjacent to the boundary sites are represented by dashed circles, and the
dangling bonds are represented by the dashed lines. The orthogonal boundary is given by keeping the
Klein site indicated by KL, and the minimal boundary is given by removing the Klein site. (b) Minimal
and (c) orthogonal boundaries, respectively, in the 1D model. (d) BdG spectrum as a function of the
superconducting pairing ∆1, and, (e) as a function of the chemical potential µ, respectively, for the
minimal boundary, and in (f) and (g) for the orthogonal boundary. Each inset in (e) and (g) shows
the real part components φχA (blue) and φξA (red) in arbitrary units as a function of lattice site ` for
the calculated eigenfunction at the state indicated by the red arrow.
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superconducting coupling between nearest-neighbor sites. A 1D continuum model reveals
that the condition for nontrivial winding number coincides with the condition for emergence
of edge states in the finite length case.
We have seen that in our setup the edge states of zigzag and armchair classes with the
minimal boundary are formed not by time-reversal symmetric partners, but by the (τ, s, r)
and (τ, s,−r) states. Here, τ is the index of the two valleys K and K ′, s is that of spin
direction ↑ and ↓, and r is that of left and right branch of the energy bands. In armchair
class with the orthogonal boundary it was impossible to construct an edge mode, because
that required combining (τ, s, r) and (−τ, s,−r) states, which always decay in the opposite
directions.
The zero energy edge states studied in this paper appear in pairs because of the unbroken
time-reversal symmetry as well as the decoupling of two valleys. As seen in Fig. 4.6, mixings
of subspaces such as spin mixing induced, e.g., by an external magnetic field or valley mixing
induced, e.g., by broken rotational symmetry would couple the two pair members and they
would deviate from the zero energy. These properties would be in contrast to those of the
Majorana bound states, which emerge under breaking of the time-reversal symmetry and
might further necessitate valley mixing, as shown, e.g., in the previous study [167]. Therefore,
the control of the magnetic field as well as the rotational symmetry provides us with a tool for
discriminating between the zero energy edge states discussed in this paper and the Majorana
bound states.
Finally, it is interesting to comment on the possibility of Majorana bound states in the CNTs.
If the parameters of the system can be tuned in such a way that the bound states combine two
time-reversal partners (τ, s, r) and (−τ,−s,−r), the requirement of the same decay direction
κ
(τ ,s)
r κ
(−τ ,−s)
−r > 0 follows automatically from Eq. (4.28). This can be achieved in the presence
of the spin mixing and the valley mixing induced by, e.g., an external magnetic field and a
potential scattering. This we will discuss in the next chapter.
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5. Topological superconductivity in superconducting carbon
nanotubes without time-reversal symmetry
In this chapter we demonstrate that semiconducting carbon nanotubes in proximity with
ultrathin s-wave superconductors, e.g. exfoliated NbSe2, can host Majorana states. By precise
numerical tight-binding calculations in the real space we show the emergence of localized zero-
energy states at the CNT ends above a critical value of the applied magnetic field. Knowing
the microscopic wave functions, we unequivocally demonstrate the Majorana nature of the
localized states. An effective four-band model in the k-space, with parameters determined
from the numerical spectrum is used to calculate the topological phase diagram and its phase
boundaries in analytic form. Finally, the impact of symmetry breaking contributions, like
disorder and an axial component of the magnetic field, is investigated. The results of this
chapter have been published in Phys. Rev. B 97, 075141 (2018).
5.1. Microscopic model
The setup which we describe here is, similar to [167], based solely on the intrinsic curvature-
induced spin-orbit coupling of CNTs. The physical setup is shown in Fig. 5.1(a) and consists
of a CNT placed on an ultrathin superconducting film, with a gating layer beneath and the
magnetic field applied parallel to the film and perpendicular to the nanotube. The subband
degeneracies at k = 0 are broken by the valley mixing, caused by the interaction with the
substrate, and a magnetic field applied perpendicular to the CNT axis, see Fig. 3.8. In
contrast to [167], we consider semiconducting rather than metallic CNTs, since the Fermi
velocity in the former is lower by a factor of ∼ 10−3 than in the latter. Because the Fermi
velocity controls the localization properties of Majorana bound states, semiconducting CNTs
can host Majorana end states at a thousand times smaller length than metallic ones. The
presence of a superconducting substrate plays here a double role. On the one hand it serves
as a source of superconducting correlations in the nanotube, acquired by the proximity effect.
On the other hand it breaks the rotational symmetry of the nanotube and is the cause of
valley mixing ∆KK′ . In combination with the perpendicular magnetic field B⊥, this allows
the bands at the Γ point to hybridize. The increased electrostatic potential in the vicinity of
the substrate atoms is shown as a darker stripe across the inset in Fig. 5.1(a).
We propose to use the two-dimensional (2D) gate-tunable superconductor NbSe2, where su-
perconductivity can survive up to 30 T in magnetic fields applied in-plane [168]. Hence in our
set-up the magnetic field is applied in the direction perpendicular to the nanotube axis but,
crucially, parallel to the substrate. Contrary to the previous chapter, here the ∆1 contribu-
tion is not necessary for the MBSs to arise and we shall discuss its effects further only in the
chapter 5.5, here assuming ∆0 ∈ R and ∆1 = 0. In our calculation ∆0 = 0.4 meV, consistent
with the value of the gap reported in proximitized CNT quantum dots [169]. In order to find
the spectrum of a superconducting CNT, we express the Hamiltonian
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Figure 5.1: Schematic of the system, the CNT with its proximal superconductor and a gating layer.
A magnetic field is applied in parallel to the substrate and perpendicular to the nanotube. We find
Majorana quasiparticles at the ends of the CNT/superconductor hybrid. The ingredients of our model
are shown in the inset. The nearest neighbor hopping tij,ss′ is spin-dependent because of spin-orbit
coupling. The superconducting substrate (i) breaks the rotational symmetry of the nanotube, as
shown by the darker strip with finite electrostatic on-site potential, and (ii) induces superconducting
pairing in the nanotube, with on-site (∆0) and nearest-neighbor (∆1) pairing correlations.
H =
∑
〈i,j〉,ss′
ti,j,ss′c
†
iscjs′ +
∑
i,s
V (ϕi) c
†
iscis + µBB⊥
∑
i,s
c†isci−s +
∑
i
∆0
(
a†i↑a
†
i↓ + b
†
i↑b
†
i↓
)
+ h.c.
in a particle-hole symmetric form by introducing a Nambu spinor, Ψ = ⊕Ni=1Ψi with Ψ†i =
(c†i↑, c
†
i↓, ci↑, ci↓), where ⊕ is the direct sum over the N atomic positions8. This procedure
effectively doubles the number of degrees of freedom of the system. The full Hamiltonian
becomes H = 12Ψ
†HBdGΨ, where the field operators are contained in Ψ,Ψ† and HBdG is
an ordinary matrix, the Bogoliubov-de Gennes Hamiltonian of our system. Its eigenvectors,
defining the quasiparticle eigenstates with a set of quantum numbers n, have the structure
χn = ⊕Ni=1χni , (χni )T = (uni↑, uni↓, vni↑, vni↓), (5.1)
where n is a generic collective index which may contain e.g. the valley and, in a system with
translational invariance, k quantum numbers. The particle components with spin s on atom i
are denoted by unis and the corresponding hole components by v
n
is. The quantum eigenstates
of the system have the form |ψn〉 = ⊕Ni=1Ψ†i ·χni |0〉BCS, where |0〉BCS is the BCS ground state
in the CNT. The low energy bands obtained for our proximitized infinite (12,4) nanotube
8A direct sum A ⊕ B of a p-component vector A and an q-component vector B is a p + q-dimensional
vector whose first p components are those of A and the last q are those of B. Our Ψ and χn are both
4N -dimensional vectors. The components of Ψ are operators, while those of χn are complex numbers.
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Figure 5.2: The Bogoliubov-de Gennes spectra of the superconducting nanotube in three different
topological phases which can be accessed by tuning B⊥ for the chemical potential µ = 334.6 meV.
The color scale shows the weight of the particle part of the corresponding CNT’s eigenstate; gold
color indicates equal particle and hole contributions. The superconducting pairing is ∆0 = 0.4 meV,
∆1 = 0.
are shown in Fig. 5.2, for the three topologically distinct phases encountered by increasing
the magnetic field. The color scale shows the overall weight of particle component in the
given energy eigenstate, |u|2 = ∑is |uis|2. The solutions which have a predominantly particle
character trace the original single-particle bands, while the predominantly hole-type solutions
are mirror-reflected around the chemical potential.
5.2. Bulk properties
5.2.1. Superconducting pairing in four-band model
The superconducting correlations induced by proximity are treated in a mean-field approx-
imation according to Eq. (3.40). We only consider the case of an on-site pairing potential
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which is described by the superconducting gap ∆0. Since ∆0 is isotropic in momentum space,
our mean-field pairing Hamiltonian has an s-wave gap symmetry. The mean-field Hamiltonian
reads
HSC =
∑
k
∆0
(
c†kK↑c
†
−kK′↓ + c
†
kK′↑c
†
−kK↓ + h.c.
)
, (5.2)
where we are coupling the corresponding Kramers partners. Introducing the Nambu spinor
defined as
Ψ† = (c†kK↑, c
†
kK↓, c
†
kK′↑, c
†
kK′↓, c−kK′↓, c−kK′↑, c−kK↓, c−kK↑),
we obtain the Bogoliubov-de Gennes (BdG) Hamiltonian
HBdG(k) =
(
H(k) ∆
∆ −H(k)
)
, (5.3)
with
H(k) =

ξK↑(k) µBB⊥ ∆KK′ 0
µBB⊥ ξK↓(k) 0 ∆KK′
∆KK′ 0 ξK′↑(k) µBB⊥
0 ∆KK′ µBB ξK′↓(k)
 , (5.4)
and
∆ =

∆0
−∆0
∆0
−∆0
 .
The single particle energies are defined with respect to the chemical potential µ, as in (3.26).
When expressed in the eigenbasis of the single particle Hamiltonian (3.25), the superconduct-
ing pairing couples all four bands, though not with equal strength. The most important are
the intraband pairing and interband pairing within the same pair. Reflecting the same spin
direction sx between k and −k states in the same band, the intraband pairing is odd in k, thus
we call it ∆p. The interband pairing is even in k and we call it ∆s. Analytical expressions for
∆s and ∆p, derived with the assumption that the two band pairs are decoupled (valid in low
fields), are given in section 5.2.2. The pairings with the members of the other band pair are
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Figure 5.3: (a) The lowest four bands of a (12,4) semiconducting CNT with valley mixing and in
B⊥ = 10 T, obtained with the effective four-band model. The color scale shows the expectation value
of the sz (left panel) or sx (right panel) component of an eigenstate’s spin. The pairings between a
positive k state in band À and the four states with opposite k are indicated in the right panel. (b)
Pairing strength as a function of k for B⊥, in ∆0 units. (c) The four pairing terms as functions of k
and B⊥, in ∆0 units. Note the increase in ∆′s, which couples the upper and lower band pairs, beyond
∼20 T.
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weaker, and we call them ∆′p and ∆′s. The different pairings coupling a band À state with
positive k to the states with negative k are illustrated in Fig. 5.3(a), and their k dependence
at B⊥ = 10 T is plotted in Fig. 5.3(b). The dependence of those different pairings on k and
B⊥ is plotted in Fig. 5.3(c). Initially with increasing field strength the spins become polarized
in the x direction, thus the terms ∆p,∆′s pairing the same sx spin states become on average
weaker, while ∆s pairing opposite sx states gain in strength. Beyond the field strength of
∼20 T the amplitude of the Zeeman term µBB⊥ becomes comparable to that of the spin-
orbit splitting and the pairing ∆′s mixes the two band pairs. This effect will be visible in the
topological phase diagram discussed later. The region which holds greatest interest for the
experimental realizations is that of lower magnetic fields, in the neighborhood of Bc, i.e. the
lowest field for which the energy gap closes at the Γ point. In this regime the two band pairs
can be considered independent, and we show that near the critical field they give the largest
contribution to the topological phase. The construction of this further simplified model is
described in the next section, allowing us to find the energy spectrum analytically.
5.2.2. Superconducting pairings in two-band model
The pairing Hamiltonian (5.2) with the two-band approximation, which is described in section
3.6, by using the transformation (3.30) becomes
HSC =
∑
k
∆+ (k)
(
β†k↑β
†
−k↓ − α†k↑α†−k↓ + h.c.
)
+ ∆− (k)
(
β†k↑α
†
−k↓ + α
†
k↑β
†
−k↓ + h.c.
)
,
where we introduce the following definition
∆+ (k) = ∆0 (|a↑ (k)| |b↓ (−k)|+ |b↑ (k)| |a↓ (−k)|) , (5.5)
∆− (k) = ∆0 (|a↑ (k)| |a↓ (−k)| − |b↑ (k)| |b↓ (−k)|) . (5.6)
For simplifications we can use the time-reversal conjugation |as (k)| = |b−s (−k)| and by using
the condition |as (k)|2 + |bs (k)|2 = 1 we obtain that ∆+ (k) = ∆0 and ∆− (k) = 0, also if
B˜⊥ 6= 0. Only B?⊥ 6= 0 would induce a finite ∆− (k). Since we omit B?⊥, ∆− (k) is vanishing
and we have again two separate pairings in the Hamiltonian. We can express the pairing
Hamiltonian in the eigenbasis of the carbon nanotube (5.4) with the transformation (3.34)
and omitting the pairing with the upper bands we obtain
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H˜SC =
∑
k
∆0
(
g2 (k) f †k1f
†
−k1 − h2(k)f †k2f †−k2
)
+ ∆0g (k)h (k)
(
f †k2f
†
−k1 − f †k1f †−k2
)
+ h.c.
The BdG Hamiltonian can be defined by H˜12 = 12
∑
k Ψ
†H˜BdGΨ with the Nambu spinor
Ψ† =
(
f †k1,f
†
k2,f−k1,f−k2
)
. The corresponding BdG Hamiltonian for our system is given by
H˜BdG =

E˜1 (k) 0 ∆˜p (k) −∆˜s (k)
0 E˜2 (k) ∆˜s (k) ∆˜p (k)
∆˜p (k) ∆˜s (k) −E˜1 (k) 0
−∆˜s (k) ∆˜p (k) 0 −E˜2 (k)
 , (5.7)
with the pairing terms
∆˜p (k) = ∆0
(
g2 (k)− h2 (k)) = −∆˜p (−k) , (5.8)
∆˜s (k) = 2∆0g (k)h (k) = ∆˜s (−k) . (5.9)
The eigenvalues are shown in Fig. 5.4(a), including the spin density 〈sz〉 which shows the spin-
momentum locking due to interplay of spin-orbit coupling, valley mixing and perpendicular
magnetic field. Further, the allowed pairing of the energy bands is shown. We see that the
pairing term ∆˜s (k) has an even and ∆˜p (k) an odd parity, as shown in Fig. 5.4(b). From the
conservation of energy it follows that ∆˜2p (k) + ∆˜2s (k) = ∆20.
The BdG Hamiltonian (5.7) can be partly diagonalized, taking into account the blocks with the
single particle energies E˜1 (k), E˜2 (k) and the superconducting gap ∆˜s (k). The transformation
is given by
(
fk1
f †−k2
)
=
(
m (k) n (k)
−n (k) m (k)
)(
dk+
d†−k−
)
, (5.10)
with the normalization condition m2 (k) + n2 (k) = 1 and the coefficients defined in the
following way:
m2 (k) =
1
2
1 + E1 (k) + E2 (k)√
(E1 (k) + E2 (k))
2 +
(
2∆˜s (k)
)2
 ,
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Figure 5.4: (a) The single particle energy spectrum of a (12,4) nanotube in the vicinity of the Γ-
point for a magnetic field of B⊥ = 14T. Only the superconducting pairings in the same band pair
are retained, with ∆˜p (k) acting within band and ∆˜s (k) pairing each member of the pair with its
partner. Color scale shows the expectation value of 〈sz〉 for the corresponding energy state. (b) The
two superconducting pairing terms ∆˜s (k) (interband), and ∆˜p (k) (intraband), as functions of k.
n2 (k) =
1
2
1− E1 (k) + E2 (k)√
(E1 (k) + E2 (k))
2 +
(
2∆˜s (k)
)2
 .
Then, the rotated BdG Hamiltonian is block-diagonal and the blocks are given by
Hˆ±BdG =
(
ξ˜± (k) ∆˜p (k)
∆˜p (k) −ξ˜± (k)
)
. (5.11)
The quasiparticle energy ξ˜± (k) is given by
ξ˜± (k) =
1
2
(
E˜1 (k)− E˜2 (k)
)
± 1
2
√(
E˜1 (k) + E˜2 (k)
)2
+ 4∆˜2s (k).
The Hamiltonian (5.11) is an usual BCS BdG Hamiltonian with the the quasiparticle energy
E± =
√
ξ˜2± (k) + ∆˜2p (k) [86]. Since ∆˜p(k = 0) = 0, the gap closing condition can be expressed
directly as
ξ˜± (k = 0) = 0, (5.12)
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This condition, neglecting the mixing between the band pairs, is shown with dashed lines in
Fig. 5.5(b),(d).
5.2.3. Symmetries and topological invariants
The Hamiltonian HBdG, like all Bogoliubov-de Gennes Hamiltonians, is by construction in-
variant under a particle-hole operation. That is, we can define an antiunitary operator P,
such that PHBdGP−1 = −HBdG. The action of P on the original electron operators and on
doubled Hilbert space states is
Pcis = c†is, Pχi = (v∗i↑, v∗i↓, u∗i↑, u∗i↓)T . (5.13)
The particle-hole operation maps the positive energy solutions onto their Nambu partners
with negative energy. If the particle-hole symmetric Hamiltonian of a finite system has zero
energy modes, they can be cast in the form of eigenstates of P,
Pψ = ψ. (5.14)
Inspecting the first relation of (5.13) shows that (5.14) is only an equivalent definition of
the Majorana property, usually stated as γσ(r) = γ
†
σ(r), where γ† is the operator creating a
particle with spin σ at position r.
The presence or absence of Majorana solutions can be predicted from a topological phase
diagram, where different phases correspond to different values of a topological invariant. In a
system with translational symmetry, such as the bulk of the CNT, the basic quantity determin-
ing the topological invariant in 1D is γ−, the sum of the Berry phases carried by all occupied
(negative energy) bands, integrated over the Brillouin zone. Since γ− is gauge-dependent and
defined only up to an integer, another invariant is commonly used, W = exp(i2piγ−), which is
gauge-independent. The particle-hole symmetry in a system with translational invariance is
expressed as PHBdG(k)P−1 = −HBdG(−k), i.e. the positive energy solutions at momentum
k are related to negative energy solutions at momentum −k, as sketched in Fig. 5.5(a). This
constrains the values which W can take to ±1, i.e. W is of a Z2 type, associated with the
class D systems. W = +1 corresponds to the trivial topological phase, while W = −1 implies
the presence of MBSs at the system boundaries. The phase diagram calculated for our model
nanotube, using the standard Pfaffian technique and the effective model for the bulk bands,
is shown in Fig. 5.5(b). The borders between different phases in the diagram correspond to
(B⊥, µ) such that the gap is closed at k = 0. From our effective four-band model we find that
this occurs at
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µ˜2 =
∆2SO
4
+ (∆2KK′ + (µBB⊥)
2 −∆20)±
√
4∆2KK′((µBB⊥)2 −∆20)−∆20∆2SO, (5.15)
where µ˜ is the chemical potential measured from the center of either the À,Á or Â,Ã pair
in Fig. 5.1(b). The critical magnetic field is given by µBBc = ∆0
√
∆2SO + 4∆
2
KK′/(2∆KK′).
If we assume that the band pair À,Á is independent of Â,Ã (i.e. ∆′s can be neglected), we
can expand (5.15) around Bc, obtaining a simpler formula µ˜2 = ∆20((B⊥/Bc)2 − 1). The
red lines in Fig. 5.5(b) follow (5.15), the dashed lines mark the borders of the non-trivial
phase obtained with the simpler approximated formula. The coupling between the band pairs
changes visibly the phase diagram – when the Zeeman energy reaches the magnitude of the
original spin-orbit splitting, it destroys the topological phase. The same phenomenon occurs
in multiband semiconducting nanowires, where the mixing between various transverse modes
caused by the Rashba spin-orbit coupling strongly reduces the non-trivial topological regions
in the phase diagram, as demostrated in Ref [107].
As can be seen in Fig. 5.2, the Hamiltonian HBdG is highly symmetric. In particular, a unitary
operation C can be defined, such that CHBdG(k)C−1 = −HBdG(k). The operation C is the
chiral symmetry, connecting positive and negative energy solutions at the same momentum k,
as sketched in Fig. 5.5(c). The MBSs in our system are also eigenstates of C. In systems with
this symmetry, the topological invariant γ− has a clear interpretation as a winding number,
γ− = ν/2, see the previous chapter 1.3. The winding number is an integer, i.e. it belongs to Z.
That apparent contradiction with W ∈ Z2 is solved when we recall that W was constructed
with an extra exponentiation step, which obliterates the difference between the phases with
ν = ±1. The phase diagram calculated using the winding number is shown in Fig. 5.5(d),
with exactly the same phase boundaries, but showing clearly that the lower non-trivial region
and the upper non-trivial region in fact correspond to different non-trivial phases.
The symmetries of the BdG Hamiltonian (5.3) can be expressed in terms of Pauli matrices,
denoted by pi in the particle-hole (Nambu) subspace, by τ in the valley subspace and by s
in the spin subspace. The particle-hole symmetry operator P, such that PHBdG(k)P−1 =
−HBdG(−k), is given by P = pix ⊗ τx ⊗ sxK, where τ0 and s0 are the identities in their
respective subspaces and K denotes the operator of the complex conjugation. The Hamil-
tonian HBdG has also a chiral symmetry, i.e. it fulfills CHBdG(k)C−1 = −HBdG(k) with a
unitary operator C. The operator is given by C = piy ⊗ τ0 ⊗ s0. The presence of those two
symmetries implies that there exists a third one, which we call T˜ = CP−1 and which fulfills
T˜ HBdG(k)T˜ −1 = HBdG(−k). Its expression in this basis is T˜ = −ipiz ⊗ τx ⊗ sxK. The
operation T˜ squares to +1, hence it is clear that it is not the time reversal symmetry of a
spin-1/2 system. The fact that it is diagonal in the Nambu space implies that already the
non-superconducting Hamiltonian H(k) (5.4) is invariant under a restricted T˜red = τx ⊗ sxK,
which is indeed the case and reflects a physical symmetry of the system. It is the symmetry of
rotation with respect to an axis perpendicular to the CNT, which exchanges both the valley,
longitudinal momentum and spin. It also exchanges the sublattices, which accounts for its K
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Figure 5.5: Symmetries and topological invariants. (a) Sketch of a spectrum with particle-hole
symmetry. Bands of the same color are related by the symmetry. (b) The phase diagram calculated
using the effective model and the Pfaffian formulation of the topological invariant, typical for particle-
hole symmetric systems. The topologically non-trivial regions are shown in yellow, the red line at the
border between the phases is the contour of E = 0 at the Γ point. The dot in the lower W = −1
area marks the µ and B⊥ used in Fig. 5.7. The dashed lines trace the borders of non-trivial phase
calculated from a model which contains only one single-particle band pair, either À and Á (lower
region) or Â and Ã (higher region) from Fig. 5.1(b). (c) Sketch of a spectrum with chiral symmetry.
The Bogoliubov-de Gennes spectrum in Fig. 5.2 has both particle-hole and chiral symmetry. (d) The
phase diagram calculated using the winding number invariant, defined for chiral-symmetric systems.
The values ν = ±1 in the lower and upper non-trivial area indicate that these regions correspond to
different topological phases, with one zero energy mode in each.
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component. If, and only if, the magnetic field is also applied perpendicular to the CNT axis,
the non-superconducting Hamiltonian is invariant under T˜red.
5.3. Emergence of MBSs in finite nanotubes
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Figure 5.6: Topological phase transition. (a) The quasiparticle spectrum of a finite (12,4) nanotube
with 4000 unit cells (L = 6.03µm), at the chemical potential µ = 334.6 meV for varying magnetic field.
The topological phase transition occurs at Bc = 8.5 T, beyond which the lowest energy eigenstate
becomes a zero energy mode. (b) The wave function of the lowest energy mode undergoes a gradual
localization with increasing magnetic field. Here only the amplitude |u↑(x‖)| of the spin up particle
component, projected onto the direction along the CNT’s axis, is shown. The shape of the remaining
components is indistinguishable from that of |u↑(x‖)| at this scale, which comprises the data points
from N = 8.32 · 105 atoms. The units are arbitrary and the same for all wave function plots in this
figure.
Changing the chemical potential or the strength of the magnetic field can drive the proxim-
itized nanotube across a topological phase transition, into a regime in which it becomes a
topological superconductor. An example of the changes in the Bogoliubov-de Gennes spec-
trum during such a transition is shown in Fig. 5.6(a), for a 6 µm long (12,4) CNT at a fixed
chemical potential µ = 334.6 meV and varying magnetic field B⊥. The energy of the lowest
quasiparticle states is further lowered with increasing B⊥, until they become a doubly degen-
erate zero energy mode. The degeneracy is artificial, caused by the doubling of degrees of
freedom introduced with the Nambu spinor, and the nanotube de facto hosts only one eigen-
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Figure 5.7: Majorana bound states. (a), The full spatial profile of the the spin up and spin down
particle components, |u↑(r)| and |u↓(r)|. The amplitude of the electronic wave function is shown
through both the distance from the nanotube’s surface (light grey) and through the color scale. The
wavelength of the oscillations is given by the value of kF at the chosen chemical potential. (b),
Spatially resolved amplitude of the difference between the particle and conjugated hole components
for the same spin, |u↑(r)− v∗↑(r)| and |u↓(r)− v∗↓(r)|. The distance from the CNT’s surface is scaled
in the same way as in c, and the color scale is greatly enhanced. Only faint differences are visible, of
the order of 10−5, which shows the Majorana nature of the zero energy mode.
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state at zero energy. The change in the shape of the quasiparticle wave function associated
with the lowest energy eigenstate is illustrated in Fig. 5.6(b), showing clearly its increasing
localization at the ends of the proximitized CNT. In the figure only the amplitude |u↑(r)| of
the particle component with spin up is shown, the remaining components u↓(r), v↑(r), v↓(r)
have profiles which are indistinguishable from |u↑(r)| at this scale. Having a direct access to
the particle and hole components of the zero energy mode, we can prove that it indeed has
Majorana nature according to (5.14).
The spatially resolved wave function of the zero energy mode at B⊥ = 9.5 T is shown in
Fig. 5.7(a). The amplitude of spin up and down particle components, |u↑(r)| and |u↓(r)|, is
shown both as the distance from the CNT’s surface (grey) at each atomic position and via
the color scale. The wavelength of the oscillations is set by the value of kF at the chosen
chemical potential. The decay length is field-dependent and at B⊥ = 9.5 it is ∼ 0.4µm.
The Majorana nature of the zero energy mode becomes evident in the Fig. 5.7(b), where the
differences between particle and (complex conjugated) hole component of the wave function
for each spin, |u↑(r)−v∗↑(r)| and |u↓(r)−v∗↓(r)| are shown. They are identical up to the order
of 10−5 of the maximum amplitude, which constitutes a numerical proof that the zero energy
mode fulfills the Majorana condition (5.14).
5.4. MBS stability
5.4.1. Disorder
The stability of the MBSs against perturbations is crucial for their experimental realization.
The techniques for growing carbon nanotubes are now so advanced that their atomic lattices
are nearly perfect [170, 171]. Nevertheless, some atoms may be adsorbed on the nanotube
during the device production. We simulate their effect through a random on-site electrostatic
potential, with varying concentration of impurities n0 = Nimp/N , and potential strength
chosen randomly from a range [−W0,W0]. The evolution of the quasiparticle spectra with
magnetic field for two impurity concentrations and varying disorder strength is shown in
Fig. 5.8. The nanotube and other parameters (∆0, V (ϕi)) remain unchanged.
At realistically low concentrations increasing W0 delays the onset of the zero energy mode,
as can be seen from Fig. 5.8(a),(c), and perturbs the bulk bands (cf. Fig. 5.8(c) at W0 =
0.6, 0.9 eV). It also decreases the gap between the zero energy mode and the bulk states (cf.
Fig 5.8b), but the Majorana mode is clearly present and protected, albeit it forms at higher
B⊥ than in the clean system.
Increasing the impurity concentration beyond the realistic values, to n0 = 1%, as illustrated
in Fig. 5.8(d)-(f), is more effective at destroying the non-trivial topological phase than the
increase in the disorder strength. For intermediate and large disorder strength W0 ≥ 0.5 eV
the formation of the zero mode occurs at much higher B⊥, as can be seen from Fig. 5.8(d),(f).
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Even when the zero energy mode forms, it is mixed with the bulk bands (cf. Fig. 5.8(e),(f)),
resulting in several ordinary localized states.
5.4.2. Magnetic field misalignment
Another factor which has to be taken into account is the precision of alignment of the magnetic
field. The presence of a field component parallel to the nanotube axis gives rise to the
Aharonov-Bohm effect. In nanotubes this causes a different orbital response in the two valleys,
resulting in a removal of the valley degeneracy [172] and breaking of the chiral symmetry.
When the parallel component of the magnetic field reaches a threshold value, the electrons
on opposite sides of the Γ point no longer have matching momenta and the superconducting
correlations become ineffective, yielding a gapless spectrum. The lowest thirty two eigenvalues
of the Bogoliubov-de Gennes spectrum in magnetic field of 12 T amplitude and varying angle
θ with respect to the nanotube axis are plotted in Fig. 5.9. At this chosen field amplitude
the finite system supports a Majorana mode within a range of ±5◦ deviation of the field from
the perpendicular. Increasing the field amplitude widens the maximum gap at 90◦, but the
higher value of the parallel component decreases the θ range in which the spectrum is gapped.
Maximizing the stability of the MBS in the experiment will then necessarily involve a trade-off
between protection against angle fluctuations and protection against scattering into the bulk.
The two major experimental challenges in achieving the formation of MBSs in this setup
are the necessity of controlling the chemical potential of the CNT and of applying a large
magnetic field without destroying superconducting correlations. Both may be accomplished
with the use of 2D transition metal dichalcogenide (TMDC) superconductors, such as NbSe2,
with its larger superconducting gap of 1.26 meV [173]. The superconducting pairing was
demonstrated to survive in fields up to 30 T [168], and the thinness of the 2D layer allows the
superconductor itself to be gated, together with the CNT in its proximity.
5.5. Influence of the nearest-neighbor pairing ∆1
The spin-singlet superconducting correlations can act both on-site and between nearest neigh-
bor sites [119]. When the nearest-neighbor pairing is stronger than the on-site pairing,
∆1 > ∆0, a CNT can enter a non-trivial topological phase even in the absence of magnetic
field, as discussed in the previous chapter, although the presence of time-reversal symmetry
causes the zero energy modes to be Dirac, rather than Majorana fermions [164]. We present
here the topological phase diagrams obtained with the Pfaffian technique, for the range of
∆1/∆0 ≤ 10. We keep the overall superconducting gap constant,
√
∆20 + ∆
2
1 = 0.4 meV.
In the basis of Bloch states the pairing ∆1 becomes dependent on k in a way similar to ∆KK′
(cf. Appendix B), i.e. it becomes modulated by |∑3j=1 exp(ik ·∆Rj)|, where ∆Rj are lattice
vectors between unit cells to which those nearest neighbors belong. That modulation for our
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Figure 5.8: (a) The energy of the lowest positive mode E0 of the (12,4) nanotube with L ' 6µm
discussed in the main text. The chemical potential is fixed at µ = 334.6 meV, both the magnetic
field B⊥ and the maximum disorder strength W0 vary. The latter increases in steps of 0.1 eV. In this
magnetic field range the clean system is in the non-trivial topological phase. The concentration of
impurities in (a)-(c) is 0.1%, which corresponds to 832 impurities. In all plots of this figure each value
of W0 corresponds to one realization of disorder. (b) The gap between the lowest energy mode E0 and
the next, E1. For E0 ≈ 0 a large value of E1 − E0 means wide gap between the MBS and the bulk
states, indicating a stable MBS mode. (c) Three examples of the quasiparticle spectra near E = 0.
(d) Similar to (a), with a tenfold increase in the impurity concentration, i.e. 8320 impurities in the
CNT. The concentration is the same in (d)-(f). (e) Similar to (b). (f) Similar to (c).
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Figure 5.9: Stability of MBSs with respect to magnetic field alignment. The thirty two lowest
quasiparticle energies as a function of varying angle of the magnetic field, with its amplitude fixed at
B = 12 T. The bulk Hamiltonian is gapped only within the area marked in yellow, 85◦ ≤ θ ≤ 95◦.
In a finite system a zero energy mode appears throughout this range of θ, with maximum distance to
the other eigenstates at θ = 90◦.
(12,4) CNT is plotted in Fig. 5.10(a). The ∆0 term remains constant in the momentum space,
with its relative strength of 1 also plotted for comparison. The topological phase diagram
with ∆1 = 2∆0 is shown in Fig. 5.10(b). The non-trivial regions are extended farther towards
low magnetic field, but at high B⊥ the presence of ∆1 has no discernible influence. The
topological phase diagram in the B⊥,∆1/∆0 plane at constant µ = 334.6 meV is shown in
Fig. 5.10(c). Again, the visible variations occur only in the low field ranges, and for low ∆1/∆0
ratios. Beyond ∆1/∆0 ≈ 4 the low field boundary of the topological phase does not extend
any further. Also when B⊥ is kept constant, as shown in Fig. 5.10(d) at B⊥ = 12 T, the
boundaries of non-trivial phase vary only slightly and mostly for ∆1/∆0 < 2. In conclusion,
the only relevant effect of ∆1 is that it allows the MBS to form at lower magnetic field, which
is a bonus for experimentalists.
5.6. Majorana states at a phase boundary
Both the Pfaffian and the winding number invariants predict correctly whether the system
is in a trivial or non-trivial topological phase, but the winding number also distinguishes
between different non-trivial phases. This could be seen from Fig. 5.5(d), where the upper
and lower non-trivial regions are characterized by different values of the winding number. In
consequence, if the chemical potential of the CNT is tuned in such a way that a part of the
tube resides in the phase with ν = −1 and another in the ν = +1 phase, two MBS modes
arise, localized at the ends of the CNT and back-to-back at the boundary between the two
phases. This situation is shown in Fig. 5.11(a),(b), where the left half of the CNT is at
µL = 334.6 meV, the right half at µR = 340.7 meV, the crossover region where the potential
varies smoothly from µL to µR has the length of ∼20 Å and the magnetic field is B⊥ = 14 T.
The lowest energy mode, localized at the CNT ends, is a true Majorana mode with the
energy equal zero within the machine precision. Since it is composed of two parts from
different topological phases, its wave function has different profile at the left and at the right
end. Its left part is characterized by a single characteristic oscillation period, corresponding
to the kF of band À, which is the single one contributing to the zero energy mode in the lower
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Figure 5.10: (a) The ∆0 and ∆1(k) pairing strength, in the units of the appropriate pairing type, bare
∆0 and bare ∆1, respectively. (b) Topological phase diagram constructed with the Pfaffian invariant,
with bare ∆1 = 2∆0. Here and in c,d the value of
√
∆20 + ∆
2
1 is kept constant and equal 0.4 meV.
The red lines show the phase boundaries with ∆1 = 0. The inclusion of nearest neighbor pairing has
extended the non-trivial region towards lower magnetic field, but otherwise its influence is invisible.
(c) Topological phase diagram at constant µ = 334.6 meV. Here too the increasing contribution of ∆1
with respect to ∆0 extends the lower border of the non-trivial phase. (d) Topological phase diagram
at B⊥ = 12 T. Again, the inclusion of ∆1 slightly extends the borders of the non-trivial phase.
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Figure 5.11: (a) The profile of the chemical potential where the left and right half of the CNT are
in different non-trivial topological phases. The magnetic field is B⊥ = 14 T and the length of the
crossover region is ∼ 20 Å. The grey lines show for reference the energy bands. (b) The amplitude
|u↑(r)| of spin up component of the two lowest energy eigenstates. Remaining components have almost
identical profiles. The state localized at the ends is a true MBS. Note different wave function profile
at the left and right end, which are in different phases. The eigenstate in the center is composed of
the partners of the left and right parts of the Majorana mode, which overlap and slightly hybridize,
pushing the state’s energy to roughly 1% of the bulk gap. (c) The chemical potential profile for a CNT
whose two halves are in the same phase, but separated by a narrow region of the trivial phase, also
with the length of ∼ 20 Å. (d) The amplitude |u↑(r)| of spin up component of the two lowest energy
eigenstates. Remaining components have almost identical profiles. The lower energy eigenstate is a
Majorana mode, the next one belongs already to the bulk, extending over the whole CNT.
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non-trivial region. The right part of the Majorana mode shows clear beating behaviour, due
to the interference of contributions from À,Á and Â bands. The other low energy state is
composed of the partners of the left and right part, located at the phase boundary. There the
two modes overlap and slightly hybridize, moving the energy of the resulting state to ∼ 1%
of the band gap, and skewing them from the true Majorana nature. The overlap between the
two modes has however much more dramatic consequences if the two halves of the CNT are
in the same phase, with an equally narrow region of trivial phase in the center, as shown in
Fig. 5.11(c),(d). There the end state remains a Majorana state, but the center state hybridizes
fully and moves into the bulk.
5.7. Conclusion
In this chapter, we have shown in a combination of numerical modeling and analytical calcula-
tions that proximitized semiconducting carbon nanotubes are predestined hosts for Majorana
bound states. While the numerical approach has allowed us to test the robustness of the
topological phase against disorder or field misalignement, the analytical model has given us
the possibility to clearly identify the phase boundaries of the topological phase transition,
all issues crucial for an experimental observation. The use of semiconducting nanotubes in-
stead of metallic ones as proposed in Ref. [167] has the crucial advantage that - due to the
much smaller Fermi velocity - the Majorana modes already emerge in carbon nanotubes of
few micrometers in length, routinely accessible in experiments. In our setup, perpendicular
magnetic fields of around 10T are required to reach the topological phase. Thus, besides
involving semiconducting carbon nanotubes, we propose the use of a thin layer of supercon-
ducting NbSe2 to induce the proximity effect. In fact, this material is known to sustain very
large in plane magnetic fields before superconductivity is destroyed. With all experimental
requiements being in the reach of state-of-the-art technology, we are confident that our work
will stimulate experimental research to engineer Majorana modes in carbon nanotubes.
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6. Transverse profile and 3D spin canting of a Majorana state
in carbon nanotubes
In this chapter we analytically obtain the full 3D spatial profile of the Majorana wave function.
First, we exploit our knowledge of the three symmetries of the BdG Hamiltonian in order to
derive the relations between the four components of the Majorana spinor (see Fig. 6.1), thus
reducing the number of independent components to one. Second, we find that the presence of
two angular momentum contributions (valleys) and the spin degree of freedom results in the
formation of a composite, three-piece MBS whose 3D wave function has a distinctive spiral
pattern with a C2 symmetry, impossible to factorize into separate transverse and longitudinal
profiles. Equally non-isotropic is the spin canting angle (a quantity encoding the relative phase
of the spin up and spin down particle components of the Majorana wave function) which plays
an important role in determining the probability of electrons tunneling into the Majorana
wire [41] or CNT. This is in contrast with the nanowire, where the spatial profile is obtained
with simple one-dimensional models which do not have a microscopic counterpart [109]. The
transverse profile has so far been obtained only numerically for effective models of core-shell
nanowires in cylindrical [174, 175] and prismatic [176] geometries. The results of this chapter
have been published in Phys. Rev. B 100, 155417 (2019).
6.1. Symmetries of the Majorana spinor
We use the same model as in chapter 5 to analytically obtain the full spatial profile 〈r |ΨM 〉 =
ΨM (r). |ΨM 〉 = γM |0〉 where γ†M = γM is the Majorana creation operator. Here r = (z, r⊥),
where z and r⊥ denote the longitudinal and the transverse components, respectively. The
MBS is described by a spinor, ΨM (r) = (u↑ (r) , u↓ (r) , v↑ (r) , v↓ (r))T , with us (r) and vs (r)
the electron and hole components, respectively, and s indicating the spin degree of freedom.
As detailed below, it is enough to find the u↑ (r) components and use the symmetries of the
underlying BdG Hamiltonian to determine the rest, see Fig. 6.1.
The first symmetry is inherent in the fundamental property PΨM (r) != ΨM (r) of a Majorana
state, where P is the antiunitary particle-hole operator. As a consequence us (r) = v?s (r) as
illustrated in Fig. 6.1. A pseudo time-reversal symmetry T˜ can be defined, which has bosonic
nature T˜ 2 = 1 and implies us (r) = −iu?−s (r). The pseudo-time reversal represents the
physical invariance of the CNT under C ′2 symmetry - a rotation by pi with respect to an
axis perpendicular to the CNT. This rotation maps the k, s quantum states onto −k,−s and
exchanges the sublattice. For conduction band states this results in the relation depicted in
Fig. 6.4. Since the single-particle states of a finite CNT in our setup contain both k, s and
−k,−s contributions with equal weights, their spin components in the real space must also
obey the relation shown in Fig. 6.1.
As a side note, the choice of the C ′2 axis is not free, but must agree with the lattice structure.
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Figure 6.1: Relation between the electron and hole components of a Majorana spinor under P, T˜
and C operations. These are associated to particle-hole symmetry P, chiral symmetry C, and pseudo
time-reversal symmetry T˜ .
Moreover, in order for the symmetry to hold in the magnetic field, the field should be aligned
parallel to this axis. These constraints are however not as severe as they seem. We have
checked the behavior of the system for fields with the orientation changing in the x− y plane
and its spectrum remained the same. Hence we conclude that the system is macroscopic
enough that the alignment between the pi-rotation axis and the magnetic field does not need
to be atomically precise.
With the P and T˜ symmetries combined, the BdG Hamiltonian of the nanotube is also
chiral symmetric under C = T˜ P. This yields the final relation vs (r) = iu−s (r). Given this
knowledge, we proceed in the following in the calculation of the MBS |ΨM 〉 using an effective
two-band model from section 3.6.
6.2. 1D Majorana profile
Majorana bound states are zero energy eigenstates of the BdG Hamiltonian and the particle-
hole symmetry operator. The starting point is the BdG Hamiltonian (5.11)
Hˆ±BdG =
(
ξ˜± (k) ∆˜p (k)
∆˜p (k) −ξ˜± (k)
)
,
with the quasiparticle energy ξ˜± (k) given by
ξ˜± (k) =
1
2
(
E˜1 (k)− E˜2 (k)
)
± 1
2
√(
E˜1 (k) + E˜2 (k)
)2
+ 4∆˜2s (k).
The functions ξ˜+ (k) and ∆˜p (k) are sketched in Fig. 6.2. Majorana bound states are zero
energy eigenstates of the BdG Hamiltonian and the particle-hole symmetry operator. The
low-energy physics is described by the block Hˆ+BdG with the particle-hole symmetry P = τxK
and chiral symmetry C = τy, where τx,y,z are the Pauli matrices acting in the Nambu space.
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Energy
k
Figure 6.2: Quasiparticle energy ξ˜+ (k) and superconducting order parameter ∆˜p (k). In ξ˜+ (k) we
have three dominant contributions for the zero energy modes: at the Γ-point and at the ±kF -points.
The superconducting order paramater is an odd function of the momentum k.
From the behavior of ξ˜+ (k) we infer that the low-energy physics has three contributions: one
from the Γ-point and one from each of the Fermi points. Thus, similar to some 1D models
for nanowires [109], the generic form of a Majorana state can be defined as
|ΨM 〉 = AΓ√
2
|ΨΓ〉+ AR√
2
|ΨkF 〉+
AL√
2
|Ψ−kF 〉 . (6.1)
We will later take into account the 3D nature of each of these three contributions and re-
construct the 3D spatial profile of the Majorana wave function. For now we approximate
Hˆ+BdG ≈ HˆΓBdG+HˆRBdG+HˆLBdG, where we make Taylor expansions around the momenta k = 0
and k = ±kF , where kF is determined by the constraint ξ+ (kF ) = 0.
6.2.1. Γ-point contribution
The first contribution is coming from the Γ-point. Therefore, we obtain from a Taylor expan-
sion around the Γ-point
ξ˜+ (k) ≈ ξ˜+ (0) + ~
2k2
2m?
,
∆˜p (k) ≈ λ~k,
where 1m? =
∂2ξ˜+(k)
~2∂k2
∣∣∣
k=0
and λ = ∂∆˜p(k)~∂k
∣∣∣
k=0
. Then the BdG Hamiltonian for k ≈ Γ becomes
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HˆΓBdG =
(~2k2
2m? + ξ˜+ (0) λ~k
λ~k −
(
~2k2
2m? + ξ˜+ (0)
)) , (6.2)
and the corresponding BdG equation reads
(~2k2
2m? + ξ˜+ (0) λ~k
λ~k −
(
~2k2
2m? + ξ˜+ (0)
))(uΓ
vΓ
)
= E
(
uΓ
vΓ
)
.
Now, we interpret k as the momentum operator k → kˆ = −i∂z and make the ansatz
(
uΓ (z)
vΓ (z)
)
=
(
uΓ
vΓ
)
eκΓz. (6.3)
For the momentum κΓ we need to solve the secular equation det
(
HˆΓBdG − E1
)
!
= 0 for any
energy E and we obtain
κ2Γ = 2
m?ξ˜+ (0)
~2
+ 2
(
m?λ
~
)2
±
√√√√(2m?E
~2
)2
+ 4
(
m?λ
~
)2((m?λ
~
)2
+ 2
m?ξ˜+ (0)
~2
)
.
For zero energy modes the equation can be simplified
κΓ = ±
m?λ
~
±
√(
m?λ
~
)2
+ 2
m?ξ˜+ (0)
~2
 . (6.4)
The corresponding zero energy eigenvectors are given by
(
uΓ
vΓ
)
=
1√
2
(
∓i
1
)
. (6.5)
6.2.2. Fermi point contribution
For the Fermi point contribution we need to linearize ξ˜+ (k) around kF and −kF , see. Fig.
6.2. Then, we can define the following two Nambu spinors ΨR = (dk+,R, d−k+,L) and ΨL =
(dk+,L, d−k+,R). The subscripts R,L denote the right- and left-movers. The corresponding
BdG Hamiltonians are given by
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HˆRBdG =
(
vF~ (k − kF ) ∆˜p (kF )
∆˜p (kF ) −vF~ (k − kF )
)
, (6.6)
HˆLBdG =
(
−vF~ (k + kF ) ∆˜p (−kF )
∆˜p (−kF ) vF~ (k + kF )
)
, (6.7)
where for HˆRBdG we have k > 0 and for HˆLBdG we have k < 0. The corresponding BdG
equations read
(
vF~ (k − kF ) ∆˜p (kF )
∆˜p (kF ) −vF~ (k − kF )
)(
uR
vL
)
= E
(
uR
vL
)
,
(
−vF~ (k + kF ) ∆˜p (−kF )
∆˜p (−kF ) vF~ (k + kF )
)(
uL
vR
)
= E
(
uL
vR
)
.
With k → kˆ = −i∂z and making the ansatz
(
uR (z)
vL (z)
)
=
(
uR
vL
)
eκRz and
(
uL (z)
vR (z)
)
=
(
uL
vR
)
eκLz,
we get the decaying lengths κR and κL from the secular equations det
(
HˆR/LBdG − E1
)
!
= 0. The
decay lengths for the zero energy modes become κR = ikF∓|∆˜p(kF )|vF ~ and κL = −ikF∓
|∆˜p(kF )|
vF ~ .
Furthermore, we get the two eigenvectors
(
uR
vL
)
=
1√
2
(
±isgn
(
∆˜p (kF )
)
1
)
=
1√
2
(
∓i
1
)
,
(
uL
vR
)
=
1√
2
(
∓isgn
(
∆˜p (−kF )
)
1
)
=
1√
2
(
∓i
1
)
,
where we used sgn
(
∆˜p (kF )
)
= −1 and sgn
(
∆˜p (−kF )
)
= +1.
6.2.3. 1D Majorana state
Crucially, the spinorial components of the solutions at each of the three k points are the same,
which allows us to combine them into a single state which is also an eigenstate of both P
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and C. With the three contributions we can construct the 1D solution (6.8) from the generic
solution (6.1). The coefficients can be determined by the three constraints
PΨM (z) != ΨM (z) ,
ΨM (z = 0)
!
= 0,∫ ∞
0
dz |ΨM (z)|2 != 1.
From our calculations we know that in the topological regime κΓ ∈ R and κR, κL ∈ C.
Moreover, we know that Re (κR) = Re (κL) but Im (κR) = −Im (κL) ⇔ κR = κ?L. Therefore,
the wave function can be written as
ΨM (z) =
[
AΓ√
2
eκΓz +
AR√
2
eκRz +
AL√
2
eκ
?
Rz
](∓i
1
)
.
These eigenvectors are not eigenstates of the particle-hole operator P = σxK, but we can
multiply them by a complex number c± = ±1+i , such that it satifies the Majorana constraint.
Then, by applying the boundary condition we get the 1D solution
ψ1D (z) =
N
2
(
ψ‖ (z) + ψ?‖ (z)
) 1√
2
(
1− i
1 + i
)
, (6.8)
where ψ‖ (z) =
(
eκF z+ikF z − eκΓz) encodes the dependence of the wave function on the longi-
tudinal coordinate. The sum ψ‖(z) +ψ∗‖(z) satisfies the boundary condition ψ1D (z = 0) = 0,
and N is the normalization constant. The contribution from the Γ-point is a pure evanescent
state and from the contribution from the Fermi points we get a decaying oscillation with the
wavevector kF .
6.3. 3D Majorana quasiparticle wave function
To check the validity of the ansatz (6.1), we have calculated numerically the Majorana wave
function ΨM (r), see Fig. 6.3(a). The associated Fourier transform for several values of r⊥
(the corresponding polar angle is ϕ = r⊥/R) can be seen in Fig. 6.3(b). One clearly sees one
peak at the Γ-point and two peaks at opposite momenta. The peak locations are independent
of ϕ but their height is not. Furthermore, the peak at negative k is larger. This is because of
the helical spin structure of the single-particle spectrum, shown in Fig. 5.4(a). The solution at
±kF is generated mostly by the band À, and spin ↑ for this band is associated with k < 0. In
the remaining of this work we provide the analytical form for u↑ (r). As we already discussed,
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Figure 6.3: Electron component u↑ of the Majorana spinor. (a) The full spatial profile of the spin
up particle component of the spinor, |u↑| obtained by a real-space tight-binding calculation of a finite
(12,4) CNT with 4000 unit cells (L = 6.03µm) for a magnetic field B⊥ = 14T. The amplitude of
the electronic wave function is shown through both the distance from the nanotube’s surface (light
grey) and through the color scale. (b) Absolute values of the Fourier transformed wave functions from
the tight-binding model for several values of ϕ. There are three momentum contributions, one from
the Γ-point (kΓ) and one from each Fermi point (±kF ). (c)-(d) Cuts along ϕ = 0◦, 114.23◦ of the
numerical |u↑| together with the analytical solutions.
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due to the symmetries of the system (cf. Fig. 6.1) all the other components are related to
u↑(r) by the P, T˜ and C symmetries. In order to find the analytical wave function we need
to transform the wave function from two-band model back to four-band where we know the
spatial dependence of all contributions.
The generic Majorana state (6.1) has three amplitudes, one for each contribution. These
amplitudes however are not independent since ΨM must satisfy the Majorana condition and
the open boundary condition in longitudinal direction. To express the Majorana state in the
sublattice- and spin-resolved basis we need the transformations reversing (3.30), (3.34) and
(5.10). The Majorana operator to create the state (6.1) is defined as
γM =
∑
k
(
u
v
)T (
dk+
d†−k+
)
,
where k ∈ {Γ, kF , − kF } and u = v? = 1−i√2 . By using all the back transformations we get
γM =
∑
k,τ,s
(
uτs (k) ckτs + vτs (−k) c†−kτs
)
, (6.9)
for k ∈ {Γ,±kF }, where the coefficients uτs (k) correspond to the electron and vτs (k) hole
contribution, respectively. We have the following definitions for the coefficients
uτs (k) = τsΛτs (k)λs (k) , (6.10)
vτs (k) = τsΛτs (k)λ
?
s (k) , (6.11)
with
Λτs (k) =
as (k) for τ = +1,bs (k) for τ = −1,
and
λs (k) = um (k) g (sk)− s v n (k)h (sk) .
By using the relations as (−k) = b−s (k), g (−k) = h (k), m (−k) = m (k), n (−k) = n (k)
we get the relations Λτs (k) = Λ−τ−s (−k) and λs (k) = −iλ?−s (−k). As a consequence, we
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obtain symmetry relations of the electron and hole coefficients uτs (k) and vτs (k), which are
illustrated in Fig. 6.4.
Figure 6.4: Symmetry relations of the coefficient uτs due to the three symmetries: particle-hole
symmetry P, chiral symmetry C and, pseudo time-reversal symmetry T˜ . Note that guided by the
analogy with the definition of the P’s action on the Hamiltonian we would expect that it should relate
uτs(k) and v∗−τs(−k). However, due to our definition of the Nambu spinor, P relates uτs(k) and
v∗τs(k), as shown above.
From the transformation we obtain the wave function in conduction basis but in order to apply
the boundary condition we need the wave function in sublattice-resolved basis. In general for
the transformation into the sublattice basis we need also the valence band contribution. Here
we can however use the fact that due to the high chemical potential we are far away from
the charge neutrality point and therefore the contribution from the valence band is negligible.
With this the components in the sublattice basis are defined as upτs (k) = eipητskuτs (k),
where ητs (k) = arg (γτs (k)) is the phase of (4.8) in the low-energy regime and p = +1 for A
sublattice and p = −1 for B sublattice.
Since our nanotube belongs to the zigzag class [137, 140], the open boundary conditions
imply that the wave function must vanish on one end at the missing A atoms and on the
other end at the missing B atoms [135]. We use therefore the open boundary condition
ΨA (z = 0, r⊥)
!
= 0 ∀r⊥, further focusing on uA↑ (r) because the components uA↓ (r), vA↑ (r)
and vA↓ (r) are related by symmetries. The wave function uA↑ (r) is given by the superposition
of the three contributions k ∈ {Γ, kF , − kF } and the two valleys K and K ′, each with its
specific transverse profile eiτk⊥x⊥ :
uσ↑ (r) =
AΓ√
2
[
eiσηK↑ΓuK↑ (Γ) eik⊥r⊥ + eiσηK′↑ΓuK′↑ (Γ) e−ik⊥r⊥
]
eκΓz
+
AR√
2
[
eiσηK↑kF uK↑ (kF ) eik⊥r⊥ + e
iσηK′↑kF uK′↑ (kF ) e−ik⊥r⊥
]
eκF z+ikF z (6.12)
+
AL√
2
[
eiσηK↑−kF uK↑ (−kF ) eik⊥r⊥ + eiσηK′↑−kF uK′↑ (−kF ) e−ik⊥r⊥
]
eκF z−ikF z,
where σ = +1 for A sublattice and σ = −1 for B sublattice. We have several constraints
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Analytics ( 1µm) Fits (
1
µm)
κΓ -7.94 -8.93
κF -6.56 -8.01
kF 118.92 115.25
Table 7: Values of kF , κΓ and κF from the analytical calculation compared with values fitted from
the numerics.
on the various parameters in this equation. The transverse momentum k⊥ is quantized by
the periodic boundary condition. The Fermi wavevector kF is given by the position of the
chemical potential µ, and the characteristic decay lengths at Γ and ±kF by the parameters of
the Hamiltonian at this µ. From the Majorana condition we know that AΓ ∈ R and AR = A?L.
From the open boundary condition in longitudinal direction we obtain a relation between AR
and AΓ and the wave function can be written as
uσ↑ (r) =
1√
2
∑
τ
eiτk⊥r⊥
[
ARe
iσητ↑kF uτ↑ (kF )ψ‖ (z) (6.13)
+A?Re
iσητ↑−kF uτ↑ (−kF )ψ?‖ (z)
]
.
Note that the spatial profile of the wave function is not trivial in the sense that it cannot
be factorized into separate longitudinal and transverse profiles, up↑ (r) 6= f (r⊥) g (z). The
absolute value |AR| is fixed by the normalization and its phase by the Majorana condition.
Thus all factors in the wave function are in principle known from the analytics.
Cuts for two values of the polar angle, ϕ = 0◦ and ϕ = 114.23◦, of the full 3D Majorana wave
function, are shown in Fig. 6.3(c) and (d). The analytical model clearly reproduces very well
the numerically obtained wave functions. However, since per force we had to simplify when
building the effective two-band model, there are three aspects where we have to adjust for the
lost information.
(i) In the microscopic model the P symmetry holds exactly (by construction), but T˜ is min-
imally broken by two small effects. One is the presence of the weak spin-flip terms in the
Hamiltonian, due to the enhanced spin-orbit coupling [127, 128, 135]. The other is the small
Peierls phase for the nearest neighbor hopping, due to the magnetic field [143]. Thus there
is a ±3% discrepancy in the T˜ and C relations between the Nambu spinor components of
the numerical solutions. Removing the spin-flip and the Peierls phase restores the T˜ and
consequently also the C symmetries.
(ii) Due to our approximations, the neglection of correlations between band pairs due to the
magnetic field and the Taylor expansions around the three contributions, the values of κΓ,
κF and kF from the analytics are slightly different than those which are obtained from fitting
the numerical data using (6.13), see Tab. 7.
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Figure 6.5: The absolute value of the fitted amplitude |AR| for 28 different ϕ cuts. The colors
correspond to different groups of atoms related by the C4 symmetry (i.e. atoms at the same z
position). From the inset we see the pi-periodicity of AR and thus the C2 symmetry of the MBS wave
function.
(iii) We implemented the valley mixing through a continuous potential ridge along the CNT
- superconductor interface. This results in the coupling between the two valleys, but also in
their coupling to higher transverse momentum bands which therefore also contribute, albeit
very weakly, to the final Majorana state. In consequence, although we expect AR to be
independent of ϕ, we obtain from the fitting procedure different AR for 28 different ϕ cuts,
with the resulting values of |AR(ϕ)| shown in Fig. 6.5.
We see that although not constant, the amplitude AR is a weakly varying function of ϕ.
Moreover, the data resolved for atoms at the same z position show that AR is pi-periodic.
This is a consequence of the C4 symmetry of our (12,4) CNT where the K ′/K valley states
carry the angular momentum ` = ±2. Since the Majorana state is constructed from electron
(and hole) states with ` = ±2, the MBS wave function has C2 symmetry, which is also visible
in the Fig. 6.5 and later in Fig. 6.6(c).
6.3.1. Spin canting
In the nanowire/quantum dot setups where the character of the potential MBS is determined
by analyzing its coupling to the discrete levels of the quantum dot, the spin canting of the
MBS turns out to play an important role. [41, 177] If there is a mismatch between the particle
spin of the MBS and that of the quantum dot, the coupling is suppressed. Thus we turn next
to analyze the local spin canting angle in our Majorana nanotube.
Using the definition from the Ref. [177] this quantity is Θ(r) = 2 arctan(u↑(r)/u↓(r)), thus
relating the phases of particle up and down spin components of the Majorana spinor. The
same information can be obtained from the local orientation of the particle spin, as we show
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(b)
0 π-π
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Figure 6.6: Spin canting angle 〈θxy〉 (r) of the electronic component of the left Majorana state. In
all panels the color corresponds to the local value of 〈θxy〉. (a) The leftmost 0.5 µm of the Majorana
state, with distance from the CNT surface encoding |u↑(r)|. (b) 2D projection of the region with
the first maximum of the Majorana wave function, with point size corresponding to |u↑(r)|. (c) The
left termination (i.e. the first 1.8 nm) of the CNT lattice. Vector length corresponds to |u↑(r)|, its
orientation to the spin canting angle. In both (b) and (c) note the variation of 〈θxy〉 with the polar
coordinate.
below.9 The local expectation value for each spin direction in the particle sector is given by
〈u(r)|sα|u(r)〉, where sα are the Pauli matrices, α = x, y, z, and u (r) = (u↑ (r) , u↓ (r))T is
the electron component of the wave function. Due to the symmetry relations, see Fig. 6.1,it
holds
〈u (r) | sx |u (r)〉 = −2Im
(
u2↑ (r)
)
,
〈u (r) | sy |u (r)〉 = −2Re
(
u2↑ (r)
)
,
〈u (r) | sz |u (r)〉 = 0.
The expectation value 〈sz〉 is zero because of the pseudo time-reversal symmetry. Knowing
the values of 〈sx(r)〉 and 〈sy(r)〉 we can define a local spin direction in the plane perpendicular
to the nanotube,
θxy(r) = arctan
( 〈sy(r)〉
〈sx(r)〉
)
= −2 arg(u↑(r)). (6.14)
The definition from Ref. [177], after applying the symmetry relations from Fig. 6.1, yields
Θ(r) = −θxy(r)− 3pi/2, i.e. the two definitions differ only by a constant and a sign. The full
3D spatial profile of θxy(r) is shown in Fig. 6.6(a). The oscillation along z with the same
9The total spin of the Majorana particle, summed over both particle and hole contributions, is zero.
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Figure 6.7: (c) The spin canting angle θxy for the cut ϕ = 0◦ defined in Eq. (6.14). (b)-(c) Numerical
and analytical Re (uA↑ (z)) and Im (uA↑ (z)) for the polar angle ϕ = 0◦ from the |uA↑ (z)| fit.
period as the MBS wave function is clearly visible. Further, Fig. 6.6(b) shows a zoom of the
left end of the tube for the first peak of |u↑(r)| along z, polar angle ϕ resolved and showing
the helical pattern of θxy. Finally, Fig. 6.6(c) visualizes the local spin canting at the very
left end of the nanotube, where the electron tunneling would occur. The spin canting angle
distribution also has the C2 symmetry, and takes several different values at the edge atoms.
Thus the tunneling from a putative quantum dot coupled to the left end is definitely different
than in a nanowire, assumed to be isotropic. Whether this effect is helpful or detrimental for
the experiment is not yet clear.
In the Fig. 6.7(a) we show a comparison between the analytical and numerical results for
θxy(z, ϕ = 0). The additional phase jumps visible in the analytics are caused by the slight
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discrepancy between the numerical and analytical values of the real and imaginary part of
u↑(r) shown in Fig. 6.7(b-c), in particular at positions where the real value in numerics is
small and positive, while the analytical result is also small but negative. Nevertheless, the
overall agreement is again good.
6.4. Conclusion
In this work we have shown in a combination of numerical modelling and analytical calcula-
tions how to determine the full spatial profile of the Majorana bound state in a proximitized
semiconducting carbon nanotube. The wave function has three contributions: one from the
Γ-point and one from each Fermi point, which is also supported by an analysis of the numer-
ical data via a Fourier transformation. Further features which our model captures very well
are: the decaying behaviour of the wave function, its oscillation, the symmetries linking the
different components of the Nambu spinor and the C2 symmetry of the Majorana state, due
to its composition of the l = ±2 quasiparticle states.
The 3D spatial profile can be used to determine the 3D spin canting of the Majorana state.
The total spin of the MBS is zero but still a local spin canting angle can be defined. The local
spin canting angle has a nontrivial spiral pattern, varying around the CNTs circumference.
The excellent agreement between the analytically obtained and the numerically calculated
spin and sublattice resolved spinor gives us confidence in the accuracy of the local observables
further derived in this chapter. Despite being obtained for a CNT, our results might serve as
a reference also for other systems where a microscopic calculation of the MBS spinor is not
possible. Our results will be useful for modeling and interpreting the experimental results in
a realistic quantum transport setup where the properties of the Majorana states are probed
locally.
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7. Conlusion
In summary, we investigated the topological properties of carbon nanotubes coupled to an
s-wave superconductor. We analyzed the cases with and without magnetic field. In particular,
we demostrated the emergence of topological edge states in a parameter region with a nontrival
topological invariant and proven in both cases the bulk-edge correspondence.
In chapter 1 the topological concepts are introduced. In general a topological state of matter
has a bulk gap and at its edges gapless states. We define the topological invariant for a
topological system.
Then, in chapter 2 we introduced Majorana fermions, particles which are their own antipar-
ticles. In the context of condensed matter physics this property can belong to some quasi-
particles in a superconducting system, where the quantum state may be invariant under a
particle-hole transformation. The emergence of such quasiparticles is discussed in a p-wave
superconductor in a tight binding representation, as well as in a quantum wire with Rashba
spin-orbit coupling in parallel applied magnetic field and in contact with an s-wave supercon-
ductor.
We investigated in chapter 3 the electronic spectra of ultra-clean carbon nanotubes based on
the band structure of graphene. The relevance of the curvature due to the geometry of the
carbon nanotubes is analyzed. The curvature enhances the intrinsic spin-orbit coupling, which
then can not be neglected. An effective Hamiltonian in the reciprocal space is constructed
which well reproduces the numerically calculated low-energy spectrum. Then, in the regime
of low magnetic fields, an effective two-band model is derived. Moreover, we constructed an
alternative model of carbon nanotubes in the helical-angular picture. Finally, we discussed the
superconducting pairing terms which model proximity effect in carbon nanotubes, considering
both on-site and nearest neighbor pairing between electrons.
In chapter 4 the edge states in a minimal model for topological superconductivity are studied
in the time-reversal symmetric case. We demostrated that the edge states are due to the
combined effect of curvature-induced shifting of the Dirac point and superconducting coupling
between nearest-neighbor sites. Furthermore, the edge states with the minimal boundary
are formed not by Kramer partners, but by (τ ,s,r) and (τ ,s,− r), where r = ±1 is the
quantum number characterizing the left or right Fermi point of the spectrum. In armchair
carbon nanotube it was impossible to construct an localized edge state because that required
combining (τ ,s,r) and (−τ ,s,− r) states, whose wave functions always decay in the opposite
directions.
In chapter 5 we demostrated the Majorana nature of the localized edge states in the presence of
magnetic field and valley mixing using a microscopic tight-binding model. The bulk properties
are discussed using the four- and two-band model and the corresponding topological phase
diagram as a function of (B⊥, µ) is calculated. We adress the point of symmetry breaking
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contribution like disorder and an axial component of the magnetic field. Further, the influence
of the nearest neighbor pairing term for the topological phase diagram is shown. At the end,
Majorana bound states at phase boundaries are considered by tuning the chemical potential
of the CNT in such a way that a part of the tube resides in the phase with ν = −1 and
another in the ν = +1 phase.
In the final chapter the full three-dimensional spatial profile of the Majorana bound state was
analytically calculated. The Majorana wave function is constructed from three contribition of
the BdG spectrum: one from the Γ-point and one from each Fermi point. This result is also
supported by the numerical data. The full 3D spatial profile can be used to determine the spin
canting of the Majorana bound state. The local spin canting angle displays a spiral pattern,
varying around the CNTs circumference. This is known to affect the electron tunneling into
the MBS, although whether the effect is favorable or detrimental remains to be seen.
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A. Equivalence of topological invariants
Here, we show the identity of two different expressions for the winding number: one is given
by (1.26) and another is given using the flat-band Hamiltonian approach (1.21). We will omit
k in the expressions for simplicity. Recall that Q2 = (1− 2P )2 = I − 4P + 4P 2 = 1, then we
have qq† = 1, i.e. q−1 = q† and moreover, we also have U † = U , which is immediately seen
from (1.25). From these two relations we have D−1U−1 = D†U † = D†U and it holds that
U−1 = DD†U =
∑
n
Enunu
†
n. (A.1)
Since 0 = ∂k
(
q−1q
)
=
(
∂kq
−1) q + q−1∂kq, the integrand in the expression of the winding
number ν ′ is written as Tr
[
q−1∂kq
]
= 12Tr
[
q−1∂kq − q∂kq−1
]
. By using the relations ∂kq =
(∂kU)D + U∂kD, ∂kq−1 =
(
∂kD
−1)U−1 + D−1∂kU−1, and the cyclic property of the trace,
we have
Tr
[
q−1∂kq − q∂kq−1
]
= Tr
[(
D−1∂kD −D∂kD−1
)
+
(
U−1∂kU − U∂kU−1
)]
,
Tr
[
U−1∂kU − U∂kU−1
]
= Tr
[
U−1∂kU − ∂k
(
UU−1
)
+ (∂kU)U
−1] = 2Tr [U−1∂kU] .
By using (A.1), we find
Tr
[
U−1∂kU
]
= Tr
∑
n,n′
(
−En∂kEn′
E2n′
)
unu
†
nun′u
†
n′
 = −Tr[∑
n
∂kEn
En
unu
†
n
]
= −
∑
n
∂k ln (En) ,
where we have used the orthogonality u†nun′ = δn,n′ and Tr
[
unu
†
n
]
=
∑
m un,mu
?
n,m = 1.
Using the periodicity of En (k) in the Brillouin zone, we finally get the identity
ν ′ =
1
4pii
∫
dkTr
[
D−1∂kD −D∂kD−1
]
= − 1
4pii
∫
dkTr
[
C˜H−1C ∂kHC
]
= ν.
Now, we prove the connection to the Chern-Simons invariant (1.20). Due to the spectral
theorem of skew symmetric matrices, the matrix has purely imaginary eigenvalues that occur
in complex conjugate pairs ±iλn with λn > 0. and we can find an orthogonal transformation
W which transform X
(
k˜
)
into a block-diagonal Jordan form [178]
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XJ
(
k˜
)
=WX
(
k˜
)
WT =
 0 λn (k˜)
−λn
(
k˜
)
0
 .
The Pfaffian of the Jordan form XJ
(
k˜
)
is easy to evaluate Pf
(
XJ
(
k˜
))
=
∏
n λn
(
k˜
)
> 0.
Then, the Pfaffian is given by
sgn
(
Pf
(
X
(
k˜
)))
= sgn
(
Pf
(
XJ
(
k˜
))
det (W)
)
= sgn (det (W)) .
SinceW is an orthogonal matrix it follows that det (W) = ±1 = e−iθ with θ = npi and n ∈ Z.
Then, it follows that θ = i ln (det (W)) = i ∫ dk∂k ln (det (W)).
The Berry connection of the ground state, i.e. the occupied state, was denoted as A−. It can
be shown [22] that
∫ pi
a
−pi
a
dkTr (A−) =
∫ pi
a
0
dkTr (A− +A+) =
∫ pi
a
0
dkTr (A) ,
where A = A− +A+ is the Berry connection of all states and A+ that of the empty states.
The Berry connection is given by A = U−1∂kU where U diagonalize the BdG Hamiltonian
UHBdGU−1 and has the form U = U−1M WUM [179]. With the Berry connection A = U−1∂kU
the Chern-Simons invariant (1.20) is given by
CS1 =
i
2pi
∫
Tr (A) = i
2pi
∫
∂k ln (det (U)) =
i
2pi
∫
∂k ln (det (W)) .
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B. Valley mixing
The possibility of tunneling between the substrate and the carbon nanotube implies close
contact between both systems. With this close contact the carbon nanotube wave functions
are affected by the substrate lattice potential, registering an increased electrostatic potential in
the vicinity of the contact area. In order to preserve the translational symmetry of the system,
which allows us to construct Bloch bands of the bulk nanotube, we treat the electrostatic
potential of the substrate as a continuous ridge, adding an on-site potential term to the
Hamiltonian of the CNT at the atomic sites in the proximity of the substrate. We have
tested several shapes of this ridge with similar values of the resulting valley mixing energy
scale, ∆KK′ . For all calculations presented here we chose a Gaussian form of V (ϕ), shown in
Fig. 2.1(a) and given by
V (ϕ) = V0 exp(−(ϕ− ϕ0)2/∆ϕ2), (B.1)
where ϕ is the angular coordinate of the nanotube atom, V0 is an arbitrarily chosen maximum
height of the substrate’s potential, ϕ0 is the shift between nanotube coordinates and the CNT-
substrate contact line, and ∆ϕ controls the sharpness of the potential. The influence of the
substrate potential for three different nanotube chiralities is illustrated in Fig. 2.1b, where
the atoms of the respective CNT’s unit cell are colored according to the value of V (ϕ) at this
position. In the numerical calculations we assumed V0 = 0.4 eV, ϕ0 = 90◦ and ∆ϕ = 2.5◦.
We shall now assess the hybridization between different momentum states in the CNT, |~k〉
and |~k′〉. First, we introduce the basis of LCAO plane waves
|~k, p〉 = 1√
NcNL
∑
~R
ei
~k·~R |~R, p〉, (B.2)
with
〈~r|~R, p〉 = pz(~r − (~R+ δ ~Rp)),
where NL is the number of CNT unit cells and Nc is the number of lattice sites (graphene’s
unit cells) in the CNT’s unit cell. The index p = A,B denotes the sublattice, ~R are the
Bravais lattice vectors and δ ~Rp denote the shift of the p atom from the center of graphene’s
unit cell. We approximate the wave functions of electronic pz orbitals by Dirac deltas
This means that our V (ϕ), which is diagonal in position and hence diagonal in sublattice,
will only yield nonzero coupling between LCAO plane waves on the same sublattice,
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(14, 4)
0
1
(a)
(b)
Figure 2.1: (a) The substrate potential V (ϕ) in the Gaussian form. The inset shows the nanotube co-
ordinates in relation to the substrate. (b) Examples of unit cells of nanotubes with different chiralities,
with the atoms along the contact area colored by their value of V (ϕ).
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(c)
Figure 2.2: (a), Fragment of a (6,2) CNT lattice. The white area marks the translational unit cell of
the CNT. (b), The unit cell of graphene, with the A and B sublattice atoms and their shifts δ ~RA/B
from the center of the unit cell. (c), Unrolled nanotube lattice and the quantities used in equations
(B.2) and (B.3).
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Vp(~k, ~k′) = 〈~k, p|V (ϕ)|~k′, p〉 = 1
NcNL
∑
~R
V (ϕ~R,p) e
i(~k−~k′)·~R
=
1
NL
NL∑
n=1
ei(k−k
′)na × 1
Nc
Nc∑
j=1
V (ϕpj)e
i(l⊥−l′⊥)ϕjei(k−k
′)zj , (B.3)
where in the last step we split the sum over lattice sites ~R into a sum over nanotube unit cells
indexed by n and a sum over all atoms in one unit cell, indexed by j. The lattice constant a
is the length of the CNT’s unit cell, ϕj is the angular coordinate of the lattice site ~Rj and ϕpj
the angular coordinate of the p sublattice atom belonging to this site. The quantities l⊥, l′⊥
are the angular momentum components of ~k and ~k′, respectively. The summation over the
unit cells in an infinite CNT yields the selection rule for the longitudinal momentum, k = k′,
while the summation over lattice sites determines the strength with which different angular
momentum states at the same k are coupled. The angular momenta in the K and K ′ valley
have opposite signs, lK = −lK′ . When the lK appropriate for a given chirality is inserted
into (B.3), we obtain the k-independent coupling between LCAO plane waves from K and K ′
valley,
VKK′,p =
1
Nc
Nc∑
j=1
V (ϕpj)e
2ilKϕj . (B.4)
This quantity is in general complex, with different phases on the A and B sublattice, but
with the same absolute value, |VKK′,A| = |VKK′,B| =: |VKK′ |, shown in Fig. 2.3. The value of
|VKK′ | is not sensitive to the precise placement of the CNT on the substrate, i.e. to the value
of ϕ0, provided the decay angle ∆ϕ is large enough (> 2− 4◦).
(12, 4) (10, 2) (14, 4)
Figure 2.3: Calculated plane wave coupling |VKK′ | as a function of the substrate potential parameters
ϕ0,∆ϕ. It is most effective in nanotubes with shorter unit cells, and in all of them the dependence
on ϕ0 vanishes beyond some value of ∆ϕ.
Upon conversion to the conduction/valence band basis (i.e. the basis of the CNT Bloch
states) we obtain the valley mixing ∆KK′(k) which is proportional to |VKK′ | but depends
on the value of k. As a result, the minimum of the bands is displaced from the curvature-
shifted Dirac points, as can be seen by comparing the colored and grey lines in Fig. 5.1(b).
For the sake of simplicity in the effective model we accomodate this displacement through a
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modification of the curvature shift ∆kC‖ , defined in Section 3.5, and take the value of ∆KK′ to
be constant in k, fitted from the width of the K/K ′ anticrossing in the numerically obtained
band structure. This simplification eases greatly the analytical calculation, while keeping the
agreement between our numerical and effective model results, as the following sections will
show.
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C. Analysis of the 1D continuum model
In this appendix, we will show the detailed calculation of the modes of the 1D continuum
model introduced in Sec. 4.4. The condition that the determinant of the matrix in Eq. (4.26)
is zero is written as
(µ˜τs − ips∆0)2 −
[
vF~
(
q + τ∆kc‖
)
+ ipcs∆1q
]2
+
[
ivF~
(
k⊥ + τ∆kc⊥ + s∆k
SO
⊥
)− pcs∆1k⊥]2
= 0.
This is a second-order equation in q, and the two solutions are given by,
q
(τ ,s)
∓ =
1
c (t+ ips∆1)
[
±
√
(µ˜τs − ips∆0)2 −
[
vF~
(
k⊥ + τ∆kc⊥ + s∆k
SO
⊥
)
+ ipcs∆1k⊥
]2 − vF~∆kc‖]
' t− ips∆1
vF~t
[
±
√
µ˜2τs −
[
vF~
(
k⊥ + τ∆kc⊥ + s∆k
SO
⊥
)]2√
1− 2ipsF − vF~τ∆kc‖
]
,
where the signs − and + in the index of q(τ ,s)∓ correspond to the signs of + and − in the
right-hand side, respectively, and
F =
1
µ˜τs
∆0 + ∆1E
(τ ,s)
⊥
(
E
(τ ,s)
⊥ + ε
(τ ,s)
⊥
)
µ˜τs
t
1−
(
E
(τ ,s)
⊥
)2 .
Note that F is of the order of ∆0/1/µ˜τs. By using the formula
√
a+ ib =
√
a+
√
a2 + b2
2
+ isgn(b)
√
−a+√a2 + b2
2
,
for a, b ∈ R, the term √1− 2ipsF becomes,
√
1− 2ipsF = R+ iI,
where R and I are given by
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R =
√
1 +
√
1 + (2psF )2
2
'
√
1 + 1 + 12(2psF )
2
2
' 1,
I = sgn(−2psF )
√
−1 +√1 + (2psF )2
2
' −pssgn(F )
√
−1 + 1 + 12(2psF )2
2
= −psF.
Then, for the real part of q(τ ,s)± , we get
Re
(
q
(τ ,s)
±
)
= ∓ tR+ ps∆1I
vF~t
√
µ˜2τs −
[
vF~
(
k⊥ + τ∆kc⊥ + s∆k
SO
⊥
)]2 − τ∆kc‖
' ±
√(
µ˜τs
vF~
)2
− (k⊥ + τ∆kc⊥ + s∆kSO⊥ )2 − τ∆kc‖ = k(τ ,s)± .
On the other hand, for the imaginary part of q(τ ,s)± ,
Im
(
q
(τ ,s)
±
)
=
1
vF~
(
± tI − ps∆1R
t
|µ˜τs|
√
1−
(
E
(τ ,s)
⊥
)2
+ psτ
∆1
t
vF~∆kz
)
,
and the numerator of the first term in the right-hand side is calculated as,
tI − ps∆1R = −ps
1−
(
E
(τ ,s)
⊥
)2 [ tµ˜τs∆0 +
(
1 + E
(τ ,s)
⊥ ε
(τ ,s)
⊥
)
∆1
]
.
Then, we get
Im
(
q
(τ ,s)
±
)
= ∓ ps
vF~

1√
1−
(
E
(τ ,s)
⊥
)2
[
t
µ˜τs
∆0 +
(
1 + E
(τ ,s)
⊥ ε
(τ ,s)
⊥
)
∆1
] |µ˜τs|
t
∓ τ∆1ε(τ ,s)‖
µ˜τs
t

= ∓ ps
vF~
sgn(µ˜τs)√
1−
(
E
(τ ,s)
⊥
)2
[
∆0 + ∆1
µ˜τs
t
(
1 + E
(τ ,s)
⊥ ε
(τ ,s)
⊥ ∓ sgn(µ˜τs)τε(τ ,s)‖
√
1−
(
E
(τ ,s)
⊥
)2)]
= ∓ ps
vF~
sgn(µ˜τs)√
1−
(
E
(τ ,s)
⊥
)2 ε
(τ ,s)
g,±
2
,
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which is the expression given in Eq. (4.28).
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exterior branches (states around k = ±kF ). (Adapted from Ref. [109]) . . . . 34
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2.9. (a) Setup of the InSb nanowire and Al superconductor. (b) The result of the
measurement as a function of the magnetic field. (c) Result of the measurement
and the simulation at different magnetic fields B = 0T (black) and 0.88T
(red). (d) Result of the corresponding simulation with a chemical potential
µ = 0.3meV. (Source: [34]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.1. A segment of the graphene lattice including the unit cell (in red), the two
sublattices, A and B and the two basis vector a1 and a2. . . . . . . . . . . . . 40
3.2. The translational unit cell (blue area) for a C = (8, 2) carbon nanotube. More-
over, the red lines corresponds to the edges of armchair and zigzag carbon
nanotubes. (Source: [122]) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3. The energy spectrum of graphene as a function the momentum. A zoom of the
spectrum around the Fermi points shows the linearity of the energy spectrum. 43
3.4. Schematic of a carbon nanotube device including the angular momentum states.
(Source: [122]) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.5. (a)-(c) The energy spectrum of graphene (color map), with the first Brillouin
zone shown in red and transverse momentum quantization for a (a) (8, 0), (b)
(8,2) and (c) (8,8) carbon nanotube shown in black. (d)-(f) One-dimensional
cuts of the energy spectrum. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.6. Sketch of the low energy spectrum of a carbon nanotube as a function of the
parallel k‖ and perpendicular k⊥ momentum with respect to the CNT axis. In
blue (spin down) and red (spin up) we show the hyperbolic one-dimensional
spin-resolved energy cuts including curvature gaps and spin-orbit splitting. . . 47
3.7. A sketch of a carbon nanotube and the corresponding orbitals to see the influ-
ence of the curvature. (Source: [135]) . . . . . . . . . . . . . . . . . . . . . . . 48
3.8. The energy bands of a (12,4) nanotube in the vicinity of the Dirac points
are shown in the leftmost plot, with red/blue corresponding to spin up/down
(quantized along the nanotube axis) bands. Our region of interest here is the
neighborhood of the Γ point in the conduction band. The enlarged plots show
the spectrum in this region, obtained both in the real-space tight-binding cal-
culation and in an analytical effective model. The spin-orbit splitting between
the Kramers doublets at k = 0, B⊥ = 0 is ∆SO (here equal 2 meV), and the
width of the anticrossing opening between different valley states is ∆KK′ (here
2.5 meV). Grey lines shown in the plot correspond to subbands without the
valley mixing. There we can assign spin and valley quantum number to each
band. With the valley mixing, B⊥ is able to open a gap at k = 0. . . . . . . . 50
3.9. The two pairs of bands β and α with black lines showing the energies E±s,
respectively, at B⊥ = 0 and E˜1/2/3/4 at B⊥ = 10 and 50T. The grey lines
show the corresponding solutions of the four-band model. The approximation
decoupling the upper pair from the lower holds at small fields, until B?⊥ becomes
too large to be neglected and the two-band model becomes unreliable. . . . . 54
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3.10. (a) Schematic figure of a CNT proximity coupled to a superconducting sub-
strate. (b) Hexagonal lattice structure. Depicted are unit vectors a1, a2,
alternative unit vectors Ch/d, H, and vectors to the nearest-neighbor and
next-nearest-neighbor sites δ(t)j for an unrolled (n,m) = (6, 3) CNT, where
d = gcd(n,m) = 3. A and B sublattices are denoted by gray and white circles,
respectively. (c) An effective 1D lattice model, which is obtained by a partial
Fourier transform in the circumferential direction, and is a projection of the
2D lattice structure onto the 1D nanotube axis z (see the dashed lines). Solid
lines denote nearest-neighbor bond connections in the original lattice structure. 55
3.11. Conduction and valence bands of (a) (n,m) = (6, 3) metal-1 CNT, classified
into the zigzag class, and (b) (n,m) = (8, 2) metal-2 CNT, classified into
the armchair class. For both cases (a) and (b), ps = 1 and qs = 0. The
angular momentum for each band is indicated, the blue curves show bands
with k⊥ = k⊥K , and the purple curves in (a) show bands with k⊥ = k⊥K′ .
Curvature-induced energy gaps at zero energy and spin-orbit splitting are not
seen on this energy scale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.12. Schematic of the system including the CNT which lies on top of an s-wave
superconductor. The nearest-neighbor hopping tij,ss′ is spin-dependent due to
curvature. The superconducting substrate induces an on-site superconducting
pairing term ∆0 and nearest-neighbor pairing term ∆1. . . . . . . . . . . . . . 58
4.1. (a) Energy band, and (b) BdG excitation spectrum near the K point for an
(m,n) = (6, 3) carbon nanotube. The chemical potential is set to be µ =
500 meV. The two arrows with k(K,s)± in (a) indicate the two Fermi points. In
(b) the superconducting coupling parameters are chosen to be ∆0 = 0.5 meV
and ∆1 = 2 meV. Each inset in (b) shows the enlarged BdG spectrum near
the two Fermi points. The blue and red curves show the BdG spectra for the
spin-up and -down components, respectively. . . . . . . . . . . . . . . . . . . . 63
4.2. BdG spectrum of a (6, 3) nanotube with a length of 16.1 µm in the (K, 1)
subspace. (a) Spectrum as a function of the superconducting pairing ∆1, and
(b) as a function of the chemical potential µ. Blue circles show the calculated
spectrum and the dashed lines show the superconducting gaps ε(K,s=1)g,r of the
bulk system given in Eq. (4.15). The inset in (b) shows the real part components
φχA (blue) and φξA (red) in arbitrary units as a function of lattice site ` for
the calculated eigenfunction at εBdG = 0 with ∆0 = 0.5 meV, ∆1 = 2 meV
and µ = 650 meV [indicated by the red arrow in (b)]. The definition of φpσ
(p = χ, ξ) is given in Eq. (4.18). . . . . . . . . . . . . . . . . . . . . . . . . . 66
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4.3. Phase of detDτs, arg detDτs, appearing in the integrand of the winding number
in Eq. (4.19), for an (6, 3) nanotube near the K point for which the angular
momentum is k⊥ = 2. The parameters are the same as those in Fig. 4.1(b).
The continuous change of the function in the interval −pi ≤ arg detDτs ≤ 3pi
is clearly seen. The blue and red curves show the spin components s = 1 and
−1, respectively. Note that both of them are almost equal pi in the regions of
kaz . −2.21. For this case, the integrand gives contribution +1 (−1) to the
winding number for s = 1 (s = −1). . . . . . . . . . . . . . . . . . . . . . . . 68
4.4. Schematics of the trajectories of the complex function detDτs in the complex
plane when k changes from k  k(τ ,s)− to k  k(τ ,s)+ . The solid curve shows an
example for a nontrivial winding number ντs = 1 and the dashed curve shows
a case for a trivial winding number ντs = 0. . . . . . . . . . . . . . . . . . . . 69
4.5. Topological phase diagram for an (6, 3) nanotube estimated from Eq. (4.21) for
(τ , s) = (K,1) in µ and ∆1/∆0 plane, where ∆0 = 0.5meV. The light blue areas
show the region of nontrivial winding number, |ντs = 1|. The dashed curves
show Eq. (4.24), the analytical expression for the border of the topological
phases. The region between the dashed vertical lines is the band-gap region of
the normal state. The red lines indicate the parameter of Fig. 4.2. The inset
shows the phase diagram for the value ντ+1 + ντ−1 near the region marked by
the red point, which has a nontrivial value only near the border of the main
figure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.6. BdG spectrum of an armchair class (5, 2) nanotube with length of 13.6 µm in
the (K,+1) subspace. (a) Unrolled tube near the left end. The boundary is
formed by a simple cut of the lattice in the plane orthogonal to the nanotube
axis, represented by the solid line perpendicular to the z axis. Removed lattice
sites adjacent to the boundary sites are represented by dashed circles, and the
dangling bonds are represented by the dashed lines. The orthogonal boundary
is given by keeping the Klein site indicated by KL, and the minimal boundary
is given by removing the Klein site. (b) Minimal and (c) orthogonal bound-
aries, respectively, in the 1D model. (d) BdG spectrum as a function of the
superconducting pairing ∆1, and, (e) as a function of the chemical potential µ,
respectively, for the minimal boundary, and in (f) and (g) for the orthogonal
boundary. Each inset in (e) and (g) shows the real part components φχA (blue)
and φξA (red) in arbitrary units as a function of lattice site ` for the calculated
eigenfunction at the state indicated by the red arrow. . . . . . . . . . . . . . 77
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5.1. Schematic of the system, the CNT with its proximal superconductor and a
gating layer. A magnetic field is applied in parallel to the substrate and per-
pendicular to the nanotube. We find Majorana quasiparticles at the ends of the
CNT/superconductor hybrid. The ingredients of our model are shown in the in-
set. The nearest neighbor hopping tij,ss′ is spin-dependent because of spin-orbit
coupling. The superconducting substrate (i) breaks the rotational symmetry of
the nanotube, as shown by the darker strip with finite electrostatic on-site po-
tential, and (ii) induces superconducting pairing in the nanotube, with on-site
(∆0) and nearest-neighbor (∆1) pairing correlations. . . . . . . . . . . . . . . 80
5.2. The Bogoliubov-de Gennes spectra of the superconducting nanotube in three
different topological phases which can be accessed by tuning B⊥ for the chem-
ical potential µ = 334.6 meV. The color scale shows the weight of the particle
part of the corresponding CNT’s eigenstate; gold color indicates equal particle
and hole contributions. The superconducting pairing is ∆0 = 0.4 meV, ∆1 = 0. 81
5.3. (a) The lowest four bands of a (12,4) semiconducting CNT with valley mixing
and in B⊥ = 10 T, obtained with the effective four-band model. The color scale
shows the expectation value of the sz (left panel) or sx (right panel) component
of an eigenstate’s spin. The pairings between a positive k state in band À and
the four states with opposite k are indicated in the right panel. (b) Pairing
strength as a function of k for B⊥, in ∆0 units. (c) The four pairing terms as
functions of k and B⊥, in ∆0 units. Note the increase in ∆′s, which couples the
upper and lower band pairs, beyond ∼20 T. . . . . . . . . . . . . . . . . . . . 83
5.4. (a) The single particle energy spectrum of a (12,4) nanotube in the vicinity
of the Γ-point for a magnetic field of B⊥ = 14T. Only the superconducting
pairings in the same band pair are retained, with ∆˜p (k) acting within band
and ∆˜s (k) pairing each member of the pair with its partner. Color scale shows
the expectation value of 〈sz〉 for the corresponding energy state. (b) The two
superconducting pairing terms ∆˜s (k) (interband), and ∆˜p (k) (intraband), as
functions of k. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
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5.5. Symmetries and topological invariants. (a) Sketch of a spectrum with particle-
hole symmetry. Bands of the same color are related by the symmetry. (b) The
phase diagram calculated using the effective model and the Pfaffian formulation
of the topological invariant, typical for particle-hole symmetric systems. The
topologically non-trivial regions are shown in yellow, the red line at the border
between the phases is the contour of E = 0 at the Γ point. The dot in the
lower W = −1 area marks the µ and B⊥ used in Fig. 5.7. The dashed lines
trace the borders of non-trivial phase calculated from a model which contains
only one single-particle band pair, either À and Á (lower region) or Â and Ã
(higher region) from Fig. 5.1(b). (c) Sketch of a spectrum with chiral symmetry.
The Bogoliubov-de Gennes spectrum in Fig. 5.2 has both particle-hole and
chiral symmetry. (d) The phase diagram calculated using the winding number
invariant, defined for chiral-symmetric systems. The values ν = ±1 in the lower
and upper non-trivial area indicate that these regions correspond to different
topological phases, with one zero energy mode in each. . . . . . . . . . . . . . 89
5.6. Topological phase transition. (a) The quasiparticle spectrum of a finite (12,4)
nanotube with 4000 unit cells (L = 6.03µm), at the chemical potential µ =
334.6 meV for varying magnetic field. The topological phase transition occurs
at Bc = 8.5 T, beyond which the lowest energy eigenstate becomes a zero energy
mode. (b) The wave function of the lowest energy mode undergoes a gradual
localization with increasing magnetic field. Here only the amplitude |u↑(x‖)| of
the spin up particle component, projected onto the direction along the CNT’s
axis, is shown. The shape of the remaining components is indistinguishable
from that of |u↑(x‖)| at this scale, which comprises the data points from N =
8.32 · 105 atoms. The units are arbitrary and the same for all wave function
plots in this figure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.7. Majorana bound states. (a), The full spatial profile of the the spin up and spin
down particle components, |u↑(r)| and |u↓(r)|. The amplitude of the electronic
wave function is shown through both the distance from the nanotube’s surface
(light grey) and through the color scale. The wavelength of the oscillations
is given by the value of kF at the chosen chemical potential. (b), Spatially
resolved amplitude of the difference between the particle and conjugated hole
components for the same spin, |u↑(r)−v∗↑(r)| and |u↓(r)−v∗↓(r)|. The distance
from the CNT’s surface is scaled in the same way as in c, and the color scale is
greatly enhanced. Only faint differences are visible, of the order of 10−5, which
shows the Majorana nature of the zero energy mode. . . . . . . . . . . . . . . 91
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5.8. (a) The energy of the lowest positive mode E0 of the (12,4) nanotube with
L ' 6µm discussed in the main text. The chemical potential is fixed at µ =
334.6 meV, both the magnetic field B⊥ and the maximum disorder strength
W0 vary. The latter increases in steps of 0.1 eV. In this magnetic field range
the clean system is in the non-trivial topological phase. The concentration of
impurities in (a)-(c) is 0.1%, which corresponds to 832 impurities. In all plots
of this figure each value of W0 corresponds to one realization of disorder. (b)
The gap between the lowest energy mode E0 and the next, E1. For E0 ≈ 0
a large value of E1 − E0 means wide gap between the MBS and the bulk
states, indicating a stable MBS mode. (c) Three examples of the quasiparticle
spectra near E = 0. (d) Similar to (a), with a tenfold increase in the impurity
concentration, i.e. 8320 impurities in the CNT. The concentration is the same
in (d)-(f). (e) Similar to (b). (f) Similar to (c). . . . . . . . . . . . . . . . . . 94
5.9. Stability of MBSs with respect to magnetic field alignment. The thirty two
lowest quasiparticle energies as a function of varying angle of the magnetic
field, with its amplitude fixed at B = 12 T. The bulk Hamiltonian is gapped
only within the area marked in yellow, 85◦ ≤ θ ≤ 95◦. In a finite system a zero
energy mode appears throughout this range of θ, with maximum distance to
the other eigenstates at θ = 90◦. . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.10. (a) The ∆0 and ∆1(k) pairing strength, in the units of the appropriate pair-
ing type, bare ∆0 and bare ∆1, respectively. (b) Topological phase diagram
constructed with the Pfaffian invariant, with bare ∆1 = 2∆0. Here and in
c,d the value of
√
∆20 + ∆
2
1 is kept constant and equal 0.4 meV. The red lines
show the phase boundaries with ∆1 = 0. The inclusion of nearest neighbor
pairing has extended the non-trivial region towards lower magnetic field, but
otherwise its influence is invisible. (c) Topological phase diagram at constant
µ = 334.6 meV. Here too the increasing contribution of ∆1 with respect to
∆0 extends the lower border of the non-trivial phase. (d) Topological phase
diagram at B⊥ = 12 T. Again, the inclusion of ∆1 slightly extends the borders
of the non-trivial phase. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
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5.11. (a) The profile of the chemical potential where the left and right half of the CNT
are in different non-trivial topological phases. The magnetic field is B⊥ = 14 T
and the length of the crossover region is ∼ 20 Å. The grey lines show for
reference the energy bands. (b) The amplitude |u↑(r)| of spin up component of
the two lowest energy eigenstates. Remaining components have almost identical
profiles. The state localized at the ends is a true MBS. Note different wave
function profile at the left and right end, which are in different phases. The
eigenstate in the center is composed of the partners of the left and right parts of
the Majorana mode, which overlap and slightly hybridize, pushing the state’s
energy to roughly 1% of the bulk gap. (c) The chemical potential profile for
a CNT whose two halves are in the same phase, but separated by a narrow
region of the trivial phase, also with the length of ∼ 20 Å. (d) The amplitude
|u↑(r)| of spin up component of the two lowest energy eigenstates. Remaining
components have almost identical profiles. The lower energy eigenstate is a
Majorana mode, the next one belongs already to the bulk, extending over the
whole CNT. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.1. Relation between the electron and hole components of a Majorana spinor under
P, T˜ and C operations. These are associated to particle-hole symmetry P,
chiral symmetry C, and pseudo time-reversal symmetry T˜ . . . . . . . . . . . . 100
6.2. Quasiparticle energy ξ˜+ (k) and superconducting order parameter ∆˜p (k). In
ξ˜+ (k) we have three dominant contributions for the zero energy modes: at the
Γ-point and at the ±kF -points. The superconducting order paramater is an
odd function of the momentum k. . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.3. Electron component u↑ of the Majorana spinor. (a) The full spatial profile of
the spin up particle component of the spinor, |u↑| obtained by a real-space tight-
binding calculation of a finite (12,4) CNT with 4000 unit cells (L = 6.03µm)
for a magnetic field B⊥ = 14T. The amplitude of the electronic wave function
is shown through both the distance from the nanotube’s surface (light grey)
and through the color scale. (b) Absolute values of the Fourier transformed
wave functions from the tight-binding model for several values of ϕ. There are
three momentum contributions, one from the Γ-point (kΓ) and one from each
Fermi point (±kF ). (c)-(d) Cuts along ϕ = 0◦, 114.23◦ of the numerical |u↑|
together with the analytical solutions. . . . . . . . . . . . . . . . . . . . . . . 105
6.4. Symmetry relations of the coefficient uτs due to the three symmetries: particle-
hole symmetry P, chiral symmetry C and, pseudo time-reversal symmetry T˜ .
Note that guided by the analogy with the definition of the P’s action on the
Hamiltonian we would expect that it should relate uτs(k) and v∗−τs(−k). How-
ever, due to our definition of the Nambu spinor, P relates uτs(k) and v∗τs(k),
as shown above. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
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6.5. The absolute value of the fitted amplitude |AR| for 28 different ϕ cuts. The
colors correspond to different groups of atoms related by the C4 symmetry (i.e.
atoms at the same z position). From the inset we see the pi-periodicity of AR
and thus the C2 symmetry of the MBS wave function. . . . . . . . . . . . . . 109
6.6. Spin canting angle 〈θxy〉 (r) of the electronic component of the left Majorana
state. In all panels the color corresponds to the local value of 〈θxy〉. (a) The
leftmost 0.5 µm of the Majorana state, with distance from the CNT surface
encoding |u↑(r)|. (b) 2D projection of the region with the first maximum of the
Majorana wave function, with point size corresponding to |u↑(r)|. (c) The left
termination (i.e. the first 1.8 nm) of the CNT lattice. Vector length corresponds
to |u↑(r)|, its orientation to the spin canting angle. In both (b) and (c) note
the variation of 〈θxy〉 with the polar coordinate. . . . . . . . . . . . . . . . . . 110
6.7. (c) The spin canting angle θxy for the cut ϕ = 0◦ defined in Eq. (6.14). (b)-
(c) Numerical and analytical Re (uA↑ (z)) and Im (uA↑ (z)) for the polar angle
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2.1. (a) The substrate potential V (ϕ) in the Gaussian form. The inset shows the
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