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Summary
Dependencies between variables in a feature space are often considered to have a
negative impact on the overall effectiveness of a machine learning algorithm. Nu-
merous methods have been developed to choose the most important features based
on the statistical properties of features (feature selection) or based on the effective-
ness of the learning algorithm (feature wrappers). Feature extraction, on the other
hand, aims to create a new, smaller set of features by using relationship between
variables in the original set. In any of these approaches, reducing the number of fea-
tures may also increase the speed of the learning process, however, kernel methods
are able to deal with very high number of features efficiently. This thesis proposes a
kernel method which keeps all the features and uses the relationship between them
to improve effectiveness.
The broader framework is defined by wavelet kernels. Wavelet kernels have
been introduced for both support vector regression and classification. Most of
these wavelet kernels do not use the inner product of the embedding space, but use
wavelets in a similar fashion to radial basis function kernels. Wavelet analysis is
typically carried out on data with a temporal or spatial relation between consecutive
data points.
The new kernel requires the feature set to be ordered, such that consecutive
features are related either statistically or based on some external knowledge source;
this relation is meant to act in a similar way as the temporal or spatial relation on
v
other domains. The thesis proposes an algorithm which performs this ordering.
The ordered feature set enables to interpret the vector representation of an
object as a series of equally spaced observations of a hypothetical continuous signal.
The new kernel maps the vector representation of objects to the L2 function space,
where appropriately chosen compactly supported basis functions utilize the relation
between features when calculating the similarity between two objects.
Experiments on general-domain data sets show that the proposed kernel is
able to outperform baseline kernels with statistical significance if there are many
relevant features, and these features are strongly or loosely correlated. This is the
typical case for textual data sets.
The suggested approach is not entirely new to text representation. In order
to be efficient, the mathematical objects of a formal model, like vectors, have to
reasonably approximate language-related phenomena such as word meaning inher-
ent in index terms. On the other hand, the classical model of text representation,
when it comes to the representation of word meaning, is approximate only. Adding
expansion terms to the vector representation can also improve effectiveness. The
choice of expansion terms is either based on distributional similarity or on some
lexical resource that establishes relationships between terms. Existing methods
regard all expansion terms equally important. The proposed kernel, however, dis-
counts less important expansion terms according to a semantic similarity distance.
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Machine learning has been central to artificial intelligence from the beginning, and
one of the most fundamental questions of this field is how to represent objects
of the real world so that mathematical algorithms can be deployed on them for
processing. Feature generation, selection, weighting, expansion, and ultimately,
feature engineering have a vast literature addressing both the general case and
feature sets with certain characteristics.
The lack of capacity of current machine learning techniques to handle feature
interactions have fostered significant research effort. Techniques were developed to
enhance the power of data representation used in learning, however, most exist-
ing techniques focus on feature interactions between nominal or binary features
(Donoho and Rendell, 1996). This thesis focuses on continuous features identify-
ing a gap between feature weighting and feature expansion, and attempts to fill
it within the framework of kernel methods. The proposed kernel is particularly
efficient in incorporating prior knowledge in the classification without additional
storage needs. This characteristic of the kernel is useful on emerging computing
platforms such as cloud environment or general purpose programming on graphics
processing units. This section puts the present work into perspective.
21.1 Supervised Machine Learning for Classifica-
tion
Supervised machine learning is a technique for learning a linear or nonlinear func-
tion from training data consisting of pairs of input objects and matching outputs.
If the outputs are discrete labels, classes, the learning task is called supervised
classification or categorization. The objective of the learner is to predict the value
of the function for any valid input object after having seen a number of training
examples, that is, the learner has to generalize from the presented data to unseen
situations.
Generally, building an automated classification system consists of two key
subtasks. The first task is representation: converting the properties of input objects
to a compact form so that they can be further processed by the learning algorithm.
Another task is to learn the model itself which is then applied to classify unlabeled
input objects.
1.2 Feature Selection and Weighting
Determining the input feature representation is essential, since the accuracy of the
learned function depends strongly on how the input object is represented. Typi-
cally, the input object is transformed into a feature vector, which contains a number
of features that are descriptive of the object. Features are the individual measur-
able heuristic properties of the phenomena being observed. The features are not
necessarily independent. For instance, in text categorization, the features are terms
of the document collection (the input objects), with a range of different types of de-
pendencies between the terms: synonymy, antnonymy, and other semantic relations
(Manning and Schu¨tze, 1999).
3Certain measurable features are not necessarily relevant for a given classi-
fication task. For instance, given the task of distinguishing cancer versus normal
patterns from mass-spectrometric data, the number of features is very large with
only a fraction of the features being relevant (Guyon et al., 2005). Choosing too
many features that are not independent or not relevant might lead to overfitting
the training data. To address these two problems, feature selection and feature ex-
traction methods have been developed to reduce the number of dimensions (Guyon,
Elisseefi, and Kaelbling, 2003).
Feature selection algorithms apply some criteria to eliminate features and
produce a reduced set thereof. Feature weighting algorithms are more sophisti-
cated: instead of assigning one or zero to a feature (that is, keeping the feature or
eliminating it), continuous weights are calculated for each feature. However, once
these weights are calculated, they remain rigid during the classification process.
1.3 Feature Expansion
In many cases, feature enrichment is used, as opposed to feature selection. This
approach can help when the feature space is sparse. For instance, in text catego-
rization, vectors are sparse, with one to five per cent of the entries being nonzero
(Berry, Dumais, and O’Brien, 1995). When an unseen document is to be classified,
term expansion can be used to improve efficiency: terms that are related to terms
of the document are added to the vector representation (Rodriguez and Hidalgo,
1997; Uren˜a Lo´pez, Buenaga, and Go´mez, 2001). This method is not as rigid as
feature weighting, since it dynamically adds new features to the representation,
but it treats all expansion features as if they were equally important or unimpor-
tant. The latter consideration resembles feature selection, which treats a feature as
either important or absolutely irrelevant. While it is possible to introduce weight-
ing schemes into feature expansion, these methods tend to be heuristic or domain
4dependent, hence the need for a more generic approach.
1.4 Motivation for a New Kernel
This thesis offers a representation that enriches the original feature set in a similar
vein to term expansion, but weights the expansion features individually.
Wavelet kernels have been introduced for both support vector regression and
classification. These wavelet kernels use wavelets in a similar fashion to radial
basis function kernels, and they do not use the inner product of the embedding
space. Wavelet analysis is typically carried out on data with a temporal or spatial
relation between consecutive features; since general data sets do not necessarily
have these relations between features, the deployment of wavelet analysis tools
have been limited in many fields.
This thesis argues that it is possible to order the features of a general data
set so that consecutive features are statistically or otherwise related to each other,
thus interpreting the vector representation of an object as a series of equally spaced
observations of a hypothetical continuous signal. By approximating the signal with
compactly supported basis functions (CSBF) and employing the inner product of
the embedding L2 space, we gain a new family of wavelet kernels.
Once the representation is created, a learning algorithm learns the function
from the training data. Kernel methods and support vector machines have emerged
as universal learners having been applied to a wide range of linear and nonlinear
classification tasks (Cristianini and Shawe-Taylor, 2000). The proposed represen-
tation is proved to be a valid kernel for support vector machines, hence it can be
applied in the same wide range of scenarios.
51.5 Structure of This Thesis
This thesis is organized as follows. Chapter 2 reviews the relevant literature by first
looking at feature selection and feature extraction, then proceeding to the most
common supervised machine learning algorithms for classification. The literature
review establishes the broader context of the research presented in the rest of the
thesis.
Chapter 3 introduces the proposed CSBF kernels. Compactly and non-
compactly supported wavelet kernels have already been developed, the chapter
uses this context to derive a new family of wavelet kernels. These kernels requires
the feature set to be ordered, such that consecutive features are related either sta-
tistically or based on some external knowledge source. This chapter suggests an
algorithm which performs the ordering. Once the order is generated, the new kernel
maps the vector representation of objects to the L2 function space, where appro-
priately chosen compactly supported basis functions utilize the relation between
features when calculating the similarity between two objects. The choice of basis
functions is essential, it is argued that nonorthogonal basis functions serve the pur-
pose better. The chapter discusses the mathematical validity of the new kernels, as
well as their computational complexity, issues with efficient implementation, and
presents experimental results. The results show that the proposed kernels may
outperform baseline methods if the number of relevant features is high, and the
features are also highly correlated.
A special field of supervised classification typically has such feature sets: text
categorization. Two terms can be related in many ways: they can be synonyms,
one can be in an instance-of relation with the other, they could be syntactically
related, etc. Chapter 4 offers insights into term relations, term similarity, and
applies the proposed kernels in the domain of text classification, showing significant
improvements over baseline methods.




This chapter reviews the relevant literature to lay down the theoretical foundations
of the present work and define the broader context of the rest of chapters.
Feature selection and feature extraction are fundamental methods in machine
learning (Section 2.1), reducing complexity and often improving efficiency. Feature
weighting is a subclass of feature selection algorithms (Section 2.1.1.2). It does not
reduce the actual dimension, but weights features according to their importance.
However, the weights are rigid, they remain constant for every single input instance.
Machine learning has a vast literature (Section 2.2). In the past decade,
support vector machines and kernel methods emerged as compelling algorithms in
most domains, due to their ability to work with extremely high dimensional spaces,
their scalability, and their robustness (Section 2.2.6). Kernel methods are able to
map finite dimensional spaces to infinite dimensional spaces, a quality that is used
by very few kernel types.
82.1 Feature Selection and Feature Extraction
Several factors affect the success of machine learning on a given task. The rep-
resentation and quality of the example data are first and foremost. Having more
features should result in more discriminating power and thus higher effectiveness
in machine learning. However, practical experience with machine learning algo-
rithms has shown that this is not always the case. Many learning algorithms can
be viewed as making an estimate of the probability of the class label given a set
of features. The distribution is complex and high dimensional. Normally, induc-
tion is often performed based on limited training data, thus making estimating the
probabilistic parameters difficult. To avoid overfitting the training data, many al-
gorithms employ the so-called Occam’s Razor (Gamberger and Lavrac, 1997) bias
to build a simple model that still achieves some acceptable level of performance on
the training data. This bias often leads certain algorithms to prefer a small number
of predictive features over a large number of features that, if used in the proper
combination, are as much or even more predictive than the full set of features. If
irrelevant and redundant information is present or the data is noisy or unreliable,
then learning during the training phase is more difficult.
Feature selection and feature extraction have become the focus of much re-
search in areas of application for which data sets with tens or hundreds of thou-
sands of features are available. These areas among others include text processing
of Internet documents, gene expression array analysis, and combinatorial chem-
istry. Feature subset selection is the process of identifying and removing as much
irrelevant and redundant information as possible. Feature extraction, on the other
hand, creates a new, reduced set of features which combines elements of the original
feature set. The objective of feature selection and feature extraction is three-fold:
improving the prediction performance of the predictors, providing algorithmically
faster predictors, and providing a better understanding of the underlying process
9that generated the data (Guyon, Elisseefi, and Kaelbling, 2003).
Recent research has shown many common machine learning algorithms to
be adversely affected by irrelevant or redundant training information. The simple
nearest neighbor algorithm is sensitive to irrelevant features – its sample complexity
(number of training examples needed to reach a given accuracy level) grows expo-
nentially with the number of irrelevant features (Langley and Sage, 1994b; Langley
and Sage, 1997; Aha, Kibler, and Albert, 1991). Sample complexity for decision
tree algorithms can grow exponentially on some concepts as well. The na¨ıve Bayes
classifier can be adversely affected by redundant features due to its assumption
that features are independent given the class (Langley and Sage, 1994a). Decision
tree algorithms such as C4.5 can sometimes overfit training data, resulting in large
trees. In many cases, removing irrelevant and redundant information can result in
C4.5 producing smaller trees (Kohavi and John, 1997). However, in the case of sup-
port vector machines, feature selection seems to have less impact on the efficiency
(Weston et al., 2000).
The potential benefits of feature selection and feature extraction include:
facilitating data visualization and data understanding, reducing the measurement
and storage requirements, reducing training and utilization times, defying the curse
of dimensionality to improve prediction performance (Guyon, Elisseefi, and Kael-
bling, 2003). Methods differ in which aspect they put more emphasis on. The
problem of finding or ranking all potentially relevant features is slightly different.
Selecting the most relevant features tends to be suboptimal for building a predic-
tor, especially if the features are redundant. Similarly, a subset of highly predictive
features may exclude many redundant, but relevant, features (Guyon, Elisseefi, and
Kaelbling, 2003).
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2.1.1 Feature Selection Algorithms
Feature selection has long been a research area within statistics and pattern recog-
nition (Devijver and Kittler, 1982; Miller, 1990). Machine learning has taken inspi-
ration and borrowed from both pattern recognition and statistics. Feature selection
algorithms (with a few notable exceptions) perform a search through the space of
features or feature subsets, and thus must address four basic issues affecting the
nature of the search (Langley, 1994):
1. Selection of the starting point. Selecting a point in the feature subset space
from which to begin the search can affect the direction of the search. One
option is to begin with no features and successively add features; the search
proceeds forward through the search space. Conversely, the search can also
begin with all features and successively remove some of them; the search
proceeds backward through the search space. A third alternative is to begin
somewhere in the middle and move outwards from this point.
2. Search organization. An exhaustive, brute-force search of the feature subspace
is not desirable for all but a small initial number of features. With M initial
features, there are 2M possible subsets. Heuristic search strategies are thus
more feasible than exhaustive ones.
3. Evaluation strategy. The question how features and feature subsets are eval-
uated is the single biggest differentiating factor among feature selection algo-
rithms. One paradigm, the so-called feature filter (Kohavi and John, 1997)
operates independently of any learning algorithm – undesirable features are
filtered out of the data before learning begins. These algorithms use heuristics
based on general characteristics of the data to evaluate the potential merit
of feature subsets. A different approach suggests that the characteristics of a
particular induction algorithm should be taken into account when features are
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selected. This method, called the feature wrapper (Kohavi and John, 1997),
uses an induction algorithm along with a statistical re-sampling technique
such as cross-validation to estimate the final accuracy of feature subsets. A
third approach does not treat the learning algorithm as a black box: em-
bedded methods perform feature selection in the process of training and are
usually specific to given learning machines (Guyon, Elisseefi, and Kaelbling,
2003).
4. Stopping criterion. A feature selector must decide when to stop searching
through the space of feature subsets. Depending on the evaluation strategy,
a feature selector might stop adding or removing features when none of the
alternatives improves upon the merit of a current feature subset. Alterna-
tively, the algorithm might continue to revise the feature subset as long as
the merit does not degrade. A further option could be to continue generating
feature subsets until reaching the opposite end of the search space and then
select the best.
The heuristic search technique sequential backward elimination was first in-
troduced by (Marill and Green, 1963), while later different variants were proposed,
including a forward method and a stepwise method (Kittler, 1978). Searching the
space of feature subsets within reasonable time constraints is necessary if a feature
selection algorithm is to operate on data with a large number of features, though
kernel methods are capable of operating with many relevant features (Cristianini
and Shawe-Taylor, 2000). One simple search strategy, called greedy hill climb-
ing, considers local changes to the current feature subset. Often, a local change
is simply the addition or deletion of a single feature from the subset. When the
algorithm considers only additions to the feature subset it is known as forward se-
lection; considering only deletions is known as backward elimination (Kittler, 1978;
Miller, 1990). An alternative approach, called stepwise bidirectional search, uses
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both addition and deletion. Within each of these variations, the search algorithm
may consider all possible local changes to the current subset and then select the
best, or may simply choose the first change that improves the merit of the current
feature subset. In either case, once a change is accepted, it is never reconsidered.
Best first search (Rich and Knight, 1983) is a search strategy that allows
backtracking along the search path. Like greedy hill climbing, best first moves
through the search space by making local changes to the current feature subset.
However, unlike hill climbing, if the path being explored begins to look less promis-
ing, the best first search can back-track to a more promising previous subset and
continue the search from there. Given enough time, a best first search will explore
the entire search space, so it is common to use a stopping criterion. Normally this
involves limiting the number of fully expanded subsets that result in no improve-
ment.
2.1.1.1 Feature Filters
The earliest approaches to feature selection within machine learning were filter
methods. All filter methods use heuristics based on general characteristics of the
data, and not a learning algorithm to evaluate the features or feature subsets. As a
consequence, filter methods are generally much faster than wrapper methods, and
are more practical for use on data of high dimensionality.
Several justifications for the use of filters for subset selection have been put
forward (Guyon, Elisseefi, and Kaelbling, 2003). Compared to wrappers, filters are
faster, but efficient embedded methods are competitive in that respect. Another
argument is that some filters (such as those based on mutual information criteria)
provide a generic selection of features, not tuned for a given inductive learner. A
further compelling justification is that filtering can be used as a preprocessing step
to reduce space dimensionality and overcome overfitting.
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Feature Ranking Many feature selection algorithms include feature rank-
ing as a principal or auxiliary selection mechanism because of its simplicity, scala-
bility, and good empirical success. Several papers use feature ranking as a baseline
method (Bekkerman et al., 2003; Forman, Guyon, and Elisseeff, 2003; Caruana et
al., 2003; Weston et al., 2003). Feature ranking is not necessarily used to build
predictors.
Consider a set of N examples {xk, ck} (k = 1, . . . , N) consisting of M input
features fi (i = 1, . . . ,M) and one output class ck. Feature ranking makes use
of a scoring function S(i) computed from the values fi and ck , i = 1, . . . ,M ,
k = 1, . . . , N . By convention, it is assumed that a high score is indicative of a
valuable feature and that features are sorted in decreasing order of S(i). To use
feature ranking to build predictors, nested subsets incorporating progressively more
and more features of decreasing relevance are defined.
Following the classification of (Kohavi and John, 1997), feature ranking is a
filter method: it is a preprocessing step, independent of the choice of the predictor.
Nevertheless, under certain independence or orthogonality assumptions, it may be
optimal with respect to a given predictor (Guyon, Elisseefi, and Kaelbling, 2003).
For instance, using Fisher’s criterion to rank features in a classification problem
where the covariance matrix is diagonal is the optimum for Fisher’s linear discrim-
inant classifier (Duda, Hart, and Stork, 2000). Even when feature ranking is not
optimal, it may be preferable to other feature subset selection methods because of
its computational and statistical scalability: computationally, it is efficient since it
requires only the computation of M scores and sorting the scores; statistically, it is
robust against overfitting because it introduces bias but it may have considerably
less variance (Hastie, Tibshirani, and Friedman, 2001)
If the input vector x can be interpreted as the realization of a random vector
drawn from an underlying unknown distribution, let Xi denote the random feature
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corresponding to the ith component of x. Similarly, C will be the random class
of which the outcome c is a realization. Further, let xi denote the N dimensional
vector containing all the realizations of the ith feature for the training examples,
and c the N dimensional vector containing all the target values.
Let us consider first the prediction of a continuous outcome y. The estimation
of the Pearson correlation coefficient is defined as:
R(i) =
∑N





where the bar notation stands for an average over the index k. This coefficient is
also the cosine between vectors xi and c, after they have been centered (their mean
subtracted).
In linear regression, the coefficient of determination, which is the square of
R(i), represents the fraction of the total variance around the mean value c that
is explained by the linear relation between xi and c. Therefore, using R(i)
2 as a
feature ranking criterion enforces a ranking according to goodness of linear fit of
individual features.
The use of R(i)2 can be extended to the case of two-class classification, for
which each class label is mapped to a given value of y, e.g., ±1. R(i)2 can then be
shown to be closely related to Fisher’s criterion (Furey et al., 2000), to the T-test
criterion, and other similar criteria (Hastie, Tibshirani, and Friedman, 2001)
Correlation criteria such as R(i) can only detect linear dependencies between
feature and target. A simple way of lifting this restriction is to make a non-linear
fit of the target with single features and rank according to the goodness of fit.
Because of the risk of overfitting, one can alternatively consider using non-linear
preprocessing (such as squaring, taking the square root, the log, the inverse, etc.)
and then using a simple correlation coefficient.
One can extend the classification case the idea of selecting features according
to their individual predictive power, using as criterion the performance of a classifier
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built with a single feature. For example, the value of the feature itself (or its
negative, to account for class polarity) can be used as discriminant. A classifier is
obtained by setting a threshold θ on the value of the feature (e.g., at the mid-point
between the center of gravity of the two classes). The predictive power of the feature
can be measured in terms of error rate. Various other criteria can be defined that
involve false positive classification rate fpr and false negative classification rate
fnr. The trade-off between fpr and fnr is monitored by varying the threshold θ.
ROC curves that plot “hit” rate (1-fpr) as a function of “false alarm” rate “fnr”
are essential in defining criteria such as: The “Break Even Point” (the hit rate for
a threshold value corresponding to fpr = fnr) and the “Area Under Curve” (the
area under the ROC curve). In the case where there is a large number of features
that separate the data perfectly, ranking criteria based on classification success rate
cannot distinguish between the top ranking features. One will then prefer to use a
correlation coefficient or another statistic like the margin (the distance between the
examples of opposite classes that are closest to one another for a given feature).
Several approaches to the feature selection problem using information the-
oretic criteria have been proposed (Koller and Sahami, 1996; Bekkerman et al.,
2003; Forman, Guyon, and Elisseeff, 2003). As the goal of an induction algorithm
is to estimate the probability distributions over the class values given the origi-
nal feature set, feature subset selection should attempt to remain as close to these
original distributions as possible. Many rely on empirical estimates of the mutual











where p(xi) and p(c) are the probability densities of xi and c, and p(xi, c) is
the joint density. The criterion I(i) is a measure of dependency between the density
of feature xi and the density of the target c. The difficulty is that the densities
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p(xi), p(c) and p(xi, c) are all unknown and are hard to estimate from data. The
probabilities are estimated from frequency counts. Compelling results have been
achieved on a benchmark data set using SVMs (Dumais et al., 1998) based on this
measure. The justification for classification problems is that the measure of mutual
information does not rely on any prediction process, yet it provides a bound on the
error rate using any prediction scheme for the given distribution.
Information gain measures the decrease in entropy when the feature is given
vs. absent and it is frequently employed as a feature goodness criterion (Yang
and Pedersen, 1997). Let C = {c1, c2, ..., c|C|} denote the set of categories. The











This measure was found to be compelling (Yang and Pedersen, 1997) for text
classification.
The case of continuous variables is the hardest to deal with. An information
theoretic filter requires features with more than two values to be encoded as binary
in order to avoid the bias that entropic measures have toward features with many
values. This can greatly increase the number of features in the original data, as
well as introducing further dependencies.
More Complex Feature Evaluation
A filtering approach was introduced to feature selection originally designed
for Boolean domains that involves a greater degree of search through the feature
space (Almuallim and Dietterich, 1991). The Focus algorithm looks for minimal
combinations of features that perfectly discriminate among the classes. This is
referred to as the “min-features bias”. The method begins by looking at each
feature in isolation, then turns to pairs of features, triples, and so forth, halting
only when it finds a combination that generates pure partitions of the training
17
set (that is, in which no instances have different classes). There are two main
difficulties with Focus (Caruana and Freitag, 1994). Firstly, since Focus is driven
to attain consistency on the training data, an exhaustive search may be intractable
if many features are needed to attain consistency. Secondly, a strong bias towards
consistency can be statistically unwarranted and may lead to overfitting the training
data –the algorithm will continue to add features to repair a single inconsistency.
The first problem was later addressed (Almuallim and Dietterich, 1992).
An algorithm similar to Focus called LVF was also developed (Liu and Se-
tiono, 1996). Like Focus, LVF is consistency driven and, unlike Focus, can handle
noisy domains if the approximate noise level is known a priori. LVF generates a
random subset S from the feature subset space during each round of execution. If
S contains fewer features than the current best subset, the inconsistency rate of
the dimensionally reduced data described by S is compared with the inconsistency
rate of the best subset. If S is at least as consistent as the best subset, S replaces
the best subset. The inconsistency rate of the training data prescribed by a given
feature subset is defined over all groups of matching instances. Within a group of
matching instances the inconsistency count is the number of instances in the group
minus the number of instances in the group with the most frequent class value.
The overall inconsistency rate is the sum of the inconsistency counts of all groups
of matching instances divided by the total number of instances. Results for LVF
on natural domains were mixed (Liu and Setiono, 1996).
Feature selection based on rough sets theory (Modrzejewski, 1993; Pawlak,
1991) uses notions of consistency similar to those described above. In rough sets
theory an information system is a 4-tuple S = (U,Q, V, f), where U is the finite
universe of instances, Q is the finite set of features, V is the set of possible feature
values, f is the information function: given an instance and a feature, f maps them
to a value v ∈ V . For any subset of features P ⊆ Q, an indiscernibility relation
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IND(P ) is defined as:
IND(P ) = (x, y) ∈ U × U : f(x, a) = f(y, a),
for every feature a ∈ P .
The indiscernibility relation is an equivalence relation over U . Hence, it
partitions the instances into equivalence classes – sets of instances indiscernible
with respect to the features in P . Such a partition (classification) is denoted by
U/IND(P ). In supervised machine learning, the sets of instances indiscernible with
respect to the class feature contain the instances of each class. For any subset of
instances X ⊆ U and subset of features P ⊆ Q, the lower P , and the upper, P¯
approximations of X are defined as follows:
P = ∪{Y ∈ U/IND(P ) : Y ⊆ X},
P¯ = ∪{Y ∈ U/IND(P ) : Y ∩X 6= ∅}.
If P(X) = P¯ (X) then X is an exact set (definable using feature subset P ),
otherwise X is a rough set with respect to P . The instances in U that can be
classified to the equivalence classes of U/IND(P ) by using feature set R are called
the positive region of P with respect to R, and is defined as follows: POSR =⋃
X∈U/IND(P ) R(X). The degree of consistency afforded by feature subset R with
respect to the equivalence classes of U/IND(P ) is given by: γR(P ) =
|POSR(P )|
|U | . If
γR(P ) = 1 then P is totally consistent with respect to R. Feature selection in rough
sets theory is achieved by identifying a reduct of a given set of features. A set R ⊆ P
is a reduct of P if it is independent and IND(R) = IND(P ). R is independent if
there does not exist a strict subset R′ of R such that IND(R′) = IND(R). Each
reduct has the property that a feature cannot be removed from it without changing
the indiscernibility relation. Both rough sets and the LVF algorithm are likely to
assign higher consistency to features that have many values.
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Using One Learning Algorithm as a Filter for Another
Several researchers have explored the possibility of using a particular learning
algorithm as a pre-processor to discover useful feature subsets for a primary learning
algorithm.
C4.5 was applied to three natural language data sets; only the features that
appeared in the final decision trees were used with a nearest neighbor classifier
(Cardie, 1993). The use of this hybrid system resulted in significantly better per-
formance than either C4.5 or the nearest neighbor algorithm when used alone. In
a similar approach, (Singh and Provan, 1996) used a greedy oblivious decision tree
algorithm to select features from which to construct a Bayesian network. Oblivi-
ous decision trees differ from those constructed by algorithms such as C4.5 in that
all nodes at the same level of an oblivious decision tree test the same feature.
Results showed that Bayesian networks using features selected by the oblivious de-
cision tree algorithms outperformed Bayesian networks without feature selection
and even Bayesian networks with features selected by a wrapper.
Decision table majority (DTM) classifiers are a simple type of nearest neigh-
bor classifiers where the similarity function is restricted to returning stored in-
stances that are exact matches with the instance to be classified (Pfahringer, 1995).
If no instances are returned, the most prevalent class in the training data is used
as the predicted class; otherwise, the majority class of all matching instances is
used. Induction of a DTM is achieved by greedily searching the space of possible
decision tables. Since a decision table is defined by the features it includes, induc-
tion is simply feature selection. The minimum description length (MDL) principle
(Rissanen, 1978) guides the search by estimating the cost of encoding a decision
table and the training examples it misclassifies with respect to a given feature sub-
set (Pfahringer, 1995). The features appearing in the final decision table are then
used with other learning algorithms. Experiments on a small selection of machine
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learning data sets showed that feature selection by DTM induction can improve
accuracy in some cases.
2.1.1.2 Feature Weighting Algorithms
Feature weighting can be regarded as a generalization of feature selection. In feature
selection, a feature is either used or is not, that is, feature weights are restricted
to 0 or 1. Feature weighting allows finer differentiation between features by as-
signing each a continuously valued weight. Algorithms such as nearest neighbor
(that normally treat each feature equally) can be easily modified to include feature
weighting when calculating similarity between cases. Feature weighting algorithms
do not reduce the dimensionality of the data: unless features with very low weights
are removed from the data initially, it is assumed that each feature is useful for
induction. Its degree of usefulness is reflected in the magnitude of its weight. Using
continuous weights for features involves searching a much larger space and involves
a greater chance of overfitting (Kohavi, Langley, and Yun, 1997).
An algorithm called Exemplar-Aided Constructor for Hyperreactangles (EACH)
incorporates incremental feature weighting in an instance based learner (Salzberg,
1991). For each correct classification made, the weight for each matching feature
is incremented so-called the global feature adjustment rate, while mismatching fea-
tures have their weights decremented by this same amount. For incorrect classifica-
tions, the opposite occurs: mismatching features are incremented while the weights
of matching features are decremented. The value of the global feature adjustment
rate needs to be tuned for different data sets to give best results.
The weighting scheme of EACH is insensitive to skewed concept descriptions
(Wettschereck and Aha, 1995) . IB4 is an extension of the k nearest neighbor algo-
rithm that addresses this problem by calculating a separate set of feature weights
for each concept (Aha, 1992). Experiments with IB4 showed it to be more tolerant
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of irrelevant features than the k nearest neighbor algorithm.
An algorithm called Relief was developed which follows the general paradigm
of feature ranking, but incorporates a more complex feature evaluation function
(Kira and Rendell, 1992). It uses instance based learning to assign a relevance
weight to each feature. Each feature’s weight reflects its ability to distinguish
among the class values. Features are ranked by weight and those that exceed a user-
specified threshold are selected to form the final subset. The algorithm operates by
randomly sampling instances from the training data. For each sampled instance,
the nearest instance of the same class and opposite class is sought. A feature’s
weight is updated according to how well its values distinguish the sampled instance
from its nearest hit and nearest miss. A feature will receive a high weight if it
differentiates between instances from different classes and has the same value for
instances of the same class. The following formula is used in updating:








where W (fi) is the weight for feature fi, R is a randomly sampled instance, H
is the nearest hit, M is the nearest miss, and m is the number of randomly sampled
instances. The function diff calculates the difference between two instances for a
given feature. For nominal features it is defined as either 1 (the values are different)
or 0 (the values are the same), while for continuous features the difference is the
actual difference normalized to the interval [0, 1]. Dividing by m guarantees that
all weights are in the interval [−1, 1]. Relief was found to be effective at identifying
relevant features even when they interact (Kira and Rendell, 1992). The original
Relief operated on two-class domains, while later it was extended to multi-class,
noisy and incomplete domains (Kononenko, 1994). Relief was used to calculate
weights for a k nearest neighbor algorithm – significant improvement was reported
over standard k nearest neighbor in seven out of ten domains (Wettschereck and
Aha, 1995). Relief was also adopted to perform feature selection directly in the
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kernel space of a support vector machine (Cao et al., 2007).
Another approach to feature weighting considers a small set of discrete
weights rather than continuous weights (Kohavi, Langley, and Yun, 1997). This
approach uses the wrapper coupled with simple nearest neighbor to estimate the
accuracy of feature weights and a best first search to explore the weight space. In
experiments that vary the number of discrete weights considered by the algorithm,
results showed that there is no advantage to increasing the number of non-zero
discrete weights above two; in fact, with the exception of some carefully crafted
artificial domains, using one non-zero weight (equivalent to feature selection) was
difficult to outperform.
2.1.1.3 Feature Wrappers
The wrapper methodology offers a simple and powerful way to address the problem
of feature selection, regardless of the chosen learning algorithm (Kohavi and John,
1997). The learning algorithm is considered a black box and the method lends itself
to the use of off-the-shelf machine learning software packages. In its most general
formulation, the wrapper methodology consists in using the prediction performance
of a given learning machine to assess the relative usefulness of subsets of features.
The use of cross-validation for estimating the accuracy of a feature subset–which is
the backbone of the wrapper method in machine learning–was suggested by (Allen,
1974) and applied to the problem of selecting predictors in linear regression. Feature
wrappers often achieve better results than filters due to the fact that they are tuned
to the specific interaction between an induction algorithm and its training data
(Langley, 1994).
Formal definitions for two degrees of feature relevance were formulated, and
it was claimed that feature wrappers are able to discover relevant features (John,
Kohavi, and Pfleger, 1994). A feature fi is said to be strongly relevant to the target
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concept if the probability distribution of the class values, given the full feature set,
changes when fi is removed. A feature fi is said to be weakly relevant if it is not
strongly relevant and the probability distribution of the class values, given some
subset S (containing fi) of the full feature set, changes when fi is removed. All
features that are not strongly or weakly relevant are irrelevant.
Wrappers are often criticized because they seem to be a “brute force” method
requiring massive amounts of computation, but it is not necessarily so. Efficient
search strategies may be devised. Using such strategies does not necessarily mean
sacrificing prediction performance. In fact, it appears to be the converse in some
cases: coarse search strategies may alleviate the problem of overfitting (Reunanen,
Guyon, and Elisseeff, 2003). In fact, greedy search strategies seem to be particularly
computationally advantageous and robust against overfitting. By using the learning
machine as a black box, wrappers are remarkably universal and simple.
Most criticism of the wrapper approach to feature selection is concerned with
its computational cost. For each feature subset examined, an induction algorithm
is invoked k times in a k-fold cross validation. This can make the wrapper pro-
hibitively slow for use on large data sets with many features. This drawback has
led some researchers to investigate ways of mitigating the cost of the evaluation
process.
Given the complexity of feature wrappers, it seems reasonable to use a wrap-
per (or embedded method) with a linear predictor as a filter and then train a more
complex non-linear predictor on the resulting features. An example of this approach
is found in the paper of (Bi et al., 2003): a linear 1-norm SVM is used for feature
selection, but a non-linear 1-norm SVM is used for prediction. The complexity of
linear filters can be ramped up by adding to the selection process products of input
features (monomials of a polynomial) and retaining the features that are part of
any selected monomial.
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The wrapper approach was proposed at approximately the same time and
independently of (John, Kohavi, and Pfleger, 1994) by (Langley and Sage, 1994a;
Langley and Sage, 1994a) during their investigation of the simple nearest neighbor
algorithm’s sensitivity to irrelevant features. Scaling experiments showed that the
nearest neighbor’s sample complexity (the number of training examples needed to
reach a given accuracy) increases exponentially with the number of irrelevant fea-
tures present in the data (Aha, Kibler, and Albert, 1991; Langley and Sage, 1994a;
Langley and Sage, 1994a). A similar approach to augmenting nearest neighbor al-
gorithms was developed using leave-one-out instead of k-fold cross-validation and
concentrates on improving the prediction of numeric rather than discrete classes
(Moore and Lee, 1994). Using leave-one-out cross validation and a beam search
instead of hill climbing (Aha and Bankert, 1994), results show that feature selec-
tion can improve the performance of a nearest neighbor classifier on a sparse cloud
pattern domain with many features.
A context sensitive wrapper approach to feature selection was also devel-
oped (Domingos, 1997). The motivation for the approach is that there may be
features that are either relevant in only a restricted area of the instance space and
irrelevant elsewhere, or relevant given only certain values (weakly interacting) of
other features and otherwise irrelevant. In either case, when features are estimated
globally (over the entire instance space), the irrelevant aspects of these sorts of
features may overwhelm their useful aspects for instance based learners. This is
true even when using backward search strategies with the wrapper. The algorithm
called RC which can detect and make use of context sensitive features works by
selecting a (potentially) different set of features for each instance in the training set.
It does this by using a backward search strategy and cross validation to estimate
accuracy. For each instance in the training set, RC finds its nearest neighbor of
the same class and removes those features in which the two differ. The accuracy of
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the entire training data set is then estimated by cross validation. If the accuracy
has not degraded, the modified instance in question is accepted; otherwise the in-
stance is restored to its original state and deactivated (no further feature selection
is attempted for it). The feature selection process continues until all instances are
inactive. Experiments on a selection of machine learning data sets showed that
RC outperformed standard wrapper feature selectors using forward and backward
search strategies with instance based learners.
Embedded methods that incorporate feature selection as part of the training
process may be more efficient in several respects: they make better use of the
available data by not needing to split the training data into a training and validation
set; they reach a solution faster by avoiding retraining a predictor from scratch for
every feature subset investigated. Embedded methods are not new: decision trees
such as CART, for instance, have a built-in mechanism to perform feature selection
(Breiman et al., 1984).
A number of learning machines extract features as part of the learning pro-
cess. These include neural networks whose internal nodes are feature extractors.
Thus, node pruning techniques such as OBD (Le Cun, Denker, and Solla, 1990) are
feature selection algorithms. Gram-Schmidt orthogonalization was also applied as
an alternative to OBD (Stoppiglia et al., 2003).
Kernel methods possess an implicit feature space revealed by the kernel ex-
pansion: K(x,x′) = φ(x), φ(x′), where φ(x) is a feature vector of possibly infinite
dimension. Selecting these implicit features may improve generalization, but does
not change the running time or help interpreting the prediction function. A method
for selecting implicit kernel features in the case of the polynomial kernel, using their
framework of minimization of the 0-norm, was proposed (Weston et al., 2003).
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2.1.2 Feature Construction and Space Dimensionality Re-
duction
In some applications, reducing the dimensionality of the data by selecting a subset
of the original features may be advantageous for reasons including the expense of
making, storing and processing measurements. If these considerations are not of
concern, other means of space dimensionality reduction should also be considered.
There are a number of generic feature construction methods, including: clustering;
basic linear transforms of the input features (PCA/SVD, LDA); more sophisticated
linear transforms like spectral transforms (Fourier, Hadamard), wavelet transforms
or convolutions of kernels; and applying simple functions to subsets of features, like
products to create monomials.
Two distinct goals may be pursued for feature construction: achieving best
reconstruction of the data or being most efficient for making predictions. The first
problem is an unsupervised learning problem. It is closely related to that of data
compression and a lot of algorithms are used across both fields. The second problem
is a supervised one.
2.1.2.1 Clustering
Clustering has long been used for feature construction. The idea is to replace a
group of “similar” features by a cluster centroid, which becomes a feature. The
most popular algorithms include k means and hierarchical clustering (Jain, Murty,
and Flynn, 1999).
The k nearest neighbor algorithm (also referred to as k means algorithm) is
a method to cluster objects based on features into k partitions. It tries to minimize
overall intra-cluster variance. The algorithm starts by partitioning the input points
into k initial sets, either at random or using some heuristic data. It then calculates
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where Mc is the number of vectors in the subset. It constructs a new partition
by associating each point with the closest centroid. The centroid-object distances
are computed by the usual cosine dissimilarity. Then the centroids are recalculated
for the new clusters, and the process is repeated by alternate application of these
two steps until convergence, which is obtained when the points no longer switch
clusters. The algorithm does not guarantee a global optimum for clustering. The
quality of the final solution depends largely on the initial set of clusters, however,
in text classification it has been proved to be efficient (Steinbach, Karypis, and
Kumar, 2000).
The construction of a k nearest neighbor classifier involves determining a
threshold k indicating how many top-ranked training objects have to be considered.
(Larkey and Croft, 1996) used k = 20, while others found 30 ≤ k ≤ 45 to yield the
best effectiveness (Yang and Chute, 1994; Joachims, 1998; Yang and Liu, 1999).
k nearest neighbor does not build an explicit, declarative representation of
the category ci , but it has to rely on the category labels attached to the training
objects similar to the test objects. k nearest neighbor makes a prediction based
on the k training patterns that are closest to the unlabeled example. For deciding
whether xj ∈ ck , k nearest neighbor looks at whether the k training objects most
similar to xj also are in ck ; if the answer is positive for a large enough proportion
of them, a positive decision is taken (Yang and Chute, 1994).
Unlike linear classifiers, k nearest neighbor does not divide the object space
linearly, hence it tends to perform better on linearly inseparable problems (Stein-
bach, Karypis, and Kumar, 2000). The most significant disadvantage is its ineffi-
ciency at classification time. Linear classifiers consider a simple dot product, while
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k NN requires the entire training objects to be ranked for similarity with the test
objects (Lan et al., 2009).
The CB-SVM algorithm handles very large data sets by condensing the train-
ing data into the statistical summaries of large data groups such that coarse sum-
mary is made for “unimportant” data and fine summary is made for “important”
data (Yu, Yang, and Han, 2003).
Given n M -dimensional data points in a cluster: {xi} where i = 1, 2, . . . , n,













R is the average distance from member points to the centroid.
The concepts of clustering feature (CF) tree is at the core of the hierarchical
micro-clustering algorithm which makes the clustering incremental without expen-
sive computations. A CF is a triple which summarizes the information that a CF
tree maintains for a cluster (Zhang, Ramakrishnan, and Livny, 1996; Yu, Yang, and
Han, 2003).
Given n M -dimensional data points in a cluster: {xi} where i = 1, 2, . . . , n,
the CF vector of the cluster if defined as a triple: CF = (n, LS, SS), where n is
the number of data points in the cluster, LS is the linear sum of the n data points,
i.e.,
∑n





Assume that CF1=(n1, LS1, SS1) and CF2 = (n2, LS2, SS2) are the CF
vectors of two disjoint clusters. Then the CF vector of the cluster that is formed by
merging the two disjoint clusters is CF1+CF2 = (n1+n2, LS1+LS2, SS1+SS2). See
(Zhang, Ramakrishnan, and Livny, 1996) for a proof. From the above definition and
theorem, it is known that the CF vectors of clusters can be stored and calculated
incrementally and accurately as clusters are merged. The centroid C and the radius
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R of each cluster can be also computed from the CF of the cluster.
This CF tree is a compact representation of the data set because each entry
in a leaf node is not a single data point but a subcluster (which absorbs many data
points with radius under a specific threshold t). Managing this CF summary is
efficient, saves space significantly, and is sufficient for calculating all the information
for building the hierarchical micro-cluster which will facilitate computing an SVM
boundary for very large data sets.
A CF tree is a height balanced tree with two parameters: branching factor
b and threshold t. Each nonleaf node consists of at most b entries of the form
(CFi, childi), where i = 1, 2, . . . , b, childi is a pointer to its i-th child node, and
CFi is the CF of the subcluster represented by this child. A leaf entry, the entry
in a leaf node, only has a CF without a child pointer. So, a leaf or a nonleaf node
represents a cluster made up of all the subclusters represented by its entries. The
threshold t is a constraint for the leaf entries to satisfy such that the radius of an
entry has to be less than t. The tree size is a function of t. The larger the t is, the
smaller the tree is. The branching factor b can be determined by a page size such
that a leaf or nonleaf node fit in a page.
A CF tree is built up dynamically as new data objects are inserted. The ways
that it inserts a data into the correct subcluster, merges leaf nodes and manages
nonleaf nodes are similar to those in a B+-tree, which can be sketched as follows:
1. Identifying the appropriate leaf: Starting from the root, it descends the CF
tree by choosing the child node whose centroid is the closest.
2. Modifying the leaf: If the leaf entry can absorb the new data object without
violating the threshold condition, updates just the CF vector of the entry.
If not, add a new entry. If adding a new entry causes a node split, split by
choosing the farthest pair of entries as seeds, and redistributing the remaining
entries based on the closest criteria.
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3. Modifying the path to the leaf: It updates the CF vectors of each nonleaf
entry on the path to the leaf. Node split in the leaf causes an insertion of
a new nonleaf entry into the parent node, and if the parent node becomes
split, a new entry is inserted into the higher level node. Likewise, this occurs
recursively to the root.
Any clustering algorithm can be used with CF trees (Zhang, Ramakrishnan,
and Livny, 1996). The CPU and I/O costs of the BIRCH algorithm are of order
O(n). A number of experiments reported linear scalability of the algorithm with
respect to the number of points, insensibility to the input order, and good quality
of clustering of the data (Zhang, Ramakrishnan, and Livny, 1996).
The key idea of cluster-based SVMs (CBSVMs) can be viewed being similar
to that of selective sampling, that is, selecting the data which maximizes the benefit
of learning. The selective sampling for SVMs selects and accumulates the low
margin data at each round that are close to the boundary in the feature space
because the low margin data have higher chances to become the support vectors
of the boundary for the next round (Schohn and Cohn, 2000; Tong, Koller, and
Kaelbling, 2001). Following this idea, the original algorithm declusters the entries
near the boundary to get finer samples nearer to the boundary and coarser samples
farther from the boundary (Yu, Yang, and Han, 2003). In this way, the support
vectors, the description of the boundary, are as fine as possible while keeping the
total number of training data points as small as possible. The outline of the CBSVM
algorithm follows:
1. Construct two CF trees from positive and negative data sets independently.
2. Train an SVM boundary function from the centroids of the root entries –
entries in the root node– of the two CF trees. If the root node contains too
few entries, train from the entries of the nodes in the second levels of the
trees.
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3. Decluster the entries near the boundary into the next level, and the children
entries declustered from the parent entries are accumulated into the training
set with the non-declustered parent entries.
4. Construct another SVM from the centroids of the entries in the training set,
and repeat from step 3 until nothing is accumulated.
2.1.2.2 Matrix Factorization
Another widely used method of feature construction is singular value decomposition
(SVD). The goal of SVD is to form a set of features that are linear combinations of
the original features, which provide the best possible reconstruction of the original
data in the least square sense (Duda, Hart, and Stork, 2000). It is an unsupervised
method of feature construction.
Let the real-valued M by N matrix X be a linear transformation from the
N dimensional Euclidean space EN to the M dimensional Euclidean space EM in
two arbitrarily chosen bases of these spaces. The singular values of X are gained
by the eigen base of X, where the eigen base of X is an orthonormal base of the
EN space, and
(Xui, Xuj) =
 σ2i if i = j0 if i 6= j
The left-hand side is a scalar product of the EM space. The σi values are the
singular values. Let U denote the set of ui vectors, this is the (left-hand side) eigen
base of X. Any linear transformation has an eigen base, which is not unique, but the
singular values are unique (apart from the order). Let vi = Xui/σi (i = 1, 2, . . . , r),
where X∗ is the adjoint of X and r is the rank of X. For zero singular values vi can
be chosen arbitrarily, but the resulting V set of vi vectors should be orthonormal.
If the bases in the EN and EM spaces are fixed, the matrix of U is M × r,
if those vectors which belong to zero singular values are omitted. The matrix of V
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is r×N , with the same condition. Let Σ denote a rectangular matrix, its diagonal
consisting of the singular values, the other elements are zero. By the orthogonality
of U and V , the following decomposition is derived:
X = (UU∗)X = (u1u∗1 + u2u
∗





2 + · · ·+ σrurv∗r = UΣV ∗.
The above formula is the singular value decomposition of the matrix X. Let Σk
denote that matrix which is similar to Σ, but it has only the k highest singular
values in its diagonal. Then
Xk = UΣkV
∗. (2.4)
Theorem.(Eckart and Young) Let the SVD of X be given by Equation 2.3 with
r = rank(X) ≤ p = min(M,N), and Xk be given by Equation 2.4, then
min
rank(Y )=k
‖X − Y ‖2F = ‖X −Xk‖2F = σ2k+1 + · · ·+ σ2p.
(See (Golub and Reinsch, 1971) for a proof).
Xk is the best approximation to X for any unitarily invariant norm (Berry,
Dumais, and O’Brien, 1995; Mirsky, 1960), hence Xk is the closest rank k matrix
to X in the sense of the least squares’ method as well.
In a similar vein to singular value decomposition, an information theoretic
unsupervised feature construction method, the sufficient dimensionality reduction
was introduced (Globerson et al., 2003). The most informative features are ex-
tracted by solving an optimization problem that monitors the trade-off between
data reconstruction and data compression, similar to the information bottleneck of
(Tishby, Pereira, and Bialek, 2000); the features are found as Lagrange multipliers
of the objective optimized. Non-negative matrices P of dimension (M,N) repre-
senting the joint distribution of two random features (for instance the co-occurrence
of words in documents) are considered. The features are extracted by information
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theoretic I-projections, yielding a reconstructed matrix of special exponential form
P˜ = (1/Z) exp(ΦΨ). For a set of d features, Φ is a (M,d+2) matrix whose (d+1)th
column is ones and Ψ is a (d+ 2, n) matrix whose (d+ 2)th column is ones, and Z
is a normalization coefficient. Similarly to SVD, the solution shows the symmetry
of the problem with respect to patterns and features.
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2.2 Supervised Machine Learning for Classifica-
tion
Categorization is the task of assigning unlabeled objects into predefined categories.
Given a collection of {x1, x2, . . . , xN} objects, and a C = {c1, c2, ..., c|C|} set of
predefined categories, the task is, for each object xj (j ∈ {1, 2, . . . , N}), to assign
a decision to file xj under ci or a decision not to file xj under ci (ci ∈ C) by virtue
of a function Φ, where the function Φ is also referred to as the classifier, or model,
or hypothesis, or rule. Supervised classification is a machine learning technique for
creating the function Φ from training data. The training data consist of pairs of
input objects, and desired outputs (i.e., classes).
Following (Sebastiani, 2002), this thesis assumes that:
1. The category label is just symbolic, and no additional knowledge of their
meaning is available.
2. Any metadata (or exogenous knowledge, such as, publication date, object
type, publication source, etc.) are discarded.
The rest of this section briefly reviews the most common supervised classi-
fication methods. Support vector machines have been found the most effective by
several authors and the proposed classification method is grounded in the kernel
methods underlying support vector machines, hence this family of algorithms is
discussed in more detail.
2.2.1 Na¨ıve Bayes Classifier
Probabilistic classifiers learn the classifier function in terms of p(c|x), that is, the
probability that an object x belongs to a class c , and estimate this conditional




Since only the relative order of the category probabilities is important, and






p(fi|f1, f2, . . . , fi−1, c).
Using the na¨ıve Bayes assumption, each feature of an object is independent
of its context, that is






To estimate p(c|x), one needs to estimate p(f |c) and p(c) for all features f






where N(c) is the number of training objects in category c, and N(x, c) is
the number of documents in category c. Similarly, the conditional probabilities of
features in c are estimated by









where Xc is the set of objects belonging to class c in the training set, and
N(x, f) is the number of occurrences of the feature f in object x.
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2.2.2 Maximum Entropy Models
Maximum entropy is a general technique for estimating probability distributions
from data (Csisza´r, 1996) widely used for a variety of natural language tasks, such
as language modeling, part-of-speech tagging, text segmentation, and text classi-
fication (Berger, Della Pietra, and Della Pietra, 1996; Ratnaparkhi, 1998; Nigam,
Lafferty, and McCallum, 1999). The underlying principle of maximum entropy
is that without external knowledge, one should prefer distributions that are uni-
form. Labeled training data is used to derive a set of constraints for the model
that characterizes the class-specific expectations for the distribution. Constraints
are represented as expected values of “features”, any real-valued function of an
example.
In classification, maximum entropy estimates the conditional distribution of
the class label given an object (Nigam, Lafferty, and McCallum, 1999). An object
is represented by a vector of features. The expected value of the feature counts is
estimated by the labeled training data on a class-by-class basis.
Let any real-valued function of the object and the class be a feature, fi(x, c).
Maximum entropy allows to restrict the model distribution to have the same ex-
pected value for this feature as seen in the training data. The learned conditional












The object distribution p(x) is unknown, it is not important to model it,
thus training data are used without class labels as an approximation to the object
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When using maximum entropy, the first step is to identify a set of feature
functions that are considered useful for classification. Then, for each of these fea-
tures, measure its expected value over the training data and take this to be a
constraint for the model distribution (Nigam, Lafferty, and McCallum, 1999).
When constraints are estimated, a unique distribution exists that has max-
imum entropy (Csisza´r, 1996), and the distribution is always of the exponential







where λi is a parameter to be estimated and Z(x) is simply the normalizing factor








The solution to the maximum entropy problem is also the solution to a
dual maximum likelihood problem for models of the same exponential form, if the
constraints are estimated from labeled training data. The likelihood problem has
a single global maximum and no local maxima, hence one approach for finding the
maximum entropy solution is to guess any initial exponential distribution of the
above correct form as a starting point; then follow the gradient to find a maximum.
Since there are no local maxima, this will converge to the global maximum likelihood
solution for exponential models, which is also the global maximum entropy solution.
For classification with maximum entropy, counts are used as features (Nigam,
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Lafferty, and McCallum, 1999):
ffi,c′(xj, c) =
 0 if c 6= c′xij
N(xj)
Otherwise
where N(x) is the total number of features in object x.
With this representation, if a word occurs often in one class, one would
expect the weight for that word-class pair to be higher than for the word paired
with other classes.
Maximum entropy models do suffer from any independence assumptions.
For instance, Na¨ıve Bayes would double count the evidence of the phrase “Buenos
Aires”, in which the two words almost always co-occur, while maximum entropy
discounts the λi for each of these features such that their weight towards classifica-
tion is appropriately reduced by half (Nigam, Lafferty, and McCallum, 1999). As
a consequence, bigrams and phrases can be easily added as features by maximum
entropy, without the fear that features would be overlapping (Nigam, Lafferty, and
McCallum, 1999).
2.2.3 Decision Tree
A decision tree classifier (Mitchell, 1997) is a tree in which internal nodes are labeled
by features, branches departing from them are labeled by tests on the weight that
the feature has in the test object, and leafs are labeled by categories. The classifier
categorizes an object xj by recursively testing for the weights that the features
labeling the internal nodes have in vector xj, until a leaf node is reached; the label
of this node is then assigned to xj (Sebastiani, 2002) .
A method for learning a decision tree for category ck consists of the following
“divide and conquer” strategy (Lan et al., 2009):
• Check whether all the training examples have the same label;
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• If not, choose a feature fi , partition the training objects into classes of objects
that have the same value for fi , and place each such class in a separate
subtree.
The above process is recursively repeated on the subtrees until each leaf of the
tree generated contains training examples assigned to the same category ck. The
selection of the feature fi on which to operate the partition is generally made
according to an information gain (Lewis and Ringuette, 1994; Cohen and Singer,
1996) or entropy criterion (Sebastiani, 2002). A “fully grown” tree is prone to
overfitting, as some branches may be too specific for the training data. Therefore
decision tree methods normally include a method for growing the tree and one for
pruning it, thus removing the overly specific branches (Mitchell, 1997).
Probabilistic methods are quantitative in nature, and as such have been
criticized: despite their effectiveness they are not easily interpretable by humans.
Decision trees do not suffer from this problem, as they are symbolic (i.e., nonnu-
meric) algorithms, and the decision rules are easy to interpret (Sebastiani, 2002).
2.2.4 Rocchio Method
The Rocchio method is used for inducing linear, profile-style classifiers (Sebastiani,
2002). It is an adaptation to text classification of Rocchio’s formula for relevance
feedback in the vector space model (Rocchio, 1971; Buckley, Salton, and Allan,
1994).











where POSk = {xj|Φ(xj, ck) = true}, and NEGk = {xj|Φ(xj, ck) = false}.
In the above formula, β and γ are control parameters that allow setting the relative
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importance of positive and negative examples. For instance, if β is set to 1 and γ
to 0 (Hull, 1994; Schutze, Hull, and Pedersen, 1995; Joachims, 1998; Dumais et al.,
1998), ci is the centroid of its positive training examples.
A classifier built by means of the Rocchio method rewards the closeness of a
test object to the centroid of the positive training examples, and its distance from
the centroid of the negative training examples. By setting β to a high value and
γ to a low one, the importance of negative examples is reduced (e.g., (Buckley,
Salton, and Allan, 1994; Cohen and Singer, 1996; Joachims, 1997; Wittek, 2006)
use β = 16 and γ = 4).
The method is easy to implement, and is also quite efficient, since learning
a classifier is essentially averaging weights (Sebastiani, 2002). In features of effec-
tiveness, if the objects in a category occur in disjoint clusters (for instance, a set
of newspaper articles labeled with the sports category and dealing with different
sports), a Rocchio classifier may miss many of them, as the centroid of these objects
may fall outside all of these clusters (Sebastiani, 2002).
2.2.5 Neural Networks
A neural network is a network of units, some of which are designated as input
and output units. As a classifier, input units represent features, the output unit(s)
represent the category or categories, and the weights on the edges connecting units
represent dependence relations (Schutze, Hull, and Pedersen, 1995).
For classifying a test object xj, its feature weights xkj are loaded into the in-
put units; the activation of these units is propagated forward through the network,
and the value of the output unit(s) determines the categorization decision(s). Neu-
ral networks are trained by backpropagation: the activation of each input pattern
is propagated forward through the network, and the error produced is then back-
propagated and the parameters changed to reduce the error (Rumelhart, Hinton,
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and Williams, 1986).
The simplest type of linear neural network classifier is the perceptron (Da-
gan, Karov, and Roth, 1997; Ng, Goh, and Low, 1997). Other types of linear
neural network classifiers implementing a form of logistic regression have also been
proposed and tested, yielding very good effectiveness (Schutze, Hull, and Pedersen,
1995; Wiener, Pedersen, and Weigend, 1995).
A nonlinear neural network (Lam and Lee, 1999; Schutze, Hull, and Ped-
ersen, 1995; Wiener, Pedersen, and Weigend, 1995; Ruiz and Srinivasan, 1999;
Weigend, Wiener, and Pedersen, 1999; Yang and Liu, 1999) is a network with one
or more additional layers of nodes or neurons, all neurons are with a nonlinear acti-
vation function, such as the sigmoid function. This network layout in classification
enables higher-order interactions between features that the network is able to learn.
The number of hidden units in the neural network affects the generalization perfor-
mance (Rumelhart, Widrow, and Lehr, 1994). When compared to linear networks,
they yielded either no improvement (Schutze, Hull, and Pedersen, 1995) or very
small improvements (Wiener, Pedersen, and Weigend, 1995).
2.2.6 Support Vector Machines
Support vector machines are a kind of supervised learning algorithms which were
originally developed for linear classification, and later extended to nonlinear clas-
sification by the so-called kernel trick. Support vector machines simultaneously
minimize the classification error and maximize the geometric margin, they are also
referred to as maximum margin classifiers. By maximizing the margin, support
vector machines maximize the generalization, and they also support nonlinear sep-
aration using advanced kernels (Vapnik, 1998; Burges, 1998).
In its simplest, linear form, a support vector machine is a hyperplane that
separates a set of positive examples from a set of negative examples with maximum
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margin (Shawe-Taylor and Cristianini, 2004). The formula for the output of a linear
support vector machine is yi := sgn((w,xi)+b), where xi is the ith training example,
yi is the output of the support vector machine for the ith training example, w is
the normal vector to the hyperplane, and parameter b helps determine the offset
of the hyperplane the origin (Mu¨ller et al., 2001). In the linear case, the margin is
defined by the distance of the hyperplane to the nearest of the positive and negative
examples (Figure 2.1). Support vectors are the training data that lie on the margin.
Figure 2.1: Maximal margin hyperplane separating two classes.
The most important kernels are listed in Table 2.1. A sigmoid kernel is also
frequently cited (tanh(γ(x,y) + c)), but this kernel is not positive definite for all
choice of parameters, and for the valid range of parameters it was shown to be
equivalent with the RBF kernel (Lin and Lin, 2003).
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Linear Polynomial RBF
K(x,y) (x,y) ((x,y) + c)d exp(−γ|x− y|2))
Table 2.1: Common kernels
a) b)
Figure 2.2: The kernel trick. a) Linearly inseparable classification problem. b)
The same problem is linearly separable after embedding into a feature space by a
nonlinear map φ.
The condition for soft-margin classification with support vector machines is
w′φ(xi) + b ≥ 1− ξi if yi = +1,
w′φ(xi) + b ≤ −1 + ξi if yi = −1,
where φ(.) maps x to a higher dimensional space. The goal of learning is to find w










where C is a constant penalty parameter.
Practically the dual form of the problem is solved, whose number of variables






















C ≥ αi ≥ 0, i = 1, . . . , n,∑
i
αiyi = 0.





The above formulation of support vector machines was originally designed for binary
classification. Currently there are two types of approaches for multiclass SVM.
One is by constructing and combining several binary classifiers while the other is
by directly considering all data in one optimization formulation. The formulation
to solve multiclass SVM problems in one step has variables proportional to the
number of classes. Therefore, for multiclass SVM methods, either several binary
classifiers have to be constructed or a larger optimization problem is needed. Hence
in general it is computationally more expensive to solve a multiclass problem than
a binary problem with the same number of data (Hsu and Lin, 2002a).
The earliest used implementation for multiclass classification is probably
the one-against-all method. It constructs k models where k is the number of
classes. The ith SVM is trained with all of the examples in the ith class with
positive labels, and all other examples with negative labels. Thus given training
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(wi)′φ(xj) + bi ≥ 1− ξij if yi = i,
(wi)′φ(xj) + bi ≤ −1 + ξij if yi 6= i,
ξij ≥ 0, j = 1, . . . , n.




An x is in the class which has the largest value of the decision function:
class of x = arg max
i=1,...,k
(wi)′φ(x) + bi.
By solving the dual problem, k n-variable quadratic problems are to be solved.
Another major method is the one-against-one method. This method con-
structs k(k − 1)/2 classifiers where each one is trained on data from two classes.










(wij)′φ(xt) + bij ≥ 1− ξijt if yt = i,
(wij)′φ(xt) + bij ≤ −1 + ξijt if yt = j,
ξijt ≥ 0, ∀t.
Thus k(k − 1)/2 classifiers are constructed.
The one-against-all and one-against-one methods were shown to be superior
to the formulation to solve multiclass SVM problems in one step, because the latter
approach tends to overfit the training data (Hsu and Lin, 2002a).
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2.3 Summary
Among many machine learning algorithms, support vector machines are remarkable
for their treatment of nonlinear problems and overall good generalization properties.
Since the theory of support vector machines traces back its roots to functional
analysis, and not to probability theory, its assumptions are not probabilistic, and
constraints only observed on the kernel function. As long as the kernel function is
positive definite, the optimization will be a convex problem, hence a global optimum
will be found. This is crucial to our argument: nothing is assumed about the
features of a vector, nor about the dependencies between the features.
Feature selection and weighting methods assist learning algorithms in various
ways. Some learning methods require independent features, and one may observe
performance improvements in others. The interplay between feature engineering
and kernel methods is not widely researched, and this gives the context to the
present work: the purpose is to utilize the nonlinear nature of kernel methods to
leverage on feature interdependency to achieve even better generalization perfor-
mance on classification problems.
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Chapter 3
Kernels in the L2 Space
This chapter introduces a kernel type in the infinite dimensional L2 space which
expands the feature set of the input objects, weights the expansion features, and
this weighting is different for each individual input object.
Wavelet kernels have been introduced for both support vector regression and
classification (Section 3.1). Most of these wavelet kernels do not use the inner prod-
uct of the embedding space, but use wavelets in a similar fashion to radial basis
function kernels (Section 3.1.4). Interpreting the vector representation of an object
as a series of equally spaced observations of a hypothetical continuous signal and
approximating the signal with compactly supported basis functions (CSBF) and
employing the inner product of the embedding L2 space, we gain a new family of
wavelet kernels. Section 3.2 introduces these CSBF kernels. The proposed kernels
are mathematically valid (Section 3.3) and their computational complexity is com-
parable to that of a linear kernel (Section 3.4). Wavelet analysis is typically carried
out on data with a temporal or spatial relation between consecutive data points
(Sections 3.1.1, 3.1.2 and 3.1.3). Section 3.5 argues that it is possible to order the
features of a general data set so that consecutive features are statistically related
to each other, thus enabling the effective use of wavelet kernels on a more general
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family of data sets. The CSBF kernels can be implemented efficiently with existing
libraries (Section 3.6).
Using a quantitative methodology (Section 3.7), experimental results (Sec-
tion 3.8) show that with few relevant features and many irrelevant features the
proposed kernels are not able to outperform baseline methods. However, if there
are many relevant features, and these features are related, the kernels perform
significantly better.
3.1 Wavelet Analysis and Wavelet Kernels
The wavelet transform is a synthesis of ideas that emerged over many years from
different fields, such as mathematics and signal processing. Generally speaking,
the wavelet transform is a tool that divides up data, functions, or operators into
different frequency components and then studies each component with a resolu-
tion matched to its scale (Daubechies, 1992). Therefore, the wavelet transform is
anticipated to provide economical and informative mathematical representation of
many objects of interest (Abramovich, Bailey, and Sapatinas, 2000). Wavelets have
been widely applied in such computer science research areas as image processing,
computer vision, network management, and machine learning.
Wavelet theory could naturally play an important role in machine learning
since it is well founded and of very practical use. Wavelets have many favorable
properties, such as vanishing moments, hierarchical and multiresolution decompo-
sition structure, linear time and space complexity of the transformations, decorre-
lated coefficients, and a wide variety of basis functions (Li et al., 2002). Wavelets
can provide representations of data that make the learning process more efficient
and accurate (Section 3.1.4). Standard wavelet applications are mainly on data
which have temporal/spatial localities (e.g. time series, stream data, and image
data) wavelets have also been successfully applied to diverse domains in machine
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learning (Li et al., 2002).
Compact support guarantees the localization of wavelets (in other words,
processing a region of data with wavelets does not affect the the data out of this
region as in Fourier transform (Section 3.1.1 and 3.1.2). A function is compactly
supported if the subset of its domain where the function is nonzero is a compact set.
Vanishing moment guarantees wavelet processing can distinguish the essential in-
formation from non-essential information; and dilating relation leads to fast wavelet
algorithms. It is the requirements of localization, hierarchical representation and
manipulation, feature selection, and efficiency in many tasks in machine learning
that make wavelets a very powerful tool. The other properties such as smoothness
and generators of orthonormal basis are sometimes preferred. For example, Haar
wavelet is the simplest wavelet which is discontinuous, while all other Daubechies
wavelets are continuous. Furthermore spline wavelets generate unconditional basis
rather than orthonormal basis (Chui and Lian, 1996), and some wavelets can only
generate redundant frames rather than a basis (Ron and Shen, 1995; Daubechies
et al., 2003). The question whether one should use an orthonormal basis or other
(such as an unconditional basis or a frame) in certain applications is yet to be
answered for the general case. However, Section 3.2 argues that nonorthonormal
wavelets work better as support vector kernels.
While it is convenient to apply wavelets to practical applications if one thinks
of wavelets as convolution filters. However, thinking of wavelets as functions which
own some special properties such as compact support, vanishing moments or mul-
tiscaling, and making use of some simple concepts of function spaces L2 (such as
nonorthonormal basis, subspace and inner product, etc.) may allow a better under-
standing of the basic properties of wavelets can be successfully applied in machine
learning.
In signal processing fields, people usually think of wavelets to be convolution
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filters which have some specially properties such as quadrature mirror filters or high
pass filters (Mallat, 1989). While it is convenient to apply wavelets to practical
applications if one thinks of wavelets as convolution filters. However, thinking of
wavelets as functions which own some special properties such as compact support,
vanishing moments or multiscaling, and making use of some simple concepts of
function spaces L2 (such as nonorthonormal basis, subspace and inner product,
etc.) may allow a better understanding of the basic properties of wavelets can be
successfully applied in machine learning. Thus in this dissertation wavelets are
treated as functions.
3.1.1 Fourier Transform
Fourier transforms are designed for stationary signals because they are expanded
as sine and cosine waves which extend in time forever, if the representation has a
certain frequency content at one time, it will have the same content for all time.
Hence Fourier transform is not suitable for non-stationary signals where the signal
has time varying frequency.
Fourier transform is a certain linear operator that maps functions to other
functions. Fourier transform decomposes a function into a continuous spectrum of
its frequency components, and the inverse transform synthesizes a function from
its spectrum of frequency components. For the sake of consistency with the next
section, the linear operator is indicated by only a hat over the function on which





The Fourier transform fˆ is bounded and uniformly continuous (Weaver,
1988).
Schwartz space is a subspace of L1(Rn), and the Schwartz functions are
central to Fourier theory. A function f is a Schwartz function if for each m ≥ 0, l ≥
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is bounded on R. Given that f is a Schwartz function, its inverse Fourier transform
restores f : f 7→ fˆ is a one-to-one mapping from the Schwartz space S to S, and







In signal processing fˆ(ω) is often called the spectrum of f , |fˆ(ω)| is the
energy spectrum and arg(fˆ(ω)) is the phase (Ruskai et al., 1992).
Let f and g be integrable, and let fˆ and gˆ be their Fourier transforms. If f
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Figure 3.2: The Fourier transform of the step function is the sinc function. It is
bounded and continuous, but not compactly supported and not Lebesgue integrable.






where the bar denotes complex conjugation. That is, the inner product and also
the norm are preserved.
Since the calculation of fˆ requires the knowledge of f over R, the transfor-
mation does not respect causality in signal processing. A “progressive” calculation
of the transform and thus, a real-time analysis is impossible. Indeed, one cannot
even approximately know the spectrum fˆ of a signal f whose future is unknown
(Ruskai et al., 1992).
Roughly speaking, the more tightly localized an f function is, the less local-
ized its Fourier transform fˆ is (see also Figures 3.1 and 3.2). If f ∈ L1(R), then
53





The mathematical uncertainty principle states that, if f is absolutely con-





This property implies that the inverse Fourier transform can be numerically
unstable since useful information to reconstruct f from fˆ with the synthesis formula
may be located in the very high frequency domain. In particular this happens if f
has compact support and is irregular. Fourier transform hence is an integral trans-
formation of a global nature, and does not allow good time-frequency localization.
3.1.2 Gabor Transform
In order to overcome the disadvantage of the global nature of the Fourier transform,
an idea consists of localizing the analysis by selecting a portion of the signal around
a time position, conducting the Fourier analysis and then starting again for all the
possible positions, enabling non-stationary signal analysis. It is the principle of
the sliding window Fourier transform, also called the Gabor transform (Allen and
Rabiner, 1977; Ruskai et al., 1992).
In Gabor transform the signal is divided into small segments where the signal
on each of these segments could be assumed as stationary. Take a window w ∈
L1 ∩ L2 centered in 0, with wˆ being even and of energy 1, used to localize the
analysis in time. Note that wω,b(t) = w(t − b) exp(2ıpiωt) for ω, t, b ∈ R. The




f(t)wω,b(t)dt ω, b ∈ R.
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As for the Fourier transform, the Gabor transform is linear, bijective on






The Gabor transform is a Fourier transform local in time, since for each






The window w thus restrains the analysis to a domain around the position
b.
Although the Gabor transform could provide a time-frequency representa-
tion of the signal, the mathematical uncertainty principle makes the choice of the
segment length a big problem for it. They are complex exponentials, as for the
Fourier transform, but attenuated by the window w positioned in b. The latter is
zero or essentially zero (i.e. very quickly decreasing) apart from an interval centered
in 0. It localizes the analyzed function in this interval (Ruskai et al., 1992). For
the Gaussian window, Figure 3.3 represents three atoms defined by:
wω,b(t) = exp(−pi(t− b)2) exp(2ıpiωt).
The number of oscillations increases with the frequency ω but the envelope
is rigid and therefore the temporal resolution remains fixed. It is the major defect
of this transform.
3.1.3 Wavelet Transform
Wavelet transform is designed to give good time resolution and poor frequency
resolution at high frequencies and good frequency resolution and poor time reso-
lution at low frequencies (Polikar, 1996). This is useful for many practical signals
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Figure 3.3: Envelope (± exp(−pit2)) and real part of the window functions for ω =1,
2 and 5. Figure adopted from (Ruskai et al., 1992).
since they usually have high frequency components for a short durations (bursts)
and low frequency components for long durations (trends). The time-frequency cell
structures for Gabor transform and wavelet transform are shown in Figure 3.4 and
Figure 3.5 respectively (Li et al., 2002).
Wavelet analysis expresses or approximates a signal or function by a family
of functions generated by dilations and translations of a function, starting with a






where aks are called filter coefficients or masks. The function φ(t) is called the
scaling function (or father wavelet). The following ψ(t) is called the mother wavelet





From the mother wavelet, the child wavelets are derived as:
ψj,k(t) = |j|−1/2ψ(t− k
j
) over the integers j, k.
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Figure 3.4: Time-frequency structure of Gabor transform. The graph shows that
time and frequency localizations are independent. The cells are always square.
The child wavelets form a basis for functions in L2, and the wavelet transform maps













Let Kψ denote the common value of the integrals. Then the inner product










This result resembles Parseval’s theorem from Fourier analysis (see Equation
3.3).
The time and frequency resolution problems are results of a theorem (the
mathematical uncertainty principle) and exist regardless of the transform used.
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Figure 3.5: Time-frequency structure of wavelet transformation. The graph shows
that frequency resolutions good for low frequency and time resolution is good at
high frequencies.
Wavelet transform offers a different way to analyze any signal by using an alterna-
tive approach called the multiresolution analysis (MRA). MRA, as implied by its
name, analyzes the signal at different frequencies with different resolutions. Every
spectral component is not resolved equally as was the case in the Gabor transform.
MRA was first introduced in (Lemarie and Meyer, 1986) and there is a fast fam-
ily of algorithms based on it (Mallat, 1989). The motivation of MRA is to use a
sequence of embedded subspaces to approximate L2(R) so that one can choose a
proper subspace for a specific application task to get a balance between accuracy
and efficiency (that is, larger subspaces can contribute better accuracy but waste
computing resources). Mathematically, MRA studies the property of a sequence of
closed subspaces Vj, j ∈ Z which approximate L2(R) and satisfy





j∈Z Vj = L2(R) (L2(R) space is the closure of the union of all Vj);
2. ∩j∈ZVj = ∅ (the intersection of all Vj is empty).
.
The multiresolution is reflected by the additional requirement
f ∈ Vj ⇔ f(2t) ∈ Vj+1 j ∈ Z
This is equivalent to f(t) ∈ V0 ⇔ f(2jt) ∈ Vj, that is, all the spaces are scaled
versions of the central(reference) space V0.
The scaling function of the wavelet transform easily generates a sequence of
subspaces which can provide a simple multiresolution analysis. First, the trans-
lations of φ(t), i.e., φ(t − k), k ∈ Z, span some subspace V0 (in this subspace,
φ(t − k), k ∈ Z constitutes a basis). Similarly 2−1/2φ(2t − k), k ∈ Z span another
subspace, say V1. It implies that φ falls into subspace V1 and so the translations
φ(t − k), k ∈ Z also fall into subspace V1 . Thus V0 is embedded into V1 . With
different dyadic, it is straightforward to obtain a sequence of embedded subspaces
of L2(R) from only one function. It can be shown that the closure of the union of
these subspaces is exactly L2(R) and their intersections are empty sets (Daubechies,
1992). Here j controls the observation resolution while k controls the observation
location (see Section 3.2).
Given two consecutive subspaces, say V0 and V1 , the complement space
V1\V0 is usually denoted as W0 . The mother wavelet ψ also falls into V1 (and so do
its translations ψ(t−k), k ∈ Z). Notice that ψ is orthogonal to φ. It is easy to claim
that an arbitrary translation of the father wavelet φ is orthogonal to an arbitrary
translation of the mother wavelet ψ. Thus, the translations of the wavelet ψ span
the complement subspace W0 . Similarly, for an arbitrary j, ψk,j, k ∈ Z, span an
orthonormal basis of Wj which is the orthogonal complement space of Vj in Vj+1 .
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A direct application of multiresolution analysis is the fast discrete wavelet
transform algorithm, called pyramid algorithm. The core idea is to progressively
smooth the data using an iterative procedure and keep the detail along the way,
i.e., analyze projections of f to Wj (Mallat, 1989). This property was also used in
a wavelet kernel to offer an alternative to the computationally costly singular value
decomposition (see also the next section) (Hoenkamp, 2003).
The fact that L2(R) is decomposed into an infinite wavelet subspace is equiva-
lent to the statement that ψj,k, j, k ∈ Z span a basis of L2(R). An arbitrary function





where dj,k = (f, ψj,k) is called wavelet coefficients. Note that j controls the observa-
tion resolution and k controls the observation location. If data in some location are
relatively smooth (it can be represented by low-degree polynomials), then its corre-
sponding wavelet coefficients will be fairly small by the vanishing moment property
of wavelets.
3.1.4 Wavelet Kernels
Wavelet kernels have been introduced for both support vector regression and classifi-
cation. Most of these wavelet kernels do not use the inner product of the embedding
space, but use wavelets in a similar fashion to radial basis function kernels.
Following (Zhang, Zhou, and Jiao, 2004), let ψ(t) be a mother wavelet and





















The authors focused on the latter kernel and mainly on support vector re-
gression using the wavelet ψ(t) = cos(1.75t) exp(− t2
2
) adopted from (Szu, Telfer,
and Kadambe, 1992). This wavelet is not compactly supported. Results confirmed
earlier findings that wavelets can be very efficient in classification problems (Sheik-
holeslami, Chatterjee, and Zhang, 1998). Other authors proposed similar, auto-
correlation kernels for pattern recognition (Chen and Bhattacharya, 2006; Chen
and Xie, 2007).
Hoenkamp has identified another wavelet kernel for information retrieval
(Hoenkamp, 2003). He introduced the Haar transform as an alternative to singular
value decomposition (SVD) for the following reasons.
1. The operator should be unitary to preserve cohesion of objects, so the operator
maps the space to a new space in which related objects stay together and
unrelated objects stay unrelated.
2. The operator should lead to dimension reduction.
3. The operator should be computationally less expensive than SVD.
The Haar wavelet’s mother wavelet function ψ(t) can be defined as
ψ(t) =

1 0 ≤ t < 1/2,
−1 1/2 ≤ t < 1,
0 otherwise.
and its scaling function φ(t) can be described as
φ(t) =
1 0 ≤ t < 1,0 otherwise.
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Following Hoenkamp’s example, the discrete version of the Haar transform
relies on the following simple observation: Any two numbers can be represented by
their average, while the number that you add on one side, you subtract from the
other. Haar transform can be viewed as a series of averaging and differentiating
operations on a discrete function. Figure 3.6 shows the construction for an object
vector of four features: (2, 0, 3, 5). The numbers are taken two by two, and
represented by their average and the coefficient of a Haar function. The procedure
is repeated until it ends in an overall average and a series of Haar coefficients.
a)
b)
Figure 3.6: The first step of Haar expansion for an object vector (2,0,3,5). (a) the
vector as a function of t. (b) Each pair of features is decomposed into its average
and a suitably scaled Haar function.
The advantages of SVD is that it removes noise from the data by dimension
reduction and by discarding the smallest singular values of the decomposition. The
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analog for the Haar transform is to ignore the smallest Haar coefficients. If we
denote the operator which maps the space to a new space in which the smallest
Haar coefficients are discarded by φˆ, then the underlying kernel is
K(x,y) = (φˆ(x), φˆ(y)). (3.9)
In this regard, this wavelet kernel is different from the above two defined by Equa-
tions 3.7 and 3.8, since the inner product of the embedding space is explicitly
calculated.
However, when calculating the average of a pair of features, it is assumed
that there is some relation between the two features. For instance, in image pro-
cessing, the relationship is spatial, and in time series analysis, the relationship is
temporal. Hoenkamp introduced the Haar kernel for information retrieval, where
the features are index terms of natural language documents, and relatedness is not
guaranteed for two consecutive terms in the vector representation of a document.
The assignment of canonical basis vectors to features is arbitrary in case of the
classical vector space-based model. Let M denote the number of features. By
the classical approach, one vector of the canonical basis {e1, e2, . . . , eM} of RM is
assigned to each feature. The assignment of features to vectors is arbitrary. Let
xij be the weight of feature fi in object xj. Thus an object vector xj is a linear





By writing xj as a column vector, x
′
j = (x1j, x2j, . . . , xMj).
Since the basis vectors of the canonical basis are perpendicular to one an-
other, it implies that the features are mutually independent, an assumption that
is rarely valid. One important thing to note is that the assignment of features to
vectors is completely arbitrary, a feature can be assigned to any of the vectors of
the canonical basis.
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In a similar approach, voice signals have been transformed by Daubechies
wavelets, approximation coefficients have been removed, and SVMs have been
trained on the inverse transformation (Fonseca et al., 2005; Fonseca et al., 2007).
It is also possible to train SVMs directly on the wavelet coefficients, without using
an inverse transformation (Tuntisak and Premrudeepreechacharn, 2007; Hosseini et
al., 2008). In these cases, a temporal relation existed between the features. SVMs
trained on the wavelet coefficients of spatial information have also been investigated
(Schleif et al., 2009; Alexandrov et al., 2009).
3.2 Compactly Supported Basis Functions as Sup-
port Vector Kernels
We define compactly supported basis functions (CSBF) as functions of a basis of
L2(R with a compact support, that is, they vanish outside of a compact set, in our
case, a compact interval. Some wavelet functions, such as the Haar transform or
B-spline wavelets, have a compact support. CSBF kernels in turn are a kind of
wavelet kernel functions.
The proposed CSBF kernel heavily utilizes feature interdependence, and
hence the arbitrary assignment of features to basis vectors discussed in the previ-
ous section should be avoided. Instead, related features are assigned to subsequent
vectors of the canonical base. To this end, features should be grouped together
based on a statistical distance or metric (see Section 3.5).
If we assume that a set of features is reordered according to some relatedness
measure, then the vector representation of an object may be regarded as a series
of equally spaced observations of a continuous signal, where the consecutive obser-
vations are not in a temporal relation with one another, but the relation is defined
by statistical relatedness.
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We can consider reconstructing the hypothetical signal. The Whittaker-
Shannon formula gives a simple example of how to reconstruct the signal from
discrete values (Weaver, 1988). If we denote the reconstructed signal by sˆx of a




xksinc(2piω(t− k)), t ∈ [1,M ]. (3.10)
where t is a dummy variable, sinc(t) = sin(t)
t
, and ω reflects prior knowledge of the




xkb(t− k), t ∈ [1,M ], (3.11)
with an appropriately chosen basis function b(t) of L2, or a subspace thereof.
The inner product of the L2[1,M ] space is applied to express similarity be-





f(t)g(t)dλ(t), f, g ∈ L2([1,M ]). (3.12)
Using Equation 3.11, the CSBF kernel is defined as:



















b(t − k)b(t − l)dλ(t) is an overhead in calculating the similarity,
hence w should be chosen in a way that minimizes this overhead.
A matching feature in two objects will be counted to its full score as in the
vector space, while nearby related features will be counted less and less according
their proximity to the matching feature. Assuming that the related features fi−1,
fi, and fi+1 follow each other, consider the following example. The first object has
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the feature fi, and so does the second object. In Figure 3.7, it can be seen that
feature fi is counted the same way as it would be in a vector space model, the
related features fi−1 and fi+1 are counted to a smaller extent, while other related






Figure 3.7: Two objects with a matching feature fi. Dotted line: Object-1. Dashed
line: Object-2. Solid line: Their product as in Equation (3.12).
Now if the two objects do not share the exact feature, only related features
occur, for instance, fi−1 and fi+1, respectively, then the feature fi, placed between
fi−1 and fi+1 in the same order, will be considered to some extent for the calculation
of similarity (see Figure 3.8).
To calculate the kernel, let us expand Equation 3.13:







Figure 3.8: Two objects with no matching features but with related features fi−1
and fi+1. Dotted line: Object-1. Dashed line: Object-2. Solid line: Their product









To simplify the above sum, we suggest to use non-orthogonal basis functions
with a compact support. An orthogonal basis would give zero for all value of k and
l safe for k = l, while basis functions with a non-compact support would require
M2 calculations for each xi and xj. If the support of the function is a continuous
compact interval of length 2b, then










Thus the eventual kernel evaluation cost is O(bM).
The choice of the width may be more important than the actual functional
form of the kernel. There may be little difference in the relevant part of the filter
properties between e.g. a B-Spline and a Gaussian kernel (Smola, Scho¨lkopf, and
Mu¨ller, 1998). Therefore we focus on a kernel which is easy to compute, and study
the impact of width, instead of the choice of function. Choosing a small width of the
kernels leads to high generalization error as it effectively decouples separate basis
functions of the kernel expansion into very localized functions which is equivalent to
memorizing the data, while a wide kernel tends to oversmooth (Smola, Scho¨lkopf,
and Mu¨ller, 1998).
Figure 3.9: First and third order B-splines. Figure adopted from (Unser et al.,
1992).
Spline wavelets are extremely regular and usually symmetric or anti-symmetric.


















where (.)+ = max{., 0}. Bn has a compact support [−n+12 , n+12 ].
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Focusing on the integration part of Equation 3.15, by using the convolution
property of Bn splines (Unser and Aldroubi, 1993), we get∫
R
Bn(t− k)Bn(l − t)dλ(t) = B2n+1(k − l).
The above formula makes computations easier.
In the above, we assumed that the vector is a sequence of equally spaced
observations. However, the observations do not have to be equally spaced, they can





The scaling function allows that features that are closer to each other get a higher
score when calculating the kernel:









3.3 Validity of CSBF Kernels
The concept of kernel in machine learning comes from linear analysis, in particular
from the theory of integral operators. Mercer’s theorem cleared the way to nonlinear
classifiers.
Let X be a subset of Rn, and K be a complex valued Lebesgue measurable





where λ is the Lebesgue measure on Rn (Gohberg and Goldberg, 1980). The func-






Theorem.(Mercer) Let X be a compact subset of Rn and f ∈ L2(X). Suppose






is positive, that is ∫
X×X
K(x, z)f(x)f(z)dλ(x)dλ(z) ≥ 0,
for all f ∈ L2(X). Then K(x, z) can be expanded in a uniformly convergent series
(on X ×X) in terms of TK ’s eigenfunctions φj ∈ L2(X), normalized in such a way





(See (Gohberg and Goldberg, 1980) for a proof).
Equation (3.17) is a generalization of the inner product in a Hilbert space
introducing a weighting λj for each dimension. This property lets support vec-
tor machines replace the inner product by a nonlinear kernel which satisfies the
conditions of Mercer’s theorem.
Let K1 and K2 be kernels over X × X, X ⊂ Rn, a ∈ R+, f a real-valued
function on X and in L2(X), K3 a kernel over Y × Y , Y ⊂ Rm, θ : X → Y , and
B a symmetric positive semi-definite n × n matrix. For all x, z ∈ X, x′, z′ ∈ Y ,
and a ∈ R, the following functions are also kernels (Cristianini and Shawe-Taylor,
2000):
1. K(x, z) := K1(x, z) +K2(x, z),
2. K(x, z) := aK1(x, z),
3. K(x, z) := K1(x, z)K2(x, z),
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4. K(x, z) := f(x)f(z),
5. K(x, z) := K3(θ(x), θ(z)),
6. K(x, z) := x′Bz.
The motivation for developing the CSBF kernel was to overcome the flaws
of the vector space model, and provide a more intuitive way of knowledge repre-
sentation. However, the developed model can be embedded easily into the existing
machine learning methods. The similarity measure of the CSBF model defined by
Equation 3.12 is an inner product. An inner product is a nondegenerate sesquilin-
ear form, moreover it is positive definite. Let φ be the mapping that creates the L2
functions from the discrete data, and X be a subspace of RM :
φ : X → L2([1,M ]).
The kernel underlying the model is
K(xi,xj) = (φ(xi), φ(xj))L2 . (3.18)
This kernel is positive definite, therefore the conditions of Mercer’s Theorem are
satisfied. It implies that the kernel defined by Equation 3.18 can be used by support
vector machines (Section 2.2.6).
3.4 Computational Complexity of CSBF Kernels
The proposed kernel does not change the computational complexity of support
vector machines other than the kernel evaluation cost. Given a linear kernel
K(xi,xj) = (xi,xj),







To calculate the evaluation cost for the CSBF kernels, let us start from
Equation 3.13:








b(t− k)b(t− l)dλ(t). (3.19)
The above formula indicates a magnitude increase in the complexity (O(M2)),
however, it can be simplified. Since the approximating function b(x) has a compact
support b, it is reasonable to calculate the score only for data points within the
support, that is, for a feature j, the interval [max{j − dbe, 1},min{j + dbe,M}].
Hence the above equation simplifies to










Thus the eventual kernel evaluation cost is O(bM).
3.5 An Algorithm to Reorder the Feature Set
As mentioned in Section 3.2, the proposed CSBF kernels heavily utilize feature
interdependence, therefore features that are related to each other should be adjacent
when they are assigned to the vectors of the canonical basis. An ordering for the
CSBF kernel should address the following issues.
1. The ordering is possible. For example, consider features, assume that they
are in order and have their positions i and j respectively. This assumption
implicitly suggests that one can jump from i to j alongside a continuum where
the first features gradually shifts into the second one.
2. The ordering is good enough. Features that are completely unrelated will not
be adjacent in the ordering.
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A k nearest neighbor clustering algorithm was tested for the ordering of
terms with the Lesk dissimilarity as the distance function (Wittek and Dara´nyi,
2007) in a text classification scenario. However, it is evident that the first of the
above assumptions is tenable within a cluster, but it is equally evident that it is not
tenable between the clusters: given the terms dog and ship, a dog-related cluster
can be adjacent to a ship-related. This section proposes an algorithm which creates
a feature ordering directly using a heuristic to find a minimum-weight Hamiltonian
path, and thus will be referred to as ordering based on Hamiltonian path (OHP).
Let V denote a set of features {f1, f2, . . . , fn} and let d(fi, fj) denote the
distance between the features fi and fj. The initial order of the features is not
relevant.
Let G = (V,E) denote a weighted undirected graph, where the weights on
the set E are defined by the distances between the features (Figure 3.10). G is a
Kn complete graph. This graph is similar to the one used in (Davidson, Wylie, and
Boyack, 2001) for 3D visualization of text similarity, but this graph is complete to
enable a full exploitation of similarity relations.
Finding an ordering of features can be translated to a graph problem: a
minimum-weight Hamiltonian path G′ of G gives the ordering by reading the nodes
from one end of the paths to the other. For instance, given three features with
distance d(f1, f2) = 2, d(f1, f3) = 1, and d(f2, f3) = 3, the minimum-weight Hamil-
tonian path will be f3 → f1 → f2 (Figure 3.11), and the respective feature order
will be f3, f1, f2.
G is a complete graph, therefore such a path always exists, but finding it is
an NP-complete problem. The following greedy algorithm is similar to the nearest
neighbor heuristic for the solution of the traveling salesman problem. It creates a
graph G′ = (V ′, E ′), where V ′ = V and E ′ ⊂ E. This G′ graph is a spanning tree





















Figure 3.10: A weighted K5 for a feature set of five elements.
tree is a path between two nodes.
Step 1 Find a seed feature fs. If an external knowledge base does not exist to give
clues to finding the seed feature, choose it randomly. This seed feature is the
first element of V ′, V ′ = {fs}. Remove it from the set V :
V := V \{fs}.
Step 2 Let fl denote the leftmost feature of the ordering and fr the rightmost one.
Find the next two elements of the ordering:
f ′l = argminfi∈V d(fi, fl),






Figure 3.11: A weighted K3 for a feature set of three elements with example weights.
Step 3 If d(fl, f
′
l ) < d(fr, f
′
r) then add f
′
l to V
′, E ′ := E ′ ∪ {e(fl, f ′l )}, and V :=
V \{f ′l}. Else add f ′r to V ′, E ′ := E ′ ∪ {e(fr, f ′r)} and V := V \{f ′r} (Figure
3.12).
Step 4 Repeat from Step 2 until V = ∅.
fl fl-2fl-1 fs fr-2 fr-1 frfl' fr'
d(fl,fl') d(fr,fr')
Figure 3.12: An intermediate step of the ordering algorithm
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The above algorithm can be thought of as a modified Prim’s algorithm, but
it does not find the optimal minimum-weight spanning tree. The algorithm will
always terminate, that is, the ordering is always possible, since finding a minimum
distance on the remaining set takes finite steps, and the remaining set becomes
strictly smaller with each iteration. However, the quality of the ordering varies (see
Section 3.8.1), as the greedy heuristic may not be able to find the global optimum.
The resulting order apparently depends on the distance function. In case of
a distributional distance, the actual order will depend on the training data, hence it
may be skewed and may introduce additional noise if the test data is substantially
different. On the other hand, if it only depends on an external knowledge source, it
will be independent of the data set, and thus it is unable to reflect the qualities of
the data. A composite measure appears to be the best choice, as it will be shown
in the next chapter.
Without any index support, the computational cost of the ordination algo-
rithm is O(n2), since a full scan of the set of terms is required in Step 2. If a
tree-based spatial index can be used, the run-time is reduced to O(n log n) since
searches are supported efficiently by spatial access methods such as the R∗-tree
(Beckmann et al., 1990) or the X-tree (Berchtold, Keim, and Kriegel, 2001) for
data from a vector space or the M-tree (Ciaccia, Patella, and Zezula, 1997) for
data from a metric space. The height of such a tree-based index is O(logn) for a
database of n objects in the worst case and, at least in low-dimensional spaces, a
search with a “small” search region has to traverse only a limited number of paths.
The resulting order is similar to the order generated by Ordering Points To
Identify the Clustering Structure (OPTICS), a modified version of density clustering
(Ankerst et al., 1999).
OPTICS was derived from Density-Based Spatial Clustering of Applications
with Noise (DBSCAN, (Ester et al., 1996)), which needs two input parameters, 
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and MinPts, to define:
1. An -neighborhood N(x) = {y ∈ X|d(x, y) ≤ } of the point x;
2. A core object (a point with a neighborhood consisting of more than MinPts
points);
3. A concept of a point y density-reachable from a core object x (a finite sequence
of core objects between x and y exists such that each next belongs to an -
neighborhood of its predecessor);
4. A symmetric relation density-connectivity of two points x, y (they should be
density-reachable from a common core object).
All the points reachable from core objects can be factorized into maximal
connected components serving as clusters. The points that are not connected to
any core point can be considered as outliers, because they are not covered by any
cluster. The run time complexity of DBSCAN is On(log n). With regard to the
two parameters  and MinPts, there is no straightforward way to fit them to data.
To overcome this obstacle, the algorithm OPTICS was developed (Ankerst et al.,
1999). It builds an augmented ordering of data which is consistent with DBSCAN,
but goes one step further: instead of just one point in the parameter space, OP-
TICS covers a spectrum of all different ′ ≤  . The constructed ordering can
be used automatically or interactively. With each point, OPTICS stores only two
additional fields, the so-called core- and reachability-distances. For example, the
core-distance is the distance to MinPts-nearest neighbor when it does not exceeds
, or undefined otherwise. Experimentally, OPTICS exhibits runtime roughly equal
to 1.6 of DBSCAN runtime, while maintaining the same complexity.
Since the time complexity of OPTICS and OHP are the same, the crucial
difference between them is that the latter is non-parametric. The two methods are
compared in Section 3.8.
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3.6 Efficient Implementation
By a proper selection of basis functions, the overhead in the computation of Equa-
tion 3.13 can be reduced. However, it was observed that convergence to the optimal
solution for the dual problem of SVM (see Formula 2.5) is a magnitude slower on
average compared to the linear kernel.




α′Qα + e′α (3.21)
subject to
0 ≤ αi ≤ C, i = 1, . . . , l
y′α = 0,
where e is the vector of all ones, Q is an n by n positive semi-definite matrix,
Qij = yiyjK(xi,xj). If the data set has extremely sparse vectors, one may not
need to decompose the problem to smaller subproblems, but methods such as the
cutting-plane algorithm may be applied on the primary problem (Joachims, 1999).
Solving Problem 3.21 is difficult because Qij is in general not zero, Q is a
fully dense matrix, so it would need a prohibitive amount of memory to store the
matrix (Hsu and Lin, 2002b). Therefore traditional optimization algorithms such
as Newton, Quasi Newton, etc., cannot be applied. Several algorithms separate the
training data in to two sets B and N , where B is the working set and N contains
the indices not in the working set (Osuna, Freund, and Girosi, 1997; Joachims,
1999; Hsu and Lin, 2002b). By denoting αB and αN as vectors containing the









0 ≤ (αB)i ≤ C, i = 1, . . . , q
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, Q′BN = QNB, is a permutation of the matrix Q and
q is the size of the working set. Several issues emerge with such decompositions
(Joachims, 1999):
1. An efficient and effective method for selecting the working set. An extreme
case is the Sequential Minimal Optimization (SMO) (Platt, 1999), which re-
stricts B to have only two elements. Then in each iteration one solves a simple
two-variable problem without needing optimization software.
2. Successive shrinking of the optimization problem. This exploits the property
that many SVM learning problems have
• much less support vectors than training examples.
• many support vectors which have an i at the upper bound C.
The shrinking technique reduces the size of the working problem without
considering some bounded variables. Near the end of the iterative process,
the decomposition method identifies a possible set A where all final free αi
may reside in. If the number of iterations is large, then shrinking can shorten
the training time (Chang and Lin, 2001).
3. Computational improvements like caching. An effective technique for reduc-
ing the computational time is caching. Since Q is fully dense and may not
be stored in the computer memory, elements Qij are calculated as needed.
One can use a special storage called cache to store recently used Qij. Then
some kernel elements do not need to be recalculated. Most applications use a
least-recent-use strategy for caching (Joachims, 1999; Chang and Lin, 2001).
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True False
Predicted Positive Value True Positive False Positive
Predicted Negative Value False Negative True Negative
Table 3.1: Classification of predictions by a binary classifier
Since wavelet kernels are slower to compute than other widely used kernels,
and the first two points of the above issues rely on a cache rather than the explicit
calculation of the kernel function, an efficient implementation should allow a larger
than normal cache to achieve a faster execution. However, a larger cache will not
decrease the number of iterations or the computational complexity.
3.7 Methodology
3.7.1 Performance Measures
Accuracy is used as a statistical measure of how well a binary classification test
correctly identifies or excludes a condition.
That is, the accuracy is the proportion of true results (both true positives
and true negatives) in the benchmark collection. It is a parameter of the test (see
also Table 3.1).
accuracy =
number of true positives + number of true negatives
numbers of true positives + false positives + false negatives + true negatives
To verify the impact of the difference in data on the performance variation
of the benchmarked methods and further evaluate whether there is significant dif-
ference between them, McNemar’s significance tests is employed (Everitt, 1992).
McNemar’s test is a χ2-based significance test for goodness of fit that compares the
distribution of counts expected under the null hypothesis to the observed counts.
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n00: number of examples n01: number of examples
misclassified by both fˆA and fˆB misclassified by fˆA but not by fˆB
n10: number of examples n11:number of examples
misclassified by fˆB but not by fˆA misclassified by neither fˆA nor fˆB







Table 3.3: Expected counts under the null hypothesis for McNemar’s test
Following (Dietterich, 1998) to apply McNemar’s test, the benchmark col-
lection is divided into a training set R and a test set T . Both benchmarked al-
gorithms A and B are trained on the training set yielding classifiers fˆA and fˆB.
Then these classifiers are tested on the test set. For each example x ∈ T , it is
recorded how it was classified and a contingency table is constructed (Table 3.2,
where n = n00 + n01 + n10 + n11 is the total number of examples in the test set T ).
Under the null hypothesis, the two algorithms should have the same error
rate, which means that n01 = n10. McNemar’s test is based on a χ
2 test for
goodness-of-fit that compares the distribution of counts expected under the null
hypothesis to the observed counts. The expected counts under the null hypothesis
are shown in Table 3.3.
The following statistic is distributed (approximately) as χ2 with 1 degree of
freedom; it incorporates a “continuity correction” term (of −1 in the numerator)
to account for the fact that the statistic is discrete while the χ2 distribution is
continuous:
(|n01 − n10| − 1)2
n01 + n10
.
The null hypothesis may be rejected in favor of the hypothesis that the two
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algorithms have different performance when trained on the particular training set
R.
3.7.2 Benchmark Collections
For general benchmarking, a data collection has to fulfill the following two condi-
tions:
1. Features must be homogenic: they should represent the same kind of mea-
surements.
2. Subsets of features should be correlated.
While the latter condition is true for most collections, homogenic features are
scarce. One example is DNA microarray data. A DNA microarray is a technology
used in molecular biology and in medicine. It consists of an arrayed series of
thousands of microscopic spots of DNA oligonucleotides, these are the features,
each containing picomoles of a specific DNA sequence.
In the experiments the Leukemia DNA microarray data is used1. This col-
lection consists of 38 training and 34 testing instances, with 7129 features and a
dense feature set.
Madelon is an artificial data set containing data points grouped in 32 clusters
placed on the vertexes of a five dimensional hypercube and randomly labeled +1 or
-1. The five dimensions constitute 5 informative features. 15 linear combinations
of those features were added to form a set of 20 (redundant) informative features.
Based on those 20 features one must separate the examples into the 2 classes (cor-
responding to the ±1 labels). A number of distractor features called ’probes’ was
added having no predictive power. The order of the features and patterns were




Number of Features 7129 20 5000
Training Instances 38 2000 6000
Test Instances 34 1800 1000
Table 3.4: Results with baseline kernels
The task of Gisette is to discriminate between to confusable handwritten
digits: the four and the nine. This is a two-class classification problem with sparse
continuous input variables. The digits have been size-normalized and centered in
a fixed-size image of dimension 28x28. The feature set consists of the original
variables (normalized pixels) plus a randomly selected subset of products of pairs
of variables. The pairs were sampled such that each pair member is normally
distributed in a region of the image slightly biased upwards. The training set
contained 6000 examples and test set 1000, with a total of 5000 features.
Table 3.4 summarizes the test collections. These collections were chosen be-
cause they are fairly widely used in benchmarking algorithms that need continuous
attributes, hence we believe they demonstrate our ideas well.
3.8 Experimental Results
Before studying the actual performance of the proposed kernel, we compare the or-
dination generated by OPTICS with our proposed algorithm (Section 3.8.1). Then
we look at classificaton performance (Section 3.8.2), followed by an analysis on
parameter sensitivity (Section 3.8.3).
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(a) Consecutive distances with
OPTICS
(b) Consecutive distances with
OHP
(c) Histogram of distances with
OPTICS
(d) Histogram of distances with
OHP
Figure 3.13: The Quality of ordination on the Leukemia data set
3.8.1 Comparison of OPTICS and the Ordination Algo-
rithm
Since OPTICS is parametric, we are interested in whether we are able to replicate
or even improve the results with our proposed non-parametric method. We wanted
to see how well the algorithms choose the features to be put next to each other.
We calculated the consecutive distances, histograms and average distances by the
Euclidean distance function. We used only the training part of the data sets to
calculate the distances between the features. Table 3.5 summarizes the results.
Figures 3.13(a), 3.13(b), 3.14(a), 3.14(b), 3.15(a), and 3.15(b) plot the con-
secutive distances between features. The x axis refers to the consecutive features,
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(a) Consecutive distances with
OPTICS
(b) Consecutive distances with
OHP
(c) Histogram of distances with
OPTICS
(d) Histogram of distances with
OHP
Figure 3.14: The Quality of ordination on the Madelon data set
while the y axis represents the distance between two consecutive features.
The plot of consecutive distances on the Leukemia data set clearly indicates
the suboptimal nature of OHP (Fig. 3.13(b)). In the beginning, the algorithm
is able to choose features located nearby, but as the number of choices reduces,
the quality of the ordination decreases. However, OPTICS shows an overall bad
performance on consecutive distances, as also shown by the histogram and the
average distance.
When studying the quality of ordination on the Madelon data set, the result
is very similar. OHP initially greedily chooses good candidates, but towards the
two ends of the spectrum the quality drops. While the histograms do not show a
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(a) Consecutive distances with
OPTICS
(b) Consecutive distances with
OHP
(c) Histogram of distances with
OPTICS
(d) Histogram of distances with
OHP
Figure 3.15: The Quality of ordination on the Gisette data set
clear winner, the average distance is lower for OHP by nearly 20 %.
A curious phenomenon is captured in the plot of consecutive distances with
OHP ordination on the Gisette data set. There are several local spikes which
shows that the greedy algorithm is probably very far off from the optimal solution.
However, OHP is still better then OPTICS, the latter method’s average distance
being one and the half times higher than the former’s.
3.8.2 Classification Performance
The benchmarks compare traditional kernels (linear, polynomial, RBF), a wavelet
kernel (Zhang, Zhou, and Jiao, 2004), and CSBF kernels with feature ordering
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Figure 3.16: Accuracy versus percentage of features, Leukemia data set
performed with three distance functions: correlation, Euclidean, and mutual infor-
mation. All CSBF kernels were benchmarked with equally spaced and randomly
spaced observations.
We used the libsvm (Chang and Lin, 2001) library to benchmark the baseline
kernels, and implement the suggested kernel. Feature selection was done with χ2
feature ranking using Weka (Hall et al., 2009), we selected 10 %, 25 %, 50 % and 100
% of the features to understand whether keeping all features would be beneficial
to the overall performance. We used only C-SVMs, and for each kernel a wide
























Figure 3.17: Accuracy versus percentage of features, Madelon data set
non-kernel specific parameters were left at default values.
The linear kernel is parameter-free, hence only one run was performed for
each dataset. For polynomial kernels, the degree was varied (2 and 3), as well as the
offset (0 and 1). RBF kernels converge very slowly in the libsvm implementation,
therefore only the default parameter value (one over the number of features) and
unit γ were benchmarked on all data sets, while a wider range of settings showed
the insensitivy of the parameters on smaller collections. WSVM kernels were tested
with parameters 1, 2.5, 5 and 10; however, this kernel also proved insensitive to the
choice of parameters. All kernels are reported with a result for the best parameter
setting.
Figures 3.16, 3.17 and 3.18 summarize the results for the all kernels with the
best parameter settings for each kernel. The underlying data can be found in the
Appendix.
We benchmarked three different distance functions to reorder the feature set:
























Figure 3.18: Accuracy versus percentage of features, Gisette data set
after feature selection. Benchmarks were conducted with both equally spaced and
randomly spaced observations (Es and Rs in the figures, respectively). The follow-
ing support lengths were benchmarked: 0.5, 1, 2, 5, 10, 20.
Since the previous section showed that the ordination generated by OPTICS
is not suitable for the kernel, we only benchmarked CSBF kernels with our proposed
ordination algorithm.
As expected, a narrow support will result in identical accuracy as with linear
kernels, since a narrow support means that no neighboring features are considered
(see the Appendix for detailed data). Madelon is the only exception. The linear
kernel converges extremely slowly to a solution on this data set, it needs over
a million iterations, and the same holds for wavelet kernels. The difference in
accuracy is probably due to numerical instability.
Looking at Figure 3.16, CSBF kernels consistently outperform baseline ker-
nels with both equally spaced and randomly spaced observations. However, the


















Figure 3.19: Accuracy as the function of the length of support, Leukemia data set
The Madelon data set (Figure 3.17) shows similar results, with the polyno-
mial kernel performing the best by a considerable margin with all features given.
While all results on the Gisette data set are already above 95 % accuracy,
CSBF kernels are outstanding with equally spaced observation, reaching full accu-
racy with all features given. The difference gets significant with at least 50 % of
the features selected.
The three collections in the benchmarks appear to be insensitive to feature
selection across all tested kernels. For this reason, the advantage of keeping all
features and using the dependencies in between them is less apparent.
Kernels with randomly spaced observations tend to peak in performance
with a support 10 to 20 wide. It is interesting to note that (Fonseca et al., 2007)
have found that Daubechies wavelets with a support of 20 are the most efficient in
identifying voice disorders. As opposed to B-spline wavelets, Daubechies wavelets
are orthogonal. Nevertheless, the difference between equally spaced observations


















Figure 3.20: Accuracy as the function of the length of support, Madelon data set
the second case.
3.8.3 Parameter Sensitivity
Kernels with randomly spaced observations tend to peak in performance with a
support 10 to 20 wide. It is interesting to note that (Fonseca et al., 2007) have
found that Daubechies wavelets with a support of 20 are the most efficient in
identifying voice disorders. As opposed to B-spline wavelets, Daubechies wavelets
are orthogonal.
Figures 3.19, 3.20 and 3.21 plot the accuracy versus the length of support
with different percentages of features kept.
As expected, a narrow support will result in identical accuracy as with linear
kernels, since a narrow support means that no neighboring features are considered.
Madelon is the only exception. The linear kernel converges extremely slowly to a
solution on this data set, it needs over a million iterations, and the same holds for


















Figure 3.21: Accuracy as the function of the length of support, Gisette data set
The Leukemia data set shows very little change irrespective of how many per
cent of the features is being used (Figure 3.19). This is partially due to the small
size of the collection.
The performance on Madelon decreases fairly steadily as the length of sup-
port increases showing that the noise introduced by the suboptimal nature of the
ordination algorithm has a deleterious impact (Figure 3.20).
The Gisette data set, however, shows a slight increase in terms of perfor-
mance as the length of the support increases (Figure 3.21).
The length of support does not appear to be related to the number of features
kept. The general trends are the same, irrespective of the selected features.
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Chapter 4
CSBF Kernels for Text
Classification
Text classification is a field at the crossroads of machine learning and informa-
tion retrieval since it shares a number of characteristics of these two fields. Text
categorization is a supervised learning task, defined as assigning pre-defined cate-
gory labels to new documents based on the likelihood suggested by a training set
of labeled documents (Yang, 1999). It has raised challenges for statistical learning
methods, requiring empirical examination of their effectiveness in solving real-world
problems which are often high-dimensional, and have a skewed category distribu-
tion.
A text categorization scenario is typically a multi-class classification prob-
lem, and these categories are not necessarily stochastically independent. This causes
problems with multi-class classification methods as it is a difficult problem to deal
with. A text often belongs to more than one category, that is, categories can over-
lap, hence text classification is a multi-label problem inducing further complexities
(Sebastiani, 2002).
Since the early days of the vector space model, it has been debated whether
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it is a proper carrier of meaning of texts (Raghavan and Wong, 1986), arguing
if distributional similarity is an adequate proxy for lexical semantic relatedness
(Budanitsky and Hirst, 2006). With the statistical, i.e. devoid of word semantics
approaches there is generally no way to improve both precision and recall at the
same time, increasing one is done at the expense of the other (Salton, Wong, and
Yang, 1975; van Rijsbergen, 1979). For example, casting a wider net of search
terms to improve recall of relevant items will also bring in an even greater propor-
tion of irrelevant items, lowering precision. In the meantime, practical approaches
have been proliferating, especially with developments in kernel methods in the last
decade (Joachims, 1998; Cristianini, Shawe-Taylor, and Lodhi, 2002; Shawe-Taylor
and Cristianini, 2004). Some researchers suggested a more general mathematical
framework to accommodate the needs that the vector space model cannot sat-
isfy (van Rijsbergen, 2004; Dominich and Kiezer, 2007). Related concerns have
led to the development of a model which transformed the traditional vector space
model to a Hilbert space incorporating both referential and distributional patterns
of terms while maintaining compatibility with existing algorithms such as kernel
methods (Wittek, 2007). The proof-of-concept model performed well in informa-
tion retrieval, though it had serious issues with scalability (Wittek and Dara´nyi,
2007).
This chapter is organized as follows. Section 4.1 overviews text represen-
tation models common in information retrieval and text classification, detailing
the steps of pre-processing and some flaws of the vector space model specific to
text representation. Feature weighting, feature selection, and feature expansion are
discussed in the subsequent sections (Section 4.2 and 4.3), as well linear seman-
tic kernels (Section 4.4), since they can be regarded as a special form of feature
expansion. Building on these grounds, Section 4.5 applies CSBF kernels to text
classification, paying special attention to feature relatedness and ways to measure
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it. Chapter 3 found that data sets that have many relevant, but highly related
features benefit the most of the proposed kernels. The experimental results of this
chapter (Section 4.6 and 4.7) confirm this finding and show a clear effectiveness
gain by using the proposed kernels.
4.1 Text Representation
Generally, there are two key issues involved in text representation, i.e. term type
and term weight. Terms can be at different levels, such as syllable, word, phrase,
and other sophisticated semantic and/or syntactic representations by exploiting
natural language processing knowledge. Section 4.1.1 overviews the mandatory
text processing tasks of text classification. The most common text representation
model, the vector space model is the point of departure for the proposed semantic
kernel, hence it is discussed in detail in Section 4.1.2. Different terms have differ-
ent importance in a text and thus the term weighting methods assign appropriate
weights to them, Section 4.2 mentions some aspects of term weighting.
4.1.1 Prerequisites of Text Representation
Indexing is the assignment of content descriptors (such as class labels, keywords,
tags, index terms etc.) to documents in general. In particular, indexing is the
process in which natural language texts are being transformed to a mathematical
representation of their constituents. Indexing involves the analysis of vocabulary
of the text collection, the selection of index terms (terms that are considered as the
proxies of meaning), and the assignment of weights to terms in each document.
The selection omits the very common words which do not carry meaning.
These frequent and uninformative words are called stop words. Commonly, they are
topic-neutral words such as articles, prepositions, articles, pronouns, interjections,
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conjunctions, etc (such as, the, a, of and so on).
Morphological variants of terms have similar semantic interpretations and
can be considered as equivalents for the purpose of text classification. For example,
crow and crows in one document should be represented as a single term (or stem)
as they share almost the same semantic interpretation. For this reason, a number
of stemming algorithms, or stemmers, have been developed to map several mor-
phological forms of words to a common stem. The industry standard automated
stemmer is the Porter stemmer (Porter, 1980). The Porter algorithm uses a suffix
list for suffix stripping. Normally it does not matter if the stems are genuine words,
thus, computation, computer, compute might be stemmed to comput. The result
of stemming is not perfect, occasionally words with different meaning are stripped
to the same stem. Moreover, the resulting index term vocabulary consists solely
of individual words, compound words are disregarded. Lemmatisation is closely
related to stemming which also considers the context and the part of speech of the
term. However, stemmers are typically easier to implement and run faster, and
the reduced accuracy may not matter for some applications, such as information
retrieval and text classification.
The necessity of stemming is disputed, sometimes it was reported to decrease
effectiveness (Baker and McCallum, 1998). Nevertheless, the common practice is
to adopt it, as it reduces the dimensionality of the term space. As stemming maps
statistically dependent expressions to one single feature, features will be statistically
more independent.
To overcome the flaws of automated stemming, a controlled vocabulary can
be used for indexing. Controlled vocabulary schemes mandate the uses of prede-
fined, authorized terms that have been preselected by the designer of the controlled
vocabulary as opposed to natural language vocabularies where there is no restric-
tion on the vocabulary that can be used (Manning and Schu¨tze, 1999). A controlled
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vocabulary has important advantages such as normalization of indexing concepts,
and reduction of noise (Baeza-Yates and Ribeiro-Neto, 1999). However, for general
domains a comprehensive vocabulary is difficult to compile. The most complete
general domain controlled vocabulary for English is the WordNet database (see
Section 4.5.2.1).
It is not always clear what a term (and hence, a feature) should be. The basic
units (also called indexing terms) for representing documents can be at different
levels, such as sub-word level (syllables), word-level (single token), and multi-word
level (phrases, sentences). That is, on the word level, indexing terms refer to single
words, while on the multi-word level, indexing terms refer to phrases or sentences
(Manning and Schu¨tze, 1999).
The advantage of a sub-word level n-gram representation is its robustness
against spelling errors. However, most machine learning algorithms are unable to
cope with the rapidly increasing quantity of terms (for example, in 2-gram repre-
sentation, the word computer is represented by using 9 terms as above.), and thus
effectiveness of text pre-processing and text classification decreases.
Word-based representation is by far the most common way to represent the
content of texts (Baeza-Yates and Ribeiro-Neto, 1999). The advantage of this so-
called bag-of-words approach is its simplicity. It ignores the syntactic and semantic
structure of the text, only the frequency of a word in a document is recorded (Salton
and McGill, 1983).
With the development of recent computational linguistic tools, large quanti-
ties of text can be analyzed efficiently with respect to their syntactic structure. Ac-
cordingly, some researchers suggested using phrases, rather than individual words,
as indexing terms (Lewis, 1992; Schutze, Hull, and Pedersen, 1995). The notion
of phrase incorporates syntactic and/or statistical information. From the syntactic
aspect, the phrase is constructed according to a grammar of the language (Lewis,
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1992). From the statistical aspect, the phrase is composed of a set/sequence of
words whose patterns of contiguous occurrence in the collection are statistically
significant (Caropreso, Matwin, and Sebastiani, 2001) (see also Section 4.5.2.2). In
this thesis, a term may interchangeably refer to a word or a phrase.
There were several attempts to tackle the problem of polysemy and synonymy
(Sanderson, 2000; Kehagias et al., 2003). The same word may have a number
of senses, and the actual sense is dependent on the context. For example, as a
noun, keep has 3 senses; and as a verb, it has about 22 senses. Synonymous
terms refer to the same or similar senses. Indexing by senses, as opposed indexing
by terms, was expected to improve effectiveness. This conjecture was tested in
information retrieval (Sanderson, 2000) and text classification (Kehagias et al.,
2003), but results fell behind expectations.
Term clustering groups together words with a high degree of pairwise re-
latedness, so that the groups (or their centroid, or a representative of them) may
be used instead of the terms (Lewis, 1992; Baker and McCallum, 1998; Slonim
and Tishby, 2001). However, the experimental results showed that term clustering
methods did not improve the effectiveness of text classification significantly.
4.1.2 Vector Space Model
The vector space model is a classical and still widespread model of text classification
and information retrieval, first introduced in 1975 by Salton et al. (Salton, Wong,
and Yang, 1975). The model is based on the assumption that the meaning of texts
can be represented by their constituting words, that is, a document is nothing more
than a bag of words. The number of dimensions of vector space representation is the
same as the total number of different terms in the entire corpus. Each coordinate
of the vector stands for a specific term.
The representation of documents ignores any semantic relation between the
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index terms, as orthogonal vectors are assigned to the index terms. However, in
fact, index terms are not independent.
Given the above representation for any two documents, or for a document
and query the inner product of the respective vectors serves as a measure of simi-
larity. The ‘closest’ documents to a query are retrieved for the user, ranked by their
distance from the query. However, the inner product has received several critiques
(Wong and Raghavan, 1984), and as modifications have been developed to the vec-
tor space model, the similarity measure was no longer an inner product in a math-
ematical sense (Dominich and Kiezer, 2007). The discrepancy has been rectified by
introducing a measure theoretic framework, and the mathematical soundness was
proved for various vector space-based models (such as the generalized vector space
model (Raghavan and Wong, 1986) and latent semantic indexing (Deerwester et
al., 1990), but not necessarily for others. It has been proved that the inner product
is not a necessary ingredient of the vector space model, and to avoid any possible
flaw in the mathematical framework, in this discussion the similarity measure un-
derlying the vector space model is not considered as an inner product (Dominich
and Kiezer, 2007). Instead, the similarity measure, though formally an inner prod-
uct, will be referred to as a kernel. The inner product satisfies the conditions of
Mercer’s theorem (see 2.2.6). Regarding the similarity measure as a kernel enables
a mathematically sound treatment of similarity even with the extensions of the
vector space model.
Furthermore, for a particular document the representation is typically ex-
tremely sparse, having only relatively few (approximately 1 to 5 % according to
(Berry, Drmac, and Jessup, 1999)) nonzero entries. Thus very fast algorithms can
be deployed for machine learning.
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4.2 Feature Weighting and Selection in Text Rep-
resentation
Weights usually range between 0 and 1. As a special case, binary weights may be
used (1 denoting presence and 0 absence of the term in the document); whether
binary or non-binary weights are used depends on the classifier learning algorithm
used (Sebastiani, 2002). In the case of non-binary indexing, for determining the
weight xkj of term fk in document xj is normally a composition of local and global
weighting (Salton and Buckley, 1988).
The local part is the immediate relation between a document and an indexing
term. The most common weighting is the frequency of the term in the document
or its logarithm (log(fij + 1)). This weighting embodies the intuition that the more
often a term occurs in a document, the more it is representative of its content.




is the total number of documents divided by the number of documents containing
the term i. That is, the more documents a term occurs in, the less discriminating
it is.
In order for the weights to fall in the [0, 1] interval and for the documents to
be represented by vectors of equal length, the weights resulting from tfidf are often







Although normalized tfidf is the most popular one, other indexing functions have
also been proposed. This section only offers a glimpse into term weighting, see
(Salton and Buckley, 1988; Leopold and Kindermann, 2002; Lan et al., 2009) for
more detailed discussions.
As in other domains, text categorization also benefits from feature selection,
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Function Denoted by Mathematical form
Information gain IG(fk, ci) P (ci|fk)








|fr|[P (fk,ci)P (fˆk,cˆi)−P (fk,cˆi)P (fˆk,ci)]2
P (fk)P (fˆk)P (ci)P (cˆi)
NGL coefficient NGL(fk, ci)
√
|Tr|[P (fk,ci)P (fˆk,cˆi)−P (fk,cˆi)P (fˆk,ci)]√
P (fk)P (fˆk)P (ci)P (cˆi)
Relevancy score RS(fk, ci) log
P (fk|ci)+d
P (fˆk|ci)+d
Odds ratio OR(fk, ci)
P (fk|ci)(1−P (fk|cˆi))
1−P (fk|ci))P (fk|cˆi)
GSS coefficient GSS(fk, ci) P (fk, ci)P (fˆk, cˆi)− P (fk, cˆi)P (fˆk, ci)
Table 4.1: Most important functions used for space reduction purposes in text
representation
though it has been shown that this does not result in significant gain in efficiency
(Yang and Pedersen, 1997). Since document vector spaces are extremely sparse,
the compactness of a reduced feature set is less important, while retaining a higher
number of features does have a positive impact on efficiency (Joachims, 1998).
Table 4.1 summarizes the most important functions used in feature selection for
text categorization (Sebastiani, 2002). In the table, fk denotes a feature and ci
denotes a class. A hat over a feature indicates the abscence of the feature, and a
hat over a class means all the other classes.
4.3 Feature Expansion in Text Representation
In order to eliminate the bottleneck of the traditional BOW representation, previous
approaches in term expansion enriched this convention by external lexical resources
such as WordNet.
As a first step, these methods generate new features for each document in the
data set. These new features can be synonyms or homonyms of document terms as
in (Hotho, Staab, and Stumme, 2003; Rodriguez and Hidalgo, 1997), or expanded
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features for terms, sentences and documents as in (Gabrilovich and Markovitch,
2005).
Then, the generated new features replace the old ones or are appended to
the document representation, and construct a new vector representation xˆi for each




Several distributional criteria have been used to select terms related to the
query. For instance, (Robertson, 1990) proposed the principle that the selected
terms should have a higher probability in the relevant documents than in the ir-
relevant documents. Others examined the impact of determining expansion terms
using a minimal spanning tree and some simple linguistic analysis (Smeaton and
van Rijsbergen, 1983).
To date, the work on integrating semantic background knowledge into infor-
mation retrieval and related tasks is intensive, but the results are not necessarily
convincing (Voorhees, 1994). Some researchers have successfully integrated Word-
Net as a resource for a document categorization task (Rodriguez and Hidalgo, 1997;
Uren˜a Lo´pez, Buenaga, and Go´mez, 2001). Others found that WordNet synsets as
features for document representation may eventually decrease performance if word
sense disambiguation is not performed (Gonzalo et al., 1998; Dave, Lawrence, and
Pennock, 2003)
By integrating WordNet-based knowledge into text clustering, plus investi-
gating word sense disambiguation strategies and feature weighting schema by con-
sidering the hypernym relations from WordNet, experimental results on the Reuters
corpus showed improvements compared with the best baseline (Hotho, Staab, and
Stumme, 2003). Also, the enrichment strategy to append or replace document
terms with their hypernyms or synonyms is overly simplistic.
Despite the large number of studies, a crucial issue that has not been directly
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addressed is whether all the expansion terms selected in one way or another are
truly useful for the retrieval. One was usually concerned with the global impact of
a set of expansion terms. This might suggest that most expansion terms are useful
(Peat and Willett, 1991). The question whether the expansion terms are equally
important has been addressed in certain domains (Abdou and Savoy, 2008) and
using heuristics ; a generic approach is lacking.
4.4 Linear Semantic Kernels
Kernel methods offer a completely different strategy to feature enrichment (Section
2.2.6). For textual data, linear kernels have been investigated. Any linear kernel





where S is an appropriately shaped matrix (see Section 3.3 on kernel properties).
The presence of S changes the orthogonality of the vector space model, as this
mapping should introduce term dependence. A recent attempt tries to manually
construct S with the help of a lexical resource (Siolas and d’Alche´ Buc, 2000).
The entries in the symmetric matrix S express the semantic proximity between
the terms i and j. Such a semantic kernel is designed as a combination of the
RBF kernel with the term proximity matrix S. Entries in this matrix are inversely
proportional to the length of the WordNet hierarchy path linking the two terms.
The performance, measured over the 20NewsGroups corpus, shows an improvement
of 2 % over the the basic vector space method. Moreover, the semantic matrix S
is almost fully dense, hence computational issues arise.
An early attempt to overcome the untenable orthogonality assumption of
the vector space model was proposed under the name of generalized vector space
model (Wong, Ziarko, and Wong, 1985). The article which proposed the model did
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not provide empirical results (Wong, Ziarko, and Wong, 1985), and since then the
model has been regarded of great theoretical importance with less impact on actual
applications.
The model takes a distributional approach, focusing on term co-occurrences.
The underlying assumption is that term correlations are captured by the co-occurrence
information. That is, two terms are semantically related if they co-occur often in the
same documents (Wong, Ziarko, and Wong, 1985). By eliminating orthogonality,
documents can be seen as similar even if they do not share any terms.
The term co-occurrence matrix is XX ′, hence the model takes X ′ as the
semantic proximity matrix S. The computational needs, however, are tremendous,
if the dimensions of X are considered. Moreover, the co-occurrence matrix is not
sparse anymore.
Latent semantic indexing (or latent semantic analysis) was another attempt
to bring more linguistic and psychological aspects to language processing via a
kernel (Deerwester et al., 1990). Conceptually, latent semantic indexing is similar
to the generalized vector space model, it measures semantic information through
co-occurrence analysis in the corpus. From the algorithmic perspective it is an
enormous problem that textual data have a large number of relevant features. This
results in huge computational needs and the classification models may overfit the
data. The number of features can be reduced by multivariate feature extraction
methods. In latent semantic indexing, the dimension of the vector space is reduced
by singular value decomposition (Section 2.1.2.2).
Using rank reduction to get the so-called feature space, terms that occur
very often together in the same documents are merged into a single dimension of
the feature space. The diversity of expressions and the minor differences in senses
are lost. In return, theoretically, those few hundred concepts, which make up the
meaning of the documents, can be identified easily. The dimensions of the reduced
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space correspond to the axes of greatest variance.
Using the notation of Section 2.1.2.2, the matrix U , and in particular U ′k =
IkU
′, where Ik is the identity matrix with only the first k diagonal elements nonzero,
are projection operators to the feature space, the projection of a document vector is
IkU
′xj = U ′kxj. The document vectors are projected into the subspace spanned by
the first k singular vectors of the feature space. By choosing S = IkU
′ the resulting
kernel is indeed a linear kernel (Cristianini, Shawe-Taylor, and Lodhi, 2002).
K(xi,xj) = (IkU
′xi)′IkU ′xj = x′iUIkU
′xj = x′iS
′Sxj.
The projection of the generalized vector space model can be written in a
similar fashion (Shawe-Taylor and Cristianini, 2004).





Apparently, the generalized vector space model does not apply dimensional-
ity reduction, and does not use orthonormal projections of the data (the presence
of the matrix Σ ensures the projections are not orthonormal).
For latent semantic indexing by dual representation the kernel matrix is
K = (U ′kX)
′U ′kX = (IkU
′X)′IkU ′X = X ′UIkU ′X = V ΣU ′UIkU ′UΣV ′ = V Σ2kV
′.
The new kernel matrix can be obtained directly from K by applying an
eigenvalue decomposition of K (Cristianini, Shawe-Taylor, and Lodhi, 2002).
The computational complexity of performing an eigenvalue decomposition on
the kernel matrix is a major drawback of latent semantic indexing. Although the
size of the matrix is a small fraction of the initial space, it is usually no longer sparse,
hence information retrieval or any other operation is much slower. Unfortunately,
none of the above semantic linear kernels improved significantly the effectiveness
of text classification (Cristianini, Shawe-Taylor, and Lodhi, 2002; Basili, Cammisa,
and Moschitti, 2005).
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4.5 A Different Approach to Text Representation
As Basili et al. pointed out, when a similarity function is extended to use external
prior knowledge (that is, a lexical resource), the critical issues are the methods and
conditions to integrate such knowledge (Basili, Cammisa, and Moschitti, 2005).
This section proposes a novel method for this integration and analyzes its assump-
tions.
Section 4.5.1 details the background of mapping documents to the L2 space
and also proves that this representation fits into the framework of kernel methods
and support vector machines. The inner product of the L2 space offers a way
to improve the effectiveness of text classification by incorporating the semantic
relatedness of terms using the algorithm proposed in Section 3.5.
4.5.1 Semantic Kernels in the L2 Space
While linear semantic kernels failed to improve overall effectiveness of text classifi-
cation (see Section 2.2.6), non-linear kernels have not been investigated yet. This
section introduces a new, non-linear semantic kernel. The proposed model of docu-
ment representation is based on the classical vector space model. It is non-classical
inasmuch as the coordinates of real-valued document vectors are interpreted as a
subset of the range of continuous functions. The continuity of semantic content is
a prerequisite for this model, provided by semantic term ordering (see Section 3.5).
In order to reproduce the continuity of semantic content, one has to deal
with the following problem. A word is a hypernym if its meaning encompasses
the meaning of another word of which it is a hypernym; it is more generic or
broader than another given word. Sometimes hypernymy is referred to as the “is-
a” relation . Its opposite relation is hyponymy. A word is a hyponym (Lyons, 1977)
if its semantic range is included within that of another word; it is also referred to
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as the “instance-of” relation. For example, ship is an instance of vessel, so ship is
a hyponym thereof, whereas icebreaker is a ship, ship here being a hypernym to
icebreaker. For the most comprehensive general domain ontology with a hypernym
hierarchy for English, see the WordNet database (Fellbaum, 1998).
The assignment of canonical basis vectors to index terms is arbitrary in
case of the classical vector space model. As the proposed kernel heavily utilizes
term interdependence, such arbitrary assignment should be avoided. Instead, the
ordering of index terms arranges them (see Section 3.5) , with occasional gaps
between “islands of similar meaning”. Related words are assigned to subsequent
vectors of the canonical base. Secondly, consider the hypernymic terms vessel, ship,
and icebreaker.
4.5.2 Measuring Semantic Relatedness
Since the distance between index terms is crucial for the proposed kernel, we re-
view the core ideas in quantitizing semantic similarity. Several methods have been
proposed for measuring similarity. One of such early proposals was the semantic
differential (Osgood, 1952; Osgood, Suci, and Tannenbaum, 1957) which analyzes
the affective meaning of terms into a range of different dimensions with the opposed
adjectives at both ends, and locates the terms within semantic space (Kozima and
Furugori, 1993).
Semantic similarity as proposed by Miller and Charles is a continuous vari-
able that describes the degree of synonymy between two terms (Miller and Charles,
1991). They argue that native speakers can order pairs of terms by semantic simi-
larity, for example ship-vessel, ship-watercraft, ship-riverboat, ship-sail, ship-house,
ship-dog, ship-sun. This concept may be extended to quantify relations between
non-synonymous but closely related terms, for example airplane-wing (Jarmasz
and Szpakowicz, 2003). Semantic similarity is closely related to the concept of
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semantic relatedness. There is some overlap in their meanings and they are used
interchangeably in certain contexts. Semantically dissimilar entities may be seman-
tically related, for example, tree and shade (Mohammad and Hirst, 2005). In this
case the two entities are not similar, but are related by some relationship. Two
entities are semantically related if they are semantically similar or share any other
classical or non-classical relationships (Kehagias et al., 2003). In fact, semantic
similarity is a subset of semantic relatedness.
Semantic relatedness is defined between senses of terms. Given a relatedness
formula rel(s1, s2) between two senses s1 and s2, term relatedness between two
terms f1 and f2 can be calculated as
rel(f1, f2) = max
s1∈sen(f1),s2∈sen(f2)
rel(s1, s2), (4.2)
where sen(t) is a set of senses of term t (Budanitsky and Hirst, 2006).
The concept of semantic distance has been used in the context of both se-
mantic relatedness and semantic similarity. In the former aspect, it is the inverse
of semantic relatedness, while in the latter, it is the inverse of semantic similarity
(Mohammad and Hirst, 2005).
Automated systems assign a score of semantic relatedness to a given pair of
terms calculated from a relatedness measure. The absolute score itself is typically
irrelevant on its own, what is important is that the measure assigns a higher score
to term pairs which humans think are more related and comparatively lower scores
to term pairs that are less related (Mohammad and Hirst, 2005).
Terms in a language are organized by two kinds of relationship. Syntag-
matic similarity is based on co-occurrence data extracted from corpora (Church
and Hanks, 1990). Semantic similarity is based on association data extracted from
thesauri (Morris and Hirst, 1991) psychological experiments (Osgood, 1952), and
so on (Kozima and Furugori, 1993).
The best known theories of word semantics fall in three major groups:
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1. “Meaning is use” (Wittgenstein, 1967): habitual usage provides indirect con-
textual interpretation of any term; frequency of use expresses aspects of a con-
ceptual hierarchy. In terms of logical semantics, one regards document groups
as value extensions (classes) and index terms as value intensions (properties)
of a (semantic) function ‘f’ (Carnap, 1947). Extensions and intensions are in-
versely proportional: the more properties defined, the less entities they apply
to - there are more flowers in general than tulips in particular, for instance
(Lyons, 1977). The same applies to Boolean information retrieval using the
AND logical operator: more frequent, generic index terms with less proper-
ties retrieve larger sets than specific terms with more developed descriptions,
hence term occurrence relates to conceptual hierarchy.
2. “Meaning is change”: the stimulus-response theory (Bloomfield, 1933) and
the biological theory of meaning (von Uexku¨ll, 1982) both stress that the
meaning of any action is its consequences.
3. “Meaning is equivalence”: referential (Frege, 1948; Peirce, 1955) or osten-
sional theories of meaning suggest that ‘X = Y for/as long as Z’ (Harnad,
1987).
Point 2 refers to theories which assign a temporal structure to word meaning,
they are not discussed here. Measures that rely on distributional measures and
those that use knowledge-rich resources both exist, and they have been individually
shown to good quantifiers of term similarity each (Mohammad and Hirst, 2005).
This section reviews lexical resources (Section 4.5.2.1) and measures based on them
(Section 4.5.2.2), while a brief introduction to distributional measures is provided
in the Future Work section.
109
4.5.2.1 Lexical Resources
In computer science, an ontology defines the concepts, relationships, and other
distinctions that are relevant for modeling a domain (Gruber, 1995). A slightly
different, but related concept is a lexical resource: the purpose is not modeling,
but capturing semantic relations among terms. Such a resource necessarily entails
some sort of world view with respect to a given domain. This is often conceived as
a set of concepts, their definitions and their inter-relationships; this is referred to
as a conceptualization (Uschold and Gruninger, 1996).
The following types of resources are commonly used in measuring semantic
similarity between terms.
1. Dictionary (Lesk, 1986; Kozima and Furugori, 1993);
2. Semantic networks, such as WordNet (Fellbaum, 1998);
3. Thesauri modeled on Roget’s Thesaurus (Morris and Hirst, 1991; Jarmasz
and Szpakowicz, 2003).
This section briefly describes the above types of sources of lexical knowledge,
and offers some criteria to evaluate them.
A dictionary is essentially a closed paraphrasing system of natural language.
Each of its entries is defined by a phrase which is composed of the entries and their
derived forms: a dictionary is like a network of terms (Kozima and Furugori, 1993).
WordNet is a unique combination of a controlled vocabulary, a dictionary,
and a thesaurus. The noun and verb portion of WordNet has a fairly rich connec-
tivity as well as comprehensiveness (Sussna, 1993). The WordNet term nodes are
connected by semantic relations. The relations are as follows (Fellbaum, 1998).
• synonymy (has same meaning as; intranode);
• hypernymy (is a);
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• hyponymy (has instance);
• holonymy (is part of, is substance in, is member of);
• meronymy (has part, contains substance, has member);
• antonymy (is complement of; self-inverse).
Hypernymy and hyponymy are the strictly hierarchical links (Figure 4.1). The
holonymy/meronymy relations can also be considered vertical relations. Vertical
relations are asymmetrical and ordered items. Synonymy and antonymy are hor-
izontal, symmetrical, non-ordering relations (and naturally are non-hierarchical)
(Fellbaum, 1998).




matter process substance psychological
feature







Figure 4.1: First three levels of the WordNet hypornymy hierarchy.
Roget’s Thesaurus is based on a well-constructed concept classification, and
its entries were written by professional lexicographers (Berrey and Carruth, 1962).
Roget’s does not have some of the shortcomings of WordNet, such as the lack
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of links between parts of speech and the absence of topical groupings (Jarmasz
and Szpakowicz, 2003). The Thesaurus can link the noun bank, the business that
provides financial services, and the verb invest, to give money to a bank to get a
profit, by placing them in a common head 784 Lending. This type of connection
cannot be described using the semantic relations of WordNet. While an English
speaker can identify a relation not provided by WordNet, in certain cases the same
does not apply to computer systems (Jarmasz and Szpakowicz, 2003).
Eight classes head the taxonomy. The first three, Abstract Relations, Space
and Matter, cover the external world. The remaining ones, Formation of ideas,
Communication of ideas, Individual volition, Social volition, Emotion, Religion
and Morality deal with the internal world of human beings. A path in Roget’s
Thesaurus always begins with one of the classes. It branches to one of the 39
sections, then to one of the 79 sub-sections, then to one of the 596 head groups
and finally to one of the 990 heads (Berrey and Carruth, 1962). Where applicable,
categories are organized into antonym pairs. For example, category 407 is Life, and
category 408 is Death. Each head is divided into paragraphs grouped by parts of
speech: nouns, adjectives, verbs and adverbs. Finally a paragraph is divided into
semicolon groups of semantically closely related terms (Jarmasz and Szpakowicz,
2003). In addition, a semicolon group may have cross-references or pointers to other
related categories or paragraphs.
The thesaurus has an index, which allows for retrieval of terms related to a
given term. For each entry, a list of terms suggesting its various distinct subsenses
is given, plus a category or paragraph number for each of these as well. An index
entry may be a pointer to a category or paragraph if there are no subsenses to be
distinguished. In this thesaurus, physical closeness has some importance, as can be
clearly seen from the hierarchy, but terms in the index of the thesaurus often have
widely distributed categories, and each category often points to a widely distributed
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selection of categories (Morris and Hirst, 1991).
While there seems to be a consensus on which lexical resources should be
used in the general domain (Budanitsky and Hirst, 2006), domain-specific resources
may vary in quality. Hence the demand for a set of objective criteria for evaluating
such resources emerges. Gruber suggested some criteria for evaluating ontologies
(Gruber, 1995):
1. Clarity: An ontology should effectively communicate the intended meaning
of defined terms. Definitions should be objective and formalism is a means
to this end.
2. Coherence: coherence refers to the incapability of getting contradictory con-
clusions simultaneously from valid input data. An ontology is semantically
consistent if and only if its definitions are semantically consistent. (Gomez-
Perez, 1995).
3. Extendibility: An ontology should be designed to anticipate the uses of the
shared vocabulary. It should offer a conceptual foundation for a range of
anticipated tasks and the representation should be crafted so that one can
extend and specialize the ontology monotonically.
4. Minimal encoding bias: The conceptualization should be specified at the
knowledge level without depending on a particular symbol-level encoding.
An encoding bias results when a representation choices are made purely for
the convenience of notation or implementation.
In addition, Gomez-Perez emphasizes the importance of completeness and concise-
ness (Gomez-Perez, 1995). Completeness refers to the extension, degree, amount or
coverage to which the information in a user-independent ontology covers the infor-
mation of the real world. A definition is complete if all that is supposed to be in the
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definition is in the definition or can be inferred from the axioms. Conciseness refers
to if all the information gathered in the ontology is useful and precise. Conciseness
does not necessarily imply absence of redundancies (Gomez-Perez, 1995).
4.5.2.2 Lexical Resource-Based Measures
Several researchers have done an extensive survey of the various lexical resource-
based measures, their comparisons with human judgment on selected term pairs,
and their efficacy in applications such as spelling correction and term sense disam-
biguation (Budanitsky and Hirst, 2001; Budanitsky and Hirst, 2006). This section
provides only a brief summary of the most important measures of similarity.
All approaches to measuring semantic relatedness that use a lexical resource
regard the resource as a network or a directed graph, making use of the structural
information embedded in the graph (Jiang and Conrath, 1997; Budanitsky and
Hirst, 2006).
One of the earliest measures is the edge counting method. The shortest path
in the network between the two target terms is determined. The more edges there
are between two terms, the more distant they are. If all the edges are of equal
length, then the number of intervening edges is a measure of the distance (Rada
et al., 1989). In determining the overall edge based similarity, most methods just
simply sum up all the edge weights along the shortest path. For a hierarchical
network, the distance should satisfy the properties of a metric in a mathematical
sense (Rada et al., 1989):
1. d(fi, fi) = 0,
2. d(fi, fj) ≥ 0,
3. d(fi, fj) = (fj, fi),
4. d(fi, fk) ≤ d(fi, fj) + d(fj, fk),
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for any given terms fi, fj, fk.
Morris and Hirst used Roget’s Thesaurus as knowledge base for determining
whether or not two terms are semantically related (Morris and Hirst, 1991). Two
terms were considered related if their base forms satisfied any one of the following
conditions:
1. They have a category in common in their index entries;
2. One has a category in its index entry that contains a pointer to a category of
the other;
3. One is either a label in the other’s index entry or is in a category of the other;
4. They are both contained in the same subcategory;
5. They both have categories in their index entries that point to a common
category.
This method can capture almost all types of semantic relations, such as para-
phrasing by superordinate (for example cat/pet), systematic relation (for example
north/east, and non-systematic relation (for example tree/shade) (Morris and Hirst,
1991).
Jarmasz and Szpakowicz also implemented a measure based on Roget’s The-
saurus (Jarmasz and Szpakowicz, 2003). Given two terms, they looked up in the
index their references that point to the Thesaurus. Then they calculated all paths
between references using Roget’s taxonomy. The distance equals the number of
edges in the shortest path. Path lengths are as follows.
• Length 0: the same semicolon group. journey’s end - terminus
• Length 2: the same paragraph. devotion - abnormal affection
• Length 4: the same part of speech. popular misconception - glaring error
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• Length 6: the same head. individual - lonely
• Length 8: the same head group. finance - apply for a loan
• Length 10: the same sub-section. life expectancy - herbalize
• Length 12: the same section. Creirwy (love) - inspired
• Length 14: the same class. translucid - blind eye
• Length 16: in the Thesaurus. nag - like greased lightning
To convert the distance measure to a similarity measure, one may simply
subtract the path length from the maximum possible path length ((Resnik, 1995):
sim(f1, f2) = 2dmax − min
s1∈sen(f1)s2∈sen(f2)
len(s1, s2)
where dmax is the maximum depth of the network, and the len function is the simple
calculation of the shortest path length.
The simple edge-counting relies on an ideal hierarchy with edges of equal
length. In hierarchical networks based on natural languages, the edges are not of
the same length. It is therefore necessary to consider that the edge connecting the
two nodes should be weighted. In general, the edges in this type of hierarchy tend
to grow shorter with depth (McHale, 1998). The modifications include the density
of the subhierarchies, the depth in the hierarchy where the term is found, the type
of links, and the information content of the nodes subsuming the term (Jiang and
Conrath, 1997).
The use of density is based on the observation that terms in a more dense part
of the hierarchy are more closely related than terms in sparser areas (Richardson
and Smeaton, 1995). The observation about density may be an overgeneralization.
In Roget’s Thesaurus, category 277 ship/boat has many more terms than category
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372 blueness. That does not mean that kayak is more closely related to tugboat
than sky blue is to turquoise (McHale, 1998).
Depth in the hierarchy is another attribute often used. It can be argued
that the distance shrinks as one descends the hierarchy, since differentiation is
based on finer details (Jiang and Conrath, 1997). It may be more useful in the
deep hierarchy of WordNet than it is in Roget’s where the hierarchy is fairly flat
and uniform (McHale, 1998).
Type of link can be viewed as the relation type between nodes. In many
networks the hyponym/hypernym link is the most common concern. Many edge-
based models consider only the IS-A link hierarchy (Rada et al., 1989; Lee, Kim,
and Lee, 1993). In fact, other link types/relations, such as meronym/holonym,
should also be considered as they would have different effects in calculating the
edge weight (Banerjee and Pedersen, 2002). If the target path consists of edges
that belong to a number of such relations, the target terms are likely to be more
distant (Hirst and St-Onge, 1998).
Sussna considered the first three factors in a weight determination scheme.
The weight between two nodes s1 and s2 is calculated as follows (Sussna, 1993).
wt(s1, s2) =
wt(s1 →r s2) + wt(s2 →r′ s1)
2 max{depth(s1), depth(s2)}
given
wt(c→r) = maxr − maxr −minr
edgesr(c)
where →r is a relation of type r, →r′ is its reverse, maxr and minr are the maxi-
mum and minimum weights possible for a specific relation type r respectively, and
edgesr(x) is the number of relations of type r leaving node x (Sussna, 1993). The
synonym relation was assigned a zero weight, while the nine internode relation types
had weight ranges as follows: hypernymy, hyponymy, holonymy, and meronymy all
have weights ranging from 1 to 2, and antonymy arcs were assigned the value 2.5,
respectively (Sussna, 1993).
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Applying this distance formula to a term sense disambiguation task, (Sussna,
1993) showed an improvement where multiple sense terms have been disambiguated
by finding the combination of senses from a set of terms which minimizes total
pairwise distance between senses. The performance was found to be robust under
a number of perturbations; however, depth factor scaling and restricting the type
of link to a strictly hierarchical relation impaired performance (Sussna, 1993).
Such measures are highly dependent on the subjectively pre-defined network
hierarchy. Since the original purpose of the design of the WordNet or Roget’s
Thesaurus was not for similarity computation purpose, some local network layer
constructs may not be suitable for direct distance manipulation (Jiang and Conrath,
1997).
The original Lesk algorithm performed word sense disambiguation by com-
paring the definition of each sense of a word in a phrase to the glosses of every
sense of each word in a phrase, where the definitions were extracted from the Ox-
ford Advanced Learner’s Dictionary of Current English (Lesk, 1986) . A word was
assigned the sense whose definition shared the largest number of words in common
with the glosses of the other words. For example, in time flies like an arrow, the
algorithm compared the glosses of time to all the glosses of fly and arrow. Next it
compared the definition of fly with those of time and arrow, and so on. Banarjee
and Pedersen modified Lesk’s approach to take advantage of the inter–connected set
of relations among synonyms that WordNet offers (Banerjee and Pedersen, 2002).
While Lesk’s algorithm restricted the comparisons to the glosses of the words being
disambiguated, this latter approach was able to compare the glosses of words that
are related to the words to be disambiguated.
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4.5.2.3 Distributional Semantic Measures
Distributional similarity, as studied by language technology, covers an important
kind of theories of word meaning and can hence be seen as contributing to semantic
document indexing and retrieval. Its predecessors go back a long way, building
on the notion of term dependence and structures derived therefrom (Luhn, 1957;
Morris, Beghtol, and Hirst, 2003). Also called the contextual theory of meaning
(see (Lyons, 1977) for the historical development of the concept), the underlying
distributional hypothesis of (Harris, 1970) is often cited for explaining how word
meaning enters information processing (Karlgren and Sahlgren, 2001; Sahlgren,
2006), and basically equals the claim “meaning is use” in language philosophy
(Wittgenstein, 1967). Before attempts to utilize lexical resources for the same
purpose, this used to be the sole source of word semantics in information retrieval,
inherent in the exploitation of term occurrences (tfidf) and term co-occurrences
(Wilks et al., 1990; Gallant, 1991; Gallant et al., 1992; Peat and Willett, 1991;
Grefenstette, 1992; Schutze and Pedersen, 1997), including multiple-level term co-
occurrences (Kontostathis, 2006; Kontostathis and Pottenger, 2006).
Lexical knowledge bases are expensive resources: creating one requires hu-
man experts, is time intensive and rather brittle to changes in language. Once
created, updating the resource is again expensive and tends to lag between the cur-
rent state of language usage/comprehension and the semantic network representing
it (Mohammad and Hirst, 2005). On the other hand, large corpora may be collected
by a simple web crawler. Large corpora of more formal writing are also available
(for example, the Wall Street Journal or the American Printing House for the Blind
(APHB) corpus) (Mohammad and Hirst, 2005). Therefore, using an appropriate
distributional measure that best captures the semantic similarity-predicting infor-
mation, may play a vital role in case of distributional measures (Mohammad and
Hirst, 2005).
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Distributional similarity is a corpus-dependent relation on terms (Budanitsky
and Hirst, 2006). A major limitation of hand-generated lexicons is the relatively
poor coverage of technical and scientific terms (Turney, 2001). Ontologies have been
made for specific domains, which may be used to determine semantic similarity
specific to these domains. However, the number of such ontologies is very limited.
On the other hand, large amounts of corpora specific to particular domains are
much easier to collect, allowing a widespread use of distributional domain-specific
similarity (Mohammad and Hirst, 2005).
Given a text corpus, individual terms have more or less different contexts
around them. Terms that occur within a certain window of a target terms are called
the co-occurrences of the terms. The window size may be a few terms on either
side, the complete sentence, a paragraph or the entire document. Consider the
following sentence (Mohammad and Hirst, 2005): the plane flew through a cloud. If
the window size is the complete sentence, flew co-occurs with the, plane, through,
a and cloud. The set of terms that co-occur with a term constitute the context of
the term.
Distributional measures use statistics acquired from large text corpora to
determine how similar the contexts of two terms are. These measures are also used
as proxies to measures of semantic similarity as terms found in similar contexts
tend to be semantically similar. This is known as the distributional hypothesis
(Harris, 1970) and such measures have traditionally been referred to as measures
of distributional similarity.
Terms that are distributionally similar often represent semantically related
concepts, if two terms have many co-occurring terms then similar things are being
said about both of them. And conversely, if two terms are semantically similar then
they are likely to be used in a similar fashion in text and thus end up with many
common co-occurrences (Budanitsky and Hirst, 2006).
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Apart from distributional similarity, there also exists distributional related-
ness. The latter uses raw text and co-occurrence information to determine semantic
relatedness between two terms. There is a difference between co-occurrence and col-
location (Manning and Schu¨tze, 1999): collocation refers to grammatically bound
elements that occur in a particular order, and co-occurrence refers to a more gen-
eral phenomenon of terms that are likely to be used in the same context. Hence
one can distinguish between distributional similarity and distributional relatedness
(Schutze and Pedersen, 1997; Mohammad and Hirst, 2005). The distributional
hypothesis is generic enough to be the basis for both distributional similarity and
distributional relatedness (Harris, 1970).
An important characteristic of any distributional measure is whether it is a
measure of distributional similarity or more generally that of distributional related-
ness. It should also be noted that a measure of distributional similarity will assign
a high score for closely related but dissimilar terms belonging to the same thematic
role. This is a known limitation of the current measures of distributional similarity
(Mohammad and Hirst, 2005).
Correlation measures are typically used to measure attribute dependencies.
Pearson’s correlation coefficient is probably the most widely used measure for quan-
titative attributes (Nazareth, Soofi, and Zhao, 2007). The correlation coefficient
corr(X, Y ) between two random variables X and Y with expected values E(X) and
E(Y ) and standard deviations σX and σY is defined as:




E((X − E(X))(Y − E(Y )))
σXσY
,
where E is the expected value operator and cov stands for covariance. The cor-
relation measure is not sensitive to nonlinear dependencies which do not manifest
themselves in the covariance and can thus miss important features. This is in con-
trast to mutual information (MI) (Kraskov et al., 2005), thus MI can be a useful
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which is not a metric. However, using the joint entropyH(X, Y ) = −∑x,y px,y log(px,y),
the expression
d(X, Y ) = H(X, Y )− I(X;Y )
is a metric.
Extending the corpus to the entire web, the normalized Google distance is
defined as (Cilibrasi and Vitanyi, 2007):
NGD(x, y) =
max{log f(x), logf(y)} − log f(x, y)
logN −min{log f(x), log f(y)} ,
where f(x) denotes the number of pages containing x, and f(x, y)denotes the num-
ber of pages containing both x and y, as reported by Google. The authors found
that the distance corresponds well with WordNet-based categories. Computations,
however, take a long time, since each pair needs a search on Google.
4.5.2.4 Composite Measures
There are certain advantages in measuring semantic association by combining a
network structure with corpus statistics. The incorporation of a manually built
knowledge base may complement the statistical approach where understanding of
the text is impossible. The statistical model can take advantage of a conceptual
space structured by a lexical resource (Jiang and Conrath, 1997).
Statistical techniques typically suffer from the sparse data problem: they
perform poorly when the terms are relatively rare, due to the scarcity of data.
Hybrid approaches attempt to address this problem by supplementing sparse data
with information from a lexical database (Resnik, 1995; Jiang and Conrath, 1997).
In a semantic network, to differentiate between the weights of edges connecting a
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node and all its child nodes, one needs to consider the link strength of each specific
child link. This is a situation in which corpus statistics can contribute. Ideally the
method chosen should be both theoretically sound and computationally efficient
(Jiang and Conrath, 1997).
Text classification benefited from topic grouping based on a combined mea-
sure of thesaurus, context, and co-occurrence-based semantic similarity (Liu and
Chua, 2001). The thesaurus-based similarity is defined as:
RL(f1, f2) =

1 if f1 and f2 are in the same synset, or f1 = f2
0.8 if f1 and f2 have antonym relation




where fi is a feature (term).
The co-occurrence-based correlation is calculated as:
RCO(f1, f2) =
df(f1 ∧ f2)
df(f1 ∨ f2) ,
where df(f1 ∧ f2) is the number of documents containing both f1 and f2, while
df(f1 ∨ f2) is the number of documents containing f1 or f2.
To derive the context-based correlation, a term’s context is defined as the set
of non-trivial terms near the term. A term is said to be near the term if their term
distance is less than a given threshold, for instance, 5. The context is represented
by a context vector cv(fj). To derive cv(fj), first all candidate context words of fj
are ranked by their density values:
ρjk = mj(fk)/n(fj),
where n(fj) is the number of occurrence of fj and mj(fk) is the number of occur-
rences of fk near fj. Then the top ten terms are selected as the context of fj. If
two terms have a very high context similarity, it will have a high possibility that
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where m(k) = argmaxsRCO(f1k, f2s).
Another composite measure was developed for word sense disambiguation.
Following the notation in information theory, the information content (IC) of a





where P (s) is the probability of encountering an instance of sense s. In the case
of the hierarchical structure, where a sense in the hierarchy subsumes those ones
below it, this implies that P (s) is monotonic as one moves up in the hierarchy.
As the node’s probability increases, its information content or its informativeness
decreases. If there is a unique top node in the hierarchy, then its probability is 1,
hence its information content is 0.
The Brown University Standard Corpus of Present-Day American English
(Brown Corpus) is a general text collection that has been tagged by WordNet
senses (Kucera and Francis, 1967). This corpus is frequently used as the basis for
sense statistics. The corpus consists of 500 samples, distributed across 15 genres
in rough proportion to the amount published in 1961 in each of those genres. All
works sampled were published in 1961; as far as could be determined they were first
published then, and were written by native speakers of American English. Each
sample began at a random sentence-boundary in the article or other unit chosen,
and continued up to the first sentence boundary after 2,000 words. The corpus
originally (1961) contained 1,014,312 words sampled from 15 text categories:








2. PRESS: Editorial (27 texts)
• Institutional Daily
• Personal
• Letters to the Editor









5. SKILL AND HOBBIES (36 texts)
• Books
• Periodicals
6. POPULAR LORE (48 texts)
• Books
• Periodicals









• Industry House organ




• Social and Behavioral Sciences
• Political Science, Law, Education
• Humanities
• Technology and Engineering
10. FICTION: General (29 texts)
• Novels
• Short Stories
11. FICTION: Mystery and Detective Fiction (24 texts)
• Novels
• Short Stories
12. FICTION: Science (6 texts)
• Novels
• Short Stories




14. FICTION: Romance and Love Story (29 texts)
• Novels
• Short Stories
15. HUMOR (9 texts)
• Novels
• Essays, etc.
Even for quite large samples such as the Brown corpus, graphing words in
order of decreasing frequency of occurrence shows a hyperbole: the frequency of the
n-th most frequent word is roughly proportional to 1/n. Thus ”the” constitutes
nearly 7% of the Brown Corpus, ”to” and ”of” more than another 3% each; while
about half the total vocabulary are hapax legomena: words that occur only once
in the corpus. This simple rank-vs.-frequency relationship is known as Zipf’s law
(Zipf, 1935; Zipf, 1949). To calculate the information content of a concept, each
noun that occurred in the corpus was counted as an occurrence of each taxonomic
class of WordNet containing it (plural nouns counted as instances of their singular
forms) (Resnik, 1995). For example, an occurrence of ship would be counted toward
the frequency of its hypernyms vessel, craft, vehicle, and so forth.
The information content increases as senses gets more and more abstract
(that is, they are higher in the WordNet hypernym hierarchy, see Figure 4.2).
Given the monotonic feature of the information content value, the similarity
of two senses can be formally defined as follows.





where Sup(s1, s2) is the set of senses that subsume both s1 and s2. To maximize
the representativeness, the similarity value is the information content value of the
node whose IC value is the largest among those higher order classes.
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Figure 4.2: Average information content of senses at different levels of the WordNet
hypernym hierarchy (logarithmic scale)
In the case of multiple inheritances, where terms can have more than one
sense and hence multiple direct higher order classes, term similarity can be deter-
mined by the best similarity value among all the class pairs to which their various
senses belong:
sim(f1, f2) = max
s1∈sen(f1),s2∈sen(f2)
sim(s1, s2)
where sen(t) denotes the set of possible senses for term t.
There are some slightly different approaches toward calculating the concept
probabilities in a corpus. Let us define two sense sets: terms(c) and classes(t).
Terms(s) is the set of terms subsumed by the sense s. This can be seen as a sub-
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tree in the whole hierarchy, including the sub-tree root s. Classes(w) is defined as
the senses in which the term t is contained:
classes(t) = {s|t ∈ terms(s)}





(Richardson and Smeaton, 1995) proposed a slightly different calculation by






Finally, the class/concept probability can be computed using maximum likelihood




The information content method requires less information on the detailed
structure of a lexical resource and it is insensitive to varying link types (Resnik,
1995). On the other hand, it does not differentiate between the similarity values of
any pair of senses in a sub-hierarchy as long as their lowest super-ordinate sense is
the same. Moreover, in the calculation of information content, a polysemous term
will have a large content value if only term frequency data are used (Richardson
and Smeaton, 1995).
Consider the link strength factor. The strength of a child link is proportional
to the conditional probability of encountering an instance of the child sense si given
an instance of its parent sense p : P (si|p).






Notice that the definition and determination of the information content indicate
that si is a subset of p when a sense’s informativeness is concerned. Define the link
strength (LS) by taking the negative logarithm of the above probability:
LS(si, p) = − log(P (si|p) = IC(si)− IC(p)
This states that the link strength (LS) is simply the difference of the information
content values between a child concept and its parent concept.
Considering other factors, such as local density, node depth, and link type,










)α[IC(s)− IC(p)]T (s, p),
where d(p) denotes the depth of the node p in the hierarchy, E(p) the number of
edges in the child links (i.e. local density), E¯ the average density in the whole
hierarchy, and T (s, p) the link relation/type factor. The parameters α (α ≥ 0) and
β (0 ≤ β ≤ 1) control the degree of how much the node depth and density factors
contribute to the edge weighting computation. For instance, these contributions
become less significant when α approaches 0 and β approaches 1. The overall
distance between two nodes would thus be the summation of edge weights along





where s1 ∈ sen(f1), s2 ∈ sen(f2), and path(s1, s2) is the set that contains all
the nodes in the shortest path from s1 to s2. One of the elements of the set is
LSuper(s1, s2), which denotes the lowest super-ordinate of s1 and s2. In the special
case when only link strength is considered in the weighting scheme of the above
equation, i.e. α = 0, β = 1, and T (s, p) = 1, the distance function can be simplified
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as follows:
d(s1, s2) = IC(s1) + IC(s2)− 2IC(LSuper(s1, s2))
This distance measure also satisfies the properties of a metric (Jiang and Conrath,
1997).
In an experiment, Jiang and Conrath’s metric did just a little worse using
Roget’s Thesaurus than the results using WordNet (McHale, 1998), the authors
claimed that Roget’s Thesaurus captured the popular similarity of isolated term
pairs better than WordNet.
4.6 Methodology for Text Classification
In testing a method for text categorization it is important that knowledge of the
nature of the test data does not unduly influence the development of the system,
or the performance obtained will be unrealistically high. One way of dealing with
this is to divide a set of data into two subsets: a training set and a test set. A
categorization system is developed by automated training on the training set only,
and/or by human knowledge engineering based on examination of the training set
only. The categorization system is then tested on the previously unexamined test
set.
4.6.1 Performance Measures
Effectiveness results can only be compared between studies that are tested on the
same training and test sets. However, as researchers tend to use test benchmark
collections slightly differently, such comparisons should be handled with care (Se-
bastiani, 2002).
Text classification systems are normally evaluated by measures of effective-
ness rather than efficiency, that is, their ability to take the right classification
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decisions.
Category ranking can be evaluated using measures similar to the conven-
tional measures for evaluating ranking-based document retrieval systems: recall,
precision, and 11-point average precision. Given a classifier whose input is a docu-
ment xj, and whose output is a ranked list of categories assigned to that document,
the recall and precision can be computed at any threshold on this ranked list:
precision(xj) =




categories found and correct
total categories correct
,
where “categories found” means categories above the decision threshold. For the
global evaluation of a classifier on a collection of test documents, one may adapt
the procedure for the conventional interpolated 11-point average precision (Salton
and McGill, 1983), as described below (Yang and Liu, 1999):
1. For each document, compute the recall and precision at each position in the
ranked list where a correct category is found.
2. For each interval between recall thresholds of 0 %, 10 %, 20 %,. . . , 100 %,
use the highest precision value in that interval as the representative precision
value at the left boundary of this interval.
3. For the recall threshold of 100 %, the representative precision is either the
exact precision value if such a data point exists, or the precision value at
the closest point in terms of recall. If the interval is empty, use the default
precision value of zero.
4. Interpolation: At each of the above recall thresholds, replace the represen-
tative precision using the highest score among the representative precision
values at this threshold and the higher thresholds.
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A different approach is to calculate precision and recall with regard to a class









where TPk is the number of correctly classified instances under ck, FPk is the
number of false positives, and FNk is the number of false negatives, that is, the
errors of omission (see Section 3.7).
To obtain overall estimates of precision and recall in both approaches, two
different methods can be used:
• micro-averaged: where precision and recall are obtained by summing over all
individual decisions;
• macro-averaged: where precision and recall are first evaluated “locally” for
each category, and then “globally” by averaging over the results of the differ-
ent categories.
These two methods may give quite different results, especially if the differ-
ent categories have very different generality. The ability of a classifier to behave
well also on categories with low generality (that is, categories with few positive
training instances) will be emphasized by macro-averaged and much less so by
micro-averaged methods. Therefore the two methods will be equalized only on the
uniform category distribution data sets. Whether one or the other should be used
obviously depends on the actual application requirements (Sebastiani, 2002).
Precision and recall should be interpreted together, they are not sensible
measures of effectiveness in themselves. It is well known from the information
retrieval practice that higher levels of precision may be obtained at the price of
low values of recall (van Rijsbergen, 1979). A classifier should thus be evaluated by
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means of a measure which combines precision and recall. To accomplish this, several
measures have been proposed. Among them, the two most widely used measures
adopted by text classification are the Fβ function and the breakeven point.
The Fβ (0 ≤ β <∞) measure is a composite measure of precision and recall





β can be seen as the relative importance of precision and recall. With β = 0 Fβ
equals precision, while if β →∞ then Fβ coincides with recall. Setting β = 1.0, Fβ





The breakeven point is the value at which precision equals recall (Lewis,
1992; Apte´, Damerau, and Weiss, 1994a; Dagan, Karov, and Roth, 1997; Joachims,
1998). To obtain the breakeven point, a plot of precision as a function of recall is
computed similarly to the 11-point plot; the breakeven point value is the value of
precision or recall for which the plot intersects the precision = recall line. Breakeven
may not be a good effectiveness measure (Sebastiani, 2002), as
• There may be no parameter setting that yields the breakeven; in this case the
final breakeven value, obtained by interpolation, is artificial;
• To have recall equal precision is not necessarily desirable, and it is not clear
that a system that achieves high breakeven can be tuned to score high on
other effectiveness measures.
It was also noted that when for no value of the parameters precision and recall are
close enough, interpolated breakeven may not be a reliable indicator of effectiveness
(Yang and Liu, 1999).
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Compared with the F1 function, (Yang and Liu, 1999) showed that the
breakeven point of a classifier is always less or equal than its F1 value.
Although accuracy is commonly used in the machine learning literature, it
is not widely used in TC. The large value of documents in the whole corpus makes
them much more insensitive to variations in the number of correct decisions than
precision and recall (Yang and Liu, 1999). This makes the classifier behave like a
trivial rejector.
4.6.2 Benchmark Text Collections
The most widely used benchmark corpus is the Reuters collection. The documents
in the Reuters collection appeared on the Reuters newswire in 1987. The documents
were assembled and indexed with categories by personnel from Reuters Ltd. and
Carnegie Group, Inc. in 1987. The older versions of the Reuters collection (namely
Reuters-22173 and Reuters-21450) account for a good deal of the experimental
work in text categorization (Hayes and Weinstein, 1990; Lewis and Ringuette, 1994;
Apte´, Damerau, and Weiss, 1994b; Wiener, Pedersen, and Weigend, 1995; Cohen
and Singer, 1996; Ng, Goh, and Low, 1997; Yang, 1999), however, the original
release had many inconsistencies. The collection was cleaned up, the new collec-
tion has only 21,578 documents, and thus is called the Reuters-21578 collection
(Lewis, 1999). Conducting experiments on this popular corpus provides a sensible
comparison with results published by other authors.
For benchmarking purposes, the ModApte split was adapted. This split
assigns documents from April 7, 1987 and before to the training set, and documents
from April 8, 1987 and after to the test set.
As pointed out in the manual of the collection (Lewis, 1999), testing a system
only on the “easy” categories is a mistake often committed by researchers. Some of
the 135 categories have few or no positive training examples or few or no positive
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Training Set 9603 documents
Test Set 3299
Unused 8676
Table 4.2: Number of training and test documents
test examples or both. Purely supervised learning systems do very badly on these
categories. Knowledge-based systems, on the other hand, tend to do well on them.
These comparisons are of no interest in this thesis, hence only those ninety cate-
gories which have at least one positive example were included in the benchmark.
The number of categories per document is 1.3 on average. The category distribu-
tion is skewed, the most common category has a training-set frequency of 2877, but
82 % of the categories have less than 100 instances, and 33 % of the categories have
less than 10 instances.
Figure 4.3: Class frequencies in the training set
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Figure 4.4: Class frequencies in the test set
Another benchmark data corpus is the 20 Newsgroups corpus, which is a col-
lection of approximate 20,000 newsgroup documents nearly evenly divided among
20 discussion groups and each document is labeled as one of the 20 categories
corresponding to the name of the newsgroup that the document was posted to.
Some newsgroups are very closely related to each other. For example, the posts
in category of comp.sys.ibm.pc.hardware are very similar to those in category of
comp.sys.mac.hardware. However, others are highly unrelated, for example, the
category of misc.forsale and category of soc.religion.christian. After removing du-
plicates and headers, the remaining 18846 documents are sorted by date and are
partitioned into 11314 training documents (about 60%) and 7532 test documents
(about 40%). After this partition, the training and test documents still remain
nearly evenly distribution on the 20 topics. Therefore, compared with the skewed
category distribution in the Reuters corpus, the 20 categories in the 20 Newsgroups
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corpus are of approximately uniform distribution. Three different splits were made
to benchmark the sensitivity of kernels to the amount of data available for training,
using 50 %, 60 %, and 70 % of the collection as the training set.
Figure 4.5: Distribution of distances between adjacent terms in alphabetic order
4.7 Experimental Results
Similar to the benchmarks in Chapter 3, first we discuss the quality and importance
of reordering the features 4.7.1. Results based on the framework presented in
the previous section are reported in Section 4.7.2. These results are important
when comparing with other algorithms in the scientific literature. We also find it
important to see how our method fares in an actual application, so we conducted
experiments in a digital library scenario 4.7.3.
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Figure 4.6: Distribution of distances between adjacent terms in a semantic order
based on Jiang-Conrath distance
4.7.1 The Importance of Ordering
Prior to the semantic ordering, terms are assumed to be in alphabetic order, though
any arbitrary order could be assumed. A slight modification of Equation 4.2 leads
to a more conservative term similarity approximation. Whereas Equation 4.2 takes
the maximum relatedness of the senses of two terms as the similarity between the
terms, taking the minimum will result in an order where only closely related terms
are adjacent:
rel(f1, f2) = min
s1∈sen(f1),s2∈sen(f2)
rel(s1, s2). (4.3)
Measuring the Jiang-Conrath distance between adjacent terms, the average
distance is 1.68215255170455 on the vocabulary of Reuters-21578. Note that the
Jiang-Conrath distance is normalized to the interval [0, 2]. Figure 4.5 shows the








 10  25  50  100
F1










Figure 4.7: Micro-average F1 versus percentage of features, Reuters data set, Top-
10 categories
indicating that the alphabetic order has little to do with semantic distance. How-
ever, there are few terms with zero or little distance between them. This is due
to terms which are related and start with the same word or stem. For example,
account, account executive, account for, accountable, accountant, accounting princi-
ple, accounting standard, accounting system, accounts payable, accounts receivable.
The same average distance after reordering the terms with the proposed
algorithm and the Jiang-Conrath distance is 0.5646989056177. About one third of
the terms has very little distance between each other (see Figure 4.6). Nevertheless,
over 10 % of the total terms still has the maximum distance. This is due to the
non-optimal nature of the proposed term-ordering algorithm. These terms add
noise to the classification. The noisy terms occur typically at the two sides of the
scale, that is, the leftmost terms and the rightmost terms. While it is easy to
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Figure 4.8: Macro-average F1 versus percentage of features, Reuters data set, Top-
10 categories
in the pool to be chosen. For instance, brand, brand name, trade name, label are
in the 33rd, 34th, 35th and 36th position on the left side counting from the seed
respectively, while windy, widespread, willingly, whatsoever, worried, worthwhile
close the left side, apparently sharing little in common. The noise can be reduced
by the appropriate choice of length of the support of the basis functions (see Section
3.2), so the impact of adjacent, but distantly related terms can be minimized. For
more on the importance and quality of reordering, see Section 3.8.1.
4.7.2 Results on Benchmark Text Collections
The benchmarks compare traditional kernels (linear, polynomial, RBF), a wavelet
kernel (Zhang, Zhou, and Jiao, 2004), linear smoothing kernels (with distributional
patterns (LSI) and lexical resource-based semantic matrix (edge-counting)), and
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Figure 4.9: Micro-average F1 versus percentage of features, Reuters data set, all
categories
resource-based (edge-counting), and composite measure (Jiang-Conrath). With
regards to Sections 4.4 and 4.5.2.2, this set up allows us to test the state-of-the-
art, and it also enables us to compare the efficiency of distributional and lexical
resource-based distances in general. We also performed feature selection with the
same method as in Section 3.8.2 to understand whether keeping all features would
be beneficial to the overall performance.
In preparing the index terms, the vocabulary is restricted to the terms of
WordNet 3.0 in order to be able to calculate the similarity score between any
two terms. Stop words were removed in advance. Multiple word expressions were
used to fully utilize WordNet. We used the built-in stemmer of WordNet, which
is able to distinguish between different parts-of-speeches if the form of the word
is unambiguous. For example, {accommodates, accommodated, accommodation}
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Figure 4.10: Macro-average F1 versus percentage of features, Reuters data set, all
categories
frequency as term weighting, and the same controlled vocabulary for purely distri-
butional models to achieve better comparability.
We applied the libsvm (Chang and Lin, 2001) library to benchmark the
baseline kernels, and implement the suggested kernel. We used only C-SVMs, for
each kernel a wide range of kernel-specific parameters were benchmarked. Figures
4.7, 4.8, 4.9, 4.10, 4.11, 4.12, 4.13, 4.14, 4.15 and 4.16 summarize the results for the
baseline kernels and CSBF kernels with the best parameter settings for each kernel.
Linear kernel refers to a simple linear kernel without semantic smoothing. The
latent semantic kernel was tested with keeping 300 dimensions, as this setting gave
the best results in (Cristianini, Shawe-Taylor, and Lodhi, 2002); our results confirm
that the latent semantic kernel is able to closely approximate the performance of,
but not to outperform, a linear kernel. Linear edge counting refers to the semantic
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Figure 4.11: Micro-average F1 versus percentage of features, 20News 50 % training
data
this semantic smoothing kernel improves performance if the training set is smaller,
or there are categories with few training instances (20News 50 % and Reuters All).
The linear kernel is parameter-free, hence only one run was performed for
each data set. For polynomial kernels, the degree was varied (2 and 3), as well as the
offset (0 and 1). RBF kernels converge very slowly in the libsvm implementation,
therefore only the default parameter value (one over the number of features) and
unit γ were benchmarked on all data sets, while a wider range of settings showed the
insensitivity of the parameters on smaller collections. WSVM kernels were tested
with parameters 1, 2.5, 5 and 10; however, this kernel also proved insensitive to the
choice of parameters. All kernels are reported with a result for the best parameter
setting.
When benchmarking CSBF kernels on binary classification problems in the
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Figure 4.12: Macro-average F1 versus percentage of features, 20News 50 % training
data
tions and randomly spaced observations is not significant, or worse in the second
case. Therefore we did not benchmark randomly spaced observations for textual
data.
For correlation measure, the optimal support was of length 1 (or 0.5), that is,
the equivalent of a linear kernel (see Appendix for detailed data). Polysemy seems
to introduce too much noise, statistical relatedness is established on the training
set, and does not necessarily hold for the test set if the terms appear in different
senses.
Edge-counting, as a purely lexical resource-based distance metric, fares much
better (see Appendix for detailed data). Note that we use Equation 4.3 instead of
Equation 4.2, thus making sure that the ordering algorithm places only terms next
to each other that are closely related. As it was the case with the edge-counting-
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Figure 4.13: Micro-average F1 versus percentage of features, 20News 60 % training
data
the training set was relatively small, or there were only a few training instances for
some of the classes. Performance peaked with a support length of 5 or 10.
By far the best results were obtained with a Jiang-Conrath distance based
wavelet kernel, with support length 5 (see Appendix for detailed data). This is a
composite measure incorporating distributional information, as well as information
of a lexical hierarchy. The only exception being the Reuters database with all
categories, where this kernel underperforms most other kernels. Unfortunately,
this was the kernel that produced the most variance in the results, and without
parameter tuning, this kernel might not be optimal.
Irrespective of the collection, it should be obvious that keeping all features
results in higher performance, especially with the proposed kernels. The only ex-
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Figure 4.14: Macro-average F1 versus percentage of features, 20News 60 % training
data
When comparing with other state-of-the-art text classification methods, the
proposed kernels are on a par with them. A recent paper introducing a supervised
term weighting method reports a maximum micro-averaged F1 value of 0.93 for
Reuters-21578 top ten categories with support vector machines (Lan et al., 2009).
CSBF kernels certainly outperform this value when incorporating prior knowledge.
The same paper reports on the 20News data set with a 60% split. These results are
consistently higher even for linear kernels with simple term frequency weighting.
We believe it is due to the difference in indexing: (Lan et al., 2009) uses algorithmic
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Microaverage P 0.744 0.722 0.880
Macroaverage P 0.685 0.617 0.976
Microaverage R 0.686 0.623 0.017
Macroaverage R 0.464 0.398 0.064
Microaverage F1 0.714 0.669 0.033
Macroaverage F1 0.553 0.484 0.121
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Table 4.4: Results on abstracts with traditional kernels, top-level categories
Linear Polynomial RBF
Microaverage P 0.744 0.722 0.880
Macroaverage P 0.685 0.617 0.976
Microaverage R 0.686 0.623 0.017
Macroaverage R 0.464 0.398 0.064
Microaverage F1 0.714 0.669 0.033
Macroaverage F1 0.553 0.484 0.121
Table 4.5: Results on abstracts with traditional kernels, refined categories
Linear Polynomial RBF
Microaverage P 0.514 0.457 0.680
Macroaverage P 0.603 0.595 0.951
Microaverage R 0.433 0.348 0.012
Macroaverage R 0.364 0.295 0.174
Microaverage F1 0.470 0.395 0.023
Macroaverage F1 0.454 0.395 0.294
4.7.3 An Application in Digital Libraries
We found in the previous section that the proposed kernels work well in sparse
text classification problem, and we wanted to see how it compares in an actual
application. We chose a digital library with a large number of keywords: the
computational feasibility of linear semantic kernels depends on the number of index
terms, and not the size of the database. We chose Strathprints as the text collection,
since it has a fairly small size, but has a large number of index terms.
Strathprints is “an institutional eprint repository for making research papers
and other scholarly publications widely available on the Internet” at the University
of Strathclyde, UK (Dawson and Slevin, 2008), its hosting and technical support
provided by the Department of Computer and Information Sciences (CIS). Eprints
and usage statistics software have been installed, configured and managed by the
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Table 4.6: Results on abstracts with L2 kernels, top-level categories
Support length 2 4 6 8 10
Microaverage P 0.732 0.713 0.704 0.696 0.695
Macroaverage P 0.685 0.660 0.657 0.647 0.642
Microaverage R 0.680 0.672 0.671 0.668 0.666
Macroaverage R 0.469 0.462 0.467 0.462 0.459
Microaverage F1 0.705 0.692 0.687 0.682 0.680
Macroaverage F1 0.557 0.544 0.546 0.539 0.536
Table 4.7: Results on abstracts with L2 kernels, refined categories
Support length 2 4 6 8 10
Microaverage P 0.516 0.503 0.485 0.472 0.466
Macroaverage P 0.611 0.595 0.572 0.558 0.547
Microaverage R 0.444 0.441 0.439 0.435 0.433
Macroaverage R 0.362 0.360 0.361 0.357 0.358
Microaverage F1 0.478 0.470 0.461 0.453 0.449
Macroaverage F1 0.455 0.449 0.442 0.435 0.432
Table 4.8: Results on full texts with traditional kernels, top-level categories
Linear Polynomial RBF
Microaverage P 0.728 0.591 0.949
Macroaverage P 0.555 0.302 0.992
Microaverage R 0.738 0.694 0.568
Macroaverage R 0.612 0.564 0.289
Microaverage F1 0.733 0.638 0.711
Macroaverage F1 0.582 0.393 0.448
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Table 4.9: Results on full texts with traditional kernels, refined categories
Linear Polynomial RBF
Microaverage P 0.487 0.335 0.880
Macroaverage P 0.571 0.366 0.980
Microaverage R 0.523 0.514 0.230
Macroaverage R 0.576 0.586 0.440
Microaverage F1 0.505 0.406 0.370
Macroaverage F1 0.573 0.451 0.610
Table 4.10: Results on full texts with L2 kernels, top-level categories
Support length 2 4 6 8 10
Microaverage P 0.714 0.724 0.728 0.712 0.695
Macroaverage P 0.490 0.482 0.538 0.533 0.532
Microaverage R 0.738 0.731 0.728 0.713 0.666
Macroaverage R 0.612 0.588 0.584 0.574 0.459
Microaverage F1 0.726 0.728 0.728 0.712 0.680
Macroaverage F1 0.545 0.530 0.560 0.553 0.496
Table 4.11: Results on full texts with L2 kernels, refined categories
Support length 2 4 6 8 10
Microaverage P 0.462 0.474 0.488 0.480 0.463
Macroaverage P 0.556 0.558 0.573 0.569 0.557
Microaverage R 0.505 0.501 0.493 0.485 0.478
Macroaverage R 0.561 0.499 0.482 0.473 0.463
Microaverage F1 0.482 0.488 0.491 0.483 0.471
Macroaverage F1 0.558 0.523 0.523 0.521 0.510
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Centre for Digital Library Research (CDLR) at the same university. Its digital
objects are indexed by the LCSH classification scheme. From an ML point of
view, this is a multilabel scenario where an instance of the collection may belong
to several categories. Out of 6869 records, the size of the database on 13th June
2009, we downloaded and processed 5946 abstracts, the rest being records without
abstracts or duplicates. With 14 ppt files removed, only abstracts in doc, html
and pdf format were indexed by their LCSH tags. Keywords were obtained by a
WordNet-based stemmer using the controlled vocabulary of the lexical database
resulting in 21718 keywords in the full-text documents and 11586 in the abstracts.
Keywords were ranked according to the Jiang-Conrath distance.
With 20 top classes and altogether 176 classes, the immediate research ques-
tion was how efficiently SVM kernels can reproduce different levels of increasingly
fine-grained text categories based on fulltext vs. abstracts only. The corpus was
split to 80% training data and 20% test data; validation was not applied.
We split the multilabel, multiclass classification problems into one-against-
all binary problems and calculated the micro-, and macro-averaged precision and
recall values, and then their average, the F1 score (Yang, 1999). For both sets of
measurements, this was the most important observation parameter. Only C-SVMs
were benchmarked, with the C penalty parameter left at the default value of 1.
The implementation used the libsvm library (Chang and Lin, 2001).
We used the widespread linear, polynomial and RBF kernels on vectors to
study classification performance. Polynomial kernels were benchmarked at second
and third degree, RBF kernels were benchmarked with a small value (γ = 1/size
of feature set) parameter as well as relatively high one (γ = 1 and 2). Because of
the size of the fulltext-based vocabulary, the implementation of a linear semantic
matrix was prohibitive.
A B-spline kernel with multiple parameters was benchmarked with the length
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of support ranging between 2 and 10. In terms of the micro- and macroaverage F1
measures, in three out of four cases the wavelet kernel outperformed the traditional
kernels while reconstructing existing classification tags based on abstracts (Tables
4.4, 4.5, 4.8 and 4.9). In a repeated experiment based on fulltext documents, the
opposite was the case, even if the difference in favour of traditional kernels was a
minor one (Tables 4.6, 4.7, 4.10, and 4.11). We argue that this goes back to word
sense disambiguation (Manning and Schu¨tze, 1999): abstracts had less ambigous
terms than complete documents. In all, the wavelet kernel performed best in the
task of reconstructing the existing classification on a deeper level from abstracts.
The computational complexity of the proposed kernel is higher than that of
linear, polynomial, and RBF kernels, but it is definitely lower than that of linear
semantic kernels. When comparing actual running times, linear kernel training
and testing finished in 307 seconds, polynomial in 381 seconds on average, RBF in
1322 seconds. The CSBF kernel with support length of 0.5 terminates in almost the
same time as the linear kernel, in 318 seconds. However, increasing the support to 2
indicates that the overhead calculations are in fact considerable, since computations
take slower than with an RBF kernels, terminating in 2673 seconds. Subsequent
increases in the support length show a near linear scaling. While this result is
discouraging, considering that the linear semantic kernels do not even scale to
this magnitude of index terms, CSBF kernels are still a more viable alternative to




Feature weighting is a powerful tool to discount less important features, but not fully
eliminate them to maintain the richness of representation. Preserving the richness
is particularly important when dealing with sparse data, such as text collections,
or data sets with many, but highly correlated features. In fact, for sparse data,
feature expansion is widely used, but not with weighted expansion features. This
thesis offers a representation via kernel methods which expands the idea of feature
expansion by weighting the expansion features. The proposed compactly supported
basis function kernels draw on the concept of existing wavelet kernels, expanding
on the core idea of applying wavelet analysis for support vector machines.
5.1 Contributions to Supervised Classification
Supervised machine learning, and support vector machines in particular, gain a
powerful and computationally feasible method for feature engineering. While fea-
ture weighting and feature selection has been researched even in the kernel space
prior to this work, the proposed combination of feature weighting and expansion is
novel.
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A more general framework for wavelet kernels has been introduced. While
other wavelet kernels have been proved to be admissible, they did not use the inner
product of the embedding L2 space. By regarding the vector representation of an
object as a sample of a hypothetical signal, a new family of wavelet kernels has been
identified which uses the L2 inner product. The underlying assumption is that there
is a relation between consecutive features, this assumption has been addressed by an
algorithm that orders the feature set according to an almost arbitrary relatedness
measure.
The proposed kernels do not have additional storage needs, yet they are
able to incorporate feature interdependence into calculating a similarity score. The
running time and computational complexity of the kernels is close to that of a linear
kernel, and can be adjusted by the length of the support of the basis function.
By increasing the size of the cache of state-of-the-art implementations of support
vector machines, the running time can be reduced significantly, though the number
of iterations required will not decrease.
Experiments on a variety of general data set show significant improvement
over baseline kernels. Especially if many features are relevant, but the features are
strongly related to one another, the proposed kernels give a clear advantage.
The proposed model completely replaces existing representations retaining
some beneficial properties of them: existing algorithms can easily be adopted to the
new representation model. Kernel methods and support vector machines readily
accept the new representation, hence the representation scales to data sets where
these algorithms do.
5.2 Contributions to Text Representation
Text categorization and information retrieval, showed significant improvements
with the proposed kernels. This result is in line with the findings on general data
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sets: texts have many relevant and related features. The kernels seem to have a
special edge over baseline methods if less training data is available.
The intricate nature term relatedness gave way to several semantic related-
ness measures: both distributional measures and lexical resource-based measures,
as well as combined approaches have been developed. These measures were not
explored for use in large-scale experiments before, they were employed only in
computationally demanding natural language processing tasks, such as word-sense
disambiguation. CSBF kernels integrate these measures efficiently, hence they are
able to capture prior knowledge that may be encoded in the relatedness measure.
If the wavelet kernels are regarded as a model of language representation,
Two, seemingly contradicting linguistic theories are reconciled at different levels by
multiresolution analysis. The distributional hypothesis meets the referential the-
ory of meaning first at the semantic ordering of terms. While high-quality lexical
resources enable such ordering in themselves, the ordering can benefit from data
derived from a specific corpus being studied: composite semantic relatedness mea-
sures such as the Jiang-Conrath similarity operate this way. Once the semantic
order is constructed, weights expressing statistical relationships between terms and
documents are borrowed from the vector space model to form the basis for con-
structing hypothetical signals of content. By adjusting the length of the support
of the basis functions, one may subtly balance the trade-off between distributional
statistics and prior knowledge.
Based on a rigorous evaluation methodology and experimental results, the
superiority of the proposed kernels in several application fields, including general
domain data sets and text collections, is confirmed. However, a kernel based on a




Since the proposed kernels are able to incorporate prior knowledge in the classi-
fication process without taking any additional storage, they will be particularly
useful in applications of emerging computing platforms, such as cloud computing
and general purpose computing on graphics processors.
The concept of MapReduce is often associated with cloud computing (Dean
and Ghemawat, 2004). When talking about cloud computing we refer to what
is more precisely known as utility computing. Under this model, a user can dy-
namically provision any amount of computing resources from a (cloud) provider on
demand and only pay for what is consumed (Lin and Dyer, 2010). Technically, this
means that the user is paying for access to virtual machine instances that run a stan-
dard operating system. The virtualization technology enables the cloud provider
to allocate available physical resources and enforce isolation between multiple users
that may be sharing the same hardware. Once one or more virtual machine in-
stances have been allocated, the user has full control over the resources and can use
them for arbitrary computation. When the virtual instances are no longer needed,
they are destroyed, thereby freeing up physical resources that can be redirected to
other users. MapReduce provides the appropriate level of abstraction to this utility
model by hiding the complexity of scaling to an arbitrary number of nodes which
may fail. MapReduce draws on well-known principles in parallel and distributed
computing and assembles them in a way to scale to collections of sizes unseen
before. The proposed kernels would readily integrate with a MapReduce-based
SVM implementation. Compared to the overhead of MapReduce, the additional
computational need of these kernels is not that considerable. MapReduce jobs are
typically data-bound, and the kernels ease the pressure on additional data transfer
and storage, hence directly leading to cost savings.
General purpose progamming on graphical processing units promises extreme
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speed-ups, in some cases the optimization enables up to seventy to eighty times
faster execution. However, programming these processors is considerably different
from utilizing multiple CPU cores. One fundamental difficulty is that the mem-
ory model is explicit, a developer has to juggle with several types of memories,
and often faces very tight limits. For instance, on an nVidia G80-based graphical
processing unit, the eight streaming cores of a simultaneous multiprocessor share
sixteen kilobytes of high-speed memory. Since the proposed kernels do not need





6.1 Binary Classification Problems on General
Data Sets
The following tables show the detailed experimental results on several data sets
with baseline kernels and CSBF kernels. All problems are binary classification
problems. For benchmarking methodology, refer to Section 3.7 and for interpreting
the data, see Section 3.8.
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Percentage of 10 % 25 % 50 % 100 %
features
Linear 0.853 0.853 0.824 0.824
Polynomial 0.0 2 0.618 0.647 0.647 0.618
Polynomial 0.0 3 0.618 0.588 0.588 0.588
Polynomial 1.0 2 0.618 0.647 0.647 0.618
Polynomial 1.0 3 0.618 0.588 0.588 0.588
RBF 0.0 0.706 0.706 0.706 0.676
RBF 1.0 0.588 0.588 0.588 0.588
WSVM 1.0 0.588 0.588 0.588 0.588
WSVM 2.5 0.588 0.588 0.588 0.588
WSVM 5.0 0.588 0.588 0.588 0.588
WSVM 10.0 0.588 0.588 0.588 0.588
Table 6.1: Results with baseline kernels, Leukemia data set
Percentage of 10 % 25 % 50 % 100 %
features
Linear 0.602 0.598 0.600 0.550
Polynomial 0.0 2 0.583 0.575 0.597 0.638
Polynomial 0.0 3 0.583 0.563 0.597 0.645
Polynomial 1.0 2 0.575 0.561 0.575 0.637
Polynomial 1.0 3 0.575 0.561 0.575 0.638
RBF 0.0 0.500 0.500 0.500 0.500
RBF 1.0 0.500 0.500 0.500 0.500
WSVM 1.0 0.500 0.500 0.500 0.500
WSVM 2.5 0.500 0.500 0.500 0.500
WSVM 5.0 0.500 0.500 0.500 0.500
WSVM 10.0 0.500 0.500 0.500 0.500
Table 6.2: Results with baseline kernels, Madelon data set
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Percentage of 10 % 25 % 50 % 100 %
features
Linear 0.951 0.975 0.976 0.976
Polynomial 0.0 2 0.970 0.980 0.981 0.979
Polynomial 0.0 3 0.966 0.973 0.975 0.976
Polynomial 1.0 2 0.970 0.980 0.981 0.979
Polynomial 1.0 3 0.966 0.973 0.975 0.976
RBF 0.0 0.500 0.500 0.500 0.500
RBF 1.0 0.500 0.500 0.500 0.500
WSVM 1.0 0.500 0.500 0.500 0.500
WSVM 2.5 0.500 0.500 0.500 0.500
WSVM 5.0 0.500 0.500 0.500 0.500
WSVM 10.0 0.500 0.500 0.500 0.500
Table 6.3: Results with baseline kernels, Gisette data set
Percentage of 10 % 25 % 50 % 100 %
features
Correlation 0.5 0.853 0.853 0.824 0.824
Correlation 1.0 0.853 0.853 0.824 0.824
Correlation 2.0 0.853 0.853 0.824 0.824
Correlation 5.0 0.853 0.912 0.824 0.824
Correlation 10.0 0.824 0.912 0.853 0.853
Correlation 20.0 0.824 0.912 0.853 0.853
Euclidean 0.5 0.853 0.853 0.824 0.824
Euclidean 1.0 0.853 0.853 0.824 0.824
Euclidean 2.0 0.853 0.853 0.824 0.853
Euclidean 5.0 0.853 0.912 0.824 0.853
Euclidean 10.0 0.824 0.912 0.853 0.853
Euclidean 20.0 0.824 0.912 0.853 0.853
Mutual Inf 0.5 0.853 0.853 0.824 0.824
Mutual Inf 1.0 0.853 0.853 0.824 0.824
Mutual Inf 2.0 0.853 0.853 0.824 0.824
Mutual Inf 5.0 0.853 0.912 0.824 0.853
Mutual Inf 10.0 0.824 0.912 0.853 0.853
Mutual Inf 20.0 0.824 0.912 0.853 0.824
Table 6.4: Accuracy, Leukemia data set, equally spaced observations
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Percentage of 10 % 25 % 50 % 100 %
features
Correlation 0.5 0.602 0.598 0.600 0.550
Correlation 1.0 0.602 0.598 0.600 0.550
Correlation 2.0 0.563 0.486 0.500 0.516
Correlation 5.0 0.522 0.473 0.523 0.517
Correlation 10.0 0.520 0.548 0.540 0.500
Correlation 20.0 0.545 0.553 0.548 0.519
Euclidean 0.5 0.602 0.598 0.600 0.550
Euclidean 1.0 0.602 0.598 0.600 0.550
Euclidean 2.0 0.583 0.490 0.585 0.522
Euclidean 5.0 0.522 0.473 0.523 0.517
Euclidean 10.0 0.520 0.548 0.540 0.500
Euclidean 20.0 0.540 0.553 0.544 0.516
Mutual Inf 0.5 0.602 0.598 0.600 0.550
Mutual Inf 1.0 0.602 0.598 0.600 0.550
Mutual Inf 2.0 0.543 0.592 0.499 0.517
Mutual Inf 5.0 0.522 0.473 0.523 0.517
Mutual Inf 10.0 0.520 0.548 0.540 0.500
Mutual Inf 20.0 0.543 0.550 0.547 0.517
Table 6.5: Accuracy, Madelon data set, equally spaced observations
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Percentage of 10 % 25 % 50 % 100 %
features
Correlation 0.5 0.951 0.975 0.976 0.976
Correlation 1.0 0.951 0.975 0.976 0.976
Correlation 2.0 0.951 0.975 0.976 0.804
Correlation 5.0 0.950 0.965 0.967 0.967
Correlation 10.0 0.952 0.961 0.965 0.965
Correlation 20.0 0.940 0.930 0.942 0.988
Euclidean 0.5 0.982 0.956 0.988 0.976
Euclidean 1.0 0.940 0.956 0.974 0.976
Euclidean 2.0 0.951 0.975 0.976 0.814
Euclidean 5.0 0.950 0.965 0.967 0.967
Euclidean 10.0 0.920 0.887 0.909 0.965
Euclidean 20.0 0.963 0.971 0.981 0.984
Mutual Inf 0.5 0.953 0.904 0.987 0.976
Mutual Inf 1.0 0.889 0.904 0.948 0.976
Mutual Inf 2.0 0.951 0.975 0.976 0.812
Mutual Inf 5.0 0.950 0.965 0.967 0.967
Mutual Inf 10.0 0.952 0.961 0.965 0.965
Mutual Inf 20.0 0.940 0.901 0.928 0.985
Table 6.6: Accuracy, Gisette data set, equally spaced observations
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Percentage of 10 % 25 % 50 % 100 %
features
Correlation 0.5 0.853 0.853 0.824 0.794
Correlation 1.0 0.853 0.853 0.824 0.824
Correlation 2.0 0.941 0.824 0.912 0.824
Correlation 5.0 0.941 0.824 0.912 0.824
Correlation 10.0 0.941 0.824 0.941 0.824
Correlation 20.0 0.941 0.824 0.941 0.824
Euclidean 0.5 0.853 0.853 0.824 0.824
Euclidean 1.0 0.853 0.853 0.824 0.824
Euclidean 2.0 0.941 0.824 0.912 0.853
Euclidean 5.0 0.941 0.824 0.912 0.853
Euclidean 10.0 0.941 0.824 0.941 0.853
Euclidean 20.0 0.941 0.824 0.941 0.853
Mutual Inf 0.5 0.853 0.853 0.824 0.824
Mutual Inf 1.0 0.853 0.853 0.824 0.824
Mutual Inf 2.0 0.941 0.824 0.912 0.824
Mutual Inf 5.0 0.941 0.824 0.912 0.853
Mutual Inf 10.0 0.941 0.824 0.941 0.853
Mutual Inf 20.0 0.941 0.824 0.941 0.824
Table 6.7: Accuracy, Leukemia data set, randomly spaced observations
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Percentage of 10 % 25 % 50 % 100 %
features
Correlation 0.5 0.602 0.598 0.600 0.550
Correlation 1.0 0.602 0.598 0.600 0.550
Correlation 2.0 0.602 0.598 0.600 0.612
Correlation 5.0 0.502 0.542 0.443 0.505
Correlation 10.0 0.515 0.488 0.475 0.568
Correlation 20.0 0.432 0.446 0.400 0.461
Euclidean 0.5 0.600 0.598 0.598 0.549
Euclidean 1.0 0.602 0.598 0.600 0.550
Euclidean 2.0 0.502 0.542 0.443 0.505
Euclidean 5.0 0.449 0.458 0.409 0.504
Euclidean 10.0 0.515 0.488 0.475 0.568
Euclidean 20.0 0.432 0.446 0.400 0.461
Mutual Inf 0.5 0.626 0.604 0.618 0.568
Mutual Inf 1.0 0.602 0.598 0.600 0.550
Mutual Inf 2.0 0.502 0.542 0.443 0.505
Mutual Inf 5.0 0.431 0.500 0.360 0.492
Mutual Inf 10.0 0.515 0.488 0.475 0.568
Mutual Inf 20.0 0.432 0.446 0.400 0.461
Table 6.8: Accuracy, Madelon data set, randomly spaced observations
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Percentage of 10 % 25 % 50 % 100 %
features
Correlation 0.5 0.951 0.975 0.976 0.976
Correlation 1.0 0.951 0.975 0.976 0.976
Correlation 2.0 0.810 0.940 0.849 0.824
Correlation 5.0 0.928 0.945 0.945 0.945
Correlation 10.0 0.913 0.952 0.936 0.936
Correlation 20.0 0.921 0.983 0.947 0.942
Euclidean 0.5 0.951 0.975 0.976 0.976
Euclidean 1.0 0.951 0.975 0.976 0.976
Euclidean 2.0 0.765 0.822 0.874 0.861
Euclidean 5.0 0.928 0.945 0.945 0.945
Euclidean 10.0 0.913 0.952 0.936 0.936
Euclidean 20.0 0.918 0.977 0.939 0.934
Mutual Inf 0.5 0.951 0.975 0.976 0.976
Mutual Inf 1.0 0.951 0.975 0.976 0.976
Mutual Inf 2.0 0.833 0.805 0.830 0.910
Mutual Inf 5.0 0.928 0.945 0.945 0.945
Mutual Inf 10.0 0.913 0.952 0.936 0.936
Mutual Inf 20.0 0.920 0.979 0.942 0.933
Table 6.9: Accuracy, Gisette data set, randomly spaced observations
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Percentage of 10 % 25 % 50 % 100 %
features
Linear 0.823 0.842 0.876 0.900
Polynomial 0.0 2 0.775 0.786 0.829 0.874
Polynomial 0.0 3 0.732 0.729 0.777 0.818
Polynomial 1.0 2 0.780 0.795 0.841 0.886
Polynomial 1.0 3 0.745 0.750 0.796 0.835
RBF 0.0 0.412 0.470 0.522 0.554
RBF 1.0 0.266 0.159 0.090 0.027
WSVM 1.0 0.412 0.470 0.522 0.554
WSVM 2.5 0.266 0.159 0.090 0.027
WSVM 5.0 0.254 0.155 0.087 0.026
WSVM 10.0 0.262 0.158 0.088 0.026
LSI 0.705 0.769 0.781 0.750
Edge Counting 0.799 0.796 0.840 0.861
Table 6.10: Micro-Average F1, Reuters Top-10, baseline kernels
6.2 Multiclass, Multilabel Classification Problems
on Textual Data Sets
The following tables show the detailed experimental results on textual data sets
with baseline kernels and CSBF kernels. All problems are multiclass, multilabel
classification problems. For benchmarking methodology, refer to Section 4.6 and
for interpreting the data, see Section 4.7.
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Percentage of 10 % 25 % 50 % 100 %
features
Linear 0.735 0.764 0.804 0.843
Polynomial 0.0 2 0.679 0.703 0.744 0.808
Polynomial 0.0 3 0.623 0.633 0.673 0.748
Polynomial 1.0 2 0.689 0.717 0.761 0.820
Polynomial 1.0 3 0.636 0.659 0.701 0.762
RBF 0.0 0.324 0.373 0.418 0.483
RBF 1.0 0.215 0.401 0.444 0.483
WSVM 1.0 0.324 0.373 0.418 0.483
WSVM 2.5 0.215 0.401 0.444 0.483
WSVM 5.0 0.205 0.390 0.428 0.474
WSVM 10.0 0.207 0.396 0.432 0.471
LSI 0.735 0.708 0.691 0.750
Edge Counting 0.735 0.733 0.758 0.788
Table 6.11: Micro-Average F1, Reuters, baseline kernels
Percentage of 10 % 25 % 50 % 100 %
features
Linear 0.514 0.557 0.641 0.672
Polynomial 0.0 2 0.503 0.562 0.578 0.599
Polynomial 0.0 3 0.527 0.598 0.600 0.463
Polynomial 1.0 2 0.503 0.562 0.578 0.617
Polynomial 1.0 3 0.527 0.589 0.606 0.617
RBF 0.0 0.018 0.024 0.025 0.026
RBF 1.0 0.020 0.025 0.025 0.002
WSVM 1.0 0.018 0.024 0.025 0.026
WSVM 2.5 0.020 0.025 0.025 0.900
WSVM 5.0 0.020 0.025 0.025 0.876
WSVM 10.0 0.020 0.025 0.025 0.876
LSI 0.448 0.456 0.615 0.604
Edge Counting 0.495 0.534 0.599 0.611
Table 6.12: Micro-Average F1, 20News 50%, baseline kernels
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Percentage of 10 % 25 % 50 % 100 %
features
Linear 0.518 0.653 0.671 0.693
Polynomial 0.0 2 0.448 0.562 0.580 0.628
Polynomial 0.0 3 0.471 0.579 0.612 0.494
Polynomial 1.0 2 0.448 0.562 0.580 0.646
Polynomial 1.0 3 0.474 0.589 0.610 0.524
RBF 0.0 0.020 0.030 0.033 0.033
RBF 1.0 0.022 0.030 0.035 0.003
WSVM 1.0 0.020 0.030 0.033 0.033
WSVM 2.5 0.022 0.030 0.035 0.003
WSVM 5.0 0.022 0.030 0.034 0.003
WSVM 10.0 0.022 0.030 0.035 0.003
LSI 0.466 0.631 0.593 0.657
Edge Counting 0.497 0.623 0.652 0.651
Table 6.13: Micro-Average F1, 20News 60%, baseline kernels
Percentage of 10 % 25 % 50 % 100 %
features
Linear 0.516 0.595 0.666 0.707
Polynomial 0.0 2 0.550 0.585 0.605 0.650
Polynomial 0.0 3 0.582 0.638 0.641 0.513
Polynomial 1.0 2 0.550 0.585 0.605 0.671
Polynomial 1.0 3 0.583 0.608 0.634 0.545
RBF 0.0 0.035 0.042 0.041 0.042
RBF 1.0 0.038 0.044 0.043 0.003
WSVM 1.0 0.035 0.042 0.041 0.042
WSVM 2.5 0.038 0.044 0.043 0.003
WSVM 5.0 0.037 0.042 0.043 0.003
WSVM 10.0 0.037 0.043 0.042 0.003
LSI 0.440 0.542 0.636 0.644
Edge Counting 0.500 0.569 0.604 0.688
Table 6.14: Micro-Average F1, 20News 70%, baseline kernels
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Percentage of 10 % 25 % 50 % 100 %
features
Correlation 0.5 0.823 0.842 0.876 0.900
Correlation 1.0 0.823 0.842 0.876 0.900
Correlation 2.0 0.863 0.887 0.943 0.900
Correlation 5.0 0.856 0.889 0.904 0.878
Correlation 10.0 0.753 0.791 0.815 0.882
Correlation 20.0 0.787 0.812 0.837 0.807
Edge Counting 0.5 0.823 0.842 0.876 0.900
Edge Counting 1.0 0.823 0.842 0.876 0.900
Edge Counting 2.0 0.854 0.897 0.885 0.900
Edge Counting 5.0 0.858 0.899 0.916 0.864
Edge Counting 10.0 0.743 0.761 0.755 0.825
Edge Counting 20.0 0.745 0.662 0.702 0.774
Jiang-Conrath 0.5 0.823 0.842 0.876 0.895
Jiang-Conrath 1.0 0.823 0.842 0.876 0.900
Jiang-Conrath 2.0 0.868 1.000 0.984 0.904
Jiang-Conrath 5.0 0.955 0.922 0.907 0.905
Jiang-Conrath 10.0 0.786 0.822 0.806 0.906
Jiang-Conrath 20.0 0.727 0.732 0.723 0.905
Table 6.15: Micro-Average F1, Reuters Top-10, CSBF kernels
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Percentage of 10 % 25 % 50 % 100 %
features
Correlation 0.5 0.735 0.764 0.804 0.843
Correlation 1.0 0.735 0.764 0.804 0.843
Correlation 2.0 0.790 0.801 0.809 0.830
Correlation 5.0 0.740 0.779 0.848 0.825
Correlation 10.0 0.693 0.710 0.769 0.819
Correlation 20.0 0.735 0.764 0.804 0.843
Edge Counting 0.5 0.657 0.661 0.747 0.721
Edge Counting 1.0 0.735 0.764 0.804 0.843
Edge Counting 2.0 0.735 0.764 0.804 0.843
Edge Counting 5.0 0.778 0.832 0.843 0.904
Edge Counting 10.0 0.758 0.788 0.834 0.894
Edge Counting 20.0 0.677 0.699 0.754 0.785
Jiang-Conrath 0.5 0.701 0.723 0.724 0.659
Jiang-Conrath 1.0 0.735 0.764 0.804 0.843
Jiang-Conrath 2.0 0.826 0.829 0.903 0.833
Jiang-Conrath 5.0 0.801 0.888 0.863 0.823
Jiang-Conrath 10.0 0.694 0.734 0.774 0.811
Jiang-Conrath 20.0 0.735 0.764 0.804 0.843
Table 6.16: Micro-Average F1, Reuters, CSBF kernels
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Percentage of 10 % 25 % 50 % 100 %
features
Correlation 0.5 0.514 0.557 0.641 0.672
Correlation 1.0 0.514 0.557 0.641 0.672
Correlation 2.0 0.514 0.557 0.641 0.672
Correlation 5.0 0.492 0.526 0.584 0.633
Correlation 10.0 0.446 0.475 0.567 0.610
Correlation 20.0 0.373 0.428 0.498 0.591
Edge Counting 0.5 0.514 0.557 0.641 0.672
Edge Counting 1.0 0.514 0.557 0.641 0.672
Edge Counting 2.0 0.547 0.585 0.673 0.696
Edge Counting 5.0 0.537 0.580 0.672 0.706
Edge Counting 10.0 0.454 0.492 0.576 0.574
Edge Counting 20.0 0.409 0.417 0.513 0.528
Jiang-Conrath 0.5 0.514 0.557 0.641 0.672
Jiang-Conrath 1.0 0.514 0.557 0.641 0.672
Jiang-Conrath 2.0 0.550 0.584 0.670 0.663
Jiang-Conrath 5.0 0.580 0.602 0.711 0.649
Jiang-Conrath 10.0 0.504 0.508 0.625 0.634
Jiang-Conrath 20.0 0.466 0.487 0.586 0.598
Table 6.17: Micro-Average F1, 20News 50%, CSBF kernels
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Percentage of 10 % 25 % 50 % 100 %
features
Correlation 0.5 0.518 0.653 0.671 0.693
Correlation 1.0 0.518 0.653 0.671 0.693
Correlation 2.0 0.518 0.653 0.671 0.693
Correlation 5.0 0.488 0.631 0.618 0.664
Correlation 10.0 0.487 0.604 0.578 0.648
Correlation 20.0 0.456 0.548 0.603 0.624
Edge Counting 0.5 0.518 0.653 0.671 0.693
Edge Counting 1.0 0.518 0.653 0.671 0.693
Edge Counting 2.0 0.541 0.709 0.708 0.735
Edge Counting 5.0 0.558 0.674 0.711 0.707
Edge Counting 10.0 0.455 0.568 0.587 0.595
Edge Counting 20.0 0.451 0.648 0.586 0.603
Jiang-Conrath 0.5 0.518 0.653 0.671 0.693
Jiang-Conrath 1.0 0.518 0.653 0.671 0.693
Jiang-Conrath 2.0 0.537 0.668 0.713 0.680
Jiang-Conrath 5.0 0.581 0.706 0.718 0.665
Jiang-Conrath 10.0 0.501 0.618 0.627 0.649
Jiang-Conrath 20.0 0.508 0.607 0.564 0.611
Table 6.18: Micro-Average F1, 20News 60%, CSBF kernels
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Percentage of 10 % 25 % 50 % 100 %
features
Correlation 0.5 0.516 0.595 0.666 0.707
Correlation 1.0 0.516 0.595 0.666 0.707
Correlation 2.0 0.516 0.595 0.666 0.707
Correlation 5.0 0.491 0.563 0.636 0.679
Correlation 10.0 0.499 0.536 0.573 0.632
Correlation 20.0 0.454 0.552 0.544 0.578
Edge Counting 0.5 0.516 0.595 0.666 0.707
Edge Counting 1.0 0.516 0.595 0.666 0.707
Edge Counting 2.0 0.535 0.636 0.687 0.743
Edge Counting 5.0 0.544 0.606 0.683 0.734
Edge Counting 10.0 0.468 0.530 0.582 0.655
Edge Counting 20.0 0.424 0.582 0.525 0.571
Jiang-Conrath 0.5 0.516 0.595 0.666 0.707
Jiang-Conrath 1.0 0.516 0.595 0.666 0.707
Jiang-Conrath 2.0 0.524 0.626 0.681 0.691
Jiang-Conrath 5.0 0.602 0.700 0.762 0.676
Jiang-Conrath 10.0 0.486 0.567 0.630 0.660
Jiang-Conrath 20.0 0.460 0.561 0.588 0.635
Table 6.19: Micro-Average F1, 20News 70%, CSBF kernels
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Percentage of 10 % 25 % 50 % 100 %
features
Linear 0.441 0.483 0.525 0.627
Polynomial 0.0 2 0.406 0.445 0.481 0.559
Polynomial 0.0 3 0.356 0.386 0.418 0.471
Polynomial 1.0 2 0.416 0.452 0.489 0.569
Polynomial 1.0 3 0.363 0.406 0.438 0.481
RBF 0.0 0.021 0.025 0.032 0.051
RBF 1.0 0.042 0.027 0.033 0.051
WSVM 1.0 0.021 0.025 0.032 0.051
WSVM 2.5 0.042 0.027 0.033 0.051
WSVM 5.0 0.042 0.027 0.032 0.050
WSVM 10.0 0.042 0.026 0.032 0.049
LSI 0.441 0.441 0.446 0.539
EdgeCountingLin 0.441 0.472 0.483 0.602
Table 6.20: Macro-Average F1, Reuters, baseline kernels
Percentage of 10 % 25 % 50 % 100 %
features
Linear 0.699 0.722 0.803 0.825
Polynomial 0.0 2 0.668 0.662 0.733 0.767
Polynomial 0.0 3 0.607 0.590 0.656 0.673
Polynomial 1.0 2 0.673 0.680 0.755 0.790
Polynomial 1.0 3 0.626 0.616 0.694 0.691
RBF 0.0 0.174 0.204 0.234 0.000
RBF 1.0 0.151 0.109 0.085 0.000
WSVM 1.0 0.174 0.204 0.234 0.000
WSVM 2.5 0.151 0.109 0.085 0.000
WSVM 5.0 0.145 0.106 0.082 0.000
WSVM 10.0 0.149 0.109 0.083 0.000
LSI 0.622 0.636 0.708 0.748
EdgeCountingLin 0.685 0.681 0.787 0.775
Table 6.21: Macro-Average F1, Reuters Top-10, baseline kernels
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Percentage of 10 % 25 % 50 % 100 %
features
Linear 0.548 0.589 0.633 0.669
Polynomial 0.0 2 0.404 0.522 0.562 0.594
Polynomial 0.0 3 0.413 0.561 0.600 0.463
Polynomial 1.0 2 0.404 0.522 0.562 0.612
Polynomial 1.0 3 0.418 0.538 0.609 0.612
RBF 0.0 0.000 0.000 0.000 0.000
RBF 1.0 0.000 0.000 0.000 0.000
WSVM 1.0 0.000 0.000 0.000 0.000
WSVM 2.5 0.000 0.000 0.000 0.000
WSVM 5.0 0.000 0.000 0.000 0.000
WSVM 10.0 0.000 0.000 0.000 0.000
LSI 0.486 0.543 0.590 0.595
EdgeCountingLin 0.517 0.559 0.583 0.644
Table 6.22: Macro-Average F1, 20News 50%, baseline kernels
Percentage of 10 % 25 % 50 % 100 %
features
Linear 0.615 0.651 0.672 0.692
Polynomial 0.0 2 0.466 0.510 0.605 0.624
Polynomial 0.0 3 0.484 0.521 0.634 0.494
Polynomial 1.0 2 0.466 0.510 0.605 0.642
Polynomial 1.0 3 0.490 0.552 0.649 0.523
RBF 0.0 0.000 0.000 0.000 0.000
RBF 1.0 0.000 0.000 0.000 0.000
WSVM 1.0 0.000 0.000 0.000 0.000
WSVM 2.5 0.000 0.000 0.000 0.000
WSVM 5.0 0.000 0.000 0.000 0.000
WSVM 10.0 0.000 0.000 0.000 0.000
LSI 0.590 0.578 0.625 0.633
EdgeCountingLin 0.590 0.609 0.641 0.672
Table 6.23: Macro-Average F1, 20News 60%, baseline kernels
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Percentage of 10 % 25 % 50 % 100 %
features
Linear 0.545 0.636 0.669 0.707
Polynomial 0.0 2 0.457 0.499 0.619 0.646
Polynomial 0.0 3 0.475 0.537 0.655 0.513
Polynomial 1.0 2 0.457 0.499 0.619 0.667
Polynomial 1.0 3 0.497 0.529 0.639 0.543
RBF 0.0 0.037 0.032 0.040 0.042
RBF 1.0 0.039 0.035 0.044 0.003
WSVM 1.0 0.037 0.032 0.040 0.042
WSVM 2.5 0.039 0.035 0.044 0.003
WSVM 5.0 0.039 0.034 0.042 0.003
WSVM 10.0 0.038 0.035 0.043 0.003
LSI 0.509 0.580 0.614 0.618
EdgeCountingLin 0.526 0.598 0.614 0.653
Table 6.24: Macro-Average F1, 20News 70%, baseline kernels
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Percentage of 10 % 25 % 50 % 100 %
features
Correlation 0.5 0.699 0.722 0.803 0.826
Correlation 1.0 0.699 0.722 0.803 0.826
Correlation 2.0 0.708 0.771 0.818 0.826
Correlation 5.0 0.745 0.757 0.861 0.791
Correlation 10.0 0.651 0.662 0.753 0.790
Correlation 20.0 0.654 0.679 0.745 0.722
EdgeCountingCSBF 0.5 0.699 0.722 0.803 0.826
EdgeCountingCSBF 1.0 0.699 0.722 0.803 0.826
EdgeCountingCSBF 2.0 0.706 0.759 0.853 0.826
EdgeCountingCSBF 5.0 0.737 0.753 0.823 0.773
EdgeCountingCSBF 10.0 0.667 0.696 0.667 0.784
EdgeCountingCSBF 20.0 0.507 0.628 0.679 0.785
Jiang-Conrath 0.5 0.699 0.722 0.803 0.817
Jiang-Conrath 1.0 0.699 0.722 0.803 0.825
Jiang-Conrath 2.0 0.775 0.849 0.845 0.833
Jiang-Conrath 5.0 0.781 0.781 0.853 0.833
Jiang-Conrath 10.0 0.690 0.699 0.783 0.830
Jiang-Conrath 20.0 0.638 0.681 0.679 0.825
Table 6.25: Macro-Average F1, Reuters Top-10, CSBF kernels
179
Percentage of 10 % 25 % 50 % 100 %
features
Correlation 0.5 0.441 0.483 0.525 0.627
Correlation 1.0 0.441 0.483 0.525 0.627
Correlation 2.0 0.473 0.524 0.564 0.000
Correlation 5.0 0.457 0.509 0.560 0.000
Correlation 10.0 0.423 0.461 0.518 0.000
Correlation 20.0 0.441 0.483 0.525 0.627
EdgeCountingCSBF 0.5 0.407 0.466 0.467 0.536
EdgeCountingCSBF 1.0 0.441 0.483 0.525 0.627
EdgeCountingCSBF 2.0 0.441 0.483 0.525 0.627
EdgeCountingCSBF 5.0 0.460 0.522 0.542 0.652
EdgeCountingCSBF 10.0 0.462 0.506 0.539 0.663
EdgeCountingCSBF 20.0 0.374 0.414 0.471 0.576
Jiang-Conrath 0.5 0.430 0.356 0.430 0.469
Jiang-Conrath 1.0 0.441 0.483 0.525 0.627
Jiang-Conrath 2.0 0.472 0.520 0.558 0.000
Jiang-Conrath 5.0 0.470 0.570 0.617 0.000
Jiang-Conrath 10.0 0.413 0.441 0.518 0.000
Jiang-Conrath 20.0 0.441 0.483 0.525 0.627
Table 6.26: Macro-Average F1, Reuters, CSBF kernels
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Percentage of 10 % 25 % 50 % 100 %
features
Correlation 0.5 0.548 0.589 0.633 0.669
Correlation 1.0 0.548 0.589 0.633 0.669
Correlation 2.0 0.548 0.589 0.633 0.669
Correlation 5.0 0.520 0.554 0.627 0.636
Correlation 10.0 0.498 0.530 0.550 0.604
Correlation 20.0 0.398 0.456 0.544 0.520
EdgeCountingCSBF 0.5 0.548 0.589 0.633 0.669
EdgeCountingCSBF 1.0 0.548 0.589 0.633 0.669
EdgeCountingCSBF 2.0 0.571 0.624 0.667 0.716
EdgeCountingCSBF 5.0 0.577 0.627 0.680 0.686
EdgeCountingCSBF 10.0 0.482 0.494 0.576 0.609
EdgeCountingCSBF 20.0 0.424 0.511 0.518 0.498
Jiang-Conrath 0.5 0.548 0.589 0.633 0.669
Jiang-Conrath 1.0 0.548 0.589 0.633 0.669
Jiang-Conrath 2.0 0.596 0.635 0.655 0.661
Jiang-Conrath 5.0 0.588 0.666 0.673 0.648
Jiang-Conrath 10.0 0.512 0.550 0.598 0.634
Jiang-Conrath 20.0 0.517 0.566 0.550 0.645
Table 6.27: Macro-Average F1, 20News 50%, CSBF kernels
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Percentage of 10 % 25 % 50 % 100 %
features
Correlation 0.5 0.615 0.651 0.672 0.692
Correlation 1.0 0.615 0.651 0.672 0.692
Correlation 2.0 0.615 0.651 0.672 0.692
Correlation 5.0 0.579 0.628 0.621 0.675
Correlation 10.0 0.499 0.571 0.595 0.610
Correlation 20.0 0.443 0.519 0.584 0.577
EdgeCountingCSBF 0.5 0.615 0.651 0.672 0.692
EdgeCountingCSBF 1.0 0.615 0.651 0.672 0.692
EdgeCountingCSBF 2.0 0.654 0.709 0.695 0.723
EdgeCountingCSBF 5.0 0.643 0.675 0.714 0.723
EdgeCountingCSBF 10.0 0.575 0.565 0.625 0.632
EdgeCountingCSBF 20.0 0.506 0.553 0.603 0.642
Jiang-Conrath 0.5 0.615 0.651 0.672 0.692
Jiang-Conrath 1.0 0.615 0.651 0.672 0.692
Jiang-Conrath 2.0 0.635 0.706 0.714 0.681
Jiang-Conrath 5.0 0.694 0.710 0.684 0.666
Jiang-Conrath 10.0 0.596 0.613 0.639 0.650
Jiang-Conrath 20.0 0.555 0.590 0.591 0.685
Table 6.28: Macro-Average F1, 20News 60%, CSBF kernels
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Percentage of 10 % 25 % 50 % 100 %
features
Correlation 0.5 0.545 0.636 0.669 0.707
Correlation 1.0 0.545 0.636 0.669 0.707
Correlation 2.0 0.545 0.636 0.669 0.707
Correlation 5.0 0.563 0.675 0.696 0.756
Correlation 10.0 0.573 0.655 0.712 0.651
Correlation 20.0 0.580 0.648 0.694 0.569
EdgeCountingCSBF 0.5 0.545 0.636 0.669 0.707
EdgeCountingCSBF 1.0 0.545 0.636 0.669 0.707
EdgeCountingCSBF 2.0 0.587 0.644 0.706 0.738
EdgeCountingCSBF 5.0 0.500 0.609 0.643 0.721
EdgeCountingCSBF 10.0 0.561 0.643 0.679 0.660
EdgeCountingCSBF 20.0 0.460 0.519 0.577 0.700
Jiang-Conrath 0.5 0.545 0.636 0.669 0.707
Jiang-Conrath 1.0 0.545 0.636 0.669 0.707
Jiang-Conrath 2.0 0.587 0.653 0.696 0.693
Jiang-Conrath 5.0 0.590 0.644 0.739 0.677
Jiang-Conrath 10.0 0.493 0.589 0.652 0.662
Jiang-Conrath 20.0 0.609 0.695 0.756 0.793
Table 6.29: Macro-Average F1, 20News 70%, CSBF kernels
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