We prove that there exist no proper biharmonic Lorentz hypersurface M n 1 in E n+1 1 with at most three distinct principal curvatures of non-diagonal shape operator having minimal polynomial (y − λ) 2 (y − λ 1 )(y − λ n ).
Introduction
Let M n r be an n-dimensional, connected submanifold of the pseudo-Euclidean space E Of course, for an immersion, minimality implies biharmonicity. The study of submanifolds with harmonic mean curvature vector field was initiated by Chen in 1985 and arose in the context of his theory of submanifolds of finite type. A survey on submanifolds of finite type and various related topics was presented in [4, 5] .
In 1991, Chen conjectured the following: Conjecture: The only biharmonic submanifolds of Euclidean spaces are the minimal ones.
In Euclidean spaces, we have the following results, which indeed support the above mentioned conjecture. Chen proved in 1985 that every biharmonic surface in E 3 is minimal. Thereafter, I. Dimitric generalized this result [9] . In [14] , it was proved that every biharmonic hypersurface in E 4 is minimal. In [16] , it was obtained that every biharmonic hypersurface in E 5 with three distinct principal curvatures must be minimal. Also, it was proved that every biharmonic hypersurfaces with three distinct principal curvatures in E n+1 with arbitrary dimension is minimal [12] . Recently, it was proved that there exist no proper biharmonic hypersurfaces in E 5 with zero scalar curvature [10] .
Chen et al. [7, 8] obtained some examples of proper biharmonic surfaces in 4-dimensional pseudo-Euclidean spaces E 4 s for s = 1, 2, 3 (see also [6] ). Also, it was proved in [7, 8] that biharmonic surfaces in pseudoEuclidean 3-spaces are minimal. A. Arvanitoyeorgos et al. [2] proved that biharmonic Lorentzian hypersurfaces in Minkowski 4-spaces are minimal. In [16] , it was proved that every biharmonic non-degenerate hypersurface in E 5 s with three distinct principal curvatures of diagonal shape operator is minimal. In this paper, we study biharmonic Lorentz hypersurfaces M with at most three distinct eigen values of non-diagonal shape operators satisfies the equation (2.11) .
g(h(X, Y ), ξ) = g(S ξ X, Y ).
(2.
3)
The mean curvature vector is given by
The Gauss and Codazzi equations are given by 6) respectively, where R is the curvature tensor, S = S ξ for some unit normal vector field ξ and where H denotes the mean curvature. Also, the Laplace operator of a scalar valued function f is given by [3] 10) where {e 1 , e 2 , . . . , e n } is an orthonormal local tangent frame on M n 1 with i = ±1.
A vector X in E n+1 s is called spacelike, timelike or lightlike according as g(X, X) > 0, g(X, X) < 0 or g(X, X) = 0, respectively. A non-degenerate hypersurface M It was proved in [16, 15] that the canonical form of the non-diagonal shape operator of M
2 (y − λ 1 )(y − λ n ) with three distinct real eigen values takes the form
11)
S(e 1 ) = λe 1 + e 2 , S(e 2 ) = λe 2 , S(e A ) = λe A , S(e B ) = λ 1 e B , S(e C ) = λ n e C , (3.1)
with respect to pseudo orthonormal basis of vector fields {e 1 , e 2 , . . . , e n } of T p M n 1 , satisfying
and g(e 1 , e 1 ) = g(e 2 , e 2 ) = g(e 1 , e i ) = g(e 2 , e i ) = g(e i , e j ) = 0, (3.3) for i = j and i, j = 3, 4, . . . , n, and A = 3, 4, . . . , r, B = r + 1, r + 2, . . . , r + s, C = r + s + 1, r + s + 2, . . . , r + s + t = n. We write
Taking covariant derivatives of (3.2) and (3.3) with respect to e k and using (3.4), we find
for i = j, i, j = 3, 4, . . . , n, and k = 1, 2, . . . , n. Now onwards, we take A = A, A, A = 3, 4, . . . , r, B = B, B, B = r + 1, r + 2, . . . , r + s, C = C, C, C = r + s + 1, r + s + 2, . . . , r + s + t = n.
Putting X = e 1 , Y = e 2 in (2.6), and using (2.7) and (3.1), gives
whereby, taking inner product with e 2 , e A , we obtain e 2 (λ) = 0, (3.6) and ω
respectively.
Putting X = e 1 , Y = e B in (2.6), and using (2.7) and (3.1), gives
whereby, taking inner product with e 2 , e A , e B and e C , we get 10) and
Putting X = e 1 , Y = e C in (2.6), and using (2.7) and (3.1), gives
whereby, taking inner product with e 2 , e A , and e C , we have
and
Putting X = e 2 , Y = e B in (2.6) and using (2.7) and (3.1), we get
whereby, taking inner product with e 1 , e 2 , e A , e B , e B , and e C , we find
Putting X = e 2 , Y = e C in (2.6), and using (2.7) and (3.1), gives
whereby, taking inner product with e 1 , e 2 , e A , e C and e C , we obtain
and ω
Putting X = e A , Y = e B in (2.6), and using (2.7) and (3.1), gives
whereby, taking inner product with e 2 , e A , e A , e B , e B , and e C , we get
Putting X = e A , Y = e C in (2.6), and using (2.7) and (3.1), gives
whereby, taking inner product with e 2 , e A , e A , e B and e C , we find
Putting X = e B , Y = e C in (2.6), and using (2.7) and (3.1), gives
whereby, taking inner product with e 1 , e 2 , e B , e B and e C , we obtain
Similarly, evaluating g((∇ e1 S)e A , e 2 ) = g((∇ e A S)e 1 , e 2 ), g((∇ e B S)e B , e B ) = g((∇ e B S)e B , e B ), and g((∇ e C S)e C , e C ) = g((∇ e C S)e C , e C ), and using (2.7) and (3.1), we get
respectively. Now, we consider the following cases of gradH viz. space like and light like depending upon preferred direction to study biharmonic Lorentz hypersurfaces in E n+1 1 with non-diagonal shape operator given by (2.11). It is obvious from (2.9) that gradH is an eigenvector of the shape operator S with the corresponding eigenvalues − nH 2 .
Let gradH be light like:
Assuming gradH in the direction of e 2 , we can write gradH= −e 1 (H)e 2 . From (2.9), (2.4) and (3.1), we get
Since gradH= −e 1 (H)e 2 , therefore, using (3.45), we have
Using (3.4), (3.46) and the fact that [e l e q ](H) = 0 = ∇ ep e q (H) − ∇ eq e l (H), for l = q and l, q = 2, 3, . . . , n, we find ω
First, we consider the case of three distinct eigenvalues viz.
Using (3.26), (3.32), (3.47) and (3.5), we have
From (3.7), (3.19), (3.25) and (3.5), we get
Also, using (3.8), (3.12), (3.15), (3.16), (3.21), (3.22), (3.46) and (3.5), we find
Using (3.38), (3.47) and (3.5), we obtain
Now, from (3.9), (3.13), (3.48), (3.20), (3.51) and (3.5), we have 
Now, computing g(R(e 2 , e B )e B , e 2 ), g(R(e 2 , e C )e C , e 2 ), using (2.5) and Lemma 3.1, we obtain
(3.53)
Adding (3.18) and (3.24), and using (3.45), (3.46) and (3.5) therein, we get
Acting on (3.54) with e 2 and using (3.53), we find
In both cases, using (3.18), (3.24), (3.54) and (3.5), we have
(3.55)
Now, computing g(R(e B , e 1 )e B , e 2 ), g(R(e C , e 1 )e C , e 2 ) and using (2.5), Lemma 3.1 and (3.45), we obtain and taking summation over A and then using (3.56) and (3.57), we get
Now, from (3.59), we find λ n imaginary as discriminant D = −16n 2 H 2 (n − s − t + 2)(nst + 2ts + 2t 2 ) < 0. Therefore, a contradiction, hence, r > 2 is not possible. Now, for r = 2, (3.56) and (3.57) reduce to Case II: Let either λ − λ 1 = 0 or λ n − λ 1 = 0 or λ − λ n = 0. Then, from (3.45), we find that each eigen value λ, λ 1 and λ n are proportional to H. So, from (3.46), we have e l (λ) = e l (λ 1 ) = e l (λ n ) = 0, for l = 2, 3, . . . , n.
(3.62)
If λ = λ 1 , then using (3.36), (3.62) and (3.5), we get
Using (3.63) and computing g(R(e C , e 1 )e C , e 2 ), we get that H = 0. Now, if λ 1 = λ n or λ = λ n , in both cases from (3.29), (3.62) and (3.5), we obtain ω B BA = ω A BB = 0. Evaluating g(R(e B , e 1 )e B , e 2 ), we find that H = 0.
Combining Case I and Case II, we have: having the nondiagonal shape operator given by (2.11). If gradH is light like, then M n 1 is minimal. Now, we discuss the space like case of gradH.
Let gradH be space like:
In this case gradH can be in the direction of e A or e B or e C . In view of (3.42), (3.43) and (3.44), one of the multiplicities of eigen values must be one, otherwise, we get contradiction. Since r ≥ 2, therefore either s or t must be one. Without loss of generality, we assume that r ≥ 2, s ≥ 1, t = 1 and gradH is in the direction of e n . We can write gradH= e n (H)e n . Now, we have A = 3, 4, . . . , r, B = r + 1, r + 2, . . . , r + s = n − 1 and C = n. From (2.9) and (2.4), we get
Since gradH= e n (H)e n , therefore, from (3.64), we have e n (H) = 0, e a (H) = 0 e a (λ n ) = 0, a = 1, 2, . . . , n − 1. , having the non-diagonal shape operator given by (2.11). If gradH is space like and in the direction of e n , then 
Now, to find the Laplace operator, we need to construct an orthonormal basis {X 1 , X 2 , . . . , X n } from the pseudo-orthonormal basis {e 1 , e 2 , . . . , e n }. Therefore, we take
Also, using (3.64), we obtain 
Now, from (3.12), (3.33), (3.39), (3.8), (3.27) and (3.5), we find
Therefore, using (3.80) in (3.79), we obtain
Now, we have: , having the non-diagonal shape operator given by (2.11). If gradH is space like and in the direction of e n . Then, e B (λ) = 0 for s ≥ 1.
Proof. From (3.43) and (3.64), we get e B (λ) = 0 for s > 1. Now, for s = 1, we have B = n − 1 and r = n − 2. Now, putting r = n − 2 and B = n − 1 in (3.81), we get
Using (2.5), (3.5), (3.80) and Lemma 3.3, computing g(R(e n−1 , e 1 )e 2 , e n ) and g(R(e A , e n−1 )e n , e A ), we find or, e n−1 (ω
Using (3.8), (3.64), (3.87) and (3.5) for r = n − 2, we find
respectively. Adding (3.89) and (3.90), we get
Using (3.65) and Lemma 3.3, and the fact that [e a e n ](H) = 0 = ∇ ea e n (H) − ∇ en e a (H), for a = 1, 2, . . . , n − 1, we obtain e a e n (H) = 0. (3.92)
Differentiating (3.91) with respect to e n−1 and using (3.88), (3.89) and (3.92), we find
Taking derivative of (3.82) along e n−1 and using (3.88), (3.92) and (3.93), we get
If e n−1 (λ) = 0 in the above, then
Differentiating (3.94) along e n−1 and using (3.88) and (3.93), we obtain
Eliminating e n (H) from (3.94) and (3.95), we get
which is a contradiction of distinct principal curvatures, consequently e n−1 (λ) = 0. Whereby proof of Lemma is complete.
Next, we have: , having the non-diagonal shape operator given by (2.11). If gradH is space like and in the direction of e n . Then, we find respectively. Computing g(R(e n , e 1 )e n , e 2 ) and g(R(e n , e A )e n , e A ), using (2.5), (3.68), (3.99), (3.80), (3.5) and Lemma 3.3, we find
and e n (ω
respectively. Now, taking summation over A from 3 to r in (3.102), we get
Now, combining (3.101) and (3.103), we obtain (3.96). Next, evaluating g(R(e 1 , e B )e B , e 2 ), g(R(e A , e B )e B , e A ) and g(R(e A , e 1 )e 2 , e B ), using (2.5), (3.68), (3.99), (3.100), (3.80), (3.5) and Lemma 3.3, we find Proof. Using (3.64) and (3.5) in (3.12), we get
Using (3.5), (3.64) and (3.107) in (3.39), we find
Now, multiplying (3.108) by ω n 12 and using (3.97), we have
Similarly, multiplying (3.108) by ω n BB and using (3.97), we obtain where P 1 = 4(n − r − 1)(n − r − 4)(n(n − r + 2)H − 2rλ), P 2 = 4r(n − r − 1)(3 − r)(nH + 2λ), P 3 = 8r 2 (n − 2r − 1)λ 3 + 9n 3 (n − r + 5)H 3 − 6n 2 r(2n − 2r + 13)H 2 λ + 4nr{3(n + 3r − 1) + 2r(n − r − 1)}Hλ 2 .
Now, eliminating ω n 12 and ω n BB from (3.120) by using (3.118) and (3.119), we obtain λ(3nH − 2rλ)[(f 2 (H, λ)) 2 P 2 − (f 1 (H, λ)) 2 P 1 ] + 2(n − r − 1)f 1 (H, λ)f 2 (H, λ)P 3 = 0, (3.121) which is a homogeneous equation of degree 9 in terms of H and λ. Here, we point out that λ = 0. In fact, if λ = 0 then (3.121) gives H = 0, which is contradiction to our assumption. We put Y = and without having solve to (3.122) explicitly, even in the case of the existence of a real solution, H will be proportional to λ with a numerical factor ν, where ν be the root of the equation (3.122). Hence, we can assume that H = νλ and substituting it in (3.107) and (3.108), and using (3.96), (3.97) and (3.98), we obtain − λe n e n (λ) + e 
