The aim of this work is to design an explicit finite dimensional boundary feedback controller of sampled-data form for locally exponentially stabilizing the equilibrium solutions to semilinear parabolic equations. The feedback controller is expressed in terms of the eigenfunctions corresponding to unstable eigenvalues of the linearized equation. This stabilizing procedure is applicable for any sampling rate, not necessary to be small enough, and it tends to the continuous-times version when the sampling period tends to zero.
Introduction
In this work, we aim to design an explicit finite-dimensional boundary feedback control of sampled-data form, to stabilize the equilibrium solutions y e ∈ C 2 (Ω) to the parabolic equation    ∂y ∂t = ∆y + f (x, y), in (0, +∞) × Ω, y = u on (0, +∞) × Γ 1 , y = 0 on I × Γ 2 , y(0, x) = y 0 (x), in Ω.
where Ω is a bounded and open domain of R d with smooth boundary ∂Ω = Γ 1 ∪ Γ 2 , Γ 1 , Γ 2 being connected parts of ∂Ω. T > 0 is the sampling period. By sampled-data control, we mean that the control is time-discrete function. More exactly, it is of the form
Here χ [iT,(i+1)T ) (·) is the characteristic function of interval [iT, (i + 1)T ) for i = 1, 2, · · ·. The positive number T is called the sampling period. The existence of a boundary controller which stabilize the linear parabolic equation was firstly established in [1] , where a conceptual procedure to construct the boundary controller was given, but without giving an explicit form. V. Barbu firstly introduced in his works [2, 3, 4] a technique to construct a stabilizing boundary feedback controller, which is of finite dimensional and in an explicit form. However, these works based on an assumption that the normal derivatives of the eigenfunctions corresponding to the unstable eigenvalues are linearly independent.
This method was used to construct explicit controllers to stabilize different kinds of equations in [5, 6, 7] . Later on, I. Munteanu developed a delicate approach in [8] to construct a similar type of boundary feedback controller to stabilize the parabolic equations, where he dropped the assumption imposed by V. Barbu. H. Liu et. al. applied this control to Fisher's equation in [9] , and proved that it can locally stabilize this kind of semilinear parabolic equations. In last decade, a different approach to construct explicit boundary feedback controller to stabilize the 1-D linear and nonlinear parabolic equations, which is the so-called backstepping method, was developed. We cite here [10, 11, 12, 13] .
The adapting of the sampled-data control becomes more and more popular with the developing of digital technique. Sampled-data feedback stabilization for linear and nonlinear parabolic equations were studied in [14, 15, 16, 17] . Among these works, [14] showed that two kinds of sampled-data boundary feedback, which emulate the reduced model design and the backstepping design respectively, can stabilize the 1-D linear parabolic equations when the length of the sampling interval is small enough; [15, 16] concerned about the length of sampling interval that preserves the stability of the closed-loop system with proportional feedback; while [17] provided a way to construct an output feedback control to stabilize the heat equations for arbitrarily given sampling period.
In this work, we shall develop the technique introduced in [8] and [9] to construct a sampleddata feedback control for stabilizing the semilinear parabolic equations. Several novelties of this work should be stressed. Firstly, the equation under consideration is of multi-dimension, and with polynomial-like nonlinearity, while the works [14, 15, 16 ] considered 1-D linear equations or semilinear equations where the nonlinear part is globally Lipschiz; Secondly, the feedback is of finite dimensional and in an explicit form, and it stabilizes the equation for arbitrarily given sampling period, not necessarily to be small enough as that in [14, 15, 16] ; Lastly, we can see the behavior of the feedback with respect to the sampling period, and the sampled-data feedback control tends to the continuous-time feedback control constructed in [8] and [9] when the sampling period goes to zero.
The rest of this paper is organized as follows. In Section 2, we shall construct the feedback control, and prove that it stabilizes the linearized equation. In Section 3, we present our main result, that is, the feedback control constructed in Section 2 also stabilizes locally the semilinear parabolic equations. In Section 4, the numerical examples will be given and the dependence of the sampling period will be analyzed.
2 Stabilization of the linearized equation
Notations and the well-posedness of the equation
Everywhere in the following, we shall assume that (i) f, f y ∈ C(Ω, R). In particular, this implies that x → f y (x, y e (x)) is continuous inΩ.
We define the linear operator A :
We assume that the operator A has at least one negative eigenvalue. Since the resolvent of A is compact, it has countable set of eigenvalues. Given ρ > 0, let {λ j } ∞ j=1 , with
be the family of all eigenvalues of A and let {φ j } ∞ j=1 be the family of the corresponding eigenfunctions, which forms an orthonormal basis of L 2 (Ω). In the rest of the paper, we shall denote by · ,
and Euclid space R N will be denoted by ·, · , ·, · 0 and ·, · N , respectively. We shall write Q = Ω × (0, ∞) for simplicity, and the variables x, t will be omitted in the case of no ambiguity.
, and let P M be the orthogonal projection from
Here B ′ stands for the transposition of the matrix of B.
We give firstly the notion of the solution to the linearized equation with sampled-data Dirichlet boundary condition.
For the well-posedness of (2.2), we have the following result.
2) has a unique solution.
Proof. The solution can be equivalently defined as:
Consider the equation (2.4) firstly on the interval [0, T ], i.e., i = 0. We prove firstly the uniqueness of the solution. Suppose that y 1 and y 2 are two solutions. Letỹ = y 1 − y 2 . Then, for every τ ∈ [0, T ], one has
Then, it follows from (2.5) that Ωỹ (τ )h n dx = 0. Letting n → ∞, we obtain that Ω |ỹ(τ )| 2 dx = 0, which implies thatỹ(τ ) = 0, ∀τ ∈ [0, T ]. Hence, the solution is unique. Now, we prove the existence. Let v
It is well-know that for sufficiently large k > 0, the solution to the equation
exists, and
(Ω)) be the solution to the equation
Then, by a direct calculation, one can show that
) satisfies the equation (2.4) with i = 0. This implies the existence of the solution. Moreover, we can see
Step by step, we can show that there exists unique
, for every i ∈ N, satisfying (2.4).
The stabilization of the linearized equation
We introduce firstly the feedback. Let ρ < γ 1 < γ 2 < · · · < γ N be N constants, where ρ is given by (2.1). It is not difficult to show that, ∃σ > 0, such that ∀w ∈ D(A),
Then, for each k ∈ {1, 2, · · · , N}, the solution to the equation
(Ω) and ψ k 1/2 ≤ C|v| 0 (see [18] ). We introduce the matrices
and
where
Following the method in [8] one can show that 12) where
The sampled data feedback control we design is given by
Remark 2.1. The feedback F we constructed here depends on the sampling period T , since the matrices Λ γ k , k = 1, 2, · · · , N, depend on T . We can see that, when the sampling period T → 0,
, which is defined as follows
The above feedback is exactly the same as that given in [8] and [9] , which was used to construct a continuous-time boundary feedback control.
The following result amounts to saying that the feedback v(t) achieves global exponential stability of the linearized system. More precisely, Proof. We firstly lift the boundary. Write 17) for each k = 1, 2, · · · , N. Denote by h k the solution to equation (2.9) with boundary value
Denote by y N , z N and h j N the respective vectors Q N y, Q N z and Q N h j . Involving equation (2.9) and the definition of φ i , by simple calculation, we can get that, for
With this identity, and the definition of v k (t), it follows that
By the latter equation, and the relation between y and z, one can obtain that
and, for k = 1, 2, · · · , N,
Moreover, by the definition of v k , we have
is the operator given bỹ
It is not difficult to see that z is the solution to the following impulse evolution equation with homogeneous Dirichlet boundary condition
We shall write this term for simplicity by R in the following. The second identity of (2.25) holds because y is continuous, and by the definition of h k , it can be understood in the equivalent manner:
Denote by A N the diagonal matrix diag(λ i ) 1≤i≤N . Multiplying equation (2.18) by φ 1 , φ 2 , · · · , φ N respectively, and using identity (2.20) and (2.22), one can obtain the equation satisfied by z N as follows, Since for each k = 1, 2, · · · , N, the matrix (e −γ 1 T − e −γ k T )B 1/2 B k B 1/2 is semipositive, we know that the sum of them is also semipositive. Notice that λ max (
This together with (2.30) imply that, for each i ∈ N
Hence, for i = 1, 2, · · · ,
The constant C in the right hand side represent the ratio of λ max (B 1/2 ) to λ min (B 1/2 ). It depends on N, Ω, ω and the set of values {γ k } N k=1 . Now, for each t > 0, there exists i ∈ N + , such that t ∈ [iT, (i + 1)T ), and
Hence, the first N modes of z is stable. It follows immediately by the definition of
Now we consider the high frequency part z s (t) = (I − P N )z. Denote by A s = (I − P N )A. Given t > 0, there exists i ∈ N + , such that t ∈ [iT, (i + 1)T ), then, we can see from equation (2.25) that z s (t) = e −As(t−iT ) z s (iT ) + 
(2.36) Do step by step as above, it follows that
(2.37) Using (2.35), and notice that ρ < min{γ 1 , λ N +1 }, we can obtain that
This, together with (2.34) imply that
Finally, by (2.35), (2.39) and the relation between y and z, we obtain the estimate
This completes the proof of Theorem 2.1.
Stabilization of nonlinear equation
Let ε ∈ (0, 1/2) be an arbitrarily given number. Assume that
where l is a positive integer, p 1 ≤ p 2 ≤ · · · ≤ p l , and p i , i = 1, 2, · · · , l satisfy that
For the stabilization of the nonlinear parabolic equation, we have the following result.
Theorem 3.1. Given 0 < µ < ρ, under assumption (H f ), when y 0 ∈ H 1/2−ε (Ω) and y 0 − y e 1/2−ε small enough, the feedback u, given by (2.14), locally stabilizes the equation (1.1). More exactly, there exist constants C > 0, and δ > 0, such that for all y 0 ∈ H 1/2−ε (Ω) satisfying y 0 − y e 1/2−ε ≤ δ, the solution to equation
Proof. We divide the proof into the following four steps.
Step 1. Translate the equation into an equation with homogeneous Dirichlet boundary condition. We do the substitution y − y e → y. Then, to prove inequality (3.2) for the solution to (3.1), it suffices to prove that there exist constants C > 0, µ > 0 and δ > 0, such that for all H 1/2−ε (Ω) satisfying y(0) 1/2−ε ≤ δ, the the solution to equation
HereF j , j = 1, 2, · · · are defined in (2.24). Then, the equation of y is equivalent to the following equation of z,
where g(y) = f (·, y + y e ) − f (x, y e ) − f y (x, y e )y.
Step 2. The well-posedness and the a-priori estimates. It is known that the equation (3.6) admits local solution under Assumption (H f ). We claim that:
For any given positive integer K, and positive real number η, there must be a number δ = δ(K, η) > 0, such that when z(0) 1/2−ε ≤ δ, the solution to equation (3.6) exists on [0, KT ], and it satisfies that
To prove the above claim, we firstly take δ < min{1, η}, and let T 0 = inf{t; z(t) 1/2−ε ≥ η}.
Our aim now is to choose δ small enough to avoid that T 0 < KT happens. Suppose T 0 ∈ (0, T ). Arbitrarily given t ∈ (0, T 0 ]. Multiplying the equation (3.6) by ∆ 1/2−ε z, integrating on Ω × (0, t), and applying the Cauchy-Schwarz inequality, we can obtain that
where L 0 is a constant and
. In the proof of (3.8), we used the fact that h j 1/2−ε ≤ C z(0) 1/2−ε , which follows from the definition of h j , j = 1, · · · , N, and we also used the fact that, ∀p i , i = 1, · · · , l,
Here p * = ∞, q * = 1 when n = 1, and
when n > 1. The above inequalities follows by Sobolev imbedding Theorem and hypothesis (H f ). We can infer by (3.8) and Gronwall's inequality that
Suppose now that T 0 = T . By the third equation in (3.6) and the equivalent form (2.27), we see that
This together with inequality (3.9) imply that, there exists constant
, when δ ≤ δ 2 , we see from the above inequality that z(T 0 ) 1/2−ε ≤ L 1 e ϕ(η)T /2 δ 2 < η. This also leads to contradiction. Hence T 0 > T when δ ≤ δ 2 . Following the same arguments as above, we can prove that, for any given i ∈ N, when z(iT ) 1/2−ε ≤ δ 2 , it must holds that z(t) 1/2−ε < min{η, L 1 e ϕ(η)T /2 z(iT ) 1/2−ε }, ∀t ∈ [iT, (i + 1)T ]. Therefore, we can see that if we take
then z(t) 1/2−ε < η, ∀t ∈ [0, KT ], or equivalently, T 0 ≥ KT . The claim is proven. Moreover, we can infer from the above proof that, when z(0) 1/2−ε ≤ δ K,η , the solution to equation (3.6) satisfies that
Step 3. The stability of the nonlinear closed-loop system Write z N (t) = Q N z(t), z s (t) = (I − P N )z(t). Then, using the same argument for getting (2.29) and (2.30), we can obtain that, for each i = 0, 1, 2, · · ·,
It follows that
Then, for any given K ∈ N + , we see that, ∀i = 0, 1, 2, · · · , K − 1,
where C(K) is a constant depending on K. This implies that Notice that h j (iT ) 1/2−ε ≤ C P N z(iT ) 1/2−ε , ∀j = 1, · · · , N, i = 0, 1, · · · , N, we can infer by the above equality, the inequality (3.13)and the same arguments for getting (2.38)that Letting i = K − 1 in (3.13), it follows from (3.12), (3.13) and (3.14) that, when z(0) 1/2−ε ≤ δ K,η (δ K,η is defined in (3.11)), By the same arguments for deriving (3.12) and (3.16), we can infer that, z(t) Z ≤ C z(iKT ) Z , ∀t ∈ (iKT, (i+1)KT ], and z((i+1)KT ) Z ≤ e −µKT z(iKT ) Z , ∀i ∈ N + . Now, arbitrarily given t ∈ (0, +∞), there must be i ∈ N + , such that t ∈ (iKT, (i + 1)KT ], and we can infer that z(t) 1/2−ε ≤ Ce −µKT z(iKT ) 1/2−ε ≤ Ce −µiKT z(0) 1/2−ε ≤Ce −µt z(0) 1/2−ε . (3.17)
