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ABSTRACT
The purpose of this research is to examine techniques to analyze computer validation
experiments where the physical experiments and computer simulation runs both result in
binary responses. The main objective of these studies is to compare the output of a computer
model with the corresponding outcomes of physical trials to ensure the computer model is
operating appropriately. It is assumed the cost of physical trials is high, which restricts the
number of physical trials in the experiment. This dissertation examines four possible modeling
techniques of varying degrees of complexity and difficulty, with the central goal of estimating
the difference of failure probabilities between the computer simulation and the actual physical
process across the range of covariates that define the physical test and act as inputs to the
computer simulation.
The first proposed method is to fit a Generalized Linear Model (GLM), relating the failure
probabilities to some linear function of the covariates. Choosing an appropriate linear form
can be difficult, especially given the small sample size of physical trials. To circumvent this,
we propose a Bayesian methodology that draws from the computer experiments literature,
using a Gaussian Stochastic Process (GSP) as a prior distribution on the unknown failure
functions. This method is capable of modeling a much wider variety of functional forms than
the GLM, but is much more complex and difficult to implement, and so we also examine two
approximations. The first is an Empirical Bayes-like approach that estimates unknown GSP
parameters, as opposed to using a hierarchical approach and applying prior distributions to
these parameters. The second involves ignoring the binomial nature of the observed data and
assuming that the observation error is actually part of the GSP. The relative performance of
these methods is examined across a number of differing true failure functions.
1CHAPTER 1. OVERVIEW
This dissertation examines the problem of computer model validation when the outputs of
both the true physical process and the computer simulation are binary, i.e. either a pass or
fail. The motivating example for this work is a computer simulation developed by a govern-
ment agency that tests the effect of a weapons system on a combat vehicle. The goal of this
experiment was to validate the computer model by testing the computer model results against
live tests.
It should be noted that in many engineering disciplines, reliability testing that results
in only a pass/fail response is uncommon. This is due primarily to the limited amount of
information contained in a binary response, which implies the need for many more tests to
precisely estimate of the probability of failure. Add to this the requirement that the probability
of failure must be estimated across a potentially large covariate space, and the number of binary
tests required to support analysis of practical value becomes very large. The most common
remedy for this is to measure some continuous variable such as “wear” or “stress” which should
be strongly correlated with failure, usually expressed as prior engineering knowledge along the
lines of “the system will become unusable after wear reaches level X.” Real-valued “wear” data
contain more information than pass/fail data, and hence it is usually more efficient to estimate
wear or stress (where such measures are available), and then apply the engineering rule that
relates this to failure. This results in statements such as “We predict that the probability of
wear greater than X at covariate location Z is .75,” which in turn implies a probability of
failure of .75, assuming that X is the threshold that defines failure.
This remedy is not always possible for a number of reasons. In the case of our motivating
example, this remedy is not available because the principal driver of uncertainty is not any
2“wear” or “stress”, but what parts of the vehicle are hit by the projectile. The track of
the projectile is influenced by a host of covariates, including aim point, wind speed, and
environmental factors. It is also highly influenced by random factors such as deflection as
the projectile penetrates the armor, random variation in aim, wind speeds and other factors.
Measuring “wear” on any given component isn’t beneficial - if that component is struck, it
fails, and otherwise continues to work. Therefore, while stochastic “physics-based” computer
models can be written to simulate an individual pass/fail event, models that produce closely
related real-valued outputs are not available.
1.1 Problem Description
As stated previously, the government agency conducted a validation experiment comparing
the results of the computer model with the results of real, physical trials. The goal of the
experiment was to draw inferences about the suitability of the computer model for use in mod-
eling the physical process, both of which generate binary responses, i.e. “Yes, the shot disabled
the vehicle” or “No, it did not”. The model used by government agency was multivariate, in
that it had 4 binary output variables, but for these purposes we will only examine a single
output.
The experiment was conducted at 14 covariate locations. For the purposes of this disserta-
tion, a covariate location consists of the list of independent variables that describe the “shot”
or test under consideration, and is often conceptualized as a point in m-dimensional space,
sometimes called a “location” (where m is the number of covariates). Some covariates for this
particular problem may include the point at which the weapon is aimed, wind speed, and other
variables that affect trajectory.
At each covariate location, 1000 stochastic computer simulations and 1 physical trial were
conducted. Based on these results, a graphical “stoplight” summary of the test results was
constructed according to the following criteria based on the level of agreement between the
physical trial results and the computer simulation results:
• Green Square: > 50% agreement
3Design Point Variable 1 Variable 2 Variable 3 Variable 4 Variable 5
1
2
3
4
5
6
7
8
9
10
11
12
13 N/A N/A
14 N/A N/A
Figure 1.1 A notional stoplight chart, the end result of the previous anal-
ysis. Note that each column is a separate output variable, and
particular symbol indicates the amount of agreement between
the result of the physical trial and the result of the computer
simulations for each point.
• Green Diamond: between 5% and 50% agreement
• Yellow Circle: less than 5% agrement but with at least 1 computer simulation in agree-
ment.
• Red X: No agreement
The results are then arrayed as in Figure 1.1. This figure is the end result of the analysis
and is viewed as evidence that the model is acceptably valid over much of the covariate space.
While a data summary of this type may give an overall impression of code validity, at least
4in some cases, there are a few problems with this approach. First, the decision rule is unclear,
i.e. how bad (in terms of number of red Xs and yellow circles) must the chart be to reject
the computer model as invalid? Further, even with a concrete decision rule, the Type-I error
and power to detect true model deficiencies such a rule would have are unclear. This problem
is reminiscent of multiple testing problems in which there is a trade-off between controlling
experiment-wise Type-I error and maximizing power. Further, this evaluation methodology
does not include a way to predict failure rate at covariate locations not in the original design,
or predict the difference between the computer and physical failure rates at locations not in
the design.
The goal of this research, then, is to address these issues. Our primary focus is on the last
issue, that is making inferences about the suitability of the computer code at locations not
tested since we expect that the vast majority of experiments of this type will few trials relative
to the size of the covariate space. We will also attempt to address the issues of decision rules
and associated Type-I and Type-II errors, but this is problematic in that the choice of decision
rule is highly subjective and dependent on the decision maker’s definition of, and tolerance for
risk.
1.2 Proposed Analysis
To address the issues discussed above, we propose four methods to extend the current
analysis, all of which depend on approximating the (transformed) unknown failure probability
surface. The first method uses Generalized Linear Models to fit a linear model to the trans-
formed failure surface. This technique is well studied, computationally simple, and potentially
useful with some caveats that will be discussed in more detail in Section 3.3. One way to
generalize the GLM model is to step away from the insistence that the transformed failure
surface be modeled by a linear function, and hence we propose using a Gaussian Stochastic
Process (GSP) as a prior distribution for unknown failure surface. The benefit of doing this
is that a GSP can model many different functional forms that need not be specified prior to
analysis, in accordance with the current computer experiments literature. The downside of
5this technique is that it makes analysis much more difficult and computationally demanding
relative to the GLM. We will also discuss two methods which are approximations of this GSP
which will mitigate the computational difficulty to varying degrees. The first approximation
method is to estimate the parameters of the underlying GSP and consider them fixed, but
otherwise use the full model as a basis for predictions. The other way of approximating this
model to make it even more tractable is to assume that the transformed observed proportions
are actually observations from a GSP (i.e., remove the binomial portion of the model), but are
observed with some variance, which is represented as “white noise” and included in the GSP
model as a nugget effect.
6CHAPTER 2. REVIEW OF LITERATURE
For this research, the relevant literature falls into three main categories, each of which
is briefly discussed in a section below. These sections include analysis of binary data, the
design and analysis of computer experiments, and spatial statistics literature. There is also
a fourth category that deals primarily with statistical computing, including references about
Markov Chain Monte Carlo (MCMC) simulation and the software packages used to conduct
our analyses.
2.1 Binary Data Literature
For the sake of brevity, we will disregard the well-known one- and two-sample methods for
estimating probabilities and differences of probabilities. These methods are similar to what
has already been done in the previous analysis, and many of the potential difficulties discussed
in Section 1.1 apply to these methods also.
A more ambitious parametric model that applies to binary data is the Generalized Linear
Model (GLM). GLMs have been well studied, their usage can reasonably be construed to be
“standard practice” within the statistical community, and are covered in a number of textbooks
and core graduate level statistics classes, e.g. see Linear Models by Rao and Toutenburg
(1999). The basic idea of GLMs is to combine a random component that can be expressed
as an exponential dispersion family, a systematic component consisting of a linear function of
the available explanatory variables, X˜Tβ, where X˜ is an appropriately coded matrix and a
link function which ties the mean, µi, of the random component to the systematic component,
i.e. if g(·) is the link function, then by assumption g(µi) = X˜Ti β where X˜i is the vector
of explanatory variables associated with observation i. Assuming the standard regularity
7conditions hold and response realizations are independent, it is relatively straightforward to
derive the normal equations and the information matrix for the uunknown model parameters
β, and detailed derivation can be found beginning in section 10.1.2 on page 291 of Rao and
Toutenburg (1999). With the normal equations and expected information matrix in hand,
it is relatively straightforward to develop a Fisher Scoring algorithm to derive the maximum
likelihood estimates of β. A Bayesian approach to GLM is developed in chapter 16 of Bayesian
Data Analysis by Gelman et al. (2004).
2.2 Computer Experiments
One of the strongest assumptions in the GLM is that the experimenter can write down the
functional form of the underlying relationship between the link-transformed mean g(µi) and
the explanatory variables, i.e.
g(µi) = X˜Ti β. (2.1)
Suppose this assumption is not tenable, and that the experimenter is uncomfortable assigning
any specific functional form. One possible way forward is then to treat the systematic compo-
nent of the model as an unknown function, and use the methods commonly used in the design
and analysis of computer experiments to fit unknown functions. These methods are detailed
by Sacks et al. (1989b), and the text The Design and Analysis of Computer Experiments by
Santner et al. (2003). The essence of this approach is to represent the unknown function as a
realization of a stochastic process, generally a Gaussian Stochastic Process (GSP). The benefits
of this approach are that the GSP can be made to fit many different functional forms, and that
it provides a basis for both prediction of function values at unobserved points and for quan-
tifying uncertainty of those predictions. The approaches outlined in Sacks et al. (1989b) and
Santner et al. (2003) resemble the spatial statistics technique of kriging, especially with respect
to point predictions. An empirical Bayesian perspective on this technique was developed by
Currin et al. (1991), and following papers Mitchell and Morris (1992) and Morris et al. (1993).
This approach treated the GSP as a prior distribution on the unknown function evaluated at
the experimental design points, and outlines methods to estimate parameter values for the
8GSP using observed output values. These techniques also appear in Santner et al. (2003). It
should be noted that Currin et al. (1991) imposes strict stationarity restrictions on the GSP,
assuming that it is a constant mean, constant variance process where the correlation between
any two points depends only on the difference vector of the covariates (i.e. if Ys and Yt are the
random function values at covariate vectors s and t respectively, then the correlation between
Yt and Ys is given by R(t− s), only a function of t− s, for some suitable correlation function
R). The specifics of the model development can be found in Section 3.4.
The above methodology can be used to make predictions at unobserved covariate loca-
tions and produce interval estimates to quantify the uncertainty of one process. The problem
outlined above, however, is focused on the difference between the failure probability function
defined by the computer model, and the true failure probability function. One method for
jointly modeling two such related functions is given by Kennedy and O’Hagan (2001) and its
supplemental Kennedy and O’Hagan (2000). These papers describe Bayesian analysis where
the computer failure function is an unknown function represented by some stochastic process,
say T ∗, and the true physical unknown function is modeled as ρT ∗+ δ, where ρ is an unknown
constant and δ is another unobserved stochastic process. In this formulation the δ process rep-
resents the error of the computer model and the goal of the problem above is then to identify
areas of the covariate space where δ is large in absolute value. Also note that Kennedy and
O’Hagan (2001) deal with calibration of computer models, so the treatment there differs from
the context in Section 1.1 where the computer model is considered “set.”
2.3 Spatial Statistics
Many of the techniques in the literature described in Section 2.2 rest on techniques devel-
oped for Spatial Statistics; a comprehensive reference is Statistics for Spatial Data by Cressie
(1993). Of special note within spatial statistics is the practice of indicator kriging, because it
deals with binary response variables. In contrast to ordinary kriging which could be applied
to directly observable values of T at a given set of points, indicator kriging develops the Best
Linear Unbiased Predictor (BLUP) for the probability that T (x) > z for some given points x
9and some value z. This BLUP is non-parametric, but if the underlying process is normal, then
standard errors and interval estimates can also be calculated.
While indicator kriging is useful in predicting probability of failures at covariate locations
not included in the design, this methodology does not present a coherent way to describe
the differences between such probabilities for the physical and computer trials. Further, a
large portion of effort in spatial statistics work goes into estimating the variograms (equivalent
to the correlation function in Currin et al. (1991) in the parametric covariance case). It is
highly unlikely that practical problems of the type described above will have the necessary
data to adequately estimate the variograms, and hence assumptions must be made to reduce
the estimation of the variograms to a few parameters.
More relevant spatial statistics methods are described in a series of papers by P. J. Diggle
and co-authors. The first paper, entitled Model Based Geostatistics, Diggle et al. (1998) extends
spatial statistics into a framework similar to that of a GLM. We will use these results in
formulating our GSP model, as they combine a binary output, a transform function and a
spatial statistics model for the transformed failure surface. This fits our situation exactly,
needing modification only to include a logical way to tie the computer model with the physical
model.
Another paper by Crainiceanu, Diggle and Rowlingson entitled Bivariate Binomial Spatial
Modeling of Loa Loa Prevalence in Tropical Africa (Crainiceanu et al. (2008)) is also closely
related to our problem. The authors consider two measurements of the prevalence of Loa Loa
disease over a geographical area. The first is the “gold standard”: a parasitological blood
exam in which a drop of blood from a finger prick is examined under a microscope. This test
is relatively expensive, and not feasible for large surveys. The second measurement, called
RAPLOA, is a simple three question survey that is much easier to accomplish en masse in
the field. On its face, this would seem very similar to our problem, but the major difference
between our approach and that of the authors is found in section 2 of the paper. This section
is titled “Exploratory Analysis of the validation data” and is closely related to our problem
(i.e. validation of one measurement system as a surrogate for another). In essence, the authors
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have a large sample (from 4 different studies) of measurements using both the parasitological
and RAPLOA methodologies. They plot the empirical logit of the observed prevalence of
both methodologies against each other, and note that a simple linear function accounts for
approximately 83% of the variation and that this approximation seems to work well for the
region of interest, (0-.2) in the probability scale.
With the above validation in mind, the authors then set up their model as follows: Let
P1(x) and P2(x) be the spatial prevalence processes for parasitology and RAPLOA sampling,
respectively and define Y1(x) and Y2(x) as the numbers of positive results from the parasitology
and RAPLOA measurements, respectively. Conditioned on P1(x) and P2(x), Y1(x) and Y2(x)
are independent binomial random variables, and P1(x) and P2(x) are given spatial structure
using a GSP: 
Y1(x)|P1(x) ∼ Binomial{P1(x), N1(x)}
Y2(x)|P2(x) ∼ Binomial{P2(x), N2(x)}
log
(
P1(x)
1−P1(x)
)
= L1(x)
log
(
P2(x)
1−P2(x)
)
= L2(x)
L2(x)|L1(x) ∼ Normal(α0 + α1L1(x), σ2 )
L1(x) = µ+ C(x)Tβ + xTγ + S(x)
(2.2)
where Y1(x) and Y2(x) are the numbers of positive results from the parasitology and RAPLOA
measurements, respectively, for the village at geographical location x, P1(x) and P2(x) are the
underlying spatial prevalence processes and N1(x) and N2(x) are the corresponding number of
people sampled. The rest is fairly straightforward, keeping in mind that S(x) is a zero mean,
stationary Gaussian process and the rest of the definition of L1(x) corresponds to a mixed
linear model.
The major difference between our GSP methodology and that of the authors is the re-
liance on their “validation” described above. Based on data plots, they assume a noisy linear
relationship between the two measurements. If we are able to confidently say that there is
an adequate linear relationship between the computer model and reality, model validation is
a relatively simple exercise, but this is typically not true for the kinds of nonlinear functions
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encountered in our application, and in any case is too strong an assumption for our purposes.
Finally, for a given value of L1(x), the expected value of the RAPLOA measurement is also
space-independent, in that for any location at which L1(x) = .3, E[L2(x)] = α0 + α1 × .3.
While this might be true for Crainiceanu et al. (2008), it is unlikely to be true for a more
general failure model. This is in fact the very core of our problem - we want to find specific
areas of the covariate space where the computer model might not be performing well, hence we
must model that the difference function between the two measurements as space-dependent.
We note in passing that Crainiceanu et al. state that they have too much data for stan-
dard Gaussian process techniques to be computationally feasible. Thus, they approximate the
Gaussian process using a thin-plate spline smoothing technique. Typical data sets for our
application are much smaller, so we will not follow this approach.
2.4 Statistical Computation
This research relies heavily on Bayesian analysis and in particular on Markov Chain Monte
Carlo (MCMC) simulation. The theory and practice of Bayesian analysis can also be considered
a “standard practice,” and we cite Bayesian Data Analysis by Gelmin, Carlin, Stern and Rubin
Gelman et al. (2004) as a standard reference for this type of analysis. This reference covers both
the theory and practice of several simulation-based methods and common models in Bayesian
Analysis.
One non-standard MCMC algorithm that this research utilized was the Adaptive Metropolis
(AM) Algorithm described by Haario et al. (2001). This paper details the algorithm and a proof
of the ergodic properties of the resultant chain. The algorithm works by building a covariance
matrix of the variables from the MCMC sample path. This path is then scaled and used as
the covariance matrix for the next Metropolis update. For a more complete explanation, we
refer the reader to Haario et al. (2001).
Another area of research upon which this work relies heavily is that of statistical computing.
Specifically, we used the R software package (R Development Core Team (2008)) extensively
for data analysis and computing including all GLM analysis through the glm and predict.glm
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commands. Further, we relied heavily on several packages for R including MCMCPack Martin
et al. (2008) and Coda Plummer et al. (2008) for post processing analysis of MCMC results.
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CHAPTER 3. METHODS AND PROCEDURES
3.1 General Notation
Let us set some basic notation. Suppose that we have a physical process (the real world
system) that is assumed to be expensive to test relative to the use of a computer simulation.
Further suppose that we are given a design and data to be analyzed. Then define the following:
• x1, . . . , xl, the physical test design points, with each xi being a k-dimensional vector.
• x∗1, . . . , x∗l∗ , the computer test design points, with each x∗i being a k-dimensional vector.
• n1, . . . , nl, the number of physical trials at the respective physical test design points.
• n∗1, . . . , n∗l∗ , the number of computer trials at the respective computer test design points.
• Y1, . . . , Yl, the observed number of failures (from physical trials) at the respective physical
design points.
• Y ∗1 , . . . , Y ∗l∗ , the observed number of failures (from computer trials) at the respective
computer test design points.
• y1, . . . , yl, the observed proportion of failures (from physical trials) at the respective
physical test design points.
• y∗1, . . . , y∗l∗ , the observed proportion of failures (from computer trials) at the respective
computer test design points.
• p1, . . . , pl, the true probability of failure in a physical trial at the respective physical test
design points.
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• p∗1, . . . , p∗l∗ , the true probability of failure in a computer simulation at the respective
computer test design points.
• ~p = (p1, . . . , pl, p∗1, . . . , p∗l∗), a vector denoting all the true probabilities of failure for both
physical trials and computer simulations.
• Jn is a vector of length n consisting of 1s. That is, Jn = (1, 1, 1, . . . , 1)Tlength=n.
3.2 Defining pˆ
We must now quickly discuss methods of calculating pˆ, the estimate of the probability of
failure from a binomial sample. The most commonly used estimate is pˆ = Yi/ni, where Yi is
the number of failures and ni is the number of trials. A difficulty comes when taking the logit
transform of pˆ, specifically when pˆ is either 0 or 1. This leads to logit transforms of +∞ or
−∞, which leads to computational errors. To mitigate this problem, it is required to bound pˆ
away from zero and one. Three possible estimators are:
1. pˆi = (Yi + α)/(ni + 2α) for some small positive α.
2. pˆi = Yi/ni unless Yi = 0 or Yi = ni; then set pˆi =  or pˆi = 1 −  respectively for some
small positive .
3. pˆi = Yi/ni unless Yi = 0 or Yi = ni; then set pˆ = (Yi + α)/(ni) or pˆi = (Yi − α)/(ni)
respectively for some small positive α.
The primary difference between the first two estimators is that the first adjusts all pˆi values
whereas the second only adjusts if Yi = 0 or Yi = ni. The second two estimates differ in that
the last estimator allows pˆi to vary depending on the number of trials, ni. Either method can
be scaled to be “stronger”, i.e. bound pˆ further away from 0 and 1. Stronger bounding reduces
the non-linearity of the logit transform by excluding regions of [0,1] where the derivative of the
transform function is the largest which in turn will improve the numerical performance of our
methods.
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Ideally, the degree of shrinkage from zero or one should be chosen to reflect prior knowledge
of the extremes of failure function, if such knowledge exists. For example, if the probability of
failure is known to be greater than .01 for all covariate values, an appropriate choice might be
to use this value as a minimum probability estimate. If such prior information is not available,
another appropriate way to choose the level of bounding is based on practical differences. That
is, in our motivating application the number of physical trials is very limited, which makes
detecting the difference between p = 0 and p = 0.001 nearly impossible, and so using strategy
2 with  = 0.001 would likely be acceptable.
3.3 Generalized Linear Model
The first approach we will examine is the Generalized Linear Model methodology. To do
this, we first need to assume that, using the notation above, niyi and n∗jy
∗
j are independent
for all {i ∈ 1, . . . , l} and j ∈ {1, . . . , l∗} when conditioned on p1, . . . , pl and p∗1, . . . , p∗l∗ . If we
further assume, as seems reasonable, that niyi and n∗jy
∗
j have a binomial distribution with the
appropriate parameters (ni and pi or n∗j and p
∗
j ), then we can write down the joint distribution
of ~y = (y1, . . . , yl, y∗1, . . . , y∗l∗) as
f(~y|~p) =
l∏
i=1

 ni
niyi
 pniyii (1− pi)ni−niyi

l∗∏
i=1

 n∗i
n∗i y
∗
i
 (p∗i )n∗i y∗i (1− p∗i )n∗i−n∗i y∗i

(3.1)
which is also the form of the likelihood `(~p|~y). This distribution is of exponential family form
with natural parameter θi = log(pi/(1− pi) and so the likelihood can be reexpressed as
`
(
~θ|~y
)
=
l∏
i=1
exp {ni [yiθi − b(θi)] + c(yi, ni)}
l∗∏
i=1
exp {n∗i [y∗i θ∗i − b(θ∗i )] + c(y∗i , n∗i )} (3.2)
where ~θ = (θ1, . . . , θl, θ∗1, . . . , θ∗l∗), b(θ) = log[1 + exp(θ)] and c(y, n) = log[n!/(y!(n− y)!)].
The next step is to define a link function to transform the domain of probability, (0, 1), into
the real line, the natural range of linear models. Now, the expected value of yi is µi = pi =
b′(θi) = exp(θi)/(1 + exp(θi)). Therefore, the link function, g(µi) needs to transform µi from
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(0,1) to the entire real line, and any function that does so in a one-to-one fashion is acceptable.
Note that the logit function is the canonical link function for binomial random variables, and
is the natural choice for the link function. Therefore, let
g(µi) = log
(
µi
1− µi
)
= ηi (3.3)
The next step is to define a linear systematic component to the model, that is assume that
ηi = X˜Ti β (3.4)
where X˜i is an appropriate transformation/reorganization of the covariate information about
point i in order to achieve the desired linear model, and β is a vector of unknown coefficients.
In other words, if x˜i is one dimensional and continuous and we wish to fit a quadratic model,
then x˜i = (1, xi, x2i ). If the dimension of xi, or the type of linear model we wish to fit is
different, then x˜i is defined appropriately. This then implies that
µi = g−1(X˜Tβ) =
exp(X˜Ti β)
1 + exp(X˜Ti β)
(3.5)
With the above now established, a standard method for arriving at estimates of β is through
maximum likelihood, usually through a Newton-type iterative algorithm. In this case, the
standard practice is to use a Fisher Scoring algorithm because the derivative of the expected
information matrix about β for an independent sample is relatively straightforward. (The
derivation of the expected information matrix and the score function are detailed in, for ex-
ample, chapter 10 of Rao and Toutenburg (1999), and I will not reproduce it here.) With
the score function and expected information matrix, it is straightforward to implement the
iterative Fisher Scoring algorithm to compute the maximum likelihood estimate of β. Also
note that a Bayesian approach to this problem can be found in Gelman et al. (2004).
The GLM methodology offers many benefits over the analysis presented in Section 1.1.
First, this methodology offers a formal test for model validity. This can be accomplished by
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fitting the GLM to the physical and computer data separately (the “Full” model in which pa-
rameter vectors βp and βc are different in the physical and computer expressions, respectively),
and the combined data (the “Reduced model in which βp = βc = β). A likelihood ratio test
can then be performed for H0 : βp = βc. If the hypothesis is rejected, then there appears to
be a difference between the computer and physical failure functions, i.e. evidence that the
computer model is not valid.
The GLM methodology also allows for the prediction of the failure probability of the
physical and/or computer processes at untested locations. A standard approach for assessing
the uncertainty around these predictions relies on the asymptotic normality of MLEs and uses
Wald theory to generate pointwise confidence intervals around any predictions we care to make.
In the event that the assumption of asymptotic normality seems tenuous (which seems likely
given that we assume we have little data) a simple Bayesian way to measure the uncertainty
around the β parameters is through rejection sampling. Since we already have the MLEs of
β and the expected information matrix, then it is possible to generate proposal βs from a
multivariate normal distribution, and accept them with probability equal to the ratio of the
proposal likelihood to the maximum likelihood, repeating as necessary to build a sample of
sufficient size. This procedure is numerically difficult, but will better quantify the uncertainty
in the β parameters than standard Wald theory estimates in cases where the assumption of
normality of βˆ is clearly violated.
This analysis requires assumptions that are often difficult to justify. First, it assumes
that the experimenter has enough prior knowledge to specify a linear form for the transformed
failure probability surface. That is to say, before analysis we must assume that the transformed
surface can be accurately modeled as, for example, a quadratic polynomial in xi. Further, when
the dimension of the covariate space is large, even simple, low order polynomials contain a large
number of unknown parameters, which is especially problematic since we operate under the
assumption of relatively small data sets. This can lead to overfitting, and outright failure of
maximum likelihood estimation when the number of parameters is greater than the number of
design points.
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3.4 Gaussian Stochastic Process Model
In the previous section, we detailed the GLM methodology, and noted that one of the
principal weaknesses of this methodology is its requirement that the experimenter specify a
linear form for the transformed (via the link function) failure surface. In some cases, such
strong assumptions are not reasonable. One way to generalize this formulation is to avoid the
parametric framework and use a Gaussian Stochastic Process as a substitute for the linear
model. That is, instead of assuming that ηi = X˜Ti β as in equation 3.4, we will treat this
transformed surface as an unknown function and apply the techniques of compter experiments
to this unknown function. Specifically, we use a Gaussian Stochastic Processes as a prior
distribution for this unknown function. This approach mirrors the philosophy of Currin et al.
(1991), and the end result will bear significant resemblance to Diggle et al. (1998). The
motivation behind this prior assumption is that a Gaussian Process can be made to mimic
a wide variety of functional forms, and that these forms do not need to specified by the
experimenter.
3.4.1 Setting Up the GSP Model
Recall the basic notation in Section 3.1 as in the GLM case, assume that niyi and n∗jy
∗
j are
independent binomial random variables conditioned on the failure probabilities p1, . . . , pl and
p∗1, . . . , p∗l∗ . Now assume that we have two GSPs, T and T
∗, each defined over the experimental
region of x / x∗ values, collectively defined as X / X∗. Since T and T ∗ are GSPs, any
finite number of observations from those processes are distributed via a multivariate Normal
distribution, where the mean and variance matrix are dependent on the particulars of the GSP.
For our purposes, we will constrain our GSPs to be stationary, as in Currin et al. (1991), that
is, that the processes are constant mean, constant variance and with correlation structures
that depend only on the difference between two points. So, over the points included in the
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physical and computer experiments, we have:
T (X) =

log
(
p1
1−p1
)
...
log
(
pl
1−pl
)
 ∼ N(µ1, σ21R1) (3.6)
T ∗(X∗) =

log
(
p∗1
1−p∗1
)
...
log
(
p∗
l∗
1−pl∗
)
 ∼ N(µ2, σ22R2) (3.7)
where the (i, j) element of R1 (R2) is determined by the difference xi − xj (x∗i − x∗j ).
At this point, we will briefly discuss correlation functions and their implications. It should
be noted that the characterization of the variance structure of the GSP is often a primary goal
in traditional spatial statistics and geostatistics. However, for our purposes, there generally
is not enough data to determine an appropraite functional form for a correlation function or
variogram and will instead simply pick a correlation model, R(xi − xj), and then “tune” it
using estimated scale parameters. This choice can have profound impact upon the results of
the analysis, since the correlation functions dictate the continuity and smoothness properties
of possible sample paths a GSP can generate. For a more complete discussion on the properties
of correlation functions, we refer the reader to Santner et al. (2003). Briefly, any correlation
function must produce a positive semi-definite correlation matrix for any finite collection of
spatial points. For a stationary GSP to produce continuous sample paths, a correlation function
must converge to 1 as the difference xi−xj → 0. A correlation function must be symmetric, that
is R(xi−xj) = R(xj−xi). For our purposes we will restrict our attention to positive correlation
functions. While there are valid correlation functions that allow for negative correlation, it
seems difficult to physically justify such a correlation model for general use in our application. If
there exists specific engineering or scientific knowledge that would suggest that two observations
a certain distance apart should be negatively correlated, e.g. known periodic effects with
respect to one or more elements of x, then such a function should be explored.
We will briefly discuss a few of the more popular correlation functions in the computer
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experiments literature and their implications. Recall that we are concerned with stationary
correlation structures; any points xi, xj xa, xb for which |xi − xj | = |xa − xb| will have
the same correlation (corr(T (xi), T (xj)) = corr(T (xa), T (xb))). In this vein, we will denote
the correlation between responses at two points with difference d as R(d), or R(d, θ) if the
correlation structure is parameterized by θ. The following paragraphs will illustrate a few
common correlation functions for one dimensional covariate spaces.
The first correlation function we will mention is the linear correlation function which spec-
ifies that correlation decreases linearly as distance increases, until some point θ > 0, and is
then zero from there. Mathematically, this is written as
Rlinear(d, θ) =
 1− d/θ, d < θ;0, d ≥ θ. (3.8)
This function results in a GSP that produces continuous sample paths, but those sample paths
do not have derivatives.
Another correlation function is the nonnegative cubic correlation function. This function
is defined as
RNNCubic(d, θ) =

1− 6(d/θ)2 + 6(d/θ)3, d < θ/2 ;
2(1− d/θ)3, θ/2 ≤ d < θ;
0, d ≥ θ.
(3.9)
This function results in GSP sample paths that are continuous and have a single derivative
everywhere.
The third correlation function is actually a family of correlation functions, known as the
power exponential correlation function. In this family, for θ > 0 and 0 < p ≤ 2,
RPowerExp(d, θ, p) = exp{−(d/θ)p} (3.10)
which can be rewritten as
RPowerExp2(d, ρ, p) = ρd
p
(3.11)
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where ρ = exp(−1/θp). The second definition is slightly easier to use in some cases, and
is slightly easier to interpret. The properties of the GSP sample paths vary with p. For
p 6= 2, the paths are continuous everywhere but nondifferentiable. For p = 2, the sample paths
are infinitely differentiable. p = 1 produces GSPs commonly known as Ornstein-Uhlenbeck
processes, while the p = 2 case is generally called the Gaussian correlation function.
The final example correlation function is another family commonly called the Mate´rn Fam-
ily. This family is indexed by two parameters, θ > 0 and ν > 0 and is defined by
RMatern(d, θ, ν) =
1
Γ(ν)2ν−1
(
2
√
ν|d|
θ
)ν
Kν
(
2
√
ν|d|
θ
)
. (3.12)
where Γ(·) is the gamma function and Kν(·) is the modified Bessel function of order ν. This
function is notable in that the smoothness of the GSP sample paths is dependent on the
parameter ν. Specifically, they are differentiable of order dνe − 1, where dνe is the smallest
integer greater than or equal to ν. It should also be noted that this correlation family reduces
to the power exponential correlation function with p = 1 when ν = 1/2 and to the Gaussian
correlation function (power exponential correlation with p = 2) when ν →∞. In general ν is
often chosen depending on the amount of smoothness expected in the physical and computer
failure functions, and so desired in the GSP sample paths.
The reason we pay special attention to the sample path properties for given correlation
functions is because the standard practice is to choose a correlation function based on the
expected smoothness properties of the true function, based on prior knowledge. That is, if the
computer program output is known or expected to have a certain amount of smoothness, then
a correlation function associated with sample paths with those properties should be chosen.
Valid correlation functions are difficult to define in higher dimension. To deal with this, the
standard practice is to note that any two correlation matrices that are element-wise multiplied
result in a valid correlation matrix. Thus, if our problem’s covariate space has k dimensions
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the correlation function defined by
R(d,θ) =
k∏
i=1
Ri(di, θi) (3.13)
is a valid correlation function, where Ri(·) is a valid correlation function for a scalar-valued
argument, associated with the ith element of x. One other common practice for computer
experiments should be mentioned at this point. Since we are assuming a small number of
observations relative to the dimension of the covariate space, a common technique to reduce
the dimensionality of the parameter space is to assume a common scale parameter for each
dimension of the covariate space. That is, we could assume that all elements of θ are θ, a single
number. This then forces the contours of equal correlation to have major and minor axes of
identical length. While this certainly is an additional assumption, it results in an estimated
surface that is dependent on all dimensions of the covariate space, whereas for n < k GLM
methodology would require factor selection, which explicitly assumes that at least some inputs
have no effect.
Now suppose that we have chosen appropriate correlation functions RC and Rδ which are
parameterized by θ1 and θ2. Note that what follows does not require any of the simplifying
methods discussed above; we only require correlation functions valid for k dimensions, where
k is the dimension of the covariate space.
The next step is to articulate how the computer and physical data are related. Recall that
we have specified two GSPs, one that acts as a prior for the physical failure function, and the
other that acts as the prior for the computer failure function. In combining these two data
sets, we will develop a special case of the method of Kennedy and O’Hagan (2001). More
specifically, we will keep the definition of the computer GSP, T ∗, parameterized such that
T ∗(X∗) ∼MVNl∗ [µ1Jl∗ , σ21R∗1(θ1)] (3.14)
That is, the process T ∗ is a GSP with constant mean µ1, constant variance σ21, and T ∗(X∗) is
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a multivariate normal vector of scalar values from that process with correlation matrix
R∗1(θ1)i,j = RC(x
∗
i − x∗j ,θ1) (3.15)
where we use R∗1 to denote the correlation matrix for our given computer experiment design,
and RC to denote the particular correlation function chosen for the computer failure function
for this particular analysis. We will also denote R1 as the correlation matrix of the computer
process as applied to the physical design, that is
R1(θ1)i,j = RC(xi − xj ,θ1) (3.16)
and define R12 as the correlation matrix between the physical design and computer design
such that
R12(θ1)i,j = RC(xi − x∗j ,θ1) (3.17)
Now that the computer experiment process is defined, we need to define the GSP that acts
as a prior for the physical, real world failure function. We do this in the manner of Diggle
et al. (1998) by defining a second process called δ, such that T = T ∗ + δ and where T ∗ and δ
are independent. In this context, the process δ models the error in the computer simulation
relative to reality. We parameterize δ as Gaussian, with stationary mean µ2, variance σ22, and
correlation function Rδ(·,θ2). It follows that for the l points included in the physical design,
the corresponding δ values are distributed as
δ(X) ∼MVNl[µ2Jl, σ22R2(θ2)] (3.18)
where
R2(θ2)i,j = Rδ(xi − xj ,θ2). (3.19)
Now, since T ∗(X) (realizations of the computer process T ∗ at the physical design points)
and δ(X) (realizations of the error process at the physical design points) are both multivariate
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Gaussian random variables, their sum is also a multivariate gaussian random variable. That is
T (X) = T ∗(X) + δ(X) ∼MVNl
{
(µ1 + µ2)Jl, σ21R1 + σ
2
2R2
}
(3.20)
where the dependence of R1 on θ1 and R2 on θ2 is implied but not explicitly written.
The next step is to examine the covariance between T (X) and T ∗(X∗). Recalling that we
define T ∗ and δ to be independent,
Cov{T (X), T ∗(X∗)} = Cov{T ∗(X) + δ(X), T ∗(X∗)}
= Cov{T ∗(X), T ∗(X∗)}+ Cov{δ(X), T ∗(X∗)}
= σ21R12 + 0 = σ
2
1R12 (3.21)
where R12 is defined in equation 3.17, and its dependence on θ1 is again implicit. Thus T (X)
T ∗(X∗)
 ∼MVN

 (µ1 + µ2)Jl
µ1Jl∗
 ,
 σ21R1 + σ22R2 σ21R12
σ21R
T
12 σ
2
1R
∗
1

 (3.22)
Finally, to bring all of this together, we use the above multivariate Gaussian distribution as
a prior for the unknown, transformed failure probabilities for both the physical and computer
tests. That is, in the manner of the GLM, we assume that
niyi|pi ∼ binomial(pi, ni), ∀i = 1, . . . , l (3.23)
n∗jy
∗
j |p∗j ∼ binomial(p∗j , n∗j ), ∀j = 1, . . . , l∗ (3.24)
where the true values of pi and p∗j are unknown. Then define
Ti = log
(
pi
1− pi
)
,∀i = 1, . . . , l (3.25)
T ∗j = log
(
p∗j
1− p∗j
)
,∀j = 1, . . . , l∗ (3.26)
and place a prior distribution on the Ti and T ∗j via the GSP developed above. That is, we
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model the transformed failure probabilities as
 T (X)
T ∗(X∗)
 ∼MVNl+l∗

 (µ1 + µ2)Jl
µ1Jl∗
 ,
 σ21R1 + σ22R2 σ21R12
σ21R
T
12 σ
2
1R
∗
1

 (3.27)
where T (X) = (T1, . . . , Tl)T and T ∗(X∗) = (T ∗1 , . . . , T ∗l∗)
T . Then an expression proportional to
the posterior of the distribution of the unknown T and T ∗ conditioned on the observed data vec-
tors y and y∗ as well as the parameters of the MVN prior distribution, namely µ1, σ21,θ1, µ2, σ22,
and θ2 can be written as
f(T (X), T ∗(X∗) | y,y∗, µ1, σ21,θ1, µ2, σ22,θ2) ∝
l∏
i=1
{(
exp(Ti)
1 + exp(Ti)
)niyi ( 1
1 + exp(Ti)
)ni(1−yi)}
×
l∗∏
j=1

(
exp(T ∗j )
1 + exp(T ∗j )
)n∗j y∗j ( 1
1 + exp(T ∗j )
)nj(1−y∗j )
× 1
(2pi)(l+l∗)/2
∣∣∣∣∣∣∣
 σ21R1 + σ22R2 σ21R12
σ21R
T
12 σ
2
1R
∗
1

∣∣∣∣∣∣∣
−1/2
× exp
−12
 T (X)− (µ1 + µ2)Jl
T ∗(X∗)− µ1Jl∗

T  σ21R1 + σ22R2 σ21R12
σ21R
T
12 σ
2
1R
∗
1

−1
×
 T (X)− (µ1 + µ2)Jl
T ∗(X∗)− µ1Jl∗

 . (3.28)
3.4.2 Analysis based on the GSP Model
Data analysis based on the GSP model carries a number of difficulties. First note that for a
design of l+ l∗ = N points, there are at least N+6 parameters; {pi}, {p∗i }, µ1, σ21, θ1, µ2, σ22 and
θ2. This over-parametrization leads to difficulties with maximum likelihood analysis and most
other traditional statistics simply because there are more unknowns than observations, and so
no unique point estimators of the parameters. Further, we are already in a Bayesian context
given that we are using the GSPs as a prior distribution for the unknown failure functions.
Therefore it is natural to consider a Bayesian analysis for this model. To complete this process,
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we must deal with the parameters of the GSPs. One option is to be a “subjective Bayesian” and
simply pick the parameters for the GSPs that the researcher feels is most appropriate. This is
often difficult however, because the parameters of the GSPs and their relation to the suitability
of the sample paths to approximate the unknown functions is unclear; in practice it is difficult
to choose good values. Another related method called empirical Bayesian Analysis, uses the
data to estimate the GSP parameters via maximum likelihood. As stated earlier, maximum
likelihood of the full likelihood in terms of all unknowns does not lead to unique parameter
estimates in some cases. Lithoid analysis is possible for simpler models; for example if we know
{pi} and {p∗i } then we have enough information to conduct a maximum likelihood analysis on
the GSP parameters and from there conduct empirical Bayesian analysis to predict failure
probabilities at other locations. The final alternative which takes into account uncertainty in
the observed failure proportions is to use a hierarchical model, and put priors on the GSP
parameters themselves and conduct a full Bayesian analysis. The rest of this section assumes a
hierarchical Bayesian analysis, but note that an empirical Bayesian analysis would be similar,
only leaving out the prior distributions on the GSP parameters.
Choosing these prior distributions on the GSP parameters is also not easy, as there are no
generally accepted choices for distributions that are diffuse or noninformative, at least for the
entire set of parameters. In general, we recommend using one of the generally accepted prior
distributions for multivariate Gaussian distribution mean and variances, such as a uniform or
Gaussian distribution with large variance for the means, and either a uniform distribution or
an inverse gamma distribution for the variances. Prior distributions for the elements of θ1
and θ2 are more difficult, and there is no clear concensus in the literature for a “standard”
prior. We tentatively recommend a uniform prior, where the bounds of the priors are chosen to
ensure “reasonable” levels of correlation relative to the distances contained in the design. That
is, it would be wise to limit θ1 and θ2 such that the correlation between the two most widely
separated points is not close to 1, for the simple reason that it would seem impractical for
almost all of the information about the failure surface to be contained in the near-equivalent of
a single observation. Similarly, it might be wise to constrain the correlation parameters such
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that the closest pair of design points have a minimum correlation, as extremely low correlation
parameters imply that there is little spatial structure to the data.
At this point, we pause to say more about the nature of nonidentifiability, or near-nonidentifiability
that is inherent in this posterior distribution. To see that this is the case, consider what hap-
pens as we increase the correlation parameter θ1 (assuming a 1 dimensional example). As θ1
gets large, the correlation increases, until at some point the correlation between all points in
the design is very close to 1. At this point, increasing θ1 further has little effect, and results in
almost the same distribution. The same is true for low values of the correlation parameters,
because for a fixed design, at some point the correlation between the closest two design points
becomes very close to zero, and reducing θ1 further makes very little change in the resulting
distribution. Finally, note that there is an interplay between the variance parameters and the
correlation parameters - high correlation parameters can be offset by high variance parameters.
That is, large values of θ, leading to large correlations can be offset in the posterior by a large
value of σ2. Thus a given amount of variation in the observed data can be explained either by
saying the correlation is weak and the variance is relatively small, or by saying the correlation
is strong and the variance relatively large. It should also be noted that these issues are not
solely related to the structure of our problem, but are issues involved generally with GSPs.
Once we have decided on a Bayesian analysis, and chosen appropriate GSP parameter values
and/or prior distributions, the next logical step is to simulate from the posterior distribution
using MCMC sampling. We will not dwell here on the specifics of how to accomplish MCMC,
and will defer the discussion of how we accomplished this simulation to the next chapter.
3.4.3 Predictions for the GSP Model
For GSP Models, prediction for points not included in the design is relatively straightfor-
ward. Suppose that we have chosen priors and conducted an appropriate MCMC simulation
such that we have a sample from the posterior distribution of all the parameters, specifically
T (X), T ∗(X∗), µ1, σ21,θ1, µ2, σ22, and θ2. From this sample, we construct a predictive sample
at any x of interest, and then choose an appropriate estimator based on that predictive sample.
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We recommend the posterior mean, though postior median is also plausible depending on what
loss function you wish to consider. Conditioned on all other parameters, the posterior mean is
identical to the classical BLUP as found in chapter 4 of Santner et al. (2003). This estimate is
also the mean of the conditional distribution of the prediction given the data already observed.
Specifically, a prediction of the link transformed failure probability at a given point x0 of the
physical process for given values of all model parameters can be expressed as
Tˆ (x0) = µ1 + µ2 +
 σ21R′1 + σ22R′2
σ21R
′
3

T  σ21R1 + σ22R2 σ21R12
σ21R
T
12 σ
2
1R
∗
1

−1 T (X)− µ1 − µ2
T ∗(X∗)− µ1

(3.29)
where R′1 and R′2 are vectors of length l and R′3 is a vector of length l∗ such that
R′1 = (RC(x0 − x1,θ1), . . . , RC(x0 − xl,θ1))T (3.30)
R′2 = (Rδ(x0 − x1,θ2), . . . , Rδ(x0 − xl,θ2))T (3.31)
R′3 = (RC(x0 − x∗1,θ1), . . . , RC(x0 − x∗l∗ ,θ1))T (3.32)
For the corresponding computer process, the equation is much the same.
Tˆ ∗(x0) = µ1 +
 σ21R′1
σ21R
′
3

T  σ21R1 + σ22R2 σ21R12
σ21R
T
12 σ
2
1R
∗
1

−1 T (X)− µ1 − µ2
T ∗(X∗)− µ1
 (3.33)
These predictions have predictive variance given by
V
 Tˆ (x0)
Tˆ ∗(x0)
 =
 σ21 + σ22 σ21
σ21 σ
2
1

−

f0
ΣN1
ΣN2

T 
02×2 F T0,P F
T
0,C
F0,P σ
2
1R1 + σ
2
2R2 σ
2
1R12
F0,C σ
2
1R
T
12 σ
2
1R
∗
1

−1
f0
ΣN1
ΣN2
 (3.34)
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where
f0 =
 1 1
1 0
 (3.35)
F0,P =

1 1
1 1
...
...
1 1

l×2
(3.36)
F0,C =

1 0
1 0
...
...
1 0

l∗×2
(3.37)
ΣN1 =
(
σ21R
′
1 + σ
2
2R
′
2 σ
2
1R
′
1
)
l×2
(3.38)
ΣN2 =
(
σ21R
′
3 σ
2
1R
′
3
)
l∗×2
(3.39)
with R1,R2, R∗1 and R12 defined as in Equations 3.16, 3.19, 3.15, and 3.17 respectively.
Recall that the predictions computed by Equations 3.29 and 3.33 are conditioned on values
for all GSP parameters, T (X) and T ∗(X∗), and we integrate over the posterior distribution of
these parameters by computing these predictions for a each value of a posterior sample (from
the MCMC simulation) and then using the of the mean of the resulting predictive distribution
as the predictor. Also note that because the estimates in 3.29 and 3.33 are linear combinations
of T (X) and T ∗(X∗), which are assumed to be Gaussian, the Tˆ (x0) and Tˆ ∗(x0) are themselves
Gaussian. Therefore, suitable pointwise credible intervals may be constructed by simulating
from this predictive distribution. That is, for each posterior sample, simulate a Gaussian
random variate with mean of Tˆ (x0) or Tˆ ∗(x0) and variance equal to the (1, 1) or (2, 2) entry in
the matrix calculated in Equation 3.34 as appropriate depending on whether x0 is a physical
or computer process prediction. This sample can then be used to create appropriate credible
bounds by excluding α/2 most extreme results in each tail, where α is the desired Type-I error
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rate. Also note that with these random draws, we have what is needed for inference about δ
at x0 as well.
3.5 Gaussian Approximation Model
In the previous sections, we have examined two possible extensions to the basic problem
described in Chapter 1.1, and noted both their benefits and drawbacks. The most significant
benefit to the GSP model described in Section 3.4 is that the GSP can mimic a wide variety
of functional forms that we do not need to specify in advance. The downside is that it is long
and laborious to analyze, as it requires MCMC simulation.
One method of simplifying the GSP model is to remove the binomial variation of the pos-
terior and treat the transformed estimates of failure probability as the actual probability of
failure, and then apply a Gaussian Stochastic Process as a prior distribution on the unknown
transformed surface. This approximation ignores the fact that the observed data reflect a
“noisy” picture of the transformed surface due to the binomial sampling variation. The ap-
proximation leads to analysis much like that found in the majority of the computer experiment
techniques described in Chapter 2 which treat the observations as known without error - they
are appropriate when the GSP should be an interpolating prediction.
A somewhat less restrictive approximation that also eliminates the binomial factors from
the likelihood can be set up through the relatively common spatial statistics technique of
including a “nugget effect”. In spatial statistics, the nugget effect often represents small scale
variation below the observed fidelity of the measurements, i.e. the amount of variation over
the scale of a few inches when the spatial distance between observations is hundreds of feet
of more. For a more detailed review of the interpretation and techniques associated with the
nugget effect, see Cressie (1993). We incorporate this approximation to the binomial variability
in the Gaussian Approximation Model.
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3.5.1 Problem Setup
The general idea of this approximation is to use the same kind of structure (i.e. a GSP prior
on the unknown function/surface of failure probabilities), but eliminate the binomial portion
of the likelihood. To this end, we will treat the empirical logit of the estimated probabilities
of failure, say pˆi and pˆ∗i as direct observations of the unknown transformed failure probability
surface. The weakness of this approach is that since actually we observe a binomial random
variable, there is variance associated with these observations. Specifically, given the definitions
of Yi and Y ∗i above, for pˆi = Yi/ni
V (Yi) = nipi(1− pi) (3.40)
V (pˆi) =
pi(1− pi)
ni
(3.41)
and by the delta method
V
[
log
(
pˆi
1− pˆi
)]
≈ 1
pi(1− pi)ni (3.42)
where substituting pˆ in for p yields an estimator of the the variance.
The next step is to add the GSP prior to the unknown surface for which we we have noisy
observations. That is, if we define
T˜ (X) =

log (pˆ1/(1− pˆ1))
...
log (pˆl/(1− pˆl))
 (3.43)
T˜ ∗(X∗) =

log (pˆ∗1/(1− pˆ∗1))
...
log (pˆ∗l∗/(1− pˆ∗l∗))
 (3.44)
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Σ1 = σ21

1 RC(x1 − x2,θ1) · · · RC(x1 − xl,θ1)
RC(x2 − x1,θ1) 1 · · · RC(x2 − xl,θ1)
...
...
. . .
...
RC(xl − x1,θ1) RC(xl − x2,θ1) · · · 1

(3.45)
Σ∗1 = σ
2
1

1 RC(x∗1 − x∗2,θ1) · · · RC(x∗1 − x∗l∗ ,θ1)
RC(x∗2 − x∗1,θ1) 1 · · · RC(x∗2 − x∗l∗ ,θ1)
...
...
. . .
...
RC(x∗l∗ − x∗1,θ1) RC(x∗l∗ − x∗2,θ1) · · · 1

(3.46)
Σ2 = σ22

1 Rδ(x1 − x2,θ1) · · · Rδ(x1 − xl,θ1)
Rδ(x2 − x1,θ1) 1 · · · Rδ(x2 − xl,θ1)
...
...
. . .
...
Rδ(xl − x1,θ1) Rδ(xl − x2,θ1) · · · 1

(3.47)
Σ12 = σ21

RC(x1 − x∗1,θ1) RC(x1 − x∗2,θ1) · · · RC(x1 − x∗l∗ ,θ1)
RC(x2 − x∗1,θ1) RC(x2 − x∗2,θ1) · · · RC(x2 − x∗l∗ ,θ1)
...
...
. . .
...
RC(xl − x∗1,θ1) RC(xl − x∗2,θ1) · · · RC(xl − x∗l∗ ,θ1)

(3.48)
where Σ1 is the covariance matrix for the computer process at the physical data design points,
Σ∗1 is the covariance matrix for the computer process at the computer design points, Σ2 is the
error process covariance matrix at the physical design points, and Σ12 is the covariance matrix
for the computer process between the physical and computer design points, and hence it is
not necessarily a square matrix, but is l × l∗. All of these are defined in terms of the chosen
correlation functions RC and Rδ for the computer and error processes respectively and which
are parameterized by θ1 and θ2, respectively, both possibly vectors. We will vary from the
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previous methodology by approximating the effect of the binomial variability by inserting a
variance nugget to the models for T˜ (X) and T˜ ∗(X∗) equal to an the approximate variance of
the logit-transformed pˆi for each observation. Therefore we have that T˜ (X)
T˜ ∗(X∗)
 ∼˙MVNl+l∗

 (µ1 + µ2)Jl
µ1Jl∗
 ,
 Σ1 + Σ2 Σ12
ΣT12 Σ
∗
1
+
 M 0
0 M∗

 (3.49)
where M and M∗ are diagonal matrices representing the nugget effects being added. Exact
expressions for their non-zero elements are difficult to obtain. These can be approximated via
the delta method; the ith diagonal element of M is approximately 1/[pi(1− pi)ni] and that of
M∗ is approximately 1/[p∗i (1 − p∗i )n∗i ]. We estimate these quantities from the observed data,
leading to
Mˆ =

1
pˆ1(1−pˆ1)n1 0 · · · 0
0 1pˆ2(1−pˆ2)n2 · · · 0
...
...
. . .
...
0 0 · · · 1pˆl(1−pˆl)nl

(3.50)
Mˆ∗ =

1
pˆ∗1(1−pˆ∗1)n∗1 0 · · · 0
0 1pˆ∗2(1−pˆ∗2)n∗2 · · · 0
...
...
. . .
...
0 0 · · · 1pˆ∗
l∗ (1−pˆ∗l∗ )n∗l∗

(3.51)
and replace M and M∗ in Equation 3.49 by Mˆ and Mˆ∗ in our working model.
At this point, it must be noted that pˆ plays a part in two separate portions of this equation.
pˆ not only appears in T˜ = log
(
pˆ
1−pˆ
)
, it also appears in Mˆ and Mˆ∗. It is easy to see that
extreme values of pˆ can lead to extremely large estimated nugget effects (diagonal elements of
Mˆ and Mˆ∗), which essentially discounts any informational value in those observations. For
example, suppose that ni = 50 and pˆ is defined such that at it can be no smaller than .001. In
this case, Equation 3.42 implies an approximate variance estimate for T˜i of 20.02 and a 95%
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confidence interval for T˜i of roughly (-15.67, 1.86). This confidence interval encompasses pi
values up to approximately 0.865, which tells us that we have very little information about pi.
In contrast, 50 binomial trials with no failures is powerful evidence that pi is at least less than
.5, where the probability of 50 successful binomial trials with pi = .5 is less than 10−15.
The reason for this overly large confidence interval is the incorrect shape of the Gaussian
distribution. For the example above, pi = 0 is a plausible value, as is pi = .01 (where the
probability of 50 successful binomial trials is approximately .6). Thus, a confidence interval
for T˜i should encompass both −∞ and log(.01/.99) ≈ −4.595, and thus the magnitude of the
variance in T˜i must be very large. Further, note that pi = .2 is not very plausible, as the
probability of 50 successful trials is approximately 1.5 × 10−5 and hence log(.2/.8) = −1.39
should not be in the confidence interval. Thus, it is clear that the uncertainty in pi created by
the binomial distribution is not symmetric when transformed via the logit transform, but we
are approximating it with a symmetric Gaussian distribution.
Correcting for this error can be done in one of two ways. The first is by choosing a more
“aggressive” method of calculating pˆ as described in Section 3.2. For example, if we instead
defined pˆi to be no smaller than .01, then T˜ would have an approximate variance of 2, with a
resulting confidence interval between -7.38 and -1.81 which corresponds to pi values between
approximately .0006 and .14. These bounds are more reasonable, and can be tightened further
by bounding pi further away from 0 and 1. On the other hand, this might not be viable, as
prior information might indicate that near-zero p values are possible or even likely. In this
case, a better approach would be to impose an upper bound of the magnitude of the nugget
effect. This would limit the error in the direction of zero (positive error when zero failures
are observed, negative error when all failures are observed), but also underestimate variance
in the extreme direction. This is usually not terribly significant, as probability scale difference
between a confidence interval that has an extreme boundary of 20 (or -20) is not practically
different from one that has an extreme boundary of 30 (or -30), especially given that we assume
a relatively small sample size. As a quick example, again suppose pi is defined to be no smaller
than .001 and ni = 50. Further suppose that limit the nugget effect to three times the estimated
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variance when one failure is observed, that is, (1/50×(1−1/50)×50)−1×3 ≈ 3.06. This would
make the corresponding confidence interval about T˜i be (-10.34,-3.48) and corresponding the
pi interval of approximately (3×10−5, .03). The second method has the benefit of not inducing
additional bias that would be incurred if pi were bounded more sharply away from zero and
one. All of our numerical examples will utilize this second method to ensure reasonable nugget
size.
3.5.2 Analysis of the Gaussian Approximation Model
Now that we have described the framework for the Gaussian Approximation Model, we
must now discuss how to use that framework to estimate the unknown GSP parameters, and
make any new predictions of failure probabilities that are required.
The first option for analysis is to conduct a Bayesian hierarchical analysis. This option is
the most rigorous, and involves augmenting the model to a hierarchical form by placing prior
distributions on the GSP parameters, and then conducting a full MCMC simulation to draw
a sample of the posterior distribution of all quantities of interest. Note that with the removal
of the binomial portion of the likelihood, this is a simpler calculation, with possibly “better”
MCMC qualities than the method described in Section 3.4, but will still require significant
effort.
Another option is to use empirical Bayesian estimates. This option is much easier than
the full Bayesian analysis because it does not require full MCMC simulation. The essence
of Empirical Bayes is to estimate the parameters of the prior distributions (in this case the
two independent computer and error GSPs) using the given data, generally through maximum
likelihood. We then treat the prior parameters as fixed. This makes subsequent analysis easy,
because if we fix the GSP parameters, then failure probability prediction is accomplished by
drawing realizations of a multivariate normal vector with all parameters specified.
The disadvantage to this approach is that in fixing the GSP parameters, we are not taking
into account the uncertainty in those parameters. On the other hand, the GSPs are prior
distributions, and fully specified prior distributions are needed, either at this level or in some
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higher level in a hierarchical model. Another limitation is that we have to find the maximum
likelihood estimates of the GSP parameters, which can be challenging due to potential non-
identifiability and potentially large, nearly flat areas of the likelihood surface.
It is well known that for a single process given the covariance matrix, say Σ, of the response
variable at the design locations, the the maximum likelihood estimator for the constant mean
of the process is
µˆ =
JTn Σ
−1Yd
JTn Σ−1Jn
(3.52)
where Jn is an n-dimensional vector of 1s and Yd is the observed data vector. For our problem,
we have two mean parameters, µ1 and µ2 which complicates things only slightly. In our case,
µ1 is a component of the expectation of all data points, but µ2 is modeled in the expectation
of only the physical data points. Thus the maximum likelihood estimates of µ1 and µ2 under
our approximate Gaussian model are
 µˆ1
µˆ2
 =

 Jl Jl
Jl∗ 0

T  Σ1 + Σ2 + Mˆ Σ12
ΣT12 Σ
∗
1 + Mˆ
∗

−1 Jl Jl
Jl∗ 0


−1
×
 Jl Jl
Jl∗ 0

T  Σ1 + Σ2 + Mˆ Σ12
ΣT12 Σ
∗
1 + Mˆ
∗

−1 T˜ (X)
T˜ ∗(X∗)
 (3.53)
This result allows us to easily calculate the maximum likelihood estimates of µ1 and µ2,
without using a numeric search procedure. Unfortunately, this numeric search cannot be
avoided for σ21, σ
2
2,θ1 and θ2. To see why this is the case, recall that for a single constant mean
process, the maximum likelihood estimator for σ2 for a given correlation matrix R and MLE
of µ is given by
σˆ2 =
1
n
(Yd − µˆJn)TR−1(Yd − µˆJn) (3.54)
This closed form expression is possible because we can factor σ2 out of the covariance matrix
and be left with a correlation matrix. The variance matrix in our model is more complicated;
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from Equation 3.49:
 Σ1 + Σ2 Σ12
ΣT12 Σ
∗
1
+
 Mˆ 0
0 Mˆ∗
 =
 σ21R1 + σ22R2 + Mˆ σ21R12
σ21R
T
12 σ
2
1R
∗
1 + Mˆ
∗
 (3.55)
where R(·) is the appropriate correlation matrix between the computer data points, physical
data points, etc. for the appropriate process. Note that we cannot factor σ21 or σ
2
2 out of
the matrix since Mˆ and Mˆ∗ are known constant matrices not dependent on either σ1 or σ2.
Therefore, the maximum likelihood estimator for both σ1 and σ2 will have to be found using
a numerical search technique.
θ1 and θ2 also require a numerical search to find the MLEs. Thus we must search in at
least 4 dimensional space for the MLE (once we have σ1,θ1, σ2,θ2 we get µˆ1 and µˆ2 in closed
form), and possibly more depending on the dimension of θ1 and θ2.
The choice of numerical search technique is relatively open. Note however that the deriva-
tives of the likelihood function with respect to σ21, σ
2
2, θ1 and θ2 are not simple, and hence any
search algorithms relying on those derivatives are also not simple. We recommend the Nelder
and Mead simplex optimization (Nelder and Mead (1965)) approach, using multiple starting
points to maximize the chance of finding a true maximum of the likelihood function.
3.5.3 Prediction using the Gaussian Approximation Model
The prediction methodology for the Gaussian Approximation Model is based on well known
conditional Gaussian distribution results, and is extensively detailed in chapter four of Santner
et al. (2003). The covariance matrix of the data has been altered according to our approxima-
tion, and this will alter the results we see (because of the nugget effect, the sample paths will
no longer be interpolations of the observed data), but the key methodology is still the same.
Suppose we want to use the observed data, T˜ (X) and T˜ ∗(X∗) above, to predict new values
of both the transformed physical process and transformed computer process at a new location
x0, with corresponding values T (x0) and T ∗(x0) respectively. For notational simplicity, define
T ′(X ′0) = [T (x0), T ∗(x0)]T where X ′0 is simply x0 ⊗ (1, 1)T , that is a 2 × k matrix where
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both rows equal x0. Further suppose we have some suitable estimates of the prior parameters
(µ1, µ2, σ1, σ2,θ1,θ2), which will be considered given for the remainder of this section. Then we
can rely on the Best Linear Unbiased Prediction (BLUP) of T ′(X ′0) given T˜ (X), T˜ ∗(X∗) based
on the approximate model. To write the form of this predictor, first define µ = (µ1 +µ2, µ1)T .
Also define Σ0P and Σ0C as Cov(T ′(X ′0), T˜ (X)) and Cov(T ′(X ′0), T˜ ∗(X∗)), respectively, noting
that they are 2 × l and 2 × l∗ matrices respectively. Then the BLUP of T ′(X ′0), written here
as T̂ ′(X ′0), can be expressed as
T̂ ′(X ′0)|T˜ (X), T˜ ∗(X∗) = µ +
(
Σ0P Σ0C
) Σ1 + Σ2 + Mˆ Σ12
ΣT12 Σ
∗
1 + Mˆ
∗

−1
×
 T˜ (X)− (µ1 + µ2)Jl
T˜ ∗(X∗)− µ1Jl∗
 (3.56)
To write the variance, we need to introduce three more pieces of notation. First, let Σ0 be
defined as the unconditional variance matrix of T ′(X ′0) formed using the given values of the
GSP parameters. Second, define f0 as an 2× 2 matrix such that the first row of takes on the
value (1, 1) and the second row takes on the value (1, 0). Lastly, define F0,P = (1, 1)⊗ Jl and
F0,C = (1, 0)⊗ Jl∗ . Then the conditional variance matrix of the BLUP of T̂ ′(X ′0) given T˜ (X)
and T˜ ∗(X∗) is
V
(
T̂ ′(X ′0)|T˜ (X), T˜ ∗(X∗)
)
= Σ0 −
(
f0 Σ0P Σ0C
)
×

02×2 F T0,P F
T
0,C
F0,P Σ1 + Σ2 + Mˆ Σ12
F0,C ΣT12 Σ
∗
1 + Mˆ
∗

−1
×
(
f0 Σ0P Σ0C
)T
(3.57)
As previously stated, since T̂ ′(X ′0) is a linear combination of Gaussian random variables, it
is itself a Gaussian random variable, which implies that the predictive distribution of T̂ ′(X ′0) is
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completely specified by the mean and variance described in equations 3.56 and 3.57 respectively.
Note that T̂ ′(X ′0) encompasses a prediction of the physical process and a prediction of the
computer process for the covariate location x0. From here, a common sense estimator of the
error process at x0, called δ(x0), is simply δˆ(x0) = Tˆ (x0) − Tˆ ∗(x0). Since Tˆ (x0) and Tˆ ∗(x0)
are Gaussian and unbiased, δˆ(x0) is also Gaussian and unbiased, with mean Tˆ (x0) − Tˆ ∗(x0).
The variance of δˆ(Xnew) is a bit more complicated. By the definition of variance,
V (δˆ(x0)|Tˆ (x0), Tˆ ∗(x0) = V [Tˆ (x0)] + V [Tˆ ∗(x0)]− 2Cov[Tˆ (x0), Tˆ ∗(x0)] (3.58)
where V [Tˆ (x0)], V [Tˆ ∗(x0)] and Cov[Tˆ (x0), Tˆ ∗(x0)] are contained in the matrix V
(
T̂ ′(X ′0)|T˜ (X), T˜ ∗(X∗)
)
found in Equation 3.57. V [Tˆ (x0)] is the (1,1) entry of this matrix, V [Tˆ ∗(x0)] is the (2,2) entry
and the covariance between V [Tˆ (x0)] and V [Tˆ ∗(x0)] is the off diagonal entry.
We now turn to estimating the failure probabilities of all three processes (physical, computer
and error) in the probability scale. The naive predictor would simply be the inverse logit
transform of the logit scale predictor, but this predictor is biased because the logit and inverse
logit transform functions are not linear. A more appropriate way to compute probability
scale predictions would be to generate a suitable large sample for the logit scale predictive
distribution of T̂ ′(X ′0), that is the predictive distribution of both the physical and computer
processes at the new point in x0, and compute the inverse logit transform of each realization in
the sample. The expectation of the transformed sample can be computed via simple averaging
of the results. Confidence intervals can also be constructed from this transformed sample.
Further, probability scale prediction of the error process can be made by subtracting the paired
transformed physical and computer predictions, and using the resulting sample to compute a
predictor (via the mean of the transformed sample) and appropriate confidence intervals. The
goal of the random sampling is to move the expectation operator outside of the inverse logit
transform, and thus ensure an unbiased predictor.
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3.6 The Reduced Bayesian Model
The final method described in this section is a hybrid between the Gaussian Approximation
method described in Section 3.5 and the full hierarchical Bayesian method described in Section
3.4. It should also be clear that a full hierarchical Bayesian treatment is difficult because each
time new GSP parameters are chosen, an l+ l∗× l+ l∗ matrix must be inverted, which becomes
computationally intensive as the number of data observations (l + l∗) increases. It was also
noted in Section 3.4.2 that one way to make this easier is to conduct an empirical Bayes-like
analysis by using Maximum Likelihood estimates of the GSP parameters, although this is
difficult because the model includes more parameters than data observations by construction.
Now recall that in Section 3.5 we described a model that assumed direct observation of the
failure probabilities, and approximated the uncertainty of those observations using a nugget
in the structure of the GSP, and used numerical search techniques to estimate the Maximum
Likelihood estimators of the GSP parameters. The key to the Reduced Bayesian Model is
to use these GSP parameters within the context of the Full Bayesian analysis and prediction
described in Sections 3.4.2 and 3.4.3.
The first step in useing the Reduced Bayesian Model is to conduct a numerical search for the
Maximum Likelihood estimators of µ1, σ21,θ1, µ2, σ
2
2 and θ2 in accordance with the likelihood
structure of the Gaussian Approximation Model defined in Equation 3.49 and a numerical
search technique as described in Section 3.5.2. Once the GSP parameters for the Gaussian
Approximation model are found, we then switch gears and transition to an analysis similar to
the full Bayesian analysis described in Section 3.4.2, only where the GSP parameters are fixed at
those values found during the numerical search portion of the Gaussian Approximation model.
That is, a sample from the posterior distribution of T (X) and T ∗(X∗) given the observed
binomial data is generated via MCMC using the unscaled posterior function in Equation 3.28.
Prediction at any new point x0 is then carried out as described in Section 3.4.3 using Equations
3.33 and 3.34 to generate a predictive sample at any given point x0, and then averaging this
sample to arrive at a predictor.
Model differs from that of the Full Bayesian Model by fixing the GSP parameters, instead of
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putting prior distributions on them and using MCMC simulation to sample from the posterior
distribution given the observed data. Fixing these parameters results in significant savings
in computation time for the MCMC simulation as well as the prediction methodology, as
covariance matrix of the design points must only be inverted once. On the other hand, the
GSP parameters were fixed using estimates of an approximated model instead of allowing the
MCMC simulation to explore the posterior distribution of the parameters, which could affect
the predictive accuracy.
The benefits of this model over the Gaussian Approximation model is that the distributions
of T (X) and T ∗(X∗) are explored via the MCMC (although with the prior GSP parameters
fixed) instead of assuming them to be distributed according to a Gaussian distribution. This
comes at the cost of increased computational complexity, as the MCMC simulation and pre-
diction methodology are more computationally intensive than the Gaussian Approximation
method, especially since the MLE search is the most computationally intensive part of the
Gaussian Approximation method and must be accomplished for the Reduced Bayesian method
anyway.
3.7 Summary
This chapter has detailed four methods to analyze binary output computer validation stud-
ies. The first method is to use a GLM, where the expectation of the binomial random com-
ponent (that is, the failure probabilities) are linked through the logit transform to a linear
function in the covariate information. Fitting this model is relatively easy, with standard
implementations in commonly available statistical software such as R.
The next method is termed the Full Bayesian method. The purpose of this and following
methods is to avoid the parametric framework and instead use a GSP as a substitute for the
linear model. To do this, we use the GSP as prior distributions on the unknown physical and
computer failure functions. We tie the computer and physical computer functions together by
assuming that one process, T ∗ acts as a prior distribution on the computer simulation failure
function. The second process, δ, is independent of T ∗, and we define T = T ∗ + δ as the
42
prior distribution on the unknown physical failure simulation. The parameters of these GSPs
are assigned prior distributions themselves. We analyze this model in a Bayesian fashion,
drawing samples from the posterior distribution of T (X), T ∗(X∗) and the GSP parameters
using MCMC simulation. Predictive distributions are constructed from this MCMC simulation
using the BLUP detailed in Equations 3.29, 3.33 and 3.34. These prediction distributions, and
their transforms, are utilized to construct estimators and credible intervals of the physical,
computer and difference functions. This method is the most computationally intensive method
we discuss.
The third method, called the Gaussian Approximation method, is an approximation of the
Full Bayesian method that assumes that we actually observe values (with error) from the GSPs
that serve as prior distributions on the unknown failure surfaces. By making this assumption,
we dramatically reduce the number of unobserved quantities in the model. To reflect the
uncertainty in these observations, we add a nugget effect with magnitude derived from the
Delta method approximation of the binomial variance. We analyze this model in an empirical-
Bayesian fashion, and estimate the GSP parameters via maximum likelihood. Predictions are
then made using the BLUP, which is similar to that in the Full Bayesian method, with the
prime difference being the addition of the nugget effect. This method avoids the need for
MCMC simulation and is thus much less computationally intensive than the Full Bayesian
method.
The last method is the Reduced Bayesian method, and is an intermediate step between the
Full Bayesian and Gaussian Approximation methods. This method fixes the GSP parameters
to those found in the Gaussian Approximation maximum likelihood search, and then uses
these fixed values in an MCMC simulation to sample from the posterior of T (X) and T ∗(X∗).
Prediction in this method is similar to that of the Full Bayesian method. This method still
requires MCMC simulation, but is less computationally intensive because the covariance matrix
of T (X), T ∗(X∗) need only be inverted once, whereas in the Full Bayesian method, this matrix
must be inverted at every step.
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CHAPTER 4. RESULTS
In this chapter, we will examine several numerical examples, and explore the relative perfor-
mance of the various analysis techniques described in Chapter 3. The first sections will briefly
describe the algorithm implementation with which the examples were analyzed. Following
that discussion, several examples will be discussed involving a number of different problems in
different dimensions.
4.1 Introductory Example
This example is one dimensional with a true physical failure function value of 0.01 at x = 0,
the lowest input value, then gradually increases, eventually achieving exactly 1.0 at x = 1.
The computer function is similar, but has a positive offset, that is, the computer simulation
predicts the failure probability to be lower than in the physical truth (“positive offset” is
derived from the fact that the computer simulation failure function is shifted to the right,
positive direction of the covariate space). Specifically, these curves are scaled beta cumulative
distribution functions, with parameters altered to give the desired shape (α = 4, β = 2 for the
physical and α = 4, β = 1 for the computer simulation). The scaling factor is .99, and .01
is added to each curve to produce the .01 minimum value. These functions are displayed in
Figure 4.1, which shows the functions in both the probability and logit scale, as well as the true
difference functions in probability and logit scales. Using these true functions, random data sets
were constructed and the four methods (Generalized Linear Model, Gaussian Approximation,
Reduced Bayesian and Full Bayesian) were applied and the results are displayed in Figures
4.2, 4.3, 4.4, 4.5, 4.6 and 4.7. A closer examination of the algorithms and actual application
of these methods will follow; the purpose here is primarily demonstrative.
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Figure 4.1 Introductory Example, True failure and difference functions.
Solid lines represent the physical failure function, dashed lines
represent the computer failure function. Circles and crosses rep-
resent the probability estimates derived from the observed data
for the physical and computer failure functions, respectively.
Now recall the original motivation for our problem. We have a system that undergoes
a test characterized by values of the covariates and results in a binary result (test result
is either pass or failure). Further, we are assuming that to physically conduct the test is
extremely expensive. To augment the limited number of physical trials there exists a com-
puter simulation which is relatively inexpensive to execute, and can be used to generate a
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Figure 4.2 Introductory Example, Physical failure function in the log-
it-scale. GLM corresponds to the Generalized Linear Model
method, GA to the Gaussian Approximation method, RB to
the Reduced Bayesian method, and FB to the Full Bayesian
method. Here, the appropriate truth is the solid line, the ap-
propriate prediction is the dashed line, and the dotted lines are
95% point-wise confidence / credible intervals of the predictions.
This legend holds for Figures 4.2 - 4.7.
larger (although finite) set of binary outcomes corresponding to the selected covariate vector
values. For this particular example, we select 5 physical trials at each of 5 design points,
X = (0.1, 0.3, 0.5, 0.7, 0.9)T . We also assume we conduct the computer simulation at 11 design
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Figure 4.3 Introductory Example, Physical failure function in the proba-
bility-scale.
points, X∗ = (0, 0.1, , 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0)T , with 50 computer trials at each
computer design point. The design locations and observed proportion of “success” responses
are displayed as points in Figure 4.1.
Figure 4.2 contains four plots, each of which corresponds to one of the analysis methods.
Each plot consists of a solid line that indicates the true transformed probability of physical
success at each x-value, a dashed line that represents the prediction of the particular method,
and dotted lines that represent the bounds of a pointwise 95% confidence / credible interval,
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Figure 4.4 Introductory Example, Computer failure function in the logit-s-
cale.
as appropriate for the particular method of analysis. Note that probabilities are plotted on a
logit scale in these graphs, rather than on a probability scale as in Figure 4.3; this results in
the unbounded increase in “truth” because p approaches 1 as x approaches 1. The graphs for
the logit scale are all limited to logit(p) values of ±20 for readability. From these graphs, we
can see that all methods do at least a reasonable job of predicting the truth, although some
methods appear better than others. First, note that each of GSP-based methods (Gaussian
Approximation, Reduced Bayesian and Full Bayesian) tend to underestimate the prediction
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Figure 4.5 Introductory Example, Computer failure function in the prob-
ability-scale.
function from roughly x = 0 to about x = 0.5. This is due to what we call “pˆ error”. This error
is primarily driven by the method we chose to adjust observed proportions that are either 0 or
1. Our particular method was simply to define a minimum and maximum number of failures,
.001 and ni − .001, respectively. When no failures are observed, the corresponding logit scale
observation works out to be log [(.001/5)/(1− .001/5)] ≈ −8.52 for the physical design, and
log [(.001/50)/(1− .001/50)] ≈ −10.82 for the computer design. The smallest true failure rates
are 0.01, however, so the logit-transformed truth is never less than about -4.6. Similarly, the
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Figure 4.6 Introductory Example, Difference failure function in the logit-s-
cale.
largest value of pˆ is 0.999 when all observed trials are successes. Since the GSP-based methods
are tied to these observations, these method’s predictions are biased in areas where no or all
successes are observed. The Gaussian Approximation method is generally the most affected by
this error, since the model on which it is based characterizes the probability of failure estimate
as a direct observation of a noisy GSP, whereas the Bayesian methods have the binomial
portion of the likelihood and MCMC simulation to explore possible values of p other than the
observed pˆ. This exploration of possible p values does not necessarily imply less “pˆ error” for
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Figure 4.7 Introductory Example, Difference failure function in the prob-
ability-scale.
two reasons. First, the MCMC simulation generally tends to shrink estimates of p toward the
overall predicted mean. This could be an improvement if pˆ is more extreme than the true p,
but could also be worse if pˆ is less extreme than p values, such as when p → 1 as x → 1.
Second, depending on the interplay between the GSP prior and the binomial likelihood, it is
possible that the unscaled posterior might place more weight on extreme p when the observed
data is either all successes or all failures, which can worsen the “pˆ error” when the truth is less
extreme.
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Another thing to note about Figure 4.2 is that all methods fail to predict the big increase
in response probability near x = 1 to one degree or another. This is because the closest design
point in the physical design is at x = 0.9, and hence we do not see any data that would reflect
the large jump at x = 1.0. The quality of the prediction of methods based on GSP models is
generally better than the GLM method because of the more flexible model form and because
they are borrowing strength from the computer estimate, which does have an observation at
x = 1.0.
In Figure 4.3, we have the probability scale predictions and confidence / credible intervals.
In all cases, these are simply the inverse logit transform of the respective predictions and
confidence / credible limits displayed in the corresponding graphs of Figure 4.2. It is notable
that the “pˆ error” is not nearly as noticeable as in the logit scale, due to the nonlinearity of
the logit transform. The Gaussian Approximation and Reduced Bayes methods also display
a related effect of this non-linearity, in that relatively small errors around 0 acorrespond to
relatively large errors in probability scale. Again, note that all methods do a plausible job
of mirroring the true physical failure function, though the GLM method and Full Bayesian
method do noticeably better than the Gaussian Approximation and Reduced Bayes methods.
Figures 4.4 and 4.5 contain plots of “true” and predicted simulation probabilities, analogous
to the physical probability plots of Figures 4.2 and 4.3. First note that we have 11 design points
for the computer design, with each design point having 50 observations. Therefore it is not
surprising that all methods do a better job of modeling the computer failure function. Also
note that the computer simulation design extends to the edges of the covariate space, and
hence the computer simulation requires no extrapolation. Again note the effect of “pˆ error”
present in the GSP-based models. Similar trends are seen in Figures 4.6 and 4.7, the difference
functions in the logit and probability scales respectively. Please note that these two figures are
not logit / inverse logit transforms of each other las with previous pairs of figures. The logit
difference is simply the difference of the two logit-scale predictions, where as the probability
scale difference is the difference between the probability scale predictions - that is the inverse
logit transform is applied to each prediction before the difference is computed. This implies
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that the two difference functions are not direct transforms of one another. Also note that what
is most important in our application is Figure 4.7, the probability scale difference.
It is clear that for this data set, the GLM and Full Bayesian methods lead to failure and
differences predictions of roughly equivalent quality, and are clearly superior to the Gaussian
Approximation and Reduced Bayesian methods.
This example is illustrative of the risk involved in setting the GSP parameters. For this
example, the Gaussian Approximation and Reduced Bayesian methods have fixed GSP param-
eters where µ2 (the mean of the error process) is approximately 1.32 and θ2 ≈ 0.008. These
values imply a predicted error process (in the logit scale) which returns to the mean very
quickly from any observation, as any pairs of covariate values seperated by more than 0.016
units have corresponding responses that are essentially uncorrelated. This then implies that
the physical failure predictions produced by these methods will be the computer simulation
failure predictions plus 1.32 except at covariate values very near those of the actual physi-
cal observations. This can be easily seen in the upper right and lower left plots of Figure
4.6, which show near linear prediction bands for the Gaussian Approximation and Reduced
Bayesian methods except in small neighborhoods around the physical data points. This logit-
scale difference function translates into relatively large changes in probability scale estimates
when the logit predictor is near zero. This accounts for the rapid and large jumps in the
probability scale predictors seen in Figure 4.3.
4.2 Computing
The objective of this section is to briefly outline our computational methods for conducting
the analyses described in Chapter 3 and demonstrated in Section 4.1. We will briefly outline the
algorithms and software used, and note difficulties encountered when conducting the analyses
that make up the following examples. Please note that any confidence or credible intervals are
at the 95% level.
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4.2.1 GLM Method
As stated in Section 3.3, analysis of a GLM is generally considered to be a standard
statistical technique, and has been well studied. To accomplish the GLM analysis for the
following examples, we relied on the built-in functions glm and predict.glm in the R software
package R Development Core Team (2008). These functions are straightforward to use and
are well documented.
4.2.2 Gaussian Stochastic Process Method
Within the methods that involved GSPs, the actual prediction machinery is simply linear
algebra, consisting of matrix operations including products and inverses. The exceptions to
this are the need for MCMC simulation of the posterior distribution of T, T ∗ and the GSP
parameters under the Full Bayesian, and the search for maximum likelihood GSP parameters
for the Gaussian Approximation and Reduced Bayesian method.
4.2.2.1 Full Bayesian Analysis
Several aspects of the Full Bayesian analysis based on the GSP model should be noted.
First, this analysis requires Monte Carlo Markov Chain simulation of the posterior distribution
of the unknown variables. As detailed in Section 3.4, the GSP serves as a prior distribution for
the unknown failure function, and the parameters of this GSP are also given prior distributions
in a hierarchical model. The prior distributions given to the mean parameters (µ1 and µ2) are
uniform between -10,000 and 10,000. The prior distributions given for the variance parameters
(σ21 and σ
2
2) are inverse gamma distributions with α = β = 1. The prior distribution for the
correlation parameter depends upon the particular correlation function chosen. The nonnega-
tive cubic correlation function detailed in equation 3.9 is used, and for examples in more than
one dimension, the product correlation method shown in equation 3.13 is used. Whenever the
cubic correlation function is used, the prior distributions on all θ parameters are independent
uniform distributions between .00001 and 3.
We used a Metropolis-Hastings (MH) within Gibbs algorithm, and modified the Metropolis-
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Hastings portion by using the Adaptive Metropolis (AM) Algorithm detailed by Haario et al.
(2001). We used the MH within Gibbs and AM modification to improve mixing rate, as the
MCMC chains in the vast majority of our test cases exhibited very slow mixing. In general, T
and T ∗ were updated using the AM methodology using a single Gibbs step, and the parameters
of the GSP were updated in another Gibbs step using an independent random walk (i.e. a MH
step with a Gaussian proposal distribution centered on the current value with the standard
deviation set to ensure an appropriate acceptance rate though trial and error). For GSP
parameters that were defined only for positive real values, random steps were generated on the
log scale, and in cases of parameters defined on [0,1], random steps were taken on the logit
scale. For parameters with finite priors, and additional check was conducted to ensure the
priors were met, and any step that violated a prior was automatically rejected.
In general, balancing acceptance rates (the target suggested by Gelman et al. (2004) is
approximately .2) with random walk variances was difficult, and thinning factors of more than
1,000 were often necessary.
4.2.2.2 “Reduced” Bayesian Analysis
The “Reduced” Bayesian Analysis is one method of easing the difficulties described above
in conducting the Full Bayesian Analysis, and simply sets the parameters of the GSP, and
conducts MCMC analysis only on T and T ∗. This simplification allowed relatively large savings
because the design covariance matrix must only be inverted once, at which point it was fixed for
the remainder of the analysis, thus cutting computational complexity immensely. In addition,
a stable covariance structure improved the performance of the AM algorithm, greatly reducing
the thinning necessary to reduce autocorrelation to acceptable levels.
The exact method of choosing the fixed underlying GSP parameters exactly mirrors the
method used in finding the GSP parameters for the Gaussian Approximation method detailed
below. The GSP parameter values found in the Gaussian Approximation search are likely to be
more effective than parameters chosen using the Full Bayesian unscaled posterior function and
setting pi to our chosen estimate of failure probability because the Gaussian approximation
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method accounts for at least approximated uncertainty in the observed value. This is not the
case for the unscaled posterior function because the number of failures Yi is observed, and
once pi is fixed, the binomial portion of the unscaled posterior is simply a constant, and the
remaining GSP prior distribution does not account for uncertainty in pi.
4.2.3 Gaussian Approximation Method
The crux of the Gaussian Approximation method is a numerical search for the parameters
of the assumed underlying GSPs, specifically σ1, σ2,θ1, and θ2. This search is in at least 4
dimensions, and possibly many more, depending on how θ1, and θ2 are parameterized. Also
note that the gradients of the likelihood with respect to these parameters is highly complex
because these parameters control the covariance matrix of the data, the inverse of which is the
central matrix of a quadratic form in the likelihood. While it is certainly possible to numerically
estimate these gradients, it would require a significant number of expensive additional matrix
inversions. A better alternative is to use a non-gradient based search such as simplex search.
In all the examples presented below, we used the Nelder and Meade algorithm as implemented
in the optim R function. One caveat about using a simplex search is that it is highly dependent
on initial starting point of the search. To minimize this weakness, we utilized multiple starting
points. Specifically, we selected a minimum and a maximum starting values for each parameter,
and then chose 16 corner points in the multiple-dimension parameter space at random. In the
four-dimensional case when the θ parameters are one dimensional, this random sample includes
all 16 corner points. For higher dimensions it is a random sample of 16 of the possible corner
points. In addition to this, fifteen random starting points were used, where each parameter
is independently drawn from a uniform distribution between the minimum and maximum
specified values. After conducting all 31 simplex searches, the parameter values associated
with the highest likelihood were utilized. With the GSP parameters chosen, the rest of the
calculations required for response predictions are straightforward.
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Figure 4.8 Example 1, True failure and difference functions. Solid lines
represent the physical failure function, dashed lines represent
the computer failure function. Circles and crosses represent the
probability estimates derived from the observed data for the
physical and computer failure functions, respectively.
4.3 Example 1
Now, let us examine another one-dimensional example. Most of the explanation for these
plots can be found in Section 4.1, and so descriptions of them here will be brief. We will,
however, note some of the differences, and important points.
First note that the underlying truth is different in this example. Specifically, the truth is
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Figure 4.9 Example 1, Physical failure function in the logit-scale. Here,
the appropriate truth is the solid line, the appropriate predic-
tion is the dashed line, and the dotted lines are 95% point-wise
confidence / credible intervals of the predictions. This legend
holds for Figures 4.9 - 4.14.
now a scaled beta CDF with parameters α = 40, β = 20 for the physical failure function and
α = 40, β = 40 for the computer failure function, with both scaled by a factor of .99 and .01
added to provide a .01 minimum value as in Section 4.1. These failure functions have a much
more rapid transition from low probability of failure to a high probability of failure than in
the previous example. In addition, the “plateau” of high probability of failure is significantly
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Figure 4.10 Example 1, Physical failure function in the probability-scale.
larger than in the Introductory Example. The design and number of binomial observations at
each design point is the same as in the Introductory Example, and the methods were applied
using the same procedures.
The new true failure functions will tend to compound the “pˆ effect” for the GSP-based
methods. This is apparent in the upper right plot of Figure 4.8. In this plot, the “+” and “o”
symbols representing the pˆ at each x (0 failures or successes is changed to be 0.001 failures or
successes respectively, as in Section 4.1). Notice the large gap between the observed values and
the true logit transformed failure function for x ≥ 0.7. The GSP methods are very unlikely to
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Figure 4.11 Example 1, Computer failure function in the logit-scale.
predict values above these observed values, and so will generate rather large errors in the logit
scale. On the other hand, the difference in the probability scale is minimal, on the order of
0.001, which is practically indistinguishable given the assumed small sample sizes.
Moving on to Figure 4.9, we see the logit scale predictions and confidence intervals for the
physical failure function. The first thing to notice is that the GLM predictions in the logit
scale are of very poor quality except near x = 0.7, which is incidentally where the only physical
design point with both successes and failures is located. This prediction is reasonable given
the form of the GLM, because the data suggest that at x = 0.7 the value of the linear function
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Figure 4.12 Example 1, Computer failure function in the probability-scale.
must be approximately zero on the logit scale, for smaller x it must be large and negative
(all failures) and for larger x it must be large and positive (all successes). The GLM produces
predictions to satisfy those criteria, which deviates substantially from “truth” in the logit scale.
Also note that the “pˆ error” hurts the GSP methods as well, as they all underestimate the
truth when x is near 0 and again when x is near 1. Also note that the Full Bayesian method
seems the most susceptible to “pˆ errors” when x is high, producing lower predictions in this
region than the other methods.
Another interesting feature of these plots is the confidence / credible intervals. Note the
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Figure 4.13 Example 1, Difference failure function in the logit-scale.
large amount of uncertainty in the GLM predictions - standard errors for this method are too
large to be of any practical value except near x = 0.7. The GSP-based methods, on the other
hand, fail to include the true function over at least some part of the covariate space due to “pˆ
error”, with the Full Bayesian credible intervals failing most often, followed by the Gaussian
Approximation confidence intervals and with the Reduced Bayesian credible intervals failing
over the fewest values of x. The GSP methods reliably reproduce the pˆ values, but those
“fixed” pˆ values are too far from the true failure probabilities. Note that this issue could be
fixed by taking more binomial trials, or by adjusting the pˆ methodology to better reflect our
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Figure 4.14 Example 1, Difference failure function in the probability-scale.
prior understanding of the truth. Larger physical sample sizes are generally not realistic in
our motivation application, and adjusting pˆ using the truth is a very large assumption of prior
information.
Now let us consider Figure 4.10. The eccentricities of the logit function are clearly shown
by juxtaposing Figures 4.9 and 4.10. It is immediately clear that error in the logit scale is not
the same as in the probability scale, and that probability scale errors in predicting extreme
probabilities are much smaller. That is, the “pˆ errors” where p is near 0 or 1 look large in the
logit scale, but are relatively minor on the probability scale. Similarly, the GLM predictions
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have large errors in the logit scale, but are much more accurate for most values of x in the
probability scale.
Figures 4.11 and 4.12 clearly show the benefits of more data. All methods perform better,
although the “pˆ errors” are still present. With more design points, and 10 times the number of
observations at each design point, zero successes / zero failures are observed far less frequently.
This translates into much improved performance for all methods, especially for the GLM.
The difference plots displayed in Figure 4.13 illustrate another of the oddities of the logit
transform, and specifically how the probability scale difference function is notably different
from logit scale difference function. First note that in the logit scale difference predictions and
confidence / credible intervals in Figure 4.13, all methods provide predictions with substantial
errors in this scale. The GLM is severely handicapped because it produced large errors in
estimating the logit scale physical function, which translates directly into poor performance on
the logit scale difference function. The GLM method had extremely wide confidence bounds
for the physical failure function, and these wide bounds are carried over to the logit difference
function. The GSP-based methods follow the true function somewhat better, with the notable
exception of the Full Bayesian method, which suggests an approximately constant difference in
the logit scale. The confidence / credible intervals for the GSP methods also exclude the true
difference values over at least some x, with the Full Bayesian Method failing over the most
values of x.
Now contrast the logit plots in Figure 4.13 with the probability-scale difference plots in
Figure 4.14. Note that in the probability scale difference function, all method performed ade-
quately. They all found the major problem area at approximately x = 0.6, and the confidence
bounds adequately encompass the true difference function. Further, note that the Full Bayesian
method is probably the best predictor of the probability scale difference function, which is in
stark contrast to its performance on the logit scale.
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Figure 4.15 Example 2, True failure and difference functions. Solid lines
represent the physical failure function, dashed lines represent
the computer failure function. Circles and crosses represent
the probability estimates derived from the observed data for
the physical and computer failure functions, respectively.
4.4 Example 2
The purpose of this example is to examine a case where the realized data were “unlucky”
and demonstrate what can go wrong in this type of analysis. The underlying true functions are
the same as those in the introductory example in Section 4.1, but a different set of randomly
generated data is used. Figure 4.15 shows the estimated failure probability derived from
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Figure 4.16 Example 2, Physical failure function in the logit-scale. Here,
the appropriate truth is the solid line, the appropriate predic-
tion is the dashed line, and the dotted lines are 95% point-wise
confidence / credible intervals of the predictions. This legend
holds for Figures 4.16 - 4.21.
the observed data (this probability estimate is again the observed proportion except in cases
where the observed proportion is zero or one, in which case it is set .001/ni or (1 − .001)/ni
respectively, where ni is the appropriate number of binomial trials). It is clear that for this
example, the realizations for the binomial data generating mechanism where uniformly lower
than the expected value, to the point where the probability estimates of the physical failure
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Figure 4.17 Example 2, Physical failure function in the probability-scale.
function do not appear significantly different than the computer failure function probability
estimates. Based solely on Figure 4.15, we would expect that all methods will fail to find
any significant difference between the physical and computer failure functions due to these
abnormal and “unlucky” data realizations.
Figure 4.16 shows the logit scale predictions and 95% confidence / credible intervals for the
physical failure process. The first thing to note is the poor performance of the GLM method.
Because the physical data does not contain a design point with x > .9, the physical data by
itself does not reflect the increase in failure probability as x→ 1, and indeed the GLM method
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Figure 4.18 Example 2, Computer failure function in the logit-scale.
estimates show a declining failure proportion as the x → 1. There is also a high degree of
uncertainty in the estimates of linear predictors for the GLM method, reflected in the very
large confidence intervals.
In contrast to the GLM method, the GSP-based methods produce estimates of the failure
probability function that have approximately the right shape, although all methods predict a
lower transformed failure function than is true. Further, all methods borrow strength from the
computer function to make much more accurate predictions when x > .9. It should be noted
that the confidence / credible intervals for the GA method are perhaps too narrow, as they fail
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Figure 4.19 Example 2, Computer failure function in the probability-scale.
to include the true function over more than half of the covariate space. Within the GSP-based
methods, the Full Bayesian prediction and intervals are the most accurate, with the GA and
RB predictions having similar accuracy, although the GA confidence intervals are too narrow
as previously noted.
Figure 4.17 shows these results on the probability scale. Because the GLM method predicts
a quadratic function that slopes downward as x → 1 in the logit scale, the p-scale prediction
also goes to zero as x → 1, and the uncertainty in linear predictors is also evident in the
confidence intervals on the probability scale, which encompass nearly the entire area of the
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Figure 4.20 Example 2, Difference failure function in the logit-scale.
plot. The GSP-based methods all predict failure probabilities lower than is actually true,
as expected, although they are much better than the GLM predictions. The GA confidence
intervals are similarly narrow, although the RB and FB credible intervals have better coverage
properties.
The performance of all methods is drastically improved for the computer failure function
as seen in Figures 4.18 and 4.19. This is to be expected, as the computer function is estimated
based on much more data, and the realized data more closely resembles the true failure function.
In contrast with the physical failure function, the GLM method predictions are closest to the
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Figure 4.21 Example 2, Difference failure function in the probability-scale.
truth for the computer failure function, and the confidence intervals capture the truth with
the exception of x-values very near 1, where the true failure probability is approaching 1. The
GSP-based methods perform less well, though the FB predictions are almost as good as those
of the GLM. The confidence / credible intervals for the GSP-based models are wider than
those of the GLM, and cover the true failure function approximately equally well for the RB
and FB methods, and less well for the GA method.
The difference function predictions behave as we would expect, as all methods miss the true
difference (which is unsurprising given the observed data). These predictions are depicted in
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Figures 4.20 and 4.21, which show the logit-scale and p-scale difference functions, respectively.
The probability scale difference predictions have generally equally poor performance, with
perhaps the GLM performing less well than the other methods. Also note that all four methods
do not exclude zero from the p-scale difference function, indicating that all methods would not
declare a significant difference between the physical and computer failure functions. The one
exception is the GA method which excludes zero around a very small area around x = .5, a
result of the narrow GA confidence bounds.
4.5 Example 3
With this example, we examine the effect of differing types of true underlying function on
the relative success of the different analysis options. To this end, a relatively simple monoton-
ically increasing function was chosen for the true underlying failure rates for both the physical
process and the computer simulation. This function was then altered in two different ways.
First, the abruptness of the change between low failure probabilities and high failure probabili-
ties (i.e. maximum slope of the failure probability curve) was varied. That is, in one dimension,
the true failure curves have a plateaus on both the right and left areas of the covariate space,
and the slope of the connection between these plateaus is varied. We have chosen three levels
of this slope.
The other factor that is examined is the true difference between the true physical and
computer simulation failure functions. We have allowed three values here: no difference, “offset
negative” where the computer simulation gives higher probability of failure than the physical
model, and “offset positive”, where the computer simulation gives lower probability of failure
later than the physical model.
Crossing these two factors leads to nine different sets of true failure functions, which we
will label as Truth 1 through Truth 9 starting in the upper left, and proceeding along the rows
as seen in Figure 4.22. Like the previous examples, these curves were generated via scaled
beta cumulative distribution functions (CDFs), where the scaling factor is .99 with .01 added
to maintain the minimum value of .01. The physical failure functions have parameter values
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Figure 4.22 Example 3, The nine different true failure functions, with the
1 dimensional design indicated in points along the bottom of
each chart.
of (α = 4, β = 2) for the low slope option (the first row in Figure 4.22, (α = 10, β = 5) for the
medium slope in the second row, and (α = 40, β = 20) for the high slope in the third row. The
computer simulation failure functions have similar slopes, but are sometimes offset. The first
column of Figure 4.22, corresponding to Truths 1, 4 and 7 have computer simulation failure
functions that are the same as the physical failure functions. The second column corresponds
to “positive offset” where the computer simulation has a lower probability of failure. The three
computer simulation failure functions are again scaled and offset beta CDFs, with parameters
(α = 4, β = 1), (α = 10, β = 2.5) and (α = 40, β = 10) for the low, medium and high
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slopes respectively. The third column corresponds to “negative offset” where the computer
simulation failure probabilities are great than those of the physical failure function. The beta
CDF parameters for these functions are (α = 4, β = 4), (α = 10, β = 10), (α = 40, β = 40) for
the low, medium and high slopes, and are scaled and offset in a similar manner as the physical
failure functions.
The effect of dimension of the covariate vector was also considered, and this experiment
was repeated for two, four and six dimensions. In the two dimensional case, the truth is
the product of two corresponding “truth” functions from the one-dimensional case. In both
four and six dimensions, the true function depends only on the first two dimensions, with the
remaining dimensions having no effect. This was done so as not to overly penalize the GLM
analysis. There is simply not enough data to estimate all possible interactions in the GLM
for the physical model in higher dimensions. By holding the truth to two active dimensions,
we could limit the linear model portion of the GLM to main effects and two-way interactions.
Again note that all confidence and credible intervals are at the 95% level.
4.5.1 One Dimension
As noted earlier, the one-dimensional design is simply a sequence of points between 0 and
1, and depicted in Figure 4.22. The computer design has 11 points at x-values from 0 to 1
with .1 units of distance between points, while the physical design contains x-values from .1 to
.9 with .2 units of distance between points. At each computer design point, n∗ = 50 binomial
observations are taken, while n = 5 binomial trials are taken at each physical design point. We
evaluated predictions at x-values from 0 to 1 with 0.005 units of distance between prediction
points. 50 data sets were randomly drawn for each test case, resulting in 450 separate data sets,
with each data set analyzed by each of the four methods discussed above, that is, Generalized
Linear Model (GLM), Gaussian Approximation (GA), Reduced Bayesian Analysis (RB), and
Full Bayesian Analysis (FB).
The charts in this section detail the relative performance of these methods in various
metrics. Each chart is a series of box plots created in R. Each box plot represents one method
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Figure 4.23 Example 3, 1 Dimensional Example Mean Square Prediction
Error for prediction of the physical failure function by Truth
in the logit-scale.
of analyzing one truth, over the 50 realized data sets, for a particular metric. In Figure 4.23,
the leftmost boxplot in the first graph is labeled “GLM1” and represents the performance
of the GLM analysis when predicting the physical failure function of Truth 1 in the logit
scale. Similarly, “RB8” in the second chart refers to the performance of the Reduced Bayesian
analysis when predicting the physical failure function of Truth 8 in the logit scale. Please note
that the two graphs in Figure 4.23 both reference the same metric with the same scale, the
plot is simply divided into two parts for readability.
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Figure 4.24 Example 3, 1 Dimensional Example Mean Square Prediction
Error for prediction of the physical failure function by Truth
in the probability-scale.
Figure 4.23 depicts the Mean Square Predictive Error (MSPE) of the the various method
and truth combinations in the logit scale. Here, MSPE is calculated as the average squared
difference between the prediction of p and the true physical failure function at all predictive
points in the logit scale. Note that the plots are actually truncated. That is, all MSPEs
greater than 100 are plotted as 100 so that we can still see variation among the methods on
the scale of the graph. As is clear, the GLM occasionally performed very poorly in estimating
the logit scale physical failure function, especially where the slope of the low-to-high transition
76
l
l
l
l ll
l
l
l
l
l
l
ll
l l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
ll
l
l
l
GLM1 GA1 RB1 FB1 GLM2 GA2 RB2 FB2 GLM3 GA3 RB3 FB3 GLM4 GA4 RB4 FB4 GLM5 GA5 RB5 FB5
0
10
20
30
40
50
60
70
Computer Failure Function, Logit Scale
M
SP
E
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l l
ll
l
l
l
l
l
GLM6 GA6 RB6 FB6 GLM7 GA7 RB7 FB7 GLM8 GA8 RB8 FB8 GLM9 GA9 RB9 FB9
0
10
20
30
40
50
60
70
Computer Failure Function, Logit Scale
M
SP
E
Figure 4.25 Example 3, 1 Dimensional Example Mean Square Prediction
Error for prediction of the computer failure function by Truth
in the logit-scale.
is greater. This is not surprising, as the logit transforms of the curves in Figure 4.22 do not
resemble quadratic curves, and even less so when the transition from low to high probability of
failure is abrupt. In essence, the GLM captures the slope, but underpredicts when p is small
and overpredicts where p is large. This leads to high MSPEs in the logit space.
It is clear from Figure 4.23 that the GLM method performs the worst of the four methods
in physical logit scale predictions. The Gaussian Approximation method generally does better
than the GLM, followed by the Reduced Bayesian method, while the Full Bayesian method
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Figure 4.26 Example 3, 1 Dimensional Example Mean Square Prediction
Error for prediction of the computer failure function by Truth
in the probability-scale.
usually produces the smallest values of MSPE. This is reassuring because with more compli-
cated truth functions methods based on the more flexible GSP model would be expected to
perform better. Also note that Truth 9 breaks this pattern, where Gaussian Approximation
outperforms Reduced Bayesian which outperforms Full Bayesian.
Now refer to Figure 4.24, which shows the MSPE in the probability scale. The most
obvious change is the vast improvement in the GLM performance relative to that of the other
methods, in many cases outperforming the Gaussian Approximation. This makes sense given
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Figure 4.27 Example 3, 1 Dimensional Example Mean Square Prediction
Error for prediction of the difference function by Truth in the
logit-scale.
the previous discussion of how the GLM predicts badly in the logit scale - it errs high when
the probability of failure is high and low when the probability of failure is likely low. When
translated via the non-linear inverse logit transform, this difference is substantially reduced.
The other main point to draw from Figure 4.24 is that the basic ordering of the performance
of the other three methods, (Gaussian Approximation, Reduced Bayes, Full Bayesian) is gen-
erally maintained. That is, in general Full Bayesian is best, Reduced Bayes is second best and
Gaussian Approximation ranks third. Of special interest is Truth 9, where in the logit scale,
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Figure 4.28 Example 3, 1 Dimensional Example Mean Square Prediction
Error for prediction of the difference function by Truth in the
probability-scale.
the Bayesian methods performed worse than Gaussian Approximation, but in the probability
scale the Bayesian methods outperform the Gaussian Approximation in the expected manner.
This is due to the differences between scales, as the MSPE in the logit scale is dominated by
“pˆ error” discussed above in the high failure plateau, whereas in the probability scale, errors in
predicting probabilities near .5 tend to dominate. Note that the other truths are also subject
to this difference, although not to the same extent as Truth 9 due to its large high failure
probability plateau.
80
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
GLM1 GA1 RB1 FB1 GLM2 GA2 RB2 FB2 GLM3 GA3 RB3 FB3 GLM4 GA4 RB4 FB4 GLM5 GA5 RB5 FB5
10
00
20
00
30
00
40
00
50
00
Sum of Confidence Interval Widths, Physical Failure Function, Logit Scale, Cutoff at 5000
Su
m
 o
f C
on
fid
en
ce
 In
te
rv
al
 W
id
th
s
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
GLM6 GA6 RB6 FB6 GLM7 GA7 RB7 FB7 GLM8 GA8 RB8 FB8 GLM9 GA9 RB9 FB9
10
00
20
00
30
00
40
00
50
00
Sum of Confidence Interval Widths, Physical Failure Function, Logit Scale, Cutoff at 5000
Su
m
 o
f C
on
fid
en
ce
 In
te
rv
al
 W
id
th
s
Figure 4.29 Example 3, 1 Dimensional Example Sum of predictive confi-
dence / credible interval widths of the physical failure function
in the logit-scale.
Figures 4.25 and 4.26 refer to the predictions of the computer simulation results at the
201 prediction points. Note that we have more than twice as may x-values in the computer
simulation data as in the physical failure data and 10 times the number of binomial trials at each
x. As a result, all methods do a better job of predicting the simulation failure function than
the physical failure function. Additionally, most methods perform more or less equally in the
probability scale, although some of the GSP-based methods have outliers where performance
is worse than the the other methods.
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Figure 4.30 Example 3, 1 Dimensional Example Sum of predictive confi-
dence / credible interval widths of the physical failure function
in the probability-scale.
Figures 4.27 and 4.28 address our primary goal: to estimate the difference between the
physical and computer simulation failure functions, to tell if the computer simulation is ac-
tually modeling reality (with particular focus on the probability scale difference). Looking
at these figures as a whole, the general conclusion is that Full Bayesian does the best, Gaus-
sian Approximation and Reduced Bayes are generally equivalent, and GLM is generally worse
than the other three, although in some instances GLM outperforms Gaussian Approximation
and Reduced Bayes. This is reasonable in that the models that adhere most closely to the
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Figure 4.31 Example 3, 1 Dimensional Example Sum of predictive confi-
dence / credible interval widths of the computer failure func-
tion in the logit-scale.
true data generating mechanism perform better, though we must note that GLM performance
would likely greatly improve as the amount of data increases. These results do not appear to
be overly sensitive to the underlying truth, but do note that random variation in the data can
have an impact on how the predictions turn out in a given case, as seen by the spread of the
box plots.
Figures 4.29, 4.30, 4.31, 4.32, 4.33 and 4.34 display the sum of the widths of all the pre-
dictive confidence / credible intervals (as appropriate for the particular method) across all 201
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Figure 4.32 Example 3, 1 Dimensional Example Sum of predictive confi-
dence / credible interval widths of the computer failure func-
tion in the probability-scale.
prediction sites; an overall index of the estimated uncertainty of predictions. The first thing
to note is that, relative to the other methods, the GLM standard 95% confidence intervals are
very large in both the logit and probability scale. In fact, a sizeable portion of the predictions
have probability scale widths of approximately 201, which implies that the GLM intervals
cover most of [0,1] for all x. This is simply a function of the sparsity of the physical data -
there simply isn’t enough data to support precise estimation of the physical failure function.
In comparison, there is much more simulation data, and the confidence interval widths for
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Figure 4.33 Example 3, 1 Dimensional Example Sum of predictive confi-
dence / credible interval widths of the difference function in
the logit-scale.
these probabilities are much smaller. The confidence intervals for the difference inherit the
high degree of uncertainty from the physical failure function, and are similarly large.
Figures 4.29, 4.30, 4.31, 4.32, 4.33 and 4.34 also show that the GSP-based methods have
intervals are smaller than those of the GLM for the physical failure and difference functions,
but slightly larger for the computer failure function. Within the GSP-based methods, the
Reduced Bayesian method generally has wider intervals than the Gaussian Approximation
across all failure functions. The relative performance of the Full Bayesian method is more
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Figure 4.34 Example 3, 1 Dimensional Example Sum of predictive confi-
dence / credible interval widths of the difference function in
the probability-scale.
varied. The Full Bayesian method appears to have wider intervals relative to those produced
by the Gaussian Approximation and Reduced Bayesian methods in physical failure function in
the probability scale and in most of the probability scale difference function Truths. On the
other hand, its intervals appear lower or roughly equivalent to the Gaussian Approximation
and Reduced Bayesian methods the logit scale failure functions, as well as the computer failure
function in the probability scale.
Figures 4.35, 4.36, 4.37 and 4.38 display the number of prediction intervals that contain
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Figure 4.35 Example 3, 1 Dimensional Example Number of predictive in-
tervals that contain the true value of the physical failure func-
tion.
the truth in the physical, computer, difference and probability scale difference functions re-
spectively. Please note that we exclude figures for the probability scale physical and computer
functions because they would be exactly the same as Figures 4.35 and 4.36 respectively since
the logit transform is a one-to-one, monotone transform. This is not the case for the difference
function, the inverse logit of the logit difference function is not equal to the probability scale
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Figure 4.36 Example 3, 1 Dimensional Example Number of predictive in-
tervals that contain the true value of the computer failure func-
tion.
difference function. That is,
DiffP =
exp(Ti))
1 + exp(Ti)
− exp(T
∗
i )
1 + exp(T ∗i )
(4.1)
where Ti and T ∗i are the logit transformed physical and computer failure rates, respectively.
A “perfect” score here would be 190, which would indicate that 95% of all predictive intervals
contained the respective true value. The first thing to note is that the GLM method almost
always contains the truth for the physical and logit difference functions. This is simply a
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Figure 4.37 Example 3, 1 Dimensional Example Number of predictive in-
tervals that contain the true value of the logit-scale difference
function.
function of the predictive standard error, which Figure 4.29 shows to be very large in most
cases. Since the confidence interval is extremely wide, coverage is near 100%. Note that the
GLM does significantly less well at containing the truth in the computer function, where there
is enough data to adequately estimate the parameters of the GLM, but cannot account for
error due to model misspecification.
In terms of results, we are primarily focused on Figure 4.38, the coverage of the difference
function on probability scale. Note that in most cases the Bayesian methods generally do
89
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
GLM1 GA1 RB1 FB1 GLM2 GA2 RB2 FB2 GLM3 GA3 RB3 FB3 GLM4 GA4 RB4 FB4 GLM5 GA5 RB5 FB5
0
50
10
0
15
0
20
0
Number of Predictive Intervals that contain Truth, Difference Function, P−Scale, 201 Predictions
N
um
be
r o
f P
re
di
ct
ive
 In
te
rv
al
s 
th
at
 c
on
ta
in
 T
ru
th
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
GLM6 GA6 RB6 FB6 GLM7 GA7 RB7 FB7 GLM8 GA8 RB8 FB8 GLM9 GA9 RB9 FB9
0
50
10
0
15
0
20
0
Number of Predictive Intervals that contain Truth, Difference Function, P−Scale, 201 Predictions
N
um
be
r o
f P
re
di
ct
ive
 In
te
rv
al
s 
th
at
 c
on
ta
in
 T
ru
th
Figure 4.38 Example 3, 1 Dimensional Example Number of predictive in-
tervals that contain the true value of the probability-scale dif-
ference function.
the best job of capturing the truth, with Full Bayesian generally slightly better than Reduced
Bayes. Note that Truth 9 is a notable exception. While the “pˆ error” discussed previously
might explain some of the poor performance in this case, it does not induce similar errors in
the Gaussian Approximation and Reduced Bayes methods, which is curious.
Figure 4.39 displays the number of predictive intervals of the probability scale difference
that exclude zero. This is a measure of how well the analysis methods are capturing true
differences when they exist. First, recall that in Truth 1, Truth 4 and Truth 7 the true
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Figure 4.39 Example 3, 1 Dimensional Example Number of predictive in-
tervals for the probability-scale difference function that ex-
clude 0.
difference is zero at every point, and thus all intervals that exclude zero are errors for these
cases. In these cases, the Full Bayesian method clearly performs best, with Reduced Bayesian
second best for the Truth 1 and Truth 4 but more sensitive to random variation in observed
data in Truth 7, where it performs the worst of the three GSP-based methods. For the rest
of the nine true functions, Table 4.1, % Sig Diff column contains the proportion of prediction
locations with true difference of greater than .1. This proportion should give a rough idea of
the proportions of intervals excluding zero that should be appearing in each of these Truths.
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It is clear that the Full Bayesian method excludes zero least often, and can be considered the
most “conservative” method in this respect. On the other hand, the GLM method excludes
zero more often than we would expect given the proportion of true differences greater than 0.1
given in Table 4.1.
Table 4.1 Example 3, 1 Dimensional Example Output Table. For each
truth, “Maximum Difference” displays the maximum probabil-
ity scale difference between the physical and computer simula-
tion failure functions, “% Sig Diff” displays the percentage of
predictive points that have true difference greater than 0.1, and
“GLM”, “GA”,, “RB”, “FB” display the percentage of data sets
in which the respective method excluded 0 in the probability
scale difference function at the prediction point of maximum dif-
ference.
Truth Max Difference % Sig Diff GLM GA RB FB
Truth 1 0.0000 0.0000 0.04 0.02 0.06 0.00
Truth 2 0.3244 0.5025 0.60 0.20 0.28 0.04
Truth 3 0.3718 0.5721 0.62 0.36 0.42 0.14
Truth 4 0.0000 0.0000 0.00 0.00 0.10 0.00
Truth 5 0.4477 0.4030 0.64 0.26 0.20 0.02
Truth 6 0.5296 0.4478 0.82 0.62 0.70 0.54
Truth 7 0.0000 0.0000 0.10 0.02 0.32 0.00
Truth 8 0.7376 0.2786 0.34 0.38 0.44 0.12
Truth 9 0.8355 0.3134 0.74 0.78 0.78 0.70
Table 4.1 also contains the maximum (over x) difference in the probability scale between
the physical and computer failure rates, as well as the proportion of the 50 data sets within
each Truth that excluded zero at the prediction point with the highest true difference. This
metric is not ideal, because the ability of any of the methods to estimate the the difference
function in the probability scale is dependent on the design, i.e. how close the the covariate
locations in the design are to the location of the maximum difference. If the design locations
are relatively distant from this point, all the methods will likely have difficulty estimating the
difference function in the probability scale, and hence may be unlikely to exclude zero. This
metric is useful in that it adds more weight to our conclusion that the Full Bayesian method
is the most conservative in excluding zero from the difference function in the probability scale.
Generally speaking, the Full Bayesian method performed best overall. It was generally
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the best performer in the terms of MSPE across the failure functions. Its credible intervals
were roughly equivalent (or more narrow in a few cases) than those of the other GSP-based
methods, while having better coverage properties. The weakness in the Full Bayesian method
is that the probability scale difference exclude zero less often than other methods. The worst
performer was the GLM method, whose difficulty in predicting the physical failure function
cascaded to poor performance in almost all of the metrics. On the other hand, when there
is more data, the GLM method performed adequately, at least in terms of computer function
MSPE. It still had poor performance in terms of coverage in this case. The GLM produced
intervals for the probability scale difference function that often excluded zero, more often than
it should have in some cases. The Gaussian Approximation and Reduced Bayesian methods
generally performed roughly the same in terms of MSPE, but the Reduced Bayesian method
produced generally wider intervals, and hence had moderately better coverage properties, and
was slightly less likely to exclude zero in credible intervals for the probability scale difference
function.
4.5.2 Two Dimensions
We now move on to the two dimensional case. Several changes were made to underlying
assumptions, models and designs relative to the one-dimensional case. First, the design used
for physical experiments is a Latin Hypercube design chosen to maximize the minimum inter-
point distance as advocated in Morris and Mitchell (1995). The physical experiment design
consists of 10 covariate locations with n = 5 binomial trials at each site. Then, this design was
augmented with 12 additional covariate locations for a total of 22 covariate locations for the
computer experiment, each location having n∗ = 50 binomial trials. These augmented points
were chosen using the same algorithm, but constrained such that the physical experiment
design points were required to appear in the computer experiment design. Thus, there were
10 points where both the physical and computer simulation process was observed. The set of
prediction points was a two dimensional grid with steps in each direction of 0.025 units, for a
total of 1,681 prediction sites.
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Figure 4.40 Example 3, Two-dimensional Example Mean Square Predic-
tion Error for prediction of the physical failure function by
Truth in the logit-scale.
In terms of model assumptions, the GLM fitting function proved to be unstable when fitting
a complete quadratic model to the physical data set, due to the small number of data points.
To rectify this, we dropped the pure quadratic portion of the model leaving only a linear model
with the two-way interaction. Conceptually, this will hamper the GLM in the logit scale, but
in general it should be acceptable once transformed to the probability scale, since erring to the
extremes does not induce much error in the probability scale due to the non-linearity of the logit
transform. The GSP models were generalized to allow differing correlation parameters in each
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Figure 4.41 Example 3, Two-dimensional Example Mean Square Predic-
tion Error for prediction of the physical failure function by
Truth in the probability-scale.
direction, and the correlation function was specified to be a product correlation function with
each component being the cubic correlation function with independent correlation parameters.
The underlying truth is based on the same failure functions used in the one-dimensional
case, but here in a product fashion. Specifically, if fi denotes the physical failure function for
Truth i for the one-dimensional case, and xi = (xi,1, xi,2) is a two-dimensional covariate value,
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Figure 4.42 Example 3, Two-dimensional Example Mean Square Predic-
tion Error for prediction of the computer failure function by
Truth in the logit-scale.
then the true failure probability at xi, denoted pi is defined as
pi = fi(xi,1)fi(xi,2) (4.2)
For the remainder of this subsection, we will briefly examine a series of box plots that are
analogous to those presented in the one-dimensional case, and point to the similarities and the
differences. The various definitions are the same, although the number of prediction points
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Figure 4.43 Example 3, Two-dimensional Example Mean Square Predic-
tion Error for prediction of the computer failure function by
Truth in the probability-scale.
has changed, as have some of the cutoff values. (Recall that when a plot is labeled “Cutoff at
100” this means that all values greater than 100 were set to be 100 to ensure readability in the
box plots.) Where applicable, these cutoff values are in the individual plot title.
Figures 4.40 and 4.41 summarize the MSPE for the physical failure function in the logit and
probability scales, respectively. These plots look very similar to those in the one-dimensional
example, with the possible exception that the GLM seems to perform slightly worse in the
two-dimensional case. This is understandable given that the GLM is no longer fully quadratic,
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Figure 4.44 Example 3, Two-dimensional Example Mean Square Predic-
tion Error for prediction of the difference function by Truth in
the logit-scale.
but linear with an interaction. Note that GLM performance is not substantially worse than
that of the GSP-based methods in the probability scale except for Truth 1. Also note that the
general ordering in GSP methods observed in the one-dimensional case is also apparent here,
with the exception of design 8, where the Full Bayesian method appears to do poorly relative
to all other methods.
Similar conclusions hold for the GSP-based methods when estimating the computer failure
functions as seen in Figures 4.42 and 4.43. That is, generally the Full Bayesian method performs
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Figure 4.45 Example 3, Two-dimensional Example Mean Square Predic-
tion Error for prediction of the difference function by Truth in
the probability-scale.
best, followed by essentially a tie between the Reduced Bayesian and Gaussian Approximation
methods. The GLM method is harder to categorize, in that sometimes it performs better than
the other methods, or at least better than the Reduced Bayesian and Gaussian Approximation
methods, such as in Truths 1, 2 and 5, and in other cases performs worse, such as in Truths
6, 7 and 9. Also notice the difference that the additional quantity of data (both in terms of
data locations and number of binomial trials) made in the performance of the GLM. The GLM
generally performed the worst in the physical function, but that conclusion is not clear, and is
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Figure 4.46 Example 3, Two-dimensional Example Sum of predictive confi-
dence / credible interval widths of the physical failure function
in the logit-scale.
contradicted in some cases for the computer function.
The results for the difference function, both in the logit scale and probability scale are
presented in Figures 4.44 and 4.45. The pattern of success in estimating the true difference
function follows that of the one-dimensional results. Generally, Full Bayesian performs the
best, followed by Reduced Bayes, then Gaussian Approximation and followed up by GLM.
There is at least one case, (Truth 8), where the Full Bayesian method performs the worst and
the other methods are roughly similar in performance. As in the one-dimensional case, these
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Figure 4.47 Example 3, Two-dimensional Example Sum of predictive confi-
dence / credible interval widths of the physical failure function
in the probability-scale.
differences are small, but there appears to be consistent difference between the worst (generally
GLM) and best (generally Full Bayesian) in most cases.
The next series of plots outline the estimated uncertainty in the respective predictions,
displaying the sums of the widths of the various confidence / credible intervals of all the
predictions.
Figures 4.46, 4.48 and 4.50 detail the physical, computer and difference functions in the logit
scale respectively, while Figures 4.47, 4.49 and 4.51 detail the same function in the probability
101
ll
l
l
l
ll l
l l
l
l
l
ll
l
l
l
GLM1 GA1 RB1 FB1 GLM2 GA2 RB2 FB2 GLM3 GA3 RB3 FB3 GLM4 GA4 RB4 FB4 GLM5 GA5 RB5 FB5
0
10
00
0
20
00
0
30
00
0
40
00
0
50
00
0
Sum of Confidence Interval Widths, Computer Failure Function, Logit Scale, Cutoff at 50,000
Su
m
 o
f C
on
fid
en
ce
 In
te
rv
al
 W
id
th
s
l
l
l
l
l
ll
ll
l
l
l
l
l
l
GLM6 GA6 RB6 FB6 GLM7 GA7 RB7 FB7 GLM8 GA8 RB8 FB8 GLM9 GA9 RB9 FB9
0
10
00
0
20
00
0
30
00
0
40
00
0
50
00
0
Sum of Confidence Interval Widths, Computer Failure Function, Logit Scale, Cutoff at 50,000
Su
m
 o
f C
on
fid
en
ce
 In
te
rv
al
 W
id
th
s
Figure 4.48 Example 3, Two-dimensional Example Sum of predictive con-
fidence / credible interval widths of the computer failure func-
tion in the logit-scale.
scale. Once again note that the GLM consistently produces very wide intervals for physical
predictions, again due to lack of data. On the other hand, the GLM method generally has the
narrowest confidence intervals for the computer function in both the logit and probability scales.
Categorizing the GSP-based models is more difficult. Generally, the Gaussian Approximation
intervals are the smallest relative to the Reduced Bayesian and Full Bayesian methods, and
the Full Bayesian intervals are usually smaller than the Reduced Bayesian intervals, although
there are exceptions in the physical, computer and especially the probability scale difference
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Figure 4.49 Example 3, Two-dimensional Example Sum of predictive con-
fidence / credible interval widths of the computer failure func-
tion in the probability-scale.
function, where the Full Bayesian intervals are usually slightly larger than the other two GSP-
based methods.
Figures 4.52, 4.53, 4.54 and 4.55 show how many of the prediction intervals actually con-
tained the true failure probabilities. These results are generally similar to those presented
in the one-dimensional results. That is, the GLM intervals almost always contains the truth
for the physical and logit difference functions because the predictive variance for the physical
predictions are so large they contain almost all of [0, 1] after transformation. In the computer
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Figure 4.50 Example 3, Two-dimensional Example Sum of predictive con-
fidence / credible interval widths of the difference function in
the logit-scale.
predictions, the GLM performs much worse because it produces unrealistically narrow predic-
tion intervals, which cannot account for model discrepancies. In general, for the other methods,
the previously observed coverage ordering (Full Bayesian ≥ Reduced Bayesian > Gaussian Ap-
proximation) generally holds, especially in the probability scale difference function.
Figure 4.56 and Table 4.2 show the number of probability scale difference function predic-
tion intervals that exclude zero. These results are very similar to those in the one-dimensional
case. Generally, the Full Bayesian method excludes zero the least often, with the notable ex-
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Figure 4.51 Example 3, Two-dimensional Example Sum of predictive con-
fidence / credible interval widths of the difference function in
the probability-scale.
ception of Truths 6 and 9, while the GLM method excludes zero the most often, to the point
of often excluding zero in cases (Truthes 1, 4 and 7) where there is no difference between the
physical and computer failure functions. The Gaussian Approximation method also tends to
exclude zero in these cases, but not nearly as often as the GLM method, and tends to have
“exclusion” properties more similar to that of the other GSP-based methods. The Reduced
Bayesian method generally has performance similar to that of the Full Bayesian method, but
excludes zero much less often in Truths 6 and 9. Table 4.2 indicates that the GSP methods
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Figure 4.52 Example 3, Two-dimensional Example Number of predictive
intervals that contain the true value of the physical failure
function.
produce confidence / credible intervals for the difference function in the probability scale that
exclude zero for the prediction point of maximum difference on roughly the same percentage
of random data sets, which is generally less than the percentage for the GLM method in cases
where there is a real difference.
In the two-dimensional example, the general pattern of best method continues from the
one-dimensional example. That is, the Full Bayesian method produces predictions with gen-
erally the best MSPE, especially in the probability scale difference function. The estimated
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Figure 4.53 Example 3, Two-dimensional Example Number of predictive
intervals that contain the true value of the computer failure
function.
uncertainty expressed in the sum of credible interval widths is sometimes more and sometimes
less than other methods, but is generally similar to those of the Reduced Bayesian method in
the probability scale difference function. The coverage of the Full Bayesian method is again
generally the best of the four methods. On the other hand, the Full Bayesian method is still the
most “conservative” method in that Full Bayesian probability scale difference function intervals
exclude zero less than the other methods. The worst method is the GLM for similar reasons as
in the one-dimensional case. The Gaussian Approximation and Reduced Bayesian methods fall
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Figure 4.54 Example 3, Two-dimensional Example Number of predictive
intervals that contain the true value of the logit-scale difference
function.
in between, with generally equivalent MSPE, but with the Reduced Bayesian method having
larger credible intervals, and hence better coverage and excluding zero less often.
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Figure 4.55 Example 3, Two-dimensional Example Number of predictive
intervals that contain the true value of the probability-scale
difference function.
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Figure 4.56 Example 3, Two-dimensional Example Number of predictive
intervals for the probability-scale difference function that ex-
clude 0.
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Table 4.2 Example 3, Two-dimensional Example Output Table. For each
truth, “Maximum Difference” displays the maximum probabil-
ity scale difference between the physical and computer simula-
tion failure functions, “% Sig Diff” displays the percentage of
predictive points that have true difference greater than 0.1, and
“GLM”, “GA”,, “RB”, “FB” display the percentage of data sets
in which the respective method excluded 0 in the probability
scale difference function at the prediction point of maximum dif-
ference.
Truth Max Difference % Sig Diff GLM GA RB FB
Truth 1 0.0000 0.0000 0.00 0.00 0.00 0.00
Truth 2 0.4268 0.2421 0.48 0.06 0.16 0.02
Truth 3 0.4820 0.4295 0.98 0.32 0.28 0.28
Truth 4 0.0000 0.0000 0.02 0.00 0.00 0.00
Truth 5 0.5599 0.2064 0.52 0.32 0.28 0.14
Truth 6 0.6507 0.3510 1.00 0.68 0.66 0.70
Truth 7 0.0000 0.0000 0.00 0.00 0.00 0.00
Truth 8 0.8411 0.1452 0.16 0.42 0.34 0.00
Truth 9 0.9168 0.2415 1.00 0.82 0.78 0.86
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4.5.3 Four Dimensions
In the four-dimensional example we increased the size of the design to include n = 5 phys-
ical observations at each of 20 covariate locations and n∗ = 50 computer simulations at each
of 44 covariate locations. The covariate locations were chosen in the same manner as in the
two dimensional design, that is a 20 point Latin Hypercube maximin distance design was con-
structed for the physical experiment, then a 44 point Latin Hypercube maximin distance design
constrained to include first 20-point design was constructed for the simulation experiment.
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Figure 4.57 Example 3, Four-dimensional Example Mean Square Predic-
tion Error for prediction of the physical failure function by
Truth in the logit-scale.
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Figure 4.58 Example 3, Four-dimensional Example Mean Square Predic-
tion Error for prediction of the physical failure function by
Truth in the probability-scale.
The truth in the four dimensional case is the same as the two dimensional case, with two
extraneous variables that have no effect on the truth added in. The Latin Hypercube design is
particularly well-suited for this type of situation as this design places points at many covariate
values in each dimension. Thus, when one or more dimensions are found to be extraneous, we
do not have repeated measurements at the some design points.
As in the two-dimensional case, the GLM model again contained all main effects and two
way interactions. Since the true failure function and model forms used here include those
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Figure 4.59 Example 3, Four-dimensional Example Mean Square Predic-
tion Error for prediction of the computer failure function by
Truth in the logit-scale.
from the two-dimensional examples as special cases, there is no a priori reason to expect a
degradation in the GLM’s performance. For the GSP-based methods, we simplified the model
by using only one correlation parameter for all directions in the product correlation function.
That is, for this example the correlation between any two points xi and xj is
corr(xi, xj) =
4∏
k=1
f(xi,k − xj,k|θ) (4.3)
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Figure 4.60 Example 3, Four-dimensional Example Mean Square Predic-
tion Error for prediction of the computer failure function by
Truth in the probability-scale.
where f(·|θ) is the cubic correlation function with correlation parameter θ as previously defined
in Equation 3.9. This has the potential to adversely effect the performance of the GSP-
based models, since the correlation function is a product correlation function it may tend
to underestimate the true correlation between two points separated primarily in dimensions
three and four, or over estimate the true correlation between points separated primarily in
dimensions one and two. To see how this is the case, consider points xi and xj that only differ
in the extraneous variables (in this case, dimensions 3 and 4). In truth, xi and xj should have
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Figure 4.61 Example 3, Four-dimensional Example Mean Square Predic-
tion Error for prediction of the difference function by Truth in
the logit-scale.
a correlation of 1 because the corresponding response values are equal. However, Equation 4.3
will specify a correlation of less than 1 for these two points, possibly much less than 1 if the
differences in the extraneous variables are large. In fact, for any given correlation parameter
value, increasing dimension deceases correlation in a product correlation rule, as each function
(dimension) is an upper bound on the correlation between two points. Put another way, the
correlation between two points in a multidimensional space using a product correlation rule is
less than or equal to the minimum one dimensional correlation between the one dimensional
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Figure 4.62 Example 3, Four-dimensional Example Mean Square Predic-
tion Error for prediction of the difference function by Truth in
the probability-scale.
pairs, or
Corrk(xi, xj) ≤ min [Corr1(xi,1, xj,1), Corr1(xi,2, xj,2) . . . Corr1(xi,k, xj,k)] (4.4)
where Corrk is the correlation between the two points in k dimensional space and Corr1 is
the one-dimensional correlation used to form the product correlation rule. Note that equality
only holds only if xi,l = xj,l for all but one l.
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Figure 4.63 Example 3, Four-dimensional Example Sum of predictive confi-
dence / credible interval widths of the physical failure function
in the logit-scale.
Also note that we did not conduct the Full Bayesian analysis of this example, because of
the substantial increase in computational complexity with dimension. A single analysis of this
example with the Full Bayesian method would certainly be feasible, but conducting 450 of them
is not. The computational savings by using the Reduced Bayesian method are tremendous, as
it allows us to conduct one 64 × 64 matrix inversion, versus one 64 × 64 matrix inversion for
every iteration of the MCMC simulation.
The results of the four dimensional example are qualitatively similar to those reported for
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Figure 4.64 Example 3, Four-dimensional Example Sum of predictive confi-
dence / credible interval widths of the physical failure function
in the probability-scale.
the one and two dimensional cases. First, refer to Figure 4.57 and note that the GLM method
produces very large MSPE in the logit scale physical failure function relative to the Gaussian
Approximation and Reduced Bayesian methods, which perform about equally relative to one
another with the possible exception of Truth 9, where the Reduced Bayesian method performs
noticeably worse. This ranking hold in the probability scale as well, as seen in Figure 4.58.
Once again, the GLM performs worst, with the Gaussian Approximation and Reduced Bayesian
methods having roughly similar performance.
119
ll
l
l l
l
l
l
l
l
l
GLM1 GA1 RB1 GLM2 GA2 RB2 GLM3 GA3 RB3 GLM4 GA4 RB4 GLM5 GA5 RB5
50
00
0
10
00
00
15
00
00
20
00
00
Sum of Confidence Interval Widths, Computer Failure Function, Logit Scale, Cutoff at 200,000
Su
m
 o
f C
on
fid
en
ce
 In
te
rv
al
 W
id
th
s
l
l
l
l
l
l
ll
l
l
l
GLM6 GA6 RB6 GLM7 GA7 RB7 GLM8 GA8 RB8 GLM9 GA9 RB9
50
00
0
10
00
00
15
00
00
20
00
00
Sum of Confidence Interval Widths, Computer Failure Function, Logit Scale, Cutoff at 200,000
Su
m
 o
f C
on
fid
en
ce
 In
te
rv
al
 W
id
th
s
Figure 4.65 Example 3, Four-dimensional Example Sum of predictive con-
fidence / credible interval widths of the computer failure func-
tion in the logit-scale.
Figures 4.59 and 4.60 display the results for the computer simulation failure function,
and show an opposite pattern, where the GLM method is generally superior relative to the
Gaussian Approximation and Reduced Bayesian methods, with the latter two having roughly
equivalent performance, with the exception of Truth 8 in the logit scale, where the GLM does
very poorly relative to the other methods. This is due to the structure of this particular
Truth interacting with the experimental design found for the four-dimensional case. Recall
that Truth 8 has high slope and the computer simulation failure probability is less than that
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Figure 4.66 Example 3, Four-dimensional Example Sum of predictive con-
fidence / credible interval widths of the computer failure func-
tion in the probability-scale.
of the physical failure probability, which combined with the experimental design lead to a
computer experiment where only three covariate locations had large number of failures. This
lack of data leads to extrapolation issues seen in the lower dimensional examples, where the
GLM method would underpredict on the logit scale when p is low and overpredict when p is
high. This usually happened only in the physical examples, where data is more limited. This
likely did not occur in the rest of the Truths because in those Truths the failure probability
for the computer simulation is larger, and thus having more covariate locations with non-zero
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Figure 4.67 Example 3, Four-dimensional Example Sum of predictive con-
fidence / credible interval widths of the difference function in
the logit-scale.
failures.
The difference function MSPE results in Figures 4.61 and 4.62 are consistent with what we
saw in previous examples. Despite estimating the computer simulation function better than the
other methods, the GLM does noticeably worse in estimating the difference function in both
the logit and the probability scale because of the poor performance of the GLM in estimating
the physical failure function. Further, note that there doesn’t appear to be a substantial
difference between the performance of the Gaussian Approximation and Reduced Bayesian
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Figure 4.68 Example 3, Four-dimensional Example Sum of predictive con-
fidence / credible interval widths of the difference function in
the probability-scale.
methods. This is similar to the results in the one and two dimensional cases.
Figures 4.63, 4.64, 4.65, 4.66, 4.67 and 4.68 represent the estimated uncertainty in each
of the methods for this example. The general trends of the previous examples hold, in that
for the physical failure and difference functions, the GLM results in exceedingly wide confi-
dence intervals, but relatively narrow confidence intervals for the computer failure function.
The Gaussian Approximation intervals are more narrow than the GLM for the physical and
difference functions and wider for the computer failure function, with the Reduced Bayesian
123
l
l
l
l
l
l
l
l
l
l
l
l
ll l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
GLM1 GA1 RB1 GLM2 GA2 RB2 GLM3 GA3 RB3 GLM4 GA4 RB4 GLM5 GA5 RB5
20
00
30
00
40
00
50
00
60
00
Number of Predictive Intervals that contain Truth, Physical Failure Function, 6561 Predictions
N
um
be
r o
f P
re
di
ct
ive
 In
te
rv
al
s 
th
at
 c
on
ta
in
 T
ru
th
l
ll
l
l
l
l
l
l
l
l
l
lll
l
lll
l
l
l
l
l
l
GLM6 GA6 RB6 GLM7 GA7 RB7 GLM8 GA8 RB8 GLM9 GA9 RB9
20
00
30
00
40
00
50
00
60
00
Number of Predictive Intervals that contain Truth, Physical Failure Function, 6561 Predictions
N
um
be
r o
f P
re
di
ct
ive
 In
te
rv
al
s 
th
at
 c
on
ta
in
 T
ru
th
Figure 4.69 Example 3, Four-dimensional Example Number of predictive
intervals that contain the true value of the physical failure
function.
credible intervals in general wider than the Gaussian Approximation, though the difference is
not as large in the probability scale difference function.
The coverage properties of the three methods for this example can be found in Figures
4.69, 4.70, 4.71 and 4.72 which detail the coverage of the physical, computer and difference
functions in the logit scale, and the difference function in the probability scale, respectively.
The results are similar to those of the previous examples. The GLM has excellent coverage of
the failure function driven by the extreme widths of the physical confidence intervals, which in
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Figure 4.70 Example 3, Four-dimensional Example Number of predictive
intervals that contain the true value of the computer failure
function.
turn is driven by the high uncertainty in the linear model parameters due to lack of physical
data. The opposite is true for the computer failure function, where the GLM generally has the
worst coverage (with the exception of Truths 2 and 5). Between the Gaussian Approximation
and Reduced Bayesian methods, the Reduced Bayesian method performs better in all but
a few cases for the physical failure function where both methods have roughly equivalent
performance. The results for the error process in both the logit and probability scale are similar.
For the logit scale, all methods produce intervals that cover the truth in a high percentage
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Figure 4.71 Example 3, Four-dimensional Example Number of predictive
intervals that contain the true value of the logit-scale difference
function.
of the prediction points. In the probability scale, however, the Gaussian Approximation and
Reduced Bayesian methods have roughly equivalent performance in about half of the Truths,
with the Reduced Bayesian method performing noticeably better in the other half of the truths.
In all cases the performance of the Gaussian Approximation and Reduced Bayesian methods
is substantially better than that of the GLM.
The excellent relative coverage properties of the Reduced Bayesian method is not without a
price however, as Figure 4.73 and Table 4.3 show that the Reduced Bayesian method produces
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Figure 4.72 Example 3, Four-dimensional Example Number of predictive
intervals that contain the true value of the probability-scale
difference function.
credible intervals which very rarely exclude zero. In fact, across all 450 data sets, the Reduced
Bayesian method only excludes zero at the prediction point of highest true difference once
as seen the the “RB” column of Table 4.3. The Guassian Approximation method behaves
similarly, although in some cases it is slightly more likely to exclude zero. This is a logical
consequence of the wider credible intervals for the Reduced Bayesian method for the probability
scale difference function.
Finally, also note that we would expect the Full Bayesian method to generally outperform
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Figure 4.73 Example 3, Four-dimensional Example Number of predictive
intervals for the probability-scale difference function that ex-
clude 0.
even the Reduced Bayes method, especially in terms of MSPE, but this analysis was not
performed due computational complexity as noted above. Further, while the performance of
the GSP-based models could be increased by allowing a higher dimensional θ parameter at
the cost of increased computational complexity, this is not really an option in the case of the
GLM unless a substantially larger experimental design were used. There is simply not enough
data in the small designs we have studied to fit ta higher-order GLM, especially in the physical
model. Performance might be improved for the GLM by the use of model selection techniques,
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Table 4.3 Example 3, Four-dimensional Example Output Table. For each
truth, “Maximum Difference” displays the maximum probabil-
ity scale difference between the physical and computer simula-
tion failure functions, “% Sig Diff” displays the percentage of
predictive points that have true difference greater than 0.1, and
“GLM”, “GA”,, “RB”, “FB” display the percentage of data sets
in which the respective method excluded 0 in the probability
scale difference function at the prediction point of maximum dif-
ference.
Truth Max Difference % Sig Diff GLM GA RB
Truth 1 0.0000 0.0000 0.06 0.00 0.00
Truth 2 0.4268 0.2593 0.52 0.00 0.00
Truth 3 0.4601 0.4198 0.50 0.02 0.02
Truth 4 0.0000 0.0000 0.04 0.00 0.00
Truth 5 0.5116 0.1852 0.48 0.00 0.00
Truth 6 0.6321 0.3580 0.60 0.06 0.00
Truth 7 0.0000 0.0000 0.08 0.00 0.00
Truth 8 0.8117 0.1481 0.54 0.00 0.00
Truth 9 0.9145 0.2099 0.26 0.00 0.00
or by the addition of more assumptions on which dimensions / interactions should be included
in the model.
The overall ranking of this method is similar to that in the lower dimensions. The Gaussian
Approximation and Reduced Bayesian method perform roughly equivalently in terms of MSPE,
but both perform better in most cases than the GLM method. In terms of intervals, the
Reduced Bayesian method has wider intervals the Gaussian Approximation, but both of these
methods produce intervals that are more narrow than the GLM (except for the computer
failure function). The coverage properties of the Reduced Bayesian method are the best, the
Gaussian Approximation is second-best, and the GLM method performs the worst in terms
of coverage. Finally, the same pattern holds for probability scale difference function intervals
that exclude zero, i.e. the Reduced Bayesian method excludes zero the least often, followed by
the Gaussian Approximation method with the GLM excluding zero the most often.
129
4.5.3.1 Four Dimensions, Full Bayesian Excursion
The computational complexity of the Full Bayesian method is daunting, requiring approx-
imately 1,750 minutes for each analysis on the best computer available to us, and hence the a
complete Full Bayesian analysis of the 450 data sets in Example 3 would require approximately
787,500 minutes (about 526 days) of total computing time. By contrast the Reduced Bayesian
MCMC analysis requires approximately 160 minutes per analysis on the same machine. This
extreme runtime precluded running the Full Bayesian method for all 450 data sets, but it is
feasible to conduct this analysis in a more limited test to see if the patterns established in the
one-dimensional and two-dimensional examples continue to hold.
To this end, we have conducted the Full Bayesian analysis on 25 randomly chosen data
sets from Truth 9, and arranged the box plots for the four methods to compare their relative
performance based only on these 25 data sets. Figure 4.74 shows the MSPE box plots for
the physical, computer and difference function for these 25 data sets. Extrapolating from past
performance in the 1 and two-dimensional results, we would expect that the the Full Bayesian
method would perform better than the other three methods, at least in the probability scale
(recall that in the 1 and two-dimensional results, for Truth 9 the Full Bayesian method did
not perform as well as the Gaussian Approximation and Reduced Bayesian methods in the
logit scale, but did perform better in the probability scale). We see this pattern continue in
Figure 4.74, where the Full Bayesian method does not perform as well as the others in the
logit scale for the physical and difference functions, but outperforms all other methods in all
the probability scale, and computer logit scale functions.
Figure 4.75 displays the sum of the 95% confidence / credible interval widths for these
data sets for the physical, computer and difference functions in both the logit and probability
scales. The pattern here is roughly that of the 1 and two-dimensional examples where most
of the time the Reduced Bayesian method has the largest credible interval widths, although
sometimes the Full Bayesian and Gaussian Approximation intervals are roughly equivalent.
The GLM intervals are much wider for the physical and difference functions, but smaller
for the computer functions. Of particular note is that the Full Bayesian probability scale
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Figure 4.74 Example 3, Four-dimensional Example, Full Bayesian Excur-
sion, MSPE box plots for the physical, computer and difference
functions in both the logit and probability scale.
difference function intervals are more narrow than the other methods, which is what we would
have expected from the two-dimensional case.
Figure 4.76 displays the coverage probabilities for this particular data set. Recall that
in Figures 4.35, 4.36, 4.37 and 4.38 which show the one-dimensional coverage results, and
Figures 4.52, 4.53, 4.54 and 4.55 which show the two-dimensional coverage results that the
Full Bayesian method has not performed as well as the Gaussian Approximation and Reduced
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Figure 4.75 Example 3, Four-dimensional Example, Full Bayesian Excur-
sion, Sum of the confidence / credible interval widths for the
physical, computer and difference functions in both the logit
and probability scales.
Bayesian methods in terms of coverage for Truth 9. In fact, in the one-dimensional case, the
Full Bayesian method only performed better than the Gaussian Approximation for coverage of
the computer failure function, and performed worst of the methods in all other cases. The two-
dimensional example is similar, with the exception that the Full Bayesian covers the best for
the computer function, but worse than the the Reduced Bayesian and Gaussian Approximation
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Figure 4.76 Example 3, Four-dimensional Example, Full Bayesian Excur-
sion, Number of prediction points where the true value is in-
cluded in the appropriate confidence / credible interval for the
physical, computer, logit difference and probability scale dif-
ference functions.
methods in the other functions. This pattern is much the same in the limited four-dimensional
excursion, where the Reduced Bayesian and Gaussian Approximation methods perform best,
except for the computer failure function, where the Full Bayesian method and the Reduced
Bayesian method have roughly equivalent performance.
Finally, Figure 4.77 displays the the number of prediction locations where the appropriate
confidence / credible interval of the probability scale difference function excluded zero. This
plot also follows the pattern established in the 1 and two-dimensional examples, which show
that for Truth 9, the Full Bayesian method most often excludes zero. Additionally, Table 4.4
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Figure 4.77 Example 3, Four-dimensional Example, Full Bayesian Excur-
sion, Number of predictive intervals for the difference function
in the probability-scale that exclude 0
Table 4.4 Example 3, Four-dimensional Example, Full Bayesian Excursion
Output Table. For Truth 9 only, “Maximum Difference” displays
the maximum probability scale difference between the physical
and computer simulation failure functions, “% Sig Diff” dis-
plays the percentage of predictive points that have true difference
greater than 0.1, and “GLM”, “GA”,, “RB”, “FB” display the
percentage of data sets in which the respective method excluded
0 in the probability scale difference function at the prediction
point of maximum difference.
Truth Max Difference % Sig Diff GLM GA RB FB
Truth 9 0.9145 0.2099 0.24 0.00 0.00 0.56
displays the same output as in Tables 4.1, 4.1 and 4.3, but limited to only the data sets in
this excursion. We see that the Full Bayesian method’s probability scale difference function
credible interval is much more likely to exclude zero at the point of prediction point of maximum
difference than the other methods. This is somewhat of a change from the lower-dimensional
examples where the percentage of data sets that excluded zero was similar between the three
GSP-based methods.
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Generally speaking, the results from this limited test indicated that the patterns established
in the one- and two-dimensional cases with regards to the relative performance of the Full
Bayesian method continue as dimension increases.
4.5.4 6 Dimensions
The six-dimensional example is similar in design to the four-dimensional example. The
underlying truth functions are the same as in the 2 and four-dimensional examples, but with
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Figure 4.78 Example 3, Six-dimensional Example Mean Square Prediction
Error for prediction of the physical failure function by Truth
in the logit-scale.
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Figure 4.79 Example 3, Six-dimensional Example Mean Square Prediction
Error for prediction of the physical failure function by Truth
in the probability-scale.
two additional covariate dimensions that have no effect. The physical design consisted of 30
covariate locations, each with n = 5 binomial trials. These 30 points were augmented with
36 additional points to create the computer simulation design, with n∗ = 50 binomial trials
at each of the 66 covariate locations. These designs were constructed as maximin design
Latin Hypercube designs in the same manner as the 2 and four-dimensional example designs.
The set of prediction points is notably different in this example, however, because fine grids
contain more points than are practical in higher dimensions. For example, the four-dimensional
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Figure 4.80 Example 3, Six-dimensional Example Mean Square Prediction
Error for prediction of the computer failure function by Truth
in the logit-scale.
example used a grid with 9 values per dimension, leading to 6561 predictions points. A similar
grid in 6 dimensions leads to 531,441 prediction points. To keep the number of prediction
locations to a reasonable level, a series of 500 Latin Hypercube designs, each consisting of
10,000 points, was constructed, and the design with the best maximin distance properties was
chosen. This design should adequately cover the covariate space using an acceptable number
of points.
The GLM model again includes only main effects and two way interactions, and the GSP-
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Figure 4.81 Example 3, Six-dimensional Example Mean Square Prediction
Error for prediction of the computer failure function by Truth
in the probability-scale.
based models again have a product correlation structure where the correlation parameter is
to the same for all dimensions, as in the four-dimensional example. Again, the Full Bayesian
method was not included for this example, for the same reasons of computational complexity
as in the four-dimensional example.
The figures contained in this section contain the same information as in the previous ex-
amples and the results are very similar to those of the previous example. Figures 4.78 and 4.79
show that the GLM method does a poor job of estimating the physical failure function relative
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Figure 4.82 Example 3, Six-dimensional Example Mean Square Prediction
Error for prediction of the difference function by Truth in the
logit-scale.
to the Gaussian Approximation and Reduced Bayesian methods in both the logit and prob-
ability scale. The Gaussian Approximation and Reduced Bayesian methods are not clearly
ranked, with the Reduced Bayesian method outperforming the Guassian Approximation in
some Truths (6 and 9), being outperformed by the Gaussian Approximation in others (1 and
2), and having equivalent performance in the rest.
The results for the computer function, displayed in Figures 4.80 and 4.81 are much more
diverse, with each method performing the best in at least one Truth. The GLM does well in
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Figure 4.83 Example 3, Six-dimensional Example Mean Square Prediction
Error for prediction of the difference function by Truth in the
probability-scale.
Truths 1, 4 and 7, those in which there is no difference between the physical and computer
failure probability functions, but is substantially worse relative to the other methods in the
rest of the Truths. The Gaussian Approximation and Reduced Bayesian methods are once
again close in performance when averaged across all 9 Truths.
Figures 4.82 and 4.83 display the MSPE box plots for the logit-scale and probability-
scale difference functions respectively. As in the four-dimensional example, the GLM method
performs the worst in both scales, with the Gaussian Approximation and Reduced Bayesian
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Figure 4.84 Example 3, Six-dimensional Example Sum of predictive confi-
dence / credible interval widths of the physical failure function
in the logit-scale.
methods again performing equivalently across most Truths.
The lower dimensional examples would lead us to expect that in the GLM method would
have the widest confidence intervals for the physical and difference functions, followed by the
Reduced Bayesian method and then the Gaussian Approximation. This pattern is repeated for
this example, as seen in Figures 4.84, 4.85, 4.88 and 4.89. For the computer failure function
results displayed in Figures 4.86 and 4.87, we see that the Reduced Bayesian method has the
widest intervals, followed by the Gaussian Approximation with the GLM method having the
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Figure 4.85 Example 3, Six-dimensional Example Sum of predictive confi-
dence / credible interval widths of the physical failure function
in the probability-scale.
most narrow intervals. This is the same pattern as in the four-dimensional case.
The coverage properties of the methods relative to each other also follow the general pattern
established in previous examples. Figures 4.90, 4.91, 4.92 and 4.93 show these coverage results.
In general, the Reduced Bayesian method has the best coverage properties of the three methods
the physical, computer, logit-scale difference and probability-scale difference functions. The
GLM method covers the true physical failure function and the logit-scale difference function
very well, due to extremely wide confidence intervals, but does substantially less well in covering
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Figure 4.86 Example 3, Six-dimensional Example Sum of predictive confi-
dence / credible interval widths of the computer failure func-
tion in the logit-scale.
the computer function and probability scale difference function. The Guassian Approximation
method covers more evenly than the GLM, performing better where the GLM has trouble, but
generally covers less well than the Reduced Bayesian method.
Figure 4.94 and Table 4.5 show that the Reduced Bayesian is again the most conservative of
the three methods, very rarely excluding zero. The Gaussian Approximation behaves similarly.
Both methods again rarely exclude zero at the prediction location of highest true probability
scale difference. The GLM has better success in excluding zero, especially at the prediction
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Figure 4.87 Example 3, Six-dimensional Example Sum of predictive confi-
dence / credible interval widths of the computer failure func-
tion in the probability-scale.
location of highest true probability difference, as seen in previous examples.
The overall performance for this example is similar to that of the four-dimensional example.
The Gaussian Approximation and Reduced Bayesian methods perform roughly equivalently to
each other, but clearly outperform the GLM method. The Reduced Bayesian method generally
has wider intervals than the Gaussian Approximation method, while the GLM intervals for
the physical and difference function are very wide, but the computer intervals are very narrow.
The Reduced Bayesian method has the best coverage properties of the three methods, but also
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Figure 4.88 Example 3, Six-dimensional Example Sum of predictive con-
fidence / credible interval widths of the difference function in
the logit-scale.
has intervals that exclude zero the least.
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Figure 4.89 Example 3, Six-dimensional Example Sum of predictive con-
fidence / credible interval widths of the difference function in
the probability-scale.
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Figure 4.90 Example 3, Six-dimensional Example Number of predictive
intervals that contain the true value of the physical failure
function.
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Figure 4.91 Example 3, Six-dimensional Example Number of predictive
intervals that contain the true value of the computer failure
function.
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Figure 4.92 Example 3, Six-dimensional Example Number of predictive
intervals that contain the true value of the logit-scale difference
function.
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Figure 4.93 Example 3, Six-dimensional Example Number of predictive
intervals that contain the true value of the probability-scale
difference function.
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Figure 4.94 Example 3, Six-dimensional Example Number of predictive
intervals for the probability-scale difference function that ex-
clude 0.
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Table 4.5 Example 3, Six-dimensional Example Output Table. For each
truth, “Maximum Difference” displays the maximum probabil-
ity scale difference between the physical and computer simula-
tion failure functions, “% Sig Diff” displays the percentage of
predictive points that have true difference greater than 0.1, and
“GLM”, “GA”,, “RB”, “FB” display the percentage of data sets
in which the respective method excluded 0 in the probability
scale difference function at the prediction point of maximum dif-
ference.
Truth Max Difference % Sig Diff GLM GA RB
Truth 1 0.0000 0.0000 0.00 0.00 0.00
Truth 2 0.4272 0.2448 0.24 0.02 0.00
Truth 3 0.4820 0.4417 0.26 0.00 0.00
Truth 4 0.0000 0.0000 0.00 0.00 0.00
Truth 5 0.5620 0.2072 0.06 0.02 0.06
Truth 6 0.6504 0.3592 0.34 0.10 0.02
Truth 7 0.0000 0.0000 0.00 0.00 0.00
Truth 8 0.8427 0.1467 0.30 0.00 0.00
Truth 9 0.9203 0.2604 0.44 0.00 0.00
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4.5.4.1 Six Dimensions, Full Bayesian Excursion
As in the four-dimensional case, the Full Bayesian method proved to computationally in-
tensive to conduct the 450 separate analyses examined in the six-dimensional example. For
reference, the each analysis of the Reduced Bayesian method required approximately 400 min-
utes of computer time, while each analysis of the Full Bayesian method required approximately
6000 minutes. We were able to conduct a limited test, consisting of a single data set. This
data set is from Truth 9, as in the case of the four-dimensional Full Bayesian excursion.
The results from this one test are arrayed in Table 4.6. From the lower-dimensional
Table 4.6 Example 3, Six-dimensional Example, Full Bayesian Excursion
Table. “MSPE” metrics display the various MSPE of each
method’s predictions for this particular data set. The “Sum of
CI Widths” columns depict the sum of the confidence / credible
intervals over the 10,000 prediction locations. The “Coverage”
rows display the number of prediction sites where the predic-
tive interval contained the true value of the given function at
that prediction site. The “Predictions that exclude 0” row de-
picts the number of prediction sights where the probability scale
differnce function prediction intervals exclude zero.
Metric GLM GA RB FB
MSPE, Physical Logit 251.261 12.887 33.768 22.193
MSPE, Computer Logit 29.365 17.227 20.290 16.614
MSPE, Difference Logit 293.670 9.414 14.648 13.155
MSPE, Physical P 0.03537286 0.01893857 0.01309679 0.00955812
MSPE, Computer P 0.07955475 0.02704135 0.02753441 0.02190843
MSPE, Difference P 0.11097630 0.03522842 0.03097460 0.02463253
Sum of CI Widths, Physical Logit 433988987 134248 173393 89095
Sum of CI Widths, Computer Logit 433988987 95628 113874 82940
Sum of CI Widths, Difference Logit 433988988 100943 179474 83439
Sum of CI Widths, Physical P 10000.0 3853.3 3605.2 1887.9
Sum of CI Widths, Computer P 829.6 3169.9 3703.8 2808.5
Sum of CI Widths, Difference P 3584857.0 6128.2 6092.2 3650.7
Coverage, Physical 10000 9316 8849 6267
Coverage, Computer 3753 7556 8152 7655
Coverage, Difference Logit 10000 9083 9765 7700
Coverage, Difference P 7482 8965 9331 8670
Predictions that Exclude 0 3045 328 21 5325
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examples for Truth 9, we would expect the Full Bayesian method to perform better in terms of
MSPE, at least in the probability scale. We would also expect the Full Bayesian method to have
smaller intervals than the Reduced Bayesian method for most functions, and to have coverage
properties that relatively poor coverage properties. These trends are present in this case as
well. The Full Bayesian method performs the best in terms of MSPE for all probability scale
functions, though not in the physical and difference logit-scale functions, where the Gaussian
Approximation method performs better. The Full Bayesian credible intervals are uniformly
more narrow than those of the other methods, and also have relatively poor coverage properties,
especially in the physical failure function. Finally, as in previous cases with Truth 9, the Full
Bayesian method produces credible intervals which exclude zero much more often than the
other methods.
Once again, these results are generally consistent with the patterns observed in the one-
, two- and four-dimensional examples, and once again suggest that the these patterns will
continue as dimension increases.
4.6 Summary
Throughout these examples, the method with the best performance has generally been the
Full Bayesian method. It tends to have the best MSPE performance, with generally good
coverage properties relative to the other methods. It is usually the most conservative method,
however. The Gaussian Approximation and Reduced Bayesian method are not clearly ranked,
their performance is generally similar with the exception that the Reduced Bayesian method
generally has larger credible intervals and slightly better coverage properties. The GLM method
performs the worst in terms of MSPE generally, with the possible exception of the computer
failure function for most Truth functions. The GLM method generally produces intervals
that are of little practical use in the physical and difference functions, and has generally poor
coverage properties when the intervals are not extremely wide.
Of the four methods we have examined, we recommend the Full Bayesian method. This
method is computationally expensive, and may be infeasible in larger problems. In these cases,
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we recommend the Gaussian Approximation method, as the Reduced Bayesian method does
not seem to improve performance significantly, but is far more computationally expensive than
the Gaussian Approximation method.
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CHAPTER 5. SUMMARY AND DISCUSSION
The goal of this research is to suggest possible new techniques for validation of computer
models where both a real, physical trial and the computer simulation result in binary responses.
Generally, these types of trials are destructive and hence expensive, meaning that the number
of real, physical experiments is likely to be very limited. The overall goal of these studies is to
estimate the difference between the physical and computer simulation failure probabilities at
various different covariate locations. We suggested four different methods in varying degrees
of computational complexity.
We started with a Generalized Linear Model (GLM) approach that tied the failure prob-
abilities to a specified linear model in transformed response. This analysis can be considered
to be “standard practice”, and many commonly available statistical packages can conduct fit
and analyze GLMs. The GLM method has the benefit of being computationally cheap and
easy to implement, but its performance was lacking relative to the other suggested methods.
Please note however that the GLM method seemed to benefit the most when from increasing
the amount of data, which implies that the GLM method may be the best choice when there is
plenty of data and the researchers are comfortable with specifying the functional form of the
model a priori.
The next method is what we termed the “Gaussian Approximation” method, in which we
ignored the assumed binomial nature of pass/fail data and supposed that we instead observed
a noisy estimate of the logit-transformed failure probabilities. We then conducted an empirical
Bayesian-like analysis where we chose parameters from the underlying Gaussian Stochastic
Process (GSP) via Maximum Likelihood analysis. These values where then considered fixed,
predictions where made in accordance with the discussion in Section 3.5. This methodology
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is at least an order of magnitude more computationally intensive than the GLM method, but
this method showed improved overall performance over the GLM method.
The method we called the “Reduced Bayesian” method is one step more complex than the
Gaussian Approximation method. This method chooses underlying GSP parameters in the
same fashion as the Gaussian Approximation method, but then conducts MCMC simulation
to integrate the uncertainty in the estimates of failure probability. This method has the benefit
of more correctly adhering to the shape of the failure probability estimate’s distribution (in
the Gaussian Approximation method, the uncertainty is expressed as a symmetric Gaussian
random variable), which results in some degree of improvement over the Gaussian Approxi-
mation method. The cost of this improvement is at least another order of magnitude in terms
of computational complexity, as the GSP parameter search is the most computationally de-
manding portion of the Gaussian Approximation method and is still required in the Reduced
Bayesian method. On top of this numerical search, MCMC simulation must be conducted.
The final method we examined is the Full Bayesian method, where the GSP parameters are
given prior distributions and MCMC simulation is conducted to sample from the posterior of
all the unknown failure probabilities as well as the GSP parameters. This method is easily the
most computationally complex, as the MCMC simulation requires a matrix inversion after every
accepted step. Additionally, tuning of the MCMC was difficult in our experience, requiring
large amounts of thinning to mitigate autocorrelation while still maintaining acceptance rates
near the generally accepted target of .2. Note that these difficulties are present in the Reduced
Bayesian method as well, but not to the same extent because by fixing the GSP parameters,
the MCMC simulation need not invert the covariance matrix of the observed data, and since
this covariance matrix is fixed, the performance of the MCMC is much improved as well.
In all, conducting the Full Bayesian analysis is approximately an order of magnitude more
computationally intensive than the Reduced Bayesian method, but Chapter 4 indicates that
it has the best relative performance of all methods across all the designs and dimensions that
we examined.
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5.1 Areas of Future Work
There are several avenues of future research that could be pursued to extend the results
of this thesis. The first possible avenue of future research regards designing such as those
described here. Through out this research, we have assumed that the design, that is the points
in the covariate space at which computer simulations and physical trials are conducted is given,
and an immediate question could be how to choose a design such as to optimize some objective
function. We note that there is a stable foundation in the design of computer experiments, and
that a suitable, though computationally expensive, Integrated Mean Square Error formulation
based on the Gaussian Approximation model appears feasible.
Another possible avenue of research is an investigation into the use of “imperfect data”, or
data not obtained in a controlled test. The motivation for examining our problem deals with
the effect of “shocks” upon a system, and whether the shock causes the system to fail or not.
Oftentimes, there is a large body of data stemming from the actual use of system under normal
operating conditions. The difficulty here is that usually the covariate information associated
with these data points are incomplete or simply unknown. Further complicating matters is the
possibility of reporting bias, where only the failures are reported. If these difficulties can be
satisfactorily overcome, the inclusion of the extra data would likely increase the accuracy of
failure rate predictions, and reduce the number of expensive physical tests required to conduct
a validation experiment. One possible method to incorporate this type of data may be to
treat the unknown covariate values as random variables, assign them a prior distribution and
conduct a Bayesian analysis. It is unknown if this method would be feasible.
During our numerical experiments, it was often the case that the GLM method outper-
formed the other methods when there was sufficient data to comfortably estimate the param-
eters of an adequate underlying linear function. One method of using this strength while not
sacrificing the various GSP based methods in estimating the physical failure function where
there is not nearly as much data might be to combine a GLM-like model on the computer
simulation, but let the physical process be the sum of the computer simulation predictor plus
a GSP representing the error. The exact formulation of this model is uncertain, but it would
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likely have the most utility in cases where the computer simulation is inexpensive enough to
be run a great many times, to better allow sensitivity analysis, and model selection techniques
to be used in choosing an appropriate underlying linear function.
Finally, as seen in Section 1.1, the motivating example is multivariate in nature. That
is, when the system is subjected to a shock, the system can fail in a number of ways. For
example, suppose the system under consideration is a combat vehicle hit with a weapon of
some kind. In this case, there are a number of ways this vehicle can fail, for instance the
vehicles ability to maneuver could be disabled, or its primary weapon could be disabled, or the
crew could be disabled, or any combination of the above or none at all could occur. It should be
obvious that there is likely some correlation between these results, but it is not clear how much.
One interesting technique to attempt might be a variation on principal component analysis
where the multivariate output is analyzed via principal components, and a selection of those
components is then analyzed using one our methods (see Higdon et al. (2008) for a description
and other possible methods). One immediate concern would be how the uncertainty in the
binomial observations would effect the results, as well as the difficulties introduced by the logit
transform (likely needed to transform the probability estimates to the real numbers). Further,
it would seem unlikely that there would be enough data to reliably conduct this analysis on
the physical process itself, perhaps requiring that the analysis be conducted on the computer
simulation results and assumed applicable for the physical process as well.
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