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We use a partition vector as a state vector in models composed of a large
number of exchangeable agents of possibly many types. To illustrate the use of this
Ž .notion we derive size distributions of clusters groups formed by these interacting
economic agents.  2000 Academic Press
1. INTRODUCTION
Richard Bellman was instrumental in introducing the notion of state to
many disciplines including economics. He was also one of the leading
pioneers in bringing new or non-traditional mathematical tools to analysis
of economic models, many of which are now in the tool kits of some
segments of the economic profession. In view of his important contribu-
tions to economics, it is felt appropriate that this paper illustrates the use
of a partition vector, which was originally developed in ecology, genetics,
and statistics, in the analysis of economic models composed of many
interacting agents.
Views or research programs on building macroeconomic models from
microeconomic agents can certainly be found in the economic literature,
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but have not been vigorously pursued in the recent past by the economic
profession. Some if not most economists still persist in using the discred-
ited notion of representative agent with the lame excuse that it allows
them to analyze economic models much more easily. In this paper we use
 the notion of exchangeable agents. See Kirman 21a for an example of the
 critiques of the notion of representative agents, and Fristedt and Gray 15
on exchangeability. A new life has recently been brought into this area,
however, by recent interdisciplinary efforts from stochastic processes,
population genetics, and most recently statistical physics from which a new
discipline, called econo-physics, has been spawned only a few years ago.
This paper should be regarded in this light.
We consider a collection of a large number of interacting economic
agents, such as firms, households, and sectors of economies, or even
countries. To simplify our exposition suppose that there are a fixed
number n of them. They belong to a potentially large number of different
types. Here, the word ‘‘type’’ should be broadly interpreted. For example,
firms belong to different categories in terms of capitalization, size of
employees, or plants and equipments. Households may be classified into
different categories or types by their income levels, places they purchase
various goods, or more generally by their demand patterns for some goods
or services, and so on. The word could even mean that agents are classified
by the kinds of algorithms they use in their decision making, searches for
jobs, and so on. The types generally change over time. Agents may change
their mind in their stock purchase patterns and switch their strategies, or
may become bearish from bullish or vice versa.
We associate different types with each of the discrete choices agents
make. Since agents in our models make discrete choices over time, we
model the process of agent choice patterns as discrete-state continuous
 time Markov processes, also called jump Markov processes. Aoki 58 has
several economic examples.
2. JUMP MARKOV PROCESS MODELS
Suppose that there are potentially a large number K of types of agents
who participate in a market, such as selling, buying, or producing some
goods. One way to describe the state of the market is to let n
Ž .n , n , . . . , n describe how n agents are distributed over K types,1 2 K
n n  n  n . For now, we use this vector as a state vector for1 2 K
ease of explanation. Excluding pathological phenomenon of infinitely
many jumps in a small time interval, it is known that jump Markov
 processes are specified by transition rates. See Breiman 9a for example.
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In open models the number of agents is not fixed. We need to specify
entry rates, exit rates, and rates of type changes.2 An example of a set of
 transition rates is in Kelly 18, Chap. 7 ,
w n, n e  c n  h ,Ž . Ž .i i i i
for n  0, where e is the vector with unit element in the ith positioni i
which is the only non-zero element of the vector,
w n, n e  d n ,Ž .j j j
n  1, andj
w n, n e  e   d n c n  h ,Ž . Ž .j i ji j j i i i
with    for all j, k pairs, and where i, j 1, 2, . . . , K. We assumeji i j
that d  c  0, and h  0.j j j
The first transition rate specifies entry rate of type i agents, the second
that of the exit or departure rate by type j agents, and the last specifies the
transition intensity of changing types by agents from type j to type i. In the
entry transition rate specification c n stands for attractiveness of a largei i
group. For example, think of network externality. A larger group can
develop networks of user groups more easily than smaller groups, which
makes it easier for others to join the cluster or group, for example. The
constant term c h stands for the innovation effects which are independenti i
 of the group size. Sutton 26 calls this niche effects. The niche effects are
something that affects a limited segment of the economy such as a new
technology which impacts only a specific group or cluster. As Sutton
remarks, the classical models of firm growth such as Gibrat’s law are not
empirically supported. We need interactions or correlations among agents.
The same is true for size distributions of groupings of agents. The
parameter  introduced in the next section plays this role of controlling
the degree of correlatedness among agents. The jump Markov process thus
specified has the steady state or stationary distribution
K
 n   n ,Ž . Ž .Ł j j
j1
2  See Cox and Miller 11a for related models.
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where
h nh j jj n  1 g gŽ . Ž .Ž .j j j jnž /j
is a negative binomial distribution, where g  c d .j j j
These expressions are derived straightforwardly by applying the detailed
 balance conditions to the transition rates. See Kelly 18, Chap. 1 , for
example.
To provide a simpler explanation, suppose that g  g for all j. Then,j
Ž .h j Ž .Ý j h jnoting that  1 g  1 g , the joint probability distributionj
is expressible as
1 K hjhk n  . 1Ž . Ž .Łž / nž /n jj1
3. PARTITION VECTORS AND EWENS DISTRIBUTION
Ž .Now, we introduce a partition vector a a , a , . . . , a , where a is the1 2 n i
number of types or clusters with exactly i agents. Consequently we have an
inequality
a  K 	 K ,Ý i n
i
where K is the number of groups or clusters formed by n agents, andn
ia  n ,Ý i
i
   which is an accounting identity. Kingman 20 and later Zabell 29 have
shown that partition vectors characterize random exchangeable partitions.3
3  The word partition vector was apparently coined by Zabell 29 even though the notion
 originates with Kingman 21 in his work on exchangeable random partitions which general-
 izes the notion of random sequences introduced by de Finetti. Sachikov 25 calls it
specification of the second kind.
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To further simplify our presentation, let us suppose that h  h for allj
j.4 Then
ajK1 hKh n  .Ž . Łž / ž /n jj1
This is so because there are a of the n’s which equal j.j
Now suppose that K becomes very large and h very small, while the
product Kh approaches a positive constant  . We note that the negative
binomial expression
ajhž /j
Ž .ajŽ . ja japproaches hj 1 as h becomes smaller. Suppose K  k	 K.n
Then there are
K !
a !a !  a ! K k !Ž .1 2 n
many ways of realizing the a vector. Hence
ajK ! hn a  1 . 2Ž . Ž . Ž .Łž /n ž /a !a !  a ! K k ! jŽ . j1 2 n
Ž . k kNoting that K! K k ! h approaches  in the limit of K becoming
infinite and h approaching 0 while keeping Kh at  , we arrive, in the limit,
at the probability distribution, known as the Ewens distribution, or Ewens’
     sampling formula. See Ewens 14 , Kingman 21 , or Johnson et al. 16 .
 Hoppe 17 shows that the partition distribution of a random sample from
a PoissonDirichlet population5 is given by Ewens’ sampling formula. See
 Costantini and Garibaldi 11 for insightful discussion on this distribution.
It is given by
ajnn!  1
 a  ,Ž . Łn n ž /j a ! j1 j
n Ž . Ž .where     1   n 1 . This distribution has been investi-
   gated in several ways. See Arratia and Tavare 4 or Hoppe 17 . Kingman´
 20 states that this distribution arise in many applications. There are other
4 This assumption is not necessary. All we need is that the product Kh has the samej
positive limit as K goes to infinity and h to zero.j
5  This was introduced by Kingman, see 19 .
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ways of deriving this distribution. See Appendix. We next examine some of
its properties.
3.1. The Number of Clusters and Value of 
Ewens sampling formula has a single parameter  . Its value influences
the number of clusters formed by the agents. Smaller values of  tend to
produce a few large clusters, while larger values produce a large number of
smaller clusters.
To obtain some quick feels for the influences of the value of  , take
n 2 and a  1. All other a’s are zero. Then2
1
 a  0, a  1  .Ž .2 1 2 1 
This shows that two randomly chosen agents are of the same type with
high probability when  is small, and with small probability when  is
large. In fact,  controls the correlation between agents’ types or classifica-
tion.
Two extreme situations may further indicate the relation between the
value of  and the number of clusters. We note that the probability of n
agents forming a single cluster is given by
n 1 !Ž .
 a  0, 1	 j	 n 1 , a  1  .Ž .Ž .n j n  1  2   n 1Ž . Ž . Ž .
With  much smaller than one, the former probability is approximately
equal to 1, while the latter is approximately equal to zero. When  is much
larger than n the opposite is approximately true.
We can show that
1
kP K  k  c n , k  ,Ž . Ž .n n n
Ž .where c n, k is known as the signless Stirling numbers of the first kind,
and is defined by
n
n k  c n , k  .Ž .Ý
1
 See Hoppe 17 for the derivation. Stirling numbers are discussed in
   Abramovitz and Stegun 1, p. 822 or van Lint and Wilson 22, p. 104 , for
example.
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3.2. Fractions
The expected value of a is given byj
 n!  nj 
E a  a  a  , 3Ž . Ž . Ž .Ýj j n nj n j ! Ž .Ž .w n
Ž .  4where w n  a : Ý ja  n . A quick way to see this is to recognize thatj j
the multiplication of  by a is equivalent to changing the partitionn j
vector from a to a where the jth component is changed from a to a  1j j
and the sum Ýia  n is changed to Ýia n j, because a a , i j,i i i i
  but a  a  1. Watterson 27 shows how to calculate the variance andj j
covariances by using the relation
2 n2 j  n! 
E a a  1  , 4Ž .j j nž /j n 2 j ! Ž .
and for i j
 2 n!  nij 
 4E a a  .i j nij n i j ! Ž .
What is characteristic is the fact that the standard deviations of the a’s are
of the same order of magnitude as the means.
Ž .3.2.1. Frequency Spectrum. Equation 3 may be rewritten to introduce
the notion of frequency spectrum invented by Ewens. Note that
1 n jjEa  C p 1 p 	 p dp,Ž . Ž .Hj n , j
0
Ž . 1Ž .1where C is a binomial coefficient and where 	 p   p 1 p .n, j
This is called the frequency spectrum. Loosely put, it is the probability that
there is a fraction between p and p dp. We can derive it also from the
marginal density of the Dirichlet distribution

 KŽ . Ž .K1 11f p  p 1 p .Ž . Ž .

  
 K 1 Ž . Ž .Ž .
Ž .In calculating the expected value of a sum of a bounded measurable
K Ž .function SÝ g p asi i
1 11E S  E g p  KE g p   g p p 1 p dp,Ž . Ž . Ž . Ž . Ž .Ž .Ž .Ý Hi
0
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this expression becomes the frequency spectrum as K goes to infinity and
Ž . Ž . to zero, while K goes to  , by noting that 
   
 1   . We can
justify our interpretation of the frequency spectrum given in the formula
above also by calculating the expected number of types in the population
n
1 1n jjEK  Ea  C p 1 p 	 p dp 	 p dp,Ž . Ž . Ž .Ý ÝH Hn j n , j
 j1 j
where the lower limit of integration is denoted by  1n. Note also that
the summation over j equals one in the integrand. The expected number
1 Ž .  of types whose fractions exceed t is given by H 	 p dp; see Hoppe 17 .t
Ž . Ž .This spectrum is not normalizable from 0 to 1 but h p  p	 p is. This
has the interpretation that if a random sample is taken from the popula-
Ž .tion, h p is the probability that the sample has the fraction between p
and p dp. Hoppe also establishes a connection of this notion with the
size-biased sampling, which is a random rearrangement of the vector of
fractions in proportion to their values. Hence the first drawn component U
Ž .1is most likely to be the largest fraction. It has density  1 u , as in
   Patil and Taillie 24 . Aldous 1a also calculates the frequency spectrum
explicitly starting from a collection of independent Gamma densities.
To illustrate the use of this notion, suppose that type i agents constitute
the p fraction of the whole population of agents. Then, the probabilityi
Ž .that the j 1 st draw of the agents from the population is a new type not
so far observed is given by
1j j 11E 1 p p  1 x x x 1 x dx .Ž . Ž . Ž .Ý Hi i  j0i
This gives another interpretation of parameter  as the weight of a new
 type in a Polya type urn. See Hoppe 17 .
Let x  ia n. It is the fraction of agents of type i. It is a point in thei i
Ž . KK 1 -dimensional simplex, Ý  1 with x  0, i 1, 2, . . . , K. Itsi1 i
expected value is
E x  E ja n .Ž . Ž .j j
The order statistics of the fractions x  x   are important inŽ1. Ž2.
markets with highly correlated agents, because with  smaller than 1, the
sum of the two or three largest fractions can be shown to be nearly one.
 See Table III in Watterson and Guess 28 . This means that two or three
Ž .large groups dominate the market behavior when agents are highly
correlated. Then, excess demands for some financial assets by these large
groups may approximately determine the market excess demand, and
 hence the price dynamics. See Aoki 7 for an example of such a model.
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3.3. Index of Concentration
In the old literature on industrial organization the fraction x could bei
the ‘‘share,’’ broadly interpreted, of firm i in some industrial sector. The
Ž . 2distribution  Y of the quantity YÝ x is called the Herfinhdal indexi i
of concentration. In the population genetics literature, it is called homozy-
gosity. It is the probability that two randomly selected genes at a given
locus are identical.
It is interesting to observe that it is the same as the expression for the
correlation of two randomly chosen agents which was derived in Subsec-
tion 3.1,
112 2E Y  E x  x 	 x dx .Ž . Ž .Ý Hiž / 1 0i
Variance is given by calculating
2E Y  6 1  2  3  ,Ž . Ž . Ž . Ž .
and
2var Y 2 1  2  3  .Ž . Ž . Ž .
It is also interesting to note that this same variable Y is treated in the
physics literature in connection with random maps. See Derrida and
  ŽFlyvbjerg 12 who discovered the notion of frequency spectrum although
.they did not use the name in connection with the distribution of the
relative sizes of basins of attraction.
3.4. Limiting Behaiors
 Arratia et al. 3, 4 have shown that the components of the partition
Ž .vector converges in distribution to Z , Z ,  as n goes to infinity where1 2
the Z ’s are independent Poisson random variables with mean i, andi
n
Pr a  Pr z  a , i 1, 2, . . . , n jZ  n .Ž . Ýi i jž /j1
They also have a bound
 1 Ž .
E a  j	 .Ž .j  n j
When we use partition vectors to characterize models with exchangeable
Žrandom partitions, the multivariate Ewens distribution MED in Johnson
 .et al. 16, p. 232 governs the distributions of the components.
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3.5. Expected Value of the Largest Share
Suppose that fractions x , x ,  describe the population composition by1 2
types of exchangeable agents. Recall that the subscripts 1, 2, and so on
have no intrinsic meaning, but are a mere convenience in referring to
different clusters or groupings of agents by type. Denote the largest
 fraction by x . Here we follow Watterson 27 and Watterson and GuessŽ1.
 28 to show how to calculate its expected value. An entirely analogous
procedure can calculate the joint probability density for r order statistics
of the fractions. This is discussed in the next section.
We can assume that x is x , i.e., assume without loss of generalityK Ž1.
that
0	 x 	 x  1 x  x ,i K 1 K1
for i 1, . . . , K 1. Change variables from the x ’s to
y  x  1 x  x  x 	 1.Ž .i i 1 2 K1
Then, we have
E x  I  p 	 x , . . . , x dx dx  dx ,Ž . Ž .H HŽ1. K 1 K 1 2 K1
where 	 is the symmetric Dirichlet distribution with parameter  . The
distribution is symmetric because of exchangeability. Accordingly we as-
sume that
K
 KŽ .
1	 x , x , . . . , x  xŽ . Ł1 2 K iK
i1
 Ž .Ž
is the joint density function of x’s. See the Appendix on Dirichlet distribu-
tions. The use of a Dirichlet distribution is based on a deep connection of
this distribution with the representation of a random exchangeable parti-
   tion introduced by Kingman 21 and later expounded by Zabell 29 . We
do not stop here to explain these but go directly to calculate the expected
size of the largest fraction governed by the Dirichlet distribution.
Ž K1 .1Noting that 1 x  x  1Ý y , and that the Jaco-1 K1 j1 j
bian is
K x
 1 yÝ jž / y j
by straightforward calculation, we rewrite
1K K1K
 KŽ .
1E x   y 1 y dy  dy ,Ž . Ł ÝH HŽ1. j j 1 K1K ž /
j1
 Ž .Ž . j
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where the range of integration is over the cube, 0	 y 	 1, j 1, . . . , Kj
1. By multiplying the numerator and denominator by  K1, we regard this
Ž .1K integral as the expected value of 1 Z with respect to Y ,K1 j
j 1, . . . , K 1 which are independent and identically distributed with
the density  K1Ł K1 y 1.j1 j
Although we cannot express the expected value in closed form we can
give the Laplace transform of Z and obtain its limit as K goes toK1
infinity. From the independence of Y ’s
K1
1K1sZ sY s y 1K 1 1E e  E e  e  y dy . 4Ž . Ž . H½ 5
0
Write the integrand as
 es y y 1   y 1  es y  1 y 1 . 4Ž .
We let K go to infinity and  to zero while the product goes to a
nonnegative value  . Thus
1s Z s y 1K 1E e  exp  e  1 y dy .Ž . Ž .H½ 5
0
Denote by Z the limiting random variable with the Laplace transform
specified above. Then
1E x  e  
  1 E 1 Z .Ž . Ž . Ž . 4Ž1.
Ž . Ž . Ž . ŽIn deriving this expression we note that 
 K  
  , 
   
 1
. Ž . Ž . Ž . Ž .  , and that 
 1  
 
 1  
 1  1  , where 
 1 is
 Ž . Ž .Euler’s constant. See Abramovitz and Stegun 1, 5.1.1 and 5.1.11 . By
definition

 x
 1   x e dx ,Ž . H
0
and we note that
1  Ž1Z . s
  1 1 Z  s e ds.Ž . Ž . H
0
Taking expectation with respect to Z, we obtain
 
  s sZ s E Ž s.1E x  e s e E e ds e e ds,Ž . Ž .H HŽ1.
0 0
where we use the relation
E es Z  exp   ln t E s , 4Ž . Ž .1
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and where
n sŽ .x 1E s  e x dx ln sŽ . ÝH1 nn!s n1

s y ln s e  1 dy.Ž .H
0
The marginal probability density of the largest fraction is
11f x   x 1 xŽ . Ž .
for 12 x	 1. When x is not greater than 12, the expression is more
complex
f x  
  1 e x2 g x1  1 ,Ž . Ž . Ž .
Ž .where g  is the density of the random variable Z introduced above, and
characterized in terms of its Laplace transform.
3.6. Joint Probability Density for r Largest Fractions
We next derive the joint probability density for the largest r fractions on
the K-dimensional simplex, x  x    x , where x , i Ž1. Ž2. Ž r . i
1, 2, . . . , K are the fractions. Denote the Dirichlet probability density on
Ž . Ž .the K dimensional simplex by 	 x , x , . . . , x D  , K . Then, the1 2 k
probability density for the first r order statistics is given by
f x , x , . . . , x  K K 1 K 2  K r 1Ž . Ž . Ž . Ž .1 2 r
 	 x , x , . . . , x dx  dx ,Ž .H 1 2 k r1 K1
where 1 x  x   x  0, and where we substitute x  1 x1 2 r K 1
 x . Carrying out the integralK1
K ! 
 KŽ . 1 Ž Kr .1f x , . . . , x  x  x x I ,Ž . Ž .1 r 1 r RKK r !Ž . 
 Ž .
where
K1
11I  y 1 a x y  y dy  dy ,Ž .ŁH H j r r1 K1 r1 K1
r1
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where the integration is carried out in area A
A 0	 y 	 1, r 1	 j	 K 1; j
1 a x x 	 y  y 	 1 a x ,Ž . Ž . 4r r r1 K1 r
where a x  x  x .1 2 r
As in the case of the largest fraction, introduce random variable Z with
Ž .the density function g which is the K r 1 -fold convolution ofK r1
the density  y 1, j r 1, . . . , K 1.j
The integral is approximately given by
Ž Kr . 1 a
I g .K r1 ž /x xr r
Letting K approach  , while K goes to infinity and  to zero, we note
Ž . Ž . rthat K K 1  K r 1 approaches K , and
K

 1 Ž .K

  Ž .

which approaches K, where we use the fact

 1  
 1  ,Ž .
where  is the Euler’s constant,  0.5772  .
Putting them all together we arrive at
1 a 1r  1f x , x , . . . , x   e 
  x g x x  x ,Ž . Ž . Ž .1 2 r r 1 2 rž /xr
in the range 1	 x 	  	 x  0, and Ýr x 	 1.1 r 1 i
Ž . 1ŽWe know from our result for the largest fraction that f x   x 11 1
.1x for x between 12 and 1, that is,1 1
11 x 1 x1 1
 1  e g   ,Ž . ž / ž /x x1 1
for x between 12 and 1.1
To obtain the expression for the density in the range 0	 x	 12, we
 follow Watterson 27 and differentiate the Laplace transform for the
random variable Z
1s Z s z 1E e  exp  e  1 z dz ,Ž . Ž .H
0
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with respect to s. Recall that this transform is derived in connection with
the largest fraction. Then, divide the result by  to see
  
s z s y s z1 e zg z dz I y e dy e g z dz.Ž . Ž . Ž . Ž .H H H Ž0 , 1 
0 0 0
The right-hand side is the product of two Laplace transforms. Hence the
integrand of the left-hand side is the convolution of the uniform function
on the unit interval and g
z
1 zg z  g y dy.Ž . Ž . Ž .H 
z1
Setting z to 1, we obtain
g 1  e
  .Ž . Ž .
Differentiating the integral equation with respect to z, we derive the
differential equation which determines the function recursively
zg z  1  g z  g z 1 ,Ž . Ž . Ž . Ž .  
 .where z 0. In the range z 0, 1 , this integro-differential equation
 .yields the result we obtained above. In the next range z 1, 2 we have
z
1 g z  z g 1   g u 1 u du .Ž . Ž . Ž .H  
1
Changing the variable of integration to   1u, we note that the integra-
tion above becomes
1 11 1 d .Ž .H
1z
The joint density for the first two largest fractions is given by
e 2
  y1 1 x y  2Ž . 1Ž2.f x , y  g  1 x y .Ž . Ž .  ž /xy y xy
This expression is valid for the range 0 y x 1, 0 x y 1, and
Ž .x 2 y 1, that is, y 1 x 2.
We know that
z1
g z  ,Ž . 
  eŽ .
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for z between 0 and 1. For other values of z, we have a recursion
zzg zŽ .
 g y dy ,Ž .H
 z1
 see Watterson and Guess 28 . Alternatively put, we have
z
1 1 g z  z g n n   g y 1 y dy ,Ž . Ž . Ž .H
n
in the range n	 z n 1. This can be verified by direct substitution into
the differential equation for g .
With the joint probability densities for the largest 2 or 3 fractions in the
case of a large number of correlated agents in a market, we are in a
position to approximately obtain the macroeconomic behavior of the
market prices and quantities.
3.7. Examples of Alternatie Distributions
So far, we have introduced and concentrated on the Ewens distribution,
well known in population genetics literature but unknown in economics, as
a potentially useful distribution to describe market behavior. Here we
derive some other size distributions with the same kinds of applications.
 3.7.1. Two-Sided Exponential Distribution. In Amaral et al. 2 empirical
distributions for growth rates by firms were found to have two-sided
exponential distributions. They derived it as a steady state distribution of
certain FokkerPlanck equations based on the hypothesis that firm size
grows if its size is less than some desired size by a random factor; that is,
S  S ke t where  is a mean zero random variable, and if S ist t t t t
greater than the desired size, then it shrinks by the same factor, S t t
Ž .  tS 1k e . From this the authors derived the equilibrium growth ratet
distribution to be the two-sided exponential function
  4p r  const exp c r r ,Ž . ˆ
where r is mean growth rate and c is related to variance. Note that evenˆ
though they started out with growth in size, they converted it to growth
rates. They did extensive empirical work in this and related work to
support this form.
Here, we look at the size distribution itself assuming that sizes measured
in some basic units are proportional to n, and there is a desired value for
n, denoted by n*. We interpret size broadly as Amaral et al. do. It may
refer to the sales, amount of capitalization, numbers of employees, etc. We
apply our jump Markov process machinery and show that the steady state
distribution of n is a two-sided exponential about n*.
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Suppose that the transition rates are specified by
w n , n 1   ,Ž .
if n n*, and by
w n , n 1   ,Ž .
if n n*. Assume that  . Also assume that
w n , n 1   ,Ž .
when n n*, and when n n*, then
w n , n 1   .Ž .
These transition rate specifications capture the same idea as in Amaral
et al. By the detailed balance condition we obtain
n
  c ,n 1 ž /
for n n*, and for n n*
nn*
  c .n 2 ž /
 This basic specification can be modified to let the distance n n*
influence the transition rates. One such example would be
e Žnn*.
w n , n 1  ,Ž .  Žnn*.  Žn*n.e  e
Ž .for n n*, and w n, n 1 is specified analogously by replacing the
numerator by e Žn*n., for example. Here  may represent uncertainty
which prevails in the sector of the economy in which firms are located.
Random tree structures may be used to account for variances which
exhibit power law dependence on sizes.
3.7.2. Clusters in a Partition Vector. We adapt some examples from
  6Kelly 18 .
There are N basic units partitioned into distinct clusters or collections,
with a being the number of groups consisting of i units. Recall that wei
mean by units some basic building blocks from which objects that cluster
are made.
6  This subsection is based in part on Kelly 18, Chap. 8 . We use a rather than m used ini i
Kelly.
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Ž .The transition rate w a, a e   represents the process in which ai
Ž  .basic unit or singleton called an isolate in Kelly 18, Chap. 8 joins a
Ž .group of size i at rate  , i 1, 2, . . . . The transition rate w a, a e  i
Ž .refers to the rate at which a singleton one basic unit leaves that group to
become an isolate. The vector e has 1 in the ith position and zeroi
everywhere else. Call a cluster of size i an i-cluster.
ŽWe assume a is a Markov process in which the transition rate w a, a
.e  e  e  a a , i 2. This refers to the rate at which an isolate1 i i1 1 i
joins an i-cluster, hence forming one more i 1-cluster. When two
Žisolates form a new group of size 2, the transition rate is w a, a 2e 1
. Ž .e  a a  1 . The rate at which an i-cluster breaks up into an isolate2 1 1
Ž .and a cluster of size i 1 is represented by w a, a e  e  e 1 i1 i
Ž .ia , i 2. The transition rate w a, a 2e  e  2a refers to onei 1 2 2
cluster of size 2 divided into 2 isolates. In a more general setting, suppose
that the transition rate of one r-cluster and one s-cluster form one
u-cluster. It is written as
w a, a e  e  e   a a ,Ž .r s u r su r s
when r s. With r s, we specify the transition rate by
w a, a 2e  e   a a  1 ,Ž . Ž .r u r r u r r
and
w a, a e  e  e   aŽ .u r s r su u
is the transition rate of one u-cluster breaking up into one r-cluster and
one s-cluster. In the simple example described above, we have
   ,1, i , i1
and
  i ,1, i1, i
for i 2.
Assume that    and    . We check the detailed balancer su sr u r su sr u
conditions and verify that the equilibrium distribution is of the form
carr
 a  B ,Ž . Ł a !r r
provided there are positive numbers c , c , . . . , such that1 2
c c   c  .r s r su u r su
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We can easily verify that the detailed balance conditions are satisfied. In
the simple example, we note that

c r  r !
satisfies the detailed balance conditions.
For a closed model with N fixed, the equilibrium distribution
aiN 1 
 a  BŽ . Ł ž /a !  i!i1 i
is an example of assemblies analyzed by Arratia and Tavare. Here m ´ i
Ž . serves as the ‘‘number’’ of labelled structures on a set of size i; that
is, the number of the labelled structures in this example is independent of
the size of the block.
In the more general developments that follow the example, if we set
mr
c r r !
then m is the number of the labelled structures on a set of size r.r
4. CONCLUDING REMARKS
This paper presented Ewens and several other distributions as candi-
dates for distributions of clusters sizes formed by a large number of
economic agents who interact in a market. Although no application is
 described in this paper, Aoki 7 has one simple application in which stocks
of a holding company are traded by a large number of agents. With
 0.3, two largest groups are shown to capture nearly 100% of the
market shares and hence dominate the market excess demands, which in
turn determine the stationary distributions of price changes.
In this way it is shown that the tail distribution of the market clearing
prices obeys a power law. Power laws have not played a big role in the
economics literature. It has been shown in recent research, however, that
power laws may prove to be an important device for imposing empirical
constraints on macroeconomic models such as rational bubble models. See
 Lux and Sornette 23 .
More empirical studies are needed to see if these distributions are
useful in economic models of size distributions.
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APPENDIX: DIRICHLET DISTRIBUTIONS
A quick heuristic derivation of the Ewens sampling formula is given.
Suppose that there are n exchangeable agents and each chooses one of
Ž .K possible behavioral rules decisions, classes, etc. . A possible state vector
to describe a configuration of agents clustering or distributed among K
Ž .classes is to give the number of agents of each type, n n , n , . . . , n1 2 k
with Ý n  n.i i
If we know the fraction of agents who are of type i is p , i 1, 2, . . . , K,i
and if each agent chooses independently, then this configuration is real-
ized with probability
Kn!
niP n , n , . . . , n N  p .Ž . Ł1 2 k in !n !  n ! i11 2 K
This is a multinomial distribution.
Suppose next that the joint probability of the fractions is given by a
Dirichlet distribution

 KŽ . 1Pr p , p , . . . , p D  , K  p p  p ,Ž . Ž . Ž .1 2 K 1 2 KK

 Ž .
where we substitute p out by p  1 p  p   p . These frac-K K 1 2 K1
tions are located on the K 1 dimensional simplex. The exponent  is the
same for all fractions by assumption; i.e., all types are exchangeable which
implies that the joint probability must be symmetric in the fractions.
When fractions are integrated out from the multinomial distribution, we
 obtain what Chen 10 calls a Dirichlet-multinomial distribution,
n! 
 KŽ .
DM n , n , . . . , n n ,    I ,Ž .1 2 K K n ! 
 Ž .i i
where
 
 n  Ž .i in  n 1 KI p  p dp  dp  .H 1 K 1 K1 
 N KŽ .
Now rearrange ns in non-increasing order and consider k largest ones,
denoted by n  n    n . Their probability is given byŽ1. Ž2. Žk .
K !
 Pr n , . . . , n N , k  DM n , . . . , n N ,  .Ž .Ž .Ž1. Žk . 1 Kk! K k !Ž .
Let Ýk n  n.i1 Ž i.
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In the alternative state vector choices we let a denote the number ofi
n ’s which equal i,j
 a  j; n  i , 4i j
where we note that
n
a  k ,Ý i
i1
and
n
ia  n.Ý i
i1
Then
P a , a , . . . , a a  k , ia  nÝ Ý1 2 n i iž /
i
k!
  Pr n , . . . , n N , k ,  .Ž .Ž1. Žk . a !j j
We now consider a limiting case of letting  approach zero and K
infinity while K  for some positive real number.
Ž . Ž . Ž .Write 
   
 1   , and note that  
 n   n ! approachesj j j
 ja j because the product n  n  ja j.j 1 k j
In the limit then, the probability is given by
n!  ai
P a , a , . . . , a a , ia  n  ,Ý Ý Ł1 2 n i i anž / ii a ! i ii
n Ž . Ž .where   
 N  
  . This is the Ewens sampling formula.
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