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a b s t r a c t
We consider planar vector fields f (x, y, λ) depending on a three-dimensional parameter
vector λ. We assume f (0, 0, λ) ≡ 0 and that there exists a parameter value λ = λ0 con-
nected with the Andronov–Hopf bifurcation of a limit cycle of multiplicity three from the
origin. We describe an algorithm to continue the corresponding local Andronov–Hopf bi-
furcation curve in the parameter space which is based on the continuation of a periodic
orbit to some augmented vector field and the construction of a Poincaré function to an-
other augmented system.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
We consider systems of two scalar autonomous differential equations
dx
dt
= P(x, y, λ), dy
dt
= Q (x, y, λ) (1.1)
depending on a real parameter vector λ. Under certain conditions, the phase portrait of system (1.1) in some region Ω of
the phase plane is determined by the so-called singular trajectories, namely the equilibria, separatrices and limit cycles of
(1.1) in Ω (see, e.g., [1]). If we study the dependence of the phase portrait on the parameter vector λ we have to look for
critical values λc , called bifurcation points, which are connected with a change of the phase portrait of (1.1) inΩ , that is, in
any small neighborhood of λc there exist at least two different parameter points λ1 and λ2 such that (1.1) has for λ = λ1
and λ = λ2 different phase portraits inΩ . Bifurcation points which are connected with a change of the phase portrait near
an equilibrium point are relatively simple to determine. The problem to determine bifurcation points which are related to
the existence of global singular trajectories is much more complicated, especially in the case of a multiple limit cycle of odd
multiplicity.
Our goal is to describe a continuation algorithm for limit cycles of multiplicity three. As an initial guess we assume the
existence of a local bifurcation curve related to the existence of small-amplitude limit cycles ofmultiplicity three (degenerate
Andronov–Hopf bifurcation curve).
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The basic idea of our approach is the following one: We introduce the augmented system (2.4) having the property that
the projection Γ (λ) of a periodic solution P(λ) of (2.4) into the x, y-plane is a limit cycle Γ (λ) of multiplicity at least three
of system (1.1). Our first step is to continue a periodic solution P(λ) of the augmented system (2.4). To guarantee that Γ (λ)
has the exactmultiplicity threewe construct in a second step another augmented system (2.5) with the property that if (2.5)
has no periodic solution in some neighborhood of P(λ) then the limit cycle Γ (λ) of system (1.1) has multiplicity three. For
this purpose we construct a Poincaré function by means of some linear programming procedure.
The paper is organized as follows. Section 2 deals with necessary preliminaries (assumptions, definitions, propositions).
In Section 3 we describe our algorithm, Section 4 contains an application to a Liénard system.
2. Preliminaries
Let Ω be some connected region in R2 containing the origin and let Λ be a simply connected region in R3. Concerning
the functions P and Q we assume:
(A1) P : Ω ×Λ→ R and Q : Ω ×Λ→ R are sufficiently smooth and satisfy
P(0, 0, λ) ≡ Q (0, 0, λ) ≡ 0 ∀λ ∈ Λ. (2.1)
Under the assumption (A1), system (1.1) defines for λ ∈ Λ a smooth planar vector field f (x, y, λ) := (P(x, y, λ),Q (x, y,
λ)) onΩ having the origin as equilibrium point for all λ ∈ Λ.
An isolated periodic solution (xp(t, λ), yp(t, λ)) of system (1.1) having the finite minimal period T (λ) > 0 is called a
limit cycle. We set
Γ (λ) := {(x, y) ∈ R2 : x = xp(t, λ), y = yp(t, λ), 0 ≤ t ≤ T (λ)}.
It is well-known that there is a small neighborhood of Γ (λ) such that all trajectories of (1.1) spiral around Γ (λ). Let p0 be
any point on Γ (λ), let Σ be a small segment (open connected set) of the normal to Γ (λ) through p0 containing p0 such
that all trajectories of (1.1) which meet Σ intersect Σ transversally. All points p of Σ can be characterized by its oriented
distance s to the point p0. OnΣ we can define the first return map or Poincaré mapΠ(., λ) associated with the limit cycle
Γ (λ).
The following properties of the Poincaré map are well known (see [2]).
(i) Π(., λ) is a diffeomorphism fromΣ onto its image for λ ∈ Λ, and has the same smoothness as P and Q .
(ii)
Π(0, λ) ≡ 0, Π ′s(0, λ) = exp
 T (λ)
0
div f (xp(t, λ), yp(t, λ), λ) dt

. (2.2)
Together withΠ(., λ)we introduce the displacement function δ(., λ) by
δ(s, λ) := Π(s, λ)− s.
The multiplicity of the limit cycle Γ (λ) can be defined by means of the displacement function.
Definition 2.1. Γ (λ) is called a limit cycle of multiplicity k, k ≥ 1, if it holds
δ(0, λ) = 0, . . . , δ(k−1)s (0, λ) = 0, δ(k)x (0, λ) ≠ 0.
In the sequel we restrict ourselves to the case k = 3. First wewill reformulate themultiplicity conditions in Definition 2.1
for a limit cycle up to multiplicity 3. For this purpose we introduce the following notation [3].
H(x, y, λ) := P2(x, y, λ)+ Q 2(x, y, λ),
H1(x, y, λ) := div f (x, y, λ) ≡ ∂P
∂x
(x, y, λ)+ ∂Q
∂y
(x, y, λ),
Hi(x, y, λ) = ∂
∂y

PHi−1
H

(x, y, λ)− ∂
∂x

QHi−1
H

(x, y, λ) for i = 2, 3.
Hˆi(t, λ) := Hi(xp(t, λ), yp(t, λ), λ) for i = 1, 2, 3,
h1(λ) :=
 T (λ)
0
Hˆ1(t, λ)dt, h2(λ) :=
 T (λ)
0
Hˆ2(t, λ) exp
 t
0
Hˆ1(τ , λ)dτ

dt,
h3(λ) :=
 T (λ)
0
Hˆ3(t, λ) exp

2
 t
0
Hˆ1(τ , λ)dτ

dt.
(2.3)
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Using relation (2.2) and Definition 2.1 we get:
Lemma 2.1. Suppose assumption (A1) holds. Then
(i) The limit cycle Γ (λ) is simple (or hyperbolic) if and only if
h1(λ) ≠ 0.
(ii) Γ (λ) has multiplicity two if and only if
h1(λ) = 0, h2(λ) ≠ 0.
(iii) Γ (λ) has multiplicity three if and only if
h1(λ) = 0, h2(λ) = 0, h3(λ) ≠ 0.
From Lemma 2.1 and the paper [3] we get the following result.
Proposition 2.1. Suppose assumption (A1) is valid. Further we assume that system (1.1) has a limit cycle Γ (λ). If the augmented
system
dx
dt
= P(x, y, λ), dy
dt
= Q (x, y, λ),
dz
dt
= H1(x, y, λ), dw1dt = e
zH2(x, y, λ)
(2.4)
has a periodic solution whose projection into the (x, y)-plane coincides with Γ (λ), then Γ (λ) is a limit cycle of system (1.1) of
multiplicity at least three.
Proof. Under our assumptions we have
z(T (λ))− z(0) =
 T (λ)
0
Hˆ1(t, λ) dt = h1(λ) = 0,
w1(T (λ))− w1(0) =
 T (λ)
0
ez(t)Hˆ2(t, λ) dt = h2(λ) = 0.
Hence, by Lemma 2.1 the limit cycle Γ (λ) has at least multiplicity three. 
The following result provides an upper bound for the multiplicity of a limit cycle of system (1.1).
Proposition 2.2. Suppose assumption (A1) is valid. If the system
dx
dt
= P(x, y, λ), dy
dt
= Q (x, y, λ),
dz
dt
= H1(x, y, λ), dw2dt = e
2zH3(x, y, λ)
(2.5)
has no nontrivial periodic solution, then the multiplicity of any limit cycle of system (1.1) is not larger than three.
Proof. If system (1.1) has no limit cycle or only a simple limit cycle, then Proposition 2.2 is obviously true. If we assume that
system (1.1) has a limit cycle such that h1(λ) = 0 and
w2(T (λ))− w2(0) =
 T (λ)
0
e2z(t)Hˆ3(t, λ)dt = h3(λ) ≠ 0,
then this limit cycle has either multiplicity two or multiplicity three. This completes the proof of Proposition 2.2. 
Finally, we introduce the so-called Poincaré function, which is a simple tool to establish the absence of a periodic solution
in some region D ⊂ Rn for an n-dimensional system of autonomous differential equations
dx
dt
= g(x), (2.6)
where g maps D continuously into Rn and is such that through any point of D there exists a unique trajectory of (2.6).
Definition 2.2. Let G : D → R be a continuously differentiable function and such that the scalar product of gradG and g
does not change sign in D and does not vanish on any nontrivial closed orbit in D, then G is called a Poincaré function to
system (2.6).
The following result is well known
Proposition 2.3. Suppose that there is a Poincaré function G to system (2.6) in D. Then system (2.6) has no nontrivial periodic
solution in D.
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3. An algorithm to determine planar vector fields possessing a limit cycle with multiplicity three
In this sectionwe describe an algorithm for the continuation of limit cycles ofmultiplicity three of system (1.1). It consists
of two steps. The first step is a procedure to continue a periodic solution P(λ) of system (2.4), that is, the projection Γ (λ)
of P(λ) into the (x, y)-plane is a limit cycle with multiplicity at least three of system (1.1). The second step consists in
constructing a Poincaré function in order to prove that system (2.5) has no periodic orbit in some region Ω(λ) containing
P(λ). Thus, according to Proposition 2.2, Γ (λ) is a limit cycle of system (1.1) with multiplicity three.
To have some initial guess for our continuation procedure we assume:
(A2). There exists a family of small-amplitude limit cycles {Γ (λ)} of multiplicity three with primitive period T (λ) of
system (1.1) bifurcating for λ = λ0 from the origin and which can be parameterized by its unique intersection point (ξ , 0)
with the positive x-axis for sufficiently small ξ , that is λ = λ(ξ).
Before we describe the steps of our continuation procedure we modify the systems (1.1), (2.4) and (2.5) by introducing a
new time τ such that the primitive period T (λ) of the multiple limit cycle Γ (λ) of (1.1) is 2π for any λ. The corresponding
transformation reads t = µτ with µ = T (λ)2π . Of course, we have then to include the parameter µ into the set of parameters
to be determined. Using the new time τ , we get from (2.4) the system
dx
dτ
= µP(x, y, λ), dy
dτ
= µQ (x, y, λ),
dz
dτ
= µH1(x, y, λ), dw1dτ = µe
zH2(x, y, λ).
(3.1)
By assumption (A2) and Proposition 2.1, system (3.1) has a family of 2π-periodic solutions whose projection Γ (λ) into the
(x, y)-plane is a limit cycle of multiplicity three.
If we denote by
(x˜(τ , ξ , 0, 0, 0, µ, λ), y˜(τ , ξ , 0, 0, 0, µ, λ), z˜(τ , ξ , 0, 0, 0, µ, λ), w˜1(τ , ξ , 0, 0, 0, µ, λ))
the solution of system (3.1) satisfying
x˜(0, ξ , 0, 0, 0, µ, λ) = ξ, y˜(0, ξ , 0, 0, 0, µ, λ) = 0,
z˜(0, ξ , 0, 0, 0, µ, λ) = 0, w˜1(0, ξ , 0, 0, 0, µ, λ) = 0,
then the system of equations which determines the four parameters λ = (λ1, λ2, λ3) and µ such that system (3.1) has a
nontrivial 2π-periodic solution reads
ϕ1(ξ , λ, µ) ≡ x˜(2π, ξ, 0, 0, 0, µ, λ)− ξ = 0,
ϕ2(ξ , λ, µ) ≡ y˜(2π, ξ, 0, 0, 0, µ, λ) = 0,
ϕ3(ξ , λ, µ) ≡ z˜(2π, ξ, 0, 0, 0, µ, λ) = 0,
ϕ4(ξ , λ, µ) ≡ w˜1(2π, ξ, 0, 0, 0, µ, λ) = 0.
(3.2)
In what follows we represent system (3.2) in the form
ϕ(ξ, λ, µ) = 0 (3.3)
and assume
ϕ(0, λ0, µ0) = 0, ϕ(λ,µ)(0, λ0, µ0) : R4 → R4 is an isomorphism.
Under this assumption, there exists for sufficiently small positive ξ a solution of (3.3) in the form (λ, µ) = (λ(ξ), µ(ξ)).
Assumption (A2) implies the existence of a sufficiently small positive number ξ1 to which there belong the vector
λ1 = λ˜(ξ1) and the number µ1 = µ˜(ξ1) such that system (3.3) has the solution (ξ1, λ1, µ1). We assume that λ∗1 and µ∗1
approximate λ1 andµ1, respectively. Under this formulation we understand in the sequel that the assumptions of the well-
knownNewton–Kantorovich Theorem (see Appendix or [4–6]) are fulfilled such thatwe are able to estimate a neighborhood
of (λ∗1, µ
∗
1) containing (λ1, µ1).
Let ξ2 := ξ1 + δ, where δ is a small positive number. In what follows we apply Newton’s method to determine a vector
(λ∗2, µ
∗
2) approximating the solution (λ(ξ2), µ(ξ2)) of (3.2) in the sense mentioned before.
We obtain
λk+12
µk+12

=

λk2
µk2

− J−1(ξ2)ϕ(ξ2, µk2, λk2), k = 0, 1, . . .
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where λ02 = λ∗1, µ02 = µ∗1 ,
J(ξ2) =

∂ x˜
∂λ1
(2π, v∗1)
∂ x˜
∂λ2
(2π, v∗1)
∂ x˜
∂λ3
(2π, v∗1)
∂ x˜
∂µ
(2π, v∗1)
∂ y˜
∂λ1
(2π, v∗1)
∂ y˜
∂λ2
(2π, v∗1)
∂ y˜
∂λ3
(2π, v∗1)
∂ y˜
∂µ
(2π, v∗1)
∂ z˜
∂λ1
(2π, v∗1)
∂ z˜
∂λ2
(2π, v∗1)
∂ z˜
∂λ3
(2π, v∗1)
∂ z˜
∂µ
(2π, v∗1)
∂w˜1
∂λ1
(2π, v∗1)
∂w˜1
∂λ2
(2π, v∗1)
∂w˜1
∂λ3
(2π, v∗1)
∂w˜1
∂µ
(2π, v∗1)

where v∗1 = (ξ2, 0, 0, 0, µ∗1, λ∗1).
The entries of the matrix J can be calculated by solving the initial value problem
dx
dτ
= µP(x, y, λ), dy
dτ
= µQ (x, y, λ),
dz
dτ
= µH1(x, y, λ), dw1dτ = µe
zH2(x, y, λ),
d

∂x
∂λ

dτ
= µ

∂P
∂λ
+ ∂P
∂x
∂x
∂λ
+ ∂P
∂y
∂y
∂λ

,
d

∂y
∂λ

dτ
= µ

∂Q
∂λ
+ ∂Q
∂x
∂x
∂λ
+ ∂Q
∂y
∂y
∂λ

,
d

∂z
∂λ

dτ
= µ

∂H1
∂λ
+ ∂H1
∂x
∂x
∂λ
+ ∂H1
∂y
∂y
∂λ

,
d

∂w1
∂λ

dτ
= µ

∂(ezH2)
∂λ
+ ∂(e
zH2)
∂x
∂x
∂λ
+ ∂(e
zH2)
∂y
∂y
∂λ
+ ∂(e
zH2)
∂z
∂z
∂λ

,
d

∂x
∂µ

dτ
= P + µ

∂P
∂x
∂x
∂µ
+ ∂P
∂y
∂y
∂µ

,
d

∂y
∂µ

dτ
= Q + µ

∂Q
∂x
∂x
∂µ
+ ∂Q
∂y
∂y
∂µ

,
d

∂z
∂µ

dτ
= H1 + µ

∂H1
∂x
∂x
∂µ
+ ∂H1
∂y
∂y
∂µ

,
d

∂w1
∂µ

dτ
= ezH2 + µ

∂(ezH2)
∂x
∂x
∂µ
+ ∂(e
zH2)
∂y
∂y
∂µ
+ ∂(e
zH2)
∂z
∂z
∂µ

,
x(0, v∗1) = ξ2, y(0, v∗1) = z(0, v∗1) = w1(0, v∗1) = 0,
∂x
∂µ
(0, v∗1) =
∂y
∂µ
(0, v∗1) =
∂z
∂µ
(0, v∗1) =
∂w1
∂µ
(0, v∗1) = 0,
∂x
∂λ
(0, v∗1) =
∂y
∂λ
(0, v∗1) =
∂z
∂λ
(0, v∗1) =
∂w1
∂λ
(0, v∗1) = 0.
Remark 3.1. Under the assumption that the Jacobian J(ξ2) is invertible and that the difference |ξ2− ξ1| is sufficiently small,
the sequences {µk2}, {λk2}, converge toµ(ξ2), λ(ξ2), respectively, as k tends to infinity. We stop our iteration process at some
pair (µ∗2, λ
∗
2) approximating (µ(ξ2), λ(ξ2)) in the sense mentioned above.
By repeating this procedure we get a sequence of vectors (λ∗i , µ
∗
i ) approximating the sequence of vectors (λ(ξi), µ(ξi)) to
which there belong systems (2.4) possessing a periodic solution P(λi) with period T (λi) = 2π/µ(ξi), and to P(λi) there
belongs a limit cycle Γ (λi) of system (1.1) whose multiplicity is at least three.
We note that this procedure can be repeated as long as the Jacobian J(ξi) is invertible. If this assumption is no longer
fulfilled, then either we have reached an endpoint of the corresponding bifurcation curve or we can use another parameter
(e.g. one of the components of λ) in order to continue the bifurcation curve.
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In the last step we want to show that the multiplicity of Γ (λi) is exactly three. For this purpose we consider system (2.5)
for λ = λ∗i and construct a Poincaré functional G(x, y, z, w2, λ∗i ) for (x, y) in an annulus Ω(λ∗i ) containing the limit cycle
Γ (λi) such that system (2.5) has no periodic solution for (x, y) ∈ Ω(λ∗i ). Thus, according to Proposition 2.2, the multiplicity
of Γ (λi) is exactly three.
To construct the annulus Ω(λ∗i ) we use the following method. Since we are looking for a stable (unstable) limit cycle
of multiplicity three we embed system (1.1) with λ = λ∗i into a system depending on some parameter κ rotating the
corresponding vector field [7]
dx
dt
= P(x, y, λ∗i )− κQ (x, y, λ∗i ),
dy
dt
= Q (x, y, λ∗i )+ κP(x, y, λ∗i ).
(3.4)
We suppose that system (1.1) for λ = λ∗i has an asymptotically stable (unstable) limit cycle Γ (λ∗i ) approximating the
multiple limit cycle Γ (λi) of system (1.1). From the theory of rotating vector fields we get that for κ = ±ε there belong
limit cycles Γ (λ∗i )±ε forming an annulusΩε(λ
∗
i ). Since Γ (λ
∗
i ) approximates Γ (λi) there exists a small positive ε such that
the annulusΩε(λ∗i ) contains the multiple limit cycle Γ (λi).
To construct the Poincaré functional Gwe make the ansatz
G(x, y, z, w2, λ∗i ) := ψ(x, y, λ∗i )e2z + Cn+1(λ∗i )w2, (3.5)
where ψ is the linear combination of some base functions ψj inΩ(λ∗i )
ψ(x, y, λ∗i ) =
n
j=1
Cj(λ∗i )ψj(x, y, λ
∗
i ), (3.6)
and Cn+1(λ∗i ) is some additional parameter. In case (1.1) is a polynomial system, we can take monomials in x and y as base
functions ψj, j = 1, 2, . . . , n.
If we differentiate the functional G along system (2.5) we get
dG
dt |(2.5)
= e2z2ψ div f + ψxP + ψyQ + Cn+1H3, (3.7)
where H3 is defined in (2.3). If we are able to given λ∗i to find a function ψ(x, y, λ
∗
i ), a parameter function Cn+1(λ
∗
i ) and
positive numbers ε andm such that for (x, y) ∈ Ωε(λ∗i )
|Φ(x, y, λ∗i )| := 2ψ div f + ψxP + ψyQ + Cn+1H3 ≥ m > 0, (3.8)
then for λ sufficiently near λ∗i system (1.1) has no limit cycle of multiplicity greater than three in Ωε(λ
∗
i ) according to
Proposition 2.2. Thus, if λi is sufficiently near λ∗i then the limit cycle Γ (λi) has multiplicity 3.
We summarize this result in the following theorem.
Theorem 3.1. We suppose that for given ξi > 0 there is a parameter vector λi = λ(ξi) such that system (2.4) has a periodic
solution whose projectionΓ (λi) into the (x, y)-plane intersects the positive x-axis at the point (ξi, 0). Let λ∗i be an approximation
of λi, let Ω(λ∗i ) be an annulus in the (x, y)-plane containing Γ (λi). Furthermore, we assume that there are base functions
ψj(x, y, λ∗i ), j = 1, . . . , n, coefficient functions Cj(λ∗i ), j = 1, . . . , n+ 1 and a positive number m such that for (x, y) ∈ Ω(λ∗i )
we have
Φ(x, y, λ∗i ) ≡ 2 div f (x, y, λ∗i )
n
j=1
Cj(λ∗i )ψj(x, y, λ
∗
i )+ P(x, y, λ∗i )
n
j=1
Cj(λ∗i )
∂ψj
∂x
(x, y, λ∗i )
+Q (x, y, λ∗i )
n
j=1
Cj(λ∗i )
∂ψj
∂y
(x, y, λ∗i )+ Cn+1(λ∗i )H3(x, y, λ∗i ) ≠ m > 0. (3.9)
Then the multiplicity of the limit cycle Γ (λi) of system (1.1) is exactly three.
4. Application to a polynomial Liénard system
We consider the Liénard system
dx
dt
= y− (x7 − cx5 + bx3 − ax), dy
dt
= −x (4.1)
depending on the real parameter vector λ = (a, b, c). Our goal is to determine a set of parameter tuples {λ∗i } approximating
a set of parameter tuples {λi} to which there correspond systems (4.1) having a limit cycle Γ (λi) of multiplicity three. For
this purpose we apply the procedure described above.
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The following lemma can be easily verified.
Lemma 4.1. For any tuple (a, b, c) ∈ R3, the origin (0, 0) is the unique equilibrium point of system (4.1) in any bounded part of
the phase plane. The characteristic roots λ1,2 of the linearized system of (4.1) at the origin read
λ1,2(a) = 12

a±

a2 − 4

. (4.2)
From this lemma we can conclude that the origin represents a focus for |a| < 2 which is exponentially stable (unstable)
for a < 0 (a > 0). Additionally, the transversality condition
dReλ1,2(a)
da|a=0
= 1
2
≠ 0
is fulfilled, that is, if a passes zero then the Andronov–Hopf bifurcation arises in (4.1) (see [8]).
In [4] the following theorem has been proved.
Theorem 4.1. The equilibrium point (x = 0, y = 0) of system (4.1) has cyclicity 1 in case a = 0, b ≠ 0, it has cyclicity 2 in case
a = b = 0, c ≠ 0, and it has cyclicity 3 in case a = b = c = 0. Thus, system (4.1) has not more than three small amplitude limit
cycles for sufficiently small |a| + |b| + |c|.
From Lemma 4.1 we can conclude that in case b > 0 a simple asymptotically stable limit cycle bifurcates from the origin
when the parameter a increases and crosses the value zero. In [4], results about the bifurcation of limit cycles of multiplicity
two and three have been established. Especially it has been proved:
Theorem 4.2. Let N be a sufficiently small neighborhood of the origin of the a, b, c-parameter space. In the intersection N + of
N with the parameter region a > 0, b > 0, c > 0 there exists a curveK+ with the asymptotic representation
b = b3(a)+ O(a5/3) as a →+0,
c = c3(a)+ O(a4/3) as a →+0, (4.3)
where b3(a) := 351/3 a2/3, c3(a) := 6352/35 a1/3 such that to any point of K+ there corresponds a system (4.1) having an asymp-
totically stable small-amplitude limit cycle withmultiplicity three whose amplitude tends to zero andwhose primitive period T (λ)
tends to 2π as a tends to zero.
In what follows we use the parameter tuple λ∗1 = (a∗, b3(a∗), c3(a∗)) with sufficiently small a∗ and µ∗1 = T (λ∗1)/2π as
the starting point for our procedure described above. By continuation the periodic solution of the corresponding system
(2.4) we get the following set of parameter points {λ∗i } (see Table 1) approximating a set of parameter points {λi} for which
system (3.1) has a limit cycle Γ (λi)whose multiplicity is at least three.
Table 1
Parameter points λ∗i = (a∗i , b∗i , c∗i ) and µ∗i approximating λi and
µi , respectively.
i ξ0 a∗ b∗ c∗ µ∗
1 0.2 0.000035 0.003500 0.105000 1.000000
2 0.3 0.000399 0.017719 0.236250 1.000000
3 0.4 0.002240 0.056000 0.420000 1.000000
4 0.5 0.008545 0.136719 0.656250 1.000001
5 0.6 0.025515 0.283499 0.944999 1.000007
6 0.7 0.064336 0.525207 1.286239 1.000047
7 0.8 0.143327 0.895901 1.679930 1.000231
8 0.9 0.290354 1.434568 2.125885 1.000950
9 1 0.545023 2.183981 2.623400 1.003359
10 1.1 0.958499 3.186438 3.170108 1.010496
11 1.2 1.583387 4.469510 3.758703 1.029399
12 1.3 2.433288 6.005218 4.368477 1.073128
13 1.4 3.413452 7.654568 4.957041 1.154102
14 1.5 4.414707 9.299753 5.500792 1.270515
In the final step we construct for each λ∗i an annulus Ω(λ
∗
i ) containing the limit cycle Γ3(λi) and a Poincaré functional
G(x, y, z, w2, λ∗i ) according to the ansatz (3.5) such that the condition (3.9) is fulfilled.
First we construct an annulusΩε(λ∗i ). For this purpose we embed system (4.1) into the system
dx
dt
= y− (x7 − c∗i x5 + b∗i x3 − a∗i x)+ κx,
dy
dt
= −x+ κy− (x7 − c∗i x5 + b∗i x3 − a∗i x), (4.4)
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where the parameter κ strictly rotates the field at (x, y) ≠ (0, 0). Now we set κ = ±ε, where ε is a small positive number.
Since (4.4) has for κ = 0 the limit cycle Γ (λ∗i ) and κ rotates the corresponding vector field, the limit cycles Γε(λi) and
Γ−ε(λi) form an annulusΩε(λ∗i ) containing the limit cycle Γ (λi).
In the next step we construct a Poincarè function G on the annulusΩε(λ∗i ) according to the ansatz (3.5). The main term
in the expression for G is the function ψ(x, y, λ∗i ) which we represent as a linear combination (3.6) of the base functions
xkyl:
ψ(x, y, λ∗i ) =

0≤k+l≤N
Ckl(λ∗i )x
kyl. (4.5)
Substituting this relation into (3.9) we get
Φ(x, y, λ∗i ) ≡ 2div f (x, y, λ∗i )

0≤k+l≤N
Ckl(λ∗i )x
kyl
+ P(x, y, λi)

1≤k+l≤N
k≥1 l≤N−1
k Ckl(λ∗i )x
k−1yl
+Q (x, y, λ∗i )

1≤k+l≤N
l≥1 k≤N−1
l Ckl(λ∗i )x
kyl−1 + CN+1(λ∗i )H3(x, y, λ∗i ). (4.6)
Our goal is to choose the coefficientsCkl(λ∗i ) and the coefficientCN+1(λ
∗
i ) in (4.6) in such away that the expressionΦ(x, y, λ
∗
i )
does not vanish inΩ(λ∗i ). This problem can be reduced to a linear programming problem as described in [9]
L → max,
n+1
j=1
Cj(λ∗i )Φj(xp, yp)− L ≥ 0, |Cj| ≤ 1, (4.7)
on a grid of nodes (xp, yp), p = 1, . . . ,N0 in the annulus Ω(λ∗i ). If this problem has a solution, then we take the annulus
Ωε(λ
∗
i ) as the wanted annulus Ω(λ
∗
i ) and the function G as Poincaré function G defined on Ω(λ
∗
i ). In case that we cannot
find coefficients Ckl(λ∗i ) such that (3.9) holds, we decrease the parameter ε or increase the degree N or increase the number
N0 of nodes and repeat the programming procedure.
As an example,we construct the annulusΩ(λ∗7) and the Poincaré functionG to theparameter tupleλ
∗
7 in Table 1 belonging
to ξ0 = 0.8. As annulusΩε(λ∗7) we choose the region bounded by the limit cycles Γε(λ∗7) and Γ−ε(λ∗7) of system (4.4) with
ε = 0.03. As base functionsweusemonomialswithmaximal degree 4, i.e.N = 4 in (4.5). If we apply the linear programming
algorithm as described in [9], we get the following result
C00(λ∗7) = 1.242085, C10(λ∗7) = 0.909316, C01(λ∗7) = 0.909316, C20(λ∗7) = 1.818632,
C11(λ∗7) = 1.4134, C02(λ∗7) = 0.683876, C30(λ∗7) = 0.909316, C21(λ∗7) = 0.909316,
C12(λ∗7) = 0.909316, C03(λ∗7) = 0.909316, C40(λ∗7) = 0, C31(λ∗7) = 1.8186326,
C22(λ∗7) = 1.077677, C13(λ∗7) = 0, C04(λ∗7) = 1.818632, C5(λ∗7) = 0.885257,
where the coefficient C5(λ∗7)multiplies the variablew2. With these coefficients we have
Φ(x, y, λ∗7) ≥ 0.0012 > 0 for (x, y) ∈ Ω(λ∗7) = Ω0.03(λ∗7).
Thus, the function
G(x, y, z, w2, λ∗7) = e2z

0≤k+l≤4
Ckl(λ∗7)x
kyl + C5(λ∗7)w2
is a Poincaré function in the annulusΩ(λ∗7) and we can conclude that Γ (λ7) is a limit cycle of multiplicity 3 of system (4.1)
with λ = λ7.
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Appendix
Let X and Y be Banach spaces, let P be an operator mapping the open subset G ⊂ X into Y . Let x0 ∈ G be an approximate
root of the equation
P(x) = 0. (A.1)
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We are looking for the existence of a unique root x∗ of (A.1) near x0. For this purpose we assume
(A1) There is a positive constant r such that
Sr(x0) := {x ∈ G : ∥x− x0∥ ≤ r} ⊂ G,
and P is twice continuously differentiable in Sr(x0).
(A2) There exists the linear operator Γ0 := [P ′(x0)]−1 and there are two positive constants η and k such that
∥Γ0(P(x0))∥ ≤ η, ∥Γ0P ′′(x)∥ ≤ k for x ∈ Sr(x0).
(A3)
kη < 0.5, r0 = 1−
√
1− 2kη
k
< r.
The following result follows from a theorem due to Kantorovich (see [5, pp. 689/690]).
Theorem A.1. Assume the assumptions (A1)–(A3) hold. Then there exists a unique root x∗ of (A.1) in Sr0 .
In case that Eq. (A.1) has the form
P(x) ≡ Π(x)+ R(x) = 0 (A.2)
we may assume that x0 is a simple root of the simplified equation
Π(x) = 0. (A.3)
The following result is a corollary of Theorem A.1 (see [5, p. 699], and [6]).
Theorem A.2. Let us assume
(A˜1) There is a positive constant r such that
Sr(x0) := {x ∈ G : ∥x− x0∥ ≤ r} ⊂ G.
Π and R are twice continuously differentiable in Sr(x0).
(A˜2) There exists the linear operator Γ0 := [Π ′(x0)]−1 and there are positive constants η, α, k and l such that
∥Γ0(R(x0))∥ ≤ η, ∥Γ0(R′(x0))∥ ≤ α < 1.
∥Γ0Π ′′(x)∥ ≤ k for x ∈ Sr(x0).
∥Γ0R′′(x)∥ ≤ l for x ∈ Sr(x0).
(A˜3)
h = η(k+ l)
(1− α)2 < 0.5, r0 =
1−√1− 2h
h
η
1− α < r.
Then there exists a unique root of Eq. (A.2) in Sr0 .
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