In this article, we give a largely self-contained proof that the quartic extension F q 4 of the finite field Fq contains a primitive element α such that the element α + α −1 is also a primitive element of F q 4 , and T r F q 4 |Fq (α) = a for any prescribed a ∈ Fq.
Introduction
Let F q denote the finite field of order q = p h , where p is a prime and h is a positive integer, and let F q n denotes an extension of F q of degree n. The multiplicative group F * q of F q is cyclic and its generators are called primitive elements of F q . The field F q has φ(q − 1) primitive elements, where φ is Euler's phi-function. Thus the proportion of non-zero elements of F q that are primitive elements is θ(q − 1), where for any positive integer m, θ(m) = φ(m)/m.
Over the years there have been a series of papers on the existence of primitive elements in the extension F q n of F q of degree n. Some of these are detailed in [3] . For instance, an early result in [2] implies that, for every n ≥ 3 and prime power q and every a in F q , there exists a primitive element in F q n with trace a in F q , with the exception of the pair (q, n) = (4, 3). Here, necessarily n ≥ 3, since, if n = 2, there is no primitive element with zero trace. In [3] , it was shown that given n ≥ 5 and a prime power q, then, for any a ∈ F q there exists a primitive element α ∈ F q n with trace a such that the related element α + α −1 is also primitive. In other words, in notation introduced in [3] , the pair (q, n) lies in the set P. The main purpose of the present paper is to extend this result to quartic extensions, i.e., n = 4. More precisely, we establish the following theorem. Theorem 1.1. Let q be a prime power and n ≥ 4 a positive integer. Then (q, n) ∈ P.
Given q, n, a as in Theorem 1.1, denote by N a the number of primitive elements α ∈ F q n with trace a such that α + α −1 is also primitive. In [3] , to show that generally N a is positive, we first derived a sufficient condition (the basic criterion, BC) dependent on ω(q n − 1) (where, for a positive integer m, ω(m) is the number of distinct prime factors of m). This was derived from an expression for N a in terms of character sums. This establishes the result for large values of ω(q n −1) (and so large values of q n ). This was refined by a criterion, called the prime sieve criterion(PSC) whereby most of the prime factors of q n − 1 are used as sieving primes leaving some (the smallest, including 2 when q is odd) as non-sieving primes. This is useful in establishing the result for smaller values of ω(q n − 1) and q n , even when the prime factorization of q n − 1 is not explicitly known, though, of course, it is most effective when it is. Finally, the complete result for n ≥ 5 was established by direct computation for relatively few residual pairs (q, n).
In this paper, we review the BC and PSC (from [3] ) and proceed to modify the PSC to produce the modified prime sieve criterion (MPSC) by taking one or more of the largest prime factors of q n − 1 out of the sieve and treating them differently. We then proceed to the computational aspect of the investigation.
Of course, the question of whether a pair (q, n) ∈ P is sensible for all integers n ≥ 3 and, indeed, our theoretical discussion which follows is applied whenever n ≥ 3. When n = 3, however, our criteria for membership of P are too weak to provide a definitive answer to the existence question without a formidable degree of computation. Hence, we content ourselves in that case to the the statement of a preliminary existence theorem for sufficiently large prime powers q (Theorem 9.1) and defer further discussion to a further article.
The basic criterion
In this section, we give some notation, basic definitions and results which are used in the subsequent sections.
Assume throughout q is a given prime power and n ≥ 3 is an integer, and that a ∈ F q is given. An important notion is that of an e-free element of F q n which extends that of a primitive element. For any e|q n − 1, an element α ∈ F * q n is said to be e-free if α = γ d , for any d|e and γ ∈ F * q n gives d = 1. Hence an element of F q n is primitive if and only if it is (q n − 1)-free. Observe that the definition is dependent only on the distinct primes in e, i.e., on Rad(e), the product of the distinct primes dividing e. Now suppose that e 1 and e 2 are divisors of q n − 1. Define N a (e 1 , e 2 ) as the number of α ∈ F * q n that are e 1 -free, have trace a and are such that α + α −1 is e 2 -free. The same number is obtained if e 1 , e 2 are replaced by their radicals, in other words we can assume that e 1 and e 2 are square-free. The particular case N a (q n − 1, q n − 1) yields N a , defined in Section 1, the number we are endeavouring to show positive for all values of a. A key expression for N a (e 1 , e 2 ) is given by (3) of [3] as follows.
1) where µ denotes the Möbius function and
Here χ d denotes a multiplicative character of order d and χ d a sum over all such characters (φ(d) in number). Moreover, ψ 0 is the canonical additive character on F q andψ 0 is its extension as an additive character of F q n defined byχ 0 (α) = χ 0 (T r F q n |Fq (α)). Define a constant C q by
From a theorem on mixed character sums of rational functions (Lemma 2.2 of [3] ), we noted (Lemma 3.1 of [3] ) that, except when u = 0 and
In fact, better estimates than (2.3) hold when at least one (but not all) of u = 0, d 1 = 1, d 2 = 1 is true. In particular,
This allows for the fact that χ 1 (α)χ 1 (α 2 + 1) vanishes at the zeros of α 2 + 1 =0 (if these lie in F q n ). On the other hand,
Combining (2.3) and (2.4) in (2.1) and using the fact that each square-free pair (d 1 , d 2 ) = (1, 1) of divisors of (e 1 , e 2 ), respectively, contributes −Cn/2 to the lower bound of N a (e 1 , e 2 ), we deduce that
which corrects (6) of [3] . Here, for any integer positive m, W (m) = 2 ω(m) is the number of square-free divisors of m.
The important case of (2.5) is when e 1 = e 2 = k, say.
Theorem 2.1. Suppose q is a prime power, n ≥ 3 is an integer and a is an arbitrary member of F q . Let k be a divisor of q n − 1. Then
In particular, when k = q n − 1 in Theorem 2.1, we obtain the basic criterion.
Corollary 2.1. Suppose q is a prime power and n ≥ 3 is an integer. Assume also that
Then (q, n) ∈ P.
The prime sieve
We retain the notation of Section 2. Let k be a divisor of q n − 1 with Rad(k) < Rad(q n − 1) and P a coprime divisor of q n − 1 with Rad(P ) = p 1 . . . p r as a product of distinct primes, where r ≥ 1. The prime sieve achieves a lower bound for N a (kP, kP ) that is superior to an application of the basic criterion, provided an appropriate choice of P (and so of r) is made.
As well as the lower bound (2.6), we require upper bounds for the absolute value of the differences
, where p is any prime dividing P . The significance of these differences is illustrated by the fact that, from (2.1),
by (2.3). Similarly, the bound (3.1) applies to the other difference. Next, we recall the sieving lemma, Lemma 3.3 of [3] .
Lemma 3.1. With notation as above,
Then the inequality (3.2) can be written in the long-winded but more useful form
By (2.6) applied to yield a lower bound to N a (k, k) and (3.1) applied to all the differences of the form D (taken to be negative), we obtain (as in the proof of Theorem 3.4 of [3] ) a better inequality for N a (kP, kP ).
Theorem 3.1. With the above notation we have
Observe that Theorem 3.1 is vacuous if δ ≤ 0. We take the case in which kP = q n − 1 and assume δ > 0 to obtain the prime sieve criterion (PSC).
Theorem 3.2. Suppose q is a prime power and n ≥ 3 is an integer. Write q n − 1 in the form kP , where k and P are coprime, ω(k) = t and ω(P ) = r ≥ 1. Define δ by (3.3) and assume δ > 0. Suppose that
The technique for applying Theorem 3.2 is to include all the small primes in q n − 1 in k (the core) with as many as possible in P so long as δ is positive.
The modified prime sieve
We continue to suppose q is a given prime power, n ≥ 3 and a ∈ F q . Write Rad(q n − 1) = kP L, where k (the core) is the product of the t smallest primes in q n −1, where t ≥ 1, P = p 1 . . . p r (the product of the main sieving primes), L = l 1 . . . l s , s ≥ 1 (the product of the large primes).
Define δ by (3.3), as before. Also define ε by
Theorem 4.1. Let q be a prime and n ≥ 3 be an integer. Write Rad(q n −1) = kP L, where k is the core (with ω(k) = t), P the product of r sieving primes, L the product of s large primes, as described above. Assume that, with δ, ε as defined by (3.3) and (4.1), respectively, θ 2 (k)δ − 2ε is positive. Suppose that
Proof. As in Lemma 3.1
In (4.3), use (3.4) as a lower bound for N a (kP, kP ). Further, by Lemma 3.1,
which may be written as
Now N a (1, 1) simply enumerates those non-zero α ∈ F q n with trace a. If a = 0, then, since T r(0) = 0, N a (1, 1) can be expressed as
Now, α∈F q nψ 0 (uα) = q n if u = 0 and is zero if u = 0. Hence, when a = 0,
Moreover, by a simple case of [3] , Lemma 2.2, for any character χ l of prime order l|L, instead of (2.3), we can assume that
and
Thus,
whence, from (4.5),
Similarly, from (4.6),
Using (4.7) and (4.8) in (4.4) and the fact that
The final step is to combine (3.4) and (4.9) in (4.3) to yield the lower bound
In particular, assume θ 2 (k)δ − 2ε > 0 to deduce the modified prime sieve criterion (or MPSC) (4.2).
We observe that we recover the PSC from the MPSC by setting s = ε = 0 and the BC from the PSC by setting r = 0, δ = 1. The MPSC can be effective when the PSC fails but not by much.
Application of the criteria to extensions of any degree
Continue to assume that q is a prime power and n ≥ 3. Whereas, we could (after [3] ) restrict ourselves to degrees 3 and 4, in this section, we effectively deal with the general case by treating the "worst" case (n = 3). From now on we abbreviate ω(q n − 1) to ω. First we briefly describe the significance and value of the three criteria, BC (given by (2.7)), PSC (given by(3.5)) and MPSC (given by (4.2) ). The BC will be applied quite generally. For its use it requires only information about ω but, to be effective, we require to know that ω is explicitly sufficiently large. However large this bound is, it is applied once only to give a cap on ω (and thereby on q n ) above which all pairs (q, n) are guaranteed to be in P. Below this cap on ω (now treated as an upper bound), we can apply the PSC quite generally to a range of values of ω. It can be applied thus (and we shall do so in this section) even though we do not know the precise values of the sieving primes. It is necessary only to make a good choice of r so that δ > 0. For more specialised applications later in individual cases when the prime factorisation of q n − 1 is known, stronger conclusions can be derived. For application of the MPSC, it is necessary to know the exact sieving primes and make a choice of one or more large primes.
In this section we shall make general application of the BC and the PSC. 
Proof.
Here let p i denote the ith prime. In particular, p 17922 = 199247. Set
Observe that for any i ≥ 17922, p i > 2 16 = 65536. Evidently, by the multiplicativity of W , log log m ) are, of course, available (e.g., [4] ), but Lemma 5.1 is appropriate for our purposes.
Lemma 5.2. Assume q is a prime power and n ≥ 3. Further suppose that ω ≥ 29. Then (q, n) ∈ P.
Proof. First assume ω ≥ 17922 (so that q n > 2.35 × 10 86321 ). Then by Lemma 5.1 and the BC, (q, n) ∈ P if q 3n 8 −1 > 3 which holds for n ≥ 3 (since q > 3 8 ). Although this cap on ω leaves an enormous number of prime powers this single use of the BC suffices to initiate the siveing process. Henceforth we will apply the PSC. Accordingly, we use R to denote the value on the right hand side of (3.5). Observe that R does not depend explicitly on q so that if (3.5) holds we obtain an upper bound on the values of q n that remain as possible exceptions. Next assume that 365 ≤ ω ≤ 17921. Then, with the notation of Theorem 3.2, take k to be the factor of q n − 1 whose prime factors are the least 342 primes dividing q n − 1. Thus r ≤ 17579. Further, δ must be at least the value obtained when r = 17579 and P is the product of those primes from 2309 to 199211, inclusive. Thus δ > 0.09434. Hence R < 8.98 × 10 211 . Now (3.5) holds if q > R (2/(n−2)) , i.e., if q n > R (2n/(n−2)) , so certainly if q n > R 6 (since n ≥ 3), i.e., q n > 5.23 × 10 1271 . If in fact ω ≥ 430 then q n > 3.2168 × 10 1273 . Hence the result holds.
We next assume that 35 ≤ ω ≤ 429 then with ω(k) = 35 and r ≤ 394 the result holds if ω ≥ 75.
Repeating the above process with ω(k) = 11 for 39 ≤ ω ≤ 74; with ω(k) = 8 for 31 ≤ ω ≤ 38; and with ω(k) = 7 for 29 ≤ ω ≤ 30 we see that the result holds for ω ≥ 29.
This completes the proof.
After Lemma 5.2 we may assume that ω ≤ 28. If also ω ≥ 6, in the PSC now take ω(k) = 6. This yields δ > 0.024499, and R < 21592151. At this point the value of n becomes significant. In particular, we can suppose q < 2.16 × 10 7 if n = 4 , whereas only q < 4.663 × 10 14 if n = 3.
Quartic extensions: applying the PSC
In this section suppose n = 4. Thus ω = ω(q 4 − 1). Also R denotes the value on the right hand side of (3.5) as in Section 5. For brevity, numbers in the calculations which follow are rounded down to integers or to 4 significant figures when decimals are involved, whereas the working was calculated to at least 12 significant figures.
As noted above we can conclude (q, 4) ∈ P if q > R, i.e., if q n > R 4 , i.e., if q 4 > 2.173 × 10 29 . If ω ≥ 22, however, simply by supposing that q 4 − 1 is at least the product of the first 22 primes we see that then q 4 > 3.217 × 10 30 . Hence we can assume that ω ≤ 21. In this case, proceeding as in Lemma 5.2, with ω(k) = 5 we obtain δ > 0.02106. Thus, R < 4526364 and the PSC is satisfied if q 4 > 4.197 × 10 26 . Now, if ω ≥ 20 then q 4 > 5.579 × 10 26 . Hence again (q, 4) ∈ P and we may suppose that ω ≤ 19.
We can play this game successfully down to the case ω = 13 . Then, with ω(k) = 4 we get δ > 0.1181, R < 112037 and q 4 > 3.042 × 10 14 , i.e., q > 4176. Hence we may assume that 4176 < q < 112038. But, for these values of q, ω = 13 precisely for one prime power, namely the prime q = 102829; whence q 4 − 1 = 2 4 · 3 · 5 · 7 · 11 · 13 · 17 · 19 · 37 · 89 · 113 · 94441. Then, ω(k) = 4, (k = 210), r = 9 yields δ = 0.2983, R = 45289 < q and the PSC is satisfied.
Alerted by the need now to proceed cautiously, now take ω = 12. Now, with ω(k) = 4r = 8 we obtain δ > 0.1669 and R < 70545. If on the basis that q 4 − 1 is at least the product of the smallest 12 primes we can deduce only that q > 1650. Hence we may assume that 1650 < q < 70546. Checking throughout this range of prime power values we find, however, that ω = 12 only for the 14 values of q in the set {20747, 21013, 25943, 30103, 38917, 52571, 53087, 53129, 53923, 59753, 60397, 65963, 66347, 66457}. Check these in turn using the precise factorisation of q 4 − 1. We illustrate with the two smallest prime powers. So take q = 21013, so that q
Here with ω(k) = 3, (k = 30), r = 9, we have δ = 0.2093 and R = 15977 < q. Similarly, the PSC succeeds for the 12 larger values of q.
On the other hand take q = 20747. Now q 4 −1 = 2 4 ·3·5·7·11·13·19·23·29·41·653· 2273. For the best attempt to use the PSC, take ω(k) = 4, δ = 0.3504, R = 34410, which exceeds q. Consequently, the PSC fails and, alas, q = 20747 remains a possible exception.
In similar fashion, for ω ≤ 11, there are more possible exceptions, i.e., prime powers q for which (3.5) fails for any choice of k, r. For example, for ω = 11, there remain the 5 prime powers in the set {4217, 9043, 11131, 23561, 38501}.
Lemma 6.1. Suppose q is a prime power. Then (q, 4) ∈ P except for at most 358 values of q. The possible exceptions can be listed as a union of sets 12 i=2 S i , where S i is the set of those with ω(k) = i. The cardinality of S i and its elements are as indicated in Table 1 .
Quartic extensions: applying the MPSC
We now attempt to apply the MPSC (4.2) to each of the possible exceptions listed in Lemma 6.1. In essence, we transfer s(≥ 1) of the sieving primes in an application of the PSC to being large primes and thereby reduce the number of sieving primes by s. With r, s and δ, ε now as defined as in Theorem 4.1 we denote the right hand side of (4.2) by R ′ . First we illustrate the improvement with two examples. First take q = 10009 ∈ S 10 . In fact, q 4 −1 = 2 5 ·3 2 ·5·7·11·13·17·101·139·29173. Apply the PSC. For the best result, take k = 30(ω(k) = 3) and r = 7. Then δ = 0.22671 and R = 11393. Thus the PSC fails. Now categorise 29173 so that s = 1 and r is reduced to 6. This has little effect on δ (0.22678) but R ′ = 9925.04 and the MPSC is satisfied. Hence (10009, 4) ∈ P. Next, take q = 3947 ∈ S 8 . In fact, q 4 − 1 = 2 4 · 3 · 5 · 7 · 13 · 293 · 409 · 1973. Applying the PSC with k = 30, r = 7 yields δ = 0.0.50515 and R = 4564.8 > q so that the PSC fails. Applying the MPSC with the single large prime 1973 (thus r = 6, s = 1 and ε = 1/1973) we obtain δ = 0.5061, R ′ = 3993.6 > q. Therefore, with these parameters the MPSC also fails. On the other hand, if we take both 1973 and 409 as large primes (thus r = 5, s = 2 and ε = 0.002951) we obtain δ = 0.51106 and R ′ = 3795.1 < q. Hence, by the MPSC, (3947, 4) ∈ P. In summary, for all the possible exceptions listed in Table 1 in bold type, an application of the MPSC yields (q, 4) ∈ P. The values of q given in Table 2 (in which ω(k) is abbreviated to ω k ) satisfy the MPSC.
Lemma 7.1. Suppose q is a prime power. Then (q, 4) ∈ P except for at most 304 values of q. The possible exceptions are those listed in Table 1 that are not in bold type.
Direct verification for possibly exceptional prime powers
For the exceptional values of q in Table 1 that were not in bold type we used computation to verify the result. In particular, when ω ≤ 7 we successfully applied gap4r8 [1] Algorithm 1 Check Whether (q, n) ∈ F q n 1: Input: q and n 2: Output: Success if (q, n) ∈ P and Failure if (q, n) ∈ P. 3: Construct finite fields F q n and F q and a primitive element γ of F q n . 4: Construct a Set P = {γ i | ı ≤ q n − 1, (i, q n − 1) = 1}, i.e., the set of all primitive elements of F q n . 5: Set T = {} 6: for a ∈ F q do 7:
for b ∈ P do if Trace(b) = a then
10:
Store a in T For brevity full details are omitted but, we comment that, in practice, such examples are more prolific than our theoretical struggles suggest. For the record, the largest value of b required (amongst all the prime values of q) was 654 when q = 20747, c = 5 and a = 13548. The largest b (as a fraction of q) was b = 212 when q = 307 and a = 251.
The five non-prime powers q were dealt with in a related way. For example, when q = 2197 = 13 3 we took F 2197 = F 13 (z), where z 3 = 2. Then g = z +7 is a primitive element of 
Cubic extensions
For cubic extensions (n = 3) we already conclude (from Lemma 5.2) that (q, 3) ∈ P whenever ω = ω(q 3 − 1) ≥ 29. Assuming ω ≤ 28 we can the exploit the fact that all prime factors of q 2 + q + 1 (> 3) are congruent to 1 modulo 6 and use the PSC to establish the following preliminary existence theorem.
Theorem 9.1. Let q be a prime power such that either ω(q 3 − 1) ≥ 27 or q > 3 × 10 13 .
Then (q, 3) ∈ P.
Evidently Theorem 9.1 can be improved. It remains a formidable challenge to verify that actually only three pairs are not in P (namely (3, 3) , (4, 3) , (5, 3)) (as claimed in Conjecture 1 of [3] ). We defer further discussion meantime.
