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Trenddarstellung von Herzschlag- und Atemzugintervallen durch 
fortlaufende Aufzeichnung von Häufigkeitsverteilungen1 )2) 
H. J. Stahl und W. Kleis 
Zusammenfassung 
Es wird die Gewinnung von Herzschlag- und Atemzugeinzel-
intervallen für die computergestützte Intensivüberwachung, 
speziell der Hirnfunktion, vorgeschlagen. Die Berechnung von 
Häufigkeitsverteilungen der Intervalle mit Wahl der Parameter 
wird angegeben. Diese Verteilungen werden sodann fortlaufend 
aufgezeichnet, wodurch komprimierte, graphische Trendinfor-
mation auf dem Einzelintervallniveau über jeweils lange Zeit-
räume dargeboten werden kann. Die Form der Verteilungen 
wird diskutiert und die Möglichkeit der Artefaktreduktion 
durch die Verwendung des Dichtemittels als Mittelwertpara-
meter vorgeschlagen. 
Summary 
The acquisition of single heart beat and respiratory intervals is 
proposed for computer assisted intensive care monitoring parti-
cularly of cerebral function. The calculation of probability 
density functions (PDF) of the intervals and choice of para-
meters are dealt with. PDF's are then plotted in time sequences 
thus providing compressed graphical trend information on the 
one-interval-level over long periods of time. The contours of 
distributions are discussed and artifact reduction using the mode 
as a mean-value-parameter is proposed. 
1. Einleitung 
Herz- und Atemfrequenz sind bewährte Parameter in der 
klinischen Patientenüberwachung. Während früher meist Mi-
nutenmittelwerte in günstigstenfalls 3-15minütigen Abstän-
den bestimmt wurden, richtet sich nun in zunehmendem Maße 
das Interesse auf Einzelintervalle bzw. die daraus errechnete 
sog. Momentanfrequenz. Eine computermäßige Auswertung 
dieser Einzelintervalle läßt Aussagen zu über Trends, Variabi-
lität und Rhythmiken bei Herz- und Atemtätigkeit, sowie 
deren gegenseitige Beeinflussung (3, 5, 7, 12). Auch konnten, 
vor allem im Bereich der geburtshilflichen Cardiotokographie 
(2 , 6) spezifische Reaktionsmuster beschrieben werden. 
Von uns wird mit der Erfassung von einzelnen Herzschlag-
und Atemintervallen eine Verbesserung der Überwachung 
von Schwerkranken angestrebt. Die vielen vorgeschlagenen 
Verfahren der Analyse solcher Intervalle für verschiedene 
andere Anwendungsgebiete (8 , 9, 10, 11 , 14) sind für den 
Kliniker häufig schwer verständlich, aufwendig und für die 
langfristigen Registrierungen in der Überwachungsroutine 
schwerkranker Patienten unmittelbar weniger geeignet. Nach 
') mit Unterstützung des BMFT, Proj . Nr. DVM 008 
2) mit Darstellungen aus der Inauguraldissertation von W. Kleis 
Auffassung der Autoren sollte eine Auswertung daher zu-
nächst kostengünstig und möglichst einfach verstehbar sein. 
Die unten beschriebene Verlaufsdarstellung von Häufigkeits-
verteilungen läßt, ohne die graphische "mit einem Blick erfaß-
bare" Langzeitübersicht aufzugeben, einen Einblick in das 
Geschehen auf dem Einzelintervallniveau zu. Das Verfahren 
wurde bei uns zwar unter Verwendung eines mittleren Rech-
ners aufgebaut* , es kann jedoch auch mit Hilfe kleinster 
Recheneinheiten realisiert werden. 
2. Methodik 
Die Datenerfassung erfolgte im Digitalrechner durch Aus-
messung von Triggerfolgen von EKG- und atemkurvevorver-
*) TR 86, AEG-Telefunken 
Abb. 1. Herzintervallsequenz (N = 256) mit Häufigkeitsverteilung 
und Serienkorrelogramm. Man erkennt eine schnelle Periodik (At-
mung) auf einer langsameren Schwingung (1-2/min). Stärkere Ab-
weichungen zur bradykarden Seite (Linksschiefe der Verteilung). 
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Abb. 2. Ca. 6stündige Verläufe der instantanen Herzfrequenz 
(N = 1024) bei zwei gesunden, ruhenden Personen. 
arbeitenden Monitoren, die in unserer Klinik entwickelt waren 
(4, 13). Die zeitliche Auflösung betrug 10 ms. Es wurden die 
Absolutzeitpunkte der Ereignisse QRS-Komplex bzw. Atem-
zug zwischengespeichert. Nach Errechnung ihrer Abstände 
und Trendkorrektur wurde eine einfache Intervallanalyse 
durchgeführt mit der Ausgabe sequentieller Histogramme 
(Intervall-Tachogramme), Häufigkeitsverteilungen und Se-
rienkorrelogrammen (Autokorrelation) auf einem Speicher-
oscilloskop bzw. Plotter (Abb. 1). Zur besseren Verständlich-
keit wurden die Intervalle in "instantane Raten" (Freq. pro 
Min.) umgerechnet, und die Abszisse als Zeitachse dargestellt. 
Die Häufigkeitsverteilungen wurden anschließend auf einer 
Magnetplatte abgelegt und dann im Verlauf geplottet. 
Die Untersuchungen konnten an 13 Normalpersonen in der 
Zeit von 18 - 24 Uhr also der Einschlafphase und an bisher 
15 Schwerkranken bis zu 24 Std. durchgeführt werden. Aus 
dem damit vorliegenden Datenmaterial wurden die günstig-
sten Parameter für die Berechnungen und Darstellungen er-
mittelt. 
Das Vorgehen im einzelnen: 
Als erstes wird eine Intervallfolge in Einzelsequenzen oder 
Segmente zergliedert . Bei den RR-Intervallen haben sich die 
eindruckvollsten Bilder bei einer Segmentlänge von 256 Inter-
vallen ergeben, bei den Atemzugfolgen waren, vor allem bei 
artefaktreichen Aufnahmen größere Segmentlängen erforder-
lich (bis 1024). Als ähnlich willkürlich muß die Einteilung der 
Intervalle (bzw. instantanen Raten) in Klassen angesehen wer-
den. Einerseits soll die Vergleichbarkeit der einzelnen Vertei-
lungen gewährleistet, andererseits die Auflösung jeweils opti-
mal sein. Wir haben daher je zwei Verteilungen, einmal mit 
fester für alle Patienten gleicher zum anderen mit variabler 
Klassenbreite berechnet. Im ersten Falle wurden Skalierungen 
für die Herzfrequenz von 40-180 (200), für die Atemfre-
quenz von 2-48 pro Min. festgelegt. Die Breite der Klassen 
ergibt sich dann aus ihrer Anzahl. Diese wurde m),t VN (N = 
Anzahl Intervalle) gewählt. Im zweiten Falle wurde bei glei-
cher Klassenzahl die Breite aus der Streuung der aktuellen 
Daten ermittelt und zwar durch die Skalierung mit ± 3 mal der 
Standardabweichung (Beispiel in Abb. 8). 
Die Berechnung der Verteilungen auf dem Digitalrechner 
wurde in Anlehnung an OTNES und ENOCHSON (8) wie folgt 
durchgeführt: 
Ein Segment bestehe aus den Daten (Intervalle, Raten) 
Xi> i = 1, .. ,N 
Es werden J Intervallklassen gebildet, die sich von einem 
unteren (a) bis zu einem oberen (b) Grenzwert erstrecken. 
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Abb. 3. Ca. 6stündiger Verlauf 
der instantanen Atemfrequenz 
(N = 256) bei gesunder, ruhen-
der Person. 
2 25 
RTEMRRTE 
Dann ergibt sich die Klassenbreite zu 
b-a 
c = -J-
48 
Mj sei die Zahl der Daten X in der j-ten Klasse, j = 1, .. , J 
Nun errechnet sich der Index j zu einem Xi aus 
[xi;a + 0,5] 
Abb. 4. Linkes Beispiel: Verlauf der instantane n Herzfrequenz in der 
postoperativen Phase bei einem Patienten nach Hirnoperation (ca. 
20 Std.). Langsamer positiver Trend mit Aufhebung tageszeitlicher 
Frequenzschwankungen . 
Rechtes Beispiel: Postoperativer Verlauf der instantanen HF (ca. 
12 Std.) bei einem anderen Patienten nach Hirnoperation. Positiver 
Trend mit Verringerung der Einzelintervall-Variabilität. 
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[ J: größte ganze Zahl, die kleiner oder gleich dem Ausdruck 
ist. 
ist j < 1 setze j = 1 
ist j > J setze j = J 
anschließend erhöhe Mj um 1 
FORTRAN-Programm-Ausschnitt: 
2 
C = (B-A)/FLOAT (J) 
D021 = 1,N 
11 = (XI(I)-A)/C + 0.5 
IF (11.LT.1) 11 = 1 
IF (11.GT.J) 11 = J 
PD (11) = PD (11) + 1 
XI (N) ist das 
Datenfeld 
J ist vorher festgelegte 
Klassenzahl 
Das Feld PD enthält 
dann die Häufigkeits-
verteilung 
Bei variabler Klassenbreite (mit besserer Auflösung) wurden 
a = m - 30 (m = arithm. Mittel) 
b = m + 3 0 (0 = Stand.abweichung) gesetzt. 
In einer quasi-perspektivischen Darstellung können die ein-
zelnen Verteilungen in z-Richtung, meist 90° oder 60° vom 
Nullpunkt aus, hintereinander als Verläufe geplottet werden. 
Hierfür müssen die Grenzen a und b festgelegt sein (feste 
Klassenbreite) und weit gehalten werden, damit auch die Ver-
läufe verschiedener Patienten vergleichbar bleiben. So erge-
ben sich meist eine ganze Reihe unbesetzter Klassen und die 
Notwendigkeit, für ausreichende Auflösung die Klassenzahl 
zu erhöhen z.B. auf 2 YN oder 3 YN. Es muß jedoch darauf 
geachtet werden, daß die resultierende Klassenbreite c nicht 
die Auflösung der Intervallvermessung unterschreitet, da 
sonst leere Klassen in der Verteilung auftreten. 
Im Anhang ist eine einfache Routine beschrieben, die die 
anschauliche sequentielle Darstellung von Häufigkeitsvertei-
lungen durch Unterdrückung sich überschneidender Kurven-
anteile erlaubt. 
3. Ergebnisse 
Die Abb. 2 und 3 zeigen Herz- und Atemfrequenzverläufe 
(Häufigkeitsverteilungen der Einzelintervalle bzw. Momen-
tanfrequenzen) bei drei verschiedenen Normalpersonen in der 
Einschlafphase. Diese Veränderungen wie Verschiebungen 
und Verschmälerung waren nicht bei allen NP konstant und 
wohl abhängig vom Schlafstadium. Sie müssen aber bei der 
Beurteilung von Verläufen frischoperierter und sogar koma-
töser Patienten berücksichtigt werden. Die Abb. 4 zeigt Ver-
läufe bei zwei Patienten nach Hirnoperationen über die erste 
postoperative Nacht. Eine Interpretation soll hier nicht ge-
geben werden, sie kann nur im Zusammenhang mit sämtlichen 
klinischen Daten erfolgen. 
Der Verlauf während einer Narkose ist in Abb. 5 darge-
stellt. Es handelt sich um die Operation eines Hirngefäß-
aneurysmas mit kontrollierter medikamentöser Blutdrucksen-
kung (Natriumnitoprussid). Während der Hypotension beob-
achtet man einen Herzfrequenzanstieg und Erhöhung der Ein-
zelintervallvariabilität. Diese Darstellung bietet eine anschau-
liche Hilfe bei der Beurteilung der Kreislaufstabilität in der 
kontrollierten Hypotension. 
Im nächsten Bild (Abb. 6) ist ein ca. einstündiger Verlauf 
der Herzfrequenz bei einem Patienten mit schwerem Schädel-
Hirntrauma dargestellt, bei dem schon Tage vorher jede Va-
riation der Frequenz bzw. der Form der Verteilungen fehlte. 
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Abb. 5 (links). Mehrstündiger Verlauf der instantanen Herzfrequenz 
während der Operation eines Hirngefäßaneurysmas in Hypotension. 
Während der Blutdrucksenkung Anstieg der HF mit Erhöhung der 
Einzelintervallvariabilität. . 
Abb. 6 (rechts). Instantane Herzfrequenz-Verteilungen über ca. 90 
min. , präfinal bei einem Patienten mit schwerem Schädel-Hirn-
Trauma. 
Die letzte Verteilung ist ein Artefakt, hier war kein Signal 
mehr vorhanden. 
Die Graphik in Abb. 7 beleuchtet einen interessanten 
Aspekt der Methode, nämlich die Möglichkeit der Artefakt-
reduktion. Es handelt sich um eine ca. 20stündige Übersicht 
über die instantane Atemfrequenz bei einem Patienten nach 
Entfernung eines frontalen Astrocytoms. Die Registrierung 
erfolgte nach einem ballistographischen Prinzip (13). Trotz 
der, wie es auch aus diesem Bild hervorgeht, recht artefaktan-
fälligen Technik ist kaum eine Verteilung enthalten, der nicht 
eine eindeutige Atemfrequenz zugeordnet werden könnte. 
Das nächste Bild einer Einzelsequenz von 1024 Intervallen 
(Abb. 8) zeigt sehr deutlich die Überlagerung der Häufigkeits-
verteilung echter Atemzugintervalle durch eine breite Arte-
faktverteilung. Die Differenz zwischen dem arithmetischen 
und dem Dichtemittel (Mitte der am häufigsten besetzten 
Klasse) beträgt hier 3 Az/min. Dieses Dichtemittel erweist 
sich als ein interessanter und in vielen Fällen zuverlässigster 
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Abb.7. Verlauf der Vertei-
lungen ballistopneumogra-
phisch gewormener instanta-
ner Atemfrequenzen über ca. 
20 Std. nach Hirnoperation. 
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ATEMRATE 
Parameter zur Angabe der gemittelten Herz- und Atemfre-
quenz. 
Schließlich sei noch die Form der Verteilungen näher be-
trachtet. Die einzelnen Kurven wiesen sehr unterschiedliche 
z. T. bizarre Konturen auf. Wir versuchten daher durch Mitte-
lung ganzer Verläufe jeweils eine repräsentative Verteilung 
herauszuarbeiten. Geschieht dies einfach ohne Berücksichti-
gung der Lage der Einzelkurven, wird die resultierende reprä-
sentative Verteilung durch langsame Trends auseinanderge-
zogen. Um diesen Effekt auszuschalten, haben wir die Mitte-
Abb. 8. Atemintervallsequenz (N = 1024) mit Häufigkeitsverteilung 
(variable Klassenbreite, ± 3 0 um das Mittel). Verteilung "echter" 
Atemintervalle auf breiter Artefaktverteilung. 
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lung um das Dichtemittel zentriert durchgeführt. Die Unter-
schiede gehen aus Abb. 9 hervor. 
Interessant erscheint das Ergebnis dieser Berechnllhgen bei 
den Normalpersonen (Abb. 10 und 11) . Da die Registrierun-
gen hier artefaktarm und durch fortlaufendes Mitschreiben die 
korrekten Triggerungen kontrolliert waren, scheint ein tech-
nischer Einfluß unwahrscheinlich. Es kann somit ein biologi-
scher Effekt vermutet werden, der sich bei der instantanen 
Herzfrequenz in vorwiegender Rechtsschiefe, der Atemfre-
quenz in Linksschiefe der Verteilung äußert. Dieses Resultat 
unterstreicht den Wert des Dichtemittels als Mittelwertpara-
meter. 
Es soll nicht unerwähnt bleiben, daß sich die bei uns aus 
technischen Gründen verwendete Auflösung der Intervall-
messung von 10 ms als nicht ausreichend für die Herzinterval-
le erwiesen hat. Bei einer Herzfrequenz von 100 Schlägen/ 
min. bedeuten 10 ms immerhin einen Sprung von 1,7 Schlä-
gen/mini Wenn man die beschriebene Methodik verwendet, 
sollte die Auflösung 2 ms betragen. 
4. Diskussion 
Durch die Verfügbarkeit von Digitalrechnern sind lang zeitige 
Erfassungen von Herz- und Atemintervallen und zum Teil 
hoch entwickelte Auswerteverfahren möglich geworden. Über 
Methoden, die Herfrequenzvariabilität zu quantifizieren, hat 
u. a. STRASSER (11) berichtet. REHSE (9) wendete eine Reihe 
von statistischen "Punktprozeß-Techniken" an. Von SAYERS 
(10) werden vor allem spektralanalytische Ansätze vorange-
trieben. 
Wir sehen Herz- und Atemfrequenz nicht nur als Informa-
tionsquelle über Kreislauf und Atmung an, sondern auch als 
Ausdruck hypothetischer Signale des Zentralnervensystems, 
die Aussagen über das Verhalten und Schädigungen der zen-
tral beteiligten Strukturen an der Kreislauf- und Atmungs-
regulation zulassen. Sie sind damit interessant für die neuro-
chirurgische Intensivüberwachung. Methoden einer diesbe-
züglichen Analyse und die Entwicklung praxisorientierter 
Interpretationsmodelle stecken noch ganz in den Anfängen. 
Insbesondere konnte das intensivmedizinische Ziel einer aus-
sagefähigen Trendanalyse bisher nicht erreicht werden. Die 
von uns hier dargestellte, im Grunde ja sehr simple Methode 
verspricht erstens eine Verbesserung der Trenddarstellung zur 
visuellen Beurteilung, die Mittelwerte und Variabilität ein-
schließt, und zweitens eine Qualitätsverbesserung der Daten 
durch Aussonderung von Artefakten. Die Untersuchungen 
haben gezeigt, daß das Dichtemittel einer Verteilung der zu-
verlässigste Mittelwertparameter für die Herz- bzw. Atem-
frequenz ist. Vor allem die z. Zt. noch unbefriedigende Über-
wachung der Atemfrequenz über lange Zeiträume dürfte 
durch die fortlaufende (auch gleitende) Dichtemittelbestim-
mung wesentlich verbessert werden können. 
Es hat sich herausgestellt, daß die Intervalle nicht unbedingt 
normalverteilt zu sein scheinen. Diese Aussage steht im Ge-
gensatz zu der häufig geäußerten Ansicht anderer Untersucher 
(z.B. DANEV (1)), die Normalverteilung voraussetzen. Sie 
basiert auf der durch spezielle Mittelung (s. 0.) berechneten 
"repräsentativen Verteilung" von ca. je 20-30000 Herzinter-
vallen und ca. je 6- 8000 Atemintervallen bei 13 gesunden 
Vergleichspersonen. Bei ihrer Interpretation ist zweifellos 
Vorsicht geboten. Immerhin steht die ermittelte Rechtsschiefe 
der Herzintervallverteilungen durchaus im Einklang mit der 
Beobachtung, daß viel häufiger tachykarde als bradykarde 
Reaktionen vorkommen. Die Linksschiefe der Atemintervall-
Abb. 9. »Repräsentative« Ver-
teilungen der instantanen Herz-
frequenz bei 8 Patienten über die 
gesamten mindestens je 8stündi-
gen Verläufe. 
Rechts immer nach einfacher 
Mittelung, links nach Zentrie-
rung auf den jeweils häufigsten 
Wert gemittelt. 
Abb. 10. »Repräsentative« Ver-
teilungen (vgl. Abb. 9 und Text) 
der instantanen Herzfreq uenz 
bei 12 ruhenden Vergleichsper-
sonen. 
Abb. 11. »Repräsentative« Ver-
teilungen (vgl. Abb. 9 und Text) 
der instantanen Atemfrequenz 
bei 12 ruhenden Vergleichsper-
sonen. 
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Schni t t punktkoordi n at en: 
(YOH - YVi -1 ) 
Xs = Xi - t>X --------------------------(YVi - YVi-l + YOi-1 - YOi ) 
Abb. 12. Berechnung der Schnittpunkte und Plot-Unterdrückung 
verdeckter Kurvenanteile von D für Darstellung zweier Datenfelder. 
Zur Schematisierung Zwischenraum gespreizt (nur je 5 simulierte 
Feldwerte D mit den Koordinatenwerten X und Y). 
Zur Schematisierung kein Zwischenraum gespreizt (nur je 5 simulier-
te Feldwerte D mit den Koordinatenwerten X und Y). 
verteilungen könnte bedingt sein durch die nicht selten auf-
tretenden "Aussetzer" und Pausen der Atemtätigkeit nach 
"Seufzern". 
Wir möchten abschließend der Hoffnung Ausdruck verlei-
hen, daß mit der beschriebenen Trenddarstellung und der da-
mit verbundenen Möglichkeit der Qualitätsverbesserung der 
Daten die' routinemäßige Erfassung der Einzelintervalle moti-
viert werden kann. Nur so kann das unbedingt erforderliche 
Material zusammengetragen werden, um detailliertere Aus-
sagen über das Regelverhalten und evtl. den Funktionszustand 
des zentralen Nervensystems mit Hilfe dieser indirekten Para-
meter machen zu können. 
5. Anhang 
Routine , die die anschauliche, sequentielle Darstellung von 
Häufigkeitsverteilungen durch Unterdrückung sich über-
schneidender Kurventeile erlaubt: 
Es wird aus den jeweils vorhergehenden Datenfeldern Dein 
Vergleichsfeld V bestimmt. Der jeweilige Wert von D wird 
nur dann geplottet, wenn er größer als der entsprechende 
Wert von V ist. Am Ende des Zeichenvorgangs werden die 
Werte in V dann durch die in D ersetzt, wenn diese größer sind 
(unter Berücksichtigung der Nullpunktverschiebung). Da sich 
zwei aufeinanderfolgende Kurven auch zwischen den Stütz-
steIlen schneiden können, müssen bei Bedarf die Schnitt-
punktkoordinaten berechnet werden, um die Zeichenfeder 
richtig abheben bzw. senken zu können (v gl. Abb. 12). 
Diese Routine hat den Vorteil, daß sie einfach ist, den 
Nachteil, daß die Schnittpunkte gelegentlich nicht ganz kor-
rekt errechnet werden, was jedoch bei den hier interessieren-
den Kurvenformen sehr selten vorkommt. 
EDV in M ed izin und Biologie 1/1979 
Sie ist im folgenden als Flußdiagramm dargestellt. Ihr we-
sentlicher Teil (Plotten nicht verdeckter Kurvenanteile des 
Datenfeldes) ist als die lauffähige FORTRAN-Testversion im 
Anschluß abgedruckt. 
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C 
C TESTPR OGRA MM FUER UNTER 
C V IST VERGLEICHSFELD (HIER ERSTE KURVE) 
C Y I ST AKTUELLES DATENFELD (HIER FOlGEKURVEI 
C 
DTMENSION Y(5),V(SI 
LOGICAL PEN 
DI TA V/ O.,5., 3*O . I,Y/5 .,O., 3*S./ 
10 1" =5 
PEnl=.FALS" • 
f;EllAEH- li ND NIJ LLPIj NK TSDEFINITIO N 
CALL PSTART(O.,O.,O.) 
CALL PLOTR6(l , Z,51 
e AlL PLOT86(I,Z,128J 
CllL PlOT 8610 .,3.,-3 J 
C ERSTE KURVE KO MPLETT ZEICH NEN 
XA =O. 
nX=I. 
IPE !' =3 
00 50 I=I,I IH M 
eAlL PL OTR6 (XA,V(II,IPEN) 
IPE N=2 
50 XA=XA+OX 
C *********************************************************************** 
C FOLGEKU RVE ZEICHNEN, UEBERSCHNEIDUNGE N ~ IT ERSTER KURVE UNTERORUECKEN** 
XI=O. * 
eAll PLOT86( XA,V(I),31 * 
IF(YI1) . LE.V(I)) GOTO 1 * 
eALL PLOT86(XI,Y(II,21 
00 10 1=2,1DI M * 
XR=XA+OX 
IF(Y(I) -V (I)J2,3.3 * 
3 )F(Y(I-]) - V(! - 1)14,5,5 * 
C KEI NE IIEßERSCH I. EIDli NG Y(I) UND Y(I-!I GROESSER V(II UND V(I-IJ,FEDER 
r GESE NK T FAHRE N * 
5 CALL PLOT8h(XB,Y(J),2) * 
GOTO 13 
C UERERS~ HNE1DU NG I SCH NITTPUNKT BERECHNEN * 
TF(Y(I-l).GE.V(j - !I) PE N=.TRUE . * 
XX=XB-OX*(Y(I-!I-V(I-!I)/(VCI)-V(I-\I+Y(I-II-Y(III 
YY= V(I - l1+(Y(I-I)-V(I-I))*(V(TJ - V(I-!II/(V(II-V(I-II+Y(I-II-Y(I)I 
C AIS SCH NITTPU NK T FEDER GESE NKT BZ W. kBGEHOBEN, AB SCHNITTPUNKT UMGE-
C KEHRT FAHRE N * 
IPE " =3 
IF IPE "! I IPE N=2 * 
eALL PLDT 86(X X,YY,TPENI 
I r EI·I =3 
PE N::. NOT . PE N 
IF (['E NI IPE N=2 
CALL PlOTRb(XB,Y(II,IPENI 
GOT O t 3 
2 IF(Y(I - lJ-V(I - ll) 12,4,~ 
C KEI NE IIEIlERSCH I,I UOU NG Y(ll UNI) YCI-1I KLEINER V(II UND VCI-II, FEDER 
C AHGEHnREN FAHRF ~ 
12 eALL PL OT86 I XA ,YIIJ,31 
13 XA=XA+OX 
I 0 CO~ITINUE 
C ********************************************_************************** 
CA Ll PLOTB6(O.,O.,qqgl 
STO P 
ENIl 
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Refokussierung und Glättung von Computerszintigrammen durch 
Faltung (Convolution) unter Benutzung von Laguerre-Polynomen 
D. Hebbinghaus und E. Ihnen 
Summary 
Those re-focussings of computer-scintigrams will be calculated, 
which are non-recursive. The re-focussing-filters are obtained 
by Fourier-transformation. Thereby result Laguerre-polynoms, 
wh ich allow an easy mathematical represent of the filter. A 
Gauß-function will be assumed as scan-filter. The size of the 
re-focussing-filter depends upon the order of the polynoms. A 
simple possibility to calculate the band-filter is described. 
Zusammenfassung 
Es werden nicht rekursive Refokussierungen von Computer-
Szintigrammen berechnet. Die Refokussierungsblenden werden 
mit Hilfe der Fouriertransformation gewonnen. Dabei ergeben 
sich Laguerrepolynome, die eine geschlossene mathematische 
Darstellung der Blende zulassen. Als Abtastblende wird eine 
Gaußfunktion angenommen. Die Größe der anzuwendenden 
Refokussierungsblende hängt von der Polynomordnung ab. 
Eine einfache Möglichkeit der Bandfilterberechnung wird an-
gegeben. 
1. Veränderungen der Computerszintigramme im 
Ortsfrequenzbereich 
(Im folgenden sollen Filter im Ortsbereich als »Blenden« und 
im Ortsfrequenzbereich als Filter bezeichnet werden.) Nach 
[8] lassen sich Point-Spread-Funktionen als Abtastblenden 
hinreichend genau durch Gaußfunktionen approximieren. Das 
... 
'.7 
'.6 
.. , 
•. l 
•. > 
durch die Szintigraphie abzubildende Objekt o(x,y) ergibt, 
mit der Abtastblende p(x,y) gefaltet, das dargestellte Bild 
b(x,y), wobei der unvermeidliche Rauschanteil in Form einer 
Autokorrelationsfunktion als additives Glied I (x, y) auftritt. 
In Formeln: 
b (x,y) = 0 (x,y) . p (x,y) + I (x,y) (1) 
Im Ortsfrequenzbereich wird daraus : 
B (u,v) = 0 (u,v) . P (u ,v) + L (u, v) (2) 
B ist das OrtsfrequenzspekJrum des Szintigramms, 0, P und 
L dasjenige des Objekts , der Point-Spread-Funktion (PSF) 
und des Rauschens. P ist die Modulationsübertragungsfunk-
tion (MÜF). L soll als weißes Rauschen vorausgesetzt werden 
d. h. L (u, v) ist konstant gleich L. 
2. Das Refokussierungsfilter 
Um eine Verbesserung der MÜF zu erreichen, wählt man ein 
Spektrum P' (u, v), welches die höheren Ortsfrequenzen anzu-
heben gestattet und multipliziert es mit Gleichung (2). Also: 
P' . B = 0 . P . P' + P' . L (3) 
P . P' stellt die neue MÜF dar. 
Für P' wird die folgende Funktion gewählt: 
R 2 4 Rk P' (u,v) = (1 + R w2 + -2- w + ... + ---rr- W 2k) 
. exp(-2Jl?s2 w2) 
mitw2 = u2 + v2 (4) 
k, Rund S2 müssen noch bestimmt werden. 
Da p(x,y) als Gaußfunktion p(x,y) = 
exp (- r2/2 . S12) vorausgesetzt wurde, wird 
damit das Spektrum: 
Der Wert von R läßt sich aus der Forde-
rung, daß die Gesamt-MÜF P . P' auch 
noch für höhere Frequenzen möglichst 
konstant verläuft, bestimmen. Wenn nun 
für R = 2 ~2 (s/ + s/) gesetzt wird, dann 
haben wir den gewünschten Effekt. Die 
Abbildung 1 stellt die Gesamt-MÜF dar. 
B.aS': 8.IIE 11.111 11.116 1.119 11.1 B.11 lI.t2 11.13 1I~1'i I~IS' 1~16 N 
Abb. 1. Ursprüngliche Modulationsübertra-
gungsfunktion (punktierte Linie). Verbesserte 
Modulationsübertragungsfunktionen P . P' in 
Abhängigkeit der Sumrnenlänge k. 
I/RE: (RC-RASlCREINHCITtN} 
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Wir wählen S2 und k so, daß eine 
maximale Amplitudenanhebung dort 
erfolgt, wo Signalleistung und Rausch-
leistung vergleichbar geworden ist [5]. 
In Abbildung 2 ist das Spektrum P' 
(u, v) in Abhängigkeit der Anzahl k der 
Summenglieder dargestel!!. 
Man sieht dabei, daß einerseits bei 
größerer Summenlänge in Kombina-
tion mit dem Parameter S2 eine stärkere 
Anhebung der Signal- aber auch 
Rauschfrequenzen in der Umgebung 
von Wo, andererseits aber eine ver-
mehrte Rauschunterdrückung nach 
hohen Frequenzen hin erfolgt. 
Objekte, die also größer alsJo (RE) 
sind, sind bei gegebenem Signalrausch-
verhältnis mit größerer Wahrschein-
lichkeit echt. Von kleineren weiß man, 
daß sie mit größerer Wahrscheinlich-
keit statistisch sind. Leichte Granulie-
rungen des Szintigramms, die auch 
noch nach Smooth-Operationen zu 
sehen sind und Bildschärfe vortäu-
schen, sind meist reine Statistik. 
Kleinere Objekte, d. h. Gebiete mit 
angereicherter Aktivität werden durch 
dieses Verfahren ebenfalls besser sicht-
bar. Die Entscheidung darüber, ob ein 
Befund zu diagnostizieren ist, wird ei-
nerseits schwieriger, weil man anschei-
nend mehr sieht, andererseits sind aber 
Veränderungen früher erkennbar. 
3. Die Refokussierungsblende 
Wie im Anhang dargestellt wird, ergibt 
sich die Refokussierungsblende durch 
die Formel: 
p (x, y) 2 ~ s~ . exp (-r2!2sD . 
k 2 1 2 ~ (1 + + )" I" Ln(~) (6) 
n= 0 S2 n. 2 S2 
wobei r2 = x2 + y2 gesetzt wurde. 
Ln: Laguerre-Polynome n-ter Ordnung 
S1: »Streuung« der Abtastblende 
S2: Parameterwert 
Abb. 2 (oben) . Spektrum P' (u, v) in Ab-
hängigkeit der Anzahl der Summenglieder. 
Die punktierte Linie stellt das zu P (u, v,) in-
verse Spektrum dilr. 
I 
Abb. 3 (Mitte);. Refokussierungsblende 
p (x,y) unter Verwendung Laguerre-Poly-
nomen für verschi1edene Summenlängen k. 
Abb. 4 (unten). Blendensummen in Abhän-
gigkeit der Anzahl der Laguerrepolynome. 
(Die obere Kurve hat die kleinste Anzahl). 
1. 1 
1.& 
-11 • ., 
-Rl.& 
-111,8 
-I 
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Mit Hilfe dieser Darstellung lassen sich Spektren und Refo-
kussierungsblende, ohne Approximation machen zu müssen, 
ineinander umrechnen. 
Für verschiedene Werte von k ergibt sich die folgende Dar-
stellung von p (x, y): 
Problematisch bei Anwendung kann der Cut-Off-Effekt, 
d. h. die zwangsläufige Begrenzung der Blendenausdehnung 
werden. Mathematisch gesprochen bedeutet die Blendenbe-
grenzung ihre Multiplikation mit einer Rechteckfunktion. 
Im Ortsfrequenzbereich wird daraus eine Faltung von P (u, v) 
mit einer Funktion der Form Sinx/x. Phasenverzerrungen sind 
die Folge [9]. 
Eine gute Abschätzung der Blendengröße erhält man durch 
m 
Bildung der Blendensummen 2Jt· L ~r· i· P (~r· i) ~r = S 
i=o 
für jeweils eine bestimmte Blende. 
Die Blendengröße muß so bemessen werden, daß Schwan-
kungen der Werte von S praktisch nicht mehr vorkommen. 
Das bedeutet, je größer die Zahl k ist, desto größer muß die 
Blende bemessen sein. 
4. Anwendung 
Das folgende Gammakamerabild zeigt in Abb. 5 a ein Hirn-
szintigramm nach Aufbereitung von Rohdaten im Computer, 
5 b nach Anwendung der Refokussierungsblende. Dabei wur-
de eine PSF für den Abstand Schädelmitte-Kollimator aus-
gewählt. 
5. Berechnung von Bandpässen 
Mit Hilfe dieser Berechnungsmethode ist es auch leicht mög-
lich Bandpaßfilter zu berechnen und zwar als Differenz unter-
schiedlicher Tiefpaßfilter. 
Im Ortsbereich bedeutet das die Bildung der Differenz 
unterschiedlicher Refokussierungsblenden. 
Bei dieser Technik werden nur Konturen sichtbar, die eine 
gewisse Steilheit oder Größe aufweisen. 
6. Diskussion 
Die mathematisch geschlossene und leicht zu verifizierende 
Berechnung von Refokussierungsblende und Filterfunktion 
ist gut zu handhaben. 
a 
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Effekte lassen sich an kleinen Tischrechnern studieren. 
Für Anwendung dieser geschlossenen Rechenmethode benö-
tigt man nur kleine Rechenprogramme: 
1. für die Erstellung der Blendenfunktionen und 
2. für die Faltung. 
Im Kernspeicher muß für die Blende und für einen zube-
arbeitenden Bildteil, der genauso groß wie die Blende selbst 
ist und für das Faltungsprogramm Platz vorhanden sein. Die 
restlichen Daten können auf Massenspeicher untergebracht 
werden. Die Rechenzeit hängt natürlich stark von der Bild-
und Blendengröße ab wobei, wenn man auf allzugroße Fre-
quenzanhebung verzichtet (kleines k), mit relativ kleinen 
Blenden auskommt. Man kann dies getrost tun, da bei ge-
ringem Signalrauschverhältnis, wie das in der Szintigraphie 
oft der Fall ist, die Zusatz MÜF rasch gegen den Punkt Q in 
Abb. 2 konvergiert. 
Das in [5] beschriebene Optimum in der Ortsfrequenzan-
hebung läßt sich gut durch die Wahl von kund S2 annähern. 
Daß diese Art der Refokussierung nicht nur auf eine Rechner-
anwendung beschränkt ist, liegt auf der Hand. Analoge Ver-
fahren, die im Augenblick möglicherweise auch noch schneller 
die Faltung durchführen, sind denkbar. Einsetzbar ist dieses 
Verfahren auch für Abtastblenden die nicht wie Gaußfunk-
tionen aussehen. Es muß nur die Möglichkeit einer Approxi-
mation durch Gaußfunktionen bestehen. 
7. Anhang 
Mit der Fouriertransformation 
00 
p (x,y) = JJ P (u, v) exp (2Jti (ux + vy)) du dv 
_ 00 
00 
P(u,v) = JJ p(x,y)exp(-2Jti(ux+ vy))dxdy 
_ 00 
und der Formel: 
00 
J exp (_(ax2 + 2Jti ux)) dx = 
_ 00 
und 00 
J x2 . exp (-(ax2 + 2Jtiux)) dx = 
- 00 
b 
Abb. 5 a, b. Durch Refo-
kussierung veränderte 
Computerszintigramme 
unter Verwendung von 
Laguerrepolynomen. 
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lassen sich bei Abtastblenden der Form --z=-::rl exp(-r2/ 2 
n; Sl 
. S2~ nach längerer Rechnung Teilspektren P' (u, v) und Zu-
satzb1enden p' (x, y) wie folgt zuordnen: 
P'(u,v) = (1 + Rw2)exp(-2s~Jt2w2) 
P'(u, v) = (1 + Rw2 + 
k 
P'(u,v) =( ~ 
n=o 
R' w4 ) exp (-2 S2 Jt2 w2 ) 
2 
k=l 
k=2 
k=n 
1 R r 2 
p'(x,y) = 2Jts~ exp (-r l l , s') (1 + 2S~Jt' (1- 2s~)) k=l 
1 R r 2 
p'(x,y) = 2 Jt s~ exp (-r' 12 s') (1 + 2 s~ Jt' (1- 2 s~ ) + 
1 
2 
1 k 1 
,() e p (- r 12 s'2 ) ~ p x,y = ~ x n! 
Jt S2 n=o 
Ln-Laguerrepolynome n-ter Ordnung 
k=2 
(_R_)n L 2 s~ Jt2 n 
Will man das Gesamtspektrum G(u, v) und die Gesamt-
blende g(x,y) berechnen, so hat man oben nur s; durch s~ + s; 
zu ersetzen. Der Normierungsfaktor wird 1/4 n;2 s~ s; anstatt 
1/2 n; s~. 
Zur Berechnung von Bandpässen bildet man die Differenz 
von 2 Refokussierungsblenden. 
Literatur 
[1] BOFILIAS, T., LANGHAMMER, H., HÖR, G., PABST, H. W. und 
PLATZER, H.: »Holographische Filterung: Eine nahezu opti-
male Methode zur Verbesserung der Information von Szinti-
grammen«. 
Radioaktive Isotope in Klinik unf Forschung: Urban u. 
Schwarzenberg, Bd. 11, S. 440, Hrsg. Prof. Dr. R. Höfer 
[2] BRAUER, W. (Herausgeber): Informatik - Fachberichte (Band 
8) »Digitale Bildverarbeitung« 
GI/NTG Fachtagung München 28. - 30. 3. 1977 Springer-
Verlag Berlin, Heidelberg, New York 1977 
[3] HOUSTON, A. S.: »The Step Filter and its use in Brain Scinti-
graphy« 
Nuklearmedizin, 13. Internationale lahrestagung der Ges. f. 
Nuciearmedizin, Kopenhagen, 10. - 13. September 1975 
[4] HUANG, T. S. (Editor): »Picture Processing and Digital 
Filtering« 
Topics in Applied Physics (Vol 6) Springer-Verlag Berlin, 
Heidelberg, NewYork 1975 
[5] HUNT, W. A., MEDER, H. G., PISTOR, P., WALCH, G., LORENZ, 
W. l., LUIG, H., SCHMIDLIN, P.: »Optimum Sampie Size in 
Digital Radioscintigraphy«. 
IBM Wissenschaftliches Zentrum Heidelberg, Report NI.: 
70.09.004, Sept. 1970 
[6] HUNT, W. A., MEDER, H. G., PISTOR, P., WALCH, G., LORENz, 
W. l., LUIG, H., SCHMIDLIN, P., SCHMITT, H. G.: »Digital 
Processing of Sczintigraphie Images<<. 
IBM Wissenschaftliches Zentrum Heidelberg, Report NI.: 
70.03.001, March 1970. 
[7] IINUMA, T. A., NAGAI, T.: »Image Restoration in Radioisotope 
Imaging Systems«. 
Phys. Med. Bio!. 1967 Vo112, No 4, 501- 509 
[8] lAHNS, E.: »Bildgüte und Information in der Szintigraphie« 
Habilitationsschrift, Medizinische Hochschule Hannover 
(1970) 
[9] LEE, Y. W.: »Statistical Theory of Communication« 
lohn Wiley & Sons, Inc., New York - London - Sydney 1967 
[10] RÖHLER, R.: »Informationstheorie in der Optik« 
Wissenschaftliche Verlagsgesellschaft mbH. Stuttgart 1967 
[11] PLATZER, ETSCHBERGER: »Fouriertransformation zweidimen-
sionaler Signale« 
Laser + Elektro-Optik No. 1,1972,39-45 
[12] SPRAU, ALLAN c., TAUXE, W. NEWLON, CHAAPEL, D. W.: 
»A Computerized Radioisotope-Scan-Data Filter Based on a 
System Response to a Point Source«. 
Mayo Clin. Proc., 41,585-598 (Sept.) 1966 
Anschrift der Verfasser: D. Hebbinghaus und E. Ihnen, Radiologische Universitätsklinik, 
Arnold-Heller-Straße 9, 2300 Kiel, W-Germany 
EDV in Medizin und Biologie 1/1979 
12 WICHMANN, Konstruktion von BlutbildungsmodeJlen 
EDV in Medizin und Biologie 10 (1), S. 12-16, ISSN 0300-8282 
© Eugen Ulmer GmbH & Co., Stuttgart; Gustav Fischer Verlag KG, Stuttgart 
Konstruktion von Blutbildungsmodellen mit 
Hilfe der VON FOERSTER-Gleichung*) 
H. E. Wichmann**) 
Zusammenfassung 
Oblicherweise werden deterministische Blutbildungsmodelle als 
Systeme gewöhnlicher Differentialgleichungen mit oder ohne 
Zeitverzögerung formuliert. Dabei treten zwei Probleme auf. 
Einmal sind die Modellparameter nicht immer in einfacher 
Weise biologisch zu interpretieren, zum anderen ist unklar, wie 
eine Verallgemeinerung auf komplexere Formen der Regula-
tion auszusehen hat. 
Mit dem VON FOERSTER-Ansatz steht ein allgemeines Kon-
struktionsprinzip für die benötigten Modellgleichungen zur 
Verfügung. Es erlaubt eine geschlossene Beschreibung ein-
facher wie beliebig komplizierter Zellcompartments und stellt 
gleichzeitig den Zusammenhang zwischen Modellparametern 
und meßbaren biologischen Größen her. 
Summary 
Usually, deterministic models of the blood cell formation are 
formulated as ordinary differential equations with or without 
time delay. In this context, two problems occur. First, the para-
meters do not always ren der themselves into a simple biological 
interpretation and second no clear way of generalization to-
wards more complex regulatory mechanisms is known. 
Here the VON FOERsTER-formalism can serve as a general 
method for the construction of the required model equations. 
It facilitates the description of simple as weil as complicated 
cellular compartments and establishes the connection between 
model parameters and measurable biological manifestations. 
Einleitung 
Die Regelkreise der Blutbildung lassen sich vereinfacht in 
einem Schema wie in Abb. 1 darstellen. Ausgehend von einem 
Stammzellcompartment durchlaufen die Zellen mehrere Tei-
lungs- und Reifungscompartments im Knochenmark, bevor 
sie ins Funktionscompartment im Blut gelangen. Während die 
Stammzellen sich selbst reproduzieren, sind die differenzierten 
proliferierenden und nichtproliferierenden Zellen auf Nach-
schub aus den jeweiligen Vorgängercompartments angewie-
sen. Die Rückkopplung erfolgt über ein Hormon, das die Zahl 
der Teilungen und die Reifungsdauer in den Knochenmark-
compartments in Abhängigkeit von der Zahl reifer Zellen im 
Funktionscompartment steuert. 
*) Überarbeitete und ergänzte Fassung eines Vortrags, der auf der 
Tagung »Medizinische Statistik« in Oberwolfach (20. - 24. 2. 78) ge· 
halten wurde. 
,:'*) Medizinische Universitätsklinik Köln, Direktor: Prof. Dr. R. 
Gross 
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Der übliche Weg bei der mathematischen Beschreibung 
eines solchen Regelkreises ist die Konstruktion eines Systems 
gewöhnlicher Differentialgleichungen, das neben nichtlinea-
ren Rückkopplungstermen im wesentlichen lineare Gleichun-
gen des Typs y = a - by oder Differentialgleichungen mit 
Zeitverzögerung der Form Sr = c(t) - c(t-d) enthält. Mit 
diesen Ansätzen läßt sich das Verhalten des Regelsystems in 
vielen Fällen gut beschreiben. Hierbei ergeben sich jedoch 
zwei wichtige Probleme. Einmal ist es nicht immer möglich, 
einen eindeutigen Zusammenhang zwischen den Modellpara-
metern und den biologischen Meßgrößen wie Generations-
zeiten, Teilungshäufigkeiten, Reifungszeiten, Lebensdauern 
angeben. Zum anderen ist nicht klar, wie diese Gleichungen 
zu verallgemeinern sind, wenn kompliziertere Mechanismen 
wie z.B . hormongesteuerte Reifungszeiten oder Alterung und 
parallellaufender Zellverbrauch berücksichtigt werden sollen. 
Deshalb soll - ausgehend von einem Ansatz, den VON 
FOERSTER (1959) entwickelt hat und der zu partiellen Dif-
ferentialgleichungen führt - ein allgemeines Konstruktions-
prinzip für Modellgleichungen angegeben werden. Neben der 
ästhetischen Befriedigung darüber, daß auf diese Weise die 
unterschiedlichen Gleichungstypen in geschlossener Form 
hergeleitet werden können, liefert dieser Formalismus für 
komplizierte wie für einfache Zellcompartments eine ein-
deutige biologische Interpretation der Modellparameter. 
Abb. 1. Vereinfachtes Schema der Blutbildung. (-> Übergänge von 
Zellen und Hormonen, -> ReguJationsmechanismen) 
Hotmon 
C ompartments ~,--_F_un_k_t_io_n_s_c_o_m_p_a_r_tm_e_n_t --' 
VON FOERSTER-Gleichung für nichtproliferierende 
Zellsysteme 
Sei N (t) die Zahl der Zellen in einem der Reifungscompart-
ments von Abb. 1. Ihre zeitliche Änderung N(t) wird durch 
den Zugang und Abgang von Zellen festgelegt. Während die 
Zuflußrate durch das Vorgängercompartment bestimmt wird, 
ist die Zahl der Zellen, die abwandern oder verlorengehen, 
von äußeren Einflüssen und vom inneren Zustand des Com-
partments abhängig. Die Zellen können dabei im allgemei-
nen nicht als gleichwertig und gegeneinander austauschbar 
angesehen werden, denn sie sind zu verschiedenen Zeiten ins 
Compartment hineingekommen und werden dieses ebenfalls 
zu unterschiedlichen Zeiten verlassen. 
Jede Zelle hat somit ein Alter a bezogen auf den Zeitpunkt, 
zu dem sie ins Compartment gelangt ist. Sei T die maximale 
Aufenthaltsdauer im Compartment, dann gilt 0 ~ a ~ T. 
Unterteilt man das Intervall [0, T] in Abschnitte der Länge 
~a, dann läßt sich eine Altersverteilung n (a, t) definieren, 
wobei n (a, t) . ~a die Zellzahl zur Zeit t mit einem Alter zwi-
schen a und a + ~a angibt. 
Für die Gesamtzellzahl folgt dann 
T 
N (t) = J n(a, t) da (1) 
o 
Speziell für a = 0 ist no(t) : = n (0, t) die Zuflußrate ins 
Compartment, während zu Beginn der Beobachtung bei t = 0 
die Anfangsverteilung f (a) : = n (a, 0) vorliegt. 
Betrachtet man die Altersverteilung n(a, t) einen Zeitraum 
~t später (wobei ohne Beschränkung der Allgemeinheit ~t = 
~a gewählt werden soll), dann sind die Zellen aus dem Inter-
vall [0, T - ~a] um ~a älter geworden: 
n (a + ~a, t + ~t) = n (a, t) 
n (a, t + M) = n (a- ~a, t), 
oder (2) 
und die Zellen aus dem Intervall [T - ~a, T] sind aus dem 
Compartment abgewandert (Abwanderungsrate). 
Ist ferner zugelassen, daß zwischen t und t + ~t ein Teil der 
Zellen verloren geht (z. B. durch Absterben, Verbrauch, vor-
zeitiges Verlassen des Compartments), dann kann man eine 
Verlustfunktion 8 (a, t) definieren und es folgt 
n(a,t + ~t) = n(a-~a,t)-n(a-~a,t)· 8(a-~a,t)· ~a. (3) 
Diese Situation ist in Abb. 2 wiedergegeben. 
Die Taylorentwicklung nach der Zeit und dem Alter liefert 
n (a,t + ~t) Ön n (a, t) + öt ~t + 0 (~t) (4) 
Ön 
n (a-~a, t) = n (a, t) - b"a ~a + 0 (~a), 
und mit ~t = ~a -'> 0 geht Gleichung (3) über in 
Ön ön 
--+--=-n·8 öt öa (5) 
Diese partielle Differentialgleichung wird als VON FOERSTER-
Gleichung bezeichnet. 
Differenziert man die Gesamtzellzahl N (t) nach der Zeit, 
dann folgt aus (1) und (5) 
T 
N(t) = J~ (a,t) da 
o öt 
T on T 
- J b"a (a, t) da - J n (a, t) . 8 (a, t) da 
o 0 
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Abb. 2. Zeitliche Änderung der Altersverteilung n (a, t). Beim Über-
gang von t nach t + ~t rückt die Altersverteilung um ~a = ~t nach 
rechts. Dabei gehen die schraffierten Flächen (Verlustrate) und die 
rechte Säule (Abwanderungsrate) im linken Diagramm verloren. 
Im rechten Diagramm kommt dafür die linke Säule (Zuflußrate ) hin-
zu. 
oder 
T 
N ( t) = n (0, t) - n (T, t) - J n . 8 da 
. 0 
(6) 
Dies ist die integrale Form der VON FOERSTER-Gleichung. 
Die einzelnen Terme dieser Integrodifferentialgleichung las-
sen sich biologisch interpretieren als Zuflußrate n (0, t) Abwan-
T 
derungsrate n(T,t) und Verlustrate J n . 8 da. 
o 
Nun sollen einige Spezialfälle untersucht werden. 
Kein Zellverlust: 8 = O . Hierfür liefert die VON FOERSTER-
Gleichung (6) 
N(t) = n(O,t)-n(T,t) = no(t)-n(T,t). (7) 
Setzt man in Gleichung (2) a = T und ~t = ~a = -t bzw. 
~t = ~a = - T, dann folgt 
n(T,t) = n(T-t,O) = f(T-t)fürt:::;T und 
n(T,t) = n(O,t-T) = no(t-T)fürt>T. 
Gleichung (7) hat damit die Form einer Differentialgleichung 
mit fester Zeitverzögerung T: 
N(t)=no(t)- {f(T-t) t:::;T (8) 
no (t-T) t > T 
Altersunabhängiger Zellverlust mit konstanter Rate: 
8 (a, t) = I.. = const. Gleichung (6) liefert unmittelbar 
N(t) = n(O,t)-n(T,t)-AN(t) (9) 
Für hinreichend großes I.. (I.. N (t) »n(T, t)) 
ergibt sich somit 
N(t) = no(t)-AN(t) (10) 
also eine gewöhnliche Differentialgleichung ohne Verzöge-
rung. 
Stationäre Altersverteilung im Gleichgewicht 
Der Gleichgewichtszustand des Compartments, der mit TI (a) 
und N bezeichnet werden soll, ist dadurch charakterisiert, 
daß ' sich eine stationäre, zeitunabhängige Altersverteilung 
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eingestellt hat. Dies ist trivialerweise nur möglich, wenn Glei- für 8 = "'A : 
chung (5) keine Zeitabhängigkeit enthält, wenn also gilt 
1 (1 -AT) t = T -e (18) 
_ Öfi Öfi du 
n(a,t) = n(a), 8 (a,t) = 8 (a) , öl =0, öa = cra 
Damit geht die differentielle Form der VON FOERSTER-
Gleichung über in 
dii - 8 ( ) cra = -n . - a 
Es folgt durch Integration 
j ~ dii da' = -j8(a')da' 
o n da' 0 
oder 
a 
J 8 (a') da' 
ii(a) = uo'l\J (a) mit 'l\J (a) = eO 
ii (a) soll als stationäre Altersverteilung, 'Ij' (a) 
als stationäre Altersfunktion bezeichnet werden. 
(11) 
(12) 
Für die oben diskutierten Spezialfälle ergeben sich die sta-
tionären Altersfunktionen, die in Abb. 3 dargestellt sind: 
Kein Zellverlust (8 = 0): 
'l\J (a) = g (13) 
Altersunabhängiger Zellverlust (8 = "'A) : 
(14) 
Definiert man als mittlere Aufenthaltsdauer t im Zellcom-
partment das Integral über die stationäre Altersfunktion 
T 
"t : = J'l\J (a) da, 
° 
(15) 
dann ergibt sich aus (1) und (12) 
T 
N = J TI (a) da = Uo . "t • (16) 
o 
Durch Einsetzen von (13) und (14) folgt schließlich 
für8 = 0 : "t = T (17) 
Abb. 3. Stationäre Altersfunktion 1jJ (a). Links kein Zellverlust 
(0(a) = 0) , rechts altersunabhängiger Zellverlust (0(a) = 1c). 
T maximale, 1: mittlere Aufenthaltsdauer im Zellcompartment. Die 
schraffierten Flächen sind gleich groß. 
'+'Ia) t'b) 
G (a)= 0 G(a)=A,. 
o 
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und für große"'A ("'A T» 1) 
1 
t =-
"'A (19) 
Hiermit ist der Zusammenhang zwischen den Modellpara-
metern T und "'A und der mittleren Aufenthaltsdauer t (im 
Gleichgewichtszustand), die experimentell bestimmt werden 
kann, für zwei Spezialfälle hergestellt. 
Die Gleichungen (8) und (10) enthalten somit - abgesehen 
von der Anfangsverteilung, die vorgegeben werden muß - nur 
noch die Zuflußrate no und die mittlere Aufenthaltsdauer t 
und lassen sich schreiben als 
N (t) = no(t)- { f (t-t) 
no(t-t) 
N(t) = no(t) - ~ N(t) 
t 
(20) 
(21) 
Zellcompartments, die durch Gleichung (20) adäquat be-
schrieben werden, bezeichnet man auch als first in-first out-
Compartments, da die Zellen, die zur Zeit t-t ins Compart-
ment gelangt sind, dieses in gleicher Reihenfolge zur Zeit t 
wieder verlassen . Ein typisches Beispiel hierfür sind die roten 
Blutzellen, die erst abgebaut werden, wenn sie ihr maximales 
Alter erreicht haben. 
Gleichung (21) charakterisiert demgegenüber Compart-
ments, bei denen die Zellen unabhängig vom Alter abwandern 
und ihre Zahl der Zellzahl im Compartment proportional ist. 
Hier spricht man von random-Compartments. Typischer Ver-
treter hierfür sind die weißen Blutzellen, die proportional zu 
ihrer Anzahl aus der Blutbahn ins Gewebe übertreten. 
Ein Modell, das im wesentlichen aus Gleichungen des Typs 
(20) und (21) aufgebaut ist, ist das Neutrophilenmodell von 
RUBINOW und LEBOWITZ (1975). 
Verallgemeinerung der VON FOERSTER-Gleichung 
auf zustandsabhängige Aufenthaltszeiten 
Im folgenden nehmen wir an, die maximale Aufenthaltsdauer 
Tim Compartment hänge vom Zustand des Systems ab. Die-
ser werde durch die Größe H(t) symbolisiert, die z.B . als 
Konzentration des regulierenden Hormons (A bb. 1) verstan-
den werden kann. Wir haben somit eine implizite Zeitab-
hängigkeit 
T(t) = T(H(t)). (22) 
Die differentielle VON FOERsTER-Gleichung (5) ändert 
sich hierfür nicht, wohl aber die integrale Form (6) . Die Ge-
samtzellzahl N (t) wird nämlich zu 
N(t) 
T(t) 
= J n ( a, t) da, 
o 
(23) 
und die Differentiation liefert einen zusätzlichen Term, der 
von Tabhängt: 
T(t) Ön . 
= J -,,- da + T . n(T, t) 
o vt 
N(t) (24) 
Nach Einsetzen von (5) ergibt sich damit 
T(t) 
N(t) = n(O,t) - (1-i') n(T,t) - J n· 8 da, (25) 
o 
die verallgemeinerte VON FOERSTER-Gleichung für zeitab-
hängiges T. 
Sie unterscheidet sich von (6) durch eine veränderte Ab-
wanderungsrate aus dem Compartment. Für diese muß aller-
dings zusätzlich die Einschränkung 
(l-T)n(T,t) 2': 0 (26) 
gefordert werden, denn es ist biologisch unmöglich, bereits 
abgewanderte Zellen ins CompartI?ent zurückzuholen. (26) 
ist wegen n (T, t) 2': 0 äquivalent zu T::S: 1. 
Die obigen Betrachtungen ' des Gleichgewichtszustandes 
lassen sich auf den verallgemeinerten Fall übertragen, wenn 
mit 
t (t) = t (H(t)) : 
T(H(t)) 
J "\)! (a) da (27) 
o 
eine zustandsabhängige mittlere Aufenthaltsdauer definiert 
wird. Gleichung (27) widerspricht nicht der Forderung fehlen-
der Zeitabhängigkeit bei Gleichgewichtszuständen, denn im 
Gleichgewicht sind H = H(t), T(H) und t(H) konstant. 
Die experimentelle Bestimmung von t ist schwieriger als 
im Fall einer festen Aufenthaltsdauer, denn streng genommen 
müßte jeder Gleichgewichtswert t (H) einzeln gemessen wer-
den. Ein praktikabler Ausweg ist hier die Festlegung der 
Funktion t(H(t)) durch wenige charakteristische Werte 
(WICHMANN et a1.1979) . 
Betrachten wir wiederum zwei Spezialfälle. 
Kein Zellverlust : 8 = O. Hierfür folgt in direkter Verallge-
meinerung von Gleichung (17) 
t(t) = T(t) , 
und Gleichung (20) geht über in 
N(t) = no(t)- (l-i(t)). 
mit der Nebenbedingung 
t::S:1 
{ f(t(t)-t 
no(t-t (t)) 
t::S:t(t) 
t > t (t) 
(28) 
(29) 
Altersunabhängiger, aber zustandsabhängiger Zellverlust: 
8 = A(t) = A(H(t)) . Auch hier lassen sich die obigen Über-
legungen für konstantes A übertragen und es folgt 
t (t) = A~t) (l-e- Y(') T('») (30) 
Gleichung (9) geht über in 
N(t) = no(t)-(l-T)n(T,t)-A(t)· N(t) (31) 
Für hinreichend großes A(t) (A(t) . T(t) » 1 und 
A(t) . N (t) » (1-T) n (T, t)) gilt somit 
1 N(t) = no(t) -~ N(t) (32) 
mit der mittleren Aufenthaltsdauer 
t (t) 1 
- --r(t) 
Gleichung (29) ist die verallgemeinerte Form von Glei-
chung (20) und charakterisiert first in-first out-Compartments 
mit variabler Aufenthaltsdauer. Sie kann z. B. zur Beschrei-
bung von Reifungscompartments im Knochenmark dienen, 
deren Reifungszeit vom aktuellen Bedarf im Funktionscom-
partment abhängt (WICHMANN und THOMAS 1978). 
Gleichung (32) eignet sich als Verallgemeinerung von Glei-
chung (21) zur Beschreibung von random-Compartments mit 
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variabler Abbaurate. Hier wäre etwa der bedarfsabhängige 
Verbrauch von weißen Blutzellen bei der >Abwehrschlacht< 
gegen Erreger zu nennen. In diesem Fall wäre H(t) eine äuße-
re Bedarfsfunktion, die vom Krankheitszustand bestimmt ist. 
Die zweite wichtige Anwendung von Gleichung (32) ist 
ebenfalls die Beschreibung variabler Reifungszeiten im 
Knochenmark. In vielen Fällen leistet sie das gleiche wie 
Gleichung (29) und ist wegen ihrer einfacheren numerischen 
Lösbarkeit dieser gegenüber vorzuziehen (WICHMANN und 
THOMAS 1978). 
Beispiele, bei denen mit zustandsabhängigen random-Com-
partments gearbeitet wird, sind ein Erythropoesemodell 
(WICHMANN et al. 1976) und ein Thrombopoesemodell 
(WICHMANN et aL 1979). 
Proliferierende Compartments 
In der bisherigen Ableitung wurden nur Zellsysteme unter-
sucht, deren Zellen altem und irgendwann das Compartment 
verlassen. Hierzu zählen die Reifungscompartments und das 
Funktionscompartment in Abb. 1. Betrachtet man jedoch 
teilungsfähige Zellen, dann müssen die Herleitungen ergänzt 
werden. 
Sei analog zur Verlustfunktion 8 (a,t) in Gleichung (3) 
eine Zuwachsfunktion <1>(a, t) definiert . Dann nimmt die 
VON FOERSTER-Gleichung (unter der Voraussetzung 8 = 0, 
die zur Vereinfachung der Darstellung im folgenden gemacht 
werden soll), die Form an 
On On Tt+~ = n'<1> 
oder 
T 
N(t) = n(O,t) + J n<1> da-n (T,t) . 
o 
(34) 
(35) 
Wegen 8 = 0 gilt ferner für die mittlere Aufenthaltsdauer 
t = T. 
Auch hierfür sollen zwei Spezialfälle untersucht werden. 
Zellteilung jeweils nach Ablauf eines Generationszyklus. 
Nimmt man an, daß sich alle Zellen exakt nach Ablauf der 
Generationszeit t g teilen, dann kann man eine Zuwachs-
funktion der Form 
m 
<1>(a) = L 0 (v . tg-a) 
v=1 
(36) 
aufzustellen, wobei m Teilungen innerhalb der Aufenthalts-
dauer t = T erfolgen. Die Funktion 0 (v . tg-a) ist die um 
v . t g verschobene Dirac'sche Deltafunktion. Die VON FOER-
STER-Gleichung nimmt die Form an 
Die Integration der rechten Seite liefert (für v . t g < t) 
t 
J n ( a, t) 0 (v . tc a) da = n (v . t g, t) 
o 
und damit 
N(t) = n(o, t) + n(tg,t) + n(2tg,t) + .. . 
+ n(mtg, t)-n(t,t) 
(37) 
(38) 
(39) 
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Die gleiche Beziehung erhält man im übrigen, wenn das 
Compartment in Untercompartments der Länge Tg zerlegt 
wird und die Zellteilung an den Compartmentgrenzen erfolgt: 
N(t) = N1(t) + N2 (t) + ... + Nm(t) 
~1(t) = n(O,t)-n(Tg,t) 
N2 (t) = 2n(Tg,t)-n(2Tg,t) 
Nm(t) = 2n (mTg,t)-n(T,t). 
mit 
(40) 
Kontinuierlicher, altersunabhängiger Zuwachs: <p = [! = 
const. Mit der gleichen Herleitung wie bei Gleichung (6) er-
gibt sich hier 
N(t) = no(t) + [!N(t)-n(T,t) (41) 
Gleichung (39) charakterisiert ein first in-first out-Teilungs-
compartment und eignet sich zur Beschreibung von Zelltei-
lungen, bei denen "die Generationszeit Tg wenig streut. Ist 
die Schwankung der Generationszeit von Zelle zu Zelle dage-
gen groß, dann kann man in guter Näherung von einem 
random-Teilungscompartment sprechen und Gleichung(41) 
anwenden. 
Das Gesagte gilt zunächst nur für die Teilungscompartments 
im Knochenmark (Abb. 1). Für das selbstproduzierende 
Stammzellcompartment sind zusätzliche Überlegungen erfor-
derlich, da hier das Alter der Zellen nicht in so einfacher 
Weise definiert werden kann. Es scheint aber auch hierfür 
möglich zu sein, durch Modifizierung des VON FOERSTER-
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Formalismus Modellgleichungen aufzustellen, die nur biolo-
gisch eindeutig interpretierbare Terme enthalten (LOEFFLER 
und WICHMANN 1978). 
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Parameteridentifizierung und Parameteroptimierung 
mit Hilfe nichtlinearer Optimierungsstrategien 
W. Paul 
Zusammenfassung 
In der Biologie steht man häufig vor der Aufgabe, die 1 ara-
meter eines beliebigen nichtlinearen Differentialgleichungs-
systems so zu bestimmen, daß ein Satz von Meßpunkten !nög-
liehst gut angenähert wird. Die vorgeschlagene Lösung des 
Problems mit Hilfe nichtlinearer Optimierungsstrategier! er-
füllt die Forderung nach beliebigen Nichtlinearitäten, verlangt 
jedoch hinreichend gute Startwerte für die OptimierUngslfll eCh-
nung. Die Funktionsfähigkeit des Algorithmus wird an zwei 
Beispielen nachgewiesen. Das Programm ist auf Anfrage (leim 
Verfasser erhältlich. 
Summary 
In biology one often has to determine the unknown param:eters 
of a given system of nonlinear differential equations so t~at a 
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set of measured points is satisfacted as good as possible. 1 The 
problem is solved with a nonlinear optimization strategy. IThiS 
strategy fullfills the demand for any given nonlinearity, b~t on 
the .other ha1U.l it demands relativly good starting values. 1 The 
algorithm is tested with two examples. The program is avai(able 
from the author at request. 
1. Problembeschreibung 
Ein oft auftretendes Problem der Systemtechnik besteht darin, 
die unbekannten Parameter eines mathematischen Modells so 
zu bestimmen, daß ein Satz von Meßpunkten möglichst gut 
angenähert wird. Gerade in der Biologie hat man es IDeim 
Modell oftmals mit beliebigen nichtlinearen Differeqtial-
gleichungen zu tun. Die Aufgabe besteht dann darin, die un-
bekannten Parameter h i (i = 1, ... , n) und Anfangswerte Yjo 
(j = 1, ... ,1) eines durch ein I-dimensionales System von belie-
big nichtlinearen Differentialgleichungen mit der unabhangi-
gen Variablen x gegebenen Modells 
h = fl(X'X'~);Yl(X=0)=Y10 
f1 (x,y, ~); Yl (x = 0) = Ylo (1) 
so zu bestimmen, daß die Lösungsverläufe einer ausgewäll.lten 
Menge von Zustandsvariablen Yk (k = 1, ... , m :5 I) des Mo-
dells möglichst gut mit einer Anzahl von p Meßpunkten bder 
einem diskretisierten Sollverlauf übereinstimmen. Als Kr ite-
rium für die Güte der Übereinstimmung kann jedes pos:itive 
Maß für die Summe der Abstände zwischen den Meßpun~ten 
und den Modellkurven dienen, z.B. deren bewertete <Dua-
drate: 
(2) 
Das Problem kann als nichtlineares Optimierungsprob>lem 
aufgefaßt werden. Der Wert der Funktion (2) wird durch Lö-
sung der Differentialgleichungen (1) bestimmt. Das Lösen der 
Differentialgleichungen ist wiederum eingebettet in eine Opti-
mierungsstrategie. Die unbekannten Parameter bund An-
fangswerte Yo können so optimal bestimmt werden. Aus prak-
tischen Grunden sollte eine Strategie gewählt werden, die 
ohne explizit anzugebende Ableitungen des zu optimierenden 
Kriteriums nach den gesuchten Parametern auskommt. Fertige 
Programme solcher Strategien sind bekannt [1, 2, 3]. Im vor-
liegenden Fall wurde die in der Literatur im allgemeinen als 
günstig bezeichnete Rosenbrock-Strategie [2] gewählt. Die 
Auswahl der Suchstrategie ist insofern von Bedeutung, als 
für jeden Optimierungsschritt mit neuer Parameterkombina-
tion eine Lösung der Gleichungen (1) zu berechnen ist. Die für 
die Lösung eines Problems der Parameterbestimmung erfor-
derliche Rechenzeit ergibt sich so fast ausschließlich aus der 
Zeit für eine Lösung des Systems (1) multipliziert mit der An-
zahl der benötigten Iterationen der Suchstrategie. Eine schnel-
Abb. 1. Vergleich Meßpunkte-Modellgleichungen für ein System der 
biologischen Schädlingsbekämpfung. 
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Abb.2. Prinzip eines Lageregelungssystems. 
le Integrationsroutine ist daher ebenso wichtig wie eine kleine 
Zahl von Iterationen für das angesprochene, allgemeine t'er-
fahren der Parameteridentifizierung und Parameteroptitnie-
rung. 
2. Beispiele 
2.1 Parameteridentifizierung für ein System der 
biologischen Schädlingsbekämpfung 
Ein in Obstplantagen auftretender Schädling hat einen bevor-
zugt diesen Schädling vertilgenden Feind. Das einfachste Mo-
dell für eine solche Räuber-Beute-Beziehung sind die Lotka-
Volterraschen Gleichungen: 
h = hlYl - h2Y1Y2; Y1 (x = 0) = YlO 
(3) 
h = - h3Y2 + h4Y1Y2; Y2 (x = 0) = Y20' 
Die in Bild 1 wiedergegebenen Meßwerte sowie alle weite-
ren Angaben zur Biologie dieser Beziehung finden sich in [4]. 
Gesucht sind in diesem Beispiel die unbekannten Anfangs-
werte Y10, Y20 und Parameter h i (i = 1, .. . ,4) so, daß die Meß-
punkte nach Kriterium (2) möglichst gut getroffen werden. 
Als Lösung ergeben sich ausgehend von den Startwerten 
YlO = 800 Y20 = 5 h1 = 0,5 h2 = 0,05 h3 = 1,0 h4 = 0;005 
nach 132 Iterationen die Anfangs- und Parameterwerte 
Y10 = 799,4 Y20 = 5,055 h1 = 0,344 h2 = 0,043 h3 = 2,062 
h4 = 0,004. 
; Das Kriterium (2) mit x;vert = 1 x~ert = 50 wird so von 0,44 
X 107 auf 0,23 X lOs verringert. Zum Vergleich sind die 
Meßpunkte und die Modellkurven in Abb. 1 dargestellt. 
2.2 Reglerentwurf für eine Lageregelung 
An einem Fahrzeug mit der Masse mF, der Federkonstante CF 
und der Dämpfungskonstante kF ist über einen Hydraulik-
zylinder eine zweite große Masse (Last) elastisch angelenkt 
(mL, CL, h) (Abb. 2). Die Last soll in der Höhe Y2 so geregelt 
sein, daß sowohl bei Lastschwankungen PL als auch bei 
Schwankungen am Fahr:zeug Y6 (Bodenunebenheiten) mög-
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Abb. 3. Lastwege Y2 und Fahrzeugwege Y6 bei Störungen durch 
Bodenunebenheiten und Lastschwankungen. 
lichst geringe Auslenkungen am Fahrzeug, am Hydraulikzylin-
der und an der Last auftreten. Die vereinfachten Gleichun-
gen für diesen praktischen Fall einer Mähdrescher-Schneid-
werk-Höhenregelung lauten: 
)'1 = Y2 
)'2 = Y3 
1 )'3 = (CdYS-Y2) + kdYs-Y3)-Pd 
ffiL 
)'4 = Ys 
)'s = 
)'6 = 
)'7 = 
)'8 = 
1 
Y7 
1 
- (hsYs - kFY7 - CFY6) 
ffiF 
hIYs + h2Yl + h3Y2 + h4 Y3' 
Die Regelparameter sind hier h1 bis hs. Mit den gemessenen 
System konstanten sowie unter den angenommenen Boden-
unebenheiten (bei t = 0 s) und Lastschwankungen (bei t = 
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1 s) ergibt sich (Abb. 3) als Lösung für das Verhalten des 
Lagerregelungssystems mit dem errechneten Regler. 
3. Das Problem der Nebenoptima 
Bekanntlich ist bei nichtlinearen Optimierungsstrategien das 
Erreichen des Hauptextremwertes nicht garantiert. Es wird 
vielmehr das relative Optimum erreicht, das am günstigsten zu 
der jeweiligen Startposition liegt. Nach Meinung des Verfas-
sers wird das Problem der Nebenoptima jedoch oftmals über-
bewertet. Die Erfahrung zeigt, daß beim praktischen Vor-
gehen nicht unbedingt die optimale Lösung notwendig ist, 
sondern vielmehr eine brauchbare Lösung verlangt wird. Und 
brauchbare Parameterkombinationen lassen sich mit der ange-
gebenen Methode immer errechnen. Verläuft sich die Such-
strategie auf ein unbrauchbares Nebenoptimum an Para-
meterwerten, dann schafft ein erneuter Start der Routine mit 
verändertem Startpunkt oftmals schnell Abhilfe. 
4. Das Programm 
Das vollständige FORTRAN-Programm mit dem hier kurz 
beschriebenen Lösungsalgorithmus kann auf Anfrage zur Ver-
fügung gestellt werden. 
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Zum Problem der Bestimmung zweiseitiger Überschreitungs-
wahrscheinlichkeiten beim exakten Vierfeldertest 
Hans-Peter Krüger 
Zusammenfassung 
Drei Methoden zur Bestimmung zweiseitiger Überschreitungs-
wahrscheinlichkeiten bei der exakten Prüfung von Vierfelder-
tafeln nach FISHER- YATES werden diskutiert. An einem Bei-
spiel wird aufgezeigt, daß diese Methoden zu verschiedenen 
Signifikanzentscheidungen führen können. Es werden Möglich-
keiten aufgezeigt, wie diese Schwierigkeiten in der Praxis um-
gangen werden können. 
Summary 
Three methods to determine two-sided exact probabilities in 
fourfold tables following FISHER-YATES are discussed. An 
example illustrates that these methods may lead to different 
ciecisions. So me hints are given how these difficulties coulci be 
avoid ed in practical work. 
Wird zur Überprüfung der Signifikanz der exakte Vierfelder-
test nach FISHER (1956,98) und YATES (1934) herangezogen, 
stellen sich in der Praxis zwei Probleme: 
a) wie können zweiseitige Überschreitungswahrscheinlichkei-
ten festgelegt werden? 
b) wie ist zu entscheiden, wenn diese exakt ermittelten Über-
schreitungswahrscheinlichkeiten das festgelegte Signifikanz-
niveau nur »um weniges« übertreffen? 
Beide Fragestellungen treten bereits beim exakten Bino-
mialtest auf (z.B. Vorzeichentest, Anpassungs- und Randomi-
sierungstests) . Fragestellung b) ist bei jedem exakten Test 
vorhanden. Das hier vorgeschlagene Procedere gilt für diese 
Fälle analog. 
Verfahren zur Bestimmung zweiseitiger Über-
schreitungswahrscheinlichkeiten 
Die exakte Wahrscheinlichkeit einer beobachteten Vierfelder-
tafel unter der Bedingung festgehaltener Randsummen (= 
Punktwahrscheinlichkeit) ergibt sich aus der Hypergeometri-
schen Verteilung zu 
(a+b)! (c+d)! (a+c)! (b+d)! 
Po = N!a!b!c!d! 
NI ! N2 ! MI ! M2 ! 
N!a!b!c!d! 
Dabei sind a, b, c und d die Zellenfrequenzen, Nl und N2 
die Zeilensummen, MI und M2 die Spaltensummen, N der 
Stichproben umfang. Zur Bestimmung der exakten Über-
schreitungswahrscheinlichkeit P werden die Punktwahrschein-
lichkeiten Pi aller extremeren Konfigurationen ab bb Ci und di 
zu diesen Randsummen aufsummiert. Dieses Verfahren berei-
tet für die einseitigen Überschreitungswahrscheinlichkeiten P 1 
keine Schwierigkeiten, da hier das Problem der Definition 
der »extremeren« Tafeln nicht auftritt. Anders dagegen bei 
den zweiseitigen Überschreitungswahrscheinlichkeiten P2 • 
Drei verschiedene Methoden zur Bestimmung von P2 wer-
den angewendet: 
a) das Verfahren nach FREEMAN und HALTON (1951). Die 
Autoren empfehlen, alle Punktwahrscheinlichkeiten Pi auf-
zusummieren, die kleiner oder gleich dem Po der beobachteten 
Tafel sind. Bei der Prüfung auf Homogenität werden damit 
alle Tafeln in die Ablehnungsregion von Ho einbezogen, deren 
Anteilsdifferenzen D = I a/N I - c/N2 I größer oder gleich der 
beobachteten Anteilsdifferenz sind. Im Fall der Kontingenz-
prüfung werden alle Tafeln einbezogen, deren Kontingenz-
koeffizient er = (ad-bc)t YNIN2Ml M2 größer oder gleich 
dem er der beobachteten Tafel ist. 
b) die »Niveau-Verfahren«. Bei stetigen Prüfverteilungen ist 
diese Methode das Verfahren der Wahl. An beiden Enden der 
Verteilung wird eine Ablehnungsregion der Größe a /2 defi-
niert. Das kann bei den diskreten und in der Regel schiefen 
Nullverteilungen des exakten Vierfeldertests auf zwei Arten 
nachgebildet werden: 
b l ) das 2PI-Verfahren. Man bestimmt die einseitige Über-
schreitungswahrscheinlichkeit PI einer Tafel und prüft diese 
gegen ein Niveau von a/2. Rechentechnisch äquivalent ist eine 
Verdoppelung von PI und eine Prüfung gegen a. Dieses Ver-
fahren wird häufig in der Literatur angegeben (z. B. bei 
PEARSON u. HARTLEY, 1970, 73 und bei OWEN, 1962, 480). 
b2) das 17/2-Verfahren. An beiden Enden der Prüfverteilung 
werden von den Extremen her die Punktwahrscheinlichkeiten 
Pi solange aufsummiert, bis jeweils das a /2 eines vorgegebe-
nen Signifikanzniveaus möglichst nah erreicht, nicht aber 
überschritten wird. Die unterhalb dieser Grenzen liegenden 
Tafeln bilden die Ablehnungsregion. Überschreitet die klein-
ste Punktwahrscheinlichkeit auf einer Seite der Verteilung 
bereits dieses a/2 , muß Ho beibehalten werden. In aller Regel 
sind die beiden Verfahren bl und b2 identisch. Sie unterschei-
den sich lediglich in dem Fall, daß die kleinste Punktwahr-
scheinlichkeit bereits größer als a /2 ist. Dann ist nach b2 kein 
zweiseitiger Test möglich. Als Konsequenz muß Ho beibehal-
ten werden . 
Das Problem der Rundung von Wahrscheinlichkeiten 
Vor der Demonstration an einem Beispiel muß die Frage 
der Rundung von Wahrscheinlichkeiten diskutiert werden. 
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Die einfache »kaufmännische« Rundung (Aufrundung ab 5) 
läßt sich bei unkonventionellen Signifikanzgrenzen nicht 
durchführen. Werden etwa 3 simultane Tests zu einem a = 
0.01 durchgeführt, resultiert daraus ein adjustiertes a O = a /3 
= 0.0033 (siehe dazu KRAUTH & LIENERT, 1973). Bislang 
existiert keine einheitliche Regelung für ein Vorgehen in die-
sen Fällen. Folgendes Procedere wird vorgeschlagen: 
Das Signifikanzniveau wird jeweils auf zwei Stellen nach den 
führenden Nullen ausgedrückt, also z.B. a = 0.050, a = 
0.01/6 = 0.0017. Die exakten Wahrscheinlichkeiten werden 
auf die gleiche Stellen zahl berechnet, wobei kaufmännisch 
gerundet wird. Zum gegebenen Niveau a wird Ho solange ab-
gelehnt, solange die gefundene Wahrscheinlichkeit P das a um 
weniger als q = 10 % übersteigt. Der absolute Fehler ist 
damit umso kleiner, je extremer das a angesetzt ist. Für das 
übliche 5%Niveau entspricht das der gewohnten kaufmänni-
schen Rundung. Für ein a = 0.0017 wird Ho dann beibehal-
ten, wenn P > a + a /10 > 0.0017 + 0.0002 > 0.0019 ist . 
Die Verfahren an einem Beispiel 
Die drei Verfahren der Bestimmung von zweiseitigen Über-
schreitungswahrscheinlichkeiten können für dieselben Vier-
feldertafeln einer gegebenen Randverteilung zu verschiedenen 
Entscheidungen führen . Das zeigt das Beispiel der Tabelle 1 
mit N = 39, N1 = 11, M 1 = 25 . Für die zwei Niveaus a = 5 % 
und a = 0.2 % (etwa 5 simultane Tests zu a = 1 %) sind in 
der letzten Spalte die Tafeln angekreuzt, die zur Ablehnung 
von Ho zu den beiden Niveaus führen würden. Es zeigen sich 
folgende Unterschiede: 
a) bei a = 5 % wird Tafel H mit a = 4 nur nach dem FREE-
MAN-HALTON-Verfahren signifikant." 
b) bei a = 0.2 % werden die Tafeln J , Kund L nach dem 
FREEMAN-HALTON- und nach dem 2P1-Verfahren signifikant, 
1 Nach der angegebenen Rundungsregel würde für ein zweiseitiges 
a = 0.0050 Tafel A nach allen 3 Verfahren signifikant: a + a 110 = 
0.0050 + 0.0005 = 0.0055. Dieser Wert wird von 2 Pi = 0.00532 
unterschritten. 
Tab. 1. Zusammenstellung der phi-Koeffizienten, der ein - und zweiseitigen Überschreitungswahrscheinlichkeiten nach drei Methoden für ein 
Beispiel mit festgehaltenen Randsummen 
Nr. 
A 
B 
C 
D 
E 
F 
G 
H 
J 
K 
L 
ZeIlen-
frequenzen 
a b c d 
11 o 14 14 
10 15 13 
9 2 16 12 
8 3 17 11 
7 4 18 10 
6 5 19 9 
5 6 20 8 
4 7 21 7 
3 8 22 6 
2 9 23 5 
1 10 24 4 
o 11 25 3 
Punkt-
wahrsch. 
+.469 .00266 
(L aus 
+.350 .02730 
(L aus 
+.231 .11092 
(L aus 
+.113 .23489 
(L aus 
-.006 .28709 
(L aus 
-.125 .21154 
(L aus 
-.244 .09519 
(L aus 
-.362 .02590 
(L aus 
-.481 .00412 
(L aus 
-.600 .00036 
(L aus 
-.719 .00001 
(L aus 
-.838 .00000 
(L aus 
einseitige Über-
schreitungswahr. 
.62421 
E-L 
.33712 
F-L 
.12558 
G-L 
.03039 
H-L 
.00449 
I-L 
.00037 
J-L 
.00001 
K-L 
.00000 
L 
.00266 
A 
.02996 
A-B 
.14088 
A-C 
.37577 
A-D 
zweiseitige Über-
schreitungswahrsch. 
Testentscheidung für 
a = 5 % a = 0.2 % 
nachFH nach 2Pi FH 2Pi a /2 FH 2Pi 0 /2 
.00303 
A,J-L 
.06035 
A-B,H-L 
.23607 
A-C, G-L 
.71289 
A-D, F-L 
.99999 
A-L 
.47800 
A-C, F-L 
.15554 
A-B,G-L 
.03305 
A, H-L 
.00715 
A,l-L 
.00037 
J-L 
.00001 
K-L 
.00000 
L 
.00532 x X X 
.05992 
.28176 
.75134 
.67424 
.25116 
.06078 X 
.00898 X X X 
.00074 X X X X X 
.00002 X X X X X 
.00000 X X X X X 
Unter den Überschreitungswahrscheinlichkeiten sind die Nummern der Tafeln angegeben, die zur Summation herangezogen wurden (z.B. J-L: 
Summation der Überschreitungswahrscheinlichkeiten der Tafeln von J bis L) . Die einseitigen Überschreitungswahrscheinlichkeiten wurden nur 
in Richtung des Vorzeichens von cp berechnet. Abkürzungen: 
FH: Bestimmung nach FREEMAN und HALTON 
2P1: Bestimmung nach der doppelten einseitigen Überschreitungs wahrscheinlichkeit 
a / 2: Bestimmung nach dem a /2-Verfahren. 
Ein» X « in der letzten Spalte bedeutet, daß die Tafel zum vorgegebenen Signifikanzniveau a als signifikant betrachtet werden kann. Nach 
unserer Rundungsregel hätten die Wahrscheinlichkeiten für a = 0.050 dreisteIlig, für a = 0.0020 vierstellig ausgedruckt werden müssen. Um 
dem Leser die Möglichkeit zu geben, auch noch an anderen Beispielen die Verschiedenheit der Verfahren überprüfen zu können, wurde hier eine 
fünfstellige Darstellungsform gewählt. 
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während nach dem a/2-Verfahren überhaupt keine Tafel die 
Ablehnung von Ho rechtfertigt, denn die Punktwahrschein-
lichkeit der Tafel A ist mit .0027 bereits größer als das gefor-
derte a/2 = 0.0010 + q = 0.001l. 
Die Diskrepanzen zwischen den verschiedenen Verfahren 
treten völlig unregelmäßig auf. Dabei ist die Entscheidung 
nach dem a/2-Prinzip in aller Regel extrem konservativ. Vor 
allem bei schiefen Nullverteilungen wird das a/2 am »steilen« 
Ende der Verteilung rasch überschritten. Die Lösung nach 
FREEMAN-HALTON ist meist am schärfsten, während das 2P1 -
Verfahren zwischen beiden liegt. Wie aus der Vertafelung 
der exakten Überschreitungswahrscheinlichkeiten durch 
KRÜGER, LEHMACHER und WALL (1979, Band I) hervorgeht, 
treten diese Unterschiede so häufig auf, daß eine Diskussion 
notwendig ist. Die Diskrepanzen werden mit wachsendem N 
häufiger und treten vor allem im empirisch kritischen Bereich 
mittlerer Zusammenhänge (cp-Koeffizienten zwischen .3 und 
.5) auf. 
Diskussion 
Wie ist nun zu entscheiden? Das FREEMAN-HALTON-Ver-
fahren ist konsistent in dem Sinn, daß es alle Tafeln in den 
Ablehnbereich einbezieht, deren Anteilsdifferenzen oder 
cp-Koeffizienten größer sind als die beobachtete. Diese Re-
gel führt zu einem Omnibustest, der unspezifiziert alles 
Extremere in den Ablehnbereich nimmt. Das bedeutet nicht 
zwingend, daß der Test dann auch echt zweiseitig ist. So sind 
in unserem Beispiel der Tabelle 1 die Omnibus- und einseiti-
gen Überschreitungswahrscheinlichkeiten für a = 0, a = 1 
und a = 2 gleich. Der Omnibustest ist hier kein zweiseitiger 
Test mehr. 
Ebenso kann das 2P1-Verfahren nicht garantieren, daß der 
zweiseitig angelegte Test unter den Bedingungen der gegebe-
nen Randsummen nicht zum einseitigen Test entartet. Für 
das Beispiel-a von 0.2 % in der Tabelle 1 kann nach diesem 
Verfahren Tafel J als signifikant betrachtet werden, obwohl 
auf der anderen Seite der Verteilung die Punktwahrschein-
lichkeit der Tafel A das a/2 übersteigt. Lediglich das a/2-
Verfahren definiert den Ablehnbereich klar zwei-seitig. Für 
den Untersucher kann das einen erheblichen Nachteil bedeu-
ten, wenn selbst extreme Tafeln nicht zur Signifikanz führen. 
Der Verschiedenheit der Ergebnisse liegt eine Verschieden-
heit der zu prüfenden Nullhypothese zugrunde. Für den 
Omnibustest lautet Ho, daß kein Unterschied in den Anteilen 
(bzw. kein von Null unterschiedener cp-Koeffizient) besteht, 
während H 1 die Ungleichheit postuliert. Demgegenüber kann 
der zweiseitige Test nach dem 2P1-Verfahren begriffen wer-
den als zwei simultane einseitige Tests mit entsprechend ad-
justiertem a-Risiko. Die Alternativhypothese ist gesplittet in 
eine Hypothese, die eine positive und in eine zweite Hypo-
these, die eine negative Anteilsdifferenz (bzw. Kontingenz) 
postuliert. Entsprechend ist ein signifikantes Ergebnis auch 
anders zu interpretieren. Beim FREEMAN-HALTON-Verfah-
ren kann zum gegebenen Niveau dann davon ausgegangen 
werden, daß ein Anteilsunterschied (bzw. keine Nullkontin-
genz) vorliegt. Beim 2Pr Verfahren kann weitergehend von 
einem positiven oder negativen Unterschied (bzw. Zusam-
menhang) gesprochen werden. Diese erhöhte Aussagekraft 
findet ihr numerisches Pendant in der erhöhten Konservativi-
tät des Tests. 
Praktisch kann dieser Unterschied werden, wenn z. B. durch 
eine Behandlung ein U-förmiger (bitoner) Trend in der Wir-
kungsvariablen erwartet werden kann. Nach der Theorie der 
reaktiven Anspannungssteigerung von DÜKER (1963) füh-
ren Beeinträchtigungen der Leistungsfähigkeit zuerst zu einer 
Leistungsverminderung, dann kompensatorisch zu einer Lei-
stungsverbesserung. Soll eine Dosis eines leistungshemmen-
den Medikaments auf seine generelle Wirkung untersucht 
werden (im Unterschied zur Nicht-Medikation), ist das 
FREEMAN-HALTON-Verfahren indiziert. Ein signifikantes 
Ergebnis ist dann zu interpretieren als unspezifizierte Medika-
tionswirkung. Soll weitergehend unterschieden werden, ob die 
Medikation einen leistungsmindernden oder leistungssteigern-
den Effekt hat, ist die 2P1 -Lösung angebracht . Die Richtung 
des Unterschieds ist dann ebenfalls zu interpretieren, da im 
Grund zwei simultane Tests durchgeführt wurden. 
Die Entscheidung für eines der beiden Verfahren ist so nur 
inhaltlich zu treffen. Wird Wert auf die Richtung des Zusam-
menhangs gelegt, muß der konservativere 2P r Test herange-
zogen werden. Lassen sich so von der Interpretationsseite her 
das FREEMAN-HALTON- und das 2P1-Verfahren in ihrem An-
wendungsbereich unterscheiden, ist die noch weiter erhöhte 
Konservativität des Tests beim a/2-Verfahren interpretativ 
nicht mehr aufzufangen. Für dieses Verfahren spricht ledig-
lich seine logische Stringenz, wenn es auf einer echten Zwei-
seitigkeit besteht. Praktisch wichtige Anwendungsfälle, bei 
denen auf eine klare Zweiseitigkeit Wert gelegt werden 
müßte, sind nicht zu sehen. 
Die Schwierigkeiten sind oft zu umgehen, wenn bereits bei 
der Versuchsplanung darauf geachtet wird, daß die Randver-
teilungen der Vierfeldertafel nicht extrem asymmetrisch 
werden. Erreicht wird das durch eine möglichst gleich große 
Besetzung der Stichproben und ein Kriterium mit mittlerer 
Auftretenswahrscheinlichkeit in der Gesamtstichprobe. Kön-
nen diese Desiderate nicht eingehalten werden, treten Unter-
schiede zwischen FREEMAN-HALTON- und 2P1-Verfahren 
häufig auf. Ein Rekurs auf das Verfahren, das das signifikante 
Ergebnis erbringt, ist nicht zulässig. Wurde eine zweiseitige 
Hypothese aufgestellt, überschreitet aber 2P1 das gesetzte a, 
muß die Untersuchung wiederholt werden, wobei die gefun-
dene Richtung des Unterschieds jetzt zur Begründung eines 
einseitigen Tests herangezogen werden kann. 
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Lateinische Quadrate in der Therapieforschung 
- unter Berücksichtigung korrelierter Reste 
J. Dycka und W. E. Weber 
Zusammenfassung 
Für die Auswertung von Lateinischen Quadraten in der klini-
schen Prüfung wird eine statistische Methode vorgestellt, welche 
die zeitliche Abhängigkeit der an den Patienten gewonnenen 
Meßwerte berücksichtigt. Diese Methode wird zur Analyse 
eines klinischen Versuchs der Phase I benutzt. Es zeigte sich, 
daß aufeinanderfolgende Meßwerte negativ korreliert waren. 
Der Schätzwert für die Korrelation ermöglicht eine Korrektur 
der MQ-Werte und des F- Testes in der Varianzanalyse. 
Summary 
For the evaluation of Latin squares in clinical trials a statistical 
method is proposed, which takes into account, that measure-
ments on the same subject at different periods are correlated. 
This method is used for an experiment of phase 1. It is shown 
that succeeding measurements were negatively co rrela ted. The 
estimation of correlation coefficients offers the possibility to 
correct the mean squares and F values of the analysis of 
variance. 
1. Problemstellung 
Die klinische Prüfung von Präparaten wird in mehreren 
Phasen durchgeführt, die i. a. als Phase I, 11, 111 und IV be-
zeichnet werden. Nach FÜLGRAFF (1977) sind dabei in Phase 
11 und 111 kontrollierte Versuche durchzuführen . ÜBERLA 
(1977) empfiehlt solche bereits für die Phase I, und zwar als 
Versuchspläne in Lateinischen Quadraten. Nur so können 
trotz der in Phase I aus ethischen Gründen erforderlichen 
Beschränkung der Probanden- oder Patientenzahl sichere 
Erkenntnisse gewonnen werden. Auch in den Phasen 11 und 
111 der klinischen Prüfung sind bei bestimmten Bedingungen 
aus vielerlei Gründen Lateinische Quadrate zu berücksich-
tigen. 
Lateinische Quadrate sind bei der Durchführung von kon-
trollierten Versuchen besonders günstig, da der Versuchs-
umfang gering gehalten werden kann. In einem Lateinischen 
Quadrat werden die 3 Faktoren »Patienten«, »Behandlungen« 
Tab. 1. Lateinisches Quadrat (v = 4) in der klinischen Prüfung 
Patient Zeit (Behandlungsperiode ) 
123 4 
lAB C D 
TI AD C 
lli C D B A 
IV DCA B 
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und »Behandlungszeitpunkte« erfaßt. Für alle drei Faktoren 
muß die gleiche Stufen zahl v vorliegen, jedoch sind von den v3 
Kombinationen nur v2 realisiert. Daher gehören die Lateini-
schen Quadrate zu den unvollständigen Versuchen, obwohl 
Blöcke und Säulen vollständig sind (COCHRAN und Cox, 
1950; JESDINSKY, 1970). Tabelle 1 enthält ein typisches Bei-
spiel für ein Lateinisches Quadrat aus einem Arzneimittel-
versuch (DYCKA, 1978). 
Bekanntlich enthalten Modellgleichungen für Versuche in 
Lateinischen Quadraten keine Glieder für Wechselwirkungen 
zwischen den Faktoren Behandlung, Periode und Patienten. 
Diese Restriktion ist der Preis für die R eduzierung der Zahl 
der Versuchseinheiten. Im Arzneimittelversuch ist die Nicht-
existenz von Wechselwirkungen wie folgt interpretierbar: 
Behandlungen - Perioden: Die Wirkungen der geprüften 
Arzneimittel erfahren keine unterschiedliche Veränderung in 
der Zeit (pharmakologisch z. B. keine Verstärkung durch 
Speicherung und keine Abschwächung durch Tachyphylaxie) . 
Behandlungen - Probanden: Es gibt kein individuell verschie-
denes Ansprechen der Versuchspersonen auf die Prüfsubstanz 
(z. B. keine individuell unterschiedliche Pharmakokinetik). 
Perioden - Patienten: Die Probanden reagieren über die Ver-
suchsdauer prinzipiell zeitlich stabil. Handelt es sich um 
Patienten, so muß zwar nicht der Krankheitsprozeß aller 
Patienten stationär sein, wie dies Paul MARTINI (1968) for-
derte, er kann durchaus progredient sein oder sich zurück-
bilden, nur muß dies für alle Patienten in gleicher Weise 
gelten. 
Behandlungen - Perioden - Patienten: Die Wirkung eines 
jeden der geprüften Arzneimittel ist für alle Versuchspersonen 
über die Versuchsdauer gleichartig. 
Jeder Pharmakologe weiß , daß solche Annahmen zwar 
wünschenswerte, aber keineswegs selbstverständliche E igen-
schaften eines Arzneimittels beinhalten. Die Hauptproblema-
tik eines Arzneimittelversuchs im Lateinischen Quadrat liegt 
aber darin, daß die Ergebnisse nicht gleichzeitig, sondern 
nacheinander in Behandlungsperioden anfallen. Hier kommt 
die ganze Problematik zeitlicher Verläufe ins Spiel, die von 
IMMICH und SONNEMANN (1974) sowie von FERNER (1977) 
ausführlich zusammengestellt wurden. Dort ist auch die wich-
tigste Literatur angegeben. 
Hat man es mit Lateinischen Quadraten mit v = 2, dem in 
der Medizin so beliebten »Cross-over-design« zu tun, ist das 
Problem noch überschaubar. Die Reste der Modellgleichung 
sind nur paarweise, d. h. innerhalb der einzelnen Probanden 
oder Patienten korreliert. Existiert eine Nachwirkung des 
Prüfpräparates, d. h., ein periodenüberlappender Carry-over-
Effekt, ist dieser jedoch mit eventuellen Unterschieden der 
Behandlungsfolge untrennbar vermengt, und der behand-
lungsunabhängige Perioden-Effekt ist nicht schätzbar. 
GRIZZLE (1965, 1974) empfiehlt für diesen Fall, den direk-
ten Behandlungseffekt aus der 1. Periode zu schätzen. Exi-
stiert eine solche Nachwirkung nicht, empfiehlt GRIZZLE, die 
Modellgleichung zu vereinfachen. Damit wird die NEYM.;\NN-
PEARSON-Theorie verletzt. Aus diesem Grunde wurde das 
GRIZZLE'sche Vorgehen oft kritisiert, z.B. durch ZSCHEGE 
(1974). Auch LIND ER hatte sich in einer persönlichen Mit-
teilung gegenüber dem GRIZZLE'schen Modellansatz kritisch 
geäußert und die klassische Auswertung nach COCHRAN-COX 
(1950) empfohlen. 
Eine ausführliche Zusammenstellung der Auswertung der 
»Cross-over« Versuche ist kürzlich von ABT (1977) vorgelegt 
worden. Die Komplikationen nehmen zu, je größer die Zahl 
der Behandlungen ist. Andere Argumente sprechen für grö-
ßere Lateinische Quadrate, z.B. genießen nach FINK (1976) 
Quadrate mit v = 4 eine gewisse Sonderstellung, weil RAO'S 
Approximation der U-Verteilung (1973) hier relative Minima 
für die Zahl der Versuchsobjekte mit relativen Maxima für die 
Zahl der Freiheitsgrade des Versuchsfeldes zusammenfallen 
läßt. 4 . 4 Quadrate entsprechen auch der Konzeption des 
klassischen kontrollierten Arzneimittelversuchs, in dem nied-
rige sowie hohe Dosierungen des Prüfpräparates mit Stan-
dard- bzw. Referenzsubstanzen und Placebo verglichen wer-
den. 
2. Auswertungsmethode 
Bei der üblichen Auswertung eines Lateinischen Quadrates 
wird vorausgesetzt, daß die Zufallsabweichungen nicht korre-
liert sind. Dies kann jedoch für aufeinanderfolgende Zeit-
punkte beim gleichen Patienten nicht angenommen werden 
(siehe z. B. JESDINSKY, 1969). Wir betrachten daher em 
Modell, das diese Korrelation berücksichtigt: 
(1) 
mit Yij(l) Meßwert beim Patienten i zum Zeitpunkt j 
nach Behandlung I 
[J. = allgemeines Mittel 
Ui = Effekt des i-ten Patienten (zufällig) 
ßi = Effekt für Zeitpunkt j (fix) 
LI = Effekt für Behandlung I (fix) 
eij(l) = Zufallsabweichung. 
Für die eii(l) soll gelten: eij(l) ~ N(O,02), E(e2j(1)) = 02, 
E( eij(l) eik(m)) = Qik02, übrige Kovarianzen Null. 
Tabelle 2 zeigt die Varianztabelle. Die Korrelation beein-
flußt die Größe der Erwartungswerte für die MQ. Während 
die Mittelwerte erwartungstreu geschätzt werden, kann ein 
F-Test nicht ohne weiteres in der üblichen Weise durchgeführt 
Tab. 2. Varianzanalyse zum Lateinischen Quadrat 
Varianzursache FG E(MQ) 
Patienten v-I 0 2 (1 + 2 - L) + vo~ 
v 
2 ~f3f Zeit v-I 0 2 (1 L) I - + v--
v(v-1) v-I 
L"tf 
Behandlungen v-I 0 2 (1 2 L) I - + v--
v(v-1) v-I 
Rest (v-2) (v-I) 0 2 (1 2 L) -
v(v-1) 
v-I v 
L = L L Pjk 
j=l k=j+1 
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Tab. 3. Ein anderes Lateinisches Quadrat (v = 4) 
Patient Zeit (Behandlungsperiode ) 
1 2 3 4 
ABC 0 
II B C D A 
mOA B C 
N C D A B 
werden. Besonders betroffen ist der Test auf den Patienten-
effekt, der aber i. a. ohne großes Interesse ist. Auch bei den 
Tests für Zeitpunkte und Behandlungen ändert sich die Irr-
tumswahrscheinlichkeit. Wie Box (1954) ausführt, ist diese 
Änderung aber selbst für eine starke Korrelation nicht sehr 
groß, so daß für diese beiden Varianzursachen der F-Test noch 
brauchbar ist. Auch SCHEFFE (1959) weist in seinem Buch 
darauf hin. Bei Kenntnis der Korrelationskoeffizienten könn-
ten die MQ-Werte in Tabelle 2 korrigiert werden. Leider kann 
man ohne spezielle Annahmen die Korrelationskoeffizienten 
Qik nicht schätzen. Es gibt verschiedene Möglichkeiten, solche 
Annahmen zu machen. Die bekanntesten sind, den zeitlichen 
Ablauf als Markoff-Prozeß anzusehen und entweder dessen 
Ordnung zu beschränken oder Stationärität zu fordern. Macht 
man die Annahme eines stationären Prozesses 1. Ordnung, 
hat man nur einen Autokorrelationskoeffizienten zu schätzen. 
Wege hierzu geben GUDAT u.a. (1976) und WEBER (1977) 
an. In unserem Beispiel haben wir die Methode von WEBER 
angewandt. Diese ist für Lateinische Quadrate zu modifizieren 
und wird im folgenden kurz skizziert. Von den bei WEBER 
(1977) beschriebenen eingeschränkten Modellen sollen nur 
die Modelle 3, 4 und 5 betrachtet werden: 
Modell 3: E( eij(l) eik(m)) = Q li-k I 02, d. h., die Korrelation 
hängt nur vom Abstand der Zeitpunkte ab, es gibt insgesamt 
(v-I) Korrelationskoeffizienten, die jedoch nicht alle geschätzt 
werden können, da sie linear voneinander abhängen (siehe 
auch DANFORD u. a., 1960). 
Im Modell 4: E(eij(l)eik(m)) = Q Ii-k I 02 wird die Annahme 
eines stationären Prozesses 1. Ordnung gemacht, bei dem nur 
ein Korrelationskoeffizient zu schätzen ist. 
02, wennj = k 
Modell 5: E(eij(l)eik(m)) = { Q02,wenn Ij-kl = 1 
o sonst 
Dieses Modell ist zwar besonders einfach und daher auch 
mehrfach behandelt worden wie z.B. von Box (1954) und 
LARSON (1969), macht aber die unrealistische Annahme, daß 
eine indirekte Nachwirkung über den nächsten Zeitpunkt 
hinaus nicht vorliegt. 
Zur Ermittlung der Korrelationskoeffizienten werden zu-
nächst Schätzwerte e für die Reste e nach der Methode der 
kleinsten Quadrate ohne Beachtung der Korrelation berech-
net. Die Erwartungswerte für [eii(l) eik(m)] hängen von der 
Korrelation ab. Beim Blockversuch ist 
0 2 v V 
--:-:2v (- V + 2 L L Qst 
s= 1 t= s 
v 
v L (Qis + QkS) + v2Qik) (2) 
s= 1 
Bei Modell 3 ist Qst durch Q Is-t 1 zu ersetzen mit Qo = 1 
und bei Modell 4 Qst durch Q Is-t I. Wird Modell 5 benutzt, 
ist sinngemäß zu verfahren. 
Beim Lateinischen Quadrat ist keine allgemeine Form an-
gebbar, da der spezielle Versuchsplan mit eingeht. Dies soll an 
dem Versuchsplan aus Tabelle 1 und einem anderen Plan 
(Tabelle 3) erläutert werden. Die Behandlungen A, B, C und 
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Tab. 4. Prüfung eines Diuretikums anhand eines 
Lateinischen Quadrates (v = 5) 
Zeit Patient Nr. 
(Behandlungsperiode ) 
Kontrolltag 
1. Behandlungstag A 
Kontrolltag 
2. Behandlungstag B 
Kontrolltag 
3. Behandlungstag C 
Kontrolltag 
4. Behandlungstag D 
Kontrolltag 
5. Behandlungstag E 
Kontrolltag 
20 mg Präparat P (Prüfsubstanz) 
30 mg Präparat P 
40 mg Präparat P 
II 
C 
D 
A 
E 
B 
A 
B 
C 
D 
E 
20 mg Präparat S (Standardpräparat) 
40 mg Präparat S 
Tab. 5. Lat. Quadrat, Prüfung eines Diuretikums 
Na-Ausscheidung, Diff. g. Vorwert 
Zeit 
III 
B 
E 
D 
C 
A 
IV 
D E 
A c 
E B 
B A 
C D 
Patient 1 2 3 4 5 Y.j(.) 
I A 8,8 B 54 ,4 C 59 ,7 0 3,0 E 30,7 31 ,32 
II C 13,8 0 20,0 A 6,1 E 40,4 B 70,7 30,20 
III B 206,9 E 35,6 D 45,8 C 168,8 A 74,6 106,34 
IV D 43 ,4 A 106,9 E-28,6 B 45,2 C 129,4 59,26 
V E 58,4 C 19,2 B 130,2 A-49,6 D 15,7 34,78 
Yi.(.) 66,26 47,22 42 ,64 41,56 64,22y .. (.) = 52,38 
Behandlung 
A. 20 mg Präp. P 
B. 30 mg Präp. P 
C. 40 mg Präp. P 
D. 20 mg Präp. S 
E. 40 mg Präp. S 
Y .. ( l) 
29,36 
101,48 
78,18 
25,58 
27,30 
Tab. 6. Varianzanalyse für das Modellbeispiel 
FG MQ F 
(unkorr.) (unkorr.) 
Patienten 4 5255 ,3 1,846 
Zeit 4 714,3 0,251 
Behandlung 4 6192,0 2,175 
Rest 12 2846,5 
Tab. 7. Geschätzte Reste für das Modellbeispiel 
Zeit 
1 2 3 4 
I A-13,38 B -20,86 C 12,32 D 9,30 
II C -56,08 D 21 ,76 A , 8,66 E 46,10 
III B 37,58 E -40,50 D-24,00 C 47,48 
IV D -2,94 A 75 ,82 E -53 ,04 B -52,34 
V E 34,82 C -36,22 B 56 ,06 A_5O,54 
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MQ 
(korr.) 
68U ,8 
325,2 
5802,9 
2457,4 
5 
E 12,62 
B 
-20,44 
A_2O,56 
C 32,50 
D 
-4,12 
Tab. 8. Normierte Kovarianzmatrix rjk für Zeitpunkte 
r = - ~ = -0 25 4 ' 
1 
2 
e 
4 
k 
2 
-0,58 
3 
0,08 
-0,75 
4 5 
-0,37 -0,01 
-0,48 0,40 
-0,10 -0,22 
-0,48 
D entsprechen dabei den Stufen I = 1, 2, 3 und 4 von (1). 
Z . B. ist bei Modell 3 für Tabelle 1 
und entsprechend 
E(~(ei1(I) ei2(m»)) 
1 
E [( - - - + 2 - ) YU(I) - h(.) - Y.l(.) - Y.(.)l Y . . (.) ( - - - + 2 - )] Y12(2) - Y1.(.) - Y2(.) - Y.(.)2 Y .. (.) 
0 2 ~ (-8 + 20(>1-8(>2-4(>3) 
Bei dem anderen Plan (Tabelle 3) ist dagegen 
E(~(ei1(l) ei2(m»)) 
1 
0 2 
= ---r6 (-8 + 16(>1- 8 (>2) . 
Dieser Unterschied ist darauf zurückzuführen, daß 
E(Y.(.)IY.(.)m) von Plan zu Plan verschieden ist. Daher setzt 
sich E(L(eij(l)eik(m»)) aus 2 Teilen zusammen, von denen der 
eine analog zu (2) gebildet wird, der andere Teil ist eine spezi-
fische Komponente für den Versuchsplan: 
E(~(eij(l) eik(m»)) 
1 
02 V 
= --:-:2 «v - 4) (- v + 2 L L (>SI) 
v s=lt=s 
v 
-v(v-3) L «(>jS+(>kS)+v2(v-3)(>jk 
s= 1 
+ spez.Komponente (3) 
Die Berechnung der spez. Komponente soll am Beispiel 
E(L(ei1(I)ei2(m») gezeigt werden, sie setzt sich aus den Korrela-
tionskoeffizienten zusammen, die in die Produkte der Behand-
lungssummen eingehen. Im folgenden sei Y.(.)l die Summe der 
I-ten Behandlung. Dann gehen z. B. in E(Y.(.)tY.(.)2) die Korre-
lationskoeffizienten (>12 (bei Patient I und II) sowie (>34 bei den 
Patienten III und IV) ein , da z. B. der Patient 111 die Behand-
lungen A und B zu den Zeitpunkten 3 und 4 erhält. Die spez. 
Komponente ist die Summe aller eingehenden Korrelations-
koeffizienten . Bei dem Plan aus Tabelle 1 sind dies: 
für Patient I 
für Patient 11 
für Patient 111 
für Patient IV 
Y.(.)1Y.(.)2 mit (>12, (>12, (>34 und (>34 ' 
Y.(.)2Y.(.)1 mit (>12, (>12 ' (>34 und (>34, 
Y.(.)3Y.(.)4 mit (>34, (>34, (>12 und (>12' 
Y.(.)4Y.(.)3 mit (>34, (>34, (>12 und (>12· 
Damit ist die spez. Komponente gleich 8 (>12 + 8 (>34 oder in 
der Schreibweise von Modell 3 gleich 16 (>1 . 
Wird dieser Wert in Gleichung (3) eingesetzt, erhält man 
E(~(ei1(l)ei2(m»)) 
1 
0 2 
= ---r6 (-8 + 20(>1- 8 (>2- 4 (>3). 
Bei dem Plan aus Tabelle 3 ergibt sich entsprechend: 
für Patient I Y.(.)tY.(.)2 mit (>12, (>14, (>23 und (>34, 
für Patient 11 Y.(.)2Y.(.)3 mit (>23' (>12, (>34 und (>14, 
für Patient 111 Y.(.)4Y.(.)1 mit (>14, (>34, (>12 und (>23, 
für Patient IV Y.(.)3Y.(.)4 mit (>34' (>23, (>14 und (>12· 
Damit ist die spez. Komponente gleich 4 Q12 + 4 Q14 + 4 Q23 
+ 4 Q34 oder in der Schreibweise von Modell 3 gleich 12 Ql + 
4Q3' Wird dieser Wert in Gleichung (3) eingesetzt, ergibt das 
E(~(eil(l)ei2(m») ) 
1 
0 2 
= 16 (-8 + 16Ql- 8(2)' 
Für alle möglichen v(v + 1)/2 Paare von Zeitpunkten (ein-
schließlich der Zeitpunkte mit sich selbst) gibt es verschiedene 
Gleichungen der Form (3), die sich bei Modell 3 in Kurz-
schreibweise auch so darstellen lassen: 
E(L: (eij (I)eik(m»)) 
i 
v-I 
= L: xsßs 
s=O 
(4) 
Wenn auf der linken Seite dieser Gleichung (4) statt der 
unbekannten Erwartungswerte die experimentell ermittelten 
Werte eingesetzt werden, so ergibt sich ein Regressionspro-
blem, bei dem die Regressionskoeffizienten ßo bis ßv-l zu be-
stimmen sind. Die Xs sind dabei die Koeffizienten , die in Glei-
chung (3) ermittelt wurden. Zwischen den Xs besteht eine line-
are Abhängigkeit, so daß maximal (v-I) Parameter geschätzt 
werden können. Bei Modell 4 lautet die Gleichung: 
E(~(eij(l)eik(m») ) 
1 
und bei Modell 5 : 
v-I 
L: x s QS 02 
s=O 
E(~(eij(l)eik(m»)) = xo02 + Xl Q02= XOßO + XIßl 
1 
( 4') 
(4" ) 
Der weitere Gang der Auswertung bei Lateinischen Qua-
draten ist so, wie bei WEBER (1977) für Blockversuche aus-
führlich beschrieben wurde. Nur die Gleichung (10) von 
WEBER ist durch folgende zu ersetzen: 
v-I v-I 
aQ + [00] L: [ls]Qs - [01] L: [Os]Qs 
DYCKA / WEBER, Lateinische Quadrate in der Therapieforschung 25 
3. Modellbeispiel 
An einem klinischen Versuch soll die im vorigen Abschnitt 
erläuterte Methode zur Schätzung von Korrelationskoeffizien-
ten in Lateinischen Quadraten erläutert werden. 
In einer kontrollierten Studie der frühen Phase 11 in einem 
norwegischen Krankenhaus wurden zwei Diuretika in einem 
Lateinischen Quadrat mit v = 5 verglichen. Diuretikum P wur-
de in drei verschiedenen Dosierungen, Diuretikum S in zwei 
verschiedenen Dosierungen gegeben. In dem Versuch wurden 
5 Patienten mit kardialem Ödem herangezogen. Die Patien-
ten wurden die ganze Zeit über katheterisiert, der Harn wurde 
jeden Tag in zwei Perioden von 0 - 12 und von 12 - 2~ Uhr 
gesammelt und die Elektrolyte darin bestimmt. Den Ver-
suchsplan zeigt Tabelle 4. Gemessen wurde die Natriumaus-
scheidung, wobei die Differenz gegenüber dem Vortag ana-
lysiert wurde. Die Meßwerte enthält Tabelle 5. Die übliche 
Varianzanalyse enthält Tabelle 6, und in Tabelle 7 sind die 
geschätzten Reste e zusammengestellt. Die mittlere Korrela-
tion zwischen verschiedenen Zeitpunkten beträgt modellbe-
dingt bei den geschätzten Resten -1/(v-1). WEBER und 
WRICKE (1973) führen aus, daß man sich sehr schnell einen 
Überblick darüber verschaffen kann, ob aufeinanderfolgende 
Meßwerte korreliert sind. Im vorliegenden Beispiel wird je-
des Element der Kovarianzmatrix der geschätzten Reste für 
die Zeitpunkte, aufsummiert über die Patienten, durch den 
Mittelwert der Elemente auf der Hauptdiagonalen geteilt. 
Bei der so normierten Kovarianzmatrix ist der Mittelwert aller 
nicht auf der Hauptdiagonalen liegenden Werte gerade f = 
-1I(v-1). Tabelle 8 enthält diese normierte Kovarianzmatrix. 
Wenn nun keine Korrelation vorliegt, müssen alle Werte mehr 
oder weniger zufällig um r schwanken. Im betrachteten Ver-
such sind aber die Elemente rj ,j +1 dieser Matrix im Schnitt 
niedriger als r. Daraus läßt sich ableiten, daß eine negative 
Korrelation zwischen aufeinanderfolgenden Zeitpunkten zu 
erwarten ist. 
E(b1 ) _ s= 2 s= 2 
E(bo) - -----v-_71------v-_71--- (5) 
Aus den geschätzten Resten sind nun die 5 (5 + 1)/2 = 15 
Gleichungen nach (4) aufstellbar. Damit die x-Werte ganz-
zahlig werden, ist die Gleichung (4) allerdings zunächst mit 
v2 = 25 zu multiplizieren. Tabelle 9 enthält die Werte für die 
v2E(L:(eij(l)eik(m»)) und die Koeffizienten Xs und ihre Auftei-
lung in feste und spezifische Komponente. 
a + [11] L: [Os]Qs - [01] L: [ls]Qs 
s= 2 s=2 
mit a = [00] [11]- [01]2 und {[OO], [01], [Os], [ls], d.h. allge-
mein} [st] = ~(xs Xt), wo Xs und Xt die x(gesamt) aus der Ta-
belle 9 sind. Nach der Schätzung der Korrelationskoeffizien-
ten können die MQ-Werte in Tabelle 1 korrigiert werden. 
In unserem Beispiel ist logischerweise das Modell 4 zu be-
nutzen. Hierzu sind wie bei Modell 5 zunächst aus Gleichung 
Tab 9 Schätzgleichungen nach (3) bzw. (4) für die Ermittlung der Korrelation 
Zeitpunkt v2E(L( eij(I)eik(m»)) x (gesamt) x (feste Komp.) x (spez. Komp.) 
j k Xo Xl X2 X3 x. Xo Xl X2 X3 X. Xo Xl X2 X3 X4 
1 1 5957,3 60 -12 -14 -16 -18 35 -12 -14 --1 6 -1 8 25 0 0 0 0 
1 2 -3947,3 -15 40 -7 -12 -6 -15 28 -14 -1 6 -8 0 12 7 4 2 
1 3 555,5 -15 -15 38 -1 -7 -15 -22 26 -6 -8 0 7 12 5 1 
1 4 -2531,3 -15 -13 -7 41 -6 -15 -22 -14 34 - 8 0 9 7 7 2 
1 5 - 34,2 -15 0 -10 -12 37 -15 -12 -14 -16 32 0 12 4 4 5 
2 2 9609,4 60 -32 -14 -16 2 35 -32 -14 -1 6 2 25 0 0 0 0 
2 3 -5148,5 -15 31 -21 -1 6 -15 18 -24 - 6 2 0 13 3 5 4 
2 4 -3251,7 -15 -26 49 - ~2 4 -15 -32 36 -16 2 0 6 13 4 2 
2 5 2738,0 -15 -13 -7 41 6 -15 -22 -14 34 -8 0 9 7 7 2 
3 3 6758,7 60 -32 -34 4 2 35 -32 -34 4 2 25 0 0 0 0 
3 4 - 682,9 -15 31 -21 -1 6 -15 18 -24 -6 2 0 13 3 5 4 
3 5 -1482,9 -15 -15 38 -1 -7 -15 -22 26 -6 -8 0 7 12 5 1 
4 4 9759,8 60 -32 -14 -16 2 35 -32 -14 -1 6 2 25 0 0 0 0 
4 5 -3293,9 -15 40 -7 -12 -6 -15 28 -14 -16 -8 0 12 7 4 2 
5 5 2073,0 60 -12 -14 -16 -18 35 -12 -14 -16 -1 8 25 0 0 0 0 
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(4") die Schätzwerte bo und bi für ßo und ßi zu bestimmen. 
In unserem Falle ergibt sich: bo = 2272,6 bi = -1434,7 
r = bi/bo = -0,631, Bestimmtheitsmaß B = 80,5 %. 
Beim Modell 5 wird hier abgebrochen und r als Schätzwert 
für Q benutzt. Beim Modell 4 ist 
[00] = 20250 [10] = [01] = -8100 
[01] = -8100 [11] = 9946 
[02] = -6075 [12] = -1774 
[03] = -4050 [13] = -466 
[04] = -2025 [14] = 394 
Z.B. ist [01] = 60(-12) + (-15) 40 + ... + 60 (-12) = 
-8100. Damit lautet Gleichung (5), wenn E(bi)/E(bo) durch 
bi/bo ersetzt wird: 
-1434,7 _ aQ + 20250 (-1774 Q2-466 Q3 + 394 Q4)-
2272,6 - a + 9946(-6075 Q2_4050Q3_2225 Q4)-
- (-8100) (-6075 Q2- 4050Q3 - 2025 Q4) 
-(-8100) (-1774 Q2-466 Q3 + 394 Q4) 
mita= [00][11]-[01]2= 20250.9946-81002 = 
135796500 
Hieraus ergibt sich r = -0,466. DieserWert ist erheblich nied-
riger als bei Modell 5. 
Wird nun der Schätzwert r = -0,466 benutzt, um die MQ-
Werte zu korrigieren, so ergibt sich, daß in Tabelle 2 
2 
v (v-I) L -0,1 (4(-0,466) + 3(-0,466)2 + 2(-0,466)3 + (-0,466)4) 
-0,1 (-1,367) = 0,1367 
und 2 L = 0,4 (-1,367) = -0,547 ist. 
v 
Damit ergeben sich die in Tab. 6 aufgeführten korrigierten 
Werte für MQ und den F-Test. 
Der Vorschlag von Box (1954) für die Korrektur des F-Tests 
in einer VA mit bekannten Korrelationen zwischen den Wer-
ten wurde nicht berücksichtigt. Dies wird in einer späteren 
Studie geschehen. 
4. Schlußbemerkungen 
Die hier skizzierte Methode ist eine Möglichkeit, bei Lateini-
schen Quadraten in der klinischen Prüfung die Auswertung für 
ein Modell vorzunehmen, das auch Korrelationen zwischen 
Beobachtungszeiten beim gleichen Patienten berücksichtigt. 
Über die Art dieser Korrelation sind bestimmte Annahmen 
notwendig. Wir möchten ausdrücklich darauf hinweisen, daß 
solche Annahmen zu überprüfen sind und gegebenenfalls eine 
Modelländerung erforderlich ist. Unsere Untersuchungen zei-
gen, daß man durch ein solches Vorgehen einen viel besseren 
Einblick in das zugrundeliegende biologische Geschehen er-
hält, als wenn der Arzneimittelversuch in Phase I uno der 
frühen Phase II ohne Plan allein der Intuition des Prüfers ent-
sprechend durchgeführt worden wäre. Für die Phase I in der 
Arzneimittelforschung ist die Empfehlung von ÜBlERLA 
(1977), kontrollierte Versuche in der Form von Lateinischen 
Quadraten anzulegen, die beste derzeit bekannte Strategie. 
Die hier vorgestellte Methode zur Auswertung solcher Ver-
suche benutzt dabei ein Modell, das unserer Ansicht nach den 
Versuchsbedingungen gut angepaßt ist. Es soll aber betont 
werden, daß die statistische Auswertung hier mehr der Hypo-
thesenfindung als der Hypothesenprüfung dient. 
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STATEX - ein Programm zur Erzeugung von Übungsaufgaben 
in angewandter mathematischer Statistik 
H. Riedwyl und M. Kläy 
Zusammenfassung 
STATEX ist ein FORTRAN -Programm zur Erzeugung von 
Ubungsaufgaben in angewandter Statistik. Für jeden Kursteil-
nehmer wird ein individueller Datensatz generiert, während die 
Aufgabenstellung für alle gleich ist. Da die Aufgaben in Kursen 
mit unterschiedlichem Stoffumfang und Anwendungsgebiet 
(Medizin, Biologie, Ökonomie etc.) benutzt werden, können 
Texte und Simulationsparameter in weitem Rahmen frei abge-
ändert werden. Die Handhabung des Programms erfolgt über 
eine komfortable Steuersprache, ähnlich wie bei der BMDP-
Bibliothek. 
Summary 
ST ATEX generates exercises in applied mathematical statistics 
with individual datas for each student. It is possible to adapt the 
text and the parameters of the problems to the requirements of 
courses in different areas of application (medicine, biology, 
economics etc.) . The input is controlled by a comfortable 
language which is similar to the BM D P-control-language. 
1. Einleitung 
Die Idee, in Einführungskursen zur angewandten Statistik 
Aufgaben mit simulierten Daten zu verwenden, ist schon recht 
alt. Am Institut für mathematische Statistik und Versiche-
rungslehre der Universität Bern wurden die ersten Versuche 
in dieser Richtung vor mehr als zehn Jahren, noch in der »Prä-
Computer-Ära«, gemacht. Die Daten wurden mit Hilfe von 
Würfel und Zufallszahlentabelle von Hand simuliert. Nach 
Installation des ersten Großcomputers und dem Bekannt-
werden der Pseudo-Zufallszahlengeneratoren begann eine 
Entwicklung in der maschinellen Erzeugung von Statistik-
Aufgaben, die mit dem vorliegenden Programm einen vorläu-
figen Abschluß erfährt. 
In den letzten Jahren wurden obligatorische oder fakulta-
tive Kurse in angewandter Statistik in den Studienplänen ver-
schiedenster Fachrichtungen aufgenommen. Diese Kurse 
werden in Bern zum großen Teil am Institut für Statistik abge-
halten. So wird heute Statistikunterricht für Mediziner, Biolo-
gen, Wirtschaftswissenschaftler, Geografen, Turnlehrer und 
Haupt- und Nebenfachstatistiker (Mathematiker, Physiker 
etc.) erteilt. Stoffumfang und Kursdauer variieren in beträcht-
lichem Maße. Aus dieser Situation entstand das Konzept für 
ein vielseitig verwendbares Simulationsprogramm. 
2. Anforderungen an das Programm 
Vielseitige Verwendbarkeit: 
Die Aufgaben sollen gemäß Stoffanforderungen ausgewählt 
werden können. 
Die Beispiele (d. h. die Aufgabentexte und die Parameter 
der Datensätze ) sollen auf möglichst einfache Weise der je-
weiligen Fachrichtung angepaßt werden können. 
Sorgfältige Gestaltung der Aufgabenblätter: 
Möglichst übersichtliche Gestaltung der Aufgaben ~ach dem 
Prinzip »eine Aufgabe auf einem einzigen Blatt« . Die Zahlen 
sollen gewöhnlich nur mit drei signifikanten Ziffern ausge-
druckt werden, aus zwei Gründen: 
Die Übungsteilnehmer sollen nicht mit unnötiger Rechen-
arbeit belastet werden. 
Die Zahlen sollen nicht eine Meßgenauigkeit vortäuschen, 
die meistens gar nicht vorhanden ist. 
Es werden keine Zwischenresultate angegeben, weil die 
Studenten heute zum größten Teil Taschenrechner benutzen, 
und weil das selbständige Durchrechnen der Aufgabe pädago-
gisch durchaus sinnvoll ist. 
Auf eine schematische Darlegung des Lösungswegs wird 
verzichtet, aber es müssen etliche Zwischenresultate ange-
geben werden, damit bei der Korrektur Fehler schnelllokali-
siert werden können . 
Benutzerfreundlichkeit: 
Die Bedienung des Programms verlangt keine Kenntnisse in 
einer Programmiersprache. Die Gestaltung einer Aufgaben-
serie erfolgt mit Hilfe einer flexiblen Steuersprache, ähnlich 
wie sie bei der BMDP-Bibliothek verwendet wird. 
Sämtliche Aufgaben und Parameter besitzen Standard-
werte, die automatisch gültig sind, wenn sie nicht ausdrück-
lich geändert werden. Die Eingabe wird sehr sorgfältig ge-
prüft. Allfällige Fehler können meist exakt lokalisiert werden. 
Das Programm kann mehr als 100 verschiedene Fehlermel-
dungen ausdrucken. 
Der administrative Aufwand ist klein: Jeder Kursteilneh-
mer erhält die ganze Aufgabenserie in einem Stück zu Beginn 
des Kurses. Die einzelnen Serien sind mit einer Laufnummer 
versehen. Zusätzlich kann der Name des Kursteilnehmers auf 
das Aufgabenblatt gedruckt werden. 
3. Stoffumfang 
E s werden Aufgaben aus folgenden Gebieten angeboten: 
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Summenrechnung: 
Vereinfachung von Summenausdrücken zur numerischen Be-
rechnung. Explizite Berechnung der Summen anhand von 
einfachen Zahlen. 
Daten aus Urliste klassieren: 
Erstellen einer Strichliste gemäß einer vorgegebenen Klassen-
einteilung. Zeichnen von Histogramm und empirischer Ver-
teilungsfunktion. 
Maßzahlen: 
Die Resultate aus der Aufgabe »Daten aus Urliste klassieren« 
werden verwendet, um den Mittelwert, die Varianz, die 
Standardabweichung und den Zentralwert der klassierten 
Daten zu berechnen. 
Korrelationsrechnung: 
Zeichnen von Punkteschwärmen. Berechnen eines Prodlilkt-
Moment-Korrelationskoeffizienten und eines Spearman' 
sehen Rangkorrelationskoeffizienten. 
Simulation: 
Simulation einer Stichprobe einer diskreten Zufallsvariablen 
mit Hilfe einer Zufallsziffemtabelle. Berechnen von emJiliri-
sehern und theoretischem Mittelwert. 
Abb. 1. Standardbeispiel »Strichliste« 
Normalverteilung: 
Bestimmen von P(a < X::::; b) für X ~ N (0,1) 
Bestimmen von P(X > x) für X ~ N (Il, 0 2) 
Bestimmen von P(X::::; a, X > b) für X ~ N (Il, 0 2 ) 
Berechnen von Il und 0 aus der Angabe, daß p = P (X :5 f) 
und q = P(X > g) gilt, mit fest vorgegebenen Grenzen g uNd f. 
Verteilungsfunktion aus der Aufgabe »Daten aus Urliste 
klassieren« ins Wahrscheinlichkeitspapier zeichnen, prüfen 
der Normalität und grafisches Schätzen von Mittelwert und 
Standardabweichung. 
Chiquadrat-Anpassungstest: 
Das Resultat aus der Aufgabe »Simulation« wird verwendet, 
um den Chiquadrat-Wert als Maß für den Anpassungsgiad 
der simulierten Stichprobe an die theoretische Verteilung zu 
berechnen. Bestimmen der Freiheitsgrade und der 5 %- und 
95 %-Quantile. 
Statistische Tests: 
Durchführen eines zweiseitigen Wilcoxon-Tests, Zwei stich-
probenfall. 
Durchführen eines zweiseitigen Z-Tests, Einstichprobenfall, 
mit bekannter Varianz. 
Berechnen des Stichprobenumfangs, der beim Z-Test not-
wendig wäre, um eine gegebene Abweichung vom theoreti-
schen Mittelwert mit 95 %iger Wahrscheinlichkeit zu ent-
decken. 
INSTITUT FUER MATH. STATISTIK DATEN AUS URLISTE KLASSIEREN SERIE-NR. 
UNIVERSITAET BERN •••••••••••••••••••••••••••• 
BEIM BAU EINES STAUDAMMS MUSS AUS SICHERHEITSGRUENDEN DIE QUALITAET DES VERWEN-
DETEN BETONS LAUFEND UEBERPRUEFT WERDEN. AUS DEN ZEMENTSAECKEN WERDEN 200 PRO-
BEN ENTNOMMEN UND ZU WUERFELN GEGOSSEN. DANACH WIRD GEMESSEN, BEI WELCHEM DRUCK 
DIE WUERFEL ZERBRECHEN. DAS RESULTAT STEHT IN DER TABELLE. DIE DIE DRUCKFESTIG-
KElTEN DER 200 WUERFEL IN KILOGRAMM PRO QUADRATZENTIMETER ANGIBT. 
AUFGABE: 11 BESTIMMEN SIE MIT HILFE EINER STRICHLISTE OIE ABSOLUTEN KLASSEN-
HAEUFIGKEITEN, WENN SIE DIE FOLGENDE KLASSENEINTEILUNG WAEHLEN: 
KLASSENIlREITE: 25.00 
ANZAHL KLASSEN: 13 
KLA SSENMI TTEN 200. 500. 
21 ZEICHNEN SIE DAS HISTOGRAMM MIT DEN ABSOLUTEN KLASSEN-
H".EUFIGKEITEN UNO DIE EMPIRISCHE VERTEILUNGSFUNKTION. 
URLISTE MIT 200 EINlELWERTEN 
============================ 
308. 31'1. 316. 410. 306. 334. 305. 3'05. 401. 
300. 313. 361. 338. 353. 394. 362. 363. 358. 
300. 431. 334. 293. 391 . 386. 319. 300. 338. 
316. 314. 324. 265. 310. 321. 295. 310. 361. 
278. 323. 331. 359. 386. 340. 353. 372. 311. 
329. 249. 309. 408. 382. 353. 219. 303. 311. 
322. 314. 320. 425. 280. 430. 372. 332. 360. 
315. 341. 331. 265. 359. 388. 403. 314. 395. 
349. 369. 318. 311. 306. 'oll. 386. 309. 332. 
417. 392. 287. 376. 275. 387. 396. 355. 344. 
404. 312. 330. 397. 379. 321. 424. 280. 312. 
418. 'oll. 316. 326. 386. 311. 311. 302. 366. 
370. 371. 311. 308. 316. '001. 361. 380. 332. 
384. 366. 325. 298. 351. 359. 402. 352. 313. 
335. 337. 322. 351. 376. 292. 353. 348. 343. 
343. 369. 293. 362. 310. 3.38. 287. 327. 359. 
348. 323. 352. 355. 383. 362. 438. 401. 340. 
366. 254. 329. 301. 28B. 293. 345. 328. 319. 
382. 383. 335. 352. 321. 297. 338. 380. 360. 
408. 311. 384. 246. 390. 313. 319. 382. 292. 
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NAME: 
215. 
386. 
354. 
330. 
321. 
369. 
362. 
331. 
265. 
365. 
340. 
341. 
339. 
335. 
379. 
343. 
311. 
284. 
334. 
321. 
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INSTITUT FUER MATH. STATISTIK NORMALVERTEILUNG SERI E-NR. 
UNIVERSITAET BERN •••••••••••••••• NAME: 
11 EINE ZUFALLSVARIABLE X SEI NORMALVERTEILT MIT MITTELWERT 0 UNO VARIANZ 1. LOESUNGEN: 
BESTIMMEN SIE OIE WAHRSCHEINLICliKElT, DASS EINE REALISIERUNG VON X 
UI 
AI GROESSER ALS 0.10 UNO KLEINER ALS 1.90 
BI GRDESSER ALS -1.50 UNO KLEINER ALS -0. 34 IST. 181 
21 INTELLIGENZTESTS WERDEN SO KONSTRUIERT, DASS OIE ZUFALLSVARIABLE "RESULTAT IM 
TEST" UNGEFAEHR NORMALVERTEILT IST. ES SOLL EIN NEUER TEST B MIT EINEM BESTE-
HENDEN TEST A VERGLICHEN WERDEN. MAN KENNT DEN MITTELWERT UNO OIE STANDARDAB-
wEICHUNG VON X = "RESULTAT IM TEST A" UNO HAT NUN IN EINER STICHPROBE DEN HIT-
TELWERT VON Y = "RESULTAT 114 TEST B" ERMITTELT. 
MITTELWERT VON x: 100. STANDARDABWEICHUNG VON x: 
MITTELWERT VON Y: 112. 
BESTIMME DEN PROZENTSATZ DER REALISIERUNGEN, OIE GROESSER 
ALS DER MITTELWERT VON Y SIND. 
15.0 
21 
31 DAS GEWICIH VON MAIS-AEHREN KANN ALS NORMALVERTEILTE ZUFALLSVARIABLE X 
ANGESEHEN WERDEN. 
OIE ZAHLEN SIND IN GRAMM ANGEGEBEN. 
MITTELWERT VON X: 198. STANDARDABWEICHUNG VON x: 47.0 
BESTIMME DEN PROZENTSATZ DER REALISIERUNGEN VON X, 
31 
OIE KLEINER ALS 169. ODER GRDESSER ALS 234. SIND. 
41 EIN BESTANDTEil EINER PRAEIISIONSMASCHINE DARF NICHT DUENNER ALS EINE UNTERE 
GRENZE F UND NICHT DICKER ALS EINE OBERE GRENZE G SEIN, SUNST MUSS DER TEIL 
WEGGEWORFEN WERDEN. WAEHREND EINIGER ZEIT WURDE OIE ZUFALLSVARIABLE X = "DICKE 
DES BESTANDTEILS" GEMESSEN UNO DER ANTEil AUSSCHUSS ERMITTELT. 
UNTERE GRENZE F: 
UBERE GRENZE G: 
25.5 
26.4 
PROZENTSATZ DER REAllSIERUNGEN KLEINER ALS F: 12~ 
PROZENTSATZ DER REALISIERUNGEN GROESSER ALS G: 15~ 
MITTELWERT: 
BESTIMME DEN MITTELWERT UND OIE STANDARDABWEICHUNG VON X, 
wENN ANGENOMMEN WERDEN DARF, DASS X NORMALVERTEILT IST. 
STANDARDABWEICHUNG: 
5) ZEICHNEN SIE DIE EMPIRISCHE VERTEILUNGSFUNKTION VUN DER AUFGABE "DATEN 
AUS URLISTE KLASSIEREN" IN DAS WAHRSCHEINLICHKEITSNETZ UND 
PRUEFEN SIE, OB SIE ANNAEHERND EINE NDRHALVERTEILUNG IST. MITTELWERT: 
SCHAETZEN SIE DARAUS DEN MITTELWERT UND OIE STANDARDABWEICHUNG. STANDARDABWEICHUNG: 
Abb.2. Standardbeispiel »Normalverteilung« 
Einfache lineare Regression: , 
Zeichnen eines Punkteschwarms. Berechnen der Regressipns-
gleichung nach der Methode der kleinsten Quadrate. Modell-
vergleich (F-Test) für die Abweichung der Steigung und der 
Nullpunktsordinate von Null. 
Einfache Varianzanalyse: 
Vergleichen der Mittelwerte mehrerer Stichproben (gleicher 
Umfang, gleiche Varianz) mit Hilfe eines F-Tests. 
4. Lösungen 
Zwischenresultate und Lösungen werden aufgabenweise zu-
sammengefaßt. Für eine Lösung werden nur eine bis vier Zei-
len benutzt. Dies verkleinert den Korrekturaufwand. Es be-
steht die Möglichkeit, das Programm so auszubauen, daß eine 
Musterlösung ausgedruckt wird, welche den Kursteilnehmern 
abgegeben werden kann. 
5. Beispiele 
Die Abbildungen 1 und 2 zeigen die Standardaufgaben »Da-
ten aus Urliste klassieren« und »Normalverteilung«. Die Ab-
bildung 3 zeigt den Programm-Input zur Veränderung der 
ersten Aufgabe, und Abbildung 4 zeigt das Resultat dieser 
Änderung. 
6. Bemerkungen zur Programmiertechnik 
Das Programm ist in FORTRAN geschrieben. Es wurdte auf 
einer IBM 370/158 - Anlage unter WATFIV VIL5 getestet. 
Für die Ausführung kann es wahlweise mit den IBM-Com-
pilern GI, H oder H Extended umgewandelt werden. Der 
Source-Modul ist reichlich mit Kommentar versehen. 
Das Programm wurde so konzipiert, daß Erweiterungen 
(anfügen von neuen Aufgaben) ohne große Schwierigkeiten 
vorgenommen werden können. Die Blöcke, in denen die ein-
zelnen Aufgaben generiert, die Lösungen berechnet uml die 
Aufgaben- und Lösungsblätter gedruckt werden, sind (bis 
auf den Datentransfer) voneinander unabhängig. Die Inter-
pretation der Steuersprache erfolgt in einem vom Produk-
tionsteil unabhängigen Modul. 
Hauptprobleme bei der Programmierung: 
Die Forderung nach einfach lesbarem und gut gestaltetem 
Output einerseits und möglichst unbeschränktem Input ande-
rerseits laufen diametral auseinander. Beim Drucken der 
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LISTE DER STEUERKARTEN 
•••••••••••••• ** •••••• 
Abb. 3. Karteninput zur Änderung 
der Aufgabe »Daten aus der Urliste 
klassieren« . 
ALLGEME IN STARTIAHL • 99991 
UHNE 
KURS 
JAHR 
.1 
1,3,4,5,6,1,8,9,10 
'BEISPIEL FUER AENDERUNGEN' 
'JULI 1976' 
STRICHLISTE N· 100 
~IY • 50. 
SIGMA' 50. 
GRENZE' -112.5 
TEXT • 
••• DIES IST EIN BEISPIEL fUER niE ABAENDERUNGSMOEGLICHKEITEN. • •• 
••• ••• GEAENDERT WERDEN: AUFGAHlNTEXT, PARAMETER UER DAT~NSAETl~, 
••• UNU KUPFlEILE (EINfUEGEN VON NAMEN, KURSART, DATUMI. • •• 
••• DIESER TEXT WIRD AUF DAS AUFGABENBLATT GEDRUCKT. 
ENDE 
'01 
öl 
Aufgaben verbietet sich die Verwendung des E-Formats aus 
didaktischen Gründen. Die Verwendung des F-Formats ist 
nicht möglich, weil die Größenordnung der Daten unbekannt 
ist und deshalb oft störende Nachkommastellen ausgedruckt 
würden. Das G-Format ist auch nicht brauchbar, da es bei 
Veränderung der Größenordnung der Zahlen den Komma-
punkt verschiebt (ergibt schlecht lesbare Tabellen) und unter 
Umständen die Zahlen in Exponentialdarstellung ausge-
druckt. Das Problem wird wie folgt gelöst: Auf der Input-
Seite wird der Bereich der zulässigen Zahlen beschränkt. Die 
Daten dürfen betragsmäßig nicht kleiner als 0.001 und nicht 
größer als 10'000 werden. Daten, die von der Problerrtlage 
her größer oder kleiner sind, müssen durch Maß änderung in 
den zulässigen Bereich transformiert werden. 
Abb.4. Resultat der Änderung 
• •• 
Auf der Output-Seite übernimmt eine Format-Routine die 
Aufgabe, für die einzelnen Zahlen ein variables Format aufzu-
bauen, welches dann das Drucken von sauber gestalteten Ta-
bellen ermqglicht. 
7. Dokumentation 
Ein Handbuch mit ausführlicher Beschreibung des Programms 
(sowohl für die Anwendung als auch für die Implementation) 
kann bei den Verfassern zum Selbstkostenpreis erworben 
werden; ein Kartendeck kann ebenfalls geliefert werden. 
Anschrift der Verfasser: Prof. H. Riedwyl, Institut für math. Statistik und Versiche-
rungslehre Universität Sem, Sidlerstraße 5, 3012 Bem, Schweiz 
M. Kläy, Institut für math. Statistik und Versicherungslehre Universität Sem, Sidler-
straße 5, 3012 Sem, Schweiz 
IrISTITUT FUER MAlfl. STATISTIK DATEN AUS URLISTE KLASSIEREN BEISPIEL FUER AENDERUNGEN SEKIE-NR. 
*** 
*** 
*** 
*** 
UNIVERSITAET uERN **************************** JULI 191~ 
DIES IST EIN BEISPIEL FUER OIE ABAENOERUNGSMOEGLICHKEITEN. 
GEAENDERT WERDEN: AUFGADENTEXT, PARAMETER D~R DATENSAETZE, 
UNU KUPFZEILE (EINFUEGEN VDN NAMEN, KURSART, DATUMI. 
DIESER TEXT WIRD AUF DAS AUFGABENBLATT GEDRUCKT. 
*** 
*** 
*** 
*** 
AUFGABE: 11 BESTIMMEN SIE MIT HILFE EINER STRICHLISTE UIE ABSOLUTEN KLASSEN-
HA'EUFIGKUTEN, WENN SIE DIE FllLG~NUE KLASSENEINTEILUNG WAHILEN: 
KLASSENHREITE: 25.00 
ANZAHL KLASSEN: 13 
KLASSEtlMI TTEN -100.0 200. 
21 ZEICHNEN SIE DAS HISTOGRAMM MIT DEN ABSULUTEN KLASSEN-
HAEUFIGKEITEN UND DIE EMPIRISCHE VERHILUtJG::>FUNKTION. 
URLISTE MIT 100 EINZELWERTEN 
31.0 
-33.5 
-1.43 
32.8 
121. 
116. 
80.6 
91.4 
95.9 
69.0 
87.2 
81.1 
53.0 
62.3 
79.6 
44.4 
-31.2 
-4.07 
55.5 
69.7 
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118. 
112. 
' ... 6.6 
25.2 
127. 
115. 
9l.b 
55.1 
106. 
3.59 
53.1 
17 .6 
104. 
72.9 
75.1 
11.9 
39.7 
26.2 
107. 
92.2 
-5.75 
- 35.8 
77 . 3 
89.0 
12.9 
121. 
30.9 
101. 
96.1 
16.5 
83.6 49.1 67.1 
31.1 3.22 46.9 
143. 40.5 142. 
-15.8 125. 46.9 
- 5.55 11.1 51.6 
43.2 99.1 94.\ 
36.6 41.4 139. 
n.5 47.3 171. 
-48.2 -7.<,7 8.33 
24.6 23.1 3. 15 
29 •. 0 
70.1 
103. 
9.05 
-62.4 
66.9 
6.42 
62.'J 
21.3 
50.6 
NAME: MEIER HANS 
92.5 
67.3 
1.60 
9.60 
1(l6. 
22.2 
32.6 
67.1 
16.9 
41.0 
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Rechenprogramme (FORTRAN IV) zur multivariaten 
Varianzanalyse (MANOVA) 
F. Weiling und ehr. Unger, geb. Schott 
Zusammenfassung 
Es wird über eine im Druck nicht erschienene Sammlung von 
Rechenprogrammen (Einweg-, Zwei- und Dreiwegklassifika-
tion ohne und mit wiederholten Beobachtungen) zur multi-
variaten Varianzanalyse (MANO VA) berichtet und die Bezugs-
quelle angegeben. Die Sammlung enthält im Anhang ein 
Rechenprogramm zur Analyse von Wechselwirkungen 1. Gra-
des bei Zwei- und Dreiwegklassifikationen. 
Summary 
A collection of computer programs relating to multivariate 
analysis of variance (MANOVA) (one way-, two- and three-
wayclassification about and with repeated observations) is 
presented. An appendix contains a computer program for the 
analysis of first-degree-interactions in two- and threeway-
classifications. Since these programs didn't appear in press, 
so me libraries are named, where this collection can be lended. 
In vielen, vielleicht der Mehrzahl der Fälle stehen bei varianz-
analytischen Untersuchungen Stichproben zum Vergleich, 
die auf Grund nicht eines einzigen, sondern mehrerer Merk-
male interessieren. Für diese Untersuchungen stellen multi-
variate Vergleiche die Methode der Wahl dar. 
Leider finden sich in den gebräuchlichen Programmsamm-
lungen (SSPIII, SPSS und BMD) bislang keine Programme, 
die derartigen Wünschen des Benutzers entsprächen. Im Rah-
men mehrjähriger, von der Deutschen Forschungsgemein-
schaft geförderter Zusammenarbeit haben wir aus eigenen 
Fragestellungen heraus einige einschlägige Programme dieser 
Art entwickelt und sie zur Benutzung durch Interessenten mit 
einer allgemeinen Einführung in einem Manual zusammenge-
stellt (Benutzte Maschine IBM 370-168, Compiler GI , Ver-
sion 2.0 des Rhein . Hochschulrechenzentrums der Universi-
tät Bonn). Diesen Programmen liegen die folgenden Modelle 
zugrunde: Einwegklassifikation, Zweiwegklassifikation ohne 
und mit wiederholten Beobachtungen sowie Dreiwegklassifi-
kation, gleichfalls ohne und mit wiederholten Beobachtungen. 
Es schließt sich ein Programm an, das folgende drei, in diesem 
Rahmen wichtigen Fragen bearbeitet: 1. Prüfung von k Var-
Kovar-Matrizen auf Homogenität, 2. Projektion von Merk-
malspunkten auf die r ersten Hauptachsen sowie 3. Prüfung 
der einer multivariaten Varianzanalyse zugrunde liegenden 
Merkmale auf Redundanz. Ein weiteres Programm ermöglicht 
die graphische Darstellung von Projektionen auf zwei Haupt-
achsen mit Hilfe des Zeichenplotters CALCOMP. 
Jedes Programm, mit Ausnahme des zuletzt erwähnten, um-
faßt ein Dimensionsprogramm, das entsprechend der Kapa-
zität der Maschine die Zahl der maximal zu bearbeitenden 
Merkmale (Variate) sowie der Prüfglieder der jeweiligen Ein-
flußgrößen angibt. Ihm folgt ein Haupt-Unterprogramm. Es 
umfaßt die für die Bearbeitung des jeweiligen Modells wesent-
lichen Rechenschritte, während Rechenoperationen, die in 
mehreren Programmen Verwendung finden , mit Hilfe von 
Unterprogrammen bearbeitet werden. Alle Programme wei-
sen eine ihren Zweck sowie ihre Bedienung kurz erläuternde 
Einführung auf. 
Diesem 94 Seiten umfassenden Programmteil schließt sich 
im Anhang (S. 95-124) ein Programm zur Analyse von 
Wechselwirkungen I. Grades bei univariaten Zwei- und Drei-
wegklassifikationen mit den dazugehörenden Unterprogram-
men an, ferner ein Programm, das die graphische Darstellung 
von Regressionsgeraden zwecks Veranschaulichung des (line-
aren) Beitrages von Prüfgliedern zu einer Wechselwirkung 
I. Grades ermöglicht (Zeichenplotter CALCOMP). Im Ge-
gensatz zu den als Ganzes neu entwickelten Programmen zur 
multivariaten Varianzanalyse stellt das hier besprochene die 
Erweiterung eines Programmes der SSPIII -Sammlung dar. 
Die Ermittlung der signifikanten Prüfglieder erfolgt in die-
ser Programmsammlung mit Hilfe des von WEILING 1972 be-
schriebenen Verfahrens der sukzessive erfolgenden Auslas-
sung je eines Prüfgliedes und der auf diese Weise sich ermög-
lichenden, vergleichenden Prüfung des Einflusses aller Prüf-
glieder. Die Programme wurden im Verlauf der Bearbeitung 
mehrerer Fragestellungen geprüft, deren Berichte zum Teil 
bereits im Druck erschienen sind. 
Eingeleitet wird die ge sainte Programmsammlung durch 
eine LXIII Seiten umfassende erläuternde Einführung. In ihr; · 
sind für die verschiedenen Programmtypen Beispiele mit zum 
Teil vollständigem Ergebnis-Output eingearbeitet. 
Da diese Programmsammlung wegen des nicht ausreichend 
großen Interessentenkreises im Druck nicht erscheinen konn-
te, wurde je ein Exemplar an folgenden Stellen hinterlegt, wo 
es im Leihverkehr zugänglich ist: 
Technische Informationsbibliothek, Welfen garten 1 B, 3000 
Hannover 1 
Universitätsbibliothek Bonn, Abteilung Zentralbibliothek 
Landwirtschaft 
Rhein . Hochschulrechenzentrum der Universität Bonn. 
Interessenten einer Kopie der Programme (Magnetband) sowie 'der 
Einführung in ihre Benutzung werden um entsprechende Mitteilung 
an die Verfasser des obigen Beitrages gebeten. Es soll versucht wer-
den, ihren Wünschen (gegen Erstattung der Unkosten) zu entspre-
chen. 
A nschrift der Verfasser: Professor Dr. rer. nato Franz Weiling, Institut für Lan dw. Botanik, 
Meckenheimer Allee 176, 53 Bonn ; Frau Christel Uoger, Institut für landwirtseh. 
Botanik der Universität Bonn 
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32 Nachrichten und Berichte/Buchbesprechungen 
NACHRICHTEN UND BERICHTE 
13. Jahrestagung der Deutschen Gesellschaft 
für Biomedizinische Technik, 
7. bis 9. Juni 1979 in Kiel 
Themen: 
1. Computer-Anwendung in der Medizin 
- Grundlagen 
- Bildverarbeitung 
- Hämodynamik 
Intensivüberwachung 
(Langzeit-)EKG-Überwachung 
Labor 
Dokumentation 
2. Sicherheit im Krankenhaus 
3. Freie Vorträge 
Informationen über Prof. Dr. med. P. H. Heintzen, Leiter der 
Abteilung Kinderkardiologie und Biomedizinische Technik 
der Universität, Schwanenweg 20, 2300 Kiel 
Aktuelle statistische Methoden 
in Naturwissenschaft und Medizin 
Seminar der Region Österreich-Schweiz 
der Biometrischen Gesellschaft 
24. - 28. September 1979 in Interiaken/Schweiz 
Örtlicher Tagungsleiter: 
Prof. Dr. H. Riedwyl, Universität Bem, Institut f. math. 
Statistik, Sidlerstraße 5, CH-3012 Bem, Tel.: (031) 658811 
BUCHBESPRECHUNGEN 
RASCH, D., HERRENDÖRFER, G., BOCK, J., BUSCH, K. 
Verfahrensbibliothek - Versuchsplanung und Auswertung, 
Band 1 und2 
1978, 1052 S. , DM 80,-
VEB Deutscher Landwirtschaftsverlag Berlin 
Neben einführenden Kapiteln mit Hinweisen zur.Benutzung der vor-
liegenden Verfahrensbibliothek mit kurzen EinführuIigell in die 
Grundbegriffe der Mathematischen Statistik und in die Statistische 
Versuchsplanung werden nach einem einheitlichen Schema (Titel des 
Verfahrens, Problemstellung, Bemerkungen, Operationsfolge, Litera-
turangaben und Beispiele) Verfahren der Versuchsplanung und Aus-
wertung dargestellt. 
Eine solche umfassende Zusammenstellung wird sich mancher Ver-
suchsansteIler als Leitfaden schon oft gewünscht haben. Steht er doch 
häufig vor der Frage, welche Anlage und welche Auswertungsme-
thode soll er bei einer gegebenen Fragestellung wählen. Hier werden 
nun ganz konkrete Hinweise gegeben, die auch nicht darunter leiden, 
daß die Mehrzahl der Beispiele aus dem landwirtschaftlichen Bereich 
ausgewählt wurden . 
Eine verstärktere Verwendung von Blockdiagrammen, eine noch 
deutlichere Untergliederung und eine bessere Numerierung der Ta-
bellen würde die Benutzung dieser Verfahrensbibliothek erheblich 
erleichtern. An einigen Stellen wäre es auch erforderlich, die Bei-
spiele noch detaillierter darzustellen. 
Insgesamt aber ein wirklich nützliches Hilfsmittel. Ge. 
BRAUN, B. undSCHWAB, H.-J. 
Besondere Vertragsbedingungen für die Miete von 
EDV-Anlagen und -Geräten (BVB Miete) 
1975, 130 S., DM 34,-
E. Schmidt Verlag, Berlin- Bielefeld- München 
Die »Besonderen Vertragsbedingungen Miete« waren die ersten Ver-
tragsbedingungen, die das Vertragsgeschehen vor allem im Bereich 
der öffentlichen Verwaltung klären sollten. Da die Nutzer häufig mit 
entsprechenden Formulierungen wenig anzufangen wissen, ist es nütz-
lich, daß in einer überschaubaren und gut lesbaren Form eine Text-
ausgabe mit Erläuterungen vorliegt. 
Mitabgedruckt ist die VOLlB, da die BYB ohne Berücksichtigung 
dieser Allgemeinen Bedingungen nicht verstanden werden kann. Ge. 
BRAUN, B. 
Besondere Vertragsbedingungen für den Kauf 
von EDV-Anlagen und -Geräten (BVB Kauf) 
1978, 184 S., DM 46,-
E. Schmidt Verlag, Berlin - Bielefeld - München 
Da in der praktischen Anwendung der »Besonderen Vertragsbedin-
gungen« häufig Unklarheiten zu Schwierigkeiten führen , ist es zu be-
grüßen, daß nun in einer überschaubaren und gut lesbaren Form eine 
Textausgabe mit Erläuterungen vorliegt. 
Mitabgedruckt ist die VOLlB. Da die BVB ausdrücklich als Ergän-
zung der in der VOLIB enthaltenen Allgemeinen Bedingungen kon-
zipiert sind, können sie ohne Berücksichtigung dieser Allgemeinen 
Bedingungen nicht verstanden werden. 
Abgedruckt sind ferner die »Einheitlichen Datenübermittlungs-
Steuerungsverfahren «, die als ausdrückliche Ergänzung der BYB/ 
Miete und der BYB/Kauf bekanntgemacht wurden. Ge. 
Das europäische 
EDV-Forum 81 Computersysteme und Ihre Anwendung Zusammen mit 5. Europäischem Mikrofilm-Kongreß ~ 
und Fachausstellung SYSTEMS'79 
EDVin Medizin und Biologie 111979 
• Internationale Seminare für 
EDV-Anwendung und -Ausbildung, 
Systementwicklung, Normung, 
OEM,OCR 
• Internationale Fachausstellung der 
EDV- und Softwareindustrie 
München, 17. bis 21. September 1979 
Fordern Sie Informationen an 
Münchener Messe- und Ausstellungsges. mbH 
Postfach 121009, 8000 München 12, Tel. 089/5107-1 
