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Abstract
We propose a novel mechanism to improve an
unconditional text generator with a discrimina-
tor, which is trained to estimate the probabil-
ity that a sample comes from real or generated
data. In contrast to recent discrete language
generative adversarial networks (GAN) which
update the parameters of the generator directly,
our method only retains generated samples
which are determined to come from real data
with relatively high probability by the discrim-
inator. This not only detects valuable informa-
tion, but also avoids the mode collapse intro-
duced by GAN. To the best of our knowledge,
this is the first method which improves the neu-
ral language models (LM) trained with maxi-
mum likelihood estimation (MLE) by using a
discriminator as a filter. Experimental results
show that our mechanism improves both RNN-
based and Transformer-based LMs when mea-
suring in sample quality and sample diversity
simultaneously at different softmax tempera-
tures (a previously noted deficit of language
GANs). Further, by recursively adding more
discriminators, more powerful generators are
created.
1 Introduction
Text generation is an important part of many ap-
plications such as machine translation (Wu et al.,
2016; Bahdanau et al., 2015), dialog systems (Du
and Black, 2019; Ghosh et al., 2017) and image
caption generation (Liu et al., 2018; Vinyals et al.,
2015). Unconditional text generation, which gener-
ates novel, reasonable and meaningful sentences, is
∗Peng Jin, Xinyu Dai and Jiajun Chen are the co-
corresponding authors.
a stepping stone for the above tasks, thus becoming
a hot topic recently (Yu et al., 2017; Fedus et al.,
2018; d’Autume et al., 2019).
Neural language models (LM) (Mikolov et al.,
2010), based on Long Short-Term Memory
(LSTM) (Hochreiter and Schmidhuber, 1997) or
Transformer (Vaswani et al., 2017), have been
widely used as text generators, which have shown
good performance in text generation (Graves, 2013;
Radford et al., 2018). They are trained with maxi-
mum likelihood estimation. However, due to some
limitations including exposure bias (Bengio et al.,
2015), generated texts still suffer from low qual-
ity in regard to semantics and global coherence
and are not even perfect grammatically speaking
(Caccia et al., 2019). Many researchers improve
the quality at the cost of degrading the diversity.
This means there are many modes contained by real
texts are not captured by generator (Husza´r, 2015;
Semeniuta et al., 2018). In fact, both low quality
and poor diversity present statistically as a large
discrepancy between the distribution of real text
and the distribution of generated text. To improve
unconditional text generator, we have to not only
improve sample quality but also make the kinds and
ratios of modes approximate the real texts as many
as possible. Therefore, reducing the distributional
discrepancy between the generated samples and
the real data is a fundamental method to improve a
generator.
A discriminator, usually a convolutional neu-
ral network (CNN) (Lecun et al., 1998) or Trans-
former (Vaswani et al., 2017) trained with both
generated text and real text, can detect this dis-
crepancy (Zellers et al., 2019). This suggests it
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should be possible to improve the generator with a
discriminator.
GAN (Goodfellow et al., 2014) has been advo-
cated as a means to improve a generator by many
researchers(Yu et al., 2017; Fedus et al., 2018; Nie
et al., 2019). In this way, a LM is pre-trained with
real text 1 and is used as a generator (G) to gen-
erate some original text. A discriminator (D) is
trained with these generated texts and real texts.
The parameters of G are updated according to the
detected discrepancy signal from D. Both G and D
are improved iteratively in the adversarial learning
process.
Unfortunately, recently more and more re-
searchers are finding that GANs do not work well
(Caccia et al., 2019; Semeniuta et al., 2018). It suf-
fers from mode collapse (Semeniuta et al., 2018).
The reason may be that discrete text is different
from a continuous image, thus introducing a non-
differential issue. Although reinforcement learning
(RL) (Williams, 1992) is combined with GAN by
treating the generative model as an agent of RL,
such as SeqGAN (Yu et al., 2017), MaliGAN (Tong
et al., 2017) and MaskGAN (Fedus et al., 2018).
RL brings new problems of reward sparsity and
high variance. Some researchers use a continuous
approximate function (Gumbel-softmax) (Kusner
and Herna`ndez-Lobato, 2016; Nie et al., 2019) or
continuous latent space to enable the gradient to
propagate back (Jang et al., 2017; Maddison et al.,
2017). However, the Gumbel-softmax trick is a
biased method which is sensitive to temperature.
In this paper, instead of using a discriminator
to improve the generator in the adversarial lean-
ing style, we propose a novel mechanism of using
a discriminator to improve the generator. In this
mechanism, we exploit a well-trained discriminator
to filter some generated texts whose distribution is
very different from that of the real data, NOT to fil-
ter the low quality ones. The discrepancy between
the remaining samples of generated text and the
real samples can be reduced compared with that
involving the entire set of between the whole gener-
ated samples and the real samples, thus improving
the generator in sample quality and sample diver-
sity simultaneously. A new generator is created by
the combination of discriminator and the original
generator. The remaining samples are regarded as
the output of the new generator.
This new generator improves the generated re-
1An exception is RelGAN.
sults by filtering generated texts rather than up-
dating the parameters of the original generators
directly. Thus all the drawbacks attributed to us-
ing a GAN (and described above) are sidestepped
completely.
Because there is still a discrepancy between real
samples and samples generated by this new gener-
ator, this can be detected by a new discriminator.
Therefore, our mechanism can be used recursively.
All code and data are available at GitHub2. Our
contributions are listed as follows:
• We propose a novel mechanism to exploit a
well-trained discriminator to improve a text
generator.
• We implement a threshold-based method to
filter the generated text using a discriminator.
• Our method consistently improves both RNN-
based and Transformer-based LMs on two
benchmark datasets.
2 The Mechanism of Filtering
Recently, neural language model (LM) is often
used as a generator for unconditional text genera-
tion. Given a neural language model Gθ which is
trained with MLE, pθ(x) is denoted as the distribu-
tion of the texts which are generated by Gθ.
A discriminator can detect the discrepancy be-
tween the two distributions of real text and gener-
ated text. Let pr(x) denote the distribution of real
data. For the purpose of generality, let pg(x) denote
the distribution of generated text which is gener-
ated by any generator. Specifically, for the above
mentioned pθ(x), there will be pg(x) = pθ(x).
The discriminator is denoted as Dφ. To de-
tect the discrepancy between pr(x) and pg(x), Dφ
needs to be optimized with the following objective
function:
max
Dφ
(V (D,G)) =Ex∼pr(x)[logDφ(x)]+
Ex∼pg(x)[log(1−Dφ(x))]
(1)
AssumingD∗φ(x) is the optimal resolution of the
above function, according to (Goodfellow et al.,
2014), it will be,
D∗φ(x) =
pr(x)
pr(x) + pg(x)
(2)
2https://github.com/anonymous1100/D_
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Figure 1: The framework of our model.
For any sample x, when D∗φ(x) < 0.5, it means
pθ(x) > pr(x). There are two ways to amend pθ
in order to reduce the discrepancy with pr(x). One
is adversarial generation which changes θ directly.
The other is filtering. In this way, we determine
to accept or reject this sample according to a cer-
tain probability (we call this retaining probability).
Thus, a new generative probability will be obtain
from the set-level to reduce the difference with
pr(x). How to set retaining probability is very crit-
ical. A retaining function s = Sω(x), 0 ≤ s ≤ 1
is used to determine the retaining probability of
a generated sample. Therefore, we obtain a new
generative function as follows.
pω,θ(x) = cSω(x)pθ(x) (3)
where c = (
∫
Sω(x)pθ(x)dx)
−1 is a normaliza-
tion factor.
Method 1 Threshold-based filtering method.
Sω(x) =
{
0 Dφ(x) < λ
1 Dφ(x) ≥ λ
(4)
Method 2 Learning-based filtering method. Let
Sω(x) is a learnable function, we obtain a new
optimization function,
min
Sω
max
Dφ
(V (D,G)) =Ex∼pr(x)[logDφ(x)]+
Ex∼pω,θ(x)[log(1−Dφ(x))]
(5)
Sω(x) is optimized as follow,
∇Sω(x) ∝ (Dφ(x)− 0.5) (6)
When Dφ(x) < 0.5, ∇Sω will be negative.
This means when generative distribution pω,θ(x)
is greater than the real distribution pr(x), the re-
taining probability will be reduced. Otherwise, we
will increase the retaining probability. Given the
function Sω(x), the optima discriminator is
D∗φ(x) =
pr(x)
pr(x) + pω,θ(x)
(7)
During the optimization process, Dφ(x) and
Sω(x) interact on each other until the convergence.
Otherwise, pθ(x) is kept unchanged in this pro-
cess. This is different from GAN completely. The
optimal resolution of function 5 is,
D∗∗φ (x) ≡ 0.5, p∗∗ω,θ(x) ≡ pr(x) (8)
This mechanism can yield specific filtering meth-
ods for many kinds of generation model and dis-
crimination model. In next section, we implement
a simple but powerful threshold-based method in
which a LSTM based or Transformer based neural
language model is used as the generator, and CNN
is used as the discriminator.
3 The Implement of Filtering Mechanism
How to filter generated text is a challenge. In
this section, we describe a threshold-based method
and analyze it theoretically. Finally, the threshold-
based method can be used recursively for improv-
ing performance further.
3.1 Threshold-based filtering method
Let λ be the threshold and 0 ≤ λ ≤ 1. SGθ is a
generated samples set which is produced by Gθ.
∀x ∈ SGθ , if Dpθφ (x) ≤ λ, x is rejected, otherwise
it is accepted. The accepted samples consist of set
SGf and are regarded as the output of Gf . The
distribution pf (x) of Gf is denoted as pλ(x):
pf (x) = pλ(x) =
{
cpθ(x) D
pθ
φ (x) ≥ λ
0 Dpθφ (x) < λ
(9)
Because pλ(x) is a distribution, the integral of
pλ(x) equals 1.
c =
(∫
D
pθ
φ (x)≥λ
pθ(x) dx
)−1
(10)
c is a normalization factor and c ≥ 1 obviously.
In this method, when Dpθφ (x) < λ, the gener-
ated distribution of samples x become zero.3 When
Dpθφ (x) ≥ λ, the generated distribution of samples
x increases from pθ to cpθ. The generation proba-
bility of these samples is increased indirectly. This
method can reduce the discrepancy between real
data and generated samples. Figure 2(b) illustrates
this method.
Our goal is to make the new generator Gλ(x)
better than the original generator Gθ. To this end,
we have to face two challenges: (1) because we can
not obtain the optimal function Dpθφ (x) directly,
we have to find an approximated function; (2) The
influence of the threshold needs be investigated.
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Figure 2: The illustration of discrepancy before and af-
ter filtering. (a) The discrepancy between pr(x) and
pθ(x) is indicated with brown regions. (b) The discrep-
ancy between pr(x) and pλ(x) is indicated with brown
and blue regions. The gray regions represent the re-
duced discrepancy while blue region represents the in-
creased discrepancy. Obviously, the discrepancy in (b)
is smaller than that in (a).
3.2 The estimation of the optimal
discriminator
Although we can not obtain the optimal discrimi-
nator directly, we follow (Zhu et al., 2018) and use
a CNN-based neural network as the discriminator
Dφ because CNNs are very powerful for text classi-
fication (Kim, 2014; Lai et al., 2015). A supervised
learning is applied to minimize cross entropy. In
order to avoid imbalanced learning (He and Garcia,
2009), we always generate as many sentences as
we have real sentences. According to equation 1,
Dφ is trained until it converges. This convergent
discriminator is denoted as Dˆpθφ (x) which is the
approximated function of Dpθφ (x).
For comparison with language GANs, the archi-
tecture and hyper-parameters of our discriminator
3This is too hard obviously, although it works well. Some
soft methods will be investigated in the future.
are the same as the discriminator used in SeqGAN
(Yu et al., 2017).
3.3 The influence of the threshold
A procedure is proposed to investigate the influence
of different thresholds:
(1) Select M thresholds λi ∈ [0, 1], (i =
1, 2, ...,M), λi < λi+1.
(2) For each λi, we can obtain the corresponding
generator Gλi .
(3) We observe the performance ofGλi by empir-
ically evaluating with some metrics such as BLEU
versus self-BLEU.
3.4 Recursive threshold-based method
The threshold-based method can be used recur-
sively.
For the convenience of narration, we denote the
above pf (x) as pf1(x) and Gf (x) as Gf1(x). By
using the generated samples of Gf1(x) along with
real sentences, we can train an approximated opti-
mal discriminator D
pf1
φ (x). It should be noted that
the first discriminator makes no sense for Gf1(x).
Once again, the threshold-based method is applied
to Gf1(x) by using this new discriminator D
pf1
φ (x)
to filter generated samples of Gf1(x).
We can repeat this process in practice. Fig-
ure 1(b) illustrates this process. Experimental re-
sults demonstrate that the discrepancy becomes
smaller.
4 Experiments
We carry out experiments on two benchmark data
sets with the threshold-based method and recursive
method. Experimental settings, results and analysis
are described as follows.
4.1 Experimental Settings
Datasets. Two benchmark datasets recently have
been used widely for unconditional text genera-
tion. One is COCO Image captions 4 (Chen et al.,
2015) which consists of relatively short sentences
and small amounts of sentences. For comparison,
we follow (Caccia et al., 2019) to pre-process this
dataset. There are in total 4,633 word types and
the longest sentence consists of 37 words. Both the
training and test data contain 10,000 sentences. The
average length of sentences is about 11 words. The
4http://cocodataset.org/
other one is EMNLP2017 WMT News 5 which con-
sists of relatively long sentences and large amounts
of sentences. Once again, we follow (Caccia et al.,
2019) to pre-process this dataset. As a result, it
consists of about 280k sentences and the sentences’
average length is about 20 words. There are in
total 5,697 word types and the longest sentence
consistes of 51 words. 10,000 sentences are used
as the test data. Among all the training data, the
last 10,000 sentences are used as validation data.
Evaluation Metric. How to evaluate a text gen-
eration system is still an open problem. The sample
diversity is as important as the sample quality for
unconditional text generation. (Zhu et al., 2018)
proposed BLEU (Papineni et al., 2002) versus Self-
BLEU, which are most frequently used by the re-
search community. (Caccia et al., 2019) precisely
use this paired metric by adjusting the softmax tem-
perature, thereby drawing a curve rather than only
plot a dot in the quality-diversity space.
Considering BLEU versus self-BLEU as a two-
dimension metric, we follow (d’Autume et al.,
2019) to use a single metric - Fre´chet Embedding
Distance (FED). It computes the Fre´chet distance
between two Gaussian distributions. The same
embeddings trained from a Universial Sentence En-
coder6 as (d’Autume et al., 2019) is adapted. This
metric can capture both local and global consis-
tency.
Generator and discriminator. For our genera-
tor, one is a LSTM and the other is GPT-2 (Rad-
ford et al., 2019), which is based on Transformer
and achieve the state-of-the-art performance. For
LSTM, all the hyper-parameters and the architec-
ture are the same as (Caccia et al., 2019). For
GPT-2, We optimize some hyper-parameters by ob-
serving its performance on validation data. The
best settings are adapted. Table 1 lists them in
detail.
For our discriminator, we follow (Zhu et al.,
2018) and use a CNN. Both the hyper-parameters
and architecture remain unchanged. We observe
the accuracy of classification on validation to make
sure the convergence of the discriminator. Because
there is no validation available for COCO Image
Caption, we set aside the last 1,000 sentences of
the training data as the validation data.
Baseline Models. Two kinds of models are used
as baselines. One is neural language model which
5http://www.statmt.org/wmt17/
6The model is available at
https://tfhub.dev/google/universal-sentence-encoder/3
Para. of G Value Para. of D Value
LSTM hidden 512 layer1 (2,100)
layer 2 layer2 (3,200)
lr 1e-3(2e-5) lr(LSTM) 1e-3
GPT-2 head 4 lr(GPT-2) 1e-4
batch size 128(64) batch size 512
# of para. ≈7(14)M # of para. ≈0.6M
Table 1: The values of Hyper-parameters. For two gen-
erators, the values of GPT-2 are listed in parentheses
when they are different from LSTM. ”para.” is the ab-
breviation of parameter and ”# of para.” denotes the to-
tal number of parameters. For each convolutional layer,
(window size, kernel numbers) is listed.
is trained with MLE. Both GPT-2 and LSTM are
used. The other is language GAN. The perfor-
mance of SeqGAN, MaliGAN and RankGAN are
taken from (Lu et al., 2018b). We also compare
with RelGAN by running the code which is pro-
vided by the authors.
4.2 Main Results
Our model consistently outperforms the neural lan-
guage models and language GANs on two metrics
with different thresholds across two benchmark
datasets.
For the metric of BLEU versus self-BLEU,
we follow (Caccia et al., 2019) to draw quality-
diversity curves at various temperatures. Figure 3
shows that filtering-based generators always lie at
the bottom left of the blue ones which denote the
performance of generator trained based on MLE.
This demonstrates that the filtering mechanism
works well with both RNN-based and Transformer-
based LMs.
For the metric of FED, our model also outper-
forms both GPT-2 and LSTM at various softmax
temperatures (shown by Figure 4). This suggests
that the LMs are improved in global consistency
and our model is better at capturing semantic infor-
mation.
Table 2 and table 3 summaries more details with
LSTM as the generator at a temperature of 1.0. For
COCO Image Captions, our models outperform the
generator trained with MLE in quality and diversity
simultaneously. The reason maybe is that this task
6The performance of RelGAN is very different form others
because it uses a relation memory not a LSTM architecture as
a generator. The BLEU-5 vs. Self-BLEU-5 are 0.32 vs. 0.9 on
COCO Image Caption and 0.25 vs. 0.38 on the other dataset
respectively, by running the original code and adversarial
training 2000 iterations.
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Figure 3: Negative BLEU-5 vs. Self-BLEU-5 on two datasets at different temperatures (T ). The blue lines (linked
with many dots and each dot corresponds to one T ) represent the results of baseline. The other color lines (each
has six dots of a different shape, and the circular one represents the performance of baseline) show the results of
our method at different T . The scatter plots for language GANs are taken from (Lu et al., 2018a) directly and
RelGAN is too distinct to be plotted 6. Five thresholds are set for filtering the original generated text. The lower,
the better for both metrics.
is relatively easier than EMNLP2017 WMT News.
For EMNLP2017 WMT News, it is necessary to
be evaluated at various temperatures by drawing a
quality-diversity curve.
All results are run with five random initializa-
tions. The standard deviation is very small, thus
indicating our method is very stable.
4.3 The influence of threshold
Figure 3 also shows the influence of threshold. By
adjusting λi from 0.05 to 0.9, we can see that all
Gλi outperform the original language model Gθ
in both sample quality and sample diversity at the
same softmax temperature.
Moreover, we can see that self-BLEU is consis-
tently decreased (although BLEU is also decreased)
with the increment of the threshold when the soft-
max temperature is greater than 1.0. When the
softmax temperature is less than 1.0, the curves are
drawn in the opposite directions. This suggests that
λ can make an impact on quality and diversity.
It is noted that, ∀λi, λj , if Gλi is better than Gλj
in sample quality, and then it will usually be worse
in sample diversity and vice versa. This means that
λ can play a role in balancing quality and diversity.
The threshold also affects the filtering ratio. It
is defined as a ratio of the remaining samples
against the whole generated samples. The higher
the threshold, the lower the filtering ratio.
4.4 Recursively Filtering Results
We recursively add discriminators according to sec-
tion 3.4. Figure 5 shows the results with LSTM as
the generator at a temperature of 1.0. The improve-
ments are clear when the second discriminator is
combined across two datasets.
However, different results occur when the third
one is added. For EMNLP2017 WMT News, the
performance continues to be improved while per-
formance is worse on COCO Image Captions. This
Model Baseline λ = 0.05 λ = 0.1 λ = 0.5 λ = 0.9
Filter Ratio 1.000 0.631±0.174 0.556±0.157 0.328±0.054 0.148±0.034
BLEU-2 0.716±6ε 0.724±5ε 0.724±4ε 0.722±5ε 0.717±5ε
BLEU-3 0.470±11ε 0.482±9ε 0.482±8ε 0.482±9ε 0.476±10ε
BLEU-4 0.285±7ε 0.296±10ε 0.297±9ε 0.297±11ε 0.293±11ε
BLEU-5 0.177±4ε 0.184±7ε 0.185±7ε 0.185±6ε 0.181±8ε
self-BLEU-2 0.880±7ε 0.874±ε 0.873±ε 0.869±4ε 0.864±6ε
self-BLEU-3 0.694±16ε 0.685±4ε 0.682±4ε 0.676±8ε 0.666±13ε
self-BLEU-4 0.491±21ε 0.485±6ε 0.483±5ε 0.477±6ε 0.464±13ε
self-BLEU-5 0.326±17ε 0.323±6ε 0.322±5ε 0.318±3ε 0.307±8ε
Table 2: The results on COCO Image Captions vary with different λ. The generator is LSTM. ε = 0.001.
Model Baseline λ = 0.05 λ = 0.1 λ = 0.5 λ = 0.9
Filter Ratio 1.000 0.433±0.005 0.395±0.006 0.304±0.003 0.224±0.015
BLEU-2 0.855±ε 0.850±ε 0.848±ε 0.845±ε 0.841±ε
BLEU-3 0.597±ε 0.589±4ε 0.587±ε 0.580±ε 0.573±4ε
BLEU-4 0.351±ε 0.346±4ε 0.344±4ε 0.337±ε 0.329±5ε
BLEU-5 0.194±ε 0.192±4ε 0.190±2ε 0.185±ε 0.179±4ε
self-BLEU-2 0.866±ε 0.858±ε 0.857±ε 0.853±ε 0.850±ε
self-BLEU-3 0.623±ε 0.606±4ε 0.604±ε 0.596±ε 0.588±4ε
self-BLEU-4 0.381±2ε 0.365±5ε 0.362±4ε 0.353±ε 0.343±5ε
self-BLEU-5 0.215±ε 0.206±4ε 0.203±3ε 0.196±ε 0.189±6ε
Table 3: The results on EMNLP2017 WMT News vary with different λ. The generator is LSTM. ε = 0.001.
shows that the recursively filtering is related to
datasets. More results, which include GPT-2 as the
generator at various temperatures, are illustrated in
appendix A.
5 Analysis
5.1 The Accuracy of Discriminator
Table 4 summaries the accuracy of discriminator
when the generators are LSTM and GPT-2 respec-
tively. The accuracy will have a big drop once a
filter is used. This shows it is harder for discrimina-
tor to tell the remained generated samples from the
real. The reason is the discrepancy between them
is reduced by our novel mechanism.
5.2 The Efficiency of Discriminator
Table 2 and 3 show the efficiency, i.e. the filter ratio.
55.6% and 39.5% generated samples which are ac-
cepted on COCO Image Caption and ENNLP2017
WMT News respectively, with the setting λ = 0.1.
Obviously, the efficiency becomes lower as λ is
bigger. Fortunately, the performance dose not vary
in the same way. Empirically, λ is set from 0.1 to
0.5 will be good.
Dataset λ LSTM GPT-2
COCO
Image
Caption
0 0.669 0.617
0.05 0.638 0.568
0.1 0.621 0.556
0.5 0.607 0.599
0.9 0.628 0.556
EMNLP2017
WMT News
0 0.703 0.613
0.05 0.644 0.575
0.1 0.638 0.576
0.5 0.633 0.568
0.9 0.633 0.572
Table 4: The accuracy of discriminator on two datasets
as the generators are implemented with a two-layer
LSTM and GPT-2 respectively. λ = 0 denotes the base-
line, i.e. no filter.
6 Related Work
A similar over-generation and filtering method is
adapted in conditional text generation (CTG) such
as dialog system (Wen et al., 2015) and generating
a description given a meaning representation (MR)
(Novikova et al., 2017). They usually use a re-
ranker to select the best one as the output (Tandon
et al., 2018; Deriu and Cieliebak, 2018). However,
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Figure 4: FED vs. softmax temperature.
our discriminator is different from the re-ranker in
both purpose and process of being trained. To filter
low quality responses or description, CTG trains
re-ranker and generator jointly. Our goal is NOT
filtering the low quality generated samples but the
large distributional discrepancy generated ones are
filtered by discriminator. Thus, the distribution
of remained samples is closer to real data. Some
high quality sentences will still be rejected if they
are tedious. Finally, CTG biases on the quality
in the view of evaluation, otherwise the sample
diversity is as important as the sample quality for
unconditional text generation.
A series of language GANs such as, DpGAN
(Xu et al., 2018), maskGAN(Fedus et al., 2018) and
FMGAN (Chen et al., 2018) are proposed in the
view of BLEU versus self-BLEU. In order to avoid
reward sparsity and high variance, (Nie et al., 2019)
proposes RelGAN which exploits Gumble-softmax
(Jang et al., 2017) as the continuous relaxation and
achieves state-of-the-art performance.
However, some researchers argue language
GANs do not work at all. (Cı´fka et al., 2018) think
BLEU and self-BLEU only focus on local consis-
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Figure 5: The results of recursively filtering. Gfi de-
notes the generator which uses i discriminators recur-
sively.
tency and designs a language model score and a
reverse language model score for evaluating gener-
ated text on global semantics. Evaluated by these
two metrics, all language GANs no longer show im-
provement(Semeniuta et al., 2018). Furthermore,
(Caccia et al., 2019) use temperature to trade-off
the sample quality and sample diversity. They find
a well-trained language model beats all language
GANs. Although (d’Autume et al., 2019) trains
a language GAN from scratch, its performance is
only comparable with LM. They also propose a
single metric (i.e. FED) which can cover both local
and global semantic information. We adapt FED
and, BLEU versus self-BLEU in this paper.
7 Discussion
We use a well-trained discriminator as a filter to
improve unconditional text generation. In contrast
to language GANs, which use a discriminator to
update the parameters of the generator, our discrim-
inator is used as a filter to filter those generated
samples whose value of discrepancy function is
small enough. Therefore, the distribution of new
generated text matches the distribution of real text
better than the previous generator. Experimental
results on two benchmark datasets show this im-
provement in both sample quality and sample di-
versity.
There is plenty of scope for future work. How
to use the discriminator to improve text generation
further is the first issue we wish to pursue. We hope
to design a more powerful text classifier so we can
obtain more benefit.
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