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Abstract
For A a dg (or A∞) algebra and M a module over A, we study the image of the characteristic morphism
χM : HH
∗(A,A) → ExtA(M,M) and its interaction with the higher structure on the Yoneda algebra ExtA(M,M).
To this end, we introduce and study a notion of A∞-centre for minimal A∞-algebras, agreeing with the usual
centre in the case that there is no higher structure. We show that the image of χM lands in the A∞-centre of
ExtA(M,M). When A is augmented over k, we show (under mild connectedness assumptions) that the morphism
χk : HH
∗(A,A) → ExtA(k, k) into the Koszul dual algebra lands exactly onto the A∞-centre, generalising the
situation from the Koszul case established by Buchweitz, Green, Snashall and Solberg. We give techniques for
computing A∞-centres, hence for computing the image of the characteristic morphism, and provide worked-out
examples. We further study applications to topology. In particular we relate the A∞-centre of the Pontryagin
algebra to a wrong way map coming from the homology of the free loop space, first studied by Chas and Sullivan.
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1 Introduction
Let A be an algebra over a field k. It is well-known that the Hochschild cohomology HH∗(A,A) acts on the
derived category through the characteristic morphism χM : HH
∗(A,A)→ Ext∗A(M,M) for each dg module M . This
refines to a morphism of graded commutative algebras χ : HH∗(A,A)→ ZgrDA into the graded centre of the derived
Both authors are affiliated with the University of Toronto. The second author was supported by an NSERC CGS grant.
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category DA. The characteristic morphism χ has numerous applications, having been studied in connections with the
classical cohomology operators of Gulliksen, the theory of support varieties, with obstruction spaces to deformations
of modules, with the Atiyah-Hochschild character and being related to Umkehr maps for loop space fibrations.
In spite of this, the image of χM : HH
∗(A,A) → ExtA(M,M) is not well understood beyond the initial estimate
im(χM ) ⊆ ZgrExtA(M,M). The projection morphism Π := χA : HH
∗(A,A) → ExtA(A,A) = A lands precisely on
the centre of A. But at the other end of the spectrum, when A is augmented over k the map χk : HH
∗(A,A) →
ZgrExtA(k, k) can and typically does fail to be surjective.
The characteristic morphism lifts to a morphism of dg algebras C∗(A,A)→ RHomA(M,M). This suggests that the
image of χM should take into account the homotopy-theoretic information in RHomA(M,M), or equivalently, the
higher structure on cohomology. So, in this paper we study the interaction of χM with the A∞-algebra structure on
ExtA(M,M).
One task we undertake is to introduce and study a notion of A∞-centre for minimal A∞-algebras. In particular, the
cohomology of any dg algebra naturally has an A∞-centre, typically smaller than its graded centre. The A∞-centre
is defined concretely in terms of higher commutators for the higher products, and often can be computed explicitly
in the way. Alternatively, if B is a dg (or A∞) algebra the A∞-centre Z∞H(B) of H(B) can be described as the
image of the projection map Π : HH∗(B,B)→ H(B).
Assume that A is augmented over a commutative semi-simple base k-algebra k. Buchweitz, Green, Snashall and
Solberg [10] have shown that if A is a Koszul algebra then the image of χ : HH∗(A,A) → ExtA(k, k) is the graded
centre ZgrExtA(k, k) of the Yoneda algebra. Since Koszulity of A can be characterized by formality of RHomA(k, k),
and since the A∞-centre coincides with the graded centre for honest graded algebras, their theorem is generalised by
the following result:
Theorem. The image of χ : HH∗(A,A)→ ExtA(k, k) is precisely Z∞ExtA(k, k).
That something like this should hold has been speculated by Keller. It is true in fact for any dg (or A∞) algebra,
with some mild connectedness assumptions. It follows immediately from our main theorem, which we state now (see
theorem 3.15 below). We will write A! to mean RHomA(k, k), or indeed any A∞-algebra quasi-isomorphic to this,
so that H(A!) = ExtA(k, k). With appropriate finiteness conditions, we have:
Theorem. There is an isomorphism of graded algebras fitting into a commutative diagram
HH∗(A,A)
∼
Π

χ
%%❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
HH∗(A!, A!)
Π

χ
yyttt
tt
tt
tt
tt
tt
t
H(A) H(A!).
This gives a conceptual proof of the above theorem of Buchweitz, Green, Snashall and Solberg. The horizontal
isomorphism was constructed by Fe´lix-Menichi-Thomas [17], and our isomorphism is essentially theirs. However,
they work in the dg situation, and with more restrictive connectedness hypotheses (e.g. our result applies when
A is any finite dimensional algebra with nilpotent augmentation ideal). In part, our contribution consists in doing
this intrinsically on the A∞-level. In particular, taking a minimal model for A
! allows us to read the image of χk
directly.
The Hochschild cohomology HH∗(A,A) of a dg (or A∞) algebra admits two filtrations: the (well-known) cohomolog-
ical (or weight) filtration, and another which roughly corresponds to the radical filtration on A. After establishing
homotopy invariance of these filtrations, we will upgrade the main theorem above by showing that the Koszul duality
isomorphism HH∗(A,A) ∼= HH∗(A!, A!) exchanges these two filtrations (this appears as theorem 3.18). In the Koszul
case the isomorphism HH∗(A,A) ∼= HH∗(A!, A!) goes back to Buchweitz [9]. Our theorem explains the observed
regrading in this case.
We will discuss in detail various models for the characteristic action of HH∗(A,A) on the derived category D(A). If
M is a right dg module over A and B = RHomA(M,M), then one consequence is the following:
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Theorem. The characteristic morphism χM : HH
∗(A,A) → ExtA(M,M) factors through HH∗(B,B) and hence
lands in the the A∞-centre of ExtA(M,M):
HH∗(A,A)
χM

// HH∗(B,B)
Π

ExtA(M,M) Z∞ExtA(M,M).?
_oo
If M is homologically balanced as a B−A bimodule (see section 3.1) then the map along the top is an isomorphism,
so the image of χM is exactly Z∞ExtA(M,M).
Next, when the augmentation ideal ker(A
ǫ
−→ k) is nilpotent, our main result shows
Corollary. The characteristic morphism χ induces an isomorphism of graded commutative algebras
HH∗(A,A)/N il ∼= Z∞ExtA(k, k)/N il
where N il stands for the homogeneous nilradical ideal on each side.
Finite generation of HH∗(A,A)/N il has been widely studied in the context of support varieties. Our result shows
that this is equivalent to studying the algebra Z∞ExtA(k, k)/N il. This can be tightened for various classes of
algebras. For example:
Theorem. If A is furthermore d-Koszul, then in even cohomological degrees χ surjects onto the graded centre
χ : HHeven(A,A)։ ZgrExt
even
A (k, k)
and induces an isomorphism of graded commutative algebras
HH∗(A,A)/N il ∼= ZgrExtA(k, k)/N il.
We wish to emphasize the computational nature of our definitions: the A∞-centre is concretely definable in terms of
higher commutators, and the A∞-structure on ExtA(k, k) is readable from the minimal Tate resolution of A, which
can be built algorithmically and even naturally for many classes of algebras. In the theory of support varieties,
establishing the so-called Fg condition (of e.g. [50]) in various situations is an important industry, and we hope that
some of the techniques of this paper will be of use in this direction. We provide sample computations in Section 4,
but wish to point out that even partial information about the A∞-structure on ExtA(k, k), for example what can
be gleaned from the shape of the minimal resolution of k, can help describe the relation between ZgrExtA(k, k) and
Z∞ExtA(k, k). A more serious study of this point will be undertaken in future papers.
Our results find interesting applications to topology. The characteristic morphism HH∗(A,A)→ ExtA(k, k) is known
to model the intersection morphism I : H∗+d(LX ; k)→ H∗(ΩX ; k), an Umkehr, or “wrong way” map coming from
the free loop space fibration ΩX → LX → X of a simply-connected closed smooth oriented d-manifold X . This
morphism has been studied in the context of string topology [18]. As a result of work of Fe´lix, Thomas and Vigue´-
Poirrier, our main theorem immediately implies
Theorem. The image of I : H∗+d(LX)→ H∗(ΩX) is Z∞H∗(ΩX), the A∞-centre of the Pontryagin algebra.
We finally use this theorem to study surjectivity of I in characteristic zero, recovering algebraically a topological
result of the previous authors.
Thanks are due to Ragnar Buchweitz for drawing our attention to the questions dealt with in this paper. Thank
you also to Dan Zacharia for his hospitality in Syracuse and for sharing with us his recent joint work [24]. We thank
Sarah Witherspoon for drawing our attention to connections with the theory of support varieties. Thanks to Greg
Stevenson for some enlightening conversations. Lastly, thank you to Bernhard Keller for taking an interest in this
work and for feedback on an early draft of this paper.
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Structure of the paper
The philosophy of this paper is to spend time settings things up fully, indicating what structures are at work in
the background. This comes at the expense of an extensive background section, which can of course be skimmed or
skipped entirely on a first read. We suggest experts take a look at section 2.3 before skipping to 3.1, 3.2 and section
3.3.
Section 2.1 introduces standard constructions on twisting cochains, which guide the point of view taken in the rest
of the paper. In section 2.2 we collect standard background material on A∞-structures. Our conventions agree with
those of Lefe`vre-Hasegawa [38] whose thesis underlies much of this work. Section 2.3 contains an extension of 2.1
to the A∞-setting. We introduce the Hochschild cochain complex C
∗(A,A) of an A∞-algebra A as a twisted Hom
complex, and prove some comparison and naturality results. The main outcome of the section is that the A∞-algebra
C∗(A,A) can be calculated as Homτ (C,A) for any acyclic twisting cochain τ : C → A. Results of this type have
already appeared in [38]; however our construction of Homτ (C,A) differs substantially from Lefe`vre-Hasegawa’s, and
our use of higher commutators in its description seems new and particularly well-adapted to study differentials on
the spectral sequences coming from standard filtrations on C or A. Following this, in section 2.4 we collect some
well-known information on Koszul duality for associative algebras, as well and for Commutative and Lie algebras,
which we will need later.
In sections 3.1 and 3.2 we introduce the main subject of this paper, namely the characteristic morphism and its
variants. We define the A∞-centre of an A∞-algebra and study its relation with various notions of commutativity
for A∞-algebras. Section 3.4 is devoted to the proof of the main theorem, which follows readily from the setup of
2.3.
Section 4 concerns the image of χ and contains sample calculations of A∞-centres of Yoneda algebras. In particular,
this section contains a quick exposition of the theory of d-Koszul algebras via twisting cochains.
Finally, in section 5 we discuss connections of χ with the intersection morphism I and calculate a few examples.
Conventions and Definitions
Let V be a graded vector space over a fixed field k, with component vector spaces V n. Call V locally finite if each V i
is finite dimensional. The cohomological suspension functor (sV )n = V n+1 comes along with a regrading operator
s : V → sV which is the identity on elements, so that |sv| = |v| − 1. For graded vector spaces V,W , Hom(V,W ) and
V ⊗W are the graded hom and tensor product with components
Homn(V,W ) =
∏
i∈Z
Homk(V
i,W i+n) (V ⊗W )n =
⊕
p+q=n
V p ⊗W q.
If V,W are complexes, Hom(V,W ) and V ⊗W inherit standard differentials
∂(f) = dW ◦ f − (−1)
|f |f ◦ dV d(v ⊗ w) = dV (v) ⊗ w + (−1)
|v|v ⊗ dW (w).
Implicit in this monoidal structure is the Koszul sign rule. From the twist map T : V ⊗W
∼=
−→ W ⊗ V we obtain
a left action of the symmetric group Sn on V
⊗n. If v = v1 ⊗ ... ⊗ vn, the Koszul sign (−1)|σ;v| makes the equality
σ · (v1 ⊗ ...⊗ vn) = (−1)|σ;v|(vσ−1(1) ⊗ ...⊗ vσ−1(n)) hold. Tensor products of functions applied to elements produce
natural signs; in particular, we have the relation (s−1)⊗n ◦ (s)⊗n = (−1)(
n
2)id. The differential on sV is the usual
−sdV s−1.
Elements of graded objects, and hence maps between such, are always taken homogeneous and all (co)limits of graded
objects are taken in the graded category, meaning term wise.
We say that (V, dV ) is augmented if it is equipped with a splitting ǫ : (V, dV )⇆ k : η, with k in degree 0; this gives
a decomposition V = k ⊕ V as well as on cohomology.
A coaugmentation on a k-coalgebra C is a coalgebra morphism ǫ : k → C splitting the counit η : C → k. Let ∆:
C → C
⊗2
be the map induced by ∆ on C. We denote by ∆(n): C → C⊗n the n-fold coproduct, with ∆(0) being the
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counit and ∆(1) being the identity, and similarly for ∆
(n)
. The primitive filtration on C is given by C[0] = 0, C[1] = k
and C[p] = k ⊕ ker(∆
(p)
) for p ≥ 2:
0 = C[0] ⊆ C[1] ⊆ · · · ⊆ C[p] ⊆ C[p+1] ⊆ ...
The space of primitives in C is C [2]. We say C is cocomplete (or conilpotent) if lim−→
C[p] = C.
An augmentation on an k-algebra is an algebra map ǫ : A → k splitting the unit map η : k → A. Augmented
algebras are dually filtered by powers of their augmentation ideal, so A[0] = A, A[1] = A and A[p] is the image of
p-fold multiplication m(p) : A
⊗p
→ A for p ≥ 2:
A = A[0] ⊇ A[1] ⊇ A[2] ⊇ · · · ⊇ A[p] ⊇ A[p+1] ⊇ ...
The space of indecomposables is A/A
[2]
, and A is complete if A = lim
←−
A/A[p] as a graded algebra.
The tensor coalgebra T co(V ) :=
⊕
n≥0 V
⊗n has coproduct given by
∆(v1 ⊗ ...⊗ vn) =
n∑
i=0
(v1 ⊗ ...⊗ vi)⊗ (vi+1 ⊗ ...⊗ vn)
The primitive filtration is by tensor powers
⊕
n<p V
⊗n, we will also call it the weight filtration. Tensor coalgebras
are cocomplete, and are in fact cofree in the category of cocomplete coaugmented coalgebras. The tensor coalgebra
is a Hopf algebra with shuffle product
(v1 ⊗ ...⊗ vp) ∈ (vp+1 ⊗ ...⊗ vp+q) =
∑
σ∈sh(p,q)
(−1)|σ;v|vσ−1(1) ⊗ ...⊗ vσ−1(p+q)
where sh(p, q) is the set of permutations in Sp+q which separately preserve the order of {1, ..., p} and of {p+1, ..., p+q}.
This is the unique coalgebra morphism m : T coV ⊗ T coV → T coV such that the corresponding maps mpq : T cop V ⊗
T coq V → V vanish unless p + q = 1, in which case our hand is forced by unitality. Its space of indecomposables
T co(V )/(T co(V ) ∈ T co(V )) identifies with the cofree cocomplete Lie coalgebra on V , denoted Lie
coV .
The tensor algebra T a(V ) =
⊕
n≥0 V
⊗n is the free augmented graded k-algebras on V , and is complete if and only
if locally finite1. The tensor algebra is a Hopf algebra with unshuffle coproduct, dual to the product above; its space
of primitives identifies with the free Lie algebra on V , denoted LieV .
The symmetric algebra Sym(V ) is the free graded commutative algebra on V , and can be presented as the quotient
of T a(V ) by relations (v1 ⊗ ... ⊗ vn) − σ · (v1 ⊗ ... ⊗ vn) for σ ∈ Sn; it is a tensor product of an odd exterior and
even polynomial algebra Sym(V ) ∼=
∧
(V odd)⊗k[V even]. Similarly Symco(V ) is the cofree cocomplete cocommutative
coalgebra on V , and can be identified with the invariant tensors T co(V )Sym in T co(V ).
We shall sometimes implicitly replace vector spaces over k by bimodules over a semisimple commutative k-algebra.
This will allow us to think of quiver path (co)algebras as (co)augmented and (co)free over a semisimple base, through
the identification TkQ0(kQ1) = kQ. All results of this paper immediately extend to this setting. Occasionally we will
go a step further and work with small dg categories A (or cocategories) augmented over a discrete k-linear category
with the same set of objects, thinking of quiver path algebras as finite augmented categories.
A dg quiver Q consists of a set of objects and a complex yQx for each pair of objects (see [34]). The collection of dg
quivers over a fixed set of objects forms a monoidal dg category by setting
Hom(Q,Q′) =
∏
x,y
Hom(yQx, yQ
′
x) y(Q⊗Q
′)x =
⊕
z
yQz ⊗ zQ
′
x.
By forgetting composition, a dg category A has an underlying dg quiver with yAx = HomA(x, y). The discrete quiver
over which A is augmented will be denoted kA, so x(kA)x = k · 1x and y(kA)x = 0 when x 6= y.
Throughout this paper all (co)algebras will be (co)augmented unless otherwise stated.
1Hence Ta(V ) is complete if and only if V is locally finite and either V = V ≤−1 or V = V ≥1. One sometimes works with the
completion instead.
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2 Background and generalities
We begin by exhibiting standard notions and lemmas which form the backbone of the study of A∞-structures.
Universal properties for tensor coalgebras
We first recall certain coalgebraic notions. Let C be a coalgebra and M a bicomodule, with given coactions
∆l :M → C ⊗M ∆r :M →M ⊗ C
and write ∆lr : M → C ⊗M ⊗ C for the map (∆l ⊗ 1)∆r = (1 ⊗∆r)∆l. Recall that C is naturally a bicomodule
over itself, and any two coalgebra morphisms f, g : C′ ⇒ C define on C′ a bicomodule structure over C via
∆l : C
′ (f⊗1)∆C′−−−−−−→ C ⊗ C′ ∆r : C
′ (1⊗g)∆C′−−−−−−→ C′ ⊗ C.
A coderivation D :M → C is a map satisfying ∆D = (1⊗D)∆l + (D ⊗ 1)∆r; we write coder(M,C) for the space
of coderivations. A codifferential on C is a degree 1 coderivation d : C → C such that d2 = 0.
Let πn : T
co(V )→ V ⊗n denote the projection, with π0 the counit. As in the algebra case, morphisms and coderiva-
tions are determined against V (see e.g. [47], Part II). For this, let C be a cocomplete coalgebra andM a bicomodule
over T co(V ).
Proposition 2.1. Given α : C → V , there is a unique morphism φα : C → T co(V ) such that π1φα = α. Its
component in V ⊗n is given by
πnφα = α
⊗n∆(n).
Proposition 2.2. Given α : M → V , there is a unique coderivation Dα : M → T co(V ) such that π1Dα = α. Its
component in V ⊗n is given by
πnDα =
n−1∑
i=0
(πi ⊗ α⊗ πn−1−i)∆lr.
We spell it out when M = T co(V ). In this case, the formula reads
πnDα =
n−1∑
i=0
(πi ⊗ α⊗ πn−1−i)∆
(3)
A map α : T co(V )→ V is given by a family of maps αn : V ⊗n → V for n ≥ 0, and Dα acts on T co(V ) by
Dα(v1 ⊗ ...⊗ vn) =
n∑
j=0
n−j∑
i=0
(−1)ǫiv1 ⊗ ...⊗ vi ⊗ αj(vi+1 ⊗ ...⊗ vi+j)⊗ vi+j+1 ⊗ ...⊗ vn
with αj(vi+1 ⊗ ... ⊗ vi+j) := α0(1) when j = 0 and the Koszul sign given by ǫi = |α|(|v1| + ... + |vi|). Note that if
αi = 0 for i > 0 and α0(1) = v, then Dα = v ∈ (−) = (−) ∈ v.
2.1 Twisting cochains
Throughout this section we let C = (C, dC ,∆) be a dg coalgebra and A = (A, dA, µ) be a dg algebra over k. The
complex Hom(C,A) inherits a dg algebra structure through the cup product f ⌣ g = µ ◦ (f ⊗ g) ◦∆, we call this
the convolution algebra.
Call τ ∈ Hom1(C,A) a twisting cochain if τ vanishes on the coaugmentation k
ǫ
−→ C, takes C to A and if
∂(τ) + τ ⌣ τ = 0.
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We denote by Tw(C,A) the set of twisting cochains. For any degree one map C
τ
−→ A one may twist the differential
on Hom(C,A) by ∂τ := ∂ + [τ,−], and ∂2τ = 0 if τ is a twisting cochain; ∂τ is again a derivation for the cup product,
and we call Homτ (C,A) = (Hom(C,A), ∂τ ) the twisted Hom complex, or twisted convolution algebra.
Given a right C-comodule NC and left A-module AM (resp. left comodule and right module), there is a cap product
action τ ⌢ − defined on N ⊗M as
τ ⌢ − : N ⊗M
∆⊗1
−−−→ N ⊗ C ⊗M
1⊗τ⊗1
−−−−→ N ⊗A⊗M
1⊗µ
−−−→ N ⊗M
and dτ := dN ⊗ 1 + 1⊗ dM + τ ⌢ − squares to zero when τ is a twisting cochain. In this case, we call N ⊗τ M =
(N ⊗M,dτ ) the twisted tensor product, and analogously for M ⊗τ N .
Let Alg and coAlg stand for the category of augmented dg algebras, resp. cocomplete coaugmented dg coalgebras.
Twisting cochains are natural in both arguments, giving a bifunctor
coAlg×Alg→ Sets
(C,A)→ Tw(C,A)
This functor is left-right representable, so that
Alg(ΩC,A) ∼= Tw(C,A) ∼= coAlg(C,BA).
The functors Ω and B are the cobar and bar constructions, given as follows: ΩC := (T a(s−1C), dΩ), where dΩ is
the derivation generated by
s−1C
−s−1dCs⊕ −(s
−1)⊗2∆s
−−−−−−−−−−−−−−−−→ s−1C ⊕ (s−1C)⊗2 ⊂ T a(s−1C)
while BA := (T co(sA), b), where b is the coderivation cogenerated by
T co(sA)
π1⊕π2−−−−→ sA⊕ (sA)⊗2
−sdAs
−1+ −sµ(s−1)⊗2
−−−−−−−−−−−−−−−→ sA
That d2Ω = 0 and b
2 = 0 is equivalent to (co)associativity and the Leibniz rule holding for C and A. We denote
elements of ΩC by s−1c1 ⊗ ...⊗ s
−1cn = 〈c1| ... |cn〉 and elements of BA by sa1 ⊗ ...⊗ san =
[
a1| ... |an
]
.
Given a twisting cochain τ : C → A, (co)freeness of the (co)bar constructions induces by prop. 2.1 a unique
coalgebra map φτ : C → BA, and similarly algebra map ψτ : ΩC → A. The twisting cochain condition is equivalent
to φτ (resp. ψτ ) preserving differentials, hence the above adjunction. This becomes a Quillen adjunction given
suitable Model structures on Alg and coAlg [38]: we shall mention only that weak equivalences in Alg are given
by quasi-isomorphisms, while weak equivalences C
∼
−→ C′ in coAlg are given by morphisms such that ΩC
∼
−→ ΩC′ is
a quasi-isomorphism.
The universal twisting cochains C
ι
−→ ΩC and BA
π
−→ A correspond to the natural inclusion and projection maps,
and one knows that the unit and counit maps C
∼
−→ BΩC and ΩBA
∼
−→ A are weak equivalences in each categories
[38, Sect.1.3.].
The bar and cobar constructions are ubiquitous in algebra and topology, but (co)freeness makes for large unwieldy
models for calculations, and one is lead to look for smaller models; this is mediated by twisting cochains:
Theorem 2.3 (Fundamental Theorem of Twisting Cochains, [29], [38], [39]). Let C
τ
−→ A be a twisting cochain. The
following are equivalent:
(i) ΩC
∼
−→ A is a quasi-isomorphism,
(ii) C
∼
−→ BA is a weak equivalence,
(iii) A⊗τC ⊗τA
∼
−→ AAA is a quasi-isomorphism.
These further imply:
(iv) C ⊗τA
∼
−→ kA is a quasi-isomorphism.
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The reverse implication holds if A, C are locally finite and either A = k ⊕ A≥2 and C = C≥0 or A = A≤0 and
C = k ⊕ C≤−2.
Call τ acyclic if it satisfies the equivalent conditions (i), (ii) and (iii). As seen above, the universal twisting cochains
are both acyclic. The cap action τ ⌢ − defines a map of dg algebras Homτ (C,A)→ EndA−A(A⊗τC ⊗τA) which is
a quasi-isomorphism when τ is acyclic. See e.g. C. Negron’s thesis [44] for more details, where this was exploited to
perform new computations of Hochschild cohomology rings. Hochschild cohomology for A∞-algebras will be defined
through this observation.
Example 2.4. Suppose V = V ≤0 or V = V ≥2 is locally finite and let A = Sym(V ) and C = Symco(sV ).
Then τ : Symco(sV ) ։ sV → V →֒ Sym(V ) is an acyclic twisting cochain, which gives rise to a small model
Symco(sV )
∼
−→ BSym(V ). The resolutions (iii) and (iv) are the classical Koszul resolutions.
2.2 Augmented A∞-algebras and A∞-coalgebras
The above example shows that one can sometimes expect small models C
∼
−→ BA and small semifree resolutions
ΩC
∼
−→ A from an appropriate acyclic twisting cochain τ : C → A. However, if one restricts themselves solely to dg
algebra and coalgebra pairs, such models may fail to be minimal in an appropriate sense. The theory of A∞-algebras
and coalgebras rectifies this deficiency. For now, let A = (A, dA) and C = (C, dC) denote augmented complexes over
k.
Definition 2.5. An A∞-algebra structure on (A, dA) consists of degree 2− n operations mn : A
⊗n → A for n ≥ 2,
satisfying the quadratic Stasheff identities∑
r+s+t=n
(−1)rs+t+1mr+1+t ◦ (1
⊗r ⊗ms ⊗ 1
⊗t) = ∂(mn)
satisfying the strict unitality conditions ǫ ◦ mn = 0 and mn(−, ...,−, 1,−, ...,−) = 0 for n ≥ 3 and m2(a ⊗ 1) =
m2(1⊗ a) = a, a ∈ A.
The first two Stasheff identities state that dA is a derivation for m2 and that m2 ◦ (m2 ⊗ 1 − 1 ⊗m2) = ∂(m3) in
Hom(A⊗3, A), hence m2 is associative up to homotopy. Differential graded algebras correspond to A∞-algebras for
which mn = 0 for n ≥ 3.
Definition 2.6. An A∞-coalgebra structure on (C, dC) consists of degree 2−n operations ∆n : C → C⊗n for n ≥ 2,
satisfying the quadratic Stasheff identities∑
r+s+t=n
(−1)r+st+n(1⊗r ⊗∆s ⊗ 1
⊗t) ◦∆r+1+t = ∂(∆n)
as well as the strict counitality conditions ∆n ◦ ǫ = 0 and (1⊗ ...⊗ η⊗ ...⊗ 1) ◦∆n = 0 for n ≥ 3 and (η⊗ 1) ◦∆2 =
(1⊗ η) ◦∆2 = id. Furthermore, we require that the map
∑
n≥2∆n : C →
∏
n≥2 C
⊗n factor through
⊕
n≥2 C
⊗n.
As before, the Stasheff identities imply that dC is a coderivation for ∆2, that ∆2 is coassociative up to a coboundary
given by ∆3, and so on.
A∞-(co)algebras have natural (co)bar constructions. Given an A∞-coalgebra C, let dΩ be the derivation on ΩC =
T a(s−1C) generated by the sum of the maps
s−1C
d
(n)
Ω−−→ (s−1C)⊗n →֒ ΩC
where d
(1)
Ω = ds−1C = −s
−1dCs and d
(n)
Ω = −(s
−1)⊗n∆ns for n ≥ 2. We will write dΩ = d
+
Ω + d
(1)
Ω to separate the
operations from the differential when convenient. Then d2Ω = 0 is equivalent to the Stasheff identities and we may
think of the ∆n as components of a differential on the free algebra ΩC extending dC . Similarly for an A∞-algebra
A, define BA := (T co(sA), b) with b the coderivation cogenerated by the sum of maps
BA
πn−−→ (sA)⊗n
bn−→ sA
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where b1 = −sdAs−1 and bn = −smn(s−1)⊗n for n ≥ 2. Again, we will often write b = b+ + b1 to separate the
operations and the differential. Again b2 = 0 is equivalent to the Stasheff identities, and we may think of the mn as
components of a codifferential on the cofree coalgebra BA extending dA.
Definition 2.7. An A∞-morphism of A∞-algebras φ : A → A′ consists of degree 1 − n maps φn : A⊗n → A′ for
n ≥ 1, satisfying quadratic identities∑
r+s+t=n
(−1)rs+tφr+1+t ◦ (1
⊗r ⊗ms ⊗ 1
⊗t) −
∑
i1+...+ik=n
(−1)um′k ◦ (φi1 ⊗ ...⊗ φik ) = ∂(φn)
where u = (k − 1)(i1 − 1) + (k − 2)(i2 − 1) + · · ·+ 2(ik−2 − 1) + (ik−1 − 1), as well as the strict unitality conditions
φn(−, ...,−, 1,−, ...,−) = 0, n ≥ 2 and φ1(1A) = 1A′ . Equivalently, the shifted maps sφn(s−1)⊗n : (sA)⊗n → sA
′
uniquely lift by Prop. 2.1 to a coalgebra morphism Φ : BA → BA′, and the Stasheff identities correspond to
b′ ◦ Φ = Φ ◦ b.
Unpacking these identities shows that φ1 is a chain-map of complexes, φ1 is an algebra homomorphism for m2 up to
a homotopy given by φ2, and so on. Similarly, for coalgebras we have:
Definition 2.8. An A∞-morphism of A∞-coalgebras φ : C → C′ consists of degree 1 − n maps φn : C → C′⊗n
for n ≥ 1 such that
∑
n≥1 φn : C →
∏
n≥1 C
′⊗n factors through
⊕
n≥1 C
′⊗n, and which satisfy certain quadratic
identities. Equivalently, the φn assemble into a chain-map of dg algebras Φ : ΩC → ΩC′, with the quadratic identities
corresponding to dΩ′ ◦ Φ = Φ ◦ dΩ.
We say that φ is strict if φn = 0 for n ≥ 2. The data of an A∞-morphism always corresponds to that of a dg
(co)algebra morphism on (co)bar constructions; we will think of them as the same, but use capital letters for the
later. Both the augmentation A
ǫ
−→ k and coaugmentation k
ǫ
−→ C are A∞-morphisms.
Definition 2.9. A homotopy equivalence of two A∞-morphisms f, g : A ⇒ A
′ of A∞-algebras is given by a chain-
homotopy H : F =⇒ G of dg coalgebra maps on bar constructions, i.e. a degree −1 coderivation H : BA → BA′
such that ∂H = F −G, and where BA is a bicomodule over BA′ through (F,G).
A homotopy equivalence disassembles through prop. 2.2 into a family of degree −n maps hn : A⊗n → A′ satisfying
quadratic identities. We mention that h1 is a chain-homotopy for f1, g1 (see [38, Sect. 1.2]).
One defines homotopy equivalences of A∞-algebras in the usual way, and similarly for A∞-coalgebras.
A∞-categories are defined analogously: let A be a dg quiver, augmented over kA so that A = kA⊕A. An (augmented)
A∞-category structure on A consists of higher composition operations mn : A
⊗n → A of degree 2 − n for n ≥ 2
satisfying the Stasheff identities and the strict unitality condition. Equivalently, the mn assemble into codifferentials
on the cofree cocomplete cocategory BA := T co(sA). As categories in nature are rarely augmented2, one often relaxes
the strict unitality condition and works with B′A := T co(sA) instead. See [38, Sect. 5], and section 2.3 below.
Finiteness, connectedness and dualisability
Algebras and coalgebras are never perfectly dual; this is usually remedied by imposing standard finiteness and
connectedness assumptions, whose effects we list here.
The linear dual of a A∞-coalgebra C inherit an A∞-algebra structure in the natural way by dualizing ∆n, giving
mn : (C
∗)⊗n → (C⊗n)∗ → C∗. Conversely for a locally finite A∞-algebra A, the canonical map is invertible and we
can define coproducts on A∗ as ∆n : A∗ → (A⊗n)∗ → (A∗)⊗n but
∑
n≥2∆n : A
∗
→
∏
n≥2(A
∗)⊗n may not factor through
⊕
n≥2(A
∗)⊗n. We call an A∞-algebra A dualisable if A is locally finite and the above map does factor through the
direct sum.
We now list some standard finiteness assumptions:
2Admitting a functor A → kA to the discrete category kA forces isomorphic objects to be equal in A. Endomorphism algebras are
also usually not augmented.
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(i) An algebra A is weakly connected if HA is locally finite, and either negatively graded (HA = HA≤0) or
simply-connected (HA = k ⊕HA≥2). This is equivalent to local finiteness of B(HA).
(i)’ A coalgebra C is weakly connected if HC is locally finite, and either positively graded (HC = HC≥0) or
simply-coconnected (HC = k ⊕HC≤−2). This is equivalent to local finiteness of Ω(HC).
Weak connectedness is not closed under taking (co)bar constructions, hence we will need the following:
(ii) A (resp. C) is strongly connected if HA is locally finite, and either coconnected (HA = k ⊕ HA≤−1) or
simply-connected (HA = k ⊕HA≥2) (resp. for HC).
As all previous statements only involve the cohomology, we call an A∞-(co)algebraminimal if d = 0, so that A = HA
and C = HC. We shall be concerned primarily with minimal algebras and coalgebras.
Lemma 2.10. The following hold for A minimal:
(i) Weakly connected A∞-algebras A are dualisable, and (BA)
∗ ∼= Ω(A∗) as dg algebras.
(ii) Strong connectedness is preserved by applying B, Ω, and taking linear duals.
(iii) Strongly connected A∞-algebras A satisfy (B(BA)
∗)∗ ∼= ΩBA.
Indeed, statement (i) follows since the natural pairing between BA and Ω(A∗) is perfect whenever both spaces are
locally finite ([16, Ch. 19]), and the codifferential on BA gives rise to a differential on Ω(A∗) ∼= (BA)∗ rather than
on the completion Ω̂(A∗). This differential encodes coproducts on A∗ as above, showing that A is dualisable. The
other statements are straightforward.
Strongly connected algebras are the best setting in which to study Koszul duality.3
Quasi-isomorphisms and weak equivalences
One is often only interested in dg algebras up to quasi-isomorphisms, and thus in the underlying homotopy type.
While A∞-algebras extend the notion of dg algebras, they share the same homotopy types, simply allowing for a
more flexible presentation of the homotopy category. We review some basic notions along this direction.
Definition 2.11. An A∞-morphism of A∞-algebras φ : A → A′ (resp. A∞-coalgebras φ : C → C′) is a quasi-
isomorphism if φ1 is a quasi-isomorphism of complexes. An A∞-morphism of A∞-coalgebras φ : C → C′ is a weak
equivalence if Φ : ΩC
∼
−→ ΩC′ is a quasi-isomorphism of dg algebras.
It is typical to use hypotheses that insure weak equivalences coincide with quasi-isomorphisms. However, our range
of applications falls outside of their scope, and we give here a more complete treatment.
Definition 2.12. Let F = F ∗C be an increasing filtration on an A∞-algebra C. We say that F is admissible
if it is lower bounded, exhaustive and if the the induced filtration on C is lowered by the operations, in that
∆n : F
iC → (F i−1C)⊗n. An A∞-coalgebra C is cocomplete if it admits an admissible filtration. If C is a dg
coalgebra, any admissible filtration forces the primitive filtration to be exhaustive.
Definition 2.13. Dually, an admissible filtration F = F ∗A on an A∞-algebra A is a decreasing, complete filtration
such that the induced filtration on A is lowered by the operations, in that mn : (F
iA)⊗n → F i+1A. We say that A
is complete if it admits an admissible filtration.
Any morphism f : C → C′ of dg coalgebras is easily seen to preserve the primitive filtration; more generally, for
C, C′ cocomplete A∞-coalgebras, consider an A∞-morphism f : C → C′ such that f1 preserves some admissible
filtration. We say that f is a filtered quasi-isomorphism if gr(f1) : gr(C)→ gr(C′) is a quasi-isomorphism.
Recall that for dg algebras and cocomplete dg coalgebras, the adjunction counit A
∼
←− ΩBA is a quasi-isomorphism
and the counit C
∼
−→ BΩC a weak equivalence [38, Sect. 1.3]. This is the basis for the following:
3These finiteness assumptions are of course superfluous if one works with coalgebras instead, following Lefe`vre-Hasegawa.
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Proposition 2.14 (Lefe`vre-Hasegawa [38, Sect. 1.3] ). Let A, A′ be A∞-algebras and C, C
′ be A∞-coalgebras. The
following hold:
(i) An A∞-morphism φ : A→ A′ is a quasi-isomorphism if and only if Φ : BA→ BA′ is a weak equivalence of dg
coalgebras if and only if Φ is in fact a filtered quasi-isomorphism.
(ii) The A∞-morphism A→ ΩBA given by the adjunction unit BA
∼
−→ BΩBA is a quasi-isomorphism.
(iii) The A∞-morphism C ← BΩC given by the adjunction counit ΩC
∼
←− ΩBΩC is a weak equivalence, and is a
quasi-isomorphism if C is a cocomplete A∞-coalgebra.
(iv) If C and C′ are cocomplete dg coalgebras, then any weak equivalence C → C′ is a quasi-isomorphism. The
converse holds if C and C′ are locally finite, and both satisfy either C = C≥0 or C = k⊕C≤−2 (resp. for C′).
(v) If A and A′ are dg algebras, then A is A∞-quasi-isomorphic to A
′ if and only if they can be joined by a sequence
of dg quasi-isomorphisms.
Proof. The key idea for (i), (ii) and (iii) is to filter away the A∞-structure and reduce to a statement concerning
tensor (co)algebras, then use the Eilenberg-Moore comparison theorem.
Part (i) is proved mainly in [38, 1.3.3.5], with some implications in 1.3.2.2 and 1.3.2.6. Part (ii) is shown in 1.3.3.6
and follows from (i). Part (iii) is implicit in 1.3.2.3 and 1.3.3.6, but we sketch the idea. Let C have an admissible
filtration, and filter ΩC by total filtration index. Then P : ΩBΩC → ΩC and its strict part ρ1 : BΩC → C are filtered
morphisms; ρ1 is the projection onto C, and it suffices to show that the projection gr(ρ1) : BT
a(s−1V )→ k⊕V is a
quasi-isomorphism where V = C, which is straightforward as these both calculate TorT
a(s−1V )(k, k). See 1.3.2.3 for
further details.
Lastly, (iv) is given 1.3.2.2 and (v) follows by replacing A
∼
←− ΩBA and using (i).
As immediate consequence of (ii) and (v), dg algebras and A∞-algebras share the same homotopy types. We put
special emphasis on the following cases, which we shall need in the proof of the main result. Let ρ : BΩC → C be
the A∞-morphism in (iii) above:
Corollary 2.15. The following hold for A minimal:
(i) If A is strongly connected, then A
∼
−→ ΩBA dualises to a quasi-isomorphism BΩ(A∗) = (ΩBA)∗ → A∗ which
agrees with ρ.
(ii) More generally if A is a weakly connected, complete A∞-algebra, then ρ : BΩ(A
∗)→ A∗ is a quasi-isomorphism.
This holds in particular if A = A0 has nilpotent augmentation ideal, e.g. A is a finite-dimensional quiver path
algebra, or the group algebra of a finite p-group in characteristic p.
Homotopy Transfer and Inverse Function Theorems
A∞-algebras and coalgebras satisfy the following two important theorems, to be used throughout this paper (see e.g.
[28] or [39] for proofs).
Theorem 2.16 (Homotopy Transfer Theorem). Let A be an A∞-algebra, and V a complex over k onto which (A, d)
deformation retracts via φ1 : (V, dV )⇆ (A, d) : ψ1. Then there is an A∞-algebra structure on V such that φ1, ψ1 are
the strict part of an inverse pair of quasi-isomorphisms φ : V ⇆ A : ψ with ψφ = 1.
Corollary 2.17 (Kadeishvili’s Minimal Model Theorem). Each A∞-algebra over a field k admits a minimal model;
there is a minimal A∞-structure on the cohomology HA, along with A∞-quasi-isomorphisms φ : HA ⇆ A : ψ such
that ψφ = 1. This structure is unique up to (non-canonical) A∞-isomorphism.
The first part follows from the Transfer Theorem, as every complex of vector spaces over k deformation retracts onto
its cohomology. The uniqueness follows since then any two choices of minimal models can be joined by a straight
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quasi-isomorphism (HA,m)
∼
−→ (HA,m′), which is readily seen to be an isomorphism. In a similar vein, one can
prove:
Theorem 2.18 (Inverse Function Theorem). Let φ : A
∼
−→ A′ be an A∞-quasi-isomorphism of A∞-algebras. Then
φ admits a homotopy inverse A∞-quasi-isomorphism ψ : A
′ ∼−→ A. In particular φ1, ψ1 are inverses on cohomology.
Weakly connected4 coalgebras satisfy the analogous results; in particular
Theorem 2.19. Let C be a weakly connected dg (or A∞) coalgebra. Then there is an A∞-coalgebra structure on
HC along with an inverse pair of weak-equivalences φ : HC ⇆ C : ψ such that φψ = 1. This structure is unique up
to non-canonical weak-equivalence.
2.3 Models for the Hochschild cochain complex
Let A temporarily be a dg algebra. The Hochschild cochain complex of A is defined as the twisted convolution
algebra Homπ(BA,A) whose differential ∂π(f) = ∂(f) + [π, f ] is
∂π(f)[a1|...|an] = dAf [a1|...|an]
− (−1)|f |
n∑
i=1
(−1)ǫif [a1|...|dA(ai)|...|an]
− (−1)|f |
n−1∑
i=1
(−1)ǫi+|ai|f [a1|...|aiai+1|...|an]
+ (−1)|f |(|a1|+1)a1f [a2|...|an]− (−1)
|f |(−1)ǫnf [a1|...|an−1]an.
where ǫi = (i − 1) + |a1| + ... + |ai−1|. These formulas have straightforward extensions to the case of A∞-algebras.
However, the definition in terms of twisted hom complexes gives additional insight and computational tools, and for
this we shall impose on the reader’s patience and discuss further generalities on twisting cochains.
From now on, let C be a cocomplete dg coalgebra and A an A∞-algebra; we will state results for the dual case at
the end of the section. Define the higher cup products
Mn : Hom(C,A)
⊗n → Hom(C,A)
for n ≥ 2 by the formula
Mn(f1, ..., fn) = mn(f1 ⊗ ...⊗ fn)∆
(n)
The Mn induce on Hom(C,A) the structure of an augmented A∞-algebra [38, lemma 8.1.1.4]
5. As before, we say
that τ ∈ Hom1(C,A) is a twisting cochain if τ vanishes on k, takes C to A and satisfies
∂(τ) +
∑
n≥2
Mn(τ, ..., τ) = 0 (1)
The sum is locally finite since C is cocomplete. The definition is of course chosen so that the following holds:
Proposition 2.20. Let τ : C → A be a degree 1 map vanishing on k and taking C to A. Then τ is a twisting
cochain if and only if the associated coalgebra morphism φτ : C → BA is a map of dg coalgebras. In other words,
Tw(C,A) ∼= coAlg(C,BA).
A twisting cochain C
τ
−→ A is acyclic if C
∼
−→ BA is a weak equivalence; we always write π : BA→ A for the universal
twisting cochain corresponding to idBA, and note that A∞-morphisms φ : A → A′ can be thought of as twisting
cochains τ = π′Φ : BA → A′. Given a twisting cochain τ , we shall provide two models for the twisted differential
on Homτ(C,A). Following the structure of Section 2.1, we first introduce higher commutators on the A∞-algebra
Hom(C,A).
4As before this is to guarantee completeness of ΩHC, which insures convergence of the series used in the homological perturbation
lemma.
5Lefe´vre-Hasegawa works with non-unital algebras and coalgebras, but the above Mn are easily seen to satisfy the strict unitality
conditions.
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Definition 2.21. If A is an A∞-algebra we define the higher commutators [−;−]p,q : A⊗p ⊗A⊗q → A to be the
degree 2− (p+ q) maps given by
[v1, ..., vp; vp+1, ..., vp+q]p,q =
∑
σ∈sh(p,q)
(−1)|σ|(−1)|σ;v|mp+q(vσ−1(1) ⊗ ...⊗ vσ−1(p+q)).
Of course these can be defined using the shuffle product on BA (being careful of signs). The structure of these
commutators is finer than the associated L∞-algebra of section 2.4; it is not clear where they stand algebraically.
We are only interested in [−;−]1q and [−;−]p1. Note that [−;−]1,1 is the usual commutator for m2. Note also that
[−;−]p,qT = (−1)pq[−;−]q,p.
The twisted differential ∂τ on Hom(C,A) is defined using higher commutators for the convolution operations:
∂τ = ∂ +
∑
n≥1
[τ, ..., τ ;−]n,1.
We delay the proof that ∂2τ = 0, or that the above sum converges at all, until we establish a better description of
this differential. Let Homτ(C,A) =
(
Hom(C,A), ∂τ
)
. For now let us record a simple proposition, which follows since
τ(1) = 0 and τ(C) ⊆ A.
Proposition 2.22. The subspaces Hom(C,A), Hom(C,A) are closed under ∂τ . There are induced short exact
sequences of complexes
0→ Homτ (C,A)→ Homτ (C,A)→ A→ 0
0→ Homτ (C,A)→ Homτ (C,A)→ C∗ → 0.
Let us now establish a second model for the twisted hom complex. The twisting cochain τ : C → A lifts to a
dg coalgebra morphism φ = φτ : C → BA, giving C the structure of a BA-bicomodule. By prop. 2.2, any map
g : C → sA uniquely extends to a coderivation Dg : C → BA, with inverse map D 7→ π1D. This identifies
Hom(C,A) = s−1Hom(C, sA)⊕Hom(C, k) ∼= s−1coder(C,BA) ⊕ C∗.
The subspace coder(C,BA) ⊆ Hom(C,BA) is closed under the differential ∂Hom(C,BA). There is a map ad : C
∗ →
coder(C,BA) which sends functionals f : C → k to the inner coderivation adf : C
∆
−→ C ⊗ C
φ⊗f−f⊗φ
−−−−−−−→ BA. It is
readily seen to be a chain-map, and upon taking its cone we get
Cone(ad) = s−1coder(C,BA) ⋊ C∗, ∂ad.
The cone differential ∂ad is given by
∂ad(s
−1D + f) = adf − s
−1∂Hom(C,BA)(D) + ∂C∗(f).
Proposition 2.23. The following hold:
(i) The isomorphism Hom(C,A) ∼= s−1coder(C,BA) ⊕ C∗ identifies ∂τ with ∂ad.
(ii) ∂2τ = 0.
(iii) The cone short exact sequences identifies with the short exact sequence 2.22:
0 //Homτ (C,A) //Homτ (C,A) //C∗ //0
0 //s−1coder(C,BA) //s−1coder(C,BA) ⋊ C∗ //C∗ //0.
Proof. (i) First, assume that f ∈ Hom(C, k) ⊂ Hom(C,A). The strict unitality condition mn(..., 1, ...) = 0 means
[τ, ..., τ ; f ]n−1,1 = 0 for n ≥ 3. The remaining part [τ ; f ]1,1 = [τ, f ] agrees with πadf since πφτ = τ , and so the result
holds for f ∈ Hom(C, k).
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Now take sf in the suspension sHom(C,A) = Hom(C, sA) ∼= coder(C,BA), with corresponding Dsf . We compute
the projection of the suspended differential −s∂ads−1:
π1(−s∂ads
−1)(Dsf ) = π1∂Hom(C,BA)(Dsf )
= π1b ◦Dsf − (−1)
|sf |sf ◦ dC
= −sdAs
−1 ◦ sf − (−1)|sf |sf ◦ dC + π1b+ ◦Dsf
= −s(dA ◦ f − (−1)
|f |f ◦ dC) + π1b+ ◦Dsf
We are left to calculate the “twisted part” π1b+ ◦Dsf . Recall by prop. 2.1, 2.2 that φτ and Dsf have components
πmφτ = (sτ)
⊗m∆(m)
πnDsf =
n−1∑
i=0
(πi ⊗ sf ⊗ πn−1−i)(φτ ⊗ id⊗ φτ )∆
(3)
=
n−1∑
i=0
(sτ⊗i ⊗ sf ⊗ sτ⊗n−1−i)∆(n)
=
n−1∑
i=0
(−1)ǫis⊗n(τ⊗i ⊗ f ⊗ τn−1−i)∆(n)
where ǫi = |f |(n− 1− i) + i+ 1 + 2 + ...+ n− 2. Applying π1bn = −smn(s
−1)⊗n to Dsf and collecting signs then
gives
= −s
n−1∑
i=0
(−1)n−1−i(−1)|f |(n−1−i)mn(τ
⊗i ⊗ f ⊗ τ⊗n−1−i)∆(n)
which is easily seen to be −s[τ, ..., τ ; f ]n−1,1. This shows that ∂ad corresponds to ∂τ . Since ∂ad is the cone differential,
(ii) follows and (iii) is an immediate consequence of the above identifications.
With all this, we define the Hochschild cochain complex of an A∞-algebra A with coefficients in A
′, where φ : A→ A′
is an A∞-morphism. Recall that this corresponds to a twisting cochain τ : BA→ A′.
Definition 2.24. The Hochschild cochain complex of A is defined as C∗(A,A) = Homπ(BA,A), and more generally
C∗(A,A′) = Homτ (BA,A′) with coefficients in A′. Its cohomology is the Hochschild cohomology HH∗(A,A′).6
As in the differential graded case, one should be able to compute C∗(A,A) from any model C
∼
−→ BA. This essentially
amounts to the naturality of twisted complexes. We need some preliminary work.
The twisted complex Homτ (C,A) inherits a decreasing filtration F ∗co from the primitive filtration on C:
F pcoHom
τ (C,A) = Homτ (C,A)≥p = {ϕ : C → A | ϕ(C[p]) = 0}.
This filtration is complete since C is cocomplete. Note that F 1coHom
τ (C,A) = Homτ (C,A), and so further terms
live inside Homτ (C,A). In the case of the Hochschild cochain complex this will be called the weight filtration,
and it will be denoted
FnΠC
∗(A,A) = Homπ(B≥nA,A)
and similarly for other coefficients. The induced weight filtration on Hochschild cohomology is also denoted FnΠHH
∗(A,A).
Lemma 2.25. The twisted part ∂τ − ∂ of the differential lowers the filtration:
(∂τ − ∂)F
p
coHom
τ (C,A) ⊆ F p+1co Hom
τ (C,A).
Proof. Recall that ∂τ − ∂ sends f to
∑
n≥1[τ, ..., τ ; f ]n,1 =
∑
n≥1
∑n
i=0±mn+1(τ
⊗i ⊗ f ⊗ τ⊗n−i)∆(n+1). For p ≥ 1,
take f ∈ Homτ (C,A)≥p ⊆ Homτ (C,A) and note that f(1) = 0 = τ(1) implies that
mn+1(τ
⊗i ⊗ f ⊗ τ⊗n−i)∆(n+1) = mn+1(τ
⊗i ⊗ f ⊗ τ⊗n−i)∆
(n+1)
.
6We shall not treat the case of general A∞-bimodule coefficients.
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It then follows from ∆
(n+1)(
C [p]
)
⊆ C
⊗n+1
[p−n] that [τ, ..., τ ;−]n,1 sends F
p
co to F
p+n
co . The case p = 0 follows directly
from τ(1) = 0.
Lemma 2.26. F ∗coHom
τ (C,A) induces a cohomology spectral sequence
Ep,q1 = H
p+qHom(grp(C), A) =⇒ Hp+qHomτ (C,A)
Proof. The first page of the spectral sequence is given Hp+q
(
Homτ (C,A)≥p/Homτ (C,A)≥p+1
)
, and since ∂τ − ∂
decreases the filtration, Ep,q1 becomes H
p+q
(
Hom(C,A)≥p/Hom(C,A)≥p+1
)
∼= Hp+qHom(grp(C), A).
As in the dg case, twisting cochains C
τ
−→ A are natural in C and A: any dg coalgebra morphism C′
φ
−→ C yields a
twisting cochain C′
τφ
−−→ A, while an A∞-morphism A
ψ
−→ A′ gives a twisting cochain C
ψτ
−−→ A′ by composing
C
φτ
−−→ BA
Ψ
−→ BA′
π
−→ A′.
We now show that twisted Hom complexes are natural in both arguments. Define φ∗ : Homτ (C,A)→ Homτφ(C′, A)
as Hom(φ,A) in the usual way, but we will define ψ∗ on each piece of Hom(C,A) = Hom(C,A)⊕Hom(C, k).
First, define ψ∗ : Hom
τ (C,A) → Homψτ (C,A
′
) by f 7→ πΨDsf , i.e. lifting to a coderivation Dsf : C → BA and
pushing through BA
Ψ
−→ BA′
π′
−→ A′. Extend ψ∗ to Hom(C, k) as the identity. Assuming that ψ∗ is a chain-map,
note that this is compatible with the decompositions 2.22:
0 //Homτ (C,A) //
ψ∗
Homτ (C,A) //
ψ∗
C∗ //0
0 //Homψτ (C,A
′
) //Homψτ (C,A′) //C∗ //0.
Proposition 2.27. The morphisms φ∗, ψ∗ are chain-maps, and there is a commutative diagram
Homτφ(C′, A) Homτ (C,A)
φ∗oo ψ∗ //Homψτ (C,A′)
s−1coder(C′, BA)⋊ (C′)∗ s−1coder(C,BA) ⋊ C∗
Hom(φ,BA)⊕φ∗oo Hom(C,Ψ)⊕id //s−1coder(C,BA′)⋊ C∗.
Furthermore, φ∗ is a quasi-isomorphism whenever φ : C′
∼
−→ C is a filtered quasi-isomorphism and ψ∗ is a quasi-
isomorphism whenever ψ : A
∼
−→ A′ is an A∞-quasi-isomorphism.
Proof. The definitions of φ∗, ψ∗ were chosen as to make the diagram commute, and it isn’t difficult to see from ∂ad
that the bottom row consist of chain-maps.
If φ : C
∼
−→ C′ is a filtered quasi-isomorphism, then the induced map on E1 of the spectral sequence 2.26 is the
isomorphism Hom(gr(φ), A) : H∗Hom(gr(C), A)
∼
−→ H∗Hom(gr(C′), A), and since the filtrations used are complete
the Eilenberg-Moore comparison theorem applies and φ∗ is a quasi-isomorphism.
If ψ : A
∼
−→ A′ is an A∞-quasi-isomorphism we proceed similarly. By the five lemma and the above remark it
suffices to check Homτ (C,A)
ψ∗
−−→ Homψτ (C,A
′
). Write ψ∗(f) = πΨDsf = ψ1 ◦ f + πΨD
≥2
sf . A similar argument
as in 2.25 shows that the map f 7→ πΨD≥2sf lowers the F
∗
co filtration, and the remaining part ψ1 ◦ (−) induces a
quasi-isomorphism on E1. By the Eilenberg-Moore comparison theorem we are done.
Suppose that φ : A → A′ is a quasi-isomorphism of A∞-algebras. An immediate corollary of the proposition is
that we have a canonical chain of quasi-isomorphisms C∗(A′, A′)
φ∗
−→ C∗(A,A′)
φ∗
←− C∗(A,A), which we will make
use of often. The formal composition (φ∗)
−1φ∗ will be denoted C(φ). It is an isomorphism in the homotopy
category of complexes (and in fact of A∞-algebras, as we will see soon). In particular, C(φ) induces an isomorphism
HH∗(A′, A′)
∼=−→ HH∗(A,A) which will be denoted HH(φ). If A
ψ
−→ A′
φ
−→ A′′ are two quasi-isomorphisms then C(φψ)
coincides with C(ψ)C(φ) in the homotopy category of chain complexes.
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We now discuss the dual statements for twisting cochains τ : C → A from A∞-coalgebras into complete dg algebras.
Their demonstration being very similar to above, we shall be brief. Under this setup, Hom(C,A) is an A∞-algebra
with higher cup products
Mn(f1 ⊗ ...⊗ fn) = m
(n)(f1 ⊗ ...⊗ fn)∆n
and we define twisting cochains τ : C → A by the same formula (1). This is equivalent to the induced map
φτ : ΩC → A preserving differentials, and so the functor Tw(C,−) is corepresentable:
Alg(ΩC,A) ∼= Tw(C,A).
We can take higher commutators against τ in the the A∞-algebra Hom(C,A) to form the twisted differential ∂τ = ∂+∑
n≥1[τ, ..., τ ;−]n,1 just as before. The twisted complex Hom
τ (C,A) admits a model in terms of derivations through
the identification Hom(s−1C,A) ∼= der(ΩC,A). This extends to an isomorphism Homτ (C,A) ∼= s−1der(ΩC,A) ⋊ A
where s−1der(ΩC,A)⋊A is defined to be the cone of ad : A→ der(ΩC,A), a 7→ [−, a].7
Completeness of A induces a complete decreasing filtration F palgHom
τ (C,A) = Homτ (C,A[p]). This filtration is
lowered by [τ, ..., τ ;−]n,1, which by the standard Eilenberg-Moore comparison theorem proves:
Proposition 2.28. Let φ : C′ → C be an A∞-morphism of A∞-coalgebras and ψ : A→ A′ a morphism of complete
dg algebras. The twisted complex Homτ (C,A) is natural in both arguments, with commutative diagram
Homτφ(C′, A) Homτ (C,A)
φ∗oo ψ∗ //Homψτ (C,A′)
s−1der(ΩC′, A)⋊A s−1der(ΩC,A) ⋊A
Hom(Φ,A)⊕idoo Hom(ΩC,ψ)⊕ψ //s−1der(ΩC,A′)⋊A′.
The map φ∗ is a quasi-isomorphism whenever φ is a quasi-isomorphism, while ψ∗ is a quasi-isomorphism whenever
ψ is a filtered quasi-isomorphism.
Finally, when C is a cocomplete dg coalgebra and A a dg algebra, the twisted complex Homτ (C,A) is the twisted
convolution algebra of Section 2.1, and the results of this section give the “adjunction”
s−1der(ΩC,A) ⋊A ∼= Homτ (C,A) ∼= s−1coder(C,BA) ⋊ C∗. (2)
The constructions presented in this section being entirely dual, we record down a natural consequence which is to
be used Section 3.
Lemma 2.29. Let C be a cocomplete dg coalgebra and A a minimal weakly connected A∞-algebra, with a twisting
cochain τ : C → A. When C and A are locally finite, dualizing gives a well-defined isomorphism
D : Homτ (C,A)
∼=
−→ Homτ
∗
(A∗, C∗).
On the level of derivations, D is the natural dualization
D : s−1coder(C,BA) ⋊ C∗ → s−1der(ΩA∗, C∗)⋊ C∗.
In the case C = BA the isomorphism coder(BA,BA)→ der(ΩA∗,ΩA∗) is one of Lie algebras.
Two Filtrations on Hochschild Cohomology
We have already seen the weight filtration FnΠC
∗(A,A) = Homπ(B≥nA,A). Let’s start by proving
Proposition 2.30. If φ : A
∼
−→ A′ is a quasi-isomorphism of A∞-algebras then HH(φ) preserves the weight filtration.
Hence HH∗(A,A) and HH∗(A′, A′) are isomorphic as (weight) filtered graded vector spaces.
Proof. Any such quasi-isomorphism factors as a sequence of homotopy retracts (this follows from 2.17, or indeed
is true in any model category, knowing that BA and BA′ are cofibrant in the model structure of [38]), so we may
7This unusual choice is forced by the previous conventions.
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assume we have ψ : A′ → A such that ψφ = 1. We get the following commutative diagram
Homπ(BA,A)
ψ∗
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
φ∗
vv❧❧❧
❧❧
❧❧
❧❧
❧❧
❧
Homφπ(BA,A′)
ψ∗ // Homπ(BA,A) HomΨπ(BA′, A)
φ∗oo
Homπ(BA′, A′).
ψ∗
66❧❧❧❧❧❧❧❧❧❧❧❧❧φ
∗
hh❘❘❘❘❘❘❘❘❘❘❘❘❘
Since all the maps are quasi-isomorphisms it follows that C(φ) = (φ∗)
−1φ∗ and C(ψ) = (ψ∗)
−1ψ∗ are inverse
isomorphisms in the homotopy category of chain complexes. In particular HH(φ) and HH(ψ) are inverse isomorphisms
on the level of cohomology. Hence the second statement of the proposition will follow from the first.
Certainly φ∗ : C∗(A′, A′) → C∗(A,A′) preserves the weight filtration. The reason (φ∗)−1 preserves the weight
filtration on the level of cohomology is that we have for each n a commutative diagram
FnΠC
∗(A,A)

φ∗|Fn
Π // FnΠC
∗(A,A′)

C∗(A,A)
φ∗ // C∗(A,A′)
and the restriction φ∗|FnΠ is a quasi-isomorphism by exactly the same argument as in proposition 2.27.
The reason using the primitive filtration on BA works this well on Hochschild cohomology is essentially that BA is
cofree as a graded coalgebra. If we want another filtration coming from the radical filtration on A, we first need to
replace A with something nicer. Thus, we say that a dg algebra A is semi-free if it is of the form (TV, d) where V
is a vector space with an exhaustive filtration 0 = V (0) ⊆ V (1) ⊆ ... such that d(V (n)) ⊆ T (V (n−1)) for all n ≥ 1.
Equivalently, A = ΩC for some cocomplete A∞-coalgebra C. Every A∞-algebra is quasi-isomorphic to a semi-free
dg algebra, indeed, we can use ΩBA. Importantly these dg algebras enjoy a lifting property (they are cofibrant in
the model structure of Hinich [27]) which means that a chain of (possibly non-strict) quasi-isomorphisms between
two semi-free dg algebras can be replaced by a sequence of homotopy retracts (consisting of strict dg algebra maps).
This allows us to use the same argument as above to establish well-definedness of the following filtration.
Definition 2.31. Let A be an A∞-algebra, choose a (possibly non-strict) quasi-isomorphism A
∼
−→ A from a semi-
free dg algebra. The shearing filtration F ∗χHH
∗(A,A) on the Hochschild cohomology of A is defined through the
isomorphism HH(φ) : HH∗(A,A) ∼= HH∗(A,A). The shearing filtration on HH∗(A,A) by definition descends from
the filtration
FnχC
∗(A,A) = Homπ(BA,A[n]).
The filtration could also be computed just from Homπ(BA,A[n]). We will also make use of the relative shearing
filtration FnχC
∗(A,A′) = Homπ(BA,A′[n]) for a given dg algebra map A → A′.
Proposition 2.32. The shearing filtration on HH∗(A,A) is independent of choice of A
∼
−→ A. If φ : A
∼
−→ A′ is a
quasi-isomorphism of A∞-algebras then HH(φ) : HH
∗(A′, A′)
∼=
−→ HH∗(A,A) is an isomorphism of (shearing) filtered
graded vector spaces.
Proof. Two quasi-isomorphic semi-free dg algebras A and A′ are connected by a sequence of strict dg algebra
homotopy retractions. So assume we have φ : A ⇆ A′ : ψ such that ψφ = 1. By the same argument as in 2.30,
C(φ) and C(ψ) are inverse isomorphisms in the homotopy category. Now note that C(φ)−1 = (φ∗)−1φ∗ preserves
the shearing filtration. This is clear for φ∗, and for (φ
∗)−1 we look to the commuting diagram
FnχC
∗(A,A′)

φ∗|Fnχ // FnχC
∗(A′,A′)

C∗(A,A′)
φ∗ // C∗(A′,A′),
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the restriction φ∗|Fnχ being a quasi-isomorphism by argument in proposition 2.27. The same applies to C(ψ)
−1, thus
the first claim is established.
For the second claim, one checks that HH(φ) : HH∗(A′, A′)
∼=
−→ HH∗(A,A) can be computed using HH∗(ΩBφ) :
HH∗(ΩBA′,ΩBA′)
∼=
−→ HH∗(ΩBA,ΩBA). Since ΩBφ factors as a sequence of homotopy retractions, it induces an
isomorphism between the shearing filtrations on cohomology.
We will prove later that these two filtrations are Koszul dual to each other, in a precise sense.
Mitchell-Hochschild cochain complexes
Hochschild cohomology is also defined for small dg and A∞-categories. If A is augmented, the definition C
∗(A,A) =
Homπ(BA,A) continues to make perfect sense. However, the non-augmented situation will arise by force, since
module categories are never augmented. So, we collect here some definitions for later use, restricting to the dg case
for simplicity.
Fix a small dg category A, and consider its unreduced bar construction B′A = T cosA, the cofree graded cocategory
on the graded quiver sA. To avoid talking about curvature, we will not discuss the differential structure on B′A
(see the work of Positselski [45] for this story). But we can still make sense of the differential on the A-bimodule
A⊗πB′A⊗πA, which has the usual formula: it is the sum of dA⊗T cosA⊗A and g ⊗ [f1|...|fn]⊗ h 7→
(−1)|g|+1gf1 ⊗ [f2|...|fn]⊗ h+
∑
(−1)ǫi+|fi|g ⊗ [f1|...|fifi+1|...|fn]⊗ h+ (−1)
ǫng ⊗ [f1|...|fn−1]⊗ fnh
where ǫi = (i − 1) + |f1| + ... + |fi−1|. The A-bilinear map A ⊗πB′A ⊗πA
∼
−→ AAA is a quasi-isomorphism. If A
were augmented we could define B′A = kA ⊗A (A ⊗πB′A ⊗πA) ⊗A kA, in which case the inclusion BA →֒ B′A is a
quasi-isomorphism.
As a graded vector space the unreduced Hochschild cochain complex C∗(A,A)′ is Hom(B′A,A). The differential may
be defined through the identification C∗(A,A)′ ∼= HomA−A(A⊗πB′A⊗πA,A). Again, if A were augmented then the
restriction C∗(A,A)′ → C∗(A,A) would be a quasi-isomorphism8.
As Keller remarks in [33] if C → D is a fully faithful embedding of dg categories then one has a restriction morphism
C∗(D,D)′ → C∗(C,C)′. This fact is visible from the above formulas. This functoriality will be useful to us
later.
The A∞-algebra structure on Hom
τ (C,A)
If C is a cocomplete dg coalgebra and A is an A∞-algebra the complex Hom(C,A) inherits an A∞-structure through
the convolution operations Mn. Given a twisting cochain τ : C → A Lefe`vre-Hasegawa [38] explains how to twist
this structure, in a way generalising the construction of the Hochschild cochain complex. We will briefly indicate a
more direct way to obtain the same twisted A∞-algebra, more in the spirit of Getlzer [22] (see also [20] and [21]).
These authors only treat the universal twisting cochain, and also work in the simpler non-unital case.
The coalgebra BHom(BA,A) = T coHom(BA, sA) has a natural product, more honestly expressed before applying
B by saying that Hom(BA,A) is a brace algebra (see [20]). It is the unique coalgebra map (BHom(BA,A))⊗2 →
BHom(BA,A) whose projection onto Hom(BA, sA) is given by
(x, y1 ⊗ ...⊗ yn) 7→
∑
i0,...,in
x ◦ (πi0 ⊗ y1 ⊗ πi1 ⊗ · · · ⊗ πin−1 ⊗ yn ⊗ πin) ◦∆
(2n+1),
the map vanishing if the left input lives in weight more than one. Similarly, if τ : C → sA is a twisting cochain then
BHom(C,A) = T coHom(C, sA) has a left module structure BHom(BA,A) ⊗ BHom(C,A) → BHom(C,A) whose
8If A is an augmented dg algebra (or category), then B′A is a dg coalgebra. It is tempting to identify C∗(A,A)′ = Hom(B′A,A)
with s−1coder(B′A,B′A) (they are isomorphic as graded vector spaces). However, the differentials do not coincide, and coder(B′A,B′A)
cannot be used to compute Hochschild cohomology. In fact, coder(B′A,B′A) is quasi-isomorphic to coder(BA,BA), which has homology
sitting strictly inside the shifted Hochschild cohomology of A.
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projection onto Hom(C, sA) is given by
(x, y1 ⊗ ...⊗ yn) 7→
∑
i0,...,in
x ◦ (τi0 ⊗ y1 ⊗ τi1 ⊗ · · · ⊗ τin−1 ⊗ yn ⊗ τin) ◦∆
(2n+1), (∗)
lifted as before using the coalgebra structure on BHom(C,A). Here τi is the map πiφτ : C → (sA)⊗i. Desuspending,
this is specified by sequence of maps
Hom(BA,A)⊗Hom(C,A)⊗n → Hom(C,A), x , y1, ..., yn 7→ x{y1, ..., yn}
of respective degree −n, making Hom(C,A) into a “brace module” over Hom(BA,A).
The A∞-structure on A corresponds to a degree 2 element m = πb+ in Hom(BA,A) such that ∂([m]) + [m]
2 = 0 in
BHom(BA,A). With this, the A∞-structure on Hom(C,A) is specified by the differentialm·(−)+∂ on BHom(C,A).
On the brace level,M τn(x1, ..., xn) = m{x1, ..., xn} for n at least 2, and the twisted differential is ∂τ (x) = ∂(x)+m{x}.
This A∞-algebra is denoted Hom
τ(C,A). Explicitly, if x1, ..., xn are in Hom
τ(C,A) then M τn(x1, ..., xn) : C → A
is
M τn(x1, ..., xn) =
∑
i0,...,in
(−1)ǫmi0+...+in+n ◦ (τ
⊗i0 ⊗ x1 ⊗ τ
⊗i1 ⊗ · · · ⊗ τ⊗in−1 ⊗ xn ⊗ τ
⊗in) ◦∆(i0+...+in+n).
Observe that if A is simply a dg algebra then these are the usual convolution operations: only the differential of
Homτ(C,A) is twisted in this case.
Now we need to extend this structure to the whole of Hom(C,A) = Hom(C,A) ⊕ C∗. The complex Hom(C,A) is
naturally a bimodule over the dg algebra C∗. We get an extension Homτ(C,A) = Homτ(C,A)⋊C∗ defined as follows.
The component C∗ → sHom(C,A) of the differential is f 7→ [τ, f ] making use of the bimodule structure (this we
have already seen). The A∞-structure is extended to the middle by setting, for f in C
∗,
M τ2 (f, x) = fx, M
τ
2 (x, f) = xf, and M
τ
i (..., f, ...) = 0 when i > 2.
As for functoriality, suppose we have two A∞-algebras A and A
′ and a twisting cochain τ : C → A. A morphism
φ : A → A′ is specified by a degree zero element σ = π1Φ in Hom(BA, sA′). Then there is a coalgebra map9
BHom(BA,A′) ⊗ BHom(C,A) → BHom(C,A′) determined as usual by its projection to Hom(C, sA′), where it is
given by a formula identical to (∗). The induced map of (nonunital) A∞-algebras Hom
τ(C,A) → Homφτ(C,A′) is
then specified by the degree zero map
BHomτ(C,A)
σ·(−)
−−−−−→ BHomφτ(C,A′)
π1−−−→ Homφτ(C, sA′).10
This extends, by the identity on C∗, to a map Homτ(C,A)→ Homφτ(C,A′) of A∞-algebras. Functoriality in the dg
coalgebra argument C′
φ
−→ C is simpler. The map φ∗ : Homτ (C,A)→ Homτφ(C′, A) of proposition 2.27 is already a
strict map of A∞-algebras. Summing up:
Proposition 2.33. Let τ : C → A be a twisting cochain from a dg coalgebra into an A∞-algebra. Then the complex
Homτ(C,A) canonically has the structure of an A∞-algebra.
If φ : C′ → C is a dg coalgebra map and ψ : A→ A′ is possibly non strict, then φ∗ : Homτ(C,A)→ Homτφ(C′, A) is
a strict map of A∞-algebras and the map ψ∗ : Hom
τ(C,A)→ Homψτ(C,A′) from 2.27 extends canonically to a map
of A∞-algebras.
Dually, if τ : C → A is a twisting cochain from an A∞-coalgebra into a complete dg algebra, then Hom
τ(C,A) is
canonically an A∞-algebra. In this situation, if ψ : A → A
′ is a dg algebra map and φ : C′ → C is possibly non
strict, then ψ∗ is a strict map of A∞-algebras and φ
∗ extends canonically to a map of A∞-algebras.
Finally, the isomorphism from lemma 2.29 is one of A∞-algebras.
9 The product on BHom(BA, A) makes Hom(BA,A) a B∞-algebra (this goes back to [22], [21]). Actually, A∞-algebras form a
B∞- (or brace, or E2-) category: the BHom(B−,−) are the hom-spaces in a dg category whose objects are A∞-algebras. Here, we are
describing a left action of this dg category on BHom(C,−).
10 The corresponding dg coalgebra map BHomτ(C,A) → BHomφτ(C,A′) is given by the action of the group-like element exp(σ) =∑
n≥0 σ
⊗n ∈ B̂Hom(BA,A′), the exponential being taken with respect to the shuffle product, using its divided power structure.
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2.4 Koszul Duality
In this section we discuss some aspects of Koszul Duality for associative algebras. Of course, much more can be
said, and we will have to completely elide many important aspects of this theory. Everything in this section is well
known.
Recall that the bar and cobar functors together form a Quillen equivalence of model categories
B : Alg
//
coAlg : Ω.oo
This fact sums up much of the force behind Koszul duality. Classical Koszul duality concerns what can be said about
formality on either side of this adjunction.
If A is an A∞-algebra, the Koszul dual dg coalgebra to A is any choice of cocomplete augmented dg coalgebra A
¡
equipped with an acyclic twisting cochain A¡ → A. More generally, A¡ can be modeled by any A∞-coalgebra weakly
equivalent to BA.
Let τ : C → A be a twisting cochain. Note that the twisted part of the differential on C ⊗τA decreases the primitive
filtration on C. By cocompleteness of C, this makes C⊗τA a semi-free dg module, so in particular it is h-projective11.
Thus, if τ is acyclic, C⊗τA→ kA is semi-free resolution by theorem 2.3. This makes C = (C⊗τ A)⊗A k a model for
k⊗LAk. The dg algebra C
∗ acts canonically on the left of C⊗τA. This action gives a map C∗ → HomA(C⊗τA,C⊗τA) =
RHomA(k, k) of dg algebras which is a quasi-isomorphism by theorem 2.3. In particular, (BA)
∗ functorially provides
a model for RHomA(k, k).
So, we define the Koszul dual algebra A! to be any choice of dg or A∞-algebra with a fixed choice of quasi-isomorphism
A!
∼
−→ (BA)∗. This definition works properly only when A satisfies additional finiteness conditions. This is the cost of
working on the algebra side. For emphasis, let us record the following version of the above Quillen equivalence.
Theorem 2.34. If A is a strongly connected A∞-algebra then A
!! is canonically quasi-isomorphic to A. Thus, A
can be recovered from A! up to quasi-isomorphism.
Both dualizing and B preserve quasi-isomorphisms, so whichever model for A! we use there is a quasi-isomorphism
A!! ≃ (B(BA)∗)∗. Thus, taking a minimal model for A, this follows from lemma 2.10 and 2.14 (ii).
Koszul duality yields derived equivalences (going back to [5]). The following is perhaps the most basic such equiva-
lence. It follows readily from the above discussion and the techniques of Keller [31].
Theorem 2.35. Let A be a dg algebra and A! a dg algebra model for the Koszul dual. We have natural equivalences
of triangulated categories
thickD(A)k ≃ Dperf(A
!) and when A is strongly connected Dperf(A) ≃ thickD(A!)k.
With appropriate definitions, this extends to the A∞ setting, worked out by Lu, Palmieri, Wu and Zhang in [40].
Lefe`vre-Hasegawa establishes a much larger and more generally applicable derived equivalence, relating A and A¡, in
[38].
Another consequence of 2.34, using Theorem 4.6 of Keller’s [33], is that for a strongly connected dg algebra A, there is
an isomorphism C∗(A,A) ≃ C∗(A!, A!) in the homotopy category of B∞-algebras (see loc. cit. for this terminology).
In order to check that our theorem 3.15 holds, we will give a more concrete isomorphism in section 3.3, which is
more in the spirit of [17]. This way, one can slightly relax the needed finiteness conditions.
Starting with a graded algebra A, it would be desirable to be able to replace A! = RHomA(k, k) with the simpler
graded algebra ExtA(k, k) in theorem 2.34 and theorem 2.35. With this in mind, we define A to be Koszul if A is
strongly connected and A! is formal. Let us explain how this relates to the more classical picture of Koszul duality,
which concerns small resolutions.
11A dg module P is called h-projective if for any surjective quasi-isomorphism pi : M → N of dg modules, every map P → N of dg
modules factors through pi. Equivalently, HomA(P,−) preserves quasi-isomorphisms. A dg module M over A is semi-free if it admits a
filtration 0 ⊆ F 1M ⊆ F 2M ⊆ ... by submodules such that
⋃
F iM = M and such that F iM/F i−1M is free for all i. Actually, this just
means M is of the form V ⊗pi A for a dg comodule V over BA. Semi-free modules are h-projective. (See e.g. [3] for details.)
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The famous bar resolution M ⊗π BA ⊗π A functorially resolves any module, but it grows extremely fast. In the
strongly connected situation we can replace BA with a minimal model, that is, an acyclic twisting cochain τ : A¡ → A
where A¡ = TorA(k, k) with higher structure. We obtain a much smaller resolution M ⊗τ A¡ ⊗τ A, still functorial
in M . The problem now is understanding the higher operations on A¡. The best possible situation is that there
are no higher operations: if A is Koszul then we may use the graded coalgebra TorA(k, k). Miraculously, this
assumption that A is Koszul leads (with the data of a presentation of A) to a simple, canonical quasi-isomorphism
TorA(k, k)
∼
−→ BA.
So, let A be an augmented graded algebra and suppose we have a graded vector space V with a map V → A such
that TV → A is surjective, and assume that V is minimal, meaning that the kernel of T aV → A lies in T a≥2V .
Choose also a minimal space of relations R ⊆ T a≥2V , so that A = T
aV/〈R〉.12 A semi-free dg moduleM = (U ⊗A, d)
is called linear if d(U) ⊆ U ⊗ V . The minimal semi-free resolution kA begins
· · · → s2R ⊗A→ sV ⊗A→ A→ 0.
So TorA(k, k) will begin (k ⊕ sV ⊕ s2R⊕ ...). Note that for this resolution to be linear R must be quadratic.
Aside from the algebra A = T aV/〈R〉, there is an equally natural way to define a coalgebra from data of V and
R ⊆ V ⊗2: we can take the complete, augmented coalgebra C(V,R) which is cofree on V subject to the constraint
that C(V,R)→ C(V,R)⊗ C(V,R)→ V ⊗ V factors through R →֒ V ⊗ V . Concretely, C(V,R) is the sub-coalgebra
of T coV whose weight n part is Cn =
⋂
p+2+q=n V
⊗p ⊗R⊗ V ⊗q. Now taking C = C(sV, s2R), the twisting cochain
τ : C ։ sV →֒ sA factors through the universal one via the inclusion C →֒ T cosV →֒ BA of dg coalgebras.
Theorem 2.36. Let A = T aV/〈R〉 be as above. Assume A is strongly connected. The following are equivalent:
(i) the dg algebra A! = RHomA(k, k) is formal,
(ii) the augmentation module kA admits a linear resolution,
(iii) R can be chosen quadratic and C →֒ BA is a quasi-isomorphism, so C ∼= TorA(k, k).
The equivalence of (iii) with (ii) is in [5], the obtained resolution C ⊗τ A
∼
−→ k is called the Koszul complex by
Beilinson, Ginzburg and Soergel. The connection to (i) is in Keller’s [32], but see also the work of Gugenheim and
May [25]. Many of these ideas go back to Priddy [46].
It follows that we can compute Hochschild cohomology using Homτ(C,A), the dg algebra with convolution product
and differential [τ,−]. The weight and shearing filtrations split into gradings, so they don’t need to be computed
on semi-(co)free models. The weight filtration comes from the grading Homτ(grnC[∗], A) and the shearing filtration
comes from Homτ(C, grnA[∗]), the differential is homogeneous of degree 1 for both these gradings.
Koszul Duality for Commutative and Lie Algebras
In the this section we will briefly indicate how the bar and cobar construction generalise to the Lie and commutative
settings, allowing us to define L∞- and C∞-algebras. This section should serve as context for the discussion of
commutativity in section 3.2, as well as being a source of examples later on. We will also need to record some
facts about universal envelopes. The definitions are best motivated through the Koszul duality between the Lie
and commutative operads, for which the reference [39] is highly recommended. C∞-algebras were introduced by
Kadeishvili in [30]. The functors C and L go back to Chevalley-Eilenberg and Quillen respectively, and are explained
in [16]. It is important for this section that we assume our base field k has characteristic zero.
The famous Chevalley-Eilenberg complex CcoL of a Lie algebra is a dg commutative coalgebra, conversely Quillen’s
functor from rational homotopy theory takes a commutative coalgebra A to a dg Lie algebra LA:
L : coCom // Lie : Cco.oo
12 Minimality means here that 〈V ·R + R · V 〉 ∩ R = 0. We can interpret the first step T (V ⊕ sR) in the Tate construction of A (see
section 4) as the first step in the construction of the minimal model ΩA¡ = ΩTorA(k, k). If A is Koszul, we can construct A¡ with no
higher coproducts. Examining the Tate construction, this means we must be able to choose R quadratic.
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Here coCom is the category of cocomplete coaugmented dg commutative coalgebras, and Lie is the category of dg
Lie algebras. With suitable model structures (and, possibly, additional finiteness conditions) these form a Quillen
equivalence of model categories [16]. This fundamental fact in rational homotopy theory is an aspect of the Koszul
duality between commutative algebras and Lie algebras. Equally, we have a dual adjunction Lco : Com ⇆ coLie :
C.13
As for associative algebras there is a natural notion of a twisting cochain τ : C → L from a commutative coalgebra
to a Lie algebra (or τ : L → A from a Lie coalgebra to a commutative algebra) and one may interpret Lie algebra
cohomology (or Harrison cohomology) from this persective. See [39] for details.
As before, this twisting cochain functor is representable in both arguments. C,L and their duals Cco,Lco are the
representing functors. In short, the bracket on a Lie algebra L is encoded by a weight 1 codifferential on CcoL =
Symco(sL), while the product on a commutative algebra A is encoded by a weight 1 codifferential LcoA = Lieco(sA).
Now L∞- and C∞-algebras are defined through Koszul duality, just as A∞-algebras were:
Definition 2.37. An L∞-algebra structure on L is a codifferential b on Sym
co(sL) vanishing on k →֒ Symco(sL);
the Koszul dual dg commutative coalgebra CcoL is by definition Symco(sL) equipped with b. A C∞-algebra structure
on an augmented complex A is a codifferential b on Lieco(sA); the Koszul dual dg Lie coalgebra LcoA is Lieco(sA)
equipped with b.
A morphism A → A′ of C∞-algebras is by definition a morphism of dg Lie coalgebras LcoA → LcoA′, a strict such
morphism being one which preserves weight. A morphism A → A′ is a quasi-isomorphism if its weight 1 part
is a quasi-isomorphism of chain complexes A → A′. Equally, morphisms of L∞-algebras are defined through the
commutative bar construction Cco.
One can just as well use the dual cobar constructions C and L to make the analogous coalgebra definitions. In
brief: a C∞-coalgebra C is the data of a differential on LC = Lie(s−1C), while an L∞-coalgebra L is an augmented
differential on CL = Sym(s−1L).
As in the associative case, one can extract from the components bn : C
co
n L → L a sequence of anti-linear maps
ln : L
⊗n → L, using that k has characteristic zero. The condition that b2 = 0 becomes a sequence of Stasheff-like
quadratic identities in the ln generalising the Jacobi identity. These can be found in [37]. Of course there is a similar
story for C∞-algebras.
These objects (in characteristic zero) are just as well behaved as their associative counterparts. A more precise
statement of the following well known theorem can be found in [39], or [19], [6].
Theorem 2.38. Both C∞- and L∞-algebras satisfy the inverse function theorem: quasi-isomorphisms have inverses
up to taking homology. A C∞ or L∞ structure can be transferred along a homotopy retraction i : V →֒ A, from A to
V , with i extending to a quasi-isomorphism of algebras. In particular, C∞- and L∞-algebras have minimal models,
unique up to isomorphism.
Any associative algebra A has an underlying Lie algebra ALie, and any Lie algebra L has a universal envelope UL.
This adjunction extends to algebras (or coalgebras) with higher operations, and allows one to give another definition
of C∞-algebra.
Firstly, there is a natural embedding Symco →֒ T co constructed through obvious universal properties. More con-
cretely, SymcoV may always be presented as the sub-coalgebra of symmetric tensors in T coV . For any A∞-algebraA it
is true that the bar differential b restricts to Symco(sA) inside BA, and the restriction of b is always an augmented cod-
ifferential on Symco(sA). Thus, we define ALie to be the L∞-algebra whose bar construction is CcoALie = Sym
co(sA)
with this codifferential. In particular the underlying complex of ALie is A. In the case of a dg algebra this coincides
with the usual associated Lie algebra. Since any morphism of A∞-algebras BA → BA′ automatically restricts to
symmetric elements CcoALie → CcoA′Lie, this assignment is functorial in all (strict or non-strict) A∞-morphisms.
Similarly, there is a well known presentation T a ։ Sym, and for any A∞-coalgebra C the cobar differential on ΩC
descends to Sym s−1C, allowing us define the associated L∞-coalgebra.
13 A definition for Lie coalgebras can be found in [48].
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The universal twisting cochains for these L∞-structures factor through their associative counterparts:
CcoALie → BA→ ALie and CLie → ΩC → CCLie.
If A is a C∞-algebra there is a canonical isomorphism ULcoA ∼= T cosA. The codifferential thus obtained on T cosA
equips A with the structure of an A∞-algebra, extending the usual forgetful functor from commutative algebras to
associative algebras. Conversely, if A is an A∞-algebra whose bar differential b is a derivation for the shuffle product,
then b descends to Lieco(sA) = BA/(BA ∈BA), equipping A with the structure of a C∞-algebra.
According to Lada and Markl [37] a universal universal envelope exists for L∞-algebras: there is a left adjoint to the
functor (−)Lie as long as one restricts to strict morphisms. This also follows from the general principles developed
in [39]. For us the more concrete approach of Baranovsky is useful. Baranovsky constructs an explicit model for the
universal envelope of an L∞-algebra in [2], and establishes the following properties.
Theorem 2.39 (Baranovsky). There exists a functor U from L∞-algebras and strict morphisms to A∞-algebras and
strict morphisms, such that
• U extends the universal envelope for dg Lie algebras,
• U preserves quasi-isomorphisms,
• there is a canonical, strict morphism of L∞-algebras L→ (UL)Lie,
• Poincare´-Birkhoff-Witt holds in the sense that L→ (UL)Lie extends to an isomorphism SymcoL ∼= UL.
Further, if φ : L→ L′ is possibly non-strict, there is a naturally defined morphism U(φ) : UL→ UL′ of A∞-algebras,
which is a quasi-isomorphism if φ is.
While Baranovsky’s construction does not extend functorially to non-strict morphisms, he does prove that the
assignment φ 7→ U(φ) is functorial up to (canonical) homotopy, in a precise sense. Baranovsky’s construction on
strict morphisms is not the adjunction mentioned above. More likely his construction is some variety of weak
2-adjunction, but this is another story. What we need from this theorem is the following lemma, which follows
readily.
Lemma 2.40. If C is C∞-coalgebra and L is a minimal model for LC then UL is a minimal model for ΩC, and L
is a strict subalgebra of (UL)Lie.
Finally, let’s introduce some terminology that will be useful in section 5.
Definition 2.41. An L∞-algebra or coalgebra L will be called completely abelian if all of its operations (not including
the differential) vanish. Further, L is called quasi-abelian if it admits a completely abelian model.
3 The characteristic morphism and Hochschild cohomology
3.1 The characteristic action of Hochschild cohomology and the shearing and projec-
tion morphisms
On the Hochschild cohomology of any dg or A∞-algebra A we have two well known maps
Π : HH∗(A,A) −→ H(A) and χ : HH∗(A,A) −→ H(A!) = ExtA(k, k)
which we call the projection and shearing morphisms respectively. On the chain level the definitions are very
simple: Π : Homπ(BA,A) → Hom(k,A) = A is defined by composing with the coaugmentation k → BA while
χ : Homπ(BA,A) → Hom(BA, k) = A! is defined by composing with the augmentation A → k. Because k → BA
is a coalgebra map and A → k is an A∞-algebra map, proposition 2.33 says that Π and χ are morphisms of dg or
A∞-algebras. In particular they descend to homology.
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Note that the projection and shearing maps are, respectively, the quotient by the positive part of the weight and
shearing filtrations.
For ordinary graded algebras, the image of the projection map HH∗(A,A) → A is exactly the graded centre ZgrA.
The next section will be devoted to discussing the meaning of the image in general.
Shamir [49] discusses the shearing map in detail. In terms of coderivations the shearing map is the obvious quo-
tient
C∗(A,A) = s−1coder(BA,BA) ⋊ (BA)∗ → (BA)∗,
and there is a similar interpretation of the projection map (see the next section).
As a special case of naturality of the twisted hom spaces Homτ (C,A), we get naturality of the projection and shearing
maps for quasi-isomorphisms of A∞-algebras. That is, if φ : A → A
′ is a quasi-isomorphism of A∞-algebras, then
we have a diagram
(BA)∗ C∗(A,A)
Π //χoo
•C(φ)
A
≀ φ

(BA′)∗
Φ∗ ≀
OO
C∗(A′, A′)
Π //
OO
χoo A′
which commutes in the homotopy category of A∞-algebras.
The same definitions work for an augmented A∞-category A. That is, the projection and shearing morphisms come
from the coaugmentation kA → BA and the augmentation A → kA respectively. Further, if A is a not necessarily
augmented dg algebra (or category) there is a similarly defined projection Π : C∗(A,A)′ → A, which, if A happens
to be augmented, factors through the above one via the quasi-isomorphism C∗(A,A)′ → C∗(A,A). Of course there
is no shearing map in this situation.
Recall that any a graded k-category C has a graded centre ZgrC, defined by setting Z
n
grC to be the collection of
degree n natural transformations 1C → 1C , in the graded sense. If the graded category has an internal suspension
s, so that C gets its grading from HomnC(X,Y ) = Hom
0
C(X, s
nY ), then ZngrC may alternatively be described as
the space of natural transformations ξ : 1C → sn (on the underlying ungraded category) which additionally satisfy
sξ = ξs.14 In particular, every triangulated category is naturally a graded category and has a graded centre. Krause
and Ye discuss graded centres of triangulated categories in [36].
It will be simpler to define the characteristic map HH∗(A,A)→ Zgr(DA) in the case that A is a dg algebra. For the
general case we would need to develop the theory of A∞-algebras and modules more than is necessary in this paper.
Thus, assume for the rest of this section that A is a dg algebra. Recall that through the A-bimodule resolution
A ⊗π BA ⊗π A → A we obtain a quasi-isomorphism C∗(A,A) ≃ RHomAe(A,A). Given a morphism ζ : A → snA
in D(Ae) we get a family of morphisms {M ⊗LA ζ : M → s
nM} in D(A) which define a natural transformation
1D(A) → s
n. This determines a map Ext∗Ae(A,A)→ Zgr(DA).
Let us be more explicit. A Hochschild cocycle ξ : BA→ A canonically lifts to a bilinear AξA : A⊗π BA⊗π A→ A,
and for any dg module M we get an A-linear map
MξA =M ⊗A AξA : M ⊗
π BA⊗π A −→M.
Since M ⊗π BA⊗π A is a semi-free resolution of M , this MξA represents an element of ExtA(M,M). Naturality up
to homotopy is easy to see, so the family {MξA} defines an element of ZgrD(A). In this way we obtain a morphism
of graded rings
Char : HH∗(A,A) −→ Zgr(DA),
which we call the characteristic action of HH∗(A,A) on D(A). Note that restricting to A and to k we recover
the projection and shearing morphisms. That is, one can check from the definitions that we have two commuting
14 To be more precise, this means 1s ◦ ξ = ξ ◦ 1s, where 1s : s → s is the identity transformation and ◦ denotes the horizontal
composition of natural transformations. There is no sign here because both ξ and 1s have degree zero. Signs appear when ξ and s are
extended to the graded category.
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triangles
HH∗(A,A)

Π
yysss
ss
ss
ss
s
χ
''◆◆
◆◆
◆◆
◆◆
◆◆
◆
H(A) ZgrD(A)
resoo res // ExtA(k, k).
The above description suggests a further enhancement of the characteristic action. First, note that Homπ(M ⊗π
BA,M) ∼= HomA(M ⊗πBA⊗πA,M) has a ‘convolution product’ given by
φ ⌣ ψ : M ⊗BA→M ⊗BA⊗BA
ψ⊗BA
−−−−−→M ⊗BA
φ
−−→M,
for φ, ψ :M ⊗BA→M . With this product the natural map HomA(M,M)→ Hom
π(M ⊗πBA,M) becomes a quasi-
isomorphism of dg algebras (for h-projective M). In fact, this extends to a ‘convolution enhancement’ Dconv(A) of
the derived category D(A), with ND
conv(A)M = Hom
π(M ⊗πBA,N). The natural functor Ddg(A) → Dconv(A)
is then a quasi-equivalence of pre-triangulated dg categories, where Ddg(A) is the usual enhancement consisting of
h-projective dg modules and A-linear maps.
The point is that the characteristic action now lifts to a map of dg algebras
C∗(A,A)→ Homπ(M ⊗πBA,M) ξ : BA→ A 7→ Mξ :M ⊗BA
M⊗ξ
−−−−→M ⊗A→M.
In fact it lifts further, all the way to the Hochschild cochain complex of the endomorphism algebra of M , as long
as one is willing to work with two enhancements at once. More generally, one can do this for any set of objects
together.
Proposition 3.1. Let M be a set of objects in D(A) and let R = REndA(M) be the full dg subcategory of D
dg(A) on
M . Denote also by Rconv the corresponding full dg subcategory of Dconv(A). The characteristic action of HH∗(A,A)
on H(R) lifts canonically to map C˜har of dg algebras, as in the following commutative diagram:
HH∗(A,A)
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
C∗(A,A)′
C˜har //
Char ((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
C∗(R,Rconv)′
Π

C∗(R,R)′
∼oo
Π

ZgrH(R) Z˜(R
conv) Z˜(R).
∼oo
In the proposition Z˜(R) denotes the ‘pre-centre’
∏
m∈M REndA(m), and similarly for R
conv. Also recall that
C∗(−,−)′ denotes the unreduced Hochschild cochain complex for non-augmented dg categories, as explained in
section 2.3.
The lift C˜har takes a cochain ξ : BA → A to the composition BR
η
−→ kM
α
−→ Rconv, where α takes 1m to (−) · ξ in
Homπ(m⊗π BA,m). It is not difficult to verify that this is an anti-homomorphism of dg algebras (i.e. reversing the
order of composition, but in particular respecting the differential), but we can make things clearer by writing them in
a more symmetrical way. We can think ofM as an R−A bimodule (abusively denoted using the same symbol). Just
rewriting things through the tensor-hom adjunction, the top row in the diagram of proposition 3.1 becomes15
Homπ(BA,A)→ Homπ(BR⊗π M ⊗π BA,M)← Homπ(BR,R)
ξ 7→ η · (−) · ξ ζ · (−) · η ←[ ζ
where η is being used for the counits of both BA and BR. This symmetry suggests the following definition: a bimodule
DMC over two dg categories C and D is called homologically balanced if the natural maps D → REndC(M) and
Cop → REndDop(M) are both quasi-equivalences16, this is essentially the condition Keller considers in [33]. In the
context RMA we have been discussing, the map R→ REndA(M) is a quasi-equivalence by definition.
15 The twist on Hompi(BR ⊗pi M ⊗pi BA,M) is the one which makes it isomorphic to HomR−A(R ⊗
pi BR ⊗pi M ⊗pi BA ⊗pi A,M).
16 These derived homs are enriched as dg categories, which means computed object-wise.
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Theorem 3.2. Let M be a set of objects in D(A) and let R = REndA(M) be the full dg subcategory of D
dg(A) on
M . If the bimodule RMA is homologically balanced then C˜har : C
∗(A,A)′ → C∗(R,Rconv)′ is a quasi-isomorphism.
Hence there is a canonical chain of quasi-isomorphisms
C∗(A,A)
∼
−−→ C∗(R,R)′.
In the case that M contains the free module A, the restriction map C∗(R,R)′ → C∗(A,A)′ is a quasi-isomorphism,
inverse in cohomology to C˜har.
The advantage of the last statement is that the restriction map is one of B∞-algebras (as Keller points out in [33]),
and also that it respects the weight filtration.
Proof. In light of the above discussion we just need to show that
Φ : Homπ(BA,A)→ Homπ(BR⊗πM ⊗πBA,M)
is a quasi-isomorphism. But using the tensor-hom adjunction on the other side we have Homπ(BR⊗πM⊗πBA,M) ∼=
Homπ(BA,Homπ(BR⊗πM,M)) (as usual checking that the various twists match up). Note though that Homπ(BR⊗π
M,M) is simply a ‘convolution’ model for REndRop(M). By assumption, the map A
op → Homπ(BR ⊗πM,M) is a
quasi-isomorphism, and by proposition 2.27 this makes Φ a quasi-isomophism as well.
To make the last statement more precise, we mean that the upper triangle in the following diagram commutes after
taking cohomology
Homπ(BR,R)
res

∼ // Homπ(BR,Rconv)
res

Homπ(BA,A)
∼ //
C˜har
66❧❧❧❧❧❧❧❧❧❧❧❧❧
Homπ(BA,Aconv)
∼
Homπ(BA⊗πA⊗πBA,A).
The outer rectangle clearly commutes. The lower triangle commutes in cohomology because the two paths are
equalised by a quasi-isomorphism, as follows:
Homπ(BA,A)⇒ Homπ(BA⊗πA⊗πBA,A)
∼
−→ Homπ(BA,A).
The two maps on the left are the left and right actions ξ 7→ ξ · (−) · η and η · (−) · ξ respectively. The final map is
obtained by pulling back along the natural bicomodule map BA→ BA⊗πA⊗πBA. Either composition from left to
right is the identity. The statement follows.
Remark 3.3. Since C˜har is an anti-homomorphism, this actually results in a strange proof that Hochschild cohomology
is commutative.
It is well known that the restriction C∗(Ddgperf(A), D
dg
perf(A))
′ → C∗(A,A) is a quasi-isomorphism (this follows from
Keller’s theorem [31], for example). Less well known, it follows from the work of Toe¨n [51] that the restriction
C∗(Ddg(A), Ddg(A))′ → C∗(A,A) is a quasi-isomorphism (see also [35, section 4.3]). We’ll deduce this by taking M
to be the collection of all dg modules in D(A). Those uneasy about the size of D(A) can just use a sufficiently large
set instead, but this subtlety will not be important here.
Theorem 3.4. The restriction map C∗(Ddg(A), Ddg(A))′ → C∗(A,A) is a quasi-isomorphism. The projection
map from HH∗(DdgA,DdgA) and the characteristic action of HH∗(A,A) coincide. That is, the following diagram
commutes
HH∗(DdgA,DdgA)
∼=
res
//
Π %%▲▲
▲▲
▲▲
▲▲
▲▲
HH∗(A,A)
Char||②②
②②
②②
②②
ZgrD(A).
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Proof. Because of theorem 3.2, we just need to show that D = DdgA is homologically balanced as a D−A bimodule.
We have a sequence of quasi-fully-faithful functors
Ddgperf(A
op)
RHomA(−,A)
∼
//
D⊗LA−
33(D
dg
perfA)
op 
 // Dop
y // Ddgperf(D
op),
where the Yoneda embedding y is quasi-fully-faithful by a dg version of the Yoneda lemma (note that dg modules in
the image of y are automatically perfect and semi-free). One can check that the diagram commutes (up to a natural
quasi-isomorphism). It then follows from the fact that D ⊗LA − is quasi-fully-faithful that A
op → REndDop(D) is a
quasi-isomorphism.
If A is an augmented dg algebra which is strongly connected, then according to theorem 2.34 (and the fact that
B(Aop) ∼= (BA)op) the augmentation module k is homologically balanced as an A! −A bimodule. Taking M in 3.1
and 3.2 to consist only of the augmentation module, we obtain:
Corollary 3.5. If A is a strongly connected dg algebra then there is a canonical isomorphism making the following
diagram commute:
HH∗(A,A) ∼=
C˜har //
χ
""❊
❊❊
❊❊
❊❊
❊
HH∗(A!, A!)
Π{{①①
①①
①①
①①
Zgr(HA
!).
This is close to how Keller builds his isomorphism in [33], where he recasts things in terms of the restriction maps
(as in theorem 3.2) to see that the isomorphism lifts to one in the homotopy category of B∞-algebras. However, our
approach makes it clear that the isomorphism C˜har interacts well with the characteristic action.
It follows that the image of the shearing map HH∗(A,A) → ExtA(k, k) is the same as the image of the projection
HH∗(A!, A!)→ H(A!). In the next section we interpret this image in terms of higher structure on ExtA(k, k).
These connectedness hypotheses can be relatively restrictive. To catch examples such as the group algebra of a finite
p-group (with chark = p), we will over the next few sections give a more careful (and independent) proof of this
corollary, making use of the background developed at the beginning of the paper. Another defect of this approach
is that it is not clear in corollary 3.5 what is happening with the two filtrations from section 2.3. This will also be
repaired in the coming sections.
3.2 Commutativity for A∞-algebras and the A∞-centre
There are several possible notions of centre, and of commutativity, for A∞-algebras, all generalising the usual concepts
for graded algebras. A common answer is that a commutative A∞-algebra is a C∞-algebra. In characteristic zero
certain aspects of commutative algebra generalise well to C∞-algebras.
17 However, this does not obviously give rise
to a notion of centre for A∞-algebras. A more immediate disadvantage is that this property is not even invariant
under isomorphisms of A∞-algebras.
Another possibility is to assert that an A∞-algebra A is commutative if A
Lie is completely abelian. This is much
weaker than being a C∞-algebra (or isomorphic to one). We will discuss an intermediate notion in this paper.
We would like a notion of centre which is a quasi-isomorphism invariant, and for this we pass to minimal models (note
that the centre of a dg algebra is not a quasi-isomorphism invariant). Being somewhat rigid (quasi-isomorphisms
coincide with isomorphisms) a good notion of centre is perhaps a reasonable hope for minimal A∞-algebras.
17Ultimately, E∞-algebras (in various settings) encapsulate the right notion of commutative algebras up to homotopy, as far as
generalising commutative algebra goes. Commutativity at this level is an extra structure on, rather than a property of, an A∞-algebra
(or some other kind of algebra). The commutativity property we introduce below is really a completely different (and much weaker)
notion.
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Let A be an A∞-algebra. The space of homotopy derivations of A is by definition the positive weight part of the
suspended Hochschild cochain complex
hoder(A,A) = sHomπ(BA,A) = sF 1ΠC
∗(A,A).
It is a sub-Lie algebra of C∗(A,A). The reason for this notation is the following proposition, which goes back to
Stasheff and Schlessinger [48], and Quillen. A proof is in [27], or more explicitly in [17, Lemma 4.2].
Proposition 3.6. hoder(A,A) is quasi-isomorphism invariant, and there is a canonical chain of quasi-isomorphisms
hoder(A,A)
∼
−−→ der(A,A)
of dg Lie algebras, where A = ΩBA. Or more generally, A can be any semi-free dg algebra quasi-isomorphic to A.
Quasi-isomorphism invariance is established in the same way as for the full Hochschild cochain complex. Let’s sketch
the proof for the case A = ΩBA. There is a canonical quasi-isomorphism of A∞-algebras A → ΩBA. So we
have quasi-isomorphisms Homπ(BA,A)
∼
−→ Homι(BA,ΩBA) by proposition 2.27 as usual, and there is a canonical
isomorphism Homι(BA,ΩBA) ∼= der(A,A) by the adjunction formula (2) of section 2.3. Fe´lix, Menichi and Thomas
observe [17] that the Lie structure is respected because the map der(A,A) → hoder(A,A), p 7→ (−1)|p|spπ is one
of dg Lie algebras (knowing already that the Gerstenhaber Lie algebra structure on hoder is respected by quasi-
isomorphisms, by a standard Mayer-Vietoris argument).
Now, from the short exact sequence
0→ s−1hoder(A,A)→ C∗(A,A)→ A→ 0
we get a connecting homomorphism H(A)
ad
−→ H(hoder(A,A)). In fact, this canonically lifts to the chain level: the
assignment
ad : A −→ hoder(A,A) a 7→ πb+([a] ∈ −)
is a chain map giving rise to the above connecting homomorphism in homology. Here πb+([a] ∈ −) ∈ Hom
π(BA,A)
should be interpreted in terms of the sequence of higher commutators against a from section 2.3. In terms of the
model A = ΩBA this is the classical
ad : A −→ der(A,A) a 7→ [a,−].
Definition 3.7. With this is mind, we define the A∞-centre of a minimal A∞-algebra A to be
Z∞(A) = ker
(
A
ad
−−−→ Hhoder(A,A)
)
= im
(
HH∗(A,A)
Π
−−→ A
)
.
So, a is A∞-central if there exists p ∈ hoder(A,A) with ad(a) = ∂π(p). We can interpret the projection morphism
as the obvious map
Π : C∗(A,A) = s−1hoder(A,A)⋊A −→ A,
just as we saw shearing morphism in terms of coderivations.
Writing this out explicitly in terms of the higher multiplications, this means that an element a is central if for n ≥ 2
the higher commutators [a;−]1,n : A⊗n → A vanish together up to a sequence of ‘homotopies’ pi : A⊗i → A of degree
|a| − i for i ≥ 1, meaning precisely that
[a;−]1,n =
∑
r+s+t=n
(−1)r(|a|+s)+t(|a|+1)mr+1+s(1
⊗r ⊗ ps ⊗ 1
⊗t)− (−1)|a|(−1)rs+tpr+1+t(1
⊗r ⊗ms ⊗ 1
⊗t).
In particular the usual commutator [a;−]1,1 = 0. The intuition is that keeping track of the homotopy p for which
ad(a) = ∂π(p) gives the homotopy (or derived) centre, and forgetting p is exactly the projection morphism.
The reason for introducing Z∞(A) in terms of hoder(A,A) is that this perspective will be computationally useful.
In particular, examples show that these homotopies for the higher commutators can sometimes be ignored.
A simple but important observation is that the A∞-centre is contained in the graded centre:
Z∞(A) ⊆ Zgr(A)
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for any minimal A∞-algebra. If A is formal they coincide, but there are natural examples where the A∞-centre is
much smaller than the graded centre. Forgetting for a moment the higher structure, the next observation one makes
is that Z∞(A), being the image of a map of graded algebras, is itself a graded commutative subalgebra of A.
Recall from 3.1 that a quasi-isomorphism of A∞-algebras φ : A→ A′ induces a commutative diagram
C∗(A,A) //
≀φ∗

A
≀φ

C∗(A′, A′) // A′.
Taking A and A′ to be isomorphic minimal A∞-algebras, it follows from this that Z∞A ∼= Z∞A′ as graded rings.
In particular, if A is a dg algebra, then the A∞-centre Z∞(HA) of a minimal model is an invariant of the quasi-
isomorphism type of A. In fact Z∞(HA) is just the image of Π : HH
∗(A,A)→ H(A).
This definition may seem overly strict from a homotopy theoretic point of view. There are a few reasons to consider
it. Firstly, since Z∞(A) = Zgr(A) in the formal case, we will be able to conceptually recover some classical results for
Koszul algebras (see section 3.4). Secondly, the assumption that A = Z∞(A) actually has interesting consequences,
and is satisfied in many natural examples. Finally, the image of the projection HH∗(A,A) → H(A) is a graded
commutative algebra which is an invariant of the homotopy type of A, and so is likely worth investigating. Interpreting
it in terms of the higher structure on a minimal model at least seems to be computationally and conceptually useful.
Regardless, the true homotopy centre of A remains C∗(A,A).
If C is an augmented minimal A∞-category the above discussion applies, and we define the A∞ centre of A to be
the image of HH∗(C,C)→ ZgrC. In the not necessarily augmented case this discussion does not apply directly, but
we can make the same definition. We simply declare the A∞-centre of non-augmented minimal A∞-category (or
algebra) to be the image of HH∗(C,C) → ZgrC. Taking a minimal model one sees Z∞HC = HH
∗(C,C)/F 1Π. With
these definitions in place let us record some consequences of the previous section.
Corollary 3.8. The image of the characteristic action HH∗(A,A)→ Zgr(DA) is the A∞-centre of D(A), after it is
enhanced to a triangulated A∞-category quasi-equivalent to D
dg(A).
Corollary 3.9. For every dg module M , the characteristic morphism HH∗(A,A)→ ExtA(M,M) lands in the A∞-
centre of the Yoneda algebra ExtA(M,M). If M is homologically balanced as an REndA(M)− A bimodule then the
characteristic morphism surjects onto the A∞-centre of ExtA(M,M).
Examples of homologically balanced modules include any generator for Dperf(A), and when A is strongly connected,
the augmentation module k. The first corollary follows from theorem 3.4, the second from 3.1 and 3.2.
Remark 3.10. Classically, a first order deformation of a graded algebra A is classified by a weight 2 element ξ of
HH∗(A,A). The obstruction to continuing a moduleM along such a deformation is Char(ξ) = [MξA] ∈ ExtA(M,M).
The corollary tells us that the obstruction must actually be in Z∞ExtA(M,M), where ExtA(M,M) has been enhanced
to be a minimal model of RHomA(M,M).
Another consequence of the previous section is that the A∞-centre as defined here is unfortunately not derived Morita
invariant, see example 3.17 below (this question was raised by Keller after seeing an earlier draft of the paper).
Definition 3.11. We say that a minimal A∞-algebra A is A∞-commutative if Z∞A = A, or equivalently if the
projection map HH∗(A,A)→ A is surjective.
In section 5 we will need the following fact.
Proposition 3.12. Assume k has characteristic zero. If A is A∞-commutative then A
Lie is completely abelian.
Proof. By induction on weight we show that the bar differential b vanishes on the symmetric tensors CcoALie ⊆ BA.
Since Q ⊆ k, any weight n + 1 symmetric element can be written as a linear combination of elements of the form
[a] ∈ x, where a is in A and x is symmetric of weight n. Since a is in the image of the projection map there is a
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coderivation p which (weakly) decreases weight such that [b, [a] ∈ −] = [b, p]. Thus
b([a] ∈ x) = bp(x) + (−1)|a|pb(x)− (−1)|a|[a] ∈ b(x).
Since p decreases weight and preserves CcoALie this formula and the inductive hypotheses on bmeans b([a] ∈ x) = 0.
We can rephrase this entirely in terms of dg algebras.
Corollary 3.13. Assume k has characteristic zero. Let A be a dg algebra such that HH∗(A,A)→ H(A) is surjective.
Then the associated dg Lie algebra ALie is quasi-abelian (that is, formal and quasi-isomorphic to an abelian Lie
algebra).
Such an A need not be quasi-isomorphic to a commutative algebra, so corollary 3.13 is a small example of what subtler
forms of commutativity can be deduced from A∞-commutativity of the minimal model H(A). In the proof one only
needs to remember that (−)Lie is functorial even for non-strict morphisms, and preserves quasi-isomorphisms.
In section 4 we will give examples of interesting A∞-centres, explaining how one can compute them using the
philosophy of this section. For now, let us note down a few examples of A∞-commutative algebras.
Any algebra with the homotopy type of a commutative dg algebra (so, any C∞-algebra) will be A∞-commutative,
but our condition is much weaker than this.
The algebra C∗(X ; k) of cochains on a space X is always A∞-commutative (more generally, E∞-algebras satisfy this
condition).
The shearing map for is split surjective for any Hopf algebra. By theorem 3.15 this means the Koszul dual to a Hopf
algebra (with additional finiteness assumptions) is always A∞-commutative.
One can see (e.g [20, theorem 7]) from the defining formulas that for any algebra over the “brace operad” (denoted
S2 in [43]) the projection morphism is split surjective (alternatively it is shown in [52] that the bar construction of
such an algebra is a Hopf algebra). It is proven in [42] that this brace operad S2 is an E2 operad (quasi-isomorphic
to chains on the little 2-disk operad), see also [43]. Since this operad is Σ-split, by [27] any E2-algebra has a model
which is a brace algebra, and hence any E2-algebra is A∞-commutative.
3.3 Hochschild cohomology and Koszul duality
Buchweitz proved in 2003 that if A is a Koszul algebra then HH∗(A,A) ∼= HH∗(A!, A!) as algebras [9]. Later, Fe´lix,
Menichi and Thomas proved for any simply connected dg algebra that HH∗(A,A) ∼= HH∗(A!, A!) as Gersenhaber
algebras [17]. Their theorem can be deduced from the results of section 3.1. In order to fix the construction for use
below, we give a proof of their theorem now which works in greater generality (although in this section we will not
address the Lie structure).
Assume A is dualisable. According to proposition 2.14 we have a weak equivalence ρ : BΩA∗ → A∗. This is a
quasi-isomorphism whenever A complete, by 2.15. For example, this includes any strongly connected A∞-algebra,
as well as any finite dimensional algebra whose augmentation ideal is nilpotent (such as the group algebra of a finite
p-group, in characteristic p).
Theorem 3.14. If A is a weakly connected A∞-algebra which (possibly after taking a minimal model) is complete,
then there is a canonical isomorphism
C∗(A,A)
∼
−−→ C∗(A!, A!)
in the homotopy category of A∞-algebras.
In the statement A! is any A∞-algebra with fixed choice of quasi-isomorphism A
! ∼−→ (BA)∗. The isomorphism
is essentially that of Fe´lix, Menichi and Thomas (but simplified, thanks our background on twisting cochains).
They assume their algebra is simply connected (in particular, strongly connected). Later we will frequently use
the identification HH∗(A,A) ∼= HH∗(A!, A!), and this should always be interpreted as the isomorphism constructed
below.
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Proof. Let’s first assume that A is minimal, so BA is locally finite and (BA)∗ = Ω(A∗). We have maps
Homπ(BA,A)
D
−−→ Homπ
∗
(A∗, (BA)∗)
ρ∗
−−−→ Homπ(B((BA)∗), (BA)∗).
Lemma 2.29 says that D is an isomorphism of A∞-algebras, while ρ
∗ is a quasi-isomorphism of A∞-algebras by
lemma 2.28, using completeness of the algebra (BA)∗.
We are supposed to interpret A! in the theorem as an A∞-algebra with a fixed choice of quasi-isomorphism φ : A
! ∼−→
(BA)∗. So we finish by using proposition 2.27 to get a chain of quasi-isomorphisms C∗(φ) : C∗((BA)∗, (BA)∗)
∼
−→
·
∼
←− C∗(A!, A!) in the usual way. According to proposition 2.33 these are quasi-isomorphisms of A∞-algebras.
In general we need to make a choice of minimal model φ : A
∼
−→ A′. Since any two choices for φ are isomorphic it is
easy to check that the homotopy class of the zig-zag
C∗(A,A)
∼
−−→·
∼
←−− C∗(A′, A′)
ρ∗D
−−−−→ C∗(B((BA′)∗), (BA′)∗)
∼
−−→·
∼
←−− C∗(B((BA)∗), (BA)∗)
does not depend on φ.
3.4 Koszul duality exchanges the shearing and projection morphisms
From now on we assume A is an algebra (dg or A∞) which satisfies the hypothesis of theorem 3.14. Because the proof
of 3.14 is quite simple, it is straightforward to check the results of this section. However, the main theorem generalises
much of what is known about the image of the shearing map, and seems to be extremely useful in computations (for
example, to check whether one has a good theory of support varieties).
The Hochschild cohomology of A has a great deal of structure. Notably, C∗(A,A) forms a B∞-algebra, and Keller
has established (in the strongly connected situation) that C∗(A,A) and C∗(A!, A!) are isomorphic in the homotopy
category of B∞-algebras (see [33] for an explanation of this terminology). Despite this picture, we discuss in this
section a structure on HH∗(A,A) not preserved by Koszul duality. In short, HH∗(A,A) admits two filtrations, and
Koszul duality exchanges rather than preserves them.
Theorem 3.15. Koszul duality exchanges the shearing and projection morphisms:
HH∗(A,A)
∼
Π

χ
%%❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
HH∗(A!, A!)
Π

χ
yyttt
tt
tt
tt
tt
tt
t
H(A) H(A!).
Consequently, the image of the shearing map is the A∞-centre of the minimal model H(A
!).
Proof. First assume A is minimal, so the constructions in the proof of theorem 3.14 apply directly. The verification is
simple, but we’ll do it explicitly. To see that the left hand triangle commutes we only need notice that the following
diagram commutes
Homπ(BA,A)
Π

D // Homπ
∗
(A∗, (BA)∗)

ρ∗ // Homπ(B((BA)∗), (BA)∗)
χ

A Hom(A∗, k)
Hom(ρ,k) // Hom(B((BA)∗), k).
Similarly, for the right hand triangle we check that the following diagram commutes
Homπ(BA,A)
χ

D // Homπ
∗
(A∗, (BA)∗)
ρ∗ //

Homπ(B((BA)∗), (BA)∗)
Π

Hom(BA, k) (BA)∗ (BA)∗.
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In general we need to take a minimal model A
∼
−→ A′. The projection and shearing morphisms are obviously
compatible with the chain of quasi-isomorphisms C(φ) : C∗(A′, A′)→·← C∗(A,A). The same goes for the choice of
Koszul dual (BA)∗
∼
−→ A!, and the result follows.
This theorem directly generalises the following result of Buchweitz, Green, Snashall and Solberg [10].
Corollary 3.16. If A is a Koszul algebra then the image of the shearing map χ : HH∗(A,A) → Ext∗A(k, k) is the
graded centre of Ext∗A(k, k).
We will see that there are plenty of non-formal minimal algebras whose A∞-centre coincides with their graded centre,
including examples which are the Koszul duals of honest graded algebras. Thus, corollary 3.16 is true for many more
algebras than Koszul algebras.
Example 3.17. A simple but important example is the Koszul duality between two symmetric algebras, which
lies behind the so called BGG correspondence [8]. Let V be a graded vector space and set S = SymV . Then S is
Koszul with acyclic twisting cochain τ : Λco = SymcosV ։ V →֒ S, so the Koszul dual algebra is Λ = Sym(s−1V ∗).
To avoid extra finiteness conditions we should interpret Hochschild cohomology as bigraded in the usual way for
algebras. The differential [τ,−] on Homτ(Λco, S) vanishes because S is commutative and Λco is cocommutative, so
we obtain the Hochschild Kostant Rosenberg theorem C∗(S, S) ≃ Hom(Λco, S) = Λ⊗̂S. Similarly for C∗(Λ,Λ). The
situation of theorem 3.15 is then
HH∗(S, S) HH∗(Λ,Λ)
Λ⊗̂S
Π

χ
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
∼
S⊗̂Λ
Π

χ
ww♦♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
S Λ.
The maps are the obvious ones, and the triangles clearly commute. While the situation involves no higher structure,
this example quite transparently illustrates theorem 3.15.
In fact, this is a surprisingly general example: in section 5 we’ll see that if one has a strongly connected commutative
dg algebra for which the shearing map is surjective, then one is in the BGG situation above (as long as Q ⊆ k).
Taking M to be the right dg module S ⊕ k over S, and R = REndS(M), one can deduce from the results of section
3.1 that there are isomorphisms
HH∗(S, S)
∼=
←−− HH∗(R,R)
∼=
−−→ HH∗(Λ,Λ)
both respecting the weight filtrations. It follows that Z∞(HR) maps surjectively onto both S and Λ. Since R is
derived Morita equivalent to S, this means that the A∞-centre is not derived Morita invariant.
Now we go back to assuming A is weakly connected with a complete minimal model. We have already remarked that
the projection map is Π : HH∗(A,A) ։ HH∗(A,A)/F 1Π →֒ H(A), so HH
∗(A,A)/F 1Π is isomorphic to the A∞-centre
of the minimal model H(A). Similarly, the shearing map is χ : HH∗(A,A) ։ HH∗(A,A)/F 1χ →֒ H(A
!). Thus, the
following theorem directly upgrades 3.15.
Theorem 3.18. The weight filtration and the shearing filtration are exchanged by the Koszul duality isomorphism
HH∗(A,A) ∼= HH∗(A!, A!). That is, this restricts to an isomorphism
FnΠHH
∗(A,A) ∼= FnχHH
∗(A!, A!).
If A is strongly connected connected it restricts to an isomorphism FnχHH
∗(A,A) ∼= FnΠHH
∗(A!, A!) as well.
Proof. By propositions 2.30 and 2.32 we may assume that A is minimal that A! = (BA)∗, and we may compute the
shearing filtration on HH∗(A!, A!) using Homπ(B((BA)∗), (B≥nA)
∗), since (BA)∗ = ΩA∗ is semi-free and (B≥nA)
∗ =
Ω(A∗)[n].
ClearlyD is restricts to an isomorphism between the weight filtration on C∗(A,A) and the filtration Homπ
∗
(A∗, (B≥nA)
∗).
Note that (B≥nA)
∗ has a complete filtration for each n, so we can use the argument of 2.28 to see that ρ restricts to
a quasi-isomorphism Homπ
∗
(A∗, (B≥nA)
∗)
∼
−→ Homπ(B((BA)∗), (B≥nA)∗).
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The last statement follows by exchanging the roles of A and A!, after checking that in the strongly connected
case the isomorphism HH∗(A,A)
∼=
−→ HH∗(A!, A!) of theorem 3.14 is inverse to the isomorphism HH∗(A!, A!)
∼=
−→
HH∗(A!!, A!!) ∼= HH∗(A,A).
So far we have not mentioned the fact that in the classical theory of Koszul duality, algebras are usually assumed
connected and generated in degree 1. From our point of view, this is simply a technical condition which is convenient
because it makes the radical filtration coincide with the grading filtration. But let us adopt this convention and
compare the above theorem to the classical situation discovered by Buchweitz [9].
Thus, suppose V is a bigraded vector space concentrated in degree (0, 1), and R ⊆ V ⊗2 is such that A = T aV/〈R〉
is Koszul. Let the suspension s have degree (−1, 0)18. These conventions give HH∗,∗(A,A) = Ext∗,∗Ae (A,A) its
classical bigrading by cohomological degree (weight) and internal degree. Let C = C(sV, s2R). The weight grading
on Homτ(C,A)m,n = Homτ(C(−m,m), A(0,m+n)) is by m and the shearing grading is by m + n (this is at least
partially responsible for the term “shearing”). The Koszul dual A! = C∗ is now generated in degree (1,−1) and
C∗(A!, A!) ≃ Homτ
∗
(A∗, C∗). We see easily that HHm,n(A,A) ∼= HHm,n(A!, A!). Classically, one might regrade A!
to also be generated in degree (0, 1). If we call this regraded algebra A!cl, then we have instead
HHm,n(A,A) ∼= HHm+n,−n(A!cl, A
!
cl),
which illustrates theorem 3.18. One can also compare this with the picture obtained by Green, Snashall, Solberg
and Zacharia [24] in which the authors identify the diagonal subalgebra
⊕
mHH
m,−m(A,A) as the graded centre⊕
nHH
0,n(A!, A!) of the Koszul dual.
4 Calculations of A∞-centres
In this section we will more explicitly work over a commutative semisimple k-algebra base k, e.g. k = k or k = kQ0
for some finite quiver Q. Let (−)∗ be the k-linear dual, ⊗ = ⊗k and A denote an algebra of the form A = TkV/〈R〉 =
TV/〈R〉 with R →֒ T≥2V . We always assume A locally finite and weakly connected in that either V = V ≤0 or
V = V ≥2; R is always homogeneous with respect to the grading on V , but not necessarily with the tensor weight
grading on TkV . For instance, A can be any finite dimensional path algebra A = A
0 = kQ/I.
We have up to now used dg notation for ExtnA(k, k), where the n implicitly meant total grading. If A is a graded
algebra with the above hypotheses, thought of as a dg algebra with trivial differential, we shall separate19 the coho-
mological grading from the internal one, and write ExtnA(k, k) =
⊕
p+q=n Ext
p,q
A (k, k) where p denotes cohomological
degree, and similarly write HH∗,∗(A,A) and TorA∗,∗(k, k).
We begin by computing the A∞-structure on ExtA(k, k). The algebra A admits a minimal semi-free resolution
(TW, d)
∼
−→ A, the minimal Tate resolution, where minimal means that d(W ) ⊆ T≥2W . This can be constructed
iteratively by setting W0 = V , W1 = sR with differential d : W1 = sR → T≥2V = T≥2W0, and iteratively adding
higher homological degree20 cyclesWn+1 in a minimal way to kill cohomology classes in the kernel of (TW≤n, d)։ A.
See [4] for details on the construction.
The data of (TW, d) defines a cocomplete21 A∞-coalgebra structure on C = k ⊕ C where s−1C = W , so that
ΩC = (TW, d) tautologically. Minimality of (TW, d) corresponds to minimality of C, and this defines an acyclic
twisting cochain τ : C → A through φτ : ΩC = (TW, d)
∼
−→ A. As C is cocomplete, taking bar constructions
and using Prop. 2.14 yields C
∼
←− BΩC
∼
−→ BA, exhibiting C as a minimal model for TorA(k, k); in particular, if
gldim(A) = n ≤ ∞, then the Tate resolution stops at the (n−1)th stage with Wn−1 ∼= Tor
A
n,∗(k, k). The graded dual
C∗ = ExtA(k, k) is a minimal model for A!, and the dual of the differential on (TW, d) encodes its A∞-structure.
Note that Ext∗,∗A (k, k) is strictly unital and augmented over Ext
0,∗
A (k, k) = k.
Since TorA1,∗(k, k) = sV and Tor
A
2,∗(k, k) = s
2R, we have Ext1,∗A (k, k) = s
−1V ∗ and Ext2,∗A (k, k) = s
−2R∗. Let
18 One can totalise |(p, q)| := p− q to make A strongly connected, so that the rest of the paper applies directly.
19This wouldn’t be correct if A weren’t weakly connected, since the bigraded dual of TorA(k, k) might then be smaller than ExtA(k, k).
20These can be taken compatible with the internal grading on V .
21The filtration on W given by the Tate construction is an admissible filtration by construction.
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ιn : R →֒ T≥2(V )
πn−−→ V ⊗n. This map appears as a component of the differential in the first stage of the Tate
resolution, which implies that the mn : Ext
1,∗
A (k, k)
⊗n → Ext2,∗A (k, k) are dual to the relations:
Proposition 4.1 (Keller, [32]). The following diagram commutes:
Ext1,∗A (k, k)
⊗n mn //Ext2,∗A (k, k)
(s−1V ∗)⊗n
−(−1)(
n
2)s−2(ιn)∗s⊗n //s−2R∗.
In particular, mn(s
−1v1 ⊗ ...⊗ s−1vn) = −s−2ι∗n(v1 ⊗ ...⊗ vn) whenever |v1| = ... = |vn| = 0.
Remark 4.2. If A is a commutative algebra (in characteristic zero), one can similarly read the L∞-structure on
the minimal Koszul dual Lie coalgebra L from any minimal semifree resolution (Sym(V ′), d)
∼
−→ A. In particular,
if A = Sym(V )/〈W 〉 is a complete intersection with W →֒ Sym≥2(V ) a minimal subspace of relations, the Koszul
resolution (Sym(V ⊕ sW ), d)
∼
−→ A presents a very short minimal resolution of A, and this gives a simple presentation
of L = sV ⊕ s2W by setting (Sym(V ⊕ sW ), d) = C(L). Then L∗ = s−1V ∗⊕ s−2W ∗ is a minimal L∞-algebra whose
higher brackets are encoded by the Koszul differential. Baranovsky [2] has shown that ExtA(k, k) = U(L∗), see
section 2.4. In a future paper we will explicitly describe the full A∞-structure on ExtA(k, k) = U(L∗) directly from
the Koszul differential, by using a different construction of Baranovsky’s U(−).
Now, assume that gldim(A) = g <∞. The conditions defining a top degree element ξ ∈ Z∞Ext
g,∗
A (k, k) are vacuous
aside from [ξ, s] = 0 for s ∈ Ext0,∗A (k, k) = k, since the non-trivial higher products against ξ strictly increment
cohomological degree as is easily verified. The condition [ξ, s] = 0 cuts out the symmetric part of the k-bimodule
Extg,∗A (k, k), which we denote Ext
g,∗
A (k, k)cyc since these will correspond to cycles in the quiver path algebra case.
We have shown:
Proposition 4.3. If gldim(A) = g <∞, then the image of χ : HHg,∗(A,A)→ Extg,∗A (k, k) is Ext
g,∗
A (k, k)cyc.
We now turn to the calculations of Z∞ExtA(k, k) for specific classes of algebras.
Algebras of global dimension 2
Restricting now to gldim(A) = 2, Prop. 4.1 determines the entire A∞-algebra Ext
∗,∗
A (k, k), since all other products
vanish for strict unitality or degree reasons. We are left to determine Z∞Ext
1,∗
A (k, k).
Proposition 4.4. Let gldim(A) = 2. If A = A0 is finite dimensional, or A is AS-regular over k = k generated in
degree −1, then the image of χ : HH∗(A,A)→ ExtA(k, k) is the graded centre ZgrExtA(k, k).
Proof. First assume that A = A0 is finite dimensional. Then ZgrExt
1,∗(k, k) = 0 by the No Loop Conjecture, and
the result follows applying Prop. 4.3 on Ext2,∗A (k, k). For the other case, AS-regular algebras over k = k generated
in degree −1 are well-known to be Koszul, and the result follows from 3.16.
This proposition makes it hard to come up with natural examples in global dimension 2 where Z∞Ext
∗
A(k, k) differs
from ZgrExt
∗
A(k, k). Such examples will come up more naturally in the next class of algebras.
d-Koszul algebras
The theory of quadratic Koszul duality laid out in Sect. 2.4 extends naturally to d-homogeneous algebras, with
the minor difference that d-Koszul algebras are no longer characterized by formality of RHomA(k, k), but rather
minimize the higher structure on Ext∗A(k, k) with regards to the constraints of Prop. 4.1. We follow the exposition
of Dotsenko-Valette [14], based on the results of He-Lu [26]. Berger introduced d-Koszul algebras in [7]. Readers
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primarily interested in the examples should skip ahead to Thm. 4.5 of He-Lu, which gives the A∞-structure on
ExtA(k, k).
Fix a locally finite k-bimodule V = V ≤0 or V = V ≥2. To a d-homogeneous datum (V,R), where R →֒ V ⊗d, we
associate an algebra and coalgebra pair as follows: the algebra A = A(V,R) is given by TV/〈R〉, which is universal
over maps V → A such that V ⊗d → A⊗d
m(d)
−−−→ A factors through V ⊗d/R.
We could define C by the dual universal property, but the requirement that C models TorA∗ (k, k) for “good” d-
homogeneous algebras forces us to impose the condition that ∆d : C2 → C
⊗d
1 correspond to ι : s
2R→ R →֒ (V )⊗d →
(sV )⊗d, with the other coproducts ∆n : C2 → C
⊗n
1 zero. Hence we do not define C(V,R) but rather C(sV, s
2R) as
depending on the shifted data (sV, s2R).
Call an A∞-coalgebra (2, d)-reduced if its differential is zero, ∆n = 0 for n 6= 2, d, and if composing ∆d with itself
in any order vanishes. The coalgebra C = C(sV, s2R) is the universal (2, d)-reduced coalgebra equipped with maps
C → sV and C → s2R such that there is a factorization
C
%%
∆d //C⊗d //(sV )⊗d
s2R s
dιs−2
66♥♥♥♥♥♥♥
and such that if d 6= 2 the composition C
∆2−−→ C⊗2 → (sV )⊗2 is zero.
For C′ a (2, d)-reduced coalgebra, any such maps factor through a unique strict morphism C → C′; in particular, C
receives a canonical map from TorA≤2,∗(k, k), at least once its existence has been established.
Following Dotsenko-Valette, one constructs C = k⊕C directly as follows: let C(n) be the weight n subspace of T
co
V
given by C(n) =
⋂
p+d+q=n V
⊗p⊗R⊗V ⊗q. Let Cp,q := spC(q) sit in homological degree p with weight q, and define
C =
(⊕
n≥0 C2n,nd
)
⊕
(⊕
n≥0 C2n+1,nd+1
)
. For d = 2 this recovers C inside T co(sV ) ⊂ BA from Sect. 2.4.
Let
(
D,∆
)
stand for the subcoalgebra
⊕
n≥0 C(n) ⊂ T
co
V . We define ∆2 and ∆d on C(nd) and C(nd+1) by iterating
∆ and projecting down:
∆2 : C(nd+1)
pr∆
(2)
−−−−→
( ⊕
n1+n2=n
C(n1d+1) ⊗ C(n2d)
)⊕( ⊕
m1+m2=n
C(m1d) ⊗ C(m2d+1)
)
∆2 : C(nd)
pr∆
(2)
−−−−→
⊕
n1+n2=n
C(n1d) ⊗ C(n2d)
∆d : C(nd)
pr∆
(d)
−−−−→
⊕
i1+...+id=n−1
C(i1d+1) ⊗ ...⊗ C(idd+1).
The remaining coproducts are zero. Being careful with signs, one extends this to s2nC(nd) = C2n,nd and s
2n+1C(nd+1) =
C2n+1,nd+1, and then to C = k ⊕ C as a strictly counital coalgebra. We let the reader verify that ∆2 is coassocia-
tive. Since ∆d is zero on odd weights, composing it in any order vanishes, and the Stasheff identities are a simple
verification from there. This yields a (2, d)-reduced coalgebra. Note that ∆d : C(d) → (C(1))
⊗d corresponds to
s2R→ R →֒ V ⊗d → (sV )⊗d.
We have attached to (V,R) an algebra and coalgebra pair A = A(V,R) and C = C(sV, s2R). The map τ : C →
sV → V → A is easily seen to be a twisting cochain, in that φτ : ΩC → A is a morphism of dg algebras. We say
that A is d-Koszul if τ is acyclic, so that ΩC
∼
−→ A which implies that C = TorA∗ (k, k) as A∞-coalgebras. By a
suitable extension of Thm 2.3, one can show that τ being acyclic is equivalent to the d-Koszul complex C⊗τA being
a resolution of kA, where C ⊗τA is the twisted complex with differential
C ⊗A
ρR⊗1
−−−→ C ⊗ ΩC ⊗A
1⊗φτ⊗1
−−−−−→ C ⊗A⊗A
1⊗m2−−−−→ C ⊗A
where ρR =
∑
n≥2 ρ
(n)
R is the right coaction with ρ
(n)
R = (1⊗ (s
−1)⊗n−1)∆n : C → C⊗ (s−1C)⊗n−1 ⊂ C⊗ΩC. Using
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the above identifications and formulas for ∆n and τ , this differential becomes
C(nd) ⊗A
pr∆(d)⊗1
−−−−−−→ C((n−1)d+1) ⊗ C
⊗(d−1)
(1) ⊗A
1⊗mult
−−−−−→ C((n−1)d+1) ⊗A
C(nd+1) ⊗A
pr∆(2)⊗1
−−−−−−→ C(nd) ⊗ C(1) ⊗A
1⊗mult
−−−−−→ C(nd) ⊗A.
In particular the differential alternates between maps of degree 1 and d− 1 in the weight grading on A = TV/〈R〉.
Acyclicity of this complex is usually given as the definition of d-Koszulity ([23], [7]).
The coalgebra D = D(V,R) = k ⊕ D dualises to the d-homogeneous dual A∨ := D∗ = T (V ∗)/〈R⊥〉 where R⊥ ⊆
(V ∗)⊗d is the annihilator of R under the natural pairing. This lets us describe the A∞-structure on C
∗ = Ext∗A(k, k)
via A∨. Let A∨(n) be the tensor weight n component of A
∨ = T (V ∗)/〈R⊥〉, and let A∨[nd] = s
−2nA∨(nd), A
∨
[nd+1] =
s−2n−1A∨(nd+1) have the implicit cohomological degree shift.
Theorem 4.5 (He, Lu, [26]). Let A be d-Koszul, then there is an isomorphism
Ext2n,∗A (k, k) = A
∨
[nd]
Ext2n+1,∗A (k, k) = A
∨
[nd+1].
The products mn are given by mn = 0 for n 6= 2, d, and otherwise
m2 :

A∨[id] ⊗A
∨
[jd] → A
∨
[(i+j)d]
A∨[id+1] ⊗A
∨
[jd] → A
∨
[(i+j)d+1]
A∨[id] ⊗A
∨
[jd+1] → A
∨
[(i+j)d+1]
md : A
∨
[i1d+1]
⊗ ...⊗A∨[idd+1] → A
∨
[(i1+...+id+1)d]
where m2 is the product in A
∨ and md = m
(d)
2 is the iterated product in A
∨. There are no other products.
For A strongly connected, Green, Marcos, Mart´ınez-Villa and Zhang in [23] have shown that d-Koszulity of a d-
homogeneous algebra is equivalent to Ext∗,∗A (k, k) being generated over k in cohomological degree 1 and 2. When
A = kQ/I with I generated by a set ρ of monomial paths in kQd, d-Koszulity is characterized by ρ being a d-covering:
for three paths p, q, r of length ≥ 1, if pq, qr are in ρ then every subpath of pqr of length d is in ρ. The d-truncated
path algebras kQ/(Qd) are therefore d-Koszul.
Thm. 4.5 has for immediate consequences:
Theorem 4.6. Let A be d-Koszul. Then in even cohomological degrees, the A∞-centre of ExtA(k, k) agrees with the
graded centre:
Z∞Ext
even
A (k, k) = ZgrExt
even
A (k, k).
This follows since the higher products vanish on even inputs. Next, let N il stand for the homogeneous nilradical
ideal.
Corollary 4.7. Let A be d-koszul and assume that A is nilpotent. Then the shearing map χ induces an isomorphism
of graded algebras
HH(A,A)/N il ∼= ZgrExtA(k, k)/N il.
Indeed since m(n) : A
⊗n
→ A is 0 for n ≫ 0 one easily sees that elements in Homπ(BA,A) are nilpotent since
then f⌣n = m(n)(f ⊗ ... ⊗ f)∆(n) = 0 for n ≫ 0, and thus ker χ consists of nilpotent elements. If d > 2 then
odd cohomological elements in ExtA(k, k) are nilpotent, while for d = 2 there is no higher structure, and the result
follows.
We are now in a position to calculate interesting examples using Thm. 4.5.
36
Example 4.8. Let A = k[x]/(xd) with |x| = s even and d > 2. Then A! = Ext∗,∗A (k, k)
∼= Sym(∂x, η) =
∧
(∂x)⊗k[η]
with |dx| = (1,−s) and |η| = (2,−sd). Note that this is graded commutative; we will show that, characteristic
depending, χ typically isn’t onto, so it isn’t always A∞-commutative. The non-trivial higher products are of the
form22
md(∂x ⊗ ...⊗ ∂x) = η
md(η
i1∂x ⊗ ...⊗ η
id∂x) = η
(
∑d
m=1 im)+1
Let us calculate the higher commutators. From above we see that ad(ηj) = 0, while ad(ηj∂x) is given on input ∂
⊗d−1
x
by
ad(ηj∂x)(∂x ⊗ ...⊗ ∂x) =
d−1∑
i=0
(−1)i(−1)imd(∂
⊗i
x ⊗ η
j∂x ⊗ ∂
⊗d−1−i
x ) = d · η
j+1
This is 0 if and only if char k | d. When char k ∤ d, observe that this isn’t in the image of a coboundary ∂π(p) for
p ∈ hoder(A!, A!) = Homπ(BA
!
, A!): writing (s∂x)
⊗d−1 = [∂x|...|∂x], we have
∂π(p)
(
[∂x|...|∂x]
)
= ∂(p)
(
[∂x|...|∂x]
)
+
d−2∑
n=1
[π, ..., π; p]n,1
(
[∂x|...|∂x]
)
= 0 + [π, p]
(
[∂x|...|∂x]
)
= ±∂x · p([∂x|...|∂x]) +±p([∂x|...|∂x]) · ∂x
and this is never of the form d · ηj+1 for any p : BA
!
→ A!. It follows that [ad(∂xηj)] 6= [0] ∈ Hhoder(A!, A!), and so
Z∞ExtA(k, k) =
{
k[η] if char k ∤ d∧
(∂x)⊗ k[η] if char k | d.
Note that for d = pr and char k = p surjectivity follows since k[x]/(xd) is isomorphic to the Hopf algebra
k[Z/dZ].
Example 4.9. Let A = kQ/(Q3), where Q is the quiver
1
b
❃
❃❃
❃❃
❃❃
❃
0
a
@@        
2
c
oo
bound by relations {cba, acb, bac}. The 3-homogeneous dual is given by A∨ = kQop
1
a∗
    
  
  
  
0
c∗
//2
b∗
^^❃❃❃❃❃❃❃❃
and we have A! = ExtA(k, k) given by kQ′/I where Q′ is
1
η1

∂a
    
  
  
  
0
η0
00
∂c
//2
η2
PP
∂b
^^❃❃❃❃❃❃❃❃
22One may use −η as representing the relation xd = 0 in Prop. 4.1.
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where ∂a := s
−1a∗, η0 = s
−2(a∗b∗c∗) is the 3-cycle in A∨ cohomologically shifted by 2, and similarly for the rest. The
relations are given by vanishing relations for the dotted paths, and otherwise η0∂a = ∂aη1, η1∂b = ∂bη2 and η2∂c =
∂cη0 inherited from A
∨. The degree 2 class η := η0 + η1 + η2 is then central and generates a polynomial subalgebra
k[η] ⊆ ZgrExtA(k, k). The only higher products are triple products given by all variants of m3(∂a ⊗ ∂b ⊗ ∂c) = η0,
extended multilinearly over k[η].
The lack of odd oriented cycle shows that η generates ZgrExtA(k, k), and since |η| is even, Thm. 4.6 shows that it
is in the image of χ. It follows that Z∞ExtA(k, k) = k[η], and that HH
∗(A,A)/N il ∼= k[η].
Example 4.10. Let A = kQ/(Q3) where Q is the quiver
0
a //1
b

3
d
OO
2
c
oo
bound by relations {dcb, cda, dab, abc}. Its 3-homogeneous dual is A∨ = kQop
0
d∗

1
a∗oo
3
c∗
//2.
b∗
OO
The algebra A! = ExtA(k, k) is given by kQ′/I where Q′ is
0
ηa
$$
∂d

1
ηb

∂a
oo
3
ηd
DD
∂c //2
ηc
dd
∂b
OO
with ∂a = s
−1a∗, ηa = s
−2b∗c∗d∗ as before, and similarly for ∂b, ∂c, ∂d, ηb, ηc, ηd. The relations are given by zero
composition amongst {∂a, ∂b, ∂c, ∂d} and otherwise by equating the cycles ∂aηa = ηd∂d, ∂dηd = ηc∂c, ∂cηc = ηb∂b
and ∂bηb = ηa∂a.
Let γ0 := ∂aηa = ηd∂d stand for the simple cycle at 0 and η0 := ηdηcηbηa the long cycle at 0, and similarly define
γ1, γ2, γ3, η1, η2, η3. Let γ =
∑3
i=0 γi and η =
∑3
i=0 ηi. Tedious but straightforward calculations in A
∨ show that γ, η
generate ZgrExtA(k, k) ∼=
∧
(γ)⊗k k[η] with |γ| = 3 and |η| = 8. Since |η| is even, we know that η is in the image of
χ, with only classes of the form ηrγ left to determine.
To compute the higher products, denote ∂i→j the degree 1 arrow from i to j, and denote by ηi→j some monomial
path in {η0, η1, η2, η3} going from i to j of length ηij . Thm 4.5 shows that all higher products are sums of products
of the form
m3(ηn→o ∂m→n ⊗ ηl→m ∂k→l ⊗ ηj→k ∂i→j) = ηi→o
where ηi→o is the path of length ηjk + ηlm + ηno + 1 going from i to o. In particular we see that
m3(η
rγ ⊗ ηl→m∂k→l ⊗ ηj→k∂i→j) = m3(ηl→m∂k→l ⊗ η
rγ ⊗ ηj→k∂i→j) = m3(ηl→m∂k→l ⊗ ηj→k∂i→j ⊗ η
rγ) = ηi→m
hence ad(ηrγ)(ηl→m∂k→l ⊗ ηj→k∂i→j) = 3 · ηi→m. This is 0 if and only if char k | 3, and when char k ∤ 3 similar
calculations to example 4.8 show that [ad(ηrγ)] 6= [0] in Hhoder(A!, A!). Thus we have shown the following:
Z∞ExtA(k, k) =
{
k[η] if char k 6= 3,∧
(γ)⊗k k[η] if char k = 3.
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5 The intersection morphism and free loop space fibrations
There is a longstanding and well-understood relationship between Koszul duality and delooping. Its simplest incar-
nation lies in the use of the bar construction and twisting cochains as models for classifying spaces and principal
fibrations. In this context, one has the classical theorem of Adams:
Theorem 5.1 ([1], [15]). Let X be a finite simply-connected pointed simplicial complex. Then there is a quasi-
isomorphism of dg algebras 23
ΩC∗(X ; k)
∼
−→ CN∗(ΩX ; k).
Equivalently, CN∗(ΩX ; k) is a model for the Koszul dual to A = C
∗(X ; k); in particular, Ext∗A(k, k)
∼= H∗(ΩX ; k) =
H∗(ΩX).
In characteristic zero, this relationship extends to Commutative and Lie Koszul duality: to any simply-connected
space, Sullivan attaches a dg commutative algebra APL(X ; k) of “rational differential forms” quasi-isomorphic to
C∗(X ; k). Dually, one associates a dg Lie algebra (LX , d), the Quillen model, whose cohomology H∗(LX) recovers
the homotopy Lie algebra π∗(ΩX) ⊗Z k. Knowledge of the Sullivan or Quillen model of X over Q determines its
rational homotopy type XQ, and these are Koszul dual Commutative and Lie algebras. The relationship between
the Associative and Lie Koszul duals is informally as follows:
APL(X ; k)
Lie

Asso //CN∗(ΩX ; k)
(LX , d)
Envelope //U(LX , d)
∼
OO
where the quasi-isomorphism of dg algebras on the right is a result of Majewski (see [41], [16, Ch. 26]).
The goal of this section is to find a topological interpretation for Theorem 3.15. We first need to understand the
Hochschild cohomology of A = C∗(X ; k). From now on, assume that X is a simply-connected closed oriented smooth
d-manifold, and let LX be the free loop space on X . Much has been written about the relationship between free
loop spaces and Hochschild (co)homology and we quote here only what is relevant for us, based on the results of
Chas and Sullivan [11].
Let ev : LX → X be the evaluation map and LX ×X LX the space of “composable” pairs of loops. The Pontryagin
product LX ×X LX → LX extends that on the base loop space, yielding a map H∗(LX ×X LX)→ H∗(LX). Given
a cycle c ∈ Cn(LX × LX) transverse to the subspace LX ×X LX in a suitable sense, Chas and Sullivan produce a
cycle c′ ∈ Cn−d(LX ×X LX) and from there a map Hn(LX × LX)→ Hn−d(LX ×X LX)→ Hn−d(LX). Next, the
fibration ΩX → LX → X induces maps on homology ev∗ : H∗(LX)→ H∗(X) as well as an Umkehr or “wrong way”
map I : H∗+d(LX)→ H∗(ΩX), thought of as intersecting cycles down.
Theorem 5.2 (Chas, Sullivan [11]). The map Hn(LX × LX)→ Hn−d(LX) gives rise to an associative product
µ : H∗+d(LX)⊗H∗+d(LX)→ H∗+d(LX).
The loop product µ is graded-commutative and there are algebra morphisms
H∗+d(LX)
ev∗
ww♣♣♣
♣♣
♣♣
♣♣
♣♣
I
&&◆◆
◆◆
◆◆
◆◆
◆◆
◆
H∗+d(X) H∗(ΩX)
the bottom-left algebra structure coming through Poincare´ duality.
Theorem 5.3 (Cohen, Jones [12]). Let A = C∗(X ; k), then there is an algebra isomorphism
Φ : H∗+d(LX)
∼=
−→ HH∗(A,A).
23Recall that for any space X, the diagonal map ∆ : X → X ×X induces a dg coalgebra structure on singular chains Csing∗ (X; k) via
the Alexander-Whitney map; C∗(X; k) stands for a modified dg coalgebra quasi-isomorphic to C
sing
∗ (X; k), see [15] for definition. For
a pointed space X, ΩX is the Moore loop space on X; it is a topological monoid and similarly induces on normalized singular chains
CN∗(ΩX; k) a dg algebra structure via the Eilenberg-Zilber map.
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Theorem 5.4 (Fe´lix, Thomas, and Vigue´-Poirrier [18]). There is an isomorphism24 Θ : H∗(ΩX) ∼= Ext
∗
A(k, k)
making the following diagram commute:
HH∗(A,A)
χ //Ext∗A(k, k)
H∗+d(LX)
Φ
∼=
OO
I //H∗(ΩX).
Θ
∼=
OO
Theorem 3.15 then implies:
Corollary 5.5. The image of I : H∗+d(LX)→ H∗(ΩX) is the A∞-centre Z∞H∗(ΩX).
Note that Θ may not lift to an A∞-morphism and we instead impose on H∗(ΩX) the A∞-algebra structure of
Ext∗A(k, k) coming from this isomorphism. By uniqueness of minimal models this is (possibly non-strictly) isomorphic
to the usual A∞-structure on H∗(ΩX), according to Adams’ Theorem.
The following calculations are not new but we include them as ways to exemplify Corollary 5.5.
Example 5.6 (fake commutative ring). Let X = Sn be an even dimensional sphere. The dga C∗(Sn; k) is formal,
and so let A = H∗(Sn) = k[x]/(x2) be the “exterior algebra” with |x| = n even. This algebra is Koszul in the sense of
Sect. 2.4, with Koszul dual A! = Ext∗A(k, k) = k[∂x] a polynomial algebra, where ∂x = s
−1x∗ has odd cohomological
degree 1−n, corresponding to a class of homological degree n− 1 in H∗(ΩSn). When char k 6= 2, the odd class ∂x is
not in the graded centre of k[∂x] since it would square to zero, and the image of I is the even polynomial subalgebra
k[η] ⊆ k[∂x] generated by η = ∂2x. When char k = 2, this distinction goes away and I is surjective.
Example 5.7. Let X = CPn−1 for n ≥ 3. One can again see that C∗(X ; k) is formal25, so letting A = H∗(CPn−1) =
k[x]/(xn) with |x| = 2 goes back to example 4.8. It follows that im
(
I) ⊆ H∗(ΩCPn−1)
)
is a polynomial subalgebra
generated by the class in homological degree 2(n− 1) when char k ∤ n, while I is surjective when char k | n.
Example 5.8. Let Q ⊆ k and let G be a compact simply-connected Lie group. Then C∗(G; k) is formal and
H∗(G) ∼= Sym(V odd) is an exterior algebra generated in odd degrees. This reduces to the BGG example 3.17, and so
I is onto. This example was treated geometrically over any coefficient ring k by Chas and Sullivan, where surjectivity
follows since the fibration ΩG→ LG→ G can be split using the group structure.
Cohen, Jones and Yan discuss in [13] the homology Serre spectral sequence coming from the fibration ΩX → LX →
X , and show that it gives rise, suitably regraded, to a multiplicative 2nd quadrant homology spectral sequence
E2p,q = H
−p(X ;Hq(ΩX)) =⇒ Hp+q+d(LX)
Our calculations of the intersection morphism I in the previous examples agree with the image of the edge morphism
H∗+d(LX)→ H∗(ΩX). Shamir investigated in [49] a similar spectral sequence for any ‘finite type’ simply-connected
dga A
E2p,q = H
−q(A) ⊗ ExtqA(k, k) =⇒ HH
p+q(A,A)
whose edge morphism HH∗(A,A) → Ext∗A(k, k) is the shearing morphism χ. It is very plausible that this spectral
sequence recovers the one studied by Cohen-Jones-Yan for A = C∗(X ; k). The results of the present paper suggests a
link between the higher commutators against twisting cochains introduced in Sect. 2.3 and the differentials in these
spectral sequences. This will be investigated in a later paper.
The image of the intersection morphism is typically quite small compared to the size of H∗(ΩX). In characteristic
zero, some of this can be ascribed to the expectation that the graded centre of H∗(ΩX ; k) ∼= U(π∗(ΩX)⊗k) be small.
However, this is no longer true if the Lie bracket on π∗(ΩX)⊗Zk vanishes, since then H∗(ΩX) is graded commutative,
and yet I is typically not surjective, e.g. ex. 5.7. The discrepancy is precisely accounted for by cor. 5.5: without
vanishing of the higher Massey-Lie brackets on π∗(ΩX)⊗Z k, the algebra H∗(ΩX) is far from A∞-commutative, and
so the image of I can still be quite restricted. Thinking along those lines, we recover algebraically the following
proposition of Fe´lix, Thomas and Vigue´-Poirrier on surjectivity of the intersection morphism:
24Possibly different from Adams’ isomorphism.
25Associative algebras of the form k[z]/(zn) are intrinsically formal by simple Hochschild cohomology calculations using results of
Kadeishvili [30].
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Proposition 5.9 (Fe´lix, Thomas and Vigue´-Poirrier, [18]). The intersection morphism H∗+d(LX ;Q)
I
−→ H∗(ΩX ;Q)
is surjective if and only if X is rationally homotopy equivalent to a product of odd dimensional spheres (equivalently,
its cohomology H∗(X ;Q) = Sym(V odd) is an exterior algebra on odd generators).
Proposition 5.10. Let A be a strongly connected dg commutative algebra over a field k of characteristic zero, with
minimal associative Koszul dual A!. Then the shearing map χ : HH∗(A,A) −→ A! is surjective if and only if A is
quasi-isomorphic to a symmetric algebra with trivial differential.
Proof. Let L be a minimal model for LcoA, which exists since A is strongly connected26. According to 2.40 we can
use A! = U(L∗) as a model for the minimal associative Koszul dual of A. By theorem 3.15 if HH∗(A,A)→ A! is onto
then A! is A∞-commutative, so A
!Lie is completely abelian by 3.12. This implies that the sub-L∞-algebra L
∗ →֒ A!
Lie
is also completely abelian, and hence so is the L∞-coalgebra L. The quasi-isomorphism CL
∼
−→ A witnesses the main
implication of the theorem. The other implication is well-known, see 3.17.
This proposition is false in positive characteristic as the example A = k[x]/(xp) shows. It would be interesting to
establish a positive characteristic analog.
Now prop. 5.10 applied to A = APL(M ;Q), coupled with the result that symmetric algebras are intrinsically
formal as graded commutative algebras implies that I is surjective if and only if H∗(X ;Q) ∼= Sym(V ), in which case
H∗(X ;Q) = Sym(V odd) is an exterior algebra for dimension reasons.
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