INTRODUCTION
The subject of Monte Carlo optimization has received considerable attention in recent years, primarily through advances in derivative estimation techniques for discrete event systems.
A typical setting for such optimization problems is the following: It is desired to maximize g(S) = &(7) over 0 E 0 where 7 is interpreted as the performance associated with each realization of a stochastic system which depends on a parameter 0.
Algorithms of the Robbins-Monro type search for a zero of the gradient by iterating according to &+1 = k 4 &@4L)
where {an} is a sequence of step sizes and Vgqfl) is an estimate -of VEe(y).
Specific characteristics of Vg vary; but one issue of particular importance is whether or not it is unbiased in the sense that
'40 E 0.
Recent advances consist of finding easily computed estimators satisfying (2). See Meketon [9] for a survey and references.
In this paper, we consider only derivative estimators of the infinitesimal perturbation analysis type: Suppose Lc: is a random variable, vector or sequence whose distribution depends on 0 -for now, a scalar -and s(Q) = Ed71 where 7 = r(X).
The idea is to (t,ry to) construct a family of random elements X(B) on a single probabilty space in such a way that y(0) = I'(X(0)) is almost surely differentiable with respect to 0. Then g'(0) is estimated using 7'(B). (It may be more descriptive to refer to these as "common random number" or "common probability space" derivative estimators (as in Glynn [5] ) and to reserve the name "perturbation analysis" for the particular implementation associated with networks of queues.)
Our goal is to use some simple ideas from calculus to provide easily checked conditions for the unbiasedness of these derivative estimators.
We do not attempt to formulate the most general conditions; necessary and sufficient conditions can be stated succinctly in terms of uniform integrability, but these are rarely immediately applicable. Instead, we seek conditions that are simple enough to be easily checked and cover enough cases to be interesting. Furthermore, by illustrating the use of this framework in a -variety of examples, we suggest new areas of application.
PRELIMINARIES
The most important ingredient in the unbiasedness of IPAlike estimators is usually the almost sure continuity of 7 as a function of 8. This was first noted in Cao [I] and is also the motivation for the approach in Gong and Ho [6] . It may seem strarlge that continuity should be an issue once differentiability is assumed; the point is that even if 7 is as. differentiable for each f? in the parameter space 0, it may happen that 7
has discontinuities in 0 with probability one. An analogy can be made here with the sample paths of a Poisson process as functions of t: a Poisson process has discontinuous sample paths which are a.s. differentiable (with respect to 2) at each t > 0.
Our approach is to focus on continuous, piecewise differentiable 7; we believe this to be the most interesting class of functions with which IPA can be used. We also advocate a particular approach to proving unbiasedness in such cases.
The basic result is the following lemma. Let the parameter space 0 be a finite interval (e,, 0,) and let 7 be a random function of 9 on a probability space (R, 7,P). Let D+,(W) be the subset of 0 on which y' exists. 
Proof. Part of the content of the lemma is that the derivative on the right in (4) exists. From a generalization of the mean value theorem (see, e.g., Dieudonne [2] p. 160).
-de0 + hj --deo) < #SE. Iy(e)l 7 whenever B. and 00 + h are in 0. Equation (4) follows from (3) and the dominated convergence theorem. In addition, we sometimes impose the regularity condition (A2). IdX;/d&J( 5 B(lXil + 1) for some constant B > 0.
Finally, we mention that it is occasionally desireable to re- However, we will not distinguish this case here.
We now return to (6). We suppose that (A3). r is continuous, and that for every B E 0, r is a.s. differentiable at x(0) = (X~(O), .,.,X,(e)). That is, letting & be the domain of differentiabiIity of r, we assume (A4). w E 0 p(x(e) E Dr) = 1. Note that r(.,w) fails to be piecewise differentiable if and only if w is in some Ah,. But from (Al) and (A4), y is a.s. differentiable at each 0 f (e,,&) so each Ak,,, has probability zero.
Hence, U, Uk Ah has probability zero, and this is just the set of w for which r(.,w) fails to be piecwise differentiable.
What makes Lemma 2 interesting is that it relates the as. 
We assume that every I', is continuous and also, for simplicity, everywhere differentiable. We further assume that N(X(*)) is, for each 0, a.s. constant in a neighborhood of 0. Under these assumptions and (Al), 7 is a.s. differentiable and
Equations (12) and (13) are typical of situations arising in complex discrete event systems, and also help to emphasize a point made earlier about the local and global dependence of 7 on 0.
Locally, 7 is just some l?,; thus it is a simple matter to write (13) and from (13) to find bounds on 17'1. But for any fixed h, it may happen that ~V(x(0 $ h)) # N(x(tJ)), in which case it may be difficult to bound ]7(e + h) -7(e)].
Bounding 17'1 is only useful if 7 is continuous. To guarantee this, we impose the following condition on {l?,} and N: If {$I"> and {y"} are sequences in R" -converging pointwise to g, then Note that it is not necessary that ,lil N(E") = ,Krl N(y").
Under (14), 7 is continuous, even across discontinuities in N(X(.)) -though 7' may fail to exist at such poi-nts. Therefore, if 7(e) = I'~(Xi(ti), .,.,X,(e)), 7 is continuous. If the f; are bounded, sup (7'1 is easily dominated using (13) and perhaps (A2).
This example easily extends to
where Zt is a semi-Markov process whose sojourn times Xi depend on 0 but whose embedded transition probabilities do not.
In this case, (16) takes the form (15) 'Ilre are interested in
Since n events occur in [0, r,,), 7 depends on 0 only through (at most) x*,1, . . ..x.,,.
I'he function (17) is superficially similar to (16), but there is an important difference, For (16) Thus, changes in 0 can, in general, introduce changes in {Y;}.
Such changes potentially introduce discontinuities in 7; thus, we must place some restrictions on the possible changes in {K} that can occur.
We now present two conditions that guarantee the continuity of 7. To simplify the presentation, we restrict attention to (Cl) and (C2) is Proof. Under (Cl) , (C2), (Al) and (A7), 7 is as. continuous.
For even if r;(e) = rj+i(6), 
