The structural integrity of vertebral trabecular bone is determined by the continuity of its trabecular network and the size of the holes comprising its marrow space, both of which determine the apparent size of the marrow spaces in a transaxial CT image. A model-independent assessment of the trabeculation pattern was determined from the lacunarity of thresholded CT images. Using test images of lumbar vertebrae from human cadavers, acquired at different slice thicknesses, we determined that both median thresholding and local adaptive thresholding (using a 7×7 window) successfully segmented the grey-scale images. Lacunarity analysis indicated a multifractal nature to the images, and a range of marrow space sizes with significant structure around 14-18 mm 2 . Preliminary studies of in vivo images from a clinical CT scanner indicate that lacunarity analysis can follow the pattern of bone loss in osteoporosis by monitoring the homogeneity of the marrow spaces, which is related to the connectivity of the trabecular bone network and the marrow space sizes. Although the patient sample was small, derived parameters such as the maximum deviation of the lacunarity from a neutral (fractal) model, and the maximum derivative of this deviation, seem to be sufficiently sensitive to distinguish a range of bone conditions. Our results suggest that these parameters, used with bone mineral density values, may have diagnostic value in characterizing osteoporosis and predicting fracture risk. 
Introduction
Osteoporosis is a complex, multifactorial metabolic disorder characterized by a loss of bone strength due to diminished bone mass and deterioration of the microarchitecture of trabecular and cortical bone. Whilst the most common method of assessing bone strength is to monitor loss of bone mass by bone mineral densitometry, the role of trabecular bone structure has increasingly been recognized as a significant contributory factor [1, 2] . Quantitative computed tomography (QCT) is able to isolate and image trabecular bone in vivo, but commercial clinical CT scanners have limited spatial resolution (ෂ0.5 mm) and are unable to properly resolve vertebral trabeculae. Modified peripheral CT systems [3, 4] with improved spatial resolution (ෂ0.20 mm), experi-mental high resolution (100-150 µm) scanners [5] and micro-computed tomography with spatial resolutions of around 15 µm [6] have all shown trabecular structure in the radius and the tibia. However, the high dose required to obtain images of the central skeleton at this resolution could not be justified for in vivo diagnosis of osteoporosis. Despite their resolution limitations clinical two dimensional axial images of thin vertebral slices will contain some architectural information, albeit in a blurred form which we will refer to as texture. The challenge is to identify textural parameters that can be determined in vivo and which provide sufficient structural information that they add additional sensitivity to the bone mineral density (BMD) values commonly used as an indicator of osteoporosis.
One of the simplest approaches for describing texture is to use moments of the grey-level histogram (e.g. pixel mean and variance) of the image. However, this analysis is necessarily limited since the whole image is considered to be the tonal primitive and is characterized stat-istically: information on spatial organization or periodicity is lost [7, 8] . We have previously reported that firstorder measures are not a useful indicator of texture in CT images of trabecular bone, but that second-order measures such as fractal dimension and lacunarity are able to characterize the texture of such images [9, 10] . Lacunarity was originally developed to describe a property of fractals [11, 12] , but is not predicated on selfsimilarity (i.e. fractalness) and can be used to describe the spatial distribution of real data sets [13] . This is a distinct advantage over fractal dimension, which has been commonly used as a compact descriptor of texture in medical images that often exhibit little self-similarity. Lacunarity plots explicitly characterize the spatial organization of an image, including the average size of any structural sub-unit(s) within an image, making them potentially useful in representing the trabecular thinning and perforation of vertebral trabecular bone associated with osteoporosis. The lacunarity algorithm is simple to implement, depending only on local means and variances calculated for different window sizes throughout the image. It is a mass-oriented metric that is insensitive to image boundaries, which complicate analysis by discrete Fourier transform. Lacunarity plots are robust to the presence of noise and blurring within the imaging system so that corrections for these effects need not be implemented for most studies. They can be generated in near real-time, following image acquisition and binarization.
Lacunarity analysis has been successfully used in landscape ecology with optical [14] and synthetic aperture radar [15] images. Grey-scale images were pre-processed to derive an ordered series of binary images based on quartiles of the image histogram which were then analysed separately. This treatment was successful because each binary image could be associated with scene features related to interactions with the illuminating radiation. However, the preprocessing by quantiles is arbitrary and is likely to introduce some bias; in most medical imaging the objects of interest are well-defined and known a priori, so that a single thresholding to produce two classes (foreground and background) is likely to be more appropriate.
There are numerous thresholding schemes that can be used to segment grey-scale images and the selection of a particular method is often governed by the level of noise present and the image contrast [16] . Analysis of the resulting binarized images can produce significant differences. We compared the use of three global thresholding schemes (using the mean and median density of the images, and a method based on discriminant analysis [17] ) and a local adaptive thresholding method using a 7×7 window [18] on a set of 16 test images of vertebral bone in order to assess the most appropriate scheme for such images. We investigated the limits of sensitivity of the lacunarity technique in delivering architectural information, such as the degree of heterogeneity within the image and the size of any structural sub-unit. The technique was then applied to a set of ten clinical images, taken from female volunteers with a range of bone densities, to determine its potential in distinguishing osteoporotic from non-osteoporotic patients.
Materials and methods

Test images
The lumbar vertebrae (L4) from four female human donors (mean age 45±2 years) were collected at autopsy. All had died suddenly from accidents, and none had a history of metabolic bone disease or fractures. The vertebrae were soaked in a dilute formalin solution for one week to rehydrate the bone and eliminate trapped air from the trabeculae. Axial CT images of the vertebrae were obtained using a previously developed protocol [10] , and a scan field of view (FOV) of 25 cm. Scans were taken through the middle of each vertebra, parallel to the vertebral endplates, using slice thicknesses of 1,3,5 and 10 mm and a scan time of 3s. Each image was stored as 512×512 pixels with 12-bit quantization, although it was convenient for further analysis to rescale the pixel values to the more familiar range of [0, 255] . A standard mineral-equivalent bone phantom (QCT phantom, Image Analysis Inc., Irvine, CA) was included in each view to calibrate the pixel values so that the average BMDs could be obtained.
For each of the 16 images, a square (48×48 pixels) region of interest (ROI) was extracted close to the anterior surface of the vertebra and comprising mostly trabecular bone. We have previously shown that selecting adjacent ROIs up to 4 pixels apart does not significantly affect the resulting lacunarity estimates [10] . Each group of ROIs from a particular vertebra was spatially registered by translating and rotating the four ROIs into alignment based on three fiducial points chosen from each. Identically registered ROIs of 32×32 pixels, comprising trabecular bone only, were then extracted for subsequent analysis as test images.
Clinical images
Images of the L4 vertebrae of ten female Kuwaiti volunteers (mean age 48.8±3.3 years), labelled A-J (Table  1) , were taken in vivo using the same technique factors as for the test images, but with a scan FOV of 35 cm (to include larger patients) and a slice thickness of 5 mm (to enable BMD and texture estimates to be made from the same image). These patients had been referred to the Faculty of Allied Health Sciences as part of their clinical evaluation of osteoporosis. None of the subjects had a history of bone fracture or major systemic disorder: all [20] , the BMDs are considered normal if they are within ±1 standard deviation (SD) from the normative, low/high if they are 1-2 SDs lower/higher than the normative, and very low/very high if they are more than 2 SDs below/above the normative.
gave informed consent. The study was approved by the Ethics Committee of the Health Sciences Center, Kuwait University. A ROI of 32×32 pixels, comprising trabecular bone close to the anterior surface of the vertebra, was directly extracted from each of these CT images and these are henceforth referred to as the clinical images. Spatial registration was not appropriate.
Summary statistics
The compression rate and entropy of an image characterize the complexity of the image and may indicate the degree of texture therein. The compression rates and entropies were obtained using MKS Toolkit 6.1 (Mortice Kern Systms Inc., Waterloo, Canada). The effective (lossless) compression rates relate to the expressed bandwidth (grey-scale range) for Huffman compression. The entropy of an image is a measure of its information content. Low compression rates and high entropy values indicate a more complicated image, with little redundancy and a lot of randomness (and, hence, a higher fractal dimension).
Fractal dimension
The fractal dimension of each image, taken as an average over the mid-range of spatial frequencies, was computed using the Fourier power spectrum algorithm [19] . The effect of blurring by the CT scanner was removed by dividing the radial power spectra of the images by the square of the scanner MTF [10] resulting in estimates of fractal dimension within the theoretically allowed range 2.0-3.0.
Lacunarity analysis
Lacunarity, L(r), can be defined in terms of the local first and second moments (i.e., local mean and variance) measured for different neighbourhood sizes, r, about every pixel in an image [13] , i.e.
where mean(r) and var(r) are the mean and variance, respectively, for a neighbourhood size, r, using all neighbourhoods of that size within the image (viz. exhaustive sampling). The lacunarity was measured from the binarized images as is common practice [13, 15] . It is in effect a mean normalized variance, calculated as a function of neighbourhood size. The lacunarity as a function of neighbourhood size is generally presented as a log-log plot, which illustrates the scale dependency of spatial nonstationarity in the image. The use of a square neighbourhood constrains the manifestation of the spatial heterogeneity to translational invariance. Higher lacunarity values indicate more translational invariance (higher contagion), i.e. a wider range of sizes of structures within an image. The decay pattern of the lacunarity plot contains significant information about the spatial structure of the image [10, 15] . The lacunarity plot for a selfsimilar fractal, for example, would be linear.
In the case of lacunarity plots that are close to linear, it is instructive to plot their deviation from a straight line representing a self-similar fractal (viz., no change in spatial pattern or texture with window size). This will emphasize subtle differences that are not conspicuous in the decay curves themselves, and is useful in identifying size ranges for different tonal features. Positive (negative) deviations indicate greater (less) spatial homogeneity than the scale-invariant (fractal) neutral model, and a prominent maximum (obtained from the derivative of the deviations) will indicate the typical size of a structuring element (e.g., marrow space) in the image.
Results
General observations
The mean BMDs measured from the test images, over a region comprising the central core of the trabecular bone [20] , were identical to within experimental error at 170±15 mg cm Ϫ3 . The BMDs for the clinical patients, and their resulting designations compared to the mean age-and sex-matched value for a normative population of the same ethnicity [21, 22] , are shown in Table 1 . Table 2 shows summary statistics for the images. With the four test images the compression rate increases monotonically with slice thickness whilst the entropy and average fractal dimension decrease monotonically, as expected for a set of images that is progressively blurred. By comparison, the ten clinical images (all taken with a 5 mm slice thickness) have lower compression rates and higher entropy. The images from patients A and B (high BMD) and patients H, I and J (very low BMD) show the most redundancy and lowest entropy, the images from patients C, D and E (normal BMD) show less redundancy and higher entropy, and the images from patients F and G (low BMD) show the least redundancy and highest entropy. There is a significant correlation (Pearson's correlation coefficient, r=0.87) between the effective entropy and the average fractal dimension of the ten images, although the limitations of using a global fractal dimension to characterize image texture are well documented [10, [23] [24] [25] . The correlation is negative and is less significant (r=Ϫ0.17) amongst the images C to G, indicating that the global fractal dimension may be of little use in distinguishing images corresponding to normal and low BMDs.
Lacunarity of the test images
The lacunarity plots resulting from global thresholding of a typical group of test images, identical except for acquisition slice thickness, are shown in Fig. 1 . Fig.  1(a) shows the plots when the median of the pixel values was used for thresholding, Fig.1(b) when Otsu thresholding (based on discriminant analysis [17] ) was used, and Fig.1(c) when the mean was used. The plots lie close to each other and have limited linearity, confirming that the images are multi-fractal and that a single fractal dimension computed for each over a specific range of window sizes would likely be of limited use in distinguishing them. Only median thresholding [ Fig. 1(a) ] results in plots which show lacunarity varying monotonically with slice thickness, which is the expected behaviour. For a series of progressively blurred grey-scale images, the standard deviations of the images will become monotonically smaller. After thresholding, the binarized images corresponding to the more blurred grey-scale images would be expected to show progressively less 'bone' (i.e., foreground) and consequently larger intercepts on the lacunarity plot. This trend is evident in Fig. 1(a) for median thresholding, but not in Fig. 1(b) or (c) for Otsu and mean thresholding, again indicating that median slicing is more appropriate. Similar results were obtained for the other three groups of test images (not shown). Fig. 2(a) shows the percentage deviations from selfsimilarity for different window sizes, using median thresholding, for the same group of test images and demonstrates an increase in spatial homogeneity with greater slice thickness. This agrees with visual inspection of all the binarized test images: as the slice thickness increases, small 'bone' islands disappear, adjacent medium-sized areas tend to coalesce and large complex areas become smoother. The window areas corresponding to the maximum deviation are indicative of the typical size of the structuring element (e.g. marrow space). The values are more readily obtained from the zerocrossings of the first derivative of the deviation [ Fig.  2(b) ]. The average structural unit size is 18.0±4.0 mm 2 in the sharpest (1 mm slice thickness) images, 19.5±4.0 mm 2 in the images acquired with a 3 mm slice thickness, and 22.0±5.0 mm 2 in the most blurred (5 and 10 mm slice thickness) images. The increase in apparent size is the expected effect of the reduced proportion of 'bone' with blurring. The derivative plots show second zerocrossings at window sizes of 80-100 mm 2 , which may indicate that there is another level of organization comprising units of four of the smaller structures. The corresponding plots for mean and Otsu thresholding (not shown) failed to show a monotonic change in aggregation with slice thickness, and consequently these schemes were not considered further. Fig. 3 shows typical test images (for slice thicknesses of 1 and 10 mm), and the resulting binarized images when local adaptive thresholding was implemented: each pixel was designated 'bone' or 'non-bone' depending on whether its value was greater or less than the mean of its local 7×7 neighbourhood. The resulting lacunarity plots [ Fig. 4(a) ] are more linear than those obtained with global thresholding, and show the expected trend of increased lacunarity with increasing slice thickness. Fig.  4(b) shows that the deviation of the locally thresholded images from self-similarity is significantly smaller than for the (globally) median thresholded images, but the trend with slice thickness is similar with the spatial homogeneity increasing with slice thickness. The structural unit size corresponding to the window size at which a first maximum deviation occurs can be obtained from the zero-crossing of the derivative of the deviation [ Fig. 5 shows examples of the clinical images (A and F), and the results of binarization using local adaptive thresholding. The lacunarity plots for all ten clinical images are shown in Fig. 6(a) . The plots are typically non-linear indicating a high degree of multi-fractalness: they are distinguishable from each other although no simple trend is evident. The deviations from self-similarity are shown in Fig. 6(b) . All the images show posi- tive deviations, indicating greater spatial homogeneity than the scale-invariant (fractal) neutral model. The deviations show a sigmoidal shape with window size, reaching characteristic maximum levels. The plots from images H, I and J are very similar to each other, but noticeably different from the others because they reach their maximum levels at considerably larger window sizes. There are no maxima for any of the plots, so that the derivatives [ Fig. 6(c) ] do not show zero-crossings.
Lacunarity of the clinical images
The values of the maximum (percent) deviations (MAXDEV) from neutral (fractal) behaviour for each image are plotted against the corresponding BMDs in Fig. 7 . It is difficult to assess precisely from Fig. 6(b) at what window sizes these maximum values are first achieved, so we took the window sizes (WINSIZE) at which 90% of the maximum deviation occurs to be a characteristic size. The points of inflection on the deviation graphs can be precisely identified as the maxima on the derivative graphs [ Fig. 6 (c) ]: we measured the value of these maxima and refer to them as MAXDERIV. The values of these derived parameters are also plotted in Fig. 7. 
Discussion
In CT images of trabecular bone the trabeculae are not properly resolved, but are blurred to sizes comparable with the scanner resolution. The observed densities at the centres of the trabeculae typically depend on local geometry and thickness and are lower than their true values, particularly for thin trabeculae. The blurring results in transition regions with observed density between bone and marrow, with the actual trabecular boundaries lying within these transition regions. Blurring is not only restricted to the plane of the CT slice (X-Y), but also results from superposition in the orthogonal (Z) direction as a result of finite slice thickness. The smooth range of intervening grey levels present in the original CT images is largely an artefact of the imaging system rather than real intermediate values, so that binarizing the images does not significantly reduce their actual, as opposed to apparent, information content. However, the thresholding criterion used to establish the spatial boundaries of the trabecular bone must be carefully considered, especially since the presence of such extensive blurring has degraded the grey level spectrum of the image into a single diffuse peak. The most straightforward means is by using a simple global threshold. The threshold would not be the same between different images, because of different and non-uniform bone densities between specimens and because of different acquisition conditions and differences between CT scanners. In fact, simulations of thin structures [26] have shown that no global threshold, no matter how ingeniously chosen, will produce a binarized image that presents the true thickness. Nevertheless, the use of a global threshold is so computationally attractive that it has been almost universally adopted [6, 27] and the judicious choice of a threshold specific to each particular image may prove to be a reasonable compromise between accuracy and computational efficiency, especially for images of high contrast. We examined four segmentation schemes in an attempt to find which could best segment blurred CT images. Using a series of test images, we found that both (global) median and local adaptive thresholding segmented the images in a consistent manner.
The resulting estimates of marrow space size for the test images (viz., 14-18 mm 2 for the sharpest images), derived from the deviations from lacunarity [Figs. 2(b) and 4(c)], are consistent with the trabecular separations ranging from about 2.6 mm for normal pre-menopausal women to nearly 6 mm for osteoporotic women determined from image analysis of high-resolution CT images of vertebral bone [28] .
Osteoporosis is routinely assessed from comparison of the medullary BMD with age-matched controls (Table  1) . Classification can be assisted by considering the morphological pattern of trabecular bone [29] , despite its degradation in the CT image: and the density profile across the trabecular region [30] leads to an analogous classification ( Table 3 ). The fractal dimension of the density profile has been used [30] to quantitate the rather subjective visual appearance of the density profile, but we consider that the average fractal dimension of the whole spongiosa area may be more reliable. There are concerns about using fractal dimension alone to charac- Table 3 A visual classification scheme for the assessment of the trabecular structure as used for the determination of the degree of osteoporosis (columns 1, 3 and 5 are after Ref. [30] : columns 2, 4 and 6 were added inferentially by the authors) terize pattern [10, 23] . Furthermore, trabecular bone images are known to be multifractal [24] , and the concept of a fractal signature [10, 25] has been invoked to characterize such textures. Notwithstanding these concerns, it is interesting that the fractal dimensions determined from the spongiosa area of our patients (Table 2 ) match the visual classification scheme enunciated in Table 3 with images A and B (from high BMD patients) and H, I and J (from very low BMD patients) having a low fractal dimension compared with images D and E (from normal BMD patients) and F and G (from low BMD patients). The value of the fractal dimension does not change monotonically with BMD if healthy patients with a higher than normal BMD are included. This seems to be the cause of a reported contradiction [31] . If Type 1 (healthy) patients were excluded from our sample, the fractal dimension would appear to decrease monotonically with reducing BMD as expected intuitively with a progressive loss of trabeculae. Indeed an earlier study of dental radiographs of the maxillary anterior alveolar region [31] , which contains a relatively high concentration of trabeculae, reported a monotonic decrease in fractal dimension with decalcification (viz. simulated osteoporosis). However, if Type 4 (severely osteoporotic) patients were excluded from our sample instead, it could appear that fractal dimension increases with reducing BMD, although the poor discrimination between patients with normal and low BMD is a confounding factor. Such a trend has been reported in studies of radiographic images of a human calcaneous (heel) bone during immobilization [32] and of mandibular alveolar bone after decalcification [33] . Clearly, changes in fractal dimension need to be interpreted with care. Table 3 suggests that both healthy and severely osteoporotic bone will generally have a low fractal dimension (with the latter being multi-fractal), and normal and osteopenic bone will have higher fractal dimension and will be difficult to distinguish on the basis of fractal dimension alone.
The trend in the maximum (percent) deviations (MAXDEV) from fractalness (i.e. degree of homogeneity) for the clinical images is interesting (Fig.  7) . The images from patients A and B (high BMD) show the most homogeneity (i.e. largest maximum deviation): images C, D and E (normal BMD) are less homogeneous, and images F and G (low BMD) are less homogeneous still: whilst images H, I and J (very low BMD) have a homogeneous structure similar to images A and B. This relationship between degree of homogeneity and BMD is consistent with the visual classification of Table 3 .
The absence of maxima in the deviation plots for the clinical images [ Fig. 6(b) ] was thought to be related to the use of 5 mm scan thicknesses, a consequence of our desire to limit patient exposure, and the consequent blurring: however, two patients (B and F) were re-scanned using a 1 mm scan thickness, and the subsequent deviation plots showed similar sigmoidal shapes with no maxima (not shown). The shape of the deviation plots are the result of a complex distribution of marrow space sizes, and confounded our attempts to define a characteristic marrow space size for each image. Nevertheless, the shapes of these plots presumably contain information on the underlying distributions: and they can be characterized by the window sizes where the plots first reach their maximum values and by the curvature of the sigmoidal plots. Both these measures are difficult to determine precisely, but are related to the window sizes at which 90% of the maximum values occur (WINSIZE) and the maximum value of the derivatives of the percentage deviation (MAXDERIV) respectively. These measures are shown in Fig. 7 . WINSIZE is a measure of the characteristic marrow space size: it increases slightly through images A-G (viz. those assessed as having high, normal or low BMDs) but jumps significantly for images H, I and J (viz. those from pataients with very low BMDs). MAXDERIV is another derived parameter related to marrow space size. It is strongly correlated with BMD (r=0.939), the positive correlation with BMD indicating that it is inversely related to marrow space size. Comparison of the values obtained for WINSIZE and MAXDERIV with 'gold standard' values, measured histologically [34] , for a larger sample of patients would be needed in order to establish how valid they are as indicators of marrow space size and which of them is the more sensitive.
During ageing and osteoporosis, the trabecular network in human vertebrae loses connectivity through a thinning and loss of trabeculae accompanied by an increased spacing between them [35, 36] with a consequent loss of bone strength and increased fracture risk [37] . Numerous studies have attempted to use histomorphometric indices such as trabecular thickness (Tb.Th) and trabecular separation (Tb.Sp) [38, 39] , or extensions of these to digitized projectional overlays [40, 41] , to follow these structural changes. However these indices are first order statistical measures similar to the standard deviation of the grey level values of thresholded images: it has been recognized that second order statistical measures which quantify the relationship between neighbouring pixels would likely provide more information on the pattern of trabeculation [41] . Three-dimensional histomorphometric indices have also been invoked [6] . Unfortunately, these indices assumed a plate model [38] for the trabecular bone in their derivations. Although the parallel plate model accurately describes the trabecular bone in the femoral head, it is not appropriate for the lumbar spine in which the trabecular bone has a significant rod-like component [6, 42] . Our study suggests that lacunarity, which is a second order statistical measure, can successfully characterize the trabeculation pattern in vertebral bone with sufficient sensitivity to distinguish different degrees of bone quality.
Even though the images are poorly resolved, the resulting estimates of lacunarity and fractal dimension from appropriately thresholded CT images of the lumbar vertebrae are not significantly different from those obtained with high-resolution images [9] . As shown histologically, the existence of marrow spaces in the trabecular network and their size determines the structural competence of the bone network [34] . As osteoporosis proceeds, and trabeculae are thinned and lost, the remaining trabeculae are more widely separated, less connected, and less likely to withstand a compressive force [35] . Such a pattern of bone loss can best be followed by examining the homogeneity of the marrow spaces, which is related to the connectivity of the bone network, and can be determined from the lacunarity of the image. The marrow space size in thresholded CT [43] and magnetic resonance [44] images has been investigated using a region growing algorithm, and compared with a putative connectivity index. The marrow space increased with bone loss, and the connectivity index decreased. However a wide variation in marrow space sizes was found within each subject: although the majority of spaces were less than 0.5 mm 2 , the presence of a few large holes resulting from breaks in the network skews the average values. This wide distribution in marrow space sizes may be the reason why a mean size could not be determined from our deviation plots derived from lacunarity. Notwithstanding, it is clear that the values of maximum deviation (and the maximum derivatives of the deviation) incorporate this distribution and reflect bone connectivity and hence bone strength.
Our preliminary results on a limited patient sample indicate that, provided local adaptive thresholding is adopted, derived parameters (such as the maximum derivative of the deviation (MAXDERIV) and the window size at 90% maximum deviation (WINSIZE), and the maximum deviation from fractality (MAXDEV)) can successfully distinguish different degrees of osteoporosis through their ability to monitor marrow spaces and their connectivity. Even small ROIs (e.g. 32×32) in a vertebral bone image can be used. Lacunarity analysis of the vertebral trabecular texture is a promising additional diagnostic tool to complement BMD in assessing bone quality to characterize osteoporosis and to improve the prediction of individual fracture risk. We are currently applying the technique to a much larger group of patients in order to establish its diagnostic value. Given the standard deviation of the variables in this pilot study, at least 30 patients would be required to demonstrate an association between the image parameters and the BMD with a statistical power of 0.8 at a probability level, p, of 0.05.
