English teachers often have difficulty matching the complexity of fiction texts with students' reading levels. Texts that seem appropriate for students of a given level can turn out to be too difficult. Furthermore, it is difficult to choose a series of texts that represent a smooth gradation of text difficulty. This paper attempts to address both problems by providing a complexity ranking of a corpus of 200 fiction texts consisting of 100 adults' and 100 children's texts. Using machine learning, several standard readability measures are used as variables to create a classifier which is able to classify the corpus with an accuracy of 84%. A classifier created with linguistic variables is able to classify the corpus with an accuracy of 89%. The 'latter classifier is then used to provide a linear complexity rank for each text. The resulting ranking instantiates a fine-grained increase in complexity. This can be used by a reading or ESL teacher to select a sequence of texts that represent an increasing challenge to a student without there being a frustratingly perceptible increase in difficulty.
Introduction
The purpose of this paper is to provide a method of determining the difficulty level, or 'reading complexity', of a corpus of fiction texts. The idea here is that such a measure can help English teachers determine 1) the appropriate text to prescribe for a student at a given level of English reading and 2) a subsequent series of texts that are of gradually increasing complexity.
The evidence shows that reading fiction texts has a greater positive impact on verbal ability than reading non-fiction (Mar and Rain 2015) . This is not because there is any measurable difference in the range of vocabulary (McCreath et al 2017) . One possible reason is that there is an emotional element involved with fiction (ibid) and learning takes place more effectively with such associations (Hascher 2010) . Along with the commonly accepted benefits of reading, there is also a benefit associated with writing: Douglas & Miller (2016) found that the sophistication of reading level in business students was positively associated with the level of sophistication in their writing. Finally, the benefits for vocabulary growth of reading cannot be overestimated. For a systematic analysis of the benefits of reading for vocabulary growth, see Nation (2015) .
With these observations in mind it seems obvious that an English teacher needs to promote as much reading as possible and that promoting the reading of fiction is preferable to promoting the reading of nonfiction. However, how does the ESL teacher choose the best text for a student? If the text is too difficult, the student will become frustrated (Feng et al 2013) . The student should ideally be learning new words but not to the point that their enjoyment of the text is hampered by a lack of comprehension. The idea here is that a student needs to know at least 95%-98% of the words in a text in order to comprehend it (Laufer & Ravenhorst-Kalovski, 2010) . Furthermore, even if a teacher is able to find the ideal text level, what text should she provide the student with after the student has read that text? If the next text presents a level of difficulty that is significantly above the first text, then the frustration problem emerges. If the second text is too much simpler than the initial text, then there is a possibility that the student will not be learning new vocabulary.
A graded series of texts solves this problem. A teacher can quickly determine the level at which a student is reading by getting them to read a section of the text. If the student reports that she does not understand the text, the teacher can select a text that is further towards the less complex end of the spectrum, By this means, the ideal reading level is found. At that level, the full text is read and the next text to be read is the text that is next highest in complexity. This process continues such that the student is reading texts of increasing complexity but the gradations are such that the student does not perceive that each text is significantly harder. Furthermore, due to the repetition of new vocabulary at given and closely contiguous levels, much of the new vocabulary can be learned in context. That is, the new vocabulary can be learned without frequent recourse to a dictionary, which is similar to the way in which native speakers learn new words.
The purpose of this paper is to present a grading of 200 fiction texts according to their reading complexity. The analysis falls into the area of readability research which has been an important issue since Flesch (1948) produced the Flesch measure of readability. Numerous methods have been subsequently derived, all of which have various advantages and disadvantages. However, the important issue here is that most measures were designed for nonfiction and, furthermore, are not accurate enough to provide a fine-grained gradation between texts of differing complexity. Both of these problems are addressed in this study.
Previous Work In Readability/Text Complexity
There has been a plethora of work in readability in the last century, with much of the work being conducted in the last 20-30 years due to the advent of easily available computing resources. As such the following outline of the research is only a sample. The studies have been selected on the basis that they represent a given type of or approach to the problem of reading complexity. For more comprehensive overview of the field in general see Collins-Thompson (2014) . Flesch's (1948) measure of 'Reading Ease was designed to place a given text on a scale of 0 -100, with 100 being very easy to read and 0 being very difficult. The formula is R:E: = 206:835 -0:846wl -1:015sl, where wl is the number of syllables per 100 words and sl is the average number of words per sentence. Variations on this formula are designed to place texts into US grade levels. The various Flesch formulae are very prominent and have significantly influenced the field of readability analysis. The Fog index (Gunning 1953 ) is a similar measure, based on the formula Fog Index = 0.4 * (ASL + PHW), where ASL is the average sentence length and PHW is the number of words with more than two syllables.
The main problem with this kind of formula is that there is no account taken of the semantic element of text (Hartley 2016 (Hartley :1524 . Dale and Chall (1948) go some way towards addressing this issue Fiction Text Complexity Ranking by incorporating a measure of difficulty based on the extent to which the text contains words that are outside a list of 3000 common words. In a simiar vein, Spache (1953) provides a formula for estimating the difficulty of early primary texts using the formula Index/Grade Level = (0.141 X ASL) + (0.086 X PDW) +0.839, where ASL is average sentence length and PDW is the percentage of difficult words based on Spache's word list.
In the last two decades, the Lexile (Stenner 2001 ) measure has become popular. This measure includes the syntactic measures based on sentence length and number of syllables, but also includes a measure based on the extent to which the words in text words which occur frequently in English. The frequency of words is a measure which has developed over several decades of research into corpus linguistics. The idea here is that those words that are encountered frequently are more familiar, and texts which contain such words are likely to be easier to understand than texts with less frequently encountered words. Ardoin et al (2010) provides an overview of the research into how accurate these standard measures are for predicting one proxyfor text complexity -words read correctly per minute. The conclusion is that the standard readability formulae are not good predictors of reading difficulty.
The above measures are based on a priori assessments of what makes text complex. In recent years the approach has been to use computational linguistics and machine learning to examine large corpora of texts to look for differences between texts assessed as being of different levels of difficulty.
The procedure here is to take a corpus of texts that have been labeled with grade or age levels, break the texts down into various linguistic variables, and then use computer modeling methods to look for differences in how the linguistic variables vary as between grade/age levels. The important point here is that the more modern modeling methods are not based on a priori assumptions about text complexity; they are empirical in that a vast number of linguistic variables are included in the analysis and the final model is the result of the patterns that have been discovered in the data.
A good example of the machine learning approach is Xia, Kochmar & Briscoe (2016) . This study used the WeeBit corpus of children's/teenagers' informational texts which has five age groupings from 7-8 to 14-16. A second corpus was derived from the Cambridge English Examinations in English as a Foreign Language. This system has texts from five different levels which correspond to the Common European Framework of Reference (CEFR) language levels from A2 to C2. The study used a range of traditional readability formulas, measures of lexical variation and density, variables derived from the Academic Word List (Coxhead 2000) , syntactic variables, and cohesion and coherence variables. Combining all these variables and using support vector machines as the modeling method, an accuracy of 80% in classifying the WeeBit corpus was achieved. Using similar variables, an accuracy of 78.5% was achieved on the Cambridge examination corpus.
The important point about this kind of approach is that it makes no claims about the likelihood of any given variable being related to the complexity of the text. A vast number of variables is included in the modeling procedure and the machine learning algorithm is used to determine the complexity of the a given text based on the patterns in the data. It is this approach that is used in the current study.
Materials and Methods

The Corpus
There are many studies that have applied readability assessment methods to fiction. However, most of the measures used were initially calibrated on nonfiction and were then applied to fiction. There is very little research that has been devoted to specifically designing metrics to assess the reading complexity of fiction. The current study differs from most in that focuses entirely on designing a measure for fiction complexity. For this reason, the modeling corpus consists entirely of fiction texts.
A second major respect in which the current study differs from the mainstream approach is that it does not attempt to categorise texts as being associated with a given grade or age level. Instead, it attempts to provide a relative measure of complexity. This is by no means unique: Flesch (1948) was one of the early methods which assigned a similar measure of 'reading ease' between 0 and 100. There have been several others that do not associated text difficulty with age or grade level. However, most of the latest methods using computational linguistics and machine learning use either age or grade levels as the dependent variable in the creation of models designed to classify texts by complexity. The problem here is that it is difficult to assign an age or grade level to many fiction texts. Certainly the works of Enid Blyton might be confined to readers of primary school age. But the ostensibly 'primary' text, Carroll's The Adventures of Alice in Wonderland, can be read by children but can also be enjoyed by older children and adults who can enjoy the author's mathematical and philosophical allusions.
Similarly, Graeme's The Wind in the Willows has social and political elements which make it enjoyable for those beyond 'primary' level. In short, many primary level books can be understood by primary level children but to assign a specific age or grade is difficult. This is not the case with a history text written specifically for year 6 students.
The approach taken in this study is not to attempt to assign an age or grade to texts but to select one set of texts that are generally considered to be able to be comprehended by primary level children and another that are considered to be beyond the comprehension level of primary children. Thus, the corpus is a binary design, consisting of a group of 100 typically primary school-level texts and a group of 100 typically adult-level texts. The idea here is that there should be a sufficiently large gap between the two groups in terms of complexity that the modeling procedure will detect a strong signal. As the modeling procedure demonstrates, this intuition is supported in that the model is able to correctly classify the 200 texts with an accuracy of 89%, demonstrating that there is a significant difference between the two groups of texts which, it can be argued, represents a difference in complexity.
The primary school corpus was selected on the basis of the appearance of constituent books on reading lists of primary schools in the UK, the US and Australia for students in year 3 and above. Such lists typically include books that are traditionally read by children, such as Grimm's fairy tales and classic books written specifically for children such as Enid Blyton's Famous Five series, as well as modern children's books such as the early Harry Potter books. Where possible, the suggested age range of books was checked with the current publisher. Any book that had an age range recommendation where the lower limit of the age range was greater than 12 was excluded. The idea here is that there should be a general impression on the part of schools and publishers that the book can be understood by primary school students. One caveat in relation to the selection of texts is that the final selection consists of only those for which an extract was available in digital form.
The adult group was selected by consulting college, senior high school and advanced placement reading lists as well as publishers' websites. Any book that was recommended for readers for young adults was excluded. Where a specifically mentioned work by an author was not available in digital form, another work by the same author was sought.
The extracts for books sourced from such repositories as the Gutenberg project (www.gutenberg.com) were significantly larger than the extracts from the later works, largely due to copyright considerations. For most of the books, the extract used consists of one chapter. In some cases this was not possible. However, for all cases the extract was at least 300 words (min = 377;max =26389; mean= 3147; stdev=3183) which is above the standard cut-off of 200 words for validity of many readability formulas. The actual word count for each extract is given in Appendix 2.
Thus, the corpus consists of two groups of texts which, theoretically, are separated by a 'sophistication gap'. Interestingly, despite this gap, the traditional measures of readability indicate that there is not a great difference in difficulty as between the two groups. Using an average grade level derived from 29 standard reading measures (Readability Studio 2015) the average grade level of the primary texts is 5.7 while that for the post-primary texts is 7.6 (p<.001; two tailed test). This indicates that on the basis of standard readability measures, the books read by adults are less than two years ahead of those read by primary school children. However, as we shall see, there is a great deal of variation in the actual complexity of texts. Thus, while it is some books often read by adults are quite simple, others are quite complex.
The Variables
The dependent variable was coded as 0 for those texts that were in the primary category and 1 for those that were in the post-primary category.
The independent variables included traditional readability metrics, syntactic variables and semantic variables. Thirty-four standard readability metrics were derived from a professional readability program, Readability Studio (2015) . However, several of the metrics were not appropriate because they provided a range for texts rather than a discrete number. several metrics were discarded because they provided an open-ended category for some levels (eg: 19 years +). Other tests were discarded because they could not generate a valid score for all texts. Twenty-four standard readability metrics remained for use in the modeling.. Several other measures were derived from the Readability Studio output. These were a measure of the rate of use of the passive voice, the rate of use of of long (6+ characters) words, the rate of use of SMOG hard words, the rate of use of of Fog hard words, the rate of use of Dale-Chall unfamiliar words, the rate of use of Spache unfamiliar words, and the rate of use of Harris-Jacobson unfamiliar words. Readability Studio also produces a mean grade score for each text based on the scores generated from the individual readability metrics. This variable was also included in the modeling.
A number of psycholinguistic variables were generated from the Recursive Inspection of Text (RiotScan) software (Boyd 2013) . These included measures of linguistic abstraction based on Mergenthaler's (Mergenthaler1996) method and concreteness, age of acquisition, imageability, familiarity and uncertainty based on the Gilhoolie and Logie (Gilhoolie and Logie 1980) word norms.
RiotScan also provided a ten syntactic and associated variables based on word and sentence lengths as well as word uniqueness.
Thus, there were 58 readability, psycholinguistic, syntactic, and linguistic variables included in the analysis. Details of the variables are provided in Appendix 1.
Modeling
Modeling was done with WEKA (Frank et al 2016) . The modeling method used was logistic regression. The reason for this was that we need to have an ordering of texts that represents a continuous gradation. If we were to use a non-linear method, such as support vector machines or neural networks, the actual binary classification accuracy might be higher than that achieved with logistic regression, However, it is unlikely that the scores generated using such methods would yield a true linear gradation of complexity for all variables. The reason for this is that such methods are able to model highly non-linear phenomena. While this is a strength for classification per se, it is a disadvantage if we want genuinely linear gradations in all variables. To put this in practical terms, it is quite likely that a non-linear induction method could place two texts closely together in terms of their dependent value 'score' but that there be discontinuities in the constituent independent variables. In such a situation a student might, for example, go from a text with a low level of complex words to a text with a higher level of complex words while the syntactic complexity goes in the other direction.
Certainly the overall complexity will have risen only incrementally but the point is that the student will be faced with an increase in the complexity of vocabulary that is disconcerting. The point is that we want as smooth as possible a transition from one text to another on all variables so that differences in complexity are not overly perceptible.
The first stage in the modeling procedure is to see how effective the existing readability metrics are at distinguishing between primary and post-primary texts. This process involved creating a univariate logistic model for each of the standard 24 readability metrics and a further univariate model using a variable derived from the grade means of each text generated by Readability Studio. A further logistic model was created using all 25 variables. Finally, the Simple Logistic module in WEKA was used to create a model using variable selection. This modeling method uses LogitBoost (Landwehr et al 2005) to select the most predictive variables. Variables are added until the cross validated accuracy Fiction Text Complexity Ranking of the model ceases to fall. The classification accuracy and Root Mean Squared Error based on leaveone-out cross validation (n = 200) for these 26 models are presented in Table 1 . The benchmark for subsequent modeling is thus 84%. That is, using machine learning, a model can be created using the existing readability metrics which is able to classify the texts in the corpus with an accuracy of 84%. As we will see, it is possible to improve on this by adding linguistic and syntactic variables such that a model with a classification accuracy of 89% can be created.
This stage of the modeling procedure involved the creation of a logistic regression model with all 58 independent variables. Leave-one-out cross validation (n = 200) was used to test the model. This model achieved a-cross validated accuracy of 84% (RMS error = .3971). Subsequent models were created by excluding one group of variables and leaving the others in. Table # shows the crossvalidated accuracy of the models thus created. Although it is not usual in a machine learning-oriented paper to provide a traditional analysis of the parameters of a logistic model, it is worthwhile making the observation that three of the variables in the model are the opposite in sign to that which we would expect from the raw data.
AvgWordLengthPerSentence and GLNorms_Concrete_SDM have positive associations with the dependent variable on a univariate basis, while GLNorms_Familiar_M has a negative association. This indicates that there are likely to be some suppressor effects in the model (Ray-Mukherjee et al 2014).
This is an interesting observation and maybe worthwhile examining in future research of amore theoretical nature. Another observation is that the number of variables is considerably less than the number of variables included in some large-scale machine learning studies while the classification accuracy is relatively good. The fact that a small number of variables can be found to be highly predictive of text complexity has been noted previously (Solnyshkina et al 2017) .
These are interesting observations and are worthwhile considering in subsequent research. The important observation from the point of view of the current analysis is that the high level of classification accuracy indicates that the model is likely to provide a good indication of the relative difficulty of the texts in the corpus.
Fiction Text Complexity Ranking
Discussion and Applications
The purpose of this paper has been to devise a method of ranking a corpus of texts according to reading complexity. The classification accuracy of 89% suggests that a significant element of what constitutes complexity has been captured by the modeling. Furthermore, the use of a linear modeling method means that it is reasonable to assume that texts ranked on the basis of their score should reflect differences in complexity on a continuous scale. In this section we will consider some of the important implications of the ranking. To get an insight into the extent to which the model is able to discern the differences in complex and less complex text, it is worth while reading an extract from the text scoring the highest in complexity and the text scoring the lowest.
Following is a selection from the most complex, Poe:
There was an iciness, a sinking, a sickening of the heart-an unredeemed dreariness of thought which no goading of the imagination could torture into aught of the sublime. What was it-I paused to think-what was it that so unnerved me in the contemplation of the House of Usher? It was a mystery all insoluble; nor could I grapple with the shadowy fancies that crowded upon me as I pondered. I was forced to fall back upon the unsatisfactory conclusion, that while, beyond doubt, there are combinations of very simple natural objects which have the power of thus affecting us, still the analysis of this power lies among considerations beyond our depth (Poe, 2015 (Poe, [1839 :95).
Following is a selection from the least complex, Stine: Across from me, an old gravestone made a creaking sound as it tilted in the wind (Stine, 2008:143) .
Both are excellent examples of writing in that each author has directed his writing at his target audience. The complexity of Poe's writing is due to his desire to depict not only his narrator's mental landscape but also that of the highly complex central character, Roderick Usher, via the narrator's mind.
This requires depicting high orders of intentionality. Creating and maintaining high-order intentional constructs have been found to be highly cognitively demanding (Powell et al 2010) . Given the subject matter, it is therefore to be expected that Poe's writing should be complex. Stine, on the other hand, has deftly aimed his writing at primary school students and as such uses simple, direct, concrete language.
Interestingly, the passage has no instances of the passive voice.
The direct application of this information is that an English teacher struggling to find a text that is accessible to a student who finds Harry Potter difficult to read might recommend a text by Stine. On the other hand, a student for whom The Decameron is easily comprehended might be encouraged to try
Poe.
An interesting issue as we trace the increase in complexity in the ranking is that we find that a famously 'complex' novel, Faulkner's As I lay Dying, scores the lowest out of all the post-primary texts.
At -.6, it is within one standard deviation of the mean and is therefore in the average range of complexity. Initially, this seems odd given its reputation as a difficult novel. However, if we consider the difficulty of the text, as opposed to the structure of the novel, it becomes clear that the text is quite simple. The extract used in the modeling depicts the impressions of three of the characters, all poor rural Southerners, as they each individually describe the same scene. The language is matter-of-fact and direct. Interestingly, it is in the present tense. In short, the text itself is not complex. This is not to say that the structure of the novel does not have its difficulties.
At the other end of the spectrum, two 'primary' texts' RM Ballantyne's A Coral Island and Kenneth Graeme's Wind in the Willows score at .14 and .13 respectively, putting them above the score of texts by such noted authors as Camus, Plath, Flaubert, Lessing and Parker. Certainly it is true that all these texts are well within the average range of 0 +/-1 and are therefore within one standard deviation of the average. However, it does seem incongruous that two ostensibly 'primary' texts score higher than some canonical works of literature. The explanation is that these works use a level of language sophistication that belies their status as primary-level texts. The subject matter of the text may seem at the primary level. However, a cursory glance at either of these texts shows that they are written in a style that is not characteristic of modern primary level texts.
In relation to the 'average' level of complexity for some canonical works of literature, it is worth mentioning that the scale represents text complexity, not necessarily literary value or worth. It is quite possible that the reason for the effectiveness of some writers is that they are able to express complex ideas in a simple way. This can explain how canonical works of literature can score below some primary-level books on a raw measure of complexity. Consider, for example, that Golding's Lord of the Flies has precisely the same complexity level of the primary level novel of which it is a parody, A Coral Island. Thus, Golding has mimicked the language level of The Coral Island while expressing sentiments that are the polar opposite of the sentiments expressed therein. This is an outstanding feat of craftsmanship. This idea, that artistic greatness may be associated with a moderate level of complexity, has also been noted in the fields of music and poetry (Dalvean 2016) .
The important point here is that the actual level of complexity of a given text is difficult to assess subjectively. We tend to assume that, because a text is associated with the primary level that it will be simple. But the analysis shows that there is a great deal of variation in the complexity of supposedly simple books.
Thus, the English teacher needs to merely find the text level at which a given student is reading and progressively select the next most complex text as the student finishes each text. At no stage is there a danger that the student will be confronted with a text that is significantly beyond them yet the teacher can be confident that they are learning to comprehend increasingly complex text. This scenario is made possible by the fact that the gradation from one text to another is fine enough to avoid significant jumps in complexity between texts.
Selecting the Starting Point
Research indicates that the ideal text level for a reader, the lexical threshold, is a text where between 95% and 98% of the words are known (Schmitt et al 2017) . What this suggests is that the teacher should attempt to determine the student's match with a given text by whether the student knows at least 95%-98% of a text. The ranking can be used to determine the text which provides the student with this vocabulary level.
The procedure here is to get the student to read a given selection of a text and underline each instance of each word they do not know. The student's reading vocabulary is measured by taking the raw number of unknown words and dividing by the total number of words. Importantly, each instance of an unknown word should be noted. The reason for this is that repeated words will be factored into the calculation by dividing by the total number of words in the extract. If the words in the given text are understood by the student at a rate of 95%-98%, then the given text is probably ideal. However, if the percentage of unknown words is greater, then the teacher should choose a simpler text in the list. A rate of unknown words lower than 98% should be an indication that a harder text is required. However, this is dependent on the student's frustration threshold; a student with a high threshold is more willing to take on the challenge while a low threshold indicates a text with a reading vocabulary of significantly less than 2% may be in order.
Appropriateness
It is understood that the kind of list produced in this paper may be used to select texts for students of school age. For this reason it is important that appropriateness as well as complexity be taken into account. The listing provides an indication as to whether each text is from the primary group of texts. It is recommended that, for texts that are not from the primary group, the teacher research whether the text is appropriate for the age range of the student cohort under consideration. The ultimate decision about the appropriateness of a text should be determined by school policy and procedure.
Conclusion
In this paper we have demonstrated a method of scoring literary texts by reading complexity. We We went on to describe how such a ranking could be effectively used by an ESL teacher. We described how a given student's reading vocabulary could be determined and how to use the text ranking to select a text appropriate for a student's reading vocabulary. Finally, we mentioned the necessity of determining the appropriateness of a text for those ESL teachers working in school settings.
We contend that the information presented in this study is likely to be of immediate practical benefit to the practicing English teacher. 
