Abstract Nonlinear optimal control and nonlinear H 1 control are two of the most signi cant paradigms in nonlinear systems theory. Unfortunately, these problems require the solution of Hamilton-Jacobi equations which are extremely di cult to solve in practice. To make matters worst, approximation techniques for these equations are inherently prone to the so-called \curse of dimensionality." While there have been many attempts to approximate these equations, solutions resulting in closed-loop control with well de ned stability and robustness problems have remained illusive. This paper describes a recent breakthrough in approximating the Hamilton-Jacobi-Bellman and Hamilton-Jacobi-Isaacs equations. Successive approximation and Galerkin approximation methods are combined to derive a novel algorithm that produces stabilizing, closed-loop control laws with well de ned stability regions. In addition, we show how the structure of the algorithm can be exploited to reduce the amount of computations from exponential to polynomial growth in the dimension of the state space. The algorithms are illustrated with several examples.
Introduction
Two important paradigms in linear control theory are H 2 optimal control and H 1 robust control 1]. Both of these paradigms extend naturally to nonlinear systems. Although the spaces H 2 and H 1 are not used in the nonlinear setting, we will following the current nomenclature in the literature and refer to the corresponding nonlinear problems as nonlinear H 2 control and nonlinear H 1 control. Theoretical results in nonlinear H 2 Both the HJB and HJI equations are rst order, nonlinear partial di erential equations, that have proven to be impossible to solve in general, and very di cult to solve for speci c nonlinear systems. Since these equations have been di cult to solve analytically, there has been a great deal of research directed toward approximating their solutions. This research can be divided into roughly four di erent categories, namely the method of characteristics, series approximation, regularization, nite di erence / nite element approximation. The most straight forward use of the method of characteristics is to integrate the solution of the problem forward to nd the solution for one initial Series approximations of the HJB and HJI equation are found by assuming that the system equations are analytic in the state and forming a Taylor series expansion of the value function. The approximation is formed by nding a nite number of terms in this truncation. Examples for the HJB equation include 13, 14] . For the HJI equation see 15] .
The basic idea behind \regularization" is to add terms in the cost function of nonlinear H 2 control, that cancel out the nonlinearities in the systems.
Examples include 16, 17, 18, 19] . The classical methods of nite di erence and nite element solutions have also been used to approximate Hamilton-Jacobi equation. To make the method rigorous, the viscosity solution of HJB and HJI equations are approximated. See 20] for an introduction to viscosity solutions and 21, 22] for applications to control.
There are problems with each of the methods listed above. The method of characteristics results in open-loop control, and require a lot of memory to implement. For the closed-loop extensions, it is di cult to say anything about stability or robustness. The di culty with series approximations is that it is generally hard to solve for high order terms in the approximation, and it is di cult to guarantee stability for nite truncations of the series. In addition, the stability region of the approximate control is limited by the region of convergence of the underlying Taylor series. This region is impossible to approximate a priori. Regularization is problematic since the original optimal control problem is no longer being addressed. In addition, these controls become di cult to tune, since tuning the gains may have unexpected e ects on the outputs of the system. The problem with nite element and nite di erence methods is that the computational load and computer memory required for the approximation, grows exponentially in the dimension of the state of the system. As Bellman originally noted, a fundamental problem with Hamilton-Jacobi based methods, in general, is that they all su er from the curse of dimensionality. In other words, the amount of computation and or memory required to implement the method, grows exponentially with the size of the state space.
An ideal approximation method would not su er from any of the disad-vantages of the methods discussed above. In particular, it would result in closed-loop control that is easy to implement, have guaranteed stability for nite truncations of approximation, guarantee that the approximation error goes to zero as the order of approximation increases, have a well de ned region of the state space where the approximation is guaranteed to work, have low run-time computation and memory requirements, e ectively deals with the curse of dimensionality, be easy to tune, give explicit bounds on the approximation error. In recent years, the authors and their colleagues have developed an approximation technique that incorporates all but the last of these desired properties. The underlying idea is rather simple and consists of two steps. First, Bellman's idea of iteration in policy space is used to reduce the HJB or HJI equation to a sequence of linear partial di erential equations. Second, Galerkin's approximation method is used, with basis functions de ned globally on some compact set, to approximate each of these PDE's. The resulting approximation scheme has several interesting properties.
The algorithm must be started with an initial stabilizing control. If the order of approximation is large enough, then one interpretation of the algorithm is that it is improving the performance of the control at each iteration. The region (in state-space) of convergence for the approximate control is dictated by the stability region for the initial stabilizing control, and is therefore known a priori and is usually de ned explicitly by the designer. The stability region of the approximate control is equal to the region of convergence.
Finite truncations of the algorithm result in stable control laws that approximate the true optimal or robust solution arbitrarily closely.
The computations are performed o -line. The on-line burden consists of computing linear combinations of state-dependent basis functions. Through judicious selection of the basis functions, the curse of dimensionality can be mitigated.
Once the basis functions are selected, the approximation process can be completely automated. The resulting control is given by a linear combination of terms involving a set of basis functions. Essentially, this method is a series-based approximation. Of course, the method is not without its disadvantages. Most importantly, the curse of dimensionality is still an issue. As will be explained in Section 3, the e ect of the curse of dimensionality on the computational requirements can be e ectively eliminated, but since the number of terms in an M th -order truncation of a complete basis grows exponentially in the size of the state, if a standard complete basis (like polynomial or sinusoid) is blindly used in the algorithm, i.e., no basis selection, the amount of memory required to compute and store the coe cients grows exponentially. To overcome this problem, particular basis functions must be chosen that capture the essential dynamics of the problem. However, this creates some problems of its own. The selection of the basis functions requires some insight into the particular problem being solved. Further research needs to be directed at automating the selection of appropriate basis functions. Another disadvantage of the method is that tuning the control may not be computationally simple. However, if a quadratic penalty function is used in the optimal control case, then tuning the control becomes straightforward.
The successive Galerkin approximation (SGA) algorithm for HJB equations rst appeared in 23]. An overview of the algorithm and some initial applications appear in 24]. The convergence of the Galerkin approximation of the Generalized Hamilton-Jacobi-Bellman equation is shown in 25], and the convergence of the SGA algorithm for the HJB equation is shown in 26]. The algorithm has also been applied to several problems. In 27] the SGA algorithm was used to synthesize nonlinear optimal controls for a hydraulically actuated positioning systems. In 28] a nonlinear optimal control is designed for a missile autopilot. Finally, in 29] a nonlinear optimal control is designed for the planar motion of an underwater vehicle. The Galerkin method has also been used to synthesize a nonlinear lter that propagates an approximation of the entire conditional state density function. Results appear in 30, 31] . This paper extends our previous work by developing a successive Galerkin approximation algorithm for the nonlinear H 1 control problem. We also prove the convergence of the successive approximation algorithm for the Hamilton-Jacobi-Isaacs equation. In addition, we show how the structure of the algorithm can be exploited to reduce the e ect of the curse of dimensionality in the algorithm. This paper, in addition to our previous work represents a signi cant breakthrough in the control of nonlinear systems by enabling practical design of feedback control laws in the nonlinear H 2 and nonlinear H 1 settings.
The paper is organized as follows. In Section 2 the Successive Galerkin Approximation (SGA) algorithm for both the HJB and the HJI equations is derived. Since the focus of this paper is on approximating the HJB and HJI equations, we assume that the reader knows where these equations come from and how they are used in practical design. Brief convergence arguments that rely heavily on previously published results, are given for the algorithms. Section 3 brie y explains how the exponential growth in the number of computations can be reduced to polynomial growth. In Section 4 we give four illustrative examples. The purpose of that section is not to analyze any particular example in detail, but to show the breadth of applications to which these algorithms can be applied. Section 5 gives our conclusions.
Successive Galerkin Approximation
The objective of this section is to derive the Successive Galerkin Approximation (SGA) algorithms for the Hamilton-Jacobi-Bellman (HJB) and HamiltonJacobi-Isaacs (HJI) equations. The derivation is broken into two subsections. In Section 2.2, the HJB and HJI equations are reduced to an in nite sequence of linear partial di erential equations termed Generalized Hamilton-Jacobi (GHJB and GHJI, respectively) equations. The successive approximation algorithm for the HJI equation has not previously appeared in the literature, and so a proof of its convergence is given. In Section 2.3, Galerkin's method is used to approximate the Generalized Hamilton-Jacob equations. Combin-ing the two methods results in systematic approximation algorithms for the HJB and HJI equations that are easily implemented on a computer and that produce closed-loop stabilizing control laws on a well de ned region of state space. 
Preliminaries
and where x 2 IR n , and u 2 IR m are the state and the control respectively and where kuk 2 R 4 = u T Ru. We will assume throughout this paper that f(0) = 0. The state mapping f is assumed to be observable through the positive de nite function l( ), and the matrix R is positive de nite. The solution to this equation is well known to be given by the state feedback control 
Nonlinear H 1 Control
The nonlinear H 1 control problem is stated in terms of the L 2 gain of a system. Consider the system
where x and u have the same dimension as above and w 2 IR q is the disturbance and y 2 IR p is the output. We will assume throughout the paper that h(0) = 0 and that f is observable through h.
System (4) is said to have L 2 gain less than or equal to if for all T 0 and w 2 L 2 (0; T),
where x(0) = 0. System (4) has L 2 -gain less than if there exists some 0 ~ such that equation (5) holds for~ .
The nonlinear H 1 (state-feedback) optimal control problem is to nd, if it exists, the smallest value 0 and an associated state feedback control law u (x) such that for any > , system (4)k under the control of u , has L 2 -gain less than or equal to . As shown by van der Schaft 5], a su cient condition for system (4) 
with the boundary condition V (0) = 0. The main di erence between the HJB and HJI equations is that the negative de nite term ?gR ?1 g T in the HJB equation is replaced by the (in general) inde nite term 1 2 2 kP ?1 k T ? gR ?1 g T . Another di erence between the H 2 and H 1 control problems is the gain parameter . For greater than some lower bound LB the HJI equation admits a continuously di erentiable solution V 32], however for < LB there is no solution. We will exploit this fact at the end of Section 2.3 where we augment the SGA algorithm to nd an approximation to the optimal nonlinear H 1 control law.
Successive Approximation
Successive approximation, sometimes called \iteration in policy space," was rst used in the context of the HJB equation by Bellman 33] 
Nonlinear H 2 Control
The HJB equation (3) For i = 0 to 1 Solve for V (i) from:
Update the Control:
End 9 We can make the following statements about the sequence fV (i) g 1 i=0 and the sequence fu (i) g 1 i=0 34, 39] .
For each x 2 , V ( 
where u is a known function of x. This equation is termed the Generalized Hamilton-Jacobi-Bellman (GHJB) equation, and is a linear rst-order partial di erential equation. Like the HJB equation the GHJB is of fundamental importance in control theory. First, it is a Lyapunov equation that gives an explicit form for the control. In fact, the so-called Lyapunov optimal controls are derived from a GHJB equation 45] . In addition, the GHJB equation gives an explicit method to improve the (H 2 ) performance of any feedback control law. The di culty is that the GHJB equation is di cult to solve analytically. In Section 2.3, Galerkin's global approximation method will be used to construct an approximate solution to the GHJB equation.
Nonlinear H 1 Control
The HJI equation (6) 
Update the Disturbance:
w (i;j+1) = 1 2 2 P ?1 k T @V (i;j) @x : (10) End Update the Control:
End This iteration has a game theoretic interpretation. Given a xed control u (i) , the inner loop updates the disturbance until it is the worst disturbance that the control u (i) can handle. After this worst case disturbance is found, the control is updated to improve the performance of the system for that disturbance. The following two lemmas formalize these statements. where the rst equality is obtained by the chain rule, the second equality is obtained by substituting equation (9) and simplifying, and the third equality is obtained by substituting equation (10) Furthermore V (i;1) is a Lyapunov function for u (i+1) .
Proof: From equations (13) and (11) 
In Section 2.3.1 we use Galerkin's method to approximate the GHJB equation and show that when this approximation is combined with Algorithm 2.1, the result is a practical algorithm for approximating nonlinear optimal control laws. Similarly, a practical algorithm for approximating nonlinear H 1 control laws is derived in Section 2.3.2.
Nonlinear H 2 Control
Assume that u : ! IR m is a feedback control law that asymptotically stabilizes system (1) on a compact set . Also assume that the set f j g 1 j=1 is a complete basis set for the domain of the GHJB equation (8) . Then, according to equation (15) , an approximate solution to equation (8) The convergence of the Galerkin approximation to Generalized HamiltonJacobi equations has been shown in 25]. The proof of the overall convergence of Algorithm 2.7 is beyond the scope of the present paper and will appear in a subsequent work.
To solve the nonlinear H 1 optimal control problem, we need to nd the smallest for which the HJI equation has a solution. An approximation to this problem can be found by embedding Algorithm 2.7 in a bisection search algorithm for the optimal , where the test on whether is valid or not is whether Algorithm 2.7 converges or not.
Mitigating the Curse of Dimensionality
The curse of dimensionality arises in two ways in Algorithms 2.6 and 2.7. The rst source is the number of multidimensional integrals that need to be calculated. If they are computed using numerical quadrature, the number of function calls needed during the computation of each integral will increase exponentially with the dimension of the state space n. The second source of the curse of dimensionality is that the number of basis elements needed to form a complete basis of order M (e.g., fourth order) grows exponentially with the dimension of the state space. As the number of basis elements grow, an increasing amount of memory is needed to store the coe cients in the approximation, causing run-time execution problems.
We will demonstrate the problem and our solution with a concrete example. Suppose that the dimension of the state space is n = 2 and the desired order of approximation is M = 3. The second order truncation of a complete set of polynomial basis functions is given by 9 = (1; x 1 ; x 2 1 ; x 2 ; x 1 x 2 ; x 2 1 x 2 ; x 2 2 ; x 1 x 2 2 ; x 2 1 x 2 2 ) T :
Now suppose that we would like to compute the vector b B 1 = R N (x)l(x) dx. To do so, we need to calculate the nine two-dimensional integrals Note that with this partition, we must compute a total of M n = 3 2 ndimensional quadratures or, if l is separable and is rectangular, we must compute nM n = 2 3 2 one-dimensional quadratures. However, the above expressions show that there is a tremendous amount of redundancy in the integrals being computed. By removing this redundancy, we will reduce the number of one-dimensional quadratures to nM (i.e., linear growth in n).
Using tensor product notation we can write The approach solves the problem of exponential growth in the number of computations required to implement the algorithm, at the expense of requiring that all system equations are sums of separable functions and that is rectangular. It does not, however, reduce the number of basis functions required for a complete basis. This problem is fundamental to approximation theory and is typically resolved through a careful, albeit heuristic, selection of approximating functions. We adopt this approach in Section 4.
Illustrative Examples
The purpose of this section is to demonstrate the usefulness of the SGA approach for designing controllers. To do this, four di erent example applications are summarized below. Each example represents a real physical system of practical interest and has signi cant nonlinearities in its equations of motion. Two nonlinear H 2 optimal control examples are considered rst, followed by two nonlinear H 1 control examples.
Nonlinear H 2 Control

Hydraulic Actuation System
The rst nonlinear H 2 optimal control example considered is the electrohydraulic actuation system shown in Figure 1 . A more detailed discussion of this system and its control implementation can be found in 27]. The dynamics of this system are described by the equations of motion
where P L is the pressure di erence across the piston, v p is the piston velocity, x p is the piston position, x v is the valve position, and i v is the valve current. The functions f(x) and g(x) can be easily identi ed by placing the equations of motion in the form of equation (1). The domain of possible values for the states, , was determined from the physical constraints on the system 0 P L P s Other basis functions were evaluated (for example, p P s ? P L ), but failed to contribute signi cantly to the control, and therefore were not included in the results presented. In this problem, regulation to a non-zero piston-position state was considered. This is easily handled by replacing the x p state with the error state e = r ? x p , where r is the desired piston position.
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Controllers for this system were designed using three di erent performance indices. Results are presented in Figure 2 . For each controller, the initial piston position was -5 cm and the piston was given a step command to move to the 5 cm position. The initial response of the system was obtained with cost on the states set to l 1 = P 2 L + v 2 p + e 2 and the cost on the control set to R = 1. With these costs, the response of the system is slower than desired. To improve the speed of response, the cost on the state errors was changed to l 2 = 20P 2 L + 0:2v 2 p + 10e 2 . As expected, the resulting response is much quicker, while the amount of control used (as indicated by the valve position motion) is signi cantly larger. The amount of control used can be moderated by increasing R. This is demonstrated in Figure 2 where the cost l 2 was coupled with R = 200. It can be seen that less control is used while the response is slightly slower.
Missile Autopilot Design
In this example, the design of a pitch-axis autopilot for a tail-controlled missile is considered. A schematic diagram of such a system is shown in Figure 3 . The objective of the autopilot is to control the z-axis acceleration of the missile using tail-n de ection commands. An in-depth discussion of this system and its control design can be found in 28]. The output of interest, z-axis acceleration (in units of g), is calculated by z = F z mg : The control objective is to regulate z to a non-zero steady-state value. To do so, the states q, , and , and the control c must go to non-zero steady state values. The underlying theory of the SGA algorithm requires that V (x) be nite, and therefore that the states and control go to zero as time goes to in nity. To apply Algorithm 2.6, a change of variables must be performed to satisfy this requirement.
For f j g 12 j=1 = fx 2 1 ; x 1 x 2 ; x 2 2 ; x 1 x 3 ; x 2 x 3 ; x 2 3 ; x 1 x 4 ; x 2 x 4 ;
x 3 x 4 ; x 2 4 ; x 2 jx 2 jx 3 ; x 3 2 x 3 g:
These additional basis functions were selected in an attempt to better capture the dynamics of the system in approximating the cost function V (i) and to introduce nonlinear terms into the resulting feedback control law.
Controllers were designed for a 15g acceleration command using two different cost functions l(x). For the results presented, the cost on the control, R, was set to one. Figure 4 shows the responses obtained for each of the two controllers. The rst cost function was chosen to be the square of the di erence between the desired and actual accelerations: l = ( z d ? z ) 2 . The resulting response of the system was satisfactory, but exhibited signi cant overshoot and a long settling time. To improve the performance of the system a new cost function,l, was formulated. Damping was added to the system by including a cost on pitch-rate error, while the speed of response was maintained by including a cost on angle-of-attack error in the new cost function: l = ( z d ? z ) 2 + 0:5x 2 1 + 25x 2 2 . As can be seen in Figure 4 , the performance of missile is signi cantly improved with the new weighting function. 
Hydraulic Actuation System
As a second example of nonlinear H 1 controller design using the Algorithm 2.7, the hydraulic actuation system of Figure 1 is reconsidered. The objective here is to design a control law that is robust to signi cant variations in the uid parameters of the hydraulic system, namely the bulk modulus B and the density . In practice, these parameters are often uncertain due to their sensitivity to changes in uid temperature and due to air becoming entrained in the hydraulic uid.
If the nominal values for bulk modulus and density are represented asB and^ respectively, then the load pressure equation of motion for the hydraulic For the design of the controller, the basis functions used were the same as those used for the nonlinear H 2 design. To ensure that di erent states were weighted appropriately in the synthesis of the control, the output y was selected to be y = P L + v p + x p : Figure 7 shows the results obtained using the nonlinear H 1 control law.
The bulk modulus was allowed to vary 70% from its nominal value, while the uid density was allowed to vary 40% from its nominal value. Such variations are extreme, but serve to demonstrate the robustness of the control achieved. In Figure 7 , The results demonstrate both the ability to design nonlinear H 1 controllers and the robustness of such a controller to signi cant perturbations in the parameters of the system.
Conclusions
Algorithms that approximate the solution of the Hamilton-Jacobi-Bellman and Hamilton-Jacobi-Isaacs equations have been derived using successive approximation and Galerkin's method. The algorithms are performed o -line and produce explicit expressions for feedback control laws, that have a wellde ned region of stability. The structure of the algorithms was exploited to reduce the computational growth from exponential in the dimension of the state space to polynomial. The algorithms have been applied to four physical examples to illustrate the generality of the results. Since these algorithm allow e cient approximations to the nonlinear (state-feedback) H 2 optimal control and nonlinear (state-feedback) H 1 control problems, we believe that this paper represents a signi cant breakthrough in the control of nonlinear systems.
