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Abstract: The use of architectures that implement optical switching without any need of 
optoelectronic conversion allows us to overcome the limits imposed by today’s electronic 
backplane, such as power consumption and dissipation, as well as power supply and footprint 
requirements. We propose a ring-resonator based optical backplane for router line-card 
interconnection. In particular we investigate how the scalability of the architecture is affected 
by the following parameters: number of line cards, switching-element round-trip losses, 
frequency drifting due to thermal variations, and waveguide-crossing effects. Moreover, to 
quantify the signal distortions introduced by filtering operations, the bit error rate for the 
different parameter conditions are shown in case of an on-off keying non-return-to-zero 
(OOK-NRZ) input signal at 10 Gb/s. 
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1. Introduction 
The deployment of High Performance Switches and Routers (HPSRs) capable of managing huge 
aggregated bandwidth is becoming mandatory to address traffic growth-rate projections [1]. An HPSR 
is composed of one or more racks, each one containing a set of Line Cards (LCs). Each LC hosts an 
HPSR bidirectional port that connects the node to an outer link towards another node of the network. 
The LCs also host the hardware implementing low-layer functions (transceiver, framer, etc.) and other 
network-processing functions (address lookup, packet classification, buffer management, scheduling, 
etc.). Internally to the HPSR, LCs are interconnected via a backplane [2]. The bandwidth of the 
internal LC-to-LC connections supported by the backplane should be roughly equal (except for some 
small extra bandwidth due to internal signaling) to the line speed of the LCs: in this paper we consider 
10 Gbit/s line-speed and, thus, also backplane bandwidth. The backplane can be static, connecting LCs 
to a separated switching-fabric module, or it can be dynamic, performing the function of a switching 
fabric itself. We are interested, in this work in the dynamic switching-backplane case. (In some cases 
some LCs, instead of having a single 10 Gbit/s port, may be equipped by multiple smaller-bandwidth 
physical ports (e.g., 4  2.5 or 10  1 Gbit/s, etc.). This usually does not have an impact on the 
backplane, since traffic grooming of low-granularity tributaries into high-granularity flows is usually 
managed within the LCs.). 
In order to overcome current electronic-backplane limitations, Optical Interconnections (OI) 
represents an attractive alternative: attenuation does not increase at high bit-rates; optical transmission 
lines do not suffer the crosstalk impairment, etc. Generally speaking, OI can be deployed between racks 
(rack-to-rack), between line-cards inside a rack (card-to-card or backplane), between chips of a line-card 
(chip-to-chip), or even between the different cores of a single chip (on-chip). In this context, we decided 
to investigate the card-to-card OI. Literature presents some proposals of all-optical backplane 
interconnection fabrics with Semiconductor Optical Amplifiers (SOAs) and Arrayed Waveguide 
Gratings (AWGs) as implementation technologies [3]. In this study, we deal with Ring-Resonators [4] 
(RRs), typically used for filtering and routing [5], as the basic switching element for LCs 
interconnection. In [6], authors propose different RR-based backplane fabrics focusing on a  
power-budget scalability analysis. In our work, (1) we propose a backplane fabric made of a cascaded 
RR; (2) we introduce a new methodology for scalability analysis based on accurate transfer function 
evaluation; and (3) we confirm the feasibility of the architecture via analysis of the bit error rate (BER) 
for transmission of an On-Off Keying (OOK) Non-Return-to-Zero (NRZ) signal at 10 Gb/s. This work 
is an extension of [7], in which BER analysis was not available. Our procedure goes beyond the simple 
power budget and Cross-Talk (XT) analyses since it accounts for waveguide dispersion effects, which 
may have a non-negligible impact in all-optical backplanes. 
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2. Optical Interconnection Architecture 
In this section we briefly introduce a general multi-plane switching architecture, which is the basis, 
technology-independent version of the RR-based switching backplane we have investigated in this 
study, followed by a description of the design procedure for routing assignment. 
The RR-based switching backplane exploits transmitter wavelength tunability as switching 
mechanism: wavelength h selection by the source LC transmitter is then translated into selection of a 
target destination LC by means of a passive wavelength-routing structure composed of waveguides, 
star couplers, and RRs. 
In Figure 1, N line cards, each one comprising a tunable-wavelength transmitter (TX) and a  
fixed-wavelength receiver (RX), are divided into S Input-Output planes (h from 0 to S-1); at each Input 
plane, N/S TXs are connected to the plane selection circuit (PSC). For instance, TX and RX of each 
LC are depicted as separated, though they are actually co-located on board of each LC. Routing 
properties of such a circuit let each TX select the output port corresponding to the plane a certain RX 
belongs to. Each selection-circuit output port is connected to one of the S couplers (SCs) ( S:1 ) that 
convey signals in order to set-up connections between TXs and RXs which lie into different planes. 
Signals coming from different transmission planes are coupled together and an Erbium Doped Fibre 
Amplifier (EDFA) is placed to restore signal optical power. A receiver selection circuit (RSC) 
separates channels directed to different RXs of the same Output plane. The number of planes S is 
allowed to range from 1 to N. If N/S Գ, then [N/(S-1)] cards will be connected to the first S-1 planes, 
while the remaining ones will occupy the first available positions within the last plane. 
Figure 1. General multiplane switching architecture. 
 
2.1. Ring Resonator Based Backplane 
The switching backplane we aim at investigating in this work is shown in Figure 2. A Binary-Tree 
Ring Router (BTRR), used to select the output plane, acts as PSC whereas an RR array demultiplexer 
represents the RSC. We assume that only point-to-point connections are established between TXs  
and RXs, with no output contention, i.e., each RX is to be connected to at most one TX using one 
single wavelength. 
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Figure 2. Ring Resonator-based switching architecture. 
 
The principle of the PSC tree-structure is the same as that based on a cascade of Mach-Zehnder 
filters, the so-called interleaving. An interleaver is a multi-stage demultiplexer with T stages where at 
each stage an RR spatially discriminates the incoming wavelength-channels partitioning them into two 
alternate sub-groups, sending half of them towards the “through” port and half of them towards the 
“drop” port. Note that, compared to Figure 1, this is a completely passive switching architecture as we 
do not investigate the use of EDFA before the RSCs. The number of stages T has to be large enough to 
completely discriminate all the S switching planes, thus T = (log2(S)). The j-th stage will be composed 
of 2(j − 1) RRs, with 1 ≤ j ≤ T and after j stages 2j planes can be selected. 
Ring resonators are infinite-impulse response filters with a periodic transfer function of the input 
frequency [4]. The family of resonance wavelengths λres at which the transfer function has its peaks is 
βneffLr = 2πN, where β = 2π/λres, neff is the effective refractive index, Lr is the geometrical ring length 
and N is an integer number (N ≥ 1). The period of the transfer function is knows as Free Spectral 
Range (FSR) and is given by FSR = c/(2πngR), where c is the speed of the light, ng is the group index 
and R is the ring radius. The FSR is inversely proportional to the ring radius R. The smallest achievable 
radius is constrained by the fabrication technology and optical losses inside the ring increase as well 
with bending [8]. 
Let us consider a tree-structure composed of three stages as in Figure 3a. If we assume that λ(i,j) is 
the resonance wavelength of the i-th ring of the j-th stage, the first ring of the first stage has to be 
dimensioned with a FSR = 2Δλ and λres11 = λ0, then both rings of the second stage have FSR = 4Δλ but 
λres12 = λ0, λres22 = λ1. Each ring of the third stage is dimensioned with FSR = 8Δλ where λres14 = λ0, 
λres24 = λ2, λres34 = λ3, λres44 = λ1 are the resonance wavelengths of ring resonators respectively. As an 
example, Figure 3b shows general ring drop port transfer function of the first, second, and third stage 
respectively. The −3 dB bandwidth of drop port transfer function can be very narrow, thus, showing 
higher filter selectivity than the through port [4]. 
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Figure 3. (a) Three stages BTTR; (b) Drop port transfer function of a three stages BTTR. 
 
The RR array demultiplexer RSC has to separate at most N/S optical channels (see Figure 2) spaced 
as 2TΔλ; therefore each RR of the considered array is designed with a FSRRSC = N/S 2TΔλ centered at a 
fixed wavelength. In order to set up a connection between a TX and a given RX on a certain Output 
plane to which the λx is assigned, the TX has to be tuned on the λx. 
2.2. Backplane Transfer Function 
Once each RR is designed (i.e., setting its physical parameters on the basis of the target  
filter-function physic [8]), we have used the Advanced Simulator for Photonic Integrated Circuits 
(ASPIC) [9,10] to calculate the transfer function of the backplane. Figure 4 shows the transfer function 
of a certain TX-RX pair from the architecture shown in Figure 2 with S = 4 planes and N/S = 8 TX/RX 
per plane. The grey vertical bars represent optical channels at 10 Gb/s with 0.4 nm (50 GHz) spacing. 
Typical parameters used to assess the performance are: in-band insertion losses (IL), bandwidth at  
−3 dB from the resonance peak (B3 dB), adjacent channel cross-talk (XT) (XA) and non-adjacent channel 
XT (XNA). When considering the transfer function of all TX-RX pairs, other parameters are defined: 
<IL> is the average insertion-loss value across filter resonance peaks; ILm and ILM are the best and 
worst insertion loss, respectively; Bm and BM are the smallest and largest −3 dB bandwidth, 
respectively; and XFL represents the worst-case floor XT (i.e., the gap between ILM and the ground XT). 
Besides the amplitude response of the architecture, in this study we also take into account the  
phase response Φ(ω). Actually, the most important parameter which is used to be investigated is the 
group delay, which is defined as: τg = −dΦ(ω)/dω = λ2dΦ/(2πcd·λ). The group delay represents the 
time that a signal takes to pass through a filter. Usually, frequency components of the signal spectrum 
emerge from the filter with a changed time relationship as they propagate with different velocities and 
it can cause signal distortion and pulse broadening [11]. It is also worth mentioning that the derivative 
of the group delay with ω is the second order dispersion which is expressed in (ps2) and it can be 
calculated as D = dτg/dω or, equivalently, by D = λ2d·dτg/(2πcdλ) expressed in (ps2/nm). 
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Figure 4. Backplane transfer function of a certain TX-RX pair. 
 
Figure 5a shows a typical “drop” port transfer function of a ring resonator and its group delay. Optical 
−3 dB bandwidth is set to 20 GHz. Figure 5b shows the “through” port transfer function and its group 
delay. It is evident that for the latter the dispersion is negligible as the group delay is constant and all the 
frequency components near to the resonant frequency roughly experience the same “pass-through” time. 
On the other hand, drop port exhibits a group delay distortion due to a non-linear phase response of the 
filter. At the resonance, the group delay increase with the finesse, which is the ratio between the FSR 
and the bandwidth, whereas, for the through, port it becomes no longer significant. Second order 
dispersion is zero at the resonance peak, leading to a small contribution of the third order dispersion on 
the pulse shape. In our architectures, on the basis of the number of stages of the PSC, signals pass 
through a given number of ring resonators. Thus, transfer functions show different values of the 
performance parameters since they are related to the particular path through the architecture a certain 
signal is routed. 
Figure 5. Transfer function “-” and group delay “- -” at the (a) drop port and (b) through 
port of an RR. 
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In Figure 6 we report the transfer functions just before the RSC of the architecture in Figure 2 with 
S = 4 planes and N/S = 4 TX/RX per plane. The first picture (architecture receiver plane 1) is given by 
two drop port pass-through. In fact, it has the highest peak of the group delay and the smallest 
bandwidth. It is worth noting that compared to Figure 5a, the group delay is almost doubled while 
retaining its shape and the insertion loss is increased of about 1 dB. The same considerations apply for 
the reception plane 3, as signals traverse two through ports. The reception plane 2 is reached after 
traversing a combination of one drop and one through port. In fact, it is half way from a totally flat 
response (reception plane 3) and a Gaussian shaped transmission and group delay (reception plane 1). 
Finally, the response at plane 4 has a shape, which is driven by the last drop port signals have to pass 
through. Note that signals are received after traversing another drop port at the specific RSC, thus, the 
final transmission and group delay are once more “drop port-shaped” before the RX. This is shown in 
Figure 7 for all the RXs at plane in the architecture reported in Figure with S = 4 planes and N/S = 4 
TX/RX per plane. 
Figure 6. Transfer function “-” and group delay “- -” after the PSC at different planes. 
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Figure 7. Transfer function “-” and group “- -” delay at RXs after the RSC at plane 1. 
 
The group delay gives a hint of the pulse spread at the RX. In fact, it is the reciprocal of the  
group velocity (i.e., the propagation velocity of a group of waves whose frequencies are distributed 
over an infinitesimally small bandwidth centered on frequency f0) multiplied by the propagation 
distance. If we suppose f1 and f2 being the leading edge and the tail frequency of a spectrum centered 
around f0, the pulse spread can be determined by taking the difference between the group delay at 
frequency f0 and that at either f1 or f2 [11]. 
3. Illustrative Numerical Results 
In this section, we report numerical results of our performance assessement procedure applied to the 
proposed architecture. We have investigated the feasibility of our backplane design considering typical 
implementation issues: number of line cards, switching element-round trip losses, frequency drifting 
due to thermal variations and waveguide-crossing effects. 
3.1. Number of Optical Channels (λ) 
We have evaluated the performance parameters for the following optical-channel configurations:  
16 × 10 Gb/s (100 GHz spacing), 32 × 10 Gb/s (50 GHz spacing), and 64 × 10 Gb/s (25 GHz spacing), 
i.e., N = 16, 32, 64, S = 4 and N/S = 4, 8, 16). We have designed each RR with a −3 dB bandwidth set 
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Insertion loss increases when the number of channels scales up, due to star coupler/splitter losses 
that increase with N/S (see Table 1). The variability among TX-RX transfer-function peaks is due to 
the increasing number of cascaded RRs in the RSC (i.e., N/S = 4, 8, 16). The Bm usually corresponds to 
a RX on the first output plane as signals traverse two drop functions in the PSC, whereas BM 
corresponds to a RX on the third plane as signals traverse two through functions. The analysis shows that 
performance parameters are critically low at 25 GHz spacing, while they are fair at 50 GHz and even 
better at 100 GHz. In the following we show results for 32 channels, since a typical core router hosts 
32 LCs at 10 Gb/s [12]. 
Table 1. Increasing channels at fixed spectrum. 
λ <IL> ILm ILM Bm BM XA XNA XFL 
Chan@GHz [dB] [dB] [dB] [GHz] [GHz] [dB] [dB] [dB] 
16@100 −12.5 −12 −14 10.2 20.9 −21.2 −27.2 −32 
32@50 −15.8 −15 −17.6 10.4 20.1 −14 −20.8 −29 
64@25 −19.8 −18 −22.5 10.5 17.6 −7.2 −15.2 −18 
3.2. Roundtrip Loss of Ring Resonators (α) 
The effect of roundtrip loss on the RR transfer function is to increase the drop insertion loss and, 
when various rings are cascaded, also to widen the bandwidth (i.e., the filter becomes less selective). 
Table 2 reports the values of the investigated parameters. The impact of the paths through the PSC is 
dramatic. BM and Bm remarkably increase, causing an increase of XT. It is worth noting that loss also 
makes the variability of IL across different channels to increase due to the low selectivity of filters and 
high IL at the drop port. 
Table 2. Increasing loss/turn, 32@50 GHz. 
α <IL> ILm ILM Bm BM XA XNA XFL 
[dB/turn] [dB] [dB] [dB] [GHz] [GHz] [dB] [dB] [dB] 
0 −15.8 −15 −17.6 10.4 20.1 −14 −20.8 −29 
0.2 −20.2 −19.5 −21.5 12.2 31.4 −9.7 −17.3 −24 
0.4 −23 −22.6 −24.5 13.5 41.2 −9.4 −14.8 −22 
0.6 −25.9 −24.7 −27.1 14.9 51.1 −7.9 −13 −20 
0.8 −28 −26.4 −29.4 14.9 57 −6.7 −12.2 −17 
1.0 −29.6 −27.8 −31.4 15.9 62 −5.9 −11.2 −14 
3.3. Thermal Variations (ΔT) 
The change in the refractive index of a material as a function of the variation of temperature is 
known as the thermo-optic effect. An unintentional waveguide temperature variation turns into a 
resonance-frequency drifting: e.g., ΔT = 1 °C, corresponds to 10 GHz frequency shift (in silicon) [13]. 
We have investigated the impact of such thermal perturbation on the overall backplane transfer 
function when a value within the range ±0.5, ±1, and ±1.5 °C of thermal variation is applied to any  
RR with uniform probability distribution. Table 3 shows that a thermal drifting of ±1.5 °C has a 
detrimental impact. In fact, the transfer functions are highly distorted and the variability on IL 
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(measured as gap between ILm and ILM) increases from almost 2 to 6 dB. Our architecture is clearly 
sensitive to thermal variations higher than 1.5 °C. 
Table 3. Resonance frequency drifting, 32@50 GHz. 
ΔT <IL> ILm ILM Bm BM XA XNA XFL 
[°C] [dB] [dB] [dB] [GHz] [GHz] [dB] [dB] [dB] 
0 −15.8 −15 −17.6 10.4 20.1 −14 −20.8 −29 
±0.5 −15.9 −15.3 −17.8 11.9 19.8 −12.7 −19.7 −29 
±1.0 −16.2 −16 −18.4 11.6 20.1 −12.2 −20.4 −27 
±1.5 −16.5 −15.3 −21.6 10.7 20.3 −11.6 −15.7 −23 
3.4. Waveguide Crossing 
There are three major impairment contributions related to waveguide crossing: Crossing Insertion 
Loss (CIL), Crossing Reflected Power (CRP) and Crossing XT (CXT) power, the latter due to adjacent 
waveguide power coupling [14]. Such impairments depend on the crossing angle. We consider values 
that are related to the orthogonal waveguide crossing, which represents the best-case, since such a 
condition can be achieved by a careful geometric design of the waveguides. 
CIL increases the variability of IL among channel resonance peaks since signals directed to 
different Output planes may traverse a different number of waveguide crossings. The gap between ILm 
and ILM increases from almost 3 to 4 dB when setting CIL up to 1 dB; nevertheless, XT level values 
scale down along with peak loss. 
CRP above 2% is highly detrimental. It causes high variability of channel IL, resonance frequency 
shifting and severe distorsion. Moreover, high values of XT have been found, the worst case is  
XA = −10 dB and XNA = −15 dB. The most detrimental impairment is the waveguide CXT power. In 
addition, in this case, values higher than 2% may impair feasibility. <IL> varies from −15 dB of the 
0% case to −21 dB of the 15% and the worst-case gap between ILm and ILM is 11 dB. 
3.5. Technology Remarks 
In the proposed architecture, the FSR of RRs in RSC drives the choice of the technology to be used 
(see Design Section). As for the PSC of our reference architecture (32 chann./50 GHz, 2 stages), the 
FSR of last-stage RR is 200 GHz while for the RSC, the FSR of each RR is 1.6 THz, corresponding to 
rings with radius = 7 µm, thus, the choice of silicon becomes mandatory [7]. Smaller rings, that is, 
wider FSR, are difficult to achieve in practice. 
4. BER Performance Analysis 
Direct detection for transmission at 10 Gb/s of 32 OOK-NRZ signals spaced at 50 GHz is 
considered. For BER performance analysis the impulse response used for pulse shaping was chosen 
with a rise and fall time of 35% the bit duration. As is known, the effect of filtering operations 
performed by a certain TX-RX pair on the input signal and the resulting distortions can be estimated 
by means of the eye diagram [15]. In order to evaluate the distortions introduced by optical filtering, 
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we consider the case where the detected signal is dominated by the photo-detector thermal noise. 
Under this assumption the Q factor can be calculated from the eye diagram as: 
ܳ ൌ ߤଵ െ ߤ଴ߪଵ ൅ ߪ଴ (1)
where µ1 and µ0 are the average voltages associated to the levels 1 and 0 at the eye center, respectively, 
while σ1 and σ0 are the effective standard deviations associated to the levels 1 and 0, respectively. The 
Q factor allows for estimating the BER associated to the received signal after its conversion into the 
electrical domain by using the formula: 
BER ൌ 12 erfc ൬
ܳ
√2൰ (2)
Each signal transmitted at a specific wavelength has been filtered by the PSC transfer function and 
then selected by the corresponding RSC transfer function. The eye diagram has been evaluated for 
each of the transfer functions resulting from all the TX-RX pair combinations. Figure 8 shows the best, 
the worse and the average BER performance versus the electrical Signal-to-Noise Ratio (SNR) 
obtained considering the case of roundtrip loss α = 0. The electrical SNR is given by the ratio of the 
signal power and noise power after electrical filtering with the same bandwidth as that of the RSC. As 
a reference, in the Figure, the BER performance obtained in the ideal case, i.e., without signal 
distortions, is also reported. From the curves we observe that the SNR loss of the average case with 
respect to that without (w/o) distortions varies between 6 dB, at BER = 10−2, and 8 dB, at BER = 10−10. 
In the same range of BERs, the SNR loss of the best channel with respect to that w/o distortions is 
comprised between 3.5 and 4 dB. The SNR gap between the best and the worse performance 
associated to channel #10 and channel #7, respectively, varies between 4 dB, at BER = 10−2, and 5 dB, 
at BER = 10−10. 
Figure 8. BER vs. SNR for transmission at 10 Gb/s of NRZ-OOK channels with roundtrip 
loss α = 0. The best performance was obtained for channel #10, the worse for channel #7 
and the average considering the mean over the 32 channels. 
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Figure 9 reports the best and the worst performance associated to channel #10 and channel #7, 
respectivily, for increasing values of the roundtrip loss α = 0, 0.2, 0.4, 0.6, 0.8, 1. From the figure we 
observe that for a given value of α the SNR gap between the best and the worse channel is 
approximately always the same. Moreover, an SNR loss of approximately 5 dB can be observed 
between α = 0 and a = 1. 
Figure 9. BER vs. SNR for transmission at 10 Gb/s of 32 NRZ-OOK channels with 
increasing roundtrip losses α = 0, 0.2, 0.4, 0.6, 0.8, 1. Dashes curves: best channel (#10); 
dotted curves: worse channel (#7). 
 
The effect of XT on the BER is shown in Figure 10. We have verified that in order to evaluate the 
effect of XT on the channel of interest it is enough to consider only the effect of the two more adjacent 
signals. From Figure 10 we observe that the SNR loss of the average case compared to that w/o 
distortions increases of only 0.2 dB at BER = 10−2 with respect to the situation without XT considered 
in Figure 8 while it increases up to 1.3 dB at BER = 10−10. The loss in SNR of the best case with respect 
to the ideal case w/o distortions is comprised now between 4.5 dB at 10−2 and 6 dB at 10−10. It is worth 
noting that the SNR gap between the best and the worst case remains the same as that without XT. 
In Figure 11 the effect of XT on the best and the worse performance is reported for increasing 
values of the roundtrip losses α = 0, 0.2, 0.4, 0.6, 0.8, 1. In contrast to the analogous situation without 
XT considered in Figure 9, in this case we observe that for the values of α equal to 0.6, 0.8 and 1  
the BER presents an error floor. This effect arises because the presence of some configurations of 
interference that cause the closure of the eye even in the situation where noise is absent. By comparing 
the curves reported in Figures 9 and 11 at a given BER it is possible to evaluate the degradation 
introduced by XT for a fixed value of α. 
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Figure 10. BER vs. SNR for transmission at 10 Gb/s of 32 NRZ-OOK channels with 
roundtrip loss α = 0 in presence of XT. 
 
Figure 11. BER vs. SNR for transmission at 10 Gb/s of 32 NRZ-OOK channels with 
increasing roundtrip losses α = 0, 0.2, 0.4, 0.6, 0.8, 1 in presence of XT. Dashes curves: 
best channel (#10); dotted curves: worse channel (#7). 
 
It is worth observing that for input signals with rates higher that 10 Gb/s, i.e., 40, 100, and 160 Gb/s 
an increase of modulation order is required in order to satisfy the bandwidth limitation imposed by the 
optical filtering. As is well known, high order modulation formats require coherent demodulation and 
are more sensitive to signal distortions introduced by optical filters and XT. Therefore, in order  
to achieve a performance that is comparable with that of 10 Gb/s transmission an appropriate signal  
processing is required. 
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We have presented a new RR-based switching fabric and a novel approach to assess architecture 
performance. Our transfer function analysis allows us to accurately capture the impact of each design 
issue with respect to the ideal scenario. This capability is not achievable in power budget and XT 
power penalty evaluations. In this work, we have analyzed the OI architecture in terms of optical 
performance parameters and signal distorsions introduced by the filtering operations performed by 
PSC and corresponding RSC for a given value of the wavelength of the input signal. From the 
observation of the eye diagrams for all the TX-RX pairs in case of OOK-NRZ transmisison at 10 Gb/s, 
performance analysis has been worked out by estimating the BER both without and with XT vs. SNR 
of the proposed architecture. 
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