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Abstract
Common network parameters, such as number of nodes and arc lengths are frequently subjected to ambiguity as a result of
probability law. A number of authors have discussed the calculation of the shortest path in networks with random variable arc
lengths. Generally, only a subset of intermediate nodes chosen in accordance with a given probability law can be used to transition
from source node to sink node. The determination of a priori path of the minimal length in an incomplete network is defined as a
probabilistic shortest path problem. When arc lengths between nodes are randomly assigned variables in an incomplete network
the resulting network is known as an incomplete stochastic network. In this paper, the computation of minimal length in incomplete
stochastic networks, when travel times between nodes are allowed to be exponentially distributed random variables, is formulated as
a linear programming problem. A practical application of the methodology is demonstrated and the results and process compared to
the Kulkarni’s [V.G. Kulkarni, Shortest paths in networks with exponentially distributed arc lengths, Networks 16 (1986) 255–274]
method.
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1. Introduction
Shortest path problems have significant practical implications in such areas as computer science, operations
research and transportation engineering, etc. The determination of a priori path of the minimal length in an incomplete
network is defined as a probabilistic shortest path problem. When arc lengths between nodes are randomly assigned
variables in an incomplete network the resulting network is known as an incomplete stochastic network.
Classical shortest path problems with fixed arc lengths have been studied intensively, resulting in the development
of a number of efficient algorithms [2–4]. The preponderance of these problems extended from original formulations
with consideration of deterministic aspects to stochastic [5]. In deterministic networks, the number of nodes, the
length of arcs, etc. are known with certainty before a particular optimization problem is solved. As a result, a number
of effective algorithms can be employed for solving the shortest path problem in deterministic networks. However,
there are virtually limitless situations where one, or more, of the network parameters are random variables.
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There is a plethora of literature that examines the calculation of the shortest path in networks with random variable
arc lengths [6]. Martin [7] presented a technique for computing the distribution function of the length of the longest
(s, t) path, that can be easily be adopted for use in computing the shortest path, in a directed, acyclic network whose
arc lengths are independent and have a finite range. Bereanu [8] formulated the problem as a stochastic linear program
with random objective function coefficients. The study provided a closed form solution, which requires the knowledge
of the probability that a given basis is optimal. Grimmett and Welsh [9] considered maximum flow in networks
with independent and identically distributed capacities. They found limit theorems for the cases where the networks
were either complete graphs or branching trees. Subsequently, Frieze and Grimmett [10], and Andretta et al. [11]
departed in their respective approaches examining situations where arc lengths were random variables, and the path
with maximum probability of being the shortest was fixed. Kulkarni [1] developed a widely utilized method for the
exact computation of the distribution of the length of the shortest path from a given source node to a given sink node in
a complete directed stochastic network in which the arc lengths are independent and exponentially distributed random
variables. Kulkarni’s focused on communication networks. In a typical Kulkarni scenario, when a node receives a
message over one of the incoming arcs, it transmits it along all outgoing arcs before disabling itself. This process
continues until the message reaches the sink node. Concurrently, there may be nodes and arcs in the network that
are “useless” in facilitating the progress of the message towards the sink node. According to Kulkarni, “useless”
nodes become disabled and the messages travelling on these arcs are aborted. The continuous-time Markov chain is
constructed with a generator matrix of an upper triangular in nature to compute the expected shortest path form source
node to sink node.
When analyzing the shortest path between source node s to sink node t in a complete network with a length
associated with each arc, during any computation, only a subset of the intermediate nodes can be used to go from
s to t , with the subset being determined by probability law. Consequently, a priori path is constructed such that, at
any given instance of the problem, the sequence of nodes defining the path is preserved with only the permissible
nodes traversed, others being skipped. The analysis of the priori path of minimum expected length is defined as a
probabilistic shortest path problem [12]. When one more parameters of an incomplete network are allowed to be
random variables, then the resultant network is known as an incomplete stochastic network, and the problem of
finding the priori path of minimum expected length is known as the shortest path problem in incomplete stochastic
networks. Most of the existing literature addressing uncertainty has been confined to the analysis of problems under
the assumption of random distances between nodes in complete stochastic networks [1,7–13]. As a result, there is
a need for the introduction of a methodology for computing minimum expected length and distribution from source
node to sink node in incomplete stochastic networks, when one of the components of the arc length (travel time or
speed) between nodes are allowed to be random variables.
The shortest path problem in incomplete stochastic networks when one of the components of arc length (travel time
or speed) is allowed to be a random variable has practical application to a multitude of situations. Three examples
of possible situations follow. (1) In the first situation, there is a network where arcs represent city streets and nodes
are intersections. If we want to go from an origin s to a destination t , the travel time between the nodes i and j is
a value that may vary greatly. (2) The second application is in the field of aeronautics where the nodes s and t are
airports and other nodes represent geographical areas that at times face air–space restrictions (e.g. because of weather
conditions, unexpected military restrictions, etc.). The modification of the route that a plane has to take, because of
such unexpected restrictions, can be costly without proper preparation. This methodology can be used to calculate
alternative routes in order to minimize cost. (3) The third scenario involves computing the shortest path from source
node s to sink node t in communication networks, when the subset of nodes is frequently subjected to failures and
travel times (or speeds) are random variables. This problem can be modeled as the shortest path problem in incomplete
stochastic networks with the objective of minimizing the distance between the source node and the sink node.
In this paper, the problem to compute the minimum expected length in incomplete stochastic networks, when
the travel times between the nodes are allowed to be exponentially distributed random variables is formulated as a
linear programming problem. A practical application of the methodology is demonstrated and the results and process
compared to the Kulkarni [1] method. The methodology proposed in this paper has broad applications in a host of
fields such as: aeronautics; logistics; communications; broadcasting; public transportation; and civil, mechanical and
electrical engineering.
The remainder of the paper is organized as follows. In Section 2, a proposed methodology for computing the length
of the shortest path and its distribution, when the subset of nodes is assigned randomly and the travel times between
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the nodes in communication network are allowed to be exponentially distributed random variables, is described.
In Section 3, an application of the proposed methodology is presented. In Section 4, the result of the proposed
methodology is compared with that of analytical method developed by Kulkarni. In Section 5, conclusions are
presented.
2. Proposed methodology
The proposed methodology is explored in a communication network G = (N , A) where nodes (N ) are stations
capable of receiving and transmitting messages, and arcs (A) are one-way communication links connecting pairs of
nodes. In this network G = (N , A), the set of nodes N is partitioned into two subsets N1 and N2 [12]. N1 is the
number of nodes that operate without failure (black nodes) of cardinality |N1| = m (m ≥ 2). Since source node s and
sink node t belong to N1, N2 is the set of nodes with possible failure (white nodes) of cardinality |N2| = n. The basic
steps involved to compute the shortest path are given as follows:
2.1. Algorithm
Step 1: Read N1 = m, N2 = n, N , A, K = 25, i = 0, j = 1, ω, pk, prk(ω);
Step 2: Set K = 1;
Step 3: Compute ω from Prk (ω) = ncω pωk (1− pk)n−ω;
Step 4: Compute N ′ = N1 + ω;
Step 5: Compute ti j = log f (t)1.00024 ;
Step 6: Increase i = i + 1, j = j + 1;
Step 7: Check i = (m + n − 1) and j = (m + n);
Step 8: If Yes, Goto step 6. Otherwise, Goto step 2;
Step 9: Formulate LP problem and solve for shortest path;
Step 10: Check K = 25. If yes, Goto step 12. Otherwise, Goto step 11;
Step 11: Increase K = K + 1 and Goto step 3;
Step 12: Stop.
2.2. Model formulation
The messages are assumed to travel between the pair of nodes (i, j) with specified speed xi j , which varies
for different pairs of nodes, and the message transmitting time ti j to node j from node i is a random variable.
Subsequently, the shortest path problem can be formulated into a linear programming (LP) problem where the
coefficients of objective function are random variables of travel time ti j between the pairs of nodes and the speeds xi j
between the pairs of nodes as the variable [14].
Minimize Z =
∑
i
∑
j
ti j xi j
Subject to: li j ≤ xi j ≤ ui j
 . (1)
Where, ti j = the coefficient of objective function, which is a random variable of travel times between nodes i and j .
xi j = Transmission speed between nodes i and j .
li j = Lower bound of the speed between nodes i and j .
ui j = Upper bound of the speed between nodes i and j .
The methodology presented in Jaillet [12] is used to obtain an incomplete network. The methodology begins with
the set of nodes N in a network G = (N , A) are partitioned into two subsets N1 and N2, where N1 is the set of
nodes without failure or always working (“black” nodes) of cardinality |N1| = m (m ≥ 2), since source node s and
sink node t belong to N1, and N2 is the set of nodes with possible failure or not always working (“white” nodes), of
cardinality |N2| = n.
Assume that given a probability P onΩ , the power set of N2 (an outcome ω defines the subset of N2 with no failure
on this particular instance). Restrict P to be such that all outcomes of equal cardinality have the same probability of
occurring.
i.e., ω1 ∈ Ω , ω2 ∈ Ω , |ω1| = |ω2| ⇒ P(ω1) = P(ω2). (2)
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If W is the random variable that represents the number of white nodes with no failure, we have
Pr (W = |ω|) = (nC |ω|)P(ω).
As a result, the probabilistic model can be specified equivalently by giving probability P or the probability
distribution of W . Note that the restriction imposed on P implies that, given W = K , the K nodes are selected
uniformly at random among the set of n nodes, any probability P satisfying (2) will then be said to be node invariant.
For example, the probability of each white node being present is of the Bernouilli process with parameter p, where
p is the probability of each white node being present, independently of others, then
P(ω) = p|ω|(1− p)n−|ω|. (3)
For ω = 0, 1, 2, 3, . . . , n
∴ Pr (W = |ω|) = (nC |ω|)p|ω|(1− p)n−|ω|. (4)
For the given n and p, the value of Pr (|ω|) can be read from the Binomial distribution tables, and thus, the random
variable (W = |ω|) can be computed.
Now, the network becomes G ′ = (N ′, A′), where N ′ is the set of black nodes N1 and “ω”, of the cardinality
|N ′| = m′, and A′ is the set of arcs joining all the nodes N ′. A path C will be given by the sequence of nodes defining
it, i.e. C = (s, n1, n2, . . . , nk, t).
Assume that the time between the pair of nodes varies exponentially, and the arc lengths between pairs of nodes
also vary. Then, the random variable t can be computed for the given probability as follows:
Let the probability distribution of time t be represented by the following equation.
f (t) = Be−t . (5)
Where, t = message travel time between two nodes.
f (t) = probability density function over time T .
B = constant depending on the message travel times.
Evaluate “B” for the cumulative probability (CP) from the following relationship.
CP =
∫ T
0
Be−t = 1⇒ B = 1/(1− e−T ). (6)
Consider that message travel times vary from 0 to 10 units. Then, for the probability density function, “B” is
calculated as follows:
B = 1/(1− e−10) = 1.00024.
The probability density function then becomes
f (t) = 1.00024e−t .
The cumulative probability for different time ranges is computed as given in Table 1.
The graph between the message travel time (T ) and the cumulative probability (CP) are shown in Fig. 1. Now, for
the random number generated, the message travel times can be read from the graph, and can be substituted in Eq. (1)
to obtain the objective function in order to solve it by simplex method. For the different set of random numbers
generated, the various streams of travel times are obtained and applied in the objective function in order to obtain the
set of expected shortest paths in determining distribution.
The following section presents a solution procedure of the proposed methodology to compute the shortest path for
the case under consideration:
3. Application of proposed methodology
In order to demonstrate the usefulness of the proposed methodology, a case example has been provided that
computes the shortest path in a communication network that has been established to connect the various service
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Fig. 1. Graph between message travel time and cumulative probability (CP).
Table 1
Cumulative probabilities (CP)
Time range CP
0–1 0.566
1–2 0.812
2–3 0.918
3–4 0.965
4–5 0.985
5–6 0.994
6–7 0.997
7–8 0.998
8–9 0.999
9–10 1.000
Fig. 2. Network under consideration.
centers in Kadapa City, Andhra Pradesh (India) as shown in Fig. 2. The service centers include an airport, a bus
station, an engineering college, a collectrate office, a railway station, and a hospital and medical college, designated
as nodes s, 1, 2, 3, 4, 5, and t , respectively.
In order to apply the Kulkarni’s [1] method, the arc lengths are assumed to be independent and exponentially
distributed random variables, for which the probability density function may be given by the following equation:
f (l) = Re−l . (7)
Where, l = expected arc length between two nodes.
f (l) = probability density function over the length L .
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Fig. 3. Graph between message arc length and probability.
Table 2
Generator matrix of example network
s 1 2 3 4 5 t
s −35.8 6.2 5.7 11.2 12.7 0 0
1 0 −7.4 0 0 7.4 0 0
2 0 0 −12.7 6.8 0 5.9 0
3 0 0 0 −18 4.8 6.5 6.7
4 0 0 0 0 −6.9 0 6.9
5 0 0 0 0 0 −7.4 7.4
t 0 0 0 0 0 0 0
R = constant.
“R” can be evaluated from the following relationship.∫ L
0
f (l) = R
∫ L
0
e−1 = 1⇒ L = 1/(1− e−L). (8)
Consider that the arc lengths between the pair of nodes vary from 0 to 15 units.
∴ R = 1/(1− e15) = 1.000004.
Then, the probability density function becomes:
f (l) = (1.000004)e−1.
The probabilities of different arc lengths are computed, and the graph between the arc length (L) and the cumulative
probability (CP) is shown in Fig. 3.
For the random numbers generated, the arc lengths obtained from Fig. 3 for the network shown in Fig. 2 are given
as follows.
s → 1 = 6.2, s → 2 = 5.7, s → 3 = 11.2, s → 4 = 12.7, 1→ 4 = 7.4, 2→ 3 = 6.8, 2→ 5 = 5.9,
3→ 4 = 4.8, 3→ 5 = 6.5, 3→ t = 6.7, 4→ t = 6.9, 5→ t = 7.4.
The generator matrix obtained for the arc lengths is given in Table 2, which is upper triangular in nature.
Since, the message is assumed to travel with unit speed; the distance between the nodes is equal to the time taken
for the message to travel from one node to another node. If T ∗ is the shortest path in a network, from the construction
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Fig. 4. Network showing the nodes through which message is transmitted.
of a Continuous time Markov chain (CTMC) {X (t), t ≥ 0}, it is clear that
T ∗ = min{t ≥ 0; X (t) = N |x(0) = 1|}.
Thus, the length of the shortest path is equal to the time until the CTMC {X (t), t ≥ 0} gets absorbed in the final
state (N ) starting from state 1, because the message travels at unit speed. For the example network given in Fig. 2, the
shortest path (s, t) is obtained as 17.9 units along the path (s → 3→ t).
In the calculation of the shortest path from source node s to sink node t in a network shown in Fig. 2, the nodes
{1, 3, 4} have a possibility of failure and the nodes {s, 2, 5, t} are always working nodes. According to the probability
law specified in Eq. (2), some of nodes from the set {1, 3, 4} are working. The nodes 1 and 4 are identified as working
nodes by using Eqs. (3) and (4). Now, the network becomes as shown in Fig. 4.
Consider that the messages are transmitted between the nodes with variable speeds, and the travel times between
the nodes are assumed to vary exponentially in the range between 0 and 10 units. Then, the problem can be formulated
as follows:
Minimize Z =
∑
i
∑
j
ti j xi j
Subject to: li j ≤ xi j ≤ ui j , ∀i, j
xi j + li j + yi j and yi j ≤ ui j − li j , yi j ≥ 0.
Then,
Minimize Z = ts1xs1 + ts2xs2 + ts4xs4 + ts5xs5 + t14x14 + t25x25 + t4t x4t + t5t x5t
Subject to: xs1 = ls1 + ys1
xs2 = ls2 + ys2
xs4 = ls4 + ys4
xs5 = ls5 + ys5
x14 = l14 + y14
x25 = l25 + y25
x4t = l4t + y4t
x5t = l5t + y5t , and yi j ≥ 0.
Where, yi j = Fictitious variable of the speed xi j between the nodes i and j
xi j = li j + yi j .
Let
ls1 = 2, ls2 = 5, ls4 = 2, ls5 = 7, l14 = 3, l25 = 2, l4t = 5, and l5t = 4
us1 = 5, us2 = 15, us4 = 6, us5 = 10, u14 = 8, u25 = 5, u4t = 8, and u5t = 9.
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Fig. 5. Relationship between expected length and probability.
Then, the system of equations becomes
Minimize Z = (2ts1 + 5ts2 + 2ts4 + 7ts5 + 3t14 + 5t25 + 4t5t )
+ ts1ys1 + ts2ys2 + ts4ys4 + t14y14 + t25y25 + t4t y4t + t5t y5t
Subject to: ys1 ≤ 3, ys2 ≤ 10, ys4 ≤ 4, ys5 ≤ 3, y14 ≤ 5, y25 ≤ 6, y4t ≤ 3, y5t ≤ 2
ys1 ≥ 0, ys2 ≥ 0, ys4 ≥ 0, ys5 ≥ 0, y14 ≥ 0, y25 ≥ 0, y4t ≥ 0, y5t ≥ 0
 . (9)
For the series of random numbers generated, the message travel times obtained from Fig. 1 are as follows:
ts1 = 0.21, ts2 = 0.51, ts4 = 0.15, ts5 = 0.16, t14 = 0.14, t25 = 0.53, t4t = 0.144, t5t = 0.27.
The values are used in the Eq. (9), and the values of the variables by using the simplex method are obtained as
follows:
ys1 = 0, ys2 = 9.58, ys4 = 0, ys5 = 0, y14 = 0, y25 = 2.8, y4t = 0, and y5t = 3.81.
And the value of minimum distance (Z) is obtained as 15.069 units along the path s → 2→ 5→ t .
In the proposed methodology, the transmission times instead of the arc lengths between nodes are allowed to be
random variables, and the travel speeds between the nodes are also considered as variables. In order to compute the
distribution of the shortest path for message travel times for 25 streams of random numbers generated for the network,
the Eq. (9) is used to compute the lengths of shortest paths as given in Table 3. The expected shortest path lengths are
plotted against the probabilities of shortest paths as shown in the Fig. 5 in order to determine the distribution of the
shortest path. From Fig. 5, it is observed that the length of the shortest path follows normal distribution. In order to fit
the normal distribution to the shortest path lengths, the mean (µ) and the standard deviation (σ ) are shown in Table 3
are computed as 15.27 units and 4.796, respectively.
Where µ = Σ xi/25 = 381.75/25 = 15.27, σ =
√∑
(xi − µ)2/25 = √574.986/25 = 4.796.
Then, the normal distribution equation is obtained as follows.
f (x) = 1/(σ√2Π )Exp[−(x − µ)2/2σ 2], 0 ≤ x <∞ (10)
f (x) = 1/(12.022)Exp[−(x − 15.27)2/45.99], 0 ≤ x <∞. (11)
Where, f (x) = probability that the given length x is the shortest.
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Table 3
Estimated shortest path lengths obtained from different set of message travel times
Cycle no. ts1 ts2 ts4 ts5 t14 t25 t4t t5t Expected length (xi ) (xi − µ)2
1 0.21 0.51 0.15 0.16 0.14 0.53 0.144 0.27 15.069 0.04
2 0.22 0.32 0.13 0.11 0.12 0.21 0.32 0.23 5.23 100.80
3 0.54 0.66 0.95 0.91 0.82 0.72 0.51 0.50 15.142 0.017
4 0.77 0.85 1.25 1.24 1.13 1.03 0.72 0.71 25.21 104.86
5 0.56 0.64 0.94 0.93 0.80 0.70 0.50 0.48 15.011 0.067
6 0.49 0.71 0.95 0.89 0.81 0.65 0.57 0.45 14.812 0.212
7 0.67 0.76 1.02 1.06 1.01 0.87 0.59 0.62 20.25 24.80
8 0.67 0.71 1.01 1.05 1.02 0.87 0.59 0.61 20.21 24.40
9 0.56 0.64 0.94 0.94 0.81 0.68 0.49 0.48 15.021 0.062
10 0.55 0.66 0.90 0.95 0.82 0.72 0.51 0.49 14.94 0.096
11 0.21 0.31 0.12 0.12 0.11 0.21 0.33 0.21 5.27 100
12 0.65 0.74 1.03 1.07 1.04 0.85 0.58 0.63 20.12 23.52
13 0.53 0.66 0.95 0.91 0.81 0.72 0.50 0.51 14.980 0.084
14 0.67 0.72 1.02 1.07 1.04 0.86 0.58 0.62 20.75 30.03
15 0.55 0.65 0.95 0.92 0.81 0.72 0.51 0.49 15.067 0.041
16 0.49 0.71 0.95 0.89 0.81 0.65 0.57 0.45 14.812 0.212
17 0.77 0.84 1.27 1.22 1.11 1.05 0.75 0.70 24.97 94.09
18 0.36 0.64 0.94 0.94 0.81 0.68 0.49 0.48 15.021 0.062
19 0.55 0.44 0.71 0.69 0.51 0.52 0.42 0.33 11.21 16.48
20 0.54 0.66 0.95 0.91 0.82 0.70 0.51 0.52 15.142 0.016
21 0.36 0.42 0.71 0.69 0.51 0.52 0.41 0.32 11.01 18.15
22 0.54 0.66 0.94 0.93 0.81 0.65 0.51 0.52 15.132 0.019
23 0.37 0.43 0.73 0.72 0.50 0.53 0.42 0.35 11.03 17.98
24 0.56 0.64 0.94 0.93 0.80 0.71 0.51 0.49 15.102 0.028
25 0.37 0.43 0.72 0.71 0.49 0.51 0.43 0.35 10.92 18.92
The distribution of travel times may also be assumed to follow the distribution f (t) = Ma−t , which is involved
with two parameters instead of f (t) = Be−t . In such a case, the parameter M , which is the function of the range of
message travel time (T ) can be evaluated as follows:
Let
a−t = q
−t log a = log q
−(dt) log a = (1/q)(dq)
∴ dt = −1(q log a)(dq).
As t varies from 0 to T , the value of q varies from 0 to q.
∴
∫ T
0
f (t)dt = −
∫ q
0
Mq(1/q log a)dq = −(M/ log a)q = 1
∴ (M/ log a)[a−t ]T0 = −1⇒ M = [log a/(1− a−T )] (12)
∴ f (t) = [log a/(1− a−T )]a−t . (13)
Where, T = Range of message travel times.
The cumulative probability (CP) of the distribution function is obtained as follows:
CP =
∫ t
0
f (t)dt = log a/(1− a−T )
∫ t
0
a−tdt = [(1− a−t )/(1− a−T )]. (14)
For the give range of message travel times, the CP can be computed by varying the value of parameter ‘a’, and the
suitable value of parameter ‘a’ can be obtained to have the right distribution function of an arc length selected.
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Fig. 6. Relationship between cumulative probability (CP), range of message travel times (T ), and parameter (a).
Table 4
CP values computed when t varies from 1 to 10 units
t CP values
a = 0.5 a = 1.5 a = 2.0 a = 3.0 a = 4.0
1 0.00098 0.3392 0.5005 0.6667 0.7500
2 0.0029 0.5654 0.7507 0.8889 0.9375
3 0.0068 0.7161 0.8759 0.9630 0.9844
4 0.0147 0.8166 0.9384 0.9877 0.9961
5 0.03030 0.8836 0.9697 0.9959 0.9990
6 0.06158 0.9283 0.9853 0.9986 0.99976
7 0.1241 0.9581 0.9932 0.9996 0.99994
8 0.25024 0.9779 0.9971 0.9999 0.99999
9 0.49951 0.9912 0.9990 0.99997 0.999997
10 1.0000 1.0000 1.0000 1.0000 1.00000
For the range of message travel T = 10 units, the values of parameter ‘a’ are considered to be taken at 0.5, 1.5,
2.0, 3.0 and 4.0, and the CP values for different variable message travel times ‘t’ between the nodes are computed as
given in Table 4.
The graph is drawn in Fig. 6 to show the relationship between the CP, T , and ‘a’ from which an appropriate ‘a’
value will be chosen in such a way that the change of CP per unit change of T is minimal.
The following section presents the comparison of the results of the proposed methodology with that of the existing
Kulkarni’s [1] method, in which the arc lengths are allowed to be exponentially distributed random variables:
4. Computational results
In order to test the effectiveness of the proposed methodology, the problem has been executed using a LP
programming package that has been implemented in the ‘C++’ programming language.
In the Kulkarni method [1], the length of the shortest path is equal to the time until the CTMC (continuous time
Markov chain) {X (t), t ≥ 0} gets absorbed in the final state (N ) starting from state 1, since the message is assumed
to travel at unit speed. For the example network given in Fig. 2, the shortest path (s, t) is obtained as 17.9 units along
the path (s → 3→ t) with the existing method of Kulkarni.
In the proposed methodology for computing the shortest path in a network, a subset of intermediate nodes that go
from source node s to sink node t are chosen according to binomial distribution. The travel times between the nodes
are allowed to be exponentially distributed random variables, and the problem is formulated in linear programming
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Table 5
Comparison of shortest lengths along the various paths
Kulkarni’s method Proposed method
Path Length Path Length
s → 2→ 3→ t 16.231 s → 4→ t 14.812
s → 2→ 3→ 4→ t 18.142 s → 5→ t 15.132
s → 2→ 3→ 5→ t 17.212 s → 1→ 4→ t 14.980
s → 3→ 4→ t 16.561 s → 2→ 5→ t 15.062
Table 6
Comparison of shortest paths for different sizes of networks
Size of network Kulkarni’s method Proposed method
5 Nodes 7.204 6.159
6 Nodes 9.231 8.427
8 Nodes 16.256 14.136
9 Nodes 18.227 16.732
10 Nodes 18.793 17.052
in order to compute the shortest path from source node s to sink node t . The shortest path is obtained as 15.069 units
along the path s → 2→ 5→ t for the example network given in Fig. 2.
The probabilities of different arc lengths are computed, and the graph between the arc length (L) and the cumulative
probability (CP) is drawn as shown in Fig. 3. The resultant arc lengths are obtained as follows:
s → 1 = 6.2, s → 2 = 5.7, s → 3 = 11.2, s → 4 = 12.7, 1→ 4 = 7.4, 2→ 3 = 6.8, 2→ 5 = 5.9,
3→ 4 = 4.8, 3→ 5 = 6.5, 3→ t = 6.7, 4→ t = 6.9, 5→ t = 7.4.
Similarly, the message travel times are obtained as follows:
ts1 = 0.21, ts2 = 0.51, ts4 = 0.15, ts5 = 0.16, t14 = 0.14, t25 = 0.53, t4t = 0.144, t5t = 0.27.
Then, the values of fictitious variables are obtained as follows:
ys1 = 0, ys2 = 9.58, ys4 = 0, ys5 = 0, y14 = 0, y25 = 2.8, y4t = 0, and y5t = 3.81.
And the shortest path distance is obtained as 15.069 units along the path s → 2→ 5→ t .
Further, the graph is drawn to show the relationship between the cumulative probability (CP), range of message
travel times (T ), and the value of parameter (a). An appropriate ‘a’ value will be selected from the graph for which
the change of CP per unit change of T is minimal.
The comparison of the lengths of the shortest paths of Kulkarni’s method and the proposed method along the
various paths are given in Table 5. The results of the shortest paths of both methods are also compared for different
sizes of networks as given in Table 6.
It is observed from the computational experiences that the computational complexities are minimized in the
proposed methodology and the results are obtained in less computational time compared to the existing methodology
of Kulkarni, particularly for small size networks. It is observed from the computational experiences that the proposed
methodology is to be more efficient for small size networks compared to the existing method. Further, the methodology
is extended to compute the distribution of shortest path in a directed incomplete network under consideration, and the
effect of the parameters of the distribution function on the message travel times can also be studied.
5. Conclusion
In this paper, an alternate methodology is presented that has been shown to be effective at computing shortest
expected lengths in incomplete stochastic networks by utilizing linear programming. In the application presented,
message travel times and speeds between nodes in a network were treated as random objective function coefficients
and the variables of the problem, respectively. The results of the proposed methodology were compared with that
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of the existing Kulkarni [1] method, in which the arc lengths are independent and exponentially distributed random
variables. Further, the methodology was extended in order to compute the distribution of shortest path in a directed
incomplete network and the effect of the parameter value of the distribution function on the message travel times
studied.
The proposed methodology may also be used with random variable message travel speeds, instead of random
variable message travel times, to compute the shortest path between nodes. There is extensive application of this
methodology in such areas as: vehicular routing, flight planning, travelling salesman scheduling, etc. The case of
undirected arcs in networks can be handled easily by replacing each arc by two anti-parallel arcs having the same
distribution to compute the shortest path.
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