Abstract. Uncertainty management for geometric data is currently an important problem in spatial databases, image databases, and Geographic Information Systems (GIS). Spatial entities do not always have homogeneous interiors and sharply defined boundaries but frequently their interiors and boundaries are partially or totally indeterminate and vague. For an important kind of spatial vagueness called spatial fuzziness this paper provides a conceptual and an implementation model of fuzzy spatial objects that also incorporates fuzzy geometric union, intersection, and difference operations as well as fuzzy topological predicates. In particular, this model is not based on Euclidean space and not on an infinite-precision arithmetic which lead to lacking numerical robustness and to topological inconsistency of implementations on a computer; it rests on a finite, discrete geometric domain called grid partition which takes into account finite-precision number systems available in computers. Last but not least, this paper is a contribution to achieve a uniform treatment of vector and raster data.
Introduction
number systems available in computers. For example, an intersection point of two lines has to be rounded to the nearest grid point where the grid corresponds to the resolution of the number system used. It is left to the implementor to close this gap between theory and practice. This leads inevitably not only to numerical but especially to topological errors and thus to wrong query results. Hence, it is recommendable to incorporate the aspect of finite representations explicitly into a spatial data model and to design finite resolution spatial data types that can be integrated as attribute types into databases.
Image data modeling as the basis of image databases and image processing suffers from the problem that previous attempts to design a consistent topological model for digital images have led to topological anomalies or have implied new unfavorable properties.
The goals of this paper are threefold: first, we provide a conceptual model of crisp and fuzzy spatial objects, namely fuzzy points, fuzzy lines, and fuzzy regions, and we investigate their topological properties. Second, we base our spatial objects on a finite resolution grid in order to take into account the discrete representations available in computers. These representations are especially interesting for fuzzy spatial objects since each contained, representable point has to be associated with a membership value. Third, this paper shall also be a contribution to achieve a uniform treatment of vector and raster data.
Section 2 compares with related work. Section 3 gives a unified view of vector and raster data, and Section 4 introduces a formalization of crisp and fuzzy points, lines, and regions based on a finite resolution grid. Section 5 gives a definition of the fuzzy geometric operations union, intersection, and difference on these types, and Section 6 deals with topological predicates for discrete regions. Section 7 deals with implementation aspects, and Section 8 draws some conclusions.
Related Work
In this section we discuss related work about the different facets of spatial vagueness (Section 2.1), about previous work on fuzzy spatial objects (Section 2.2), and about finite resolution spatial data (Section 2.3).
Spatial Vagueness
Mainly two kinds of spatial vagueness can be identified: spatial uncertainty is traditionally equated with randomness and chance occurrence and relates either to a lack of knowledge about the position and shape of an object with an existing, real boundary or to the inability of measuring such an object precisely. Spatial fuzziness is an intrinsic feature of an object itself and describes the vagueness of an object which certainly has an extent but which inherently cannot or does not have a precisely definable boundary (e.g., between a mountain and a valley). At least four alternatives have been proposed as general design methods: (1) exact models (for example, [5, 13, 21] ) which transfer type systems and concepts for spatial objects with sharp boundaries to objects with unclear boundaries, (2) models based on rough sets [26] which work with lower and upper approximations of spatial objects, (3) probabilistic models (for example, [3, 25] ) which predominantly model positional and measurement uncertainty, and (4) models based on fuzzy sets (for example, [1, 3, 8, 23] which predominantly model fuzziness. The vagueness represented by fuzziness, in which we are only interested in this paper, does not describe the uncertainty of expectation like in probabilistic models but the vagueness resulting from the imprecision of the meaning of a concept. Examples of fuzzy spatial objects include mountains, valleys, air-polluted areas, biotopes, oceans, temperature zones, water-polluted rivers, magnetic fields, storm intensity, and sun insolation.
In image data modeling and image processing, in principle there has never been a problem to handle and to visualize values being of the same kind but having different intensity levels. Color shading and gray values are examples of such visualization methods. Thus, fuzziness has played a certain role. This can be seen from fuzzy digital topology [20] , the fuzzy version of digital topology [19] , which has been applied to pixel structures.
Fuzzy Spatial Objects
In [23] we have introduced spatial data types for fuzzy points, fuzzy lines, and fuzzy regions based on the Euclidean space. This data model is rather different from the one presented in this paper. It is an abstract model, does not take into account finite representations only available in computers, and is hence not implementable. Moreover, it is purely vector-oriented. In [23] we have also given a classification of fuzzy regions from an application point of view. Core-boundary fuzzy regions suffer from insufficient knowledge about the grade of indeterminacy of the vague parts of a region. They rest on a three-valued logic and differentiate only between the core, the boundary, and the exterior of a region which relate to those parts that definitely belong, perhaps belong, and definitely do not belong, respectively, to the region. An application example is a lake which has a minimal water level in dry periods (core) and a maximal water level in rainy periods (boundary given as the difference between maximal and minimal water level). Finite-valued fuzzy regions lift the restriction of having only one degree of fuzziness and use a finite-valued (multi-valued) logic. This enables one to describe more precisely the degree (kind) of membership of a point in a fuzzy region. An application example are regions of different possibilities for virus infections. Regions could be categorized by n different risk levels extending from areas with extreme risk of infection over areas with average risk of infection to safe areas. The two classes of fuzzy regions described so far have predominantly a qualitative character; the membership values only play a symbolic role here and are of lower importance.
The next two classes have a quantitative character. Interval-based fuzzy regions partition the interval 0¡ 1¢ of possible membership values into a finite number of subintervals. This means that the degree of membership of each point lies somewhere between the borders of a subinterval, because we do not have more information. Smooth fuzzy regions take advantage of available knowledge about the distribution of attribute values within a fuzzy region. This knowledge can be gained by an expert through appropriate membership functions. We require that the distribution of attribute values within a fuzzy region is smooth (with a finite number of exceptions). In our discrete case we can, of course, only model gradual and not really (mathematically) continuous transitions within regions. We call this kind of fuzzy regions predominantly smooth (fuzzy) regions. As a special case we obtain (totally) smooth (fuzzy) regions with no "continuity gaps".
There are only few proposals of discrete fuzzy spatial data types. In [1] fuzzy regions are defined as fuzzy sets over
2 is associated with a value between 0 and 1 and describes the concentration of some feature attribute at that point. Unfortunately, the simple set property is insufficient since topological anomalies can arise, as we will see later. In a previous paper [24] we have already introduced some of our concepts for discrete fuzzy regions. These concepts have been partially changed and improved in this paper. In this sense, this paper is an improvement, extension, generalization, and completion of the previous one.
Finite Resolution Spatial Data
Finite resolution spatial data, that is, spatial data defined over a discrete underlying geometric domain (for example, a homogeneous grid), has so far had a completely different significance for spatial and image information. It lies in the nature of image data modeling to handle discrete spatial data which is available as digital raster images. Digital topology (fuzzy digital topology) has been applied to describe the structure and the topological features of binary (finite-valued) images. In Section 3 we will show that these theories suffer from topological anomalies which make them inappropriate for our purposes. Digital topology has been used in [11] to model so-called 4-connected regions (see Section 3.2) with restricted conditions concerning their shape and size. From a modeling point of view, the shapes of these regions are very limited since their boundaries are two-dimensional. In particular the fact of two-dimensional boundaries leads to a number of topological configurations that would be inconsistent in 2 .
In spatial data modeling hardly any work has so far been based on finite resolution data. Spatial data types (see [22] for an overview) proposed so far have all been based on exact two-dimensional Euclidean space and have thus led to the problems of lacking numerical robustness and topological inconsistency. An exception is the realm concept [17, 22] . A realm replaces the Euclidean space with a discrete geometric basis and is intended to represent the entire underlying geometry of an application. It is based on a finite resolution computational geometry [16] and consists of a finite set of points and line segments which are defined over a discrete grid and which form a spatially embedded planar graph. On top of realms a comprehensive and coherent spatial type system called the ROSE algebra [18, 22] and a concept of vague regions [13] have been built. Each spatial object is described by a finite boundary representation and consists of a finite set of representable grid points. The ROSE algebra provides a very general definition of spatial data types for points, lines, and regions but does not include the modeling of image data. It has the nice property that it is closed under (appropriately defined) geometric union, intersection, and difference operations. It allows lines to have a complex structure and to consist of several components; crisp regions may contain holes and islands within holes to any finite level. We would like to have these structure and closure properties for our discrete crisp and fuzzy spatial objects, too.
The expositions so far indicate that in the end both spatial and image data modeling have (especially conceptually) to deal with finite representations in order to guarantee implementability of spatial type systems in general and numerical robustness and topological consistency in particular. This understanding is a prerequisite for a uniform spatial information theory.
Unifying the View on Vector and Raster Data
In most vector-oriented data models spatial objects are based implicitly on Euclidean space and geometry. In Section 3.1 we briefly summarize the insurmountable problems of this approach for implementation, and we discuss the transfer to a finite resolution and finite point set approach. At first glance it seems that this leads to a simple, common basis of vector and raster data. But the investigation of topological properties of parts of this common finite resolution basis reveals fundamental deficiences of the underlying model. This, in particular, holds if we compare to the topological properties of spatial objects defined on the Euclidean space 2 . Especially digital topology, which relates to the study of the topological properties of binary images, turns out to be not powerful enough and requires conceptual changes and extensions. This all is discussed in Section 3.2. Section 3.3 offers a solution to these problems which leads to the concept of grid partition. This concept rests on cell complexes as the basic construct of algebraic topology.
Transforming Vector Data to Finite Resolution Data
Euclidean space and Euclidean geometry are very often used or implicitly assumed as the basis of spatial data models for vector data. But since they rest on an infinite-precision arithmetic (real numbers), they conflict with the reality of finite-precision number systems (integers, floating-point numbers) available in computers. We have already stressed that it is hence recommendable and essential to incorporate the aspect of finite representations explicitly into the spatial data model. The idea pursued in the following is to model spatial objects as finite point sets. Consequently, vector data has to be transformed into finite resolution data.
The first step of this transformation process is the same both for points, lines, and regions: we determine as the underlying discrete geometric domain a homogeneous grid given as a finite subset
with an arbitrary but fixed and representable n ¦ £
. An element of Ω is called a grid point having thus integer coordinates. This describes the grid view. For points this transformation to finite resolution data is trivial: a point is reduced to a grid point.
Lines and regions need two further transformation steps. In a second step, both kinds of objects are defined by boundary representations over this finite resolution grid so that their vertices are grid points and their segments are represented by pairs of grid points. This strategy has already been performed in the realm approach [17, 22] .
To get a better approximation of the boundary, in a third step, the Bresenham algorithm [2] is applied to each boundary segment. This algorithm describes a well known method in computer graphics for computing a sequence of grid points to best represent a line segment whose end points lie on grid points. A line can now be represented as the finite collection of points yielded by the vertices of the boundary representation and of the Bresenham algorithm. For regions the application of the Bresenham algorithm is possible but optional. A region is represented as the finite collection of points lying on and enclosed by the region's boundary representation. The mapping from boundary representations to finite point sets is usually not invertible, that is, given only the finite point set of a line or region, we are not able to uniquely derive its original boundary. As an example, Figure 1 shows three different boundary representations of regions where the Bresenham algorithm has not been applied and which all enclose the same point set. If we assume a very high resolution (that is, a very large n) of Ω, the perturbations resulting from this step become neglectible. We can then accept these slight perturbations and consider all lines and regions, respectively, with the same finite point set as being equal. Considering regions for instance, let REG be the set of all "well-defined" discrete (crisp) regions defined over Ω, and let points ¤ u ¥ be the mapping that yields the finite point set of u ¦ REG. Then we can define an indiscernibility relation (which is an equivalence relation) on REG as follows:
. Somehow this is the necessary but acceptable price of finiteness that has to be payed for a uniform treatment of vector and raster data. If we intend to associate a boundary representation with a given finite point set of a region, we simply can take an arbitrary representative of the pertaining equivalence class. If two regions (of different equivalence classes) are adjacent, then corresponding neighbored boundary representations have to be selected. It is certainly not surprising (because it has been deliberately modeled in this way) that the grid view corresponds to the pixel or raster view of digital images. In image data modeling, the requirement for finite representations is no problem since the concept of raster data fits in a natural way with discrete representations.
Point Set Topology and the Deficiencies of Digital Topology
The ability to express topological properties of and between spatial objects (like connectivity, boundary, adjacency, etc.) is essential for the construction of spatial database systems, spatial query languages, and GIS. In the Euclidean space, point set topology [15] has turned out to be an appropriate theory to characterize topological relationships between spatial objects. Therefore, we would like to transfer its well known and desirable properties to an appropriate finite topology. A candidate for describing topological properties of finite point sets is digital topology [19] . It has been applied to raster images but lacks some important topological features which lead to "topological paradoxes". Below we give an overview of its most important concepts and demonstrate its main deficiencies.
The starting point of point set topology is the notion of a topological space. Let X be a set and T 2 X be a subset of the power set of X. The pair sets. Point set topology mainly considers infinite point sets having the property that in an arbitrarily small neighborhood of a point infinitely many other points exist. This contradicts the nature of a discrete grid-based point whose neighborhood contains at most a finite number of other points. Two points in an infinite point set are connected if there exists a curve between them lying completely within the point set. Additionally, point set topology distinguishes different parts of a point set, namely its boundary ∂A, its interior A § , and its exterior A¨, which are pairwise disjoint. The union of A § and ∂A corresponds to the closure A of A. In 2 the Jordan Curve Theorem [15] is valid which states that a non-selfintersecting, closed, and continuous curve divides the Euclidean plane into two connected components, the interior and the exterior. If a point is removed from the curve, then the remainder of the plane becomes connected.
Digital topology is the study of the topological properties of discrete images and is therefore a possible candidate for modeling topological properties of crisp and fuzzy discrete spatial objects. But the following short summary reveals its fundamental deficiences on a discrete domain compared to point set topology on a continuous domain. The underlying space of digital topology is the digital plane¨2. Let S § 2 . The points in S are then called black points, and the points in¨2 ¢ S are termed white points. Two main kinds of neighborhoods can be distinguished between grid points. The 4-neighbors of a point Attempts to develop a consistent topology of two-dimensional discrete images by means of these two notions of neighborhood have failed due to so-called "topological paradoxes". We here illustrate the connectivity paradox [19] and show that the Jordan Curve Theorem is neither valid for 4-neighborhood nor for 8-neighborhood. A digital version of the Jordan Curve Theorem would imply to replace a simple closed curve of the Euclidean plane by a simple closed path of the digital plane. Unfortunately, the set of grid points not belonging to the closed path is not always separated into two components. If in Figure 2a 8-neighborhood is used for all pairs of points, then the black points form a discrete analog of The main problem of digital topology is that it is "hand-made" and that it does not refer to the definition of a topological space. Hence, it is impossible to transfer important topological notions like open set, open neighborhood, continuity, and many others, to a two-dimensional grid-based domain. Another drawback is that boundaries are two-dimensional structures, a fact that does not correspond to our expectation of spatial reality.
The Unification Step: Grid Partitions
The deficiencies of digital topology can be remedied if we return to classical topology. Then a solution comprises two main aspects: first, we form unit areas which relate to the regions between four adjacent grid points and which contain all and only their interior and boundary points. This measure ensures the existence of an underlying topological space and the avoidance of geometric anomalies. The consequence is that the intersection of two unit areas is either empty (if they are disjoint), or a zero-dimensional point (if they meet at a corner), or a one-dimensional unit segment (if they share a unit segment), or a twodimensional unit area (if they are identical). Hence, second, we have to consider the digital plane as a structure consisting of elements of different dimensions. Such a structure is well-known in algebraic topology as a cellular complex [6] and has already been used in spatial data modeling (for example, [10, 14] ) for decomposing space into a collection of irregular geometric shapes. We first briefly discuss some of the most important definitions of algebraic topology, show why the connectivity paradox cannot arise, and then introduce the notion of grid partition.
Cells and Cellular Complexes
A homeomorphism [6] between two spatial objects is an invertible function from one object to another such that both the function and its inverse are continuous. This essentially means that there is a mapping of the points in the first object to the points in the second one (and vice versa) that preserves the concept of proximity. The closed n-disc with center x and radius ε ¦ IR is the set of points in the n-dimensional Euclidean space with a distance from x less than or equal to ε. A closed n-cell is any spatial object homeomorphic (that is, topologically equivalent) to the closed n-disc. The surface of the closed ¤ n © 1¥ -disc with radius ε describes all points at a distance of exactly ε and is called the n-sphere. The boundary of an n-cell is that part of the n-cell mapped onto by the An n-dimensional cellular complex (n-complex, n-cell complex) is a collection C of n-cells such that (i) C contains all faces of all elements of C (called completeness of inclusion in [14] ), and (ii) the intersection of two cells in C is either empty or a face of both cells (called completeness of incidence in [14] ). These two conditions correspond to the definition of a (finite) topological space so that a cellular complex is a finite topological space. From a data type point of view, this means that cellular complexes are closed under the set operations union, intersection, difference, and complement 1 . An n-complex of special interest is the punctured cell consisting of an n-cell from which a smaller n-cell has been cut out. In two-dimensional space this is homeomorphic to an annulus.
We can also express the topological property of connectivity for cellular complexes. A sequence of elements of a subset S of a cellular complex C beginning at c 1 and finishing at c 2 is called a path in S from c 1 to c 2 if for every two neighbored elements in the sequence one of them bounds the other. 
Grid Partitions
Actually, we return to the vector model of spatial databases where we can distinguish one-, zero-, and twodimensional spatial elements, too. In our case we use cells and cell complexes to obtain a regular cellular decomposition of the plane which we call grid partition. The grid partition restricts the set of possible 
Thus, each represented point of G¤ p¥ belongs either to a 0-cell, a 1-cell, or a 2-cell. The point set pnts
describes the complete represented point set of the grid unit. Figure 4a shows the structure of a grid unit as a cellular complex. The grid partition 2 over Ω is the set G¤ Ω¥ ¡ G¤ p¥
. An analogous definition holds for G¤¨2¥ . Figure 4b shows an example of a grid partition as a cellular complex. In summary one can say that in a two-stage process we have substituted the digital plane¨2 for the Euclidean plane 2 and the grid partition G¤¨2¥ due to topological weaknesses for the digital plane¨2. The result is a regular cellular decomposition of 2 (or a regular realm in the sense of [18, 22] ), which is also discrete like¨2, but moreover preserves the topological features of 2 . In image modeling the 2-cells of G¤¨2¥ correspond to pixels. We have here the problem that 0-cells and 1-cells are not realized in hardware devices like monitor screens and image memories, but grid partitions can at least serve as a conceptual model for topologically consistent pictures in image processing. In spatial (that is, vector) modeling, the conceptual extensions are realizable without difficulties.
Finite Resolution Spatial Objects
In this section, in a very general way we define spatial data types for crisp and fuzzy point objects, line objects, and region objects as parts of the discrete geometric domain G¤ Ω¥ . Generality here especially implies that the data types are closed under the geometric operations union, intersection, difference, and complement (as well as under other spatial operations). For example, a point object contains collections of points and not only single points. This is a desirable property for the maintenance of closure properties since, for instance, the intersection of two line objects usually just yields a collection of points (besides a collection of line segments). A region object may have holes and may consist of several components. Section 4.1 introduces some basic concepts of fuzzy set theory, as far as they are relevant in this context, and discusses discrete membership functions. The next subsections deal with crisp and fuzzy points (Section 4.2), crisp and fuzzy lines (Section 4.3), and crisp and fuzzy regions (Section 4.4). It turns out that the crisp data types are always special instances of the pertaining fuzzy data types.
Fuzzy Sets and Discrete Membership Functions
Fuzzy set theory [27] is an extension and generalization of Boolean set theory. Let X be a classical (crisp) set of objects, called the universe (of discourse). Membership in a classical subset A of X can then be described by the characteristic function χ A : X¨¡ 0¡ 1¦ such that for all x . There are many ways of extending the crisp set inclusion as well as the basic crisp set operations to fuzzy sets. We follow the definitions in [27] . LetÃ andB be fuzzy sets in X. Then
α-level set of a fuzzy setÃ for a specified value α is the crisp set 
Since we are aiming at finite representations, the definition of a membership function is too general. The universe of discourse we are interested in is the finite grid partition X G¤ Ω¥ . Because the interval 0¡ 1¢ represents an infinite set of membership values, we have to restrict it to a finite and thus representable set 
Accordingly, in our context we have discrete membership functions, and the discrete membership function for any fuzzy setÃ is here defined as µÃ :
. This means that a grid unit is always associated with a set of membership values, which we here also call labels. Except for the fact that the selection of labels for all fuzzy spatial objects is application-dependent, it is arbitrary for the 0-cells of fuzzy points. We will see that this is not the case for the cells of fuzzy lines and fuzzy regions due to the topological interdependence of 0-cells, 1-cells, and 2-cells of the units of the grid partition. We are confronted with the problem of appropriately assigning membership values to the vertices, edges, and unit areas of a fuzzy spatial object. This problem will be treated in Section 4.3 for fuzzy lines and in Section 4.4 for fuzzy regions.
Another important aspect motivated by spatial phenomena like air pollution or temperature distributions is that we are interested in modeling "smooth" or "continuous" transitions within the interiors of lines and regions. This feature resembles different grey values in images which are used to visualize different levels of intensity of an attribute. A fuzzy pointp at
Crisp and Fuzzy Points
, and 0 otherwise. Next, we define four important comparison operators on fuzzy points. Letp¤ a¡ b¥
We see that at least two different order relations can be defined on discrete points: the first one (iii) especially takes the lexicographical order of the points into account, and the second one (iv) emphasizes the importance of the points' membership values.
We are now able to define spatial data types for fuzzy and crisp points. The definition of the fuzzy spatial data type fpoint is as follows:
1¦ . Then we can simply define the type point for crisp points as:
Of course, the cardinality of fpoint and point is finite, and obviously, point § fpoint holds.
Crisp and Fuzzy Lines
In this section we are especially interested in a "structured" view of discrete crisp and fuzzy lines. Their definition is based on the observation that the collection V
represents a spatially embedded planar graph. This means that two edges of two line objects are either disjoint, or they coincide, or they are connected by a common vertex of V ¤ Ω ¥ . In particular, they do not properly intersect each other since all intersection points between lines are known in advance. Or we could also say that all line objects definable over G¤ Ω¥ have already become acquainted with each other. This property contributes to a numerically robust and topologically consistent behavior of objects and operations. Consequently, line objects are constructed from the 0-cells and 1-cells of the grid partition.
Intuitively we regard a simple line as a sequence of edges without inner cycles. Formally it will be defined as an alternating connected sequence of points and edges, since each edge is bounded by two points. The only open issue in the definition relates to the global labeling strategy for points and edges of a simple fuzzy line. For example, consider two edges bounded by a common vertex, and let us assume that both edges are labeled differently. Which label should then be attached to the common vertex? Several strategies are conceivable. One strategy could be to assign the label of the preceding (subsequent) edge to a vertex. But this is somehow "unnatural" and even inconsistent, since a traversal of the sequence from the beginning to the end would yield a different labeling of vertices than a reverse traversal. Another strategy could be to associate each vertex with the label that is equal to the maximum (minimum) of the labels of all edges bounded by the vertex (maximum/minimum label rule). Such a fixed decision can, however, lead to an undesired loss of information. Hence, our strategy is to let the answer to this issue open in the sense that we associate with a vertex the labels of all edges bounded by that vertex (label union rule).
; that is, an edge carries one or two labels. We allow the extension of the phrase "A bounds B" for crisp entities A and B to "Ã boundsB" for fuzzy entitiesÃ andB. A simple fuzzy line (an example is shown in Figure 5a ) is defined as an alternating sequence l
Condition (i) only admits exactly one label for an edge of a line. Condition (ii) requires that all vertices except for the end points are disjoint. Hence, it allows at most one cycle ¥ must hold. We do not have to explicitly prohibit proper intersections of edges or touching situations of vertices with the interior of edges, because these cases are automatically excluded by the definition of the grid partition as a cellular complex. Condition (iv) describes the application of the label union rule to each vertex. Each vertex obtains the labels of its two incident edges. An exception is the case where l is not a cycle andp 1 only gets the label ofẽ 1 andp n only gets the label ofẽ n¨1 .
For a simple fuzzy line l we define the sets V f
, and P¤ l¥ be the sets containing the supports of the elements of V f 
Conditions (i) and (ii) require that two distinct simple lines do not have common edges and common points (except for possible common end points). Condition (iii) ensures the property of connectedness of a block; isolated crisp simple lines are disallowed except for the case that the block consists exactly of one single line. Condition (iv) expresses that each end point of an element of L must belong to exactly one or more than two bounded edges of L. This condition supports the requirement of maximal elements and hence achieves minimality of representation. Condition (v) expresses the label union rule for each end point of a simple fuzzy line. 
All conditions together define a block as a maximum connected planar graph. The corresponding set of vertices is
The "structured view" of a fuzzy spatial data type for discrete fuzzy lines (for an example see Figure 5b ) called fline is based on fuzzy blocks and is defined as follows:
The "flat view" emphasizes fuzzy points and fuzzy edges as the basic components of fuzzy lines:
We can also simply define the type line for discrete crisp lines as:
Last but not least, we can give a definition for a special subtype of discrete fuzzy lines. This type called sfline (for smooth fuzzy lines) (Figure 5c ) takes into account "smooth" (that is, gradual) transitions within the interior of a line and models a kind of stepwise continuation ("discrete continuity"):
This means that each point has either only one label or two neighbored labels in the ordered sequence of labels of Λ. This strategy models stepwise continuation. Obviously, line § sfline § fline holds.
Crisp and Fuzzy Regions
The aim of this section is to develop and formalize a concept of discrete crisp and fuzzy regions. Our main interest concerns a structured view of discrete fuzzy regions. There are at least three possible, related interpretations for the membership of a grid unit in a fuzzy region. First, it may be interpreted as the degree of belonging to which the grid unit is inside or part of some areal feature. Consider the transition between a mountain and a valley and the problem to decide which grid units have to be assigned to the valley and which grid units to the mountain. Obviously, there is no strict boundary between them, and it seems to be more appropriate to model the transition by partial and multiple membership. Second, it may indicate the degree of compatibility of the grid unit with the attribute or concept represented by the fuzzy region. An example are "warm areas" where we must decide for each grid unit whether and to which grade it corresponds to the concept "warm". Third, it may be viewed as the degree of concentration of some attribute associated with the fuzzy region at the particular grid unit. An example is air pollution where we can assume the highest concentration at power stations, for instance, and lower concentrations with increasing distance from them. All these related interpretations give evidence of fuzziness.
We now start with the definition of a fuzzy grid unit. For this purpose we have to appropriately assign labels to its 2-cell, its four 1-cells, and its four 0-cells. The membership value of a grid unit as a whole is dominated by the 2-cell so that all its 0-and 1-cells obtain this value.
A fuzzy grid unit for a point p
That is, the 2-cell of a fuzzy grid unit is marked with a singelton label set (namely α k ), each 1-cell with a set of up to two labels, and each 0-cell with a set of up to four labels. Note that we also permit α 1 0 as part of a label. As the only element of a label set it indicates the non-existence of a component of a fuzzy grid unit; in connection with other labels it shows the adjaceny of such a component to the exterior of a fuzzy region. Due to m possible α-labels, for each point p
we can define m different fuzzy grid units (including a non-existing unit) which we collect in G f
. We can also gather all possible 2-cells of a fuzzy grid unit for a point p in C f
, and the set of all fuzzy vertices is V f
We define the following topological predicates on fuzzy grid units:
As the definitions show, these predicates are independent of the labels of a fuzzy grid unit. The predicate 0-meet implies that both fuzzy grid units have a zero-dimensional vertex in common while the predicate 1-meet implies that both fuzzy grid units meet in a one-dimensional edge and its two bounding vertices. The predicate area-disjoint allows both units to share a common edge together with the two bounding vertices whereas the predicate edge-disjoint only allows them to share a common vertex. A fuzzy grid unit complex (an example is given in Figure 6a ) is a connected set of fuzzy grid units
Conditions (i) and (ii) formulate the partition character and the connectivity property, respectively. Condition (iii) prohibits holes in the complex. Condition (iv) applies the label union rule to all common edges and vertices of neighbored grid units. Each edge has one or two labels. It has two labels if the labels of the units are different; otherwise it has one label. The bounding vertices of the edge obtain the labels of the edge additionally to the labels they already have from other bounded edges; they can have at most four labels. Condition (v) appropriately labels the vertex of two grid units that 0-meet. Conditions (vi) and (vii) deal with all vertices and edges that bound grid units of c and that also belong to the complement of c; their label sets especially obtain the label α 1 0 indicating their connection to the exterior. Edges of this kind have exactly two labels; vertices of this kind can have up to four labels. We call the conditions (iv) to (vii) label correction.
c is a fuzzy grid unit complex¦ , and let c 1
We define the following two predicates: A fuzzy face f (see Figure 6b ) is a pair
denote the set of all grid units of f ):
Conditions (i) and (ii) address the problem of defining a concept of "fuzzy holes" (see also the discussion in [23] ). In fact, there are only crisp holes, since only they can express parts that are enclosed by a fuzzy grid unit complex and that do definitely not lie within the interior of c. We therefore have to conceptually require that the units composing the holes are crisp in c, too. Condition (iii) requires that all holes are edge-inside c. A hole is only allowed to share vertices and not edges with the exterior of c; otherwise we would form a "bay" in c, and we should have omitted the hole unit from the structure definition of c before. Condition (iv) requires that any two holes share at most vertices and not edges; otherwise we could merge them together into one hole. Condition (v) describes the set of units belonging to f .
Unfortunately, the set difference can yield a collection of fuzzy grid units which is not connected (see Figure 6c ). The connectivity property is required in condition (vii). Let 
. We can then define the predicate:
f and g are edge-disjoint : f 0 and g 0 are edge-disjoint
The "structured view" of a spatial data type for discrete fuzzy regions called fregion is based on fuzzy faces and is defined as follows:
f and g are edge-disjoint ¦
The "flat view" emphasizes fuzzy grid units as the basic component of fuzzy regions:
be the set of all fuzzy grid units of F. We can then simply define the type region for discrete crisp regions as:
:ẽ bounds u¦ as the set of all fuzzy edges and V f
:p bounds u¦ as the set of all fuzzy points of F. Finally, we can give a definition for a special subtype of discrete fuzzy regions. This type called sfregion (for smooth fuzzy regions) takes into account "smooth" (that is, gradual) transitions within the interior of a region and thus models a kind of stepwise continuation ("discrete continuity"):
This means that two adjacent grid units have either the same label or two neighbored labels in the ordered sequence of labels of Λ. This strategy models stepwise continuation. Figure 7 shows a schematic example.
The grid units of a fuzzy region that carry the same label form a subregion of the fuzzy region. In a vector-oriented setting, for reasons of efficient representation, we can merge adjacent grid units carrying the same label for their 2-cells. This leads from a grid partition to a spatial partition in the sense of [12] and from the representation in Figure 7 to the representation in Figure 8 .
Last but not least we can obviously conclude that region § sfregion § fregion holds.
Geometric Union, Intersection, and Difference
For each of the three spatial data types we will now first define the three geometric operations union f , intersection f , and difference f . They all have the signature α 
The idea is that the membership value of a point is diminished by the membership value of another point having the same coordinates. In the crisp case this leads to a total elimination of the first point and in the fuzzy case to a partial elimination of the first point.
For the geometric operations on fuzzy lines we consider their edge and vertex sets, that is, we take
The union operation is then defined on the basis of the union operation on fuzzy sets as follows:
and L 2 have an edge in common, then it is part of the union and obtains the maximum label of both edges in L 1 and L 2 . All edges of L 1 (L 2 ) whose support is not contained in L 2 (L 1 ) are simply added unchanged to the result. The labeling of all vertices bounding edges is updated correspondingly. The intersection operation is defined analogously with fuzzy intersection. The difference operation pursues the same labeling policy as the difference operation on fuzzy points; its detailed definition is omitted here.
The definitions of the geometric operations on fuzzy regions are also based on the flat view. In case of union f we gather all grid units contained in the two fuzzy regions, label common 2-cells of the grid units with the maximum membership value, and adjust the label sets of bounding fuzzy vertices and edges according to the label correction mechanism. Let
The union operation is then defined on the basis of the union operation on fuzzy sets, and we obtain F union f
rests on the intersection of fuzzy sets und assigns the minimum membership value to fuzzy grid units that are part of both regions. Hence, we replace condition (i) from above with
The meaning of the operation difference f is also not defined with the aid of the difference on fuzzy sets. Instead we replace condition (i) from above with
¥¥¥
In the end we present three mixed operations. The first (overloaded) operation has the signature intersection f : fline ¢ fline¨fpoint and computes all fuzzy points resulting from the intersection of two
It computes the intersection of a fuzzy line and a fuzzy region. Let L
The operation commonBorder f has the same signature as the last one but different semantics: it computes the common boundary parts of a fuzzy line and a fuzzy region. It also has the same definition as the last operation except for the condition 0 
Topological Predicates
In this section we deal with topological predicates for discrete crisp and fuzzy spatial objects. Predicates computing topological relationships between spatial objects are very important for spatial databases, GIS, and image databases. In particular, they are needed in spatial query languages where they are, for instance, employed as part of a filter condition in a query. For the Euclidean space, topological relationships have been studied very intensively. An important approach rests on the so-called 9-intersection model [10, 9] from which a canonical collection of topological relationships can be derived for each combination of spatial types. The model is based on the nine possible intersections of boundary (∂A), interior (A § ), and exterior (A¨) of a spatial object A with the corresponding components of another object B. Each intersection is tested with regard to the topologically invariant criteria of emptiness and non-emptiness. This can be expressed by evaluating the following matrix:
For this matrix 2 9 512 different configurations are possible from which only a certain subset makes sense depending on the combination of spatial objects just considered. In this paper we will only deal with regions. A restriction of the 9-intersection model is that the regions considered must be homeomorphic to the closed disc, that is, they must be connected and are not allowed to have holes. We call this subtype of regions region', and if we speak of regions in this section, we relate to them in the restricted sense just described. For two regions, eight meaningful configurations have been identified which lead to the eight predicates called disjoint, meet, overlap, equal, inside, contains, covers, and coveredBy. Each predicate is associated with a unique intersection matrix so that all predicates are mutually exclusive and complete with regard to the topologically invariant criteria of emptiness and non-emptiness: Since our crisp and fuzzy spatial objects are part of the grid partition and since the grid partition is embedded into the Euclidean space and is a topological space, the spatial objects (and the grid partition) enjoy the topological properties of 2 . Hence, it is permissible to apply the 9-intersection model to discrete crisp spatial objects. Unfortunately, we do, so far, not have concepts of boundary, interior, and exterior in our model. Consequently, we have to investigate in which manner unit areas, edges, and vertices contribute to these three topological concepts.
Let 
This enables us now to describe the three topological sets of a crisp region F occurring in the intersection matrix as:
These sets can now be used to compute the intersection sets in the matrix. We must, of course, pay attention to the fact that only sets of compatible types can be combined. For example, the interior-interior intersection between two regions F and G can and must be limited to the following computation:
This amounts to 27 intersection sets that apparently have to be calculated. But this number can be reduced to nine if we look at the possible dimensions of the entries in the intersection matrix. The observation (with one exception) is that the dimension of the intersection of two spatial components having dimension n and m, respectively, is either equal to min¤ n¡ m¥ , or the intersection is empty. The intersection of two open areas (interior or exterior) is two-dimensional or empty. This leads to four cases. The intersection of a boundary with an open area (interior or exterior) is one-dimensional or empty. This leads also to four cases. An exception is the boundary-boundary intersection which can have a one-dimensional (common edges) or a zero-dimensional (common vertices) result, or which can be empty. If this intersection has common edges, then this intersection has also common vertices, namely at least those which bound the intersecting edges. If the dimension of the intersection is zero, it is obvious that the intersection has no common edges. Hence, it must have common one-dimensional vertices. In summary, we can pose the following intersection matrix for discrete crisp regions:
its core in the center and more vague parts in the core's environment. With increasing distance from the center the degree of membership decreases.
The remaining question now is how to employ the α-level regions for determining the topological relationships between two simple fuzzy regions. We use the concept of basic probability assignment [7] for this purpose. A basic probability assignment m¤ F α i since we have used a bottom-up approach for the definition of our data types, it is sufficient to give an implementation strategy only for the basic components of our data model, namely for vertices, edges, unit areas, grid units, grid partitions, and their fuzzy counterparts. The implementation of the more complex components built upon the basic ones is then straightforward according to the definitions given in this paper.
As the underlying geometric domain for our objects we have selected a grid partition which itself is built upon a homogeneous grid given as the finite point set Ω ¡ £ ¢ n¡ ¥ ¤ ¥ ¤ ¥ ¤ finite resolution fuzzy spatial algebra including fuzzy points, fuzzy lines, and fuzzy regions and also some pertaining operations and predicates. The belief that simply finite point sets are sufficient to appropriately model discrete spatial objects has turned out to be a fallacy. Grid partitions are an appropriate geometric domain for discrete crisp and fuzzy spatial objects since they distinguish different components of space, each component having different dimension. The embedding of grid partitions into the Euclidean space as a topological space enables us to reason about topological relationships between discrete fuzzy regions with the aid of the 9-intersection model. For image data processing the consequence is that the concept of a pixel has to be replaced by the concept of a grid unit. Using this approach this paper contributes to a reduction of the conceptual gap between vector and raster data.
In the future the integration of fuzzy topological predicates into fuzzy spatial query languages will be a subject of further research. The membership degree yielded by a fuzzy topological predicate is a computationally determined quantification. It is thus not very comfortable and user-friendly to use such a value in spatial queries. A solution could be to embed corresponding qualitative linguistic descriptions of topological relationships as appropriate interpretations of the membership values into spatial query languages. For instance, depending on the membership value yielded by the predicate inside f , we could distinguish between a little bit inside, somewhat inside, quite inside, nearly completely inside, and completely inside. These linguistic terms could then be used in spatial queries.
