Abstract. We consider a class of positive linear operators which, among others, constitute a link between the classical Bernstein operators and the genuine Bernstein-Durrmeyer mappings. The focus is on their relation to certain Lagrange-type interpolators associated to them, a well known feature in the theory of Bernstein operators. Considerations concerning iterated Boolean sums and the derivatives of the operator images are included. Our main tool is the eigenstructure of the members of the class.
Introduction
The present note continues the authors' research on a class U ̺ n of Bernsteintype operators which constitute a link between the classical Bernstein operators B n (̺ → ∞) and the so-called genuine Bernstein-Durrmeyer operators U n (̺ = 1). This class of operators was introduced by Păltănea in [12] and has since then been the subject of several papers dealing with various aspects of the matter. A detailed description is given in the next section. Here we present their relationship to the Lagrange interpolation using the eigenstructure of the U ̺ n , thus extending in a natural way results known for B n . The eigenstructure is also useful to describe the convergence behavior of iterated Boolean sums based on a single mapping U ̺ n , ̺ and n fixed. In the final Section 4 a relationship between certain divided differences used in Section 2 and the representation of the derivatives (U ̺ n ) (j) is established. 
Lagrange type operators associated with U
With a slight abuse of notation consider also the operator U
n,k and eigenfunctions p (n)
n,k , k = 0, 1, . . . , n, are described in [4] ; in particular, 
Relation (2.2) expresses an interpolatory property with respect to the functionals F
where
Similar to the above, the symbol (B n ) −1 means the inverse of B n : Π n → Π n . We will see that
On the other hand, one has (see [4, (3. 3)])
where µ
To conclude this section let us recall that U ̺ n = B n • B n̺ where
is the Lupaş-Mühlbach Beta operator (see [7, p . 63], [11] ). From (2.1) and (2.5) it follows
i.e., the operators L ̺ n and L n are similar. 
A concrete approach to L
By eliminating c 0 , . . . , c n , we get (2.10)
we have denoted the rising factorial, from (2.10) we get after elementary computations (2.11)
where V is the Vandermonde determinant. Now we are in the position to prove (2.6).
Proof. Let us remark that
From (2.3), (2.11), and (2.12) we deduce (2.13)
Since the right-hand side of (2.13) is L n f (see, e.g., [15 
.
Let us denote by [F
Proof. From (2.11) we get immediately 
From (2.14) and (2.15) it is easy to deduce
The last (classical) divided difference can be computed by recurrence; see [15] .
Remark 2.2. Using (2.8), we see that J 1 (x) , . . . are the monic Jacobi polynomials, orthogonal on [0, 1] with respect to the weight function x(1 − x) . 
So B n̺ u ̺ n+1 has n + 1 distinct roots in [0, 1]. According to [6] , u ̺ n+1 has at least n + 1 distinct roots in [0, 1] ; to finish the proof, it suffices to remark that u ̺ n+1 is a polynomial of degree n + 1. Now let us recall the representation of L n in terms of the fundamental Lagrange polynomials:
Using (2.9) we infer that L ̺ n has a similar representation, namely
Proof. Since, according to (2.17), B n̺ (l ̺ n,k ) = l n,k , the proof is similar to that of Theorem 2.3 and we omit it.
In what follows we shall establish mean value theorems for the generalized divided difference and for the remainder R
Suppose that the number of the roots of h in (0, +∞) is at most n − 2, i.e.,
Then there exists a polynomial p ∈ Π n−2 such that {x ∈ (0, +∞) : p(x) = 0} ⊂ {x 1 , . . . , x r } and, moreover,
Obviously (2.22) contradicts (2.21), which means that h has at least n − 1 roots in (0, +∞). It follows that R ̺ n f has at least n − 1 roots in (0, 1). Together with (2.19), this proves the theorem. Let now n 1, ̺ > 0 and f ∈ C n+1 [0, 1] be given. Consider the points t 0 , t 1 , . . . , t n satisfying (2.18), and let ω(t) = (t − t 0 ) · · · (t − t n ). . Then x, t 0 , . . . , t n are roots of w, which means that there exists η x ∈ (0, 1) such that w (n+1) (η x ) = 0. Now it suffices to remark that w (n+1) (t) = ω(x)f (n+1) (t) − (n + 1)!R ̺ n f (x).
