Abstract. Shapelets are phase independent subsequences designed for time series classification. We propose three adaptations to the Shapelet Transform (ST) to capture multivariate features in multivariate time series classification. We create a unified set of data to benchmark our work on, and compare with three other algorithms. We demonstrate that multivariate shapelets are not significantly worse than other state-of-the-art algorithms.
INTRODUCTION
Multivariate time series classification (MTSC) has gained traction in recent years although the majority of work in time series classification (TSC) has focused on the univariate case. Where a single signal for univariate TSC is assigned a class label, multiple signals are recorded for one class with MTSC.
Multivariate time series classification has many practical applications. These can range from medical problems, such as electroencephalogram (EEG), finance, multimedia, human activity recognition (HAR) and gesture recognition. It is commonly claimed that transitioning to multivariate from univariate is trivial (eg [1] ). However, we do not believe this is necessarily true.
Recently a large experimental analysis of the state of univariate time series classification was conducted [2] . One of the most successful algorithms within that study was the Shapelet Transform (ST) [3, 4] . Shapelets are discriminative phase-independent subsequences that have been used in clustering, classification, and early prediction [5] . The Shapelet Transform was proposed as an improvement to the Shapelet Tree algorithm [6] where the shapelets were used to form the rules within a decision tree. However, it was later shown that using shapelets to perform a data transformation which is then paired with more complex classifiers produces significantly better accuracy [3, 7] . More recently, in MTSC, shapelets have been used in forests of randomized shapelet trees [8, 9] . We wish to investigate whether the simpler transform approach can be adapted to do as well, or better than, tree based approaches.
We evaluate some of the state-of-the-art multivariate time series classification algorithms, as well as collate datasets from the literature and contribute one of our own. We define three multivariate shapelet algorithms and evaluate a number of classifiers to build a large comparison of algorithms on 22 MTSC datasets. We present a constrained version of ST which can be used on very large problems where enumeration is infeasible. The purpose of this work is to provide a better set of benchmarking to aid improvements in this area of research. We make the data, results and code publicly available 1 . These multivariate datasets will form the beginning of the multivariate UEA-UCR dataset archive.
The first shapelet approach we evaluate is a phase and dimension independent shapelet transform. Secondly, we define an inter-dimensional shapelet method, MST I which finds intra-phase dependent subsequences and compare them on there inter-phase independent similarity. Finally we define MST D which finds intra-phase dependent subsequences but compares them on their inter-phase dependent similarity. Both of the inter-dimensional shapelet methods are used to form the Multivariate Shapelet Transform.
The remainder of this paper is organised as follows: in section 2 some of the initial work exploring MTSC is presented. In section 3 the background and algorithm definitions for the shapelet transform are presented. In section 4 the datasets are introduced and these will be used to assess the proposed shapelet algorithms. We describe how the MVMotion datasets were constructed. In section 5 we introduce the three shapelet representations and describe how they fit into the Shapelet Transform framework. In section 6 we conduct a thorough analysis of the shapelet methods against current multivariate time series classification algorithms we have implemented from within the literature. Finally in section 7 the work is concluded and suggest further improvements proposed.
Background
we define a MTSC dataset as a set of n time series, MT= {M T 1 , M T 2 , ..., M T n }, where a single time series M T i = {{T i,1 , T i,2 , ..., T i,d }, c} is a set of d time series with a single shared class label. Each series in a multivariate instance is described as T i,j = {t i,j,1 , t i,j,2 , ..., t i,j,m } where we define the length as m real-ordered values.
A large volume of research has been conducted on analyzing multivariate time series. The breadth of this work spans from gesture recognition to mining of historical documents and handwriting. Gesture and human activity recognition is one of the most popular areas of research with in this field [10, 11, 12, 13, 14, 15, 16] . Gesture recognition has also been extended to particular activities such as playing musical instrument [17, 18] . Multivariate research in the health domain has focused on health records, electroencephalogram (EEG) classification, or balance and mobility sensor data for patients with Parkinsons disease (PD) [19, 20, 21] . Other domains have considered handwriting classification [22] , similarity between image textures [23] and mining of historical manuscripts [24] .
Most of these research domains have focused on using dynamic time warping with a nearest neighbor classifier, mainly because until very recently it was considered the state of the art solution to time series classification [25] .
Various forms of multivariate dynamic time warping have been proposed. The dynamic time warping algorithm is partially modified to consider two difference types of multivariate similarity. These types of features are considered independent and dependent of the dimension, dependent dynamic time warping (DTW D ) was proposed for use in historical text mining [26] and Independent dynamic time warping was later proposed in addition to adaptive dynamic time warping in [1] .
DTW D and DTW I are very simple modifications to the DTW algorithm. Given two dimensional multivariate time seires, Q and C which have two dimensions X and Y , dDTW D finds the shortest path when combining distances inside the warping window (Equation 1). DTW I calculates individual distances for each series and each dimension, and then combines the distances (Equation 2). Adaptive dynamic time warping (DTW A ) was defined as way to dynamically select which multivariate version of DTW was best suited to the dataset and demonstrated that in the worst-case DTW A was no worse than either of its components.
The Shapelet Forest algorithm was presented as one of the first multivariate implementations of shapelets for multivariate time series classification [27, 9, 28] . Grabocka proposed Ultra-fast shapelets, that are learned from the set of all possible shapelets [29] .
TSC with Shapelets
One of shapelets major features on univariate problems is that they can produce easy to understand features, and interpretable results. The aim of this work is to provide the interpretability for multivariate problems whilst maintaining comparable accuracy with other multivariate algorithms, and significantly better accuracy than the univariate algorithms.
Shapelet Transform
The original shapelet transform enumerated all possible shapelets. However, we have found that enumeration is very rarely required and sampling a tiny proportion of the shapelet space does not lead to a significant decrease on accuracy [30] . Algorithm 1 describes the revised ST algorithm that samples the space of all possible shapelets with the function sampleShapelets. We have explored a range of sampling and heuristic search techniques for finding shapelets. However, none as yet have proved significantly better than simply randomly sampling the shapelet space. Hence, for the datasets that cannot be fully enumerated in a pre specified time, we will randomly sample shapelets from the whole space until the algorithm runs out of time. We define this approach as a contract classifier, and the subsequent definitions will define a contracted Shapelet Transform. We calculate the total number of shapelets in the whole search space, and estimate how long they will take to calculate. Given a fixed run time of one hour, we then calculate the proportion of shapelets it is feasible to evaluate. Each shapelet found is evaluated by sliding the candidate along the other series and calculating the euclidean distance at each position to find the minimum. The euclidean distance is defined in Equation 3 and the sliding window function is defined in Equation 4. For series A and B of length m is Euclidean distance is defined as
We define the sliding window function for calculating the distance between a shapelet and a series in Equation 4 . Where W is the set of all subsequences which are the same length as S in T : sDist(S, T ) = min w∈W (dist(S, w)).
The information gain of a shapelet is calculated by using the set of distances of a shapelet to each series then calculating the best split of the data. This quality value is used to sort the best shapelets in the dataset. In earlier work we changed the shapelet transform to use a binary encoding for class values which was shown to be significantly better on multi-class problems [4] .
The k best shapelets are used to create a data transformation. By using the distance between the shapelet and each series, we form a k by n feature matrix. One of the main advantages of using transformed data is that we can use any classifier, as opposed to using only a decision tree as per the original definition of the algorithm. The classifier typically used in conjunction with ST is the heterogeneous ensemble of simple classification algorithms (HESCA) [31, 5] .
The algorithm is simplified in comparison to the implementation for ease of explanation. This description omits the class balancing, binary shapelet methods, and the current state of the art calculation heuristics.
Algorithm 1 ShapeletTransform(T, min, max, k, totalShapelets)
Require: A list of time series T, min and max length shapelet to search for and k, the maximum number of shapelets to find Ensure: A list of k Shapelets 1: shapeletCount = 0 2: while shapeletCount ≤ totalShapelets do 3:
quality ← assessCandidate(S, DS) 7:
shapelets.add(S, quality) 8: kShapelets = extractKBest(shapelets) 9: return kShapelets
Datasets
In Figure 2 we present the list and the properties of the multivariate datasets we have collated from the literature. The datasets have a range of different sizes, number of instances, length of the series, the number of series and finally number of classes. To simplify and reduce the need for extensive dataset knowledge we have reduced some problems into sub problems. This is most notable with the AALTD problems. These were originally from a challenge dataset produced for the ECML/PKDD Workshop on Advanced Analytics and Learning on Temporal Data (AALTD). The aim being to classify six different gestures using eight spatial sensors placed on a person, resulting in 3 dimensional movement information for each sensor. We split the dataset into a separate classification problem for each sensor. However, this will have the effect of artificially making the problems more difficult as class discriminating information may not be contained in a particular sensory dataset, or could even be across multiple sensors.
Most of the datasets have been used in the literature, our aim is to unify these under a common framework using the ARFF format in Weka [32] . The following datasets were extracted and converted: AALTD; ArabicDigit [33] ; Japanese vowels [34] ; Cricket, Handwriting, ArticularyWord [1] ; PEMS [35] ; PenDigits [36] ; UWaveGesture [12] ; Epilepsy [37] .
The final dataset is MVMotion. There are three variants: MVMotionA; MVMotionG; and MVMotionAG. The MVMotion datasets are collected from a 3D accelerometer and a 3D gyroscope on a mobile device during a particular set of activities. The general type of problem is Human Activity Recognition (HAR) and is similar in concept to the Epilepsy dataset. All MVMotion datasets consist of four classes, which are walking, resting, running and badminton. Participants were required to record motion a total of five times, and the data is sampled once every tenth of a second, for a ten second period. We demonstrate an example of each of the classes, for accelerometer data in Figure 1a and for the gyroscope data in Figure 1b. The three datasets are then constructed, MVMotionA is X,Y,Z accelerometer data, MVMotionG is X,Y,Z gyroscope data, and MVMotionAG is both sets combined, to form a six dimensional problem. In this section we describe the three shapelet methods developed for the Multivariate Shapelet Transform. To illustrate the different methods, a series of figures have been created from a common dataset, demonstrating how all three methods find and extract different features, and how they calculate shapelet to series distance. The MVMotionA dataset is used in Figures 3, 4 , and 5. In all three figures the left panel is the multivariate series shapelet extraction. In the middle left panel we demonstrate finding the minimum distance point whilst using the sliding window function. In Equation 4 we refer to this sliding window function as sDist. In the right panel, we show the exact comparison of the shapelet to the region in the multivariate series where both have been z-normalised.
Independent Shapelets
The first multivariate shapelet method is called Independent Shapelets. This algorithm finds single channel shapelets from any dimension. It then assesses the shapelets quality against the other series via sliding the shapelet along the same channel in the multivariate series.
Once the k best shapelets have been found, they are used to transform the original dataset. Using the same distance method, we can transform the multivariate dataset in a k by n matrix, where find the respective distance of the shapelets to each series. The motivation for this method is that in some multivariate datasets the class defining feature may occur in only one channel, and it could even be independent of channel. The shape of the feature is the class identifier not its position or channel. We believe this method is most suited if you have multiple channels from different types of data recording where the dimensions are unrelated. One of the datasets we present MVMotionAG contains three channels of accelerometer data, and three channels of rotational(Gimbal) data. In some of the activity recognition the rotational data is completely independent of the movement information. 
Multidimensional Dependent Shapelets
The second multivariate shapelet method is called Shapelet D . This method extracts multidimensional shapelets, that are then compared to the other multivariate series, maintaining the phase across channels.
Once we have extracted a multi-dimension shapelet we slide each channel, simultaneously along each channel of all the other series, finding the minimum distance for each multivariate series with respect to the shapelet. Calculating a single distance for the multi-dimensional shapelet against all the other series means the algorithm behaves identically to the univariate Shapelet Transform, including calculating Information Gain, and transforming the data.
The main aspect of the Shapelet D algorithm is that the minimum distance for a multivariate series and a multi-dimensional shapelet is that the position of best match is maintained across the channels. The motivation for this method is that for gesture recognition where a particular gesture is performed, all the channels (X,Y and Z) should have information about this event at the same point, but that the phase independence of shapelets means the information can be captured even though it can occur at any time interval. 
Multidimensional Independent Shapelets
The third multivariate shapelet method is called Shapelet I . This method is similar to Shapelet D which extracts multi-dimensional shapelets. These shapelets are then compared the other multivariate series. Each shapelet within the multi-dimensional shapelet finds the minimum distance to its respective channel independent of the other calculations. Shapelet D could be considered a special case of the Shapelet I algorithm where the best independent phase matches coincide to be the same. The motivation for this method is that we believe whilst shapelet extracted is dependent on the features being in phase, the places where they occur in other series could be independent of one another. 
Evaluation
The experimental setup follows the same approach outlined in [2] . We perform 100 fold resampling on the data. For each algorithm presented we have performed 2,400 experiments. The data presented in the tables are the mean average accuracy across the 100 folds. The critical difference diagrams are calculated from these mean averages. Resampling the datasets aids in identifying overall problem performance. When creating and processing these datasets from the literature and from our own data collection, the train and test splits are originally assigned randomly, thus on a single split the problem could be made arbitrarily hard. Some of the classifiers we use contain a random element, and so our experiments are all seeded to ensure reproducibility. We initially present the results for the univariate methods for both, concatenation and dimensional ensembling. These algorithms are RotationForest(RotF), RandomForest (RandF), Support Vector Machine, Multi-Layer Perceptron and 1nearest neighbour with dynamic time warping. We use the notation C to denote concatenation, and E to denote ensembled across dimensions. These results show how concatenating dimensions into a single univariate series is superior to dimensional ensembling. However there are a few cases where the ensemble approach for DTW out performs concatenation. We believe given a cross-validated training approach to weight the respective ensemble dimensions, the ensembled method would be more robust. However the scale, and time requirements to cross-validate on these datasets is out of the scope of this work. The critical difference diagram Figure 6 shows there is no significant difference between DTW, the SVM, or random forest and rotation forest.
Shapelets
We present the results for our three multivariate shapelet methods on 17 datasets. Only 16 of the 22 datasets were able to complete full enumerations within a one week runtime limit on our HPC and the results from these are presented in Figure 7 in the second portion of the table we have also included a fixed one hour run time evaluation of the shapelet space for five additional datasets.
Initially we compare the shapelet methods across the 16 datasets over 100 fold resampling and show that Shapelet D is not significantly worse than any of the multivariate DTW approaches, illustrated in 8a. We did multiple pairwise tests on each classifier, and found . that Shapelet D on a Wilcoxon signed rank test, and the student t-test is not significantly worse than any of the DTW approaches.
In previous work we have looked at heuristics for constraining the run time of the shapelet transform. A large portion of the univariate problems in the UEA-TSC archive are intractable to fully enumerate, by constraining the number of shapelets that are considered we can fix the run time of the algorithm. We constrained all the datasets to a one hour run time, where necessary. This meant we were able to evaluate an additional five datasets. From these results we find that Shapelet D is still not significantly worse than any of the multivariate DTW approaches on 21 datasets all with 100 fold resampling, this is illustrated in 8b. We performed multiple pairwise tests and show that Shapelet D with a constrained runtime of one hour is not significantly worse than any of the three DTW multivariate methods and is not significantly worse than a full enumeration.
The Shapelet I method was significantly worse than the DTW A and DTW I but was not significantly worse than DTW D on a Wilcoxon sign ranked test. Finally we found that the independent shapelet method was significantly worse than all multivariate DTW methods as well as Shapelet D and was not significantly worse than Shapelet I . Based on these findings Shapelet D is an alternative approach to multivariate time series classification.
Conclusion
In conclusion we have presented three new shapelet algorithms, one of which is not significantly worse than the current state-of-the-art in multivariate time series classification even when the search space is constrained. We have provided a unified set of datasets, under a common framework and file format. We provided some simple benchmarks of standard classifiers on these datasets to enable further research and comparison alongside the multivariate algorithms.
In future work we hope to be able to provide significantly better accuracy for shapelets, by assessing the way we measure the quality of multivariate shapelets, or by considering alternative distance measures.
We would also like to implement more of the multivariate algorithms from the literature under a common Java framework in WEKA to enable further analysis. 
