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Abstract 
We propose a hierarchical clustering for the visual analogue scale (VAS) in the framework of Symbolic Data Analysis(SDA).
The VAS is a method that can be readily understood by most people to measure a characteristic or attitude that cannot be directly 
measured. VAS is of most value when looking at change within people, and is of less value for comparing across a group of 
people because they have different sense. It could be argued that a VAS is trying to produce interval/ratio data out of subjective 
values that are at best ordinal. Thus, some caution is required in handling VAS. We describe VAS as distribution and handle it as 
new type data in SDA.  
In this paper, we define "VAS distribution" as new type data in SDA and propose a hierarchical clustering for this new type data. 
© 2011 Published by Elsevier B.V. 
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1. Introduction
The visual analogue scale (VAS) has developed to allow the measurement of individual’s responses to physical
stimuli, such as heat. The VAS is a method that can be readily understood by most people to measure a 
characteristic or attitude that cannot be directly measured. It was originally used in the field of psychometrics, and 
nowadays widely used to assess changes in patient health status with treatment. VAS is very useful to measure the 
changes in sensation within a patient, but it is difficult to compare more than one patients. Some researches tried to 
compare VAS among groups. They based on the premise of knowing the group[3],[9]. It has not argued how we 
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divide the group. In this study, we define VAS as distribution and develop a new clustering method to this dataset 
directly using Symbolic data analysis. 
2. Symbolic data analysis (SDA) 
Conventional data analysis usually can handle scalars, vectors and matrices. However, lately, some datasets have 
grown beyond the framework of conventional data analysis. Most statistical methods do not have sufficient power to 
analyze these datasets. 
Symbolic data analysis (SDA) proposed by Diday [2],[4] is an approach for analyzing new types of datasets. 
“Symbolic data” consist of a FRQFHSW that is described by intervals, distributions, etc. as well as by numerical values. 
The use of SDA enriches data description, and it can handle highly complex datasets. This implies that complex data 
can be formally handled in the framework of SDA. However, most SDA works have dealt with only intervals as the 
descriptions and are very few studies based on this simple idea. The case that FRQFHSW is described by intervals is 
simple, but ignores detailed information in the intervals. We propose distribution-valued data to describe the FRQFHSW. 
3. The Visual Analogue Scale (VAS)  
A VAS consists of a line on a page with clearly defined end points, and normally a clearly identified scale between 
the two end points. For guidance, the phrase “no pain” and “worst imaginable pain” are placed at the both side of the
line, respectively. Minimum value 0 of the VAS means “no pain” and maximum value 100 means “worst
imaginable pain”. These scales are of most value when looking at change within patients, and are of less value for 
comparing across a group of patients because patient have a different sense of pain. It could be argued that a VAS is 
trying to produce interval/ratio data out of subjective values that are at best ordinal. Thus, some caution is required 
in handling such data. Many researchers prefer to use a method of analysis that is based on the rank ordering of 
scores rather than their exact values, to avoid reading too much into the precise VAS score. 
4. Transform the Visual Analogue Scale to Distribution-Valued Data 
We transform the VAS to distribution-valued data. We suggest that sense of pain is described by mixture normal 
distribution and call it “pain distribution (PD)” Let VAS score of patient’s first time be x1 and second time be x2. 
To define PD, we set pre-PD. We define the middle point of x1 and x2 as mean of each patient Ɋ, and ሺߤ െ ݔଵሻଶ ൌ
ሺߤ െ ݔଶሻଶ as variance. We describe pre-PD as ሺߤǡ ߪଶ) (Figure 1)..
Next, We set score of patient’s first time x1 be mean of pre-PD as new distribution of first time (pre-PD1). New 
distribution of second time is defined in a similar way(pre-PD2). By combining pre-PD1 and pre-PD2, we get 
mixture distribution, where set mixture weight for pre-PD1 as 0.6 and for pre-PD2 as 0.4. It is, finally, PD. Figure 2 
shows the case that ଵ is 35 and x2 is 65. In case that the number of VAS score is G PD is G-dimensional normal 
distribution. In this case, a diagonal matrix is used as a variance-covariance matrix of d-dimensional normal 
distribution.
Figure 2Transform the Visual Analogue Scale to pre-PD
Figure 1 Transform the Visual Analogue Scale to PD: first time=35 second 
time=65
372  Kotoe Katayama et al. / Procedia Computer Science 6 (2011) 370–374
5. Hierarchical Clustering for PD 
Cluster analysis groups data objects only on the bases of information found in the data that describes the objects 
and their relationships. The goal is that the objects within a group should be similar (or related) to one another and 
different from the objects in other groups. 
In this section, we propose a hierarchical clustering for distribution-valued data, especially for PD.  
5.1. The Clustering Algorithm 
We extend the idea of a hierarchical clustering in the framework of conventional data analysis. Let Q be the number 
of PD and . be the number of cluster. 
Step1! Begin with . clusters, each containing only a single PD, . = Q. Calculate distance between PD. 
Step2! Search the minimum distance in . clusters. Let the pair the selected clusters. Combine PDs into a new 
cluster, It is described by mixture distribution of the member, where mixture weight is equal. Let . be . 1. 
If . ! 1, go to Step3, otherwise Step4. 
Step3! Calculate the distance between new cluster and other cluster, and go back to Step2. 
Step4! Draw the dendrogram. 
Kullback-Leibler divergence is the natural way to define a distance measure between probability distributions [5], 
but not symmetry. We would like to use the symmetric Kullback-Leibler (symmetric KL) divergence as distance 
between FRQFHSWV. The symmetric KL-divergence between two distributions V1 and V2 is
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where ܦ൫ݏଵሺݔሻ צ ݏଶሺݔሻ൯ is KL divergence from V1 to V2 and ܦ൫ݏଶሺݔሻ צ ݏଵሺݔሻ൯ is one from V2 to V1. 
5.2. Distance Between PDs 
In section 5.1, we use symmetric KL-divergence as distance between PDs. It is symmetric KL-divergence between 
Gaussian mixture distributions. However, it cannot be analytically computed. We can use, instead, Monte-Carlo 
simulations to approximate the symmetric KL-divergence. The drawback of the Monte-Carlo techniques is the 
extensive computational cost and the slow converges properties. Furthermore, due to the stochastic nature of the 
Monte-Carlo method, the approximations of the distance could vary in different computations. 
In this paper, we use unscented transform method proposed by Goldberger, HW DO[5]. 
We show approximation of ܦ൫ݏଵሺݔሻ צ ݏଶሺݔሻ൯ in (1). Let cluster F contains G-dimensional distribution 
ௗܰ ቀࣆ௠ሺଵሻǡ઱௠ሺଵሻǡቁ ሺ݉ ൌ ͳǡڮ ǡܯሻ. Expression formula of F is ଵሺ ࢞ሻ ൌ ઱௠ୀଵெ ࣓௠ሺଵሻ࢖ሺ࢞ȁࣂ௠ሺଵሻሻ , where ࣓௠ሺଵሻ is a mixture 
weight, ݌ሺ࢞ȁࣂ௠ሺଵሻሻ is P-th probability density function of ௗܰ ቀࣆ௠ሺଵሻǡ઱௠ሺଵሻǡቁ and ࣂ୫ሺଵሻ ൌ ቀࣆ௠ሺଵሻǡ઱௠ሺଵሻǡቁ. Simmilary, cluster 
F contains G-dimensional distribution ௗܰ ቀࣆ௟ሺଶሻǡ઱௟
ሺଶሻ
ǡቁ ሺ݈ ൌ ͳǡڮ ǡ ܮሻ. Expression formula of F is ଶሺ ࢞ሻ ൌ
઱௟ୀଵ௅ ࣓௟ሺଶሻ࢖ሺ࢞ȁࣂ௟ሺଶሻሻ. 
Approximation of KL-divergence from s1 to s2 by using unscented transform method is 
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where ୫ǡ୲  are sigma points. They are chose as follows: 
݋௠ǡ௧ ൌ ߤ௠ሺଵሻ ൅ ቆට݀ȭ௠ሺଵሻቇ
௧
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݋௠ǡ௧ାௗ ൌ ߤ௠ሺଵሻ ൅ ቆට݀ȭ௠ሺଵሻቇ
௧
ǡ ሺ͵ሻ
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such that ቆටȭ௠ሺଵሻቇ
௧
is W-th column of the matrix square root of ȭ୫ሺଵሻ. Then, 
୫ǡ୲ ൌ ߤ௠ሺଵሻ ൅ ට݀ߣ௠ǡ௧ሺଵሻ ࢛௠ǡ௧ሺଵሻ
୫ǡ୲ ൌ ߤ௠ሺଵሻ െ ට݀ߣ௠ǡ௧ሺଵሻ ࢛௠ǡ௧ሺଵሻ ሺͶሻ
where ݐ ൌ ͳǡǥ ǡ ݀, ߤ௠ሺଵሻ  is mean vector of P-th normal distribution in V, ߣ௠ǡ௧ሺଵሻ  is W-th eigenvalue of ȭ୫ሺଵሻ and ࢛ሺ௠ǡ௧ሻሺଵሻ  is 
W-th eigenvector. If S  , the sigma points are simply 
ߤ௠ሺଵሻ േ ߪ௠ሺଵሻ
We can calculate approximation of ܦሺݏଶȁȁݏଵሻ. Substituting these approximations into (1), we obtain the symmetric 
KL-divergence. We set the divergence as distance between cluster F and F
5.2. Distance Between PDs 
In section 5.1, we use symmetric KL-divergence as distance between PDs. It is symmetric KL-divergence between 
Gaussian mixture distributions. However, it cannot be analytically computed. We can use, instead, Monte-Carlo 
simulations to approximate the symmetric KL-divergence. The drawback of the Monte-Carlo techniques is the 
extensive computational cost and the slow converges properties. Furthermore, due to the stochastic nature of the 
Monte-Carlo method, the approximations of the distance could vary in different computations. 
In this paper, we use unscented transform method proposed by Goldberger, HW DO[5]. 
6. An Application to the VAS Data 
In this section, we apply our proposal method to real VAS data from Keio University School of Medicine. This is 
masked data and is not be tied to any information that would identify a patient. 
6.1. Medical Questionnaire in Keio University School of Medicine 
Center for Kampo Medicine, Keio University School of Medicine, have a questionnaire to patients to help medical 
decision. The questionnaire includes one set of questions about their subjective symptoms. There are 244 yes-no
questions and 118 visual analogue scale questions,for example, ”How do you feel pain with urination?”. Patients
answer these questions every time when they come to Keio University. Doctors can understand patients’ fluctuate in
severity. 
6.2. Data Description and Result 
For our analysis, we deal with four question: ”Do you feel cold in your leg?”, ”Do you feel pain in your leg?”,
͇Do you feel cold in your hand?”, ”Do you feel pain in your hand?”. The data contain 113 patients’ first and 
second VAS value. We transform this data set to PD. And we got some result as figures of dendrogram. The result 
of our simulation show in figure3. Vertical axis of this dendrogram means distance between PDs.
7. Concluding Remarks 
In this paper, we defined PD that is from transformation of the VAS to Distribution-Valued data. We also proposed 
hierarchical clustering method for it. Comparing across a group of patients by using the VAS is difficult, but our 
Figure 3 Dendrogram for PDs
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method can do it. Through the simulation, we verified our model. 
In the future, we will define multidimensional PD and apply our clustering method. 
Acknowledgements
This study was partially supported by Health and Labour Sciences Research Grants for Clinical Research 
from the Ministry of Health, Labour, and Welfare of Japan. 
Reference 
[1] Bock,H.-H., Diday,E.: Analysis of Symbolic Data: Exploratory Methods for Extracting Statistical Information 
from Complex Data. Springer-Verlag, Berlin (2000) 
[2] Billard, L., Diday, E.:“ Symbolic Data Analysis ”. Wiley, NewYork (2006)  
[3] Dexter F, Chestnut DH. Analysis of statistical tests to compare visual analog scale measurements among groups. 
Anesthesiology, 82, 896.902.(1995) 
[4] Diday, E.: The symbolic approach in clustering and related methods of Data Analysis, In Classification and 
Related methods Of Data Analysis, H.Bock (ed.), 673.684, Amsterdam: North-Holland (1988) 
[5] Goldberger, J., Gordon, S., Greenspan, H.: An efficient image similarity measure based on approximations of 
KL-divergence between two gaussian mixtures. Proceedings of CVPR, 487.494. (2006) 
[6] Gowda, K.C., Diday, E.: Symbolic clustering using a new dissimilarity measure. Pattern Recognition, 24, 6, 
567.578. (1991) 
[7] Katayama,K., Suzukawa,A., Minami, H., Mizuta, M.: Linearly Restricted Principal Components in k Groups. 
Electronic proceedings of Knowledge Extraction and Modeling, Villa Orlandi, Island of Capri, Italy (2006) 
[8] Katayama,K., Yamaguchi, R., Imoto, S., Tokunaga, H., Imazu, Y., Matuura, K., Watanebe, K., Miyano, S.: 
Symbolic Hierarchical Clustering for Visual Analogue Scale Data, KES-Springer Smart Innovations, Systems 
and technologies series, Springer Verlag (2011) 
[9] Kullback,S.:“ Information theory and statistics ”, Dover Publications, New York (1968) 
[10] Price DD, Bush FM, Long S, Harkins SW. A comparison of pain measurement characteristics of mechanical 
visual analogue and simple numerical rating scales. Pain, 56, 217.26.(1994) 
