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Abstract We develop a generic Gauss-Newton (GN) framework for solving a class of
nonconvex optimization problems involving low-rank matrix variables. As opposed to
standard Gauss-Newton method, our framework allows one to handle general smooth
convex cost function via its surrogate. The main complexity-per-iteration consists of
the inverse of two rank-size matrices and at most six small matrix multiplications
to compute a closed form Gauss-Newton direction, and a backtracking linesearch. We
show, under mild conditions, that the proposed algorithm globally and locally converges
to a stationary point of the original nonconvex problem. We also show empirically that
the Gauss-Newton algorithm achieves much higher accurate solutions compared to the
well studied alternating direction method (ADM). Then, we specify our Gauss-Newton
framework to handle the symmetric case and prove its convergence, where ADM is not
applicable without lifting variables.
Next, we incorporate our Gauss-Newton scheme into the alternating direction
method of multipliers (ADMM) to design a GN-ADMM algorithm for solving the low-
rank optimization problem. We prove that, under mild conditions and a proper choice
of the penalty parameter, our GN-ADMM globally converges to a stationary point of
the original problem. Finally, we apply our algorithms to solve several problems in
practice such as low-rank approximation, matrix completion, robust low-rank matrix
recovery, and matrix recovery in quantum tomography. The numerical experiments
provide encouraging results to motivate the use of nonconvex optimization.
Keywords Low-rank approximation · Gauss-Newton method · Nonconvex alternating
direction method of multipliers · quadratic and linear convergence · global convergence.
Mathematics Subject Classification (2000) 90C26 · 90-08
1 Introduction
Various practical models in low-rank embedded problems, function learning, matrix
completion in recommender systems, inpainting and compression in image processing,
robust principle component analysis in statistics, and semidefinite programming relax-
ations in combinatorial optimization often require to recover a low-rank matrix from
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either given high-rank datasets or observations corrupted by noise. Such practical mod-
els can be formulated into low-rank matrix optimization problems, see, e.g., [10,12,14,
16,27,30,40].
1.1 Problem statement
In this paper, we consider the following class of low-rank matrix optimization problems:
Φ? := min
U,V
{
Φ(U, V ) := φ
(
A(UV T )−B
)
: U ∈ Rm×r, V ∈ Rn×r
}
, (1)
where φ : Rl → R∪{+∞} is a proper, closed and convex function; A : Rm×n → Rl is a
linear operator, defined as A(Z) := [trace
(
AT1 Z
)
, trace
(
AT2 Z
)
, · · · , trace
(
ATl Z
)
]
for l matrices A1, · · · , Al in Rm×n; and B ∈ Rl is an observed vector. We are interested
in the low-rank case, where r  min {m,n}.
Clearly, (1) is nonconvex due to the bilinear term UV T . Hence, it is NP-hard [31],
and numerical methods for solving (1) aim at obtaining a local optimum or a stationary
point. While (1) covers a wide range of applications, we briefly recall some emerging
problems which have been recently attracted a great attention. The most common
case is when φ(·) := (1/2)‖ · ‖22, where (1) becomes a least-squares low-rank matrix
approximation problem using in compressive sensing (see, e.g., [27]):
min
U,V
{
(1/2)‖A(UV T )−B‖22 : U ∈ Rm×r, V ∈ Rn×r
}
. (2)
Here, the linear operator A is often assumed to satisfy a restricted isometric property
(RIP) [11] that allows us to recover an exact solution from a few number of observations
in B. In particular, if A = PΩ , the projection on a given index subset Ω, then (2) covers
the matrix completion model as a special case:
min
U,V
{
(1/2)‖PΩ(UV T )−BΩ‖2F : U ∈ Rm×r, V ∈ Rn×r
}
, (3)
where BΩ is the observed entries in Ω. If A is an identity operator and B ∈ Rm×n is
a given low-rank matrix, then (2) becomes a low-rank matrix factorization problem
Φ? := min
U,V
{
Φ(U, V ) = (1/2)‖UV T −B‖2F : U ∈ Rm×r, V ∈ Rn×r
}
. (4)
Especially, if U = V and B is symmetric positive definite, then (4) reduces to
Φ? := min
U
{
Φ(U) := (1/2)‖UUT −B‖2F : U ∈ Rn×r
}
, (5)
which was considered in [30]. Alternatively, if we choose Φ(U) := (1/2)‖A(UUT )−B‖2F
in (2), then (1) reduces to the case studied in [2]. While both special cases, (4) and (5),
possess a closed form solution via a truncated SVD and an eigenvalue decomposition,
respectively, Gauss-Newton methods can also be applied to solve these problems. In
[30], the authors demonstrated the advantages of a Gauss-Newton method for solving
(5) via several encouraging numerical examples.
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1.2 Related work
Low-rankness is key to recast many existing problems into new frameworks or to design
new models with the aid of regularizers to promote solution structures in concrete ap-
plications including matrix completion (MC) [10], robust principle component analysis
(RPCA) [9] and their variants. So far, extensions to group structured sparsity, low-
rankness, tree models and tensor representation have attracted a great attention, see,
e.g., [15,20,22,26,34,36,42]. A majority of research for low-rank models focusses on
estimating sample complexity results for specific instances of (1), while various recent
papers revolve around the RPCA settings, matrix completion, and their extensions
[9,10,24]. Simple convex models originating from (1) have several advantages for de-
signing solution methods, they unfortunately do not capture well the original model.
Trading-off these two ingredients is key to achieve appropriate models for practical
purposes.
Along with problem modeling, solution algorithms for (1) are a core step for solving
practical problems in low-rank matrix completion and recovery. From an optimization-
based viewpoint, we observe that existing methods for (1) either focus on specific
applications or are limited to some classes of problems, where advanced computational
techniques can be exploited. Among many others, convex optimization is perhaps one of
the most powerful tools to solve several instances of (1) including MC, RPCA and their
variants and extensions. Unfortunately, convex models only provide an approximation
to the low-rank model (1) by convex relaxations using, e.g., nuclear or max norms,
which may not adequately approximate the desired rank. Alternatively, nonconvex as
well as discrete optimization methods have also been considered for solving (1), see,
e.g., [6,27,29,35,40,41]. While these approaches work directly on the original problem
(1), they can only find a local optimum or a critical point, and strongly depend on the
priori knowledge of problems, the initial points of algorithms, and a predicted ranks.
However, several empirical evidence have been provided to support these approaches,
and surprisingly, in many cases, they outperform convex optimization approaches in
terms of “accuracy” to the original model, and the overall computational time [27,29,
40]. Other approaches such as stochastic gradient descent, Riemann manifold descent,
greedy methods, parallel and distributed algorithms have also been studied recently,
see, e.g., [4,24,25,38,41].
1.3 Motivation and contributions
Optimization researchers have observed that Gauss-Newton (GN) methods work ex-
tremely well for nonlinear least-square problems [3]. Within the quadratic objective φ,
when the residual term A(UV T )−B in (1) is small or zero at solutions, GN methods
can achieve local superlinear and even quadratic convergence rate. With a “good” initial
guess (i.e., close to the solution set), GN methods often reach a stationary point within
few iterations [13]. In many practical problems, we can often predict a “good” initial
point using priori knowledge of our problem and underlying algorithm (e.g., steady
states of dynamical systems, or previous iterations of algorithms) as a warm-start.
As in classical GN methods, we design an iterative scheme for solving (1) based
on the linearization of the residual term A(UV T ) − B and the quadratic surrogate
of φ. At each iteration, it requires to solve a simple convex problem to form a GN
search direction and then incorporates with a globalization strategy to update the
next iteration. In our setting, computing GN search direction reduces to solving a
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linear least-squares problem, which is similar to alternating direction method (ADM)
[40]. While ADM alternatively solves for each U and V , GN simultaneously solves for
U and V using the linearization of UV T . We have experienced that (cf. Subsection
7.1) GN uses a linearization of UV T providing a good local approximate model to
UV T compared to the alternating form UV¯ T (or U¯V T ), when U− U¯ (or V − V¯ ) is
relatively large. This makes ADM saturated and does not significantly improve the
objective values. In addition, without regularization, ADM may fail to converge as a
counterexample in [19]. Moreover, ADM is not applicable to solve the symmetric case
of (1), where we have U = V without reformulation or introducing lifting variables,
but the GN method is.
While Gauss-Newton methods have been widely used in nonlinear least squares
[33], they are still mostly unexploited for matrix nonlinear optimization. Our aim in
this paper is to extend the GN method for solving a class of problems (1) to the
two aspects: general convex objective φ, and low-rank matrix variable settings. This
work is also inspirited by a recent work in [30], where the authors considered a simple
symmetric instance of (1), and demonstrated very encouraging numerical experiments
via GN methods compared to other state-of-the-art algorithms.
Our contributions: Our specific contributions can be summarized as follows:
(a) We extend the Gauss-Newton method to solve low-rank matrix optimization prob-
lems of the form (1) involving general convex objective. We point out the existence
of GN directions and provide their closed form formulation. We show empirically
that our GN method achieve much higher accurate solutions compared to the com-
mon used alternating direction methods within the same number of iterations.
(b) We show that there exists an explicit step-size to guarantee a descent property of the
Gauss-Newton direction. This allows us to perform a simple backtracking linesearch
procedure to guarantee global convergence of the proposed method. We then specify
our framework to the symmetric case with global convergence guarantee.
(c) We prove a local linear and quadratic convergence rate of the full-step Gauss-
Newton variant under standard assumptions imposed on (1) at its solution set.
(d) Then, we develop a joint treatment between ADMM and the Gauss-Newton method
to obtain a new algorithm for (1) that handles general objective φ. Under standard
assumptions on (1), we prove global convergence of the proposed algorithm.
Unlike alternating direction methods whose only achieve sublinear convergence even
with good initial points, GN methods may slightly require additional computation
for GN directions, but they can achieve a fast local linear or quadratic convergence
rate, which is key for online and real-time implementations. Alternatively, gradient
descent-based methods can achieve local linear convergence but often require much
strong assumptions imposed on (1). In contrast, GN methods work for “small residual”
settings under mild assumptions, and can easily achieve high accuracy solutions.
1.4 Outline of the paper
The rest of this paper is organized as follows. We first review basic concepts related
to problem (1) in Section 2. Section 3 presents a linesearch Gauss-Newton method for
solving (1) and proves its convergence properties. Section 4 designs a Gauss-Newton
ADMM algorithm for solving (1) and investigates its global convergence. Section 5
specifies the GN algorithm to the symmetric case and proves its convergence. Sec-
tion 6 discusses the implementation aspects of our algorithms and their extension to
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nonsmooth objective function. Numerical experiments are conducted in Section 7 with
several applications in different fields. For clarity of presentation, we move all the proofs
in the main text to the appendix.
2 Basic notations and optimality condition
We briefly state some basic notations, the optimality condition for (1), and the funda-
mental assumption.
2.1 Basic notation and concepts
For a matrix X, σmin(X) and σmax(X) denote its positive smallest and largest singular
values, respectively. If X is symmetric, then λmin(X) and λmax(X) denote its smallest
and largest eigenvalues, respectively. We use X = PΣQT for SVD and X = UΛU−1
for eigenvalue decomposition.
We denote by X† the Moore-Penrose pseudo-inverse of X, i.e., X† = (XTX)−1XT
when X has full-column rank. We also define PX := X(XTX)−1XT ≡ XX† the
projection onto the range space of X, and P⊥X := I− PX the orthogonal projection of
PX , i.e., PXP⊥X = P
⊥
XPX = 0, where I is an identity. Clearly, P⊥XX = 0.
For a matrix X, we define vec (X) = (X11, · · ·Xm1, · · · , X1n, · · · , Xmn)T the vec-
torization of X. Given the vec operator, we define mat the inverse of vec such that
mat (vec (X)) = X. For two matrices X and Y , X⊗Y denotes the Kronecker product
of X and Y . We always have vec (AXB) = (BT ⊗A)vec (X) and (A⊗B)(C ⊗D) =
AC ⊗BD. For a linear operator A, A∗ denotes its adjoint operator.
2.2 Optimality condition and fundamental assumptions
We define X := [U, V ] as a joint variable of U and V in (1). First, we assume that φ
in (1) is smooth. Then, the optimality condition of (1) can be written as follows:U
T
? A∗
(
∇φ(A(U?V T? )−B)
)
= 0,
A∗
(
∇φ(A(U?V T? )−B)
)
V? = 0.
(6)
Any X? = [U?, V?] satisfying (6) is called a stationary point of (1). We denote by X?
the set of stationary points of (1). Since r ≤ min {m,n}, the solution of (6) is generally
nonunique. Our aim is to design algorithms for generating a sequence {Xk} converging
to X? ∈ X? relying on the following fundamental assumption.
Assumption A.21 Problem (1) satisfies the following conditions:
(a) φ is Lφ-smooth and µφ-convex, i.e., ∇φ satisfies (with 0≤µφ ≤ Lφ<+∞) that
µφ
2
≤ φ(y)− φ(x)− 〈∇φ(x), y − x〉 ≤ Lφ
2
‖y − x‖22, ∀x, y ∈ dom(φ). (7)
(b) The set of stationary points of (1) is nonempty.
If ∇φ is Lipschitz continuous with the Lipschitz constant Lφ, then (7) holds [32].
We allow µφ = 0, which also covers the non-strongly convex case. Since φ is smooth
and A is linear, Φ is also smooth. In addition, Assumption A.21(a) covers a wide range
of applications including logistic loss, Huber loss and entropy in nonlinear regression
and machine learning [5].
3 Line-search Gauss-Newton method
We develop here a linesearch Gauss-Newton (Ls-GN) algorithm for solving (1) which
has convergence guarantee.
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3.1 Forming a surrogate of the objective
By Assumption A.21, it follows from (7) and Φ(U, V ) := φ(A(UV T )−B) that
Φ(Uˆ , Vˆ )≤Φ(U, V )+L
2
‖Uˆ Vˆ T−(UV T−L−1Φ′(UV T ))‖2F− 12L‖Φ
′(UV T )‖2F , (8)
for any U , V , Uˆ , and Vˆ , where Φ′(UV T ) := A∗∇φ(A(UV T ) − B) is the gradient of
Φ, and L := Lφ‖A‖2 is the Lipschitz constant of the gradient of φ(A(·)−B).
Descent optimization methods rely on finding a descent direction of Φ by approx-
imately minimizing the right-hand side surrogate of Φ in (8). Unfortunately, this sur-
rogate remains nonconvex due to the bilinear term Uˆ Vˆ T . Our next step is to linearize
this bilinear term around a given point [U, V ] as follows:
Uˆ Vˆ T ≈ UV T + U(Vˆ − V )T + (Uˆ − U)V T . (9)
Then, the minimization of the right-hand side surrogate (8) is approximated by
min
Uˆ,Vˆ
{
(1/2)‖U(Vˆ − V )T + (Uˆ − U)V T + L−1Φ′(UV T )‖2F
}
. (10)
This problem is a linear least-squares, and can be solved by standard linear algebra.
3.2 Computing Gauss-Newton direction
Let DU := Uˆ − U , DV := Vˆ − V and Z := −L−1A∗
(
∇φ(A(UV T )−B)
)
. Then, we
rewrite (10) as
min
DU ,DV
{
(1/2)‖UDTV +DUV T − Z‖2F : DU ∈ Rm×r, DV ∈ Rm×r
}
. (11)
The optimality condition of (11) becomes{
UTUDTV + U
TDUV
T = UTZ,
UDTV V +DUV
TV = ZV.
(12)
As usual, we can refer to (12) as the normal equation of (11). We show in Lemma 1 a
closed form solution of (12), whose proof is in Appendix A.1.
Lemma 1 The rank of the square linear system (12) does not exceed r(m + n − r).
In addition, (12) has solution. If rank (U) = rank (V ) = r ≤ min {m,n}, then the
solution of (12) is given explicitly by{
DU = P
⊥
U Z(V
†)T + UDˆr,
DTV = U
†Z − DˆrV T . (13)
which forms a linear subspace in Rr×r, where U† and V † are the Moore-Penrose pseudo
inverses of U and V , respectively, and Dˆr ∈ Rr×r is an arbitrary matrix.
In particular, if we choose Dˆr := 0.5U†Z(V †)T ∈ Rr×r, then
DU =
(
Im − 0.5PU
)
Z(V †)T and DTV = U
†Z
(
In − 0.5PV
)
. (14)
Moreover, the optimal value of (11) is (1/2)‖P⊥U ZP⊥V ‖2F .
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Lemma 1 also shows that if either Z is in the null space of PU or ZT is in the null
space of PV , then ‖P⊥U ZP⊥V ‖2F = 0. We note that (14) only gives us one choice for
DX := [DU , DV ]. We can choose Dˆr = 0r to obtain a simple GN search direction.
Remark 1 Let m = n. If we assume that U = V , then DU = DV and
DU = P
⊥
U Z(U
†)T +UDˆr, where Dˆr ∈ Sr :=
{
Dˆr ∈ Rr×r : Dˆr + DˆTr = U†Z(U†)T
}
.
Clearly, Sr is a linear subspace, and its dimension is r(r + 1)/2.
3.3 The damped-step Gauss-Newton scheme
Using Lemma 1, we can form a damped step Gauss-Newton scheme as follows:{
U+ := U + αDU ,
V+ := V + αDV ,
(15)
where DU and DV defined in (14) is the Gauss-Newton direction, and α > 0 is a given
step-size determined in the next lemma.
Since the GN direction computed by solving (11) is not unique, we need to choose
an appropriate DX such that this direction is a descent direction of Φ at X. We prove
in the following lemma that the GN direction computed by (14) is indeed a descent
direction of Φ at X. The proof of this lemma is given in Appendix A.2.
Lemma 2 Let X := [U, V ] be a non-stationary point of (1) and DX := [DU , DV ] be
computed by (14). If DX 6= 0 and α is chosen such that 0 < α ≤ α with
α := min
{
1,
Lσ3min
2‖∇Φ(U, V )‖F
,
3σ4min
32σ2max‖Φ′(UV T )‖F
}
∈ (0, 1], (16)
then we have
Φ(U+, V+) ≤ Φ(U, V )− ασ
2
min
128Lσ4max
‖∇Φ(U, V )‖2, (17)
where Φ′(·) = A∗∇φ(A(·)−B), L := Lφ ‖A‖2, σmin := min {σmin(U), σmin(V )}, and
σmax := max {σmax(U), σmax(V )}. Consequently, DX is a descent direction of Φ.
Lemma 2 shows that if the residual term A∗∇φ(A(UV T ) − B) is sufficient small
near X?, then we obtain full-step α = 1 since both Φ′(UV T ) and ∇Φ(UV T ) are small.
The existence of the GN direction in Lemma 1 requires U and V to be full-rank.
This condition is shown in the following lemma whose proof is in Appendix A.3.
Lemma 3 If rank (U) = rank (V ) = r, then X+ := [U+, V+] updated by (15) using
the step-size α in (16) satisfies
σmin(U+) ≥ 0.5σmin(U) and σmin(V+) ≥ 0.5σmin(V ). (18)
Hence, (15) preserves the rank of U+ and V+, i.e., rank (U+) = rank (V+) = r.
3.4 The algorithm and its global convergence
Theoretically, we can use the step-size α in Lemma 2 for (15). However, in practice,
computing α requires a high computational intensity. We instead incorporate the GN
scheme (15) with an Armijo’s backtracking linesearch to find an appropriate step-size
α ≥ βα for given β ∈ (0, 1).
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Given α0 > 0, find the smallest number ik ≥ 0 such that α := βikα0 ≥ α and
Φ(U + αDU , V + αDV ) ≤ Φ(U, V )− 0.5c1α‖∇Φ(U, V )‖2F , (19)
where c1 > 0 and β ∈ (0, 1) are given (e.g., c1 = 0.5 and β := (
√
5−1)/(√5+1)).
By Lemma 2, this linesearch procedure is terminated after finite iterations ik:
ik ≤ blogβ(α/α0)c+ 1, (20)
where α is given by (16). Now, we present the complete linesearch Gauss-Newton
algorithm for solving (1) as in Algorithm 1.
Algorithm 1 (Linesearch Gauss-Newton algorithm (Ls-GN))
1: Initialization:
2: Given a tolerance ε > 0. Choose X0 := [U0, V0]. Set c1 := 0.5 and α0 := 1.
3: for k = 0 to kmax do
4: GN direction: Let Zk := −L−1Φ′(UkV Tk ). Compute DXk := [DUk , DVk ]:
DUk :=
(
Im − 0.5PUk
)
Zk(V
†
k )
T and DVk =
(
In − 0.5PVk
)
ZTk (U
†
k)
T .
5: Stopping criterion: If stopping_criterion, then TERMINATE.
6: Backtracking linesearch: Find the smallest number ik ≥ 0 such that
Φ(Uk + α0β
ikDUk , Vk + α02
−ikDVk ) ≤ Φ(Uk, Vk)− 0.5c1α0βik‖∇Φ(Uk, Vk)‖2F .
Set αk := α0βik .
7: Update Xk+1 := [Uk+1, Vk+1] as Uk+1 := Uk + αkDUk and Vk+1 := Vk + αkDVk .
8: end for
Complexity-per-iteration: The main steps of Algorithm 1 are Steps 4 and 6, where we
need to compute DXk and perform the linesearch routine, respectively.
(a) We can show that computing DXk requires two inverses (U
TU)−1 and (V TV )−1
of the size r × r, and two matrix-matrix multiplications (of the size m× r or n× r).
(b) Evaluating Φ′ requires one matrix-matrix multiplication UV T and one evaluation
A∗∇φ(A(·)− B). When A is a subset projection PΩ (e.g., in matrix completion), we
can compute (UV T )(i,j)∈Ω instead of the full matrix UV T .
(c) Each step of the linesearch needs one matrix-matrix multiplication UV T and one
evaluation of Φ. It requires at most blogβ(α/α0)c + 1 linesearch iterations. However,
we observe from numerical experiments that ik often varies from 1 to 2 on average.
Global convergence: Since (1) is nonconvex, we only expect {Xk} generated by Algo-
rithm 1 to converge to a stationary point X? ∈ X?. However, Lemma 3 only guarantees
the full-rankness of Uk and Vk at each iteration, but we may have limk→∞ σmin(Uk) =
0 or limk→∞ σmin(Vk) = 0. In order to prove a global convergence of Algorithm 1, we
require one additional condition: There exists σ > 0 such that:
σmin(Uk) ≥ σ and σmin(Vk) ≥ σ for all k ≥ 0. (21)
Under Assumption A.21, the following sublevel set of Φ is bounded for given γ > 0:
LΦ(γ) := {[U, V ] ∈ dom(Φ) : Φ(U, V ) ≤ γ} .
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We prove in Appendix A.4 a global convergence of Algorithm 1 stated as follows.
Theorem 1 Let {Xk} with Xk := [Uk, Vk] be the sequence generated by Algorithm 1.
Then, under Assumption A.21, we have
∞∑
k=0
αk‖∇Φ(Uk, Vk)‖2F < +∞, and lim
k→∞
αk‖∇Φ(Uk, Vk)‖F = 0. (22)
If, in addition, the condition (21) holds and {Xk} is bounded, then
lim
k→∞
‖∇Φ(Uk, Vk)‖F = 0. (23)
There exists a limit point X? of {Xk}, and any limit point X? is in X?.
3.5 Local linear convergence without strong convexity
We prove a local convergence of the full-step Gauss-Newton scheme (15) when α = 1.
Generally, problem (1) does not satisfy the regularity assumption: Jacobian JR(X) =
A[V ⊗ Im, In⊗U ] ∈ Rl×(m+n)r of the objective residual R(X) := A(UV T )−B in (1)
is not full-column rank, where A is the matrix form of the linear operator A. However,
we can still guarantee a fast local convergence under the following conditions:
Assumption A.31 Problem (1) satisfies the following conditions:
(a) φ is twice differentiable on a neighborhood N (Z?) of Z? = A(U?V T? ) − B, and
its Hessian ∇2φ is Lipschitz continuous in N (Z?) with the constant Lφ′′ > 0.
(b) The Hessian ∇2Φ(X?) of Φ(X) := φ(A(UV T )−B) at X? ∈ X? satisfies
‖
[
I− L−1H(X)†∇2Φ(X?)
]
(X −X?)‖F ≤ κ(X?)‖X −X?‖F , ∀X ∈ N (X?), (24)
where H(X) :=
[
V T ⊗ U V TV ⊗ Im
In ⊗ UTU V ⊗ UT
]
, L := Lφ‖A‖2, and 0 ≤ κ(X?) ≤ κ¯ < 1.
Assumption A.31(b) relates to a “small residual condition”. For instance, if φ(·) =
(1/2)‖ · ‖22, and A = I, the identity operator, then the residual term becomes R(X) =
UV T −B, and the objective Φ is Φ(X) = (1/2)‖R(X)‖2F . In this case, condition (24)
holds if ‖R(X?)‖F ≤ κ(X?) < 1 (i.e., we have a “small residual” case).
Now, we prove in Appendix A.7 local convergence of the full-step variant of (15).
Theorem 2 Let {Xk} with Xk := [Uk, Vk] be the sequence generated by (15) with
step-size αk = 1, and X? := [U?, V?] ∈ X? be a given stationary point of (1) such
that rank (U?) = rank (V?) = r. Assume that Assumptions A.21 and A.31 hold. Then,
there exists a neighborhood N (X?) of X? and a constant K1 > 0 such that
‖Xk+1 −X?‖F ≤
(
κ¯+ 0.5K1‖Xk −X?‖F
)‖Xk −X?‖F , ∀Xk ∈ N (X?). (25)
Consequently, if H(X?)†∇2Φ(X?) = LI in (24) (i.e., zero residual), then there exists a
constant K2 > K1 such that {Xk} starting from X0 ∈ N (X?) such that ‖X0−X?‖F <
2K−12 converges quadratically to X? ∈ X?.
If κ(X?) ∈ (0, 1) in (24) (i.e., small residual), then, for any X0 ∈ N (X?) such
that ‖X0 −X?‖F ≤ r¯0 < 2K−11 (1− κ¯), {Xk} converges to X? at a linear rate.
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4 Gauss-Newton alternating direction method of multipliers
The GN method only works well and has a fast local convergence for the “small residual”
case. In general, it may converge very slowly or even fails to converge. In this section,
we propose to combine the GN scheme (15) and the alternating direction method of
multipliers (ADMM) to develop a new algorithm for solving (1) called GN-ADMM.
The main steps of this algorithm are described below.
4.1 The augmented Lagrangian and ADMM scheme
We introduce a slack variable W = A(UV T )−B and rewrite (1) as the following
constrained problem:
Φ? := min
U,V,W
{
φ(W ) : A(UV T )−W = B
}
. (26)
We can define the augmented Lagrangian function associated with (26) as
Lρ(U, V,W,Λ) := φ(W )+〈Λ,A(UV T )−W−B〉+ (ρ/2)‖A(UV T )−W−B‖22
= φ(W ) + (ρ/2)‖A(UV T )−W−B+ρ−1Λ‖22−(1/(2ρ))‖Λ‖22,
(27)
where ρ > 0 is a penalty parameter and Λ is the corresponding Lagrange multiplier.
Next, we apply the standard ADMM scheme to (26) which leads to 3 steps:
(Uk+1, Vk+1) := argmin
U,V
{
‖A(UV T )−Wk −B + ρ−1Λk‖22
}
, (28a)
Wk+1 := argmin
W
{
φ(W )+(ρ/2)‖W−
(
A(Uk+1V Tk+1)−B+ρ−1Λk
)
‖22
}
,(28b)
Λk+1 := Λk + ρ(A(Uk+1V Tk+1)−Wk+1 −B). (28c)
Obviously, both subproblems (28a) and (28b) remain computationally intensive. While
(28a) is nonconvex, (28b) is smooth and convex. Without any further step applying to
(28), convergence theory for this nonconvex ADMM scheme can be found in several
recent papers including [28,39,40]. However, (28) remains impractical since (28a) and
(28b) cannot be solved with a closed form or highly accurate solution. Our next step
is to approximately solve these two subproblems.
4.2 Approximation of the alternating steps
Gauss-Newton step for the UV -subproblem (28a): We first apply on step of the GN
scheme (15) to solve (28a) as follows. We first approximate ‖A(UV T ) −Wk − B +
ρ−1Λk‖22 by using the quadratic upper bound of A(·) and the linearization UkV Tk +
UkD
T
V + DUV
T
k of UV
T with DU := U − Uk and DV := V − Vk. By letting Zk :=
−L−1A A∗
(
A(UkV Tk )−Wk −B + ρ−1Λk
)
with LA := ‖A‖2, we solve
[DUk , DVk ] := argmin
DU ,DV
{
Qk(DU , DV ) := 12‖UkD
T
V +DUV
T
k −Zk‖2F
}
. (29)
Here, the Lipschitz constant LA := ‖A‖2 can be computed by a power method [17].
Using Lemma 1, we can compute [DUk , DVk ] as{
DUk =
(
Im − 0.5PUk
)
Zk(V
†
k )
T
DTVk = U
†
kZk
(
In − 0.5PVk
)
.
(30)
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The corresponding objective value is Qk(DUk , DVk) := (1/2)‖P⊥ukZkP⊥Vk‖2F . Then, we
update Xk+1 := [Uk+1, Vk+1] as
Uk+1 := Uk + αkDUk and Vk+1 := Vk + αkDVk , (31)
where αk > 0 is a given step-size computed by a linesearch procedure as in (19).
Gradient step for the W -subproblem (28b): If φ does not have tractable proximal op-
erator, we approximate (28b) by using one gradient step as
Wk+1 := argmin
W
{Lφ
2
‖W − (Wk − L−1φ ∇φ(Wk))‖22 +
ρ
2
‖W − Ek‖22
}
, (32)
where Ek := A(Uk+1V Tk+1)−B + ρ−1Λk. Solve (32) directly, we get
Wk+1 := (ρ+ Lφ)
−1
(
LφWk −∇φ(Wk) + (Λk + ρ(A(UTk+1Vk+1)−B)
)
. (33)
4.3 The Gauss-Newton ADMM algorithm
By putting (31), (28c), and (28b) or (33) together, we obtain the following GN-ADMM
scheme with two options:
Zk := −L−1A A∗
(
A(UkV Tk )−Wk −B + ρ−1Λk
)
,
Uk+1 := Uk + αk
(
Im − 0.5PUk
)
Zk(V
†
k )
T ,
Vk+1 := Vk + αk
(
In − 0.5PVk
)
Zk(U
†
k)
T ,
Wk+1 is computed by (28b) for Option 1, or by (32) for Option 2,
Λk+1 := Λk + ρ(A(Uk+1V Tk+1)−Wk+1 −B).
(34)
Clearly, computing [Uk+1, Vk+1] in (34) using the step-size in Lemma 2 is impractical.
Similar to Algorithm 1, we find an appropriate αk by a backtracking linesearch on
Qk(U, V ) := (1/2)
∥∥∥A(UV T )−Wk −B + ρ−1Λk∥∥∥2
2
as
Q(Uk + αDUk , Vk + αkVk) ≤ Q(Uk, Vk)− 0.5c1αk∆2k, (35)
where ∆2k := ‖UTk A∗(Ek−Wk)‖2F +‖A∗(Ek−Wk)Vk‖2F and αk := βikα0 with α0 > 0
and β := (
√
5 − 1)/(√5 + 1) ∈ (0, 1) given a priori. Obviously, by Lemma 2, this
linesearch procedure terminates after finite iterations ik satisfying (20). In addition,
DXk := [DUk , DVk ] is a descent direction of the quadratic objective Qk at Xk. Finally,
we expand (34) algorithmically as in Algorithm 2.
Complexity-per-iteration: The main steps of Algorithm 2 remain at Steps 4 and 5,
where they require to compute DXk := [DUk , DVk ] and to perform a linesearch pro-
cedure, respectively. Steps 6 and 8 only require matrix-matrix additions which have
the complexity of O(m × n). Overall, the complexity per-iteration of Algorithm 2 is
higher than of Algorithm 1, but as we can see from Section 7, we can simply use the
full-step GN scheme at Step 4 without linesearch, and Algorithm 2 often requires fewer
number of iterations than Algorithm 1. Moreover, Algorithm 2 seems working well for
the “large residual case”, i.e., A∗∇φ(A(U?V T? )−B) is large.
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Algorithm 2 (Gauss-Newton ADMM algorithm (GN-ADMM))
1: Initialization:
2: Given ε > 0, choose ρ > 0 and X0 :=[U0, V0]. Set W0 := U0V T0 and Λ0 := 0
m×n.
3: for k = 0 to kmax do
4: Gauss-Newton step: Compute a GN direction DXk := [DUk , DVk ] by (30).
5: Linesearch step: Find αk > 0 from the linesearch condition (35) and update
Uk+1 := Uk + αkDUk and Vk+1 := Vk + αkDVk .
6: Gradient step: Evaluate Yk+1 := A(Uk+1V Tk+1)−B, and Φ′(Wk), and
Option 1: update Wk+1 by (28b) Option 2: update Wk+1 by (32)
7: If stopping_criterion, then TERMINATE.
8: Update Λk+1 := Λk + ρ(Yk+1 −Wk+1).
9: end for
4.4 Global convergence analysis
We first write down the optimality condition (or KKT condition) for (26) as follows:
∇φ(W?)−A∗(Λ?)=0, UT? A∗(Λ?)=0, A∗(Λ?)V?=0, and A(U?V T? )−W?=B. (36)
This condition can be rewritten as (6) by eliminatingW? and the multiplier Λ?. Hence,
if [U?, V?,W?, Λ?] satisfies (36), then X? := [U?, V?] ∈ X?.
The following lemma provides a key step to prove the convergence of Algorithm 2,
whose proof is given in Appendix A.5.
Lemma 4 Let {[Uk, Vk,Wk, Λk]} be the sequence generated by Algorithm 2. Then,
under Assumption A.21, the following statements hold:
(a) The sequence {[Uk, Vk,Wk]} is bounded. In addition, for k ≥ 1, we have
‖Λk+1−Λk‖2 ≤ Lφ‖Wk+1−Wk‖2 for Option 1,
or‖Λk+1−Λk‖2 ≤ Lφ
(‖Wk−Wk−1‖2+‖Wk+1−Wk−1‖2)for Option 2. (37)
(b) Let Lρ defined by (27), then, for any ρ > 0, we have
Lρ(Uk+1, Vk+1,Wk+1, Λk+1) ≤ Lρ(Uk, Vk,Wk, Λk)− η12 ‖Wk+1−Wk‖
2
2 +
η0
2
‖Wk−Wk−1‖22
− c1ραk
2
[
‖UTk A∗(Ek−Wk)‖2F +‖A∗(Ek−Wk)Vk‖2F
]
,
(38)
where Ek := A(UkV Tk )−B + ρ−1Λk, and
η1 := ρ
−1(ρ2 + µφρ− 2L2φ) and η0 := 0 for Option 1,
or η1 := ρ−1
(
ρ2 + Lφρ− 4L2φ
)
and η0 := 8ρ−1L2φ for Option 2.
(39)
Similar to Algorithm 1, we prove a global convergence of Algorithm 2 in the following
theorem, whose proof is deferred to Appendix A.6.
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Theorem 3 Under Assumption A.21 and the rank condition (21), let {[Uk, Vk]} be
the sequence generated by Algorithm 2 be bounded. Then, if we choose ρ such that{
ρ > 0.5
((
µφ + 8L
2
φ
)1/2
+ µφ
)
for Option 1,
ρ > 3Lφ for Option 2,
(40)
then
lim
k→∞
‖∇Φ(Uk, Vk)‖F = 0. (41)
Consequently, there exists a limit point X? := [U?, V?] of {[Uk, Vk]}, and X? ∈ X?.
Remark 2 We note that our results in Lemma 4 and Theorem 3 can be extended to a
regularized alternating direction ADMM (shortly, RAD-ADMM) algorithm for solving
(26) by substituting the Gauss-Newton step at Step 4 of Algorithm 2 by the following
regularized alternating direction step:Uk+1 := argminU
{
(1/2)‖UV Tk − Zk‖2F + (γu/2)‖U − Uk‖2F
}
,
Vk+1 := argmin
V
{
(1/2)‖Uk+1V T − Zk‖2F + (γv/2)‖V − Vk‖2F
}
,
(42)
where Zk is given in (29), γu > 0 and γv > 0 are two given regularization parameters.
Then, using Qk in (35), we can easily prove that
Qk(Uk+1, Vk+1) ≤ Qk(Uk, Vk)− LAγu2 ‖Uk+1 − Uk‖2F − LAγv2 ‖Vk+1 − Vk‖2F .
With similar proofs as in Lemma 4, we can show a global convergence of Algorithm 2
with Step 4 being replaced by (42) as in Theorem 3. We omit the details here.
5 Symmetric low-rank matrix optimization
We can develop a symmetric GN algorithm for solving the following special symmetric
setting of (1) when U = V :
Φ? := min
U
{
Φ(U) := φ
(
A(UUT )−B
)
: U ∈ Rm×r
}
. (43)
We emphasize that (21) is a generalization of the least-squares problem considered
in [30]. In addition, we cannot directly apply alternating trick in Remark 2 to (43)
without reformulating the problem. The optimality condition of (43) is written as
UTA∗
(
∇φ(A(UUT )−B)
)
= 0. (44)
Any point U? satisfying this condition is called a stationary point of (43). Similar to
Assumption A.21, we assume that the set of stationary point U? of (43) is nonempty.
We now customize Algorithm 1 to find a stationary point of (43). First, since
U = V , the symmetric Gauss-Newton direction can be computed from Remark 1 as
DU = (I− 0.5PU )Z(U†)T , where Z = −L−1Φ′(UUT ) ≡ −L−1A∗
(
∇φ(A(UUT )−B)
)
.
Combining this step and modifying the linesearch procedure (19) we can describe a
new variant of Algorithm 1 for solving (43) as in Algorithm 3.
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Algorithm 3 (Symmetric linesearch Gauss-Newton algorithm (SLs-GN))
1: Initialization:
2: Given a tolerance ε > 0. Choose U0 ∈ Rm×r. Set α0 := 1 and c1 := 0.5.
3: for k = 0 to kmax do
4: Gauss-Newton step: Evaluate Zk := −L−1A∗∇φ(A(UkUTk )−B) and compute
DUk :=
(
Im − 0.5PUk
)
Zk(U
†
k)
T .
5: If ‖DUk‖F ≤ εmax {1, ‖Uk‖F }, then TERMINATE.
6: Linesearch: Find the smallest number ik ≥ 0 such that αik := βikα0 and
Φ(Uk + αikDUk ) ≤ Φ(Uk)− 0.5c1αik‖∇Φ(Uk)‖2F .
7: Update the new point: Uk+1 := Uk + αkDUk .
8: end for
Complexity-per-iteration: Computing U† requires one QR-factorization of an m × r
matrix to get [Q,R] = qr(U). Then, we form U† = R†QT , where R† is obtained
by solving an upper triangle linear system using a back substitution method. PUk is
computed by PUk = UkU
†
k . Computing Zk at Step 4 requires UkU
T
k , one linear operator
A and one adjoint A∗. The linesearch procedure at Step 6 often requires ik function
evaluations as defined by (20) with one UkUTk and one linear operator A.
The following corollary summarizes the convergence properties of Algorithm 3,
which is a direct consequence of Lemma 2 and Theorem 1.
Corollary 1 Let {Uk} be the sequence generated by Algorithm 3. Then, under As-
sumption A.21, we have:
(a) There exists αk := min
{
1,
Lσ3min(Uk)
2‖∇Φ(Uk)‖F ,
3σmin(Uk)
4
32σmax(Uk)2Φ′(Uk)
}
∈ (0, 1] such that
Φ(Uk + αkDUk) ≤ Φ(Uk)−
αk
128L
σ2min(Uk)
σ4max(Uk)
‖∇Φ(Uk)‖2F , ∀αk ∈ (0, αk]. (45)
Consequently, the linesearch procedure at Step 5 is well-defined (i.e., it terminates after
finite number of iterations ik).
(b) If there exists σ > 0 such that σmin(Uk) ≥ σ for all k ≥ 0 and {Uk} is bounded,
then one has limk→∞‖∇Φ(Uk)‖F =0, and any limit point of {Uk} is stationary point
of (43).
The results in Corollary 1 is fundamentally different from [30], even when φ(·) :=
(1/2)‖ · ‖22 and A is identical, since we do not assume that B is positive definite in this
case. When B is symmetric positive definite, we can apply the results in [30].
We note that Algorithm 2 can be specified to handle the symmetric case (43) by
substituting Steps 4 and 5 by Steps 4 and 6 in Algorithm 3, respectively. We omit the
details of this specification here.
6 Implementation remarks and extension
We discuss the implementation of Algorithms 1, 2 and 3 and provide an extension to
nonsmooth cost φ.
6.1 Implementation remarks
We show how to generate appropriate initial points, to terminate the algorithms, and
to update the penalty parameter ρ.
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Computing initial points: Since (1) is nonconvex, the performance of the above algo-
rithms strongly depends on an initial point. Principally, these algorithms still converge
from any initial point. However, we propose to use the following simple procedure for
finding an initial point: We first form a matrix M ∈ Rm×n such that A(M) = B.
Then, we compute the r-truncated SVD of M as [Uf , Σf , Vf ] and form
U0 := Uf (:, 1 : r)Σf (1 : r)
1/2 and V0 := Vf (:, 1 : r)Σf (1 : r)
1/2.
In Algorithm 2, given [U0, V0], we compute W0 := A(U0V T0 )−B and set Λ0 := 0l.
Stopping criterions: We can implement different stopping criterions for Algorithms 1
and 2. The first criterion is based on the optimality condition (6) as
max
{
‖UTk Φ′(UkV Tk )‖F , ‖Φ′(UkV Tk )Vk‖F
}
≤ ε1 max
{
1, ‖B‖F
}
, (46)
where Φ′(UV T ) := A∗
(
∇φ(A(UV T )−B)
)
. We can also terminate Algorithm 1 if
max {‖DUk‖F , ‖DVk‖F } ≤ ε1 max
{
1, ‖B‖F
}
. (47)
We can add to Algorithm 2 the following condition for feasibility in (26):
‖UkV Tk −Wk‖F ≤ ε1 max
{
1, ‖B‖F
}
. (48)
When φ(·) := (1/2)‖ · ‖2F and the optimal value is zero, we also use
‖A(UkV Tk )−B‖F ≤ ε2 max
{
1, ‖B‖F
}
. (49)
Similar stopping criterions are applied to Algorithm 3. These four stopping criterions
are implemented in our codes and are used for numerical simulation in Section 7.
Penalty parameter update: Theoretically, we can fix any parameter ρ as indicated in
(40). However, in Section 7, we follow the update rule used in [35] but with different
parameters. We also use the full-step GN scheme at Step 4 in Algorithm 2.
6.2 Extension to nonsmooth objective function
We consider the nonsmooth objective function φ in (1). Then, the subproblem (28b)
becomes
Wk+1 := argmin
W
{
φ(W ) + (ρ/2)‖W −Qk‖2F
}
= proxρ−1φ(Qk),
whereQk := A(Uk+1V Tk+1)−B+ρ−1Λk. In particular, if φ(·) := ‖·‖1, then proxρ−1φ(·)
is the soft-thresholding operator, which can be computed in a closed form. Hence, we
can modify Algorithm 2 to handle the nonsmooth objective function as done in [29].
Unfortunately, we do not have convergence guarantee for this algorithmic variant.
7 Numerical experiments
In this section, we verify the performance of three algorithms, Algorithms 1, 2 and
3. We first compare the full-step Gauss-Newton scheme and ADM. Next, we test this
algorithm on a low-rank matrix approximation problem and compare it with standard
SVDs. Finally, we apply Algorithms 1, 2 and 3 to solve 3 problems: matrix completion,
matrix recovery with Pauli measurements in quantum tomography, and robust low-
rank matrix recovery. Our code can be found online at http://trandinhquoc.com/
software.html.
16 Q. Tran-Dinh, Z. Zhang
7.1 Comparison of Gauss-Newton and Alternating Direction Method
In order to observe the advantage of the GN scheme over the well-known ADM scheme
for solving (1), we compare these algorithms on the following special case of (1):
Φ? := min
U∈Rm×r,V ∈Rn×r
{
Φ(U, V ) := (1/2)‖A(UV T )−B‖22
}
. (50)
Since A is nonidentical, we upper bound (1/2)‖A(·)−B‖22 by its quadratic surrogate
1
2‖A(UV T )−B‖22≤ 12‖A(UkV Tk )−B‖22+ 12‖UV T−(UkV Tk −L−1A∗(A(UkV Tk )−B)))‖22
− 12L‖A∗(A(UkV Tk )−B))‖22,
where L := ‖A‖2 is the Lipschitz constant of the gradient of (1/2)‖A(·)−B‖22.
Let Zk := L−1A∗(A(UkV Tk )−B)). Using this surrogate, we can write ADM as
Uk+1 := argmin
U
{
(1/2)‖UV Tk − (UkV Tk − Zk)‖22
}
,
Vk+1 := argmin
V
{
(1/2)‖Uk+1V T − (UkV Tk − Zk)‖22
}
.
(ADM)
We compare this algorithm and the following full-step GN scheme of (15):
(Uk+1, Vk+1) := argmin
U,V
{
(1/2)‖UkV T + UV Tk − (UkV Tk + Zk)‖22
}
. (FsGN)
Clearly, ADM alternates between U and V and solves for them separately, while FsGN
linearizes UV T and solves for Uk+1 and Vk+1 simultaneously.
We implement these schemes in Matlab and running on a MacBook laptop with
2.6 GHz Intel Core i7, with 16GB memory. The input data is generated as follows. For
A, we generate an (mn ×mn)-matrix from either a fast Fourier transform (fft) or a
standard Gaussian distribution, and take l random sub-samples from the rows of this
matrix to form A, where l ≤ mn. We generate B = A(U \(V \)T ) +N (0, σ2I), where
U \ ∈ Rm×r and V \ ∈ Rn×r are given matrices, and N (0, σ2I) is iid Gaussian noise
of variance σ2. We consider two cases: the underdetermined case with l < r(m + n),
and the overdetermined case with l > r(m+ n). In the first case, problem (50) always
has solution with zero residual. We choose (U0, V0) randomly, which may not be in the
local convergence region of the GN method.
Figure 1 shows the convergence behavior of the two algorithms. The right plot is
l = 2r(m+ n), and the left one is l = 0.5r(m+ n), where m = n = 512 and r = 32.
We can see from Figure 1 that both algorithms perform very similarly in early
iterations, but then FsGN gives better result in terms of accuracy (terminated around
10−9 in the overdetermined case due to the nonzero objective residual), while ADM
is saturated at a certain level, and does not improve the objective values. In addition,
Figures 1 and 2 show that the full-step Gauss-Newton scheme has a local linear conver-
gence rate for the underdetermined case. However, as a compensation, FsGN requires
one (r × m)-matrix multiplication UTU and one (r × r)-inverse compared to ADM.
This suggests that we can perform ADM in early iterations and switch to FsGN if
ADM does not make significant progress to improve the objective values.
We test the underdetermined case by choosing a Gaussian operator A generated as
A = 1√
l
sprandn(l,mn, 0.05). The convergence of two algorithms in this data is plotted
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Fig. 1: A comparison between FsGN and ADM on 2 problem instances. Left: Under-
determined case —l = 0.5r(m+ n). Right: Overdetermined case—l = 2r(m+ n).
on the left side of Figure 2. Finally, we consider the effect of noise to both algorithms
by adding a Gaussian noise with σ2 = 10−3. The performance of these algorithms is
plotted on the right-hand side of Figure 2.
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We can observe from Figure 2 the same behavior as in the previous test. Our FsGN
still maintains a local linear convergence even with noise, while ADM is saturated at
a certain level of the objective value.
7.2 Low-rank matrix factorization and linear subspace selection
We consider a special case of (1) by taking φ(·) := (1/2)‖ · ‖2F and A = I as
Φ? := min
U,V
{
Φ(U, V ) := (1/2)‖UV T −B‖2F : U ∈ Rm×r, V ∈ Rn×r
}
. (51)
Although this problem has a closed form solution by truncated SVD, our objective
is to compare the full-step GN variant of Algorithm 1 with standard Matlab singular
value routines: svds and lansvd. The full-step GN scheme for (51) is presented as
V Tk+1 := U
†
kB and Uk+1 := Uk + (B − UTk Vk+1)(V †k )T . (52)
At each iteration, (52) requires two (r×r)-matrix inverses UTk Uk and V Tk Vk, and three
(m × r)- or (n × r)- matrix - (r × r)-matrix multiplications. We compute these two
inverses by Cholesky. We note that we do not form the (m× n)-matrix UkV Tk at each
iteration, but we can occasionally compute it to check the objective value if required.
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We choose U0 := [Ir,0T(m−r)×r]
T and V0 := [0T(n−r)×r, Ir]
T as a starting point, where
Ir is the identity matrix.
The scheme (52) generates two low-rank matrices Uk and Vk so that UkV Tk ≈ B.
To orthonormalize Uk and Vk, we can perform a Rayleigh–Ritz (RR) procedure:
– Compute [Qu, Ru] = qr(Uk, 0) and [Qv, Rv] = qr(Vk, 0), the two economic QR-
factorizations of size r.
– Compute [Ur, Σr, Vr] = svd(QTuBQv) the singular value decomposition of the r×r
matrix QTuBQv.
– Then form U = QuUr and V = QvVr to obtain two orthogonal matrices U and V
of the size m× r and n× r, respectively so that [U,Σ, V ] = svds(B, r).
Note that (52) is different from [30] working on a symmetric positive definite matrix.
Now, we test (52) combining with the Rayleigh–Ritz procedure, and compare it
with svds and lansvd. We generate an input matrix B of size m × n with rank r as
follows. Once m is chosen, we set n = m and either r = 0.01 ×m or r = 0.05 ×m
(which is either 1% of problem size or 5% of problem size, respectively). Then, we
generate matrix B ∈ Rm×n using the following Matlab code:
min_mn = min(m, n);
nnz_sig_vec = [1:1:r].^(-0.01);
sig_vec = [nnz_sig_vec(:); zeros(min_mn-r, 1)];
n_sig_vec = sqrt(length(sig_vec))/norm(sig_vec(:), 2)*sig_vec;
B = gallery(’randcolu’, n_sig_vec, max(m, n), 1);
G = sprandn(m, n, nnz(B)/(m*n));
M_mat = B + 0.1*norm(B, ’fro’)*G/norm(G, ’fro’);
If B is generated as above, then its singular values σi is clustered into parts: σi =
i−0.01 for i = 1, · · · , r, and σi = 0 for i = r + 1, · · · ,min {m,n}. In addition, an idd
Gaussian noise ‖B‖F
10‖G‖F G is added to B, where G = N (0, σI), with σ being the sparsity
of B. We terminates (52) using either (46) or (47) with ε1 = 10−6 or ε2 = 10−4,
respectively. We also terminate svds and lansvd using tol = 10−4.
The performance of three algorithms in terms of computational time vs. problem
size is plotted in Figure 3 for 10 problems from m = n = 1, 000 to m = n = 10, 000,
carried out on a MacBook laptop with 2.6 GHz Intel Core i7, with 16GB memory.
We run each problem size 10 times and compute the averaging computational time.
The abbreviation Full-step Gauss-Newton indicates the time of both scheme (52) and
Rayleigh-Ritz procedure, while Full-step Gauss-Newton without RR only counts for
the time of (52). The left of Figure 3 shows the performance with r = 0.01×m, while
the right of Figure 3 reveals the case r = 0.05×m.
Clearly, when the rank r is about 1% of problem size, (52) is comparable to lansvd
while it is slightly better than svds. However, when the rank r is increased to 5% of
problem size, (52) clearly outperforms both lansvd and svds.
7.3 Recovery with Pauli measurements in quantum tomography
We consider a d spin-1/2 systems with unknown state S as described in [21]. A d-qubit
Pauli matrix is given by the form w = ⊗di=1wi, where wi ∈ {1, σx, σy, σz} a given
set of elements. There are n2, n = 2d, such a matrices denoted by w(s) with s ∈{
1, · · · , n2}. A compressive sensing procedure takes m integer numbers s1, · · · , sm ∈
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Fig. 3: A comparison between the full-step Gauss-Newton method, Matlab SVDS, and
Matlab LanSVD on 10 problem sizes (from 1, 000 to 10, 000), and two different ranks.
The result is on average of 10 random runs for each problem size.{
1, · · · , n2} randomly and measures the expected values trace (Sw(si)). Then, it solves
the following convex problem to construct the unknown states:
trace (X) = 1, trace (Xw(si)) = trace (wiS) (i = 1, · · · ,m). (53)
As shown in [21], the number of measurement m to reconstruct the quantum states
can be estimated as m = cnr log2 n n2 for some constant c and the rank r.
Given that X characterizes a density matrix, which is positive semidefinite Hermi-
tian, we instead consider the following least-squares formulation of (53):
min
X∈Hn+
{
(1/2)‖B −A(X)‖2F : trace(X) = 1
}
, (54)
where Hn+ is the set of positive semidefinite Hermitian matrices of size n, and A and B
are the measurement operator and observed measurements obtained from (53). Assume
that X = UUT , where U ∈ Cn×1, we can write this problem into
min
U∈Cn×1
{
(1/2)‖B −A(UUT )‖2F
}
, (55)
where Cn×1 is the set of (n × 1) - complex matrices. Clearly, problem (55) falls into
the special form (43) of (1) which can be solved by Algorithm 3.
We test Algorithm 3 and compared it with the Frank-Wolfe methods proposed in
[23]. We use both standard Frank-Wolfe and its line-search variant. We generate an
initial point U0 := [Ir,0T(n−r)×r]
T and terminate Algorithm 3 using either (46), (47) or
(49) with ε1=10−9 and ε2=10−6, respectively. We generateA and B using procedures
in [21]. We perform two cases: noise and noiseless. In the noisy case, we set S to be
0.99S + 0.01In/n before computing the observed measurement B. In this example,
Frank-Wolfe’s algorithms take long time to reach a high accuracy, we terminate them
if ‖A(X)−B‖F ≤10−3
√
2 ‖B‖F , which is different from Algorithm 3.
We test on 4 problems of the size d with d ∈ {10, 11, 12, 13} being the number
of qubits running one a single node of an Intel(R) Xeon(R) 2.67GHz processor with
4GB memory, but can share up to 320GB RAM. The results and performance of
three algorithms are reported in Table 1, where m is the number of measurements,
n = 2d, iter is the number of iterations, time[s] is the computational time in seconds.
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Table 1: Numerical results of three algorithms on noiseless and noisy data for the
quantum tomography experiment.
Algorithm 3 Frank-Wolfe without LS Frank-Wolfe with LS
#qubits m n iter time[s] ‖B−A(X)‖F‖B‖F iter time[s]
‖B−A(X)‖F
‖B‖F iter time[s]
‖B−A(X)‖F
‖B‖F
The noiseless case
10 14196 1024 26 12.25 3.21e-06 1707 664.90 1.65e-03 322 129.35 1.62e-03
11 31231 2048 25 71.60 2.64e-06 1654 2803.18 1.61e-03 370 593.56 1.54e-03
12 68140 4096 25 696.27 1.78e-06 1577 17990.98 1.56e-03 254 1741.19 1.54e-03
13 147635 8192 27 1516.97 1.73e-06 648 20574.13 3.68e-03 303 9654.69 1.52e-03
The depolarizing noisy case (1%)
10 14196 1024 24 16.07 8.99e-06 1711 692.16 1.66e-03 238 78.22 1.66e-03
11 31231 2048 23 94.98 8.80e-06 1663 2683.90 1.62e-03 258 423.27 1.61e-03
12 68140 4096 23 589.73 6.03e-06 1585 12146.01 1.56e-03 247 1892.66 1.56e-03
13 147635 8192 24 3684.57 8.76e-06 648 20537.15 3.70e-03 292 8691.90 1.53e-03
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Fig. 4: A comparison of three algorithms for noiseless case (first row) and for the 0.01
depolarizing noisy case (second row).
Convergence behavior of three algorithms for both noiseless and noisy cases with d = 13
is also plotted in Figure 4.
We can observe from our results that Algorithm 3 highly outperforms two Frank-
Wolfe’s algorithms. It also reaches a highly accurate solution after few iterations. How-
ever, each iteration of Algorithm 3 is more expensive than of Frank-Wolfe’s algorithms.
As seen from Figure 4, Algorithm 3 behaves like super-linearly convergent.
7.4 Matrix completion
Our next experiment is the well-known matrix completion in recommender systems
[10,16,40]. This problem is a special case of (1):
min
U,V
{
‖(1/2)PΩ(UV T )−B‖2F : U ∈ Rr×m, V ∈ Rr×n
}
, (56)
Extended Gauss-Newton Algorithms for Low-Rank Matrix Optimization 21
where PΩ is a selection operator on an index set Ω, and B are observed entries.
There are two major approaches to solve (56). The first one is using a convex relax-
ation for the rank constraint via nuclear or max norm. Methods based on this approach
have been widely developed in the literature, including SVT [7], and [accelerated] gra-
dient descent [16,37]. The second approach is using nonconvex optimization, including,
e.g., OpenSpace [25] and LMaFit [29,40].
In this experiment, we select the most efficient algorithms for our comparison:
the over-relaxation alternating direction method (LMaFit) in [40], and the accelerated
proximal gradient method (APGL) in [37]. We will test four algorithms on synthetic
and three first algorithms on real datasets.
Synthetic data: Since data in rating systems is often integer, our synthetic data
set is generated as follows. We first randomly generate two integer matrices U and V
whose entries are in {1, · · · , 5} of the size m × r and n × r, respectively. Then, we
form M = UV T . Finally, we randomly take either 50% or 30% entries of M as output
matrix B. We can also add a standard Gaussian noise to B if necessary. A Matlab
script for generating such a dataset is given below.
U_org = randi(5, m, r);
V_org = randi(5, n, r);
M_org = U_org*V_org’;
s = round(0.5*m*n);
Omega = randsample(m*n, s);
M_omega = M_org(Omega);
B = M_omega + sigma*randn(size(M_omega));
We first test these algorithms with a fixed rank r and 50% randomly observed
entries, which is relative dense. We terminate Algorithms 1 and 2 using the conditions
given in Subsection 6.1 with ε1 = 10−6 and ε2 = 10−4, respectively. We also terminate
LMaFit and APGL with the same tolerance tol = 10−4. The initial point is computed
by a truncated SVD as in Subsection 6.1 for three first algorithms.
The test is carried out on 10 problems of different sizes running on a single node
of an Intel(R) Xeon(R) 2.67GHz processor with 4GB memory, but can share up to
100GB RAM. We run each problem size 10 times and compute the average result and
performance. The problem sizes and results are reported in Table 2 for different two
ranks. The rank r is chosen as r = 0.01×m, and r = 0.05×m, which correspond to 1%,
and 5% of problem size. Here, iter and time[s] are the iteration number of iterations
and computational time in seconds, respectively; rank is the rank of UkV Tk given by
the algorithms; and
δfk := ‖PΩ(UkV Tk )−B‖F / ‖B‖F , and NMAE := C−1
∑
(i,j)∈Ω
∣∣∣(UkV Tk )ij −Bij∣∣∣ ,
are the relative objective residual; and the Normalized Mean Absolute Error, respec-
tively, where C := (maxi,j Bij −minij Bij)|Ω|.
The results in Table 2 show that both Algorithms 1 and 2 produce similar results as
LMaFit in terms of the relative objective residual and NMAE. When the rank is small
(i.e., 1% of problem size), Algorithm 1 and LMaFit have similar number of iterations,
but LMaFit has better computational time. When the rank is increasing up to 5% of
problem size, both Algorithm 1 and Algorithm 2 require fewer iterations than LMaFit,
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Table 2: Comparison of four algorithms on synthetic integer datasets without noise
Algorithm 1 Algorithm 2
m n r iter time[s] δfk NMAE rank iter time[s] δfk NMAE rank
1000 2000 10 15.9 2.11 4.15e-05 1.39e-05 10 30.0 2.07 8.34e-05 3.55e-05 10
1000 2000 50 20.8 4.34 6.91e-05 5.78e-05 50 37.6 4.43 9.61e-05 7.83e-05 50
2500 2500 25 14.3 8.05 5.31e-05 2.97e-05 25 31.1 9.18 1.04e-04 6.18e-05 25
2500 2500 125 26.3 28.94 7.35e-05 8.18e-05 125 35.2 23.68 1.05e-04 1.32e-04 125
5000 5000 50 15.7 53.40 5.42e-05 3.90e-05 50 32.0 56.71 9.87e-05 7.80e-05 50
5000 5000 250 23.6 180.70 7.94e-05 1.35e-04 250 35.0 165.89 1.10e-04 1.94e-04 250
5000 7500 50 14.9 76.93 5.10e-05 3.64e-05 50 32.0 85.72 8.51e-05 6.65e-05 50
5000 7500 250 23.7 273.30 7.61e-05 1.22e-04 250 35.0 245.93 9.97e-05 1.68e-04 250
10000 10000 100 16.2 289.14 5.99e-05 5.86e-05 100 32.2 319.92 1.10e-04 1.16e-04 100
10000 10000 500 24.8 1303.01 8.02e-05 1.75e-04 500 35.0 1173.38 1.14e-04 2.60e-04 500
LMaFit [40] APGL [37]
m n r iter time[s] δfk NMAE rank iter time[s] δfk NMAE rank
1000 2000 10 13.3 0.94 4.74e-05 1.43e-05 10 28.0 4.29 3.31e-04 1.40e-04 10
1000 2000 50 109.8 12.13 2.71e-04 1.51e-04 50 28.6 6.79 1.06e-02 9.02e-03 41.6
2500 2500 25 10.0 3.10 6.98e-05 3.86e-05 25 29.0 16.64 5.06e-04 3.07e-04 25
2500 2500 125 135.3 85.78 2.99e-04 2.59e-04 125 31.6 20.00 1.92e-02 2.43e-02 5
5000 5000 50 10.0 18.43 5.57e-05 4.30e-05 50 30.6 81.69 8.48e-04 6.73e-04 50.2
5000 5000 250 140.9 631.58 6.70e-05 8.58e-05 250 30.4 60.75 1.38e-02 2.44e-02 5
5000 7500 50 10.1 28.21 4.38e-05 2.92e-05 50 30.8 122.47 7.35e-04 5.76e-04 50
5000 7500 250 126.8 845.90 7.02e-05 7.30e-05 250 30.5 90.74 1.38e-02 2.33e-02 5
10000 10000 100 11.0 112.82 3.10e-05 3.24e-05 100 32.7 266.16 2.15e-02 2.28e-02 5
10000 10000 500 120.4 3818.05 6.25e-05 8.63e-05 500 30.3 206.86 9.85e-03 2.26e-02 5
and outperform this solver in terms of computational time. In this experiment, the
number of iterations in Algorithm 2 is very similar for all the test cases, from 30 to
38 iterations, and similar to APGL. We note that we fix the rank in the first three
algorithms, since APGL uses a convex approach, it cannot predict well an approximate
rank if it is 5% of problem size, or when problem size is increasing.
Now, we add idd Gaussian noise N (0, σI) with σ = 0.01 to B as B := B\ + 5 ×
N (0, σI), and only randomly take 30% observed entries. The convergence behavior of
three algorithms for one problem instance with m = n = 5000 is plotted in Figure 5.
When the rank r = 0.01m (i.e., 1% problem size), LMaFit outperforms Algorithms 1
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Fig. 5: The convergence behavior of three algorithms for the case m = n = 5000 with
noise (σ = 0.01) and 30% observed entries (Left: r = 0.01m, Right: r = 0.025m).
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and 2 in terms of iterations, but when the rank r = 0.025m (i.e., 2.5% problem size),
Algorithms 1 and 2 are much better than LMaFit. Algorithm 1 works really well in
the second case, and takes only 22 iterations. We also observe the monotone decrease
in Algorithm 1 as guaranteed by our theory, but not in Algorithm 2.
Table 3: Comparison of four algorithms on synthetic integer MC datasets with noise.
Algorithm 1 Algorithm 2
m n r iter time[s] δfk NMAE rank iter time[s] δfk NMAE rank
1000 2000 10 40.8 3.56 5.33e-04 2.27e-04 10 40.5 2.24 5.32e-04 2.26e-04 10
1000 2000 25 49.1 5.50 6.05e-04 2.76e-04 25 62.0 4.62 2.09e-04 1.31e-04 25
5000 5000 50 19.5 39.82 1.10e-04 8.71e-05 50 45.0 67.70 1.09e-04 8.63e-05 50
5000 5000 125 16.6 56.70 7.90e-05 9.58e-05 125 40.0 103.45 9.50e-05 1.19e-04 125
LMaFit [40] APGL [37]
m m r iter time[s] δfk NMAE rank iter time[s] δfk NMAE rank
1000 2000 10 31.6 1.71 5.31e-04 2.26e-04 10 28.0 3.08 6.34e-04 2.70e-04 10
1000 2000 25 121.0 8.55 2.08e-04 1.31e-04 25 30.7 5.86 9.87e-04 5.93e-04 25
5000 5000 50 20.0 30.39 1.07e-04 8.49e-05 50 28.5 52.96 4.97e-03 3.82e-03 48.2
5000 5000 125 48.0 121.11 7.19e-05 7.34e-05 125 31.3 46.99 1.92e-02 2.42e-02 5
Finally, we test three first algorithms on 2 problems with 30% observed entries in
B and with iid Gaussian noise N (0, 0.01I)). The results of this test is reported in Table
3. LMaFit remains working well for low-rank cases, while getting slower when the rank
r increases. Algorithms 1 and 2 have similar performance in this case.
“Real” data: Now, we test three algorithms: Algorithm 1, Algorithm 2 and LMaFit
on “real” MovieLens and Jester jokes datasets available on http://grouplens.org/
datasets/movielens/. For the MovieLens dataset, we test our algorithms on 5 prob-
lems: “movie-lens-latest (small)”, “movie-lens” 100k, 1M, 10M and 20M, which we abbre-
viate by “movie(s)", and “moviexM" in Table 4, respectively. We also test all problems
in Jester joke dataset: “jester-1”, “jester-2”, “jester-3” and “jester-all”.
In this test, since the data in “movie10M” and “movie20M” is sparse, we run three
algorithms on a MacBook laptop with 2.6 GHz Intel Core i7, with 16GB memory. We
use mex-routines to compute PΩ(UV T ) in three algorithms to avoid forming UTV .
We terminates our algorithms based on the objective value obtained from LMaFit such
that three algorithms have similar objective value.
The result is summarized in Table 4, where we add a new measurement δxk :=
1
|Ω|
∑
(i,j)∈Ω
∣∣∣b(UkV Tk )ijc −Bij∣∣∣ to measure the agreement ratio between recovered
matrix Mk := UkV Tk and the observed data B projected onto Ω. Due to our stopping
criterion, three algorithms provide similar results in terms of the objective residual,
solution aggrement and NMAE. LMaFit works well on the Jester jokes dataset, but
the computational time on these problems is relatively small. Algorithm 2 works well
on Movielen dataset, especially for Movie 10MB and Movie 20MB. As mentioned pre-
viously, Algorithm 1 often achieve better solution in terms of accuracy if we run it
long enough, while LMaFit and Algorithm 2 can be used to achieve a low or medium
accurate solution for matrix completion.
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Table 4: Summary of results of four algorithms for MC on “real” datasets.
Algorithm 1 Algorithm 2 LMaFit [40]
Name m n iter time[s] δfk iter time[s] δfk iter time[s] δfk
jester-1 24983 100 45 11.60 1.75e-01 59 11.35 1.75e-01 36 4.78 1.75e-01
jester-2 23500 100 41 9.93 1.77e-01 57 11.07 1.77e-01 34 5.51 1.77e-01
jester-3 24938 100 30 5.15 9.04e-04 32 4.94 9.66e-04 25 2.13 9.26e-04
jester-all 73421 100 48 35.12 1.65e-01 57 30.12 1.65e-01 36 12.21 1.65e-01
movie(s) 668 10325 200 16.69 1.64e-03 87 7.14 1.58e-03 200 44.18 1.58e-03
movie100k 943 1682 200 9.66 1.03e-02 84 4.87 1.00e-02 200 15.63 1.00e-02
movie1M 6040 3706 79 41.71 1.18e-01 42 21.96 1.19e-01 70 49.84 1.18e-01
movie10M 69878 10677 69 109.02 2.14e-01 33 38.32 2.15e-01 61 40.48 2.14e-01
movie20M 138493 26744 89 307.22 2.30e-01 37 117.23 2.30e-01 87 133.86 2.30e-01
Algorithm 1 Algorithm 2 LMaFit [40]
Name m n rank δxk NMAE rank δxk NMAE rank δxk NMAE
jester-1 24983 100 80 4.71e-01 2.29e-02 80 4.71e-01 2.36e-02 80 4.59e-01 2.30e-02
jester-2 23500 100 80 4.82e-01 2.35e-02 80 4.82e-01 2.42e-02 80 4.78e-01 2.39e-02
jester-3 24938 100 80 8.78e-04 1.08e-05 80 8.78e-04 7.22e-05 80 9.87e-04 2.08e-05
jester-all 73421 100 80 4.09e-01 1.95e-02 80 4.09e+01 2.05e-02 80 3.95e-01 1.98e-02
movie(s) 668 10325 100 1.36e-01 3.76e-04 100 1.36e-01 6.91e-04 100 1.36e-01 3.97e-04
movie100k 943 1682 100 1.10e-04 5.24e-03 100 1.10e-04 4.87e-03 100 1.00e-04 4.64e-03
movie1M 6040 3706 100 2.34e-01 8.28e-02 100 2.34e-01 8.44e-02 100 2.32e-01 8.32e-02
movie10M 69878 10677 20 5.86e-01 1.34e-01 20 5.86e-01 1.35e-01 20 5.81e-01 1.34e-01
movie20M 138493 26744 10 6.29e-01 1.42e-01 10 6.29e-01 1.42e-01 10 6.30e-01 1.42e-01
7.5 Robust low-rank matrix recovery
We consider the nonsmooth problem
min
U,V
{
‖UV T −B‖1 : U ∈ Rm×r, V ∈ Rn×r
}
, (57)
where ‖Z‖1 :=
∑
ij
∣∣Zij∣∣ is the `1-norm of Z. This a low-rank matrix recovery problem
with the `1-norm, which can be referred to as a robust recovery as opposed to the
standard square loss. This formulation is often used in background extraction [35].
Clearly, we can solve (57) using our GN-ADMM scheme in Subsection 6.2, which
can be simply described as follows:
V Tk+1 := U
†
k(B +Wk − Λk),
Uk+1 := Uk +
(
B +Wk − Λk − UkV Tk+1
)
(V †k )
T ,
Wk+1 := proxρ−1‖·‖1
(
Uk+1V
T
k+1 + Λk −B
)
Λk+1 := Λk + (Uk+1V
T
k+1 −Wk+1).
(58)
We apply this scheme to solve the (57) using video surveillance dataset at http://
perception.i2r.a-star.edu.sg/bk_model/bk_index.html. We implement the scheme
(58) in Algorithm 2 and compare it with the augmented Lagrangian method proposed in
[35], which we denote by L1-LMaFit. We use the same strategy as in L1-LMaFit to up-
date the penalty parameter ρ, while using U0 := [Ir,0(m−r)×r] and V0 := [Ir,0(n−r)×r]
as an initial point. As suggested in [35], we choose the rank r to be r = 1 when testing
gray-scale video data. As experienced, L1-LMaFit was based on alternating direction
idea, which can be saturated. Hence, we run both algorithm up to 100 iterations to
observe. The computational time and the relative objective value ‖UkV Tk −B‖1/‖B‖1
of these two algorithms are reported in Table 5.
Extended Gauss-Newton Algorithms for Low-Rank Matrix Optimization 25
Table 5: Summary of results of two algorithms for video background extraction.
Video data Algorithm 2 L1-LMaFit [35]
Video Resolution #Frames Time ‖UkV Tk −B‖1/‖B‖1 Time ‖UkV Tk −B‖1/‖B‖1
Escalator 130× 160 200 12.48 9.434063× 10−2 13.30 9.435117× 10−2
Fountain 128× 160 200 13.27 4.197912× 10−2 13.71 4.198963× 10−2
Bootstrap 120× 160 250 15.76 13.103802× 10−2 16.91 13.107209× 10−2
Curtain 128× 160 250 18.43 2.965992× 10−2 25.45 2.969248× 10−2
Campus 128× 160 300 24.83 9.315523× 10−2 30.10 9.316343× 10−2
Hall 144× 176 300 31.63 5.708911× 10−2 39.05 5.709121× 10−2
ShoppingMall 256× 320 350 82.22 4.442732× 10−2 85.48 4.442907× 10−2
WaterSurface 128× 160 350 35.92 3.607625× 10−2 40.25 3.607747× 10−2
We can observe from Table 5 that the computational time in both algorithms is
almost the same. This is consistent with our theoretical result, since the complexity-
per-iteration of two algorithms is almost the same when we choose r = 1. However,
Algorithm 2 provides a slightly better objective value since it still improves the objec-
tive when running further as compared to L1-LMaFit. Here, we use the full-step variant
of Algorithm 2, a fast convergence guarantee can be achieved when a good initial point
is provided. This remains unclear in L1-LMaFit [35]. Unfortunately, global convergence
of our variant as well as L1-LMaFit has not been known yet.
8 Conclusion
We have proposed a Gauss-Newton framework for low-rank matrix nonconvex opti-
mization. Our method features several advantages from classical Gauss-Newton (GN)
method such as fast local convergence, achieving high accuracy solutions compared
to the well-known alternating direction (AD) method. We proposed a line-search GN
algorithm and show both global and local convergence under standard assumptions.
We have also specified this algorithm to the symmetric case, where AD is not ap-
plicable. Then, we have combined our GN framework with the alternating direction
method of multipliers (ADMM) to design a new GN-ADMM that has global con-
vergence guarantee and low-complexity-per-iteration. Several numerical experiments
have been presented to demonstrate the theory and show the advantages of noncon-
vex optimization approaches. The theory presented in this paper can be extended to
different directions, including constrained low-rank matrix optimization, and low-rank
tensor optimization. In addition, several important applications such as robust prin-
cipal component analysis, phase-retrieval, computer vision, covariance analysis, and
graph cluster are interesting to treat by applying our methods.
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A The proof of technical results
We provide the full proofs of all technical results in the main text.
A.1 The proof of Lemma 1: Closed form of Gauss-Newton direction
Le us define x := [vec
(
DTV
)
, vec (DU )] and b := [vec(UTB), vec(BV )]. Then, we can write
(12) as Bx = b, where B :=
[
In ⊗ UTU V ⊗ UT
V T ⊗ U V TV ⊗ Im
]
. We can show that
B =
[
(In ⊗ UT )(In ⊗ U) (In ⊗ UT )(V ⊗ Im)
(V T ⊗ Im)(In ⊗ U) (V T ⊗ Im)(V ⊗ Im)
]
=
[
In ⊗ UT
V T ⊗ Im
] [
In ⊗ U V ⊗ Im
]
.
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By [1, Fact. 7.4.24], we have rank ([In ⊗ U, V ⊗ Im]) ≤ (m + n − r)r. Hence, rank (B) in (12)
does not exceed r(m+ n− r) < r(m+ n).
Next, we can rewrite b = [(In⊗UT )vec(B); (V T ⊗ Im)vec(B)]. If we consider the extended
matrix B¯ := [B, b], then we can express it as
B¯ =
[
In ⊗ UT
V T ⊗ Im
] [
In ⊗ U V ⊗ Im vec(B)
]
.
This shows that rank
(B¯) = rank (B). Hence, (12) has solution.
Now, we find the closed form (14). Since rank (U) = rank (V ) = r, both UTU and V TV are
invertible. Pre-multiplying the first equation of (12) by (UTU)−1 and rearranging the result,
we have
DTV = (U
TU)−1UT (Z −DUV T ). (59)
Substituting this into the second equation of (12) we get
(I− U(UTU)−1UT )DV V TV = (I− U(UTU)−1UT )ZV. (60)
Using the definition of the projections PU , PV , P⊥U and P
⊥
V , we have from (60) that P
⊥
U DV V
TV =
P⊥U ZV . Post-multiplying this expression by (V
TV )−1, we obtain
P⊥U DV = P
⊥
U ZV (V
TV )−1. (61)
Assume that DU := D0U + UDˆr, where D
0
U is a given vector in the null space of U
T , i.e.,
UTD0U = 0, and Dˆr ∈ Rr×r is an arbitrary matrix. Substituting this expression into (61) and
noting that P⊥U U = 0, we obtain
D0U = D
0
U − U(UTU)−1UTD0U + P⊥U UDˆr = P⊥U ZV (V TV )−1.
Hence, we finally get
DU = P
⊥
U ZV (V
TV )−1 + UDˆr, for any Dˆr ∈ Rr×r, (62)
which is exactly the first term in (13). Substituting this DU into (59) to yield the second term
of (13) as
DTV = (U
TU)−1UT
(
Z − P⊥U ZV (V TV )−1V T − UDˆrV T
)
= (UTU)−1UTZ − UTU)−1UTP⊥U ZV (V TV )−1V T − DˆrV T
= (UTU)−1UTZ − DˆrV T .
Since Dˆr is arbitrary in Rr×r, we choose Dˆr := 12 (U
TU)−1UTZV (V TV )−1 ∈ Rr×r. Substi-
tuting this choice into (13), we obtain
DU =
(
Im − (1/2)PU
)
ZV (V TV )−1 and DTV = (U
TU)−1UTZ
(
In − (1/2)PV
)
,
which is (14). Hence, the solution set of (12) forms an (r × r)-linear subspace.
Finally, let us denote the residual term in the objective of (11) by R(DU , DV ) := UDTV +
DUV
T − Z. Then, using the expression (13) we can easily show that
R(DU , DV ) = U((U
TU)−1UTZ − DˆrV T ) + (P⊥U ZV (V TV )−1 + UDˆr)V T − Z
= PUZ + P
⊥
U ZPV − PUZ − P⊥U Z = P⊥U ZPV − P⊥U Z.
Hence, we can write
R(DU , DV ) = −P⊥U ZP⊥V and (1/2)‖R(DU , DV )‖2F = (1/2)‖P⊥U ZP⊥V ‖2F . (63)
The last term (1/2)‖P⊥U ZP⊥V ‖2F is the optimal value of (11). 
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A.2 The proof of Lemma 2: Descent property of GN algorithm
Let us define U(α) := U + αDU and V (α) := V + αDV for α > 0. Then
U(α)V (α)T = UV T + α(UDTV +DUV
T ) + α2DUD
T
V . (64)
Let W :=UDTV +DUV
T and r(α) := ‖U(α)V (α)T−UV T−Z‖2F . Using (64) we have
r(α)=‖α(UDTV +DUV T ) + α2DUDTV − Z‖2F
=‖Z‖2F +α2‖W‖2F +α4‖DUDTV ‖2F +2α3〈W,DUDTV 〉−2α〈W,Z〉−2α2〈Z,DUDTV 〉.
Now, using the fact that
〈W,Z −W 〉 = 〈UDTV +DUV T , P⊥U ZP⊥V 〉 = trace
(
(DV U
T + V DTU )P
⊥
U ZP
⊥
V
)
= 0.
we can further expand r(α) as
r(α) = ‖Z‖2F − α(2− α)‖W‖2F + α4‖DUDTV ‖2F
− 2α2(1− α)〈W,DUDTV 〉+ 2α2〈W − Z,DUDTV 〉. (65)
Using the pseudo-inverse of U and V and (V T )†U† = (UV T )†, we can show that
DUD
T
V =
(
Im − 0.5PU
)
Z(UV T )†Z
(
In − 0.5PV
)
.
From the optimality condition (6) and the definition of Z = −L−1A∗∇φ(A(UV T )− B)), we
can show that ∇UΦ(U, V ) = −LUTZ and ∇V Φ(U, V ) = −LZV . However, since DU and DV
are given by (14), we express
DU = − 1L
(
P⊥U +
1
2
PU
)∇UΦ(U, V )(V TV )−1 and
DTV = − 1L (UTU)−1∇V Φ(U, V )
(
P⊥V +
1
2
PV
)
.
Using this expression, we can write ν := ‖DU‖2F + ‖DV ‖2F as
ν =
1
L2
‖(P⊥U + 12PU)∇UΦ(U, V )(V TV )−1‖2F + 1L2 ‖(UTU)−1∇V Φ(U, V )(P⊥V + 12PV )‖2F .
Hence, we can estimate
‖∇UΦ(U, V )‖2F
4L2(σmax(V ))4
+
‖∇V Φ(U, V )‖2F
4L2(σmax(U))4
≤ ν ≤ ‖∇UΦ(U, V )‖
2
F
L2(σmin(U))4
+
‖∇V Φ(U, V )‖2F
L2(σmin(V ))4
, (66)
where σmin(·) and σmax(·) are the smallest and largest singular values of (·), respectively. Let
σmax := max {σmax(U), σmax(V )} and σmin := min {σmin(U), σmin(V )}. Using ‖∇Φ(U, V )‖2F =
‖∇UΦ(U, V )‖2F + ‖∇V Φ(U, V )‖2F , (66) leads to
‖∇Φ(U, V )‖2F
4L2σ4max
≤ ν = ‖DU‖2F + ‖DV ‖2F ≤
‖∇Φ(U, V )‖2F
L2σ4min
. (67)
Next, using the orthonormality, we estimate ‖W‖2F as follows:
‖W‖2F = ‖UDTV +DUV T ‖2F = ‖UDTV ‖2F + ‖DUV T ‖2F
= trace
(
DV (U
TU)DTV
)
+ trace
(
DU (V
TV )DTU
)
≥ (σmin(U))2‖DU‖2F + (σmin(V ))2‖DV ‖2F ≥ σ2minν. (68)
On the one hand, we estimate individually each term of the expression (65) as follows:
‖DUDTV ‖2F = trace
(
(DUD
T
V )
T (DUDV )
)
≤ 1
4
(‖DU‖2F + ‖DV ‖2F )2 = ν24 .
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On the other hand, since W − Z = −P⊥U ZP⊥V by Lemma 1, we can show that
〈W − Z,DUDTV 〉 = 〈P⊥U ZP⊥V , DUDTV 〉 = trace
(
DTV P
⊥
V Z
TP⊥U DU
)
≤ ‖Z‖F ‖DUDTV ‖F .
In addition, −〈W,DUDV 〉 ≤ ‖W‖F ‖DUDTV ‖F . Substituting these estimates into (65) and
using the fact that 2− α ≥ 1 and 1− α ≤ 1 we obtain
r(α) ≤ ‖Z‖2F − α‖W‖2F +
ν2α4
4
+ 2α2‖W‖F ‖DUDTV ‖F + 2α2‖Z‖F ‖DUDTV ‖F
≤ ‖Z‖2F −
α
16
‖W‖2F −
ανσ2min
16
+
ν2α4
4
− α
2
‖W‖2F + 2α2‖W‖F ‖DUDTV ‖F
− 3α
8
‖W‖2F + 2α2‖Z‖F ‖DUDTV ‖F
=‖Z‖2F−
ανσ2min
16
− αν
16
(
σ2min−4α3ν
)
[b1]
− α
2
‖W‖F
(
‖W‖F−4α‖DUDTV ‖F
)
[b2]
− α
8
(
3‖W‖2F − 16α ‖Z‖F
∥∥∥DUDTV ∥∥∥
F
)
[b3]
= ‖Z‖2F −
ανσ2min
16
− αν
16
b1 − α
2
‖W‖F b2 − α
8
b3. (69)
We estimate each term in (69). From (68), we can see thatW = 0 implies DU = 0 and DV = 0,
which is contradict to our assumption. Hence, W 6= 0. First, we choose α ∈ (0, 1] such that
σ2min ≥
(
16‖Z‖F
3‖W‖F
)2
να2 and σ2min ≥ 4να2. (70)
Since W 6= 0, this condition allows us to compute α as
0 < α ≤ σmin
2
√
ν
min
{
1,
3‖W‖F
8‖Z‖F
}
. (71)
Under the second condition of (70) and α ∈ (0, 1], we have b1 = σ2min−4να3 ≥ σ2min−4να2 ≥ 0.
Next, since (68) and the first condition in (70) we have σ2min ≥ 4α2ν. Using (68) we have
‖W‖2F ≥ σ2minν ≥ 4α2ν2 = 4α2
( ‖DU‖2F + ‖DV ‖2F )2 ≥ 16α2 ∥∥DUDTV ∥∥2F . Hence, ‖W‖F ≥
4α
∥∥DUDTV ∥∥F . Using this inequality, we can estimate b2 = ‖W‖F − 4α‖DUDTV ‖F ≥ 0.
Then, using ‖W‖2F ≥ σ2minν ≥
(
16‖Z‖F
3‖W‖F
)2
α2ν2, we have ‖W‖F ≥ 16‖Z‖F3‖W‖F να. Therefore,
we can estimate
b3 = 3‖W‖2F−16α‖Z‖F ‖DUDTV ‖F ≥3α‖W‖F
16‖Z‖F
3‖W‖F
− 16α‖Z‖F ‖DUDTV ‖F = 0.
From (67) we have
√
ν ≤ ‖∇Φ(U,V )‖F
Lσ2min
, while from (68) we have ‖W‖F ≥
√
νσmin ≥ σmin‖∇Φ(U,V )‖F2Lσ2max .
Substituting these estimates into (71) of α and using ‖Z‖F = 1L
∥∥∇φ(A(UV T )−M)∥∥
F
=
1
L
∥∥Φ′(UV T )∥∥
F
we can lower estimate α as
0 < α ≤ σ
3
minL
2‖∇Φ(U, V )‖F
min
{
1,
3σmin‖∇Φ(U, V )‖F
16L‖Φ′(UV T )‖F σ2max
}
. (72)
Note that α ∈ (0, 1], we obtain from (72) the update rule (16).
We finally estimate (17). Since α satisfies (16), it follows from (69) that
r(α) ≤ ‖Z‖2F −
ανσ2min
16
(67)
≤ ‖Z‖2F −
ασ2min
64L2σ4max
‖∇Φ(U, V )‖2
Substituting this inequality into (8) we obtain (17). .
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A.3 The proof of Lemma 3: Full-rankness of iterates
Since rank (U) = rank (V ) = r by assumption, we have λmin(UTU) > 0 and λmin(V TV ) > 0.
We consider Q := (U†)T = U(UTU)−1 and S := (V †)T = V (V TV )−1. We always have
UT+ (λmax(QQ
T )I−QQT )U+  0. This implies that
λmin(U
T
+U+)λmax(QQ
T ) ≥ λmin((QTU+)T (QTU+)).
Clearly, since QT = U†, we have λmax(QQT ) = λ−1min(U
TU). Using this into the last inequality,
we get
λmin(U
T
+U+)
λmin(UTU)
≥ λmin((QTU+)T (QTU+)). (73)
Hence, it is sufficient to show that λmin((QTU+)T (QTU+)) > 0. By Lemma 1, we have U+ =
U+αDU = U+α(P
⊥
U +0.5PU )ZV (V
TV )−1. Therefore, we can compute QTU+ = Im+0.5αH,
whereH := (UTU)−1UTZV (V TV )−1. Then, we estimate λmin((QTU+)T (QTU+)) as follows:
λmin((Q
TU+)
T (QTU+)) = λmin
(
I+ 0.5α(HT +H) + α2HTH
)
[1, 9.13.6.]
≥ 1− 0.5αλmax(HT +H)
[1, 5.11.25]
≥ 1− ασmax(H)
= 1− ασmax
(
(UTU)−1UTZV (V TV )−1
)
≥ 1− ασmax(U
TZ)
σmin(U)2σmin(V )
≥ 1− α‖U
TZ‖F
σ3min
,
where σmin = min {σmin(U), σmin(V )} and ‖UTZ‖F ≥ σmax(UTZ). We note that ‖Φ(U, V )‖F ≥
‖∇UΦ(U, V )‖F = L‖UTZ‖. Substituting this estimate into the last inequality and noting from
(16) that α ≤ σ
3
minL
2‖∇Φ(U,V )‖F , we obtain
λmin((Q
TU+)
T (QTU+)) ≥ 1− α‖∇Φ(U, V )‖F
Lσ3min
≥ 1− L
2L
=
1
2
> 0.
Combining this estimate and (73) we have λmin(UT+U+) ≥ 0.5λmin(UTU). Hence, we conclude
that rank (U+) = r. With a similar proof, we can show rank (V+) = r. 
A.4 The proof of Theorem 1: Global convergence of GN method
By Lemma 2, we can see that the backtracking linesearch step at Step 6 of Algorithm 1 is
finite and αk > 0. The inequality (19) guarantees that Φ(Uk+1, Vk+1) < Φ(Uk, Vk). Hence, the
sequence {Φ(Uk, Vk)} is decreasing and bounded from below by Φ?. It converges to a limit
point Φ∗. Now, using (19) we obtain
n∑
k=0
αk‖∇Φ(Uk, Vk)‖2F ≤ Φ(U0, V0)− Φ(Un+1, Vn+1) ≤ Φ(U0, V0)− Φ? < +∞.
Taking the limit in this inequality as n → ∞, we obtain ∑∞k=0 αk‖∇Φ(Uk, Vk)‖2F < +∞.
Consequently, limk→∞ αk‖∇Φ(Uk, Vk)‖2F = 0. This proves the first part (22).
In order to prove the second part, we need to show that αk ≥ α > 0 for all k suf-
ficiently large. Indeed, by our assumption {[Uk, Vk]} is bounded. Hence, ‖Φ′(Uk, Vk)‖F ≤
K1 < +∞.Similarly, ‖∇Φ(Uk, Vk)‖F ≤ K2 < +∞ and max {σmax(Uk), σmax(Vk)} ≤ K3 <
+∞.Using these arguments and condition (21) into (16), we obtain
2αk ≥ α
(16)
≥ 2α := min
{
1,
Lσ3
2K2
,
3σ4
32K1K23
}
> 0.
Using this into (22) we have lim
k→∞
‖∇Φ(Uk, Vk)‖2F ≤ α−1 limk→∞αk‖∇Φ(Uk, Vk)‖
2
F = 0, which
implies (23).
By our assumption, {Xk} generated by Algorithm 1 is bounded. Hence, there exists a limit
point X? := [U?, V?]. Passing the limit (23) via subsequence, we can see that ∇Φ(U?, V?) = 0,
and hence, X? satisfies the optimality condition (6). 
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A.5 The proof of Lemma 4: Descent property of Lρ
We first prove part (a). The boundedness of {[Uk, Vk]} follows directly from Assumption A.21.
Since limk→∞ ‖Wk −A(UkV Tk ) +B‖F = 0 due to part (b), {Wk} is also bounded.
Now, we prove part (b) for Option 1. First, since [Uk+1, Vk+1] is updated by Step 5 of
Algorithm 2 that satisfies the backtracking linesearch condition (35), we have
Qk(Uk+1, Vk+1) ≤ Qk(Uk, Vk)− 0.5c1αk∆2k, (74)
where Qk is defined by (35), Ek := A(UkV Tk )−B + ρ−1Λk, and ∆2k is
∆2k := ‖UTk A∗(Ek −Wk)‖2F + ‖A∗(Ek −Wk)Vk‖2F . (75)
This condition implies
Lρ(Uk+1, Vk+1,Wk, Λk) ≤ Lρ(Uk, Vk,Wk, Λk)−
c1ραk
2
∆2k. (76)
Second, we consider the objective function h(W ) := φ(W )+(ρ/2) ‖W − Ck‖2F of (28b), where
Ck := A(Uk+1Vk+1) − B + ρ−1Λk. Since h(·) is strongly convex with the strong convexity
parameter ρ+ µφ, and Wk+1 is the optimal solution of h, we have
h(Wk+1) ≤ h(Wk)− ((ρ+ µφ)/2)‖Wk+1 −Wk‖2F .
Using this inequality, the definitions of h and Lρ, we can show that
Lρ(Uk+1, Vk+1,Wk+1, Λk) ≤ Lρ(Uk+1, Vk+1,Wk, Λk)−
(ρ+ µφ)
2
‖Wk+1 −Wk‖2F . (77)
In addition, since φ is Lφ-smooth, we can write down the optimality condition of (28b)
as ∇φ(Wk+1) + ρ(Wk+1 − Ck) = 0. Using the definition of Ck and (28c) we get Λk+1 =
∇φ(Wk+1). Hence, we can derive
‖Λk+1 − Λk‖F = ‖∇φ(Wk+1)−∇φ(Wk)‖F ≤ Lφ‖Wk+1 −Wk‖F , (78)
which is the first inequality in (37).
Third, since Λk is updated by (28c), using the definition of Lρ, it is easy to show
Lρ(Uk+1, Vk+1,Wk+1, Λk+1) = Lρ(Uk+1, Vk+1,Wk+1, Λk) + ρ−1‖Λk+1 − Λk‖2F
(78)
≤ Lρ(Uk+1, Vk+1,Wk+1, Λk) + ρ−1L2φ‖Wk+1 −Wk‖2F . (79)
Summing up (76), (77) and (79) we get (38).
Finally, we prove (b) for Option 2. We consider the gradient step (33) instead of (28b).
Using the optimality condition of (32) and (28c), we can derive Λk+1 = ∇φ(Wk)+Lφ(Wk+1−
Wk). Using this and the Lipschitz continuity of ∇φ, we have
‖Λk+1 − Λk‖F = ‖Lφ(Wk+1 −Wk−1) +∇φ(Wk)−∇φ(Wk−1)‖F
≤ Lφ
[‖Wk+1 −Wk−1‖F + ‖Wk −Wk−1‖F ], (80)
which is exactly the second expression of (37). Now, since we apply the gradient step to solve
(28b), with h defined as in (77), it is well-known that
h(Wk+1) ≤ h(Wk)− ((Lφ + ρ)/2)‖Wk+1 −Wk‖2F ,
which implies
Lρ(Uk+1, Vk+1,Wk+1, Λk)≤Lρ(Uk+1, Vk+1,Wk, Λk)−
(ρ+ Lφ)
2
‖Wk+1 −Wk‖2F . (81)
Summing up (76), (81) and the first equality of (79) we obtain
Lρ(Uk+1, Vk+1,Wk+1, Λk+1) = Lρ(Uk, Vk,Wk, Λk)− (1/2)c1ραk∆2k − Tk, (82)
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where Tk :=
(ρ+Lφ)
2
‖Wk+1−Wk‖2F − ρ−1‖Λk+1−Λk‖2F . Finally, using (80), we can estimate
‖Λk+1 − Λk‖F as follows:
‖Λk+1 − Λk‖2F ≤ L2φ
[‖Wk+1 −Wk−1‖F + ‖Wk −Wk−1‖F ]2
≤ 2L2φ‖Wk+1 −Wk‖2F + 4L2φ‖Wk −Wk−1‖2F .
Hence, Tk ≥ (0.5(ρ+ Lφ)− 2ρ−1L2φ)‖Wk+1 −Wk‖2F − 4ρ−1L2φ‖Wk −Wk−1‖2F . Substituting
this estimate of Tk into (82) we obtain (38). 
A.6 The proof of Theorem 3: Global convergence of GN-ADMM
We first prove for Option 1. Let us define η := ρ−1(ρ2 + µφρ − 2L2φ). Then η > 0 if we
choose ρ > 0.5((µφ + 8L2φ)
1/2 + µφ) as given by (39) in Lemma 4. Hence, the sequence
{Lρ(Uk, Vk,Wk, Λk)} is strictly decreasing, it is bounded from bellow due to Assumption
A.21. It converges to a finite value L?ρ. In addition, (38) implies
lim
k→∞
‖Wk+1 −Wk‖F = 0,
lim
k→∞
αk
∥∥UTk A∗(ρ−1Λk +A(UkV Tk )−B −Wk)∥∥2F = 0, and
lim
k→∞
αk
∥∥A∗(ρ−1Λk +A(UkV Tk )−B −Wk)Vk∥∥2F = 0.
(83)
Under condition (21), as in the proof of Theorem 1 we can show that αk ≥ 0.5α > 0 for k
sufficiently large. Hence, the two last limits of (83) imply
lim
k→∞
∥∥UTk A∗(Λk + ρ(A(UkV Tk )−B −Wk))∥∥F = 0 and
lim
k→∞
∥∥A∗(Λk + ρ(A(UkV Tk )−B −Wk)Vk∥∥F = 0. (84)
On the other hand, using Lemma 4(a), (28c) and the first limit in (83), we obtain
lim
k→∞
‖A(Uk+1V Tk+1)−Wk+1 −B‖F
(28c)
= ρ−1 lim
k→∞
‖Λk+1 − Λk‖F
Lemma A.5(a)
≤ ρ−1Lφ lim
k→∞
‖Wk+1 −Wk‖F
(83)
= 0. (85)
We consider a convergent subsequence
{
[Uki , Vki ]
}
i∈N with the limit [U∗, V∗]. Then, the limit
(85) shows that the corresponding subsequence
{
Wki
}
also converges to W∗ such that W∗ =
A(U∗V T∗ )−B, which is the last condition in (36).
Now, using the limit in (85) and combining with the triangle inequality, we get
‖UTk A∗(Λk)‖F ≤
∥∥UTk A∗(Λk + ρ(A(UkV Tk )−B −Wk))∥∥F
+ ρ
∥∥UTk A∗(A(UkV Tk )−B −Wk)∥∥F (84),(85)→ 0 as ki →∞.
This implies UT∗ A∗(Λ∗) = 0 via subsequence. Similarly, we can also show that A∗(Λ∗)V∗ = 0.
These are the second and the third condition in (36). Finally, the first condition of (36) follows
directly from the relation Λk = ∇φ(Wk) as the optimality condition of (28b) by taking the
limit via subsequence.
We have shown in the above steps that the limit point (U∗, V∗,W∗, Λ∗) satisfies the opti-
mality condition (36) of (26). By eliminating Λ∗ and W∗ in (36) we obtain (6), which shows
that any limit point [U∗, V∗] of {[Uk, Vk]} is a stationary point of (1). The proof of (41) can
be done as in Theorem 1.
We prove for Option 2. We note that if ρ > 3Lφ, then we can examine from (39) that
η1 > η0. If we denote by Lk := Lρ(Uk, Vk,Wk, Λk) and rk := ‖Wk −Wk−1‖F for k ≥ 1, then
we can write (38) as
Lk+1 +
η0
2
r2k+1 ≤ Lk +
η0
2
r2k −
c1ρ
2
∆2k −
(η1 − η0)
2
r2k+1.
By induction, we can show from this inequality that
∑∞
k=0
(
c1ρ∆2k + (η1 − η0)r2k+1
)
= 0,
which implies (83). With the same proof as in Option 1 we obtain the same conclusions of
the theorem as in Option 1. 
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A.7 The proof of Theorem 2: Local convergence of GN method
Let x := [vec (U) , vec
(
V T
)
] ∈ R(m+n)r be the vecterization of U and V , and R(x) :=
A(UV T )−B be the residual term. We can compute the Jacobian JR(x) of R at x as JR(x) =
A[V ⊗ Im, In ⊗ UT ] ∈ Rl×(m+n)r, where A is the matrix form of the linear operator A. The
objective function Φ(U, V ) can be written as Φ(x) = φ(R(x)). Its gradient and Hessian are
given by the following forms:
∇Φ(x) = JR(x)T∇φ(R(x)) and
∇2Φ(x)= JR(x)T∇2φ(R(x))JR(x)+
l∑
i=1
∂φ(R(x))
∂Ri
∇2Ri(x). (86)
First, we show that under Assumption A.31(a), ∇2Φ is also Lipschitz continuous in N (x?) of
x? ∈ X?. Indeed, ∇2R(x) is bounded in N (x?) by MR′′i , and ∇
2Ri(·) is Lipschitz continuous
with the Lipschitz constant L
R
′′
i
. In addition, JR(·) is also bounded in N (x?) by MR′ , and R
is also Lipschitz continuous with the Lipschitz constant LR. Since ∇2φ is Lipschitz continuous
in N (R(x?)), then ∂φ(R(x)∂Ri is also bounded by M
i
φ′ , and Lipschitz continuous in N (R(x?))
with the Lipschitz constant Li
φ′ . Combining these statements and (86), we can show that for
any x, xˆ ∈ N (x?):
‖∇2Φ(x)−∇2Φ(xˆ)‖ ≤
∥∥∥JR(x)T∇2φ(R(x))JR(x)− JR(xˆ)T∇2φ(R(xˆ))JR(xˆ)∥∥∥
+
∥∥∥∥∥
l∑
i=1
[
∂φ(R(x))
∂Ri
∇2Ri(x)− ∂φ(R(xˆ))
∂Ri
∇2Ri(xˆ)
]∥∥∥∥∥
≤
∥∥∥JR(x)T∇2φ(R(x)) (JR(x)−JR(xˆ))∥∥∥
+
∥∥∥JR(x)T (∇2φ(R(x))−∇2φ(R(xˆ))) JR(xˆ)∥∥∥
+
∥∥∥(JR(x)− JR(xˆ))T ∇2φ(R(xˆ))JR(xˆ)∥∥∥
+
l∑
i=1
[∥∥∥∂φ(R(x))
∂Ri
(∇2Ri(x)−∇2Ri(xˆ))∥∥∥
+
∥∥∥(∂φ(R(x))
∂Ri
− ∂φ(R(xˆ))
∂Ri
)
∇2Ri(xˆ)
∥∥∥]
≤
(
2MR′Mφ′′LR′+M
2
R′Lφ′′+
l∑
i=1
(M
R
′′
i
Liφ′+LR′′i
M iφ′ )
)
‖x− xˆ‖.
This inequality shows that ∇Φ is Lipschitz continuous in N (x?) with the Lipschitz constant
L
Φ
′′ := 2MR′Mφ′′LR′ +M
2
R′Lφ′′ +
∑l
i=1(MR′′i
Li
φ′ + LR′′i
M i
φ′ ) > 0.
Next, we consider the GN direction DXk in (11). Let d := [vec (DU ) , vec
(
DTV
)
] and
H0(x) :=
[
V T ⊗ U V TV ⊗ Im
In ⊗ UTU V ⊗ UT
]
. Due to the full-rankness of U and V , by using the result
in [8] we can show that H0(x)† is bounded by Mh, i.e.:
‖H0(x)†‖ ≤Mh < +∞. (87)
Moreover, we can see from (12) that [vec (ZV ) , vec
(
UTZ
)
] =−L−1JR(x)T∇φ(R(x)). Hence,
(12) can be written asH0(x)d = −L−1JR(x)T∇φ(R(x)), which implies d = −L−1H0(x)†∇Φ(x).
The full-step GN scheme becomes
x+ = x+ d = x− L−1H0(x)†∇Φ(x). (88)
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We consider the residual term r = x − x?, where x? := [vec (U?) , vec
(
V T?
)
] ∈ X? is a given
stationary point of (1). From (88) we can write
r+ = x+ − x? = r − L−1H0(x)†∇Φ(x) = r − L−1H0(x)† [∇Φ(x)−∇Φ(x?)]
=
[
I−L−1H0(x)†∇2Φ(x?)
]
r
− L−1H0(x)†
[∫ 1
0
(∇2Φ(x?+τ(x−x?))−∇2Φ(x?)) (x−x?)dτ] .
Using condition (24) and the Lipschitz continuity of ∇Φ, this expression leads to
‖r+‖ ≤ ‖
(
I− L−1H0(x)†∇2Φ(x?)
)
r‖
+ L−1‖H0(x)†‖
∫ 1
0
‖∇2Φ(x? + τ(x− x?))−∇2Φ(x?)‖‖x− x?‖dτ
≤ κ(x?)‖r‖+ 1
2
L−1L
Φ
′′ ‖H0(x)†‖‖r‖2
≤ (κ¯+ 0.5L−1L
Φ
′′Kh‖r‖
) ‖r‖. (89)
Since r = x− x? = vec (X −X?), we can write (89) as
‖X+ −X?‖F ≤
(
κ¯+ 0.5L−1L
Φ
′′Kh‖X −X?‖F
) ‖X −X?‖F ,
which is exactly (25) with K1 := L−1LΦ′′Kh > 0.
Next, we prove quadratic convergence of the full-step GN scheme. Under Assumption
21, it follows from [18] that there exists a neighborhood N (x?) of x? such that H0(·)† is
Lipschitz continuous in N (x? with the Lipschitz constant LH > 0. Here, we use the same
N (x? as in Assumption 31. Otherwise, we can shrink it if necessary. We consider the condition
H(X?)†∇2Φ(X?) = LI. Reforming this condition into vector form, we haveH0(x?)†∇2Φ(x?) =
LI, which is equivalent to I − L−1H(X?)†∇2Φ(X?) = 0. Using the last condition, and the
Lipschitz continuity of H†0(·), we can show that
S(x?) :=‖
[
I− L−1H0(x)†∇2Φ(x?)
]
(x− x?)‖
≤ ‖
[
I−L−1H0(x?)†∇2Φ(x?)
]
(x−x?)‖+L−1‖
(
H0(x)
†−H0(x?)†
)
(x−x?)‖
≤ L−1‖H0(x)†−H0(x?)†‖‖x−x?‖
≤ L−1LH‖x− x?‖2, ∀x ∈ N (x?).
Substituting this S(x?) estimate into (89) we get ‖r+‖ ≤ L−1(LH + 0.5LΦ′′Kh)‖r‖2, which
is reformed into the matrix form as
‖X+ −X?‖F ≤ 0.5K2‖X −X?‖2F , ∀X ∈ N (X?), where K2 := L−1
(
2LH + LΦ′′Kh
)
.
In order to guarantee the monotonicity of {‖X −X?‖F }, we require ‖X+−X?‖F ≤ 0.5K1‖X−
X?‖2F < ‖X − X?‖F , which implies ‖X − X?‖F < 2K−12 . Hence, if we choose X0 ∈ N (X?)
such that ‖X0 − X?‖F < 2K−12 , then ‖Xk − X?‖F < 2K−12 for all k and {‖Xk −X?‖F }
is monotone. Moreover, the estimate ‖Xk+1 − X?‖F ≤ 0.5K2‖Xk − X?‖2F shows that this
sequence converges quadratically to zero. Hence, {Xk} converges to X? at a quadratic rate.
Here, we can easily check that K2 > K1.
Finally, if κ¯ ∈ (0, 1), then the estimate (25) implies that
‖Xk+1 −X?‖F ≤ (κ¯+ 0.5K1‖Xk −X?‖F ) ‖Xk −X?‖F ,
for k ≥ 0. In order to guarantee ‖Xk+1 −X?‖F < ‖Xk −X?‖F , we require κ¯ + 0.5K1‖Xk −
X?‖F < 1, which leads to ‖Xk − X?‖F < 2K−11 (1 − κ¯). Hence, if we take r¯0 < 2K−11 (1 −
κ¯), and choose X0 ∈ N (X?) such that ‖X0 − X?‖F ≤ r¯0, then ‖Xk − X?‖F ≤ r¯0 for
all k ≥ 0. In addition, we have ‖Xk+1 − X?‖F ≤ (κ¯+ 0.5K1‖Xk −X?‖F ) ‖Xk − X?‖F ≤
(κ¯+ 0.5K1r¯0)‖Xk−X?‖F , which shows that {‖Xk −X?‖F } converges to zero at a linear rate
with the contraction factor ω := κ¯+ 0.5K1r¯0 < 1. 
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