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Abstract
We investigate the relations between the geometric properties of tilings and the algebraic and
model-theoretic properties of associated relational structures. Isomorphism and local isomorphism
of tilings up to translation correspond to isomorphism and elementary equivalence of relational
structures. In particular, two Penrose tilings, or two Robinson tilings, are elementarily equivalent.
Classical results concerning the local isomorphism property and the “extraction preorder” for
tilings are generalized to uniformly locally 3nite relational structures.
Then, we de3ne “equational structures”, which generalize both Cayley graphs of groups and
relational structures associated to tilings, and for which we have an appropriate notion of free
structure relative to a system of equations. For each 3nite system  of prototiles and local
con3gurations, we give a 3nite set of local conditions characterizing the connected relational
structures which are homomorphic images of -tilings. It follows that tilings are free relative to
3nite systems of equations which express these conditions. We also prove that the theory of a
tiling is superstable, model-complete, and can be axiomatized by ∀∃ sentences. One ∀∃ sentence
su4ces in the case of Penrose tilings or Robinson tilings.
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0. Introduction
In the present paper, we consider tilings of the euclidian space Rn.
In Section 1, we give the de3nition of a tiling constructed from a 3nite system
 of prototiles and local con3gurations, with equivalence up to translation. Then we
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consider classical examples, such as Penrose tilings and Robinson tilings, and properties
of systems  from which it is possible to construct a non-periodic tiling of the space,
but not a periodic tiling.
In Section 2, we de3ne the 3nite relational language L associated to a system , and
the L-structure associated to a -tiling. Two -tilings are isomorphic up to transla-
tion if and only if the associated L-structures are isomorphic. Then, we de3ne locally
isomorphic relational structures, which generalize the existing notion of locally iso-
morphic tilings. We prove that two locally 3nite relational structures, and in particular
two -tilings, are elementarily equivalent if and only if they are locally isomorphic. It
follows that two Penrose tilings, or two Robinson tilings, are elementarily equivalent.
We also mention Delone sets, for which results similar to those of the present paper
can be proved.
An essential ingredient for applying model-theoretic methods to tilings, as we do in
Sections 2 and 5, is the uniform equivalence between the distance of two tiles in a
tiling and their distance in the associated relational structure.
In Section 3, we consider uniformly locally 3nite L-structures, where L is a
3nite language. For such structures, we de3ne the preorder b and the local iso-
morphism property, which extend the existing notions of “extraction preorder” and
local isomorphism property for tilings. We prove, for uniformly locally 3nite L-
structures, the following generalizations of results previously known for some classes of
tilings:
(1) Any structure is minimal for b if and only if it satis3es the local isomorphism
property.
(2) For each structure N , there exists a connected structure MbN which is minimal
for b.
(3) If a connected structure M is minimal for b, and if there are in3nitely many
equivalence classes of elements of M modulo automorphisms, then there exist 2!
pairwise non-isomorphic connected structures which are locally isomorphic to M .
The conditions of (3) are satis3ed, in particular, by Penrose tilings, Robinson tilings,
and non-periodic tilings obtained by the cut-and-project method.
In Section 4, we introduce equational structures, which are relational structures such
that a tuple which satis3es a relation is completely determined if we 3x one of its
elements. Cayley graphs of groups and relational structures associated to tilings are
equational. For connected equational structures, rather similarly to the case of groups,
we obtain good notions of equation satis3ed by a structure, and free structure relative
to a system of equations.
In Section 5, we apply the results of Section 4 to equational L-structures, for
the language L associated to the system . We show that, for each translation 
of Rn, there exists a ∀∃ sentence which characterizes the -tilings which are invariant
through . Then, we give a 3nite set of local conditions characterizing the connectedL-
structures which are homomorphic images of -tilings. It follows that any L-structure
associated to a -tiling is free relative to a 3nite system of equations which express
these conditions. We also prove that the theory of a -tiling T is superstable, model-
complete, and can be axiomatized by ∀∃ sentences. One ∀∃ sentence su4ces if T is
a Penrose tiling or a Robinson tiling, and more generally, if T is minimal for b, if
F. Oger / Theoretical Computer Science 319 (2004) 103–126 105
the equivalence class of T for b is de3ned by a 3nite set of local rules, and if T is
not invariant through a non-trivial translation.
1. Denition of tilings; quasi-periodic tilings
In the present section, we give a quite general de3nition of tilings, which is conve-
nient for algebraic and model-theoretic treatment. We consider isomorphism of tilings
up to translation.
Then, we introduce 3nite systems of prototiles from which it is possible to construct
a non-periodic tiling of the space, but not a periodic tiling.
Denitions and notations. We 3x an integer n¿1. For any x; y∈Rn, we consider the
euclidian distance d(x; y)= ‖x−y‖. For each x∈Rn and for each positive real number
, we denote by (x; ) the closed ball of center x and radius .
A tile consists of a non-empty bounded subset T of Rn, equal to the closure of its
interior, and a (possibly trivial) drawing, which is a map from the boundary Bd(T ) to
a set C, whose elements are called colours. We do not suppose T connected.
We say that two tiles (resp. two pairs of tiles) are equivalent if there exists a
translation which transforms the 3rst tile (resp. pair) into the second one.
A con6guration is a pair (S; T ) of tiles such that S ∩T = ∅, S ∩T ⊂Bd(S), S ∩T ⊂
Bd(T ), and each point of S ∩T has the same colour in S and T .
We consider a system  which consists of:
(1) some pairwise non-equivalent tiles P1; : : : ; Pm, which are called prototiles;
(2) some con3gurations (S1; T1); : : : ; (Sk ; Tk), with each Si and each Ti equivalent to
some Pj, such that, for 16i¡j6k, (Si; Ti) is not equivalent to (Sj; Tj) or (Tj; Sj).
We denote by  the maximum of the diameters of the prototiles Pj, and  the minimum
of their volumes.
We call -tile any tile which is equivalent to a prototile. A -patch is a set E of
-tiles such that:
(1) for any S; T ∈E, if S =T and S ∩T = ∅, then (S; T ) or (T; S) is equivalent to some
(Si; Ti) (in particular, each point of S ∩T has the same colour in S and T );
(2) for any S; T ∈E, there exist h∈N and S1; : : : ; Sh+1 ∈E such that S1 = S, Sh+1 =T
and Si ∩ Si+1 = ∅ for 16i6h.
We say that a -patch E is a -tiling if it is a covering of Rn.
For any -patches E;F, an isomorphism from E to F is a translation  such that
E=F.
For each integer h, there exist 3nitely many isomorphism classes of -patches of h
tiles, up to translation.
Quasi-periodic tilings. We are especially interested in the systems  from which it is
possible to construct a non-periodic tiling of the space, but not a periodic tiling. The
paper [3] gives an elementary presentation of the question. The reader is also referred
to [1].
The 3rst examples of that situation have been obtained during the sixties (see [11]).
They consist of “dominoes”, i.e. square tiles of the same size which can only be
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distinguished by the drawings on their sides. These examples were used in order to
prove that there exists no general procedure to determine whether a 3nite system of
dominoes can be used to tile the plane.
Other examples of the same nature, but simpler, were obtained subsequently. One
of them, due to R.M. Robinson, was used by J.A. Makowsky in order to prove that
there exists a 3nitely axiomatizable superstable complete theory (see [9]).
Later on, R. Penrose constructed examples of a diIerent nature, where all the pro-
totiles are obtained from two of them by rotations. The interest in the problem increased
with the discovery of quasicrystals by physicists. Like Penrose tilings, some of them
have a symmetry of order 5, which cannot exist in periodic structures.
R. Penrose essentially considered two kinds of tilings: tilings obtained from a “dart”
and a “kite”, and tilings obtained from a “thin romb” and a “thick rhomb”. In both
cases, there are marks on the sides of the tiles, and the only assembling rule is that
the marks of two adjacent tiles on their common side coincide.
It follows, in particular, from [1, pp. 43–44] that any Penrose tiling of one of the
two types is naturally de3ned from a (unique) tiling of the other type. Using the ideas
of the present paper, it is possible to express this fact with 3rst-order formulas.
It is worth mentioning that, for each type of Penrose tiling, according to our def-
inition, there are 20 prototiles, which are obtained from two of them by rotations of
angle k=5 for 06k69. On the other hand, in the case of “generalized Penrose tilings”,
which are obtained from a “thin romb” and a “thick rhomb” without marks on their
sides, there are only 10 prototiles, because rhombs without marks on their sides are
equivalent to their image through a rotation of angle .
The three properties below characterize the families  of “quasi-periodic tilings”
which are de3ned from a system  by “perfect local rules under translations” (see [6,
p. 365] for a discussion of that notion). They are true when  is the class of Robinson
tilings (see [9]), or one of the two classes of Penrose tilings (see [1, p. 64] and [3]).
(1)  is de3ned by a (possibly empty) 3nite set of rules, each of them saying that
some bounded patch appears nowhere in the tiling.
(2) For each bounded fragment F of a tiling T∈, there exists an integer R such
that, for each tiling T′ ∈, each ball of radius R in Rn contains a fragment
F′ of T′ which is isomorphic to F up to translation (in many cases, includ-
ing Penrose tilings, there exists k ∈R+ such that, for each r ∈R+, for any tilings
T;T′ ∈, and for each bounded fragment F of radius 6r of T, any ball of
radius kr in Rn contains a fragment F′ of T′ which is isomorphic to F up to
translation).
(3)  contains no tiling which is invariant through a non-trivial translation.
It appears that these properties are also true for some families of tilings associated
to quasicrystals. It is convenient to represent a quasicrystal as a non-periodic network
of atoms which covers the space (cf. Delone sets in [6]). Then, we can de3ne a tiling
by associating to each atom the tile which consists of the points such that the nucleus
of that atom is nearer than, or at the same distance as, the nucleus of any other atom
of the quasicrystal (this construction is due to Voronoi). Here, it is important to have
only 3nitely many possible con3gurations up to translation for an atom and its neigh-
bours; this fact is con3rmed when we have well de3ned “Bragg peaks” in the X-ray
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diIraction patterns of the quasicrystal. A discussion of this and related questions can
be found in [7].
2. Relational structures associated to tilings; local isomorphism and elementary
equivalence
In the 3rst part of this section, we rephrase a simple criterion of elementary equiv-
alence (cf. [4]), which is valid for a large class of relational structures. In the second
part, we de3ne the relational structures associated to tilings, and we apply the criterion
to these structures.
The de3nitions and the results of the 3rst part can be extended to languages with con-
stants and function symbols. For each n∈N and for each n-ary function f, it su4ces
to interpret the equality u=f(u1; : : : ; un) as a (n+ 1)-ary relation Rf(u; u1; : : : ; un).
The de3nitions and the results of model theory which are used in the present paper,
and in particular the notions of language and elementary equivalence, can be found
in [5].
Denitions and notations. The following de3nitions are valid for a language L=
(Ri)i∈I where each Ri is a n(i)-ary relational symbol, and a L-structure M . For each
subset S of M , we consider the L-structure which is obtained by restricting to S the
relations Ri.
We de3ne by induction the ball B(x; r) for x∈M and r ∈N. We write B(x; 0)= {x}.
For each r ∈N, we take for B(x; r + 1) the union of B(x; r) and the set of all
elements z ∈M for which there exist y∈B(x; r), i∈ I and z1; : : : ; zn(i) ∈M such
that Ri(z1; : : : ; zn(i)) and y; z ∈{z1; : : : ; zn(i)}. The connected component of an element
x∈M is C(x)= ⋃r∈N B(x; r).
We say that M is locally 6nite if B(x; 1) is 3nite for each x∈M . It follows that
B(x; r) is 3nite for each x∈M and for each integer r.
We say that M is uniformly locally 6nite if there exists an integer k such that
|B(x; 1)|6k for each x∈M . It follows that, for each integer r, there exists an integer
R such that |B(x; r)|6R for each x∈M .
For any L-structures M;N , for each x∈M , for each y∈N and for each integer r,
we write x∼r y if there exists an isomorphism ’ :B(x; r)→B(y; r) such that x’=y.
We say that M and N are locally isomorphic if, for each integer r and for each
z ∈M ∪N , {x∈M | x∼r z} and {y∈N |y∼r z)} are both 3nite with the same number
of elements, or both in3nite.
Remark. The Gaifman graph %(M) of a L-structure M is de3ned by taking the set
of nodes to be the domain of M , and putting an edge between two distinct nodes
x; y if and only if there exist i∈ I and z1; : : : ; zn(i) ∈M such that Ri(z1; : : : ; zn(i)) and
x; y∈{z1; : : : ; zn(i)}. The distance of two elements x; y in %(M) is the smallest integer
r such that y∈B(x; r).
Lemma 2.1. Let L be a relational language and let M;N be L-structures. Let us
consider two integers r; s¿0, two elements x∈M and y∈N , and an isomorphism
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’ :B(x; r+ s)→B(y; r+ s) such that x’=y. Then, for each z ∈B(x; r), the restriction
of ’ to B(z; s) is an isomorphism from B(z; s) to B(z’; s).
Proof. We show by induction on t6s that, for each z ∈B(x; r) (resp. z ∈B(y; r)), the
de3nition of B(z; t) in M (resp. N ) coincides with the de3nition of B(z; t) in B(x; r+s)
(resp. B(y; r + s)). Then, Lemma 2.1 follows since we have z’∈B(y; r) for each
z ∈B(x; r).
Proposition 2.2. Let L be a relational language and let M;N be connected L-
structures. Then, M and N are locally isomorphic if and only if, for each integer
r¿1 and for each x∈M (resp. y∈N ), there exists y∈N (resp. x∈M) such that
x∼r y.
Proof. If M and N are not locally isomorphic, then there exist, for instance, two inte-
gers k; r¿1 and an element z ∈M such that |{x∈M | x∼r z}|¿k and |{y∈N |y∼r z}|
6k − 1. Let us consider some distinct elements x1; : : : ; xk ∈M such that x1∼r · · · ∼r xk
∼r z. Then, there exist an element x∈M and an integer R¿1 such that x1; : : : ; xk ∈
B(x; R). We have B(xi; r)⊂B(x; R+ r) for 16i6k. For each element y∈N such that
y∼R+r x, Lemma 2.1 implies that there exist some distinct elements y1; : : : ; yk ∈B(y; R)
such that y1∼r · · · ∼r yk ∼r z, whence a contradiction.
The following result is, essentially, [4, Lemma 2.3, p. 141]:
Theorem 2.3. Let L be a 6nite relational language, and let M;N be locally 6nite
L-structures. Then, M and N are elementarily equivalent if and only if they are
locally isomorphic.
Proof. For each x∈M ∪N and each integer r, as L and B(x; r) are 3nite, there exists
a ∃∀ formula ((u) which characterizes the elements y∈M ∪N such that y∼r x. It
follows that M and N are locally isomorphic if they satisfy the same ∃∀ sentences.
Now, we are going to prove, using the back-and-forth argument of R. FraOPssQe, that
M and N are elementarily equivalent if they are locally isomorphic. According to [5,
Corollary 3.3.3, p. 105], it su4ces to show that, for each integer r¿0 and for any 3nite
subsets X ⊂M and Y ⊂N with |X |= |Y |, if ’ is an isomorphism from ⋃x∈X B(x; 3r+1−
1) to
⋃
y∈Y B(y; 3
r+1−1) such that X’=Y and B(x; 3r+1−1)’=B(x’; 3r+1−1) for each
x∈X , then, for each element u∈M (resp. v∈N ), there exist an element v∈N (resp.
u∈M), and an isomorphism  from ⋃x∈X∪{u} B(x; 3r − 1) to
⋃
y∈Y∪{v} B(y; 3
r − 1)
which coincides with ’ on
⋃
x∈X B(x; 3
r − 1), and such that u = v and B(u; 3r −
1) =B(v; 3r − 1). We only show this result for u∈M , since the proof for v∈N is
the same.
As M and N are locally 3nite, {z ∈⋃x∈X B(x; 3r :2) | z∼3r−1 u} and {z ∈
⋃
y∈Y B(y;
3r :2) | z∼3r−1 u} are 3nite. According to Lemma 2.1, ’ induces a bijection from the
3rst set to the second set and, for each element z in the 3rst set, an isomorphism
from B(z; 3r − 1) to B(z’; 3r − 1). As M and N are locally isomorphic, it follows that
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{z ∈M −⋃x∈X B(x; 3r :2) | z∼3r−1 u} and {z ∈N −
⋃
y∈Y B(y; 3
r :2) | z∼3r−1 u} are both
3nite with the same number of elements, or both in3nite. We consider two cases:
If u∈ ⋃x∈X B(x; 3r :2), then we write v= u’, and we denote by  the restriction of
’ to
⋃
x∈X∪{u} B(x; 3
r − 1).
Otherwise, there exist an element v∈N −⋃y∈Y B(y; 3r :2) and an isomorphism  0 :
B(u; 3r − 1)→B(v; 3r − 1) such that u 0 = v. We have B(u; 3r − 1)∩ (
⋃
x∈X B(x; 3
r +
1))= ∅ and B(v; 3r − 1)∩ (⋃y∈Y B(y; 3r + 1))= ∅. For each relation R(u1; : : : ; uk)∈L
and for any elements z1; : : : ; zk which satisfy R in M (resp. N ), if
⋃
x∈X B(x; 3
r − 1)
(resp.
⋃
y∈Y B(y; 3
r−1)) contains some zi, then no zj can belong to B(u; 3r−1) (resp.
B(v; 3r − 1)). Consequently, we obtain an isomorphism  from ⋃x∈X∪{u} B(x; 3r − 1)
to
⋃
y∈Y∪{v} B(y; 3
r − 1) by writing z = z 0 for z ∈B(u; 3r − 1), and z = z’ for
z ∈ ⋃x∈X B(x; 3r − 1).
Remark. As each 3rst-order formula only contains a 3nite number of relational sym-
bols, Theorem 2.3 implies the following: Let L be a relational language, and let M;N
be L-structures which are locally 3nite relative to each 3nite restriction of L. Then,
M and N are elementarily equivalent if and only if they are locally isomorphic relative
to each 3nite restriction of L.
Notations. Now, we consider the system  and the real numbers ;  which were
de3ned at the beginning of Section 1. We denote by L the language which consists of
some binary relational symbols R1; : : : ; Rk . For each -patch E, we de3ne a L-structure
on the set of all tiles of E by writing Ri(S; T ) for each i∈{1; : : : ; k} and for any tiles
S; T such that (S; T ) is equivalent to (Si; Ti).
We systematically use the words tile, patch, tiling and structure instead of -tile,
-patch, -tiling and L-structure.
Remark. It often happens that each prototile P is given with a 3nite number of sides,
each of them equal to the closure of its interior in Bd(P), such that the union of the
sides is Bd(P), and the intersection of two diIerent sides is equal to the intersection of
their boundaries in Bd(P). In that case, the tilings are subject to the condition that the
intersection of two distinct tiles S; T is the union of a (possibly empty) family of sides
of S, which are also sides of T , and a (possibly empty) subset of Bd(S)∩Bd(T ),
which has an empty interior in Bd(S) and in Bd(T ). The set of all con3gurations
which appear in such a tiling is generally not explicitly given, but it is necessarily
3nite.
We can de3ne a relational structure on the set of all sides of such a tiling by
interpreting each tile as a relation between its sides, with the same relational symbol
for all equivalent tiles. Each element of that structure appears in exactly two relations,
since each side is contained in exactly two tiles.
It is possible to prove results similar to those of the present paper for the structures
de3ned by considering relations between sides, and these structures can be more con-
venient to treat particular cases. On the other hand, structures de3ned by considering
relations between tiles exist under more general hypotheses.
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Remark. Let X be a Delone set of Rn (see [6, De3nition 1.1, p. 162]), and let  be a
positive real number such that each open ball 0(z; )⊂Rn contains at least one point
of X . Write V = {x − y | x; y∈X and 0¡‖x − y‖¡2}, and consider the relational
language L which consists of the binary relational symbols Rv for v∈V . De3ne a
L-structure M of domain X by writing Rv(x; y) for each Rv ∈L and for any x; y∈X
such that y= x + v.
Then, M is uniformly locally 3nite since there exists .∈R∗+ such that each open
ball 0(z; .)⊂Rn contains at most one point of X .
We prove that M is connected as follows: we consider the connected component Y
of an element x∈X in M , and we show that E= ⋃y∈Y 0(y; ) is equal to Rn, which
implies Y =X according to the de3nition of M . If E is strictly contained in Rn, then
there exist y∈Y and z ∈Rn − E such that d(y; z)= . It follows from the de3nition
of  that we can also 3nd y′ ∈X such that d(z; y′)¡, and therefore d(y; y′)¡2.
The inequalities d(z; y′)¡ and d(y; y′)¡2, respectively, imply y∈X −Y and y∈Y ,
whence a contradiction.
The language L is 3nite if X is a Delone set of 3nite type (see [6, De3nition 1.2,
p. 163]). In that case, it is possible to prove results similar to those which are obtained
for tilings in the present paper.
Any structure M associated to a tiling is connected, and uniformly locally 3nite
since, for each i∈{1; : : : ; k} and each x∈M , there exist at most one y∈M such that
Ri(y; x) and one z ∈M such that Ri(x; z).
The following proposition implies that two patches are isomorphic (up to translation)
if the associated structures are isomorphic:
Proposition 2.4. Consider two patches E;F, and the associated structures M;N . Then,
any homomorphism ( :M →N is obtained from a translation  of Rn such that
E⊂F. In particular, ( is an isomorphism if E and F are tilings.
Proof. For any P; P′ ∈E such that P =P′ and P ∩P′ = ∅, there exists16i6k such that
Ri(P; P′) (respectively, Ri(P′; P)). We have Ri(P(; P′() (respectively, Ri(P′(; P()), and
there exists a translation  of Rn such that P(=P and P′(=P′.
We have the two following consequences:
(a) for each P ∈E, there exists a translation P of Rn such that P(=PP; this transla-
tion is unique since no tile of Rn is invariant through a non-trivial
translation;
(b) we have P = P′ for any P; P′ ∈E such that P ∩P′ = ∅.
As E is connected, it follows that P does not depend on the choice of P.
It follows from the proposition below that there exists a uniform equivalence between
the distance of two tiles in a tiling and their distance in the associated relational
structure:
Proposition 2.5. Let E be a patch, let P;Q be tiles of E, let x be a point of P and
let y be a point of Q. For each integer r, if Q belongs to B(P; r), then y belongs to
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(x; (r+1)). Conversely, if the segment [x; y] = {x+1(y−x) | 06161} is contained
in the union of the tiles of E, then Q belongs to B(P; r − 1), where r is the integral
part of 2n−1(2 + d(x; y)=)n=.
Proof. The 3rst part of Proposition 2.5 is easily proved by induction on r.
For the second part, it su4ces to show that F= {R∈E |R∩ [x; y] = ∅} is a patch
of at most r tiles. The tiles of F are contained in the cylinder of radius  centered
on the segment [x− (=d(x; y))(y − x); y + (=d(x; y))(y − x)]. As the volume of that
cylinder is smaller than 2n−1(2 + d(x; y)=)n, it contains at most r tiles with disjoint
interiors, and we have |F|6r.
It remains to be proved that F is a patch. Let us suppose that F=F1 ∪F2
with F1;F2 non-empty, and that the tiles in F1 are disjoint from the tiles in F2.
Then, [x; y]∩F1 and [x; y]∩F2 are non-empty disjoint closed subsets of [x; y], and
[x; y] = ([x; y]∩F1)∪ ([x; y]∩F2), whence a contradiction.
Proposition 2.6. Let S;T be tilings and let M;N be the associated structures. Then,
for each integer r, for each x∈M and for each homomorphism ’ :B(x; r)→N , we
have B(x; r)’=B(x’; r).
Proof. By Proposition 2.4, there exists a translation  of Rn such that y’=y for
each y∈B(x; r). For each tile y∈B(x; r − 1), as y is contained in the interior of
the union of the tiles belonging to B(y; 1), it follows that y’=y is contained in
the interior of the union of the tiles belonging to B(y; 1)’=B(y; 1), and we there-
fore have B(y; 1)’=B(y’; 1). Now, we easily prove by induction on 16s6r that
B(x; s)’=B(x’; s).
Denition. We say that two non-empty disjoint unions of tilings M;N are locally
isomorphic if, for each bounded patch E, the sum of the numbers of patches F∼=E
which appear in the components of M, and the same sum for N, are equal, or both
in3nite.
It follows from Propositions 2.5 and 2.6 that M and N are locally isomorphic
if and only if the associated relational structures are locally isomorphic. Proposition
2.2 implies that two tilings S;T are locally isomorphic if and only if they have
the same bounded subpatches up to translation. Consequently, our de3nition of local
isomorphism just extends the classical de3nition which is given, for instance, in [6].
Now, the following result is a consequence of Theorem 2.3 above:
Corollary 2.7. Two non-empty disjoint unions of tilings are elementarily equivalent
if and only if they are locally isomorphic.
This result can be applied, in particular, to the (generally non-periodic) tilings of
Rn which are obtained by “cut-and-project”, from a periodic tiling of Rp for an inte-
ger p¿n, onto a4ne subspaces of dimension n. It implies that two such tilings are
elementarily equivalent if the a4ne subspaces are parallel.
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For instance, according to [1, Section 7, p. 49], all Penrose tilings constructed from
rhombs are obtained by cut-and-project, from a tiling of R5 by unit squares, onto par-
allel a4ne subspaces. Also, the so-called Sturmian trajectories are tilings of R obtained
by cut-and-project, from a tiling of R2 by unit squares (see [1, Section 17, p. 65]).
3. Extraction preorder and local isomorphism property for uniformly locally nite
structures
The relation b de3ned below generalizes the “extraction preorder” which is consid-
ered in [2] for tilings of the plane.
Denitions and notations. Throughout this section, L is a 3nite relational language.
We systematically write structure instead of uniformly locally 3nite L-structure.
For any structures M;N , we write MbN if, for each z ∈M and for each integer r,
{x∈M | x∼r z} and {y∈N |y∼r z} are in3nite, or |{x∈M | x∼r z}|6 | {y∈N |y ∼r
z}|. Two structures M;N are locally isomorphic if and only if they satisfy MbN and
NbM .
For each structure M , for each x∈M and for each integer r, we consider the pair
B∗(x; r)= (B(x; r); x), in the language which consists of L and an additional constant
naming the distinguished point. For any structures M;N , for each x∈M , for each y∈N
and for each integer r, we have x∼r y if and only if B∗(x; r)∼=B∗(y; r).
Example. In the language which consists of one binary relational symbol R, consider
C =Z and Cn =Z=nZ for n¿2 with, for x; y∈C (resp. x; y∈Cn), R(x; y) if and only
if y= x + 1. Let G be the disjoint union of the Cn for n¿2. Then, we have CnbG
for n¿2, and also CbG.
Remark. For any connected structures M;N , we have MbN if and only if, for each
integer r¿1 and for each x∈M , there exists y∈N such that x∼r y. The proof is the
same as for Proposition 2.2.
Remark. It follows from KOonig’s lemma that, for each structure N and for each
sequence (xn)n∈N⊂N , there exists a strictly increasing sequence (nk)k¿1 such that
xnk ∼k xnk+1 for each integer k. The inductive limit of the pairs B∗(xnk ; k) is a pair
(M; x) with M connected, MbN and x∈M .
Proposition 3.1. For each structure N , for each x∈N and for each integer r, the
following properties are equivalent:
(1) There exists an integer R such that, for each y∈N , B(y; R) contains an element
z with z∼r x.
(2) There exists an integer R such that, for each structure MbN and for each y∈M ,
B(y; R) contains an element z with z∼r x.
(3) For each structure MbN , there exists an element z ∈M such that z∼r x.
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Proof. We can see easily that (1) and (2) are equivalent and (2) implies (3). Now,
we show that the negation of (1) implies the negation of (3). For each integer n, we
consider an element yn ∈N such that B(yn; n) contains no element z with z∼r x. There
exists a strictly increasing sequence (nk)k¿1 such that ynk ∼k ynl for k6l. We consider
the inductive limit (M; y) of the pairs B∗(ynk ; k). We have MbN , and M contains no
element z such that z∼r x, since each B(ynk ; k − r) contains no element z such that
z∼r x.
Denition. We say that a structure M satis3es the local isomorphism property if, for
each x∈M and for each integer r, there exists an integer R such that, for each y∈M ,
B(y; R) contains an element z with z∼r x.
Corollary 3.2. Any structure is minimal for b if and only if it satis6es the local
isomorphism property.
Proposition 3.3. For each structure N , there exists a connected structure MbN which
is minimal for b.
Proof. The set of all isomorphism classes of pairs B∗(x; r) for x∈N and r¿1 is 3nite
or countable. We arrange it in a sequence (B∗(xn; rn))n∈N. It follows from Proposition
3.1 that there exists a sequence of structures (Mn)n∈N, with M0 =N and Mn+1bMn
for n∈N, such that, for each integer n, one of the two following properties is true:
(a) there exists an integer Rn such that, for each structure MbMn and for each y∈M ,
B(y; Rn) contains an element z with B∗(z; rn)∼=B∗(xn; rn);
(b) there exists no element z ∈Mn+1 such that B∗(z; rn)∼=B∗(xn; rn).
We denote by E the set of all integers n such that (a) is true, and we write F =N−E.
Now, we 3x an element yn ∈Mn for each n∈N. For each n∈N, there exists an
element zn ∈N such that B∗(zn; n)∼=B∗(yn; n), since we have MnbN . As N is uni-
formly locally 3nite, it follows that there exists a strictly increasing sequence (nk)k∈N
such that ynk ∼k ynk+1 for each integer k. The inductive limit of (B∗(ynk ; k))k∈N is a
pair (M; y) with M connected, MbMn for each integer n, and in particular MbN .
For each integer n∈E and for each y∈M , B(y; Rn) contains an element z such that
B∗(z; rn)∼=B∗(xn; rn). For each integer n∈F , there exists no element z ∈M such that
B∗(z; rn)∼=B∗(xn; rn). Consequently, M satis3es the local isomorphism property, and is
therefore minimal for b.
Proposition 3.4. For each connected structure M , we have:
(1) If there are 6nitely many equivalence classes of elements of M modulo automor-
phisms, then any connected structure NbM is isomorphic to M .
(2) If M is minimal for b, and if there are in6nitely many equivalence classes of
elements of M modulo automorphisms, then there exist 2! pairwise nonisomorphic
connected structures which are locally isomorphic to M .
Proof. (1) Consider a connected structure NbM , an element y∈N , and some
representatives x1; : : : ; xn of the equivalence classes of elements of M modulo
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automorphisms. For each integer r, there exists i∈{1; : : : ; n} such that xi ∼r y. Conse-
quently, there exists i∈{1; : : : ; n} such that xi ∼r y for in3nitely many integers r, and
therefore for each integer r. KOonig’s lemma applied to a sequence of isomorphisms
(r :B∗(xi; r)→B∗(y; r) for r ∈N implies that (M; xi) and (N; y) are isomorphic.
(2) First, let us suppose that there exist an element x∈M and an integer r such
that, for each y∈M , x∼r y implies x∼s y for each integer s. For each y∈M such
that x∼r y, KOonig’s lemma applied to a sequence of isomorphisms (s :B∗(x; s)→
B∗(y; s) for s∈N implies that (M; x) and (M; y) are isomorphic. As M is minimal
for b, there exists an integer R such that, for each y∈M , B(y; R) contains an element
z with z∼r x, and therefore (M; z)∼=(M; x). Any element of M is equivalent to an
element of B(x; R) modulo an automorphism of M , whence a contradiction.
Now, for any elements x; y∈M and for any integers r6s, we write B∗(x; r)6
B∗(y; s), if we have x∼r y. The relation 6 de3nes a tree structure on {B∗(x; r) | x∈M
and r ∈N}=∼=, and there exist several distinct branches over each point of the tree.
Consequently, the tree has 2! in3nite branches. The inductive limit of each in3nite
branch is a pair (N; y) with NbM , N connected and y∈N ; it follows that M and N
are locally isomorphic, since M is minimal for b.
Any pairs (N; x) and (N ′; x′) corresponding to diIerent branches are non-isomorphic.
For each pair (N; x), as N is countable, there are at most ! pairwise non-isomorphic
pairs (N ′; x′) such that N ′∼=N . Consequently, there exist 2! pairwise non-isomorphic
structures N corresponding to the pairs (N; x).
Denitions and notations. Again, we consider the system  de3ned in Section 1, and
we write tiling instead of -tiling.
For any tilings S;T, we write SbT if each bounded subpatch of S is isomorphic
(up to translation) to a subpatch of T. According to [10, p. 356], we say that a tiling
S satis3es the local isomorphism property if, for each bounded subpatch E of S,
there exists a positive real number  such that each ball of radius  in Rn contains a
subpatch F of S with F∼=E.
The—generally non-periodic—tilings of Rn which are obtained by cut-and-project
from a periodic tiling of Rp for an integer p¿n are natural examples of tilings which
satisfy the local isomorphism property. This property is also satis3ed by tilings asso-
ciated to quasicrystals which realize a minimum of free energy.
It follows from Propositions 2.5 and 2.6 that the de3nitions of the relation b and
the local isomorphism property for tilings are compatible with the de3nitions of the
relation b and the local isomorphism property for associated relational structures.
Now, Corollary 3.5 (resp. Corollary 3.6, Corollary 3.7) below is a consequence of
Corollary 3.2 (resp. Proposition 3.3, Proposition 3.4), and its proof, once we observe
the following: For each sequence (B∗(xn; rn))n∈N of pairs taken in structures associated
to tilings, with rm¡rn and B∗(xm; rm)∼=B∗(xn; rm) for m6n, the inductive limit is a
pair (M; x) with M structure associated to a tiling.
The following facts are used, more speci3cally, to deduce Corollary 3.7 from Propo-
sition 3.4: The group of translations of Rn which leave a tiling T invariant is torsion-
free abelian. The rank of this group as a Z-module is at most n, and it is equal to
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n if and only if T has 3nitely many equivalence classes modulo automorphisms, i.e.
translations which leave T invariant.
Corollary 3.5. Any tiling is minimal for b if and only if it satis6es the local isomor-
phism property.
Corollary 3.6. For each tiling S, there exists a tiling TbS which is minimal
for b.
Corollary 3.7. For each tiling S of Rn, we have:
(1) If the group of translations which leave S invariant has rank n, then any tiling
TbS is isomorphic to S.
(2) If S is minimal for b, and if the group of translations which leave S invariant
has rank smaller than n, then there exist 2! pairwise non-isomorphic tilings which
are locally isomorphic to S.
In [10], Radin and WolI proved a result which is similar to Corollary 3.6, with a
slightly diIerent de3nition of tilings. Some proofs of Corollary 3.7 were also given in
the case of Robinson tilings (see [9]) and Penrose tilings (see [3]). Later on, other
proofs of Corollary 3.6 and Corollary 3.7 were given by Durand in [2], for a class
which includes Robinson tilings and Penrose tilings.
All these proofs are based on geometrical or topological properties of tilings. On the
other hand, the proofs given here are based on the algebraic properties of the associated
relational structures, and therefore do not depend on the shape or the connectedness of
the tiles.
4. Equational structures
Denitions and notations. In this section, L is a possibly in3nite relational language.
We consider the triples (R; i; j) with R(u1; : : : ; un)∈L and 16i; j6n (the case i= j
is not excluded, in particular in order to deal with unary relational symbols). We denote
by L the free monoid generated by these triples. We write e for the empty word,
which is the identity of L. For each integer r¿0 and for any triples T1; : : : ; Tr , the
length of T1 : : : Tr is r.
We write (R; i; j)−1 = (R; j; i) for each triple (R; i; j), and (T1 : : : Tr)−1 =T−1r : : : T
−1
1
for any triples T1; : : : ; Tr .
We say that a L-structure M is equational if, for R(u1; : : : ; un)∈L, for x1; : : : ; xn;
y1; : : : ; yn ∈M and for 16i; j6n, the properties R(x1; : : : ; xn), R(y1; : : : ; yn) and xi =yi
imply xj =yj.
For each equational L-structure M , for each triple (R; i; j) and for any x; y∈M , we
write x(R; i; j)=y if there exist some elements z1; : : : ; zn ∈M , with x= zi and y= zj,
such that M satis3es R(z1; : : : ; zn). For each integer r¿0, for any triples T1; : : : ; Tr and
for any x; y∈M , we write xT1 : : : Tr =y if there exist some elements z1; : : : ; zr+1 ∈M
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such that x= z1, y= zr+1 and ziTi = zi+1 for 16i6r. In particular, for each x∈M , we
let xe= x.
In an equational L-structure M , the following properties are proved by induction
on the length of the words:
(1) For each C ∈L and each x∈M (resp. y∈M), there exists at most one y∈M
(resp. x∈M) such that xC =y.
(2) For any C;D∈L and any x; y; z ∈M , if xC =y and yD= z, then x(CD)= z; if
xC =y, then yC−1 = x.
The elements of L act partially on M . We obtain an equivalence relation by
identifying the elements of L which act on the same elements of M and have the same
action on these elements. The quotient of L by this relation is an inverse semigroup:
for each C ∈L, the image of C−1 in the quotient is the inverse of the image of C.
The connected component of an element x∈M is {xC |C ∈L and xC exists}.
If L is 3nite, then any equational L-structure is uniformly locally 3nite.
Denitions and notations. For the remainder of this section, all the structures that we
consider are connected equational L-structures.
For any structures M;N , for each x∈M and for each y∈N , we write (M; x) ./ (N; y)
if, for each C ∈L, xC exists in M if and only if yC exists in N . We write
(M; x)n(N; y) if we have (M; x) ./ (N; y) and if yC =y implies xC = x for each
C ∈L.
We say that a homomorphism ’ :N →M is a covering if, for each R(u1; : : : ; un)∈
L, for any x1; : : : ; xn ∈M which satisfy R in M , for each i∈{1; : : : ; n}, and for each
y∈N such that y’= xi, there exist y1; : : : ; yn ∈N which satisfy R in N , with yi =y
and yj’= xj for 16j6n.
For any structures M;N , for each x∈M and for each y∈N , there exists at most
one homomorphism . :N →M such that y.= x. If M =N and x =y, then . has no
3xed point.
For any pairs (M; x)n(N; y), there exists a unique surjective homomorphism ’ :
N →M such that y’= x. It is de3ned by writing (yC)’= xC for each C ∈L such
that yC exists. For any C;D∈L, if yC =yD, then we have yCD−1 =y, which
implies xCD−1 = x and xC = xD.
Any covering ’ :N →M satis3es (M; y’)n(N; y) for each y∈N . Conversely, any
homomorphism ’ :N →M is a covering if we have (M; y’) ./ (N; y) for one element
y∈N .
In order to prove the last point, it su4ces to show that zC exists for each z ∈N and
each C ∈L such that (z’)C exists. We consider D∈L such that z=yD. We have
z’=(y’)D, and therefore (z’)C =(y’)DC. Consequently, zC =yDC also exists.
Denitions and notations. For the remainder of this section, we 3x a family (Ci)i∈I ⊂
L.
We say that a pair (N; y) satis6es the relations uCi = u if we have yCi =y for each
i∈ I . We say that (N; y) is free for the relations uCi = u if it satis3es these relations,
and if we have (M; x)n(N; y) for each pair (M; x) ./ (N; y) which satis3es them.
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Proposition 4.1. For each pair (M; x) which satis6es the relations uCi = u, there exists
a pair (N; y)o (M; x), unique up to isomorphism, which is free for these relations.
Proof. We consider the direct product P=×k∈K Nk and the element y=(yk)k∈K ∈P,
where (Nk; yk)k∈K is a family of representatives of the isomorphism classes of pairs
(Q; z) ./ (M; x) which satisfy the relations uCi = u. For R(u1; : : : ; un)∈L and
(w1; k)k∈K ; : : : ; (wn; k)k∈K ∈P, we say that P satis3es R((w1; k)k∈K ; : : : ; (wn; k)k∈K) if each
Nk satis3es R(w1; k ; : : : ; wn; k). We denote by N the connected component of y in P. As
each Nk is equational, the same property is true for P, and therefore true for N .
It follows from the de3nition of N that we have (Nk; yk)n(N; y) for each k ∈K ,
and therefore (Q; z)n(N; y) for each pair (Q; z) ./ (M; x) which satis3es the rela-
tions uCi = u. Consequently, we have (M; x)n(N; y), and (N; y) is free for the re-
lations uCi = u. For any other pair (N ′; y′) ./ (M; x) which is free for the relations
uCi = u, we simultaneously have (N; y)n(N ′; y′) and (N ′; y′)n(N; y), which implies
(N; y)∼=(N ′; y′).
Denitions. We say that a structure N satis6es the equations Ci =1 if we have yCi =y
for each i∈ I and each y∈N such that yCi exists. We say that N is free for the
equations Ci =1 if it satis3es these equations, and if we have (M; x)n(N; y) for
each structure M which satis3es them, for each x∈M and for each y∈N such that
(M; x) ./ (N; y).
Lemma 4.2. For each structure N and for each y∈N , we have:
(1) N satis6es the equations Ci =1 if and only if (N; y) satis6es the relations uDCi
D−1 = u for i∈ I and D∈L such that yDCi exists.
(2) N is free for the equations Ci =1 if and only if (N; y) is free for the relations
uDCiD−1 = u, for i∈ I and D∈L such that yDCi exists.
Proof. It follows from the de3nitions above that (1) is true and that, if N is free for
the equations Ci =1, then (N; y) is free for the relations uDCiD−1 = u, for i∈ I and
D∈L such that yDCi exists.
Now, we show that, if (N; y) is free for the relations uDCiD−1 = u, for i∈ I and
D∈L such that yDCi exists, then we have (M; x)n(N; z) for each structure M
which satis3es the equations Ci =1, for each x∈M and for each z ∈N such that
(M; x) ./ (N; z). We consider a word E ∈L such that y= zE, and we write w= xE. We
have (M;w) ./ (N; y). The pair (M;w) satis3es the relations uDCiD−1 = u for i∈ I and
D∈L such that wDCi exists, because M satis3es the equations Ci =1. Consequently,
we have (M;w)n(N; y), and therefore (M; x)n(N; z).
Theorem 4.3. For each structure M which satis6es the equations Ci =1, there exists
a pair (N; ), unique up to isomorphism, with N free for the equations Ci =1 and
 :N →M a covering.
Proof. We 3x an element x∈M . The pair (M; x) satis3es the relations uDCiD−1 = u
for i∈ I and D∈L such that xDCi exists. Proposition 4.1 implies that there exists a
pair (N; y) o (M; x) which is free for the same relations. By Lemma 4.2, N is free
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for the equations Ci =1. We denote by  the covering from N to M which satis3es
y= x.
Now, let us consider another pair (N ′; ′), with N ′ free for the equations Ci =1
and ′ :N ′→M a covering. Let y′ be an element of N ′ such that y′′= x. Then,
we have (N; y) ./ (M; x) ./ (N ′; y′). As N and N ′ are free for the equations Ci =1,
it follows (N; y)n(N ′; y′) and (N ′; y′)n(N; y). Consequently, there exists a unique
isomorphism . :N →N ′ such that y.=y′; moreover, we have = .′.
Denitions. We say that a structure N is regular if we have (N; y)∼=(N; z) for any
y; z ∈N such that (N; y) ./ (N; z). We say that N is strongly regular if yC =y implies
zC = z for each C ∈L and for any y; z ∈N such that yC and zC exist.
Remark. If N is free for the equations Ci =1, then N is regular since we have
(N; y)n(N; z) and (N; z)n(N; y) for any y; z ∈N such that (N; y) ./ (N; z).
Notations. For each structure N , we denote by Aut(N ) the group of automorphisms
of N . For each group G⊂Aut(N ) and for each x∈N , we write xG= {x. | .∈G}. We
consider N=G= {xG | x∈N}. For R(u1; : : : ; un)∈ L and y1; : : : ; yn ∈N=G, we say that
N=G satis3es R(y1; : : : ; yn) if there exist some representatives x1; : : : ; xn of y1; : : : ; yn in
N such that N satis3es R(x1; : : : ; xn).
Proposition 4.4. For each (equational) structure N and for each group G⊂
Aut(N ), the structure N=G is equational and the canonical surjection  :N →N=G
is a covering. Conversely, any covering  from a regular structure N to a structure
M induces an isomorphism from N=G to M , where G= {.∈Aut(N ) | .= }.
Proof. For the 3rst part, let us consider a relation R(u1; : : : ; un)∈L, some elements
y1; : : : ; yn ∈N=G such that N=G satis3es R(y1; : : : ; yn), an integer i∈{1; : : : ; n}, and
an element x∈N such that x=yi. There exist some elements x1; : : : ; xn ∈N such
that N satis3es R(x1; : : : ; xn) and xj=yj for 16j6n. As x= xi=yi, there is an
automorphism .∈G such that xi.= x. The structure N satis3es R(x1.; : : : ; xn.), and we
have (xj.)=yj for 16j6n. Also, for each n-tuple (y′1; : : : ; y
′
n) with y
′
i =yi which
satis3es R in N=G, we necessarily have (y′1; : : : ; y
′
n)= (y1; : : : ; yn) since, otherwise, R
would be satis3ed in N by a n-tuple (x′1; : : : ; x
′
n) =(x1.; : : : ; xn.) with x′i = xi.= x.
Concerning the converse, the map N=G→M induced by  is a homomorphism
because the canonical surjection N →N=G is a homomorphism. Moreover, for any
x; y∈N such that x=y, we have (N; x) ./ (N; y) since  is a covering. As N is
regular, there exists a unique automorphism . of N such that x.=y, and we have
.= .
Proposition 4.5. For each regular structure N and for each group G⊂Aut(N ), the
following properties are equivalent:
(1) G is normal in Aut(N );
(2) any automorphism of N induces an automorphism of N=G;
(3) N=G is regular.
Proof. We denote by  the canonical surjection from N to N=G.
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Proof of (1)=⇒ (2). Consider ∈Aut(N ) and x; y∈N . For each .∈G, if y= x.,
then y= x.=(x)(−1.), and −1. belongs to G. Similarly, if y=(x)., then
y= x.−1, and .−1 belongs to G. Consequently, y belongs to xG if and only if y
belongs to (x)G.
Proof of (2)=⇒ (1). For each ∈Aut(N ), denote by  the automorphism of N=G
which is induced by . The map →  is a homomorphism from Aut(N ) to Aut(N=G),
whose kernel is G. This follows since, for each ∈Aut(N ) such that = Id, and for
each x∈N , we have x∈ xG, and  coincides with the automorphism .∈G such that
x.= x.
Proof of (2)=⇒ (3). Consider y; z ∈N=G such that (N=G; y) ./ (N=G; z). For any
w; x∈N such that w=y and x= z, we have (N; w) ./ (N; x), and therefore (N; w)∼=
(N; x). The automorphism . of N such that w.= x induces an automorphism  of N=G
such that y= z.
Proof of (3)=⇒ (2). Consider .∈Aut(N ) and w; x∈N such that w.= x. Write
y=w and z= x. Then, we have (N; w) ./ (N; x), and therefore (N=G; y) ./ (N=G; z),
which implies (N=G; y)∼=(N=G; z) since N=G is regular. The automorphism  of N=G
such that y= z satis3es w=y= z= x=w., and therefore = . since any
homomorphism is completely determined by the image of one element.
Example 1. We consider the language L=(Ri)i∈I , where each Ri is a binary relational
symbol, and the group FL which is freely generated by the elements Ri. We denote
by C the class of connected L-structures M such that, for each i∈ I and each x∈M
(resp. y∈M), there exists one and only one y∈M (resp. x∈M) such that Ri(x; y).
For each M ∈C, we de3ne an action of FL on M by writing xRi =y for each i∈ I
and for any x; y∈M such that M satis3es Ri(x; y). We have (M; x) ./ (M; y) for each
M ∈C and for any x; y∈M .
The Cayley graph of a group G relative to a generating family (xi)i∈I is the L-
structure M ∈C de3ned on G as follows: for i∈ I and y; z ∈G, we write Ri(y; z) if
and only if z=yxi. The automorphisms of M are the maps y→ gy for g∈G. The
structure M is strongly regular and minimal for the relation b of Section 3 since we
have (M; y)∼=(M; z) for any y; z ∈M .
Up to isomorphism, the Cayley graph %L of FL is the only structure in C which
is free for the empty set of equations. For each M ∈C and each x∈M , we have
(M; x)∼=(%L=S; 1), where S = {P ∈FL | xP= x}.
If S is normal in FL, then S does not depend on the choice of x, and %L=S is
isomorphic to the Cayley graph of FL=S. If A⊂ S generates S as a normal subgroup
of FL, then %L=S is, up to isomorphism, the unique element of C which is free for
the equations t=1, where t ∈A.
If S is not normal in FL, then %L=S is not regular. An example of that situation
for L= {R1; R2} is obtained by considering the subgroup S generated by the elements
Rn1R
−n
2 for n∈N. In that example, the automorphism of %L de3ned by P→R1P induces
a surjective endomorphism ( of %L=S since we have R1Q=(Rn+11 R
−(n+1)
2 )(R1R
−1
2 )
−1
(R1P) for each n∈N and for any P;Q∈FL such that Q=Rn1R−n2 P. The endomorphism
( is not an automorphism since Q=R−12 does not belong to SP for P=R
−1
1 , while
R1Q=R1R−12 belongs to S(R1P)= S.
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Example 2. Similar to the case of Cayley graphs, the relational structures associated
to tilings of Rn are equational and strongly regular. In Section 5, we are going to see
that they are free for some 3nite systems of equations. On the other hand, we do not
necessarily have (T; S) ./ (T; S ′) for any tiles S; S ′ of a tiling T.
It follows from Proposition 2.4 that the group of automorphisms of the structure M
associated to a tiling T is torsion-free abelian of 3nite rank. The images of M by
coverings are also strongly regular; each of them is obtained by taking the quotient
of T by a group of translations of Rn which leave it invariant; it can be identi3ed
with a tiling of the quotient of Rn by this group. For instance, the quotient of R2 by
a non-trivial 3nitely generated group of translations is homeomorphic to a cylinder or
a torus.
Also, if ( is an automorphism of the structure M associated to a tiling, then
Propositions 2.4 and 2.5 imply that there exists an integer r such that x(∈B(x; r) for
each x∈M . This property is not true for the Cayley graph of a free group.
5. Representation of an equational structure by a tiling
The main theorem of the present section gives local conditions which are necessary
and su4cient for a connected structure M to be a homomorphic image of a tiling.
From this result, we derive various model-theoretic properties of tilings.
Denitions and notations. We consider the system , the real numbers ;  and the
language L de3ned in Sections 1 and 2. Unless otherwise speci3ed, we use the words
tile, patch, tiling, structure, homomorphism, instead of -tile, -patch, -tiling, L-
structure, homomorphism of L-structures.
We de3ne L as in Section 4. For 16i6k, we write Ri and R−1i instead of (Ri; 1; 2)
and (Ri; 2; 1). For each word w=R
>1
i1 : : : R
>s
is ∈L with s¿0, i1; : : : ; is ∈{1; : : : ; k} and
>1; : : : ; >s ∈{−1; 1}, for each equational structure M , and for any a; b∈M , we write
aw= b if there exist b0; : : : ; bs ∈M such that b0 = a, bs = b and Rij (bj−1; bj) (resp.
Rij (bj; bj−1)) for each j∈{1; : : : ; s} such that >j =1 (resp. >j =−1). Similarly, for two
tiles P;Q⊂Rn (which are not supposed to belong to a patch or a tiling), we write
Pw=Q if there exist some tiles Q0; : : : ; Qs⊂Rn, with Q0 =P and Qs =Q, such that, for
16j6s, the con3guration (Sij ; Tij) is equivalent to (Qj−1; Qj) if >j =1, and equivalent
to (Qj; Qj−1) if >j =−1. With this de3nition, two tiles P;Q such that Pw=Q, P =Q
and P ∩Q = ∅ do not necessarily form a con3guration; for instance, it may happen that
P ∩Q has a non-empty interior.
These notations are convenient to write the proof of the following:
Proposition 5.1. For each translation  of Rn, there exists a ∀∃ sentence which char-
acterizes the tilings which are invariant through . If a tiling T is invariant through
, then any tiling SbT is also invariant through .
Proof. Consider  such that d(x; x)=  for each x∈Rn. Let r be the integral part
of 2n−1(2 + =)n=. It follows from Proposition 2.5 that, for each tiling T and for
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any S; T ∈T such that S=T , there exists a word w∈L of length ¡r such that
Sw=T .
Now, consider the set {w1; : : : ; ws} of all words w∈L of length ¡r for which there
exist two tiles S; T ⊂Rn such that Sw=T and S=T . Then, any tiling T is invariant
through  if and only if it satis3es the ∀∃ sentence (∀u)(∃v)(uw1 = v∨· · ·∨uws = v). For
each equational structure M which satis3es this sentence, for each equational structure
N , and for each element b∈N which does not satisfy (∃v)(bw1 = v ∨ · · · ∨ bws = v),
no copy of the ball B(b; r − 1) can exist in M , which contradicts NbM .
Remark. It follows from Proposition 5.1 that there exists a set of ∃∀ sentences which
characterizes the tilings which are not invariant through a non-trivial translation.
Denitions and notations. We consider the following properties of an equational struc-
ture M :
(P) For each a∈M , there exists a tile Ta⊂Rn such that:
(a) for each word w∈L of length 1, if aw exists in M , then Taw exists
in Rn;
(b) Ta is contained in the interior of the union of the tiles Taw for w word of
length 61 such that aw exists.
(Pr) (for r¿1): For each word v∈L of length 6r, for any a; b∈M such that
av= b, and for any tiles S; T such that Sv=T , if S ∩T = ∅, then there exists a
word w∈L of length 61 such that Sw=T and aw= b.
If M satis3es (P) and (P2), then, for each a∈M , Ea = {Taw |w word of length 61
and aw exists} is a patch, and we obtain a surjective homomorphism ’a :Ea→B(a; 1)⊂
M by writing Taw’a = aw for each word w of length61 such that aw exists. Moreover,
Ta, Ea and ’a are determined by a up to translation.
Theorem 5.2. For each L-structure M , the following properties are equivalent:
(1) M is equational and satis6es (P) and (Pr(n; ; )), where r(n; ; ) is the whole part
of 2n+1n=;
(2) each connected component of M is isomorphic to the quotient of a -tiling by a
(possibly trivial) group of translations which leave it invariant.
Remark. Property (1) can be expressed by a ∀∃ sentence. In (2), the tiling, the group
of translations and the isomorphism are determined by M up to translation.
Proof of Theorem 5.2. We can suppose that M is connected. It follows from the
de3nitions of (P) and (Pr(n; ; )) that (2) implies (1). In order to prove that (1) implies
(2), we 3x a point x∈Rn, and we consider the set % which consists of the pairs (E; ’)
such that:
(a) E is a bounded patch with at least two tiles, x is in the union of the tiles of E,
and ’ is a homomorphism from E to M ;
(b) for each tile T ∈E, we have T ∩ (x; E) = ∅, where E= sup{∈R+ | (x; ) is
contained in the union of the tiles of E}.
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For any pairs (E; ’); (F;  )∈%, we write (E; ’)6(F;  ) if we have E⊂F and if ’
is the restriction of  to E.
For each Rj ∈L, for any a; b∈M such that aRj = b, and for any tiles S; T such that
SRj =T and x∈ S ∩T , the set % contains the pair (E; ’) with E= {S; T}, S’= a and
T’= b. Consequently, % is non-empty.
Now, assume that there exists a strictly increasing sequence (Ei ; ’i)i∈N in %. For
each i∈N, Ei contains at most 2n(Ei +)n= tiles since it is contained in (x; Ei +).
It follows that Ei tends to in3nity with the number of tiles in Ei. Consequently,
T=
⋃
i∈N Ei is a tiling. The inductive limit ’ of the maps ’i is a homomorphism
from T to M .
For each a∈M and for each T ∈T such that T’= a, the set ET = {S ∈T | S ∩
T = ∅} is contained in E′T = {Tw |w word of length 61 and aw exists in M}. Each
tile of E′T contains a point of T and E
′
T is a patch since M satis3es (P) and (P2).
Moreover, T is contained in the interior of the union of the tiles of T, and there-
fore contained in the interior of the union of the tiles of ET . It follows that
ET =E′T .
Consequently, ’ is a covering, and Proposition 4.4 implies that M is isomorphic to
the quotient of the structure associated to T by a group of automorphisms. According
to Proposition 2.4, these automorphisms are coming from translations which leave T
invariant.
Now, it su4ces to prove that % has no maximal element. For each (E; ’)∈%, there
exists a point y∈Rn with d(x; y)= E which belongs to the boundary of the union of
the tiles of E, since {y∈Rn |d(x; y)= E} is compact. We consider a tile S ∈E which
contains y. We write b= S’.
As M satis3es (P) and (P2), we can consider Tb, Eb and ’b, according to the
de3nition before Theorem 5.2. Up to translation, {Sw |w word of length 61 and Sw
exists in E} is contained in Eb. So, we can suppose S =Tb for the remainder of the
proof.
We are going to prove that we obtain a pair (F;  )∈% with (E; ’)¡(F;  ) by
writing F=E∪{T ∈Eb |y∈T}, T =T’ for each T ∈E, and T =T’b for each
T ∈Eb such that y∈T . The set F strictly contains E since y belongs to the in-
terior of the union of the tiles T ∈Eb such that y∈T . Moreover, F satis3es con-
dition (b) of the de3nition of % because we have T ∩ (x; E) = ∅ for each
T ∈F.
Now, it su4ces to show that, for each T ∈E and for each T ′ ∈Eb such that y∈T ′
and T ∩T ′ = ∅, there exists a word w of length 61 such that Tw=T ′ and T’w=T ′’b.
We consider an element z ∈T ∩ (x; E). We have d(y; z)62 since y∈T ′, z ∈T and
T ∩T ′ = ∅. The segment [y; z] is contained in (x; E), and therefore contained in the
union of the tiles of E. As y belongs to S, it follows from Proposition 2.5 that there
exists a word v of length 6(2n+1n=)− 1 such that Sv is de3ned in E with Sv=T ,
and therefore bv=T’.
Moreover, there exists a word v′ of length 1 such that Sv′=T ′, and therefore
bv′=T ′’b. The word u= v−1v′ has length 62n+1n=. We have Tu=T ′ and T’u=
T ′’b. As M satis3es (Pr(n; ; )), there exists a word w of length 61 such that Tw=T ′
and T’w=T ′’b.
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Corollary 5.3. Any structure M associated to a tiling is free for the 6nite system
A which consists of the equations w=1 satis6ed by M , with w word of length
6r(n; ; ) + 1.
Proof. Theorem 4.3 implies that there exist a connected equational structure N which is
free for A and a covering ( :N →M . We are going to prove that ( is an
isomorphism.
The structure N satis3es (P) since we have z ./ z( for each z ∈N . Now, we show that
N satis3es (Pr(n; ; )). Let us consider a word v of length 6r(n; ; ), two elements
a; b∈N such that av= b, and two tiles S; T such that Sv=T and S ∩T = ∅. Then,
the pair (a(; b() is equivalent to (S; T ) up to translation since we have a(v= b(.
Consequently, we have a(∩ b( = ∅, and there exists a word w of length 61 such that
a(w= b(, and therefore Sw=T . As we have a(vw−1 = a(, the equation vw−1 = 1 is
satis3ed by M . It is also satis3ed by N , since N satis3es A and vw−1 has length
6r(n; ; ) + 1. So, we have avw−1 = a and aw= av= b.
As N satis3es (P) and (Pr(n; ; )), Theorem 5.2 implies that there exist a structure P
associated to a tiling and a covering ’ :P→N . The map ’( is a covering from P to
M , and therefore an isomorphism since any covering between structures associated to
tilings is associated to a translation. Consequently, ( is also an isomorphism.
Denition. For each bounded patch E, we consider the rule which is satis3ed by a
tiling T if and only if T contains no subpatch which is isomorphic to E.
Remark. This rule can be expressed by a universal sentence. If it is satis3ed by a
tiling T, then it is satis3ed by any tiling SbT.
Corollary 5.4. Let  be the set of all tilings which satisfy some given (possibly
empty) set of rules. Let B be a ∀∃ sentence expressing that a structure is equational
and satis6es (P) and (Pr(n; ; )). Then, there exists a set % of universal sentences such
that any structure is a model of %∪{B} if and only if its connected components are
isomorphic to tilings in . If  is de6ned by a 6nite set of rules, and if no tiling in
 is invariant through a non-trivial translation, then one universal sentence su?ces.
Proof. For each integer s¿1, let us consider the 3nite set Es which consists of the
isomorphism classes of structures of radius 6s which appear as sub-structures in some
structures which satisfy B, but not in the tilings belonging to . There exists a universal
sentence Bs which says that the structure does not contain any substructure belonging
to Es. Any tiling belonging to  satis3es Bs.
Now, let us consider a structure M which satis3es B and Bs for some integer s¿1.
By Theorem 5.2, any connected component N of M is isomorphic to the quotient of
a tiling T by a group G of translations which leave it invariant. Let us denote by ’
the corresponding homomorphism from T to N .
For each .∈G − {Id}, there is no tile T ∈T such that T.∈B(T; 2s). Otherwise,
there would exist a tile S and two words v; w of length 6s such that Sv.= Sw. Now,
this equality implies Sv = Sw and S’v= S’w, and therefore B(S’; s)∈Es.
124 F. Oger / Theoretical Computer Science 319 (2004) 103–126
Suppose that T contains a subpatch E of radius 6(s)=(2n−1n−1) − 2 which
is excluded by the rules of . Consider a point x∈Rn such that (x; ) contains E,
and write F= {T ∈T |T ∩ (x; ) = ∅}. Then, (x; ) is contained in the union of the
tiles of F, and each tile of F contains a point of (x; ). By Proposition 2.5, F has
radius 6s as a L-structure, and therefore belongs to Es since it contains E. On the
other hand, as the restriction of ’ to F is injective, we have F∼=F’⊂N , whence
a contradiction.
Consequently, if a structure satis3es B and Bs for each integer s¿1, then its connected
components are isomorphic to tilings in . For each integer s¿1, if the patches which
are excluded by the rules of  have radius 6(s)=(2n−1n−1)− 2, and if no tiling in
 is invariant through a non-trivial translation, then B ∧ Bs su4ces.
Corollary 5.5. (1) The theory T of a tiling T can be aximatized by ∀∃ sentences.
One ∀∃ sentence su?ces if T is not invariant through a non-trivial translation, if T
is minimal for b, and if the equivalence class of T for b is de6ned by a 6nite set
of rules.
(2) Any connected component of a model of T is isomorphic to a tiling SbT. If
T is minimal for b, then any structure is a model of T if and only if its connected
components are locally isomorphic to T.
Proof. Consider the set  of all tilings which satisfy the rules satis3ed by T, and
de3ne B and Bs for s¿1 as above. Then, it follows from Corollary 5.4 and its proof
that, for each structure M , the following properties are equivalent:
(a) M satis3es the ∀∃ sentence B and the universal sentences Bs for s¿1;
(b) the connected components of M are isomorphic to tilings in .
Corollary 2.7 implies that any structure M which satis3es (a) and (b) is a model of
T if and only if it satis3es some ∀∃ sentences which say that |{y∈M | (B(y; r); y)∼=
(B(x; r); x)}|= |{y∈T | (B(y; r); y)∼=(B(x; r); x)}| for each pair (B(x; r); x) which ap-
pears in T. If T is minimal for b, then these sentences are satis3ed by any structure
M which satis3es (a) and (b). In that case, the sentences B and Bs for s¿1 are enough.
If T is not invariant through a non-trivial translation, if T is minimal for b, and if the
equivalence class of T for b is de3ned by a 3nite set of rules, then the conjunction
of the sentence B and one sentence Bs su4ces.
Remark (Penrose tilings and Robinson tilings). The two classes of Penrose tilings and
the class of Robinson tilings are completely determined by their sets of prototiles
and con3gurations. If  is one of these classes, then any -tiling is minimal for b,
and no -tiling is invariant through a non-trivial translation. Consequently, any con-
nected component of a L-structure which satis3es the sentence B of Corollary 5.4 is a
-tiling.
In the case of Penrose tilings constructed from rhombs, the thin rhomb is the prototile
which has both the largest diameter and the smallest surface, and we can see easily
that 2= is smaller than 7. Consequently, any connected equational structure which
satis3es (P) and (P56) is necessarily a Penrose tiling.
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Remark (Cayley graphs of simple groups). In Example 1 of Section 4, there is a set
A of ∀∃ sentences such that any L-structure M is a model of A if and only if its
connected components are all isomorphic to the Cayley graph of the same quotient of
FL. These sentences say that each Ri de3nes a bijection on M , and that M is regular.
Each model of A is characterized among the others, up to elementary equivalence, by
universal sentences saying which equations are satis3ed or not.
R.J. Thompson, and others after him (see [8, p. 578]), gave examples of in3nite
3nitely presented simple groups. If G= 〈x1; : : : ; xm | t1 = 1; : : : ; tn =1〉 is such a group,
and if t is a term which does not belong to the normal subgroup of the free group
F(x1; : : : ; xm) generated by t1; : : : ; tn, then the Cayley graph of G relative to the elements
xi can be distinguished from the other Cayley graphs of groups de3ned on the same
generators, by a universal sentence which says that the structure satis3es the equations
t1 = 1; : : : ; tn =1, and does not satisfy the equation t=1.
Model-completeness and prime models. The theory T of a tiling T is model-complete:
If M ⊂N are models of T , then Corollary 5.4 implies that M is a union of connected
components of N . It follows that, for each 3nite subset X ⊂M , the expanded struc-
tures (M;X ) and (N; X ) are locally isomorphic like M and N , and therefore elemen-
tarily equivalent according to Theorem 2.3 (here, it is convenient to interpret the new
constants as unary relations satis3ed by only one element). Consequently, M is an
elementary submodel of N .
It follows from Corollary 3.7 that T has a prime model if and only if the group of
translations which leave T invariant has rank n.
Superstability. Let L be a 3nite relational language, let M be a uniformly locally
3nite L-structure, and let T be the theory of M . Then, each model of T is uniformly
locally 3nite, and therefore a union of countable connected components. For each
cardinal 1, for each model N of T , and for each X ⊂N such that |X |61, there exist
at most 1 connected components of N which contain elements of X , and each of these
components produces at most ! distinct 1-types over X since it is countable. Also, if
the connected component C of an element z ∈N contains no element of X , then the
type of z over X is completely determined by the isomorphism type of the pair (C; z);
consequently, there exist at most 2! distinct 1-types of that kind over X . It follows
that T is 1-stable for each cardinal 1¿2!, and therefore superstable.
In particular, if a tiling T is minimal for b, if the equivalence class of T for
b is de3ned by a 3nite set of rules, and if T is not invariant through a non-trivial
translation, then the theory of T is axiomatizable by a ∀∃ sentence, and 1-stable
for 1¿2!. This is true, in particular, for Robinson tilings and Penrose tilings. Pre-
viously, J.A. Makowsky also used Robinson tilings (see [9]) in order to construct a
superstable theory axiomatized by one sentence. In the case of Robinson tilings, the
theory that we consider is de3nitionally equivalent to the theory which is considered
in [9].
On the other hand, if a tiling T of Rn is minimal for b, and if the group of
translations which leave T invariant has rank smaller than n, then Corollaries 3.7
and 5.5 imply that there exists a model of the theory of T which has 2! pairwise
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non-isomorphic connected components. Any such model realizes 2! distinct 1-types
over the empty set. In particular, the theory of T is not 1-stable for 1¡2!.
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