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Abstract
In this article we study properties of Ramanujan’s mock theta func-
tions that can be expressed by Lerch sums. We mainly show that
each Lerch sum is actually the integral of a Jacobian theta func-
tion, (here we show that for ϑ3(t, q) and ϑ4(t, q)) multiplied by the
sec−function (secant). We also prove some modular relations and
evaluate the Fourier coefficients of a class of Lerch sums.
Keywords: Lerch sums; Mock theta functions; q−series; Special functions;
Modularity; Generalizations; Integrals; Representations;
1 Introduction (Lerch sums and Ramanujan’s
mock theta functions)
We first introduce the q−Pochhammer symbol
(a; q)n :=
n∏
j=1
(
1− aqj−1) , n = 1, 2, . . . , (1)
where (a; q)0 := 1 and start with some remarks regarding the mock theta func-
tion
f(q) =
∞∑
n=0
qn
2
(−q; q)2n
. (2)
In parallel we will expose the main idea of Zwegers work [6].
The function f(q) is an order 3 mock theta function. If we define the Ra-
manujan η−eta function by
η(q) :=
∞∏
n=1
(1− qn) , |q| < 1, (3)
then we have a first known result due to Watson.
Theorem 1.
f(q) =
2
η(q)
∞∑
n=−∞
(−1)nq3n2/2+n/2
1 + qn
, |q| < 1. (4)
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For a list of more mock theta functions regarding those given by Ramanujan
see:
https://en.wikipedia.org/wiki/Mock modular form
An infinite class of mock theta functions can expressed in the form of Lerch
sums. Actually, Zwegers in his doctoral thesis [6] constructed a systematic way
to recover them and produce new mock theta functions from Lerch sums.
According to Zwegers, if we multiply f(q) with a rational power of q, here
−1/24 to get h(z) = q−1/24f(q), q = e(z) := e2piiz and then add the non
holomorphic function (unary theta series):
R(z) =
∑
n ∈ Z
n ≡ 1(6)
sign(n)β
(
n2y/6
)
q−n
2/24, y = Im(z), (5)
where
β(x) =
∫ ∞
x
t−1/2e−pitdt, x ≥ 0, (6)
then, the result h(z) + R(z) becomes a modular form of weight 1/2 in the
modular group Γ(2).
More precisely and generally Zwegers showed, that for all Lerch sums (nor-
malized Lerch sums):
µ(u, v; τ) =
a1/2
θ(v; τ)
∞∑
n=−∞
(−b)nqn(n+1)/2
1− aqn , (7)
where q = e(τ), a = e(u), b = e(v), Im(τ) > 0 and
θ(v; τ) =
∑
ν ∈ Z + 1
2
(−1)ν−1/2qν2/2bν , (8)
there exists a non holomorphic function
R(z; τ) =
∑
ν ∈ Z + 1
2
(−1)ν−1/2
[
sign(ν)− E
((
ν +
Im(z)
y
)√
2y
)]
e(−νz)q−ν2/2,
(9)
where y = Im(τ) and
E(z) = erf(
√
πz) = 2
∫ z
0
e−piu
2
du, (10)
such that the function
M(u, v; τ) = µ(u, v; τ) − 1
2
R(u− v; τ), (11)
2
becomes meromorphic Jacobi form and the normalized Lerch sum (7) is a mock
theta function. In our case (function (2)), Ramanujan’s f(q) function is a mock
theta function.
Actualy all mock theta functions of Ramanujan are the holomorphic part
of a weight 1/2 harmonic weak Maass forms. This fact have led to interesting
connections of mock theta functions with number theory (see [10],[11]). Also
Ramanujan’s partial theta functions (mock theta functions) have relation with
the construction of higher dimensional multisums, (see [7] and [12]). For appli-
cations of mock theta functions in modern physics and quantum black holes a
representative paper is that of A. Dadholkar, S. Murthy and D. Zagier [13].
Also recently, Hickerson and Mortenson have expressed all mock theta func-
tions in terms of Appell-Lerch sums (see [8],[9]).
In this paper we examine of how we can treat with general Lerch sums like
(q = e(z), Im(z) > 0):
∞∑
n=−∞
qan
2+bn
cosh(2πw(An +B))
.
This sum looks like a theta function only in numerator. However as we will
show its relation with a classical Jacobian theta function ϑ3(z, q) is (when
a,A, Im(z) > 0, Im(w) 6= 0):
∞∑
n=−∞
qan
2+bn
cosh(2πiw(An+B))
=
=
e−2iBbpiz/A
2Aπiw
∫ +∞
−∞
ϑ3 (γ, e(az)) e
−2iBγ/A sec
(
γ + bπz
2Aw
)
dγ.
This integral expansion of the Lerch sums have very intersting interpretations
theoretical and practical. It enable us to evaluate the Lerch sums in terms
of Jacobi theta functions. The Jacobi theta functions have known properties,
hence we can extract results for Ramanujan’s mock theta functions using the
transformation properties of Jacobi theta functions. Also the nature of the
sums give us litle information about the function to which they converge. Now
if we wish to have a ”nice” transformation which overclose all of them (Lerch
sums and theta functions) we can set a Fourier exponential inside the integral
and generalize the Lerch sums. The applications for the Lerch sums can easily
obtained if we set the exponetntial to be 1. Proceeding in this way we find indeed
interesting transformation formulas for the Lerch sums from that of Jacobi theta
functions. In the rest of the paper we give evaluations for the Fourier coefficients
of the mock theta functions using divisor sums and give examples. Lastly, we
give some miscellaneous results for the representations of the f(q) function and
a theorem for the transformation of theta functions, presented and proved in a
previous work, but not having much generality.
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2 Some remarks about f(q)
We now return to (2) to examine its convergence regions and some enalactic
expresions.
The next theorem concerns about the range of convergence of f(q) when
q ∈ C and as we will see f(q) (given by (2)) converges in the whole complex
plane with exception the unit circle |q| = 1 For to prove these we first need a
lemma.
Lemma 1.
i) If |q1| > 1 and a 6= q−n−k+11 , n, k ∈ N, then it holds
(a; q1)n =
(
1
a ;
1
q1
)
∞(
1
aqn
1
; 1q1
)
∞
1
(−1/a)nq−n(n−1)/21
. (12)
ii) If |q| < 1 and a 6= q−n−k+1, n, k ∈ N, then it holds
(a; q)n =
(a; q)∞
(aqn; q)∞
. (13)
Proof.
We first prove (13) and then (12). Under the restrictions for a in (13), we have
(a; q)∞
(aqn; q)∞
=
∏∞
k=1
(
1− aqk−1)∏∞
k=1 (1− aqn+k−1)
=
n∏
k=1
(
1− aqk−1) = (a; q)n.
For (12) we write q1 = 1/q, |q| < 1 and using (13) we have(
1
a ;
1
q1
)
∞(
1
aqn
1
; 1q1
)
∞
=
(
1
a
,
1
q1
)
n
=
n∏
k=1
(
1− 1
a
1
qk−11
)
=
n∏
k=1
1
aqk−11
(
aqk−11 − 1
)
=
= (a; q1)n
(−1/a)n
q
n(n−1)/2
1
.
qed
Theorem 2.
The function f(q) is well defined for all q ∈ C−D, where D = {z ∈ C : |z| = 1}.
Moreover if |q| < 1, then
f(q) =
∞∑
n=0
qn
2
(−q; q)2n
, (14)
f(1/q) =
∞∑
n=0
qn
(−q; q)2n
(15)
4
and
f(q) = χ(q)−2
∞∑
n=0
(−qn+1; q)2
∞
qn
2
, (16)
f(1/q) = χ(q)−2
∞∑
n=0
(−qn+1; q)2
∞
qn (17)
and
f(q) = χ(q)−2
∞∑
n=0
qn
2
exp
−2 ∞∑
s=1
qs
s
∑
d|s,d≥n+1
(−1)s/dd

and
f(q)χ(q)2 =
∞∑
n=0
qn
2
exp
−2
∞∑
s=1
qs
∑
0 < d|s
d ≤ s/(n + 1)
(−1)d
d
 . (18)
Also
f(1/q)χ(q)2 =
∞∑
n=0
qn exp
−2
∞∑
s=1
qs
∑
0 < d|s
d ≤ s/(n + 1)
(−1)d
d
 , (19)
where χ(q) = (−q, q)∞.
Proof.
Set q1 = 1/q. Then for to prove (15) we use
(−q1; q1)n =
n∏
j=1
(
1 + qj1
)
=
n∏
j=1
qj1
(
1 + q−j1
)
= q
n(n+1)/2
1 (−q; q)n . (20)
For proving (17) we use (12) of Lemma 1. We have
(−q1; q1)n = (−q; q)∞
(−qn+1; q)∞ q
−n(n+1)/2. (21)
For to prove (16) we use (20) and (21) in (14). For to prove (18) and (19) we
write (for (19))
f(q1) =
∞∑
n=0
(−qn+1; q)2
∞
(−q; q)2∞
qn = χ(q)−2
∞∑
n=0
qn
∞∏
m=1
(1 + qnqm)2 =
= χ(q)−2
∞∑
n=0
qn exp
[
2 log
(
∞∏
m=1
(1 + qnqm)
)]
=
= χ(q)−2
∞∑
n=0
qn exp
[
2
∞∑
m=1
log(1 + qnqm)
]
=
5
= χ(q)−2
∞∑
n=0
qn exp
[
−2
∞∑
m=1
∞∑
l=1
qnlqml
(−1)l
l
]
=
= χ(q)−2
∞∑
n=0
qn exp
−2 ∞∑
m,l=1
q(n+m)l
(−1)l
l
 =
= χ(q)−2
∞∑
n=0
qn exp
−2 ∞∑
s=1
qs
∑
d|s,d≥n+1
(−1)s/d
s/d
 .
Hence finally
f(1/q) = χ(q)−2
∞∑
n=0
qn exp
−2 ∞∑
s=1
qs
s
∑
d|s,d≥n+1
(−1)s/dd
 .
In the same way we get (18). qed
3 Representations and Fourier coefficients of some
general class of Lerch sums
Theorem 3 below will help us link Lerch sums with the classical Jacobi theta
functions. As we will see it turns out that some Lerch sums are just the image
of an integral transform of a Jacobian theta function.
Theorem 3.
Let q be complex number such |q| < 1 and g be function with Fourier series
expansion
g(φ, q) =
∞∑
n=1
an(q) cos(2nφ), (22)
then ∫ pi
0
g(φ, q) log
(
ϑ4(φ, q)
ϑ4(0, q)
)
dφ = −π
∞∑
n=1
an(q)q
n
n(1− q2n) , (23)
where
ϑ4(z, q) =
∞∑
n=−∞
(−1)nqn2e2inz (24)
Proof.
See [2].
Proposition 1.
If z, q ∈ C, with |q| < 1 we define
ψ(z, q) :=
∞∑
n=−∞
(−1)nq3n2/2+n/2 sin(2zn). (25)
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Then
1 +
2
π
∫ pi
0
∂tψ(t, q) log
(
ϑ4(t, q)
ϑ4(0, q)
)
dt = η(q)f(q) =
= 2
∞∑
n=−∞
(−1)nq3n2/2+n/2
1 + qn
(26)
Proof.
Proposition 1 is direct application of Theorem 3.
Continuing inspired from Proposition 1 we give the next generalized theorem:
Theorem 4.
If |q| < 1 and a > 0 and if
ψ1(t, q) =
∞∑
n=1
(−1)nnqan2+bn cos(2nt), (27)
then ∫ pi
0
ψ1(t, q) log
(
ϑ4(t, q)
ϑ4(0, q)
)
dt = −π
∞∑
n=1
(−1)nqan2+(b+1)n
1− q2n (28)
Also if
ψ2(t, q) = −
∞∑
n=1
(−1)nnqan2−bn cos(2nt), (29)
then ∫ pi
0
ψ2(t, q) log
(
ϑ4(t, q)
ϑ4(0, q)
)
dt = π
∞∑
n=1
(−1)nqan2+(−b+1)n
1− q2n (30)
Hence if
ψ(t, q) = ψ1(t, q) + ψ2(t, q) =
∞∑
n=−∞
(−1)nqan2+bnn cos(2nt), (31)
we get
I =
∫ pi
0
ψ(t, q) log
(
ϑ4(t, q)
ϑ4(0, q)
)
dt = π
∑
n∈Z−{0}
(−1)nqan2+bn
q−n − qn (32)
and if q = e(z), Im(z) > 0, then
I
π
=
1
2
∑
n∈Z−{0}
(−1)n exp (2πi(an2 + bn)z)
sinh(2πinz)
. (33)
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The next theorem is representation (reformulation) and evaluation of certain
cases of Lerch sums using theta functions.
Theorem 5.
For a, b, c ∈ R, a > 0, c 6= 0, q = e(z), Im(z) > 0, we define the function
fs(a, b; c; z) :=
∑
n∈Z−{0}
(−1)ne ((an2 + bn)z)
sinh(2πinzc)
. (34)
Then:
1) If a positive real, b ∈ N, c = 1, the function fs(a, b; c; z) is a finite sum of
ordinary theta functions i.e
fs(a, b; c; z) =
′∑
j
(
2
∞∑
n=1
(−1)ne(an2z) cos(bjπnz)
)
, (35)
where the bj are given from relations (38),(39) below.
2) When a, b, c are real and a > 0, c 6= 0, then
fs(a, b; c; z) =
∞∑
l=0
∞∑
n=1
(−1)nqan2+c(2l+1)n−bn −
∞∑
l=0
∞∑
n=1
(−1)nqan2+c(2l+1)n+bn =
=
∑
l,n∈Z
(−1)nǫ(n, l)qan2+(c−b)n+2cln +
∞∑
n=1
(−1)nqan2+(c−b)n, (36)
where
ǫ(n, l) := sign(n)sign(l)
sign(n) + sign(l)
2
. (37)
Proof.
1) If b ∈ N then the next expansion holds
1
2
∑
n∈Z−{0}
(−1)ne ((an2 + bn)z)
sinh(2πinz)
=
∞∑
n=1
(−1)ne(an2z)Ub−1(cos(2πnz)), (38)
where Un(x) is the n−th degree Chebyshev polynomial. Hence
Ub−1(cos(2πnz)) =
 1 + 2
∑[ b−1
2
]
j=1 cos(4jπnz), when b− odd
2
∑[ b−1
2
]
j=0 cos((4j + 2)πnz), when b− even.
 (39)
and the first result follows.
2) The first equality of (36) is obtained easily from
e(bnz)− e(−bnz)
2 sinh(2πinzc)
= −(e(bnz)− e(−bnz))
∞∑
l=0
e(cn(2l+ 1)z). (40)
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The second equality of (36) is obtained using the symbols ǫ(n, l). qed
Theorem 6.
If a, b, c ∈ Z and a > 0, c 6= 0 and q = e(z), Im(z) > 0, then the function
fs(a, b; c; z) =
∑
n∈Z−{0}
(−1)ne ((an2 + bn)z)
sinh(2πincz)
, (41)
have the following property:
If n is positive integer we define
C1(a, b, c;n) := 2
∑
abs(d)|n
d 6= 0
(−1)dXZ
(
b+ ad− n/d
c
)
ǫ
(
d,−b+ ad− n/d
c
)
,
(42)
where XZ(.) is the characteristic on integers. Then if we set
Cs(a, b; c;n) = C1(a, c− b; 2c;n),
we have
fs (a, b; c; z) =
∞∑
n=1
Cs(a, b; c;n)q
n + 2
∞∑
n=1
(−1)nqan2+(c−b)n, |q| < 1. (43)
Proof.
Assume the form
Q = n (an+ b+ cm) . (44)
Using the transformation
a = k1A+ l1B, c = k2A+ l2B, A,B ∈ Z− {0}, (A,B) = 1, (45)
the form Q becomes
Q = n (n(k1A+ l1B) + b+m(k2A+ l2B)) =
= n (A(nk1 +mk2) + b+B(nl1 +ml2)) . (46)
If
nk1 +mk2 = n
′, nl1 +ml2 = m
′
and if
k1l2 − l1k2 = 1, k1, k2, l1, l2,∈ Z (47)
we get
Q = n (An′ + b+Bm′)
and n = n′l2 −m′k2. By this way Q becomes
Q = (n′l2 −m′k2) (An′ +Bm′ + b) . (48)
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Hence if we set in Q
n′1 = n
′l2 −m′k2, n′2 = An′ +Bm′ + b, (49)
then
Q = n′1n
′
2. (50)
This case corresponds to a, b, c ∈ Z, a > 0. Going backwards we get
n = n′1, m = −
b+ an′1 − n′2
c
, (51)
and Q becomes
Q1 = n
′
1n
′
2. (52)
Hence we obtain the next identity
g (q) =
∞∑
n,m=−∞
(−1)nǫ(n,m)qn(an+b+cm) =
=
∑
n′
1
, n′
2
∈ Z
(−1)n′1XZ
(
b+ an′1 − n′2
c
)
ǫ
(
n′1,−
b+ an′1 − n′2
c
)
qn
′
1
n′
2 =
=
∞∑
n=1
 ∑
abs(d)|n
d 6= 0
(−1)dXZ
(
b+ ad− n/d
c
)
ǫ
(
d,−b+ ad− n/d
c
) qn. (53)
Having in mind the above relations we get the proof of the theorem. qed
Theorem 6 give us the Fourier coefficients of (q = e(z), Im(z) > 0):
fs(a, b; c; z) =
∞∑
n=−∞
(−1)nqan2+bn
sinh(2πincz)
=
∑
n∈Z−{0}
(−1)ne ((an2 + bn)z)
sinh(2πincz)
Lerch sums. In the same way the Lerch sum
fc(a, b; c; z) :=
∞∑
n=−∞
(−1)nqan2+bn
cosh(2πincz)
, (54)
can be written as:
1 + 2
∞∑
n=1
(−1)nqan2 cosh(2πibnz)
cosh(2πincz)
=
1 + 2
∞∑
l,n=1
(−1)l+nqan2+bn+cn+2lnc + 2
∞∑
l,n=1
(−1)l+nqan2−bn+cn+2lnc+
10
+2
∞∑
n=1
(−1)nqan2+(c−b)n + 2
∞∑
n=1
(−1)nqan2+(c+b)n =
= 1 + 2
∞∑
l,n=−∞
ǫ0(n, l)(−1)l+nqan
2+c|n|+bn+2cnl+
+2
∞∑
n=1
(−1)nqan2+(c−b)n + 2
∞∑
n=1
(−1)nqan2+(c+b)n =
1 + 2
∞∑
l,n=−∞
(−1)l+nǫ0(n, l)qan
2+c|n|+bn+2cnl+
+2
∞∑
n=1
(−1)nqan2+(c−b)n + 2
∞∑
n=1
(−1)nqan2+(c+b)n,
where
ǫ0(n, l) :=
{
1, if nl > 0
0, else
}
. (55)
Proceeding with the same arguments, as we did with (53), we arrive to the next
Theorem 7.
Assume that a, b, c are integers with a > 0 and z is complex number with
Im(z) > 0. If q = e(z), then the Lerch sum (54) have the following expansion
in power series
∞∑
n=−∞
(−1)nqan2+bn
cosh(2πincz)
= 1 +
∞∑
n=1
Cc(a, b; c;n)q
n + 2
∞∑
n=1
(−1)nqan2+(c−b)n+
+2
∞∑
n=1
(−1)nqan2+(c+b)n, (56)
where
Cc(a, b; c;n) = C2(a, c+ b; 2c;n) + C2(a, c− b; 2c;n) (57)
and
C2(a, b; c;n) :=
2
∑
d|n
(−1)dXZ
(
b+ ad− n/d
c
)
ǫ
(
d,−b+ ad− n/d
c
)
(−1)−(b+ad−n/d)/c. (58)
Remarks.
1) Assume the theta function
θa,b(χ, q) =
∞∑
n=1
χ(n)qan
2+bn. (59)
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We are going to evaluate its power series coefficients. For simplicity we assume
X(n,m) is such that X(n, n) = χ(n) and δn,m is 1, if n = m and 0 else. Then
θa,b(χ, q) =
∞∑
n,m=1
X(n,m)δn,mq
n(am+b).
Hence
θa,b(χ, q) =
∞∑
n=1
qn
∑
d|n
XZ
(
n/d− b
a
)
X
(
d,
n/d− b
a
)
δd,(n/d−b)/a. (60)
Consequently if a, b are integers such a, b > 0, or a > |b|, then
θa,b(χ, q) =
∞∑
n=1
qn
∑
d|n
ad2 + bd = n
χ(d). (61)
2) Therefore also
Cc(a, b, c, n) =
2
∑
d|n
n/d ≡ ad + c− b(2c)
(−1)dǫ
(
d,−c− b+ ad− n/d
2c
)
(−1)−(c−b+ad−n/d)/(2c)+
+2
∑
d|n
n/d ≡ ad + c + b(2c)
(−1)dǫ
(
d,−c+ b+ ad− n/d
2c
)
(−1)−(c+b+ad−n/d)/(2c)+
+2
∑
d|n
ad2 + (c− b)d = n
(−1)d + 2
∑
d|n
ad2 + (c + b)d = n
(−1)d, (62)
where
ǫ(n, l) = sign(n)sign(l)
sign(n) + sign(l)
2
(63)
and
∞∑
n=−∞
(−1)nqan2+bn
cosh(2πincz)
= 1 +
∞∑
n=1
Cc(a, b, c, n)q
n, q = e(z), Im(z) > 0. (64)
4 More representations, evaluations and modu-
lar relations of Lerch sums
In this section we will use Poisson summation formula to recover properties of
Lerch sums. The Poisson summation formula read as (see [4]):
∞∑
n=−∞
f(n) =
∞∑
n=−∞
f̂(2πn), (65)
12
where
f̂(x) = f(.) ∧ (x) =
∫ +∞
−∞
f(t)e−itxdt (66)
is the Fourier transform of f(t).
Assume now q := e(z) = e2piiz . We define
f1(t) = exp
(
2πiz(at2 +Bt)
)
, B = b− 1 (67)
and
f2(t) =
1
cosh(2πitz∗)
, (68)
where the asterisc ”∗” means complex conjugate. Then setting
S(a, b, z) :=
∞∑
n=−∞
qan
2+bn
1 + q2n
, (69)
we can write according to Poisson summation formula:
S(a, b, z) :=
1
2
∞∑
n=−∞
e
(
z(an2 + (b − 1)n))
cosh(2πizn)
=
1
2
∞∑
n=−∞
f1(n)f
∗
2 (n) =
=
1
2
∞∑
n=−∞
(∫ +∞
−∞
f1(t)f
∗
2 (t)e
−2piintdt
)
. (70)
If
F1(n, t) = f1(t)e
−2piint and F2(t) = f2(t) (71)
then using Parseval identity we can write:
ξ(n, a, b, z) :=
∫ +∞
−∞
f1(t)e
−2piintf∗2 (t)dt =
1
2π
∫ +∞
−∞
F̂1(n, γ)F̂
∗
2 (γ)dγ. (72)
Since also
F̂1(n, γ) =
1√−2iaz exp
(
−i (2πn+ γ − 2Bπz)2
8aπz
)
(73)
and
F̂ ∗2 (γ) =
i
2z
· sech
(
iγ
4z
)
, (74)
we have
ξ(n, a, b, z) =
1
2π
∫ +∞
−∞
F̂1(n, γ)F̂
∗
2 (γ)dγ =
=
i
4πz
√−2iaz
∫ +∞
−∞
exp
(
− i(γ + 2π(n− (b − 1)z))
2
8aπz
)
sec
( γ
4z
)
dγ. (75)
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Hence (70) can be written as
S(a, b, z) =
1
4π
∞∑
n=−∞
∫ +∞
−∞
F̂1(n, γ)F̂
∗
2 (γ)dγ =
1
2
∞∑
n=−∞
i
4πz
√−2iaz
∫ +∞
−∞
exp
(
− i(γ + 2π(n− (b − 1)z))
2
8aπz
)
sec
( γ
4z
)
dγ
(76)
We can make also the following change of variable γ = hL in (75) to get
iL
4πz
√−2iaz
∫ +∞/L
−∞/L
exp
(
− i(hL+ 2π(n+ (b − 1)z))
2
8aπz
)
dh
cos
(
hL
4z
) =
=
iL
4πz
√−2iaz exp
(
− iπ(n− (b− 1)z)
2
2az
)
×
×
∫ +∞/L
−∞/L
exp
[
− iL
2
8aπz
h2 − iL
2az
(n− z(b− 1))h
]
dh
cosh(ihL/(4z))
. (77)
But also
ξ (n, a, b, z) =
=
∫ +∞
−∞
exp
(
2πizat2 − 2πi (n− z(b− 1)) t) dt
cosh (2πizt)
. (78)
Hence we have the next definition-theorem:
Theorem 8.
If Re(2πiza) < 0, then
ξ (n, a, b, z) =
∫ +∞
−∞
exp
(
2πizat2 − 2πi (n− (b− 1)z) t) dt
cosh (2πizt)
(79)
and if Re
(
− iL28apiz
)
< 0, then
ξ(n, a, b, z) =
iL
4πz
√−2iaz exp
(
− iπ(n− (b− 1)z)
2
2az
)
×
×
∫ +∞/L
−∞/L
exp
[
− iL
2
8aπz
h2 − iL
2az
(n− (b− 1)z)h
]
dh
cosh(ihL/(4z))
. (80)
Now we rearange the order of summation and integration in (76) to express
S(a, b, z) with a simple integral. For Im(w) > 0 it holds
∞∑
n=−∞
exp
(
− i(t+ 2nπ)
2
8πw
)
=
√−2iw · ϑ3
(
t/2, e2piiw
)
, (81)
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where
ϑ3(z, q) :=
∞∑
n=−∞
qn
2
e2niz , |q| < 1. (82)
Hence using (81) in (76), we get
S(a, b; z) =
1
2
∞∑
n=−∞
ξ(n, a, b, z) =
=
i
4
∫ +∞/z
−∞/z
ϑ3 ((h+ 1− b)πz, e(az)) sec
(
hπ
2
)
dh =
=
i
4
∫ +∞/z
−∞/z
ϑ3 (hπz, e(az)) sec
(
(h+ b− 1)π
2
)
dh =
=
i
4πz
∫ +∞
−∞
ϑ3 (h, e(az)) sec
(
h
2z
+
(b− 1)π
2
)
dh. (83)
The changing of sum and integration needs explanation. One can see that, for
a > 0 and Im(z) > 0 the series
∞∑
n=−∞
exp
(
− i(γ + 2πn− 2π(b− 1)z)
2
8aπz
)
is uniformly convergent (Weierstrass test). This justifies the rearanging of sum-
mation and integration.
Also it is known (see [1]) that for the transformation of variables
a′ =
1
a
, z′ =
−1
4z
, w′ = 2wa′z′, (84)
holds
ϑ3 (w
′, e (a′z′)) =
√−2iaz exp
(
iw2
2πaz
)
ϑ3 (w, e(az)) . (85)
Hence
Theorem 9.
Setting
pj(a, b, z) :=
i
4πz
∫ +∞a
−∞a
ϑ3 (h, e(az)) exp
(
j
ih2
2πaz
)
sec
(
h
2z
+
b− 1
2
π
)
dh,
(86)
where j = 0, 1. Then
p0
(
1
2a
, b,
−1
2z
)
= −√−2iaz · p1 (z, b, a) , where a, Im(z) > 0 (87)
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and also
p0(a, b, z) =
1
2
∞∑
n=−∞
e
(
(an2 + (b− 1)n)z)
cosh(2πinz)
=
∞∑
n=−∞
qan
2+bn
1 + q2n
. (88)
Proof.
Relation (88) is consequence of the evaluations (83). The proof of (87) is a
straight forward application of the transformations (84) and (85) of ϑ3(h, e(az))
functions. qed
Note.
I could not find any physical meaning or where it might leads relation (87). It
seems to me very weird.
Theorem 10.
In the same way as above if a > 0, Im(z) > 0, Im(w) 6= 0, q = e(z), we have:
∞∑
n=−∞
qan
2+bn
cosh(2πinw)
=
i
2πw
∫ +∞
−∞
ϑ3 (h, e(az)) sec
(
h+ bπz
2w
)
dh (89)
and
∞∑
n=−∞
(−1)nqan2+bn
cosh(2πinw)
=
i
2πw
∫ +∞
−∞
ϑ4 (h, e(az)) sec
(
h+ bπz
2w
)
dh. (90)
We proceed now with a definition. For j = 0, 1, we define more general
Pj(a, b; z, w;x) :=
=
i
2πw
∫ +∞a
−∞a
ϑ3 (t, e(az)) exp
(
j
it2
2πaz
)
sec
(
t
2w
+
bπz
2w
)
eitxdt. (91)
From Theorem 10 is
P0(a, b; z, w; 0) =
∞∑
n=−∞
qan
2+bn
cosh(2πinw)
, a > 0. (92)
This function is a Lerch series function. Hence we can say that Pj(a, b; z, w;x)
defined above is a generalization of Lerch series. The Fourier transformation of
these generalized functions possess modular properties. Moreover we can prove
the next:
Theorem 11.
If a > 0, Im(z) > 0 and Im(w) 6= 0, then
P1−j(a
′, b′; z′, w′; (.)) ∧ (γ′) = −i(−2iaz)3/2Pj(a, b; z, w; (.)) ∧ (γ), (93)
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where j = 0, 1 and
a′ =
1
a
, b′ = 2ba′z, z′ =
−1
4z
, γ′ = 2γa′z′, w′ = 2wa′z′. (94)
Proof.
When a > 0 and j = 0, 1, from relation (91) we have
Pj (a, b; z, w; (.)) ∧ (γ) = i
w
ϑ3 (γ, e(az)) exp
(
j
iγ2
2πaz
)
sec
(
γ
2w
+
bπz
2w
)
. (95)
Using the transformation property of ϑ3(t, e(az)) (relation (85)) and relations
(94), we get the result. qed
Assume now that a, Im(z) > 0, Im(w) 6= 0, then
P1−j(a
′, b′; z′, w′; (.)) ∧ (0) = −2a√−2ia · z3/2Pj(a, b; z, w; (.)) ∧ (0).
Setting γ = 0 in relation (95) we have
Pj(a, b; z, w; (.)) ∧ (0) = i
w
ϑ3(0, e(az)) sec
(
bπz
2w
)
.
From (94),(95) we have
P1(a, b; z, w;x) =
1
2π
∫ +∞a
−∞a
P0(a, b; z, w; (.)) ∧ (γ) exp
(
iγ2
2πaz
)
eiγxdγ.
and
P0(a, b; z, w;x) =
1
2π
∫ +∞a
−∞a
P1(a, b; z, w; (.)) ∧ (γ) exp
(
− iγ
2
2πaz
)
eiγxdγ.
Hence
P1−j(a, b; z, w;x) =
1
2π
∫ +∞a
−∞a
Pj(a, b; z, w; (.)) ∧ (γ) exp
(
(−1)j iγ
2
2πaz
)
eiγxdγ.
(96)
Hence if a > 0 using the isometry property of the Fourier transform in a convo-
lution product, we get for j = 0, 1:
P1−j(a, b; z, w;x) =
√
iaz
2(−1)j
∫ +∞
−∞
Pj (a, b; z, w;x− t) exp
(−it2πaz
2(−1)j
)
dt.
(97)
Also
P1−j(a
′, b′; z′, w′;x) =
17
=
i
√−2iaz
2πw
∫ +∞z
−∞z
ϑ3 (t, e(az)) exp
(
j
it2
2πaz
)
sec
(
t
2w
+
bπz
2w
)
e−itx/(2az)dt.
Hence
P1−j(a
′, b′; z′, w′;x) =
√−2iaz · Pj
(
a, b; z, w;
−x
2az
)
(98)
and equivalently
Pj(a
′, b′; z′, w′;−2xaz) = √−2iaz · P1−j (a, b; z, w;x) . (99)
Consequently from (97):
Theorem 12.
If a > 0, Im(z) > 0, Im(w) 6= 0 and
a′ =
1
a
, b′ = 2ba′z′, z′ =
−1
4z
, w′ = 2wa′z′, x′ = −2xaz, (100)
then for j = 0, 1 we have
Pj(a
′, b′; z′, w′;x′) =
az
ij
∫ +∞
−∞
Pj (a, b; z, w;x− t) exp
(−it2πaz
2(−1)j
)
dt. (101)
Examples.
1) Suppose that a = 3/2, b = 0, w = z/2, then
f(q) =
2
η(q)
∞∑
n=−∞
(−1)nq3n2/2+n/2
1 + qn
=
=
i
πz · η (e(z))
∫ +∞
−∞
ϑ4
(
h, e
(
3z
2
))
sec
(
h
z
)
dh. (102)
2) Let q = e(z), Im(z) > 0, then
η(q)φ(q) = η(q)
∞∑
n=0
qn
2
(−q2; q2)n
=
∞∑
n=−∞
(−1)n(1 + qn)qn(3n+1)/2
1 + q2n
=
=
∞∑
n=−∞
(−1)nqn(3n+1)/2
1 + q2n
+
∞∑
n=−∞
(−1)nq3n(n+1)/2
1 + q2n
.
Hence
2η
(
q2
)
φ
(
q2
)
=
∞∑
n=−∞
(−1)nq3n2−n
cosh(4πinz)
+
∞∑
n=−∞
(−1)nq3n2+n
cosh(4πinz)
Observe now that the two sums are the same and we can write
η
(
q2
)
φ
(
q2
)
=
∞∑
n=−∞
(−1)nq3n2+n
cosh(4πinz)
. (103)
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For evaluating the Fourier coefficients of the above Lerch sum we have
η
(
q2
)
φ
(
q2
)
=
= 1 +
∞∑
n=1
Cc(3, 1; 2;n)q
n + 2
∞∑
n=1
(−1)nq3n(n+1) + 2
∞∑
n=1
(−1)nq3n2+n,
where the arithmetic function Cc is given in Theorem 7. Using also (60),(61),
we get
η
(
q2
)
φ
(
q2
)
= 1 +
∞∑
n=1
Cc(3, 1; 2;n)q
n+
+2
∞∑
n=1
∑
d|n
XZ
(
n/d− 3
3
)
X
(
d,
n/d− 3
3
)
δd,(n/d−3)/3
 qn+
+2
∞∑
n=1
∑
d|n
XZ
(
n/d− 1
3
)
X
(
d,
n/d− 1
3
)
δd,(n/d−1)/3
 qn,
where X(n,m) is any arithmetic function such that X(n, n) = (−1)n. An
example is X(n,m) = (−1)(n+m)/2. Hence
η
(
q2
)
φ
(
q2
)
=
= 1 + 2
∞∑
n=1
[
∑
d|n
n/d ≡ 3d+ 1(4)
(−1)dǫ
(
d,−1 + 3d− n/d
4
)
(−1)−(1+3d−n/d)/4+
+
∑
d|n
n/d ≡ 3d + 3(4)
(−1)dǫ
(
d,−3 + 3d− n/d
4
)
(−1)−(3+3d−n/d)/4+
+
∑
d|n
3d2 + d = n
(−1)d +
∑
d|n
3d2 + 3d = n
(−1)d]qn. (104)
Continuing we can write (the integral representation):
2η(q)φ(q) =
∫ +∞
−∞
ϑ4
(
h, e
(
3z
2
))
sec
(
h
2z
− π
4
)
dh+
+
∫ +∞
−∞
ϑ4
(
h, e
(
3z
2
))
sec
(
h
2z
+
π
4
)
dh.
Hence
φ(q) =
i
√
2
2πz · η(q)
∫ +∞
−∞
ϑ4
(
h, e
(
3z
2
))
cos
(
h
2z
)
sec
(
h
z
)
dh. (105)
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5 The general case of representation of Lerch
sums
From [3] we have the next evaluation formula
∞∑
n=−∞
(−1)nqpn2/2+(p−2a)n/2 = q−p/12+a/2−a2/(2p)η(qp)W {4}{a,p}(m(q)), (106)
where
W
{4}
{a,p} (m(q)) = A(a, p; q) =
= qp/12−a/2+a
2/(2p)
∞∏
n=0
(1 − qnp+a)(1 − qnp+p−a) =
= qC [a, p; q]+∞ = q
C (qa; qp)∞
(
qp−a; qp
)
∞
. (107)
But
log
(
(qa; qp)∞
(
qp−a; qp
)
∞
)
= −
∞∑
n=1
qn
∑
AB = n
B ≡ ±a(p)
1
A
. (108)
Hence
W
{4}
{a,p} (m(q)) = q
p/12−a/2+a2/(2p) exp
−
∞∑
n=1
qn
∑
AB = n
B ≡ ±a(p)
1
A
 . (109)
Also in the same way if |q| < 1, then
∞∑
n=−∞
qpn
2/2+(p−2a)n/2 = q−p/12+a/2−a
2/(2p)η(qp)W
{3}
{a,p}(m(q)), (110)
where
W
{3}
{a,p} (m(q)) = q
p/12−a/2+a2/(2p) exp
−
∞∑
n=1
qn
∑
AB = n
B ≡ ±a(p)
(−1)A
A
 . (111)
We want to find the analog of (106) for the Jacobi theta function ϑ4. This can
be done considering the next transformation of variables: a→ a− t and p→ 2a
in (106). Then
ϑ4 (πzt, e(az)) = q
a/12−t2/(4a)η
(
q2a
)
Q
{4}
{a,t} (m(q)) .
Hence if q = e(z), Im(z) > 0, then
ϑ4 (πzt, e(az)) = q
−t2/(4a)ηD (2az)Q
{4}
{a,t} (m(q)) , (112)
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where
Q
{4}
{a,t}(m(q)) = q
−a/12+t2/(4a)
∞∏
n=0
(
1− q2na+a−t) (1− q2na+a+t) . (113)
In case of a, t ∈ Z, a > t > 0, then
Q
{4}
{a,t}(m(q)) = q
−a/12+t2/(4a) exp
−
∞∑
n=1
qn
∑
AB = n
B ≡ ±(a− t)(mod2a)
1
A
 (114)
and
m(q) :=
(
ϑ2(0, q)
ϑ3(0, q)
)2
, |q| < 1.
Also if q = e(z), Im(z) > 0, then
ϑ3 (πzt, e(az)) = q
−t2/(4a)ηD (2az)Q
{3}
{a,t} (m(q)) , (115)
where
Q
{3}
{a,t}(m(q)) = q
−a/12+t2/(4a)
∞∏
n=0
(
1 + q2na+a−t
) (
1 + q2na+a+t
)
. (116)
In case a, t ∈ Z, a > t > 0, then
Q
{3}
{a,t}(m(q)) = q
−a/12+t2/(4a) exp
−
∞∑
n=1
qn
∑
AB = n
B ≡ ±(a− t)(mod2a)
(−1)A
A
 .
(117)
But it holds the following modular identity
ϑ3 (πt
′z′, e(a′z′)) =
√−2iaz exp
(
iπt2z
2a
)
ϑ3 (πtz, e(az)) , (118)
where
a′ = 1/a, z′ = −1/(4z), t′ = 2tz/a. (119)
Hence in general for the function F3(a, t; z) := Q
{3}
{a,t}(m(q)), q = e(z) it holds
F3(a
′, t′; z′)
F3(a, t; z)
=
√−2iaz exp
(−iπt2z
2a
)
ηD(2az)
ηD
(
−1
2az
) ,
where ηD(z), Im(z) > 0 is the Dedekind’s eta function. Using the next func-
tional equation:
ηD (−1/z) =
√−iz · ηD(z), (120)
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we finally arrive to
Theorem 13.
1) (Conjecture) If a > 0 and Im(z) > 0
ϑ3 (πtz, e(az)) = q
a/12−t2/(4a)η
(
q2a
)
F3(a, t; z), (121)
the function F3(a, t; z) takes algebraic values when a, t ∈ Q∗+ and z = r1+ i
√
r2,
with r1 rational and r2 is positive rational.
2) If a, t positive integers with a > t, then
F3(a, t; z) = Q
{3}
{a,t}(m(q)) =
= q−a/12+t
2/(4a) exp
−
∞∑
n=1
qn
∑
AB = n
B ≡ ±(a− t)(mod2a)
(−1)A
A
 . (122)
Relation (122) is valid only for a, t positive integers. However we can use other
ways to work, if the problem requires it. Such formulas are (116) or the definition
(121), which are valid in reals.
3) For the transformation of variables (119) it holds
F3(a
′, t′; z′) = exp
(−iπt2z
2a
)
F3(a, t; z). (123)
Theorem 14. (Conjecture)
When a > t and a, t positive rationals, the function Q
{y}
{a,t}(x), y = 3, 4 takes
algebraic numbers to algebraic numbers.
Theorem 15.
If q = e(z) and a > 0, Im(z) > 0, Im(w) 6= 0, then
S =
1
ηD (2az)
∞∑
n=−∞
qan
2+bn
cosh(2πinw)
=
=
i
2w
∫ +∞
−∞
F3
(
1
a
,
2h
a
;
−1
4z
)
sec
(
(h+ bz)π
2w
)
dh, (124)
where ηD(z) is the classical Dedekind eta function.
Proof.
From Theorems 10 and 13 we can write
1
ηD (2az)
∞∑
n=−∞
qan
2+bn
cosh(2πinw)
=
22
=
iπz
2πw
∫ +∞/z
−∞/z
ϑ3(πhz, e(az))
ηD (2az)
sec
(
(h+ b)πz
2w
)
dh =
=
iz
2w
∫ +∞/z
−∞/z
F3(a, h, z)e
−piih2z/(2a) sec
(
(h+ b)πz
2w
)
dh =
=
i
2w
∫ +∞
−∞
F3
(
a,
h
z
; z
)
e−ipih
2/(2az) sec
(
(hπ + bπz
2w
)
dh =
=
i
2w
∫ +∞
−∞
F3
(
1
a
,
2h
a
,
−1
4z
)
sec
(
(hπ + bπz
2w
)
dh,
where we have used modular relation (123) to arive to the desired result. qed
Theorem 16.
For j = 0, 1 we define
Sj(a, b; z, w;σ) =
i
2w
∫ +∞σ
−∞σ
F3
(
1
a
,
2h
a
;
−1
4z
)
eipih
2j/(2az) sec
(
(h+ bz)π
2w
)
dh,
then for the transformation of variables
a′ = 1/a, b′ = 2ba′z, z′ = −1/(4z), w′ = 2wa′z′, (125)
holds
S1 (a
′, b′; z′, w′; z′) = S0 (a, b; z, w; a) . (126)
Also when a > 0, then
S0(a, b; z, w; a) =
1
ηD (2az)
∞∑
n=−∞
qan
2+bn
cosh(2πinw)
. (127)
Proof.
S1 (a
′, b′; z′, w′; z′) =
=
i
2w′
∫ +∞z′
−∞z′
F3
(
1
a′
,
2h
a′
;
−1
4z′
)
eih
2pi/(2a′z′) sec
(
hπ
2w′
+
b′πz′
2w′
)
dh =
=
i
2w′
∫ −∞/z
+∞/z
F3 (a, 2ha; z) e
−2ih2azpi sec
(
hπ
2w′
− b
′π
8w′z
)
dh =
=
i
4w′a
∫ −∞a/z
+∞a/z
F3 (a, h; z) e
−ih2zpi/(2a) sec
(
hπ
4aw′
− b
′π
8zw′
)
dh =
=
i
4w′a
∫ −∞a/z
+∞a/z
F3
(
1
a
,
2hz
a
;
−1
4z
)
sec
(
hπ
4aw′
− b
′π
8zw′
)
dh =
= − i
4w′az
∫ +∞a
−∞a
F3
(
1
a
,
2h
a
;
−1
4z
)
sec
(
hπ
4aw′z
− b
′π
8zw′
)
dh =
23
=
i
2w
∫ +∞a
−∞a
F3
(
1
a
,
2h
a
;
−1
4z
)
sec
(
hπ
2w
+
bπz
2w
)
dh.
qed
In the same way as above we can consider the Fourier transform pairs
exp
(
2πiz(a(.)2 + b(.))− 2πin(.))↔ 1√−2iaz exp
(−i(2nπ + (.)− 2bπz)2
8aπz
)
(128)
and
1
cosh(2πiw(A(.) +B))
↔ i
exp
(
iB(.)
A
)
2Aw
sec
(
(.)
4Aw
)
, (129)
with a,A,B, Im(z) > 0, Im(w) 6= 0. Then we can write (q = e(z)):
S1 =
∞∑
n=−∞
qan
2+bn
cosh(2πiw∗(An+B))
=
∞∑
n=−∞
f1(n)f
∗
2 (n),
where
f1(t) = q
at2+bt and f2(t) =
1
cosh(2πiw(At+B))
.
Hence
S1 =
∞∑
n=−∞
∫ +∞
−∞
f1(t)e
−2piintf∗2 (t)dt =
∞∑
n=−∞
∫ +∞
−∞
F1(n, t)F
∗
2 (t)dt,
where F1(n, t) = e(z(at
2+bt)−nt) and F2(t) = f2(t). Hence from the Parseval’s
identity and relations (128),(129), we get
S1 =
1
2π
∞∑
n=−∞
∫ +∞
−∞
F̂1(n, γ)F̂
∗
2 (γ)dγ =
=
i
4πAw∗
√−2iaz
∞∑
n=−∞
∫ +∞
−∞
e−i(2npi+γ−2bpiz)
2/(8apiz)e−iBγ/A sec
( γ
4Aw∗
)
dγ.
Rearanging the order of summation and integration and using the formula
1√−2iaz
∞∑
n=−∞
exp
(−i(2nπ + γ − 2bπz)2
8aπz
)
= ϑ3
(γ
2
− bπz, e(az)
)
,
we get
S1 =
−i
4Aπw∗
∫ +∞
−∞
ϑ3
(γ
2
− bπz, e(az)
)
e−iBγ/A sec
( γ
4Aw∗
)
dγ =
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=
1
2Aπiw∗
∫ +∞
−∞
ϑ3 (γ − bπz, e(az)) e−2iBγ/A sec
( γ
2Aw∗
)
dγ =
=
bπz
2Aπiw∗
∫ +∞/z
−∞/z
ϑ3 ((γ − 1)bπz, e(az)) e−2iBγbpiz/A sec
(
γbπz
2Aw∗
)
dγ =
=
bπz
2Aπiw∗
∫ +∞/z
−∞/z
ϑ3 (γbπz, e(az)) e
−2iB(γ+1)bpiz/A sec
(
(γ + 1)bπz
2Aw∗
)
dγ =
=
bπz
2Aπiw∗
e−2iBbpiz/A
∫ +∞/z
−∞/z
ϑ3 (γbπz, e(az)) e
−2iBγbpiz/A sec
(
(γ + 1)bπz
2Aw∗
)
dγ =
=
e−2iBbpiz/A
2Aπiw∗
∫ +∞
−∞
ϑ3 (γ, e(az)) e
−2iBγ/A sec
(
γ + bπz
2Aw∗
)
dγ.
Hence we have proven the next
Theorem 17.
If q = e(z), Im(z) > 0, a > 0 and Im(w) 6= 0, then
∞∑
n=−∞
qan
2+bn
cosh(2πiw(An+B))
=
=
e−2iBbpiz/A
2Aπiw
∫ +∞
−∞
ϑ3 (γ, e(az)) e
−2iBγ/A sec
(
γ + bπz
2Aw
)
dγ (130)
and
∞∑
n=−∞
(−1)nqan2+bn
cosh(2πiw(An+B))
=
=
e−2iBbpiz/A
2Aπiw
∫ +∞
−∞
ϑ4 (γ, e(az)) e
−2iBγ/A sec
(
γ + bπz
2Aw
)
dγ. (131)
Also as in Theorem 15 we get
1
ηD(2az)
∞∑
n=−∞
qan
2+bn
cosh(2πiw(An +B))
=
=
e−2iBbpiz/A
2Aiw
∫ +∞
−∞
F3
(
1
a
,
2γ
a
;
−1
4z
)
e−2ipiBγ/A sec
(
(γ + bz)π
2Aw
)
dγ. (132)
Example.
Assume the Ramanujan mock theta function
ψ(q) =
∞∑
n=1
qn
2
(q, q2)n
=
q
η (q4)
∞∑
n=−∞
(−1)nq6n2+6n
1− q4n+1 . (133)
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Then
ψ(−q) = −q
1/2
2η (q4)
∞∑
n=−∞
(−1)nq6n2+4n
cosh (2πiz(2n+ 1/2))
=
− q
1/2
8πiz · η (q4)
∫ +∞
−∞
ϑ4 (γ, e (6z)) e
−iγ/2 sec
( γ
4z
+ π
)
dγ.
Hence we can write the mock theta function as
ψ(−q) = q
1/2
8πiz · η (q4)
∫ +∞
−∞
ϑ4 (γ, e(6z)) e
−iγ/2 sec
( γ
4z
)
dγ. (134)
The next theorem is paralel generalization of Theorem 9.
Theorem 18
Let q = e(z), Im(z) > 0, Im(w) 6= 0. If we set
P˜j(a, b;A,B; z, w;σ) :=
=
e−2iBbpiz/A
2Aπiw
∫ +∞σ
−∞σ
ϑ3 (γ, e(az)) e
iγ2j/(2piaz)e−2iBγ/A sec
(
γ + bπz
2Aw
)
dγ,
(135)
for j = 0, 1, then if a > 0 we have
P˜0(a, b;A,B; z, w;σ) =
∞∑
n=−∞
qan
2+bn
cosh(2πiw(An+B))
, σ ∈ R∗+ (136)
and holds
P˜j (a
′, b′;A,B′; z′, w′; z′) =
√−2iaz · P˜1−j (a, b;A,B; z, w; a) , (137)
where the a′, b′, B′, z′, w′ are given from (143) below.
Notes.
1) From (132) using (123) we can write
1
ηD(2az)
∞∑
n=−∞
qan
2+bn
cosh(2πiw(An +B))
=
=
ze−2iBbpiz/A
2Aiw
∫ +∞/z
−∞/z
F3 (a, γ, z) e
−2ipiBγz/Ae−ipiγ
2z/(2a) sec
(
(γ + b)πz
2Aw
)
dγ.
(138)
2) From the deffinition relation (91) and from (130) of Theorem 17 we get
∞∑
n=−∞
qan
2+bn
cosh(2πiw(An+B))
=
e−2iBbpiz/A
A
P0
(
a, b; z, wA;
−2B
A
)
. (139)
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3) If we set
PG(a, b;A,B; z, w;x) :=
e−2iBbpiz/A
2Aπiw
∫ +∞
−∞
ϑ3 (γ, e(az)) e
−2iBγ/A sec
(
γ + bπz
2Aw
)
eiγxdγ, (140)
then
PG(a, b;A,B; z, w; 0) =
∞∑
n=−∞
qan
2+bn
cosh(2πiw(An+B))
. (141)
The PG(a, b;A,B; z, w;x) is a generalization of this Lerch sum (for x = 0 it
becomes the Lerch sum (141)). The Fourier transform of PG(a, b;A,B; z, w;x)
with respect to x is a known function:
PG(a, b;A,B; z, w; (.)) ∧ (s) = e
−2piiBbz/A
iAw
ϑ3 (s, e(az)) e
−2iBs/A sec
(
s+ bπz
2Aw
)
.
(142)
If we consider the transformation of variables
a′ =
1
a
, b′ = 2bza′, z′ =
−1
4z
, B′ = −2Baz, w′ = 2wa′z′, s′ = 2sa′z′, (143)
then from (84),(85) we get
PG(a
′, b′;A,B; z′, w′; (.)) ∧ (s′) =
e−2piiBb
′z′/A
iAw′
ϑ3 (s
′, e(a′z′)) e−2iBs
′/A sec
(
s′ + b′πz′
2Aw′
)
=
−2iaz e
piiBb/(aA)
−Aw
√−2iazϑ3 (s, e(az)) eis
2/(2piaz)eiBs/(azA) sec
(
s
2Aw
+
bzπ
2Aw
)
.
Hence
PG(a
′, b′;A,B′; z′, w′; (.)) ∧ (s′) =
−i(−2iaz)3/2 e
−2piiBbz/A
iAw
ϑ3 (s, e(az)) e
is2/(2piaz)e−2iBs/A sec
(
s
2Aw
+
bzπ
2Aw
)
.
Hence we have the next
Theorem 19.
If a > 0, Im(z) > 0, Im(w) 6= 0, A > 0, and a′, b′, z′, w′, s′ as in (143), then
PG (a
′, b′;A,B′; z′, w′; (.)) ∧ (s′) =
= −i(−2iaz)3/2 exp
(
is2
2πaz
)
PG(a, b;A,B; z, w; (.)) ∧ (s).
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We proceed by setting
S0(a, b;A,B; z, w) :=
1
ηD(2az)
∞∑
n=−∞
qan
2+bn
cosh(2πiw(An+B))
. (144)
Then from (132) we have with change of variable γ → γz, (a > 0):
S0(a, b;A,B; z, w) =
e−2iBbpiz/Az
2Aiw
∫ +∞/z
−∞/z
F3
(
1
a
,
2γz
a
;
−1
4z
)
e−2ipiBγz/A sec
(
(γ + b)πz
2Aw
)
dγ =
e−2iBbpiz/Az
2Aiw
∫ +∞/z
−∞/z
F3 (a
′, γ′; z′) e−2ipiBγz/A sec
(
(γ + b)πz
2Aw
)
dγ =
e−2iBbpiz/Az
2Aiw
∫ +∞/z
−∞/z
F3 (a, γ; z) e
−ipiγ2z/(2a)e−2ipiBγz/A sec
(
(γ + b)πz
2Aw
)
dγ.
Hence
S0(a
′, b;A,B; z′, w) =
e−2iBbpiz
′/Az′
2Aiw
∫ +∞/z′
−∞/z′
F3 (a
′, γ; z′) e−ipiγ
2z′/(2a′)e−2ipiBγz
′/A sec
(
(γ + b)πz′
2Aw
)
dγ =
e−2iBbpiz
′/Az′2z
2aAiw
∫ +∞/(z′z)
−∞/(z′z)
F3 (a
′, 2γz/a; z′) e−ipi4γ
2z2z′/(2a2a′)×
×e−2ipiB2γzz′/(aA) sec
(
(2γz/a+ b)πz′
2Aw
)
dγ =
−eiBbpi/(2Az)
4aAiw
∫ −∞
+∞
F3(a
′, γ′, z′)eipiγ
2z/(2a)epiiγB/(aA) sec
(
γπ
4Aaw
+
bπ
8Azw
)
dγ.
Hence using (123), we get
Theorem 20.
Let a > 0, Im(z) > 0, Im(w) 6= 0 and A > 0, with a′, b′, B′, z′, w′ be as in
(143). Then if we set
S˜j(a, b;A,B; z, w;σ) :=
e−2piiBbz/A
2Aiw
∫ +∞σ
−∞σ
F3
(
1
a
,
2γ
a
,
−1
4z
)
eipiγ
2j/(2az)e−2piiBγ/A sec
(
γπ
2Aw
+
bπz
2Aw
)
dγ,
(145)
it holds for j = 0, 1:
S˜j(a
′, b′;A,B′; z′, w′;σ) = −S˜1−j(a, b;A,B; z, w;σaz).
Also if σ > 0, then
S˜0(a, b;A,B; z, w;σ) =
1
ηD(2az)
∞∑
n=−∞
qan
2+bn
cosh(2πiw(An+B))
. (146)
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We can also generalize the function S of (124) as folows:
SG(a, b;A,B; z, w;x) :=
e−2piiBbz/A
2Aiw
∫ +∞
−∞
F3
(
1
a
,
2γ
a
,
−1
4z
)
e−2piiγB/A sec
(
γπ
2Aw
+
bπz
2Aw
)
eiγxdγ.
(147)
Hence
SG(a, b;A,B; z, w; 0) = S0(a, b;A,B; z, w) =
=
1
ηD (2za)
∞∑
n=−∞
qan
2+bn
cosh (2πiw(An+B))
. (148)
By this generalization we get the next formula evaluating the Fourier transform
of SG:
SG (a, b;A,B; z, w; (.)) ∧ (s) =
=
e−2piiBbz/A
2Aiw
F3
(
1
a
,
2s
a
,
−1
4z
)
e−2piisB/A sec
(
sπ
2Aw
+
bπz
2Aw
)
. (149)
Theorem 21.
If a > 0, Im(z) > 0, Im(w) 6= 0 and A > 0, then for the transformation of
variables
a′ =
1
a
, b′ = 2ba′z, B′ = −2Baz, z′ = −1
4z
, w′ = 2wa′z′, s′ = 2sa′z′, (150)
holds
SG (a
′, b′;A,B′; z′, w′; (.)) ∧ (s′) = −2azepiis2/(2az)SG (a, b;A,B; z, w; (.)) ∧ (s).
(151)
Proof.
SG (a
′, b′;A,B′; z′, w′; (.)) ∧ (s′) =
=
e−2piiB
′b′z′/A
2Aiw′
F3
(
1
a′
,
2s′
a′
,
−1
4z′
)
e−2piis
′B′/A sec
(
s′π
2Aw′
+
b′πz′
2Aw′
)
=
=
e−2pii(−2Bza)2ba
′zz′/A
2Ai2wa′z′
F3
(
a,
4sa′z′
a′
, z
)
e−2pii2sa
′z′(−2Baz)/A×
× sec
(
2sa′z′π
2A2wa′z′
+
2ba′zπz′
2A2wa′z′
)
=
= −e
−2piiBbz/Aaz
Aiw
F3
(
a,− s
z
, z
)
e−2piisB/A sec
(
sπ
2Aw
+
bzπ
2Aw
)
=
= −e
−2piiBbz/Aaz
Aiw
F3
(
1
a
,
2s
a
,
−1
4z
)
eipis
2/(2az)e−2piisB/A sec
(
sπ
2Aw
+
bzπ
2Aw
)
=
29
= −2azeipis2/(2az)SG (a, b;A,B; z, w; (.)) ∧ (s).
qed
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