investigated the gain in efficiency when triplewise, rather than pairwise, likelihood is used to fit the popular Smith max-stable model for spatial extremes. We generalize their results to the Brown-Resnick model and show that the efficiency gain is substantial only for very smooth processes, which are generally unrealistic in applications.
INTRODUCTION
Max-stable processes are useful for the statistical modelling of spatial extreme events. No finite parametrization of such processes exists, but a spectral representation (de Haan, 1984) aids in constructing models. In a 1990 University of Surrey technical report, R. L. Smith proposed a max-stable model based on deterministic storm profiles which has become popular because it is simple, readily interpreted and easily simulated, but unfortunately it is too inflexible for realism in practice. Another popular model, the Brown-Resnick process, is based on intrinsically stationary log-Gaussian processes, can handle a wide range of dependence structures, and often provides a better fit to data; see, for example, or a 2012 University of North Carolina at Chapel Hill PhD thesis by Soyoung Jeon. Kabluchko et al. (2009) provided further underpinning for this process by showing that that under mild conditions, the BrownResnick process with variogram 2γ(h) = ( h /ρ) α (ρ > 0, 0 < α ≤ 2), where h is the spatial lag, is essentially the only isotropic limit of properly rescaled maxima of Gaussian processes. The Smith model is obtained by taking a Brown-Resnick process with variogram 2γ(h) = h T Σ −1 h for some covariance matrix Σ, corresponding after an affine transformation to taking α = 2, whereas found that 1/2 < α < 1 for the rainfall data they examined.
Likelihood inference for max-stable models is difficult, since only the bivariate marginal density functions are known in most cases, and pairwise marginal likelihood is typically used (Padoan et al., 2010; Davison and Gholamrezaee, 2012; Huser and Davison, 2012) . This raises the question whether some other approach to inference would be preferable. Genton et al. (2011) derived the general form of the likelihood function for the Smith model and showed that large efficiency gains can arise when fitting it using triplewise, rather than pairwise, likelihood. In this paper we extend their investigation to the Brown-Resnick process and show that for rougher models, more realistic than those considered by Genton et al. (2011) , the efficiency gains are much less striking. Thus pairwise likelihood inference provides a good compromise between statistical and computational efficiency in many applications. (Brown and Resnick, 1977; Kabluchko et al., 2009 ) is a stationary max-stable process that may be represented as Z(x) = sup i∈N W i (x)/T i (x ∈ X ⊂ R d ), where 0 < T 1 < T 2 < · · · are the points of a unit rate Poisson process on R + and the W i (x) are independent replicates of the random process W (x) = exp{ε(x) − γ(x)}. Here ε(x) is an intrinsically stationary Gaussian random field with semi-variogram γ(h) with ε(0) = 0 almost surely. One interpretation of Z(x) is as the pointwise maximum of an infinite number of independent random storms W i (x), each rescaled by a corresponding storm size T −1 i . The full distribution of Z(x) at the set of sites D ⊂ X is (Davison and Gholamrezaee, 2012) 
where the exponent measure function V D {z(x)} = E [sup x∈D {W (x)/z(x)}] must satisfy certain constraints (see, e.g., . The full distribution is intractable when D is arbitrary, but explicit formulae for the marginal distributions are available when its size |D| = 1, 2, and in certain cases more; see below. The univariate margins of Z(x) equal exp(−1/z), for z > 0, and for D = {x 1 , x 2 } the exponent measure of the Brown-Resnick process is
where
and Φ(·) denotes the standard normal distribution function. In this case expression (1) boils down to the Hüsler-Reiss (1989) model for bivariate extremes. The bivariate marginal density functions f (z 1 , z 2 ) are easily expressed using derivatives of (1). Figure 1 shows how the variogram influences the smoothness of the max-stable process. In particular, when the smoothness parameter α equals 2, i.e., 2γ(h) = h T Σ −1 h for some covariance matrix Σ, the bivariate exponent measure of the Smith model is recovered (Kabluchko et al., 2009; Padoan et al., 2010) , and the storm shapes are deterministic, taking the form of Gaussian densities.
2·2. Triplewise margins
Let D = {x 1 , x 2 , x 3 } ⊂ X and for simplicity write z 1 = z(x 1 ), γ 1;2 = γ(x 1 − x 2 ), etc. Computations in Appendix A show that provided R 1 , R 2 , R 3 = ±1, the triplewise exponent measure may be expressed as
where Φ 2 (·, ·; R) denotes the bivariate normal distribution function with zero mean, correlation R and unit variance, η(z i , z j ) = (γ i;j /2) 1/2 − log (z i /z j ) /(2γ i;j ) 1/2 , and
The function Φ 2 (·, ·; R) is rapidly computed (Genz, 1992; Genz and Bretz, 2000, 2002) , and the triplewise density f (z 1 , z 2 , z 3 ) is easily found by differentiating exp{−V (z 1 , z 2 , z 3 )}. The resulting expressions are given in the Supplementary Material. 
2·3. Higher order margins
Computations in Appendix B show that when |D| = p, and p ≤ d + 1 if α = 2, the exponent measure for the Brown-Resnick process may be written as
denotes the cumulative distribution function of the p-variate normal distribution function with zero mean, unit variance and correlation matrix R, and R k is the (p − 1) × (p − 1) correlation matrix whose (s, t)th entry is (γ k;s + γ k;t − γ s;t )/{2(γ k;s γ k;t ) 1/2 } (s, t = 1, . . . , p; s, t = k). We recover the results of Section 2·2 when p = 3 and those of Genton et al. (2011) when the variogram is 2γ(h) = h T Σ −1 h for some covariance matrix Σ. In principle the full likelihood can then be obtained by differentiation of the cumulative distribution, but the number of terms grows very fast as p increases, so direct likelihood inference seems infeasible except for small p. Moreover, when α ≈ 2 and large p, the matrices R k may be numerically singular, causing computational problems in the evaluation of the likelihood; see the Supplementary  Material for more details. 146  147  148  149  150  151  152  153  154  155  156  157  158  159  160  161  162  163  164  165  166  167  168  169  170  171  172  173  174  175  176  177  178  179  180  181  182  183  184  185  186  187  188  189  190  191  192   4 R. HUSER AND A. C. DAVISON 3. COMPOSITE LIKELIHOODS Suppose that n independent replicates of a Brown-Resnick process with variogram 2γ(h) depending on parameters θ are observed at S sites in R d , and let z i,j denote the value of the ith process at site j. We consider only the pairwise and triplewise marginal likelihoods,
and the corresponding maximum likelihood estimatorsθ 2 andθ 3 , which are consistent and asymptotically Gaussian as n increases (Lindsay, 1988; Cox and Reid, 2004; Varin et al., 2011) .
Sinceθ 3 might be thought to perform better thanθ 2 , the question of their relative statistical efficiency arises. In order to study this for random fields with different smoothness properties, we consider the isotropic semi-variogram γ(h) = ( h /ρ) α (ρ > 0, 0 < α ≤ 2), which corresponds to Brown-Resnick processes built from fractional Brownian motions. We consider the seven smoothness scenarios α = 0.5, 1, 1.5, 1.9, 1.95, 1.98, 2, the last being equivalent to the Smith model. For each scenario we consider three levels of spatial dependence, with the range parameter ρ = 14, 28, 42, broadly corresponding to the three cases σ 11 = σ 22 = 10, 20, 30 in Genton et al. (2011) . The number of replicates of the process was set to n = 5, 10, 20 and 50. Using the R package SpatialExtremes (Ribatet, 2012) , we simulated n independent copies of the Brown-Resnick process with variogram 2γ(h) at the same set of 20 random sites uniformly generated in [0, 100] 2 , and computed the estimatesθ 2 = (ρ 2 ,α 2 ) andθ 3 = (ρ 3 ,α 3 ), the latter based on the expressions given in Appendix A. Such simulated datasets and random locations were generated 300 times and the resulting estimates were used to compute empirical covariance matrices V 2 and V 3 forθ 2 andθ 3 , the empirical marginal efficiencies RE ρ =v ar(ρ 3 )/v ar(ρ 2 ) and RE α =v ar(α 3 )/v ar(α 2 ), and the empirical global efficiency RE θ = {det(V 3 )/ det(V 2 )} 1/2 .
These efficiencies are reported in Table 1 . For rough processes, with α = 0.5, 1, 1.5, maximum pairwise likelihood estimation has efficiency at least 70%, and often closer to 90%, relative to the use of triples, and the efficiencies depend little on n. For smooth processes, with α = 1.9, 1.95, 1.98, 2, the efficiency of pairwise likelihood estimation can be markedly lower, and decreases rapidly as n increases. In particular, when α = 2, i.e., for the Smith model, observations on the same storm profile at three different sites completely determine the profile and thus the underlying variogram. Since this event has non-zero probability the triplewise estimator is super-efficient compared to the pairwise one, explaining the dramatic drop in relative efficiency observed when α ≈ 2. This behaviour is more striking either when the range parameter ρ is big or for large n, since in either case it is then more likely that a single storm profile will be observed at three sites.
Further simulations described in the Supplementary Material show that when α = 0.5, 1, 1.5 the efficiencies depend little on the number of sites S, but that when α = 2 they decrease rapidly as S increases. Again, when S is larger, more triples observed on the same storm profile are likely to occur, so the super-efficiency of the triplewise likelihood estimator when α = 2 has more impact in finite samples. Figure 2 shows that the relevance of the limiting Gaussian distribution ofθ 3 is questionable when α = 2: the log triplewise likelihood is very asymmetric even for n = 50, whereas it is much more nearly quadratic when α is smaller. Inference based on profile marginal likelihood might thus be advisable when α is thought to be close to 2, even though classical likelihood theory does not apply in this setting. Numerical issues may be encountered when α ≈ 2, due to 195  196  197  198  199  200  201  202  203  204  205  206  207  208  209  210  211  212  213  214  215  216  217  218  219  220  221  222  223  224  225  226  227  228  229  230  231  232  233  234  235  236  237  238  239  240 Miscellanea 5 4. DISCUSSION This paper provides explicit expressions (2) and (3) for the exponent measure of the BrownResnick process in arbitrary dimensions, on which likelihood inference may be based. Use of triplewise likelihood rather than pairwise likelihood to fit these models can lead to an efficiency gain of up to 30% for rough processes, and much more if the process is very smooth. This augments the results of Genton et al. (2011) , which show huge efficiency gains associated to high order composite likelihoods for the Smith model. Our more general results confirm those of Genton et al. (2011) for the Smith model, but in the more realistic setting when the process is rough, the small improvement afforded by the triplewise approach is probably not worth the additional computational and coding effort, particularly as issues of numerical precision may then arise. In principle it is possible to compute the full likelihood for the Brown-Resnick process in high dimensions, but the number of terms in the likelihood and the need to compute highdimensional multivariate normal distribution functions in numerically near-singular cases seem to preclude this in practice.
In applications and for some other models, considerations other than statistical efficiency may arise; for example, the use of triples in a likelihood may be essential for parameter identifiability, as in work to be reported elsewhere on dimension reduction in extremes. 242  243  244  245  246  247  248  249  250  251  252  253  254  255  256  257  258  259  260  261  262  263  264  265  266  267  268  269  270  271  272  273  274  275  276  277  278  279  280  281  282  283  284  285  286  287 2 , with n = 50 replicates, using the same random seed.
It would be interesting to know whether the efficiency results given here generalize to weighted marginal composite likelihoods (Varin et al., 2011) . The best choice of subsets of sites is related to the separate topic of optimal design for likelihood estimation. Both topics are outside the scope of the present work. 
Since ε(0) = 0 almost surely, it is easy to see that c i;i = var(ε i ) = 2γ i and that c i;j = cov(ε i , ε j ) = γ i + γ j − γ i;j , for i, j = 1, 2, 3. Then W 1 /z 1 > W 2 /z 2 is equivalent to log W 1 − log z 1 > log W 2 − log z 2 , and hence to ε 1 − γ 1 − log z 1 > ε 2 − γ 2 − log z 2 and thus to ε 1 > ε 2 + a, where a = γ 1 − γ 2 + log(z 1 /z 2 ). Similarly, W 1 /z 1 > W 3 /z 3 290  291  292  293  294  295  296  297  298  299  300  301  302  303  304  305  306  307  308  309  310  311  312  313  314  315  316  317  318  319  320  321  322  323  324  325  326  327  328  329  330  331  332  333  334  335  336 Miscellanea 7 if and only if ε 1 > ε 3 + b, where b = γ 1 − γ 3 + log(z 1 /z 3 ). Let us write
say, where
and so forth. Now provided x 1 = 0 and with w i = exp(ε i − γ i ) and using φ to denote Gaussian densities, possibly multivariate, we have
say, where K(ε 1 ) denotes the inner double integral in (A1), and thus
where ξ ∼ N (0, 1). As the joint distribution of (ε 1 , ε 2 , ε 3 ) is trivariate normal with zero mean and covariance matrix C = (c i;j ), the properties of the multivariate normal distribution imply that the joint density of ε 2 , ε 3 conditional on ε 1 is N 2 (µ 2,3|1 , Σ 2,3|1 ), where where Z 1 and Z 2 form a bivariate normal random variable with zero mean, and covariance matrix Σ 2,3|1 .
Integrating out over ξ, we get E ξ K (2γ 1 ) 1/2 ξ + 2γ 1 = pr Z 1 + ξ(−γ 1 + γ 2 − γ 1;2 )/(2γ 1 ) 1/2 ≤ −a + γ 1 − γ 2 + γ 1;2 , Z 2 + ξ(−γ 1 + γ 3 − γ 1;3 )/(2γ 1 ) 1/2 ≤ −b + γ 1 − γ 3 + γ 1;3 = pr (Y 1 ≤ −a − γ 1 − γ 2 + γ 1;2 , Y 2 ≤ −b − γ 1 − γ 3 + γ 1;3 ) = pr {Y 1 ≤ γ 1;2 − log(z 1 /z 2 ), Y 2 ≤ γ 1;3 − log(z 1 /z 3 )} ,
where (Y 1 , Y 2 ) is a bivariate normal vector with zero mean and covariance matrix Ω 1 = 2γ 1;2 γ 1;2 + γ 1;3 − γ 2;3 γ 1;2 + γ 1;3 − γ 2;3 2γ 1;3 .
The right-hand side of equation (A2) yields
