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Abstract
Thin films constitute key elements in various multilayer electronic and optical devices
such as integrated circuits, magnetic storage media and thermal sensing. One of the
important parameters controlling the thermomechanical integrity and reliability of
thin film systems is interface adhesion, which is characterized by two independent pa-
rameters: the interface strength and the interface fracture toughness. Laser-induced
spallation methods have been developed to quantify these thin film interface adhesion
parameters. The research presented in this dissertation involves developing new nu-
merical methods to analyze a dynamic adhesion experiment that uses laser-induced
stress wave to achieve a stable interfacial crack growth. Direct comparison between
computational and experimental results is made to extract the interfacial fracture
toughness.
A novel numerical method based on the combination of spectral and finite element
scheme is presented to investigate the laser-induced edge delamination of patterned
thin films. Spectral treatment for the substrate is based on the Fourier series represen-
tation of boundary elastodynamic equations, while an explicit finite element model is
used to capture wave propagation in the thin film. Cohesive elements are introduced
along the fracture plane to simulate the failure initiation and debonding process.
The important role of the inertia on the crack extension and the appearance of the
mixed-mode failure are demonstrated by observing the traction stress evolutions at
various points along the bond line. Parametric studies on the effect of film thickness,
interface fracture toughness, loading pulse on the debonding process are performed.
ii
Detailed study of the thin film edge delamination suggests a new specimen geometry
that incorporates a weak adhesive layer made of high density material to exploit the
inertial forces to better control crack propagation.
A significant obstacle limiting the application of the 2D hybrid spectral/finite
element is its computational cost. To overcome such challenge and to support the
laser spallation experiments in extracting the fracture toughness values, we develop
a numerical scheme based on the combination of a nonlinear beam model to capture
the elastodynamic response of the thin film and a cohesive failure model to simulate
the interface. The accuracy of the model is assessed through a comparison with
the results of a more complex 2D hybrid spectral/finite element scheme. Numerical
results are then validated with experimental measurements of the interface crack
evolution history using resistance gage technique. A major assumption in extracting
the fracture toughness from the dynamic test is that most of the energy imparted in
the pre-crack region of the film is channeled into the failure process. The reliability
of this assumption is verified through a systematic parametric study of some of the
key geometrical and loading quantities.
Various quasi-static adhesion measurement techniques have been developed for
thin film systems including the peel, pull, blister, indentation and four-point bending
tests. Despite their limitations, which are related to either time consuming sample
preparation process or complicated data interpretation, these methods are still ex-
tensively used among industrial and academic community. In the last part of this
dissertation, the four-point bend technique is employed and served as a baseline
study to validate the dynamic test results. The quasi-static experiment is performed
at a slow loading rate ca. 100 nm/s whereas the laser-induced stress wave loads the
specimens at a high strain rate ca. 107/s in the dynamic test. Comparison results
obtained from dynamic and quasi-static tests reveals the influence of loading rate on
the interface fracture toughness.
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Chapter 1
Introduction
Interfacial adhesion is one of the key mechanical reliability concerns in multilayer
microelectronic devices. From the structural mechanics perspective, electronic devices
can be thought of as composite structures fabricated from highly dissimilar materials.
The interface between these materials is often the region where failure is most likely
to occur when the device is subjected to thermo-mechanical loading. This is due
to inherent weakness in interfacial bonds between the dissimilar materials and stress
concentrations that arise at the bi-material free surfaces. The edge-driven failure
in a flip-chip package due to thermal cycling (Fig. 1.1a) and blister formation in
a thin coating (Fig. 1.1b) due to environmental exposure are often followed by a
delamination process that affects the functionality of the device. To ensure product
quality and reliability, it is crucial to develop interface fracture tests to determine
the critical failure parameters and relate these to specific material selections and
processing conditions.
Despite the great scientific progress in the field of thin film adhesion over the past
several years, interfacial characterization continues to pose challenges for multilayer
devices. Adhesion tests are intended to extract either the interfacial strength, which
is the critical traction stress at the onset of the interface failure, or the interfacial
toughness defined as the energy needed to separate a unit area of the bonding surface.
Various experimental techniques have been developed to measure thin film adhesion
including the scratch, peel, pull, blister and indentation tests [3–13]. However, in
most of these tests, it is not possible to measure the fundamental interface adhesive
1
(a) (b)
Figure 1.1: (a) SAM image of corner delamination at the interface between silicon die
and epoxy underfill in a flip-chip package. (b) Micrograph of environmentall-induced
blister (∼600 µm diameter) at Al2O3/epoxy coating interface (Courtesy of David
Peterson, Sandia National Laboratory).
properties due to the inability to account for all energy dissipating processes tak-
ing place during the tests. On the other hand, manufacturing and testing sufficient
quantities of thin film structures to extract statistically repeatable data is very time
consuming and expensive. The goal of this project is to provide a tool to quantify
the intrinsic parameters characterizing the interfacial failure of thin film/substrate
systems. The extracted fracture properties play a key role in the development and
optimization of the material selection and manufacturing process. The testing proce-
dure will be standardized to assess the integrity and functionality of various material
systems in a rapid, economical and consistent manner. The computational and ex-
perimental testing scheme developed in this research will provide the key to modern
engineering to characterize materials at ever diminishing size scales.
2
1.1 Overview of adhesion testing techniques
Various experimental techniques have been developed to measure thin film adhesion
including the peel, pull, blister, indentation and four-point bending tests [14, 15].
Among those, the stud-pull and peel techniques are widely used for their simplicity
to determine the thin film adhesion through the critical force applied to fail the in-
terface. A number of experimental techniques have been also proposed to extract the
fracture toughness values, many of which are, however, challenged by their reliabil-
ity and repeatability. A toughness measurement test generally involves generating a
well-controlled crack growth often achieved by initiating the failure from a pre-crack
created along the interface of interest. Some of the widely-used techniques include
indentation [16–22], superlayer [23–29] and four-point bending tests [9–13, 30–34].
In many of these tests, the film/substrate interface is typically subjected to very
high stress levels, thereby inducing unwanted inelastic deformations in the film. The
appearance of this dissipative energy makes it difficult to determine the intrinsic
interfacial properties and renders those adhesion tests more suitable for qualitative
assessment and comparative purpose. In the four-point bend test, two samples of
identical geometry are bonded together using an epoxy or diffusion bonding process
at very high temperature. This complex and time-consuming sample preparation pro-
cess often poses significant challenges for the reliability and repeatability of the test
methods as it strictly requires the crack to propagate stably along a specific interface
of interest. Despite their limitations, these aforementioned tests are still widely used
in the industry. Several adhesion test protocols are schematically shown in Fig. 1.2.
In contrast to quasi-static methods mentioned above, laser spallation tests are
based on dynamically loading the film/substrate interface with a laser-induced, high-
amplitude acoustic pulse [35–51]. A nearly 1D, compressive, longitudinal wave packet
is generated on the back side of the substrate with a temporal shape similar to the
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Figure 1.2: Schematic illustration of some of the conventional thin film adhesion test
methods. (Courtesy of Soma Kandula [1])
laser pulse and propagated through the substrate towards the film/substrate interface.
Upon reaching the free surface of the thin film, the stress pulse reflects and loads the
interface (Fig. 1.3) in tension at very high strain rates (∼ 107/s). At a critical stress
level, the interface fails and the film spalls from the substrate. The spallation protocol
has been used to characterize the tensile and mixed-mode strength of a wide range
of thin film interfaces [36, 40, 52–57].
Current configurations of the laser spallation techniques do not, however, enable
direct measurement of interfacial toughness. Pronin and Gupta [42] have proposed
to use a compressively strained niobium layer to buckle the film and create a sharp
pre-crack prior to loading by laser-generated stress waves. The analysis is, however,
limited to the time of crack initiation at which the value of the strain energy release
rate is computed with the aid of a transient finite element analysis. The repeatability
of the test is also dependent on the reproducibility of the flaw geometry. The design
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Figure 1.3: (a) Schematic of laser-spallation setup. (b) Spallation failure of blanket
PBO film from a Silicon substrate.
of spallation experiments to initiate stable interface debonding and directly measure
the interfacial toughness is indeed a significant challenge.
In recent efforts to adapt the laser spallation technique to measure interface critical
fracture energy, a numerical analysis of edge delamination of patterned thin films
has been developed by Tran et al. [2]. Their study has suggested that the inertial
energy trapped in the debonded portion of thin film plays important role in the
interfacial failure process. This observation has motivated a new design for thin film
delamination test to exploit this inertia effect. Kandula et al. [58] recently enhanced
the edge delamination test by introducing a weak adhesion region, which essentially
served as a precrack upon loading. This new thin film pattern geometry has been
designed to effectively channel the kinetic energy imparted in the weakly bonded
portion of the film to the interfacial failure, leading to controlled crack propagation
several millimeters in length. The kinetic energy trapped in the weak adhesion portion
of the film served as the driving force for substantial crack extension.
1.2 Overview of computational methods
The mechanics associated with interface fracture has been the topic of significant
research activity on both analytical and modeling aspects. Excellent reviews of thin
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film cracking and delamination are given in [59–61]. Early study on thin film in-
terface fracture goes back to Freund and Hu [62], who used a membrane model to
describe the thin film shear failure due to the mismatched strain across the interface.
To account for bending effects in the film, Shield et al. [63] have extended the mem-
brane film approach to the elementary beam model thereby introducing the normal
tractions on the interface. A more complicated beam model has been suggested by
Yu and Hutchinson [64] to investigate the singular stress field at the interface crack
tip. Though a number of analytical solutions exist for interface cracks, these solu-
tions are often inadequate for dealing with complex geometries, nonlinear material
behavior, and complicated thermo-mechanical loading processes that exist in many
microelectronics applications. Developing computational tools to simulate the inter-
facial failure of thin film and multilayer systems has been the focus of a variety of
research activities as these tools provide convenient ways to investigate complicated
problems where theoretical methods fail.
Among various methods used in dynamic fracture problems, the finite element
method (FEM) has been used extensively due to its ability to adapt to complex
geometries and material combinations. Siegmund et al. [65] have used the finite
element method together with a cohesive zone model to simulate the indentation
delamination of a film strongly bonded to a substrate. In another application, an
enriched FEM has been used to model the controlled mixed-mode interfacial failure of
a sandwich test [66]. The same method has been also successfully applied to simulate
the interface fracture of a flip-chip four-point bending test [67]. To study the buckling
driven quasi-static delamination of thin films on rigid substrates, Gruttmann and co-
worker [68] have used the Resseiner-Mindlin model for the film and cohesive model for
the interface. A number of numerical analyses have also focused on the importance
of inelastic deformations during the failure process. Jiang et al. [69] have studied the
pressure-induced blister failure of an elastic-plastic bimaterial using the commercial
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FEA package ABAQUS with a built-in cohesive model to characterize the interface.
However, the numerical models listed above, which are restricted to quasi-static failure
events, need to be adapted for the dynamic loading cases. In a recent publication,
Liang and co-workers [70] have presented a numerical study of laser-induced thin
film delamination for the case of blanket films. In that study, a volumetric damage
model was used to model the onset and propagation of delamination, while the finite
element method was adopted to capture the dynamic response of the substrate and
the film.
In the initial stage of this research project, we have developed a novel numerical
scheme to support the laser-induced delamination test described briefly above and
provide an insight into the mechanism of dynamic crack growth of patterned films.
The numerical method employed in this work relies on a combination of the spectral
representation of the elastodynamic solutions for the substrate and the finite element
model for the thin film. The spectral scheme, which is a special form of the boundary
integral relation existing between the tractions and the corresponding displacements
along the boundary of the fracture plane, has proven to be a powerful tool to study
various 2D and 3D dynamic fracture problems of planar cracks embedded in infinite
homogenous of bimaterial domains [71–74]. Hendrickx et al. [75] have extended the
application of this numerical method to study the thin film delamination problems
by developing a special formulation for a domain of finite thickness, perpendicular to
the fracture plane, subjected to anti-plane shear loading. However, the extension of
this method to study the 2D in-plane loaded film system has not yet been derived
due to its complexity. In this research, we have adapted the independent approach
of the spectral scheme developed by Breitenfeld and Geubelle [74] to simulate the
elastodynamic behavior of the substrate. The use of spectral method also saves
substantial computational resourses since a large number of elements are required to
discretize the substrate with a FE model. To capture the transient response of the
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thin film, we used the more conventional (volumetric) explicit finite element scheme.
To simulate the dynamic debonding process, we use cohesive elements along the
interface between the film and the substrate. Cohesive constitutive model has been
successfully used to solve a variety of failure processes in thin film and multilayer
systems. Xu and Needleman [76], Camacho and Ortiz [77] have included the cohesive
relation into volumetric finite element scheme to simulate various dynamic fracture
events in brittle materials. Other applications using cohesive failure law including mi-
crocracking and decohesion of films under tension [78], delamination of weakly bonded
coatings in indentation tests [79], crack growth in sandwich beams [80], decohesion of
thin film segments [63] and laser-induced blistering of thin films [81]. Mohammed and
Liechti [82] also used cohesive zone modeling to capture the nucleation of a crack at a
bimaterial corner. The objective of this method is to capture the dynamic initiation,
propagation and arrest of the crack. The results of this computational analysis will
lay out the fundamental guidance to experimental design for the adhesion test and
to help on the measurement data analysis.
1.3 Overview of the dissertation
The dissertation is organized into six chapters. Chapter 2 describes the development
and implementation of a novel spectral/finite element numerical model to simulate the
laser-induced edge delamination of a patterned thin film. A manuscript comprising
these results of this work is published in Engineering Fracture Mechanics [2]. Moti-
vated by the thin film edge delamination study, a new sample geometry is proposed
to exploit the important role of inertial energy in controlling crack propagation. The
spectral/FE model is modified to incorporate a pre-crack and multi-layers thin films
system into the crack propagation simulation. The numerical results from this study
and the associated experimental method developed by Kandula are summarized in
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a paper published in Applied Physics Letters [58], which is presented in Chapter 3.
To speed up the simulation process and validate the experimental measurements of
crack tip location developed by Kandula [1], a new nonlinear beam numerical model
is implemented and described in detail in Chapter 4. Results from this work are
summarized in a manuscript and published in International Journal of Fracture [83].
To validate the dynamic measurement of fracture toughness and to provide more
insights into the rate-dependent effects, a quasi-static four-point bend adhesion test
is employed to measure the interfacial adhesion between Aluminum film and Silicon
(100) substrate. Detailed experimental procedure, sample preparation process and
results of the four-point bending test are described in Chapter 5. Finally, Chapter
6 contains a summary of the key contributions of this dissertation followed by the
possible extensions of this research.
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Chapter 2
Hybrid spectral/finite element
analysis of dynamic delamination
of patterned thin films
A combined spectral and finite element analysis is performed to investigate the dy-
namic edge delamination of patterned thin films from a substrate. The analysis is
motivated by an emerging experimental technique in which high-amplitude laser-
induced stress waves initiate progressive interfacial debonding of thin film interfaces.
The numerical method relies on the spectral representation of the elastodynamic so-
lutions for the substrate and the finite element model for the thin film. A cohesive
model is introduced along the interface of the bimaterial system to capture the de-
cohesion process. The important role of the film inertia on the crack extension and
the appearance of the mixed-mode failure are demonstrated by observing the traction
stress evolution at various points along the bond line. Parametric studies on the effect
of film thickness, interface fracture toughness, loading pulse shape and amplitude on
the debonding process are performed. A semi-analytical investigation on the inertial
effect is carried out to predict the final crack length as a function of the film thickness
and pulse amplitude.
2.1 Introduction
Thin films are crucial elements in a wide range of engineering applications such as
integrated circuits, magnetic storage media, thermal sensing elements and micro-
electro-mechanical systems. One of the mechanical reliability concerns of such de-
vices is the interfacial adhesion between the film and the substrate. Often considered
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as the most critical regions in thin film structures, interfaces have been the focus of
extensive research to characterize the mechanics of their failure. One of the key issues
underlying this research is the development of reliable techniques to measure the ad-
hesive properties to be incorporated directly into the material design and fabrication
process selection.
Various experimental techniques have been developed to measure the thin film
adhesion including the scratch, peel, pull, blister and indentation tests [15]. In these
tests, however, the film/substrate interface is typically subjected to very high stress
levels resulting in a large amount of plastic deformation in the film, which makes
it difficult to determine the intrinsic interfacial properties [84]. In contrast, laser
spallation techniques [35, 56, 57, 85–90] utilize laser-generated stress waves to load
the interface remotely at high strain rates (∼ 107/s) for very short times (∼ 11 ns).
At these high strain rates, the material’s yield stress increases drastically, as observed
in plate impact experiments [91] and the failure process takes place with minimum
plastic deformation.
A schematic of the tensile spallation experiment is shown in Fig. 2.1. The sample
consists of a transparent confining layer, a thin energy-absorbing layer, the substrate
and the testing film. An infrared Nd:YAG pulse (λ=1064 nm) with a variable en-
ergy content between 1 and 150 mJ and a width of about 10 ns is incident on a
metallic absorbing layer sandwiched between the confining layer and the substrate.
The energy-absorbing layer is chosen to be much thicker (0.4 µm) than the critical
penetration depth of laser light at this wavelength. A compressive longitudinal stress
wave with a Gaussian shape similar to that of the laser pulse is emitted from the
absorbing layer. The wave then propagates towards the film-substrate interface and
is reflected from the free film surface into a tensile wave, which then loads the test-
ing interface in tension. The laser energy is increased until a longitudinal wave is
generated with an amplitude sufficient to fail the film/substrate interface. Interfero-
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Figure 2.1: a) Schematic of the tensile laser spallation technique. b) Transient inter-
face stress measured interferometrically. c) Spallation failure of a blanket Al film on
a Si substrate.
metric measurements of out-of-plane displacement are made at the surface of the thin
film. From displacement measurements at the free surface, the stress history at the
interface is inferred using standard wave mechanics and the tensile failure strength
of the interface is obtained by monitoring the maximum traction stress acting on the
interface at the onset of failure. This technique has been further developed by Wang
et al. [55, 84, 92] to measure mixed-mode interfacial strength values.
Another key adhesive property is the fracture toughness, defined as the energy
needed to separate a unit area of the bonding surface. Although number of experi-
mental techniques have been proposed to extract the fracture toughness values, many
have been challenged in terms of their reliability and repeatability. De Boer and Ger-
berich [93] have used the nanoindentation technique with the aid of an analytical
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Figure 2.2: a) Schematic of edge delamination experiment. b) Optical image viewed
from the top of an edge delaminated Al patterned film on a Si substrate.
model provided by Marshall and Evans [94] to measure the adhesive fracture energy.
However, this method is limited to brittle, weakly bonded films since ductile, strongly
adhered films substantially deform before their delamination from the substrate [95].
To provide additional driving force to delaminate the well bonded interface, Bagchi
et al. [26] have proposed a method using a highly stressed superlayer deposited on
the top of the test film. The analysis for this test, however, is based on fully elastic
assumption and does not take into account the plastic work, resulting in an inaccurate
adhesive fracture energy. To exclude the effect of residual stress in the film during the
testing process, Charalambides et al. [96] have developed a four-point bending test for
the system made of a thin film sandwiched between two rigid substrates. Although
the analysis to extract the strain energy release rate from this test is fairly simple
and is not dependent on the final crack length, the sample preparation involving high
temperature diffusion bonding process might change the original bonding properties.
Despite their drawbacks, the three experimental methods described above are still
extensively used.
Current applications of the laser spallation techniques do not enable direct mea-
surement of interfacial toughness. Pronin and Gupta [97] have proposed to use a
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compressively strained niobium layer to buckle the film and create a sharp pre-crack
prior to loading by laser-generated stress waves. The analysis is, however, limited
to the time of crack initiation at which the value of the strain energy release rate
is computed with the aid of a transient finite element analysis. The repeatability of
the test is dependent on the reproducibility of the flaw geometry. Design of spal-
lation experiments to initiate stable interface debonding and directly measure the
interfacial toughness is indeed a significant challenge. Recent experiments [1] have
demonstrated the feasibility of using laser-generated stress waves to initiate a mixed-
mode edge delamination from the corner of a pattered film (Fig. 2.2(a)). Successful
edge delamination of a patterned aluminum (Al) film on a silicon (Si) substrate is
shown in Fig. 2.2(b). Edge delamination initiated at a much lower stress level (laser
fluence) than in the center of the film, far from the stress concentration at the corner,
clearly pointing to an edge-driven delamination process.
To support the experiment described above and provide some insight on the me-
chanics of patterned film delamination, we develop in this chapter a numerical scheme
to capture the dynamic initiation, propagation and arrest of the crack. Although the
fracture problem depicted in Fig. 2.2 is three-dimensional (3D), we adopt in this work
a simpler two-dimensional (2D) plane strain model to capture the role of the corner
stress concentration on the initiation and extent of delamination. One of the meth-
ods adopted in this work is the spectral scheme, which has been used successfully in
the simulation of various fundamental 2D and 3D dynamics fracture problems [71–
74]. Hendrickx et al. [75] have extended the application of this numerical method to
study the thin film delamination problems by developing a special spectral formula-
tion for a domain of finite thickness, perpendicular to the fracture plane, subjected
to an anti-plane shear loading. However, the extension of this method to study the
2D in-plane loaded film system has not been derived due to its complexity. To cap-
ture the dynamic failure mechanism of a thin film on a substrate subjected to a 2D
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in-plane laser-generated load pulse and to allow the development of the tensile and
mixed-mode interfacial stresses [84], we develop a numerical method which relies on
the combination of a spectral scheme for the substrate and an explicit finite element
model for the film. The interface is characterized by a rate-independent extrinsic
bilinear cohesive model used by Geubelle and Baylor [98] to simulate the decohesion
process.
Cohesive modeling has been successfully used to solve a variety of failure processes
in thin film and multilayer systems. Examples include microcracking and decohesion
of films under tension [78], delamination of weakly bonded coatings in indentation
tests [79], crack growth in sandwich beams [80], decohesion of thin film segments [63]
and laser-induced blistering of thin films [81]. Mohammed and Liechti [82] also used
cohesive zone modeling to capture the nucleation of a crack at a bimaterial corner.
In a recent publication, Liang and co-workers [70] have presented a numerical
study of laser-induced thin film delamination for the case of “blanket” (non-patterned)
films. In this study, a volumetric damage model was used to model the onset and
propagation of delamination, while the finite element method was adopted to capture
the dynamic response of the substrate and the film.
In this chapter, the proposed cohesive spectral/finite element scheme is applied
to investigate the dynamic failure problem of the patterned film system subjected to
a time-dependent in-plane tensile loading. Several significant issues are addressed in
this work including the spontaneous initiation, propagation and arrest of an interfa-
cial crack, the role of the inertial effect on the crack extension and the energetics of
the delamination process. The chapter is organized as follows: in the next section,
we focus on the details of the numerical implementation including the problem de-
scription, the spectral scheme formulation, the cohesive finite element model and the
coupling algorithm. In Section 2.3, we present some numerical results and a paramet-
ric study of the effect of the loading pulse and the film thickness. Finally, we reveal
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in Section 2.4 the relation between energy transition and the failure process as the
foundation of a semi-analytical model to predict the final crack length.
2.2 Numerical implementation
As described in the introduction, the numerical modeling used in this work relies on
the combination of three key components: (i) an explicit spectral scheme to capture
the elastodynamic response of the substrate, (ii) an explicit finite element scheme
to simulate the response of the thin film, and (iii) a cohesive model to capture the
spontaneous initiation, propagation and arrest of interfacial cracks. Details on the
formulation and implementation of these three components are provided below after
a description of the dynamic failure problem of interest.
2.2.1 Problem description
This work aims at developing a numerical scheme to capture the dynamic failure of
the interface between a patterned film of thickness H and length L and a semi-infinite
substrate loaded by an in-plane stress pulse of transient amplitude τ oα(t) (α = 1, 2)
(Fig. 2.3). Let µ+, ν+, %+ and µ−, ν−, %− denote the shear modulus, Poisson’s ratio
and density of film and substrate, respectively. A Cartesian coordinate system is
defined such that x2 = 0 denotes the interfacial plane. By assuming plane strain
conditions in both domains, the conservation of linear momentum equation takes the
form
µ
∂2uα
∂xβ∂xβ
+ (λ+ µ)
∂2uβ
∂xα∂xβ
= %
∂2uα
∂t2
, (2.1)
where uα(x1, x2, t) are the in-plane displacement components, λ is a Lame´ elastic
constant, and Greek indices take the values 1 and 2. The associated stress components
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Figure 2.3: Schematic of patterned film delamination problem.
are denoted by σαβ(x1, x2, t) with interface tractions defined as
τ±α (x1, t) = σ2α(x1, x2 = 0
±, t). (2.2)
The boundaries of the thin film and substrate are traction free and the initial
conditions are set to be quiescent up to the arrival of the plane wave. Along the in-
terface, we impose traction continuity, while displacement discontinuity may develop
during the failure process. To that effect, we define the displacement jump along the
interface as
δα(x1, t) = uα(x1, 0
+, t)− uα(x1, 0−, t) = u+α (x1, t)− u−α (x1, t). (2.3)
2.2.2 Spectral scheme for the substrate
To capture the elastodynamic response of the substrate, we adopt the 2D indepen-
dent spectral formulation described in Breitenfeld and Geubelle [74], which relies on
the following relations between the traction stress components τ−α (x1, t) along the
interface and the resulting displacements:
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τ−1 (x1, t) = 2τ
o
1 (t)+
µ−
c−s
∂u−1 (x1, t)
∂t
+ f−1 (x1, t),
τ−2 (x1, t) = 2τ
o
2 (t)+
c−d
c−s
µ−
c−s
∂u−2 (x1, t)
∂t
+ f−2 (x1, t),
(2.4)
where c−d and c
−
s are the dilatational and shear wave speeds in the substrate, re-
spectively, and the terms 2τ oα(t) denote the traction stress components that would
be present along the upper surface of the substrate if it was kept rigid. The last
terms f−α (x1, t) in (2.4) are linear functionals of the previous displacement history
and are expressed in the spatial Fourier domain. Let us denote by T−α (t, q), U
−
α (t, q),
and F−α (t, q) the Fourier transform of the boundary tractions τ
−
α (x1, t), displacements
u−α (x1, t) and convolution terms f
−
α (x1, t) respectively. As shown in [74], the convo-
lution relations between F−α (t, q) and U
−
α (t, q) take the form:
F−1 (t, q) = −µ−|q|
∫ t
0
H11(|q|c−s t′)U−1 (t− t′, q) | q | c−s dt′ + i(2− η−)µ−qU−2 (t, q)
+ iµ−q
∫ t
0
H12(|q|c−s t′)U−2 (t− t′, q)|q|c−s dt′,
F−2 (t, q) = −µ−|q|
∫ t
0
H22(|q|c−s t′)U−2 (t− t′, q) | q | c−s dt′ − i(2− η−)µ−qU−1 (t, q)
− iµ−q
∫ t
0
H12(|q|c−s t′)U−1 (t− t′, q)|q|c−s dt′,
(2.5)
where η− = c−d /c
−
s . The convolution kernels H11, H12, H22 are derived in [74] and
presented in Fig. 2.4 for a Poisson’s ratio ν = 0.17.
The implementation of the spectral formulation starts by discretizing a portion
X of the boundary of substrate with N grid points uniformly spaced, separated by a
distance dx1 = X/(N−1) (Fig. 2.5). The boundary displacements u−α and convolution
terms f−α are represented by a discrete Fourier series with period X as u
−
α (x1, t)
f−α (x1, t)
 =
N/2∑
k=−N/2
 U
k
α(t)
F kα(t)
 exp
(
2piikx1
X
)
. (2.6)
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The link between spatial and spectral domains is achieved efficiently with the aid of
the Fast Fourier Transform (FFT) with the number of sampling points N chosen as
a power of two. An explicit time integration scheme of velocity distribution u˙−α (x1, t)
computed from (2.4) is used to derive the substrate boundary displacements as
u−α (x1, t+ ∆t) = u
−
α (x1, t) + ∆t u˙
−
α (x1, t). (2.7)
In this explicit setting, the time step ∆t is chosen as the fraction of time needed
for the dilatational wave in the substrate to travel the distance between two sampling
points,
∆t = β
min(dx1)
c−d
, (2.8)
where parameter β takes value between 0 and 1 and plays a key role in the stability
and precision of the spectral scheme [74].
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Figure 2.5: Domain discretization with 4-node quadrilateral elements in the thin film
and equidistant sampling points along the upper boundary of the substrate. Cohesive
elements (shown in their deformed configuration) are placed along the interface to
capture the dynamic fracture process.
2.2.3 Finite element model of the thin film
To model the elasto-dynamic response of the thin film, we use the cohesive finite
element scheme based on the concept of cohesive failure introduced by Dugdale [99]
and Barrenblatt [100]. This scheme relies on the combination of conventional vol-
umetric elements to describe the constitutive response of the material and cohesive
interfacial elements to model the spontaneous failure of the interface. The patterned
film domain is discretized into a uniform mesh of four-node quadrilateral elements
(Fig. 2.5). The finite element scheme formulation is conventional and the explicit
central difference time stepping scheme is employed to update nodal accelerations,
velocities and displacements. In this work, we use the same time step (∆t) size for
both domains and chosen as the minimum between the Courant limit of the explicit
finite element and that of the spectral scheme.
To relate the solutions in the two domains and model the dynamic failure pro-
cess along the interface, we introduce cohesive elements along the plane x2=0. We
adopt hereafter the rate-independent bilinear cohesive failure law between the cohe-
sive traction vector T=(Tn, Tt) and the displacement jump vector δ=(δn, δt) shown
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Figure 2.6: Traction-separation law used in the cohesive finite element model for pure
opening (a) and pure shearing (b) failure mode. An unloading path is shown for the
mode I case. The areas under the traction-separation curves are respectively the
mode I (GIc) and mode II (GIIc) fracture toughness.
in Fig. 2.6:
Tn =
S
1− S
σmax
Sinitial
δn
δnc
,
Tt =
S
1− S
τmax
Sinitial
δt
δtc
,
(2.9)
where the subscripts ‘n’ and ‘t’ denote the normal and tangential components, respec-
tively, and σmax and τmax correspond to the normal and shear interface strengths. The
local damage parameter S is introduced to couple the failure process in the normal
and shear directions as
S =
〈
min
1−
√(
δn
δnc
)2
+
(
δt
δtc
)2
,Sp
〉 , (2.10)
where < a >= a if a > 0 and = 0 otherwise, and Sp denotes the previously computed
value of S. When the delamination event is taking place, S decreases from the initial
value Sinitial (chosen close to unity) to zero, which corresponds to a complete failure.
The introduction of the internal variable Sp prevents healing of the crack in the
event of unloading of the interface, yielding an unloading path such as that shown in
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Fig. 2.6(a). The mode I and mode II fracture toughnesses, which are the areas under
the bilinear traction-separation curves, are given by
GIc =
1
2
δncσmax,
GIIc =
1
2
δtcτmax.
(2.11)
The implementation of the cohesive model into the finite element framework is
similar to that outlined by Xu and Needleman [76] and starts from the following form
of the principle of virtual work:
∫
Ω
%
∂2u
∂t2
.δu dΩ +
∫
Ω
σ : δε dΩ =
∫
Γc
T.δδ dΓc +
∫
Γex
Tex.δu dΓex, (2.12)
where u is the displacement vector, σ and ε denote the stress and strain tensors,
respectively and Tex represents the externally applied traction vector. The symbols
Ω, Γc and Γex respectively define the volume, cohesive and external boundaries. The
corresponding semi-discrete finite element formulation is
M
∂2D
∂t2
+ Rin = Rco + Rext, (2.13)
where D is the vector of nodal displacements, M is the (lumped) mass matrix, Rin,
Rext and Rco are the internal, external and cohesive force vectors, respectively. In
this work, the external loading is associated only with the laser pulse coming from
the substrate, thus the external force vector Rext is zero in (2.13).
2.2.4 Interface coupling and contact schemes
The scheme used to couple the finite element and spectral solutions starts by updat-
ing the displacement jumps (δn, δt) (2.3) and the damage parameter S (2.10) at every
point along the bond surface to detect failure. The cohesive tractions (Tn, Tt) and
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cohesive force vector Rco (2.9) are then computed. If failure is detected at a certain
location, the associated values of cohesive tractions, (Tn, Tt), are set to be the cur-
rent values of interface strengths, (σmax, τmax), respectively. Finally, we perform the
finite element and spectral computations for the thin film (2.13) and substrate (2.4),
respectively, to update the interfacial velocities and displacements. The sequence of
coupling operations at each time step is summarized in Algorithm 1.
Algorithm 1 Coupling scheme.
Step 1. Update displacement distribution u±α (x1, t).
(a) Thin film: Update displacements u+α by central difference scheme:
u+α (t+4t) = u+α (t) +4tu˙+α (t) + 124t2 u¨+α (t).
(b) Substrate: Update the displacements u−α with (2.7).
(c) Update displacement discontinuity δn,t across the interface.
Step 2. Compute interfacial tractions Tn,t (2.9) and cohesive force vector Rco.
If failure is detected, i.e, if S < Sp in (2.10), update interfacial strengths.
Step 3. Update applied load τ oα(t), convolution terms f
−
α with (2.5) and (2.6).
Then compute new interface velocities u˙−α (x1, t) from (2.4).
Step 4. Perform the finite element computation in thin film, with lower boundary
of the film subjected to cohesive force Rco computed in Step 2.
Compute new accelerations u¨+α (t+4t) with (2.13) and update velocities
u˙+α (t+4t) = u˙+α (t) + 4t2 [ u¨+α (t) + u¨+α (t+4t) ].
Step 5. Check for overlapping along the interface and enforce contact if necessary.
During the fracture event, there is a possible overlapping of the crack faces, δn < 0,
as the interface is unloaded. To address this issue, a predictor/corrector contact
scheme is adopted. At every time step, before updating the new displacement distri-
bution, the predicted displacement jump is computed by
δpredn = u
+
2 − u−2 + ∆t(u˙+2 − u˙−2 ). (2.14)
If δpredn is found to be negative, we introduce an corrective contact traction along the
interface as
τ correct2 = −
δpredn
2∆t
µ+c+d
c+s
2 , (2.15)
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Table 2.1: Material properties of Al film and Si(100) substrate.
Al Si
Shear modulus, µ (GPa) 26 41
Density, % (kg/m3) 2710 2300
Dilatational wave speed, cd (m/s) 6149 6695
Shear wave speed, cs (m/s) 3097 3741
by which the corrected velocity values for the film, u˙+2 are computed with Step 4 of
Algorithm 1 and those of the substrate surface are obtained by setting δn to zero
in (2.14):
u˙−2 = u˙
+
2 +
u+2 − u−2
∆t
. (2.16)
2.3 Numerical results
2.3.1 Spatial convergence study
We start the discussion of the numerical results by focusing on the spatial convergence
of the proposed hybrid spectral/finite element solution. The spatial discretization
of the interface must be sufficiently fine to capture (i) the stress concentration in
the vicinity of the corner of the patterned film and (ii) the cohesive failure process
taking place ahead of the dynamically propagating crack front. The dynamic failure
problem investigated hereafter involves an Al/Si system whose properties are listed
in Table 4.1. The size X of spectral domain is set to 400 µm, the length L of
the interface to 200 µm and the film thickness H to 1 µm. Based on experimental
measurements reported by Volinsky et al. [101], the tensile fracture toughness of the
interface is chosen to be 2 J/m2, while the tensile strength σmax is chosen to be 400
MPa as suggested by the results of spallation tests conducted by Wang et al. [89].
In the absence of detailed measurements of the shear failure properties, the values of
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GIIc and τmax are set equal to their tensile counterpart. The last parameter entering
the bilinear cohesive failure law, the initial value of the damage parameter, Sinitial,
which defines the initial slope of the rising part of the curve, is set to 0.99, making
the cohesive elements very stiff compared to the film and substrate.
The film/substrate system is loaded by Gaussian compressive plane wave of du-
ration tp = 10.6 ns and amplitude σ0 = 2.2 GPa. These values are characteristic
of the pressure pulses that are generated with the pulsed laser used in the experi-
ments described in the introductory section. Despite the very short pulse duration,
the wave length lp associated with the laser-induced pulse in the film, lp = c
+
d tp,
represents approximately 65 times the film thickness H. The mesh size is defined
by the length dx1 between two grid points along the interface. In the convergence
study presented hereafter, five mesh refinements are investigated with dx1/H = 0.1,
0.05, 0.025, 0.0125, 0.00625. In all simulations, the quadrilateral elements used to
discretize the film are chosen to be square, i.e., dx2 = dx1, allowing for a very accurate
capture of the wave motion in the film. The time step size ∆t is identical in both
spectral and finite element domains, ∆t = 0.5dx1/c
+
d , which is sufficient to ensure the
stability and temporal convergence of the numerical solution.
The effect of the mesh size on the motion of the crack is shown in Fig. 2.7.
For all spatial discretizations, the onset of crack propagation at the interface corner
(x1/L = 0) always occurs at time c
+
d t/H = 50, indicating that all meshes are able
to capture the corner stress concentration. Once initiated, the crack propagates
dynamically until c+d t/H = 180, at which point it arrests. The crack propagation
phase shows some differences between the various spatial discretizations, and a very
small mesh size, with dx1/H ≤ 0.0125 appears to be needed to achieve a spatially
converged solution. This mesh size is therefore adopted in the remainder of this
manuscript.
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Figure 2.7: Spatial convergence study: Time evolution of crack tip evolution for
various interface discretizations.
2.3.2 Failure process
A detailed description of the crack trajectory and evolution of the cohesive zone is
illustrated in Fig. 2.8. The failure event is characterized by three distinct phases
labeled 1, 2 and 3. The interface is initially subjected to compressive loading coming
from the Si substrate. This stress wave propagates through the bond line between the
two materials, reflects from the free surface of the Al film as a tensile wave and loads
the interface in tension Fig. 2.1. Due to the small impedance mismatch between the
film and the substrate (%+c+d /%
−c−d = 1.08), most of the wave then travels back in the
substrate, unloading the bond line. The left downward arrow in Fig. 2.8 denotes the
time, t ' 5.43 ns, at which the interfacial traction stress becomes tensile. At that
time, due to the dynamic stress concentration at the corner of fracture plane, the
interface starts to fail and the cohesive zone tip starts to propagate. After a small
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Figure 2.8: Evolution of the normalized cohesive zone tip (dashed curve) and crack
tip (solid curve) locations. The numbers 1-3 correspond to the onset of the three
phases of the failure process, as discussed in the text. The two arrows pointing to
the horizontal axis indicate the start and end of the tensile (positive) portion of the
interface tensile traction stress. The solid arrows labeled by c+s and c
−
s respectively
denotes the shear wave speeds in the film and substrate.
delay associated with the cohesive failure taking place at the corner, the crack tip
(i.e., the trailing edge of the cohesive failure zone) starts to propagate rapidly (point
labeled 1). While the interface is loaded in tension (i.e., between t ' 5.43 ns and
t ' 11 ns), the crack propagates to the right, at speeds approaching that of the shear
wave speeds of the two components. However, the failure process does not terminate
with the end of the tensile loading of the interface (point 2). A substantial portion of
the overall crack motion takes place after t ' 11 ns, driven by the stress concentration
in the vicinity of the advancing crack front and the inertia of the debonded portion
of the film. This process continues until the final arrest of the crack after more than
30 ns (point 3).
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Figure 2.9: Evolution of normalized tensile Tn (a) and shear Tt (b) traction stresses
at various locations along the Al/Si interface. The various curves are labeled by the
distance of the point of observation to the corner. The curve defined by the circular
symbols in figure (a) represents the analytical solution for Tn vs. time, far from
the corner. The corresponding normal and tangential traction-separation curves are
presented in figures (c) and (d), respectively, showing the different levels of mode
mixity at various locations along the interface.
This critical effect of the film inertia is visualized by studying the traction stress
history at various points along the fracture plane. Figures 2.9(a) and (b) present
the interfacial normal Tn and tangential Tt traction components normalized by the
corresponding failure strength values σmax and τmax at six locations along the bonding
surface. These observation points include the corner and points located at 0.2, 1, 3, 5
and 7 µm away from the film edge. For comparison purpose, the analytical solution
for the time evolution of Tn obtained far from the corner (i.e., computed using 1D
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elastodynamics) is also shown in Fig. 2.9(a). Although the load level σ0 = 2.2 GPa is
more than five times higher than the tensile strength σmax of the interface, the peak
tensile stress along most of the interface is well below σmax, implying that no failure
occurs in the absence of edge effects associated with the corner.
The effect of the corner stress concentration is apparent from the evolution of
the tensile traction stress in Fig. 2.9(a). After the arrival of the plane wave from the
substrate at time t = 0 ns, the interface goes through a compressive phase followed by
a rapid rise, especially in the immediate vicinity of the corner (solid curve) which fails
first in a mode I dominated failure process. As the crack starts to propagate, a crack-
induced stress concentration followed by a cohesive failure is clearly apparent at the
observation points located 0.2, 1 and 3 µm away from the corner. The failure at these
locations is characterized by a varying level of mode mixity, as the amplitude of the
maximum shear traction Tt decreases and eventually switches sign. The increasing
importance of shear failure is apparent from the evolution of the traction stresses 5 and
7 µm from the corner. At these locations, the initial evolution of the tensile traction
follows closely that of the 1-D analytical solution, indicating that these points are
outside the region of influence of the corner stress concentration. As for most points
along the interface, the tensile traction at these two observation points goes to zero
after about 11 ns. The appearance of a peak in the traction stress components after
the departure of the laser-induced pulse indicates the arrival of the inertia-driven
failure process, which is clearly of mixed-mode nature, as apparent from the normal
and tangential traction separation curves plotted in Fig. 2.9(c) and (d), respectively.
At all locations, the failure process is very fast (∼ 1 ns), leading to very high strain
rates (in excess of 107/s) in the vicinity of the advancing delamination front.
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Figure 2.10: Shape variation of the applied substrate stress pulse (a) obtained by
shifting the peak of the Gaussian pulse at time tpeak = 5.3 ns to tpeak = 4.3 and
6.3 ns, respectively. The effects of pulse shapes defined in (a) are illustrated by the
difference of the evolution of normal interfacial stress at a observation point (b) far
from the corner and (c) at 1 µm ahead the corner. The resulting evolution of the
crack tip (solid curve) and cohesive zone tip (dashed curve) is shown in (d).
2.3.3 Effect of loading pulse
We now turn our attention on the effects of the load pulse shape and amplitude on
the delamination process. The incoming stress wave at the interface is modeled as a
Gaussian stress pulse described by [89]
σ(t) = −σ0exp
(
−2(t− tpeak)
2
T 2
)
, 0 ≤ t ≤ tp. (2.17)
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Figure 2.11: Effect of loading on the interface failure between a 1 µm thick Al film
and Si substrate. Crack tip (solid curves) and cohesive zone tip (dashed curves)
evolution are presented for four values of loading amplitude σ0: (a) σ0 = 3.1 GPa;
(b) σ0 = 3.2 GPa; (c) σ0 = 3.25 GPa; (d) σ0 = 3.3 GPa.
where σ0, tp, tpeak respectively denote the amplitude, duration, and peak time of
the pulse. All times are expressed in nanoseconds and constant T is chosen as 4.1
ns. Although the pulse defined by (2.17) asymptotically tails off to zero at infinity,
it is set to zero for t > tp, with the pulse duration chosen as 10.6 ns in this work
(Fig. 2.10a).
Fig. 2.11 presents the evolution of the crack tip (solid curve) and cohesive zone
tip (dashed curve) for various load amplitudes σ0 (with tpeak = 5.3 ns). This study
is performed on the same configuration as in previous sections, i.e., film thickness
H = 1 µm, GIc = GIIc = 2 J/m
2 and σmax = τmax = 400 MPa. Although the range
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Figure 2.12: Evolution of crack opening displacement distribution along the interface.
The curves are separated by a constant time interval equal to 0.14 ns, starting from
7.44 ns and extending in the direction indicated by a dashed arrow, toward 10.66 ns.
The inset shows a daughter crack formed ahead of the main crack and its coalescence
with the main crack.
of load levels considered in Fig. 2.11 is quite narrow, from 3.1 to 3.3 GPa, the effect
on the crack tip trajectory is quite remarkable. The two limiting cases are displayed
in Fig. 2.11(a) and (d). For the lower load level (σ0 from 2 to 3.1 GPa), we observe
a smooth crack growth, with the cohesive zone tip starting its motion as soon as the
interface traction becomes tensile and the crack tip catching up about a nanosecond
later. The high load level (σ0 = 3.3 GPa), which is shown in Fig. 2.11(d), leads to
the complete spallation of the film as the normal component of the interface traction
vector exceeds the tensile strength of the interface.
For a slightly lower value of the load amplitude, σ0 = 3.25 GPa, shown in
Fig. 2.11(c), the load level is sufficient to initiate failure everywhere along the in-
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terface, but not enough to complete the failure process. A jump in cohesive zone
and crack length takes place between 7 and 8 ns. This discrete jump is even more
obvious for the case corresponding to σ0 = 3.2 GPa (Fig. 2.11b), where we observe
a sudden jump in crack length followed by a more conventional propagation. This
behavior, which is reminiscent of the intersonic crack motion along bimaterial inter-
faces [102], suggests the existence of a so-called daughter crack that initiates ahead of
and eventually coalesces with the main (or mother) crack. This fact is confirmed in
Fig. 2.12, which presents the evolution of the normalized crack opening displacement
(COD) distribution δn/δnc for the case σ0 = 3.2 GPa. The appearance of a daughter
crack is especially visible in the inset, with the horizontal dashed line denoting the
onset of failure, i.e., all points below that line indicating the location and extent of
the cohesive zone. The points labeled 1 and 2 therefore denote the tips of two cracks
present at the same time, which eventually coalesce into a single crack.
The origin of this daughter crack in this dynamic fracture event is however very
different from the intersonic crack propagation case. In the latter case, it is associ-
ated with the presence of a non-monotonic interface traction in the vicinity of the
advancing delamination front. In the case of the patterned film, the creation of the
daughter crack is due to the existence of the non-uniform stress field present in the
vicinity of the corner, with the presence of an intermediate region away from the
corner where the interface traction dips below the value adopted along the remainder
of the interface. The dynamic interaction between the corner stress concentration
and this non-uniform distribution of the interface stress leads to the creation of two
cohesive failure zones observed in Fig. 2.12.
The pulse shape, defined by the value of the peak time tpeak introduced in (2.17),
also plays a key role in the failure process. The shape of the pulse depends on a
number of factors including the thickness of the confining layer and substrate, and
the constitutive properties of the substrate [85, 89, 103]. An investigation of the 1-D
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Figure 2.13: Effect of film thickness on the evolution of the normal interface traction
(a) and of the tip location of the crack and cohesive zone (b). In (b), the two small
arrows denote the start and end of the tensile loading pulse on the interface.
elastodynamic solution indicates that the evolution of the interface traction stress
is affected by the tail of the substrate stress wave as shown in Fig. 2.10(b). The
influence of small changes in the pulse shape becomes more significant in the vicinity
of the crack tip (Fig. 2.10c) and therefore leads to drastic changes in the failure event,
as illustrated in Fig. 2.10(d), which shows the effect of tpeak on the propagation of
the cohesive zone and crack tips for the same load level (σ0 = 2.1 GPa).
2.3.4 Effect of film thickness
For small values of the film thickness (H ≤ 2 µm) such as those considered in this
work, the travel time of a dilatational wave across the film, tf = H/c
+
d , is less than
0.32 ns and small compared with time duration of the loading pulse, tp = 10.6 ns. For
small value of H, a classical approximation of the conservation of linear momentum
in the absence of failure reveals that tensile interface traction is proportional to the
film thickness. This fact is confirmed in Fig. 2.13(a), which presents the effect of H
on the evolution of Tn provided by the 1-D elastodynamic relation, i.e., for points far
away from the corner. A film thickness greater than 1.5 µm is required to achieve
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the spallation of the film for σ0 = 2.1 GPa. Any value of H lower than that yields
a corner driven failure process, as further illustrated in Fig. 2.13(b). Note that the
y-axis range has been limited to 0.1 in that figure for clarity. A secondary crack also
appears for the case H = 1.4 µm.
2.4 Semi-analytical model of final crack length
The role of film inertia on the extent of delamination can also be understood through
the evolution of various energy components entering the dynamic fracture problem
(Fig. 2.14): the kinetic energy K associated with the debonded portion of the film,
the fracture energy EF dissipated in the delamination event, and the strain energy
U stored in the film domain. As soon as the crack starts to propagate from the
corner, K increases rapidly, reaches a maximum value before gradually decreasing
as the decohesion process illustrated in Fig. 2.8 takes place and fracture energy is
dissipated. After about 30 ns, the crack arrests and the EF curve reaches a plateau.
At that point, the kinetic energy associated with the debonded portion of the crack is
too small to drive further crack propagation. Note that the sum of the three energy
components,
Etot = EF + U +K, (2.18)
also plotted in Fig. 2.14, remains almost constant after the onset of crack propagation,
indicating that only a small amount of additional energy is leaked into and from the
substrate.
Based on the results presented in Fig. 2.14, we assume that the crack advance is
fully driven by the kinetic energy trapped in the debonded portion of the film. This
assumption leads to the following estimate of the final debonding length af :
af
H
' K
GcH
. (2.19)
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Figure 2.14: Time variation of energy components (per unit length) in the film. The
vertical dashed line indicates the time of crack arrest.
For the case presented in Fig. 2.14, the maximum kinetic energy available attained at
time t = 9.6 ns is about 18 µJ/m, which, based on (2.19), leads to af = 9 µm. This
estimate is to be compared with a value of af = 8 µm obtained numerically in Fig. 2.8.
This reasoning can be repeated for various values of the interface fracture toughness
Gc, as shown in Fig. 2.15, which presents the evolution of the normalized crack length
(left axis) and kinetic energy K (right axis) for three values of δnc. Since the failure
strength is kept constant (σmax = 400 MPa), these three cases correspond to three
values of the fracture toughness (Gc = 1.8, 2 and 2.2 J/m
2). The normalization
factors for the left and right axes of Fig. 2.15 are chosen such that the the final value
of the normalized crack length should match that of the normalized maximum kinetic
energy, if the assumptions leading to (2.19) are correct. As apparent from the results
summarized in Fig. 2.15, an acceptable agreement is obtained, especially for small
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Figure 2.15: Evolution of crack tip location (left axis) and kinetic energy, trapped in
the debonded part of the film (right axis), for three values of the critical displacement
jump δnc. The normalization factors H and Gc denote the film thickness and interface
fracture energy, respectively.
values of δnc. This seems to indicate that the faster the failure process, the smaller
the portion of kinetic energy that does not participate in the debonding process and
instead leaks out of the debonded part of the film.
In order to use (2.19) to extract the interface fracture toughness Gc from the final
crack length af , we need to estimate the maximum value of the kinetic energy K of
the debonded part of the film. An approximation for K can be obtained with the aid
of the 1-D elastodynamic solution of the vertical velocity v1D2 (x2, t) as
K(t) '
∫
a(t)
a˙(τ)
∫ H
0
1
2
%+
(
v1D2 (x2, τ)
)2
dx2dτ, (2.20)
where a(t) denotes the time-dependent crack length and a superposed dot means a
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derivation with respect to time. If the film impedance matches that of the substrate,
the vertical velocity in the film is obtained by the superposition of the incident wave
and that reflected from the free surface as
v1D2 (x2, t) =
1
%+c+d
[
σT
(
t− x2
c+d
)
+ σT
(
t− 2H
c+d
+
x2
c+d
)]
, (2.21)
where σT (t) denotes the fraction of the substrate stress pulse that is transmitted into
the film. For matching impedances, σT (t) is given by the incident stress pulse σ(t)
described by (17). For non-matching impedances, it is given by
σT (t) =
2α
1 + α
σ(t), (2.22)
where α = %+c+d /%
−c−d is the impedance mismatch parameter. If α is different from 1,
the evolution of the vertical velocity (2.21) is more complex and involves the reflection
of multiple waves in the film, but its expression can be readily obtained from classical
1-D elastodynamics.
Due to the highly transient nature of the delamination event, the crack speed
history is quite complex as illustrated in Fig. 2.16, which presents the crack velocity
history Vcr for various values of the load amplitude σ0. As apparent there, the crack
motion remains subsonic, although the maximum value of the crack speed approaches
the Rayleigh wave speed of the film for the higher load levels. Since the transfer of
kinetic energy in the debonded portion of the film appears to be taking place during
the initial stages of the failure process, we adopt the following linear approximation
for the length of the crack
a(t) ' V maxcr (t− tcr), (2.23)
where V maxcr denotes the maximum value of the crack speed and tcr corresponds to
the crack initiation time, i.e., the time at which complete cohesive failure is achieved
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Figure 2.16: Evolution of normalized crack speed versus loading amplitude σ0 ranging
from 2.9 GPa to 3.7 GPa (by 0.1 GPa). For reference, the evolution of the tensile
interface traction normalized by σ0 is shown by a dashed curve.
at the corner. These two quantities depend in a nonlinear way on the load level,
as illustrated in Fig. 2.17. Combining (2.20) and (2.23), we obtain the following
approximation of the kinetic energy of the debonded portion of the film:
K(t) '
∫ t
tcr
V maxcr
∫ H
0
1
2
%+
(
v1D2 (x2, τ)
)2
dx2dτ, (2.24)
which, combined with (2.19), provides a prediction of the final length of the crack.
A direct comparison between this semi-analytical model and a full-fledged numer-
ical simulation is shown in Fig. 2.18, which presents the variation of the final length
of the crack af with respect to the load level σ0 and the film thickness H for the
Al/Si thin film/substrate system.
Excellent agreement is observed between numerical (symbols) and analytical (solid
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Figure 2.17: Variation of maximum crack speed (right axis) and crack initiation time
tcr (left axis) versus loading amplitude normalized by the interfacial strength σmax.
curves) results, pointing to the correctness of the assumptions behind the proposed
energy-based model. The dependence of the final crack length on the interfacial
fracture toughness is also presented in Fig. 2.19 for different film thicknesses and
imposed load levels. This figure also shows an excellent agreement between semi-
analytical and numerical results on the relation between af and Gc.
2.5 Conclusion
We have performed a numerical analysis of laser-induced delamination of thin pat-
terned films. The underlying numerical method combines a spectral scheme for the
substrate and a finite element model for the thin film. The transient delamination of
the film subjected to a Gaussian compressive stress pulse coming from the substrate
40
0 50 100 150 200 250 300 3502
4
6
8
10
12
14
16
af  (µm)
!
0 /
 ! m
a x
 
 
 
H=1.5 µm
H=1 µm
H=0.5 µm
Figure 2.18: Analytical (solid curves) and numerical (symbols) predictions of the
effect of the load amplitude σ0 on the final crack length for three values of film
thickness H of the Al/Si system.
is simulated using a rate-independent bilinear cohesive model. We have demonstrated
the ability of the coupling scheme to capture the initiation, propagation and arrest
of the crack. The motion of the crack well past the time of unloading of the film has
emphasized the important role of film inertia on the failure process. This effect has
been confirmed by a parametric study of the influence of the film thickness and the
loading amplitude. An investigation of the various energy components has revealed
that the kinetic energy trapped in the debonded portion of the film drives the failure
process. Finally, we have developed a semi-analytical model to compute the total
kinetic energy remaining in the film at the end of interfacial loading, and, through a
comparison with the fracture energy, to predict the final crack length. The depen-
dence of the crack extension on the load pulse amplitude, the film thickness and the
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Figure 2.19: Semi-analytical (solid curves) and numerical (symbols) prediction of the
nonlinear relation between the final crack length and fracture toughness for different
values of film thickness and load levels.
fracture toughness has been captured by the analytical model showing an excellent
agreement with numerical results.
The hybrid spectral/finite element scheme has shown its ability to capture in
detail the dynamic debonding process of a thin film from the substrate. However,
the computational effort associated the numerical scheme is still very intensive which
limits the size of the simulation domain and therefore the crack length to about several
hundreds µm. The repeatable experiments have achieved the delamination of thin
film strips up to several mm long, which would be prohibitively expensive to obtain
by the Spectral/FE scheme. This difficulty requires a development of a simplified
numerical model to speed up the simulation while being able to capture the failure
process with similar precision.
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Chapter 3
Pre-crack controlled delamination
of patterned thin film
In this chapter, the laser-induced dynamic delamination of a patterned thin film on
a substrate is analyzed. Unprecedented control over the delamination process results
from the insertion of a weak adhesion region beneath the film. The inertial forces
acting on the weakly bonded portion of the film lead to stable propagation of a crack
along the film/substrate interface. Through a simple energy balance, we extract
the critical energy for interfacial failure, a quantity that is difficult and sometimes
impossible to characterize by more conventional methods for many thin film/substrate
combinations.
3.1 Introduction
A significant obstacle for application of spallation testing is that current methods
measure the interface strength rather than the interfacial fracture energy. The in-
terface strength is associated with crack initiation, while interface toughness controls
crack propagation, more closely associated with delamination failure. Initial strides
to characterize thin film interfacial fracture energy using laser-induced stress waves
involved propagating a line flaw underneath a buckled thin film [97].
In Chapter 2, the analysis of interface failure due to dynamic loading at the edge
of a patterned thin film was presented. The simulations revealed that the stress
concentration at the corner of the film initiated an edge crack. The kinetic energy
trapped in the debonded portion of the thin film near the edge caused the interface
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crack to extend a distance several times the film thickness and for a significant amount
of time beyond the end of the loading event. However, the resulting delamination
(ca. 100 µm) was too small to reliably extract interfacial energy.
The numerical and analytical analyses described in Chapter 2 opened a new direc-
tion to improve the current experiments by optimizing the geometry of the thin film
patterns to exploit the inertial effect. Detailed numerical study revealed the impor-
tant role of the thin film inertia as a driving force to decohere the thin film from the
substrate. Several parameters including applied loading amplitude σ0, density %, film
thickness H and pre-crack length a0 are the key factors directly influence the kinetic
energy in the film domain. The kinetic energy trapped in the debonded portion of the
film is found to be proportional to these four parameters. The variation of load levels,
density and film thickness are, however, limited to a certain laser source, material
selection and thin film deposition process, respectively. Thus, the most efficient way
to increase kinetic energy is to have a long precrack. Kandula et al. [58] developed a
method for precrack generation as a part of the delamination process. Apart from in-
creasing the length of the precrack, another simple way to increase the kinetic energy
stored in the film of a given thickness is to deposit a layer of high density material
on the top/bottom of the thin film.
As mentioned in Chapter 2, the film edge delamination is a fully 3D problem and
the 2D numerical model is, therefore, insufficient for the failure analysis. Thus, it is
desirable to alter the shape of the patterned film to minimize the 3D effects thereby
allowing the 2D numerical scheme to simulate more precisely the interface debonding
process. The modification are made mainly to the sample preparation process includ-
ing patterning narrow thin film lines and introducing a weak adhesive layer beneath
a selected portion of the film [58]. The laser-generated stress pulse is directed to
the weak adhesive area and instantaneously fails the weak interface creating a well-
defined pre-crack. The instantaneous formation of the pre-crack also traps the kinetic
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Figure 3.1: (a) Schematic of the dynamic adhesion test. (b) Successful laser-induced
delamination of Al film patterns from a Si substrate. The final crack length af ranges
from 4 to 8 mm for an initial pre-crack length of 310 µm and a film thickness of 3.8
µm.
energy associated with the imposed stress wave providing the inertial force needed to
delaminate the film substantially. More importantly, 1D elastodynamic analysis has
shown that the lower the interface strength, the higher the kinetic energy is trapped
in the film at the onset of interfacial failure.
The modified geometry of the patterned film developed by Kandula et al. [58]
is illustrated in Fig. 3.1(a). The weak adhesive layer fails under tensile interface
stress to form a pre-crack. The kinetic energy trapped in the pre-crack region of
the film is proportional to the length of the pre-crack and serves as the driving force
for a substantial crack extension. Typical experimental results for Al film patterns
delaminated at the same load level are shown in Fig. 3.1(b). Weak adhesion layer can
be copper (Cu), gold (Au) or carbon (C). Among these, Au has the highest density
and can be used to trap more kinetic energy in the film.
Patterned aluminum (Al) thin film specimens are produced by depositing on a
silicon (Si) substrate, a 310 µm-wide, 380 µm-long and 250 nm-thick gold (Au)
rectangular film as a weak adhesion layer followed by a 310 µm-wide and 2.8 µm-
thick aluminum (Al) strip as shown in Fig. 3.1. For the generation of laser-induced
stress pulses, we deposit a 400 nm-thick Al absorbing and 10 µm-thick water glass
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Figure 3.2: Measured substrate stress profile (1) and corresponding experimental
displacement histories of the weakly (2) and strongly bonded (3) portion of the thin
film during experiments.
constraining layers [36] on the back of the substrate. A Nd:YAG laser pulse (λ =
1064 nm) is focused to a 1.5 mm diameter spot on the absorbing layer to launch a
high amplitude, compressive, acoustic pulse with a 5 ns rise time. The stress pulse
profile (Fig. 3.2) is characterized through interferometric measurements of the out-of-
plane displacements of the substrate surface following the procedure described in [52].
Figure 3.2 also compares the corresponding displacement histories on the free surface
of the film above the weakly and strongly bonded regions.
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Figure 3.3: Schematic of combined spectral-finite element discretization of the sub-
strate/film specimen with cohesive representation of the interface.
3.2 Numerical model and results
To provide insight on the dynamic delamination process, we adopted the numerical
scheme developed in previous work on the edge delamination to capture the dynamic
failure process in this modified configuration (Fig. 3.3). The numerical scheme is
based on a combination of an explicit spectral scheme used to model the dynamic
response of the substrate and a dynamic finite element representation of the thin film.
To simulate the Au weak adhesion region, a lower values of interfacial strength (50
MPa) and toughness are defined for the cohesive elements along the pre-crack. The
presence of the thin Au layer is also included in the FE model to capture the role of
high density material. For this particular simulation, a 2 µm-thick, 200 µm-long Al
film with an inclusion of 200 nm-thick weak Au adhesive layer along a 50 µm pre-crack
is subjected to an incident Gaussian stress pulse with amplitude of 0.7 GPa and a
duration of 11 ns. The fracture toughness imposed along the pre-crack, 0.025 J/m2, is
much smaller than the one along Al/Si interface, 6 J/m2. The tensile strength of the
Au/Si pre-crack interface is measured from experiments is approximately 50 MPa
compared that of 400 MPa for Al/Si interface. Similar to the previous work, we
adopt the same values for both normal and tangential failure parameters.
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Figure 3.4: Evolution of traction stresses along the Si/Al interface: (a) tensile, Tn;
(b) shear, Tt. The curves are labeled by the distance of the point of observation to
the corner. The dashed top and bottom horizontal lines in (a) denote the strengths
(σmax) of the Al/Si and Au/Si interfaces, respectively. The curve defined by the
circular symbols represents the analytical solution for Tn along the Au/Si interface.
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The evolution of the normal traction at various locations along the interface is
shown in Fig. 3.4(a). The reflected stress wave from the free surface of the film fails
the weak adhesion interface Au/Si (open circles curve) instantaneously at ca. 6.5 ns.
As also shown in Fig. 3.4(a), along the bond line, failure is driven primarily by the
tensile pulse at points located at 2 and 3 µm and purely by inertial effect at points 6, 9
and 12 µm ahead of the initial crack tip. This continuing debonding process is fueled
by the kinetic energy trapped in the pre-crack region of the film upon its separation
from the substrate. It is also apparent from Fig. 3.4(b) that the delamination process
is of mixed-mode nature with the tangential tractions switch the sign as the crack
front approaches the points of observation.
Figure 3.5: Evolution of fracture (F ), kinetic (K) and strain (U) energy components
in the film (left axis) and of the crack length (a) (right axis).
Figure. 3.5 shows the evolution of the various components of energy during the
entire failure process, i.e., from the initiation to the arrest of the delamination front.
The failure initiation event is characterized by the rapid accumulation of kinetic
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energy in the thin film above the weak adhesion region followed by the debonded of
the Au/Si interface, starting at about 6 ns after the arrival of the substrate pulse at
the interface (corresponding to t = 0). The spallation event initiates the delamination
process along the Al/Si interface, with the failure energy F reflecting a decrease in
the kinetic energy K, while the strain energy U stored in the debonded portion of the
film remains at about 20 % of the total energy. As the length of the crack increases,
the strain energy represents an even smaller portion of the total energy imparted to
the system and the fracture energy follows more closely the decrease in kinetic energy.
The total energy K +F +U remains remarkably constant, indicating that very little
energy leaks from the film to the substrate during the delamination event. Finally,
as apparent from the evolution of the fracture energy F , which closely follows that
of the crack length for the rate-independent cohesive model used in this study, the
crack propagation event is quite unsteady, with periods of crack arrests followed by
rapid crack extensions. In this illustrative simulation, the final crack extent is more
than 3 times the initial length of the weak adhesion region.
Based on the numerical analysis, we extract the interface toughness Gc by bal-
ancing the kinetic energy (K) trapped in the thin film at the onset of spallation of
weak interface of length ao (pre-crack length), with the energy required for final crack
extension af − ao, through the simple relation
Gc = K1Dao/(af − ao) (3.1)
The kinetic energy per unit area (K1D) is determined by using the substrate stress
pulse information in a one-dimensional analysis of the wave propagation in the multi-
layer specimen (substrate, weak adhesion layer and thin film system). Following this
procedure, we are able to extract the Al/Si interfacial fracture energy as 4.6 J/m2.
This result agrees well with the reported value of interfacial energy for an Al film on
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a Si substrate measured using superlayer test [8].
Apart from kinetic energy, the release of residual stresses (accumulated in the
thin film during deposition) also contributes towards interface crack propagation.
Following the analysis of Thouless [104], we quantified the energy release rate associ-
ated with the residual stress as 54 mJ/m2, a negligible value in comparison with the
estimated value of Gc.
3.3 Conclusion
In summary, we have developed a new strategy for characterizing interfacial delami-
nation failure of patterned thin film interfaces. By selectively modifying the substrate
surface to create a weak adhesion region beneath the patterned film, an interfacial de-
lamination is generated using the inertial effects associated with laser-induced stress
waves. The kinetic energy associated with the initial spallation of the weakly adhered
region is shown to effectively transfer to the interface, resulting in controlled delami-
nation of the film long after the initial stress pulse has passed. The interfacial fracture
energy of an Al film patterned on a Si substrate is extracted directly from delami-
nation measurements with good repeatability. The dynamic delamination technique
has several advantages over conventional adhesion measurements including no exter-
nal contact or additional bonding processes are necessary, the stress wave generation
is highly repeatable, multiple tests can be carried out on a single substrate, and fi-
nal calculation of the interfacial energy does not require a complex stress analysis.
Overall, this combined experimental and computational methodology offers tremen-
dous potential to address the critical problem of adhesive failure and delamination in
multilayer thin film devices.
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Chapter 4
Dynamic delamination of
patterned thin films using
nonlinear beam model
The hybrid spectral/finite element scheme developed in previous chapters has shown
its ability to capture in detail the dynamic debonding process of a patterned thin
film from the substrate. The CPU time and storage requirements associated the 2D
numerical scheme are, however, very high which limits the size of the computational
domain and therefore the crack length to about 100 µm. The dynamic experiments
performed with the strip geometry have consistently achieved delamination of the
order of several mm, which would be prohibitively expensive to simulate by the spec-
tral/FE scheme. This difficulty requires a development of a simplified numerical
model to speed up the simulation while being able to capture the failure process with
similar precision. We present in this chapter a numerical scheme based on the com-
bination of a nonlinear beam model used to capture the elastodynamic response of
the thin film and a cohesive failure model to simulate the spontaneous propagation of
the delamination front. The accuracy of the beam model is assessed through a com-
parison with the results of a more complex 2D hybrid spectral/finite element scheme.
Numerical results are compared with experimental measurements of the delamination
length and the outcome of a parametric study of some of the key geometrical and
loading quantities defining the delamination event is presented.
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4.1 Introduction
As described in Chapter 3, Kandula et al. [58] have enhanced the edge delamination
test summarized in Chapter 2 by introducing a weak adhesion region, which essen-
tially served as a pre-crack upon loading. This new thin film pattern geometry, shown
schematically in Fig. 3.1(a), ensured that the kinetic energy in the weakly bonded
portion of the film was effectively channeled to the interface, leading to controlled
crack propagation several millimeters in length. Thin film delamination specimens
were produced by depositing on a silicon (Si) substrate a 310 µm-wide, 380 µm-long,
and 250-nm thick gold (Au) rectangular film as a weak adhesion layer followed by a
310 µm-wide and 2.8 µm-thick aluminum (Al) strip. High amplitude, compressive,
stress waves with a 5 ns rise time were generated by a Nd:YAG laser pulse (λ=1064
nm). The kinetic energy trapped in the weak adhesion portion of the film served
as the driving force for substantial crack extension. Typical experimental results
for Aluminum (Al) film patterns delaminated with increasing stress amplitudes were
shown in Fig. 3.1(b). The same stress pulse amplitude was applied to groups of four
patterned films to illustrate the repeatability of the test. The final shape of the de-
laminated films seems to point to the presence of residual stress gradients. The role
played by residual stresses and stress gradients in the debonding process is discussed
at end of the manuscript.
The crack tip location during the interface delamination was captured by adapting
a classical electrical resistance technique [1, 105]. A series of parallel conducting film
lines made of Titanium (Ti) of constant width (200 µm) and uniform separation
(200 µm) were deposited on the surface of the strip specimens, perpendicular to the
direction of the crack advancement. These lines were then connected by two parallel
Au film strips to form the electrical resistance circuit shown schematically in Fig. 4.1.
During the delamination event, the Ti film lines failed sequentially, causing stepwise
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Figure 4.1: Schematic of the electrical resistance gage technique adapted to thin film
delamination specimen. Thin resistor lines deposited evenly on the test film, while
the parallel lines circuit form one arm of a Wheatstone’s bridge to measure resistance
change during interface delamination.
changes in the electrical resistance. The time evolution of crack tip advancement was
obtained by correlating the voltage history with the known Ti resistor line spacing.
The resultant crack tip location and speed histories are presented in Fig. 4.2. The
entire debonding process lasted over 800 µs and the crack extended over 9 mm,
substantially longer than the 10 ns duration of the loading pulse and the 330 µm
initial pre-crack length.
As mentioned in Section 3.2, the interface toughness Gc can be extracted by
assuming the kinetic energy (K) trapped in the thin film at the onset of spallation
of weak interface of length a0 (pre-crack length) must equal the energy required for
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Figure 4.2: Evolution of the crack length (right axis) and crack speed (left axis)
obtained with the electrical resistance gage technique.
final crack extension af − a0,
Gc =
a0K1D
af − a0 , (4.1)
where K1D denotes the kinetic energy per unit area available for the fracture process
estimated by performing a 1D elastodynamic simulation of the propagation of the
substrate pulse through the Al/Au film above the pre-crack. The use of the simple
energy balance in Eq. 4.1 to calculate the fracture toughness is based on the assump-
tion that all of the kinetic energy is transferred into the failure process, which requires
careful validation. In the current work, we develop a numerical model capable of sim-
ulating the entire delamination process observed by Kandula [58]. Through a detailed
comparison of the crack tip evolution measured during the experiment with numerical
simulation of the dynamic delamination, we are able to assess the reliability of (4.1)
and provide further insight into the failure mechanism.
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Several numerical models have been developed to support the laser spallation
experiments and shed light into the mechanics of thin film delamination. Conventional
FE modeling of dynamic fracture problem requires a large number of elements in
the substrate domain and around the propagating crack tip to avoid the issue of
wave reflection from the edge of the domain as well as to accurately capture the
stress concentration. This intensive FE mesh discretization results in substantial
use of computational resources. As described in Chapter 2 and 3, Tran et al. [2]
have adopted a different numerical method, which combines a spectral scheme for
the substrate and a finite element model for the film to investigate the 2D in-plane
failure problem of the patterned thin film. While successfully capturing important
mechanisms associated with the edge debonding problem, the hybrid 2D spectral/FE
scheme is prohibitively expensive to simulate the full delamination of the patterned
film strip event of interest in this present work.
To overcome the challenges associated with simulating the patterned film delam-
ination over multiple mm, a nonlinear beam model based on the Von Karman beam
bending theory and the cohesive failure modeling has been adopted as described
in Section 4.2, which also presents a verification study. Section 4.3 focuses on the
numerical validation through comparison with the experimental crack propagation
measurements described by Kandula [58]. Parametric studies of pre-crack length,
fracture toughness, loading amplitude and film thickness are presented in Section 4.4
to provide a more detailed understanding of experimental variables on the dynamic
delamination process.
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4.2 Nonlinear beam model
4.2.1 Formulation
The aforementioned simulations of laser-induced edge delamination events based on
a hybrid spectral/FE scheme [2] have shown that very little of the kinetic energy
trapped in the debonded portion of the film is leaked back into the substrate. Ex-
perimental observations also pointed to the key role played by the film inertia and
to the large rotations experienced by the beam during the dynamic delamination
process. To incorporate these key observations while speeding up the simulations to
allow for the capture of the entire delamination event in conditions similar to those
of the experiments, we adopt in this work a simplified model based on a dynamic
nonlinear beam representation of the film on a rigid substrate and use a cohesive
model to capture the onset, propagation and arrest of the delamination front. This
approach relates to other recent studies based on nonlinear beam models, including
the determination of residual stress gradients in a micro-cantilever [106] and dynamic
modeling of geometrically nonlinear electrostatically actuated microbeams [107]. In
particular, we adopt in this study the von Karman nonlinear beam theory, in which
the axial strain measure in the film is defined as
εx =
∂u
∂x
+
1
2
(
∂w
∂x
)2
, (4.2)
where the axial displacement u across the thickness H of the film is the superposition
of stretching and bending components
u = u0 − ηH
2
∂w
∂x
. (4.3)
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Figure 4.3: (a) Schematic of the nonlinear beam model to simulate the dynamic thin
film delamination from a rigid substrate. Cohesive elements are introduced along
the interface to capture the debonding process. (b) Exponential cohesive law used
to model the effective traction-displacement jump relation across the interface. Two
key parameters characterize the cohesive law: interface strength, σc, and the fracture
toughness, Gc, which is the area under the traction-separation curve.
Here, u0 and w are respectively the axial and transverse displacements of a point on
the neutral axis of the beam and parameter η takes a value in [−1, 1]. Substitut-
ing (4.3) into (4.2) yields
εx =
∂u0
∂x
+
1
2
(
∂w
∂x
)2
− ηH
2
∂2w
∂x2
. (4.4)
The beam model is completed by a linear elastic constitutive relation between the
axial stress and strain,
σx = Eεx, (4.5)
where E = E/(1− ν2) due to the high aspect ratio (width to thickness) of the film.
Here, E and ν respectively denote the Young’s modulus and Poisson’s ratio.
The cohesive model, shown schematically in Fig. 4.3(b), is based on the formula-
tion proposed by Pandolfi and Ortiz [108]:
t0 =
∂ψ
∂δ
, t0 =
t
δ
t, t =
[
β2δ + (1 − β2) (δ ·N )N] , (4.6)
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where ψ is the potential function, t0 and δ respectively denote the cohesive traction
and displacement jump vectors. β ∈ [0 ; 1] is the mode mixity factor, and N repre-
sents the unit normal to the cohesive surface. The effective displacement jump and
traction jump are given by
δ =
√
β2δ2s + δ
2
n, t =
∂ψ
∂δ
, (4.7)
where δs and δn denote the sliding and normal displacement jumps, respectively, and
are defined as
δs = |δs|, δs = (1−N ⊗N )δ, δn = δ • N . (4.8)
The potential function ψ takes the classical exponential form
ψ = eσcδc
[
1 − (1 + δ
δc
)
exp
(−δ
δc
)]
, (4.9)
t =
∂ψ
∂δ
= eσc
δ
δc
exp
(−δ
δc
)
, (4.10)
where e = exp(1), σc and δc are, respectively, the critical effective traction and
effective opening displacement jump beyond which the interface experiences damage.
The cohesive fracture energy per unit area, i.e., the area under the traction-separation
law described by (4.10), is given by
Gc =
∫ ∞
0
t dδ = eσcδc. (4.11)
The beam model can account for the bimaterial nature of the pre-cracked portion
of the film, i.e., for the presence of the thin layer of gold placed between the silicon
substrate and the Al film to achieve a weak adhesion. The density and stiffness of
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Table 4.1: Volumetric material properties
Al Au
Young, µ (GPa) 70 77
Poisson’s ratio, ν 0.33 0.42
Density, % (kg/m3) 2710 19320
the composite beam in the pre-crack region are then
%composite =
%AlHAl + %AuHAu
%Al + %Au
, (4.12)
Ecomposite =
EAlH
3
Al + EAuH
3
Au
H3Al +H
3
Au
, (4.13)
where HAl and HAu respectively denote the thickness of the Al and Au layer com-
posing the pre-crack portion of the film. The material properties used in this paper
are given in table 4.1.
4.2.2 Implementation
The finite element implementation of the nonlinear cohesive beam model, schemati-
cally shown in Fig. 4.3(a), involves two-noded elements with three degrees of freedom
per node: axial and transverse displacements and rotation. Classical Hermitian shape
functions are employed to interpolate the transverse bending displacements, while lin-
ear interpolation is used for the axial displacements. As also shown in Fig. 4.3(a),
cohesive elements (with three integration points) are introduced between the beam
and the rigid substrate to capture the delamination event. A co-rotational formu-
lation [109–111] is adopted to account for the large displacements and rotations of
the beam during the delamination event. The semi-discrete nonlinear equations of
motion,
M
∂2D
∂t2
+ Rin(D) = Rco(D), (4.14)
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Figure 4.4: Computation of peeling velocity V0 applied along the pre-crack region
upon the spallation failure. Substrate stress pulse profile used in 1D elastodynamic
solution (a), yielding the evolution of the interface stress and kinetic energy (b). The
weak adhesion strength of the pre-crack region (50 MPa) is indicated by the vertical
dashed line, while the horizontal one points to the corresponding value of kinetic
energy trapped in the film.
where D is the vector of nodal displacements, M is the (consistent) mass matrix, and
Rin and Rco respectively denote the internal and cohesive force vectors, are solved
using a predictor-corrector Newmark time stepping scheme [112] and an iterative
Newton-Raphson method.
The initial velocity imparted to the pre-cracked portion of the film is computed
using the steps shown schematically in Fig. 4.4. The kinetic energy imparted to
the weakly bonded region of the film is computed using a simple 1D elastodynamic
model of the propagation of the laser-induced stress wave through the substrate and
the film, with the amplitude and profile of the stress wave extracted directly from
experiments. As the wave reflects from the free surface of the film, it loads the
interface in tension. When the interface traction stress reaches the interfacial strength
of the weak (Si/Au) interface (measured as ' 50 MPa through laser spallation tests),
the 1D elastodynamic solution in the film is used to compute the kinetic energy (per
unit area) K1D trapped in the debonded portion of the film. That value is then used
to compute the corresponding peeling velocity V0 of the film as
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V0 =
√
2K1D
%filmH
, (4.15)
The evolution of the kinetic energy in the film, plotted versus the evolution of the
interfacial stress, is illustrated in Fig. 4.4(b). The vertical dotted line defines the
point of failure of the Au/Si interface at which the kinetic energy K1D available for
failure is computed.
To further speed up the simulation, various spatial and temporal adaptive schemes
have been implemented. While relatively small elements (of the order of a micron)
are needed to capture accurately the failure process in the cohesive zone and its
immediate vicinity, larger elements can be used behind the advancing crack front to
model the dynamic bending response of the debonded portion of the film. To that
effect, we adopt a simple mesh adaptivity criterion based on a comparison between the
local strain energy density and the average value computed over the entire debonded
part of the film. Elements whose strain energy density is below the average value are
coarsened. This spatial adaptivity scheme applied to the elements located behind the
advancing crack front is complemented by an element activation strategy ahead of the
crack front, as only the elements located in the proximity of the approaching cohesive
zone are considered in the dynamic analysis. These two adaptivity schemes lead to
the results shown in Fig. 4.5, which presents the evolution of the number of elements
involved in the simulation of the dynamic delamination event. The solid curve shows
the evolution based solely on the element activation approach, which matches the
time evolution of the crack length. The other curves correspond to the application
of the mesh coarsening scheme for three values of the coarsening frequency (every
0.5, 1, 2 µs), showing substantial saving in the size of the computational problem,
especially toward the end of the simulation.
As will be shown below, the crack motion involves a rapid initial stage with
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Figure 4.5: Number of elements used to simulate the dynamic delamination of pat-
terned films with and without mesh adaptivity. Mesh coarsenings performed at every
0.5, 1 and 2 µs lead to the reduction of total number of element by a factor of 4.
speeds of the order of 80 m/s followed by a progressive slow down of the crack
leading to its final arrest. The convergence requirement associated with the implicit
Newmark scheme suggests the use of smaller time steps during the early stages of the
simulation.These initial time steps are of the order of 30 times the size of the explicit
critical time step, ∆tc, defined as
∆tc = 0.5
dx
Cd
dx
Hfilm
, (4.16)
where Cd is dilatational wave speed and dx is the size of the smallest element in the
finite element mesh. During the later stages of the delamination event, larger time
steps (about 300 time ∆tc) can be used. A classical time step adaptivity scheme based
on the monitoring of the convergence is adopted to that effect. The combination of
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Figure 4.6: Deformed shapes of a 4.3 µm-thick film with a 330 µm-long pre-crack
subjected a 1.5 GPa substrate pulse (V0 =147 m/s). The number labels associated
with each curve correspond to the time (in µs) of each snapshot. These events,
separated by 1 mm crack advance, illustrate the ability of the beam model to capture
the large rotation and displacement during the delamination process.
these mesh and time step adaptivity schemes lead to a considerable speed up of the
solution, allowing for the simulation of the actual laser-induced delamination event
(with crack growth of the order of 8 mm) in less than 4 hours of CPU time on a
desktop machine.
4.2.3 Verification
A typical evolution of the deformed shape of the film is shown in Fig. 4.6 for the case
of a 4.3 µm-thick Al film with an interfacial strength σc of 300 MPa and fracture
toughness Gc of 6 J/m
2. The mode mixity parameter parameter β entering the
cohesive law (Eq.4.6) is chosen to be 1. The pre-crack region is 330 µm long and the
peeling velocity V0 is computed to be 147 m/s, which corresponds to a compressive
stress pulse amplitude of 1.5 GPa.
As apparent from the results shown in Fig. 4.6, the numerical scheme is able
to capture the propagation of the crack over multiple millimeters and hundreds of
microseconds and simulate dynamic large deflections of the delaminating film. As
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Figure 4.7: Verification study: Comparison of various energy components associated
with the failure process obtained with the 2D hybrid spectral/FE scheme [2] and by
the nonlinear beam model. K, F and U respectively denote the kinetic, fracture and
strain energy.
indicated by the time spacing between the various shapes of the film (given at con-
stant increments of crack advance), the crack progressively slows down during the
delamination event, up to its complete arrest. It should be noted that the simulation
is concluded at the time of the final crack arrest, before the internal elastic bending
stresses bring the debonded film back to its initial shape along the substrate (in the
absence of residual stresses and stress gradients).
The ability of the simplified nonlinear beam model to capture the evolution of the
key energy components during the dynamic debonding event is assessed by comparing
its results to those of the more accurate and computationally expensive spectral/FE
model described in [2]. A direct comparison between the two models is provided in
Fig. 4.7 for the case of a 2 µm-thick Al film with a 50 µm-long pre-crack deposited
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on a Si substrate. The amplitude of the compressive stress wave propagating in
the substrate, modeled explicitly in the 2D spectral/FE scheme, is 0.6 GPa. The
corresponding initial peeling velocity applied in the nonlinear beam model using the
approach described in Fig. 4.4 is V0 ' 54.3 m/s. As shown in Fig. 4.7, an excellent
agreement is obtained between the two models for the evolution of the kinetic (K),
fracture (F ) and strain energy (U) despite a speed-up by three orders of magnitude
in the computation as the simulation time for this particular smaller problem was
reduced from about 10 days from the hybrid spectral/FE scheme to about 10 minutes
for the nonlinear beam model.
4.3 Numerical validation
To validate the nonlinear beam model, we compare the numerical results to the
experimental observations of dynamic delamination alluded to in Section 4.1. The
specimen geometry and loading conditions are taken directly from the experimental
set up and consist of a 4.3 µm-thick and 300 µm-wide Al film with 330 µm-long pre-
crack region, where a 200 nm-thick Au weak adhesion layer is sandwiched between
the Al film and the Si substrate. The adhesive strength of the Al/Si and Au/Si
interfaces, measured by Kandula [1], are 300 and 50 MPa, respectively. The film
is subjected to a 10 ns pulse loading with an amplitude ' 1.5 GPa (Fig. 4.4a),
which, upon reflection from the top surface of the film, quickly spalls the weakly
bonded portion (Au/Si) of the interface. Through a 1D elastodynamic analysis of
the wave propagation through the bimaterial (Au/Al) film, the amount of kinetic
energy trapped in the pre-crack portion of the film at the time of spallation of the
Au/Si interface is found to be ' 171 J/m2. Using Eq. 4.15 (see also Fig. 4.4), this
value of the kinetic energy is converted into a peeling velocity V0 of 147 m/s, which
is in turn used as initial condition for the dynamic nonlinear beam analysis.
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Figure 4.8: Evolution of energy components associated with the dynamic fracture
problem of a 4.3 µm-thick Al film with a 330 µm-long pre-crack subjected to an
initial peeling velocity V0 of 147 m/s.
The evolution of the various energy components associated with the delamination
event is presented in Fig. 4.8 for an assumed fracture toughness Gc = 6 J/m
2. The
evolution of the energy components follows a trend similar to that discussed in [2, 58]:
As the interface delamination progresses, the kinetic energy, K, gradually decreases
from its initial value and is converted in into a monotonically increasing fracture en-
ergy F . Since the adopted cohesive failure model is rate independent, the evolution
of F directly matches to that of the crack advance. After approximately 800 µs, the
available kinetic energy is no longer sufficient to drive the crack and the crack exten-
sion ceases. Throughout the delamination process, the portion of the kinetic energy
converted in strain energy, U , remains small, less than 5 %, thereby validating the
simple energy conversion relation (1) used to extract the interface fracture toughness
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Figure 4.9: Comparison between experimental results and numerical simulations for
the crack tip evolution (a) and the crack speed history (b). The simulations are
performed for different values of the interfacial fracture toughness Gc.
from the final extension of the crack.
A comparison between numerical prediction and experimental measurement of the
corresponding crack advance is presented in Fig. 4.9(a), with the numerical results
presented for three values of the fracture toughness: 5, 6 and 7 J/m2. The computed
basic trend of the dynamic crack advance is very similar to that obtained experimen-
tally, and a direct comparison between computed and measured final extent of the
crack seems to indicate that the average fracture toughness over the delamination
event is of the order of 6 J/m2. It should be noted that the curve corresponding to
5 J/m2 matches the experimental measurements during the first part (first 300 µs)
of the delamination event quite well, but tends to overpredict the final extent of the
delamination process. The case Gc = 7J/m
2 yields a shorter delamination event and
provides a sense of the sensitivity of the protocol. Good agreement is also obtained
for the crack speed evolution as illustrated in Fig. 4.9(b) for Gc = 5 and 6 J/m
2. The
prediction associated with the tougher interface (Gc = 6 J/m
2) appears to capture
better to experimentally extracted maximum value of the crack velocity ' 85 m/s
and the slower velocity during the later stage of the delamination event. To conclude
this section, let us mentioned that the extracted value of the Si/Al interface frac-
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ture toughness ('6 J/m2) obtained from the dynamic delamination test is similar to
values measured in quasi-static tests reported in [8].
4.4 Parametric study and discussion
As indicated in Section 4.1, the determination of the fracture toughness from the
patterned film experiment is based on the basic assumption that the kinetic energy
imparted to the pre-crack region is converted into fracture energy. The validity of
this hypothesis may depend on various parameters defining the test configuration
(film thickness and pre-crack length), the loading conditions (pulse amplitude) and
the interface failure properties. As previously shown in Fig. 4.8, a small portion
of the kinetic energy trapped in the film is also converted into strain energy due
to the dynamic bending response of the film. How the key geometrical, loading
and interface parameters affect the contribution of the strain energy to the energy
conversion process is the topic of this parametric study. Also of interest here is an
assessment of the mode mixity of the interface failure event in terms of the relative
contribution of tensile and shear interface tractions to the overall energy dissipation
associated with the delamination event. In the simulation results presented hereafter,
all quantities other than the parameter of interest are chosen to be the same as those
used in the validation study shown in the previous section.
4.4.1 Effect of pre-crack length
The size of the weakly bonded region is only limited by the dimension of the laser spot
('1 mm) and allows to control the amount of kinetic energy imparted to pre-crack
region, and thereby the final extent of the crack. The value of a0 also plays a role
in the relative contribution of the strain energy in the energy conversion process, as
illustrated in Fig. 4.10(a), which presents the evolution of normalized strain energy
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Figure 4.10: (a) Effect of pre-crack length a0 on the evolution of strain energy level
in the film. Each of the curve is labeled by its associated pre-crack length a0. (b)
Right axis: a0-dependence of the relative strain energy calculated at the end of the
decohesion process. Left axis: Variation of final crack length, af , predicted by the
energy balance equation (Eq.4.1) and computed from nonlinear beam simulations.
for four values of pre-crack length: a0 = 50, 100, 200, and 330 µm. As expected,
a longer pre-crack leads to a longer crack propagation, which in turns reduces the
relative importance of the strain energy U . With a 330 µm-long pre-crack, the strain
energy represents less than 5% of total energy, i.e., more than 95% of kinetic energy is
channeled into the failure process, thereby validating the assumption behind Eq. 4.1.
However, for shorter pre-cracks (e.g., for the a0 = 50 µm case), as much as 18% of
the total imparted kinetic energy does not contribute to the fracture event.
The dependence of the relative strain energy on the pre-crack length is summarized
in Fig. 4.10(b) showing the rapid decrease of the relative contribution of the strain
energy as the pre-crack length increases. Here, the strain energy is calculated at
the end of the failure process (i.e., at crack arrest). The other two curves labeled by
circles and triangles respectively denote the final crack length predicted by the simple
energy balance assumption (Eq. 4.1) (i.e., in the absence of the contribution from the
strain energy) and that obtained from the numerical simulation (which includes the
effect of the strain energy). In all cases, the absolute difference between predicted and
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Figure 4.11: Effect of the pre-crack length, a0, on the mode mixity of the delamination
process for Gc = 15 J/m
2. FI and FT respectively denote the tensile and total fracture
energy.
computed final crack length is small, suggesting that the assumption behind (Eq. 4.1)
is valid.
The effect of the pre-crack length on the mode mixity of the delamination event is
illustrated in Fig. 4.11, showing in all cases that except during the very early stages
of the delamination process, the failure event is predominantly (in excess of 97%) in
tension.
4.4.2 Effect of fracture toughness
A similar study is conducted to assess the effect of the fracture toughness Gc on the
strain energy and the mode mixity. In Fig. 4.12(a), the evolution of the relative strain
energy is presented for three values of the interface toughness (4, 5 and 6 J/m2). As
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Figure 4.12: (a) Effect of interfacial fracture toughness Gc on the evolution of relative
strain energy. (b) Gc-dependence of the normalized strain energy calculated at the
end of delamination process (left axis) and of the final crack length (right axis).
apparent in that figure, a tougher interface induces higher strain energy level in the
film as it leads to a higher curvature of the delaminating film. The dependence of the
final values of the normalized strain energy and of the crack length over a wider range
of fracture toughness (from 4 to 50 J/m2) is summarized in Fig. 4.12(b), showing a
quasi-linear dependence for U and an inverse dependence for af . For tough interfaces,
with Gc as high as 50 J/m
2, the strain energy corresponds to about 16 % of the kinetic
energy imparted in the pre-crack, which would suggest the need to include the strain
energy in the energy balance relation used to extract the interface fracture toughness,
as
Gc =
K1Da0 − Uend
af − a0 , (4.17)
where Uend is the strain energy stored in the film at end of the failure process, i.e.,
at the time of crack arrest. As also indicated in Fig. 4.12(b), the crack length for
the case Gc = 50 J/m
2 is approximately 1 mm, which may pose some challenges
for reliable measurement and require the adoption of longer pre-cracks and/or higher
loading amplitudes to achieve longer crack extensions as discussed in the next section.
The effect of the fracture toughness on the mode mixity of the interface failure
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Figure 4.13: Effect of fracture toughness Gc on the mode mixity of the delamination
process.
event is also studied and shown in Fig. 4.13 for different values of Gc. Apparently in
this figure, except for the initial stage (first 1 microsec) of the delamination event,
the interface predominantly fails in tension, with about 97% of the failure energy
associated with the tensile cohesive tractions.
4.4.3 Effect of loading
The evolution of the kinetic and strain energy components for several load levels
(1, 1.5 and 2 GPa) is presented in Fig. 4.14. As expected, the amount of kinetic
energy trapped in the pre-crack region increases quadratically with the pulse ampli-
tude. However, the relative strain energy remains unchanged, suggesting that, while
substantially different delamination lengths are achieved, the bending energy remains
unchanged. This is confirmed by a comparison between the final shapes of the film
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Figure 4.14: Evolution of kinetic and strain energy components associated with three
load levels (σ0=1, 1.5, 2 GPa). The inset shows the final shapes of the patterned film
at the end of delamination process.
associated with the three loading cases, as shown in the inset of Fig. 4.14.
In the thin film edge delamination investigated in Chapter 2, the shape of the
stress pulse plays an important role in the delamination process as it may alter the
evolution of the interface stress and thereby the kinetic energy trapped in the film
domain. In laser spallation experiment, the shape of the stress pulse reaching the
film may vary due to the elastodynamic properties of the substrate. To address this
possible source of uncertainty, a 1D analysis is performed here to quantify the effect
of the pulse shape on this particular thin film delamination. A simple variation of
the stress pulse shape is presented in Fig. 4.15(a) by shifting the peak of a symmetric
Gaussian stress curve at tp =5.5 ns to tp =4.5 and 6.5 ns. The 1D elastodynamic
simulations are performed on these input stress pulses and relations between the
kinetic energy and the interface stress are plotted in Fig. 4.15(b). As indicated there,
74
0 2 4 6 8 10!1.5
!1
!0.5
0
Time (ns)
S u
b s
t r a
t e  
s t r
e s s
 ( G
P a
)
tp = 4.5 ns
tp = 5.5 ns
tp = 6.5 ns
!500 0 5000
50
100
150
200
Interface stress (MPa)
K i
n e
t i c
 e n
e r
g y
,  K
1 D
 ( J
/ m
2 )
 
 
 
  
 
 
 
 
 
50 MPa
tp = 4.5 ns
tp = 6.5 ns
tp = 5.5 ns
(a) (b)
Figure 4.15: (a) Shape variation of the applied substrate stress pulse obtained by
shifting the peak of the Gaussian pulse at time tp = 5.5 ns to tp = 4.5 and 6.5 ns,
respectively. (b) Effect of the pulse shape variation on the kinetic energy in the film
and the interface stress. The vertical dashed line corresponds to the strength of the
Au/Si interface.
the kinetic energy density at the time of spallation of the weakly bonded interface
(corresponding to an interface strength of 50 MPa) is very insensitive to the shape
of the pulse.
4.4.4 Effect of film thickness
The effect of film thickness (H=2.5, 4.5, 7.5 µm) on the dynamic failure of the
patterned thin film is presented in Fig. 4.16. As shown in Fig. 4.16(a), an increase
in film thickness leads to increase in the amount of inertial (kinetic) energy available
for the delamination event, leading to longer crack extent as apparent in Fig. 4.16(b).
The film thickness also plays a key role in the kinetic to strain energy transfer as
it affects the amount of bending present in the delaminated film (Fig. 4.16(c)). A
summary of these observations is presented in Fig. 4.17 for a range of film thicknesses,
showing a monotonic, quasi-linear increase of the relative strain energy with the film
thickness, with a maximum value approaching 7 % for the cases considered in this
study.
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Figure 4.16: Effect of the film thickness on the kinetic energy imparted in pre-crack
region (a), interface crack propagation (b), and deformed shapes at the end of the
delamination event (c).Here, Gc = 6 J/m
2, σ0 = 1.5 GPa.
4.4.5 Effect of residual stress and stress gradient
As indicated earlier the final curled shape of the delaminated films seems to point
to the presence of residual stress gradients (Fig. 3.1(b)). The influence of residual
stresses and stress gradients on the energy balance taking place at the delamination
front must therefore be addressed. The mechanics of thin film delamination driven
by process-induced residual stresses is discussed in [8], where the residual stresses
are characterized as a superposition of an average component and a linear gradient.
The contribution of the average residual stress component, σ¯res, on the energy release
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Figure 4.17: Variations of absolute and normalized strain energy, calculated at the end
of the thin film debonding process, as a function of film thickness. Here, Gc = 6 J/m
2,
σ0 = 1.5 GPa.
rate, Gmean, has been shown to be [104]
Gmean =
(1− ν2f )σ¯2resH
2Ef
, (4.18)
where Ef and νf respectively denote the Young’s modulus and Poisson’s ratio of the
film. The contribution of the residual stress gradient present in the thin film is
Ggrad =
1− ν2f
2EfH
12M20
H2
, (4.19)
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where M0 denotes the resultant moment associated with the residual stress gradient
and related to the radius of curvature, Rf , of the delaminated film by
M0 =
Ef
1− ν2f
If
Rf
, (4.20)
with If denoting the moment of inertia of the film. Detailed measurements performed
in [1] using optical images of the delaminated films and a wafer curvature technique
for 3 µm-thick Al films on a Si (100) substrate combined with relation (4.18) to (4.20)
have led to estimates of Gmean (' 4mJ/m2) and Ggrad (' 18mJ/m2) substantially
smaller than the measured values of the interface toughness (' 6J/m2). These results
indicate that the film delamination is primarily driven by inertia.
4.5 Conclusion
We have presented a numerical study of a laser-induced delamination test aimed at
extracting the interface fracture toughness of thin films. The analysis is based on
an implicit dynamic nonlinear beam model of the film on a rigid substrate, with a
cohesive model of the interface. Various spatial and temporal adaptive strategies
have been adopted to speed up the simulation and allow the capture of the entire
delamination event over multiple millimeters and hundreds of microseconds. The
computational model has been verified against a more complex hybrid spectral/finite
element scheme and validated against experiments performed on Al/Si patterned
films. A parametric study has been conducted to quantify the effects of key geo-
metrical, loading and interface parameters on the relative importance of the bending
strain energy on the energy conversion process and on the mode mixity of the dynamic
delamination event. In most cases investigated in this study, we have demonstrated
the accuracy of the energy conversion relation (Eq. 4.1) based on the assumption
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that the whole kinetic energy trapped in the pre-crack region is converted in fracture
energy. This relation allows for a straightforward extraction of the average fracture
toughness of the interface based on direct measurement of the final extent of the
interface delamination.
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Chapter 5
Comparison of thin film dynamic
and quasi-static interfacial
adhesion measurements
As mentioned in Chapter 1, numerous testing protocols have been introduced to
characterize the adhesive failure and the attendant delamination of a thin film on a
substrate, but are limited by difficulties associated with applying precise loads, in-
troducing well-defined pre-cracks, tedious sample preparation and complex analysis
of plastic deformation in the films. Among those, the quasi-static four-point bend
test is widely accepted in the microelectronics industry as the standard for measuring
adhesion properties for a range multilayer thin film systems. Dynamic delamination
method, which is described in previous chapters, have recently been offered as an
alternative technique for extracting interfacial fracture energy. In this chapter, the
interfacial fracture energy of an aluminum (Al) thin film on a silicon (Si) substrate is
determined for a range of dynamic loading conditions and compared to values mea-
sured under quasi-static conditions in a four-point bend test. Controlled dynamic
delamination of the Al/Si interface is achieved by efficient conversion of the kinetic
energy associated with a laser-induced stress wave into fracture energy. By varying
the laser fluence, the fracture energy is investigated over a range of stress pulse am-
plitudes and velocities. For lower amplitudes of the stress wave, the fracture energy is
nearly constant and compares favorably with the critical fracture energy obtained by
using the four-point bend technique, ca. 2.5 J/m2. As the pulse amplitude increases,
however, a rate dependence of the dynamic fracture energy is observed. The fracture
energy increases almost linearly with pulse amplitude until reaching a plateau value
of about 6.0 J/m2.
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Figure 5.1: (a) Schematic of four-point bend sample geometry. (b) Schematic load-
displacement curve during four-point bend test, the interface fracture energy is cal-
culated based on the load value measured at the plateau region.
5.1 Introduction
Accurate characterization of thin film interfacial adhesion is essential to the devel-
opment of predictive models for delamination and interface degradation. A number
of quasi-static test methods have been devised to measure thin film adhesion includ-
ing peel, stud-pull, scratch, blister, indentation and four-point bend tests [8, 15].
Among those test protocols, the four-point bend technique is often preferred in the
microelectronics industry for measurement of the critical interfacial debonding energy
Gc [113, 114].
In the four-point bend technique, the film stack of interest is sandwiched between
two elastic Silicon (Si) substrates to prevent stress relaxation and plastic deformation
during the interfacial debonding process [8]. The two substrates are bonded together
by an epoxy layer (Fig. 5.1a). A central notch is introduced on the top of a substrate
to serve as a pre-crack. The multilayer system is then subjected to a symmetric four-
point bend loading at a slow, controlled rate to initiate a crack at the notch tip. The
crack propagates through the thickness of the Si substrate leading to a sharp drop in
the load-displacement curve (Fig. 5.1b). In a successful test, the crack arrests at the
thin film/substrate interface and then proceeds to delaminate the film as indicated
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by the plateau region in the load-displacement curve. The steady-state value of the
energy release rate G, first derived in [96], is the fracture toughness Gc of the interface.
The effectiveness and repeatability of the four-point bend test relies on generation and
propagation of a pre-crack along the interface of interest. In particular, the use of the
four-point bend test in industrial applications has faced a significant challenge as the
crack, in many cases, does not deflect into the interface of interest [114]. The success
of the four-point bend test is strongly dependent on the sample preparation process
and testing procedure. Key variables include the substrate and bonding materials,
thickness of adhesive layer, notch depth, loading rate, sample dimensions, pin spacing
and edge polishing.
In contrast to quasi-static methods, laser spallation based techniques provide non-
contact, dynamic loading of the thin film/substrate interface with a laser-induced,
high-amplitude acoustic pulse [35, 85, 86, 89, 90]. Detailed descriptions of the laser
spallation technique method are presented in Chapters 1 and 2. This spallation
protocol has been used to characterize the tensile and mixed-mode strength of a
wide range of thin film interfaces [52–57, 84, 90]. Beyond the application to in-
terface strength measurement, more recent research has also aimed at applying the
laser-spallation technique to quantify the interfacial fracture energy [58, 97]. This
experimental method relies on the ability to harness the kinetic energy associated
with the laser-induced stress pulse to initiate failure and propagate a crack along the
interface. Early experiments and numerical simulations of the dynamic delamination
of patterned thin films [2] have revealed the important role of the inertia in achiev-
ing a controlled crack propagation process. More recent efforts [58, 83] exploit this
inertial effect and enhance the efficiency of the laser-induced interface delamination
technique by optimizing the specimen geometry and material selection. A schematic
of this experiment has been shown in Fig. 3.1(a).
In this chapter, we compare the fracture energy extracted from the dynamic de-
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lamination experiments with the value obtained from the quasi-static four point bend
tests on the Al/Si interface. The results provide insight into the effect of loading rate
and mode-mixity on the interfacial adhesion measurement.
5.2 Dynamic delamination experiment
Dynamic delamination technique presented in Chapters 3 and 4 are performed to
extract the interface fracture toughness at a wide range of loading amplitude. As de-
scribed in Chapter 4, thin film specimens (Fig. 3.1a) are produced by depositing on a
Si (100) substrate a 310 µm-wide, 380 µm-long, and 250-nm thick gold (Au) rectan-
gular film as a weak adhesion layer followed by a 310 µm-wide and 2.8 or 3.8 µm-thick
Al film strip. The Al test films are deposited over the length of 20 mm and separated
by 2 mm from each other to ensure the negligible interference with dynamic loading.
We tested identical thin film strips at increasing laser fluence levels ranging from 20
to 75 mJ/m2. The corresponding stress pulse amplitude was determined from inter-
ferometric measurements and ranged from 0.55 to 1.8 GPa. Successful delamination
of the patterned thin Al films is shown in Fig. 3.1(b). Remarkable final crack ex-
tensions are obtained, some exceeding 10 mm, which is nearly 30 times greater than
the length of the initial weak adhesion layer. Excellent repeatability was obtained at
each fluence level tested.
The analysis to extract the thin film interface toughness is based on the hypothesis
that the dynamic delamination event is driven entirely by the inertial energy imparted
to the film by the stress pulse loading. We calculate the interface toughness Gc by
balancing the kinetic energy trapped in the thin film at the onset of spallation of
weak interface of length a0 (pre-crack length), with the energy required for final
crack extension af −a0, through the simple energy balance equation described earlier
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in Section 4.1
Gc =
a0K1D
af − a0 (5.1)
The value of K1D is obtained by assuming the spallation process of the weak adhesion
layer takes place predominately under 1D conditions. The information of the loading
substrate stress profile combined with the specimen geometry and material properties
provides the necessary input for a 1D elastodynamic finite element simulation. The
value ofK1D is calculated at the onset of spallation of the film above the weak adhesion
region. Figures 5.2 (a) and (b) show the effect of substrate pulse on K1D and the final
crack extensions, respectively. The error bars on the K1D values account for a 5%
experimental error in the estimation of the substrate pulse amplitudes. An increase
in K1D provides more energy for fracture and therefore greater crack extensions.
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Figure 5.2: (a) Kinetic energy available for fracture, K1D, as a function of the loading
substrate pulse amplitude. (b) K1D as a function of final interface crack extensions,
∆a. The error bars in K1D account for a 5% experimental variation in the substrate
pulse amplitudes.
The reliability of Eq. 5.1 in calculating the fracture toughness has been investi-
gated through systematic parametric studies [83]. The simulation of patterned film
delamination in [83] reveals that for a particular dynamic test configuration of a
300µm-long pre-crack and 4µm-thick film, subjected to a pulse loading of 1.5GPa
in amplitude, more than 95% of kinetic energy imparted to the film from the stress
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pulse is converted into the failure process.
5.3 Four-point bend experiment
The four-point bend specimen preparation is shown schematically in Fig. 5.3. Samples
consisted of two identical 500 µm-thick rectangular Si (100) beams with dimensions
10x60 mm. The Si beams were pre-cut by a dicing saw to provide samples of uniform
sizes to assist the sample alignment process and narrow notches to achieve higher
stress concentration at the notch tip to avoid overloading. A 80 µm-wide notch was
machined into one of the Si beam to a depth 75 % of its thickness. The silicon beam
surfaces were then gently cleaned by acetone, IPA and DI water, before the thin
film deposition process. A 500 nm-thick Al film was evaporated on to each Si beam.
A thin layer of epoxy (Epoxy Bond 110, Allied High Tech) was then applied to Al
surfaces to bond the two beams.
As shown in Fig. 5.3(b), glass spheres with diameters ranging from 10 to 15 µm
were used as spacers to ensure a uniform thickness of the epoxy layer. The glass
spheres were placed only at the edges of the epoxy layer outside the active bending
region of the specimen (beyond the outer pins). Scotch tape and paraffin wax were
used to seal the notched and side surface of the Si beam to prevent epoxy from
penetrating the notch area. The specimens were then cured at 120oC for one hour
under a compressive stress of ∼ 0.016N/mm2 to restrict any relative sliding between
two Si substrates. Prior to testing, the edges of each specimen were carefully polished
to remove epoxy residues and defects. The multiple layers of the sandwiched beam
are visible in the polished cross-section in Fig. 5.4.
The four-point bend apparatus is shown in Fig. 5.5. The upper span of the fixture
had a fixed spacing of 16 mm, while the span of the lower fixture was adjustable.
Preliminary testing was carried out for a range of span lengths on the lower fixture,
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Figure 5.3: Sample preparation sequence: a) Al thin film is evaporated on Si beam
substrates, b) Si beams are bonded together with epoxy using glass beads to control
the thickness of adhesive layer, c) samples are cured in the oven at 120oC for 1 hour,
(d) samples are cleaned and polished for testing.
Figure 5.4: Image of specimen prior to testing.
and we determined a spacing of 15 mm provided stable crack growth. The specimen
was loaded at a rate of 0.1µm/s as suggested in [113, 115] using a piezo linear actuator.
The load was recorded by a load cell and a high resolution CCD camera imaged the
beam deformation and crack extension during the test.
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Figure 5.5: Experimental setup for the four-point bend test.
Figure 5.6 shows the load-displacement curves for five specimens. The initial slope
of these curves indicates the stiffness of the specimen prior to failure. Upon reaching
a critical load of 4 to 6 N , a crack is initiated at the notch tip, leading to a sharp
load drop. The variations in the initial stiffness and critical load are attributed to
the presence of a small amount of epoxy residue in the notch and slight differences
in specimen geometry after the polishing step. The crack arrests at the Al film
and generates a delamination along the Si/Al interface. A long plateau in the load
occurs as the film delamination reaches an equilibrium state between the interface
debonding process and specimen deformation. In the later stage of the failure process,
an increase in the load occurs when the interface crack has reached the inner pins.
The fracture toughness value of the Al/Si interface is extracted from the plateau
region. For a specimen made of identical substrate material and assuming that the
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Figure 5.6: Representative load-displacement curves for five specimens.
interfacial debond length is much greater than the thickness hs of the substrate, the
value of Gc is given by [96] as
Gc =
21(1− ν2s )M2
4Esh3s
, (5.2)
where M = PL/2W is the bending moment per unit width, Es is the elastic modulus
of the substrate, νs, its Poisson’s ratio, P , the critical force measured in the plateau
region, L defines the pin spacing and W is the specimen width (Fig. 5.1a). The
debond length does not enter into the calculation, which greatly simplifies the test.
The critical load P is obtained by averaging load values along the plateau region.
As shown in Fig. 5.7, a vertical crack initiated from one corner of the notch. The
tough epoxy layer prevented the crack from propagating through the entire sample,
resulting in the delamination of the Al/Si interface. Three batches of fifteen specimens
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Figure 5.7: Image of delaminated specimen after testing.
taken from different wafers were tested. The average fracture energy calculated from
Eq. 5.2 for these specimens is 2.5± 0.3J/m2. The standard deviation is within 12 %
of the measured value, which is consistent with the literature benchmarks [116].
5.4 Comparison of Quasi-static and Dynamic
Interfacial Fracture Energy
The interface fracture toughness obtained from the dynamic thin film delamination
protocol are summarized in Fig. 5.8 for film thicknesses of 2.8 and 3.8 µm. The
fracture energy values are not constant and vary between 2.5-6 J/m2, corresponding
to a variation of the substrate pulse amplitude from 0.5 to 2 GPa. The results
from the quasi-static four-point bend experiments are also included in Fig. 5.8. At
low stress pulse amplitudes, the interface fracture energy of the 3.8 µm-thick film
determined by dynamic testing is nearly constant and compares favorably with the
quasi-static value of 2.5 J/m2 (shaded region). As the pulse amplitude increases, the
dynamic fracture energy also increases until reaching a plateau of about 6 J/m2. We
hypothesize that the observed dependence on pulse amplitude is due to the influence
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of the loading rate and mode-mixity of the dynamic test. The adhesion energy is
therefore represented as
Gc = Gc(V0, ψ), (5.3)
where V0 denotes the peeling velocity at which the weak adhesion portion of the film
is spalled from the substrate, and the phase angle ψ defines the mode-mixity of the
failure event [59]. In the dynamic test, there is a direct correlation between the stress
pulse amplitude σ0 and the peeling velocity V0 ,
V0 =
√
2K1D
%fHf
∝ σ0
%fcd
√
1
Hf
∫ Hf
0
f 2(y) dy , (5.4)
where Hf , %f and cd are film thickness, density and dilatational wave speed in the film,
respectively. The function f describes the spatial distribution of stress across film
thickness at the onset of the pre-crack formation and is given in Chapter 2. The peel-
ing velocity V0 is computed from a simple 1D wave propagation simulation for a given
stress pulse [83]. For pulse amplitudes varying from 0.5 to 2 GPa, the corresponding
values of V0 range from 100 to 200 m/s. As the film is peeled from the interface
at a high velocity, rate-dependent effects associated with the viscoplastic response
of bulk material (Al) or the rate-sensitivity of interface may be activated [117–120].
Muralidhar et al. [118] have developed a numerical model combining a viscoelastic
model for the bulk response and a rate-dependent cohesive model for the interface to
simulate the influence of loading rate on the steady-state crack propagation between
a rigid substrate and a thin viscoelastic film. This study has shown that the com-
puted interfacial fracture energy falls into one of the three distinct regions depending
on the peeling velocity. In the low velocity region, the viscous zone was very small
leading to very little dissipation, and therefore the fracture energy was identical to
the intrinsic fracture energy. At intermediate velocities, the energy was dissipated, as
a result of the interaction between cohesive and viscous zones, almost proportional
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Figure 5.8: Comparison of fracture toughness obtained by the dynamic test with two
values of the film thickness (symbols) and with the quasi-static four-point bend test.
The shaded window indicates the range of values measured by the four-point bend
technique.
to the peeling velocity. For high peeling velocities, the viscous zone extended beyond
the cohesive zone leading to the maximum energy dissipation, which was independent
of peeling velocity. Hence, the low pulse amplitude in fracture energy in Fig. 5.8 may
be associated with small amounts of energy dissipation, while the high amplitude
plateau may be associated with a size-limited dissipation zone.
There is extensive literature [8, 104, 121, 122] supporting the dependence of frac-
ture toughness on the mode-mixity of the failure process. This effect is explained by
either frictional interaction or the change in size and shape of energy-dissipation zone
at the crack tip. As suggested by Liechti et al. [121], the measured fracture toughness
Gc depends on contributions of intrinsic adhesive energy Γc, rate of plastic dissipation
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W˙p near crack front, rate of bulk viscoelastic dissipation W˙v and shielding/friction
dissipation ∆Gc due to the interface roughness
Gc = Γc + W˙p + W˙v + ∆Gc. (5.5)
The values of W˙p, W˙v and ∆Gc are maximized in pure shear and minimized in
pure normal load cases. A numerical study of the dynamic delamination test by
Tran et al. [83] has indicated that the thin film delamination process is highly mixed-
mode at the early stage of the failure process and gradually proceeds into a mode
I dominant regime. The increase in the shear component at the early phase of the
failure process, as a direct outcome of the increase in loading amplitude, not only
enlarges the plastic zone [121] in the film (rate-dependent effect) but may also acti-
vate the interlocking of crack face asperities or toughening mechanism of the interface
(mixed-mode effect) [122].
A parametric study of the effect the load pulse amplitude presented in Section 4.4
have shown that an increasing portion of the imparted kinetic energy is transformed
into bending strain energy in the film as the load level decreases. This observation
suggests the need to exclude the strain energy from the total energy available for the
failure process and the energy balance equation can be rewritten in the form similar
to Eq. 4.17
Gc =
a0K1D − Uf
af − a0 , (5.6)
where Uf is the strain energy stored in the film at the end of the failure process,
i.e., at the time of crack arrest. The dependence of the total energy available for the
failure process, a0K1D − Uf , on the load level as pointed out in [83] also contributes
to the apparent rate-dependent behavior of the adhesion energy. This study has
shown that for higher load amplitudes (' 1.5 GPa) more than 95 % of total energy
is channeled into the interfacial failure process. In contrast, only about 82 % of
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the imparted energy is converted to the fracture energy at lower loading amplitudes
(' 0.5 GPa). The influence of this energy transformation on the measured fracture
toughness values (Fig. 5.8) is, however, less than other energy dissipated processes.
5.5 Conclusion
The interfacial fracture energy of an Al thin film on a Si substrate was extracted
from a new laser-induced dynamic delamination protocol and compared to the value
measured in a standard, quasi-static four-point bend test. In the dynamic experi-
ment, an Al thin film was patterned on a Si Substrate with a weakly bonded region.
This region essentially served as a pre-crack and effectively maximized the kinetic
energy imparted to the film in the early in the fracture process, leading to success-
ful interfacial crack extensions over several mm in length. Identical film strips were
tested for increasing values of the stress pulse amplitude, which corresponded to an
increase in peeling velocity and kinetic energy available for fracture. At low pulse
amplitudes, the fracture energy was nearly constant and compared favorably with
the value measured in the four point bend test (2.5 J/m2). As the pulse amplitude
increased, an increase in fracture energy was observed, until reaching a plateau value
of approximately 6 J/m2. The dependence of fracture energy on pulse amplitude was
attributed to rate and mixed-mode effects during the dynamic delamination process.
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Chapter 6
Concluding remarks and future
work
6.1 Summary
This dissertation is part of a research project whose goal is to provide a new combined
experimental/computational test protocol to quantify the intrinsic parameters that
characterize the interfacial failure of thin film/substrate systems. Apart from common
quasi-static adhesion measurement techniques, laser-induced stress wave provides an
alternative non-contact way to characterize dynamically the adhesion properties of
thin film interface. The extracted fracture properties will play a key role in the
development and optimization of the material selection and manufacturing process.
The testing procedure will be standardized to assess the integrity and functionality
of various material systems in a rapid, economical and consistent manner.
Early experimental effort have shown the feasibility of using laser-generated acous-
tic stress waves to initiate and propagate an edge delamination from the reentrant
corner of a patterned film. The edge debond observed at a much lower stress level
(laser fluence) than in the center of the film, far from the stress concentration at
the corner, clearly indicated an edge-driven delamination process. A novel numerical
tool, the hybrid spectral/finite element, has been developed and described in Chapter
2 to study the mechanism of the thin film edge delamination process and to provide
suggestions to improve the measurement technique. This numerical method relied on
the combination of a spectral scheme, an explicit finite element model to capture the
elasto-dynamic responses along of the substrate boundary and the thin film domain,
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respectively. Rate-independent extrinsic bilinear cohesive elements were introduced
along the interface to capture the spontaneous failure initiation and crack propaga-
tion. The simulations confirmed the role of stress concentration at the corner of the
film in edge crack initiation. Furthermore, numerical analyses have shown that the
kinetic energy trapped in the debonded portion of the thin film near the edge drove
the interface crack over distances several times the film thickness and for a significant
amount of time beyond the end of the loading event. The hybrid model has demon-
strated its ability to capture various physical phenomenon associated with the failure
process. Systematic studies on various parameters including film thickness, loading
amplitude, critical adhesive properties were performed to understand the sensitivity
and salient features of the experimental technique. Motivated by the numerical re-
sult, a semi-analytical model was also derived to estimate the total kinetic energy
imparted in the film at the end of the interfacial loading, and, through a compari-
son with the fracture energy, to predict final crack length. The analytical study of
the effect of the load levels, film thickness and fracture toughness on crack extension
showed an excellent agreement with numerical results.
Motivated by the edge delamination of the film, we proposed in Chapter 3 a new
test design to enhance capability in controlling interface delamination by introduc-
ing a weak adhesion layer, which basically served as a pre-crack upon loading. The
new thin film pattern geometry maximized the kinetic energy trapped in the weakly
bonded portion of the film to effectively channel into the interface failure, leading to
controlled crack propagation over multiple mm. As a result, Au with its high density
and its weak adhesion to the Si (100) substrate was chosen as a sacrificial layer. The
new specimen design allowed the use a simple 1D wave propagation analysis to calcu-
late efficiently the total energy imparted into the pre-crack portion of the film. The
following experimental protocol to extract the fracture toughness values relied on the
measured final crack length and the assumption that most of the energy is channeled
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into the failure process. The spectral/FE model has been employed to simulate the
new test design of a short pre-crack length. At the end of the delamination process,
about 80 % of the initial total energy imparted in the pre-crack portion of the film
was transfered into the fracture energy and the rest was converted into strain energy
associated with the film bending. The introduction of the pre-crack has significantly
increased the delamination length up to ca. 170 µm which was about hundred times
the film thickness and three times the pre-crack length. The appearance of mixed-
mode failure has been demonstrated by monitoring the evolution of normal and shear
tractions at various points along the interface. The conservation of total energy, i.e.
the sum of kinetic, strain and fracture energy components, during the entire delam-
ination event indicated that the amount of energy leaked back into the substrate is
negligible.
The computational cost associated with the spectral/FE coupling model has lim-
ited the extension of this numerical tool to simulate the actual dynamic test in which
the crack propagates several mm and over milliseconds. To overcome such challenge,
Chapter 4 has described the development of a new numerical scheme which relies
on combination of a nonlinear beam model to simulate the thin film and exponen-
tial cohesive relation to simulate the interfacial response. A 1D wave propagation
simulation of the thin films/substrate system along the pre-crack portion provided
the relation between the evolutions of kinetic energy trapped in the film and the
interfacial stress. A simple calculation followed to convert the kinetic energy into the
average peeling velocity imparted along the pre-crack region upon the instantaneous
failure of weak adhesion interface. The nonlinear beam model demonstrated its abil-
ity to capture the large rotation, deformation and transient response of the thin film
during the delamination event. To further speed up the simulation process, time and
mesh adaptivity techniques were also implemented within an implicit finite element
formulation. The optimized nonlinear beam model enabled direct comparisons be-
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tween experimental measurement of crack tip and crack speed history using resistance
gage technique and numerical simulations. Excellent agreements were obtained for
a fracture toughness value of ∼ 6J/m2. The entire delamination event from inter-
face crack initiation to final arrest lasted about 800 µs (a significant amount of time
compared to the 10 ns dynamic loading pulse) with initial crack velocities exceeding
70 m/s. The final crack length reached 9 mm, which is 30 times longer than the
pre-crack length. Throughout the delamination process, the portion of the kinetic
energy converted in strain energy remains small, less than 5 %, thereby validating
the simple energy assumption used to extract the interface fracture toughness from
the final extension of the crack. An extensive parametric study of key geometrical
parameters also revealed the importance of pre-crack length in the energy balance
hypothesis.
Chapter 5 presented the application of the four-point bend test to extract the in-
terface fracture toughness in quasi-static regime. Despite the time-consuming sample
preparation process and limitation in controlling crack propagation, the four-point
bend test is still a common adhesion measurement technique due to its simplicity
analyzing the results. For comparison purposes, the Al/Si interface served as the ob-
jective of this study. Multiple-step sample preparation process involved preparing two
identical Si beam deposited with thin Al layers, introducing vertical notch, sample
bonding, aligning, curing and final edge polishing. To obtain the steady-state crack
propagation along the interface, samples were loaded by the displacement actuator
at a very slow loading rate of 100 nm/s. Repeatable results on load-displacemnent
with clear plateau regions were reported for samples from different wafers. Fracture
toughness of ∼ 2.45J/m2 was extracted from the load-displacement curves by aver-
aging its values along the steady state crack propagation region. The range of critical
fracture energy measured by the four-point bend test apparently covered the low
loading rate area on the dynamic failure map revealing the rate-dependent properties
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of the interface bond.
6.2 Key contributions
A key contribution of this research is the development of efficient computational
tools to understand the failure mechanism, provide design suggestions and support
the dynamic test in extracting the interfacial toughness values of thin film/substrate
materials. Originated from the motivation to adapt the laser spallation technique to
create a controlled crack propagation along the thin film interface, a spectral/finite
element numerical method was developed to address the fundamental questions re-
garding the edge delamination test. The computational cost was reduced significantly
by using the spectral scheme to capture the elastodynamic responses along the sub-
strate boundary while the film domain and interface were simulated efficiently by
finite element and cohesive models, respectively. The simulation has shed light on
the complex failure mechanism near the edge of the film under very high strain
rate loading by capturing different stages of the delamination process, evolutions of
stresses along the interface and crack speed history. Numerical study also revealed
the important role of the inertial forces and influences of key geometrical parameters
on the crack extension. A manuscript comprising the results of this work has been
published in Engineering Fracture Mechanics [2].
The results from the parametric study led to the successful improvement in the
specimen design exploiting the inertial force to better control crack propagation and
extract critical fracture energy. The spectral/finite element scheme has been employed
to simulate the dynamic test on a new design of patterned films with the appearance of
pre-cracks demonstrating the effectiveness of using a weak adhesion layer to maximize
the kinetic energy imparted in the film. The numerical studies also pointed out the
mixed-mode nature of the interface fracture event and quantified the percentage of
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total energy that purely channels into the failure process. The experimental initiatives
and numerical simulations were summarized in a Applied Physics Letters [58].
In a third contribution, a nonlinear beam model has been developed to signif-
icantly speed up the simulation and therefore enables its direct comparison with
experimental measurements confirming the validity of the resistance gage test. The
important question regarding the reliability of the energy assumption underlying the
experimental strategy to extract the fracture toughness is thoroughly answered based
on the numerical parametric studies. Results and discussions of this work were re-
ported in the International Journal of Fracture [83].
The final contribution of this dissertation research is the application of the four-
point bend technique to quantify the quasi-static adhesion of Al/Si interface, which
serves as baseline study for the dynamic test. The research has described detailed
sample preparation process and testing procedure to achieve a stable and repeat-
able crack growth, by which the reliable interface fracture toughness values could
be extracted. Detailed descriptions and results from this experimental study are in
preparation to submit to the Journal of Physics D: Applied Physics.
6.3 Future work
Several additions can be introduced into the spectral/finite element scheme and/or
the nonlinear beam model to capture other significant physical phenomena of thin film
subjected to dynamic loading. These new phenomena include the effect of residual
stresses, plastic deformation and mode mix on the failure process. The next para-
graphs describe the importance of these physical aspects and directions for further
investigations.
The determination of fracture toughness values from the dynamic experiment
described in this research is fundamentally based on the conservation into fracture
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Figure 6.1: Delamination of a 3 µm-thick Al film (a) and 2 µm-thick Cu film. (Cour-
tesy of Soma Kandula [1])
energy of the energy present in the thin film. If the delamination is accompanied by
the relaxation of residual stresses present in the thin film, additional energy release
rate needs to be taken into account. The natural appearance of residual stresses and
residual stress gradients in the film is attributed to the thermal mismatch during the
deposition process and epitaxy mismatch along the bimaterial interface [104, 123].
The final shapes of the delaminated copper films shown Fig. 6.1(b) and aluminum
films described in Chapter 3 (Fig. ??) evidently point to the presence of residual stress
gradients. A summary calculation of energy release rates associated with the Al film
residual stresses and stress gradients reveals that these energy release rates are not
sufficient to delaminate the films themselves. However, the extension of the dynamic
test to other thin film materials, such as Copper (Cu) or Chromium (Cr), which
possess significantly higher intrinsic residual stresses and stress gradients [124, 125]
requires incorporating this physical effect into the analysis. In other material systems,
where the film is strongly bonded to the substrate (as is the case for some polymer
films for which Gc ∼ 50J/m2), additional superlayer like Cr with high residual stresses
deposited on the top of the film might be needed to provide more driving force to fail
the interface. Incorporating the residual stress into the current numerical model is,
therefore, essential to capture the dynamic response of the delaminating film.
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In recent dynamic adhesion tests [1], Kandula has shown a dependence of the
extracted fracture toughness of Al/Si interface on the load level. By increasing the
amplitude of loading pulse from 1 to 1.5 GPa, he obtained the increasing fracture
toughness values from 2.5 to 6 J/m2. Possible explanations could be the influence
of tangential traction component and friction along the interface, the rate-dependent
failure process and the presence of visco-plastic deformations. To understand the
variation of fracture toughness observed above, the current numerical models, which
are built for linearly elastic material and the rate-independent cohesive laws, need
to be revised. Several potential additions to the current numerical models could
be a visco-plastic response for thin film domain, a mixed-mode dependent fracture
toughness and a rate-dependent cohesive law for the interface.
Throughout the development of the laser-induced delamination technique, we have
consistently claimed that the laser-induced compressive pulse fails the film interface
at very high strain rates with minimum plastic deformation. This argument has been
verified for the case of tensile spallation tests to extract the interface strength. This
assumption, however, needs to be investigated for the patterned thin film delami-
nation problem. Some of the final shapes of the patterned films at the end of the
debonding process as shown in Fig.6.1 seem to indicate the existence of some perma-
nent deformation. Numerical simulation on crack speed history also shows that the
delamination event occurs at a high speed of 80 m/s and gradually slows down to the
crack arrest. The later stage of the failure process could, therefore, involve plastic
deformation. Significant effort has been devoted in the literature to understand the
development of elastoplastic deformation in the thin film at various aspects: length
scales [5, 126], loading rate, etc. Those pieces of work are, however, limited to inves-
tigating the physics of the quasi-static tests such as the peel test. Incorporating the
plastic component in the constitutive model for the current dynamic codes will help to
answer the fundamental question of how energy is dissipated during the delamination
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process.
The numerical study in this dissertation research has focused on simulating the
debonding of thin films subjected to normal loading along the pre-crack region. As
a result, the failure process is observed to be mode I dominant. There is, however,
considerable evidence that the interface fracture toughness generally depends on the
relative amounts of shear to normal deformation at the crack tip [121, 127, 128]. For
practical purposes, characterizing the interface adhesion may require fracture tough-
ness measurements over a wide range of failure phase angles. There exist extensive
literature that accounts for the mixed mode dependent fracture toughness of inter-
faces, which associate this phenomenon with either frictional interaction [122] or the
the change in size and shape of the energy-dissipation zone at the crack tip. In the
latter approach, Thouless [104] has analyzed the mechanics of fracture during a peel
test in the elastic regime to extract the variation of mode mixity along the interface
while Wei and Hutchinson [5] have addressed the dependence of plastic deformation
on the phase angle in the peel test. The numerical codes developed in this research,
the spectral/FE and the nonlinear beam model, are capable of simulating the response
of the film under wide range of load angles. By introducing a suitable cohesive failure
model that relates the fracture toughness with the failure phase angle at the moving
crack tip, the numerical simulation could provide some useful information in designing
a new dynamic mixed-mode test protocol.
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