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Exponential B-splines have been well studied in the context of interpolation and
approximation theory as a generalization of the classical polynomial B-splines. The
focus of this thesis is on two new aspects, namely the scale-space and wavelet rep-
resentations by exponential B-splines. First, the concept of elementary symmetric
polynomials is introduced in order to express derivatives of exponential B-spline in
terms of lower order ones. An exponential B-spline is known to satisfy a refinement
equation. This refinable property is utilized to formulate the exponential B-spline
scale-space representation at rational scale. A simple algorithm for scale-space com-
putation is presented together with some numerical examples. This algorithm can
be modified for computation of wavelet transforms defined by derivatives of expo-
nential B-splines. Finally, a semi-discrete wavelet representation for the difference
of exponential B-spline scale-space at two consecutive dyadic scales is analyzed.
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Summary
In this thesis, we consider a special class of splines, called the exponential B-splines,
which are well-developed from theoretical point of view as generalization of classical
B-splines, but have yet to be fully studied in the context of scale-space and the
wavelet transforms. The new results in this thesis, to the knowledge of the author,
are labelled as Propositions.
This thesis is organized as follows. Chapter 1 collects some preliminary ma-
terials that will be used throughout the thesis. We state, without proof, some
fundamental results in Fourier analysis and (polynomial) B-splines. In addition, we
give a quick review of elementary symmetric polynomials and diffferential opera-
tors which arise naturally as we generalize the results of polynomial B-splines to
exponential B-splines.
In Chapter 2, we formally introduce the exponential B-splines with real pa-
rameters. We give an explicit formula for exponential B-splines of arbitrary order in
Section 2.1 with a complete proof in Appendix A. This corrects the formula given in
page 4 of [3]. The basic properties such as partition of unity and Fourier transform
of exponential B-splines are summarized in Section 2.2. In the same section, we
vi
also provide an explicit formula for the first moment of exponential B-splines and
investigate the mirroring effect of changing the sign of the parameters. In Section
2.3, we show that derivatives of exponential B-splines can be expressed in terms
of lower order ones with the aid of elementary symmetric polynomials. In the last
section, we prove that an exponential B-spline is refinable. This result bridges the
theory of exponential B-splines to scale-space and wavelet transforms.
In Chapter 3, we give a brief introduction to scale-space representation in
Section 3.1 before we generalize the B-spline scale-space to exponential B-spline
scale-space in Section 3.2. We also derive a simple algorithm for computation of
scale-space at rational scale with applications to modelling and smoothing data.
From various examples given in Section 3.3, we observe that exponential B-spline
scale-space gives an extra degree of flexibility in choosing the parameters but its
difference from polynomial B-spline scale-space is not significant.
In the first section of Chapter 4, we summarize some recent results in [9], where
the theory of scale-space is linked to continuous wavelet transforms. In Section
4.2, we modify the scale-space algorithm for computation of continuous wavelet
transforms defined by derivatives of exponential B-splines. In the last section, we
investigate the semi-discrete wavelet representation for the difference of exponential
B-spline scale-space at two consecutive dyadic scales.
The last chapter contains some concluding remarks on the work in this thesis
and points out some potential future work in this area. Appendix A contains a proof
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Fourier is a mathematical poem.
- Lord Kelvin.
In this chapter, we put together preliminary materials that will be used fre-
quently in the subsequent chapters. In the first section, we review the classical
results of Fourier transform and convolution. The next section summarizes clas-
sical results on B-splines that we shall generalize to exponential B-splines in the
next chapter. The third section gives a quick introduction to elementary symmetric
polynomials, which is ubiquitous in many results for exponential B-splines. The last
section addresses the differential operators that are commonly encountered in the
study of exponential B-splines in later chapters.
1
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1.1 Fourier Transform
For 1 ≤ p <∞, let Lp(R) denotes the space of Lebesgue measurable functions f on




Let L∞(R) be the class of almost everywhere bounded functions, that is, functions
bounded everywhere except on a set of Lebesgue measure zero. Lp(R), 1 ≤ p ≤ ∞,







, 1 ≤ p <∞,
ess supx∈R |f(x)|, p =∞.




f(x)g(x) dx, f, g ∈ L2(R).
In the following, we first restrict our attention to the space L1(R), which consists of
all absolutely integrable functions on R. We begin with the Fubini’s theorem which
allows the change of order of integration.
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Definition 1.1.1. The Fourier transform of a function f ∈ L1(R) is defined as
F{f(x)}(u) = f̂(u) :=
∫ ∞
−∞
f(x)e−iuxdx, u ∈ R. (1.1.1)
The basic properties of Fourier transform are summarized in the following
theorem. The proofs are omitted here but can be found in [4, 8].
Theorem 1.1.2. Let f ∈ L1(R), then its Fourier transform f̂(u) satisfies:




(c) if f ′ exists and f ′ ∈ L1(R), then f̂ ′(u) = (iu)f̂(u).
The following lemmas will be useful in later chapters.
Lemma 1.1.1. For any a ∈ R\{0}, b ∈ R and f ∈ L1(R),






, u ∈ R.













The case a < 0 is done similarly.
Lemma 1.1.2. If f is continuous on [a, b], then
F{xf(x)}(u) = i d
du
f̂(u). (1.1.2)
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Proof. Let F (x, u) = f(x)e−iux. If f is continuous on [a, b], then both F (x, u) and
∂
∂u












(−ix)f(x)e−iux dt = −iF{xf(x)}(u).
Note that f̂ is not necessarily in L1(R) even though f ∈ L1(R). However, if






The central question regarding inverse Fourier transform is when can f be recovered
from f̂? In other words, when does F−1{f̂(u)}(x) = f(x) hold? The answer is
provided by the following theorem, where the proof is again omitted here but can
be found in [4].
Theorem 1.1.3. Let f ∈ L1(R) such that f̂ ∈ L1(R). Then,
F−1{f̂(u)}(x) = f(x),
at every point x where f is continuous.
Convolution is an important concept in both mathematics and engineering,
especially in signal processing. In fact, we shall see shortly that B-splines, the
central objects of our study, can be defined in terms of convolution.
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Definition 1.1.2. Let f, g ∈ L1(R). The convolution of f and g is defined by
(f ∗ g)(x) :=
∫ ∞
−∞
f(x− y)g(y) dy. (1.1.4)
Note that f ∗ g is well-defined and also belongs to L1(R) since ‖f ∗ g‖1 ≤
‖f‖1‖g‖1 by Fubini’s theorem. In fact, this is a special case of the following more
general inequality of Young. The proof is omitted here but is available in [8].







+ 1 with 1 ≤ p, q, r ≤ ∞. Then, f ∗ g ∈ Lr(R) and
‖f ∗ g‖r ≤ ‖f‖p‖g‖q.
The support of a function f ∈ C(R), denoted by supp(f), is the closure of the
set {x ∈ R : f(x) 6= 0}. We say that f has compact support if supp(f) is compact.
We define
Cc(R) := {f ∈ C(R) : supp(f) is compact}.
The elementary properties of convolution are summarized in the following theorem,
where the proof is available in [8].
Theorem 1.1.5. Suppose f, g, h ∈ L1(R). Then,
(a) f ∗ g = g ∗ f .
(b) f ∗ (g ∗ h) = (f ∗ g) ∗ h.
(c) supp(f ∗ g) ⊆ A, where A is the closure of {x+ y : x ∈ supp(f), y ∈ supp(g)}.
(d) If f, g ∈ Cc(R), then f ∗ g ∈ Cc(R).
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The next theorem underlies many applications of convolution and will be useful













φ. Since φ̂ε(u)→ 1 as ε→ 0, φε is sometimes referred to as
an approximate identity. The proof is omitted here but is available in [8].
Theorem 1.1.6. Suppose φ ∈ L1(R) and ∫∞−∞ φ(x) dx = c, where c > 0.
(a) If f ∈ Lp(R), 1 ≤ p <∞, then ‖f ∗ φε → cf‖p → 0 as ε→ 0.
(b) If f is bounded and uniformly continuous, then f ∗ φε → cf uniformly as
ε→ 0.
Remark 1.1.1. Note that φ can be easily normalized so that
∫
φ = 1 and the above
theorem still holds mutatis mutandis.
Convolution plays a vital role in Fourier transform and their close relationship
is culminated in the following theorem, which says that the convolution of two
functions is equivalent to the pointwise product of their Fourier transform. The
proof is a direct application of Fubini’s theorem and thus omitted here.
Theorem 1.1.7. (Convolution theorem) If f, g ∈ L1(R), then
(̂f ∗ g)(u) = f̂(u)ĝ(u), u ∈ R.
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1.2 B-Splines
In general terms, splines are piecewise polynomials. In this section, we focus on a
special class of splines, namely the B-splines which have many important properties.
The term B-spline was first coined by Schoenberg and stands for basis splines. They
were first studied for interpolation dated back in 1940s and later rediscovered in
1970s for geometric modeling in computer-aided design. In 1990s, B-splines were in
the limelight again in connection with wavelets and applications in signal processing.
Definition 1.2.1. The first order B-spline, denoted by M1(t), is the characteristic
function of the interval [0, 1),
M1(t) = χ[0,1) :=

1, 0 ≤ t < 1,
0, otherwise.
The B-spline of order n, denoted by Mn(t), is defined recursively as convolution
with lower order ones,
Mn(t) := (Mn−1 ∗M1)(t) =
∫ 1
0
Mn−1(t− x)dx, n ≥ 2. (1.2.1)






But these two definitions can be shown to be equivalent as given in [4]. The main
advantage of defining Mn as (1.2.1) is that many crucial properties of Mn can be
derived from it easily, especially those that involve Fourier transform.
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The basic properties of B-splines are summarized in the following theorem.
The proof is omitted here but is available in [4].
Theorem 1.2.1. The n-th order B-splines Mn satisfy:
(a) supp(Mn) = [0, n].




Mn(t− j) = 1 for all t ∈ R.
(d) Mn(t) =
t
n−1Mn−1(t)− n−tn−1Mn−1(t− 1), n ≥ 2.
(e) M
′
n(t) = Mn−1(t)−Mn−1(t− 1).
(f) Mn ∈ Cn−2.
Remark 1.2.2. Property (c) is often referred to as partition of unity. Property
(d) shows that Mn is a polynomial of degree n − 1 on each interval [k, k + 1], k =
0, · · · , n− 1. Repeated applications of Property (e) show that for 1 ≤ k ≤ n− 1,









Fourier transform is an essential tool to work with B-splines. A direct compu-




, u ∈ R.
Fourier transform of higher order B-splines follows from repeated applications of







, u ∈ R.
Using Fourier transform, we can easily compute the zeroth and first moments of
B-splines as shown below.












Proof. (a) Applying L’Hospital’s rule,
∫ ∞
−∞


















)n−1(−ue−iu − i(1− e−iu)
−u2
)
Applying L’Hospital’s rule twice,
lim
u→0





Hence, from Lemma 1.1.2,
∫ ∞
−∞
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1.3 Elementary Symmetric Polynomials
In this section, we introduce the elementary symmetric polynomials which is sort of
a generalization of binomial coefficients. In fact, as we shall see in Theorem 1.3.1,
the elementary symmetric polynomials are coefficients obtained when expanding
n distinct products, whereas binomial coefficients are obtained when expanding n
identical products. Hence, elementary symmetric polynomials appear naturally for
exponential B-splines as the Fourier transform of an exponential B-spline of order
n is given by n distinct products (see Theorem 2.2.4).
Definition 1.3.1. The elementary symmetric polynomial Ej(x1, · · · , xn) is the sum
of all products of j distinct variables chosen from the set {x1, · · · , xn}, for 1 ≤ j ≤ n.
It can be expressed compactly as
Ej(x1, · · · , xn) :=
∑
1≤i1<···<ij≤n
xi1 · · ·xij . (1.3.1)
By convention, E0(x1, · · · , xn) := 1 and Ej(x1, · · · , xn) is undefined for j > n.
Example 1.3.1. For n = 4,
E0(x1, x2, x3, x4) = 1,
E1(x1, x2, x3, x4) = x1 + x2 + x3 + x4,
E2(x1, x2, x3, x4) = x1x2 + x1x3 + x1x4 + x2x3 + x2x4 + x3x4,
E3(x1, x2, x3, x4) = x1x2x3 + x1x2x4 + x1x3x4 + x2x3x4,
E4(x1, x2, x3, x4) = x1x2x3x4.
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Lemma 1.3.1. Ej(cx1, · · · , cxn) = cjEj(x1, · · · , xn) for any constant c.
Proof. The proof is straightforward from the definition.
Lemma 1.3.2. For 1 ≤ j ≤ n,
Ej(x1, · · · , xn−1) + xnEj−1(x1, · · · , xn−1) = Ej(x1, · · · , xn). (1.3.2)
Proof. The right hand side is the sum of all j-subsets of n variables, which can
be partitioned into two parts where one is without xn and the other contains xn.
In the latter, xn can be factored out from the product with the other factor as
Ej−1(x1, · · · , xn−1). In Sigma notations,
∑
1≤i1<···<ij≤n
xi1 · · ·xij =
∑
1≤i1<···<ij≤n−1
xi1 · · ·xij +
∑
1≤i1<···<ij−1≤n−1
xi1 · · ·xij−1xn
= Ej(x1, · · · , xn−1) + xnEj−1(x1, · · · , xn−1)
Corollary 1.3.1. For 1 ≤ j ≤ n,
































(c) Ej(x, · · · , x︸ ︷︷ ︸
n−1


















(−1)jEj(a1, · · · , an)xn−j. (1.3.3)
Proof. We shall prove by induction. When n = 1, the equation is trivial since
E0(a1)x− E1(a1) = x− a1. Suppose the equation holds for n = k, for some positive
integer k ≥ 2. Lemma 1.3.2 is applied to the third equation below:
k+1∏
j=1







(−1)jEj(a1, · · · , ak)xk−j+1 +
k∑
j=0
















(−1)jEj(a1, · · · , ak+1)xk+1−j.
Hence, (1.3.3) holds for any positive integer n by mathematical induction.
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Ej(a1, · · · , an)xn−j. (1.3.4)
Remark 1.3.3. Differentiating (1.3.4) with respect to x and substituting x = 1,
n∑
j=0





















In this section, we briefly outline the properties of linear differential operators with
constant coefficients which will be useful in dealing with derivatives of exponential





The n-th order derivative is denoted by Dn =
dn
dxn
. Let I denote the identity
operator, that is I[f ](x) = f(x). In general, D can be interpreted in the context of
weak derivative where f is a distribution, but we shall treat it as classical derivative
here, where the function f is sufficiently smooth, that is f ∈ Ck for some k ∈ N. In
fact, in our study of B-splines, such condition is always satisfied.
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Consider the following differential operator of order n with constant coefficents,
p(D) := Dn + an−1Dn−1 + · · ·+ a1D + a0I, ai ∈ C.
We shall call p(D) the polynomial operator for short. The following results only hold
when the coefficients of polynomial operators are constants.
Theorem 1.4.1. Let ci be constants and f, g be sufficiently smooth functions. Let
p(D), q(D), r(D) be polynomial operators.
(a) (Linearity) p(D)[c1f + c2g] = c1p(D)[f ] + c2p(D)[g].
(b) (Sum) (p(D) + q(D))[f ] = p(D)[f ] + q(D)[f ].
(c) (Multiplication) If p(D) = q(D)r(D), then p(D)[f ] = q(D)[r(D)[f ]].
(d) (Commutativity) q(D)[r(D)[f ]] = r(D)[q(D)[f ]].
Proof. Part (a) and (b) are trivial. For part (c), note that for any k,m ∈ N and any
constant c ∈ R,
Dm[cDk[f ]] = cDm+k[f ].
The last part follows from part (c) since q(D)r(D) = r(D)q(D).
In our study of exponential B-splines, the following form of differential opera-




(D − αjI), αj ∈ R. (1.4.1)
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(−1)jEj(α1, · · · , αn)Dn−j,
which shows that (1.4.1) is in fact a polynomial operator. For any f ∈ L1(R), the




(−1)jEj(α1, · · · , αn)(iu)n−j f̂(u) = p(iu)f̂(u), u ∈ R. (1.4.2)




(D − αjI)2, αj ∈ R.
In fact, q(D) = p(D)p(D) where p(D) is given by (1.4.1). By Theorem 1.4.1 (c),
q(D) is still a polynomial operator. Hence, we obtain a similar expression for the
Fourier transform of q(D)[f ], f ∈ L1(R),
F{q(D)[f ]}(u) = q(iu)f̂(u) =
n∏
j=1
(iu− αj)2f̂(u), u ∈ R. (1.4.3)
Combining all these observations and putting back into Definition 1.3.1 give the
following result.
Lemma 1.4.1. Let f ∈ L1(R) and Lk(D) = Ek((D − α1I)2, · · · , (D − αnI)2),
1 ≤ k ≤ n, where Ek are the elementary symmetric polynomials. Then, for u ∈ R,
F{Lk(D)[f ]}(u) = Lk(iu)f̂(u) = Ek((iu− α1)2, · · · , (iu− αn)2)f̂(u).
Chapter 2
Exponential B-splines
The art of doing mathematics is
finding that special case that contains
all the germs of generality.
- David Hilbert
In the first section of this chapter, we introduce the exponential B-splines as a
generalization of the classical polynomial B-splines and provide an explicit formula
for the exponential B-splines with distinct parameters. The next two sections collect
various properties and study the derivatives of exponential B-splines respectively.
In the last section, we show that an exponential B-spline satisfies the refinement
equation, which is a crucial result for the next chapter.
16
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2.1 Introduction
B-splines, henceforth referred to as polynomial B-splines, have been widely studied
and applied in various fields from interpolation to signal processing. Since the pio-
neering work of Schoenberg in 1946 [14], there have been many theoretical advances
to non-uniform grids, non-polynomial basis and higher dimensions [15].
In this thesis, we are interested in exponential B-splines, which are general-
ization of polynomial B-splines but at the same time are special cases of L-splines.
Analogously to the definition of polynomial B-splines (1.2.1), we can introduce the
first order exponential B-spline as an exponential function on the unit interval. Sub-
sequently, higher order exponential B-splines are formed by taking convolution with
lower order ones.






α= (α1, · · · , αn) ∈ Rn. The exponential B-spline En,→α (t) of order n with pa-
rameter
→





(t) := (Eα1 ∗ · · · ∗ Eαn)(t). (2.1.1)
If the context is clear, we also abbreviate En(t) = E→α (t) = En,→α (t). Equivalently,





(t) = (En−1 ∗ Eαn)(t) =
∫ 1
0
E(α1,··· ,αn−1)(t− x)eαnx dx. (2.1.2)
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Note that the ordering of parameters αk in (2.1.1) is irrelevant since convolution
is commutative. It is clear from definition that the convolution of two exponential
















In this thesis, we shall restrict our attention to real parameter
→
α∈ Rn. In general,
complex parameter
→
α∈ Cn is considered in [17].












0, En(t) = Mn(t) are the polynomial B-splines.
(b)
→
α= (α, · · · , α), En(t) = eαtMn(t).
(c)
→
α= − →α (symmetric), En(t) are the hyperbolic splines.
(d)
→
α is purely imaginary, En(t) are the trigonometric splines.
(e)
→
α= (0, 0, α,−α), E→
α
(t) are the splines in tension.
Example 2.1.1. If α1 = α2 = α, then E2(t) = e
αtM2(t). If α1 6= α2, then the
explicit formula of E2(t) can be directly computed as
E2(t) =

0, t /∈ [0, 2],
eα1t − eα2t
α1 − α2 , t ∈ [0, 1],
e(α1−α2)eα2t − e(α2−α1)eα1t
α1 − α2 , t ∈ [1, 2].
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Figure 2.1 (a) shows the graphs of E2(t) with different sets of parameters. We
see that the graphs are not symmetrical except for the polynomial B-spline which
is coloured in black. The graphs of En(t) = e
αtMn(t) when all parameters coincide
→
α= (α, · · · , α) are shown on Figure 2.1 (b).
Figure 2.1: (a) E(α1,α2)(t), (b) En,→α (t) with
→
α= (α, · · · , α), α = 0.25.







α is recently computed in [3], though we believe that there is a small
error in the formula presented in the online version of the paper. We propose a
slightly modified formula given below in (2.1.3). We have used direct computation
to verify that our proposed formula (2.1.3) is indeed correct for low order cases up
to n = 4. In Appendix A, we reformulate (2.1.3) as (A.0.2) using the so-called
modified elementary symmetric polynomials.
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Theorem 2.1.1. Let
→






(a) For t /∈ [0, n], En(t) = 0.














Proof. A complete proof is given in Appendix A.
Example 2.1.2. Let
→
α= (α1, α2, α3, α4) where α1, α2, α3, α4 are distinct parameters.
Let d1 = (α1 − α2)(α1 − α3)(α1 − α4), d2 = (α2 − α1)(α2 − α3)(α2 − α4), d3 =
(α3 − α1)(α3 − α2)(α3 − α4), d4 = (α4 − α1)(α4 − α2)(α4 − α3).

















[eα2 + eα3 + eα4 ]− e
α2(t−1)
d2




[eα1 + eα2 + eα4 ]− e
α4(t−1)
d4
[eα1 + eα2 + eα3 ].
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[eα2+α3 + eα2+α4 + eα3+α4 ] +
eα2(t−2)
d2




[eα1+α2 + eα1+α4 + eα2+α4 ] +
eα4(t−2)
d4
[eα1+α2 + eα1+α3 + eα2+α3 ].














Figure 2.2 shows the graph of E4(t) plotted using (2.1.3) with two different
set of parameters. We observe that if the parameters are not symmetrical, neither
does the graph. See Theorem 2.2.6 for further discussion on symmetrical property
of exponential B-splines.
Figure 2.2: E4(t) with parameter (a)
→
α= (−2,−1, 1, 2), (b) →α= (0.5, 1, 1.5, 2).
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2.2 Basic Properties
The basic properties of exponential B-splines are similar to those of polynomial
B-splines. We begin with a classical result that can be shown by induction.





(a) supp(En) = [0, n],
(b) En(t) > 0 for t ∈ (0, n),
(c) En ∈ Cn−2.
Theorem 2.2.2. Let
→














eα1x1+···+αnxnf(x1 + · · ·+ xn) dx1 · · · dxn.
Proof. We shall prove by induction on n. The result clearly holds for n = 1 and







































(eαkxk)f(x1 + · · ·+ xn−1 + y) dx1 · · · dxn−1dy.
The result follows by changing the dummy variable y to xn.
















f(x1 + · · ·+ xn) dx1 · · · dxn.
Theorem 2.2.3. (Partition of unity) Let
→
α= (α1, · · · , αn).










, t ∈ R. (2.2.1)




Proof. A new proof for this classical result is available in [3].




(t) do not satisfy the partition
of unity property which require C→
α
= 1 in (2.2.1). However, this problem can be




























(t) denotes the normalized exponential B-splines.
















, u ∈ R. (2.2.2)
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(t) is defined as convolution of n copies of Eαi . By repeated
applications of Theorem 1.1.7, we obtain (2.2.2).
Lemma 2.2.1. Let
→






(iu− αk + 1)eαk−iu − 1
(1− eαk−iu)(iu− αk) . (2.2.3)




[log(1− eαk−iu)− log(iu− αk)].















Simplifying the fraction on the right hand side give (2.2.3).





0, then exponential B-splines reduce to polynomial B-
splines where the results are well-known and already proven in Theorem 1.2.2 above.
Hence, we only consider the case where some of the parameters αk are non-zero.
Proposition 2.2.1. Let
→
α= (α1, · · · , αn). Suppose αk 6= 0 for k = 1, · · · ,m and
αk = 0 for k = m+ 1, · · · , n, where m < n.















1− eαk + αkeαk









Proof. Since En(t) is continuous on [0, n], applying Lemma 1.1.2 gives
∫ ∞
−∞
tEn(t) dt = F{tEn(t)}(0) = i d
du
Ên(0). (2.2.6)








































1− (iu− αk + 1)eαk−iu
(1− eαk−iu)(iu− αk) .
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Hence, the (2.2.5) follows from (2.2.6).
Polynomial B-splines have a simple two-term recurrence relation that expresses
Mn is terms of Mn−1. There is also a slightly more complicated recurrence relation
for exponential B-splines which involves four terms as shown in [7].
Theorem 2.2.5. Let
→







E(α1,··· ,αn−1)(t)− E(α2,··· ,αn)(t) (2.2.7)
+ eα1E(α2,··· ,αn)(t− 1)− eαnE(α1,··· ,αn−1)(t− 1)
]
.





. The Fourier transform of the function on the right
































Including the factors into the products gives
[
iu− αn
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Simplifying the fraction yields the Fourier transform of E→
α
(t). Hence, the result
follows by taking inverse Fourier transform.
Remark 2.2.2. Note that the parameters α1 6= αn are selected for easy manipula-
tion of indices. In general, the above recurrence relation holds for any parameters
αi 6= αj, albeit a more cumbersome indexing.
The next theorem shows that changing the sign of αk has a simple mirroring
effect. Recall that a function f is symmetric about the line x = a if and only if





symmetric with respect to its centre line t = n/2 whenever non-zero parameters in
→
α
occurs in pairs with opposite sign. In particular, hyperbolic splines are always sym-
metric. However, exponential B-splines are not symmetric for general parameters.
For instance, see Figure 2.3.
Figure 2.3: (a) E˜(1,2,3)(t), (b) E˜(−1,0,1)(t), (c) E˜(−1,−2,−3)(t).
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Theorem 2.2.6. Let
→
α= (α1, · · · , αn).









(b) For a normalized exponential B-spline, E˜−→α (t) = E˜→α (n− t).
Proof. (a) Using Lemma 1.1.1,
F{E→
α






















Taking inverse Fourier transform gives the desired result.
(b) If αk = 0 for all k, then the result is trivial. So suppose αk 6= 0 for






























Corollary 2.2.2. Hyperbolic B-splines and polynomial B-splines are symmetric
about the centre line t = n/2.
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2.3 Derivatives
The derivatives of exponential B-splines can be easily computed using the explicit
formula given in Theorem 2.1.1. For example, Figure 2.4 shows the first and second
derivatives of normalized E˜4(t) with parameter
→
α= (−2,−1, 1, 2). We see that the
first derivative is smooth while the second derivative is continuous but no longer
differentiable at the integer points. Moreover, we observe that if E˜n is symmetric,
then its derivatives have some symmetric properties as well. The following lemma
is a direct consequence of Theorem 2.2.6.




(t) be normalized exponential B-splines. Then, for any





(n− t). In particular, when →α= − →α, E˜(2k)n (t) is
symmetric with respect to t = n/2.




4 (t), with parameter
→
α= (−2,−1, 1, 2).
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Nonetheless, the aim of this section is to derive a formula, similar to that of
polynomial B-splines, where the derivatives of n-th order exponential B-splines can




α= (α1, · · · , αn).
(D − α1I)[En](t) := E ′n(t)− α1En(t) = En−1(t)− eα1En−1(t− 1), (2.3.1)
where En−1 = E(α2,··· ,αn).
Proof. In the Fourier domain, for u ∈ R,




iu− αk = Ên−1(u)− e
α1e−iuÊn−1(u).
Taking inverse Fourier transform gives the desired result (2.3.2).
Remark 2.3.1. Lemma 2.3.2 still holds if α1 is replaced by αj, where j ∈ {1, · · · , n}.
For higher derivatives, we shall consider the parameters in ascending order
αk > αk−1 for convenience of indexing. For instance,
2∏
j=1
(D − αjI)[En](t) = (D − α2I) {(D − α1I)[En](t)} .
This is the type of polynomial operator (1.4.1) that we shall consider before we can
proceed to work out the derivatives of exponential B-splines. We shall also restrict
our attention to derivatives of En(t) of order up to n−1 since these are the cases that
can be handled by elementary symmetric polynomials and are useful for applications
in later chapters.
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Proposition 2.3.1. Let
→
α= (α1, · · · , αn). For 1 ≤ k ≤ n− 1,
k∏
j=1
(D − αjI)[En](t) =
k∑
j=0
(−1)jEj(eα1 , · · · , eαk)En−k(t− j), (2.3.2)
where Ej are the elementary symmetric polynomials.
Proof. First, take Fourier transform of the left hand side with the aid of (1.4.2).



























(−1)jEj(eα1 , · · · , eαk)e−ijuÊn−k(u).
Taking inverse Fourier transform gives (2.3.2).
Corollary 2.3.1. If
→




























and we recover the k-th derivative
of B-splines
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Corollary 2.3.3. If
→






(t) = E(α,−α)(t)− 2 cosh(α)E(α,−α)(t− 1) + E(α,−α)(t− 2).
Proposition 2.3.2. Let
→
α= (α1, · · · , αn). The k-th derivative of exponential B-




(−1)j+1Ej(α1, · · · , αk)D(k−j)[En](t)+
k∑
j=0
(−1)jEj(eα1 , · · · , eαk)En−k(t−j).
(2.3.4)




(D − αjI)[En](t) = E(k)n (t) +
k∑
j=1
(−1)jEj(α1, · · · , αk)D(k−j)[En](t).
Keeping the term E
(k)
n (t) on the left hand side and moving the other terms to the
right hand side of (2.3.2) yield (2.3.4).
Remark 2.3.2. We see that the derivatives of exponential B-splines (2.3.4) are much
more complicated than that for polynomial B-splines (2.3.3) since there is an extra
component of lower order derivatives in addition to lower order splines. Moreover,
the coefficients involve elementary symmetric polynomials compared to binomial
coefficients for polynomial B-splines. There is a further complication whereby the
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(t) = α1En,→α (t) + E(α2,··· ,αn)(t)− eα1E(α2,··· ,αn)(t− 1).















α2En,→α (t) + E(α1,α3,··· ,αn)(t)− eα2E(α1,α3,··· ,αn)(t− 1)
]
− α1α2En,→α (t)
+ E(α3,··· ,αn)(t)− (eα1 + eα2)E(α3,··· ,αn)(t− 1) + eα1+α2E(α3,··· ,αn)(t− 2).
However, for special parameters like
→
α= (α, · · · , α), we can express E ′′n(t) fully in
terms of lower order splines,
E ′′n(t) = α
2En(t) + 2αEn−1(t)− 2αeαEn−1(t− 1)
+ En−2(t)− 2eαEn−2(t− 1) + e2αEn−2(t− 2). (2.3.5)
2.4 Refinement Equation




hjϕ(mx− j), x ∈ R, m ∈ N. (2.4.1)
This equation, known as refinement equation or dilation equation, is a fundamental
equation in wavelet theory. When m = 2, (2.4.1) is also called a two-scale relation.
Some references use scaling function in place of refinable function.
CHAPTER 2. EXPONENTIAL B-SPLINES 34

























with wk = e
αk/m, z = e−iu/m,m ∈ N.

















, m ∈ N.
(2.4.3)



























Taking inverse Fourier transform and using Lemma 1.1.1 yield the desired result
(2.4.2).
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Ej(eα1/2, · · · , eαn/2)En,→α/2(2t− j), (2.4.6)











where cn(j) are coefficients in the multinomial expansion of
(
1 + z + · · ·+ zm−1
m
)n
, z = e−iu/m.












Corollary 2.4.3. Differentiating the refinement equation (2.4.2) with respect to t,
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There is a major difference between the refinement equations for exponential
B-splines and polynomial B-splines. Note that on the right hand side of (2.4.2),









This gives rise to a so-called nonstationary subdivision schemes as compared to
the stationary subdivision schemes for polynomial B-splines. The conditions for
the existence and uniqueness of nonstationary subdivision schemes which reproduce
exponential polynomials are given in [6]. Recent developments in reproduction of
exponential polynomials are available in [10] and [12]. The refinement equation
(2.4.8) is used to construct a family of minimal-support basis functions for the
representation of closed curves in [5].
Chapter 3
Scale-Space Representation
One should always generalize.
- Carl G. Jacobi
In this chapter, we first give an overview of the scale-space theory and some
recent developments of B-spline scale-space. In the next section, we introduce the
exponential B-spline scale-space and derive a simple algorithm for computation.
The last section contains numerical examples and applications of the scale-space
algorithm.
3.1 Introducing Scale-Space
Scale-space representation, or in short scale-space, is a framework for multiscale
signal or image representation, with motivation from modelling of biological vision
that sees different structures of image at different scales. Scale-space handles mul-
37
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tiscale nature of real-world objects by filtering away fine-scale features so that the
large-scale structures eventually emerge.
The idea of scale-space can be traced back to the work of Ijima in 1959 (see
[19]). Later in 1983, it was rediscovered independently by Witkin and he was the
first to coin the term scale-space (see [20]). Today, scale-space is a well-established
concept in computer vision and image processing.
The main class of scale-space is the linear scale-space, which has attractive
properties and vast applications. The Gaussian scale-space, with the Gaussian
function as smoothing kernel, is the most popular linear scale-space in applica-
tions. Robust research activities in this field has extended the linear scale-space to
nonlinear diffusion processes and found applications in image processing.
In practice, the computational cost becomes heavier as the scale gets larger.
It is well-known that B-splines approximate the Gaussian function as the order
increases (see [2], [16]). Thus, Wang and Lee proposed the B-spline scale-space
where B-splines replaced Gaussian function as smoothing kernel in [18]. Then, they
showed that B-spline scale-space approximates the Gaussian scale-space at rational
scale and derived fast algorithms for computations.
Recently, Kee and Lee apply the B-spline scale-space to smooth geometric data
which are modelled by B-spline curves in [11]. This method also applies to geometric
data processing and modelling of free-form curves in higher dimensions.
In the next chapter, we shall also explore the intimate connection between
scale-space and continuous wavelet transforms. A formal mathematical definition
for scale-space is provided below.
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Definition 3.1.1. Let φ : R → R be a bounded integrable kernel with ∫∞−∞ φ = c,
where c > 0. Suppose f ∈ Lp(R), 1 ≤ p <∞. The scale-space defined by φ at scale
s is defined as convolution of f with scaled kernel φs(x) := sφ(sx),
Sφf(s, x) := (φs ∗ f)(x) =
∫ ∞
−∞
sφ(s(x− t))f(t)dt, x ∈ R, s > 0. (3.1.1)




2/2. Then, SGf(s, ·) is the Gaussian
scale-space with vast applications in computer vision and image processing.
Example 3.1.2. Let φ(x) = Mn(x), the n-th order B-spline. Then, SMnf(s, ·) is
the B-spline scale-space as introduced in [18].
Applying Theorem 1.1.4 shows that ‖Sφf(s, ·)‖p ≤ ‖f‖p‖φ‖1. Therefore,
Sφf(s, ·) ∈ Lp(R). The following results for scale-space are similar to Theorem




Theorem 3.1.1. Suppose φ ∈ L1(R) with ∫∞−∞ φ(t)dt = c.
(a) If f ∈ Lp(R), 1 ≤ p <∞, then ‖Sφf(s, ·)− cf‖p → 0 as s→∞.
(b) If f ∈ Lp(R), 1 ≤ p <∞, is bounded and continuous on R, then Sφf(s, x)→
cf(x) as s→∞.
(c) If f ∈ Lp(R), 1 ≤ p < ∞, is bounded and uniformly continuous on R, then
Sφf(s, x)→ cf(x) uniformly as s→∞.
Remark 3.1.1. In applications, we shall use the normalized kernel φ with
∫
φ = 1
so that the scale-space Sφf(s, x)→ f(x) as s→∞.
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3.2 Exponential B-spline Scale-Space




(t) satisfies the condition of kernel φ in Definition 3.1.1








is a finite positive constant.
Hence, we can use exponential B-splines as smoothing kernel to define the exponen-
tial B-spline scale-space SEnf(s, ·).
First, we shall derive the scale-space representation using non-normalized En(t)
to keep the notation simple. In the algorithm, we only need to normalize using the
factor C→
α
to obtain the normalized representation.





(t), that is f(t) =
∑
j p(j)Em(t − j), t ∈ R. In the Fourier domain,
we have
f̂(u) = P (e−iu)Êm(u), u ∈ R, (3.2.1)
where P (z) =
∑
j p(j)z
j. On the other hand, the Fourier transform of exponential
B-spline scale-space at scale s (3.1.1) is given by




f̂(u), u ∈ R, s > 0. (3.2.2)





1 + wkz + · · ·+ wm−1k zm−1
m
)
, wk = e
αk/m.
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exponential B-spline scale-space SEnf(s, t) at rational scale s =
a
b
















a), z = e−iu/a. (3.2.4)













Êm(u), u ∈ R. (3.2.5)
















































Taking inverse Fourier transform gives (3.2.3).





0, then En(t) = Mn(t) and we recover the representation
of B-spline scale-space SMn(s, t) at rational scale as given in [11].
Suppose p(j), j = 0, 1, · · · , T , is given data. The equation (3.2.4) provides a






















where vk = e
αk/b and wk = e
βk/a.








Then, we have p1(ja + i) = w
i
mp(j) for j = 0, 1, · · · , T, i = 0, 1, · · · , a − 1. The
points p1(j) are repetitions of p(j) with weight wm.



















wim−1p1(j − i), for j = a− 1, a, · · · , aT + a− 1.
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This shows that the points p2(j) are obtained from p1(j) by taking weighted average
of length a. Since there are m + n factors in (3.2.7), we can repeat this procedure
till pm+n(j) = d(j).
In summary, we have the following algorithm for computation of exponential
B-spline scale-space at rational scale. This algorithm can also be applied for B-spline












β and p(j), j = 0, 1, · · · , T .
Let wk = e







2. For j = 0, 1, · · · , T , i = 0, 1, · · · , a− 1, do p1(ja+ i) := wim p(j).






wil pl(j − i).







vil−m+1 pl(j − i).
Output : d(j) := pm+n(j)/(C→αC→β
).
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3.3 Numerical Examples
In geometric modelling, the input p(j) is a vector of coordinates, called the control
points. The polygon formed by joining consecutive control points from d(j) to
d(j+1) is called the control polygon. If f is an exponential B-spline of order m with
control points p(j), then the exponential B-spline scale-space SEnf(s, t) at rational
scale s = a
b
is an exponential B-spline of order m+n with control points d(j). In the
modelling of free-form curves, we usually take m = 2 so that f(t) =
∑
j p(j)M2(t−j)
represents the control polygon.
Figure 3.1 shows a control polygon in the shape of a snowflake. We use the
exponential B-spline scale-space SE5f(s, ·) with parameter
→
α= (−0.5, 0, 0, 0, 0.5).
We observe that when the scale is small s = 2
5
, the scale-space curve SE5f(s, ·)
approximates the control polygon. As the scale increases, the process of smoothing
takes place and the curve is uniformly pulled away from the control polygon.
Figure 3.1: (a) s = 2
5
, (b) s = 12
5
, (c) s = 42
5
.
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Next, we consider smoothing of a set of three-dimensional data by exponential
B-spline scale-space SE5f(s, ·) with parameter
→
α= (−0.5, 0, 0, 0, 0.5), computed at
scales s = 2
7
(red), s = 6
7
(blue) and s = 11
7
(green) respectively. Figure 3.2 shows
the three-dimensional scale-space curves viewed from different angles.
Figure 3.2: 3D scale-space curves.
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Figure 3.3 shows a set of data p(j) generated from Brownian motion and we
modelled it by f(t) =
∑
j p(j)M2(t−j). We use the exponential B-spline scale-space
SE4f(s, ·) with parameter
→
α= (−0.25, 0, 0, 0.25). When the scale is small s = 2
5
, we
see that the scale-space curve (a) picks up the fine details of the data. As the scale
increases to s = 22
5
, we obtain a smoother curve (b) which shows the smoothing
effect of scale-space transform.
Figure 3.3: Scale-space SE4f with f modelled by M2 at scale (a) s =
2
5
, (b) s = 22
5
.
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(t − j), with parameter
→
β= (−0.25, 0, 0.25). We use the same
exponential B-spline scale-space SE4f(s, ·) with parameter
→
α= (−0.25, 0, 0, 0.25).
We observe that the difference is not significant.
Figure 3.4: Scale-space SE4f with f modelled by E3 at scale (a) s =
2
5





In mathematics, each generation adds
a new story to the old structure.
- Hermann Hankel
In the first section of this chapter, we highlight the connection of scale-space
representation with continuous wavelet transforms. Next, we modify the scale-space
algorithm for computation of wavelet transforms defined by derivatives of exponen-
tial B-splines. In the last section, we introduce the semi-discrete wavelet representa-
tion and derive a representation for the difference of exponential B-spline scale-space
at two consecutive dyadic scales.
4.1 Continuous Wavelet Transforms
The theory of wavelet has been expanding rapidly since its inception in 1980s. Thus,
it would be futile to start from scratch here and we refer the readers to [4] for a
48
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comprehensive review. In fact, in the following presentation, we shall summarize the
recent work of Goh, Goodman and Lee in [9], where they put together the theory
of scale-space and wavelet transforms under a common theme of singular integrals.
We begin with the usual definition of continuous wavelet transforms.






then ψ is called a mother wavelet. With respect to each mother wavelet ψ, the
continuous wavelet transform of f ∈ L2(R) is defined by









where a, b ∈ R with a 6= 0.
In order to connect the theory of scale-space to wavelet transforms, we shall
use the following definition introduced in [9].
Definition 4.1.2. A function ψ ∈ L2(R) is admissible as a mother wavelet if and
only if,











With respect to each mother wavelet ψ, the continuous wavelet transform of f ∈




sψ(s(x− t))f(t) dt, x ∈ R, s > 0. (4.1.2)
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Example 4.1.1. Let G(x) be the Gaussian function in Example 3.1.1. It can be
readily verified that the derivatives of Gaussian −G(k)(x) are admissible as mother
wavelets and W−G(k)f are continuous wavelet transforms. Together with the Gaus-
sian scale-space SGf , they decompose a function into different frequency levels.









Wψf(s, x) ds, x ∈ R. (4.1.3)
Let φ be the kernel of scale-space in Defination 3.1.1. Without loss of gen-
erality, we assume that φ is normalized. In order to link scale-space with wavelet
transforms, we further assume that tφ, tφ′(t) ∈ L1(R). Then, the next theorem
shows that
ψ(t) := φ(t) + tφ′(t), t ∈ R, (4.1.4)
is admissible as a mother wavelet under suitable conditions.
Theorem 4.1.2. Let φ : R→ R be a bounded integrable function with ∫∞−∞ φ = 1



























Further, if ψ ∈ L2(R), then the conditions of Theorem 4.1.1 are satisfied so that
f ∈ L2(R) with f̂ ∈ L1(R) can be recovered by (4.1.3).
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The next theorem shows that the difference of scale-space at two arbitrary
scales can be represented in terms of a continuous wavelet transform with mother
wavelet given by (4.1.4). Combining this result with Theorem 3.1.1 gives a Caldero´n
type inversion formula in Theorem 4.1.4.
Theorem 4.1.3. If f ∈ Lp(R), 1 ≤ p <∞, then for t > r > 0 and x ∈ R,






where ψ(t) = φ(t) + tφ′(t), t ∈ R.
Theorem 4.1.4. Let φ : R→ R be a bounded integrable function with ∫∞−∞ φ = 1.
Suppose tφ′(t) is integrable and bounded on R. Define ψ(t) := φ(t) + tφ′(t).
















Wψf(s, x) ds, x ∈ R.
(c) If f ∈ Lp(R), 1 ≤ p < ∞, is bounded and uniformly continuous on R, then
the convergence in (b) is uniform.
The proofs of all results in this section are available in [9].
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4.2 Numerical Computation
We can readily verify that derivatives of B-splines are admissible as mother wavelets.
Moreover, we can express the derivatives of polynomial B-splines in terms of lower
order splines by using (2.3.3). Hence, with the derivatives of B-splines as mother
wavelets, we can formulate the continuous wavelet transforms in terms of lower
order scale-space. Consequently, we can modify the algorithm of scale-space for
computation of continuous wavelet transforms.
Lemma 4.2.1. Let ψk(t) = M
(k)









SMn−kf(s, t− j). (4.2.1)
Proof. Substitute (2.3.3) in (4.1.2) and (3.1.1).
Proposition 4.2.1. Suppose f(t) =
∑
j p(j)Mm(t − j) and ψk(t) = M (k)n (t) with


































p(j − l)]zaj, z = e−iu/a. (4.2.3)
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Simplifying with (4.2.3) and taking inverse Fourier transform gives (4.2.2).
The equation (4.2.3) gives a simple algorithm for computation of a continuous
wavelet transform at rational scale with mother wavelet defined by derivatives of B-
splines. In fact, we only need to modify the Algorithm 3.2.1 for B-spline scale-space.
Algorithm 4.2.1.
Inputs : a, b,m, n, p(j), j = 0, 1, · · · , T.








2. For j = 0, 1, · · · , T , i = 0, 1, · · · , a− 1, do r1(ja+ i) := r(j).















Output : h(j) := pm+n−k(j).
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Example 4.2.1. Let ψ2(t) = M
′′
n (t), then
WM ′′n f(s, t) = SMn−2f(s, t)− 2SMn−2f(s, t− 1) + SMn−2f(s, t− 2).
Figure 4.1 shows the scale space transform of 100 randomly generated data at scale
s = 2
5
with kernel φ(t) = M5(t) and the wavelet transform with mother wavelet
defined by the second derivatives ψ(t) = M ′′5 (t). Figure 4.2 shows the smoothing
effect when the scale is increased to s = 12
5
.
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Figure 4.2: (a) Scale-space SM5f(
12
5
, ·), (b) Wavelet transform WM ′′5 f(125 , ·).
Remark 4.2.1. We have not presented general result for exponential B-splines En(t)
since their derivatives E
(k)
n (t) cannot be entirely expressed in terms of lower order
splines En−k(t) without paying special attention to the parameters. See Remark
2.3.2 for further discussion. Thus, we only focus on special cases where explicit
formula of derivatives can be formulated, such as (2.3.5).







α= (0, 0, 0, α,−α). From (2.3.2),
E ′′5 (t) = E3(t)− (1 + 2 cosh(α))E3(t− 1) + (1 + 2 cosh(α))E3(t− 2),
where E3(·) = E(0,α,−α)(·) and E1(1, eα, e−α) = E2(1, eα, e−α) = 1 + 2 cosh(α). Thus,
WE′′5
f(s, t) = SE3f(s, t)−(1+2 cosh(α))SE3f(s, t−1)+(1+2 cosh(α))SE3f(s, t−2).
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We consider a set of data p(j) generated from Brownian motion and we modelled
it by f(t) =
∑







α= (0, 0, 0, 0.25,−0.25). Figure 4.3 shows the scale space
transform and the wavelet transform with mother wavelet defined by its second




Figure 4.3: (a) Scale-space SE5f(
2
5
, ·), (b) Wavelet transform WE′′5 f(25 , ·).
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4.3 Semi-Discrete Wavelet Representation
Theorem 4.1.3 provides the representation for the difference of scale-space at two
arbitrary scales t > r > 0 in terms of a continuous wavelet transform. Now, we
wish to derive an analogous result at two discrete scales αm and αn, where α 6= 1 is
a fixed positive number and n > m are integers. Such a representation is called a
semi-discrete wavelet representation.
In similar fashion as the continuous wavelet transforms, a slightly different










∣∣∣∣∣ ≤ C a.e.
In fact, if Ψα(t) := αφ(αt)− φ(t), α 6= 1, is constructed from the scale-space kernel






k(x− t))f(t) dt, (4.3.1)
is a semi-discrete wavelet transform. See [9] for a proof and further discussion. The
next two results are semi-discrete analogues of Theorem 4.1.3 and Theorem 4.1.4
respectively.
Theorem 4.3.1. Let φ : R→ R be a bounded integrable function with ∫∞−∞ φ = 1.
Let Ψα(t) = αφ(αt)− φ(t), α 6= 1. For f ∈ Lp, 1 ≤ p <∞,
Sφf(α




k, x), x ∈ R,
where WΨα is defined as in (4.3.1)
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Theorem 4.3.2. Let φ : R→ R be a bounded integrable function with ∫∞−∞ φ = 1
and Ψα(t) := αφ(αt)− φ(t).

















k, x), x ∈ R.
(c) If f ∈ Lp(R), 1 ≤ p < ∞, is bounded and uniformly continuous on R, then
the convergence in (b) is uniform.





(t), which are shifted version of the usual exponential B-splines.










, where θk =
αk − iu
2
, u ∈ R. (4.3.2)
We refrain from introducing new notation to denote the centered exponential B-
splines as all the results in this section are self-contained. First, we establish a
formula for the difference of centered exponential B-splines at two consecutive dyadic
scales.
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Proposition 4.3.1. Let
→


















Lk := Ek((D − α1I)2, · · · , (D − αmI)2), (4.3.4)
and Ek are the elementary symmetric polynomials.












, u ∈ R.
Note that each parameter αk is repeated twice in the product and thus can be





























[1 + sinh2 θk]
Expanding the product using (1.3.4), we have
m∏
k=1
[1 + sinh2 θk] = 1 +
m∑
k=1
Ek(sinh2 θ1, · · · , sinh2 θm).

















Ek(sinh2 θ1, · · · , sinh2 θm)Ê2m,(→α,→α)(u). (4.3.5)
Note that for each 1 ≤ k ≤ m, we can rewrite sinh2 θk = 14(iu − αk)2Ê2. Applying
Lemma 1.3.1 and using the property that (Ê2)
kÊ2m = Ê2m+2k, we can simplify the
right hand side of (4.3.5). For each 1 ≤ k ≤ m,
Ek(sinh2 θ1, · · · , sinh2 θm)Ê2m(u) = 2−2kEk((iu− α1)2Ê2, · · · , (iu− αm)2Ê2)Ê2m(u)
= 2−2kEk((iu− α1)2, · · · , (iu− αm)2)Ê2m+2k(u)
= 2−2kL̂k[E2m+2k](u),
where Lk is defined as in (4.3.4) and its Fourier transform follows from Lemma 1.4.1.

















Since Ê2m and L̂k[E2m+2k] are both in L1(R), taking inverse Fourier transform on
both sides gives (4.3.3).
Remark 4.3.1. Note that Lk[E2m+2k](t) is not admissible as mother wavelet since
L̂k[E2m+2k](0) = Ek(α21, · · · , α2m)Ê2m+2k(0) 6= 0. Therefore, we consider
Ψk(t) := Lk[E2m+2k](t)− Ek(α21, · · · , α2m)E2m+2k(t), (4.3.6)
so that Ψ̂k(0) = 0.
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Proposition 4.3.2. Let
→






















where Ψk is defined as in (4.3.6).
















































































0, then Ek(0, · · · , 0) = 0 and the terms involving SE2m+2k on the right








follows from (4.3.6). Hence, (4.3.7) reduces to (4.3.8), which is the semi-discrete
wavelet representation by derivatives of B-splines as recently reported in [9].
Chapter 5
Concluding Remarks
What we know is not much.
What we do not know is immense.
- Pierre-Simon Laplace
In this thesis, we mainly focus on univariate exponential B-splines with real
parameters. We manage to generalize several results of polynomial B-splines to ex-
ponential B-splines, often with the help of elementary symmetric polynomials. This
tool, to the knowledge of the author, has not been used in the study of exponential
B-splines previously. In Appendix A, we introduce the modified elementary sym-
metric polynomials to aid the proof of the explicit formula for exponential B-splines.
They can be viewed as a variant of elementary symmetric polynomials subject to a
constraint on the indices.
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We have seen in Section 2.3 that derivatives of exponential B-splines are much
more involved than their counterparts for polynomial B-splines. This complication
prevents the exponential B-spline scale-space algorithm to be directly modified for
continuous wavelet transforms defined by derivatives of exponential B-splines, except
for special cases that can be considered separately. The same problem also hinders
the difference of exponential B-spline scale-space at two consecutive dyadic scales
to be represented in terms of wavelet transforms alone, since there is an additional
component of higher order scale-space as shown in (4.3.7).
There are several directions of further generalization that can be pursued, even
though the real parameters case that we consider here have substantially generalized
the results for polynomial case. For instance, complex parameters are considered
in [17] and multivariate version of exponential B-splines, called the exponential box
splines, are introduced in [13]. However, these generalizations require much more
effort to handle the delicate parameters.
It is well-known that B-splines converge to Gaussian function and derivatives
of B-splines converge to derivatives of Gaussian function (see [1], [2], [16]). But
it is unknown, to the knowledge of the author, which type of distribution does
the exponential B-splines converge to. Intuitively, the author conjectures that the
exponential B-splines converge to the exponential family, which is a large class of
distribution that includes the Gaussian and many other common distributions. A
further probe along this direction would be interesting.
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Appendix A
Proof of Theorem 2.1.1










This correction ensures that in a crucial inductive step later, when a new factor eαi













In fact, we recognize that the right hand side is elementary symmetric polynomials
Ek−1(eα1 , · · · , eαn) and this equality is similar to Lemma 1.3.2. Motivated by this
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observation, we introduce the modified elementary symmetric polynomials Ek,i as,




(xj1 · · ·xjk).
(A.0.1)




Ek−1,i(eα1 , · · · , eαn)
di,n
eαi(t−k+1). (A.0.2)
The following lemma plays a crucial role in proving Theorem 2.1.1.
Lemma A.0.1. Let Ek,i be modified elementary symmetric polynomials as defined
in (A.0.1). Let {xi}n+1i=1 be real numbers.
(a) Ek,n+1(x1, · · · , xn, xn+1) = Ek(x1, · · · , xn).
(b) Ek,i(x1, · · · , xn+1) + xn+1Ek−1,i(x1, · · · , xn) = Ek,i(x1, · · · , xn+1).
(c) Ek,i(x1, · · · , xn) + xiEk−1,i(x1, · · · , xn) = Ek(x1, · · · , xn).
Proof. Part (a) is straightforward from definition of modified elementary symmetric
polynomials (A.0.1). Part (b) follows from Lemma 1.3.2 by removing all the terms
involving xi on both sides. Part (c) is a slightly more general version of Lemma
1.3.2, where xi is no longer assumed to be xn. The proof is similar as we still can
partition Ek into two parts, one is without xi and the other contains xi. In the latter,
xi can be factored out from the product.
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Now we are ready to prove Theorem 2.1.1. The proof of the first two parts of
Theorem 2.1.1 is the same as the one provided in [3]. We shall only prove Part (c)
with the corrected formula (A.0.2) in the form of modified elementary symmetric
polynomials.
Proof. We prove by induction on n. The base case n = 2 is verified in Example
2.1.1. Suppose (A.0.2) holds for some positive integrer n ≥ 3. For t ∈ [1, 2], the
proof can be slightly modified from the one below. So we consider t ∈ [k − 1, k] for












=: I + J.































Ek−1,i(eα1 , · · · , eαn)
di,n+1
(
eαi(t−k+1) − eαn+1(t−k+1)) .
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Ek−2,i(eα1 , · · · , eαn)
di,n+1
(
eαn+1(t−k+1)eαi − eαi(t−k+1)eαn+1) .




Ek−1,i(eα1 , · · · , eαn)
di,n+1
(




Ek−2,i(eα1 , · · · , eαn)
di,n+1
(
eαn+1(t−k+1)eαi − eαi(t−k+1)eαn+1) .
The computation up to here is essentially the same as given in [3]. However, the next
two crucial steps in handling the coefficients are different from those provided in [3].
Collecting the coefficients for eαn+1(t−k+1) and simplifying using Lemma A.0.1(a) and
(c),
(−1)k Ek−1,i(e
α1 , · · · , eαn)
di,n+1
+ (−1)keαi Ek−2,i(e









Ek−1,n+1(eα1 , · · · , eαn+1)
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Similarly for eαi(t−k+1), simplifying using Lemma A.0.1(b),
(−1)k−1Ek−1,i(e
α1 , · · · , eαn)
di,n+1
− (−1)keαn+1 Ek−2,i(e





Ek−1,i(eα1 , · · · , eαn+1).




Ek−1,i(eα1 , · · · , eαn+1)
di,n+1
eαi(t−k+1)








Ek−1,i(eα1 , · · · , eαn+1)
di,n+1
eαi(t−k+1)





Ek−1,i(eα1 , · · · , eαn+1)
di,n+1
eαi(t−k+1).
Hence, (A.0.2) follows from induction.
Following the convention that E0,i(eα1 , · · · , eαn) = 1, we can rewrite Theorem




Ek−1,i(eα1 , · · · , eαn)
di,n
eαi(t−k+1),
for t ∈ [k − 1, k], k = 1, 2, · · · , n.
