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Abstract
This paper discusses the stability of quasi-static paths for a continuous elastic–plastic system with hardening in a one-
dimensional (bar) domain. Mathematical formulations, as well as existence and uniqueness results for dynamic and quasi-static
problems involving elastic–plastic systems with linear kinematic hardening are recalled in the paper. The concept of stability of
quasi-static paths used here is essentially a continuity property of the system dynamic solutions relatively to the quasi-static ones,
when (as in Lyapunov stability) the size of initial perturbations is decreased and the rate of application of the forces (which plays
the role of the small parameter in singular perturbation problems) is also decreased to 0. The stability of the quasi-static paths of
these elastic–plastic systems is the main result proved in the paper.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
The relation that exists between, on one hand, dynamic and quasi-static problems in mechanics and, on the other
hand, the theory of singular perturbations was first discussed by Martins et al. in [11]. Those authors recognized
the distinct time scales involved in dynamic and quasi-static problems, and performed a change of variables in the
governing system of dynamic equations that consists of replacing the physical time by a loading parameter. This leads
to a system of equations where, in some of them, the highest order derivative with respect to the loading parameter
appears multiplied by the time rate of that loading parameter. The quasi-static problem and solution are expected to
be approached when the time rate of change of that loading parameter is decreased to 0.
The variational formulation of plasticity problems with hardening was developed by Johnson [4,5]. Existence of
a strong solution was proved and, under some additional assumptions, a regularity result for the velocity field was
obtained. The variational formulation and some existence results for elastic-perfect-plastic and elasto-visco-plastic
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plasticity with hardening, we address the reader to the works of Krejcˇí [7], Showalter and Shi [13,14], Visintin [15],
and references therein.
After the study of finite-dimensional elastic–plastic systems with hardening in [9], we prove here that also in
the continuum case the dynamic evolutions remain close to a quasi-static path when the dynamic evolutions start
sufficiently close to that quasi-static path and the load is applied sufficiently slowly. In the present paper, the definition
of stability given in [11] is adapted to the continuum case.
The structure of the article is the following. In Section 2, the mathematical formulations for dynamic and quasi-
static elastic–plastic systems with hardening are presented. Using the theory of maximal monotone operators (see
[1,3,13,14,16]), existence and uniqueness results are recalled in Section 3. The final goal of Section 4 is to prove the
main stability result of this paper: Proposition 4.8 in Section 4.4. The definition of stability of a quasi-static path is
adapted from [9–11] in Section 4.1. The relevant distance between a dynamic and a quasi-static path at each value of
the (time-like) load parameter involves the H1 (semi-)norm of the displacements and the L2 norms of the stresses in
the plastic element and of the time rate of change of the displacements. In order to estimate that distance, an auxiliary
special dynamic solution is considered in Section 4.4, which has initial conditions that coincide with the quasi-static
solution at the initial time. The distance between the dynamic and the quasi-static solutions at any value of the load
parameter is then estimated by the sum of the distance between the dynamic and the special dynamic solutions with the
distance between the special dynamic and the quasi-static solutions. In Section 4.3, a priori estimates are obtained that
are a little more general than those needed for the distance between the special dynamic and the quasi-static solutions.
We observe that: (i) the estimate of the distance between the quasi-static solution and the auxiliary special dynamic
solution is used in the proof of the main stability result, instead of a direct estimate of the distance between the quasi-
static solution and a dynamic solution with arbitrary initial conditions, because (cf. Proposition 4.6) the latter would
involve, on the right-hand side, norms of the displacements and the stresses in the plastic element that are stronger
than those used for the same quantities on the left-hand side; (ii) in order to estimate a term that involves the second
derivative of the dynamic displacements with respect to the load parameter, the governing system was differentiated
with respect to the load parameter (Lemma 4.4); (iii) this in turn required the use of a classical Yosida regularization
of the original elastic-problem, i.e. the elasto-visco-plastic approximation introduced in Section 4.2 together with its
finite-dimensional (Galerkin) approximation.
Finally we note that this is the first mathematical discussion of quasi-static stability in smooth or non-smooth
continuum problems involving the relation between dynamic and quasi-static solutions and an appropriate functional
setting. In fact most related discussions in the mechanical literature are based on definitions of stability involving an
energetic (power rate) criterion that has an unclear relationship with dynamics, and excludes from the analysis cases
with non-symmetric stiffness operators; moreover at some point of those discussions, finite-dimensional approxima-
tions are often adopted and some of the arguments used may break down in an infinite-dimensional context [12].
Our techniques are tributary to the celebrated presentation by Duvaut and Lions [3] of related dynamic and quasi-
static problems. However, there are several differences. First, our main problem involves the relationship between
dynamics and quasi-statics in elastic–plastic problems with hardening, while the only problems dealt by Duvaut and
Lions that involve that relationship and some plasticity are the elasto-visco-plastic problems, which (with hardening)
appear as auxiliary problems for us. Second, we want to compare solutions of problems of different type with different
initial conditions. Following first the standard variational pathway, we found that the difference between dynamical
and quasi-static solution is controlled by the difference of initial conditions, but with different norms in the two sides
of the inequality. This prompted us to introduce an intermediate dynamic solution, with the same initial conditions
as the quasi-static one, which proved to be a successful approach. Finally, we also give a different formulation of
the problem as a Cauchy problem for a differential inclusion in variables u and r , thus avoiding derivatives in the
multivalued right-hand side, which proved to be convenient to obtain existence and comparison results.
2. Governing equations
We consider an elastic–plastic bar with linear kinematic hardening that has the length L along the x axis. Geomet-
rical linearity is assumed. The governing dynamic equation can be non-dimensionalized by using the non-dimensional
time (τ ) and load parameter (λ, λ = λ1 + τ ), yielding
2u′′(x,λ) − σx(x,λ) = l(x, λ), x ∈ (0,L), λ ∈ (λ1, λ2), (2.1)
J.A.C. Martins et al. / J. Math. Anal. Appl. 343 (2008) 1007–1021 1009where u, r , l are the non-dimensional displacement, stress in the plastic element, and applied force per unit length
along the bar, respectively; σ is the non-dimensional stress in the elastic–plastic element, which depends on u and r ;
and the subscript x denotes a derivative with respect to x whereas (·)′ denotes a derivative with respect to λ. Notice
that the coupling between σ and u is given by the constitutive law (2.3) and (2.6). The extension e is the derivative in
space of the non-dimensional generalized displacement u, and it can be decomposed into elastic, eel, and plastic, epl,
parts:
e(x,λ)
def= ux(x,λ) def= eel(x,λ) + epl(x,λ). (2.2)
The stress σ is related to the elastic part eel of the extension by means of Hooke’s law, and is also related by the
hardening law to the stress in the plastic element r and the plastic extension epl,
σ(x,λ)
def= r(x,λ) + Hepl(x,λ) def= Eeel(x,λ) def= E(ux(x,λ) − epl(x,λ)), (2.3)
where the elasticity and hardening moduli E and H are positive constants. Hence (2.3) leads to
σ(x,λ) = D(ux(x,λ) + H−1r(x,λ)), (2.4)
where D def= (E−1 + H−1)−1. Carrying (2.4) into (2.1), we obtain
2u′′ − Duxx − DH−1rx = l, x ∈ (0,L), λ ∈ (λ1, λ2). (2.5)
The behavior of the plastic element is characterized by the non-dimensional inequality and flow rule
|r| 1, (epl)′
⎧⎨
⎩
 0 if r = +1,
= 0 if −1 < r < +1,
 0 if r = −1.
(2.6)
The governing dynamic equations (2.5), together with the conditions (2.6) can be put in the form of a singular pertur-
bation system of first-order differential equations and inclusion. For that purpose, let C denote the following closed
convex set in L2(0,L),
C def= {r ∈ L2(0,L): |r| 1}, (2.7)
and let sign−1(r) be the normal cone to C at r ∈ L2(0,L). Hence we observe that (2.6) can be written in the differential
inclusion form(
epl
)′ ∈ sign−1(r). (2.8)
Relations (2.3) lead to(
epl
)′ = DH−1u′x − (E + H)−1r ′. (2.9)
Substituting (2.9) in (2.8), we get
DH−1u′x − (E + H)−1r ′ ∈ sign−1(r). (2.10)
We now introduce the following spaces:
H
def= L2(0,L), V def= W1,2(0,L), V0 def= W1,20 (0,L),
and the set
W
def= {(u, r) ∈ V0 × C: σ = D(ux + H−1r) ∈ V }.
We will denote the norm in H (respectively V ) by | · | (respectively ‖ · ‖) and the scalar product in H by (·,·). We
may assume, without loss of generality, that E = H = 1, and let ε def= √2 and f (x,λ) def= 2l(x, λ) hence from (2.5)
and (2.10), we finally obtain the governing dynamic system
1010 J.A.C. Martins et al. / J. Math. Anal. Appl. 343 (2008) 1007–1021
⎧⎪⎨
⎪⎩
εu′ − v = 0,
εv′ − uxx − rx = f,
u′x − r ′ ∈ sign−1(r),
x ∈ (0,L), λ ∈ (λ1, λ2), (2.11)
together with Dirichlet boundary conditions
u = v = 0 on {0,L} × (λ1, λ2), (2.12)
and initial data(
v(λ1), u(λ1), r(λ1)
)= (v1, u1, r1) ∈ V0 × W. (2.13)
The corresponding quasi-static system is then (let ε = 0 in (2.11)){−u¯xx − r¯x = f,
u¯′x − r¯ ′ ∈ sign−1(r¯),
x ∈ (0,L), λ ∈ (λ1, λ2), (2.14)
with Dirichlet boundary conditions
u¯ = 0 on {0,L} × (λ1, λ2), (2.15)
and initial data(
u¯(λ1), r¯(λ1)
)= (u¯1, r¯1) ∈ W. (2.16)
Note that, consistently with the above, the quasi-static displacement rate with respect to the physical time vanishes
(v¯ ≡ 0). Besides, if X is a space of scalar functions, the bold-face notation Xd will denote the space Xd .
3. Existence and uniqueness of solution for the dynamic and the quasi-static systems
The dynamic and the quasi-static systems introduced in Section 2 can be rewritten in a form that may be studied
with the theory of maximal monotone operators. The reader can find this theory in many text books, see, e.g., [1,16].
Consider the differential inclusion problem that involves a multivalued operator A in the Hilbert space Y , with
domain D(A) def= {x ∈ Y : Ax = ∅},
x(λ) ∈D(A) for all λ ∈ [λ1, λ2], (3.1a)
x′(λ) +Ax(λ) 
 g(λ) a.e. on (λ1, λ2), (3.1b)
x(λ1) = x1. (3.1c)
Existence and uniqueness of solution to this problem can be obtained from the following proposition (see [13, Theo-
rem A]).
Proposition 3.1. Assume that A is a maximal monotone operator in the Hilbert space Y , g ∈ W1,1(λ1, λ2;Y) and
x1 ∈D(A). Then there exists a unique solution x of (3.1) belonging to W1,∞(λ1, λ2;Y).
We prove existence and uniqueness of solution for the dynamic system (2.11)–(2.13) and for the corresponding
quasi-static system (2.14)–(2.16) by applying Proposition 3.1. More precisely, we differentiate with respect to x
the first equation in (2.11) and we perform a change of unknown function by using x def= (e, v, r)T. We obtain the
inclusion (3.1b) with
A
def= 1
ε
⎛
⎝ 0 −∂/∂x 0−∂/∂x 0 −∂/∂x
0 −∂/∂x ε∂P(·)
⎞
⎠ and g def= 1
ε
⎛
⎝ 0f
0
⎞
⎠ , (3.2)
where P(r) def= χ[−1,1](r). Recall that χ[−1,1](z) is the indicator function of interval [−1,1], namely χ[−1,1](z) = 0 if
z ∈ [−1,1] and χ[−1,1](z) = ∞ otherwise. First we note that it is easy to check that A is a monotone operator. Second,
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 g has at least one solution for each g ∈ Y . Here 1 denotes the
identity matrix. Looking for x in the form (e, v, r)T and letting g = (g1, f/ε, g2)T we have to find the solution for⎧⎨
⎩
εe − vx = εg1,
εv − ex − rx = f,
εr − vx + ε∂P(r) 
 εg2,
(3.3)
for any (g1, f/ε, g2) ∈ H 3. Notice that (3.3) is equivalent to the following equation for v ∈ V :
εv − ∂
∂x
(
vx
ε
+ g1
)
− ∂
∂x
((
1 + ∂P(·))−1(vx
ε
+ g2
))
= f in V ′. (3.4)
Since P(·) is lower semicontinuous and convex, 1 +P(·) is maximal monotone, and hence the inverse (1 +P(·))−1
exists as a bounded maximal monotone operator. Thus, the existence of a solution to (3.4) follows. The components
of (e, r) ∈ H 2 are obtained directly from the first and third terms in (3.3), respectively. Hence, we conclude that
A is maximal monotone. For more details, the reader is referred to [13,14]. Then Proposition 3.1, with Y = H 3 and
D(A) = {(e, v, r) ∈ Y : v ∈ V0, e + r ∈ V, r ∈ C} yields the following corollary.
Corollary 3.2. Assume that f ∈ W1,1(λ1, λ2;H) and (2.13) holds. Then there exists a unique solution x =
(e, v, r) ∈ W1,∞(λ1, λ2;H 3) that solves (3.1) with A and g given by (3.2), and with r(λ) ∈ C for all λ ∈ [λ1, λ2],
v ∈ L∞(λ1, λ2;V0) and σ ∈ L∞(λ1, λ2;V ).
Remark 3.3. According to Corollary 3.2 and since e = ux , u = 0 on {0,L}, u ∈ W1,∞(λ1, λ2,V0).
In what concerns the quasi-static problem, we differentiate the first identity in (2.14) with respect to the load
parameter λ and we get
−u¯′xx = r¯ ′x + f ′,
together with the Dirichlet boundary conditions (2.15). Since this is an elliptic problem for u¯′ we conclude that there
exists a unique solution. For such solution u¯′x + r¯ ′ depends linearly and continuously on f ′, i.e.
u¯′x + r¯ ′ def= Bf ′,
where B is a continuous linear operator between the appropriate spaces. Inserting this in the inclusion in (2.14) we
finally get the differential inclusion
r¯ ′ + sign−1(r¯) 
 Bf ′.
Since χ[−1,1](r¯) is proper convex and lower semicontinuous, its sub-differential sign−1(r¯) is a maximal monotone
operator. For x = r¯ ,A= sign−1, g = Bf ′ and Y = H , we apply Proposition 3.1 and we obtain the following corollary.
Corollary 3.4. Assume that f ∈ W1,∞(λ1, λ2;H) and (2.16) holds. Then there exists a unique solution (u¯, r¯)
of (2.14)–(2.16) such that (u¯, r¯) and (u¯′, r¯ ′) belong both to L∞(λ1, λ2;V0 ×H) and σ¯ = 12 (u¯x + r¯) ∈ L∞(λ1, λ2;V ).
4. Stability of quasi-static paths of elastic–plastic systems
In Section 4.1, we adapt the definition of stability of a quasi-static path [9–11] to the present elastic–plastic problem
with hardening, which appears as a limit case of an elasto-visco-plastic problem. In Section 4.2 we introduce an elasto-
visco-plastic problem and we recall existence and uniqueness results for that problem. The Galerkin approximation
to that problem is also introduced. In Section 4.3, a priori estimates on the elasto-visco-plastic system are obtained
which, in Section 4.4, lead to the proof that those two solutions remain close to each other if the dynamic solution
of (2.11) is initially close to the quasi-static solution of (2.14) and the loading rate ε is sufficiently small.
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The mathematical definition of stability of a quasi-static path at an equilibrium point is presented in the context of
the governing dynamic system (2.11)–(2.13) and the quasi-static system (2.14)–(2.16).
Definition 4.1. The quasi-static path (u¯(λ), r¯(λ)) is said to be stable at λ1 if there exists 0 < 	λ λ2 − λ1, such that,
for all δ > 0 there exists ρ¯(δ) > 0 and ε¯(δ) > 0 such that for all initial conditions u1, v1, r1 and u¯1, r¯1 and all ε > 0
such that
|v1|2 + |u1x − u¯1x |2 + |r1 − r¯1|2  ρ¯(δ) and ε  ε¯(δ),
the solution (u(λ), v(λ), r(λ)) of the dynamic system (2.11)–(2.13) satisfies∣∣v(λ)∣∣2 + ∣∣ux(λ) − u¯x(λ)∣∣2 + ∣∣r(λ) − r¯(λ)∣∣2  δ,
for all λ ∈ [λ1, λ1 + 	λ].
For more details, the reader is referred to [11].
4.2. Existence and uniqueness of solution for the elasto-visco-plastic systems
Define Jμ(r) def= 1μ(r-projC r). We introduce here the elasto-visco-plastic systems:{
ε2u′′μ − uμxx − rμx = f,
u′μx − r ′μ = Jμ(rμ),
x ∈ (0,L), λ ∈ (λ1, λ2), (4.1)
with Dirichlet boundary conditions
uμ = 0 on {0,L} × (λ1, λ2), (4.2)
and initial data(
vμ(λ1), uμ(λ1), rμ(λ1)
)= (v1, u1, r1) ∈ V0 × W. (4.3)
Here μ > 0 is the viscosity parameter and projC denotes the projection on the convex set C.
The variational formulation of the problem (4.1)–(4.3) is the following:⎧⎪⎪⎨
⎪⎪⎩
Find (uμ, rμ) ∈ V0 × H such that for all
(
u∗μ, r∗μ
) ∈ V0 × H,(
ε2u′′μ,u∗μ
)+ (uμx,u∗μx)+ (rμ,u∗μx)= (f,u∗μ),(
r ′μ, r∗μ
)− (u′μx, r∗μ)+ (Jμ(rμ), r∗μ)= 0,
(4.4)
with initial data (4.3). Note that this elasto-visco-plastic problem is an Yosida regularization of the original elastic–
plastic problem. For a similar approximation in the corresponding finite-dimensional system see [9]. Whenever
convenient we shall use in the following the notation vμ = εu′μ.
We consider now a finite-dimensional approximation of the above elasto-visco-plastic problem, which is obtained
in the following classical manner. Let {wj }∞j=1 be a complete orthonormal sequence in H whose elements belong to
W 2,2(0,L). Let uμn
def= ∑ni=1 gin(λ)wi(x) and rμn def= ∑ni=1 hin(λ)wi(x) satisfy the following variational formulation:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
For all u∗ def=
n∑
i=1
g∗in(λ)wi(x) and r∗
def=
n∑
i=1
h∗in(λ)wi(x),
(
ε2u′′μn,u
∗)+ (uμnx, u∗x)+ (rμn, u∗x)= (f,u∗),(
r ′ , r∗
)− (u′ , r∗)+ (J (r ), r∗)= 0,
(4.5)μn μnx μ μn
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ε
∞∑
1
g′in(λ1)wi(x) = v1,
∞∑
1
gin(λ1)wi(x) = u1,
∞∑
1
hin(λ1)wi(x) = r1. (4.6)
The following results can be proved for the above approximations, when the dimension parameter n tends to ∞,
and the viscosity parameter μ tends to 0.
Proposition 4.2. Assume that f ∈ W1,∞(λ1, λ2;H) and (4.3) holds. Then there exists a unique solution (vμ,uμ, rμ)
of (4.1)–(4.3) such that (vμ,uμ, rμ) ∈ L∞(λ1, λ2;V0 × V0 × H), (v′μ,u′μ, r ′μ) ∈ L∞(λ1, λ2;H 3) and σμ =
1
2 (uμx + rμ) ∈ L∞(λ1, λ2;V ). Moreover, as μ tends to 0, uμ and σμ converge strongly to their limits.
The Galerkin approximation described above together with a priori estimates based on the variational formulations
(4.4), (4.5) can be used to prove these results. The reader can find detailed proofs in Appendix A or in [3]. This
proposition can also be proved using the theory of maximal monotone operators.
4.3. A priori estimates
Lemma 4.3. Assume that f ∈ W1,∞(λ1, λ2;H) and (4.3) holds. Then independently of μ > 0, for all λ ∈ (λ1, λ2),
vμ(λ), uμx(λ) and rμ(λ) are bounded in H .
Proof. This estimate results from the application of Gronwall’s lemma to energy estimates. Choosing u∗ = u′μ and
r∗ = rμ in (4.4), and adding both identities, we obtain(
ε2u′′μ,u′μ
)+ (uμx,u′μx)+ (r ′μ, rμ)+ (Jμ(rμ), rμ)= (f,u′μ). (4.7)
Since (Jμ(rμ), rμ) is non-negative, we deduce from (4.7) that
d
dξ
(∣∣εu′μ∣∣2 + |uμx |2 + |rμ|2) 2(f,u′μ). (4.8)
We integrate (4.8) over (λ1, λ), λ ∈ [λ1, λ2], and since vμ = εu′μ, we find
[|vμ|2 + |uμx |2 + |rμ|2]λλ1  2
λ∫
λ1
(
f,u′μ
)
dξ. (4.9)
Integrating by parts in time the right-hand side of (4.9), we obtain
[|vμ|2 + |uμx |2 + |rμ|2]λλ1  2[(f,uμ)]λλ1 − 2
λ∫
λ1
(f ′, uμ)dξ.
We estimate the product (z, y) by |z|
2
2γi +
γi |y|2
2 , and, choosing different values for γi , i = 1,2,3, in different terms, we
have
∣∣vμ(λ)∣∣2 + ∣∣uμx(λ)∣∣2 + ∣∣rμ(λ)∣∣2  c1 + 1
γ1
∣∣uμ(λ)∣∣2 + 1
γ3
λ∫
λ1
|uμ|2 dξ, (4.10)
where
c1
def= |v1|2 + |u1x |2 + |r1|2 + γ2|u1|2 + 1
γ2
∣∣f (λ1)∣∣2 + γ1‖f ‖2L∞(λ1,λ2;H) + γ3‖f ′‖2L2(λ1,λ2;H).
On the other hand, the Poincaré inequality (see [2,6]) implies that there exists c > 0 such that
∀ξ ∈ (λ1, λ2):
∣∣uμ(ξ)∣∣2  c∣∣uμx(ξ)∣∣2. (4.11)
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∣∣vμ(λ)∣∣2 + 12
∣∣uμx(λ)∣∣2 + ∣∣rμ(λ)∣∣2  c1 + 12
λ∫
λ1
|uμx |2 dξ. (4.12)
By Gronwall’s lemma, we obtain∣∣uμx(λ)∣∣2  2c1 exp(λ2 − λ1). (4.13)
As the last term on the right-hand side of (4.12) is now easily estimated, we have∣∣vμ(λ)∣∣2 + ∣∣uμx(λ)∣∣2 + ∣∣rμ(λ)∣∣2  c1(1 + (λ2 − λ1) exp(λ2 − λ1)),
from which the desired result follows. 
Lemma 4.4. Assume that f ∈ W1,∞(λ1, λ2;H), f ′′ ∈ L2(λ1, λ2;H) and (4.3) holds. Then there exists a subsequence,
still denoted by v′μn , such that
v′μn ⇀ v
′
μ weakly∗ in L∞(λ1, λ2;H) as n → ∞. (4.14)
Moreover there exists c(λ1, λ2) > 0 that depends on the interval of λ such that∣∣εv′μn(λ)∣∣2  c(λ1, λ2)(‖v1‖2 + ∣∣(u1xx + r1x) − (u¯1xx + r¯1x)∣∣2 + ε2∣∣f ′(λ1)∣∣2 + ε2‖f ′‖2L∞(λ1,λ2;H)
+ ε2‖f ′′‖2L2(λ1,λ2;H)
)
. (4.15)
Proof. This estimate results from the energy estimate, Gronwall’s lemma and the proof can be completed by a classi-
cal Galerkin method. We drop now the subscript n. We start by differentiating the governing system (4.5) with respect
to λ, taking u∗ def= ε2u′′μ and r∗ def= ε2r ′μ and finally adding both identities, we find(
ε2u′′′μ , ε2u′′μ
)+ (u′μx, ε2u′′μx)+ (r ′′μ, ε2r ′μ)+ ((Jμ(rμ))′, ε2r ′μ)= (f ′, ε2u′′μ). (4.16)
The monotonicity of rμ → Jμ(rμ) leads to
((Jμ(rμ(ξ)))′, r ′μ(ξ))= lim
	ξ→0
1
(	ξ)2
(Jμ(rμ(ξ + 	ξ))−Jμ(rμ(ξ)), rμ(ξ + 	ξ) − rμ(ξ)) 0.
Hence, (4.16) gives
d
dξ
(∣∣ε2u′′μ∣∣2 + ∣∣εu′μx∣∣2 + ∣∣εr ′μ∣∣2) 2(f ′, ε2u′′μ). (4.17)
We integrate (4.17) over (λ1, λ), λ ∈ [λ1, λ2], and since vμ = εu′μ, we get
[∣∣εv′μ∣∣2 + |vμx |2 + ∣∣εr ′μ∣∣2]λλ1  2
λ∫
λ1
(
εf ′, v′μ
)
dξ. (4.18)
On the one hand, we subtract the first equation in (4.1) at λ1 to the first one in (2.14) at λ1. From (4.3), we deduce that∣∣εv′(λ1)∣∣2 = ∣∣(u1xx + r1x) − (u¯1xx + r¯1x)∣∣2. (4.19)
Moreover the initial condition rμ(λ1) = r1 ∈ C implies that Jμ(r1) = 0 and then the second identity in (4.1) leads to
the following identity∣∣εr ′μ(λ1)∣∣2 = |v1x |2. (4.20)
On the other hand, we integrate by parts the right-hand side of (4.18), and we estimate the product (z, y) by |z|22γi +
γi |y|2
2 ,
and, choosing different values for γi , i = 1,2,3, we get
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λ∫
λ1
(
εf ′, v′μ
)
dξ  ε2γ1‖f ′‖2L∞(λ1,λ2;H) +
1
γ1
∣∣vμ(λ)∣∣2 + 1
γ2
|v1|2 + ε2γ2
∣∣f ′(λ1)∣∣2 + ε2γ3‖f ′′‖2L2(λ1,λ2;H)
+ 1
γ3
λ∫
λ1
|vμ|2 dξ. (4.21)
Since v = εu′, Dirichlet boundary conditions and Poincaré inequality show that there exists c > 0 such that
∀ξ ∈ (λ1, λ2):
∣∣vμ(ξ)∣∣2  c∣∣vμx(ξ)∣∣2. (4.22)
Carrying (4.22) into (4.21) and choosing γ1 = γ3 = 2c and γ2 = 1, we find
2
λ∫
λ1
(
εf ′, v′μ
)
dξ  2cε2‖f ′‖2L∞(λ1,λ2;H) +
1
2
∣∣vμx(λ)∣∣2 + |v1|2 + ε2∣∣f ′(λ1)∣∣2 + 2cε2‖f ′′‖2L2(λ1,λ2;H)
+ 1
2
λ∫
λ1
|vμx |2 dξ. (4.23)
Introducing (4.19), (4.20) and (4.23) in (4.18), we obtain
∣∣εv′μ(λ)∣∣2 + 12
∣∣vμx(λ)∣∣2 + ∣∣εr ′μ(λ)∣∣2  g(λ1, ε) + 12
λ∫
λ1
|vμx |2 dξ, (4.24)
where
g(λ1, ε)
def= |v1|2 + 2|v1x | +
∣∣(u1xx + r1x) − (u¯1xx + r¯1x)∣∣2
+ ε2(∣∣f ′(λ1)∣∣2 + 2c‖f ′‖2L∞(λ1,λ2;H) + 2c‖f ′′‖2L2(λ1,λ2;H)).
By Gronwall’s lemma, we obtain∣∣vμx(λ)∣∣2  2g(λ1, ε) exp(λ2 − λ1). (4.25)
Hence, the last term on the right-hand side of (4.24) is now easily estimated. We finally obtain∣∣εv′μ(λ)∣∣2 + 12
∣∣vμx(λ)∣∣2 + ∣∣εr ′μ(λ)∣∣2  g(λ1, ε)(1 + (λ2 − λ1) exp(λ2 − λ1)),
which proves the lemma. 
Notice that the differential inclusion system (2.11) can be written in a slightly different but equivalent form:⎧⎪⎨
⎪⎩
Find (u, r) ∈ V0 × C such that for all
(
u∗, r∗
) ∈ V0 × C,(
ε2u′′, u∗
)+ (ux,u∗x)+ (r, u∗x)= (f,u∗),(
r ′, r − r∗)− (u′x, r − r∗) 0,
(4.26)
with initial data (2.13).
Lemma 4.5. Assume that f ∈ W1,∞(λ1, λ2;H) and (4.3) holds. Then for all λ ∈ (λ1, λ2), we have
vμ(λ) → v(λ) strongly in H,
uμx(λ) → ux(λ) strongly in H,
rμ(λ) → r(λ) strongly in H,
as μ tends to 0.
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plastic system and the elastic–plastic system with hardening. Choosing u∗μ = u′μ − u′ and u∗ = u′ − u′μ, respectively,
the first identities in (4.4) and (4.26), and adding both identities, we get(
ε2u′′μ − ε2u′′, u′μ − u′
)+ (uμx − ux,u′μx − u′x)+ (rμ − r, u′μx − u′x)= 0. (4.27)
Notice that the second identity in (4.1) implies that(
rμ − r, u′μx − u′x
)= (r ′μ − r ′, rμ − r)+ (Jμ(rμ), rμ − r)+ (r ′ − u′x, rμ − r). (4.28)
Carrying (4.28) into (4.27), integrating over (λ1, λ), λ ∈ [λ1, λ2], and using initial data (4.3) and (2.12) lead to the
following identity:
∣∣ε(u′μ(λ) − u′(λ))∣∣2 + ∣∣uμx(λ) − ux(λ)∣∣2 + ∣∣rμ(λ) − r(λ)∣∣2 + 2
λ∫
λ1
(Jμ(rμ), rμ − r)dξ
+ 2
λ∫
λ1
(
r ′ − u′x, rμ − r
)
dξ = 0. (4.29)
Since (Jμ(rμ), rμ − r) is non-negative, vμ = εu′μ and v = εu′, we deduce from (4.29) that
∣∣vμ(λ) − v(λ)∣∣2 + ∣∣uμx(λ) − ux(λ)∣∣2 + ∣∣rμ(λ) − r(λ)∣∣2  2
λ∫
λ1
(
r ′ − u′x, r − rμ
)
dξ.
The conclusion follows from Lemma 4.3. 
The differential inclusion system (2.14) can be written in a slightly different but equivalent form:⎧⎪⎨
⎪⎩
Find (u¯, r¯) ∈ V0 × C such that for all
(
u¯∗, r¯∗
) ∈ V0 × C,(
u¯x, u¯
∗
x
)+ (r¯ , u¯∗x)= (f, u¯∗),(
r¯ ′, r¯ − r¯∗)− (u¯′x, r¯ − r¯∗) 0,
(4.30)
with initial data (2.16).
Proposition 4.6. Assume that f ∈ W1,∞(λ1, λ2;H) and f ′′ ∈ L2(λ1, λ2;H), (2.13) and (2.16) hold. Then there exist
γi > 0, i = 1,2, such that∣∣v(λ)∣∣2 + ∣∣ux(λ) − u¯x(λ)∣∣2 + ∣∣r(λ) − r¯(λ)∣∣2
 γ1
(‖v1‖2 + |u1x − u¯1x |2 + |r1 − r¯1|2 + ∣∣(u1xx + r1x) − (u¯1xx + r¯1x)∣∣2)+ εγ2. (4.31)
Proof. This result follows from an energy estimate of the difference between the dynamic elasto-visco-plastic system
and the quasi-static elastic–plastic system. Choosing u∗μ = u′μ − u¯′ and r∗μ = rμ − r¯ in (4.4), u¯∗ = u¯′ − u′μ and r¯∗ = r
in (4.30), and adding the resulting expressions, we obtain the following inequality:(
ε2u′′μ,u′μ
)+ (uμx − u¯x, u′μx − u¯′x)+ (r ′μ − r¯ ′, rμ − r¯)+ (r¯ ′ − u¯′x, rμ − r)+ (Jμ(rμ), rμ − r¯)

(
ε2u′′μ, u¯′
)
. (4.32)
Since r¯ ∈ C, Jμ(r¯) = 0, and due to the monotonicity of Jμ, we find(Jμ(rμ), rμ − r¯)= (Jμ(rμ) −Jμ(r¯), rμ − r¯) 0. (4.33)
Using (4.33) in (4.32) and since vμ = εu′μ, we infer that
d (|vμ|2 + |uμx − u¯x |2 + |rμ − r¯|2)+ 2(r¯ ′ − u¯′x, rμ − r) 2(εv′μ, u¯′). (4.34)dξ
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∣∣vμ(λ)∣∣2 + ∣∣uμx(λ) − u¯x(λ)∣∣2 + ∣∣rμ(λ) − r¯(λ)∣∣2 + 2
λ∫
λ1
(
r¯ ′ − u¯′x, rμ − r
)
dξ
 c(λ1) + 2
λ∫
λ1
(
εv′μ, u¯′
)
dξ, (4.35)
where c(λ1)
def= |v1|2 + |u1x − u¯1x |2 + |r1 − r¯1|2. Let us observe that
1
2
(∣∣v(λ)∣∣2 + ∣∣ux(λ) − u¯x(λ)∣∣2 + ∣∣r(λ) − r¯(λ)∣∣2)− gμ(λ)

∣∣vμ(λ)∣∣2 + ∣∣uμx(λ) − u¯x(λ)∣∣2 + ∣∣rμ(λ) − r¯(λ)∣∣2, (4.36)
where gμ(λ)
def= |vμ(λ)−v(λ)|2 +|uμx(λ)−ux(λ)|2 +|rμ(λ)− r(λ)|2. Carrying (4.36) into (4.35) and using Cauchy–
Schwarz’s inequality we have
1
2
(∣∣v(λ)∣∣2 + ∣∣ux(λ) − u¯x(λ)∣∣2 + ∣∣r(λ) − r¯(λ)∣∣2)+ hμ,n(λ1, λ)
 c(λ1) + 2
( λ∫
λ1
∣∣εv′μn ∣∣2 dξ
)1/2( λ∫
λ1
|u¯′|2 dξ
)1/2
, (4.37)
where
hμ,n(λ1, λ)
def= 2
λ∫
λ1
(
r¯ ′ − u¯′x, rμ − r
)
dξ + 2
λ∫
λ1
(
ε
(
v′μn − v′μ
)
, u¯′
)
dξ − gμ(λ).
Introducing (4.15), the estimate obtained in Lemma 4.4, in (4.37), we deduce that there exist γi > 0, i = 1,2, such
that
1
2
(∣∣v(λ)∣∣2 + ∣∣ux(λ) − u¯x(λ)∣∣2 + ∣∣r(λ) − r¯(λ)∣∣2)+ hμ,n(λ1, λ)
 γ1
(‖v1‖2 + |u1x − u¯1x |2 + |r1 − r¯1|2 + ∣∣(u1xx + r1x) − (u¯1xx + r¯1x)∣∣2)+ εγ2.
The conclusion follows then from Lemma 4.5. 
As observed in the Introduction, a direct estimation of the distance between the quasi-static solution and an arbi-
trary dynamic solution of the elastic–plastic system, leads (because of the required differentiation with respect to the
load parameter and the additional initial conditions) to an estimate (4.31) where, on the right-hand side, the initial
conditions on u and r are affected by norms that are not the same as those on the left-hand side. This situation is
overcome in the next section by decomposing that distance into two parts: the distance between an arbitrary dynamic
solution and a special dynamic solution, and the distance between the special dynamic solution and the quasi-static
solution.
4.4. Stability of a quasi-static path
We start by estimating the distance between an arbitrary dynamic solution of the elastic–plastic problem and a
special dynamic solution (v˜, u˜, r˜) that solves (4.1) with the Dirichlet boundary conditions (2.12) and with initial
conditions that coincide with the quasi-static solution at the initial time(
v˜(λ1), u˜(λ1), r˜(λ1)
)= (εu¯′1, u¯1, r¯1) ∈ V0 × W. (4.38)
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⎪⎩
Find (u˜, r˜) ∈ V0 × C such that for all
(
u˜∗, r˜∗
) ∈ V0 × C,(
ε2u˜′′, u˜∗
)+ (u˜x, u˜∗x)+ (r˜ , u˜∗x)= (f, u˜∗),(
r˜ ′, r˜ − r˜∗)− (u˜′x, r˜ − r˜∗) 0,
(4.39)
with initial data (4.38).
Lemma 4.7. Assume that (2.13) and (4.38) hold and f ∈ W1,∞(λ1, λ2;H). Then we have∣∣v(λ) − v˜(λ)∣∣2 + ∣∣ux(λ) − u˜x(λ)∣∣2 + ∣∣r(λ) − r˜(λ)∣∣2  ∣∣v1 − v˜(λ1)∣∣2 + |u1x − u¯1x |2 + |r1 − r¯1|2. (4.40)
Proof. Once again we use energy techniques to compare two dynamic elastic–plastic problems with hardening that
have the same boundary conditions but different initial conditions. Choosing u∗ = u′ − u˜′ and u˜∗ = u˜′ − u′ in (4.26)
and (4.39), respectively, we have(
ε2(u′′ − u˜′′), u′ − u˜′)+ (ux − u˜x, u′x − u˜′x)+ (r − r˜ , u′x − u˜′x)= 0. (4.41)
On the other hand, taking r∗ = r˜ and r˜∗ = r in (4.26) and (4.39), respectively, we get
(r ′ − r˜ ′, r − r˜) (r − r˜ , u′x − u˜′x). (4.42)
Carrying (4.42) into (4.41) and since v = εu′ and v˜ = εu˜′, we obtain
d
dξ
(|v − v˜|2 + |ux − u˜x |2 + |r − r˜|2) 0. (4.43)
Integrating (4.43) over (λ1, λ), λ ∈ [λ1, λ2], and using initial data (2.13) and (4.38), we finally obtain the lemma. 
Proposition 4.8 (Stability). Assume that f ∈ W1,∞(λ1, λ2;H) and f ′′ ∈ L2(λ1, λ2;H), (2.13) and (2.16) hold. Then
there exists γ > 0 such that for all ε ∈ (0,1), we have∣∣v(λ)∣∣2 + ∣∣ux(λ) − u¯x(λ)∣∣2 + ∣∣r(λ) − r¯(λ)∣∣2  γ (|v1|2 + |u1x − u¯1x |2 + |r1 − r¯1|2 + ε).
Proof. The stability result follows from the estimates obtained in Proposition 4.6 and Lemma 4.7. Let us remark
that (4.40) leads to the following inequality
1
2
(∣∣v(λ)∣∣2 + ∣∣ux(λ) − u¯x(λ)∣∣2 + ∣∣r(λ) − r¯(λ)∣∣2)
 c(λ1) +
∣∣v˜(λ)∣∣2 + ∣∣u˜x(λ) − u¯x(λ)∣∣2 + ∣∣r˜(λ) − r¯(λ)∣∣2, (4.44)
where c(λ1)
def= |v1 − v˜(λ1)|2 +|u1x − u¯1x |2 +|r1 − r¯1|2. On the other hand, choosing u = u˜, v = v˜ and r = r˜ in (4.31)
and since u˜(λ1) = u¯1 and r˜(λ1) = r¯1, we obtain∣∣v˜(λ)∣∣2 + ∣∣u˜x(λ) − u¯x(λ)∣∣2 + ∣∣r˜(λ) − r¯(λ)∣∣2  γ1∥∥v˜(λ1)∥∥2 + εγ2. (4.45)
Introducing (4.45) in (4.44), we get∣∣v(λ)∣∣2 + ∣∣ux(λ) − u¯x(λ)∣∣2 + ∣∣r(λ) − r¯(λ)∣∣2  γ1∥∥v˜(λ1)∥∥2 + 2c(λ1) + εγ2.
Since u¯′(λ1) and u¯′x(λ1) are bounded in H and v˜(λ1) = εu¯′1 and the proposition follows. 
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Proof of Proposition 4.2. We drop the subscript μ in the proof and without loss of generality, we may assume here
that ε = 1 and using the fact that e = ux , then (4.4) with the initial conditions (4.3) become⎧⎪⎨
⎪⎩
(
e′, e∗
)+ (v, e∗x)= 0,(
v′, v∗
)+ (e, v∗x)+ (r, v∗x)= (f, v∗),(
r ′, r∗
)− (vx, r∗)+ (Jμ(r), r∗)= 0,
(A.1)
with initial data(
vη(λ1), eη(λ1), rη(λ1)
)= (v1, u1x, r1) ∈ V0 × W. (A.2)
Let us first prove the uniqueness. Let (v, e, r) and (v∗, e∗, r∗) be two possible solutions of (A.1). Let us abbreviate
vˆ
def= v − v∗, eˆ def= e − e∗, rˆ def= r − r∗.
Therefore we deduce from (A.1) and from the analogous equations for v∗, e∗, r∗, that(
eˆ′, e∗
)+ (vˆ, e∗x)+ (vˆ′, v∗)+ (eˆ, v∗x)+ (rˆ ′, r∗)+ (Jμ(r) −Jμ(r∗), r∗)= 0. (A.3)
Choosing v∗ = vˆ, e∗ = eˆ, r∗ = rˆ in (A.3), we obtain
1
2
d
dξ
(|vˆ|2 + |eˆ|2 + |rˆ|2)+ (vˆ, eˆx) + (eˆ, vˆx) + (Jμ(r) −Jμ(r∗), r − r∗)= 0. (A.4)
Since (vˆ, eˆx) + (eˆ, vˆx) = 0 and r → Jμ(r) is monotone, (A.4) implies that
d
dξ
(|vˆ|2 + |eˆ|2 + |rˆ|2) 0,
which, together with the fact that vˆ(λ1) = eˆ(λ1) = rˆ(λ1) = 0, leads to vˆ = eˆ = rˆ = 0 and the uniqueness follows.
We regularize (A.1) in the space variable. Let η be a strictly positive parameter, which will tend toward 0. We
consider now the regularized problem⎧⎪⎨
⎪⎩
(
e′η, e∗
)+ (vη, e∗x)+ η(eηx, e∗x)= 0,(
v′η, v∗
)+ (eη, v∗x)+ (rη, v∗x)+ η(vηx, v∗x)= (f, v∗),(
r ′η, r∗
)− (vηx, r∗)+ (Jμ(rη), r∗)+ η(rηx, r∗x )= 0,
(A.5)
with initial data(
vη(λ1), eη(λ1), rη(λ1)
)= (v1, u1x, r1) ∈ V0 × W. (A.6)
Recall that for every η > 0, (A.5)–(A.6) has a unique solution. This follows from the general theory of monotone
parabolic problems (cf. [8]). We establish now a priori estimates and we pass to the limit when η tends to 0.
First a priori estimate. Taking v∗ = vη, e∗ = eη, r∗ = rη , we obtain
1
2
d
dξ
(|vη|2 + |eη|2 + |rη|2)+ (vη, eηx) + (eη, vηx) + η(|vηx |2 + |eηx |2 + |rηx |2)+ (Jμ(rη), rη)= (f, vη).
(A.7)
Notice that
(vη, eηx) + (eη, vηx) = 0 and
(Jμ(rη), rη) 0,
which implies by (A.7) that
1 d (|vη|2 + |eη|2 + |rη|2)+ η(|vηx |2 + |eηx |2 + |rηx |2) (f, vη). (A.8)2 dξ
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(vη, eη, rη) is bounded in L∞3 (λ1, λ2;H), (A.9a)(
η1/2vη, η
1/2eη, η
1/2rη
)
is bounded in L23(λ1, λ2;V ). (A.9b)
Moreover, setting λ = λ1 in (A.5), we conclude thanks to initial data (A.6) that⎧⎪⎨
⎪⎩
(
e′η(λ1), e∗
)= (v1x, e∗)− η(u1xx, e∗x),(
v′η(λ1), v∗
)= (f (λ1) + u1xx + r1x, v∗)− η(v1x, v∗x),(
r ′η(λ1), r∗
)= (v1x, r∗)− η(r1x, r∗x ),
from which it follows, when η tends to 0, that(
v′η(λ1), e′η(λ1), r ′η(λ1)
)
is bounded in H 3. (A.10)
Second a priori estimate. Differentiating (A.5) with respect to λ (this is legitimate if (A.5) is approximated by
Galerkin method), and replacing e∗, v∗ and r∗, respectively, by eη, vη and rη, we get
1
2
d
dξ
(∣∣v′η∣∣2 + ∣∣e′η∣∣2 + ∣∣r ′η∣∣2)+ (v′η, e′ηx)+ (e′η, v′ηx)+ η(∣∣v′ηx∣∣2 + ∣∣e′ηx∣∣2 + ∣∣r ′ηx∣∣2)+ (J ′μ(rη), r ′η)= (f ′, vη).
(A.11)
Using the same argument already given in Lemma 4.4, it is clear that the last term on the right-hand side of (A.11) is
non-negative. On the other hand, (v′η, e′ηx) + (e′η, v′ηx) = 0, we deduce from (A.11) that
1
2
d
dξ
(∣∣v′η∣∣2 + ∣∣e′η∣∣2 + ∣∣r ′η∣∣2)+ η(∣∣v′ηx∣∣2 + ∣∣e′ηx∣∣2 + ∣∣r ′ηx∣∣2) (f ′, vη),
from which it follows, taking into account of (A.10), when η tends to 0, that(
v′η, e′η, r ′η
)
is bounded in L∞3 (λ1, λ2;H), (A.12a)(
η1/2v′η, η1/2e′η, η1/2r ′η
)
is bounded in L23(λ1, λ2;V ). (A.12b)
On the other hand, from the preceding estimates, we may deduce that
Jμ(rη) is bounded in L∞(λ1, λ2;H). (A.13)
Hence (A.9), (A.12) and (A.13) imply that there exists a subsequence still denoted by (vη, eη, rη) such that
(vη, eη, rη) ⇀ (v, e, r) weakly∗ in L∞3 (λ1, λ2;H), (A.14a)(
v′η, e′η, r ′η
)
⇀ (v′, e′, r ′) weakly∗ in L∞3 (λ1, λ2;H), (A.14b)
Jμ(rη) ⇀ Ψμ weakly∗ in L∞(λ1, λ2;H), (A.14c)
as η tends to 0, for a given μ. By a monotonicity argument, we show that Ψμ(r) = Jμ(r) (cf. [8, Chapter 2]). Then
we may pass to the limit in (A.5) using (A.9b), (A.12b), (A.14) and finally we obtain (A.1). We have proved existence
of (v, e, r) that satisfy (A.1)–(A.2) such that (v, e, r) ∈ L∞3 (λ1, λ2;H) and (v′, e′, r ′) ∈ L∞3 (λ1, λ2;H). Further we
infer from (4.33) that in the sense of distributions, we have⎧⎪⎨
⎪⎩
vx = e′,
ex + rx = v′ − f,
vx = r ′ +Jμ(r).
Since e = ux the proposition follows. 
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