Planar waves events recorded in a seismic array can be represented as lines in the Fourier domain. However, in the real world, seismic events usually have curvature or amplitude variability, which means that their Fourier transforms are no longer strictly linear but rather occupy conic regions of the Fourier domain that are narrow at low frequencies but broaden at high frequencies where the effect of curvature becomes more pronounced. One can consider these regions as localised "signal cones". In this work, we consider a space-time variable signal cone to model the seismic data. The variability of the signal cone is obtained through scaling, slanting, and translation of the kernel for cone-limited (C-limited) functions (functions whose Fourier transform lives within a cone) or C-Gaussian function (a multivariate function whose Fourier transform decays exponentially with respect to slowness and frequency), which constitutes our dictionary. We find a discrete number of scaling, slanting, and translation parameters from a continuum by optimally matching the data. This is a non-linear optimisation problem, which we address by a fixed-point method that utilises a variable projection method with 1 constraints on the linear parameters and bound constraints on the non-linear parameters. We observe that slow decay and oscillatory behaviour of the kernel for C-limited functions constitute bottlenecks for the optimisation problem, which we partially overcome by the C-Gaussian function. We demonstrate our method through an interpolation example. We present the interpolation result using the estimated parameters obtained from the proposed method and compare it with those obtained using sparsity-promoting curvelet decomposition, matching pursuit Fourier interpolation, and sparsity-promoting plane-wave decomposition methods.
I N T R O D U C T I O N
Seismic data are modelled through the wave equation. Under the acoustic wave equation assumption, the bounds for the dispersion relationship obtained from the wave equation define a combination of triangular or conic regions in the Fourier domain. This combined region is referred to as
The concept of C-limited functions can be applied in a broader context as well. Plane waves arriving at the surface can be represented as a linear function in the Fourier domain. However, curvature and amplitude variability cause leakage, meaning that, in practice, seismic events occupy conic regions of the Fourier domain that are broader at high frequencies than at low frequencies. Although these quasiplanar events may not be strictly C-limited, they can be well modelled with functions of this form.
Having explicit forms for the kernels eases the design of the algorithms in the measurement domain for forward and inverse problems in seismic data processing. Examples are filter design, data regularisation, and interpolation of singleand multiple-component measurements, slant stack and least square slant stack transformation, directional filtering, etc. For example, once the seismic data are approximated as a discrete sum of a kernel, the slant stack can be computed analytically (Yarman and Flagg 2014) .
Approximation of the seismic data as a discrete sum of kernels for C-limited functions can be performed in many ways. There are many potential parameterisations for the kernel functions and many potential optimisation schemes. The goal of this work is to capture the salient features of seismic data with high resolution while maintaining a discrete sum of fixed size. This necessitates an adaptive algorithm, where the coefficients and parameterisation of the kernels are both optimised to fit the data.
In this regard, our main contributions in this work are as follows.
r Formalising the concept of C-limited functions and analytic representation of the corresponding kernels in time and space.
r Introducing C-Gaussian functions and their analytic representations or approximations. C-Gaussian functions are a generalisation of Gaussians intended to approximate Climited functions.
r The concept of effectively C-limited functions, which are defined in terms of a convolution with C-Gaussian functions.
r A physics-motivated model-based dictionary learning for seismic data processing. Unlike the approaches presented in Cai et al. (2014) , Beckouche and Ma (2014) , and Liang, Ma and Zhang (2014) , where discretized basis functions are obtained using K-SVD, a clustering algorithm guided by local coherence inferred from singular value decomposition, we have, by construction, analytic basis functions that are in the form of a paraxial ray-based solution of the wave equation (see section 5.8 inČervený (2001)).
The outline of our discussion is as follows. In Section 2, we state the problem formulation. Section 3 starts with the wave equation and introduces the signal cone, which is used to define C-limited functions. This is followed by definition of the C-Gaussian function, which is consequently used to define effectively C-limited functions. After the introduction of C-limited and effectively C-limited functions, we present the representation problem for the sampled seismic data and our proposed solution, which is the fixed-point method obtained by modification of a variable projection method. We present numerical results in Section 4. Finally, we conclude our discussion in Section 5.
In Appendix A, we provide explicit expression for the primitive forms of K C and K G in Tables A1 and A3 . Derivations of the kernel for C-limited functions in dimensions (1 + 1)D and (1 + 2)D are presented in Appendices B and D. Derivations of the C-Gaussian function for different dimensions are presented in Appendices C, E, and F. Review of the variable projection method is given in Appendix G.
P R O B L E M F O R M U L A T I O N

Representation of seismic data
Let K(t, x, y) denote the kernel, d(t, s, r), be the measured data observed at a receiver r ∈ R N r due to a source initiated at s ∈ R N s , N s/r = 0, 1, 2, 3. We consider an approximation of the data as a sum of shifted versions of kernel K(t, 
where 
Here, τ (t, P m ) is the scaled, slanted, and shifted time around t m and x(s, P m ) and y(r, P m ) are the shifted and scaled spatial coordinates centred around x m and y m , respectively. Linear and non-linear parameter sets D and P are defined by 
It should be noted that ρ p s/r ,m ∈ R may be replaced with matrices R p s/r ,m ∈ GL N x/y (R); however, for the sake of brevity of the discussion, we will consider the scalar case.
As a result, we consider the following minimisation problem:
with constraints on linear and non-linear parameter sets D and P, where
is some least square error between the data and its approximationd (D,P) (t, s, r) with respect to some measure μ.
In the absence of constraints, linear parameter set D depends on non-linear parameter set P and the least square minimisation problem (7) can be solved using a variable projection algorithm (Golub and Pereyra 1973, 2003) . In the presence of certain constraints such as sparsity constraints on linear parameters and bound constraints on non-linear parameters, one can utilise fixed-point algorithms (Bauschke et al. 2011; Parikh and Boyd 2013; Bolte, Sabach and Teboulle 2014) . We used an alternating linearised minimisation algorithm obtained through modification of the variable projection method to address the minimisation problem (7), which will be discussed in Section 3.4.2.
Literature
Minimisation problem (7) can be handled in two ways. The first way is to find P as a subset of a predefined countably finite set that satisfies the constraints on P. This is achieved by prediscretizing the non-linear parameter space and then solving the constrained minimisation problem (7) for the linear parameters D. This is analogous to performing a global search from a predefined library with countable finite number of elements. The advantage of this approach is that it reduces the minimisation problem to a convex optimisation problem with constraints. For this task, there are mainly three classes of approaches: (i) greedy methods such as matching pursuit and its variants (Mallat and Zhang 1993; Pati, Rezaiifar and Krishnaprasad 1993; Tropp and Gilbert 2007; Donoho et al. 2012) ; (ii) iterative hard thresholding (Blumensath and Davies 2008; Fornasier and Rauhut 2008; Blumensath 2012) ; and (iii) basis pursuit, also referred to as iterative soft thresholding (Chen, Donoho and Saunders 1998; Candès and Wakin 2008; Yin et al. 2008; Candès et al. 2011; Andersson, Carlsson and Tenorio 2012) or its variants (Andersson et al. 2012) . In order to avoid local minima of the cost function with respect to P, one may need to globally sample the non-linear parameter, sometimes densely, depending on the oscillatory behaviour of J with respect to P. As the number of samples for non-linear parameters increases, so does the computational complexity of finding the optimal values for D. This especially constitutes a challenge with the introduction of curvature, window size, and other parameters into the formation of the library (Hoecht et al. 2009 ).
On the other hand, a descent type of a search method can be used to build up the library on the fly from an uncountably infinite basis set. The computational cost of these methods is proportional to the number of elements one would utilise in representing data, which makes them appealing for largescale machine learning applications consuming big datasets (Hinton and Salakhutdinov 2006; Cevher et al. 2014; Fan, Han and Liu 2014; Richtárik and Takáč 2016) . These methods can be classified under (i) continuous basis pursuit (Ekanadham, Tranchina and Simoncelli 2011; Knudson et al. 2014) , where the continuous infinite dictionary is approximated through a discrete subset and its variations, which reduces the problem to a basis pursuit problem, and (ii) variational methods (Candès and Fernandez-Granda 2013, 2014; Chauffert et al. 2015; Duval and Peyré 2015) , where the nonlinear optimisation problem is tackled to estimate the basis parameters. Continuous basis pursuit can be conceptualized as an approximation to the class of variational methods. Our approach falls into the variational methods where we considered multidimensional signals and a multi-variate basis.
Choice of kernel
Kernels for the C-limited functions are analogous to sine cardinal function (sinc), which is the kernel for the band-limited functions. Similar to the sinc, they are oscillatory and decay slowly, which limits their localisation properties in space and time. One way to increase the decay rate is finding kernels that are analogous to the Gaussian function. We extend the kernels for C-limited functions by replacing the characteristic functions in the frequency and slowness domains that define the signal cone with Gaussian functions. We refer to these kernels as C-Gaussian functions. Oscillations to C-Gaussian functions can be introduced by taking temporal derivatives.
where ω and k x are duals of time and space, respectively, referred to as the frequency and the wavenumber.
Receivers in a marine streamer can measure k x,h , the horizontal component of k x in the direction parallel to the cable. For propagating waves, where k x,v , the vertical component of k x , is real, this leads to the following inequality:
Similarly, an areal array of receivers can measure the two horizontal components, k x,h 1 and k x,h 2 , and the inequality becomes
These define triangular and conic regions of the ω − k domain that are known as the signal cone, which we denote by C.
Slowness is defined as p x = ω −1 k x and is bounded by
min , where c min ≤ c(x) ≤ c max . As a consequence, the Fourier transform of the data is expected to reside within the signal cone, which we denote by C defined as follows:
We refer to the functions whose Fourier transform is supported within the signal cone C as C-limited functions. Considering the reciprocity of the wave equation with respect to source and receiver locations, the cone can be generalised as
for n, m ∈ {0, 1, 2, 3}. Here, x and y can be associated with source and receiver locations, respectively, and n and m may be associated to the dimensions of the source and receiver acquisition surfaces. Without loss of generality, we assume that p x,max = p y,max = p max . We denote dimensions by (1 + n + m)D where the first dimension, denoted by 1, is temporal and further dimensions, denoted by n and m, are spatial. The need for two different spatial dimensions emerges with the source and receiver dependence of the seismic data. These two spatial dimensions may possess different symmetry properties. If either of the dimensions n or m are zero, we denote the dimension by
For the rest of our discussion, we will introduce the concepts for the general case of (1 + n + m)D. We present analytic expressions of kernels for C-limited and C-Gaussian functions in 1D and (1 + 1)D and their analytic approximation for (1 + 2)D. Our examples are shown for a temporal and a single spatial dimension in 1D, i.e., (1 + 1)D. The computations can easily be extended to (1 + n + m)D.
C-limited functions
A C-limited function can be defined by functions whose Fourier transform is supported within the cone C f C (t, x, y)
where
Given samples of f (t, x, y) for some {t k ,
y) that agrees with these sample points can be constructed by first discretizing integral (17) as follows:
for some g l ∈ R and then solving the following linear system for g l :
The least square solution of equation (20) becomes a generalisation of Theorem IV in Yen (1956) for C-limited functions.
In Table A1 , we present primitive forms of K C (t, x, y)(ω max = p max = 1) for dimensions 1D, (1 + 1)D, and (1 + 2)D. For (1 + n + m)D, n, m ∈ {0, 1, 2, 3}, were derived and presented in Yarman (2015) and are also presented in Table A1 . Deriving a desired K C (t, x, y) from these primitive forms is straightforward via scaling, stretching, slanting, or other linear transformations.
C-Gaussian functions and effectively C-limited functions
If we consider K C (t, x, y) as a generalisation of sinc(t), rewriting K C (t, x, y) as
|ω| n+m dω dp x dp y ,
we can define a generalisation of the Gaussian as
p y e iω(t−[p x ·x+p y ·y]) |ω| n+m dω dp x dp y ,
which we refer to as a C-Gaussian function. Here, e respectively. Consequently, we relax C-limited function definition and define effectively C-limited functions through the following convolution integral:
agrees with these sample points can be constructed by first discretizing the integral (23)
for some g l ∈ R and then solving the following linear system for
In Table A3 , we present primitive forms K(t, x, y) of K G (t, x, y) for dimensions 1D, (1 + 1)D, and (1 + 2)D. Extensions to (1 + m + n)D, for n, m ∈ {0, 1, 2, 3}, are provided in Appendix F.
Representing the sampled seismic data
Considering that seismic data are C-limited and sampled discretely, construction of a C-limited function that agrees with the data requires solving equation (20) for g l . In this regard, an explicit representation of K C (t, x, y) will make it easy to develop a solution for computation of g l in the native acquisition geometry. However, like bandlimitedness, C-limitedness is a global property. Expressing C-limited functions using equation (19) does not reflect the temporal and spatial variability of the signal cone. Furthermore, for poorly sampled seismic data, the signal cone defined in Section 3.1 above does not provide a sufficient constraint with which we can unambiguously reconstruct the data. Further constraints are needed, and these can be provided by making additional assumptions about the nature of seismic data.
Many reconstruction algorithms assert that the data consist of a small number of locally planar events. This leads to algorithms that try to fit the observed data with a sparse set of plane-wave basis functions. We try to relax this assumption and assert that seismic data can be modelled efficiently with a sparse set of either kernels of C-limited functions or C-Gaussians. These kernels relax the concept of a plane wave.
Capturing temporal and spatial variability of the signal cone
In order to capture the temporal and spatial variability of the signal cone, we consider the representation of the following form: (26) that one can also capture more than one signal cone at a given temporal and spatial translation (see Fig. 1 ).
Alternatively, one can relax the C-limited constraint in equation (26) with C-Gaussian constraint and use the following representation:
which captures leaky band-pass filtering and leaky fan filtering where the leaks are governed by the decay rate of the Gaussian functions in frequency and slowness. (27) are analogous to the ones used in equation (26). Consequently, maximum frequency and slowness, ω max and p max , are analogous to frequency and slowness decay rates, σ ω and σ p , respectively.
Fitting seismic data with modified variable projection
Given the data d(t, s, r), using either equation (26) or (27), its approximationd (D,P) (t, s, r) can be captured by the following model:
with
Linear and non-linear parameter sets D and P are defined by
and
In equations (26) and (27) In addition to the bound constraints on the non-linear parameters, one can introduce constraints on the linear parameters. For the aim of finding a short representation, we employ 1 constraint on the linear parameters. As a result, for discretely sampled data, we consider the following two minimisation problems. Problem 1. Find a C-limited approximation of the sampled data by
for some desired signal cones C s and C r , slowness values p max,s and p max,r , recording time [−T min , T max ], and acquisition do-
Here n t , n s , and n r denote the time, source and receiver sample numbers, and N t , N s , and N r denote the total numbers of time, source, and receiver samples, respectively.
Problem 2.
Find an effectively C-limited approximation of the sampled data by
C 2017 European Association of Geoscientists & Engineers, Geophysical Prospecting, 66, Note that bound constraints (35), (36), and (37) required for C-limited approximation are relaxed for the effectively C-limited approximation.
Non-linear least square problems (34) and (39) can be tackled using fixed-point methods. In this regard, we employ a modification of the variable projection method summarised in Algorithm 1. In the computation of iterations of linearised parameters (step 2a of Algorithm 1), we used SPGL1 (van den Berg and Friedlander 2008), a modification of limited-memory Broyden-Fletcher-Goldfarb-Shanno (see chapter 9 of Nocedal and Wright (1999)), which incorporates 1 constraints (Schmidt et al. 2009 ). Algorithm 1. Modified variable projection
subject to constraints: i. equations (35), (36), (37), and (38) for C-limited approximation, ii. equations (40), (41), (42), and (38) for effectively C-limited approximation, until stopping criterion is met.
N U M E R I C A L E X A M P L E I N ( 1 + 1 ) D
Data
In order to evaluate the proposed method, we used part of a single shot gather from the SEAM dataset (Fehler and Keliher 2011) , where N t = 275 and N x = 430 are the numbers of time and space samples with sampling intervals of 6 ms and 6.25 m, respectively. Figure 2(a) and (c) shows the original sampled seismic data and corresponding absolute value of the Fourier transform in the frequency-wavenumber (f-k) domain, respectively. For our numerical test, we spatially subsampled these data by a factor of six. The subsampled data have a spatial sampling rate of 37.5 m. 
Kernels
By looking at the temporal Fourier transform of the subsampled data, which is unaliased, one can infer about the minimum and maximum frequency contents of the data. Similarly, looking at the low-frequency content of the subsampled data, one can infer about the minimum and maximum slowness values contained in the data. This defines a trapezoidal region that agrees with the support of the Fourier transform of the original sampled data. This region can be characterised by the kernel
max ω min is the ratio between the minimum and maximum frequency contents of the data. After substitution of this kernel into equation (28), Problem 1 leads to a Climited approximation of the data. Similarly, Problem 2 leads to an effectively C-limited approximation when equation (43) is effectively approximated by
for some suitable choice of σ ω and σ p . See Fig. 3 for an example of approximating equation (43) using equation (44). Besides effectively capturing the support of equation (43), equation (44) is a multi-variate generalisation of Ricker wavelet, whose practical success was supported with the recent theoretical study (Gholamy and Kreinovich 2014).
Remark. In consideration of the basis pursuit methods' shearlets and curvelets, Equation (43) 
, which constitutes a basis for an alternative construction for multiresolution decomposition. (1 + 1 + 1)D analogues of K C and K G are analogous to 3D shearlets or discrete curvelets. On the other hand, in (1 + 2)D, neither K C nor K G corresponds to the tiles of 3D shearlets or discrete curvelets due to their circular symmetries in space. Basis elements in the existing implementations of shearlets and curvelets are defined in terms of either the discretization of the (smoothed) Fourier tiles in the Fourier domain or the discrete inverse Fourier transform of these discretized tiles in the space-time domain. Unlike shearlets and discrete curvelets basis, K C and K G have an analytic representation in the space-time domain, which enables them to be easily utilised in variational methods. Compared with the Gaussian wave packets used in Andersson et al. (2012) , whose Fourier transform is concentrated within a translated, rotated, and dilated elliptical region in the frequency-wavenumber domain, the Fourier transform of K G is concentrated within a slanted conic region, which corresponds to an elliptical region in the frequency-slowness domain. The oscillatory nature of the aforementioned Gaussian wave packets is controlled by a harmonic plane wave. On the other hand, higher order oscillations can be captured by taking temporal derivatives of K G . The resulting functions will be a generalisation of Hermite functions. Like Hermite functions, these functions can be used to form an orthonormal basis with respect to the temporal variables. In this work, we only considered the second-order derivative of K G due to its relationship to Ricker wavelet and leave exploration of practical benefits of higher order derivatives to a future study.
Method
Parameter estimation and interpolation
We subdivided the subsampled data into 12 overlapping windows using a partition of unity where each window size is (43) and (44) and corresponding difference errors.
780 ms × 812.5 m with 180-ms temporal and 187-m spatial overlaps. We refer to each of these windows as a region of interest. Patching the regions of interest is obtained by solving a linear problem after non-linear parameters are estimated. We performed the proposed method on each of these regions of interest to estimate linear and non-linear parameters. Once the parameters are obtained, we evaluate equation (28) on the same grid as of the original data's to perform interpolation.
Due to the non-convex nature of the objective function, after numerous tests, we conclude that initial parameter estimation shall be performed in small windows. Based on this experience, for initialization, within each region of interest, we estimated the non-linear parameters P m = {t m , x m , p m , ρ ω,m , ρ p,m } on smaller windows of 60 ms × 375 m centred around each sample location (t n t , x n x )
on the subsampled grid using Algorithm 1. For each small window, we initialized with one ρ ω/ p,m and 10 p m uniformly distributed within the slowness range of the signal cone. Once the parameters are initialized, we perform non-linear optimisation in each of the regions of interest.
Once the non-linear parameters P = {P m } are estimated, we perform interpolation within each of the 12 windows by first solving the convex constrained optimisation prob-
which is the interpolation part. Our method is summarised in Algorithm 2. The computational cost of Algorithm 2 is a combination of many local nonconvex optimisation problems to estimate the non-linear parameters (step 2 of Algorithm 2) and a global convex optimisation problem to estimate the linear parameters (step 3 of Algorithm 2).
Algorithm 2. Representation of seismic data by equation (28)
Given the sampled seismic data d(t n t , s, x n x ) N t ,N x n t ,n x =1 for a fixed source and regions of interest: Initialization 1. Choose a window size smaller than the region of interest.
For each (t n t , x n x )
within the small window centred at (t n t , x n x ) using Algorithm 1.
Parameter estimation
For each (t n t , x n x )
N t ,N x n t ,n x =1 within the regions of interest, initialize { p 0,n t ,n x ,n p , ρ ω,n t ,n x , ρ p,n t ,n x } N t ,N x ,N p n t ,n x ,n p =1 . This means we initialize decomposition with N t N x N p terms.
Compute
, where M ≤ N t N x N p within each region of interest using Algorithm 1. Note that (t m , x m ) does not need to be in {(t n t , x n x ) N t ,N x n t ,n x =1 }.
Patch the regions of interest by solving the linear least square problem
D = argmin D { 1 2 d − K(P)D 2 2 } subject to D 1 ≤ λ D for regions of interests.
Interpolation
Evaluated (D,P) (t, s, r) at desired locations using
Choosing the basis
For one of the 12 windows, the interpolation results using equations (43) and (44) are presented in Fig. 4 . The interpolation obtained using equation (43) presents more artefacts when compared with the one obtained using equation (44), especially in the region where the signal is zero. This is due to the slow decaying property of equation (43) 
(c) Figure 5 Interpolation results obtained using the proposed method, sparsity-promoting curvelet decomposition, matching pursuit Fourier interpolator (MPFI) with and without priors, and sparsity-promoting plane-wave decomposition (PWD) with and without priors.
its oscillatory behaviour. In order to capture the zero part of the data, temporal and spatial translates of equation (43) come with alternating signs, which indicates presence of cancellations in the representation and inefficiency of equation 
(c) Figure 6 Absolute value of the Fourier transform of interpolation results obtained using the proposed method, sparsity-promoting curvelet decomposition, matching pursuit Fourier interpolator (MPFI) with and without priors, and sparsity-promoting plane-wave decomposition (PWD) with and without priors.
(43) to approximate the seismic signal. On the other hand, because equation (44) decays temporally and spatially faster than equation (43), it has better localisation properties. For the translates of equation (44) signal, the corresponding linear coefficients are either zero or close to zero. Therefore, when compared with equation (43), equation (44) captures the zero part of the signal better and efficiently. This is why we decided to use equation (44) for interpolating the whole data.
Numerical results
We compare the proposed interpolation algorithm with sparsity-promoting curvelet decomposition (CD) (Herrmann et al. 2008) , sparsity-promoting plane-wave decomposition (PWD) algorithms (Rickett 2014), and matching pursuit Fourier interpolator (MPFI) (Mallat and Zhang 1993) . MPFI is performed on moving windows of the same size as the proposed method, i.e., 12 overlapping windows, where each window size is 780 ms × 812.5 m with 180-ms temporal and 187-m spatial overlaps. PWD was parameterised using 65 plane-wave basis elements, uniformly distributed within the signal cone, for each time sample. In cases of MPFI and PWD, we considered two versions of these methods, namely, with and without priors. The priors are chosen to favour slowness present in the low-to midfrequency content of the data. Figures 5 and 6 show the interpolated results using all algorithms in the time-space and frequency-wavenumber domains. We present the difference between the original and the interpolations obtained by proposed method, CD, MPFI, and PWD with priors in Fig. 7 . Based on visual inspection of results, the proposed method performs better when compared with the MPFI and PWD without priors and comparable to CD and MPFI. While PWD with priors performs better than PWD without priors and captures kinematics as good as the proposed method, CD, and MPFI, it is not able to capture the amplitudes as accurately as other methods. We associate this with the large spatial extent of the plane-wave basis used for creating a smaller dictionary for PWD, hence fewer degree of freedom compared with the other methods.
All space-time and wavenumber-frequency plots use the same colour scale as in Fig. 2a and c, respectively.
C O N C L U S I O N S A N D D I S C U S S I O N
In this work, we have presented a new method to decompose seismic data into a model-based dictionary where the dictionary elements are motivated by the physics of the wave equation and are analytically defined. Starting with the wave equation and associated signal cone, we formalised the concepts of C-limited and effectively C-limited functions.
Identifying seismic data as a C-limited function, we provide a variational method to decompose it as a sum of kernels for C-limited functions, K C , or C-Gaussian function, K G . Each term in the sum is made of a linear parameter multiplied by a modification of K C or K G via non-linear parameters. We estimate the linear and non-linear parameters, hence learn the dictionary, from the provided sampled seismic data using a fixed-point method, i.e., a modification of variable projection method. We provide analytic expressions for both K C and K G or their approximations. These approximations enable development of fast evaluation of these (approximate) kernels and their derivatives, which are essential for computation of the Jacobian required for efficient non-convex optimisation.
We demonstrated the potential of the proposed method through numerical examples. Based on numerical examples, we conclude that, by relaxing the C-limit requirements, K G provides a better basis for representation of the seismic data and a less constrained optimisation problem when compared with K C . K G decays faster than K C , which is essential for capturing the causal nature, i.e., no signal before first arrival, of the seismic data during interpolation.
Our numerical examples also demonstrated that we were able to approximate seismic data from its subsampled version. The results obtained were comparable with the ones that are obtained using sparsity-promoting curvelet decomposition (SPCD) or sparsity-promoting plane-wave decomposition (SPPWD) with priors or matching pursuit Fourier interpolator (MPFI) with priors. All SPCD, SPPWD, and MPFI are global search-type methods. The first two methods are basis pursuit-type methods, and the third one is a greedy method. Although our results demonstrate that a variational method, like the one proposed here, can produce results as good as the existing methods, further studies are needed to explore the limitations and potentials of variational methods. This will also require detailed comparative studies against the existing methods. However, one potential advantage of a variational-type method over the global search methods is that they can be extended to libraries with more number of non-linear parameters with reasonable computational cost. Introduction of curvature and other parameters into the basis functions is currently under investigation and will be reported in the near future.
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R E F E R E N C E S
A P P E N D I X A : P R I M I T I V E K E R N E L S
1 + 0 K C (t) = (2π ) −1 2ω max sinc(ω max t) 1 + 1 K C (t, x) = (2π ) −2 2ω max x (cosinc(ω max [t + p max x]) − cosinc(ω max [t − p max x])) 1 + 2 K C (t, x) ≈ (2π ) −3 4ω max r 2 M m=1 α m γ m ⎛ ⎝ sinc(ω max t) − 1 2 ⎡ ⎣ sinc(ω max [t − γ m p max r ]) +sinc(ω max [t + γ m p max r ]) ⎤ ⎦ ⎞ ⎠ (Continued)1 + 3 K C (t, x) = −(2π ) −4 4πω max r ∂ r 1 r [cosinc(ω max [t + p max r ]) − cosinc(ω max [t − p max r ])] 1 + 1 + 1 K C (t, x, y) = −(2π ) −3 2 ω max xy ⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ sinc(ω max [t + p x,max x + p y,max y]) −sinc(ω max [t + p x,max x − p y,max y]) −sinc(ω max [t − p x,max x + p y,max y]) +sinc(ω max [t − p x,max x − p y,max y]) ⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 1 + 1 + 2 K C (t, x, y) ≈ (2π ) −4 2ω max y r 2 x M m x =1 α m x γ m x ⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ cosinc+cosinc(ω max [t − γ m x r x p x,max − p y,max y]) ⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 1 + 1 + 3 K C (t, x, y) = (2π ) −1 + 2 + 2 K C (t, x, y) ≈ (2π ) −5 4 ω max r 2 x r 2 y M m x =1 M m y =1 × α m x γ m x α m y γ m y ⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ sinc(ω max t) − 1 2 ⎡ ⎣ sinc(ω max t − γ m x r x ω max p x,max ) +sinc(ω max t + γ m x r x ω max p x,max ) ⎤ ⎦ − 1 2 ⎡ ⎣ sinc(ω max t − γ m⎞ ⎠ ⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 1 + 2 + 3 K C (t, x, y) ≈ (2π ) −6 8πω max r 3 x r 2 y M m=1 α m γ m × ⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ g 0 (ω max t, ω max p x,max r x ) −g 1 (ω max t,) ⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 1 + 3 + 3 K C (t, x, y) = (2π ) −7 2 2 (2π ) 2 ω max r 3 x r 3 y ⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ f 1 (ω max t,1 + 2 + 3 g 0 (a, b) = 1 2 (cosinc(a + b) − cosinc(a − b)) g 1 (a, b, c) = 1 4 ⎛ ⎝ cosinc(a + b + c) + cosinc(a + b − c) −cosinc(a − b + c) − cosinc(a − b − c) ⎞ ⎠ g 2 (a, b) = 1 2 (cosinc (a + b) + cosinc (a − b)) g 3 (a, b, c) = 1 4 ⎛ ⎝ cosinc (a + b + c) + cosinc (a + b − c) +cosinc (a − b + c) + cosinc (a − b − c) ⎞ ⎠ 1 + 1 + 3 1 + 3 + 3 f 1 (a, b, c) = 1 2 ⎛ ⎝ sinc(a + b − c) + sinc(a − b + c) −sinc(a − b − c) − sinc(a + b + c) ⎞ ⎠ f 2 (a, b, c) = − 1 2 ⎛ ⎝ sinc (a + b + c) − sinc (a + b − c) +sinc (a − b + c) − sinc (a − b − c) ⎞ ⎠ f 3 (a, b, c) = − 1 2 ⎛ ⎝ sinc (2) (a + b + c) + sinc (2) (a + b − c) +sinc (2) (a − b + c) + sinc (2) (a − b − c) ⎞ ⎠1 + 0 K G (t) = (2π ) −1 exp −[σ ω t] 2 /2 1 + 1 K G (t, x) = −(2π ) −2 4 π (1 + [σ k x] 2 ) σ k ∂ t ⎧ ⎨ ⎩ F ⎛ ⎝ σ ω t 2(1 + [σ k x] 2 ) ⎞ ⎠ ⎫ ⎬ ⎭ 1 + 2 K G (t, x) = −(2π ) −3 8 π 2 3/2 σ ω σ 2 p 1 + σ 2 k [x 2 + y 2 ] ∂ 2 t ⎧ ⎨ ⎩ e − (σ ω t) 2 2(1+σ 2 k [x 2 +y 2 ]) ⎫ ⎬ ⎭ 1 + m + n K G (t, x, y) = (2π ) −(1+m+n) × ⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ ⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ ( √ 2π ) m+n+1 √ 2 m+n σ m p x σ n p y (−1) mod (m+n,4)/2 ⎡ ⎣ σ ω 1 + |σ k x x| 2 + |σ k y y| 2 ⎤ ⎦ m+n+1 ×H m+n ⎛ ⎝ σ ω t 2(1 + |σ k x x| 2 + |σ k y y| 2 ) ⎞ ⎠ e − (σ ω t) 2 2(1 + |σ k x x| 2 + |σ k y y| 2 ) ⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ , mod (m + n, 2) = 0 ⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 2 √ 2( √ 2π ) m+n √ 2 m+n σ m p x σ n p y (−1) ( mod (m+n,4)+1)/2 ⎡ ⎣ σ ω 1 + |σ k x x| 2 + |σ k y y| 2 ⎤ ⎦ m+n+1 ×∂ m+n t [F ] ⎛ ⎝ σ ω t 2(1 + |σ k x x| 2 + |σ k y y| 2 ) ⎞ ⎠ ⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ , mod (m + n, 2) = 1
A P P E N D I X B : C -L I M I T E D K E R N E L F O R ( 1 + 1 ) D
Consider kernel K(t, x), t ∈ R and x ∈ R, for (1 + 1)D whose Fourier transform,K(ω, k), is equal to one within
−ω 0 e iω(t− px) |ω| dω dp
A P P E N D I X C : C -G A U S S I A N F U N C T I O N F O R ( 1 + 1 ) D
We assume that we have Gaussian in frequency and in p = k x ω −1 : p cos(ωxp)dp |ω|dω,
which using the identity 
Then, K G,n (t, x) = ∂ 
where σ k = σ p σ ω . This expression can be efficiently approximated through the approximation of Dawson's function as a sum of product of Hankel functions and exponentials, which we discuss next.
Approximating Dawson's integral
Considering the Taylor series of the Dawson's integral F (z) at zero, we can construct an approximation of the following form using a generalisation of Padïoe approximation (Yarman and Flagg 2015):
which is based on the following moment problem:
A solution to the moment problem is given in Table C1 .
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The integral inside square brackets can be explicitly computed using integration by parts and the identities 3.827-3.828 on pages 462-463 of Gradshteyn and Ryzhik (2007) . Similar analysis can be extended to (1 + n + m)D for n or m (Yarman 2015).
