Abstract This paper proposes a method for eliminating multicollinearity from linear regression models. Specifically, we select the best subset of explanatory variables subject to the upper bound on the condition number of the correlation matrix of selected variables. We first develop a cutting plane algorithm that, to approximate the condition number constraint, iteratively appends valid inequalities to the mixed integer quadratic optimization problem. We also devise a mixed integer semidefinite optimization formulation for best subset selection under the condition number constraint. Computational results demonstrate that our cutting plane algorithm frequently provides solutions of better quality than those obtained using local search algorithms for subset selection. Additionally, subset selection by means of our optimization formulation succeeds when the number of candidate explanatory variables is small.
Introduction
Multicollinearity, which exists when two or more explanatory variables in a regression model are highly correlated, is a frequently encountered problem in multiple regression analysis [11, 14, 24] . Such an interrelationship among explanatory variables obscures their relationship with the explained variable, leading to computational instability in model estimation. Moreover, the reliability of the regression analysis is decreased in the presence of multicollinearity by the low quality of the resultant estimates.
Several approaches can be used to avoid the deleterious effects of multicollinearity [7] . One approach is orthogonal transformation through procedures such as principal component regression [19, 25] and partial least squares regression [35, 36] . In this approach, a set of correlated variables is transformed into a set of linearly uncorrelated variables (i.e., principal components) for use in a regression model. Orthogonal transformation can enhance the computational stability of model estimation but often leads to worse predictive performance and results that are strongly influenced by the presence of outliers [12, 15] .
Another approach is penalized regression, such as ridge regression [16] , lasso [32] , and elastic net [38] . This approach introduces a penalty function to shrink regression coefficient estimates toward zero. Penalized regression helps prevent regression models from overfitting noisy datasets and, accordingly, is effective for achieving high predictive performance. However, the penalty functions produce biased estimates, which are undesirable from the standpoint of model interpretation [5, 6] . This paper focuses on subset selection, which is a simple but effective approach for eliminating multicollinearity. Conventionally in this approach, explanatory variables are deleted iteratively through the use of indicators for detecting multicollinearity, such as condition number of the correlation matrix and variance inflation factor [7] . Chong and Jun [8] have compared the performance of subset selection methods with that of partial least squares regression and suggested that a goodness-of-fit measure for evaluating a subset regression model should be chosen carefully when multicollinearity is present. For subset selection in the presence of multicollinearity, several researchers [9, 18] have proposed goodness-of-fit measures based on ridge regression. It is notable, however, that commonly used subset selection methods are heuristic algorithms, such as stepwise regression [10] ; hence, they do not necessarily find the best subset of variables in terms of a given goodness-of-fit measure.
The mixed integer optimization (MIO) approach to subset selection has recently received much attention due to advances in algorithms and hardware [5, 6, [20] [21] [22] [27] [28] [29] [30] . In contrast to heuristic algorithms, the MIO approach has the potential to provide the best subset of variables under a given goodness-of-fit measure. To deal with multicollinearity, Bertsimas and King [5] use a cutting plane strategy, which iteratively adds constraints for deleting subsets of collinear variables. However, this strategy requires solving an enormous number of mixed integer quadratic optimization (MIQO) problems when multicollinearity exists in many different sets of variables.
The aim of this paper is to devise a more sophisticated MIO approach to best subset selection for eliminating multicollinearity. In particular, this paper addresses the following problem: Find a subset of variables that minimizes the residual sum of squares under the constraint that the condition number of the associated correlation matrix is bounded. Our first approach is to develop a high-performance cutting plane algorithm for subset selection. Our algorithm effectively uses a backward elimination method that searches a smaller subset of collinear variables to strengthen valid inequalities. On the other hand, the cutting plane algorithm must solve an exponential number of MIQO problems, which are NP-hard, in a worst-case situation. From this perspective, it makes a sense to pose the subset selection problem as a single MIO problem. In light of this fact, our second approach is to propose a mixed integer semidefinite optimization (MISDO) formulation for subset selection. In this approach, we must solve only a single MISDO problem, whereas the cutting plane algorithm must repeatedly solve a series of MIQO problems. Current MISDO algorithms do not deliver high computational performance, but their performance improvement is expected in the future. Furthermore, to increase computational efficiency, we consider incorporating constraints based on the normal equations into the MISDO problem.
The effectiveness of our MIO approaches is assessed through computational experiments using several datasets from the UCI Machine Learning Repository [23] . The computational results demonstrate that our cutting plane algorithm frequently gave a better subset of variables than did the conventional local search algorithms. In addition, we succeeded in solving some of our MISDO problems for subset selection when the number of candidate explanatory variables was less than 26.
Linear Regression and Multicollinearity
This section contains a brief review of linear regression and subset selection for eliminating multicollinearity.
Linear regression
Let us suppose that we are given n samples, (x i , y i ) for i = 1, 2, . . . , n. Here,
⊤ is a vector composed of p explanatory variables, and y i is an explained variable for each sample i = 1, 2, . . . , n.
We focus on the following linear regression model:
where a := (a 1 , a 2 , . . . , a p ) ⊤ is a vector of regression coefficients to be estimated and ε i is a prediction residual for each sample i = 1, 2, . . . , n. We assume here that all explanatory and explained variables are standardized so that (
2 )/n = 1 for all j = 1, 2, . . . , p. Therefore, no intercept (constant term) is present in the regression model.
The above linear regression model can be rewritten as
where y :
. . , ε n ) ⊤ , and
To estimate the regression coefficients, a, the ordinary least squares method minimizes the residual sum of squares (RSS):
After partial differentiation, the ordinary least squares method is equivalent to solving a system of linear equations:
This is the well-known normal equation.
Subset selection for eliminating multicollinearity
We use the condition number of the correlation matrix R := (r jℓ ; j, ℓ = 1, 2 . . . , p) to detect multicollinearity. Because the explanatory variables are standardized, the correlation matrix is calculated as
and its condition number is defined as
where λ min (R) and λ max (R) are the minimum and maximum eigenvalues of matrix R, respectively. It follows from cond(R) = cond(X ⊤ X) that when cond(R) is very large, the coefficient matrix of equations (2.2) is ill-conditioned, which implies that the regression coefficient estimates are subject to large numerical errors.
To compute accurate estimates, we consider selecting a subset S ⊆ {1, 2, . . . , p} of candidate explanatory variables. Let us denote by R S the correlation sub-matrix of a subset of variables, that is, R S := (r jℓ ; j, ℓ ∈ S). To avoid multicollinearity, the condition number of the sub-matrix should not exceed a user-defined parameter κ (> 1). The subset selection problem determines a subset S of explanatory variables so that the residual sum of squares of a subset regression model is minimized:
(2.6)
Cutting Plane Algorithm
The subset selection problem (2.4)-(2.6) can be converted into an MIO problem. Let z :
⊤ be a vector of 0-1 decision variables for selecting explanatory variables; that is, z j = 1 if j ∈ S; otherwise, z j = 0. The correlation sub-matrix is then written as R(z) := (r jℓ ; z j = z ℓ = 1). Consequently, the subset selection problem is formulated as an MIO problem,
Here, if z j = 0, then the jth explanatory variable is deleted from the regression model because its coefficient is set to zero by the logical implications (3.2). It is known that these logical implications can be represented by using a big-M method or a special ordered set type 1 (SOS1) constraint [3, 4] . A cutting plane algorithm first removes the condition number constraint (3.3) from the problem. Hence its feasible set is expressed as
2) and (3.4)}, (3.5) and the problem reduces to an MIQO problem, which can be handled by using standard optimization software. The basic strategy of the algorithm involves repeatedly solving such relaxed MIQO problems and iteratively adding valid inequalities, instead of imposing the condition number constraint (3.3), to the MIQO problems. Our cutting plane algorithm first checks whether cond(R) ≤ κ. If cond(R) > κ, the feasible set is updated to avoid selecting all candidate variables,
Next we set k ← 1 and solve the following MIQO problem:
where F k is the feasible set, which will be updated based on equation (3.8) , at the kth iteration. Let (a 1 , z 1 ) be an optimal solution to problem (3.6) and (3.7) with k = 1. We then set k ← 2. If cond(R(z 1 )) > κ, then the solution z 1 can be separated from the feasible set as follows:
After that, we solve the MIQO problem (3.6) and (3.7) again. This process is repeated by setting k ← k + 1 until we obtain a solution that satisfies the condition number constraint (3.3). We next show that the condition number is not increased by deleting explanatory variables.
Proof. It follows from the Cauchy's interlace theorem (see, e.g., Theorem 4.3.17 [17] ) that
which completes the proof.
The next theorem states that the feasible set of the original problem (3.
Proof. We prove the proposition by contradiction:
This cutting plane algorithm is developed based on Bertsimas and King [5] and requires solving a large number of MIQO problems. To reduce the number of MIQO problems to be solved, we develop stronger valid inequalities for approximating the condition number constraint (3.3) . To this end, we employ a backward elimination method that searches a smaller subset of collinear variables. Specifically, it starts with an incumbent solution (e.g., z k−1 ) and deletes explanatory variables one by one on the basis of the RSS (2.1). Finally, we obtainz (≤ z k−1 ) such that cond(R(z)) > κ. The feasible set is then updated:
This valid inequality cuts off all z ∈ {0, 1} p satisfying z ≥z; therefore, it is stronger than the previous one (3.8) because z k−1 ≥z.
Our cutting plane algorithm is summarized as follows:
Cutting plane algorithm for solving problem (3.1)-(3.4)
Step 0 (Initialization) Set z 0 := 1 and k ← 1. Let F 0 be a feasible set (3.5).
Step 1 (Multicollinearity detection) If cond(R(z k−1 )) ≤ κ, terminate the algorithm with the solution z k−1 .
Step 2 (Backward elimination) Find a solutionz ∈ {0, 1} p such thatz ≤ z k−1 and cond(R(z)) > κ by using a backward elimination method starting with z k−1 .
Step 3 (Cut generation) Add cut (3.9) to update the feasible set F k .
Step 4 (Relaxed MIQO problem) Solve problem (3.6) and (3.7). Let (a k , z k ) be an optimal solution. Set k ← k + 1 and return to Step 1.
We next prove the finite convergence of the algorithm. 
Proof.
Step 3 removes z k−1 from F k−1 in each iteration; therefore, the algorithm terminates with a feasible solution (e.g., z = (1, 0, 0, . . . , 0) ⊤ ) after at most 2 p − p iterations. Let (a * , z * ) be an optimal solution to problem (3.1)-(3.4). Theorem 3.1 guarantees that the feasible set of problem (3.1)-(3.4) is contained in F k and hence that (y − Xa k )
Therefore, the algorithm provides an optimal solution to problem (3.1)-(3.4).
Mixed Integer Semidefinite Optimization Approach
This section presents an MISDO approach to best subset selection for eliminating multicollinearity. The motivation behind this approach is to reduce the subset selection problem to a single MIO problem. As a result, we must handle only a single MISDO problem to find the best subset of explanatory variables. By contrast, the cutting plane algorithm, in a worst-case situation, must solve an exponential number of MIQO problems, which are NP-hard.
Formulation
A convex quadratic objective function (3.1) is expressed as a linear objective function with a positive semidefinite constraint [33, 34] . We begin by computing a decomposition of the form:
where the square matrix V ∈ R p×p can be created, e.g., by the Cholesky/eigenvalue decomposition. Introducing a scalar decision variable f to be minimized, we rewrite the associated constraint as a positive semidefinite constraint as follows:
where I p is the identity matrix of size p, O is a zero matrix of appropriate size, and A ⪰ B means that A − B is a positive semidefinite matrix. We denote by Diag(x) the diagonal matrix whose diagonal entries are components of vector x. We also denote by A • B the Hadamard product of matrices A and B. The next theorem shows that the condition number constraint (3.3) is expressed as positive semidefinite constraints based on the following matrices: 
Proof. Let q be the number of nonzero elements of z. Without loss of generality, we assume that
Since R(z) is a positive semidefinite matrix whose diagonal entries are all one, it holds that 0 ≤ λ min (R(z)) ≤ 1 ≤ λ max (R(z)). It then follows from the definition (2.3) that cond(R(z)) ≤ κ is equivalent to
This also implies that 1/κ ≤ λ max (R(z))/κ ≤ λ min (R(z)). Therefore, it is necessary to consider only λ min (R(z)) ∈ [1/κ, 1]. Using a positive semidefinite constraint for minimizing the maximal eigenvalue [33, 34] , the condition number constraint can be converted as follows:
To linearize the bilinear term zz ⊤ in constraint (4.1), we introduce a symmetric matrix of decision variables:
It is known that when z ∈ {0, 1} p , w jℓ = z j z ℓ can be rewritten by means of its convex and concave envelopes as follows [2, 26] :
Consequently, the subset selection problem is cast into an MISDO problem,
subject to
Normal-equation-based constraints
MISDO problems can be handled by a branch-and-bound procedure, but it involves solving a large number of relaxed semidefinite optimization problems. To improve computational efficiency, we consider including the normal equations (2.2) as the constraints of the MISDO problem. More precisely, when the jth explanatory variable is selected, the jth normal equation is placed as follows: 
According to z * , we partition X and a * as follows:
Because (a * , z * ) is an optimal solution to problem (3.1)-(3.4), we have a * 2 = 0. Moreover, a * 1 minimizes RSS (2.1); that is, the following holds for a * 1 and the associated normal equation:
Now we define s * as follows:
) .
It then follows that
X ⊤ Xa * + s * = ( X ⊤ 1 X 1 a * 1 X ⊤ 2 X 1 a * 1 ) + ( 0 X ⊤ 2 y − X ⊤ 2 X 1 a * 1 ) = ( X ⊤ 1 y X ⊤ 2 y ) = X ⊤ y, z * j = 1 ⇒ s * j = 0 (j = 1, 2, .
. . , p).

Computational Results
In this section, we assess the computational performance of our mixed integer optimization approaches to best subset selection for eliminating multicollinearity. We downloaded six datasets for regression analysis from the UCI Machine Learning Repository [23] . Tables 1 lists the instances used for computational experiments, where n and p are the number of samples and number of candidate explanatory variables, respectively. In the SolarFlareC instance, C-class flares production was employed as an explained variable. In the ForestFires instance, interaction terms were created from the variables of the x-axis and y-axis spatial coordinates. Each categorical variable was transformed into one or more dummy variables. All explanatory and explained variables were standardized to a mean of zero and standard deviation of one as mentioned in Section 2.1. Samples containing missing values and redundant variables having the same value in all samples were eliminated.
Computational performance of cutting plane algorithms
We first compare the computational performance of the cutting plane algorithms with that of conventional local search algorithms for subset selection. The algorithms used in the comparison are listed below: FwS Forward selection method: Starts with S = ∅ and iteratively adds the variable j (i.e., S ← S ∪ {j}) that leads to the largest decrease in RSS (2.1); this operation is repeated while cond(R S ) ≤ κ is satisfied. .9) strengthened by means of the backward elimination method. These computations were performed on a Linux computer with an Intel Xeon W3520 CPU (2.66 GHz) and 12 GB memory. The algorithms FwS and BwE were implemented in MATLAB R2013a (http://www.mathworks.com/products/matlab/); the algorithms CPA and CPA BwE were implemented in Python 2.7.3, with Gurobi Optimizer 5.6.0 (http:// www.gurobi.com) used to solve relaxed MIQO problems (3.6) and (3.7). Here the logical implications (3.2) were incorporated in the form of SOS1 constraints, which imply that at most one element in the set can have a nonzero value. Specifically, the SOS1 constraint is imposed on {1 − z j , a j } (j = 1, 2, . . . , p) with the SOS type 1 function implemented in Gurobi Optimizer. Therefore, if z j = 0, then 1 − z j has a nonzero value and a j must be zero from the SOS1 constraints. Chatterjee and Hadi [7] mention that when the value of the condition number exceeds 225, the deleterious effects of multicollinearity in the data become strong. Hence, the upper bound on the condition number was set as κ = 100 or 225. Tables 2 and 3 show the computational results obtained using the four algorithms with κ = 100 and 225, respectively. The column labeled "R 2 " shows the value of the coefficient of determination of a subset regression model built by each method, i.e.,
Note here that the largest R 2 values for each instance are indicated in bold. The column labeled "Cond" shows the condition number of the correlation submatrix R S , and the column labeled "|S|" shows the number of selected explanatory variables. The column labeled "#Iter" shows the number of iterations in the cutting plane algorithms. The column labeled "Time (s)" shows the computation time in seconds. Note that the computation of the cutting plane algorithm was terminated if it did not finish by itself within 10000 s. In such cases, the best feasible solution obtained within 10000 s was used as the result and "N/A" means that no feasible solution was found.
We can see from Tables 2 and 3 that the local search algorithms FwS and BwE finished their computations within 2 s for all the instances. Their obtained solutions were, however, frequently inferior to those of the cutting plane algorithms, especially when κ = 100 (see Table 2 ); for the BreastCancer instance, CPA BwE gave an R 2 value of 0.29040, whereas FwS and BwE gave R 2 values of 0.27580 and 0.26572, respectively. We can also see that the computation finished much faster for CPA BwE than for CPA. The main reason for this is that the number of iterations required for CPA BwE was significantly reduced by the strengthened cut (3.9). Indeed, in the case of SolarFlareC in Table 2 , CPA arrived at an optimal solution in 1246.97 s after 4209 iterations, whereas CPA BwE terminated with an optimal solution in 84.59 s after 331 iterations.
Note that when the computation is terminated due to the time limit of 10000 s, CPA does not provide a feasible solution because it is found only at the end of the algorithm. In contrast, CPA BwE can find a feasible solution of good quality in the early stage of the algorithm by means of the backward elimination method. For this reason, CPA BwE always provided the best solution among the four methods for all the instances in Tables 2 and 3 .
Computational performance of MISDO approaches
Next we evaluate the computational performance of the following MISDO approaches: Here the logical implications (4.11) were represented by means of the big-M method,
where M was set to 1000 in all instances of our experiments. Similarly, the implications (4.5) were represented with the big-M method,
However, we had difficulty in finding a unified value of M for constraints (5.2) such that MISDO computation was not aborted due to numerical instability. Hence, we tuned the values of M through preliminary experiments as shown in Table 4 . These computations were performed on a Linux computer with an Intel Core2 Quad CPU (2.66 GHz) and 4 GB memory. MISDO problems were solved by using SCIP-SDP-2.0.0 [13] (http://www.opt.tu-darmstadt.de/scipsdp/) combined with SCIP 3.2.0 [1] (http:// scip.zib.de/) and SDPA 7.3.8 [37] (http://sdpa.sourceforge.net/). The computation for solving the MISDO problem was terminated if it did not finish by itself within 10000 s. In this case, the best feasible solution obtained within 10000 s was taken as the result. Tables 5 and 6 show the computational results of solving MISDO problems with κ = 100 and 225, respectively. The results for only the small-sized instances Servo and AutoMPG are shown in the tables because many of the large-scale MISDO problems could not be solved because of numerical instability * (i.e., violation of Slater's condition). Tables 5 and 6 show that all the MISDO problems for Servo were solved within 61 s, and they were solved faster when κ = 225 than when κ = 100. Moreover, the normal-equationbased constraints worked effectively in speeding up the computations. For instance, in Table 5 the computation time of the MISDO formulation was reduced from 60.19 s to 17.74 s by incorporating the normal-equation-based constraints into the problem.
In the case of AutoMPG, only the computations of MISDO NE finished within 10000 s for both κ = 100 and 225. Furthermore, MISDO NE attained the largest R 2 value for every instance in Tables 5 and 6 . These results demonstrate the effectiveness of the normalequation-based constraints in the MISDO formulation for best subset selection to eliminate multicollinearity.
On the other hand, it is also the case that the computational performance of the MISDO approaches was much lower than that of the cutting plane algorithms. For instance in the case of AutoMPG with κ = 225, MISDO NE took 336.14 s to solve the problem, but CPA BwE required only 1.76 s to solve the same problem as shown in Table 3 . These results * Using SCIP-SDP 2.1.0 instead of 2.0.0 and softening feasibility tolerances of SCIP and SCIP-SDP solvers (feastol and sdpsolverfeastol, respectively) from 10 −6 (default) to 10 −4 could resolve numerical issues, but it missed true optimal solutions to some of the instances. Hence, we used SCIP-SDP 2.0.0 with its default parameters.
imply that our MISDO approach was not effective for the subset selection problem at the current moment; however, since the computational performance of MISDO algorithms is being improved, our MISDO formulation will work better in the future.
Conclusions
This paper addressed selection of the best subset of explanatory variables subject to an upper bound on the condition number for eliminating multicollinearity from linear regression models. To this end, we first developed a cutting plane algorithm in which valid inequalities for approximating the condition number constraint are iteratively added to the relaxed MIQO problem. We also devised an MISDO formulation for subset selection by transforming the condition number constraint into positive semidefinite constraints.
One contribution of this research is the establishment of a high-performance cutting plane algorithm. In particular, our algorithm strengthens valid inequalities by effectively using backward elimination and thus reduces the number of MIQO problems to be solved. A second contribution is a novel computational framework for eliminating multicollinearity based on MISDO formulation. This framework reformulates the subset selection problem as a single MISDO problem.
We found that our cutting plane algorithm frequently provided a better subset of variables than did the common local search algorithms. This finding demonstrates the effectiveness of the MIO approach in eliminating multicollinearity from a linear regression model. One limitation is that our MISDO formulation could be applied to only small-sized instances (e.g., p ≤ 26); however, numerical techniques for solving MISDO problems are still in an early phase of development. This paper provides a new statistical application of MISDO formulation, and we hope that it will stimulate further research on numerical solutions for MISDO problems.
A future direction of study will be to use other indicators for detecting multicollinearity. For instance, the authors of this paper recently proposed MIQO formulations for best subset selection under the upper bound constraints on the variance inflation factor [31] . It is also possible in a cutting plane algorithm to check for the presence of multicollinearity by using the variance inflation factor.
