In this article we focus on the channel decoding problem in presence of a-priori information. In particular, assuming that the a-priori information reliability is not perfectly estimated at the receiver, we derive a novel analytical framework for evaluating the decoder's performance. It is derived the important result that a "good code", i.e., a code which allows to fully exploit the potential benefit of a-priori information, must associate information sequences with high Hamming distances to codewords with low Hamming distances. Basing on the proposed analysis, we analyze the performance of random codes and turbo codes.
I. INTRODUCTION
I N most digital applications source and channel coding are treated as separate schemes, and the common approach of channel coding is to consider source encoded streams as statistically independent streams. However, in several situations it is not possible, or not convenient, to let source coding eliminating all intrinsic data redundancy. In this cases, the decoder can exploit such a residual (or total) redundancy in its effort of combating noise by performing joint source-channel decoding (JSCD). A viable way of performing JSCD is to present redundancy of information sources as bit level a-priori information (API) at the input of channel decoder/demodulator, so that iterative schemes can be easily derived where at each iteration API can be easily enclosed in the decoder without substantially increasing the receiver complexity [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] . Another field where JSCD is gaining its momentum is the transmission of detected signals observed at different nodes in Wireless Sensor Networks (WSNs) [9] . In this context, several papers have proposed JSCD schemes where the correlation between sources is exploited at the joint decoder by means of API, making the overall performance approach the theoretical limits [10] , [11] , [12] , [13] , [14] . Although great attention has been given to these topics in recent literature, the problem of designing good codes in presence of API has not been addressed so far. This is because it is generally assumed that good codes in the classical case (no API) are still good in presence of API. In an attempt to fill this lack, in this paper we derive some useful bounds for the bit error probability which establish that the performance depends not only on codewords' distances, as in traditional decoding, but also on information data distances. The proposed analysis allows to give an insight into the design of good codes, i.e., channel codes which permit to take the best advantage from exploiting API at the decoder.
II. PAIRWISE ERROR PROBABILITY EVALUATION
We consider an i.i.d binary source signal x of length k which is channel encoded with rate r = k/n and denote by c the binary coded signal of length n. We assume that a side-informationx i = 0/1 about the message x is available at the decoder and we denote by ρ the side-information reliability, i.e., ρ = Pr (x i = x i ). Let us introduce the a-priori log-likelihood terms L(x i ) = ln Pr(x i =0)
Pr(x i =1) (ln represents the natural logarithm). Given these notations, it is easy to derive L(
Of course, in order to fruitfully exploit the side information, the channel decoder must generate an estimate of the reliability ρ. This can be easily obtained by evaluating the number of zeros of the XOR between the received sequences. In the following, we assume that an estimationρ is available at the decoder. Accordingly, we introduceL(x) = ln ρ 1−ρ . Let us denote by y(x) the transmitted signal and assume a binary antipodal modulation scheme, so that y(x) = −2c(x) + 1. Eventually, assuming an AWGN channel model, we can express the received signal z as:
where η i are Gaussian random noise terms with zero mean and variance N 0 and ξ b is the energy per bit. Denoting byx the side information at the decoder, the MAP decoding rule can be expressed as:
By using the Bayes' rule and neglecting any constant term (i.e., the terms which do not depend on x), it is now straightforward to get from (2) the equivalent decoding rule:
Using the AWGN assumption and substituting for z the expression given in (1) it is easy to derive:
Let us now denote by x t the transmitted information signal, and by x e = x t the estimated sequence. Moreover, let denote by y e = y t the corresponding codewords. The pairwise error 1536-1276/09$25.00 c 2009 IEEE probability conditioned tox can be defined as the probability that the metric (4) evaluated for y = y e and x = x e is higher than that evaluated for y = y t and x = x t . Such a probability can be expressed as:
Substituting for z in (5) the expression given in (1), it is straightforward to obtain:
is the Hamming distance between c t and c e and er f c is the complementary error function.
To elaborate, we get from the hypothesis that x is an i.i.d. sequence:
is the bit-wise XOR operator. By exploiting the APIx i and its estimated reliabilityρ, the i-th term in (7) can be further elaborated as:
whereε i,t andε i,e are the NOT version of ε i,t and ε i,e , respectively. Hence, denoting by U (x t , x e ) the set of indexes such as
x e ), we can write:
For the sake of notation clarity, we assume without loss of generality that U (x t , x e ) is the set {0, 1,...,w − 1}, w being the cardinality of U (x t , x e ), i.e., w = D (x t , x e ) is the Hamming distance between x t and x e . Hence, we can write from (8) and (9):
Denoting for the sake of simplicity ε i,t = ε i , remembering that
now straightforward to rewrite (6) as:
It can be observed from (11) that, if we condition tow, the pairwise error probability depends on d and w rather than on the whole transmitted and estimated sequences x t and x e . It is then possible to write:
Note that, according to the correlation model, ε i are i.i.d binary random term with Pr {ε i = 0} = ρ and Pr {ε i = 1} = 1 − ρ. Hence,w is binomially distributed with parameters w and 1 − ρ, and the pairwise error probability can be eventually derived as:
The above expression is quite messy to manipulate. A significant simplification occurs if we consider the following bound:
which is a tight lower bound for rdγ b >> |L(x)(w − 2w) | , i.e., when the error probability is mainly determined by the codewords' distance rather than by the beneficial effect of API.
In this case, we get:
To get the desirable simplification, consider now the Chernoff-Rubin bound for the er f c function, i.e.:
Accordingly, we can write: (17) which yields:
Since eL (x)/2 = ρ 1−ρ , if we introduce the term:
it is straightforward to get from (18):
The above expressions allows to separate the influence of signal to noise ratio and codewords distance d (first part) from the effect of API (second part). Hence, it gives rise to interesting considerations about the properties of good channel codes in presence of API. As in traditional codes' design, a good code must be characterized by a high minimum Hamming distance d. Moreover, in order to fully exploit the benefits of API, the code structure should allow to associate codewords with low distances d to information sequences with high distances w. Of course, for linear encoding this corresponds to associate low weight codewords to high weight information sequences. To further elaborate, let us rewrite (20) as:
and let us observe that for reasonable ρ estimates, i.e., ρ ∼ =ρ, we get A < 1. Hence, denoting by α = ln 1 A 1 rγ b , a rule of the thumb for designing good codes is that of maximizing the minimum d + wα (with α > 0). Of course, a rigorous analysis should consider the trade-off between diminishing the pairwise error probability from one side and increasing the number of bits in errors w from the other side.
III. CODED COMMUNICATION SCHEMES

A. Random Selection Of Codes
In an attempt to derive a general framework for the evaluation of the impact of API in the performance of coded signals, we now consider random selection of codes and we evaluate a bound on the average bit error probability. In the proposed approach we extend the considerations made in [15] , Section 7-2, to the case of a priori information at the receiver. In particular, denoting by M = 2 k , we consider the ensemble of (2 n ) M distinct ways in which we can select M binary codewords from the available 2 n words of length n. Each code selection leads to a different communication system which is characterized by its probability of error. As done in [15] we assume that the choice of M codewords is based on random selection. In particular, in [15] it is derived an upper bound on the expected pairwise error probability for a given Hamming distance d as:
where the average is evaluated over the ensemble of (2 n ) M codes. Let now consider the upper bound derived in (20) for the pairwise error probability in presence of API. It is worth noting that in this case the pairwise error probability depends on d and w, whereas in absence of API it depends only on d. Moreover, since the code selection is random, d and w are binomial independent random discrete variables. Hence, averaging over the ensemble of (2 n ) M codes we get in this case:
where A is defined in (19) . From the above, it is then straightforward to derive:
Eventually, since the average pairwise error probability is independent of d and w we can easily obtain an union bound on the average bit error probability by considering the sum of all the M − 1 possible error events, i.e.:
This result can be expressed in a more convenient form by introducing the terms R 1 = log 2 2 1+e −rγ b and η = log 2 2 1+A . Accordingly, since M = 2 k and r = k/n, (25) becomes:
We have thus obtained a similar expression for the average bit error probability as that in [15] , with the introduction of the term η which takes into account the effect of API. Hence, introducing the cutoff rate R 0 = R 1 1−η we conclude that when r < R 0 the average bit error probability P e,b → 0 as the code length n → ∞, i.e., there exist "good" codes that have a probability of error which goes to zero. In order to derive a measure of the performance gain which can be obtained by API, we introduce the term γ b,t as the minimum γ b which ensures the presence of a good codes for a given transmission rate r. It is straightforward to derive from the above:
The signal-to-noise-ratio gain due to API for a given r can be evaluated in this case as:
B. Turbo codes
We analyze in this subsection the performance of parallel concatenated codes (turbo codes [16] , [17] ) in presence of API at the decoder. As it is well known, the trick in turbo coding is to "statistically" break low weight codewords by means of random interleaving, so that the performance of the decoder in the region of low SNRs is mainly driven by high weights codewords (which occur with much higher probability than low weights codewords). On the other hand, since constituent codes are convolutional codes, high weights codewords are likely characterized by high information weight (i.e., high w values). Hence, in the low SNR region, we expect that turbo codes allow to take great advantage of exploiting API at the receiver. On the contrary, the performance of Turbo codes at high SNRs is mainly dominated by low distance codewords [18] , which yields a change in the slope of BER curves, thus introducing a BER error floor. Since low distance codewords are also characterized by small w, we expect that in the error floor region the gain which can be obtained by exploiting API is small. To elaborate, let us consider a two-code turbo code with identical constituent convolutional encoders. As far as the interleaving scheme, we consider the S-random interleaving described in [16] , which allows to avoid short cycle events, i.e., two bits which are close to each other both before and after interleaving. Computer simulations of a two-code turbo code system with a specific S-random interleaver derived by applying the S-random algorithm have then been carried out. The constituent codes are r = 1/2 recursive convolutional codes with constraint length K = 4, G (2) 
The overall rate of the turbo code is r = 1/3 which is increased to r = 1/2 via classical puncturing technique which enables to select the coded bits alternatively from the two encoders. The algorithm used by the two convolutional decoders at the receiver is based on the MAP BCJR scheme [19] , which allows the inclusion of API in the form of LLRs of the input data. Fig. 1 show the BER versus γ b for the turbo codes (TC) introduced above. The frame size k of the information sequence (i.e., the interleaving size) is set to k = 1000 bits and the maximum number of iterations of turbo decoding is set to 10. Performance curves are shown for the case of no API, i.e., ρ = 0.5, and API with ρ = 0.9 and perfect estimation, Fig. 1 . P e versus γ b for TC with L = 1000: comparisons between no a-apriori (ρ = 0.5) and a-priori with ρ = ρ est. = 0.9.
i.e., ρ =ρ. We also show the theoretical curves which refer to the performance analysis in the error floor region. Such an analysis can be provided by following the WSE method proposed in [20] , where an union bound of the bit error probability without API is calculated as the partial sum of the dominant pairwise error probabilities terms (corresponding to small code weights). For our purposes, API can be easily included in this union bound by evaluating the pairwise error probabilities according to (13) . Theoretical curves for the Srandom case are denoted in Fig. 1 by P (1) e f , for theρ = 0.5 case, and P (2) e f , for theρ = ρ = 0.9 case. Several comments can be drawn by the curves shown in Fig.  1 . First of all note that for BER ≥ 10 −4 the presence of API yields a performance gain higher than 1.6 dB. A similar gain is still achieved for P e,r = 10 −5 . This good result is due to the fact that error events which mainly occur in this BER region are characterized by high w values and, hence, exploiting API is effective. Instead, as expected, in the error floor region the curves for ρ = 0.5 and ρ =ρ = 0.9 get closer since in this case the performance behavior is determined by low w error events. It is also worth noting that the error floor fittings are very close to simulation results, thus confirming the validity of the proposed analysis.
As final remark we can state that, since the constituent codes of turbo codes are convolutional codes, the possibility of avoiding small w codewords is fully demanded to the possibility of the interleaver to break small weight input data sequences. Hence, even if the design of optimal interleavers in presence of API is out of the scope of this work, we can conclude that good interleaver for the classical case (no API) are still good in presence of API. A question which arises from previous comments is wether turbo codes allow to approach the performance gain ΔP which has been derived in the previous sub-section for infinite length random codes. Of course the performance gain depends in general on the target BER P e,r that can be accepted. If we consider P e,r = 10 −5 we see from Fig. 1 that such a BER is quite close to the error floor region. To increase the ΔP for such a BER is then necessary to lower the error floor region, i.e., to decrease the probability of the occurrence of low w error events. As it is well known from the literature [17] this can be easily obtained by increasing the frame size k. Accordingly, we have run computer simulations for different k values. Results are summarized in Fig. 2 where ΔP versus ρ for P e,r = 10 −5 is shown for ρ = 0.7 (Fig. 2 (a) ), ρ = 0.9 ( Fig. 2 (b) ) and for k = 100, k = 1000, and k = 100000. For comparison purposes, we also show ΔP of random codes (RC) with k = ∞ obtained through equation (28). Note that as k increases up to 100000, the performance gain due to API of TCs approach the theoretical gain of infinite length RCs. Of course this is true for P e,r = 10 −5 while, for the considerations drawn before, it could not be true anymore for a lower BER target. It is also worth noting that the theoretical analysis for RCs gives an accurate bound of the allowable gains that can be obtained by exploiting API at the receiver even in presence of estimation errors.
IV. CONCLUSIONS
We have derived a novel analysis for evaluating decoding performance in presence of a-priori information with imperfect correlation estimation. According to this analysis, it is shown that the performance depends not only on the codewords' distances, as in traditional decoding, but also on the information data distances. We have then shown that turbo codes allows to approach the performance of infinite length random codes.
