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Abstract
To solve the time-dependent wave equation in an in3nite two (three) dimensional domain a circular (spherical) arti3cial
boundary is introduced to restrict the computational domain. To determine the nonre#ecting boundary we solve the exterior
Dirichlet problem which involves the inverse Fourier transform. The truncation of the continued fraction representation
of the ratio of Hankel function, that appear in the inverse Fourier transform, provides a stable and numerically accurate
approximation. Consequently, there is a sequence of boundary conditions in both two and three dimensions that are new.
Furthermore, only the 3rst derivatives in space and time appear and the coe6cients are updated in a simple way from the
previous time step. The accuracy of the boundary conditions is illustrated using a point source and the 3nite di7erence
solution to a Dirichlet problem. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
We consider the time-dependent wave equation in two and three dimensions where the domain
is unbounded. To solve this problem numerically using 3nite di7erence or 3nite element methods,
we limit the computational domain to a 3nite region by introducing an arti3cial boundary. We seek
a boundary condition on the arti3cial boundary such that the solution of the problem in the 3nite
region coincides with the solution of the original problem. As shown in Fig. 1, the computational
domain is denoted by  where  is bounded internally by  and externally by B. The arti3cial
boundary B is a circle or a sphere of radius R in two or three dimensions, respectively.
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Fig. 1. Sketch of the computation domain  with an inner boundary  and the arti3cial boundary B.
Our approach works well for problems in acoustic scattering of the following type. Let U (x; t)
be a solution of the initial value problem
Utt −∇2U = G(x; t; U;∇U ); (1)
U (x; 0) = U 0(x); Ut(x; 0) = U 1(x): (2)
The function U or the normal derivative are given on segments of the scatterer boundary =h∪g
as
U = h(x) on h; Un = g(x) on g; (3)
where n refers to the normal derivative. Also for x external to the boundary B we assume
G = 0; U 0 = U 1 = 0: (4)
Our objective is to derive an appropriate boundary condition on B. From the exterior Dirichlet
solution in the region exterior to B, Keller and Givoli [7] derived the exact nonre#ecting bound-
ary condition for the two and three dimensional Helmholtz equation which satis3es the radiation
(Sommerfeld) condition at in3nity. The inverse Fourier transform of this solution of the Helmholtz
equation provides the nonre#ecting boundary condition for the wave equation. In order to simplify
this boundary condition we use the continued fraction expansion for the ratio of Hankel functions
that occur.
For a general reference to the numerical solution of partial di7erential equation in unbounded
domains, we refer to Tsynkov [9]. Grote and Keller [6,5] consider the initial boundary value problem
(1)–(4) for the wave equation in three space dimensions. They derive the nonre#ecting boundary
condition and they illustrate the numerical accuracy of these boundary conditions. An alternate
approach is used in Patlashenko and Givoli [8] for the wave equation in two dimensions. Here the
wave equation is discretized in time and the resulting nonre#ecting boundary condition for the elliptic
boundary value problem is given. In addition, they determine optimal local boundary conditions.
In Section 2, we review the nonre#ecting boundary conditions of Keller and Givoli [7] for the two
and three dimensional Helmholtz problem. Then the derivation of the exact boundary condition for
the time-dependent wave equation is outlined in Section 3 and, in Section 4, we derive approximate
U.E. Aladl et al. / Journal of Computational and Applied Mathematics 138 (2002) 309–323 311
boundary conditions for the wave equation. The model problem that we use to test our boundary
conditions is presented in Section 5. In Section 6, we illustrate the accuracy of the nonre#ecting
boundary condition for the three dimensional wave equation. In Section 7, the accuracy of the
boundary condition in two dimensions is illustrated using the 3nite di7erence method. Our boundary
conditions are very accurate. Moreover, the boundary conditions remain stable for large time t.
2. Helmholtz equation
Let u(x; k) be the Fourier transform of the solution U (x; t) of the boundary value problem
(1)–(4) with the computational domain restricted to a circle or sphere of radius R. Then
u(x; k) =
∫ ∞
0
U (x; t)eikt dt (5)
where u(x; k) satis3es the Helmholtz equation
∇2u+ k2u= 0; ||x||¿R (6)
and the Sommerfeld condition
lim
r→∞r
(d−1)=2(ur − iku) = 0; r = ||x|| (7)
where d is the spatial dimension. From the Dirichlet solution in the external domain, Keller and
Givoli derived an exact boundary condition
ur =−Mu; ||x||= R: (8)
Here ur is the outward normal derivative and M is an operator called The Dirichlet to Neumann
(DtN) map, since it relates the Dirichlet datum u to the Neumann datum ur on the boundary ||x||=R.
In two dimensions, the solution of Helmholtz problem (6)–(7) in the external domain in polar
coordinates is
u(x; k) =
1

∞∑
n=0
′ H (1)n (kr)
H (1)n (kR)
∫ 2
0
cos(n(− ′))u(x′; k) d′; (9)
where H (1)n (z) is the Hankel function of the 3rst kind of order n; x = (r; ), and x′ = (R; ′). The
prime on the summation symbol indicates that the n = 0 term is multiplied by a factor of 12 . The
exact boundary condition is
ur(x; k) =
1

∞∑
n=0
′
k
H (1)
′
n (kR)
H (1)n (kR)
∫ 2
0
cos(n(− ′))u(x′; k) d′: (10)
In three dimensions, we simplify the solution and the boundary condition (33)–(37) in [7] by using
the addition theorem
Pn(cos  ) =
n∑
j=0
′
2
(n− j)!
(n+ j)!
Pjn(cos)P
j
n(cos
′) cos j(− ′); (11)
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where  (x; x′) is the angle between the rays from the origin to the points x = (r; ; ) and x′ =
(R; ′; ′), and
cos  = sin′sin cos(− ′) + cos′ cos:
Using (11) and (33) in [7], we can write the solution of the exterior Dirichlet problem for x=(r; ; ),
r ¿ R, as
u(x; k) =
√
R=r
4R2
∞∑
n=0
(2n+ 1)
H (1)n+1=2(kr)
H (1)n+1=2(kR)
∫
B
Pn(cos  )u(x′; k) dB′: (12)
Here dB′ = R2 sin′d′ d′ and Pjn is the associated Legendre function of the 3rst kind. Also, the
boundary condition (34)–(37) in [7] becomes
ur(x; k) =
∞∑
n=0
(2n+ 1)
4R2
n
∫
B
Pn(cos  )u(x′; k) dB′ (13)
where
n =
(@=@R)[R−1=2H (1)n+1=2(kR)]
R−1=2H (1)n+1=2(kR)
: (14)
3. Wave equation
To convert the nonre#ecting boundary conditions (10) and (13) of the Helmholtz equation to
those of the time-dependent wave equation, we express (10) and (13) in an alternative form and
then we use the inverse Fourier transform
U (x; t) =
1
2
∫ ∞
−∞
u(x; k)e−ikt dk: (15)
In the boundary conditions (10) and (13) the Hankel function is de3ned by [3],
H (1)n+(d−2)=2(z) =
√
2
z
ei(z−a=2)F
(
a; b;
1
2iz
)
; (16)
where d is the spatial dimension and
a= n+
d
2
− 1
2
; b= 1− a: (17)
F(a; b;w) is the generalized hypergeometric function 2F0(a; b;w) which is de3ned by
F(a; b;w) =
1
(a)
∫ ∞
0
e−!!a−1 d!
(1− w!)b :
Let z = kR then from (16) with d= 2 we have
k
H (1)
′
n (kR)
H (1)n (kR)
= k
Fk
RF
+ k
(
i− 1
2kR
)
: (18)
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Substituting this equation into (10) and using (9) with r = R, the exact boundary condition for the
Helmholtz equation in two dimensions is
@
@r
(
√
ru)− ik√ru= 1

√
R
∞∑
n=0
′ ∫ 2
0
k
Fk
F
cos(n(− ′))u(x′; k) d′: (19)
Similarly, if d= 3 we have
(@=@R)[R−1=2H (1)n+1=2(kR)]
R−1=2H (1)n+1=2(kR)
= k
Fk
RF
+ k
(
i− 1
kR
)
: (20)
Thus, from (12) and (13), the exact boundary condition for Helmholtz equation in three dimensions
is
@
@r
(ru)− ik(ru) =
∞∑
n=0
(2n+ 1)
4R2
k
Fk
F
∫
B
Pn(cos  )u(x′; k) dB′: (21)
(See [2] for another form.) Applying the inverse Fourier transform to (19) and (21), we readily
obtain the following results.
Theorem 1. The exact boundary condition for the wave equation on the arti6cial boundary ||x||=R
has the following form:
(i) In two dimensions,(
@
@r
+
@
@t
)
(
√
rU ) =
1

√
R
∞∑
n=0
′ ∫ 2
0
cos(n(− ′))In(x′; t) d′: (22)
(ii) In three dimensions,(
@
@r
+
@
@t
)
(rU ) =
∞∑
n=1
(2n+ 1)
4R2
∫
B
Pn(cos  )In(x′; t) dB′: (23)
In (22) and (23); where w = 1=(2iz) and z = Rk,
In(x′; t) =
1
2
∫ ∞
−∞
k
Fk(a; b;w)
F(a; b;w)
e−iktu(x′; k) dk: (24)
4. Continued fraction approximation
In this section kFk=F in (24) is represented in terms of a continued fraction, and the Euler method
is used to express the truncated continued fraction as a rational function in w. Let kFk=F =−Gn(w)
where
Gn(w) =
w@=F(a; b;w)@w
F(a; b;w)
: (25)
Since the derivative of hypergeometric function F with respect to the argument w is
@F
@w
= abF(a+ 1; b+ 1;w)
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and F(a+ 1; b+ 1;w) = [F(a; b+ 1;w)− F(a; b;w)]=aw; (25) now becomes
Gn(w) =−b+ bF(a; b+ 1;w)F(a; b;w) : (26)
In continued fraction form we can write
F(a; b+ 1;w)
F(a; b;w)
=
1
1− aw
1− (b+ 1)w
1− (a+ 1)w
1− (b+ 2)w
1− (a+ 2)w
1− · · ·
: (27)
The continued fraction (27) converges for all w except 06 w¡∞ (see [1]).
Let us de3ne
 l =
(b+ l)w
1− ((a+ l)w)=(1−  l+1) ;
then
 l = (b+ l)w +
(a+ l)(b+ l)w2
1− (a+ l)w −  l+1 : (28)
Now we can write (26) as
Gn(w) =−b+ b1− aw=(1−  1)
which becomes
Gn(w) = (abw)
1
1− aw −  1 : (29)
Using (28), and replacing the sum a+ b by 1, then we have
Gn(w) =
c1w
(1− 2w)− c2w
2
(1− 4w)− c3w
2
(1− 6w)− · · ·
; (30)
where cl = (a + l − 1)(b + l − 1). To approximate Gn(w), we truncate the continued fraction by
setting cm+1 = 0. Then, from the Euler method, we can write the 3rst m terms of (30) as
Gn(w) ≈ Am(z)Bm(z) : (31)
In the three dimensional case, cn+1 = 0 so that Gn(w) = An=Bn. The polynomials Al and Bl of order
l in w are generated from
Al = blAl−1 + alAl−2; Bl = blBl−1 + alBl−2; l¿ 2; (32)
where the coe6cients are bl = 1− 2lw, al =−clw2 and A0 = 0, A1 = c1w, B0 = 1, B1 = b1. Thus
k
Fk
F
=−Gn(w) ≈ −Am(Rk)Bm(Rk) :
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Fig. 2. The zeros of the polynomial zmBm(z). (a) Two dimensional case with (n; m) equal to (6; 6) and (10; 15), (b) Three
dimensional case where n= 15 and m= 5; 15.
Therefore, In in (24) is approximated by
Inm =
−1
2
∫ ∞
−∞
Am
Bm
e−iktu dk: (33)
Let znj (j=1; : : : ; m) be the zeros of the polynomial zmBm(z). From Fig. 2, we can see that all the roots
are in the lower half plane. The roots are simple and they are symmetric about the imaginary axis.
Roots not on the imaginary axis are distributed on a parabolic-like curve. In the three dimensional
case, for m¿n, Bm = Bn, and for m 6 n there are m roots. In the two dimensional case, when
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m¿n and n is even, we have m − n pure imaginary roots, if n is odd we have m − n + 1 pure
imaginary roots. There is only one imaginary root when m 6 n and n is odd, and no imaginary
roots when n is even.
Since
F−1
[
Am
Bm
]
=
m∑
j=1
(−i
R
)
Am(znj)
B′m(znj)
e−iznjt=R (34)
then, using the convolution theorem, (33) becomes
Inm(x′; t) =
m∑
j=1
Inmj(x′; t); (35)
where
Inmj(x′; t) =
(
i
R
)
Am(znj)
B′m(znj)
∫ t
0
e−iznj(t−t
′)=RU (x′; t′) dt′: (36)
Note that in three dimensions for m = n, In is equal to Inn so that the boundary condition (23) in
this case is exact and corresponds to the boundary condition derived by Grote and Keller [6,5].
Although Inmj involves an integral of U for all times less than t, any numerical approximation of
the boundary condition does not require that, at each time step, we sum U over all previous time
steps. To show this, we note that
dInmj
dt
=−iznj
R
Inmj +
i
R
Am(znj)
B′m(znj)
U (x′; t); Inmj(x′; 0) = 0: (37)
Thus, we can compute Inmj at time t +Ot given U and Inmj at earlier times. Note that the zeros of
Bm(z) and the coe6cients Am=B′m in (37) are generated with Maple package and stored for use.
5. Model problem
To study the accuracy and the properties of the boundary condition, we consider a model problem
for the time-dependent wave equation
Wtt −2W = f(t)+(x− xs); (38)
W =Wt = 0; at t = 0; (39)
where + is the two or three dimensional delta function. The source point xs is located inside the
circle or sphere of radius R and x is any point on the arti3cial boundary. Let , be the distance
between x and xs. In two dimensions, the solution to the problem (38)–(39) is
W (,; t) =
∫ min(-; t−,)
0
f(t0) dt0
2
√
(t − t0)2 − ,2
H (t − ,) (40)
and f is taken to be
f(t) =
{
t(-− t); 06 t 6 -
0; otherwise:
(41)
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Here - is an arbitrary constant, H (t)=1 if t ¿ 0, and zero otherwise. In three dimensions, the exact
solution to the problem (38)–(39) is
W =
f(t − ,)
4,
H (t − ,); (42)
where f(x) = sin(/x)g(/x), and the function g(x) is de3ned as
g(x) =
{
sin2 (x); 0¡x 6 =2
1; x¿=2
(43)
in order to smooth the solution at t = ,.
6. Normal derivative approximation
In this section, the accuracy of the boundary condition in three dimensions is illustrated by com-
paring the normal derivative on the arti3cial boundary with the normal derivative of the solution
for a point source. Now we take the 3rst N terms in the series of the three dimensions boundary
condition (23) and write the normal derivative as
Ur =−W2R −Wt +
1
R
N∑
n=1
(2n+ 1)
4R2
∫
B
Pn(cos  )Inm(x′; t) dB′; (44)
where we have set U =W in (23). We de3ne the error as
ERROR =max
x∈B
|Wr − Ur|; (45)
where Wr is the exact value from (42), and Ur is the approximated value calculated form (44). This
norm is reasonable since Wr is oscillatory and |Wr|6 1=(2).
We begin our experiments by taking the source at (xs; ys; zs) = (0; 0; 1) and the parameter / = 1.
To examine the e7ect of the number of terms N in (44), we calculate the maximum error for N
from 1 to 14. Fig. 3 shows that the maximum error of the normal derivative for time t =4:5. In all
di7erent times t we tried, the error decreases as more terms of the series are included. To examine
the long time stability, in Fig. 4 we plot the maximum error in calculating the normal derivative Ur
on the arti3cial boundary R = 2 versus the time t. Clearly the boundary condition exhibits a long
time stability.
In Fig. 5, we show the behavior of the boundary condition as we move the arti3cial boundary
away from the source (xs; ys; zs). From the 3gure we see that the normal derivative approximation
becomes more accurate as we take the boundary away from the source. Also, the calculations are
taken at di7erent time t=R; R+1; R+2 starting from t=R to insure that the wave front reaches the
boundary by that time. In Fig. 6, we display the maximum error of the normal derivative Ur on the
arti3cial boundary R= 2 versus the number of zeros m in (33) at time t = 2; 3; 4; 5. Clearly, with a
minimum of 3ve zeros, we reduce the error signi3cantly, and it is pointless to increase the number
of zeros m. In Fig. 7, the maximum error in approximating the normal derivative on the sphere of
radius R= 2, as expected, increases as the frequency / increases. Fig. 8 shows the maximum error
of Ur on boundary R= 2 versus the number of terms N for m= 5; 10; 15 at time t = 4.
We tested the accuracy of the normal derivative approximation for the two dimensional case and
the results are not very di7erent from the three dimensional case. Hence, we do not present these
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Fig. 3. The maximum error (45) of the normal derivative Ur on the boundary R = 2 at time t = 4:5 versus the number
of terms N . The source is at (0; 0; 1), m= 5, and the frequency / = 1.
Fig. 4. The maximum error (45) of the normal derivative Ur versus time t. The radius of the arti3cial boundary is R=2.
The source is at (0; 0; 1), N = 15, m= 15, and the frequency / = 1.
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Fig. 5. The maximum error (45) of the normal derivative Ur on the boundary B versus the radius R at time t=R; R+1; R+2.
The number of zeros in (33) m= 15, N = 15, / = 1, and the source is at (0; 0; 1).
Fig. 6. The maximum error (45) of the normal derivative with di7erent number of zeros m in (33) and time t =2; 3; 4; 5.
The radius of B is R= 2, / = 1, (xs; ys; zs) = (0; 0; 1), and the number of terms N = 15.
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Fig. 7. The maximum error (45) of Ur on boundary R = 2 versus the frequency /. The source is at (0; 0; 1), and time
t = 2.
Fig. 8. The maximum error (45) of Ur on boundary R = 2 versus the number of terms N for m = 5; 10; 15. The source
is at (0; 0; 1), and time t = 4.
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details. In the next section we illustrate the accuracy of the two dimensional boundary condition
using the 3nite di7erence method.
7. Finite di'erence approximation
We use the explicit time stepping method to approximate the solution of the two dimensional
wave equation in polar coordinates. We solve the Dirichlet problem ||x||¿ 1 where U is de3ned
on ||x|| = 1 by the point source (38) where the source is set at (xs; ys) = (0:5; 0) inside the inner
circle. In our numerical experiments, we consider the computational domain ={x : 16 ||x||6 R}
where R is the radius of the arti3cial boundary B. Our regular grid points are labelled as (ri; j; tl),
i = 0; : : : ; nr + 1, j = 0; : : : ; n, l= 0; : : : ; T , where 0 = 0; n = 2, r0 = 1, and rnr = R.
The wave equation (38) is discretized in time and space by the grid points (ri; j; tl) using second
order centered 3nite di7erence. Denoting the numerical solution at the grid point (ri; j; tl) by Uli; j,
we have the following di7erence approximation for the partial di7erential equation
Ul+1i; j = c1U
l
i−1; j + c2U
l
i; j + c3U
l
i+1; j + c4U
l
i; j−1 + c5U
l
i; j+1 − Ul−1i; j ; (46)
where U0; j is given and ci are the usual coe6cients. We note that equation (46) holds for i =
1; : : : ; nr − 1. For i = nr , then Ulnr+1; j which is the value of U at the node outside the arti3cial
boundary appears in the 3nite di7erence equations (46). We eliminate Ulnr+1; j using the boundary
condition (22)
Uli+1; j = U
l
i−1; j −
Or
R
Uli; j + 2
Or√
R
Mlj +
Or
Ot
(Ul−1i; j − Ul+1i; j ) (47)
Mlj =
1

√
R
N∑
n=0
′ ∫ 2
0
cos(n(j − ′))In(x′; tl) d′; (48)
where we take the 3rst N + 1 terms in the sum in (22). The relative error is de3ned as
E(t) =
||W (:; t)− U (:; t)||L2()
||W (:; t)||L2()
; (49)
where U is the approximate solution calculated with 3nite di7erence equation (46) and W is the
exact solution (40). We denote the maximal relative error over the time interval [t0; T ] by
EM = max
t∈[t0 ;T ]
E(t): (50)
In all computations, we keep Ot 3xed and Ot 6 min(Or;O)=
√
2, which is the stability condition
required for explicit 3nite di7erence method [4]. Since the numerical calculations using the normal
derivative (same result as in three dimensions) indicate that it is pointless to increase the number
of zeros m in (33) beyond 5, we take m = 5. In Fig. 9, we plot the numerical solution U of the
time-dependent wave equation in two dimensions on the boundary R=2 and =0 for 06 t 6 10. In
Table 1, we examine the convergence of the numerical solution by determining the error EM as the
grid size decreases. Clearly, the solution converges to the exact solution as the mesh step decreases.
Fig. 10 shows the relative error (50) in calculating the solution U using the 3nite di7erence method
versus the time t. Since the solution U is small as time t becomes large, numerical errors are
beginning to appear in the norm EM.
322 U.E. Aladl et al. / Journal of Computational and Applied Mathematics 138 (2002) 309–323
Fig. 9. The solution of the two dimensional wave equation U on the boundary R = 2 and  = 0 versus the time t. The
source is at (0:5; 0), - = =2, m= 5, N = 15.
Fig. 10. The maximum error of the solution U on the boundary R= 2 versus the time t with dt = 0:01. The source is at
(0:5; 0), - = =2, m= 5, N = 15.
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Table 1
The maximum relative error EM of the numerical solution as the number of grid points increases
for time interval [1; 2]. R= 2
nr × n Ot EM
10× 60 0.0707 0.008285
20× 120 0.0353 0.002689
40× 240 0.0176 0.000967
80× 480 0.0088 0.000364
8. Summary and conclusion
We have presented new boundary conditions for the time-dependent wave equation in two and
three dimensions where the domain is unbounded. The boundary conditions are derived from the exact
nonre#ecting boundary condition for the Helmholtz equation. The truncation of the continued fraction
representation of the ratio of Hankel functions provides a simple, accurate, and stable approximation
for the coe6cients that appear in the boundary conditions. From a computational point of view,
these coe6cients at each time step can be determined easily from previously computed values of
these coe6cients and the solution of the wave equation.
The numerical validation consists of the normal derivative approximation for the three dimensional
wave equation, and the explicit 3nite di7erence method for two dimensional wave equation. The
normal derivative approximation, in which we compare the derivative of the solution from a point
source with the derivative as computed from the boundary conditions, provides an easy way to check
the numerical accuracy of the boundary conditions. We observed that the accuracy of the normal
derivative approximation is consistent with the accuracy using the 3nite di7erence method for the
two dimensional wave equation.
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