Economic dispatch
Economic dispatch is the important component of power system optimization. It is defined as the minimization of the combination of the power generation, which minimizes the total cost while satisfying the power balance relation a . The problem of economic dispatch can be formulated as minimization of the cost function subjected to the equality and inequality constraints b . In power stations, every generator has its input/output curve. It has the fuel input as a function of the power output. But if the ordinates are multiplied by the cost of $/Btu, the result gives the fuel cost per hour as a function of power output (Wallach & Even, 1986) . In the practical cases, the fuel cost of generator i may be represented as a quadratic function of real power generation:
The objective function for the entire power system can then be written as the sum of the quadratic cost model at each generator. This objective function will minimize the total system costs.
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Where F is the total fuel cost of the system, P Gi real power output, ng is the number of generators including the slack bus a i , b i and c i are the cost coefficients of the i-th unit. Constraints 1. Power balance constraints. The total power generation must cover the total demand P ch and the real power loss in the transmission lines P L . Hence 
2. Generation capacity constraints. For stable operation, the generator outputs are restricted by lower and upper limits as follows:
The Harmony Search Algorithms
The HSA is inspired from the musical process of searching for a perfect state of harmony (Greem et al, 2001 ). All Harmony Search versions consider the optimization problem defined as: The optimization process is directed by four parameters (belmadani et al, 2009): www.intechopen.com
Harmony Memory Size (HMS) is the number of solution vectors stored in HM.
2. Harmony Memory Considering Rate (HMCR) is the probability of choosing one value from HM and (1-HMCR) is the probability of randomly choosing one new feasible value. 3. Pitch Adjusting Rate (PAR) is the probability of choosing a neighboring value of that chosen from HM. 4. Distance bandwidth (bw) defines the neighborhood of a value as [ x j ± bw × U(0,1) ].
U(0,1) is a uniform distribution between 0 and 1. Another intuitively important parameter is the Number of Iterations (NI) which is the stop criterion of the three previous versions of HSA. HSA works as follows:
Step 1. Initialize the problem and HSA parameters.
Step 2. Initialize HM by randomly generated (improvised) harmonies.
Step 3. Improvise a new harmony as follows: 
338
The GHSA modifies the pitch adjustment step of the IHSA as follows:
where best is the index of the best harmony in the HM and k ≈ U(1,p). This pitch adjustment is inspired by the concept of swarm intelligence in Particle Swarm Optimization. The position of a particle is influenced by the best position visited by itself and the best particle in the swarm.
Proposed method
The new version of HSA, proposed in this paper, is inspired by the concept of reactive search (Battiti et al, 2007) where parameter tuning, which is usually performed offline by the researcher, becomes an integral part of the search algorithm, ensuring flexibility without human intervention. The "learning" component is implemented as a reactive feedback scheme that uses the past history of the search to increase its efficiency and efficacy.
The new approach, called Fast Harmony Search Algorithm (FHSA), introduces a prohibition step between step 4 and step 5 as shown in figure 1. It consists in defining a permanent prohibition of the search space (bounds adjustment) to prevent the system from going back on its track. The stop criterion becomes:
where is a real number "small enough" and is the precision term.
Since the search space of each variable is reduced then bw must be adjusted in accordance with this reduction. So it becomes:
Where c is an integer, generally taken as a multiple of 10.
Examples
In order to demonstrate the performance of the FHSA, we compare it's results with those of HSA, IHSA and GHSA on these two convex and unimodal functions: De Jong's function: It is also known as sphere model. It is continuous, convex, unimodal and defined as: HSA, IHSA and GHSA were allowed to run for 500,000 iterations with a value of HMS=10 and HMCR=0.95. The other parameters were adjusted to obtain the best possible solution. For FHSA, the new parameters and were set to: We first take a basic case where the space dimension (number of variables P) is set to 30 and the upper bound of each variable is set to 10 3 (figure 2 and figure 6 ). Then we explore the effect of increasing the space dimension ( figure 3 and figure 7 ). Figure 4 and figure 8 represent the effect of increasing the upper bounds (x j max ). Finally the effect of increasing space dimension and upper bounds is shown in figure 5 and figure 9. The lower bound is set for all cases to x j min =0. The results of the optimal solution and computing time are grouped in Table 1 and Table 2 . For FHSA a column is added to represent the Number of Function Evaluations (NFE) needed by the algorithm to satisfy the stop criterion. The computational results are obtained using an Intel Pentium Dual CPU @ 1.80 GHz and TURBO PASCAL compiler.
P=30, x j max =10 3 P=100, x j max =10 3 P=30, x j max =10 6 P=100, x j max =10 6 optimum 5. These results show clearly that FHSA is more stable for higher dimensions and higher search spaces than the three previous versions. Moreover, it performed better than its predecessors in a lower time. The rate of convergence of HSA, IHSA and GHSA is slow, requiring a relatively greater number of function evaluations to obtain the optimal solution than the FHSA. The time for the FHSA decreases slightly because the number of function evaluations is reduced by the reduction of the search space. Moreover, defining a permanent prohibition of the search space contributes to the minimization of the size of HM, so there is no need of a large HMS. 
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We have shown that the reduction of the search space contributes extensively to the effectiveness of the optimization process by Harmony Search. While knowing that Harmony Search Algorithm was originally inspired from the improvisation process of a group of musicians, the so called "reduction of the search space" might be considered as a manifestation of the experience of a performer. Indeed, an experienced player can perceive during a concert that a pitch higher and/or lower than the actual may lead not into good harmony (music). He will, then, decide to avoid playing those pitches. This reality is implemented in FHSA as the reduction of the search space which affects directly the Harmony Memory and its Considering Rate HMCR. The Harmony Memory Considering Rate is a major and dominant parameter in the optimization process by Harmony Search. Its role is to insure that good harmonies (good values of decision variables) are considered as elements of the new solution vectors. If this rate is too low, only few elite harmonies are selected and it may converge too slowly. If this rate is extremely high (near 1), the pitches in the harmony memory are mostly used, and other ones are not explored well, leading not into good solutions. Therefore, typically, HMCR is taken in the interval [0.7, 0.95] (Yang, 2009 ). The central component of the optimization process by Harmony Search is the pitch adjustment which has parameters such as distance bandwidth bw and pitch adjusting rate PAR. As the pitch adjustment in music means changing the frequency, it means generating a slightly different value in the HS algorithm (Geem et al., 2001 ). Pitch adjustment is similar to the mutation operator in genetic algorithms. We can assign a pitch adjusting rate to control the degree of the adjustment. A low pitch adjusting rate with a narrow bandwidth can slow down the convergence of HS because of the limitation in the exploration of only a small subspace of the whole search space. On the other hand, a very high pitch-adjusting rate with a wide bandwidth may cause the solution to scatter around some potential optima as in a random search. Thus, in most applications, PAR is usually taken in the interval [0.1 , 0.5] (Yang, 2009) . In this section we investigate the effect of HMCR on the optimization process of HSA, IHSA, GHSA and FHSA. As an example, we use the De Jong's function with the four cases of increasing the search space and/or the space dimension. The four cases are: CASE 1. P=30 and x j max =10 3 CASE 2. P=100 and x j max =10 3 CASE 3. P=30 and x j max =10 6 CASE 4. P=100 and x j max =10 6
For each case we apply the four versions of Harmony Search Algorithm with different values of HMCR. The values chosen are: HMCR =0.95, HMCR=0.9, HMCR=0.8 and HMCR=0.7.
We do not investigate the PAR effect because it is dynamically adjusted in IHSA and GHSA. For HSA and FHSA, we maintain this parameter set to the mean value PAR=0.5. The results are shown in the tables 3 to 6 and detailed in figure 10 to figure 25. The stop criterion of HSA, IHSA and GHSA is a maximum number of iterations NI=500,000 and the size of HM is set to HMS=10. The results show a greater stability of FHSA to the diminution of HMCR. 
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Application
The proposed algorithm is applied to IEEE-118. The system has 54 thermal units. Generators characteristics, that is, cost coefficients and generation limits, are taken from Matpower web site (Zimmerman et al., accessed on 2008) and its detailed data are given in Wallach's book (Wallach & Even, 1986 
Conclusion
In this paper, a new Fast and efficient method based on Harmony Search Algorithm (FHSA) for optimizing unimodal functions is proposed. 
