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する計算を行うため，グラフに含まれるエッジ数を jEjとした時に O(jEj)の計算量を要する．この SCANの計算量




































































ラフ構造中のエッジ数を jEj とした時に，O(jEj) の時間計算
量が生じる．またグラフ構造中のノード数を jV j としたとき






Given: グラフ構造 G = (V;E)，構造的類似度の閾値 ，
およびクラスタを構成する最小ノード数 ．


























できる．提案手法はグラフ中のノード数 jV j に対して O(jV j)
の時間計算量を示す．その結果として，提案手法は以下の特性
を有する．














 (u) ノード u の構造的隣接ノード集合
j (u)j  (u) に含まれるノード数
(u; v) エッジ (u; v) の構造的類似度
N(u) ノード u の   neighborhood
jN(u)j N に含まれるノード数
K;(u) core であるノード u
u 7!; v ノード u からノード v への direct structure reachability













2. 事 前 準 備
従来手法 SCAN [8]を基に，本稿の前提について述べる．本
稿では無向重みなしグラフ G = (V;E)に対して，クラスタ集





［定義 1］（構造的隣接ノード集合） u 2 V とするとき，隣接
ノード集合はノード uにエッジで接続するノードとノード u自
身から構成される集合  (u)で与えられる．
 (u) = fv 2 V jfu; vg 2 Eg [ fug:
また先に述べたように，クラスタリングで用いられる 2ノード
間の構造的類似度は定義 1に基づき以下のように定義される．




j (u) \  (v)jpj (u)jj (v)j :
定義 2 に示したように，ノード u，v 間の (u; v) は共有され
るノードがない場合 (u; v) = 0，互いに全て共有する場合に




［定義 3］（-neighborhood） u 2 V， 2 R とするとき，-
neighborhood N(u)は以下のように定義される．
N(u) = fv 2  (u)j(u; v) >= g:
ここで，クラスタを構成する最小ノード数としてパラメータ 
を導入し，特別なノードのクラスとして core を定義する．
［定義 4］（Core） u 2 V， 2 R， 2 Nおよび jN(u)jをノー
ド uにおける -neighborhoodのノード数とするとき，core は
以下のように定義される．
K;(u), jN(u)j >= :




考えは direct structure reachabilityとして以下に定義される．
［定義 5］（Direct structure reachability） u; v 2 V， 2 Rお
よび  2 Nとするとき，ノード uとノード v における direct
structure reachability u 7!; v は以下のようになる．
u 7!; v , K;(u) ^ v 2 N(u):
定義 5はノード u，v が coreである場合対称であるが，どちら
か一方が coreでない場合には非対称となる．ゆえに，u 7!; v
かつノード v が coreでない場合，ノード v は K;(u)が構築
するクラスタの境界に面したノードとなる．本稿ではこのよう
なノード v を border と呼ぶ．定義 5をより一般的な形に拡張
した structure reachabilityを示す．
［定義 6］（Structure reachability） u; v 2 V， 2 R および
 2 N とすると，ノード u とノード v における structure
reachability u!; v は以下に定義される．
u!; v s.t. (ui 7!; ui+1) ^ (u1 = u) ^ (un = v):
ここで定義された structure reachability は推移律を満たし，
非対称である．この structure reachabilityは direct structure
reachabilityの推移閉包であるり，定義 5の対称性から，推移閉
包の構成要素である u1; : : : ; un 1 は coreノードである必要が
ある．core同士が direct structure reachabilityを示す時，そ
れらの -neighborは同一クラスタに属することになる．この考
えは structure connected クラスタとして以下に定義される．
［定義 7］（Structure-Connected クラスタ） ノード u 2 V，
 2 R および  2 N とすると，K;(u) から求まるクラス
タ C[u] 2 C が structure-connected クラスタである必要十分
条件は (1) u 2 C[u]; (2) 8v 2 V , u!; v , v 2 C[u]．
この定義より，structure-connectedクラスタはその中に含まれ
る coreにより一意に決めることができることがわかる．ここで，




パラメータ ;  に対するクラスタリング結果が C で与えら




ド h 2 V がハブである (e.g. h 2 H) 必要十分条件は (1)
h =2 8Ci 2 C，(2) u; v 2  (h) s.t u 2 Ci; v 2 Cj ; i j= j．
［定義 9］（外れ値） クラスタ集合 C，ハブ集合 H，外れ値集
合 O とすると，ノード o 2 V が外れ値 (e.g. o 2 O)である必
要十分条件は o =2 C ^ o =2 H．
2. 1 SCANのアルゴリズム







































て，SCANの時間計算量は O(jEj)となり，jEj  jV j2 に近づ
く場合，最悪計算量として O(jV j2)の計算量を必要とする．
Algorithm 1 SCAN
Require: G = (V;E),  2 R,  2 N;
Ensure: clusters C, hubs H, and outliers O;
1: for each unclassied node u 2 V do
2: if K;(u) then
3: generate new clusterID;
4: insert 8x 2 N(u) into queue Q;
5: while Q j= ; do
6: y 2 Q;
7: R = fx 2 V jy 7!; xg;
8: for each x 2 R do
9: if x is unclassied then
10: insert x to queue Q;
11: end if
12: if x is unclassied or non-member then
13: assign current clusterID to x;
14: end if
15: end for
16: remove y from Q;
17: end while
18: else
19: assign non-member to u;
20: end if
21: end for
22: for each non-member node u do
23: if 9x; y 2  (u); x:clusterID j= y:clusterID then
24: label u as hub;
25: else
26: label u as outlier ;
27: end if
28: end for



























































3. 2 2-hop awayノードによるクラスタリング
提案手法は，任意のノード uを選択し，そのノード uに接続
した全てのエッジに対して構造的類似度を計算する．類似度計
算後，ノード u を起点に 2-hop away ノード集合を取得する．
起点とされるノード u を本稿では pivot と呼び，ノード u を
pivotとする 2-hop awayノード集合の定義を以下に示す．
［定義 10］（2-hop awayノード集合） ノード u 2 V を pivot，
ノード w を w 2 N(u)nfug とするとき，ノード u に対する
2-hop awayノード集合 H(u)は，
H(u) = fv 2 V j(u; v) =2 E ^ (v; w) 2 Eg;
で与えられるノード集合である．











に選択された pivotに基づき 2-hop awayノード集合を拡張す
る．この際に，2-hop awayノード集合を拡張する時点までに選
択された pivot から direct structure reachable とされたノー
ド集合は拡張された 2-hop awayノード集合から除外する．本
稿では拡張された 2-hop away ノード集合を拡張 2-hop away
ノード集合と呼び，以下に定義する．
［定義 11］（拡張 2-hop awayノード集合） ノード un を新た
に選択した pivot，ノード u1; u2; : : : ; un 1 2 V をノード un
が pivotとして選択される以前に選択された pivotとする．た
だし，ノード ui 1 と ui に対して，ノード ui 1 が先に選択さ
れたものとする．また，ノード w を w 2  (un)とする．この
とき，un が pivot として選択された際に得られる拡張 2-hop
awayノード集合 H(un)は，
H(un)=fv 2 V j(u; v) =2 E^(v; w) 2 E^v =2 Sn 1i=0 N(ui)[H(ui)g;
で与えられるノード集合である．
提案手法は選択した pivot の集合を P とするとき，










義 10および定義 11で定義される（拡張）2-hop awayノード
集合の取得と構造的類似度の計算を繰り返す．提案手法のアル
ゴリズムの詳細については Algorithm2を参照されたい．























Algorithm 2 Proposed method
Require: G = (V;E),  2 R,  2 N;
Ensure: clusters C, hubs H, and outliers O;
1: for each unclassied node u 2 V do
2: P = fug;
3: if K;(u) then
4: generate new clusterID id;
5: assign id to 8v 2 N(u);
6: else
7: label u as non-member ;
8: end if
9: while fS8u2P H(u)gnP j= ; do
10: for v 2 fS8u2P H(u)gnP do
11: if K;(v) then
12: generate new clusterID id;
13: assign id to 8v 2 N(v);
14: else
15: label v as non-member ;
16: end if
17: end for
18: for u 2 fS8u2P H(u)gnP do




23: while each node u which labeled as several id do
24: if the number of ids <  then
25: compute structural similarities for non-evaluated edges
26: end if
27: if K;(u) then
28: u is core;
29: rene cluster ids
30: end if
31: end while
32: for each non-member node u do
33: if 9x; y 2  (u); x:clusterID j= y:clusterID then
34: label u as hub;
35: else
36: label u as outlier ;
37: end if
38: end for
よるものである．文献 [8]では，\an  value between 0.5 and
0.8 is normally sucient to achieve a good clustering result.
We recommend a value for , of 2." と示されている．この知

















性を示すために，2-hop away ノード集合の non-direct struc-




得られるノード集合を VH = fS8u2P Ng [ P とする．
［補題 1］（non-direct structural reachability） 拡張 2-hop away
ノード集合抽出時に走査されるノードの部分集合を VH，それ
に含まれない全てのノード集合を V H = V nVH とするとき，
fSni=0H(ui)gnP = ;ならば，f8(u; v) 2 Eju 2 VH^v 2 V Hg
に対して (u; v) < が成立する．
証明 背理法により証明する．まず，u 2 VH，v 2 V H に対して
(u; v) >= となるエッジが存在すると仮定する．仮定より，ノー
ド uは自明にノード vの -neighborhoodに含まれる．ノード v
は VH に含まれることから，v 2 P もしくは，v 2 S8u2P N(u)
である．v 2 P のとき，u 2 S8u2P N(u) となることから，
fSni=0H(ui)gnP = ; に矛盾する．v 2 S8u2P N(u) のとき
u 2 P となることから，同様に fSni=0H(ui)gnP = ; に矛盾
する．ゆえに fSni=0H(ui)gnP = ;ならば，f8(u; v) 2 Eju 2
VH ^ v 2 V Hgに対して (u; v) < となる． 
補題 1より，拡張 2-hop awayノード集合の抽出が収束した際
の部分ノード集合 VH は構造的類似度が  よりも小さなエッ
ジでのみ V H と接続する．これにより，補題 2に示す（拡張）
2-hop away ノード集合によって得られる部分ノード集合 VH
のクラスタ包含性が証明できる．
［補題 2］（VH のクラスタ包含性） ノード u 2 fu 2 V ju 2
VH ^K;(u)gとし，ノード uによる structure-connectedク
ラスタを C[u]とした時，8v 2 C[u]) v 2 VH が成立する．
証明 補題 1 より，VH は構造的類似度が  より小さなエ
ッジにのみ接続している．定義 6，定義 7 より，structure-
connected クラスタは direct structure-connected である必要
があるため，構造的類似度が  より小さなエッジで接続した
ノードは strcuture-connectedクラスタに含まれない．従って，












［定理 1］（提案手法の計算量） 2-hop awayノード集合に基づ
く提案手法は O(jV j)の計算量を要する．
証明 各ノードの平均次数を k，クラスタ係数を cとした時に
































の計算量は O( jV j k
k
k + k + C) = O(jV j+ C) = O(jV j)．
一般にグラフ構造において jV j  jEjであるため，提案手法は
従来手法 SCANよりも少ない計算量でクラスタリングを実行
することができる．
4. 評 価 実 験
提案手法の有効性を評価するために，我々の提案したその高
速化手法および Xuらによる SCAN [8]に対し，処理の高速性
およびクラスタリング結果の正確性の観点から比較評価を行
う．本実験には CPUが Intel Xeon Quad{Core L5640，メモ
リが 144GBの Linuxサーバを利用する．また，提案手法およ
び SCANは gcc{g++ 4.1.2を用いて実装した．





トに対しても  = 0:7， = 3とした．本実験に用いたデータ





対しても提案手法は従来手法 SCAN に対して約 40% から 約
70% 計算時間を短縮している．特にクラスタ係数の大きなデー













Dataset Acronym jV j jEj Average cluster coecient Diameter 90-percentile eective diameter Source
ca-ComdMat CondMat 23,133 93,497 0.6334 14 6.5 [15]
cit-HepPh HepPh 34,546 421,578 0.2848 12 5 [16]
email-Enron Email 36,692 367,662 0.4970 11 4.8 [17]
com-DBLP DBLP 317,080 1,049,866 0.6324 21 8 [18]
web-Google Google 875,713 5,105,039 0.5143 21 8.1 [17]
wiki-Talk Wikipedia 2,394,385 5,021,410 0.0526 9 4 [19]
表 3 ARI の比較結果
Dataset SCAN Proposal
College football ( = 0:5;  = 2) 1.0 1.0
Political books ( = 0:35;  = 2) 0.708 0.708



















の 3 グループに分割されている．本稿では文献 [8] に基づき
 = 0:35;  = 2とし，提案手法と従来手法 SCANを適用した．






5. 関 連 研 究
グラフ構造中からクラスタを抽出するグラフクラスタリン
グはデータマイニング分野において重要な技術であり，これま
















































また，SCAN の拡張手法として Bortner らによる
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