Abstract. In this paper, we propose an approach to constructing the user interface to be based on the ontological description. Its advantages are pondered. The main value using the ontology is the reduced complexity and development time as well as the increased quality of resulting implementation. The requirements to a system using such an approach are formed. An architecture that meets these requirements is proposed.
Introduction
The requirements and user's expectations of what a program should be like have currently increased in importance. It is no longer enough just to implement a required functionality. It has to be complemented with a compelling user interface of a descent usability. As a result, a considerable fraction of the developer's time and efforts is spent on constructing the user's interface and related issues. The complexity of the construction process can be decomposed to the complexity of an application project domain and the complexity of the GUI software platform. When starting a new application, the developer has to deal once again with both of these aspects. It is further aggravated by ever-changing interfaces of the underlying GUI support libraries. Some UI related codes written in Trolltech QT 2.x would require a certain renovation when migrating to QT 4.x/5.x. Thus, an application developer has to spend a considerable amount of time and other resources for aspects of the design that seem to be rather of a system level than just yielding himself completely to solving a problem in a particular application domain that confronts.
The main objective of the project is to facilitate the construction of the user's interface with the help of an application programmer with a bias towards the domain of the numeric simulation. The main idea is to decrease a part of complexity related to the GUI software platform. In order to achieve this objective, we propose the usage of ontologies as a means of a high-level description of an application problem domain and of the interfaces suitable for applications within this domain. The developer defines the essential notions of a problem domain and the aspects of their visualization in the form of ontologies. Having a complete ontological description, the UI generator automatically produces the UI related fragments of a source code for one or another GUI platform. This makes it possible to handle the complexity of the GUI platform just once, when a generator for a particular platform has been implemented, and then this generator for a multitude of applications of a vast variety of problem domains is employed.
The overview of ontologies, their applications and tools
The conceptualization [1] is a description of a certain problem domain in the form of its key notions, their properties, limitations and their interrelations. When presented in a formal language, such a conceptualization becomes an ontology. The concept of ontologies although foreseen by scientist and visionary Ramon Llull centuries ago has practically emerged in the context of computer science in the 1980-s. Since then it has gained an importance in a number of essential applications, such as decision making in event-driven systems [2] , microformat support, search systems, data mining and information extraction from unstructured and semi-structured heterogeneous data sources in Internet [3, 4] , geospatial applications [5] as well as many others. The last decade or so is marked by the emerging efforts to bring ontologies into the user's interface related issues [6] [7] [8] [9] .
The success of ontologies can probably be explained by a decrease in design complexities and in the improvement of certain qualities of yielded solutions that they has brought to the developers as well as to the users. The ontologies make it possible to describe a knowledge at a very high level of abstraction. Such ontologies provide an ecosystem for independent developers to create, exchange and consume formalized conceptualizations of actually any problem or application domain. The solutions based upon ontologies are typically more flexible and adaptable to ever-changing requirements and other external circumstances. Particularly it is trivial to support a multidomain, a multi-interface and multi-protocol ecosystems [10] .
In addition to the graph description languages, such as RDF/RDFS, a number of languages entirely dealing with the description of ontologies were introduced, such as: OWL [11] , DAML+OIL [12] , F-Logic [13] . The tools for a visual construction of ontologies were designed as well. The most widespread among them are: Protégé [14] , KMgen [15] , Altova SemanticWorks [16] , Top Braid Composed Free Edition [17] . Among less known but those with a powerful functionality, one can mention OntoGRID [18] .
The formation of requirements
By now a number of UI ontological construction technologies of a varying degree of maturity has been already available [6] [7] [8] [9] 19] . They bring some essential values when employed for the UI construction. Particularly, the technologies in question hide some of the complexities of the underlying GUI platforms. As a result, they increase the portability of a produced application. They also create an ecosystem for the UI fragment reuse. Some fragments can migrate among applications of a very versatile nature.
Our particular objective is to provide a solution capable of handling a huge amount of data, which is typical of numerical and imitational simulations. Nowadays, most practically useful models aggregate a tremendous amount of data, which is impossible to store, not to mention to process, it in its entirety within a single computer. This implies that the data are scattered among many remote hosts or cluster nodes. Whenever something is about to be visualized, it has to be remotely generated and then transferred to a client host. Thus, in addition to conventional requirements for the UI ontological systems, the following ones have to be met:
1. A system must provide the functionality not only for the user interface generation, but also for the model data processing and transmission.
2. A system must normally operate even when it confronts the amount of data that exceed manifold of capacities of a local host RAM and storage devices.
3. A part of the system must be totally uncoupled from any underlying GUI platform in order to be transferred to a remote computing node without any user interface capabilities whatsoever.
No complete solutions, which were reviewed by the authors, support all these requirements to a full extent. Thus, a new one was proposed to meet all of them. The solution is provided in the form of a system that contains a number of utilities and libraries of functions.
The proposed architecture
The environment, in which the proposed system operates, is a distributed computing system. It consists of a user computer (called the client host) and a cluster for high performance computations (Figure 1 ). They are connected by a high bandwidth network channel. The cluster consists of one gate and many computational nodes. Only a gate is reachable from the client host. All the computational nodes are visible only from a gate. Thus, no direct communication between the client and computational parts of an application is possible.
A user does not code using programming languages. Instead, he creates an ontology, which can be divided into three principal parts (Figure 2 ): 2. The user Interface description defines the modes of interface exploitation, scenarios of the user activities in order to accomplish all the required tasks and mapping of problem domain ontologies onto available elements of the underlying GUI platform.
3. The model data scheme description defines such aspects as data schemes and formats and the network protocols and interfaces to access the data and remotely invoke operations.
The system consists of the following main parts (see Figure 1 ):
The user interface consists of the ontological generator (see Figure 2 ) and the model interpreter. The former produces source fragments in a programming language (C, C++, Java, JavaScript depending on a particular GUI platform) as well as descriptions of windows, the menu and their compositions in one of the user interface description languages. The ontological generator is used for static fragments of the application the user interface. The latter does not produce a compilable code. Instead, it interprets a high-level interface description at a runtime. The interpreter is suitable for dynamically changing parts of user interface. The source of dynamicity might be the conditions of environment, user preferences or model data flexibility.
The data processing plug in ontological generator builds fragments for functional interfaces, format parsing and all other sorts of issues related to data access in the distributed environment with an extensible set of systems to interoperate with.
The probe is a module for acquisition of data to visualize. The module is embedded into a user computation or a simulation program. It is executed at computing nodes in a parallel mode. Each parallel process of a distributed computational application has its own instance of acquisition module.
The aggregator is a tool that gathers all the data sent by several probes simultaneously and transmits the integral data to the data retrieval subsystem of the user client application. The aggregator is executed at the gate/control cluster node.
Conclusion
A prototype UI fragment generator is currently implemented for the Trolltech QT GUI library. Its visual construction interface is depicted in Figure 3 . The OWL format is supported by the SPARQL library. In order to test the UI fragment generator, the ontology of university educational activity was created. A fragment of this ontology is depicted in Figure 4 . The further step to be taken is to implement the modules that would computationally support intensive distributed applications. The library is assumed to be used in a number of numeric applications and in a simulating system for algorithms and structures with a fine-grain parallelism.
