Finite population sampling is perhaps the only area of statistics where the primary mode of analysis is based on the randomization distribution, rather than on statistical models for the measured variables. This article reviews the debate between design and model-based inference. The basic features of the two approaches are illustrated using the case of inference about the mean from stratified random samples. Strengths and weakness of design-based and model-based inference for surveys are discussed. It is suggested that models that take into account the sample design and make weak parametric assumptions can produce reliable and efficient inferences in surveys settings. These ideas are illustrated using the problem of inference from unequal probability samples. A modelbased regression analysis that leads to a combination of design-based and model-based weighting is described.
Introduction
Scientific survey sampling, as represented by Neyman's (1934) classic paper and subsequent developments (e.g. Hansen and Hurwitz 1943; Mahalanobis 1946 ) is one of the greatest contributions of statistics to science. It provides the remarkable ability to obtain useful inferences about large populations from modest samples, with measurable uncertainty. Extensions of simple random sampling to stratified multistage sampling greatly extend the reach of scientific sampling in the real world, and form the backbone of data collection in science and government.
The key role of random sampling for data collection is not at issue in this article.
The question concerns the role of the randomization distribution in the statistical analysis of random survey samples. Survey sampling is perhaps unique in being the only area of current statistical activity where inferences are primarily based on the randomization distribution rather than on statistical models for the survey outcomes. It is an area where the debate between randomization-based and model-based inference is most sharply drawn (e.g. Smith 1976 Smith , 1994 Kish, 1995) . These philosophical differences in the analysis of survey data arise early in the study of statistics, in the form of the role of weights in multiple regression. The following example describes the issue. Both forms of weighting seem plausible, but they are not necessarily the same. So if they are different, which is correct? The central role of the mode of inference to this question is clear, since the modeler's distribution of Y seems to lead to weighting by i u and the randomization distribution leads to weighting by i w . The role of sampling weights in regression has been extensively debated in the literature; see for example, Konijn (1962) , Brewer and Mellor (1973) , Dumouchel and Duncan (1983) , Smith (1988) , Little (1991) and Pfeffermann (1993) . In the conclusion I return to this example and present a modeling approach that leads to weights that are a product of the design and model weights.
Many survey statisticians adopt both design and model-based philosophies of statistical analysis, according to the context. For example, descriptive inference about finite population quantities based on large probability samples are carried out using design-based methods, but models are used for problems where this does approach not work, such as nonresponse or small area estimation. This pragmatic approach has increased in popularity since battles over the "foundations of survey inference" in the 1980's subsided. While the application of statistics to real data requires pragmatism, I
have always felt the need for an unambiguous underlying theory. Just as mathematicians do not tolerate two competing theories of differential calculus, we should not be happy with two competing statistical theories that can lead to different solutions. Thus to avoid "inferential schizophrenia", I have always sought to reconcile the best aspects of survey analysis within a single statistical theory, namely, Bayesian modeling.
Advocating Bayes for sample survey inference is "swimming upstream", since its subjectivist basis is anathema to many survey statisticians, who do not like modeling assumptions. But Bayesian methods run the gamut of subjectivity, and can be as "objective" as any frequentist method when necessary; indeed many frequentist answers can be replicated from a Bayesian perspective.
This article reviews some of the issues that inform the design-based and modelbased debate concerning the analysis of sample survey data. Section 2 outlines the basic features of design and model-based survey inference. Section 3 describes strengths and weaknesses of design-based inference, and Section 4 considers "model-assisted" survey inference, which captures some of the positive features of models within the design-based paradigm. Section 5 discusses the modeling approach to survey inference, with particular reference to the issue of survey weighting raised in Example 1. Section 6 presents some conclusions, and speculates on possible future trends in sample survey analysis.
A brief review of design and model-based inference
The design-based approach to survey inference is described in many texts (e.g. Hansen, Hurwitz and Madow 1953 , Kish 1965 , Cochran 1977 Stratified random sampling has the property that all the possible samples of size j n in stratum j have the same probability of being selected. Formally: 
where j y is the sample mean in stratum j. The estimator (1) is also a weighted mean of the sampled units, where units in stratum j are weighted by the inverse of their selection
. An attractive feature of stratified sampling is that the selection probabilities can vary across strata, giving rise to the design weights discussed in Example 1. The estimated variance of the stratified mean is Royall 1970; Thompson 1988; Valliant, Dorfman, and Royall 2000) , the population values of Y are assumed to be a random sample from a "superpopulation", and assigned a probability distribution (|) pY θ indexed by fixed parameters θ . Inferences are based on the joint distribution of Y and I.
Bayesian survey inference (Ericson 1969 (Ericson , 1988 Basu 1971; Scott 1977; Binder 1982; Rubin 1983 Rubin , 1987 Ghosh and Meeden 1997) The specification of (|) pY θ in this Bayesian formulation is the same as in parametric superpopulation modeling, and in large samples the likelihood based on this distribution dominates the contribution from the prior for θ . As a result, inferences from the superpopulation modeling and Bayesian approaches are often practically similar, although in my view the Bayesian approach is conceptually straightforward and has some advantages for small samples, as illustrated in the next example.
The model formulations described thus far do not involve the distribution for I, basing inferences on the distribution of Y alone. This is justified when the sampling mechanism is "unconfounded" or "noninformative", as when the distribution of I given Y does not depend on the values of Y (Rubin 1987 , Chambers 2003 . This is indeed the case with probability sampling, but is not necessarily the case with other less well-controlled forms of sampling, such as quota sampling. If the sampling mechanism is confounded, then model inferences must be based on a model for the joint distribution of I and Y, rather than simply a model for the marginal distribution of Y, and formulating an acceptable model for confounded sampling mechanisms is problematic. A key motivation for probability sampling from the modeling perspective is that it avoids the need to specify a model for the sampling mechanism, even though the sampling distribution is not the basis for inference. From the Bayesian perspective, random sampling provides a justification for assumptions of excha ngeability of the sampled units (De Finetti 1990) that underpin i.i.d. models, such as that discussed in the next example for the case of stratified sampling. σ % . These draws can then be used to approximate the posterior distribution to any desired degree of accuracy.
Note that integrating over the posterior distribution of 2 {} j σ rather than simply plugging in estimates yields a useful small-sample correction not readily available from designbased and superpopulation approaches.
Strengths and weaknesses of design-based inference
The design-based approach to survey inference has a number of strengths that make it popular with practitioners. It automatically takes into account features of the survey design, and it provides reliable inferences in large samples, without the need for strong modeling assumptions. On the other hand it is essentially asymptotic, and hence yields limited guidance for small-sample adjustments. Unlike models, which lead to efficient inferences based on likelihood or Bayesian principles, the design-based approach is not prescriptive for the choice of estimator. It lacks a theory for optimal estimation (Godambe 1955) , and estimates from the approach are potentially inefficient.
Consider the following important example. 
and is design unbiased for T, since
The unbiasedness of (5) under very mild conditions conveys robus tness to modeling assumptions, and makes it a mainstay of the design-based approach. But (5) has two major deficiencies. First, the choice of variance estimator is problematic for some probability designs (e.g. systematic sampling). Second, the HT estimator can have a high variance, for example, when an outlier in the sample has a low selection probability, and hence receives a large weight. Basu's (1971) famous circus elephant example provides an amusing, if extreme example:
"The circus owner is planning to ship his 50 adult elephants and so he needs a rough estimate of the total weight of the elephants. As weighing an elephant is a cumbersome process, the owner wants to estimate the total weight by weighing just one elephant. Which elephant should he weigh? So the owner looks back on his records and discovers a list of the elephants' weights taken 3 years ago. He finds that 3 years ago Sambo the middle-sized elephant was the average (in weight) elephant in his herd. He checks with the elephant trainer who reassures him (the owner) that Sambo may still be considered to be the average elephant in the herd. Therefore, the owner plans to weigh Sambo and take 50y (where y is the present weight of Sambo) as an estimate of the total weight We assume that a random sample of size n is selected from the population, and j n of the Since ps y has the same form as st y , one might expect design-based inferences to be analogous. However, the design-based variance of ps y is changed by the fact that {} j n are now random functions of the sampling distribution I. In fact, in repeated sampling of I, there is a non-zero probability that 0 j n = for some j, in which case ps y is undefined! Hence the design-based variance of ps y is undefined, or maybe infinite! The usual resolution of this problem is to condition on {} j n observed in the realized sample, on the grounds that these counts are a form of ancillary statistic, and modify the post-strata to ensure that {} j n are all greater than zero. The fact that ps y is design-unbiased conditionally on{} j n might be construed as a form of ancillarity, but a formal theory in the finite sampling setting seems lacking. Also, the sample mean Another limitation of design-based inference is that it is strictly inapplicable to situations where the randomization distribution is corrupted by non-sampling errors, such as nonresponse or measurement errors; modeling assumptions are needed to address these problems. Kalton (2002) reviews these limitations of design-based inference.
Model-assisted design-based inference
Superpopulation models are not the basis for inference in the design-based approach, but they can be useful to motivate the choice of estimator; in particular many of the classical estimators for incorporating covariate information, such as the ratio estimator or the regression estimator (e.g. Cochran 1977) , can be motivated as arising from linear superpopulation models. The next example views the HT estimator from this perspective.
Example 6. A model for the Horvitz-Thompson estimator (Example 4 continued).
The HT estimator can be regarded as a model-based estimator for the following linear model relating i y to i π :
or equivalently,
where i ε in Eqs. (7) and (8) , which differs from the HT estimator by a quantity that tends to zero with the sampling fraction n/N. This analysis suggests that the HT estimator is likely to be good estimator when (7) or (8) is a good description of the population, and it may be inefficient when it is not. A formal explanation for the poor properties of the HT estimator of the elephants' total weight in Example 4 is that the model (7) is clearly inappropriate, given the way the weights are chosen.
Example 7. The Generalized Regression Estimator. In situations where the HT model is not reasonable, a model-assisted modification is to predict the non-sampled values
using a more suitable model, and then apply the HT estimator to the residuals from that model. Specifically, the Generalized Regression estimator of T takes the form:
where ˆi y is the prediction from a linear regression model relating Y to the covariates.
The second term on the right side of (9) conveys it with the useful property of design consistency (Brewer 1979, Isaki and Fuller 1982) , which means informally that the estimator converges to the population quantity being estimated as the sample size increases, in a manner that maintains the features of the sample design. Design-based statisticians usually weight cases by the design weights i w when computing this regression, but the estimator (9) is also design consistent if the regression is variance weighted. For discussions of generalized regression estimator and alternatives, see for example Cassel, Särndal and Wretman (1977) , Särndal, Swensson, and Wretman (1992) .
Another general approach to design-based inference incorporate models by basing inference on "pseudo-likelihoods" that reflect survey design features (Binder, 1983; Godambe and Thompson, 1986) . Suppose a superpopulation model is posited for the N population units of the form: 
For any value of θ , pop () sc θ is a finite population quantity that can be estimated from the sample. The "pseudo-likelihood" approach estimates the score by a design-consistent estimator, and solves the resulting "estimated" score equation. For example one might apply HT weighting to (11), yielding the estimated score equation
In the special case of normal linear regression, maximizing () HT sc θ yields least squares estimates with sampled unit i weighted by the sampling weight 1 i π − . Eq. (12) generalizes the HT estimator, but does not overcome its potential lack of efficiency noted above. The approach is not prescriptive about how to estimate the score, particularly in settings where assuming independent observations as in Eq. (11) is not warranted, as in multistage sampling. Pfeffermann et al. (1998) discuss how this approach might be adapted to multilevel models, but their suggestions lack general guiding principles.
Model-based inference
I now turn to inferences based on superpopulation or Bayesian models. Some advantages of this approach are:
(1) it provides a unified approach to survey inference, aligned with mainline statistics approaches in other application areas such as econometrics.
(2) In large samples and with uninformative prior distributions, results can parallel those from design-based inference, as we have seen in the case of stratified sampling in Examples 2 and 3.
(3) The Bayesian approach is well equipped to handle complex design features such as clustering through random cluster models (Scott and Smith 1969) , stratification through covariates that distinguish strata, nonresponse (Little 1982; Rubin 1987; Little and Rubin 2002) and response errors. . This is the same as the stratified mean in equal probability samples, but differs when the probabilities of selection vary across the strata. If the model (10) were known to be true, as for example if the strata were created using random numbers, then the unweighted mean is a better estimator than the stratified mean. However, in practice strata are never created in this way, but rather are based on characteristics likely to be related to the survey outcomes. If the sample size is large, even a slight misspecification in (10) caused by minor differences in the distribution of Y between strata can induce a bias in y that dominates mean squared error and corrupts confidence coverage. Hansen, Madow, and Tepping (1983) show in a related example that the bias can be serious even when diagnostic checks for differences between strata are negative. (Valliant, Dorfman, and Royall 2000) , but my view is that a model such as (10) that ignores stratum effects is too vulnerable to misspecification to be a reliable basis for inference, unless there are convincing reasons to believe that stratum effects are not present. For more discussion of the adverse effects of model misspecification on survey inference, see Kish and Frankel (1974) , Holt, Smith, and Winter (1980) , and Pfeffermann and Holmes (1985) .
Modelers have questioned Hansen et al.'s the choice of diagnostics
Inferential disasters can be avoided by selecting models that are attentive to design features such as stratification and clustering. Since the design of the sample in a passive observational study has no effect on the population values, in principle the choice of model should not be affected by the sample design. However, in practice all models are simplifications, and the features of the population that are important to include in the model vary according to the choice of design. In particular, for inferences about a population mean in Example 8, it is important to model stratum differences when the sample is selected by disproportionate stratified sampling, but modeling these differences becomes unimportant when the sample is selected by simple random sampling. It is important to incorporate spatial correlation into the model when the sample design involves spatial clustering, but spatial correlation is not an important feature of a model for an unclustered sample. I think choosing a model that incorporates important design features is conceptually more satisfying than fixing a deficient model using the methods in Section 4.
One way of limiting the effects of model misspecification is to restrict attention to models that yield design-consistent estimates. This limitation is not as restrictive as it may seem; see for example Firth and Bennett (1998) . In the context of surveys with nonconstant inclusion probabilities, a key is to model differences in the distribution of outcomes across classes defined by differential probabilities of inclusion. The following model leads to a number of interesting special cases. Let ji y denote the outcome for unit i in inclusion class j, within which the inclusion probability is constant. Suppose for simplicity that the proportion of the population in inclusion class j, j P , is known; in cases where it is unknown a supplemental model is needed to allow estimation of these proportions from the sample. Consider the mixed effects model: empirically-based weight smoothing. In practice the variance components can be estimated, or a fully Bayesian analysis carried out using the Gibbs' sampler (Gelfand et al, 1990 ).
Better models adopt a more realistic regression structure. For example, Elliott and Little (2000) shrink the (post)stratified means towards a smooth function of the selection probabilities, determined by a spline function. This approach yields gains in precision when the sample weights are variable, and is robust to model misspecification since the form of the model is weak. Robustness can still be achieved by positing regression models that make weak parametric assumptions (Breidt and Opsomer 2000; Zheng and Little 2002a) . In particular, Little (2002a, 2002b) consider a penalized spline approach based on the model
where i π is the selection probability for unit i, the exponent k (usually taking values 0,1/2 or 1) models error heteroskedasticity, and the function f is a p-spline written as a linear combination of truncated polynomials: A sixth population is generated to yield an "S" shaped function with heteroskedastic errors:
Plots of samples from these populations are provided in Figure 1 . (12) and (13) with k =0 and 15 knots. For each of the six mean structures, the RMSE's are based on estimates for 500 systematic samples of size 96 drawn with probability proportional to i π . Table 1 suggests that P0_15 has smaller empirical RMSE than HT or GR for the populations with nonlinear mean structures (SINE, EXP and ESS).
P0_15 has similar RMSE to GR when the mean function is linear (NULL, LINUP and LINDOWN). P0_15 has similar RMSE as HT for the population LINUP, which favors the HT estimator. Table 2 shows that P0_15, with standard errors computed using the jackknife, yields narrower confidence intervals with coverage properties comparable to that of HT and GR. The only case where P0_15 has poor coverage is the SINE model, and this problem is resolved by increasing the number of knots for the spline. For more details and additional simulation results, See Zheng and Little (2002a, b) .
Generalizations of this approach to two-stage sampling are considered in Zheng and Little (2002c) . Interestingly, these models lead to improved inferences for two stage samples where the overall probability of selection across the two stage is constant, and the standard estimator is the unweighted mean. 
where the notation T p denotes "target". The target quantity of interest is assumed to be the result of applying this model to the whole population with an uninformative prior, namely the precision-weighted mean: 
where Y consists of the population elements as an (1) N × vector, X is an () Np × matrix of covariates, and U is a () NN × diagonal matrix with the value {} ji u on the diagonal.
The target quantities are the precision-weighted least squares estimates: 
where the subscript s denotes sample quantities. This analysis generalizes the results in Little (1991) , who considers the constant variance case where 1 ji u = for all i, j.
Conclusion
In this article I have reviewed some aspects of the debate between design-based on model-based inference for sample surveys. My own position is that the Bayesian paradigm is flexible enough to provide practical and useful inferences for data collected by sample surveys, as with data collected by other selection mechanisms. However, models needs to properly reflect features of the sample design such as weighting, stratification and clustering, or inferences are likely to be distorted.
In this article I focused mainly on point estimation, and have not discussed estimation of precision. In principle I prefer estimates of precision to be based on the Bayesian posterior distribution for a carefully specified model, but other methods of precision estimation that trade efficiency for robustness, such as replication methods and the "sandwich" estimator, have some appeal in the production survey setting, where sample sizes are large and detailed model assessment is not practical. Emphasis should be on the properties of inferences themselves, such as confidence intervals or P-values, rather than on intermediate quantities such as variance estimates.
I conclude by addressing two other criticisms of the model-based approach by advocates of design-based inference. The first is that modelers don't believe in random sampling, since the sampling distribution is not the basis for inference. As noted in
Section 2, a model-based approach that ignores the sampling mechanism is not valid unless the sampling distribution does not depend on the survey outcomes. Otherwise, the sampling mechanism needs to be modeled, and appropriate modeling in such cases is problematic. Probability sampling is amply justified within the modeling paradigm by the need for robustness to model misspecification
Another criticism of the model-based approach is that it is impractical for largescale survey organizations: the work in developing strong models, and the computational complexity of fitting them, is not suited to the demands of "production-oriented" survey analysis. However, attention to models is needed in model-assisted approaches, even when the basis for inference is the sample design. Also, computational power has expanded dramatically since the days of early model versus randomization debates, and much can be accomplished using software for mixed models in the major statistical packages (SAS 1992; Pinheiro and Bates 2000) or Bayesian software based on MCMC methods such as BUGS. (Spiegelhalter, Thomas, and Best 1999) . Bayesian software targeted at complex survey problems would increase the utility of this approach for practitioners. Also, guidance on "off-the-shelf" models for routine application to standard sample designs would be useful, although no statistical procedure, design or modelbased, should be applied blindly without any attention to diagnostics of fit to the data. 
