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9Introdution
Un système quantique ouvert est un petit système HS en interation ave un
système extérieur HR typiquement : réservoir, bain thermique, environnement...
Dans la théorie des systèmes quantiques ouverts, les physiiens et les mathéma-
tiiens s'intéressent souvent à dérire l'interation entre les deux systèmes (HS et
HR) et étudier les propriétés physiques qui y sont liées telles que : le retour à l'équi-
libre (f [DJ2℄, [JP2℄, [FaR2℄, [Fr1℄), l'existene d'un état stationnaire (f [FaR1℄,
[Fr2℄)...
Pour faire ette desription, il y a dans la littérature essentiellement deux approhes :
l'approhe hamiltonienne et l'approhe markovienne.
L'approhe hamiltonienne onsiste à dérire l'ensemble du système : petit sys-
tème, système extérieur et leur interation. Le petit système est dérit par un ha-
miltonien HS déni sur HS. Le système extérieur est dérit par un hamitonien HR
déni sur HR. L'interation entre les deux systèmes est dérite par un opérateur Q
déni sur HS ⊗ HR, qui est borné dans le as d'un système extérieur fermionique
et non borné dans le as d'un système extérieur bosonique. Les outils essentiels
de ette approhe sont : la théorie modulaire (f [BR1℄), la théorie des systèmes
dynamiques quantiques, des liouvilliens, des états KMS (f [DJ2℄, [DJP℄, [JP2℄)...
L'approhe markovienne onsiste à se onentrer sur la dynamique eetive du
petit système (dans ette approhe, on renone à dérire le système extérieur, sou-
vent trop ompliqué, inonnu ou inaessible). Cette dynamique eetive est dérite
par un semigroupe d'appliations omplètement positives (T ∗t )t≥0 agissant sur les
états (matrie densité sur HS) du petit système. Le générateur L∗ (lindbladien) de
e semigroupe permet de dénir e qu'on appelle l'équation maîtresse assoiée à un
état intial ρ du petit système,
dρ(t)
dt
= L∗(ρ(t)), ρ(0) = ρ.
Une telle équation permet d'étudier la déohérene quantique (f [BO℄), l'existene
d'un état stationnaire... Les outils essentiels de ette approhe sont : les semigroupes
dynamiques quantiques (f [AlL℄, [Fa2℄) , lindbladiens (f [AlL℄, [L℄), équations
diérentielles stohastiques quantiques (f [HP℄, [M℄, [P℄)...
L'un des outils qui permettent de passer de l'approhe hamiltonienne à l'ap-
prohe markovienne est d'utiliser la limite de ouplage faible. Dans le as où HR
est un système extérieur fermionique, il est prouvé dans [Da1℄, [Da2℄ que la limite
de ouplage faible donne lieu à une dynamique markovienne irréversible agissant
sur les états du petit système. Il est prouvé aussi dans [DF℄ que par la limite de
ouplage faible, on peut obtenir une dynamique markovienne irréversible agissant
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sur les observables assoiés au petit système. De plus, les auteurs ont montré qu'il
y a équivalene entre les deux versions de la limite de ouplage faible. Dans le as
d'un système extérieur bosonique ave un hamiltonien d'interation dipolaire, il est
prouvé dans [AFrL1℄[AFrL4℄ que la limite de ouplage faible donne lieu à une
équation de langevin quantique. Dans [APV℄ et [Pe℄, les auteurs montrent aussi
que par la loi de densité faible, on peut obtenir des équations diréntielles stohas-
tiques à partir de la desription hamiltonienne des deux systèmes en interation HS
et HR.
À haque équation de Langevin quantique de solution unitaire U est assoiée
un groupe fortement ontinu à paramètre V (f [Ma1℄, [Fr3℄) de générateur K.
L'hamiltonien K aratérise omplètement V et la solution U . En eet, si Θ est
l'opérateur shift de générateur E0, l'hamiltonien K permet de dénir la solution U
omme produit de deux groupes unitaires fortement ontinues à un paramètre
U(t) = Θ∗tV (t) = e
itE0e−itK , t ≥ 0.
Cela permet d'obtenir une évolution hamiltonienne à partir d'une évolution irréver-
sible.
Réemment, dans les travaux d'Attal et Pautrat (f [AtP1℄), on modélise le sys-
tème extérieur HR par un haîne innie de opies identiques
⊗
N∗
H. L'interation
entre le petit système et la haîne atomique
⊗
N∗
H se fait de la manière suivante :
le petit système interagit ave les opies H l'une après l'autre durant le même inter-
valle de temps [0, h]. L'interation entre le petit système et une opie de la haîne
est dérite par un hamiltonien H déni sur HS ⊗ H. On obtient don un modèle
disret d'interations : les interations répétées. Dans [AtP1℄, il est prouvé que la
limite ontinue (h tend vers 0) de l'équation d'évolution disrète assoiée au modèle
disret donne lieu à une équation de Langevin quantique. Dans ette limite, il y
a trois normalisations du temps : une d'ordre 1, une d'ordre
√
h et une d'ordre h.
La relation entre la limite de ouplage faible et la normalisation d'ordre
√
h à été
traitée dans [AtJ℄.
Dans ette thèse, nous avons étudié les liens entre les deux approhes dans des
modèles partiuliers. Dans les hapitres 2 et 3, nous somme intéressé aux modèles
de spin-boson et de Pauli-Fierz. Les approhes hamiltoniennes de es deux modèles
ont été traitées respetivement dans [JP2℄ et [DJ2℄. En partiulier, ils ont montré le
retour à l'équilibre pour toute température T > 0. De notre té, nous avons étudié
les propriétés markoviennes de es deux modèles. Nous avons donné une preuve
de la limite de ouplage faible et nous avons alulé les lindbladiens assoiés. Nous
avons prouvé quelques propriétés physiques des équations maîtresses assoiées telles
que : la ondition du bilan détaillé quantique et le retour à l'équilibre pour toute
température T > 0. Le retour à l'équilibre à la température zéro a été prouvé dans le
as du modèle de spin-boson. De plus, nous avons présenté un modèle d'interations
répétées assoié à e dernier.
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Dans la hapitre 4, nous avons présenté un modèle lindbladien assoié à une
haîne de N spins en interation ave r (1 ≤ r ≤ N) bains thermiques de tem-
pératures inverses β(k1), ..., β(kr). Pour r ≥ 2 et β(k1) = ... = β(kr), nous avons
donné expliitement l'état stationnaire et nous avons montrer qu'il est unique. En-
suite, nous avons prouvé le retour à l'équilibre pour toutes températures inverses
β(k1), ..., β(kr). Les états loaux ont été alulés dans le as où r = 2 et N = 2, 3, 4.
Finalement pour r ≥ 2 et β(k1) = ... = β(kr), nous avons donné la forme expliite de
la prodution d'entropie.
Dans le hapitre 5, nous avons étudié des équations d'évolution disrètes asso-
iées aux modèles d'interations répétées et qui sont dirigées par des bruits las-
siques disrets. Nous avons onstruit une famille d'opérateurs unitaires et nous
avons montré que les solutions de es équations sont des marhes aléatoires sur le
groupe unitaire. Ensuite, nous avons montré que la limite ontinue de es équations
donne lieu à des équations de diusion lassiques.
Dans la hapitre 6, nous avons traité l'hamiltonien d'interations répétées ave
une normalisation d'ordre h. Plus partiulièrement, nous avons établi le lien entre
et hamiltonien et la loi de densité faible. Nous avons montré que par le passage
à la limite ontinue de l'équation d'évolution disrète assoiée à e modèle, nous
obtenons une équation diérentielle stohastique dirigées par des bruits de Poisson.
12
Chapitre 1
Éléments de la théorie générale des
systèmes quantiques ouverts
Ce premier hapitre est onsaré à rappeler quelques ingrédients mathématiques
néessaires qui permettent d'aborder les approhes hamiltonienne, markovienne et
les interations quantiques répétées.
Dans la setion 1.1, nous présentons les outils liés à l'approhe hamiltonienne.
Plus partiulièrement, nous allons dérire les notions des algèbres de von Neu-
mann, théorie modulaire, systèmes dynamiques quantiques, liouvillien standard,
états KMS, représentation ylique d'un système ni, représentation d'Araki-Woods
et retour à l'équilibre.
Dans la setion 1.2, nous rappelons les dénitions des semigroupes dynamiques
quantiques, déohérene quantique, ondition du bilan détaillé quantique. Ensuite,
nous donnons des résultats d'existene, d'uniité d'un état stationnaire et de retour
à l'équilibre.
Dans la setion 1.3, nous ommençons par rappeler les éléments de bases du al-
ul stohastique quantique tels que : les bruits quantiques, intégrales stohastiques
quantiques, équations de Langevin quantiques. Ensuite, nous dérivons l'hamilto-
nien assoié à une équation de Langevin quantique.
Dans la setion 1.4, nous dérivons les modèles d'interations quantiques répétées
et nous présentons les résultats essentiels.
1.1 Approhe hamiltonienne
L'approhe hamiltonienne onsiste à dérire l'interation entre un système quan-
tique et un système extérieur (réservoir, bain thermique,...) par un modèle hamil-
tonien et étudier les propriétés ergodiques du système dynamique assoié. Dans
ette approhe, les outils néessaires sont typiquement : la théorie modulaire des al-
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gèbres de von Neumann, les états KMS, les systèmes dynamiques, la représentation
standard et le liouvillien standard...
1.1.1 Théorie de Tomita-Takesaki
Dans ette sous-setion nous rappelons quelques dénitions des topologies sur
B(H), où H est un espae de Hilbert séparable. Ensuite, nous dénissons les notions
de W ∗-algèbres, états et représentations. Finalement, nous présentons quelques ré-
sultats liés à la théorie modulaire.
a) Topologies sur B(H)
Soit H un espae de Hilbert. On désigne par B(H) l'algèbre des opérateurs
bornés sur H.
Topologies forte et σ-forte sur B(H) : La topologie forte sur B(H) est dénie
par la famille des semi-normes (Pξ)ξ∈H, où
Pξ(A) := ‖Aξ‖, A ∈ B(H).
Autrement dit, une suite génralisée (Aα) d'opérateurs bornés onverge fortement
vers A ∈ B(H) si et seulement si
lim
α→0
‖(Aα − A)ξ‖ = 0, ∀ξ ∈ H.
Considérons maintenant une suite d'éléments (ξn)n de H telle que
∑
n ‖ξn‖2 <
∞. Alors, l'appliation
Pξn(A) :=
( ∞∑
n=0
‖Aξn‖2
)1/2
, A ∈ B(H)
est une semi-norme sur B(H). L'ensemble de es semi-normes dénit la topologie
σ-forte sur B(H).
Topologies faible et σ-faible sur B(H) : La topologie faible sur B(H) est
dénie par la famille des semi-normes (Pξ,η)ξ,η∈H vériant
Pξ,η(A) := |〈ξ, Aη〉|, A ∈ B(H).
Ainsi, une famille (Aα)α de B(H) onverge faiblement vers A ∈ B(H) si et seulement
si
lim
α→0
〈ξ, (Aα − A)η〉 = 0, ∀ξ, η ∈ H.
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Une famille d'opérateurs (Aα)α de B(H) onverge σ-faiblement vers un élément
A ∈ B(H) si et seulement si
lim
α→0
∑
n
〈un, (Aα − A)vn〉 := 0,
pour toutes suites (un)n, (vn)n d'éléments de H telles que les séries
∑
n ‖un‖2 et∑
n ‖vn‖2 onvergent.
Il est lair que (Aα)α onverge σ-faiblement vers A si et seulement si, pour tout
opérateur à trae ρ sur H
lim
α→0
Tr
(
ρ(Aα −A)
)
= 0.
Notons que dans la littérature, la topologie σ-faible est appelée parfois topologie
w∗.
b) Algèbres de von Neumann
On se propose dans ette partie de dénir les notions de C∗-algèbres et de W ∗-
algèbres et pour plus de détails on renvoie le leteur à [BR1℄.
Dénition 1.1
i) On appelle algèbre de Banah, tout espae de Banah omplexe A muni d'une
norme ‖.‖ tel que
‖AB‖ ≤ ‖A‖ ‖B‖, ∀A, B ∈ A.
ii) Une ∗-algèbre de Banah est une algèbre de Banah munie d'une involution
∗ :A → A, A 7→ A∗ telle que pour tous A, B ∈ A, λ ∈ C, on a
(A+B)∗ = A∗ +B∗,
(λA)∗ = λ¯A∗,
(AB)∗ = B∗A∗,
(A∗)∗ = A.
iii) Une C∗-algèbre est une ∗-algèbre de Banah telle que
‖A∗A‖ = ‖A‖2.
Rappelons maintenant qu'une algèbre de von Neumann (ou W ∗-algèbre) peut
être dénie d'une manière intrinsèque omme une C∗-algèbre spéiale. Cependant,
nous allons onsidérer uniquement les algèbres de von Neumann onrètes, i.e : des
sous-∗-algèbres unitaires d'opérateurs sur un espae de Hilbert H faiblement, σ-
faiblement ou fortement fermé (f [BR1℄ pp.71-72, [Fa2℄ pp.10). Cela nous permet
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de parler plutard des projeteurs spetraux d'un élément alié à une algèbre de
von Neumann, de dénir la notion d'une W ∗-dynamique, d'étudier les propriétés
ergodiques d'un système quantique...
Dénition 1.2 Une algèbre de von Neumann est une sous-∗-algèbre de B(H),
ontenant l'identité, qui est faiblement (ou σ-faiblement ou fortement ou σ-fortement)
fermée.
Maintenant, on se propose de donner une aratérisation des algèbres de von
Neumann. Considérons un sous-ensemble M de B(H). On dénit le entre de M,
noté M′ par
M′ := {B ∈ B(H), tel que BM = MB, ∀M ∈M}.
L'espae M′ est appelé aussi le ommutant de M. De manière analogue, on dénit
M′′ := (M′)′.
Une aratérisation des algèbres de von Neumann est donnée par la théorème suivant
(f [BR1℄ pp.72).
Théorème 1.3 (Théorème du biommutant)
Si H un espae de Hilbert et M une sous-∗-algèbre de B(H) ontenant l'identité,
alors les assertions suivantes sont équivalentes :
i) M est une algèbre de von Neumann,
ii) M =M′′.
) États et représentations
L'état physique d'un système quantique est représenté par une forme linéaire
positive ω, appelé état, dénie sur une C∗-algèbre A telle que ω(I) = 1. On dit que
ω est dèle si
ω(A∗A) = 0 ⇒ A = 0.
Un état ω déni sur une W ∗- algèbre M agissant sur un espae de Hilbert H
est dit veteur s'il existe un veteur unitaire Ω dans H tel que
ω(A) := 〈Ω, AΩ〉, ∀A ∈M.
Un état ω déni sur une W ∗-algèbreM agissant sur un espae de Hilbert H est
dit normal s'il existe un opérateur à trae ρ positif sur H, appelé matrie densité
tel que Tr(ρ) = 1 et
ω(A) := Tr(ρA), ∀A ∈M.
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Dénition 1.4 On appelle représentation d'une C∗-algèbre A, tout ouple (H, π)
où H est un espae de Hilbert et π est un morphisme de ∗-algèbre de A dans B(H).
Une représentation (H, π) d'une C∗-algèbre A est dite dèle si
π(A∗A) = 0 ⇒ A = 0.
Soit π : M → B(H) une représentaion. On dit que π est normale si π est σ-
faiblement ontinue. Il suit de [DJP℄ que π(M) est une algèbre de von Neumann
onrète si et seulement si π est normale.
Tout état ω sur une C∗-algèbre A peut être représenté omme un état veteur.
Ce résultat est dérit par le théorème suivant (f [BR1℄).
Théorème 1.5 (Représentation GNS)
Soit A une C∗-algèbre unitaire et ω un état sur A. Alors, il existe un espae de
Hilbert Hω, une représentation πω de A dans B(Hω) et un veteur unitaire Ωω dans
Hω tels que :
i) ω(A) = 〈Ωω, πω(A)Ωω〉 ∀A ∈ A,
ii) {πω(A)Ωω , A ∈ A} est dense dans Hω.
Le triplet (Hω, πω,Ωω) est appelé la représentation GNS (ou ylique) du ouple
(A, ω). De plus, le veteur Ωω est appelé veteur ylique de ω.
En outre, ette représentation est unique à un isomorphisme près, i.e : s'il existe
une autre représentation GNS (H′, π′,Ω′), alors l'opérateur
U : Hω →H
πω(A)Ωω 7→ π′(A)Ω′
est unitaire, e qui implique que
ω(A) = 〈Ωω, πω(A)Ωω〉 = 〈Ω′, π′(A)Ω′〉.
Maintenant, nous allons rappeler quelques résultats liés à la théorie modulaire
(f [BR1℄, [DJP℄, [JP2℄).
b) Opérateurs modulaires
Dénition 1.6 Soit N ⊂ B(K) une algèbre de von Neumann, où K est un espae
de Hilbert et soit Ω un veteur de K.
i) On dit que Ω est ylique pour N si NΩ est dense dans K,
ii) On dit que Ω est séparant pour N si AΩ = 0⇒ A = 0.
Pour la preuve de la proposition suivante, on renvoie le leteur à [BR1℄, pp. 85.
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Proposition 1.7 Soient N ⊂ B(K) une algèbre de von Neumann et Ω un veteur
de K. Alors, les assertions suivantes sont équivalentes :
i) Ω est ylique pour N ,
ii) Ω est séparent pour N ′.
Considérons maintenant un ouple (M, ω), où M est une W ∗-algèbre agissant
sur un espae de Hilbert H et ω un état normal dèle sur M. Alors, il existe une
matrie densité ρ telle que ω(A) = Tr(ρA), pour tout A ∈ M. Soit (Hω, πω,Ωω)
la représentation GNS assoiée au ouple (M, ω). Supposons que πω est normale.
Alors, πω(M) est une algèbre de von Neumann onrète.
Proposition 1.8 Si ω est un état dèle, alors le veteur Ωω est ylique et séparant
pour πω(M) et πω(M)′.
Soit S0 l'opérateur anti-linéaire déni par
S0 : πω(M)Ωω −→ πω(M)Ωω
πω(A)Ωω 7−→ πω(A)∗Ωω.
D'après la proposition énonée i-dessus, S0 est densément déni. De plus, il est
fermable et on désigne par S sa fermeture. La déomposition polaire de S est donnée
par
S = J∆1/2,
où J est un opérateur qui s'étend en un opérateur anti-unitaire sur H et ∆ est un
opérateur inversible vériant ∆ = SS∗.
Les opérateurs ∆ et J sont appelés respetivement l'opérateur modulaire et la
onjugaison modulaire assoiés au ouple (M, ω).
Le résultat prinipal de la théorie modulaire est donné par le théorème suivant
(f [BR1℄).
Théorème 1.9 (Théorème de Tomita-Takesaki)
Soient M une W ∗-algèbre et ω un état sur M de veteur ylique Ωω qui est sé-
parant pour M. On désigne respetivement par ∆ et J l'opérateur modulaire et la
onjugaison modulaire assoiés au ouple (M, ω). Alors, pour tout t ∈ R, on a
Jπω(M)J = πω(M)′,
∆itπω(M)∆−it = πω(M).
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) Forme standard
La forme standard d'uneW ∗-algèbreM⊂ B(H), où H est un espae de Hilbert,
est un quadriplet (M,H, J,H+), où J est un opérateur anti-unitaire sur H et H+
est une ne auto-duale tels que :
1) JMJ =M′,
2) JAJ = A∗ pour tout A ∈ M′,
3) JΨ = Ψ pour tout Ψ ∈ H+,
4) AJAH+ ⊂ H+ pour tout A ∈M.
Notons que si M est une W ∗-algèbre, on dit alors que (π,H, J,H+) est la re-
présentation standard de M si π : M → B(H) est une représentation injetive et
(π(M),H, J,H+) est une forme standard.
Maintenant, nous énonçons le théorème suivant (f [DJP℄).
Théorème 1.10 SoitM uneW ∗-algèbre. Soient ω est un état dèle et (πω,Hω,Ωω)
la représentation GNS du ouple (M, ω). Soit J la onjugaison modulaire asso-
iée et H+ω = {πω(A)Jπω(A)Ωω, A ∈M}. Alors, H+ω est une ne auto-duale et
(πω,Hω, J,H+ω ) est la représentation standard de M.
1.1.2 Systèmes dynamiques quantiques
Dans l'approhe hamiltonienne, un système quantique est dérit par un système
dynamique quantique.
Dénition 1.11
i) Un W ∗-système dynamique est un ouple (M, τ), où M est une W ∗-algèbre
et τ = (τ t)t∈R est un groupe d'automorphismes σ-faiblement ontinu sur M
appelé W ∗-dynamique.
ii) Un système dynamique est un triplet (M, τ, ω), où (M, τ) est un W ∗-système
dynamique et ω est un état dèle normal τ -invariant, i.e :
ω(τ t(A)) := ω(A), ∀t ∈ R, A ∈M.
Considérons maintenant uneW ∗-algèbre donnée dans sa forme standard (M,H, J,H+)
et soit τ une W ∗-dynamique sur M. Alors, la W ∗-dynamique τ est totalement dé-
terminée par un opérateur auto-adjoint L (f [DJP℄).
Théorème 1.12 Il existe un unique opérateur auto-adjoint L sur H tel que :
i) τ t(A) = eitLAe−itL,
ii) eitLH+ ⊂ H+, pour tout t ∈ R.
20
L'opérateur L déni par le théorème i-dessus est appelé liouvillien standard (ou
liouvillien) de la dynamique τ .
Notons que siM⊂ B(H), (M,H, J,H+) est une forme standard et que si τ est
une W ∗-dynamique sur M de liouvillien standard L, qui possède un état invariant
dèle ω de veteur ylique Ω ∈ H+, alors Ω est un veteur propre de L assoié à
la valeur propre 0.
En méanique quantique, un système physique est dérit par un système dy-
namique (M, τ, ω) de liouvillien L. De plus, pour dérire l'interation entre un
résevoir bosonique et un petit système, nous avons besoin d'introduire une lasse
d'opérateurs donnée par la dénition suivante (f [DJP℄).
Dénition 1.13 Un opérateur auto-adjoint Q est dit alié à M si tous ses pro-
jeteurs spetraux sont des éléments de M.
Soit (M, τ, ω) un système dynamique de liouvillien standard L et soit Q un
opérateur alié à M. Le théorème suivant est démontré dans [DJP℄.
Théorème 1.14 Supposons que l'opérateur L+Q est essentiellement auto-adjoint
sur D(L) ∩D(Q). Alors, l'appliation
τ tQ(A) = e
it(L+Q)Ae−it(L+Q); A ∈M,
est une W ∗-dynamique sur M.
Le liouvillien standard du système dynamique (M, τQ, ω) est donné par la proposi-
tion suivante (f [DJP℄).
Proposition 1.15 Supposons que les hypothèses suivantes sont satisfaites :
i) L+Q est essentiellement auto-adjoint sur D(L) ∩D(Q),
ii) LQ = L + Q − JQJ est essentiellement auto-adjoint sur D(L) ∩ D(Q) ∩
D(JQJ).
Alors, LQ est le liouvillien standard de τQ.
1.1.3 États KMS
Considérons un système quantique dérit par un espae de Hilbert H de dimen-
sion nie H. Alors, son énergie est représentée par un opérateur auto-adjoint H
déni sur H qu'on appelle hamiltonien. De plus, à une température inverse
β = 1
kT
, où k est une onstante appelée onstante de Boltzmann et T est une
température xée, l'état d'équilibre thermodynamique de e système est donné par
ωβ(A) :=
Tr(e−βHA)
Tr(e−βH)
, (1.1)
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pour tout A ∈ B(H). L'état ωβ est appelé état de Gibbs ou état anonique.
D'autre part, si on onsidère un état normal ω déni sur B(H) par
ω(A) = Tr(ρA)
et si on désigne par τ la W ∗-dynamique dénie sur B(H) par
τt(A) = e
−itHAeitH ,
alors on a la aratérisation suivante.
Proposition 1.16 Les assertions suivantes sont équivalentes :
i) ω(Aτ t+iβ(B)) = ω(τ t(B)A), ∀A,B ∈ B(H) (dimH <∞),
ii) ρ est donné par
ρ =
1
Z
e−βH
où Z = Tr(exp (−βH)).
Un état ω vériant la relation i) de la proposition i-dessus est appelé état (τ, β)-
KMS.
Notons que aratériser les états d'équilibres thermodynamiques d'un système
quantique par la relation (1.1) néessite que Tr(e−βH) < ∞, or e n'est pas sou-
vent le as quand H est de dimension innie, d'où l'utilité de aratériser les états
d'équilibres thermodynamiques par des états KMS.
Dénition 1.17 Soient (M, τ) un W ∗-système dynamique et β > 0. On dit qu'un
état normal ω est un état (τ, β)-KMS si pour tous A,B ∈ M, il existe une fon-
tion FA,B(z) analytique sur la bande {z, 0 < ℑz < β}, ontinue sur sa fermeture
satisfaisant aux onditions suivantes :
• FA,B(t) := ω(Aτ t(B))
• FA,B(t+ iβ) := ω(τ t(B)A)
pour tout t ∈ R.
Le théorème suivant fournit quelques propriétés des états KMS (f [DJP℄).
Théorème 1.18
i) Si ω est un état (τ, β)-KMS, alors ω est τ -invariant.
ii) Si ω est un (τ, β)-KMS de veteur ylique Ωω, alors Ωω est séparant pourM.
En partiulier, ω est dèle et Ωω est ylique pour M′.
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iii) Si (M, τ, ω) est un système dynamique de liouvillien standard L et si ω est un
(τ, β)-KMS de veteur ylique Ωω, alors ∆ = exp(−βL), où ∆ est l'opérateur
modulaire assoié au ouple (M, ω).
Si ω est un (τ, β)-KMS sur une W ∗-algèbreM de veteur ylique Ωω, alors on
dit parfois, par abus de language, que Ωω est un veteur β-KMS.
Maintenant, on se propose de donner un résultat lié à la théorie de perturbation
des états KMS (f [DJP℄).
Théorème 1.19 Soient ω un état (τ, β)-KMS déni sur une W ∗-algèbre M, de
veteur ylique Ω et Q un opérateur auto-adjoint alié à M. Supposons que les
hypothèses suivantes sont satisfaites :
i) L+Q est essentiellement auto-adjoint sur D(L) ∩D(Q),
ii) L+Q− JQJ est essentiellement auto-adjoint sur D(L) ∩D(Q) ∩D(JQJ),
iii) ‖e−βQ/2Ω‖ <∞.
Alors, on a
Ω ∈ D(e−β(L+Q)/2) et ΩQ = e−β(L+Q)/2Ω.
De plus,
ωQ(A) = 〈ΩQ, AΩQ〉/‖ΩQ‖2
est un état (τQ, β)-KMS sur M.
1.1.4 Représentation ylique d'un système ni
Dans ette sous-setion, nous allons appliquer les résultats énonés préédem-
ment pour dérire un système quantique ni.
Soit K un espae de Hilbert de dimension nie. On note M = B(K) la W ∗-
algèbre des opérateurs bornés sur K. Considérons un état dèle normal ω sur M.
Alors, il existe une matrie densité ρ telle que
ω(A) = Tr(ρA).
Comme ρ est un opérateur à trae, on a ρ1/2 est un opérateur de Hilbert-Shmidt.
Désignons maintenant par J 2(K) l'espae des opérateurs de Hilbert-Shmidt sur K
qu'on lui assoie le produit salaire suivant :
< A,B >= Tr(A∗B).
Posons
Hω = J 2(K),
πl(A)a = Aa, A ∈M, a ∈ Hω,
Ωω = ρ
1/2.
23
Il est lair que πl est une représentation de M sur Hω et que le triplet (Hω, πl,Ωω)
est la représentation ylique du ouple (M, ω). Notons aussi que πr(A)a = aA∗ est
une anti-représentation de M sur Hω. De plus, si on onsidère l'opérateur
JS : J 2(K) −→ J 2(K)
a 7−→ a∗,
alors il est faile de vérier que
J2S = I, πr(A) = JSπl(A)JS.
L'opérateur JS est un opérateur anti-unitaire sur J 2(K). D'autre part, il existe un
isomorphisme anonique
J 2(K) −→ K⊗ K¯
|ψ >< φ| 7−→ ψ ⊗ φ¯.
Par suite, grâe à ette isomorphisme, on a les identiations suivantes :
J 2(K) ≃ K ⊗ K¯
πl(A) ≃ A⊗ I
πr(A) ≃ I ⊗ A¯
JS : ψ ⊗ φ¯ 7−→ φ⊗ ψ¯.
Posons
N = πl(M)
Il est lair que
N ′ = JSNJS = πr(M).
Considérons maintenant l'espae J 2+(K) engendré par la famille {a ∈ J 2(K), a ≥
0}. Alors, pour tout a ∈ J 2+(K), on vérie que
a = a1/2ρ−1/4JSa1/2ρ−1/4JSρ1/2Ωω
= (a1/2ρ−1/4)JS(a1/2ρ−1/4)JSΩω,
e qui prouve que
a ∈ {AJSAJSΩω , A ∈ M}.
Réiproquement, si A ∈M, alors on a
AJSAJSΩω = AΩωA
∗ = (AΩ1/2ω )(AΩ
1/2
ω )
∗ ≥ 0.
Comme J 2(K) est un idéal bilatère de B(K) =M, on obtient don
AJSAJSΩω ∈ J 2(K).
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Par onséquent, on a
H+ω = J 2+(K) ≃ (K ⊗ K¯)+
est le ne auto-dual assoié au ouple (M, ω).
Ainsi, le quadriplet
(πl,Hω, JS, (K ⊗ K¯)+)
est la représentation standard du ouple (M, ω).
Soit
τ t(A) = e−itKAeitK
où A ∈ M et K est l'hamiltonien dérivant le système quantique. Il est faile de
vérier que (M, τ) est un W ∗-système dynamique. De plus, on a
πl(τ
t(A))b = e−itKAeitKb
= e−itKA(eitKbe−itK)eitK
= U∗t πl(A)Utb,
où
Ut : J 2(K) −→ J 2(K)
b 7−→ eitKbe−itK .
Il est lair que (Ut)t est un groupe unitaire à 1-paramètre fortement ontinu. Ainsi,
d'après le théorème de Stone, il existe un opérateur auto-adjoint L sur J 2(K) tel
que
Ut = e
itL.
Notons que
Lb =
1
i
d
dt
|t=0Utb = [K, b] et L ≃ K ⊗ I − I ⊗ K¯.
L'opérateur L est le liouvillien standard assoié au système quantique.
Posons
Ωβ =
e−βK/2√
Tr(e−βK)
.
Alors, d'après la proposition 1.16, le veteur Ωβ est un veteur (τ, β)-KMS.
1.1.5 Espae de Fok
En méanique quantique, une partiule est dérite par un espae de Hilbert H.
L'espae à n partiules est donné par le produit tensoriel n fois de H déni par
H⊗n := H⊗ ....⊗H
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et obtenu après omplétion de l'espae préhilbertien des ombinaisons linéaires nies
des éléments de la forme u1 ⊗ ....⊗ un muni du produit salaire
〈u1 ⊗ ...⊗ un, v1 ⊗ ...⊗ vn〉 := 〈u1, v1〉....〈un, vn〉.
Si A est un opérateur sur H, alors le produit tensoriel n fois de A est déni sur
H⊗n (A⊗0 = I) par
A⊗n := A⊗ ...⊗ A (n fois).
Dans la suite, nous nous intéressons uniquement aux espaes de Fok symétriques
qui permettent de dérire un gaz de bosons libres. On dénit le produit tensoriel
symétrique des éléments u1, ...., un de H par
u1 ◦ .... ◦ un := 1
n!
∑
σ∈Sn
uσ(1) ⊗ ....⊗ uσ(n),
où Sn est le groupe de permutations de {1, ..., n}. L'espae fermé H◦n = Γns (H)
engendré par {u1 ◦ ... ◦ un, ui ∈ H} est appelé espae bosonique à n partiules.
L'espae de Fok symétrique (ou bosonique) onstruit sur H est le omplété de
l'espae
⊕∞n=0H◦n = ⊕∞n=0Γns (H), (H◦0 = C),
qu'on note Γs(H). Dans la suite, Γs(H) sera noté aussi ⊕∞n=0H◦n.
D'autre part, si H est l'hamiltonien d'un boson isolé, alors l'hamiltonien du
réservoir est donné par la seonde quantiation diérentielle de H notée dΓ(H),
qui est déni sur D(dΓ(H)) ∩ Γns (H) par
dΓ(H)ψ1 ◦ .... ◦ ψn :=
n∑
i=1
ψ1 ◦ ... ◦Hψi ◦ ... ◦ ψn,
où pour tout i, ψi ∈ D(H). L'opérateur Γ(H) := eidΓ(H) est appelé seonde quanti-
ation de H .
Maintenant, pour tout u ∈ H, on dénit le veteur ohérent (ou veteur expo-
nentiel) e(u) de u par
e(u) :=
∑
n≥0
u⊗n√
n!
.
Proposition 1.20 Soit M un domaine dense dans H. Alors, l'espae vetoriel
E(M) des ombinaisons linéaires nies de veteurs ohérents d'éléments de M, est
dense dans Γs(H).
Théorème 1.21 Soient H1, H2 deux espaes de Hilbert. Alors, il existe un unique
isomorphisme unitaire
U : Γs(H1 ⊕H2) −→ Γs(H1)⊗ Γs(H2)
e(u⊕ v) 7−→ e(u)⊗ e(v).
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Finalement, l'interation entre les diérentes partiules de bosons est dérite par
des opérateurs a∗, a, Λ qui sont appelés respetivement les opérateurs de réation,
d'annihilation et de onservation. De plus, ils sont dénis par
a∗(g)e(f) :=
d
dε
e(f + εg)
∣∣∣
ε=0
, f, g ∈ H;
a(g)e(f) := 〈g, f〉e(f), f, g ∈ H;
Λ(K)e(f) := −i d
dε
e
(
eiεKf)
)∣∣∣
ε=0
, f ∈ H, K ∈ B(H).
1.1.6 Algèbres des relations de ommutations anoniques
On se propose dans ette sous-setion de dérire l'algèbre des relations de om-
mutations anoniques et pour plus de détails, on renvoie le leteur à [BR2℄.
Soit H un espae de Hilbert. On désigne par Γs(H) l'espae de Fok symétrique
onstruit sur H. On dénit l'opérateur auto-adjoint ϕ(f) sur Γs(H) par
ϕ(f) :=
1√
2
(a(f) + a∗(f)),
appelé opérateur de hamp de Segal. L'opérateur de Weyl assoié à un élément f de
H est l'opérateur unitaire
W (f) := eiϕ(f).
Le théorème suivant fournit quelques propriétés des opérateurs de Weyl (f [BR2℄).
Théorème 1.22 Soit H un espae de Hilbert et K un sous-espae dense dans H.
Alors, il existe une C∗-algèbre qu'on note CCR(K) des opérateurs sur Γs(H), unique
à un isomorphisme près, engendré par les éléments W (f), f ∈ K tels que :
i) W (f)∗ = W (−f) pour tout f ∈ K,
ii) W (f)W (g) = e−
i
2
Im〈f, g〉W (f + g) pour tous f, g ∈ K.
1.1.7 Représentation ylique d'Araki-Woods d'un réservoir
bosonique
Considérons un réservoir bosonique dérit par un espae de Hilbert Z. Soit ρ
une matrie densité stritement positive dénie sur Z. On note Q(ρ) le domaine
de ρ1/2. Pour tout f ∈ Q(ρ), on dénit les opérateurs de Weyl Wρ,l(f), Wρ,r(f¯) sur
Γs(Z ⊕ Z¯) par
Wρ,l(f) = W ((1 + ρ)
1/2f ⊕ ρ¯1/2f¯),
Wρ, r(f¯) = W (ρ
1/2f ⊕ (1 + ρ¯)1/2f¯).
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L'opérateur de hamp assoié à la représentation d'Araki-Woods à gauhe est
donné par
ϕAW (f) :=
1√
2
(
a
(
(1 + ρ)1/2f ⊕ ρ¯1/2f¯)+ a∗((1 + ρ)1/2f ⊕ ρ¯1/2f¯)),
pour tout f ∈ Q(ρ).
Désignons maintenant par Mρ,l (resp. Mρ,r) l'algèbre d'Araki-Woods à gauhe
(resp. à droite) engendrée par l'ensemble d'opérateurs {Wρ,l(f), f ∈ Q(ρ)} (resp.
engendrée par l'ensemble d'opérateurs {Wρ,r(f¯), f ∈ Q(ρ)}). Posons Cρ = CCRQ(ρ).
Il est lair que l'appliation W (f) 7−→ Wρ,l(f) (resp. W (f¯) 7−→ Wρ,r(f¯)) est une
représentation de Cρ dansMρ,l (resp. une anti-représentation de Cρ dansMρ,r), qu'
on appelle la représentation d'Araki-Woods (resp. l'anti-représentation) des CCR
et qu'on note πρ,l (resp. πρ,r). Notons aussi que ϕAW (f) est un élément alié àMρ,l
(f [DJ2℄).
Soit ωρ l'état déni sur Cρ par
ωρ(W (f)) = 〈Ω,Wρ, l(f)Ω〉
= e−
1
4
‖f‖2− 1
2
〈f, ρf〉,
où Ω est le veteur vide de l'espae de Fok Γs(Z ⊕ Z¯). Comme πρ, l(Cρ)Ω (resp.
πρ,r(Cρ)Ω) est dense dans Γs(Z⊕Z¯), il suit que le triplet (Γs(Z⊕Z¯), πρ, l,Ω) (resp.
(Γ(Z ⊕ Z¯), πρ, r,Ω)) est la représentation (resp. anti-représentation) ylique du
ouple (Cρ, ωρ), qu'on appelle représentation (anti-représentation) ylique d'Araki-
Woods.
Dénissons maintenant l'opérateur η sur Z ⊕ Z¯ par
η(f1 ⊕ f¯2) = (f2 ⊕ f¯1).
Il est lair que
η2 = I, η = η∗.
De plus, l'opérateur JR : Γs(Z ⊕ Z¯) −→ Γs(Z ⊕ Z¯) déni par JR = Γ(η) est un
opérateur anti-unitaire vériant :
JR = J
∗
R, J
2
R = I, JRΩ = Ω.
Notons aussi que
Wρ, r(f¯) = JRWρ, l(f)JR,
d'où Mρ,r = JRMρ,lJR, et Mρ,r = M′ρ,l. Ainsi, JR est la onjugaison modulaire
assoiée au ouple (Cρ, ωρ).
Considérons maintenant l'espae de Hilbert Shmidt J 2(Γs(Z))muni du produit
salaire
〈A,B〉 = Tr(A∗B).
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Alors, on a l'isomorphisme anonique suivant :
J 2(Γs(Z)) −→ Γs(Z)⊗ Γs(Z)
|ψ〉〈φ| 7−→ ψ ⊗ φ¯.
Par suite, grâe à et isomorphisme, on identie l'espae J 2(Γs(Z)) à Γs(Z)⊗Γs(Z).
D'autre part, on a
Γs(Z)⊗ Γs(Z) ≃ Γs(Z)⊗ Γs(Z¯)
et par la propriété exponentielle
Γs(Z)⊗ Γs(Z¯) ≃ Γs(Z ⊕ Z¯).
On obtient don
J 2(Γs(Z)) ≃ Γs(Z ⊕ Z¯).
Notons que par un raisonnement analogue à elui de la sous-setion 1.1.4, on montre
que
J 2+(Γs(Z)) ≃ Γs,+(Z ⊕ Z¯)
est le ne auto-dual assoié au ouple (Cρ, ωρ). Par onséquent, le quadriplet
(πρ, l,Γs(Z ⊕ Z¯),Γ(ǫ),Γs,+(Z ⊕ Z¯))
est la représentation standard du ouple (Cρ, ωρ).
Soit h un opérateur auto-adjoint qui représente l'hamiltonien d'un boson isolé
et qui ommute ave ρ. Ainsi, l'hamiltonien du réservoir est donné par la seonde
quantiation diérentielle dΓ(h). De plus, la relation
πρ,l
(
eitdΓ(h)W (f)e−itdΓ(h)
)
= eit[dΓ(h),.]Wρ,l(f)e
−itdΓ(h),.]
dénit une W ∗-dynamique sur Mρ,l de liouvillien standard
LR = [dΓ(h), .] ≃ dΓ(h⊕ (−h¯))
Notons aussi que le veteur Ω est un veteur (τ, β)-KMS si et seulement si
ρ = (eβh − 1)−1.
1.1.8 Retour à l'équilibre
Soient (M, τ, ω) un système dynamique de liouvillien standard L et (H, π,Ω) la
représentation GNS assoiée. Dans la suite, nous présentons quelques résultats qui
permettent d'examiner la propriété d'équilibre du système dynamique (M, τ, ω) et
qui sont liés aux propriétés spetrales du liouvillien.
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Dénition 1.23 On dit que (M, τ, ω) a la propriété du retour à l'équilibre si pour
tout A ∈M et pour tout état normal µ
lim
t→∞
µ(τ t(A)) := ω(A).
Par le théorème suivant nous donnons des aratérisations de la propriété du
retour à l'équilibre d'un système dynamique (f [JP2℄).
Théorème 1.24 Si ω est un état dèle, alors les assertions suivantes sont équiva-
lentes :
a) Pour tous µ état normal, A ∈M
lim
t→∞
µ(τ t(A)) = ω(A),
b) Pour tous A, B ∈M
lim
t→∞
ω(Aτ t(B)) = ω(A)ω(B),
) w − limt→∞ e−itL = |Ω〉〈Ω|.
Dans la pratique, la propriété du retour à l'équilibre d'un système dynamique
peut être déduite des propriétés du spetre de liouvillien. Ce résultat est donné par
le théorème suivant (f [JP2℄).
Théorème 1.25 Soit (M, τ, ω) un système dynamique de liouvillien standard L. Si
le spetre de L est absolument ontinu sauf pour la valeur propre 0, alors le système
dynamique (M, τ, ω) possède la propriété du retour à l'équilibre.
1.2 Approhe markovienne
Étant donné un système quantique en interation ave un système extérieur,
l'approhe markovienne onsiste à modéliser le système extérieur et se onentrer
uniquement sur la dynamique eetive du système quantique. Cette dynamique
est supposée dérite par un semigroupe d'appliations omplètement positives, ap-
pelé semigroupe dynamique quantique (ou semigroupe markovien) (f [Da1℄, [Da2℄,
[FaR1℄, [R℄). Notons que es semigroupes peuvent être obtenus par dilatation des
équations de Langevin quantique (f [Fa1℄,[Ma1℄).
Dans la suite, on se propose de présenter quelques propriétés des semigroupes
dynamiques quantiques.
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1.2.1 Semigroupes dynamiques quantiques
Les semigroupes dynamiques quantiques sont les modèles mathématiques natu-
rels qui permettent d'étudier les évolutions irréversibles des systèmes quantiques
ouverts. De plus, ils permettent de dériver les équations maîtresses qui dérivent
l'évolution d'états de systèmes quantiques. Notons que dans e ontexte, l'irriversi-
bilité signie de point du vue mathématique que les appliations Tt assoiées à un
semigroupe dynamique quantique T = (Tt)t≥0 sur B(K) ne sont pas des automor-
phismes de B(K).
a) Appliations omplètement positives
Soient A et B deux C∗-algèbres unitaires (ave unités). Une appliation linéaire
Φ de A dans B est dite positive si
Φ(A+) ⊂ B+,
où A+ et B+ sont respetivement les éléments positifs de A et B.
Dénition 1.26 Une appliation linéaire Φ de A dans B est dite :
i) n-positive si pour toute famille a1, ..., an de A et toute famille b1, ..., bn de B
n∑
i,j=1
b∗iΦ(a
∗
i aj)bj ≥ 0,
ii) Complètement positive si elle est n-positive pour tout n ≥ 1.
Une aratérisation des appliations omplètement positives est donnée par le
théorème suivant (f [Fa2℄).
Théorème 1.27 (Stinespring)
Soient K un espae de Hilbert et B une sous-∗-algèbre de B(K). Supposons que A est
une C∗-algèbre unitaire. Alors, une appliation linéaire Φ : A → B est omplètement
positive si et seulement si elle s'érit sous la forme
Φ(x) = V ∗π(x)V,
où (η, π) est une représentation de A et V est un opérateur borné de K dans η.
Une appliation omplètement positive Φ : A → B est dite normale si Φ est
σ-faiblement ontinue préservant l'identité. Pour la preuve du théorème suivant, on
renvoie le leteur à [Fa2℄.
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Théorème 1.28 (Krauss)
Soient K et η deux espaes de Hilbert et A une algèbre de von Neumann d'opérateurs
de K. Alors, Φ : A → B(η) est une appliation normale omplètement positive si
et seulement si il existe une suite d'opérateurs linéaires bornés (Vj)j∈N de η dans K
telle que la serie
∑∞
j=1 V
∗
j aVj onverge fortement pour tout a ∈ A et
Φ(a) =
∞∑
j=1
V ∗j aVj .
b) Générateur d'un semigroupe dynamique quantique
Dans la théorie des évolutions irréversibles des systèmes quantiques ouverts,
plusieurs propriétés physiques se déduisent de la forme expliite du générateur d'un
semigroupe dynamique quantique.
Dénition 1.29 Un semigroupe dynamique quantique (au sens de Heisenberg) sur
une algèbre de von Neumann A est un semigroupe à un paramètre T = (Tt)t≥0
d'appliations normales omplètement positives de A dans A qui est σ-faiblement
ontinu et vériant Tt(I) = I, pour tout t ≥ 0.
Soient H un espae de Hilbert séparable, B(H) l'algèbre des opérateurs bornés
sur H et T (H) l'espae des opérateurs à trae sur H. Si T : B(H) → B(H) est un
semigroupe dynamique quantique, alors son dual T ∗ = (T ∗t )t≥0 est un semigroupe à
un paramètre qui préserve la trae et qui est fortement ontinu sur T (H).
Le semigroupe T ∗ est appelé semigroupe dynamique quantique au sens de Shro-
dinger. De plus, on a la relation de dualité suivante :
Tr(ρTt(A)) = Tr(T
∗
t (ρ)A), (1.2)
pour tous ρ ∈ T (H), A ∈ B(H) et t ≥ 0. Maintenant, nous énonçons les résultat
suivante (f [Bu℄).
Théorème 1.30 Si T est un semigroupe dynamique quantique au sens de Heisen-
berg, alors son dual T ∗ est un semigroupe dynamique quantique au sens de Shrodin-
ger. Inversement, si T ∗ est un semigroupe dynamique quantique au sens de Shro-
dinger, alors il existe un unique semigroupe dynamique quantique T au sens de
Heisenberg qui admet T ∗ omme semigroupe dual.
Soit T : B(H)→ B(H) un semigroupe dynamique quantique au sens de Heisen-
berg. Le domaine du générateur innitesimal L du semigroupe T est donné par
D(L) = {X ∈ B(H), tel que w∗ − lim
t→0
Tt(X)−X
t
existe }.
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De plus, pour tout X ∈ D(L), on a
L(X) = w∗ − lim
t→0
Tt(X)−X
t
,
où la topologie w∗ est la topologie σ-faible sur B(H).
Maintenant, an d'avoir une forme expliite du générateur L, on onsidère dans
la suite un as partiulier de semigroupe dynamique quantique.
Dénition 1.31 Un semigroupe dynamique quantique T = (Tt)t≥0 est dit unifor-
mement ontinu si
lim
t→0
‖Tt − T0‖ = 0.
Notons que dans la théorie générale des semigroupes, un semigroupe dynamique
quantique T est uniformement ontinu si et seulement si son générateur L est un
opérateur borné (f [AlL℄, [Fa2℄, [Da3℄).
Théorème 1.32 Si T est un semigroupe dynamique quantique uniformement ontinu
sur B(H) de générateur innitesimal L, alors il existe un opérateur G et une appli-
ation omplètement positive Φ tel que
L(X) = G∗X + Φ(X) +XG, ∀X ∈ B(H).
Par le théorème suivant, nous donnons une autre forme du générateur inni-
tesimal d'un semigroupe dynamique quantique uniformement ontinu qui est dû à
Lindblad et qu'on utilise souvent dans la pratique (f [AlL℄, [L℄).
Théorème 1.33 Soit T est un semigroupe dynamique quantique uniformement
ontinu sur B(H) de générateur innitesimal L, où H est un espae de Hilbert
séparable. Soit ρ un état sur H. Alors, il existe un opérateur auto-adjoint H et une
suite d'opérateurs (Lk)k∈N de B(H) tels que :
1) Tr(ρLk) = 0, pour tout k,
2)
∑
k L
∗
kLk onverge fortement,
3) Si
∑
k |ck|2 <∞ et c0 +
∑
k ckLk = 0, alors ck = 0 pour tout k,
4) Le générateur L du semigroupe T est de la forme
L(X) = i[H,X]− 1
2
∑
k
(L∗kLkX +XL
∗
kLk − 2L∗kXLk),
pour tout X ∈ B(H).
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L'opérateur L est appelé lindbladien.
Généralement dans les artiles de physique, le générateur d'un semigroupe dy-
namique quantique apparaît sous sa forme préduale. Ainsi, si T est un semigroupe
dynamique quantique de générateur L, alors d'après la relation de dualité (1.2) on
peut déterminer le générateur L∗ du semigroupe T ∗. Cela nous permet de dénir
e qu'on appelle l'équation maîtresse en méanique quantique qui dérit l'évolution
des états d'un système quantique et qui est donnée par
dρ(t)
dt
:= L∗(ρ(t)).
1.2.2 Existene, uniité, retour à l'équilibre
Dans ette sous-setion, nous présentons un ritère de retour à l'équilibre d'un
semigroupe dynamique quantique, qui est dû à Fagnola et Rebolledo. De plus, nous
donnons un ritère d'uniité d'un état stationnaire.
Dénition 1.34 Soit T un semigroupe dynamique quantique uniformement ontinu
de générateur L déni sur une W ∗-algèbre M.
i) On dit que ρ est un état stationnaire de T si
T ∗t (ρ) := ρ, ∀t ≥ 0,
ii) On dit que T a la propriété du retour à l'équilibre s'il admet un état station-
naire ρ et si
lim
t→∞
Tr(µTt(A)) := Tr(ρA),
pour tout A ∈M et pour tout état normal µ.
Notons que ρ est un état stationnaire de T si et seulement si L∗(ρ) = 0, 'est à dire
ρ est une solution de l'équation maîtresse
dρ(t)
dt
= L∗(ρ(t)) = 0.
Dans la théorie des évolutions irréversibles des systèmes quantiques ouverts, plu-
sieurs propriétés physiques importantes déoulent du formalisme des semigroupes
dynamiques quantiques telles que le retour l'équilibre, l'uniité de l'état station-
naire, déohérene quantique, ondition du bilan détaillé quantique...
Dans la suite, nous présentons le résultat prinipal qui permet d'examiner la
propriété du retour à l'équilibre et qui est basé sur la forme expliite du lind-
bladien. Considérons un semigroupe dynamique quantique uniformement ontinu
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T = (Tt)t≥0 de générateur L déni sur B(H), où H est un espae de Hilbert de
dimension nie. Supposons que L a la forme d'un lindbladien
L(X) = i[H,X]− 1
2
∑
k≥1
(L∗kLkX +XL
∗
kLk − 2L∗kXLk), (1.3)
pour tout X ∈ B(H), où les opérateurs (Lk)k et H satisfont les hypothèses du
théorème 1.33. Le résultat suivant est dû à Fagnola et Rebolledo (f [FaR2℄).
Théorème 1.35 (Fagnola-Rebolledo)
Supposons que H est un espae de Hilbert de dimension nie et que le semigroupe
dynamique quantique T admet un état dèle normal stationnaire dans B(H) dont le
générateur est donné par (1.3). Alors, T possède la propriété du retour à l'équilibre
si et seulement si
{Lk, L∗k, H, k ≥ 1}′ = {Lk, L∗k, k ≥ 1}′.
Notons que si dimH < ∞, alors il existe toujours un état stationnaire (non
nééssairement unique) pour le semigroupe dynamique quantique T . En eet, onsi-
dérons l'appliation
E : T (H) → T (H)
A 7→ E(A) = L∗(A∗A).
Comme Tr(L∗(A∗A)) = 0 pour tout A ∈ T (H), l'appliation E est non surjetive.
Par onséquent, E est non injetive, d'où il existe une matrie A non nulle de T (H)
telle que
E(A) = L∗(A∗A) = 0.
Posons
ρ =
A∗A
Tr(A∗A)
.
Il est lair que ρ est une matrie positive vériant Tr(ρ) = 1 et que L∗(ρ) = 0.
Un résultat d'uniité est prouvé par Frigerio dans le théorème suivant (f [Fr1℄).
Théorème 1.36 (Frigerio)
Soit T un semigroupe dynamique quantique uniformement ontinu sur B(H), où H
est un espae de Hilbert séparable. Supposons que son générateur L a la forme (1.3)
et que T possède un état stationnaire dèle normal ρ. Alors, les deux assertions
suivantes sont équivalentes :
i) ρ est l'unique état stationnaire de T ,
ii) {H,Lk, L∗k, k ≥ 1}′ = CI.
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1.2.3 Déohérene quantique
Dans ette sous-setion, nous allons dénir la notion de déohérene quantique
d'un système physique donné (f [BO℄).
Soit H un espae de Hilbert et T un semigroupe dynamique quantique sur B(H)
de générateur innitesimal L, dérivant un système quantique. L'équation maîtresse
assoiée est donnée par
dρ(t)
dt
= L∗(ρ(t)),
pour toute matrie densité ρ.
Dénition 1.37 On dit que l'évolution dynamique du système quantique dérit une
déohérene, s'il existe une base orthonormée de H telle que les oeients non
diagonaux de sa matrie densité ρ(t), évoluée en temps, dans ette base, tendent
vers 0 quand t→∞.
1.2.4 Condition du bilan détaillé quantique
La dynamique irréversible d'un système quantique est dérite par un semigroupe
dynamique quantique de générateur L. La ondition du bilan détaillé quantique
onsiste à partager ette dynamique en une partie hamiltonienne et une partie
dissipative. Pour plus de détails, on renvoie le leteur à [FrGoV℄. La dénition de la
ondition du bilan détaillé quantique donnée i-dessous, est dûe à Aliki et Lendi
(f [AlL℄) ; il existe ependant d'autres dénitions (f [FrGoV℄).
Dénition 1.38 Soit Θ le générateur d'un semigroupe dynamique quantique sur
B(H), où H est un espae de Hilbert, qui s'érit
Θ = −i [H, .] + Θ0,
ave H est un opérateur auto-adjoint sur H. On dit que Θ satisfait la ondition du
bilan détaillé quantique par rapport à un état stationnaire dèle ρ si
i) [H, ρ] := 0,
ii) 〈Θ0(A), B〉ρ := 〈A, Θ0(B)〉ρ, pour tous A, B ∈ D(Θ0),
où 〈A, B〉ρ = Tr(ρA∗B).
1.3 Calul stohastique quantique
Dans ette setion, nous rappelons les éléments de base du alul stohastique
quantique (f [Fa2℄, [M℄, [P℄...). Nous ommençons par dérire les bruits quantiques
sur un espae de Fok, ei est traité dans la sous-setion 1.3.1. Dans la sous-setion
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1.3.2, nous rappelons la dénition des intégrales stohastiques quantiques (f [M℄,
[P℄). Ensuite, nous dérivons les équations de Langevin quantiques (équation de
Hudson-Parthasarathy) (f [HP℄, [P℄), ei est donné dans la sous-setion 1.3.3. Fi-
nalement, dans la setion 1.3.4, nous présentons l'hamiltonien assoié à une équation
de Hudson-Parthasarathy (f [G℄).
1.3.1 Bruits quantiques
Les opérateurs de réation, d'annihilation et de onservation introduits dans la
sous-setion 1.1.5 permettent de dénir e qu'on appelle les bruits quantiques qui
dérivent l'inuene d'un système bosonique extérieur sur un petit système.
Soit Z un espae de Hilbert séparable dont on xe une base orthonormée
{ek, k ∈ J}. On note Γ(R+), l'espae de Fok symétrique onstruit sur Z ⊗L2(R+).
Ainsi, d'après l'identiation
Z ⊗ L2(R+) ≃ L2(R+,Z) ≃ L2(R+ × J),
on obtient
Γ(R+) = Γsym(L
2(R+ × J)). (1.4)
L'espae Z est appelé espae de multipliité et dimZ est appelée multipliité de
l'espae de Fok Γ(R+).
Maintenant pour tous 0 ≤ s < t, nous introduisons les espaes suivants :
Γ(s,t) = Γsym(Z ⊗ L2(s, t)), Γ(t = Γsym(Z ⊗ L2(t,∞)).
Notons que nous avons une identiation naturelle
Γ = Γ(0,s) ⊗ Γ(s,t) ⊗ Γ(t
qui est donnée expliitement par la propriété de fatorisation des veteurs exponen-
tiels
e(f) = e(f(0,s))⊗ e(f(s,t))⊗ e(f(t),
où
f(s,t)(x) = 1(s,t)(x)f(x), f(t(x) = 1(t,∞)(x)f(x).
Dans la suite, nous allons voir que ette propriété de fatorisation joue un rle
important pour dénir les intégrales stohastiques quantiques.
Dénition 1.39 Soit E l'espae vetoriel engendré par l'ensemble des veteurs ex-
ponentiels des éléments de L2(R+,Z). On dit qu'une famille d'opérateurs L(t)t≥0
sur Γ(R+) est E-adaptée si elle satisfait aux onditions suivantes :
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1) Le domaine de L(t) ontient E pour tout t ≥ 0,
2) Pour tous f ∈ L2(R+,Z), t ≥ 0, on a L(t)e(f(0,t)) ∈ Γ(0,t) et
L(t)e(f) = {L(t)e(f(0,t))} ⊗ e(f(t).
Les bruits quantiques dans Γ(R+) sont les proessus E-adaptés dénis par
ai0(t) := a(1(0,t) ⊗ ei),
a0i (t) := a
∗(1(0,t) ⊗ ei),
aji (t) := Λ(π(0,t) ⊗ |ei〉〈ej|),
où i, j ∈ J, 1(0,t) est la fontion indiatrie sur (0, t), tandis que π(0,t) est l'opérateur
de multipliation par 1(0,t) dans L
2(R+).
Maintenant, pour toute fontion f ∈ L2(R+,Z), on pose fk(t) = 〈zk, f(t)〉.
Alors, il est faile de vérier que les bruits quantiques introduits i-dessus vérient
les relations suivantes :
ai0(t)e(f) =
∫ t
0
fi(s)ds e(f),
〈e(g), a0i (t)e(f)〉 =
∫ t
0
gi(s)ds 〈e(g), e(f)〉, (1.5)
〈e(g), aji (t)e(f)〉 =
∫ t
0
gi(s)fj(s)ds 〈e(g), e(f)〉.
ave a00(t) = tI et h0(s) = 1 pour tout h ∈ L2(R+,Z). De plus, es bruits vérient
la table d'Ito quantique :
daji (t)da
l
k(t) = δˆjkda
l
i(t) pour tous i, j, k, l ≥ 0,
où
δˆjk =
{
0 si j = 0 ou k = 0
δjk ailleurs.
1.3.2 Intégrales stohastiques quantiques
Dans ette sous-setion, nous allons onserver les mêmes notations que elles
de la sous-setion préédente et nous allons rappeler la dénition d'une intégrale
stohastique quantique d'un proessus adapté par rapport aux bruits quantiques.
Pour plus de détails on renvoie le leteur à [M℄ et [P℄.
Soit Z un espae de Hilbert séparable dont on xe une base orthonormée
{ek, k ∈ J}. L'espae de Fok symétrique onsidéré le long de ette sous-setion
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est donné par la relation (1.4). Considérons maintenant un autre espae de Hilbert
H qu'on appelle espae initial. L'interation entre un petit système et un système
extérieur (réservoir bosonique, bain thermique...) est dérite par l'espae
K(R+) = H⊗ Γsym(L2(R+ × J)) ≃ H⊗
∞⊕
n=0
L2(R+ × J)◦n
≃
∞⊕
n=0
H⊗ L2(R+ × J)◦n
≃
∞⊕
n=0
H⊗ L2
sym
((R+ × J)n)
≃
∞⊕
n=0
L2
sym
((R+ × J)n,H).
Par onséquent, les éléments de K(R+) sont les veteurs Ψ = (Ψn)n≥0 tels que
Ψn ∈ L2
sym
((R+ × J)n,H) et
‖Ψ‖2K(R+) =
∑
n≥0
1
n!
‖Ψn‖2L2
sym
((R+×J)n,H) <∞.
Désignons par M l'un des opérateurs a0i , a
i
0, a
j
i . La propriété de fatorisation
(Mt −Ms)e(f) = e(fs))⊗ {(Mt −Ms)e(f(s,t))} ⊗ e(f(t), 0 ≤ s < t <∞
permet de dénir e qu'on appelle l'intégrale stohastique d'un proessus adapté
par rapport à M . Soit
M = {f ∈ L2(R+, Z)| fi(t) = 0 sauf pour un nombre ni de i}.
Dénition 1.40 Soit D0 un domaine dense dans H. Une famille d'opérateurs
(L(t))t≥0 de H⊗ Γ(R+) est dite (E(M), D0)-adaptée si :
i) Pour tout t ∈ R+, le domaine de L(t) ontient D0⊗E(M) (⊗ désigne le
produit tensoriel algébrique),
ii) L(t)u⊗e(f(0,t)) ∈ H⊗Γ(0,t) et L(t)u⊗e(f) = {L(t)u⊗e(f(0,t))}⊗e(f(t), pour
tous t ≥ 0, u ∈ D0, f ∈M.
Elle est dite régulière si, en plus, l'appliation t 7→ L(t)u ⊗ e(f) de R+ dans H ⊗
Γsym(L
2(R+ × J)) est ontinue pour tous u ∈ D0, f ∈M.
Dans la suite, le produit tensoriel u ⊗ e(f) sera noté u e(f). Soit (tn)n∈N une
partition de R+, t0 = 0 et tn tend vers∞ quand n tend vers∞. Soit L un proessus
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(E(M), D0)-adapté dans H ⊗ Γ(R+). L est dit proessus simple par rapport à la
partition (tn)n∈N si
L(t) := L(tj) pour tous tj ≤ t < tj+1, j = 0, 1, 2...
Pour tn ≤ t < tn+1, on dénit l'intégrale stohastique de L par rapport à M par∫ t
0
L(s)dM(s)ue(f) :=
n−1∑
k=0
∫ tk+1
tk
L(s)dM(s)ue(f) +
∫ t
tn
L(s)dM(s)ue(f)
:=
n−1∑
k=0
{L(tk)ue(f(0,tk))}(M(tk+1)−M(tk))e(f(tk)
+{L(tn)u e(f(0,tn))}(M(t)−M(tn))e(f(tn),
qu'on note
Xt =
∫ t
0
L(s)dM(s).
Notons que l'appliation t 7→ Xtu e(f) est ontinue. De plus, on a
Xtu e(f) = {Xtu e(f(0,t))}e(f(t).
Par onséquent, (Xt)t≥0 est un proessus (E(M), D0)-adapté régulier.
Un proessus (E(M), D0)-adapté L est dit mesurable si pour tous u ∈ D0,
f ∈M, l'appliation t→ L(t)ue(f) est borélienne.
Un proessus (E(M), D0)-adapté mesurable L est dit stohastiquement inté-
grable s'il existe une suite de proessus simples (E(M), D0)-adaptés {Ln(s)}n telle
que
lim
n→∞
∫ t
0
‖(Ln(s)− L(s))u e(f)‖2(1 + f(s)‖2)ds = 0. (1.6)
Notons que si (1.6) est satisfaite, alors la limite
lim
n→0
(∫ t
0
Ln(s)dM(s)
)
u e(f)
existe pour tous u ∈ D0, f ∈ M. Cette limite est notée
∫ t
0
L(s)dM(s) qui s'étend
par linéarité sur D0⊗E(M). De plus,
∫ t
0
L(s)dM(s) est un proessus (E(M), D0)-
adapté régulier et l'appliation L→ ∫ t
0
L(s)dM(s) est linéaire.
Proposition 1.41 Soit L un proessus (E(M), D0)-adapté tel que pour tout
u ∈ D0, f ∈M :
i) L'appliation t→ L(t)u e(f) est ontinue à gauhe,
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ii) sup0≤s≤t ‖L(s)u e(f)‖ <∞ pour tout t.
Alors, L est stohastiquement intégrable.
Une famille {Lji (s), i, j ≥ 0} de proessus (E(M), H)-adaptés stohastiquement
intégrables est dite stohastiquement intégrable si∫ t
0
∞∑
k=0
‖Lji (s)u e(f)‖2(1 + ‖f(s)‖2)ds <∞.
Notons qu'on a dans e as
X(t) = X(0) +
∫ t
0
∑
i,j≥0
Lji (s)da
j
i (s)
est un proessus régulier. De plus, on a
〈u e(g), [Xt −X(0)]v e(f)〉 = ∫ t
0
∑
i,j≥0
g¯i(s)fj(s)〈u e(g), Lji (s)ve(f)〉ds
ave la onvention h0(s) = 1 pour tout h ∈ L2(R+, Z).
1.3.3 Équation de Langevin quantique
En méanique quantique, on dérit parfois l'évolution irréversible d'un système
quantique en interation ave un système bosonique extérieur (résevoir, bain ther-
mique...) par une lasse d'équations diérentielles stohastiques quantiques qu'on
appelle équations de Langevin quantique (ou équations de Hudson-Parthasarathy).
Le système quantique est supposé dérit par un espae de Hilbert H, tandis que le
système extérieur est dérit par un espae de Fok symétrique Γs(L
2(R+, Z)), où Z
est un espae de Hilbert séparable dont on xe une base orthonormée {ek, k ∈ J}.
Les ingrédients de l'équation de Langevin quantique, dérivant le système globale,
sont des opérateurs bornés dénis sur un espae de Hilbert H et des bruits quan-
tiques dénis sur Γs(L
2(R+, Z)).
L'un des objetifs du alul stohastique quantique est d'étudier les équations
diérentielles stohastiques quantiques, qui sont des équations de Shrodinger per-
turbées par des bruits quantiques et qui s'érivent sous la forme
dUt :=
∑
i,j∈J∪{0}
LijUtda
i
j(t),
ave U0 = I et L
i
j , i, j ∈ J ∪ {0} sont des opérateurs bornés sur H. Notons
aussi que es équations peuvent être érites sous forme d'équations intégrales sur
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H⊗ Γs(L2(R+, Z)), soit
Ut := I +
∫ t
0
∑
i,j∈J∪{0}
LijUtda
i
j(t).
Pour la preuve du théorème suivant, on renvoie le leteur à [P℄.
Théorème 1.42 Soit H un espae de Hilbert et soient Lij , i, j ∈ J ∪ {0} des
opérateurs bornés sur H tels que ∑
i,j∈J∪{0}
‖Lij‖2 <∞.
Alors, l'équation diérentielle stohastique quantique
Ut = I +
∫ t
0
∑
i,j∈J∪{0}
LijUtda
i
j(t),
admet une unique solution dénie sur H⊗E , où E est l'espae des veteurs ohérents.
Soient maintenant H, Lk, k ≥ 1 et Slk, k, l ≥ 1 des opérateurs bornés sur H tels
que
H = H∗,
∑
j
Sk∗j S
l
j =
∑
j
SjkS
j∗
l = δkl (1.7)
et les séries
∑
j S
k∗
j S
l
j ,
∑
j S
j
kS
j∗
l et
∑
k L
∗
kLk onvergent fortement. De tels opéra-
teurs sont appelés les opérateurs-système.
Au travers des opérateurs H, Lk, k ≥ 1 et Slk, k, l ≥ 1, on dénit les opérateurs
suivants :
S ∈ U(H⊗Z), L ∈ B(H,H⊗Z), G ∈ B(H),
qui sont donnés par
Lu =
∑
k(Lku)⊗ zk, ∀u ∈ H,
S =
∑
kl S
l
k ⊗ |zk〉〈zl|,
G = −iH − 1
2
∑
k L
∗
kLk = −iH − 12L∗L.
Le théorème suivant est dû à Hudson et Parthasarathy (f [HP℄, [P℄).
Théorème 1.43 Supposons que les opérateurs-système satisfont la relation (1.7).
Alors, il existe un unique proessus unitaire (E(M),H)-adapté et fortement ontinu
(U(t))t qui est solution de l'équation diérentielle stohastique quantique dénie sur
K(R+) = H⊗ Γs(L2(R+, Z)) par{
dU(t) = {Gdt+∑k Lkda0k(t) +∑kl(Slk − δkl)dalk(t)−∑kl L∗kSlkdal0(t)}U(t)
U(0) = I.
(1.8)
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L'équation (1.8) est appelée équation de Langevin quantique qui permet de dé-
rire l'inuene d'un système extérieur Γs(L
2(R+, Z)) (soure de bruits quantiques)
sur un petit système. De plus, ette équation dilate un semigroupe dynamique quan-
tique T , dérivant la dynamique eetive du petit système, de générateur L au sens
suivant : il existe un état Ω dans Γs(L
2(R+, Z)) tel que pour tout X ∈ B(H)
〈Ω, Ut(X ⊗ I)U∗t Ω〉 = Tt(X). (1.9)
En outre,
L(X) = i[H, X]− 1
2
∑
k≥1
(L∗kLkX +XL
∗
kLk − 2L∗kXLk). (1.10)
Réiproquement, si on se donne un semigroupe dynamique quantique T , déri-
vant la dynamique eetive d'un petit système sous l'inuene d'un système exté-
rieur Γs(L
2(R+, Z)), de générateur L admettant la forme (1.10), alors Γs(L2(R+, Z))
agit sur le petit système omme une soure de bruits quantiques. Par onséquent,
l'équation (1.8) est l'équation type qui permet de dérire l'évolution du petit système
en tenant ompte de e qui se passe dans le système extérieur. De plus, si on note
U la solution unitaire assoiée, alors la relation (1.9) est satisfaite indépendamment
du hoix des opérateurs (Slk)k,l≥1 vériant la relation (1.7).
1.3.4 Hamiltonien assoié à une équation de Langevin quan-
tique
À haque équation de Langevin quantique de solution unitaire U est assoié un
groupe unitaire à un paramètre fortement ontinu V qui s'obtient omme produit
de U ave la seonde quantiation de l'opérateur shift Θ. Ainsi, par le théorème de
Stone, il existe un opérateur auto-adjoint K qui engendre le groupe V . Dans [G℄,
Gregoratti donne une restrition essentiellement auto-adjointe de K. On se propose
d'en donner une desription globale dans la suite.
Soit θ le groupe unitaire à un paramètre, fortement ontinu sur L2(R,Z), déni
par
θtf(r) = f(r + t), ∀f ∈ L2(R,Z).
On note Θ sa seonde quantiation dénie sur Γs(R) = Γs(L
2(R,Z)) par
Θte(f) = e(θtf), ∀f ∈ L2(R,Z). (1.11)
Notons que Θ et U peuvent être étendus à des opérateurs dénis sur l'espae
K(R) = H⊗ Γs(R+)⊗ Γs(R−) = K(R+)⊗ Γs(R−) = H⊗ Γs(R),
de la manière suivante :
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Θt = 1⊗Θt in H⊗ Γs(R),
U(t) = U(t)⊗ 1 in K(R+)⊗ Γs(R−).
Maintenant, nous énonçons le théorème suivant (f [Ba℄, [Ma1℄, [Ma2℄).
Théorème 1.44 Soient Θ le groupe à un paramètre, fortement ontinu donné par
la relation (1.11) et U la solution de l'équation de Langevin quantique (1.8) telle
que les opérateurs-système vérient (1.7). Alors, on a
U(t+ s) = Θ∗sU(t)ΘsU(s), ∀s, t ≥ 0.
De plus, la famille V = {V (t)}t∈R telle que
V (t) =
{
ΘtU(t), t ≥ 0
U∗(|t|)Θt, t ≤ 0,
dénit un groupe à un paramètre, fortement ontinu. La famille des opérateurs uni-
taires à deux paramètres
U(t, s) = Θ∗tVt−sΘs = Θ
∗
sU(t− s)Θs, ∀s ≤ t,
est fortement ontinu en t et en s. Elle satisfait la loi de omposition
U(t, s)U(s, r) = U(t, r), ∀r ≤ s ≤ t.
L'opérateur U(t) = U(t, 0) = Θ∗tV (t) est le produit de deux groupes unitaires
fortement ontinus. Il permet de dérire l'évolution dynamique de l'état du système
globale, du temps t = 0 au temps t. D'autre part, l'idée physique que l'on peut se
faire de la représentation U(t) = Θ∗tV (t), 'est que l'évolution irréversible donnée
par l'équation de Langevin quantique est le produit d'une évolution hamiltonienne
V (t) du ouple petit système-réservoir et de l'adjoint du groupe unitaire Θt dont le
générateur est donné formellement par
E0 = dΓ(i
∂
∂x
).
qui représente l'énergie libre du réservoir. Nous allons maintenant dérire les géné-
rateurs des groupes Θt et V (t). Ainsi, d'après le théorème de Stone, on a
dΘt = −iE0Θtdt,
dV (t) = −iKV (t)dt.
Les opérateurs H, E0 représentent respetivement les énergies assoiées au petit
système et au réservoir. Tandis que, l'opérateur K représente l'énergie totale du
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système ombiné. De plus, les opérateurs Lk, Skl ontrlent l'interation entre les
deux systèmes. Notons que si Lk = 0, Skl = δkl pour tous k, l ≥ 1, alors on obtient
U(t) = e−itH , V (t) = e−itE0e−itH .
Ainsi, on obtient dans e as, K = E0 + H , qui représente l'hamiltonien libre du
système ombiné sans interation.
Maintenant, nous allons dérire une restrition essentiellement auto-adjointe de
l'hamiltonienK qui apparaît omme une perturbation singulière de E0+H (f [G℄).
Notons ξ le générateur innitésimal du groupe θ sur L2(R,Z). Il est lair que ξ est
déni sur D(ξ) = H1(R,Z) par ξu = iu′. D'autre part, an d'expliiter le domaine
de E0, nous introduisons l'espae de Sobolev
H
P
((R× J)n,H) = {u ∈ L2((R× J)n,H) tel que
n∑
k=1
∂ku ∈ L2((R× J)n,H)},
où les dérivées de u sont au sens des distribution sur (R× J)n, n ≥ 1 et
H
P
((R× J)0,H) = H.
L'espae H
P
((R× J)n,H) est un espae de Hilbert muni du produit salaire
〈u, v〉HP((R×J)n,H) = 〈u, v〉L2((R×J)n,H) + 〈
n∑
k=1
∂ku,
n∑
k=1
∂kv〉L2((R×J)n,H).
Dénissons H
P
sym
((R× J)n,H) par
H
P
sym
((R× J)n,H) = H
P
((R× J)n,H) ∩ L2
sym
((R× J)n,H).
Par onséquent, le domaine de E0 est donné par
D(E0) = {Φ ∈ K tel que Φn ∈ H
P
sym
((R×J)n,H), ∀n et
∑
n≥1
1
n!
‖
n∑
k=1
∂kΦn‖2 <∞},
et pour tout Φ ∈ K, on a
(E0Φ)n = i
n∑
k=1
∂kΦn.
Posons R∗ = R \ {0} et dénissons les sous-espaes de K suivants :
W = {Φ ∈ K | Φn ∈ H
P
sym((R∗ × J)n,H), ∀n,
∑
n≥1
1
n!
‖
∞∑
k=1
∂kΦn‖2L2(R×J)n,H <∞},
νs = {Φ ∈W tel que
∑
n≥0
1
n!
‖Φn+1|{rn+1=s}‖2Z⊗L2((R×J)n,H) <∞},
ν0± = ν0− ∩ ν0+ ,
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où Φn+1|{rn+1=s} est la trae (restrition) de la fontion Φn+1 sur l'hyperplan
{rn+1 = s}, pour tout s ∈ R∗ ∪ {0−, 0+}. Il est lair que ν0± ⊆ W.
Soit a(s) : νs −→ Z ⊗K l'opérateur trae déni par
(a(s)Φ)n = Φn+1|{rn+1=s}.
Comme E(H1(R∗,Z)) ⊂ νs, on a
a(s)e(u)⊗ h = u(s)⊗ e(u)⊗ h, ∀u ∈ H1(R∗,Z), h ∈ H.
Notons aussi que W ⊃ D(E0) et que E0 peut être étendu en un opérateur non
borné sur W déni par
(EΦ)n = i
n∑
k=1
∂kΦn.
Théorème 1.45 (Gregoratti)
Soit K l'hamiltonien assoié à l'équation de Langevin quantique (1.8) tel que les
opérateurs-système satisfont la relation (1.7). Alors, on a
(1) D(K) ∩ ν0± = {Φ ∈ ν0± tel que a(0−)Φ = Sa(0+)Φ + LΦ},
(2) KΦ = (H + E − iL∗a(0−) + i
2
L∗L)Φ, ∀Φ ∈ D(K) ∩ ν0±,
(3) K|D(K)∩ν0± est un opérateur essentiellement auto-adjoint.
1.4 Modèles d'interations quantiques répétées
Dans ette setion, nous dérivons le modèle d'interations répétées en méanique
statistique quantique, qui représente un système quantique (petit système) H0 en
interation ave une haîne innie de opies identiquesH, l'une après l'autre, durant
un même intervalle de temps xé [0, h]. Pour plus de détails, on renvoie le leteur
à [AtP1℄. Dans un premier temps, nous dérivons l'évolution disrète du système
global. Ensuite, nous disutons le passage à la limite quand h tend vers 0, an
d'obtenir des interations ontinues.
1.4.1 Modèle disret
Dans ette sous-setion, nous introduisons le modèle des interations quantiques
répétées entre un système extérieur modélisé par une haîne atomique innie et un
petit système. De plus, nous dérivons la struture de la haîne atomique.
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a) Interations quantiques répétées
Soit H0 un système quantique en interation ave un système extérieur (réser-
voir, bain thermique,...). On modélise le système extérieur par une haîne atomique
innie de opies de H dont on xe une base orthonormée (ei)i∈J∪{0} telle que 0 /∈ J .
Le veteur Ω = e0 représente l'état vide de l'atome et les veteurs ei, i ∈ J repré-
sentent les diérents états exités possibles.
L'interation entre les deux systèmes se fait de la manière suivante : le système
quantique H0 interagit ave les opies H, l'une après l'autre, durant un même
intervalle de temps assez petit [0, h]. L'hamiltonien dérivant l'énergie du système
quantique en interation ave une opie de H est noté H . Notons que H est un
opérateur déni sur H0 ⊗H qui dépend du temps h. L'évolution unitaire assoiée
durant l'intervalle de temps [0, h] est donnée par
U = e−ihH .
La suite des interations répétées est dérite par l'espae
H0 ⊗
⊗
N∗
H,
où le produit tensoriel inni
⊗
N∗
H est déni par rapport à la suite stabilisatrie
(Ω)n∈N. L'évolution unitaire du système quantique en interation ave la n-ième
opie de H, notée Hn, est dérite par l'opérateur Un déni sur H0 ⊗
⊗
N∗
H par
Un =
{
U sur H0 ⊗Hn
I ailleurs .
L'équation dévolution disrète du modèle d'interations répétées est dérite par
la suite (Vn)n∈N dénie sur B(H0 ⊗
⊗
N∗
H) par{
Vn+1 = Un+1Vn
V0 = I.
(1.12)
Maintenant an de représenter l'équation (1.12) en termes de bruits quantiques
disrets, nous introduisons la famille d'opérateurs {aij , i, j ∈ J ∪ {0}} dénis par
aij(ek) = δikej.
Il est lair que ette famille forme une base orthonormée de B(H). Les bruits quan-
tiques disrets sont les opérateurs aij(n), i, j ∈ J ∪ {0}, n ∈ N∗, dénis sur
⊗
N∗
H
et qui agissent omme aij, i, j ∈ J ∪ {0} sur Hn et omme l'identité ailleurs.
Notons que dans la base {aij, i, j ∈ J ∪ {0}}, l'opérateur U s'érit
U =
∑
i, j∈J∪{0}
U ij ⊗ aij,
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où U ij , i, j ∈ J ∪ {0}, sont des opérateurs sur H0 qui sont les oeients de la
matrie de U dans la base (ei)i∈J∪{0} de H. Par onséquent, l'équation (1.12) est de
la forme {
Vn+1 =
∑
i, j∈J∪{0} U
i
jVna
i
j(n + 1)
V0 = I.
(1.13)
b) Struture d'une haîne atomique
Soit H un espae de Hilbert séparable dont on xe une base orthonormée
(ei)i∈J∪{0}, où e0 = Ω désigne l'état vide de l'atome. On se propose dans ette
partie de dérire la struture mathématique de la haîne atomique
⊗
N∗
H, dé-
nie par rapport à la suite stabilisatrie (Ω)n∈N, qui modélise un système extérieur.
Posons
TΦ =
⊗
N∗
H.
Considérons les veteurs de type
XA = Ω⊗ ...⊗ Ω⊗ ei1 ⊗ Ω⊗ ...⊗ Ω⊗ ei2 ⊗ Ω⊗ ...
où A = {(n1, i1), ..., (nk, ik)} ⊂ N× J tel que ni 6= nj pour tous i 6= j et le veteur
eim , 1 ≤ m ≤ k, apparaît dans la nim-ième opie de H tandis que Ω apparaît dans
les autres opies de H dans le produit tensoriel inni ⊗
N∗
H. Ainsi, si on pose
PN∗,J l'ensemble des sous-ensembles nis de type A, alors il est faile de vérier
que la famille {XA, A ∈ PN∗,J} est une base orthonormée de TΦ. Notons aussi que
les bruits quantiques disrets agissent sur les éléments de ette base de la manière
suivante :
aij(n)XA = 1(n,i)∈AXA\(n,i)∪(n,j) pour tous i 6= 0, j 6= 0,
ai0(n)XA = 1(n,i)∈AXA\(n,i),
a0j (n)XA = 1{(n,k)/∈A,∀k∈J}XA∪(n,j),
a00(n)XA = 1{(n,k)/∈A,∀k∈J}XA.
1.4.2 Struture du hamp ontinu
L'espae TΦ déni préédemment admet une version ontinue dont on se propose
de dérire sa struture et pour plus de détails, on renvoie le leteur à [At1℄.
Dans la suite, nous onservons les notations de la sous-setion préédente et nous
désignons par H′ le sous-espae fermé de H engendré par les veteurs (ei)i∈J . Consi-
dérons l'espae de Fok symétrique, Φ = Γs(L
2(R+,H′)), onstruit sur L2(R+,H′).
On se propose maintenant de donner une autre représentation de Φ an de donner
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un sens à l'égalité Φ =
⊗
R+
H. Pour ela, nous ommençons par introduire e qu'on
appelle l'interprétation de Guihardet de Φ.
Soit Pk (P0 = {∅}) l'ensemble ni de R+ × J , onstitué des éléments
σ = {(t1, i1), ..., (tk, ik)} tels que ti 6= tj pour tous i 6= j et soit P l'ensemble
déni par P = ∪kPk. En ordonnant les omposantes réelles des éléments σ de Pk,
l'ensemble Pk peut être identié à Σk × Jk, où Σk est le simplexe standard à k-
éléments. Ainsi, Pk hérite la struture mesurée de Σk × Jk. Pour k = 0, on note δ∅
la mesure dénie sur P0. Par onséquent, P admet une struture mesurée induite
par elles dénies sur Pk, pour tout k ∈ N et on note dσ ette mesure. Finalement,
la σ-algèbre assoiée est notée F . Ainsi, l'espae de Fok Φ est identié à l'espae
L2(P,F , dσ) et les éléments de Φ sont les fontions mesurables f : P → C telles
que
‖f‖2 =
∫
P
|f(σ)|2 dσ <∞.
Dans la suite, nous allons identier un élément σ de P à une famille (σi)1≤i≤N des
sous-ensembles de R+ telle que
σi = {s ∈ R+, (s, i) ∈ σ}.
Maintenant, on se propose de dérire e qu'on appelle les représentations pré-
ditible et haotique d'un élément f de Φ. Pour ela, on a besoin d'introduire la
famille des ourbes χit et dénies par
χit(σ) :=
{
1[0,t](s) si σ = {(s, i)}
0 ailleurs .
Il est faile de vérier que ette famille vérie les propriétés suivantes :
- χit ∈ Φ(0,t) = Γs(L2((0, t),H′)),
- χit − χis ∈ Φ(s,t) = Γs(L2((s, t),H′)) pour tous s, t tels que s ≤ t.
- χit et χ
j
s sont des éléments orthogonaux de Φ pour tous i, j tels que i 6= j.
Notons que les propriétés itées i-dessus nous permettent de dénir e qu'on appelle
l'intégrale d'Ito dans Φ (f [At1℄). Soit g = {git, t ≥ 0, i ∈ J} une famille d'éléments
de Φ qui satisfont les hypothèses suivantes :
i) t 7→ ‖git‖ est mesurable, pour tout i,
ii) git ∈ Φ(0,t) pour tout t,
iii)
∑
i∈J
∫∞
0
‖git‖2dt <∞.
Une telle famille est dite Ito intégrable. Ainsi, si on onsidère une partition
{tj , j ∈ N} de R+ admettant pour diamètre δ et si on note Pt la projetion
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orthogonale sur Φ(0,t), alors l'intégrale d'Ito de g, I(g) =
∑
i∈J
∫∞
0
gitdχ
i
t, est la
limite dans Φ quand δ tend vers 0 de
∑
i∈J
∞∑
j=0
1
tj+1 − tj
∫ tj+1
tj
Ptjg
i
s ds⊗ (χitj+1 − χitj ).
Théorème 1.46 L'intégrale d'Ito I(g) =
∑
i∈J
∫∞
0
gitdχ
i
t d'une famille Ito inté-
grable g = {git, t ≥ 0, i ∈ J} est l'élément de Φ donné par
I(g)(σ) =
{
gi∨σ(σ−) si ∨ σ ∈ σi
0 ailleurs ,
où ∨σ = sup{t ∈ R+ tel qu'il existe un entier k vériant (t, k) ∈ σ} et
σ− = σ \ (∨σ, i) si (∨σ, i) ∈ σ. De plus, on a la formule d'isométrie suivante :
‖I(g)‖2 = ∥∥∑
i
∫ ∞
0
gitdχ
i
t
∥∥2 =∑
i
∫ ∞
0
‖git‖2dt.
Maintenant, si on onsidère une famille f = (f i)i∈J d'éléments de L2(P1) =
L2(R+ × J), alors on vérie failement que la famille {f i(t)Ω, t ∈ R+, i J} est Ito
integrable. De plus, son intégrale d'Ito est donnée par
I(f) =
∑
i∈J
∫ ∞
0
f i(t)Ωdχit
et on a
I(f)(σ) =
{
f i(s) si σ = {s}i
0 ailleurs .
Par itération de la dénition de l'intégrale d'Ito donnée i-dessus, on peut dénir
de manière analogue l'intégrale d'Ito d'une famille f ∈ L2(Pk), soit
Ik(f) =
N∑
i1,...,ik=1
∫ ∞
0
∫ tk
0
...
∫ t2
0
fi1,...,ik(t1, ..., tk)Ω dχ
i1
t1 ... dχ
ik
tk
=
∫
Pk
f(σ)dχi1tt ...dχ
ik
tk
.
De plus, on a
[Ik(f)](σ) =
{
fi1,...,ik(t1, ..., tk) si σ = {(t1, i1) ∪ ... ∪ (t1, ik)}
0 ailleurs .
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Finalement, si f = (fk)k∈N ∈ L2(P), alors I(f) est donnée par
f(∅)Ω +
∞∑
k=1
Ik(f).
Par le théorème suivant, nous énonçons la propriété de représentation haotique
d'un élément f de Φ (f [At1℄).
Théorème 1.47 Tout élément f de Φ admet une représentation haotique abstraite
f =
∫
P
f(σ)dχσ
satisfaisant la formule d'isométrie suivante
‖f‖2 =
∫
P
|f(σ)|2dχσ.
Dénissons maintenant les opérateurs suivants :
[a0i (t)f [(σ) =
∑
s ∈ σi
s ≤ t
f(σ \ {s}i),
[ai0(t)f ](σ) =
∫ t
0
f(σ ∪ {s}i)ds,
[aij(t)f ](σ) =
∑
s ∈ σj
s ≤ t
f(σ \ {s}j ∪ {s}i).
Notons que es opérateurs ont un domaine ommun donné par
D = {f ∈ Φ,
∫
P
|σ||f(σ)|dσ <∞}.
Le veteur ohérent e(f) assoié à un élément f ∈ L2(R+,H′) est donné par
[e(f)](σ) =
∏
i∈J
∏
s∈σi
fi(s).
Il est démontré dans [At4℄ que les opérateurs ai0(t), a
0
i (t) et a
i
j(t) satisfont les égalités
données par la relation (1.5)
〈e(f), aij(t)e(g)〉 =
∫ t
0
f¯i(s)g(s) ds 〈e(f), e(g)〉,
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ave a00(t) = tI et h0(t) = 1 pour tout s ≥ 0 et h ∈ L2(R+, H′) et qu'ils sont
identiés aux bruits quantiques dénis dans la sous-setion 1.3.1.
Notons qu'on a le tableau suivant :
Ω dχit dχ
j
t , i 6= j
da0i (t) dχ
i
t 0 0
dai0(t) dtI 0 0
daij(t) 0 dχ
i
t 0
Cela implique que les bruits quantiques ontinus daji (t), i, j ∈ J ∪ {0} agissent sur
les éléments de la base {dχσ, σ ∈ PR+,J} de la même manière que les bruits disrets
sur les éléments de la base {XA, A ∈ PN∗,J} :
daij(t)dχσ = dχσ\{(t,i)}∪{(t,j)} 1(t,i)∈σ, pour tous i 6= 0, j 6= 0,
dai0(t)dχσ = dχσ\{(t,i)}dt1(t,i)∈σ,
da0j (t)dχσ = dχσ∪{(t,j)} 1(t,0)∈σ,
da00(t)dχσ = dχσdt1{(n,k)/∈A,∀k∈J}.
D'autre part, d'après le théorème énoné i-dessus, l'espae Φ peut être inter-
preté omme la version ontinue de l'espae TΦ. En eet, la base orthonormée
dénombrable {XA, A ∈ PN∗,J} est remplaée par la base orthonormée ontinue
{dχσ, σ ∈ PR+,J}. La base orthonormée de Hn dans TΦ est remplaée par la base
orthonormée {Ω, dχit, i ∈ J} de Ht. De plus, tout élément f de TΦ est représenté
par
f =
∑
A∈PN∗,J
f(A)XA,
qui est la version disrète de la représentation haotique dans Φ.
On obtient don
Φ =
⊗
R+
H,
d'où l'idée d'approher un modèle d'interations ontinu par un modèle disret.
Maintenant, pour tout élément f de Φ et tous i ∈ J et t ∈ R+, on dénit sur P
l'appliation
[Ditf ](σ) := f(σ ∪ {(t, i)})1σ⊂[0,t].
Alors, on a la représentation suivante (f [At1℄).
Théorème 1.48 Tout élément f de Φ admet une représentation prévisible
f = f(∅)Ω +
∑
i
∫ ∞
0
Ditfdχ
i
t
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satisfaisant la formule d'isométrie
‖f‖2 = |f(∅)|2 +
∑
i
∫ ∞
0
‖Disf‖2 ds
1.4.3 Théorèmes de onvergene
Dans ette sous-setion, nous présentons les résultats essentiels qui permettent
de dérire le passage à la limite quand h → 0 du modèle d'interations répétées
introduit préédemment (f sous-setion 1.4.1). Nous énonçons le théorème prinipal
qui est dû à Attal-Pautrat et qui dérit la onvergene de l'évolution disrète du
modèle d'interations répétées vers une équation de Langevin quantique dénie sur
l'espae de Fok Φ. Pour plus de détails, on renvoie le leteur à [AtP1℄.
Soit S = {nh, n ∈ N} une partition de R+. Posons Φn = Φ[(n−1)h,nh]. Il est lair
que l'espae Φ s'identie naturellement au produit tensoriel dénombrable
⊗
n∈N∗ Φn,
déni par rapport à la suite stabilisatrie (Ω)n∈N. Pour tous n ∈ N∗, i ∈ J, on dénit
X i(n) par
X i(n) =
1√
h
(χinh − χi(n−1)h) ∈ Φn.
Pour tout A ∈ PN∗, J , on dénit XA de la même manière que dans TΦ, soit
XA = Ω⊗ ...⊗ Ω⊗X i1(n1)⊗ Ω⊗ ...⊗ Ω⊗X i2(n2)⊗ Ω⊗ ...
Ainsi, si on désigne par TΦ(S) l'espae des éléments f ∈ Φ tels que
f =
∑
A∈PN∗, J
f(A)XA,
alors l'espae TΦ(S) s'identie à la haîne atomique TΦ.
Soit PS la projetion orthogonale de Φ sur TΦ(S). Alors, on a le résulat suivant
(f [AtP1℄).
Théorème 1.49 (Attal-Pautrat)
Supposons qu'il existe des opérateurs bornés Lij , i, j ∈ J ∪ {0} dénis sur H0 tels
que ∑
i,j∈J∪{0}
‖Lij‖2 <∞
et
lim
h→0
∑
i,j∈J∪{0}
∥∥U ij(h)− δijI
hεij
− Lij
∥∥2 = 0
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où εij =
1
2
(δ0i + δ0j). Supposons que l'équation de Langevin quantique{
dUt =
∑
i,j L
i
jUtda
i
j(t)
U0 = I
(1.14)
admet une unique solution (Ut)t≥0 qui est un proessus d'opérateurs bornés, de
normes loalement uniformement bornés.
Alors, pour tous t ≥ 0, φ, ψ ∈ L∞([0, t],H′), la solution V[t/h] de l'équation
d'évolution disrète (1.12) vérie
lim
h→0
〈a⊗ ε(φ), PSV[t/h]PSb⊗ ε(ψ)〉 = 〈a⊗ ε(φ), Utb⊗ ε(ψ)〉.
Notons que dans les hypothèses du théorème énoné i-dessus, nous onstatons
qu'il y a trois normalisations de temps qui apparaîssent dans l'hamiltonien d'in-
terations répétées. Une normalisation d'ordre 1, une d'ordre
√
h et une d'ordre h.
Notons aussi que si les opérateurs limites (Lij)i,j sont donnés par
L00 = −(iH +
1
2
∑
k∈J
L∗kLk),
L0j = Lj,
Li0 = −
∑
k∈J
L∗kS
k
i ,
Lji = S
j
i − δijI,
où (Sji )i,j∈J est une matrie unitaire, H est un opérateur auto-adjoint et
∑
k∈J L
∗
kLk
onverge fortement vers un opérateur borné sur H0, alors d'après le théorème 1.43,
l'équation de Langevin quantique, dénie dans le théorème i-dessus, admet une
unique solution (Ut)t∈R+ qui est un proessus d'opérateurs unitaires. Ainsi, dans e
as partiulier, nous énonçons le théorème suivant qui est une onséquene immé-
diate du théorème 1.49 (f [AtP1℄).
Théorème 1.50 Supposons que les oeients de la représentation matriielle de
U dans la base (ei)i∈J∪{0} de H satisfont les égalités suivantes :
U00 = I − h(iH +
1
2
∑
k
L∗kLk) + o(h),
U0j =
√
hLj + o(
√
h),
U i0 = −
√
h
∑
k
L∗kS
k
j + o(
√
h),
U ji = S
j
i − δijI + o(h),
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où (Sji )i,j∈J est une matrie unitaire, H est un opérateur auto-adjoint et
∑
k∈J L
∗
kLk
onverge fortement vers un opérateur borné sur H0. Alors, la solution V[t/h] de l'équa-
tion d'évolution disrète (1.12) onverge fortement, quand h tend vers 0, vers la
solution unitaire Ut de l'équation (1.14).
Posons maintenant Ψ = ⊗N∗Ω. Alors, il suit de [AtP1℄
〈Ψ, V ∗n (X × I)VnΨ〉 = Ln(X), pour tout X ∈ B(H0),
où L(X) =
∑
i∈J∪{0} U
0∗
i XU
0
i est une appliation omplètement positive. Le résultat
suivant est dû à [AtP1℄.
Théorème 1.51 Supposons qu'il existe des opérateurs L00, L
0
i , i ∈ J tels que :
i) U00 = I + hL
0
0 + o(h),
ii) U0i =
√
hL0i + o(
√
h).
Alors, il existe un opérateur auto-adjoint H0 sur H0 tel que
lim
h→0
L(X)−X
h
= L(X), ∀X ∈ B(H0),
où
L(X) = i[H0, X] + 1
2
∑
i∈J
(2L0∗i XL
0
i −XL0∗i L0i − L0∗i L0iX).
Preuve: Soit X ∈ B(H0). On a don
L(X) =
∑
i∈J∪{0}
U0∗i XU
0
i
= X + h
(
L0∗0 X +XL
0
0 +
∑
i∈J
L0∗i XLi
)
+ o(h). (1.15)
Notons que l'opérateur U est unitaire. Alors, on a
U0∗0 U
0
0 +
∑
i∈J
U0∗i U
0
i = I,
e qui implique que
I + h
(
L0∗0 + L
0
0 +
∑
i∈J
L0∗i L
0
i
)
+ o(h) = I
et
L0∗0 + L
0
0 = −
∑
i∈J
L0∗i L
0
i + o(1).
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Ainsi, on obtient
L00 +
1
2
∑
i∈J
L0∗i L
0
i = −
(
L00 +
1
2
∑
i∈J
L0∗i L
0
i
)∗
+ o(1).
Par onséquent, il existe un opérateur auto-adjoint H0 sur H0 tel que
L00 +
1
2
∑
i∈J
L0∗i L
0
i = −iH0 + o(1). (1.16)
Par suite, si nous tenons ompte des relations (1.16) et (1.15), alors on obtient
L(X) = X + h
{
i[H0, X] +
1
2
∑
i∈J
(2L0∗i XL
0
i −XL0∗i L0i − L0∗i L0iX)
}
+ o(h).
Cela prouve le théorème i-dessus. 
1.4.4 Hamiltoniens d'interations répétées typiques
Dans la théorie usuelle des systèmes quantiques ouverts, la plupart des équa-
tions de Langevin quantiques dérivant un système quantique en interation ave
un système extérieur s'obtiennent par l'intermédiaire des limites de ouplage faible
et loi de densité faible. Pour un bon hoix de l'hamitonien d'interations répétées,
on démontre aussi que es équations peuvent être obtenues par des modèles d'inter-
ations répétées. Ainsi, nous onstatons trois types d'hamiltoniens qui sont donnés
par
Hw = H0 ⊗ I + I ⊗HR + 1√
h
∑
i∈J
(Vi ⊗ a0i + V ∗i ⊗ ai0),
Hl = H0 ⊗ I + I ⊗HR + 1
h
∑
i,j∈J
Dij ⊗ aij ,
H = H0 ⊗ I + I ⊗HR + 1√
h
∑
i∈J
(Vi ⊗ a0i + V ∗i ⊗ ai0) +
1
h
∑
i,j∈J
Dij ⊗ aij.
où H0, HR sont respetivement les hamiltoniens du système quantique et d'une
opie de la haîne atomique assoiée au système extérieur, (Vi) et Dij sont des
opérateurs bornés sur H0 tels que Dij = D∗ji pour tous i, j ∈ J.
Notons que pour dérire l'inuene d'un système extérieur sur un petit système,
les physiiens utilisent souvent un hamiltonien d'interation dipolaire de type
V ⊗ a∗ + V ∗ ⊗ a.
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Ainsi, e type d'hamiltonien peut être interpreté de la manière suivante : à haque
état exité du petit système lui orrespond un état désexité du système exétrieur
et inversement. Cela explique le hoix des hamiltoniens de type Hw. D'autre part,
les opérateurs aij permettent de dérire omment l'état d'une partiule du système
extérieur transite d'un état non vide vers un autre non vide tout en onservant le
nombre total des partiules, d'où le hoix des hamiltoniens de type Hl. quant au
hoix de l'hamiltonien H , il s'agit de tenir ompte des deux types d'interations.
Une étude détaillée des hamiltoniens Hw et Hl sera donnée dans le hapitre 6.
Chapitre 2
Contribution no 1 : Propriétés
markoviennes du modèle de
spin-boson
Dans e hapitre, nous omparons systématiquement les approhes hamilto-
nienne et markovienne dans le as du modèle de spin-boson.
La desription de l'approhe hamiltonienne de e modèle a été introduite dans
[JP2℄. Jaksi et Pillet ont montré dans e papier que le système spin-boson a
la propriété du retour à l'équilibre pour toute température stritement positive
T . Ensuite, les hypothèses du retour à l'équilibre introduites dans [JP2℄ ont été
améliorées dans [DJ2℄.
La limite de ouplage faible onsiste à abtenir une dynamique markovienne
dérivant un petit système à partir de la desription hamiltonienne de l'interation
entre e petit système et un système extérieur. La première preuve rigoureuse de
la limite de ouplage faible a été développée par Davies (f [Da1℄) dans la as d'un
petit système en interation ave un bain fermionique où l'opérateur d'interation
entre les deux systèmes est un opérateur borné. Notons aussi que la ondition de la
limite de ouplage faible introduite dans [Da1℄ a été ensuite aaiblie dans [AFrL1℄
[AFrL4℄ et [DF℄.
De notre té, par la limite de ouplage faible, nous obtenons le lindbladien
assoié de la desription hamiltonienne du système spin-boson où l'opérateur d'in-
teration entre les deux systèmes est un opérateur non borné. Ensuite, nous étudions
les propriétés physiques de l'équation maîtresse assoiée telles que la déohérene
quantique, la ondition du bilan détaillé quantique et nous montrons la propriété
du retour à l'équilibre pour toute température T ≥ 0. Finalement, nous explii-
tons l'hamitonien assoié à l'équation de Langevin quantique et nous donnons un
hamitonien d'interations répétées qui permet de dérire le système spin-boson.
57
58
2.1 Le modèle
2.1.1 Système spin-boson
Le modèle que nous onsidérons dans e hapitre est elui de spin-boson qui
représente un atome à deux niveaux d'énergie en interation ave un réservoir mo-
délisé par un gaz de bosons libres en équilibre thermique à une température T = 1
kβ
,
où k est la onstante de Boltzmann et β > 0 (T = 0 ⇐⇒ β =∞). Dans la suite,
nous introduisons le spin isolé et le réservoir. Ensuite, nous dérivons le système
ouplé.
Le spin isolé est dérit par un hamiltonien hs = σz déni sur K = C2 par
σz =
(
1 0
0 −1
)
.
Les énergies propres assoiées sont e± = ±1 dont les états propres sont notés res-
petivement Ψ±. L'algèbre des observables du spin est M2, l'algèbre des matries
2× 2 à oeients omplexes. À une température inverse β, l'état d'équilibre ther-
modynamique du spin est donné par
ωS(A) = Tr(ρβA), pour tout A ∈M2,
où
ρβ =
e−βσz
Tr(e−βσz)
.
La dynamique assoiée est dénie par le groupe d'automorphismes
τ tS(A) = e
itσzAe−itσz , pour tous A ∈M2, t ∈ R.
Le réservoir est modélisé par un gaz de bosons libres, dérit par l'espae de Fok
symétrique Γs(L
2(R3)). Si on note ω = ω(k) = |k|, k ∈ R3, l'énergie d'un bo-
son isolé, alors l'hamiltonien du réservoir est la seonde quantiation diérentielle
dΓ(ω) de ω.
L'opérateur de Weyl assoié à un élément f ∈ L2(R3) est déni par
W (f) = exp(iϕ(f)),
où ϕ(f) est l'opérateur de hamp donné par
ϕ(f) =
1√
2
(
a(f) + a∗(f)
)
.
Soit Dloc l'espae des éléments f ∈ L2(R3) dont les transformées de Fourier
sont à support ompat. L'ensemble des observables assoiés au réservoir est dérit
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par l'algèbre de Weyl Aloc = CCR(Dloc), la C∗-algèbre engendrée par les éléments
W (f), f ∈ Dloc (f [JP2℄). Il suit de [JP2℄ que W (eitωf) ∈ Aloc, pour tout f ∈ Dloc.
L'état d'équilibre thermodynamique à une température inverse β du réservoir
est déni par
ωR(W (f)) = exp
[
− ‖f‖
2
4
− 1
2
∫
R3
|f(k)|2ρ(k) dk
]
, (2.1)
où ρ(k) est liée à ω(k) par la loi de radiation de Plank
ρ(k) =
1
eβω(k) − 1 .
Notons que ρ est une fontion singulière en k = 0. Ainsi, si on onsidère une fontion
f dont la transformée de Fourier F(f) de f est à support C ompat, alors on a
|f(k)| = |F−1(F(f))(k)| ≤
∫
C
|F(f)(k′)|dk′.
Par l'inégalité de Cauhy-Shwartz, on obtient
|f(k)| ≤ |C|‖f‖2,
pour tout k ∈ R3, e qui implique que f est une fontion bornée sur R3. Par
onséquent, la formule (2.1) est bien dénie.
La dynamique du réservoir τ tR induit une transformation de Bogoliubov,
τ tR(W (f)) = exp(itdΓ(ω))W (f) exp(−itdΓ(ω)) = W (eitωf).
Le système ouplé est dérit par la C∗-algèbre M2 ⊗ Aloc. La dynamique libre
est donnée par
τ t0(A) = τ
t
S ⊗ τ tR(A), pour tout A ∈M2 ⊗Aloc.
2.1.2 Représentation semistandard du système spin-boson
Dans la représentation semistandard du système spin-boson, il s'agit de onsidé-
rer uniquement la représentation GNS de la partie réservoir dans le système ouplé.
Introduisons maintenant la représentation ylique d'Araki-Woods du ouple
(ωR,Aloc), qui est donnée par le triplet (HR, πR, ΩR) où :
- HR = J 2(Γs(L2(R3)), l'espae de Hilbert-Shmidt sur Γs(L2(R3)) qui est
naturellement identié à l'espae Γs(L
2(R3))⊗Γs(L2(R3)) et qui est muni du
produit salaire
(X, Y ) = Tr(X∗Y ),
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- πR(W (f)) : X ∈ HR 7−→ W ((1 + ρ)1/2f)XW (ρ¯1/2f¯),
- ΩR = |Ω〉〈Ω|, ave Ω est le veteur vide de Γs(L2(R3)).
Notons que par un simple alul, on montre que pour tout A =W (f), f ∈ Dloc,
ωR(A) = (ΩR, πR(A)ΩR).
De plus, pour tout A = W (f), f ∈ Dloc, la relation
πR(exp(itdΓ(ω))A exp(−itdΓ(ω))) = exp(it[dΓ(ω), .])πR(A) exp(−it[dΓ(ω), .])
dénit une W ∗-dynamique sur MR = πR(Aloc)′′ dont le générateur est l'opérateur
LR = [dΓ(ω), .].
Le semi-liouvillien libre assoié à la représentation semistandard du système
spin-boson est déni par
Lsemi0 = σz ⊗ 1 + 1⊗ LR.
Le semi-liouvillien total est l'opérateur
Lsemiλ = L
semi
0 + λσx ⊗ ϕAW (α),
où λ ∈ R est appelée onstante de ouplage, α ∈ L2(R3) est appelée fontion test
et ϕAW (α) est l'opérateur de hamp assoié à la représentation ylique d'Araki-
Woods, que l'on identie sur Γs(L
2(R3))⊗ Γs(L2(R3)) à
ϕAW (α) ≃ ϕ((1 + ρ)1/2α)⊗ 1 + 1⊗ ϕ(ρ¯1/2α¯),
(f [JP2℄, [DJ1℄) et
σx =
(
0 1
1 0
)
.
Pour la preuve de la proposition suivante, on renvoie le leteur à [JP2℄.
Proposition 2.1 Si (ω + ω−1)α ∈ L2(R3), alors Lsemiλ est un opérateur essentiel-
lement auto-adjoint sur C2 ⊗D(dΓ(ω))⊗D(dΓ(ω)) pour tout λ ∈ R.
Une onséquene immédiate de la proposition i-dessus est que le groupe d'auto-
morphismes
τ tλ(A) = e
itLsemiλ Ae−itL
semi
λ
dénit une W ∗-dynamique sur M = M2 ⊗ MR, i.e : le ouple (M, τλ) est un
W ∗-système dynamique.
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2.1.3 Espae à une partiule du réservoir
Après avoir déni la représentation ylique d'Araki-Woods (HR, πR, ΩR) du
ouple (ωR, Aloc), nous remarquons que l'état assoié au réservoir n'est pas un état
veteur sur un espae de Fok et e as est très ompliqué à traiter (f [AFrL1℄).
Cependant, d'après [DJ1℄, [DJ2℄ et [JP1℄, nous onstatons que et état peut être
représenté omme un état veteur sur un espae de Fok. De plus, on a les identi-
ations suivantes :
- Γs(L
2(R3))⊗ Γs(L2(R3)) ≃ Γs(L2(R3))⊗ Γs(L2(R3)) ≃ Γs(L2(R3)⊕ L2(R3)),
- LR ≃ dΓ(ω ⊕−ω),
- ϕAW (α) ≃ ϕ((1 + ρ)1/2α⊕ ρ¯1/2α¯).
- ΩR ≃ Ω⊕ Ω¯.
Ainsi, l'état ωR est un état veteur déni sur l'espae de Fok symétrique
Γs(L
2(R3)⊕L2(R3)). De plus, la dynamique engendrée par LR induit une transfor-
mation de Bogoliubov
eitdΓ(ω⊕−ω¯)ϕAW (α)e−itdΓ(ω⊕−ω¯) = ϕAW (eitωα).
2.2 Limite de ouplage faible
La limite de ouplage faible onsiste à remplaer l'interation entre un petit
système et un réservoir HI par λHI et onsidérer la dynamique réduite du petit
système obtenue, en faisant tendre λ vers 0. Une telle limite nous permet d'obtenir
une dynamique markovienne irréversible dénie sur l'algèbre assoiée au petit sys-
tème. Le générateur de ette dynamique est appelé lindbladien. Notons dans e as
que plus l'interation est faible, plus le temps d'observer l'inuene du réservoir sur
le petit système est long. Ainsi, on obtient une nouvelle normalisation du temps :
τ = λ2t, où λ → 0, t → 0 et τ est une onstante. La première preuve de la limite
de ouplage faible à été développée par Davies (f [Da1℄).
2.2.1 Théorie abstraite de la limite de ouplage faible
Soit Y un espae de Banah et X son dual, i.e : X = Y∗. Soient P une projetion
sur X et eitδ0 un groupe d'isométries à un paramètre sur X qui ommute ave P .
Posons E = Pδ0. Il est lair que E est le générateur d'un groupe d'isométries à
un paratmètre sur ImP . Soit Q une perturbation de δ0 telle que D(Q) ⊃ D(δ0).
Introduisons maintenant les hypothèses suivantes :
(1) P est une projetion w∗-ontinue sur X de norme 1,
(2) eitδ0 est un groupe d'isométries w∗-ontinu (ou un groupe C∗0 ) à un paramètre
sur X ,
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(3) Pour |λ| < λ0, iδλ = iδ0 + iλQ est le générateur d'un semigroupe de ontra-
tions C∗0 à un paramètre.
Considérons maintenant l'opérateur
Kλ(t) = i
∫ λ−2t
0
e−is(E+λPQP )PQeis(1−P )δλ(1−P )QP ds.
Pour la preuve du théorème suivant, on renvoie le leteur à [DF℄.
Théorème 2.2 Supposons que les onditions (1), (2) et (3) sont vraies. Supposons
que les hypothèses suivantes sont satisfaites :
(4) P est une projetion de rang ni et PQP = 0,
(5) Pour tout t1 > 0, il existe une onstante c telle que
sup
|λ|<1
sup
0≤t≤t1
‖Kλ(t)‖ ≤ c.
(6) Il existe un opérateur K déni sur ImP tel que
lim
λ→0
Kλ(t) = K
pour tout 0 < t <∞.
Posons
K♯ =
∑
e∈spE
1e(E)K1e(E) = lim
T→∞
1
T
∫ T
0
eitEKe−itEdt.
Alors, on a
i) eitK
♯
est un semigroupe de ontrations,
ii) Pour tout t1 > 0,
lim
λ→0
sup
0≤t≤t1
‖e−itE/λ2Peit(δ0+λQ)/λ2P − eitK♯‖ = 0.
2.2.2 Appliation au système spin-boson
Rappelons que dans la représentation semistandard du système spin-boson, le
semi-liouvillien libre est l'opérateur
Lsemi0 = σz ⊗ 1 + 1⊗ LR,
tandis que le semi-liouvillien total est donné par
Lsemiλ = L
semi
0 + λσx ⊗ ϕAW (α).
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Soit V l'opérateur non borné donné par V = σx ⊗ ϕAW (α). Posons Q = [V, .] et
notons δλ le générateur de la dynamique τ
t
λ déni par
δλ = [L
semi
λ , .] = δ0 + λQ,
où δ0 = [L
semi
0 , .].
Soit P la projetion sur M telle que
P (B ⊗ C) = ωR(C)B ⊗ 1HR, ∀B ⊗ C ∈M.
Il est lair que P est de rang ni de norme 1. De plus, on a
E = Pδ0 = δ0P = [σz , .]P et PQP = 0.
Soit P1 = 1− P . Ainsi, on obtient
Kλ(t) = i
∫ λ−2t
0
e−isEP [V, .]eisP1[L
semi
λ ,.]P1[V, .]P ds.
Notons que P1 ommute ave [L
semi
0 , .]. De plus, on a
eisP1[L
semi
0 ,.]P1 = eis[L
semi
0 ,.]P1 + P. (2.2)
Dans la suite, on se propose de montrer sous ertaines onditions que l'opérateur
K = i
∫ ∞
0
e−isEP [V, .]eisP1[L
semi
0 ,.]P1[V, .]P ds
= i
∫ ∞
0
e−isEP [V, .]eis[L
semi
0 ,.][V, .]P ds.
existe et que
lim
λ→0
Kλ(t) = K.
Posons
Uλt = e
itP1[Lsemiλ ,.]P1, Ut = e
itP1[Lsemi0 ,.]P1.
Lemme 2.3 On a l'identité suivante
Kλ(t) = i
∫ λ−2t
0
e−isEP [V, .]eisP1[L
semi
0 ,.]P1[V, .]P ds+ i
∑
n≥1
(iλ)nRn(t),
où
Rn(t) =
∫
0≤tn≤...≤t0≤t
e−it0EP [V, .]Ut0(P1Q1P1)....(P1QnP1)[V, .]P dtn ... dt0,
ave Qk = U−tk [V, .]Utk pour tout k = 1, ..., n.
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Preuve: On a
Uλt = Ut + iλ
∫ t
0
Ut−sP1[V, .]P1Uλs ds.
Ainsi, l'opérateur U−tUλt satisfait l'équation
U−tUλt = I + iλ
∫ t
0
(U−sP1[V, .]P1Us)(U−sUλs ) ds.
De plus, il s'exprime omme une série d'intégrales itérées
U−tUλt = I+
∑
n≥1
(iλ)n
∫
0≤tn≤...≤t1≤t
(U−t1P1[V, .]P1Ut1)...(U−tnP1[V, .]P1Utn) dtn ... dt1.
Notons que l'opérateur Utk ommute ave P1. Ainsi, si on obtient
U−tUλt = 1 +
∑
n≥1
(iλ)n
∫
0≤tn≤....≤t1≤t
(P1Q1P1)...(P1QnP1) dtn ... dt1.
Par onséquent, on a
Kλ(t) = i
∫ λ−2t
0
e−isEP [V, .]eisP1[L
semi
0 ,.]P1[V, .]P ds
+i
∑
n≥1
(iλ)n
∫
0≤tn≤...≤t0≤λ−2t
e−it0EP [V, .]Ut0(P1Q1P1)....(P1QnP1)[V, .]P dtn ... dt0.

Rappelons que d'après la relation (2.2), on a PU−t0 = P . Par suite, si on pose
Qn+1 = U−tn+1 [V, .]Utn+1 ,
où tn+1 = 0, alors on obtient
Rn(t) =
∫
0≤tn≤...≤t0≤t
e−it0EPQ0(P1Q1P1)...(P1QnP1)Qn+1P dtn ... dt0. (2.3)
Lemme 2.4 On a
Rn(t) =
∫
0≤tn≤...≤t0≤t
P [σx,0⊗ϕAW (e−it0ωα), .]P1....P1[σx,n+1⊗ϕAW (e−itn+1ω), .]P dtn ... dt0,
où σx,r = e
−itrσzσxeitrσz .
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Preuve: Commençons par aluler P1QrP1 pour r ≥ 1. On a
Utr = e
itr [σz ,.]eitr [LR,.]P1 + P
et
UtrP1 = e
itr [σz ,.]eitr [LR,.]P1.
Par onséquent, il en résulte
P1U−tr [V, .]UtrP1 = P1e
−itr [σz,.]e−itr [LR,.][V, .]eitr [σz ,.]eitr [LR,.]P1.
De plus, l'égalité suivante est satisfaite
e−itr [σz ,.]e−itr [LR,.][V, .]eitr [σz ,.]eitr [LR,.](B⊗C) = [σx,r⊗e−itrLRϕAW (α)eitrLR , .](B⊗C).
Rappelons la transformation de Bogoliubov
e−itrLRϕAW (α)eitrLR = ϕAW (e−itrωα).
On obtient don
P1QrP1 = P1[σx,r ⊗ ϕAW (e−itrωα), .]P1.
Notons aussi que Pe−t0[σz ,.] = Pe−it0[σz ,.]e−it0[LR,.] et que
e−it0EPQ0P1 = Pe−it0[σz ,.][V, .]eit0[σz,.]eit0[LR,.]P
= Pe−it0[σz ,.]e−it0[LR,.][V, .]eit0[σz,.]eit0[LR,.]P
= P [σx,0 ⊗ ϕAW (e−it0ωα), .]P1.
Ainsi, de la relation (2.3), nous pouvons onlure. 
Maintenant, pour tout entier n, on dénit l'ensemble Pn de permutations σ de
(1, ..., 2n) telle que
σ(2r − 1) < σ(2r), σ(2r − 1) < σ(2r + 1)
pour tout r.
Notons que l'état ωR est un état quasi-libre, i.e :
ωR(ϕAW (α1)...ϕAW (α2n)) =
∑
σ∈Pn
n∏
r=1
ωR(ϕAW (ασ(2r−1))ϕAW (ασ(2r))), (2.4)
De plus, on a
ωR(ϕAW (α1)...ϕAW (α2n+1)) = 0.
(f [BR2℄ pour plus de détails).
66
Lemme 2.5 Pour tout n ≥ 0, on a
R2n+1(t) = 0.
Preuve: Notons que
P [σx,0 ⊗ ϕAW (e−it0ωα), .]P1....P1[σx,2n+2 ⊗ ϕAW (e−it2n+2ωα), .]P
= P [σx,0 ⊗ ϕAW (e−it0ωα), .](1− P )[σx,1 ⊗ ϕAW (e−it1ωα), .](1− P )...
...(1− P )[σx,2n+2 ⊗ ϕAW (e−it2n+2ωα), .]P. (2.5)
Ainsi, le membre à droite de l'égalité (2.5) est une somme de termes tels que
haque terme est un produit d'éléments de la forme
P [σx,pk ⊗ ϕAW (e−itpkωα), .]....[σx,pm ⊗ ϕAW (e−itpmωα), .]P,
où 0 ≤ pk ≤ ... ≤ pm ≤ ... ≤ 2n + 2. De plus, dans haque produit, il existe au
moins un élément de la forme
P [σx,r1 ⊗ ϕAW (e−itr1ωα), .]....[σx,r2p+1 ⊗ ϕAW (e−itr2p+1ωα), .]P,
où 0 ≤ r1 ≤ ... ≤ r2p+1 ≤ ... ≤ r2n+2.
Notons aussi qu'il est faile de vérier que
[σx,r1 ⊗ ϕAW (e−itr1ωα), .]....[σx,r2p+1 ⊗ ϕAW (e−itr2p+1ωα), .]P (B ⊗ C)
est une somme de termes telle que la deuxième omposante de haun d'entre eux
est le produit de 2p+ 1 veteurs d'ondes. Comme la projetion P agit uniquement
sur la deuxième omposante et l'état de Gibbs ωR est quasi-libre, on obtient
P [σx,r1 ⊗ ϕAW (e−itr1ωα), .]....[σx,r2p+1 ⊗ ϕAW (e−itr2p+1ωα), .]P (B ⊗ C) = 0,
e qui implique que R2n+1(t) = 0. 
Remarque 2.1 De la preuve du lemme préédent, nous onstatons que R2n(t) est
la somme de 2n termes, où haun d'entre eux est un produit d'éléments la forme
P [σx,pk ⊗ ϕAW (e−itpkωα), .]....[σx,pm ⊗ ϕAW (e−itpmωα), .]P,
tel que 0 ≤ pk ≤ ... ≤ pm ≤ ... ≤ 2n + 2 et le nombre de ommutateurs [σx,r ⊗
ϕAW (e
−itrωα), .] dans la produit ompris entre deux projetions P est pair.
La preuve du théorème suivant est une appliation direte du théorème de Lebesgue.
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Théorème 2.6 Supposons que les hypothèses suivantes sont satisfaites :
i) ‖R2n(t)‖ ≤ cntn, où la série
∑
n≥1 cnt
n
admet un rayon de onvergene inni.
ii) Il existe 0 < ε < 1 et une suite dn ≥ 0 tels que
‖R2n(t)‖ ≤ dntn−ǫ.
Alors, on a
lim
λ→0
∑
n≥1
(iλ)nR2n(λ
−2t) = 0.
Introduisons maintenant la fontion à deux points h(t) dénie par
h(t) = ωR(e
−itLRϕAW (α)eitLRϕAW (α))
= ωR(ϕAW (e
−itωα)ϕAW (α)).
De plus, par un simple alul, on montre que
h(t− s) = ωR(ϕAW (e−itωα)ϕAW (e−isωα)). (2.6)
L'expression expliite de h(t) est donnée par
h(t) =
1
2
∫
R3
e−itω
eβω
eβω − 1 |α(k)|
2dk +
1
2
∫
R3
eitω
1
eβω − 1 |α(k)|
2dk.
La preuve du lemme suivant est analogue à elle du lemme 3.3 dans [Da1℄.
Lemme 2.7 Si ‖h‖1 ≤ ∞, alors pour toute permutation π de (0, 1, ..., 2n+ 1),
∣∣ ∑
σ∈P(0,1,...,2n+1)
∫
0≤t2n≤...≤t0≤t
n∏
r=0
h(tπσ(2r)−tπσ(2r+1))dt2n...dt0
∣∣ ≤ 1
2n+1(n+ 1)!
‖h‖n+11 tn,
ave t2n+1 = 0.
Maintenant, nous prouvons le théorème suivant.
Théorème 2.8 Si ‖h‖1 ≤ ∞, alors on a
‖R2n(t)‖ ≤ 22n+1‖h‖n+11
tn
(n+ 1)!
.
Preuve: Posons
Φr = ϕAW (e
−itrωα), ΦLrC = ΦrC, Φ
R
r C = CΦr,
σLx,rB = σx,rB, σ
R
x,rB = Bσx,r,
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β : est une fontion de {0, 1, ..., 2n+ 1} dans {L,R},
kβ = ♯{r ∈ {0, 1, ..., 2n+ 1} tel que β(r) = R}.
Dans la suite, σx,r ⊗ Φr sera noté σx,rΦr. Ainsi, par ette notation, on obtient
[σx,rΦr, .] = σ
L
x,rΦ
L
r − σRx,rΦRr .
Notons que d'après le lemme 2.3 et la remarque 2.1, R2n(t) est une somme de
2n termes dont haun d'entre eux est de la forme
C2n,j(t) = (−1)j
∫
0≤t2n≤...≤t0≤t
∑
β
(−1)kβP (σβ(0)x,0 Φβ(0)0 )(σβ(1)x,1 Φβ(1)1 )...
...(σ
β(p1−1)
x,p1−1 Φ
β(p1−1)
p1−1 )P (σ
β(p1)
x,p1 Φ
β(p1)
p1 )...(σ
β(pj−1)
x,pj−1 Φ
β(pj−1)
pj−1 )×
P (σpjx,pjΦ
β(pj)
pj
)...(σ
β(2n)
x,2n Φ
β(2n)
2n )(σ
β(2n+1)
x,2n+1 Φ
β(2n+1)
2n+1 )P dt2n ... dt0,
où 0 = p0 < p1 < p2 < ... < pj < pj+1 = 2n+2, pk est un nombre pair, j = N−2 ave
N est le nombre des projetions P qui apparaîssent dans l'expression de C2n,j(t).
Par onséquent, on obtient
‖C2n,j(t)(B ⊗ C)‖ ≤ ‖B ⊗ C‖
∑
β
∫
0≤t2n≤...≤t0≤t
j∏
r=0
∣∣ωR(Φβ(pr)pr ...Φβ(pr+1−1)pr+1−1 )∣∣ dt2n ... dt0,
≤ ‖B ⊗ C‖
∑
β
∫
0≤t2n≤...≤t0≤t
j∏
r=0
∣∣ωR(Φβ(pr)pr ...Φβ(pr+1−1)pr+1−1 )∣∣ dt2n ... dt0,
≤ ‖B ⊗ C‖
∑
β
∫
≤t2n≤...≤t0≤t
j∏
r=0
∣∣ωR(Φπ(pr)...Φπ(pr+1−1))∣∣ dt2n ... dt0,
où π est une permutation qui dépend de β.
Ainsi, d'après le lemme 2.7, on obtient
‖C2n,j(t)‖ ≤
∑
β
∑
σ∈P(0,1,...,2n+1)
∫
0≤t2n≤...≤t0≤t
n∏
r=0
∣∣ωR(Φπ(σ(2r))Φπ(σ(2r+1)))∣∣dt2n...dt0,
≤ 22n+2‖h‖n+11
tn
2n+1(n+ 1)!
,
e qui implique que
‖R2n(t)‖ ≤ 22n+1‖h‖n+11
tn
(n + 1)!
.

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Théorème 2.9 Si ∫ ∞
0
(1 + tε)|h(t)|dt <∞
pour un ertain 0 < ε < 1, alors il existe dn > 0 tel que
‖R2n(t)‖ ≤ dntn−ε.
Preuve: On a R2n(t) est la somme de 2
n
termes dont haun d'entre eux a la forme
de C2n,j. Ainsi, an de prouver le théorème i-dessus, on regroupe es termes deux
à deux de la manière suivante :
(−1)j ∫
0≤t2n≤...≤t0≤t
∑
β(−1)kβP (σβ(0)x,0 Φβ(0)0 )...(σβ(p1−1)x,p1−1 Φβ(p1−1)p1−1 )P...P (σ
β(pj)
x,pj Φ
β(pj)
pj )
...(σ
β(2n−1)
x,2n−1 Φ
β(2n−1)
2n−1 )(σ
β(2n)
x,2n Φ
β(2n)
2n )(σ
β(2n+1)
x,2n+1 Φ
β(2n+1)
2n+1 )P dt2n ... dt0+
(−1)(j+1) ∫
0≤t2n≤...≤t0≤t
∑
β(−1)kβP (σβ(0)x,0 Φβ(0)0 )...(σβ(p1−1)x,p1−1 Φβ(p1−1)p1−1 )P...P (σ
β(pj)
x,pj Φ
β(pj)
pj )
...(σ
β(2n−1)
x,2n−1 Φ
β(2n−1)
2n−1 )P (σ
β(2n)
x,2n Φ
β(2n)
2n )(σ
β(2n+1)
x,2n+1 Φ
β(2n+1)
2n+1 )P dt2n ... dt0 =
(−1)j ∫
0≤t2n≤...≤t0≤t
∑
β(−1)kβP (σβ(0)x,0 Φβ(0)0 )...(σβ(p1−1)x,p1−1 Φβ(p1−1)p1−1 )P...
...
[
P (σ
β(pj)
x,pj Φ
β(pj)
pj )...(σ
β(2n−1)
x,2n−1 Φ
β(2n−1)
2n−1 )(σ
β(2n)
x,2n Φ
β(2n)
2n )(σ
β(2n+1)
x,2n+1 Φ
β(2n+1)
2n+1 )P−
P (σ
β(pj)
x,pj Φ
β(pj)
pj )...(σ
β(2n−1)
x,2n−1 Φ
β(2n−1)
2n−1 )P (σ
β(2n)
x,2n Φ
β(2n)
2n )(σ
β(2n+1)
x,2n+1 Φ
β(2n+1)
2n+1 )P
]
dt2n ... dt0.
Par onséquent, le membre à droite de l'égalité i-dessus est majoré par
∑
β
∫
0≤t2n≤...≤t0≤t
j−1∏
k=0
∣∣∣ωR(Φβ(pk)pk Φβ(pk+1)pk+1 ...Φβ(pk+1−1)pk+1−1 )∣∣∣× (2.7)∣∣∣[ωR(Φβ(pj)pj ...Φβ(2n)2n Φβ(2n+1)2n+1 )− ωR(Φβ(pj)pj ...Φβ(2n−1)2n−1 〉〈Φβ(2n)2n Φβ(2n+1)2n+1 )]∣∣∣ dt2n ... dt0.
Notons que dans le terme situé entre les deux rohets de la relation (2.7), il n'y
auun produit de fontions à deux points, où 2n est ouplé à (2n+ 1). De plus, e
terme est donné par
∑
σ∈P(pj ,...,2n+1)
n∏
r= 1
2
pj
ωR(Φσ(π(2r))Φσ(π(2r+1))),
où 2n n'est pas ouplé à (2n+ 1) et π est une permutation qui dépend de β. Ainsi,
le terme dans la relation (2.7) est majoré par
∑
σ
∫
0≤t2n≤...≤t0≤t
n∏
r=0
|ωR(Φσ(2r)Φσ(2r+1))|dt2n...dt0,
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où
∑
σ est la somme sur tous les ouples de {0, 1..., 2n + 1} telle que 2n est non
ouplé à (2n+ 1), (t2n+1 = 0).
D'autre part, on a∫
0≤t2n≤...≤t0≤t
n∏
r=0
|ωR(Φσ(2r)Φσ(2r+1))|dt2n...dt0
=
∫
0≤t2n≤...≤t0≤t
n∏
r=0
|h(tσ(2r) − tσ(2r+1))|dt2n...dt0
≤ cst ‖h‖n1 tk
∫ t
0
|h(s)|sn−kds
≤ cst ‖h‖n1 tn−ε
∫ t
0
|h(s)|sεds,
où 0 ≤ k ≤ n− 1, e qui nit la preuve. 
Finalement, nous prouvons le théorème suivant.
Théorème 2.10 Supposons que les hypothèses suivantes sont satisfaites :
(1) (ω + ω−1)α ∈ L2(R3),
(2)
∫∞
0
(1 + tε)|h(t)|dt <∞, pour un ertain 0 < ε < 1.
Alors, les hypothèses du théorème 2.2 sont satisfaites. En outre, l'opérateur K♯ est
donné par
K♯ = i
∫ ∞
0
∑
e∈sp([σz,.])
e−isEP1e([σz, .])[V, .]eis[L
semi
0 ,.][V, .]1e([σz , .])P ds.
Preuve: La preuve du théorème i-dessus est une onséquene immédiate des théo-
rèmes 2.6, 2.8, 2.9. 
2.3 Lindbladien du système spin-boson
Posons
L = iK♯.
On se propose dans ette sous-setion de prouver que l'opérateur L a la forme d'un
lindbladien (f théorème 1.33). Pour ela, nous introduisons la formule suivante,
onnue en théorie des distributions∫ ∞
0
e±itω dt =
±i
ω ± i0 = πδ(ω)± iVp(
1
ω
), (2.8)
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où
1
x+ i0
= lim
ε→0
1
x+ iε
,∫
f(x)δ(x) dx = f(0),∫
f(x)Vp(
1
x
) dx = lim
ε→0
∫
|x|≥ε
f(x)
x
dx = PP
∫
f(x)
x
dx,∫
f(x)
1
x+ i0
dx = lim
ε→0
∫
f(x)
1
x+ iε
dx.
Ii on suppose que f : R ∋ x 7→ f(x) est une fontion ontinue, que les intégrales
dans les membres à droite sont bien dénies et que les limites existent.
Notons que [σz, .] admet 2, −2 omme valeurs propres simples et 0 omme valeur
propre double. De plus, les états propres orrespondants sont respetivement donnés
par |Ψ+〉〈Ψ−|, |Ψ−〉〈Ψ+| et |Ψ+〉〈Ψ+|, |Ψ−〉〈Ψ−|.
Posons
n+ =
(
1 0
0 0
)
, n− =
(
0 0
0 1
)
, σ+ =
(
0 1
0 0
)
, σ− =
(
0 0
1 0
)
,
nL+X = n+X, n
R
+X = Xn+, n
L
−X = n−X, n
R
−X = Xn−.
Alors, il est faile de vérier que
12([σz, .]) = n
L
+n
R
−,
1−2([σz, .]) = nL−n
R
+,
10([σz, .]) = n
L
+n
R
+ + n
L
−n
R
−.
La forme expliite du lindbladien est donnée par le théorème suivant.
Théorème 2.11 Supposons que les hypothèses suivantes sont satisfaites :
i)
∫∞
0
[∣∣ ∫
R3
eitω(1 + ρ(k))|α(k)|2 dk∣∣+ ∣∣ ∫
R3
eitωρ(k)|α(k)|2 dk∣∣]dt <∞,
ii) α est une fontion de lasse C1 sur un voisinage de la sphère
B(0, 2) = {k ∈ R3, |k| = 2},
iii) (1 + ω)α ∈ L∞(R3).
Alors, L = iK♯ a la forme d'un lindbladien et pour tout X ∈M2, on a
L(X) = i(Im(α, α)−+ − Im(α, α)+−)[n+, X]
+ i(Im(α, α)−− − Im(α, α)++)[n−, X]
+ Re(α, α)+−(2σ+Xσ− − {n+, X})
+ Re(α, α, )−−(2σ−Xσ+ − {n−, X}),
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où
Im(α, α)++ =
1
2
∫
R3
ρ(k) + 1
ω + 2
|α(k)|2 dk,
Im(α, α)−− =
1
2
PP
∫
ρ(k)
ω − 2 |α(k)|
2 dk,
Im(α, α)+− =
1
2
PP
∫
ρ(k) + 1
ω − 2 |α(k)|
2 dk,
Im(α, α)−+ =
1
2
∫
R3
ρ(k)
ω + 2
|α(k)|2 dk,
Re(α, α)+− =
πe2β
2(e2β − 1)
∫
R3
|α(k)|2δ(ω − 2) dk,
Re(α, α)−− =
π
2(e2β − 1)
∫
R3
|α(k)|2δ(ω − 2) dk.
Preuve: Par un simple alul, on montre que pour tout X ∈M2, on a
12([σz, .])[V, .]e
is[Lsemi0 ,.][V, .]12([σz, .])PX
= [ϕAW (α)ϕAW (e
isωα) + ϕAW (e
isωα)ϕAW (α)]n+Xn−,
1−2([σz , .])[V, .]eis[L
semi
0 ,.][V, .]1−2([σz, .])PX
= [ϕAW (α)ϕAW (e
isωα) + ϕAW (e
isωα)ϕAW (α)]n−Xn+,
10([σz, .])[V, .]e
is[Lsemi0 ,.][V, .]10([σz, .])PX
= [e−2isϕAW (α)ϕAW (eisωα) + e2isϕAW (eisωα)ϕAW (α)]n+Xn+
+[e2isϕAW (α)ϕAW (e
isωα) + e−2isϕAW (eisωα)ϕAW (α)]n−Xn−
−[e−2isϕAW (α)ϕAW (eisωα) + e2isϕAW (eisωα)ϕAW (α)] σ+Xσ−
−[e2isϕAW (α)ϕAW (eisωα) + e−2isϕAW (eisωα)ϕAW (α)] σ−Xσ+.
Ainsi, pour tout X ∈M2, on obtient∑
e∈sp([σz,.])
e−iseP1e([σz , .])[V, .]eis[L
semi
0 ,.][V, .]1e([σz, .])(X)
=
[
e−2isωR(ϕAW (α)ϕAW (eisωα)) + e−2isωR(ϕAW (eisωα)ϕAW (α))
]
n+Xn−
+
[
e2isωR(ϕAW (α)ϕAW (e
isωα)) + e2isωR(ϕAW (e
isωα)ϕAW (α))
]
n−Xn+
−2Re(e2isωR(ϕAW (eisωα)ϕAW (α))) [σ+Xσ− − n+Xn+]
−2Re(e−2isωR(ϕAW (eisωα)ϕAW (α))) [σ−Xσ+ − n−Xn−].
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Par suite, l'opérateur L est donné par
L(X) = −
[∫ ∞
0
e−2is
(
ωR(ϕAW (α)ϕAW (e
isωα)) + ωR(ϕAW (e
isωα)ϕAW (α))
)
ds
]
n+Xn−
−
[∫ ∞
0
e2is
(
ωR(ϕAW (α)ϕAW (e
isωα)) + ωR(ϕAW (e
isωα)ϕAW (α))
)
ds
]
n−Xn+
+2Re
(∫ ∞
0
e2isωR(ϕAW (e
isωα)ϕAW (α)) ds
)
[σ+Xσ− − n+Xn+]
+2Re
(∫ ∞
0
e−2isωR(ϕAW (eisωα)ϕAW (α)) ds
)
[σ−Xσ+ − n−Xn−].
Notons qu'on a
ωR(ϕAW (α)ϕAW (e
isωα)) =
1
2
∫
Rd
eisω(ρ(k) + 1)|α(k)|2 dk + 1
2
∫
Rd
e−isωρ(k)|α(k)|2 dk
= ωR(ϕAW (eisωα)ϕAW (α)).
Alors, d'après les hypothèses du théorème i-dessus, nous pouvons appliquer la
formule (2.8), an d'obtenir∫ ∞
0
e−2isωR(ϕAW (α)ϕAW (eisωα)) ds = Re(α, α)+− + iIm(α, α)
+
− − iIm(α, α)−+,∫ ∞
0
e−2isωR(ϕAW (eisωα)ϕAW (α)) ds = Re(α, α)−− + iIm(α, α, )
−
− − iIm(α, α)++,∫ ∞
0
e2isωR(ϕAW (e
isωα)ϕAW (α)) ds = Re(α, α)
+
− − iIm(α, α)+− + iIm(α, α)−+,∫ ∞
0
e2isωR(ϕAW (α)ϕAW (e
isωα)) ds = Re(α, α)−− + iIm(α, α)
+
+ − iIm(α, α)−−.
Par onséquent, l'opérateur L s'érit
L(X) =
{
−Re(α, α)+− − Re(α, α)−− + i(Im(α)−+ − Im(α, α)+−)
−i(Im(α, α)−− − Im(α, α++))
}
n+Xn− +
{
−Re(α, α)+− − Re(α, α)−−
−i(Im(α, α)−+ − Im(α, α)+−) + i(Im(α, α)−− − Im(α, α)++)
}
n−Xn+
+2Re(α, α)+−
[
σ+Xσ− − n+Xn+
]
+ 2Re(α, α)−−
[
σ−Xσ+ − n−Xn−
]
= i(Im(α, α)−+ − Im(α, α)+−)
[
n+Xn− − n−Xn+
]
+i(Im(α, α)−− − Im(α, α)++)
[
n−Xn+ − n+Xn−
]
+Re(α, α)+−
[
2σ+Xσ− − 2n+Xn+ − (n+Xn− + n−Xn+)
]
+Re(α, α)−−
[
2σ−Xσ+ − 2n−Xn− − (n+Xn− + n−Xn+)
]
.
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Comme nous avons
n+Xn− + n−Xn+ = {n+, X} − 2n+Xn+ = {n−, X} − 2n−Xn−,
n+Xn− − n−Xn+ = [n+, X],
n−Xn+ − n+Xn− = [n−, X],
l'opérateur L a la forme d'un lindbladien et il est donné par
L(X) = i(Im(α, α)−+ − Im(α, α)+−)[n+, X]
+i(Im(α, α)−− − Im(α, α)++)[n−, X]
+Re(α, α)+−(2σ+Xσ− − {n+, X})
+Re(α, α, )−−(2σ−Xσ+ − {n−, X}),
e qui prouve notre théorème. 
2.4 Propriétés de l'équation maîtresse
Dans ette setion, nous dérivons quelques propriétés physiques de l'équation
maîtresse assoiée au système spin-boson telles que la déohérene quantique et la
ondition du bilan détaillé quantique.
2.4.1 Équation maîtresse du système spin-boson
Soit ρ ∈ M2 une matrie densité. Considérons l'équation maîtresse du système
spin-boson
dρ(t)
dt
= i(Im(α, α)+− − Im(α, α)−+)[n+, ρ(t)]
+i(Im(α, α)++ − Im(α, α)−−)[n−, ρ(t)]
+Re(α, α)+−(2σ−ρ(t) σ+ − {n+, ρ(t)})
+Re(α, α)−−(2σ+ρ(t) σ− − {n−, ρ(t)}).
Posons
ρ(t) = ρ11(t)n+ + ρ12(t) σ+ + ρ21(t) σ− + ρ22(t)n−.
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Alors, l'équation maîtresse dénie i-dessus est équivalente au système d'équations
diérentielles ordinaires suivant :
d
dt
ρ11(t) = 2Re(α, α)
−
− ρ22(t)− 2Re(α, α)+− ρ11(t)
d
dt
ρ12(t) =
[−i(Im(α, α)++ − Im(α, α)−−) + i(Im(α, α)+− − Im(α, α)−+)− Re(α, α)−−
−Re(α, α)+−
]
ρ12(t)
d
dt
ρ21(t) =
[−i(Im(α, α)+− − Im(α, α−+)) + i(Im(α, α)++ − Im(α, α)−−)− Re(α, α)+−
−Re(α, α)−−
]
ρ21(t)
d
dt
ρ22(t) = 2Re(α, α)
+
− ρ11(t)− 2Re(α, α)−− ρ22(t).
Comme Re(α, α)+− = e
2βRe(α, α)−−, on vérie failement que l'état d'équilibre ther-
modynamique du spin ρβ est une solution de l'équation
dρ(t)
dt
= 0.
De plus, ρβ est l'unique état stationnaire du semigroupe dynamique quantique as-
soié au spin-boson si et seulement si Re(α, α)±− > 0. En eet, si ρ est un état
stationnaire assoié au spin-boson, alors d'après le système d'équations diéren-
tielles donné i-dessus, on a
ρ12(t) = 0, ρ21(t) = 0, ∀t ≥ 0,
e qui implique que ρ12(0) = 0 et ρ21(0) = 0. D'autre part, on a
2Re(α, α)+− ρ11(t)− 2Re(α, α)−− ρ22(t) = 0,
2Re(α, α)−− ρ22(t)− 2Re(α, α)+− ρ11(t) = 0.
On obtient don
ρ22(t) = e
2βρ11(t), ∀t ≥ 0.
Comme ρ11(t) + ρ22(t) = 1, on a
ρ11(t) + e
2βρ11(t) = 1, ∀t ≥ 0.
Ainsi, on obtient
ρ11(t) = ρ11(0) =
1
1 + e2β
=
e−β
e−β + eβ
,
ρ22(t) = ρ22(0) =
e2β
1 + e2β
=
eβ
e−β + eβ
.
Notons que si Re(α, α)±− = 0, alors on obtient ρ12(0) = 0, ρ21(0) = 0, ρ11(0) = µ
et ρ22(0) = ξ, où µ et ξ sont des onstantes telles que µ+ ξ = 1. Ainsi, on n'a pas
uniité de l'état stationnaire dans e as.
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2.4.2 Déohérene quantique du spin
Dans ette sous-setion, nous allons dérire la déohérene du spin (f sous-
setion 1.2.3). Posons
Γ = Re(α, α)−− +Re(α, α)
−
+
= π
e2β + 1
2(e2β − 1)
∫
R3
|α(k)|2δ(ω − 2)dk,
Ω = Im(α, α)++ + Im(α, α)
+
− − Im(α, α)−+ − Im(α, α)−−.
Alors, d'après le système d'équations diérentielles ordinaires donné i-dessus, on a
ρ12(t) = e
−(Γ+iΩ)tρ12(0),
ρ21(t) = e
−(Γ−iΩ)tρ21(0).
Ainsi, le système spin dérit une déohérene quantique si et seulement si∫
R3
δ(ω − 2)|α(k)|2dk 6= 0.
Par onséquent, la déohérene du spin est ontrlée par la fontion test α. De plus,
si
∫
R3
|α(k)|2δ(ω − 2)dk = 0, on n'a pas uniité de l'état stationnaire et il n' y plus
de retour à l'équilibre.
2.4.3 Condition du bilan détaillé quantique
On se propose dans ette sous-setion d'étudier la ondition du bilan détaillé
quantique du spin en interation ave un réservoir modélisé par un gaz de bosons
libres (f sous-setion 1.2.4). Ainsi, nous prouvons le théorème suivant.
Théorème 2.12 Le générateur du semigroupe dynamique quantique du système
spin-boson, T ∗t = (e
itK♯)∗, vérie la ondition du bilan détaillé quantique par rapport
à l'état d'équilibre thermodynamique du spin
ρβ =
e−βσz
Tr(e−βσz)
.
Preuve: Notons qu'on a
L∗(A) = −i [H, A] + LD(A),
ave
H = (Im(α, α)−+ − Im(α, α)+−)n+ + (Im(α, α)−− − Im(α, α)++)n−
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et
LD(X) = Re(α, α)+− (2 σ−X σ+ − {n+, X}) + Re(α, α)−− (2 σ+X σ− − {n−, X}).
Par onséquent, il est lair que H est un opérateur auto-adjoint et que [H, ρβ ] = 0.
De plus, il est faile de vérier que l'opérateur LD est un opérateur auto-adjoint
pour le produit salaire 〈, 〉ρβ . Cela nit la preuve de notre théorème. 
2.5 Retour à l'équilibre du système spin-boson
Dans ette setion, nous ommençons par rappeler les résultats du retour à
l'équilibre du système spin-boson prouvés dans le as hamiltonien (f [JP2℄). En-
suite, nous prouvons la propriété du retour à l'équilibre pour toute température
T ≥ 0 dans le as markovien. Finalement, nous faisons une omparaison entre les
deux approhes.
Dans les deux premières sous-setions, nous traitons le système spin-boson à une
température inverse 0 < β < ∞. Tandis que, dans la dernière sous-setion, nous
examinons le système spin-boson à la température zéro (β =∞).
2.5.1 Cas hamiltonien
Pour toute fontion f ∈ L2(R3), nous dénissons f˜ sur R× S2 par
f˜(s, kˆ) =
{ −|s|1/2f¯(|s|kˆ), s < 0,
s1/2f(skˆ), s ≥ 0.
Posons
C(δ) = {z ∈ C | |Imz| < δ},
H2(δ, η) = {f : C(δ)→ η | ‖f‖H2(δ,η) = sup
|a|<δ
∫ +∞
−∞
‖f(x+ ia)‖2ηdx <∞},
où η est un espae de Hilbert. Le théorème suivant est démontré dans [JP2℄.
Théorème 2.13 Supposons que les hypothèses suivantes sont satisfaites :
(i) (ω + ω−1)α ∈ L2(R3),
(ii)
∫
R3
δ(ω − 2)|α(k)|2dk > 0,
(iii) Il existe 0 < δ < 2π
β
tel que α˜ ∈ H2(δ, L2(S2)).
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Alors, pour tout β > 0, il existe une onstante Λ(β) > 0 qui dépend uniquement de
la fontion test α telle que le système spin-boson a la propriété du retour à l'équilibre
pour tout 0 < |λ| < Λ(β).
Notons que dans la preuve du théorème i-dessus, les auteurs utilisent les pro-
priétés spetrales du liouvillien pour démontrer le retour à l'équilibre du système
spin-boson. Ainsi, grâe à la théorie de perturbation des états KMS (voir théorème
1.19) , ils donnent la forme expliite du veteur propre du liouvillien assoié à la
valeur propre 0. De plus, ils démontrent que le spetre du liouvillien est absolument
ontinu pour tout λ ∈]0,Λ(β)[ (en partiulier pour une onstante de ouplage λ
susamment petit) sauf pour la valeur propre 0. Par onséquent, le théorème 1.25
permet de onlure. Ainsi, pour tout β ∈ ]0,+∞[, le système spin-boson faiblement
ouplé possède la propriété du retour à l'équilibre.
2.5.2 Cas markovien
Dans ette sous-setion, nous omparons les onditions du retour à l'équilibre du
système spin-boson à une température inverse β ∈]0,∞[ dans les deux approhes
hamitonienne et markovienne.
À une température stritement positive β−1, le retour à l'équilibre du système
spin-boson est dérit par le théorème suivant.
Théorème 2.14 Supposons que les hypothèses suivantes sont satisfaites :
i) Im(α, α)±± <∞,
ii)
∫
R3
δ(ω − 2)|α(k)|2dk > 0.
Alors, le semigroupe dynamique quantique du système spin-boson à une température
inverse β ∈]0,∞[ possède la propriété du retour à l'équilibre.
Preuve: Posons
H = (Im(α, α)−+ − Im(α, α)+−)n+ + (Im(α, α)−− − Im(α, α)++)n−,
L1 = (2Re(α, α)
+
−)
1/2σ−, (2.9)
L2 = (2Re(α, α)
−
−)
1/2σ+.
Il est lair que H est un opérateur auto-adjoint. Rappelons aussi que le semigroupe
dynamique quantique du système spin-boson admet l'état d'équilibre thermodyna-
mique ρβ du spin omme un état dèle normal et stationnaire. Comme
{Lk, L∗k, H, k = 1, 2}′ = {Lk, L∗k, k = 1, 2}′ = CI,
nous pouvons onlure grâe au théorème 1.35. 
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Notons qu'en omparaison ave l'approhe hamiltonienne du modèle de spin-
boson, nous avons des simpliations de onditions du retour à l'équilibre. Ainsi,
dans le théorème i-dessus, nous avons uniquement besoin que les hypothèses i) et
ii) soient satisfaites. En eet, l'hypothèse i) entraîne que les salaires Im(α, α)±±
existent et sont nis, tandis que si ii) est satisfaite, alors les salaires Re(α, α)±− sont
non nuls.
2.5.3 Système spin-boson à la température zéro
Dans le as hamiltonien, l'étude de la propriété du retour à l'équilibre se base
sur le théorème suivant (f [JP2℄, [DJ2℄) :  Si un système dynamique quantique
(M, τ, µ) (µ est un état dèle) dont le liouvillien admet un spetre absolument
ontinu sauf pour la valeur propre 0, alors e système possède la propriété du re-
tour à l'équilibre. Malheureusement, e résultat ne s'applique pas dans le as du
système spin-boson à la température zéro, puisque l'état d'équilibre thermodyna-
mique assoié (état fondamental),
ρ∞ = |Ψ−〉〈Ψ−| =
(
0 0
0 1
)
n'est pas dèle. Pour la même raison, le théorème 1.35 ne nous permet pas de
onlure aussi la propriété du retour à l'équilibre dans le as markovien. Nous allons
don démontrer la propriété du retour à l'équilibre du système spin-boson à la
température zéro par des aluls direts.
Rappelons qu'à la température zéro, l'espae de Hilbert du système spin-boson
est
H = C2 ⊗ Γs(L2(R3)).
L'hamiltonien libre du système ouplé est déni par
h0 = σz ⊗ 1 + 1⊗ dΓ(ω),
et l'hamiltonien total du système global ave interation est l'opérateur
hλ = h0 + λσx ⊗ ϕ(α).
La limite de ouplage faible du système spin-boson à la température zéro peut
être prouvée de la même manière que lorsque la température est stritement positive.
De plus, le lindbladien du système spin-boson à la température zéro peut être déduit
en prenant β = ∞ dans la forme expliite de elui à une température stritement
positive. Ainsi, on obtient
L∞(X) = −iν1[n+, X]− iν2[n−, X] + ν3(2σ+Xσ− − {n+, X}),
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où
ν1 =
∫
R3
1
ω + 2
|α(k)|2 dk,
ν2 = PP
∫
1
ω − 2 |α(k)|
2 dk,
ν3 = π
∫
R3
|α(k)|2δ(ω − 2) dk.
Par onséquent, pour toute matrie densité ρ ∈ M2, l'équation maîtresse assoiée
est donnée par
dρ(t)
dt
= iν1[n+, ρ(t)] + iν2[n−, ρ(t)] + ν3(2σ−ρ(t) σ+ − {n+, ρ(t)}) = L∗∞(ρ(t)).
Maintenant, nous prouvons le théorème suivant.
Théorème 2.15 Supposons que les hypothèses suivantes sont satisfaites :
i) ν2 <∞ ,
ii)
∫
R3
δ(ω − 2)|α(k)|2dk > 0.
Alors, le système spin-boson à la température zéro possède la propriété du retour à
l'équilibre. De plus, on a
lim
t→∞
Tr(etL
∗
∞ρA) = Tr(ρ∞A),
pour tout A ∈M2 et pour toute matrie densité ρ.
Preuve: Considérons la base orthonormée de M2
{|Ψ+〉〈Ψ+|, |Ψ+〉〈Ψ−|, |Ψ−〉〈Ψ+|, |Ψ−〉〈Ψ−|}.
Ainsi, dans ette base, on a
[n+, .] =

0 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 0
 , [n−, .] =

0 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 0
 ,
σ−.σ+ =

0 0 0 0
0 0 0 0
0 0 0 0
2 0 0 0
 , {n+, .} =

2 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0
 .
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Par onséquent, on obtient
etL
∗
∞ =

e−2tν3 0 0 0
0 e−tν3eit(ν1−ν2) 0 0
0 0 e−tν3e−it(ν1−ν2) 0
−e−2tν3 + 1 0 0 1
 ,
e qui implique que
lim
t→∞
etL
∗
∞ = Π∗∞,
où
Π∗∞ =

0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 1
 .
Par un simple alul, on montre que
Π∗∞(A) = σ−Aσ+ + n−An−, ∀A ∈M2.
Considérons maintenant une matrie densité
ρ =
(
α β
β¯ 1− α
)
,
où α ∈ [0, 1], β ∈ C. Alors, on a
Π∗∞(ρ) =
(
0 0
0 1
)
= |Ψ−〉〈Ψ−| = ρ∞.
Finalement, on obtient
lim
t→∞
Tr(etL
∗
∞ρA) = Tr(Π∗∞(ρ)A) = Tr(ρ∞A),
pour tout A ∈M2. Cela prouve notre théorème. 
2.6 Équation de Langevin quantique du système
spin-boson
On se propose dans ette setion de donner expliitement l'hamiltonien assoié
à l'équation de Langevin quantique du système spin-boson (f sous-setions 1.3.3 et
1.3.4).
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Considérons les opérateurs L1, L2 et H donnés par la relation (2.9) et posons
G = −1
2
2∑
k=1
L∗kLk − iH.
Alors, l'équation de Langevin quantique du système spin-boson est dénie sur l'es-
pae C2 ⊗ Γs(L2(R+,C2)) par{
dU(t) = {Gdt+∑2k=1Lkda0k(t)−∑2k=1L∗kdak0(t)}U(t)
U(0) = I.
(2.10)
Notons que l'équation (2.10) est un as partiulier des équations de Hudson-
Parthasarathy, où Sji = δijI. De plus, d'après la sous-setion 1.3.3, nous avons
S = I,
Lu = (2Re(α, α)+−)
1/2σ−u⊗Ψ+ + (2Re(α, α)−−)1/2σ+u⊗Ψ−, ∀u ∈ C2,
L∗u⊗ ϕ = 〈Ψ+, ϕ〉(2Re(α, α)+−)1/2σ+u+ 〈Ψ−, ϕ〉(2Re(α, α)−−)1/2σ−u,
∀u, ϕ ∈ C2,
L∗L = 2Re(α, α)+−n+ + 2Re(α, α)
−
−n−.
Ainsi, on obtient
ν0± ∩D(Ks) = {Φ ∈ ν0± | a(0−)Φ = a(0+)Φ + LΦ}
et
KsΦ =
(
H +E− iL∗a(0−)+ i(Re(α, α)+−n++Re(α, α)−−n−)
)
Φ, ∀Φ ∈ ν0± ∩D(Ks),
où Ks est l'hamiltonien de Gregoratti assoié à l'équation de Langevin quantique
du système spin-boson.
Rappelons que l'hamiltonien du réservoir est l'opérateur E = dΓ(i ∂
∂x
). Don
d'après le théorème spetral, l'opérateur i ∂
∂x
est l'opérateur de multipliation par
un salaire ω. Ainsi, on obtient
E = dΓ(ω),
qui oinide ave l'hamiltonien usuel du réservoir dans le as où ω ≥ 0. D'autre
part, l'opérateur
H =
(
Im(α, α)−+ − Im(α, α)+−
)
n+ +
(
Im(α, α)−− − Im(α, α)++
)
n−,
dérit l'énergie du spin. De plus, les oeients Im(α/α)±± jouent un rle physique
important. Dans un ertain sens, ils ontiennent des informations physiques sur
l'hamiltonien original du spin. L'évolution libre du système ombiné est dérite par
l'opérateur Hf = H + E et l'hamiltonien Ks apparaît omme une perturbation
singulière de Hf , où l'opérateur L ontrle l'interation entre le spin et le réservoir.
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2.7 Modèle d'interations répétées assoié au sys-
tème spin-boson
Dans ette setion, nous nous proposons de donner un modèle d'interations
répétées dérivant le système spin-boson (f setion 1.4 pour plus de détails). Nous
modélisons le réservoir par une haîne innie
⊗
N∗
C2, dénie par rapport à la suite
stabilisatrie (Ω)n, où
Ω =
(
1
0
)
, X =
(
0
1
)
est une base orthonormée de C2. Ainsi, l'hamiltonien d'interations répétées assoié
est déni sur C2 ⊗ C2 par
H = σz ⊗ I + I ⊗HR + 1√
h
(σ− ⊗ a∗ + σ+ ⊗ a),
où
HR =
(
0 0
0 γ
)
est l'hamiltonien d'une opie C
2,
V = σ−,
a =
(
0 1
0 0
)
et a∗ est l'adjoint de a.
Pour justier le hoix de et hamiltonien, on renvoie le leteur aux disussions faites
dans la sous-setion 1.4.3. Notons que l'hamiltonien d'interation entre le spin et
une opie de la haîne est un hamiltonien dipolaire, où à haque état exité du spin
lui orrespond un état désexité d'une opie de la haîne. Ii, les opérateurs a et
a∗ représentent les opérateurs de réation et d'annihilation disrets sur C2. Comme
dans le as du temps ontinu, l'hamiltonien d'une opie de la haîne est un multiple
de l'opérateur nombre a∗a,
HR = γa
∗a.
L'évolution unitaire durant l'intervalle [0,h℄ est donnée par
U = e−ihH .
L'évolution disrète assoiée est dénie par{
un+1 = Un+1 un
u0 = I.
(2.11)
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2.7.1 Cas de la température zéro
Théorème 2.16 La solution u[t/h] de l'équation d'évolution disrète (2.11) onverge
fortement, quand h tend vers 0, vers la solution unitaire de l'équation de Langevin
quantique {
dU(t) = {G0 dt+ Lda01(t)− L∗ da10(t)}U(t)
U(0) = I,
où L = −iσ− et G0 = −iσz − 12σ+σ−.
Preuve:
Notons que les oeients de la matrie de U = e−ihH dans la base {Ω, X} sont
donnés par
U00 = 〈Ω, UΩ〉 = I − ih σz − 12hσ+σ− + o(h),
U10 = 〈Ω, UX〉 = −i
√
hσ+ + o(
√
h),
U01 = 〈X,UΩ〉 = −i
√
h σ− + o(
√
h),
U11 = 〈X,UX〉 = I − ihσz − ihγI − 12h σ−σ+ + o(h).
Ainsi, on obtient
U00−I
h
h→0−−→ G0 = −iσz − 12σ+σ−,
U10√
h
h→0−−→ −L∗ = −iσ+,
U01√
h
h→0−−→ L = −iσ−,
Par onséquent, grâe au théorème 1.50, nous pouvons onlure. 
Théorème 2.17 Le semigroupe dynamique quantique du modèle d'interations ré-
pétées du système spin-boson à la température zéro a la propriété du retour à l'équi-
libre.
Preuve: Notons que grâe à la relation (1.9), le lindbladien assoié à l'équation de
Langevin quantique dénie par le théorème i-dessus est donné par
L0(X) = i[σz , X] + 1
2
[
2σ+Xσ− − {n+, X}
]
. (2.12)
Ainsi, la suite de la preuve est analogue à elle du théorème 2.15. 
Notons que le lindbladien déni par la relation (2.12) ne dépend pas du hoix
de l'hamiltonien HR d'une opie de la haîne. De plus, e lindbladien a les mêmes
propriétés physiques que elui du spin-boson à la température zéro, obtenu par la
limite de ouplage faible.
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2.7.2 Cas d'une température stritement positive
Dans ette sous-setion, nous supposons que l'état d'équilibre thermodynamique
d'une opie de la haîne atomique assoiée au réservoir, à une température inverse
β, est donné par
ρ =
1
1 + e−β
e−βHR =
(
β0 0
0 β1
)
.
La représentation GNS du ouple (C2, ρ) est le triplet (π, H˜,ΩR) tel que
•ΩR = I,
• H˜ =M2, l'algèbre des matries 2× 2 à oeients omplexes, qui est munie
du produit salaire
〈A,B〉 = Tr(ρA∗B),
• π : M2 −→ B(H˜) est telle que π(M)A = MA, ∀M, A ∈M2.
Posons U˜ = π(U) et u˜n = π(un). Il est lair que l'opérateur U˜ est déni sur C
2⊗M2.
De plus, la suite (u˜n)n vérie l'équation{
u˜n+1 = U˜n+1u˜n
u˜0 = I.
(2.13)
Théorème 2.18 La solution u˜[t/h] de l'équation disrète (2.13) onverge fortement,
quand h tend vers 0, vers la solution unitaire Ut de l'équation de Langevin quantique
dU˜(t) =
{− (iσz + iγβ1I + 12β0 σ+σ− + 12β1 σ−σ+) dt− iσ−(√β1 da10(t) +√β0da02(t))
−iσ+(
√
β1 da
0
1(t) +
√
β0 da
2
0(t))
}
U˜(t)
U˜(0) = I.
Preuve: Posons
X1 =
1√
β1
(
0 1
0 0
)
, X2 =
1√
β0
(
0 0
1 0
)
, X3 =
1√
β0β1
(
β1 0
0 −β0
)
.
Il est lair que (ΩR, X1, X2, X3) forme une base orthonormée de M2. Don les oef-
ients de la matrie de U˜ dans ette base sont donnés par
U˜00 = I − ihσz − ihγβ1I − 12hβ0σ+σ− − 12hβ1σ−σ+ + o(h2),
U˜01 = −i
√
β1
√
h σ+ + o(h
3/2),
U˜02 = −i
√
β0
√
h σ− + o(h3/2),
U˜03 = o(h),
U˜10 = −i
√
β1
√
h σ− + o(h3/2),
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U˜20 = −i
√
β0
√
hσ+ + o(h
3/2),
U˜30 = o(h),
U˜11 = I + o(h),
U˜22 = I + o(h),
U˜33 = I + o(h),
U˜21 = U˜
1
2 = U˜
3
1 = U˜
1
3 = U˜
3
2 = U˜
2
3 = 0.
Ainsi, on obtient
eU00−I
h
h→0−−→ L00 = −iσz − iγβ1I − 12β0 σ+ σ− − 12β1 σ−σ+,
eU01√
h
h→0−−→ L01 = −i
√
β1 σ+,
eU02√
h
h→0−−→ L02 = −i
√
β0 σ−,
eU10√
h
h→0−−→ L10 = −i
√
β1σ−,
eU20√
h
h→0−−→ L20 =
√
β0 σ+,
et les autres termes onvergent vers 0. Par onséquent, d'après le théorème 1.50,
nous pouvons onlure. 
D'après la relation (1.9), le lindbladien assoié au modèle d'interations répétées
déni i-dessus, à une température stritement positive β−1, s'érit
Lβ(X) = i[σz , X] + 1
2
β0[2σ−Xσ+ − {n−, X}]
+
1
2
β1[2σ+Xσ− − {n+, X}],
pour tout X ∈ M2. Notons que l'état d'équilibre thermodynamique ρβ du spin est
un état stationnaire du semigroupe (etLβ)t≥0 si et seulement si la diérene des
niveaux d'énergie d'une opie de la haîne est égale à 2, soit γ = 2. On voit don
qu'on n'a pas trop de hoix de l'hamiltonien HR. Ainsi, pour que les propriétés
physiques du système spin-boson soient enore les mêmes, il faut que γ = 2. Par
onséquent, le modèle d'interations répétées déni i-dessus orrespond au système
spin-boson si et seulement si γ = 2.
Théorème 2.19 Le semigroupe dynamique quantique assoié au modèle d'intera-
tions répétées du système spin-boson, à une température stritement positive β−1, a
la propriété du retour à l'équilibre.
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Preuve: Notons d'abord que γ = 2. Il est faile de vérier que l'état d'équilibre
thermodynamique ρβ du spin est l'unique état stationnaire du semigroupe (e
tLβ)t≥0.
De plus, on a
{σz, σ+, σ−}′ = {σ+, σ−}′ = CI.
Par onséquent, d'après le théorème 1.35, nous pouvons onlure. 
Notons que le modèle déni i-dessus est un as partiulier de elui introduit dans
[AtJ℄ ave un hoix partiulier de l'hamiltonien d'une opie de la haîne modélisant
le réservoir.
Dans le as de la température zéro, le lindbladien L0 donné i-dessus et le lind-
bladien L∞ obtenu par la limite de ouplage faible sont les mêmes à des oeients
près indépendamment du hoix de l'hamiltonien d'une opie de la haîne HR. De
plus, il est faile de vérier que les équations maîtresses assoiées possèdent les
mêmes propriétés physiques.
Cependant, à une température stritement positive, les deux lindbladiens obte-
nus respetivement par la limite de ouplage faible et par le modèle des interations
répétées sont aussi les mêmes à des oeients près. Par ontre, on n'a pas trop
de possibilités onernant le hoix de l'hamiltonien d'une opie de la haîne. En
eet, pour que les équations maîtresses assoiées possédent les mêmes propriétés
physiques, il faut et il sut que la diérene entre le deux niveaux d'énergies d'une
opie de la haîne γ soit égale à 2.
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Chapitre 3
Contribution n
o
2 : Propriétés
markoviennes du modèle de
Pauli-Fierz
Dans e hapitre, on s'intéresse au système de Pauli-Fierz qui représente un petit
système ave un nombre ni de degrés de liberté en interation ave un réservoir
modélisé par un gaz de bosons libres (f [DJ1℄, [DJ2℄). Dans un premier temps, nous
dérivons le modèle de Pauli-Fierz et sa représentation semistandard. Ensuite, nous
donnons une preuve de la limite de ouplage faible et nous alulons le lindbladien
assoié. De plus, nous étudions les propriétés de l'équation maîtresse assoiée. Nous
montrons que l'état d'équilibre thermodynamique ρs assoié au petit système est
un état stationnaire. Nous prouvons que la ondition du bilan détaillé quantique
par rapport à l'état d'équilibre thermodynamique ρs est vériée. Finalement, nous
montrons la propriété du retour à l'équilibre pour toute température stritement
positive.
3.1 Le modèle
Dans ette setion, nous ommençons par présenter le petit système qui est
dérit par un hamiltonien H0 déni sur un espae de Hilbert K de dimension nie.
De plus, l'état d'équilibre thermodynamique assoié, à une température inverse β,
est donné par
ρs =
e−βH0
Tr(e−βH0)
.
Le réservoir est dérit par l'espae de Hilbert Z = L2(Rd), d ≥ 3. De plus, si on
note ω(k) = |k|, k ∈ Rd, l'énergie d'un boson isolé, alors l'hamiltonien du réservoir
est donné par la seonde quantiation diérentielle de ω, dΓ(ω) qui agit sur l'espae
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de Fok symétrique Γs(Z) onstruit sur Z. L'état d'équilibre thermodynamique
assoié, à une température inverse β, est l'état quasi-libre ωR assoié à
ρ =
1
eβω − 1 .
Finalement, l'hamiltonien libre de Pauli-Fierz est l'opérateur auto-adjoint déni sur
K ⊗D(dΓ(ω)) par
Hlib := H0 ⊗ I + I ⊗ dΓ(ω).
3.1.1 Opérateurs de réation/annihilation du système ouplé
Soit q ∈ B(K, K ⊗ Z) une fateur de forme. Nous dénissons les opérateurs de
réation et d'annihilation, q(a∗) et q∗(a) sur K ⊗ Γs(Z) par
q(a∗) : K ⊗ Z◦n −→ K⊗Z◦(n+1)
ψ ⊗ φ1 ◦ ... ◦ φn 7→ qψ ◦ φ1 ◦ ... ◦ φn,
q∗(a) : K ⊗ Z◦n −→ K⊗Z◦(n−1)
ψ ⊗ φ1 ◦ ... ◦ φn 7→ (q∗ψ ⊗ φ1) ◦ ... ◦ φn.
L'opérateur d'interation de Pauli-Fierz est donné par
ϕ(q) =
1√
2
(q(a∗) + q∗(a)),
qui est essentiellement auto-adjoint sur K ⊗ Γfins (Z) (f [DJ2℄), où Γfins (Z) est l'en-
semble des veteurs Ψ = (ψn)n≥0 de ⊕∞n=0Γns (Z) tel qu'il existe uniquement un
nombre ni de ψn qui sont non nuls.
En partiulier, si q est une fateur de forme simple, i.e : qψ = (hψ) ⊗ f , où
f ∈ Z, h ∈ B(K), alors on a
q(a∗) = h⊗ a∗(f), q∗(a) = h∗ ⊗ a(f).
Si (fn)n est une base orthonormée de Z, alors pour tout fateur de forme
q ∈ B(K, K ⊗ Z), il existe des opérateurs qn ∈ B(K) (f DJ1℄) tels que
qψ =
∑
n
(qnψ)⊗ fn, et ||qψ||2 =
∑
n
||qnψ||2, pour tout ψ ∈ K.
Dans la suite, nous allons supposer que la forme de fateur q possède la déom-
position donnée i-dessus et qu'il existe uniquement un nombre ni N d'opérateurs
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qn non nuls. Ainsi, les opérateurs q(a
∗) et q∗(a) s'érivent
q(a∗) =
N∑
n=1
qn ⊗ a∗(fn),
q∗(a) =
N∑
n=1
q∗n ⊗ a(fn),
où a∗(fn), a(fn) sont les opérateurs de réation et d'annihilation dénis sur Γs(Z).
De plus, nous supposons que pour tout n ∈ {1, ..., N}, fn ∈ S(Rd), où S(Rd) est
l'espae de Shwartz sur Rd.
L'hamiltonien de Pauli-Fierz ave interation est donné par
Hλ = H0 + dΓ(ω) +
λ√
2
N∑
n=1
(
qn ⊗ a∗(fn) + q∗n ⊗ a(fn)
)
.
Il est prouvé dans [DJ2℄ que si ω−1/2q ∈ B(K,K ⊗ Z), alors l'opérateur Hλ est
un opérateur auto-adjoint sur D(Hlib). Dans notre as, il est faile de vérier que
ette hypothèse est satisfaite puisque les fontions tests fn, n = 1, ..., N sont des
fontions de Shwartz.
3.1.2 Représentation semistandard du système de Pauli-Fierz
Dans ette sous-setion, nous présentons tous les résulats identiés dans un
espae de Fok que l'on préisera (f [DJ2℄).
Soit D = {f ∈ L2(Rd)| ω−1/2f ∈ L2(Rd)} le domaine de ρ1/2. Pour tout ouple
(z1, z2) ∈ Z ⊕Z¯ , on note W (z1, z2) l'opérateur de Weyl assoié. Ainsi, la représen-
tation d'Araki-Woods du ouple (Z, ρ) est le triplet (Γs(Z ⊕ Z¯), πρ, Ω), où
• πρ : z −→ Wρ(z), z ∈ D, ave Wρ(z) = W ((1 + ρ)1/2z ⊕ ρ¯1/2z¯),
• Ω est le veteur vide de Γs(Z ⊕ Z¯).
Notons que dans la représentation semistandard, on a
ϕAW (q) =
1√
2
N∑
n=1
(
qn ⊗ a∗((1 + ρ)1/2fn ⊕ ρ¯1/2f¯n) + q∗n ⊗ a((1 + ρ)1/2fn ⊕ ρ¯1/2f¯n)
)
.
De plus, le semi-liouvillien Libre de Pauli-Fierz est donné par
Lsemi0 = H0 + dΓ(ω ⊕−ω¯).
Le semi-liouvillien total est l'opérateur
Lsemiλ = H0 + dΓ(ω ⊕−ω¯) + λϕAW (q).
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Introduisons maintenant MR l'algèbre d'Araki-Woods à gauhe engendrée par
{Wρ(z), z ∈ D}.
Pour la preuve de la proposition suivante, on renvoie le leteur à [DJ2℄.
Proposition 3.1 Supposons que (1+ω)(1+ ρ)1/2q ∈ B(K, K⊗Z), alors le groupe
d'automorphismes
τ tλ(A) = e
itLsemiλ Ae−itL
semi
λ ,
dénit une W ∗-dynamique sur Mρ = B(K)⊗MR.
Notons que l'hypothèse (1 + ω)(1 + ρ)1/2q ∈ B(K, K ⊗ Z) est satifaite puisque
les fontions tests fn sont des fontions de Shwartz.
3.2 Limite de ouplage faible du système de Pauli-
Fierz
Notons d'abord que [H0, .] est un opérateur auto-adjoint sur B(K) muni du pro-
duit salaire 〈A,B〉 = Tr(A∗B). Alors, il existe une base orthonormée {A1, ..., Al}
de B(K) telle que
[H0, Aj ] = ωjAj , ∀j = 1, ..., l.
Comme l'opérateur d'interation qn ∈ B(K), on obtient
qn =
l∑
j=1
αnjAj ,
e qui implique que qn =
∑l
j=1 vnj , où [H0, vnj ] = ωnjvnj , i.e :
eitH0vnje
−itH0 = eitωnj vnj .
D'autre part, si [H0, vnj ] = ωnjvnj , alors on a [H0, v
∗
nj
] = −ωnjvnj . Cela implique
que [H0, vnj + v
∗
nj
] = 0. Par onséquent, si qn est un opérateur auto-adjoint, alors il
s'érit sous la forme :
qn =
k∑
j=1
(vnj + v
∗
nj
), (3.1)
où
eitH0vnje
−itH0 = eitωnj vnj ∀j = 1, ..., k.
Dans la suite, nous allons supposer que les opérateurs d'interations qn, n = 1, ..., N
sont des opérateurs auto-adjoints qui s'érivent sous la forme (3.1) et qui satisfont
l'hypothèse suivante :
eitH0vnje
−itH0 = eitωnj vnj , ωnj > 0, (3.2)
93
où ωnj 6= ωn′j pour tous j 6= j′. Ainsi, le semi-liouvillien total de Pauli-Fierz s'érit
Lsemiλ = H0 + dΓ(ω ⊕−ω¯) + λ
N∑
n=1
qn ⊗ ϕAW (fn),
où ϕAW (fn) est l'opérateur de hamp d'Araki-Woods, i.e :
ϕAW (fn) =
1√
2
(
a∗((1 + ρ)1/2fn ⊕ ρ¯1/2f¯n) + a((1 + ρ)1/2fn ⊕ ρ¯1/2f¯n)
)
.
Introduisons les hypothèses suivantes :
〈fn, eitωfm〉 = δnm 〈fn, eitωfm〉, (3.3)
〈fn, eitωρfm〉 = δnm〈fn, eitωρfm〉. (3.4)
Les hypothèses (3.3) et (3.4) sont satisfaites pour les fontions fn(x) = Yln,mn(xˆ)gn(|x|)
où les Y sont les harmoniques sphériques et ln 6= lr ou mn 6= mr pour tous n 6= r.
On se propose maintenant d'appliquer le théorème 2.2 au système de Pauli-Fierz.
Soient
V =
N∑
n=1
qn ⊗ ϕAW (fn) =
N∑
n=1
Vn, Vn = qn ⊗ ϕAW (fn),
Q = [V, .] =
N∑
n=1
Q(n), Q(n) = [Vn, .],
δ0 = [L
semi
0 , .], δλ = [L
semi
λ , .] = δ0 + λQ,
P (B ⊗ C) = ωR(C)B ⊗ 1Γs(Z⊕Z¯), ∀B ⊗ C ∈Mρ.
Il est lair que P est de rang ni et de norme 1. De plus, on a
E = Pδ0 = δ0P = [H0, .]P et PQP = 0.
Posons P1 = 1− P . Alors, l'opérateur Kλ(t) s'érit
Kλ(t) = i
∫ λ−2t
0
e−isEP [V, .]eisP1[L
semi
λ ,.]P1[V, .]P ds.
Lemme 3.2 On a l'identité suivante
Kλ(t) = i
∫ λ−2t
0
e−isEP [V, .]eisP1[L
semi
0 ,.]P1[V, .]P ds+ i
∑
p≥1
(iλ)pRp(t),
où
Rp(t) =
N∑
n=1
∫
0≤tp≤...≤t0≤t
e−it0EP [Vn, .]Ut0(P1Q
(n)
1 P1)....(P1Q
(n)
p P1)[Vn, .]P dtp ... dt0,
ave Q
(n)
j = U−tj [Vn, .]Utj pour tout j = 1, ...p.
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Preuve: Notons d'abord que d'après les relations (3.3) et (3.4), on a
P [V, .]eisP1[L
semi
λ ,.]P1[V, .]P (B ⊗ C) =
N∑
n=1
P [Vn, .]e
isP1[Lsemiλ ,.]P1[Vn, .]P (B ⊗ C).
Ainsi, l'opérateur Kλ(t) s'érit
Kλ(t) = i
N∑
n=1
∫ λ−2t
0
e−isEP [Vn, .]eisP1[L
semi
λ ,.]P1[Vn, .]P ds
=
N∑
n=1
Kλ,n(t),
où
Kλ,n(t) = i
∫ λ−2t
0
e−isEP [Vn, .]eisP1[L
semi
λ ,.]P1[Vn, .]P ds.
Par suite, de manière analogue que dans le lemme 2.3, nous montrons que
Kλ,n(t) = i
∫ λ−2t
0
e−isEP [Vn, .]eisP1[L
semi
0 ,.]P1[Vn, .]P ds+ i
∑
p≥1
(iλ)pR(n)p (t),
où
R(n)p (t) =
∫
0≤tp≤...≤t0≤t
e−it0EP [Vn, .]Ut0(P1Q
(n)
1 P1)....(P1Q
(n)
p P1)[Vn, .]P dtp ... dt0.
Cela ahève la preuve du lemme énoné i-dessus. 
Introduisons maintenant la fontion à deux points
h(t) =
N∑
n=1
hn(t),
où hn(t) = ωR(ϕAW (e
−itωfn)ϕAW (fn)). Il est lair que
hn(t) =
1
2
∫
R3
e−itω
eβω
eβω − 1 |fn(k)|
2dk +
1
2
∫
R3
eitω
1
eβω − 1 |fn(k)|
2dk.
Rappelons que l'hypothèse (1+ω)(1+ρ)1/2q ∈ B(K, K⊗Z) est satisfaite puisque
les fontions tests fn sont des fontions de Shwartz, e qui implique que τ
λ
t est une
W ∗-dynamique sur Mρ. Maintenant, nous prouvons le résultat suivant.
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Théorème 3.3 Supposons que l'hypothèse suivante est satisfaite :
sup
n
∫ ∞
0
(1 + tε)|hn(t)|dt <∞,
pour un ertain 0 < ε < 1. Alors, les hypothèses du théorème 2.2 sont satisfaites.
De plus, l'opérateur K♯ est donné par
K♯ = lim
T→∞
1
T
∫ T
0
eitEKe−itEdt,
où
K =
N∑
n=1
Kn,
ave
Kn = i
∫ ∞
0
e−isEP [Vn, .]eis[L
semi
0 ,.][Vn, .]P ds.
Preuve: Rappelons que
Kλ =
N∑
n=1
Kλ,n(t).
Notons que d'après la preuve du théorème 2.10, nous prouvons de la même manière
que
lim
λ→0
Kλ,n(t) = Kn.
Ainsi, on obtient
lim
λ→0
Kλ = K,
où
K = i
∫ ∞
0
e−isEP [V, .]eis[L
semi
0 ,.][V, .]P ds
= i
N∑
n=1
∫ ∞
0
e−isEP [Vn, .]eis[L
semi
0 ,.][Vn, .]P ds,
e qui prouve notre théorème. 
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3.3 Lindbladien du système de Pauli-Fierz
Dans ette setion, nous allons prouver que l'opérateur
L = iK♯
admet la forme d'un lindbladien (f théorème 1.33).
Théorème 3.4 Supposons que
sup
n
∫ ∞
0
[ ∣∣∣ ∫
Rd
eitω
eβω
eβω − 1 |fn(k)|
2dk
∣∣∣+ ∣∣∣ ∫
Rd
eitω
1
eβω − 1 |fn(k)|
2dk
∣∣∣ ] ds <∞.
Alors, pour tout X ∈ B(K), on a
L(X) =
N∑
n=1
k∑
j=1
i
(
Im(fn, fn)
+
−ωnj − Im(fn, fn)
−
ωnj
)
[v∗njvnj , X]
+i
(
Im(fn, fn)
−
−ωnj − Im(fn, fn)
+
ωnj
)
[vnjv
∗
nj
, X]
+Re(fn, fn)
+
−ωnj
[
2v∗njXvnj − {v∗njvnj , X}
]
+Re(fn, fn)
−
−ωnj
[
2vnjXv
∗
nj
− {vnjv∗nj , X}
]
,
où
Re(fn, fn)
+
−ωnj =
πeβωnj
eβωnj − 1
∫
Rd
|fn(k)|2δ(ω(k)− ωnj) dk,
Re(fn, fn)
−
−ωnj =
π
eβωnj − 1
∫
Rd
|fn(k)|2δ(ω(k)− ωnj) dk,
Im(fn, fn)
+
−ωnj = PP
∫
ρ(k) + 1
ω(k)− ωnj
|fn(k)|2 dk,
Im(fn, fn)
−
ωnj
=
∫
Rd
ρ(k)
ω(k) + ωnj
|fn(k)|2 dk,
Im(fn, fn)
+
ωnj
=
∫
Rd
ρ(k) + 1
ω(k) + ωnj
|fn(k)|2 dk,
Im(fn, fn)
−
−ωnj = PP
∫
ρ(k)
ω(k)− ωnj
|fn(k)|2 dk.
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Preuve: Pour tout X ∈ B(K), on a
eitEe−isEP [Vn, .]eis[L
semi
0 ,.][Vn, .]Pe
−itE(X)
=
[
eitH0e−isH0qneisH0qne−itH0X − eitH0e−isH0qneisH0e−itH0XeitH0qne−itH0
]
×ωR(ϕAW (fn)ϕAW (eisωfn))
−
[
eitH0qne
−itH0XeitH0e−isH0qneisH0e−itH0 −XeitH0qne−isH0qne−itH0eisH0
]
×ωR(ϕAW (eisωfn)ϕAW (fn))
=
[
ei(t−s)H0qne−i(t−s)H0eitH0qne−itH0X − ei(t−s)H0qne−i(t−s)H0XeitH0qne−itH0
]
×ωR(ϕAW (fn)ϕAW (eisωfn))
−
[
eitH0qne
−itH0Xei(t−s)H0qne−i(t−s)H0 −XeitH0qne−itH0ei(t−s)H0qne−i(t−s)H0
]
×ωR(ϕAW (eisωfn)ϕAW (fn)). (3.5)
Notons que d'après la relation (3.2), on a
ei(t−s)H0qne−i(t−s)H0 =
k∑
j=1
(
ei(t−s)ωnj vnj + e
−i(t−s)ωnj v∗nj
)
, (3.6)
eitH0qne
−itH0 =
k∑
j=1
(
eitωnj vnj + e
−itωnj v∗nj
)
. (3.7)
Rappelons que qn =
∑k
j=1(vnj + v
∗
nj
). Ainsi, en remplaçant les égalités (3.6) et (3.7)
dans la relation (3.5), on obtient les résultats suivants :
- Le oeient de vnjXvnj′ , j, j
′ = 1, ..., k est donné par
−ei(t−s)ωnj eitωnj′ωR(ϕAW (fn)ϕAW (eisωfn))
−eitωnj ei(t−s)ωnj′ωR(ϕAW (eisωfn)ϕAW (fn)),
- Le oeient de v∗njXv
∗
nj′
, j, j′ = 1, ..., k est donné par
−e−i(t−s)ωnj e−itωnj′ωR(ϕAW (fn)ϕAW (eisωfn))
−e−itωnj e−i(t−s)ωnj′ωR(ϕAW (eisωfn)ϕAW (fn)),
- Le oeient de v∗njXvnj′ j 6= j′ est donné par
−e−i(t−s)ωnj eitωnj′ωR(ϕAW (fn)ϕAW (eisωfn))
−e−itωnj ei(t−s)ωnj′ωR(ϕAW (eisωfn)ϕAW (fn)),
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- Le oeient de vnjXv
∗
nj′
j 6= j′ est donné par
−ei(t−s)ωnj e−itωnj′ωR(ϕAW (fn)ϕAW (eisωfn))
−eitωnj e−i(t−s)ωnj′ωR(ϕAW (eisωfn)ϕAW (fn)),
- Le oeient de Xvnjvnj′ est donné par
eitωnj e
i(t−s)ωn
j′ ωR(ϕAW (e
isωfn)ϕAW (fn)),
- Le oeient de Xv∗njv
∗
nj′
est donné par
e−itωnj e−i(t−s)ωnj′ ωR(ϕAW (eisωfn)ϕAW (fn)),
- Le oeient de Xvnjv
∗
nj′
j 6= j′ est donné par
eitωnj e
−i(t−s)ωn
j′ωR(ϕAW (e
isωfn)ϕAW (fn)),
- Le oeient de Xv∗njvnj′ j 6= j′ est donné par
e−itωnj ei(t−s)ωnj′ωR(ϕAW (eisωfn)ϕAW (fn)),
- Le oeient de vnjvnj′X est donné par
ei(t−s)ωnj eitωnj′ωR(ϕAW (fn)ϕAW (eisωfn)),
- Le oeient de v∗njv
∗
nj′
X est donné par
e−i(t−s)ωnj e−itωnj′ωR(ϕAW (fn)ϕAW (eisωfn)),
- Le oeient de vnjv
∗
nj′
X j 6= j′ est donné par
ei(t−s)ωnj e−itωnj′ωR(ϕAW (fn)ϕAW (eisωfn)),
- Le oeient de v∗njvnj′X j 6= j′ est donné par
e−i(t−s)ωnj eitωnj′ωR(ϕAW (fn)ϕAW (eisωfn)),
- Le oeient de vnjXv
∗
nj
est donné par
−e−isωnjωR(ϕAW (fn)ϕAW (eisωfn))− eisωnjωR(ϕAW (eisωfn)ϕAW (fn)),
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- Le oeient de v∗njXvnj est donné par
−eisωnjωR(ϕAW (fn)ϕAW (eisωfn))− e−isωnjωR(ϕAW (eisωfn)ϕAW (fn)),
- Le oeient de Xvnjv
∗
nj
est donné par
eisωnjωR(ϕAW (e
isωfn)ϕAW (fn)),
- Le oeient de Xv∗njvnj est donné par
e−isωnjωR(ϕAW (eisωfn)ϕAW (fn)),
- Le oeient de vnjv
∗
nj
X est donné par
e−isωnjωR(ϕAW (fn)ϕAW (eisωfn)),
- Le oeient de v∗njvnjX est donné par
eisωnjωR(ϕAW (fn)ϕAW (e
isωfn)),
Notons que pour tout α 6= 0, on a
lim
T→∞
1
T
∫ T
0
eiαtdt = 0. (3.8)
Ainsi, d'après la relation (3.8), tous les termes vnjXvnj′ , v
∗
nj
Xv∗nj′ , v
∗
nj
Xvnj′
(j 6= j′), vnjXv∗nj′ (j 6= j′), Xvnjvnj′ , Xv∗njv∗nj′ , Xvnjv∗nj′ (j 6= j′), Xvnjv∗nj′
(j 6= j′), vnjvnj′X, v∗njv∗nj′X, vnjv∗nj′X (j 6= j′), v∗njvnj′X (j 6= j′) disparaîssent dans
la forme expliite de K♯n, où
K♯n = lim
T→∞
1
T
∫ T
0
eitEKne
−itEdt.
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Finalement, on obtient
K♯n = i
k∑
j=1
−
[ ∫ ∞
0
e−isωnjωR(ϕAW (fn)ϕAW (eisωfn))ds
+
∫ ∞
0
eisωnjωR(ϕAW (e
isωfn)ϕAW (fn))ds
]
vnjXv
∗
nj
−
[ ∫ ∞
0
eisωnjωR(ϕAW (fn)ϕAW (e
isωfn))ds
+
∫ ∞
0
e−isωnjωR(ϕAW (eisωfn)ϕAW (fn))ds
]
v∗njXvnj
+
[ ∫ ∞
0
eisωnjωR(ϕAW (e
isωfn)ϕAW (fn))ds]Xvnjv
∗
nj
+
[ ∫ ∞
0
e−isωnjωR(ϕAW (eisωfn)ϕAW (fn))ds
]
Xv∗njvnj
+
[ ∫ ∞
0
e−isωnjωR(ϕAW (fn)ϕAW (eisωfn))ds
]
vnjv
∗
nj
X
+
[ ∫ ∞
0
eisωnjωR(ϕAW (fn)ϕAW (e
isωfn))ds
]
v∗njvnjX.
Maintenant, en utilisant le même alul utilisé dans la preuve du théorème 2.11,
nous alulons d'une manière analogue l'expression de K♯n et nous montrons que
pour tout X ∈ B(K),
Ln(X) = iK♯n(X)
=
k∑
j=1
i
(
Im(fn, fn)
+
−ωnj − Im(fn, fn)
−
ωnj
)
[v∗njvnj , X]
+i
(
Im(fn, fn)
−
−ωnj − Im(fn, fn)
+
ωnj
)
[vnjv
∗
nj
, X]
+Re(fn, fn)
+
−ωnj
[
2v∗njXvnj − {v∗njvnj , X}
]
+Re(fn, fn)
−
−ωnj
[
2vnjXv
∗
nj
− {vnjv∗nj , X}
]
.
Comme on a K♯ =
∑N
n=1K
♯
n, on obtient L = i
∑N
n=1K
♯
n =
∑N
n=1 Ln. Cela ahève
la preuve du théorème i-dessus. 
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3.3.1 Équation maîtresse
Soit ρ une matrie densité dans B(K). Alors, l'équation maîtresse du système
de Pauli-Fierz est donnée par
dρ(t)
dt
=
N∑
n=1
k∑
j=1
−i(Im(fn, fn)+−ωnj − Im(fn, fn)
−
ωnj
) [v∗njvnj , ρ(t)]
−i(Im(fn, fn)−−ωnj − Im(fn, fn)
+
ωnj
) [vnjv
∗
nj
, ρ(t)]
+Re(fn, fn)
+
−ωnj
[
2vnjρ(t)v
∗
nj
− {ρ(t), v∗njvnj}
]
+Re(fn, fn)
−
−ωnj
[
2v∗njρ(t)vnj − {ρ(t), vnjv∗nj}
]
.
Rappelons que K est un espae de Hilbert de dimension nie et que H0 est un
opérateur auto-adjoint sur K. Soit c une onstante réelle positive telle que le spetre
de H0, σ(H0) ⊂ [−c, c]. Notons que
e−βx1[−c, c](x) =
∫
R
eitx
(∫
R
e−itse−βs1[−c, c](s)ds
)
dt.
Alors, par le théorème spetral, on a 1[−c, c](H0) = I, puisque σ(H0) ⊂ [−c, c]. De
plus, par le alul fontionnel, on a
e−βH0 =
∫
R
eitH0
(∫
R
e−itse−βs1[−c, c](s)ds
)
dt.
Ainsi, grâe à la formule (3.2), on obtient
e−βH0vnj = e
βωnj vnje
−βK
et e−βH0v∗nj = e
−βωnj v∗nje
−βH0 , ∀n = 1, ..., N ; j = 1, ..., k.
Par onséquent, pour tous n = 1, ..., N ; j = 1, ..., k, on a
e−βH0v∗njvnj = v
∗
nj
vnje
−βH0 ,
e−βH0vnjv
∗
nj
= vnjv
∗
nj
e−βH0 ,
vnje
−βH0v∗nj = e
−βωnj vnjv
∗
nj
e−βH0 ,
v∗nje
−βH0vnj = e
βωnj v∗njvnje
−βH0 .
Il résulte que l'état d'équilibre thermodynamique à une température inverse β du
petit système ρs vérie
[v∗njvnj , ρs] = [vnjv
∗
nj
, ρs] = 0, ∀n = 1, ..., N ; j = 1, ..., k. (3.9)
D'autre part, on a
Re(fn, fn)
+
−ωnj e
−βωnj = Re(fn, fn)−−ωnj . (3.10)
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Ainsi, on obtient
Re(fn, fn)
+
−ωnj [2vnjρsv
∗
nj
− {ρs, v∗njvnj}]
+Re(fn, fn)
−
−ωnj [2v
∗
nj
ρsvnj − {ρs, vnjv∗nj}]
= Re(fn, fn)
+
−ωnj [2e
−βωnj vnjv
∗
nj
ρs − 2v∗njvnjρs]
+Re(fn, fn)
−
−ωnj [2e
βωnj v∗njvnjρs − 2vnjv∗njρs]
= 2(Re(fn, fn)
+
−ωnj e
−βωnj − Re(fn, fn)−−ωnj )vnjv
∗
nj
ρs
+2(eβωnjRe(fn, fn)
−
−ωnj − Re(fn, fn)
+
−ωnj )v
∗
nj
vnjρs.
Par onséquent, grâe à la relation (3.10), le terme i-dessus est nul. Ainsi, ρs
est un état stationnaire.
3.3.2 Condition du bilan détaillé quantique
Rappelons que la ondition du bilan détaillé quantique a été dénie dans la
sous-setion 1.2.4.
Théorème 3.5 Le semigroupe dynamique quantique du système de Paul-Fierz vé-
rie la ondition du bilan détaillé quantique par rapport à l'état d'équilibre thermo-
dynamique du petit système ρs.
Preuve: Notons d'abord que d'après la sous-setion préédente, le semigroupe dy-
namique quantique assoié au système de Pauli-Fierz admet ρs omme état station-
naire dèle.
Posons
H =
N∑
n=1
k∑
j=1
(
Im(fn, fn)
+
−ωnj − Im(fn, fn)
−
ωnj
)
v∗njvnj
+
(
Im(fn, fn)
−
−ωnj − Im(fn, fn)
+
ωnj
)
vnjv
∗
nj
LDω (X) =
N∑
n=1
k∑
j=1
Re(fn, fn)
+
−ωnj
[
2v∗njXvnj − {vnjv∗nj , X}
]
+Re(fn, fn)
−
−ωnj
[
2v∗njXvnj − {vnjv∗nj , X}
]
.
Ainsi, d'après la relation (3.9), il est lair que [H, ρs] = 0. De plus, il est faile de
vérier que LDω est un opérateur auto-adjoint pour le produit salaire 〈, 〉ρs. 
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3.3.3 Retour à l'équilibre du système de Pauli-Fierz
Dans ette sous-setion, nous allons montrer la propriété du retour à l'équilibre
du système de Pauli-Fierz. Notons que les oeients de la partie hamiltonienne du
lindbladien de Pauli-Fierz sont des nombres réels nis, puisque les fontions tests
fn sont des fontions de Shwartz. Maintenant, nous prouvons le résultat suivant.
Théorème 3.6 Si Re(fn, fn)
±
−ωnj > 0, pour tous j = 1, ..., k; n = 1, ..., N , alors
le semigroupe dynamique quantique assoié au système de Pauli-Fierz possède la
propriété du retour à l'équilibre.
Preuve: Soient
H =
N∑
n=1
k∑
j=1
[
(Im(fn, fn)
−
ωnj
− Im(fn, fn)+−ωnj )v
∗
nj
vnj
+(Im(fn, fn)
−
−ωnj − Im(fn, fn)
+
ωnj
)vnjv
∗
nj
]
,
L1nj = (2Re(fn, fn)
+
−ωnj )
1/2vnj ,
L2nj = (2Re(fn, fn)
−
−ωnj )
1/2vnj ,
G = −1
2
N∑
n=1
k∑
j=1
(L1∗njL
1
nj
+ L2∗njL
2
nj
)− iH.
Alors, il est faile de vérier que
{vnj , v∗n′j , vnjv
∗
nj
, v∗njvnj , n = 1, ..., N ; j, j
′ = 1, ..., k}′
= {vnj , v∗n′j , n = 1, ..., N ; j, j
′ = 1, ..., k}′.
Cela implique que
{Linj , Li∗n′j , i = 1, 2, n = 1, ..., N ; j, j
′ = 1, ..., k}′
= {H, Linj , Li∗n′j , i = 1, 2, n = 1, ..., N ; j, j
′ = 1, ..., k}′.
Comme ρs est un état stationnaire dèle pour le semigroupe dynamique quantique
du système de Pauli-Fierz, nous pouvons onlure grâe au théorème 1.35. 
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Chapitre 4
Contribution no 3 : Un modèle
lindbladien pour une haîne de spins
ouplée à des bains thermiques
Dans e hapitre, nous onsidérons un modèle XY dérivant une haîne de N
spins ouplée à des bains thermiques. Nous modélisons le bain thermique par une
haîne innie de spins. Le système total est dérit par un hamiltonien d'interations
répétées H déni sur l'espae de Hilbert HS ⊗ η où HS = ⊗Nk=1C2 et η = C2.
Dans la setion 4.1, nous alulons le lindbaldien dérivant une haîne de N
spins en interation ave un puis ave deux bains thermiques.
Dans la setion 4.2, nous étudions les propriétés markoviennes de la haîne
de spins ouplée à ses deux extrémités à deux bains thermiques de températures
inverses respetives β et β ′. Dans la as où β = β ′, nous donnons la forme expliite
de l'état stationnaire ρβ du semigroupe dynamique assoié. Ensuite, nous étudions
la propriété du retour à l'équilibre pour tous β, β ′ stritement positifs. De plus, nous
donnons des formes expliites pour les états d'équilibre thermodynamique loaux et
nous alulons la prodution d'entropie dans le as où les températures sont égales.
Dans la setion 4.3, nous étudions le as d'une haîne de N spins ouplée à r
bains thermiques, 2 ≤ r ≤ N .
4.1 Lindbladien d'une haîne de N spins
4.1.1 Interations répétées
Dans ette sous-setion, nous onsidérons le même modèle d'interations répé-
tées introduit dans la sous-setion 1.4.1. Rappelons que e modèle représente un
système quantique H0 en interation ave une haîne innie de opies identiques H
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dont on xe une base orthonormée {ei, i ∈ J ∪ {0}}, où e0 = Ω représente l'état
vide de l'atome. Le produit tensoriel inni
⊗
N∗
H est déni par rapport à la suite
stabilisatrie (Ω)n. L'évolution unitaire assoiée, durant l'intervalle de temps [0, h],
s'érit
U =
∑
i, j∈J∪{0}
U ij ⊗ aij.
De plus, l'équation d'évolution disrète assoiée au modèle d'interations répétées
est dérite par la suite (Vn)n∈N qui est dénie sur B(H0 ⊗
⊗
N∗
H) par{
Vn+1 = Un+1Vn
V0 = I.
4.1.2 Chaîne de spins ouplée à un seul bain thermique
Le système qu'on onsidère dans e hapitre est une haîne de N spins telle que
haque spin est dérit par l'espae de Hilbert η = C2. Par onséquent, l'espae de
Hilbert dérivant la haîne totale est HS = ⊗Nk=1C2. L'hamiltonien de e système
est l'opérateur
HS = B
N∑
k=1
σ(k)z +
N−1∑
k=1
(Jxσ
(k)
x ⊗ σ(k+1)x + Jyσ(k)y ⊗ σ(k+1)y ),
où
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
et B est un nombre réel dérivant l'inuene d'un hamp magnétique extérieur
dans la diretion z, tandis que l'interation entre deux spins voisins est dérite par
Jx, Jy ∈ R.
Dans la suite, nous allons supposer que Jx = Jy = J et que le salaire B est
égal à 1. De plus, nous modélisons le bain thermique par une haîne innie de spins.
Considérons maintenant l'hamiltonien d'interations quantiques répétées assoié à
la haîne de spins ouplée à sa première extrémité à un bain thermique
H = HS ⊗ I + I ⊗HR + 1√
h
(σ(1)x ⊗ σx + σ(1)y ⊗ σy),
ave HR = σz. Notons que si on suppose que B 6= 1, alors les propriétés physiques
que nous allons prouver dans la suite restent vrai si et seulement si HR = Bσz.
Posons
σ+ =
(
0 1
0 0
)
, σ− =
(
0 0
1 0
)
, n+ =
(
1 0
0 0
)
, n− =
(
0 0
0 1
)
.
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Il est faile de vérier que
σ(1)x ⊗ σx + σ(1)y ⊗ σy = (σ(1)x ⊗ σ+ − iσ(1)y ⊗ σ+) + (σ(1)x ⊗ σ− + iσ(1)y ⊗ σ−)
= 2[σ
(1)
− ⊗ σ+ + σ(1)+ ⊗ σ−].
Ainsi, nous déduisons que l'hamiltonien d'interations répétées donné i-dessus est
un as partiulier que elui obtenu dans [AtJ℄.
Considérons maintenant la base orthonormée {Ω, X} de C2 telle que
Ω =
(
1
0
)
, X =
(
0
1
)
.
La matrie de H dans ette base dont les oeients sont des opérateurs dénis sur
HS est donnée par
H =
(
HS + I
1√
h
σ
(1)
−
1√
h
σ
(1)
+ HS − I
)
.
Par onséquent, l'évolution unitaire durant l'intervalle de temps [0, h] s'érit
U =
(
I − ihI − ihHS − 2h σ(1)− σ(1)+ + o(h2) −2i
√
h σ
(1)
− + o(h3/2)
−2i√hσ(1)+ + o(h3/2) I + ihI − ihHS − 2h σ(1)+ σ(1)− + o(h2)
)
.
Rappelons que M2(C), l'algèbre des matries 2× 2 à oeients omplexes, est
munie du produit salaire
〈A, B〉β = Tr(ρβ A∗B), ∀A, B ∈M2(C),
où
ρβ =
e−βσz
Tr(e−βσz)
=
(
β0 0
0 β1
)
est l'état d'équilibre thermodynamique à une température inverse β d'un spin isolé.
De plus, la famille {X0, X1, X2, X3} telle que
X0 = I, X1 =
1√
β0
(
0 0
1 0
)
, X2 =
1√
β1
(
0 1
0 0
)
, X3 =
1√
β0β1
(
β1 0
0 −β0
)
.
est une base orthonormée de M2(C) munie du produit salaire 〈, 〉β.
Considérons la représentation GNS du ouple (C2, ρβ), qui est donnée par le
triplet (π, H˜, ΩR) tel que :
• ΩR = I,
• H˜ =M2(C),
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• π : M2(C)→ B(H˜), vériant π(M)A =MA, ∀M, A ∈M2(C).
Maintenant, nous montrons le résultat suivant.
Théorème 4.1 Le lindbladien assoié au modèle d'interations répétées de la haîne
de spins ouplée à un bain thermique à une température inverse β s'érit
L1(X) = i [HS, X] + 2β0 [2σ(1)− Xσ(1)+ − {n(1)− , X}]
+ 2β1 [2σ
(1)
+ Xσ
(1)
− − {n(1)+ , X}],
∀X ∈ B(HS).
Preuve: Soit U˜ = π(U). Ainsi, dans la base {X0, X1, X2, X3}, on a
U˜00 = I − ihHS + ih(β1 − β0)I − 2h β0 σ(1)− σ(1)+ − 2h β1 σ(1)+ σ(1)− + o(h2),
U˜01 = −2i
√
β0
√
h σ
(1)
+ + o(h
3/2),
U˜02 = −2i
√
β1
√
h σ
(1)
− + o(h
3/2),
U˜03 = o(h).
D'autre part, si on pose
H0 = HS + (β0 − β1)I,
L00 = −iH0 − 2β0 σ(1)+ σ(1)− − 2β1σ(1)− σ(1)+ ,
L01 = −2i
√
β0 σ
(1)
− ,
L02 = −2i
√
β1 σ
(1)
+ ,
alors il est lair que
L00 = −iH0 −
1
2
2∑
i=1
L0i .
Par onséquent, grâe au théorème 1.51, nous pouvons onlure. 
Remarque 4.1 Dans le as où N = 1, le lindbladien i-dessus s'érit
L1(X) = i [HS, X] + 2β0 [2σ−Xσ+ − {n−, X}]
+ 2β1 [2σ+Xσ− − {n+, X}],
∀X ∈ M2(C). Notons que e lindbladien dérit un atome à deux niveaux d'énergie
en interation ave un bain thermique. De plus, nous prouvons, de manière ana-
logue que dans le hapitre 2, que les propriétés du retour à l'équilibre pour toute
température T ≥ 0, le bilan détaillé quantique, la déohérene quantique sont enore
vériées.
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4.1.3 Chaîne de spins ouplée à deux bains thermiques
Dans ette sous-setion, nous supposons que la haîne de spins est ouplée à
haune de ses extrémités à un bain thermique. De plus, les deux bains thermiques
sont supposés de températures stritement positives β−1 et β ′−1. Ainsi, l'hamiltonien
d'interations répétées assoié s'érit
H = HS ⊗ I + I ⊗HR + 1√
h
(σ(1)x ⊗ σ(L)x + σ(1)y ⊗ σ(L)y + σ(N)x ⊗ σ(R)x + σ(N)y ⊗ σ(R)y ),
où (R), (L) indiquent respetivement les bains thermiques à gauhe et à droite.
La preuve du théorème suivant est analogue à elle du théorème 4.1.
Théorème 4.2 Le lindbladien assoié à la haîne de spins ouplée à deux bains
thermiques de températures respetives β−1 et β ′−1 est donné par
L(X) = i [HS, X] + 2β0 [2σ(1)− Xσ(1)+ − {n(1)− , X}]
+ 2β1 [2σ
(1)
+ Xσ
(1)
− − {n(1)+ , X}]
+ 2β ′0 [2σ
(N)
− Xσ
(N)
+ − {n(N)− , X}]
+ 2β ′1 [2σ
(N)
+ Xσ
(N)
− − {n(N)+ , X}],
∀X ∈ B(HS).
4.2 Propriétés markoviennes d'une haîne de N
spins ouplée à deux bains thermiques
Dans ette setion, nous étudions les propriétés markoviennes d'une haîne de
N spins ouplée à haune de ses extrémités à un bain thermique de températures
respetives β−1 et β ′−1. Nous ommençons par donner l'équation maîtresse assoiée.
Ensuite, nous montrons la propriété du retour à l'équilibre et nous alulons les états
loaux pour N = 1, 2, 3, 4. Finalement, pour β = β ′, nous étudions la ondition du
bilan détaillé quantique et nous alulons la prodution d'entropie.
Notons que dans la littérature, pour examiner les deux dernières propriétés phy-
siques, nous avons besoin de onnaître expliitement l'état stationnaire. Comme il
est très ompliqué de déterminer l'état stationnaire pour β 6= β ′, on se limite à
étudier es propriétés uniquement dans le as β = β ′.
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4.2.1 Équation maîtresse
L'équation maîtresse de la haîne de N spins liée de haune de ses extrimités
à un bain thermique de températures respetives β−1 et β ′−1, est dénie par
L∗(ρ) = −i [HS, ρ] + 2β0 [2σ(1)+ ρ σ(1)− − {n(1)− , ρ}]
+ 2β1 [2σ
(1)
− ρ σ
(1)
+ − {n(1)+ , ρ}] (4.1)
+ 2β ′0 [2σ
(N)
+ ρ σ
(N)
− − {n(N)− , ρ}]
+ 2β ′1 [2σ
(N)
− ρ σ
(N)
+ − {n(N)+ , ρ}],
où ρ ∈ B(HS) est une matrie densité.
Notons que dimHS < ∞. Don il existe un état stationnaire de l'équation
maîtresse i-dessus. De plus, dans le as où β = β ′, l'état stationnaire est donné par
le théorème suivant.
Théorème 4.3 Si β = β ′, alors l'équation maîtresse (4.1) admet un unique état
stationnaire dèle ρβ donné par
ρβ = ⊗Ni=1ρβ,
où ρβ est l'état d'équilibre thermodynamique d'un spin isolé.
Preuve: Notons d'abord que par un simple alul, nous montrons que
[σx ⊗ σx + σy ⊗ σy, ρβ ⊗ ρβ ] = 0.
Ainsi, on obtient
[HS, ρ
β] = 0.
De plus, si on note L∗d la partie dissipative de L∗, alors il est faile de vérier que
L∗d(ρβ) = 0. Cela implique que L∗(ρβ) = 0.
Considérons maintenant un opérateur
A ∈ {HS, σ(1)+ , σ(1)− , σ(N)− , σ(N)+ }′.
En partiulier, on a
A ∈ {σ(1)+ , σ(1)− , σ(N)− , σ(N)+ }′,
e qui implique que
A = I(1) ⊗A1 ⊗ I(N),
où A1 est un opérateur déni sur ⊗N−1k=2 C2. D'autre part, l'opérateur A ommute
ave HS. On obtient don
σ(1)x ⊗ [A1, σ(2)x ]⊗ I(N) + σ(1)y ⊗ [A1, σ(2)y ]⊗ I(N) +
I(1) ⊗ [A1, σ(N−1)x ]⊗ σ(N)x + I(1) ⊗ [A1, σ(N−1)y ]⊗ σ(N)y +
I(1) ⊗ [A1,
N−1∑
k=2
σ(k)z +
N−2∑
k=2
(σ(k)x ⊗ σk+1)x + σ(k)y ⊗ σ(k+1)y )]⊗ I(N) = 0.
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Par onséquent, on a
[A1, σ
(2)
x ] = [A1, σ
(2)
y ] = [A1, σ
(N−1)
x ] = [A1, σ
(N−1)
y ] = 0.
Ainsi, l'opérateur A1 s'érit
A1 = I
(2) ⊗A2 ⊗ I(N−1),
où A2 est un opérateur déni sur ⊗N−2k=3 C2.
Répétons et argument autant de fois jusqu'à e qu'on trouve A = λI. Finale-
ment, on obtient
{HS, σ(1)+ , σ(1)− , σ(N)+ , σ(N)− }′ = CI.
Par onséquent, la n de la preuve déoule du théorème 1.36. 
4.2.2 Retour à l'équilibre
L'objetif dans ette sous-setion est de montrer que le semigroupe dynamique
quantique de la haîne de spins ouplée à deux bains thermiques de températures
inverses β et β ′ possède la propriété du retour à l'équilibre. Commençons par intro-
duire le théorème suivant et pour plus de détails, on renvoie le leteur à [Bu℄.
Théorème 4.4 Soit L le générateur d'un semigroupe dynamique quantique uni-
forment ontinu (Θt)t sur B(K) qui s'érit sous la forme
L(A) =
∑
j
V ∗j AVj +KA+ AK
∗,
tel que Vj ∈ B(H), le nombre d'indies j est ni, K = iH − 12
∑
j V
∗
j Vj et H =
H∗ ∈ B(K) (L(I) = 0). Supposons que les hypothèses suivantes sont satisfaites :
i) Le semigroupe dynamique quantique (Θ∗t )t admet un état stationnaire ρ,
ii) L'espae vetoriel engendré par les opérateurs Vj est stable par l'opération
adjoint,
iii) Si A ∈ B(K) tel que Θt(A∗A) = (ΘtA∗)(ΘtA) pour tout t ≥ 0, alors on a
A = CI.
Alors, l'état ρ est un état dèle et le semigroupe dynamique quantique (Θ∗t )t possède
la propriété du retour à l'équilibre, i.e :
w∗ − lim
t→∞
Θ∗t ξ = ρ, pour tout état normal ξ.
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Sous les hypothèses du théorème énoné i-dessus, ρ est l'unique état stationnaire
pour le semigroupe dynamique quantique (Θ∗t )t. En eet, onsidérons un élément
A ∈ B(K) tel que [H,A] = [Vj , A] = [V ∗j , A] = 0, pour tout j. Notons que d'après
l'hypothèse ii), [Vj , A] = 0 implique aussi que [V
∗
j , A] = 0. On obtient don
L(A) = L(A∗) = L(A∗A) = 0.
Par onséquent, on a ΘtA
∗ = A∗, ΘtA = A et Θt(A∗A) = A∗A pour tout t ≥ 0. Cela
implique que Θt(A
∗A) = (ΘtA∗)(ΘtA), pour tout t ≥ 0. Ainsi, d'après l'hypothèse
iii), on a A = λI. Comme ρ est un état dèle, nous pouvons onlure grâe au
théorème 1.36.
Comme onséquene du théorème i-dessus, nous prouvons le résultat suivant.
Théorème 4.5 Le semigroupe dynamique quantique {T ∗t = etL∗ , t ∈ R+} assoié à
la haîne de spins ouplée à deux bains thermiques de températures respetives β−1
et β ′−1 possède la propriété du retour à l'équilibre vers un unique état stationnaire
dèle ρβ, β
′
.
Preuve: Notons que dimHS < ∞. Don le semigroupe dynamique T ∗ = (T ∗t )t
admet un état stationnaire. De plus, l'espae engendré par {σ(1)− , σ(1)+ , σ(N)− , σ(N)+ }
est stable par l'opération adjoint. Ainsi, les hypothèses i) et ii) du théorème i-
dessus sont satisfaites.
Considérons un opérateur A ∈ B(HS) tel que
Tt(A
∗A) = (TtA∗)(TtA), ∀ t ≥ 0. (4.2)
En utilisant les propriétés du semigoupe, on en déduit que
Ts((TtA)
∗(TtA)) = Ts((TtA∗)(TtA))
= Ts(Tt(A
∗A))
= Ts+t(A
∗A)
= (Ts+tA
∗)(Ts+tA)
= (Ts(TtA)
∗)(Ts(TtA)),
pour tout s ≥ 0, e qui implique que TtA vérie aussi la relation (4.2), pour tout
t ≥ 0.
Maintenant, par dérivation par rapport à la variable t dans la relation (4.2), on
obtient
LTt(A∗A) = (LTtA∗)(TtA) + (TtA∗)(LTtA).
Comme TtA
∗ = (TtA)∗, on a
L((TtA∗)(TtA)) = (L(TtA)∗)(TtA) + (TtA∗)(LTtA), ∀t ≥ 0. (4.3)
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En partiulier, pour t = 0, on a
L(A∗A) = (LA∗)A+ A∗(LA). (4.4)
Notons aussi que
L(A∗A)− (LA∗)A− A∗(LA) = 4β0[σ(1)+ , A]∗ [σ(1)+ , A] + 4β1[σ(1)− , A]∗ [σ(1)− , A]
+4β ′0[σ
(N)
+ , A]
∗ [σ(N)+ , A] + 4β
′
1[σ
(N)
− , A]
∗ [σ(N)− , A].
Ainsi, si A vérie la relation (4.2), alors on obtient
A ∈ {σ(1)− , σ(1)+ , σ(N)− , σ(N)+ }′.
Par onséquent,
A = I(1) ⊗ A˜⊗ I(N),
où A˜ est un opérateur déni sur ⊗N−1k=2 C2. D'autre part, de la relation (4.3), l'opé-
rateur TtA vérie aussi la relation (4.4). Ainsi, TtA a aussi la même forme que
A,
TtA = I
(1) ⊗ S˜t ⊗ I(N),
où S˜t est un opérateur déni sur ⊗N−1k=2 C2. De plus, de la dérivée de TtA par rapport
à t prise au temps t = 0, on en déduit que
L(A) = i [HS, A]
= i σ(1)x ⊗
[
σ(2)x , A˜
]⊗ I(N) + i σ(1)y ⊗ [σ(2)y , A˜]⊗ I(N)
+i I(1) ⊗
[N−2∑
k=2
(σ(k)x ⊗ σ(k+1)x + σ(k)y ⊗ σ(k+1)y ), A˜
]
⊗ I(N)
+i I(1) ⊗ [σ(N−1)x , A˜]⊗ σ(N)x + i I(1) ⊗ [σ(N−1)y , A˜]⊗ σ(N)y
= I(1) ⊗ B˜ ⊗ I(N),
où B˜ = d
dt
S˜t
∣∣
t=0
. On obtient don
[σ(2)x , A˜] = [σ
(2)
y , A˜] = [σ
(N−1)
x , A˜] = [σ
(N−1)
y , A˜] = 0.
Cela implique
A˜ = I(2) ⊗ A˜1 ⊗ I(N−1).
Par onséquent, l'opérateur A s'érit
A = I(1) ⊗ I(2) ⊗ A˜1 ⊗ I(N−1) ⊗ I(N).
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Comme TtA vérie aussi la relation (4.2), par le même argument que elui utilisé
pour A, on montre que l'opérateur TtA s'érit sous la forme
I(1) ⊗ I(2) ⊗ R˜t ⊗ I(N−1) ⊗ I(N),
où R˜t est un opérateur déni sur ⊗N−2k=3 C2. Répétons e raisonnement jusqu'à e
qu'on obtienne le seul as possible pour que la relation (4.2) soit vériée, est que
l'opérateur A soit un multiple de l'identité.
L'uniité de l'état stationnaire ρβ, β
′
se déduit du fait que
{HS, σ(1)+ , σ(1)− , σ(N)+ , σ(N)− }′ = CI.
Par onséquent, grâe au théorème 1.36, nous pouvons onlure. 
4.2.3 États loaux
Rappelons que le semigroupe dynamique quantique d'une haîne de N spins
ouplée à deux bains thermiques de températures inverses β et β ′ admet un unique
état stationnaire dèle ρβ,β
′
. Notons ρ(i), la trae partielle de ρβ,β
′
sur la i-ième opie
de C2 dénie par
Tr(ρ(i)A(i)) := Tr(ρβ,β
′
(I ⊗ A(i) ⊗ I)),
où A(i) est un opérateur qui agit uniquement sur la i-ième opie de C2.
Notons qu'an de déterminer es états loaux, nous avons alulé l'état station-
naire ρβ,β
′
dans les as où la haîne est omposée respetivement de 2, 3 et 4 spins.
Nous avons obtenu les résultats suivants :
- Pour N = 2, on a
ρβ,β
′
= (
ρβ + ρβ′
2
)⊗ (ρβ + ρβ′
2
)− 1
8
(β0 − β ′0)2σz ⊗ σz
+
(β0 − β ′0)
4
[
n+ ⊗ n− − n− ⊗ n+
]
+ i
(β0 − β ′0
4
[
σ+ ⊗ σ− − σ− ⊗ σ+
]
.
Par onséquent, on obtient
ρ(1) =
ρβ + ρβ′
2
+
1
2
(
ρβ − ρβ′
2
),
ρ(2) =
ρβ + ρβ′
2
+
1
2
(
ρβ′ − ρβ
2
).
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- pour N = 3, on a
ρβ, β
′
= (
ρβ + ρβ′
2
)⊗ (ρβ + ρβ′
2
)⊗ (ρβ + ρβ′
2
)− 3
4
(
ρβ − ρβ′
2
)⊗ (ρβ + ρβ′
2
)⊗ (ρβ − ρβ′
2
)
+
3
4
[
(
ρβ − ρβ′
2
)⊗ (ρβ + ρβ′
2
)⊗ (ρβ + ρβ′
2
)− (ρβ + ρβ′
2
)⊗ (ρβ + ρβ′
2
)⊗ (ρβ − ρβ′
2
)
]
+
β0 − β ′0
8
[
(ρβ ⊗ n− ⊗ n+ − ρβ ⊗ n+ ⊗ n−) + (n− ⊗ n+ ⊗ ρβ′ − n+ ⊗ n− ⊗ ρβ′)
]
+ i
β0 − β ′0
8
[
σ+ ⊗ σ− ⊗ (ρβ + ρβ′
2
)− σ− ⊗ σ+ ⊗ (ρβ + ρβ′
2
)
]
+ i
β0 − β ′0
8
[
(
ρβ + ρβ′
2
)⊗ σ+ ⊗ σ− − (ρβ + ρβ′
2
)⊗ σ− ⊗ σ+
]
+ i
β0 − β ′0
8
[
ρβ ⊗ σ+ ⊗ σ− − ρβ ⊗ σ− ⊗ σ+
]
+ i
β0 − β ′0
8
[
σ+ ⊗ σ− ⊗ ρβ′ − σ− ⊗ σ+ ⊗ ρβ′
]
− (β0 − β
′
0)
2
16
[
σ+ ⊗ I ⊗ σ− + σ− ⊗ I ⊗ σ+
]
.
Ainsi, on obtient
ρ(1) =
ρβ + ρβ′
2
+
1
2
(
ρβ − ρβ′
2
),
ρ(2) =
ρβ + ρβ′
2
=
ρ(1) + ρ(3)
2
,
ρ(3) =
ρβ + ρβ′
2
+
1
2
(
ρβ′ − ρβ
2
).
- Pour N = 4, on a
ρβ, β
′
= (
ρβ + ρβ′
2
)⊗ (ρβ + ρβ′
2
)⊗ (ρβ + ρβ′
2
)⊗ (ρβ + ρβ′
2
)
−7
8
(
ρβ − ρβ′
2
)⊗ (ρβ + ρβ′
2
)⊗ (ρβ + ρβ′
2
)⊗ (ρβ − ρβ′
2
)
+
1
2
[
(
ρβ − ρβ′
2
)⊗ (ρβ + ρβ′
2
)⊗ (ρβ + ρβ′
2
)⊗ (ρβ + ρβ′
2
)
−(ρβ + ρβ′
2
)⊗ (ρβ + ρβ′
2
)⊗ (ρβ + ρβ′
2
)⊗ (ρβ − ρβ′
2
)
]
−1
8
ρβ ⊗ (ρβ − ρβ′
2
)⊗ (ρβ − ρβ′
2
)⊗ ρβ′
−(β0 − β
′
0)
2
32
[
n− ⊗ (ρβ + ρβ′
2
)⊗ I ⊗ n+ + n+ ⊗ I ⊗ (ρβ + ρβ′
2
)⊗ n−
]
−(β0 − β
′
0)
2
16
[
(
ρβ + ρβ′
2
)⊗ n+ ⊗ n+ ⊗ n− + (ρβ + ρβ′
2
)⊗ n− ⊗ n− ⊗ n+
]
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−(β0 − β
′
0)
2
16
[
n− ⊗ n+ ⊗ n+ ⊗ (ρβ + ρβ′
2
) + n+ ⊗ n− ⊗ n− ⊗ (ρβ + ρβ′
2
)
]
+
(β0 − β ′0)2
16
[
n− ⊗ (ρβ + ρβ
′
2
)⊗ n+ ⊗ n− + n+ ⊗ n− ⊗ (ρβ + ρβ
′
2
)⊗ n+
]
+
(β0 − β ′0)2
32
[
ρβ ⊗ n− ⊗ n+ ⊗ n− + n+ ⊗ n+ ⊗ n− ⊗ ρβ
]
+
(β0 − β ′0)2
32
[
ρβ′ ⊗ n− ⊗ n+ ⊗ n+ + n− ⊗ n+ ⊗ n− ⊗ ρβ′
]
+
(β0 − β ′0)2
32
(β0 + β
′
0)n+ ⊗ n+ ⊗ n− ⊗ n+
+
(β0 − β ′0)2
32
(β1 + β
′
1)n− ⊗ n+ ⊗ n− ⊗ n−
+
3(β0 − β ′0)2
32
[
n+ ⊗ n− ⊗ n− ⊗ n+ + n− ⊗ n+ ⊗ n+ ⊗ n−
]
−(β0 − β
′
0)
2
16
[
n+ ⊗ n+ ⊗ n− ⊗ n− + n− ⊗ n− ⊗ n+ ⊗ n+
]
+i
(β0 − β ′0)
32
(
ρβ + ρβ′
2
)⊗ (ρβ + ρβ′
2
)⊗ σ+ ⊗ σ−
−i (β0 − β
′
0)
32
(
ρβ + ρβ′
2
)⊗ (ρβ + ρβ′
2
)⊗ σ− ⊗ σ+
+i
(β0 − β ′0)
32
σ+ ⊗ σ− ⊗ (ρβ + ρβ′
2
)⊗ (ρβ + ρβ′
2
)
−i (β0 − β
′
0)
32
σ− ⊗ σ+ ⊗ (ρβ + ρβ′
2
)⊗ (ρβ + ρβ′
2
)
+i
(β0 − β ′0)
16
[
ρβ ⊗ ρβ′ ⊗ σ+ ⊗ σ− − ρβ ⊗ ρβ′ ⊗ σ− ⊗ σ+
]
+i
(β0 − β ′0)
16
[
σ+ ⊗ σ− ⊗ ρβ ⊗ ρβ′ − σ− ⊗ σ+ ⊗ ρβ ⊗ ρβ′
]
+i
(β0 − β ′0)
8
[
σ+ ⊗ σ− ⊗ (ρβ + ρβ′
2
)⊗ ρβ′ − σ− ⊗ σ+ ⊗ (ρβ + ρβ′
2
)⊗ ρβ′
]
+i
(β0 − β ′0)
8
[
ρβ ⊗ (ρβ + ρβ
′
2
)⊗ σ+ ⊗ σ− − ρβ ⊗ (ρβ + ρβ
′
2
)⊗ σ− ⊗ σ+
]
+i
3(β0 − β ′0)
32
(
ρβ + ρβ′
2
)⊗ σ+ ⊗ σ− ⊗ (ρβ + ρβ′
2
)
−i 3(β0 − β
′
0)
32
(
ρβ + ρβ′
2
)⊗ σ− ⊗ σ+ ⊗ (ρβ + ρβ′
2
)
]
−i (β0 − β
′
0)
2
32
[
n+ ⊗ n−σ+ ⊗ σ− − n+ ⊗ n− ⊗ σ− ⊗ σ+
]
+i
(β0 − β ′0)2
32
[
n− ⊗ n+ ⊗ σ+ ⊗ σ− − n− ⊗ n+ ⊗ σ− ⊗ σ+
]
−i (β0 − β
′
0)
2
32
[
σ+ ⊗ σ− ⊗ n+ ⊗ n− − σ− ⊗ σ+ ⊗ n+ ⊗ n−
]
−i (β0 − β
′
0)
2
32
[
σ+ ⊗ σ− ⊗ n− ⊗ n+ − σ− ⊗ σ+ ⊗ n− ⊗ n+
]
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+i
(β0 − β ′0)2
32
[
n+ ⊗ σ+ ⊗ σ− ⊗ n− − n+ ⊗ σ− ⊗ σ+ ⊗ n−
]
+i
(β0 − β ′0)2
32
[
n− ⊗ σ+ ⊗ σ− ⊗ n+ − n− ⊗ σ− ⊗ σ+ ⊗ n+
]
+
( 1
64
(β0 + β
′
0)
2 − 1
16
β20
)
(β0 − β ′0)
[
σz ⊗ σ+ ⊗ I ⊗ σ− + σz ⊗ σ− ⊗ I ⊗ σ+
]
−( 1
64
(β0 + β
′
0)
2 − 1
16
β ′20
)
(β0 − β ′0)
[
σ+ ⊗ I ⊗ σ− ⊗ σz + σ− ⊗ I ⊗ σ+ ⊗ σz
]
−(β0 − β
′
0)
2
16
[
n− ⊗ σ+ ⊗ I ⊗ σ− + n− ⊗ σ− ⊗ I ⊗ σ+
]
−(β0 − β
′
0)
2
16
[
σ+ ⊗ I ⊗ σ− ⊗ n− + σ− ⊗ I ⊗ σ+ ⊗ n−
]
+
(β0 − β ′0)3
64
[
I ⊗ σ+ ⊗ σ− ⊗ I + I ⊗ σ− ⊗ σ+ ⊗ I
]
+
(β0 − β ′0)2
16
[
σ+ ⊗ σ− ⊗ σ+ ⊗ σ− + σ− ⊗ σ+ ⊗ σ− ⊗ σ+
]
−(β0 − β
′
0)
2
16
[
σ+ ⊗ σ− ⊗ σ− ⊗ σ+ + σ− ⊗ σ+ ⊗ σ+ ⊗ σ−
]
.
Ainsi, les états loaux sont donnés par
ρ(1) =
ρβ + ρβ′
2
+
1
2
(
ρβ − ρβ′
2
),
ρ(2) = ρ(3) =
ρβ + ρβ′
2
=
ρ(1) + ρ(4)
2
,
ρ(4) =
ρβ + ρβ′
2
+
1
2
(
ρβ′ − ρβ
2
).
Pour N ≥ 5, il est très ompliqué de aluler l'état stationnaire ρβ,β′ . D'autre
part, d'après le alul qu'on a fait pour les as ités i-dessus, nous observons qu'à
haque fois que N augmente, le nombre des éléments non-diagonaux augmente plus
vite dans la forme expliite de la représentation matriielle de ρβ,β
′
dans la base
anonique de HS. De plus, les éléments non diagonaux n'interviennent pas dans
le alul des traes partielles sur n'importe quel site. Cependant, les formes des
termes diagonaux donnés dans les as N = 2, 3, 4, nous laissent roire que pour
tout N ≥ 5, les états loaux sont donnés par
ρ(1) =
ρβ + ρβ′
2
+
1
2
(
ρβ − ρβ′
2
),
ρ(2) = ... = ρ(N−1) =
ρβ + ρβ′
2
=
ρ(1) + ρ(N)
2
,
ρ(N) =
ρβ + ρβ′
2
+
1
2
(
ρβ′ − ρβ
2
).
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4.2.4 Prodution d'entropie
Dans ette sous-setion, nous traitons le as d'une haîne de spins ouplée à
deux bains thermiques à une même température inverse β. Rappelons que, d'après
le théorème 4.3, le semigroupe dynamique quantique assoié posséde un unique état
stationnaire dèle ρβ dans le as β = β ′.
Soit ρ une matrie densité sur HS. Posons ρ(t) = etL∗(ρ). Alors, l'entropie rela-
tive de ρ par rapport à ρβ est dénie par
S(ρ(t)|ρβ) := Tr(ρ(t)(log ρβ − log ρ(t))).
Par onséquent, la prodution d'entropie est donnée par
σ(ρ) := − d
dt
S(ρ(t)|ρβ)∣∣
t=0
:= Tr(L∗(ρ)(log ρβ − log ρ)),
où ρ =
∑
j ρj |Ψj〉〈Ψj| est la déompositon spetrale de la matrie densité ρ et
Tr(L∗(ρ) log ρ) est déni par
Tr(L∗(ρ) log ρ) =
∑
j
〈Ψj, L∗(ρ)Ψj〉 log ρj,
〈Ψj , L∗(ρ)Ψj〉 log ρj =
{ −∞ si 〈Ψj, L∗(ρ)Ψj〉 6= 0 et ρj = 0
0 si 〈Ψj, L∗(ρ)Ψj〉 = 0.
Pour plus de détails, on renvoie le leteur à [SL℄.
Théorème 4.6 La prodution d'entropie assoiée à une haîne de N spins ouplée
à deux bains thermiques à une même température inverse β est donnée par
σ(ρ) = 4β0
[∑
j, k
[|〈Ψk, σ(1)+ Ψj〉|2+ |〈Ψk, σ(N)+ Ψj〉|2] (e2βρk−ρj)(log ρk− log ρj+2β)],
où ρ =
∑
j ρj|Ψj〉〈Ψj| est la déompositon spetrale de la matrie densité ρ.
Preuve: Notons qu'on a
L∗ = L∗h + L∗d,
où L∗h désigne la partie hamiltonienne de L∗ et L∗d = L∗(1)d +L∗(N)d désigne sa partie
dissipative, ave
L∗(1)d (ρ) = 2β0 [2σ(1)+ ρ σ(1)− − {n(1)− , ρ}]
+2β1 [2σ
(1)
− ρ σ
(1)
+ − {n(1)+ , ρ}],
L∗(N)d (ρ) = 2β ′0 [2σ(N)+ ρ σ(N)− − {n(N)− , ρ}]
+2β ′1 [2σ
(N)
− ρ σ
(N)
+ − {n(N)+ , ρ}].
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Posons
H(S) =
N∑
k=1
σ(k)z .
Il est faile de vérier que si A1, ..., An sont des opérateurs sur C
2
, alors on a
Tr(A1 ⊗ ...⊗An) =
n∏
i=1
Tr(Ai).
Par onséquent, l'état d'équilibre thermodynamique ρβ vérie
ρβ =
1
Z
e−βH
(S)
,
où Z = Tr(e−βH
(S)
). Ainsi, on obtient
log ρβ = −βH(S) − logZ.
D'autre part, par un simple alul, on montre que
Tr([HS, ρ] log ρ) = Tr(HS[ρ, log ρ]) = 0.
De plus, on a
Tr([HS, ρ] log ρ
β) = −βTr([H(S), HS]ρ) = 0.
Par onséquent, on obtient
Tr(L∗h(ρ(log ρβ − log ρ)) = 0.
Cela implique
σ(ρ) = σ1(ρ) + σN (ρ) (4.5)
= −Tr(L∗d(ρ) log ρ)− β Tr(L∗d(ρ)H(S)),
où
σi(ρ) = −Tr(L∗(i)d (ρ) log ρ)− β Tr(L∗(i)d (ρ)H(S))
ave i = 1, N.
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Maintenant, alulons les deux termes du seond membre de la relation (4.5).
Ainsi, on a
Tr(L∗(1)d (ρ) log ρ) = 4β0
[∑
j, k
〈Ψj, σ(1)− Ψk〉 〈Ψk, σ(1)+ Ψj〉 ρj log ρk
−
∑
j
〈Ψj, n(1)− Ψj〉 ρj log ρj
]
+4β1
[∑
j, k
〈Ψj, σ(1)+ Ψk〉 〈Ψk, σ(1)− Ψj〉 ρj log ρk
−
∑
j
〈Ψj, n(1)+ Ψj〉 ρj log ρj
]
,
Tr(L∗(1)d (ρ)H(S)) = 8β0
∑
j
〈Ψj, n(1)− Ψj〉 ρj − 8β1
∑
j
〈Ψj, n(1)+ Ψj〉 ρj.
Notons qu'on a
〈Ψj, n(1)+ Ψj〉 = ||σ(1)+ Ψj||2 =
∑
k
|〈Ψk, σ(1)+ Ψj〉|2,
〈Ψj, n(1)− Ψj〉 = ||σ(1)− Ψj||2 =
∑
k
|〈Ψj, σ(1)+ Ψk〉|2.
Il suit
σ1(ρ) = 4β0
[∑
j, k
|〈Ψk, σ(1)+ Ψj〉|2 ρj(log ρj − log ρk − 2β)
]
+4β1
[∑
j, k
|〈Ψj, σ(1)+ Ψk〉|2ρj(log ρj − log ρk + 2β)
]
. (4.6)
Par suite, si nous remplaçons β1 par e
2ββ0 dans la relation (4.6), alors on obtient
σ1(ρ) = 4β0
[∑
j, k
|〈Ψk, σ(1)+ Ψj〉|2 (e2βρk − ρj)(log ρk − log ρj + 2β)
]
.
De manière analogue, nous prouvons que
σN (ρ) = 4β0
[∑
j, k
|〈Ψk, σ(N)+ Ψj〉|2 (e2βρk − ρj)(log ρk − log ρj + 2β)
]
.
Cela nit la preuve.

Comme orollaire du théorème i-dessus, on a le résultat suivant.
Corollaire 4.7 On a
σ(ρ) ≥ 0,
pour toute matrie densité ρ dénie sur HS.
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4.2.5 Condition du bilan détaillé quantique
Dans ette sous-setion, nous supposons que β = β ′ et nous nous proposons de
démontrer que le semigroupe dynamique quantique assoié, vérie la ondition du
bilan détaillé quantique par rapport à ρβ.
Théorème 4.8 Le semigroupe dynamique quantique assoié à la haîne de spins
ouplée à deux bains thermiques à une même température inverse β, vérie la ondi-
tion du bilan détaillé quantique par rapport à l'état stationnaire ρβ.
Preuve: On a
L∗ = −i [HS, .] + L∗d,
où L∗d est la partie dissipative de L∗. De plus, on a [HS, ρβ ] = 0. Notons aussi qu'il
est faile de vérier que L∗d est un opérateur auto-adjoint par rapport au produit
salaire 〈, 〉ρβ . 
4.3 Chaîne de spins ouplée à plusieurs bains ther-
miques
Considérons une haîne de N spins ouplée à r bains thermiques de températures
inverses β(k1), β(k2), ..., β(kr), où 2 ≤ r ≤ N et kj désigne le kj-ième site de la haîne.
Le ouplage se fait de la manière suivante : haque kj-ième spin de la haîne est lié à
un bain thermique de température inverse β(kj). Ainsi, l'hamiltonien d'interations
répétées est donné par
H = HS ⊗ I + I ⊗HR + 1√
h
r∑
j=1
(σ(kj)x ⊗ σ(kj)x + σ(kj)y ⊗ σ(kj)y ).
De manière analogue que elle présentée dans la sous-setion 4.1.2, nous montrons
que le lindbladien assoié s'érit
L(X) = i [HS, X] + 2β(k1)0 [2σ(k1)− Xσ(k1)+ − {n(k1)− , X}]
+ 2β
(k1)
1 [2σ
(k1)
+ Xσ
(k1)
− − {n(k1)+ , X}]
+ 2β
(k2)
0 [2σ
(k2)
− Xσ
(k2)
+ − {n(k2)− , X}]
+ 2β
(k2)
1 [2σ
(k2)
+ Xσ
(k2)
− − {n(k2)+ , X}]
.
.
+ 2β
(kr)
0 [2σ
(kr)
− Xσ
(kr)
+ − {n(kr)− , X}]
+ 2β
(kr)
1 [2σ
(kr)
+ Xσ
(kr)
− − {n(kr)+ , X}],
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pour tout X ∈ B(HS).
Maintenant, nous prouvons le théorème suivant.
Théorème 4.9 Si β(k1) = β(k2) = ... = β(kr) = β, alors ρβ = ρβ ⊗ ... ⊗ ρβ est
l'unique état stationnaire du semigroupe dynamique quantique T ∗t = e
tL∗
.
Preuve: La preuve de e théorème est analogue à elle du théorème 4.3. 
Le thèorème suivant se démontre de la même manière que le théoème 4.5.
Théorème 4.10 Le semigroupe dynamique quantique {T ∗t = etL∗ , t ∈ R+} as-
soié à la haîne de spins ouplée à r bains thermiques de températures inverses
β(k1), β(k2), ..., β(kr) possède la propriété du retour à l'équilibre vers un unique état
stationnaire, dèle.
Maintenant, on se propose d'étudier la prodution d'entropie assoiée. Pour ela,
nous supposons que β(k1) = β(k2) = ... = β(kr) = β. Nous avons hoisi de traiter
uniquement e as, ar nous onnaissons expliitement l'état d'équilibre thermody-
namique stationnaire.
Posons
σki(ρ) = 4β0
[∑
j,m
[|〈Ψm, σ(ki)+ Ψj〉|2(e2βρm − ρj)(log ρm − log ρj + 2β)].
Alors, il est lair que σki(ρ) est la prodution d'entropie de la haîne de spins ouplée
à son ki-ième spin au ki-ième bain thermique.
Théorème 4.11 Si β(k1), β(k2), , ..., β(kr), alors la prodution d'entropie de la
haîne de spins ouplée à r bains thermiques est donnée par
σ(ρ) =
r∑
i=1
σki(ρ). (4.7)
Preuve: De manière analogue que dans la preuve du théorème 4.6, nous prouvons
que
σ(ρ) = −Tr(L∗d(ρ) log ρ)− β Tr(L∗d(ρ)H(S))
=
r∑
i=1
[−Tr(L∗(ki)d (ρ) log ρ)− β Tr(L∗(ki)d (ρ)H(S))]
=
r∑
i=1
σki(ρ),
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où
L∗(ki)d (ρ) = 2β(ki)0 [2σ(ki)− Xσ(ki)+ − {n(ki)− , X}]
+2β
(ki)
1 [2σ
(ki)
+ Xσ
(ki)
− − {n(ki)+ , X}].
De plus, on a
σki(ρ) = 4β0
[∑
j,m
[|〈Ψm, σ(ki)+ Ψj〉|2(e2βρm − ρj)(log ρm − log ρj + 2β)].
Cela nit la preuve de notre théorème. 
Comme orollaire de la relation (4.7), on en déduit le résultat suivant.
Corollaire 4.12 On a
σ(ρ) ≥ 0,
pour toute matrie densité ρ. De plus, σ(ρ) = 0 si et seulement si σki(ρ) = 0 pour
tout i = 1, ..., r.
Notons que si β(k1) = β(k2) = ... = β(kr) = β, alors il est faile de vérier que
le semigroupe dynamique quantique assoié à la haîne de spins ouplée à r bains
thermiques, vérie la ondition du bilan détaillé quantique par rapport à l'état
stationnaire ρβ .
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Chapitre 5
Contribution no 4 : Interations
quantiques répétées et marhes
aléatoires sur les unitaires
On se propose dans e hapitre d'étudier les équations d'évolution disrètes
dérivant des modèles d'interations répétées dans le as où elles sont dirigées par
des bruits lassiques disrets.
Dans la setion 5.1, nous rappelons quelques notions de bases onernant les
marhes aléatoires obtuses sur RN . Plus partiulièrement, nous dérivons la onstru-
tion de l'espae anonique TΦ(X) assoié à une variable aléatoire obtuse X dans
R
N
.
Dans la setion 5.2, nous onstruisons une famille d'opérateurs unitaires et nous
montrons que la solution de l'équation d'évolution disrète, dirigée par des bruits
lassiques disrets, est une marhe aléatoire sur le groupe unitaire assoié à ette
famille.
Dans la setion 5.3, nous traitons l'exemple des marhes aléatoires obtuses
onstruites à partir des variables aléatoires de Bernoulli.
Dans la setion 5.4, nous étudions les limites ontinues de es modèles d'inter-
ations répétées et nous examinons le as des équations de struture multidimen-
sionnelles.
5.1 Dynamique disrète d'une haîne atomique et
marhes aléatoires sur R
N
.
Dans ette setion, nous donnons dans un premier temps une desription de la
haîne atomique à N +1 niveaux. Ensuite, nous présentons quelques propriétés des
variables aléatoires obtuses sur RN .
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5.1.1 Struture de la haîne atomique
Considérons un modèle d'interations répétées dérivant un système quantique
H0 en interation ave un système extérieur
⊗
N∗
CN+1. Fixons une base ortho-
normée {e0, e1, ..., eN} de CN+1. Nous notons parfois Ω au lieu de e0. La haîne
atomique à N + 1 niveaux sera notée
TΦ =
⊗
i∈N
C
N+1,
où le produit tensoriel inni est déni par rapport à la suite stabilisatrie (Ω)n.
Rappelons que si on note U l'opérateur unitaire dérivant l'évolution d'une opie
de la haîne atomique assoiée au système extérieur en interation ave le système
quantique durant un intervalle de temps [0, h], alors l'équation d'évolution disrète
assoiée est donnée par la relation (1.13),{
Vn+1 =
∑N
i, j=0 U
i
jVna
i
j(n+ 1)
V0 = I,
(5.1)
où (U ij)i,j est la matrie de U dans la base {Ω, e1, ..., eN} dont les oeients sont
des opérateurs sur H0 et les opérateurs aij(n) sont les bruits quantiques disrets
assoiés (f sous-setion 1.4.1).
5.1.2 Marhes aléatoires sur RN
Nous allons voir ii omment les bruits quantiques aij(n) sont assoiés à des
marhes aléatoires lassiques.
Soit X une variable aléatoire dans RN qui prend N + 1 valeurs distintes
v0, ..., vN ave des probabilités respetives p0, ..., pN telles que pi 6= 0 pour tout
i ∈ {0, 1, ..., N}. Nous supposons que X est dénie sur son espae anonique
(A, A, P ), où A = {0, 1, ..., N}, A est la σ-algèbre des sous-ensembles de A et P
est la mesure de probabilité satisfaisant P ({i}) = pi. Ainsi, la variable aléatoire X
donnée par X(i) = vi, vérie P (X = vi) = P ({i}) = pi, pour tout i ∈ {0, 1, ..., N}.
Dénition 5.1
i) Une variable aléatoire X à valeurs dans RN est dite entrée réduite si
E(X) = 0, Cov(X) = I,
ii) Une variable aléatoire X dans RN prenant N +1 valeurs distintes v0, ..., vN ,
est dite obtuse si
〈vi, vj〉 = −1 ∀i 6= j. (5.2)
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Désignons par X1, ..., XN les omposantes de la variable aléatoire X dans la
base anonique de R
N
et dénissons la variable aléatoire X0 = 1 sur (A, A, P )
telle que X0(i) = 1 pour tout i ∈ A. Considérons les variables aléatoires X˜ i dénies
par X˜ i(j) =
√
pjX
i(j) pour tous i, j ∈ {0, 1, ..., N}.
Proposition 5.2 [AtP2℄ Les assertions suivantes sont équivalentes :
1) La variable aléatoire X est entrée réduite,
2) X est une variable aléatoire obtuse et les probabilités pi sont données par
pi =
1
1 + ||vi||2 , ∀ i ∈ {0, 1, ..., N},
3) La matrie (X˜0, X˜1, ..., X˜N) est unitaire.
Comme orollaire de la proposition i-dessus, les variables aléatoiresX0, X1, ..., XN
sont linéairement indépendantes et elles forment une base de L2(A, A, P ).
Maintenant, onsidérons un 3-tenseur T dans RN , i.e : une appliation linéaire
de RN dansMN (R). Notons T
ij
k les oeients de sa représentation matriielle dans
la base anonique de RN . On dit que T est sesqui-symétrique si les deux onditions
suivantes sont satisfaites :
i) (i, j, k) 7−→ T ijk est symétrique,
ii) (i, j, l, m) 7−→∑k T ijk T lmk + δijδlm est symétrique.
Pour toute variable aléatoire entrée réduite X dans RN prenant N +1 valeurs,
est naturellement assoié un 3-tenseur sesqui-symétrique T . Ce résultat est donné
par le théorème suivant.
Théorème 5.3 Si X est une variable aléatoire entrée réduite prenant exatement
N + 1 valeurs, alors il existe un 3-tenseur sesqui-symétrique T tel que
X ⊗X = I + T (X).
Preuve: Rappelons que {X0, X1, ..., XN} est une base de L2(A, A, P ). Puisque la
variable aléatoire X iXj est un élément de L2(A, A, P ). Alors, X iXj s'érit omme
une ombinaison linéaire des éléments de la base i-dessus, soit
X iXj =
N∑
k=0
T ijk X
k. (5.3)
Par un simple alul, on voit que
T ijk = E(X
iXjXk), pour tous i, j, k = 0, 1, ..., N.
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En partiulier
T ij0 = E(X
iXj) = δij.
Par onséquent, le 3-tenseur sesqui-symétrique T assoié à X est donné par
T = (T ijk )1≤i,j,k≤N , où les oeients T
ij
k sont dénis par la relation (5.3). 
Fixons maintenant une variable aléatoire entrée réduite X dans RN . Sur l'es-
pae (AN, A⊗N, P⊗N), on dénit une suite (X(p))p∈N de variables aléatoires in-
dépendantes de même loi que X. Une base orthonormée de l'espae de Hilbert
TΦ(X) = L2(AN, A⊗N, P⊗N) est alors donnée par la famille des veteurs
XA =
∏
(p,i)∈A
X i(p),
où A est un sous-ensemble ni de N×{0, 1, ..., N} et X∅ = X0. Notons que l'espae
TΦ(X) dérit i-dessus est isomorphe à la haîne atomique à N + 1 niveaux TΦ et
l'isomorphisme entre les deux espaes onsiste à identier leurs bases anoniques.
Maintenant, si on note MXi(p), l'opérateur de multipliation par X i(p) sur
TΦ(X), alors dans le théorème suivant, il est prouvé que la variable aléatoire X i(p)
peut être représentée omme une ombinaison linéaire des bruits quantiques disrets
aij(p).
Théorème 5.4 Soient X une variable aléatoire obtuse dans RN et (X(p))p∈N la
marhe aléatoire assoiée, dénie sur son espae anonique TΦ(X). Désignons par
T le 3-tenseur sesqui-symétrique assoié à X. Si on note V l'isomorphisme unitaire
naturelle de TΦ(X) dans TΦ, alors pour tous p ∈ N, i ∈ {1, ..., N},
VMXi(p)V ∗ = a0i (p) + ai0(p) +
N∑
j,l=1
T jli a
j
l (p).
Preuve: Posons J = {1, ..., N}. Alors, on a
X i(p)XA = X
i(p)XA1{(p,k)/∈A,∀k∈J} +
N∑
j=1
X i(p)XA1(p,j)∈A
= XA∪{(p,i)}1{(p,k)/∈A,∀k∈J} +
N∑
j=1
XA\{(p,j)}Xi(p)Xj(p)1(p,j)∈A
= XA∪{(p,i)}1{(p,k)/∈A,∀k∈J} +
N∑
j=1
XA\{(p,j)}
( N∑
m=0
T ijmXm(p)
)
1(p,j)∈A
= XA∪{(p,i)}1{(p,k)/∈A,∀k∈J} +
N∑
j=1
XA\{(p,j)}
(
δij +
N∑
m=1
T ijmXm(p)
)
1(p,j)∈A
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= XA∪{(p,i)}1{(p,k)/∈A,∀k∈J} +
N∑
j=1
δijXA\{(p,j)}1(p,j)∈A
+
N∑
j=1
N∑
m=1
T ijmXA\{(p,j)}Xm(p)1(p,j)∈A
= XA∪{(p,i)}1{(p,k)/∈A,∀k∈J} +XA\{(p,i)}1(p,i)∈A +
N∑
j,m=1
T ijmXA\{(p,j)}∪{(p,m)}1(p,j)∈A
= a0i (p)XA + a
i
0(p)XA +
N∑
j,m=1
T ijma
j
m(p)XA.

5.2 Marhes aléatoires sur les unitaires
Dans la suite, nous allons identier la variable aléatoire X i(p) à l'opérateur
a0i (p) + a
i
0(p) +
∑N
j,l=1 T
jl
i a
j
l (p). De plus, nous notons X
i
p au lieu de X
i(p).
Considérons maintenant le modèle d'interations répétées introduit dans la se-
tion préédente. Parmi les équations d'évolution disrètes dérivant e modèle, nous
nous intéressons dans ette setion à elles qui sont dirigées par des variables aléa-
toires lassiques.
Sous ertaines onditions, nous prouvons dans la proposition suivante que les
équations d'évolutions disrètes (5.1) sont dirigées par des variables aléatoires las-
siques.
Proposition 5.5 Si U jl =
∑N
i=0 T
ij
l Bi, pour tous j, l ∈ {0, 1, ..., N} où Bi, i =
0, ..., N sont des opérateurs dénis sur H0, alors l'équation d'évolution (5.1) s'érit{
Vn+1 =
∑N
i=0 BiX
i
n+1Vn
V0 = I.
(5.4)
Preuve: On a
Vn+1 =
N∑
i,j=0
U ijVna
i
j(n + 1)
= U00 a
0
0(n + 1)Vn +
N∑
i=1
U i0a
i
0(n+ 1)Vn +
N∑
i=1
U0i a
0
i (n+ 1)Vn +
N∑
j,l=1
U jl a
j
l (n+ 1)Vn.
Comme on a
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Bi = U
0
i = U
i
0, ∀i ∈ {1, ..., N}, B0 = U00 ,
U jl =
∑N
i=0 T
ij
l Bi, pour tous j, l ∈ {1, ..., N},
on obtient
Vn+1 =
N∑
j=0
Bia
j
j(n + 1)Vn +
N∑
i=1
Bi(a
i
0(n + 1) + a
0
i (n+ 1))Vn +
N∑
i=1
N∑
j,l=1
T ijl Bia
j
l (n+ 1)Vn
= B0Vn +
N∑
i=1
Bi
[
ai0(n + 1) + a
0
i (n+ 1) +
N∑
j,l=1
T ijl a
j
l (n+ 1)
]
= B0Vn +
N∑
i=1
BiX
i
n+1Vn
=
N∑
i=0
BiX
i
n+1Vn,
e qui est la représentation annonée. 
Introduisons maintenant la notation suivante : pour un élément v = (a1, ..., aN )
de RN , on note vˆ l'élément de RN+1 donné par vˆ = (1, a1, ..., aN). Notons qu'il est
faile de vérier que v obtuse si et seulement si
〈vˆk, vˆl〉 = 0, (5.5)
pour tous k 6= l.
Posons
Wl =
N∑
j=0
vjlBj,
ave la onvention v0i = 1, pour tout i ∈ {0, 1, ..., N} et les opérateurs Bi sont
donnés par la proposition préédente. Alors, il est lair que les opérateurs Wl sont
dénis sur H0.
Notre objetif dans la suite est de prouver que es opérateurs sont unitaires si
et seulement si l'évolution U dérivant le système quantique en interation ave une
opie de la haîne atomique assoiée au système extérieur, durant un intervalle de
temps [0, h], est unitaire. Nous démontrons d'abord e résultat dans une diretion.
Proposition 5.6 Si U est un opérateur unitaire tel que U jl =
∑N
i=0 T
ij
l Bi pour
tous j, l ∈ {0, 1, ..., N}, où Bi, i = 0, ..., N sont des opérateurs sur H0, alors pour
tout l ∈ {0, 1, ..., N}, l'opérateur Wl est unitaire.
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Preuve: On a
WlW
∗
l =
N∑
i,j=0
vilv
j
lBiB
∗
j .
Notons que d'après la relation (5.3), on a
vilv
j
l =
N∑
m=0
T ijmv
m
l .
Ainsi, on obtient
WlW
∗
l =
N∑
i,j,m=0
T ijmv
m
l BiB
∗
j
=
N∑
j,m=0
vml
( N∑
i=0
T ijmBi
)
B∗j .
D'autre part, on a
U jm =
N∑
i=0
T ijmBi, Bj = U
0
j ,
e qui implique que
WlW
∗
l =
N∑
j,m=0
vml U
j
mU
0∗
j
=
N∑
m=0
vml
( N∑
j=0
U jmU
0∗
j
)
.
Comme U est un opérateur unitaire, on obtient
N∑
j=0
U jmU
0∗
j = δm0I.
Par onséquent, on a
WlW
∗
l = v
0
l I = I.
Cela ahève la preuve. 
Maintenant, an de montrer la réiproque, nous avons besoin d'exprimer les
oeients de la matrie (U ij)i,j en termes des opérateurs Wl. Ce résultat est donné
par les deux lemmes suivants.
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Lemme 5.7 Pour tout i ∈ {0, 1, ..., N}, on a
Bi =
N∑
l=0
plv
i
lWl.
Preuve: On a
N∑
l=0
plv
i
lWl =
N∑
l=0
plv
i
l
( N∑
j=0
vjlBj
)
=
N∑
j=0
Bj
( N∑
l=0
plv
i
lv
j
l
)
=
N∑
j=0
BjE(X
iXj)
=
N∑
j=0
Bjδij = Bi,
e qui prouve le lemme énoné i-dessus. 
Lemme 5.8 Pour tous l, k ∈ {0, 1, ..., N}, on a
Ukl =
N∑
i=0
piv
k
i v
l
iWi.
Preuve: Notons qu'on a
Ukl =
N∑
j=0
T klj Bj .
De plus, d'après la relation (5.3), on a
X lXk(vi) =
N∑
j=0
T klj X
j(vi),
e qui implique que
vliv
k
i =
N∑
j=0
T klj v
j
i . (5.6)
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Ainsi, d'après le lemme 5.7 et la relation (5.6), on obtient
Ukl =
N∑
i,j=0
piT
kl
j v
j
iWi
=
N∑
i=0
piWi
( N∑
j=0
T klj v
j
i
)
=
N∑
i=0
piv
k
i v
l
iWi.

Maintenant, nous pouvons prouver la réiproque de la proposition 5.6.
Proposition 5.9 Si Wi est un opérateur unitaire pour tout i ∈ {0, 1, ..., N}, alors
l'opérateur U est unitaire.
Preuve: On a
N∑
k=0
(U lk)(U
k
m)
∗ =
∑
i,j,k=0
pipjv
k
i v
k
j v
l
iv
m
j WiW
∗
j
=
N∑
i,k=0
p2i (v
k
i )
2vliv
m
i I +
N∑
i, j, k = 0
i 6= j
pipjv
k
i v
k
j v
l
iv
m
j WiW
∗
j
=
N∑
i=0
pi
(
pi(||vi||2 + 1)
)
vliv
m
i I +
N∑
i, j = 0
i 6= j
pipj
( N∑
k=0
vki v
k
j
)
vliv
m
j WiW
∗
j
=
N∑
i=0
pi
(
pi(||vi||2 + 1)
)
vliv
m
i I +
N∑
i, j = 0
i 6= j
pipj〈vˆi, vˆj〉vlivmj WiW ∗j .
Notons que de la proposition 5.2, on a
pi(||vi||2 + 1) = 1.
De plus, d'après la relation (5.5), on a 〈vˆi, vˆj〉 = 0, pour tous i 6= j. Par onséquent,
on obtient
N∑
k=0
(U lk)(U
k
m)
∗ = E(X lXm)I = δmlI.
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
Comme onséquene des propositions 5.6 et 5.9, on a obtenu le résultat suivant.
Théorème 5.10 L'opérateur U est unitaire si et seulement si pour tout l ∈ {0, 1, ..., N},
Wl est un opérateur unitaire.
Maintenant, nous prouvons que la solution disrète de l'équation (5.4) est une
marhe aléatoire sur le groupe engendré par {Wl, l = 0, 1, ..., N}.
Proposition 5.11 Si U est un opérateur unitaire tel que U jm =
∑N
i=0 T
ij
mBi, pour
tous j,m = 0, 1, ..., N , alors on a
Vn+1 = WlVn
ave probabilité pl pour tout l ∈ {0, 1, ..., N}, où V0 = I.
Preuve: Si X in+1 = v
i
l , alors P (X
i
n+1 = v
i
l) = pl. Ainsi, ave probabilité pl, on a
Vn+1 =
N∑
i=0
Biv
i
lVn = WlVn.
Cela prouve notre proposition. 
5.3 Exemple : N = 1
Nous allons spéialiser les résultats i-dessus au as partiulier N = 1. Posons
Ω = {0, 1}N et désignons par F la σ−algèbre engendrée par les ylindres nis. Les
appliations oordonnées seront notées νn, n ∈ N.
Pour p ∈]0, 1[ et q = 1− p, on dénit la mesure de probabilité µp sur (Ω, F) de
telle sorte que (νn)n soit une suite de variables aléatoires de Bernoulli indépendantes
et identiquement distribuées de loi pδ1 + qδ0. Notons maintenant Ep(.) l'éspérane
par rapport à µp. Alors, on a Ep(νn) = Ep(ν
2
n) = p.
Posons
Xn =
νn − p√
pq
.
Alors, il est faile de vérier que Xn est une variable aléatoire obtuse dans R qui
prend les valeurs v0 =
√
q/p et v1 = −
√
p/q ave des probabilités respetives p et
q. De plus, il est lair que (Xn)n est une suite de variables aléatoires indépendantes
satisfaisant E(Xn) = 0 et Var(Xn) = 1.
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Dans e as partiulier, l'espae anonique assoié à la suite (Xn)n est l'espae
de Hilbert
TΦp = L
2(Ω, F , µp).
Une base orthonormée de TΦp est donnée par les éléments
XA = Xi1 ....Xin , X∅ = 1,
où A = {i1, ..., in} est un ensemble ni de N.
La haîne atomique à deux niveaux est donnée par
TΦ = ⊗i∈N C2,
appelé bébé Fok, où le produit tensoriel inni est déni par rapport à la suite
stabilisatrie (Ω)n telle que
Ω =
(
1
0
)
, e1 =
(
0
1
)
est une base de C2. Une base ortonormée du bébé Fok TΦ est donnée par la famille
{XA, A ∈ Pf(N)}, où XA est dérit dans la sous-setion 1.4.1 (partie b)).
Notons qu'il y a un isomorphisme naturel entre les deux espaes TΦp et TΦ qui
onsiste à identier leurs bases anoniques. L'espae TΦp est appelé l'interpretation
p-probabiliste de TΦ. Dans e as partiulier, le tenseur T est un salaire et il est
donné par la proposition suivante (f [At2℄).
Proposition 5.12 On a
X2n = 1 + cpXn,
où cp =
q−p√
pq
.
Preuve: On a
X2n =
1
pq
(
ν2n − 2pνn + 1
)
=
1
pq
(
p2 + pq − pq + (1− 2p)νn
)
= 1 +
1
pq
(
p(p− q) + (q − p)νn
)
= 1 + cp
νn − p√
pq
.

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Ainsi, d'après la proposition i-dessus, on a T = cp.
Notons maintenant a01(n), a
1
0(n) et a
1
1(n), les opérateurs de réation, d'annihila-
tion et de onservation sur TΦ. Si on désigne parMpXn l'opérateur de p-multipliation
par Xn, alors la variable aléatoire obtuse Xn peut être représentée omme une om-
binaison linéaire des bruits disrets a01(n), a
1
0 et a
1
1(n). Ce résultat est donné dans
la proposition suivante.
Proposition 5.13 L'opérateur de p-multipliation par Xn est donné par
MpXn = a
0
1(n) + a
1
0(n) + cpa
1
1(n).
Preuve: On a
XnXA = XnXA1n/∈A +XnXA1n∈A
= XA∪{n}1n/∈A +XA\{n}X2n1n∈A
= XA∪{n}1n/∈A +XA\{n}(1 + cpXn)1n∈A
= XA∪{n}1n/∈A +XA\{n}1n∈A + cpXA1n∈A
= a01(n)XA + a
1
0(n)XA + cpa
1
1(n)XA.

Notons que dans la base {Ω, e1}, la matrie de l'évolution unitaire U dont les
oeients sont des opérateurs sur C2 s'érit(
B0 B1
B2 B3
)
,
où Bi, i = 0, ..., 3 sont des opérateurs sur H0. Ainsi, l'équation d'évolution disrète
dénie par la relation (5.4) s'érit sous la forme{
Vn+1 = B0VnI +B1VnXn+1
V0 = I
si et seulement si B3 = B0 + cpB1 et B1 = B2. Comme U doit être un opérateur
unitaire, on obtient les ontraintes suivantes :
B∗0B0 +B
∗
1B1 = I
B0B
∗
0 +B1B
∗
1 = I
B0B
∗
1 +B1B
∗
0 + cpB1B
∗
1 = 0
B∗0B1 +B
∗
1B0 + cpB
∗
1B1 = 0.
Notons qu'il est lair que
P (Vn+1 = (B0 +
√
q/pB1)Vn) = p,
P (Vn+1 = (B0 −
√
p/q B1)Vn) = q.
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Ainsi, si on pose
W0 = B0 +
√
q/pB1,
W1 = B0 −
√
p/q B1,
alors on obtient
B0 = pW1 + qW2,
B1 = B2 =
√
pq (W1 −W2),
B3 = qW1 + pW2.
Par un simple alul, on vérie que B0 et B1 vérient le système donné i-dessus.
La théorème suivant est alors un as partiulier du théorème 5.10.
Théorème 5.14 L'opérateur U est unitaire si et seulement si W0 et W1 sont des
opérateurs unitaires.
Notons aussi que le résultat suivant peut être vu omme une onséquene im-
médiate de la proposition 5.11.
Proposition 5.15 On a
Vn+1 =W0Vn
ave probabilité p et
Vn+1 =W1Vn
ave probabilité q, où V0 = I.
5.4 Équations de Langevin quantiques
Dans ette setion, nous examinons le as des équations de struture multi-
dimensionelles. Ensuite, nous montrons la onvergene, quand h tend vers 0, de
la solution de l'équation d'évolution disrète (5.4) vers la solution d'une équation
diérentielle stohastique lassique dont on donne la forme expliite.
5.4.1 Équations de struture multidimensionnelles
Soit Φ = Γs(L
2(R+, C
N )). Alors, Φ admet une interpretation probabiliste en
termes de martingales normales multidimensionelles. Pour plus de détails, on renvoie
le leteur à [AtE℄ et [AtP2℄.
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Dénition 5.16 Une martingale X = (X1, ... , XN) à valeurs dans RN est dite
normale si X0 = 0 et si pour tous i, j, le proessus X
i
tX
j
t − δijt, t ≥ 0 est une
martingale.
Une aratérisation des martingales normales est donnée par la proposition sui-
vante.
Proposition 5.17 Les assertions suivantes sont équivalente :
i) Une martingale X = (X1, ... , XN) à valeurs dans RN est normale,
ii) Le proessus [X i, Xj]t − δijt est une martingale,
iii) 〈X i, Xj〉t = δijt, pour tout t ∈ R+.
Étant donné une martingale normale X = (X1, ... , XN) dans RN , on dit que X
satisfait une équation de struture si haun des martingales [X i, Xj]t− δijt est une
intégrale stohastique par rapport à X, i.e :
[X i, Xj]t = δijt+
N∑
k=1
∫ t
0
T ijk (s)dX
k
s ,
où T ijk est un proessus prévisible.
Une famille {Aijk , i, j, k ∈ {1, ... , N}} vériant :
i) (i, j, k) 7→ Aijk est symétrique sur {1, ... , N}3,
ii) (i, j, i′, j′) 7→∑Nk=1Aijk Ai′j′k est symétrique sur {1, ... , N}4,
est dite doublement symétrique.
Maintenant, nous énonçons le résultat suivant.
Théorème 5.18 Soit X une martingale normale dans RN qui satisfait l'équation
de struture
[X i, Xj]t = δijt+
N∑
k=1
∫ t
0
T ijk (s)dX
k
s .
Alors, pour presque tout (t, ω), la famille {T ijk (s, ω), i, j, k = 1, ... , N} est double-
ment symétrique.
Notons qu'une martingale normale X dans RN qui satisfait une équation de
struture à oeients onstants, i.e : les oeients T ijk sont tous onstants, peut
être représentée en termes de bruits quantiques. Ce résultat est donné dans le théo-
rème suivant (f [At3℄).
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Théorème 5.19 Soit X une martingale normale dans RN qui satisfait l'équation
de struture à oeients onstants
[X i, Xj]t = δijt+
N∑
k=1
∫ t
0
T ijk dX
k
s . (5.7)
Alors, (Xt)t possède la propriété de la représentation haotique. De plus, si on note
(Ω,F , P ) l'espae anonique assoié à (Xt)t, alors l'espae L2(Ω,F , P ) est naturel-
lement identié à Φ. En outre, l'opérateur de multipliation par Xkt s'érit
MXkt = a0k(t) + ak0(t) +
N∑
i,j=1
T ijk a
i
j(t).
Notons que dans le as où Xk = (Xkt )t≥0, k = 1, ..., N est le mouvement brow-
nien, Il est prouvé dans [At4℄ que
MXkt = a0k(t) + ak0(t).
Dans la suite, nous allons supposer que X satisfait l'équation de struture à
oeients onstants (5.7). De plus, Xkt sera identiée à l'opérateur a
0
k(t) + a
k
0(t) +∑N
i,j=1 T
ij
k a
i
j(t).
Considérons maintenant l'équation d'évolution disrète donnée par (5.1).
Théorème 5.20 Si
U00 = I + hL
0
0 + o(h),
U i0 = U
0
i =
√
hLi + o(
√
h), ave L∗i = −Li,
U ij = S
i
j + o(h),
où Sij =
∑N
k=1 T
ij
k Lk + δijI et S = (S
i
j)1≤i,j≤N est un opérateur unitaire, alors il
existe un opérateur H0 déni sur H0 tel que L00 = iH0 − 12
∑N
i=1 L
∗
iLi. De plus, la
solution V[t/h] de (5.1) onverge fortement, quand h tend vers 0, vers la solution
unitaire de l'équation diérentielle stohastique lassique{
dUt = L
0
0 Utdt+
∑N
i=1 Li UtdX
i
t
U0 = I,
ave X est une martingale normale dans RN qui satisfait l'équation de struture à
oeients onstants (5.7).
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Preuve: Puisque U est un opérateur unitaire, alors on a
U0∗0 U
0
0 +
N∑
i=1
U0∗i U
0
i = I,
e qui implique que
I + h(L0∗0 + L
0
0 +
N∑
i=1
L∗iLi) + o(h) = I.
On obtient don
L0∗0 + L
0
0 = −
N∑
i=1
L∗iLi.
Par onséquent, on a
L0∗0 +
1
2
N∑
i=1
L∗iLi = −(L00 +
1
2
N∑
i=1
L∗iLi).
Ainsi, il existe un opérateur H0 déni sur H0 tel que
L00 +
1
2
N∑
i=1
L∗iLi = iH0.
Il suit
L00 = iH0 −
1
2
N∑
i=1
L∗iLi.
Maintenant, on se propose de prouver que
Li = −
N∑
k=1
L∗kS
k
i . (5.8)
Notons qu'on a
U0∗0 U
0
i +
N∑
k=1
U0∗k U
k
i = δi0I.
Alors, on obtient
√
h(Li +
N∑
k=1
L∗kS
k
i ) = δi0I + o(h).
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Par onséquent, pour tout i 6= 0, la relation suivante
−
N∑
k=1
L∗kS
k
i = Li + o(
√
h)
est satisfaite Finalement, en faisant tendre h vers 0, la relation (5.8) est satisfaite.
Ainsi, d'après le théorème 1.49, la solution de (5.1) qui satisfait les hypothèses
du théorème i-dessus, onverge fortement vers la solution unitaire de l'équation
diérentielle stohastique
dUt = L
0
0Utdt+
N∑
i=1
LiUt(da
i
0(t) + da
0
i (t)) +
N∑
l,j=1
N∑
i=1
T jli LiUtda
i
j(t)
= L00Utdt+
N∑
i=1
LiUt(da
i
0(t) + da
0
i (t) +
N∑
l,j=1
T jli da
i
j(t))
= L00Ut + dt
N∑
i=1
LiUtdX
i
t ,
de ondition intiale U0 = I. Cela prouve notre théorème. 
D'après le théorème i-dessus, pour un bon hoix des oeients de l'évolu-
tion unitaire assoié au modèle d'interations répétées, la solution de l'équation
d'évolution disrète onverge, quand h tend vers 0, vers la solution d'une équation
diérentielle stohastique dirigée par une martingale normale vériant l'équation de
struture à oeients onstants. Un as partiulier est dérit dans la sous-setion
suivante.
5.4.2 Limite ontinue
Considérons le modèle d'interations répétées dérit préédemment tel que l'équa-
tion d'évolution disrète est donnée par la relation (5.4). Ainsi, nous prouvons le
résulat suivant.
Théorème 5.21 Si pour tout i = 0, 1, ..., N, Wi est un opérateur unitaire et si on
a
Wi = I +
√
h
N∑
j=1
vjiLj + hL
0
0 + hωi(h),
ave limh→0 ‖wi(h)‖ = 0, alors il existe un opérateur auto-adjoint H0 déni sur H0
tel que la solution V[t/h] de (5.4) onverge fortement, quand h tend vers 0, vers la
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solution unitaire Ut de l'équation diérentielle stohastique brownienne{
dUt = GUtdt+
∑N
i=1 LiUtdBi(t)
U0 = I,
où G = −iH0 − 12
∑N
k=1 LkL
∗
k et Bi(t) = a
0
i (t) + a
i
0(t) est le mouvement brownien.
Preuve: Puisque Wj est un opérateur unitaire, alors la relation suivante est satis-
faite
WjW
∗
j = I,
e qui implique que
I + h(L00 + L
0∗
0 +
N∑
k,l=1
vljv
k
jLlL
∗
k) + o(h) = I.
Par onséquent, on a
L00 + L
0∗
0 +
N∑
k,l=1
vljv
k
jLlL
∗
k = o(1).
Il suit
L00 +
1
2
N∑
k,l=1
vljv
k
jLlL
∗
k = −
(
L0∗0 +
1
2
N∑
k,l=1
vljv
k
jLlL
∗
k
)∗
+ o(1).
Ainsi, il existe un opérateur auto-adjoint H0 déni sur H0 tel que
L00 = −iH0 −
1
2
N∑
k,l=1
vljv
k
jLlL
∗
k + o(1).
D'autre part, on a
L00 =
N∑
j=0
pjL
0
0 = −i
N∑
j=0
pjH0 − 1
2
N∑
j=0
pj
( N∑
k,l=1
vljv
k
jLlL
∗
k
)
+ o(1)
= −iH0 − 1
2
N∑
k,l=1
( N∑
j=0
pjv
l
jv
k
j
)
LlL
∗
k + o(1).
Comme E(X lXk) =
∑N
j=0 pjv
l
jv
k
j = δkl, il suit
L00 = −iH0 −
1
2
N∑
k=1
LkL
∗
k + o(1)
= G+ o(1).
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De plus, d'après le lemme 5.8, on a
U00 =
N∑
i=0
piWi
= I + hL00 +
√
h
N∑
i=0
N∑
j=1
piv
j
iLj + o(h)
= I + hL00 +
√
h
N∑
j=1
( N∑
i=0
piv
j
i
)
Lj + o(h).
Comme
∑N
i=0 piv
j
i = E(X
j) = 0, on obtient
U00 = I + hL
0
0 + o(h).
Maintenant, pour tout m ∈ {1, ... , N}, on a
U0m = U
m
0 =
N∑
i=0
piv
m
i Wi
= E(Xm)I + hE(Xm)L00 +
√
h
N∑
i=0
piv
m
i
( N∑
j=1
vjiLj
)
+ o(h)
=
√
h
N∑
j=1
LjE(X
mXj) + o(h)
=
√
hLm + o(h).
Finalement, pour tous k, l ∈ {1, ... , N}, les oeients U lk sont donnés par
U lk =
N∑
i=0
piv
k
i v
l
iWi
= δkl I + h δkl L
0
0 + o(
√
h).
Ainsi, d'après le théorème 1.49, nous pouvons onlure. 
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Chapitre 6
Contribution no 5 : Équations de
Langevin quantiques assoiées à un
bain thermique quantique
Dans l'artile [AtP1℄, nous observons deux normalisations du temps dans la
partie interation de l'hamiltonien assoié à un modèle d'interations répétées. Une
normalisation d'ordre
√
h et une normalisation d'ordre h. Il est prouvé par Attal et
Joye (f [AtJ℄) que pour un bon hoix de l'hamiltonien d'interations répétées, la
normalisation d'ordre
√
h orrespond à la limite du ouplage faible. De notre té,
nous avons montré que la normalisation d'ordre h orrespond à la loi de densité
faible (f [AtDh℄). Ce hapitre est organisé omme suit :
Dans la setion 6.1, nous dérivons le modèle d'interations répétées introduit
dans [AtJ℄ qui représente un petit système HS d'hamiltonien HS en interation
ave une haîne innie de opies identiques Cn+1 modélisant un bain thermique.
L'hamiltonien d'interations répétées assoié, noté H , est déni sur l'espae de
Hilbert HS ⊗ Cn+1.
Dans la setion 6.2, nous supposons que la partie interation de H est d'ordre√
h et nous rappelons les résultats essentiels d'Attal et Joye.
Dans la setion 6.3, nous supposons que la partie interation de H est d'ordre
h. Nous montrons, dans e as, la onvergene de l'équation d'évolution disrète
assoiée à e modèle vers la solution unitaire d'une équation de Langevin quantique
poissonienne.
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6.1 Petit système en interation ave un bain ther-
mique quantique
Nous présentons dans ette setion le modèle d'interations répétées qui est
l'objet de notre étude dans la suite. Ensuite, nous dérivons la représentation GNS.
6.1.1 Modèle d'interations répétées
Considérons un petit système dérit par un espae de Hilbert séparable HS
en interation ave un bain thermique quantique qu'on modélise par une haîne
innie de opies identiques telles que l'espae d'états de haque opie est l'espae
de Hilbert C
n+1
. Fixons une base orthonormée B = {e0, e1, ..., en} de Cn+1, où
e0 = Ω représente l'état vide de l'atome. Ainsi, la haîne sera dérite par le produit
tensoriel
⊗
N∗
Cn+1, déni par rapport à la suite stabilisatrie (Ω)n. Supposons que
l'interation entre les deux systèmes se fait de la manière suivante : le petit système
interagit ave les opies de la haîne l'une après l'autre durant le même intervalle
de temps [0, h]. Par suite, l'interation totale est dérite par l'espae de Hilbert
HS ⊗
⊗
N∗
Cn+1.
Une base orthonormée de B(Cn+1) est donnée par la famille {aij, 0 ≤ i, j ≤ n}
telle que
aijek = δikej .
Les hamiltoniens respetifs du petit système et d'une opie de la haîne atomique
assoiée au bain thermique, sont les opérateurs auto-adjoints HS déni sur HS et
HR déni sur C
n+1
tel que
HR =
n∑
i=0
γia
0
i a
i
0,
où les γi, i = 0, ..., n, sont des nombres réels.
L'hamiltonien total du petit système en interation ave une opie de la haîne⊗
N∗
C
n+1
, noté H , est déni sur HS ⊗ Cn+1 par
H = HS ⊗ I + I ⊗HR +HI(h),
où HI(h) est l'hamiltonien d'interation.
L'évolution unitaire assoiée, durant l'intervalle de temps [0, h], est donnée par
U = e−ihH .
Notons maintenant C
n+1
k la k-ième opie de C
n+1
dans la haîne
⊗
N∗
C
n+1
. Alors,
on dénit l'opérateur Uk sur HS ⊗
⊗
N∗
Cn+1 par
Uk =
{
U sur HS ⊗Cn+1k
I ailleurs .
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Ainsi, l'équation d'évolution disrète, dérivant le modèle d'interations répétées du
petit système ave le bain thermique, est donnée par la suite (Vk)k∈N dans B(HS ⊗⊗
N∗
Cn+1) qui satisfait {
Vk+1 = Uk+1Vk
V0 = I.
(6.1)
Notons que dans la base B, l'opérateur U s'érit
U =
n∑
i,j=0
U ij ⊗ aij,
où les U ij , i, j = 0, ..., n, sont des opérateurs sur HS. Par onséquent, en termes de
bruits quantiques disrets, l'équation (6.12) s'érit{
Vk+1 =
∑n
i,j=0 U
i
jVka
i
j(k + 1)
V0 = I.
6.1.2 Représentation GNS
Soit ρβ l'état d'équilibre thermodynamique à une température inverse β d'une
opie de la haîne assoiée au bain thermique qu'on expliitera dans haun des deux
setions suivantes. Notons que dans la base B, la matrie densité ρβ est diagonale
ρβ = diag (β0, β1, ..., βn).
Maintenant, on se propose de dérire la représentation GNS du ouple (Cn+1, ρβ).
Posons H˜ = B(Cn+1), l'algèbre des opérateurs bornés sur Cn+1, munie du produit
salaire
〈A,B〉 = Tr(ρβA∗B).
Ainsi, la représentation GNS du ouple (Cn+1, ρβ) est le triplet (π, H˜,ΩR) tel que :
- ΩR = I,
- π : H˜ −→ B(H˜) telle que π(M)A =MA pour tous M,A ∈ H˜.
Posons
U˜ = π(U)
et désignons par H˜k la k-ième opie de H˜ dans la haîne
⊗
N∗
H˜. Alors, il est faile
de vérier que U˜k = π(Uk) agit omme U˜ sur HS ⊗ H˜k et omme l'identité ailleurs.
De plus, si on note V˜k = π(Vk), alors il est lair que (V˜k)k∈N est une suite d'éléments
de B(HS ⊗
⊗
N∗
H˜) vériant {
V˜k+1 = U˜k+1V˜k
V˜0 = I.
(6.2)
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Dans les deux setions suivantes, nous allons étudier la limite ontinue de la
solution de l'équation (6.2). Pour ela, nous avons besoin d'expliiter une base de
H˜. Posons
νk = 1− β1 − β2 − ...− βk, pour tout k ∈ {1, ..., n}.
Considérons la famille {X ij, i, j ∈ {0, 1, ..., n}} telle que :
- X00 = I,
- X ij =
1√
βi
aij , pour tous i 6= j,
- Xkk = diag (λ
0
k, λ
1
k, ..., λ
k−1
k , λ
k
k, ..., λ
n
k),
où
λ01 = λ
2
1 = ... = λ
n
1 =
−√β1√
ν1
, λ11 =
√
ν1√
β1
(6.3)
et pour tout k ∈ {2, ..., n}, on a
λ0k = λ
k+1
k = ... = λ
n
k =
−√βk√
νk−1
√
νk
, (6.4)
λkk =
√
νk√
νk−1
√
βk
, (6.5)
λ1k = λ
2
k = ... = λ
k−1
k = 0. (6.6)
Alors, il est lair que la famille {X ij, i, j ∈ {0, 1, ..., n}} forme une base orthonormée
de H˜ muni du produit salaire 〈A,B〉 = Tr(ρβA∗B). Par onséquent, la matrie de
U˜ dans ette base est donnée par (U˜ i,jk,l)i,j,k,l∈{0,1,...,n} telle que
U˜ i,jk,l = Tr eH(ρβ(X
k
l )
∗UX ij). (6.7)
6.2 Hamiltonien d'interations répétées ave nor-
malisation d'ordre
√
h
Dans ette setion, nous allons présenter le résultat prinipal démontré dans
[AtJ℄. Nous supposons que la partie interation HI(h) assoiée au modèle dérit
i-dessus est de la forme
HI(h) =
1√
h
n∑
i=1
(Vi ⊗ a0i + V ∗i ⊗ ai0),
où Vi, i = 1, ..., n, sont des opérateurs sur HS. Ainsi, l'hamiltonien H s'érit
H = HS ⊗ I + I ⊗HR + 1√
h
n∑
i=1
(Vi ⊗ a0i + V ∗i ⊗ ai0).
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L'état d'équilibre thermodynamique d'une opie de la haîne
⊗
N∗
Cn+1 est
donné par
ρβ =
1
Z
e−βHR ,
où Z = Tr(e−βHR). Il est lair que dans la base B, ρβ s'érit
ρβ = diag(β0, ..., βn),
où
βi =
e−βγi
e−βγ0 + ... + e−βγn
.
Supposons que γ0 < γi pour tout i ∈ {1, ..., n}. Ainsi, on obtient β0 > βi pour
tout i = 1, ..., n. Considérons l'espae de Fok symétrique Γs(L
2(R+, C
(n+1)2−1))
onstruit sur l'espae de Hilbert L2(R+, C
(n+1)2−1). Notons dai,jl,k(t), i, j, k, l =
0, 1, ..., n, les bruits quantiques dénis sur Γs(L
2(R+, C
(n+1)2−1)) par rapport à la
base orthonormée {X ij, i, j = 0, 1, ..., n}. Alors, nous énonçons le théorème suivant
qui est dû à Attal et Joye (f [AtJ℄).
Théorème 6.1 La solution V˜[t/h] de l'équation (6.2) onverge fortement, pour tout
t, vers la solution unitaire de l'équation de Langevin quantique dénie sur l'espae
HS ⊗ Γs(L2(R+, C(n+1)2−1)) par
dV˜t = −
[
iHS + i
n∑
k=0
βkγkI +
1
2
n∑
k=1
(β0V
∗
k Vk + βkVkV
∗
k )
]
V˜tdt
− i
n∑
k=1
[√
βkVkV˜tda
k,0
0,0(t) +
√
β0V
∗
k V˜tda
0,k
0,0(t) (6.8)
+
√
βkV
∗
k V˜tda
0,0
k,0(t) +
√
β0VkV˜tda
0,0
0,k(t)
]
,
ave la ondition intiale V˜0 = I.
Posons
A0k(t) =
√
β0
β0 − βk a
0,0
0,k(t) +
√
βk
β0 − βk a
k,0
0,0(t),
Ak0(t) =
√
β0
β0 − βk a
0,k
0,0(t) +
√
βk
β0 − βk a
0,0
k,0(t) (6.9)
et
Wk = −i
√
β0 − βkVk.
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Alors, grâe au regroupement donné par la relation (6.9), l'équation (6.8) s'érit
dV˜t = −
[
iHS + i
n∑
k=0
βkγkI +
1
2
n∑
k=1
( β0
β0 − βkW
∗
kWk +
βk
β0 − βkWkW
∗
k
)]
V˜tdt
+
n∑
k=1
(WkV˜tdA
0
t (t)−W ∗k V˜tdAk0(t)).
Remarque 6.1 Par le regroupement donné i-dessus, l'équation de départ (6.8) qui
est dénie sur un espae de multipliité (n+ 1)2− 1, est simpliée en une équation
de Langevin quantique dénie sur un espae de multipliité n, HS⊗Γs(L2(R+,Cn)).
Maintenant, nous allons énoner quelques propriétés des bruits dénis par la
relation (6.9), qui sont appelés bruits thermiques quantiques. Considérons l'espae
Φ˜ qui onsiste à doubler l'espae de Fok Γs(L
2(R+,C
n)),
Φ˜ = Γs(L
2(R+,C
n))⊗ Γs(L2(R+,Cn)).
Les bruits quantiques dénis sur la première et la deuxième opie de Γs(L
2(R+,C
n))
dans Φ˜ sont respetivement identiés aux opérateurs aij(t) ⊗ I qu'on note aij(t) et
I ⊗ aij(t) qu'on note bij(t). Soient
A0i (t) =
√
β0
β0 − βi a
0
i (t) +
√
βi
β0 − βi b
i
0(t),
Ai0(t) =
√
β0
β0 − βi a
i
0(t) +
√
βi
β0 − βi b
0
i (t).
Au travers les opérateurs A0i (t) et A
i
0(t), on dénit
a∗(f) =
n∑
i=1
∫
R+
fi(t)dA
0
i (t),
a(f) =
n∑
i=1
∫
R+
fi(t)dA
i
0(t),
où f ∈ L2(R+, Cn) et fi(t) = 〈ei, f(t)〉.
La proposition suivante fournit des propriétés de bruits thermiques quantiques
dénis i-dessus (f [AtJ℄).
Proposition 6.2 On a
dAi0(t)dA
0
i (t) =
β0
β0 − βidt,
dA0i (t)dA
i
0(t) =
βi
β0 − βidt.
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De plus, les opérateurs a(f), a∗(g) forment une représentation de l'algèbre des CCR
sur L2(R+, C
n), i.e :
[a(f), a∗(g)] = 〈f, g〉I.
6.3 Hamiltonien d'interations répétées ave nor-
malisation d'ordre h
Dans ette setion, nous supposons que l'hamiltonien d'interations répétées H
s'érit
H = HS ⊗ I + I ⊗HR + 1
h
n∑
i,j=1
Dij ⊗ aij ,
où Dij = (Dji)
∗
.
Maintenant, nous allons dérire la matrie de U dans la base B. Posons
D = (Dij)1≤i,j≤n et onsidérons la matrieM = (Mij)1≤i,j≤n, oùMij = δij(HS+γiI).
Notons que l'évolution unitaire U est donnée par
U = e−ihH =
∑
m≥0
(−i)m
m!
hmHm.
D'autre part, dans la base B, les hamiltoniens HR et H s'érivent
HR = diag (γ0, γ1, ..., γn),
H =
(
HS + γ0I 0
0 M + 1
h
D
)
,
e qui implique que
(hH)2 =
(
O(h2) 0
0 D2 +O(h)
)
.
De plus, pour tout m ≥ 3, on a
(hH)m =
(
o(h2) 0
0 Dm +O(h)
)
.
On obtient don
U =
(
I − ih(HS + γ0I) +O(h2) 0
0 I − ihM + (e−iD − I) +O(h)
)
, (6.10)
e qui donne les oeients de la matrie de U dans la base B, qui sont des opéra-
teurs sur HS, à des préisions O(h) et O(h2).
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Supposons que l'état d'équilibre thermodynamique à une température inverse β
est donné par
ρβ =
1
Z
e−β(HR−µN),
où
- Z = Tr(e−β(HR−µN)),
- N = diag (0, 1, ..., n) est un opérateur sur Cn+1,
- µ est un salaire, appelé potentiel himique.
Notons que le petit système interagit ave une opie de la haîne atomique
⊗
N∗
Cn+1
si et seulement si µ ≤ 0. De plus, il est lair que la matrie densité ρβ est une matrie
diagonale dans la base B,
ρβ = diag (β0, β1, ..., βn),
où
βj =
ejµβe−βγj
e−βγ0 + eµβe−βγ1 + ...+ enµβe−βγn
, ∀j = 0, ..., n. (6.11)
Maintenant, nous allons étudier la loi de densité faible du modèle dérit i-
dessus. Pour ela, nous introduisons l'hypothèse prinipale qui onsiste à supposer
que la durée d'interation entre le petit système et une opie de la haîne
⊗
N∗
Cn+1,
h, est liée au potentiel himique µ de la manière suivante :
h2 = eβµ.
Ainsi, il est lair que h tend vers 0 si et seulement si la fugaité eβµ tend vers 0, i.e :
le potentiel himique tend vers −∞.
Lemme 6.3 On a
β0λ
0
1 = O(h),
β0λ
0
i = o(h), pour tout i ≥ 2,
β1λ
1
1 = O(h),
βkλ
k
i = o(h), pour tous i ≥ 1, k ≥ 1 tels que (i, k) 6= (1, 1),
βkλ
k
i λ
k
j = o(h), pour tous i, j ≥ 1 tels que i 6= j,
βk(λ
k
i )
2 = o(h), pour tous i, k ≥ 1 tels que i 6= k,
lim
h→0
βk(λ
k
k)
2 = 1, pour tout k ≥ 1.
Preuve: La preuve du lemme i-dessus est une onséquene immédiate des relations
(6.3), (6.4), (6.5), (6.6) et (6.11). 
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Dans la suite, notons que la matrie de l'opérateur unitaire e−iD est donnée dans
la base B par
e−iD = (Skl )1≤l,k≤n,
où Skl , k, l ∈ {1, ..., n} sont des opérateurs sur HS.
Maintenant, nous prouvons le résultat suivant.
Théorème 6.4 La solution V˜[t/h] de (6.2) onverge fortement, quand h tend vers
0, vers la solution unitaire de l'équation de Langevin quantique
dV˜t = − i(HS + γ0I)V˜tdt
+
N∑
j,k=1
(Sjk − δjkI)V˜t
( n∑
i=1
dai,ji,k(t)
)
, (6.12)
ave la ondition initiale V˜0 = I.
Preuve: D'après la relation (6.7), on a
U˜0,00,0 = Tr eH(ρβU).
Ainsi, grâe à la relation (6.10), on obtient
U˜0,00,0 = β0(I − ihHS + γ0hI) + β1(I − ihHS)
+ β2(I − ihHS) + ...+ βn(I − ihHS) +O(h2).
Cela implique
U˜0,00,0 = I − ih(HS + β0γ0I) + o(h). (6.13)
Maintenant, pour tous i, j ∈ {0, 1, ..., n} tels que (i, j) 6= (0, 0) et i 6= j, on a
U˜ i,j0,0 = Tr eH(ρβUX
i
j)
=
1√
βi
〈ei, ρβUej〉
=
√
βi〈ei, Uej〉.
Par onséquent, on obtient deux as :
- Si i = 0 ou j = 0, alors on a
U˜ i,00,0 = U˜
0,j
0,0 = 0. (6.14)
- Si i 6= 0 et j 6= 0, alors on obtient
U˜ i,j0,0 =
{
O(h) si i = 1
o(h) si i 6= 1. (6.15)
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De manière analogue, on prouve que
U˜0,00,l = U˜
0,0
k,0 = 0, ∀k, l ∈ {1, ..., n}. (6.16)
et que pour tous k, l ∈ {1, ..., n} tels que k 6= l, on a
U˜0,0k,l =
{
O(h) si k = 1
o(h) si k 6= 1. (6.17)
Notons maintenant que pour tous i 6= j, k 6= l et pour tous i, j, k, l ∈ {1, ..., n},
on a
U˜ i,jk,l = δik〈el, Uej〉.
Ainsi, on obtient
U˜ i,jk,l = 0, ∀i 6= k. (6.18)
De plus, on a
U˜ i,ji,l = 〈el, Uej〉 = Sjl +O(h). (6.19)
Pour tout i ∈ {1, ..., n}, le oeient U˜ i,i0,0 est donné par
U˜ i,i0,0 = Tr eH(ρβUX
i
i )
=
∑
j
βjλ
j
i 〈ej , Uej〉.
Notons que d'après le lemme 6.3, on a β0λ
0
1 = O(h), β1λ
1
1 = O(h), β0λ
0
i =
o(h), ∀i ≥ 2 et βjλji = o(h), pour tous i ≥ 1, j ≥ 1 tels que (i, j) 6= (1, 1). Ainsi, on
obtient
U˜ i,i0,0 =
{
O(h) si i = 1
o(h) si i ≥ 2. (6.20)
De la même manière, on prouve que
U˜0,0k,k =
{
O(h) si k = 1
o(h) si k ≥ 2. (6.21)
Maintenant, pour tous i, k, l ∈ {1, ..., n} tels que k 6= l, on a
U˜ i,ik,l = Tr eH(ρβ(X
k
l )
∗UX ii )
=
∑
j
βj√
βk
λjiδkj〈el, Uej〉
=
√
βkλ
k
i 〈el, Uek〉.
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Comme on a
√
βkλ
k
i = o(h) pour tous i, k, l ∈ {1, ..., n} tels que i 6= k, on obtient
U˜ i,ik,l = o(h), ∀ i 6= k. (6.22)
De plus, on a
U˜ i,ii,l =
√
νk√
νk−1
Sil +O(h). (6.23)
De manière analogue, on montre que pour tous i, j, k ∈ {1, ..., n} tels que i 6= j,
U˜ i,jk,k = o(h), ∀i 6= k (6.24)
et
U˜ i,ji,i =
√
νk√
νk−1
Sji +O(h). (6.25)
Soient i, k ∈ {1, ..., n}. Alors, on a
U˜ i,ik,k = Tr eH(ρβX
k
kUX
i
i )
=
n∑
j=0
βjλ
j
kλ
j
i 〈ej , Uej〉
=
n∑
j=1
βjλ
j
kλ
j
i (S
j
j − I) +
n∑
j=1
βjλ
j
kλ
j
i I + β0λ
0
kλ
0
i I + o(h).
Notons qu'on a
〈X ii , Xkk 〉 =
n∑
j=0
βjλ
j
kλ
j
i = δik.
Cela implique
U˜ i,ik,k = δikI +
n∑
j=1
βjλ
j
kλ
j
i (S
j
j − I) + o(h).
Ainsi, on obtient
U˜ i,ik,k = o(h), ∀ i 6= k (6.26)
et
U˜ i,ii,i = I + βi(λ
i
i)
2(Sii − I) + o(h). (6.27)
Maintenant, an d'appliquer le théorème 1.49, nous allons aluler les limites
suivantes
s− lim
h→0
U˜ i,jk,l − δ(i,j),(k,l)I
hε
i,j
k,l
,
où ε0,00,0 = 1, ε
0,0
k,l = ε
i,j
0,0 = 1/2 et ε
i,j
k,l = 0.
156
Notons que d'après (6.14), (6.16) et (6.18), on a U˜ i,00,0 = U˜
0,j
0,0 = 0 pour tous
i, j ∈ {1, ..., n} et U˜ i,jk,l = 0 pour tous i, j, k, l ∈ {1, ..., n} tels que i 6= k. De plus, les
égalités (6.15), (6.17), (6.20) et (6.21) impliquent que pour tous i, j, k, l ∈ {1, ..., n}
lim
h→0
U˜0,0k,l√
h
= lim
h→0
U˜ i,j0,0√
h
= 0.
En utilisant les relations (6.19), (6.23) et (6.25), on obtient
lim
h→0
U˜ i,ji,l = S
j
l ,
pour tous i, j, l ∈ {1, ..., n} tels que j 6= l. De plus, en tenant ompte des relations
(6.22), (6.24) et (6.26), on a pour tous i, j, k, l ∈ {1, ..., n} tels que i 6= k
lim
h→0
U˜ i,ik,l = lim
h→0
U˜ i,jk,l = lim
h→0
U˜ i,ik,k = 0.
L'égalité (6.13) implique
lim
h→0
U˜0,00,0 − I
h
= −i(HS + γ0I).
Finalement d'après les relations (6.19) et (6.27), on a
lim
h→0
(U˜ i,ji,j − I) = Sjj − I, ∀i, j ∈ {1, ..., n}.
Par onséquent, d'après le théorème 1.49, la solution de l'équation (6.2) onverge
fortement vers la solution unitaire de l'équation diérentielle
dV˜t = −i(HS + γ0I) V˜tdt
+
n∑
j, k = 1
j 6= k
SjkV˜t
n∑
i=1
dai,ji,k(t)
+
n∑
j=1
(Sjj − I) V˜t
n∑
i=1
dai,ji,j(t)
= −i(HS + γ0I) V˜tdt
+
n∑
j,k
(Sjk − δj,kI)V˜t
n∑
i=1
dai,ji,k(t),
ave la ondition initiale V˜0 = I, e qui prouve notre théorème. 
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Remarque 6.2 Si on pose
dAjk(t) =
n∑
i=1
dai,ji,k(t),
alors il est faile de vérier que l'équation (6.12) peut être interpretée omme une
équation de Langevin quantique dénie sur HS ⊗ Γs(L2(R+,Cn2)). Ainsi, sur et
espae, l'équation (6.12) s'érit
dV˜t = −i(HS + γ0I) V˜tdt
+
n∑
j,k
(Sjk − δjkI)V˜tdAjk(t).
De plus, les bruits quantiques dAjk(t), j, k ≥ 1 satisfont la table d'Ito. En eet
dAjk(t)dA
m
l (t) =
( n∑
i=1
dai,ji,k(t)
)( n∑
i=1
dai,mi,l (t)
)
=
n∑
i1,i2=1
dai1,ji1,k(t)da
i2,m
i2,l
(t)
=
n∑
i1,i2=1
δ(i1,j),(i2,l)da
i2,m
i1,k
(t)
= δjl
n∑
i=1
dai,mi,k (t)
= δjldA
m
k (t).
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Résumé
En méanique statistique quantique, un système quantique ouvert représente un petit
système de degré ni de liberté en interation ave un système extérieur très grand.
Pour dérire ette interation, les physiiens et les mathématiiens utilisent souvent
deux approhes : l'approhe markovienne et l'approhe hamiltonienne.
Nous omparons systématiquement les approhes hamiltonienne et markovienne dans
les as des modèles de spin-boson et de Pauli-Fierz. Ensuite, nous présentons un modèle
lindbladien pour une haîne de N spins ouplée à des bains thermiques. Puis, nous étudions
le lien entre les interations quantiques répétées et la loi de densité faible. Finalement,
nous étudions les propriétés des équations d'évolutions disrètes assoiées aux modèles
d'interations répétées, qui sont dirigées par des bruits disrets lassiques.
