This review first gives an overview on the concept of fractal geometry with definitions and explanations of the most fundamental properties of fractal structures and processes like self-similarity, power law scaling relationship, scale invariance, scaling range and fractal dimensions. Having laid down the grounds of the basics in terminology and mathematical formalism, the authors systematically introduce the concept and methods of monofractal time series analysis. They argue that fractal time series analysis cannot be done in a conscious, reliable manner without having a model capable of capturing the essential features of physiological signals with regard to their fractal analysis. They advocate the use of a simple, yet adequate, dichotomous model of fractional Gaussian noise (fGn) and fractional Brownian motion (fBm). They demonstrate the importance of incorporating a step of signal classification according to the fGn/fBm model prior to fractal analysis by showing that missing out on signal class can result in completely meaningless fractal estimates. Limitation and precision of various fractal tools are thoroughly described and discussed using results of numerical experiments on ideal monofractal signals. Steps of a reliable fractal analysis are explained. Finally, the main applications of fractal time series analysis in biomedical research are reviewed and critically evaluated.
Introduction
Living organisms are complex both in their structures and functions. Parameters of human physiological functions such as arterial blood pressure (Blaber et al 1996) , breathing (Dirksen et al 1998) and heart rate (Huikuri et al 2000) , etc, are not stable but do fluctuate in time (Glass 2001) . The actual pattern of these fluctuations results from an interaction between disturbances from the external or internal environments and actions on the part of control mechanisms attempting to maintain the equilibrium state of the system. The actual value of a parameter is measured by some form of a receptor whose signal is then compared by a control centre to an internal reference value, the set-point. The difference in the two, the error signal, determines the direction and magnitude of change that brings the actual value of the controlled parameter near the set-point. The homeostatic view of physiological control places emphasis on the constancy of the controlled parameter in spite of its evident fluctuations around the set-point. Temporal fluctuations, however, can also result from intrinsic sources, such as the activity of organism or ageing both affecting the set-point to varying extent. Hence the homeodynamic concept of physiological control seems more realistic (Goodwin 1997) . Understanding the actual mechanisms involved is usually attempted in two ways: (i) the reductionistic approach identifies the elements of the system and attempts to determine the nature of their interactions; (ii) the holistic approach looks at detailed records of the variations of the controlled parameter(s) and seeks a consistent pattern indicative of the presence of a control scheme. These approaches are not mutually exclusive; they are indeed often used together. Both use mathematical (e.g. statistical) methods and lately mathematical models for rendering the findings conclusive or shaping and strengthening the hypotheses.
Fluctuations in physiological systems are nonperiodic. Stochastic, chaotic and noisy chaotic models can mathematically treat these patterns. The stochastic (random) models assume that the fluctuations result from a large number of weak influences. The chaotic models conceptualize that strong nonlinear interactions between a few factors shape the fluctuations. A combination of these two into the noisy chaotic model is possible. Among the stochastic approaches, the fractal models give the best description of reality. In this review we concentrate on the fractal analysis of time series capturing the nonperiodic fluctuations of physiological systems.
The classic theory of homeostasis focused on the set-point as determined by the mean of the physiological signal, the fluctuations around the mean were thus discarded as 'noise'. Research of the last decades revealed that the homeodynamic and holistic concepts, such as fractal and nonlinear analyses could be very useful in understanding the complexity of physiological functions. They revealed that (i) physiological processes can operate far from equilibrium; (ii) their fluctuations exhibit a long-range correlation that extends across many time scales; (iii) and underlying dynamics can be highly nonlinear 'driven by' deterministic chaos. In our view the fractal and chaotic approaches are not mutually exclusive, because they present two ways of looking at physiological complexity . The fractal approach is aimed at demonstrating the presence of scale-invariant self-similar features (correlation, memory) in a detailed record of temporal variations of a physiological parameter, while the very same record can also be analysed according to the concept of deterministic chaos attempting to find the minimal set of often simple differential equations capable of producing the erratic, random dynamics of time series on deterministic grounds.
Concept of fractal geometry
Fractal geometry is rooted in the works of late 19th and early 20th century mathematicians who found their fancy in generating complex geometrical structures from simple objects like a line, a triangle, a square, or a cube (the initiator) by applying a simple rule of transformation (the generator) in an infinite number of iterative steps. The complex structure that resulted from this iterative process proved equally rich in detail at every scale of observation, and
Initiator
Generator Fractal 2D Sierpinski triangle 3D Menger sponge Figure 1 . Ideal, mathematical fractals. These structures can be generated by repetitively applying a single rule of generation (generator) to the object on subsequent scales starting out with the one on the largest (initiator). Note that this procedure in a mere three generations result in a complex, self-similar structure (fractal).
when their pieces were compared to larger pieces or to those of the whole, they proved similar to each other (see von Koch curve, Sierpinski gasket, Menger sponge (figure 1), Cantor set, Peano and Hilbert curve (Peitgen et al 1992) ). These peculiar-looking geometrical structures lay dormant until Benoit Mandelbrot realized that they represent a new breed of geometry suitable to describe the essence in the complex shapes and forms of nature (Mandelbrot 1982) . Indeed, traditional Euclidean geometry with its primitive forms cannot describe the elaborated forms of natural objects. As Mandelbrot (1982) put it: 'Clouds are not spheres, mountains are not cones, coastlines are not circles, and bark is not smooth, nor does lightning travel in a straight line.' Euclidean geometry can handle complex structures only by breaking them down into a large number of Euclidean objects assembled according to an equally large set of corresponding spatial coordinates. The complex structure is thus converted to an equally complex set of numbers unsuitable to grab the essence of a design or to characterize its complexity. In nature, similarly to the iterative process of the von Koch curve, complex forms and structures, such as a tree, begin to take shape as a simple initiator, the first sprout that is, and evolve by reapplying the coded rule of the generator by branching dichotomously over several spatial scales. A holistic geometrical description of a tree is thus possible by defining the starting condition (initiator), the rule of morphogenesis (generator) and the number of scales to which this rule should be applied (scaling interval).
Properties of fractal structures and processes
Unlike Euclidean geometry that applies axioms and rules to describe an object of integer dimensions (1, 2 and 3), the complex geometrical objects mentioned above can be characterized by recursive algorithms that extend the use of dimension to the noninteger range (Hermán et al 2001) . Hence, Mandelbrot named these complex structures fractals emphasizing their
Exact fractal Statistical fractal
Pial arterial network Mandelbrot tree Figure 2 . Two basic forms of fractals. Using the example of spatial fractals, the two basic forms of fractals are demonstrated. An exact fractal is assembled from pieces that are an exact replica of the whole, unlike the case of statistical fractals where exact self-similar elements cannot be recognized. These structures, like the skeletonized arborization of a pial arterial tree running along the brain cortex of the cat, are fractals, too, but their self-similarity is manifested in the power law scaling of the parameters characterizing their structures at different scales of observation.
fragmented character, and the geometry that describes them as fractal geometry using the Latin word 'fractus' (broken, fragmented). Fractals cannot be defined by axioms but as a set of properties instead, whose presence indicates that the observed structure is indeed fractal (Falconer 1990 ).
Self-similarity
Pieces of a fractal object when enlarged are similar to larger pieces or to that of the whole. If these pieces are an identical rescaled replica of the other, the fractal is exact (figure 2). When the similarity is present only in between statistical populations of observations of a given feature made at different scales, the fractal is statistical. Mathematical fractals such as the Cantor set or the von Koch curve are exact; most natural fractal objects are statistical.
Self-similarity needs to be distinguished from self-affinity. Self-similar objects are isotropic; i.e. the scaling is identical in all directions, therefore when self-similarity is to be demonstrated the pieces should be enlarged uniformly in all directions. Self-affine objects are also fractals, but scaling is anisotropic, i.e. in one direction the proportions between the enlarged pieces are different from those in the other. This distinction is, however, often smeared and for the purpose of being more expressive, self-similarity is used when self-affinity is meant (Beran 1994) . Formally, physiological time series are self-affine temporal structures, because the units of their amplitude is not time (figure 3) (Eke et al 2000) .
Power law scaling relationship
When a quantitative property, q, is measured in quantities of s (or on scale s, or with a precision s), its value depends on s according to the following scaling relationship:
When the object is not fractal, the estimates of q using progressively smaller units of measure, s, converge to a single value. (Consider a square of 1 × 1 m, where q is its diagonal. Estimates of q in this case converge to the value of √ 2 m.) For fractals, q does not converge but, instead exhibits a power law scaling relationship with s, whereby with decreasing s it increases without any limit q = ps ε (2) (Eke et al 2000) . The first 640 elements of the 2 17 elements of the LDF time series are shown that were 3.2 s long in real time. Note the spontaneous, seemingly random (uncorrelated) fluctuation of this parameter. Scale-independent, fractal temporal patterns in these blood cell perfusion fluctuations can be revealed. Compare the segments of this perfusion time series, displayed at different resolutions given by R shown on the right. If any enlarged segment of the series is observed at scale s = 1/R and its amplitude is rescaled by R H , where H is the Hurst coefficient, the enlarged segment is seen to look like the original. The impression is that the segments have a similar appearance irrespective of the timescale at which the signal is being observed. The degree of randomness resulting from the range of excursions around the signal mean blending different frequencies into a random pattern, indeed seems similar. Because scaling for this structure is anisotropic in that in one direction (time) the proportions between the enlarged pieces is different than in the other (amplitude of perfusion), this structure is not self-similar but self-affine. (For this particular time series H = 0.23.)
where p is a factor of proportionality (prefactor) and ε is a negative number, the scaling exponent. The value of ε can be easily determined as the slope of the linear regression fit to the data pairs on the plot of log q versus log s:
Data points for exact fractals are lined up along the regression slope, whereas those of statistical fractals scatter around it (figure 4) since the two sides of equation (3) are equal only in distribution.
Scale-invariance
The ratio of two estimates of q measured at two different scales, s 1 and s 2 , q 2 /q 1 depends only on the ratio of scales (relative scale), s 2 /s 1 , and not directly on the absolute scale, s 1 or s 2 Figure 4 . Power law scaling relationship for exact and statistical fractals. The scaling exponent, ε, relating to a quantitative property of the object, q, observed at a scale, s, can be easily determined based on equation (3) on a log-log scale of q versus s. Data points for exact fractals (Mandelbrot tree of figure 2) are lined up along the regression slope, whereas those of a statistical fractal (pial arterial network of figure 2) are scattered along it, since for these fractals equation (3) equals only in distributions.
scale-invariant property of fractals. What is behind this scale-invariance is the self-similarity of fractals: quantitative properties of the pieces because the uniform geometrical structure depends only on the ratio of the scales and not on the absolute scale. With regard to the von Koch curve in figure 1, if property q is considered its length and is measured with a 1/3 shorter stick, due to the emergence of newer infoldings of the structure it will be found q 2 /q 1 = 4/3 times longer, which yields a scale-invariant scaling exponent
Equation (4) holds only for exact fractals. For statistical fractals the two sides of equation (4) are equal only in distribution (= d must be used instead of =)
Scaling range
For natural fractals scale-invariance holds only for a restricted range of the absolute scale (Avnir et al 1998) and these fractals are often referred to as prefractals . The upper limit of validity, or the upper cut-off point of equation (7), s max , for prefractals falls into the range of the size of the structure itself, likewise the lower cut-off point, s min , falls into the dimensions of the smallest structural elements. The scaling range, SR, is given in decades SR = log 10 (s max /s min ).
Euclidean, topological and fractal dimensions
The Euclidean or embedding dimension, E, is an integer indicating that the considered geometrical object is found on a line (E = 1), on a plane (E = 2), or in three space (E = 3). E gives the number of coordinates needed to determine the position of a point of the object in space, as it follows from the concept of dimensions in Euclidean geometry.
The topological dimension, D T , indicates the numbers needed to determine the position of a point on the actual geometrical structure. Lines, surfaces and three-dimensional solids have D T of 1, 2, and 3. Note, however, that because D T E, for the warped surface shown in figure 5 D T = 2 and E = 3. The fractal dimensions, D, although having multiple definitions, have one thing in common: their value is usually a noninteger, fractional number, hence this dimension is referred to as fractal. For this very reason Mandelbrot named these structures fractals. D is related to the scaling exponent of a given attribute of the object in a simple, straightforward manner and characterizes one specific feature of a fractal. Mandelbrot defined fractals as structures with D T D E. Self-similarity dimension (D ss ). D ss tells how many structural units of the observed object (i.e. line segments of the von Koch curve), N, are seen at a given resolution, R = 1/s
D ss can only be determined for an exact fractal, which strictly obeys a single iterative rule of generation, like the von Koch curve. For this structure D ss = 1 − ε, where ε here is the scaling exponent of the length of the curve , thus using equation (5) D ss yields 1.2619. As its fractal (fractional) dimension suggests, this structure indeed occupies more space than a line (E = 1) but less than a 2D surface (E = 2). Capacity dimension (D cap ) and its simplest implementation, the box-counting dimension (D box ). The concept of capacity dimension was developed to estimate D ss for real, nonexact, statistical fractals. D cap is a generalization of D ss and is calculated as follows. It uses 'balls' whose dimension equals E of the space in which the object is embedded. For E = 1 the ball is a line segment of length 2r, for E = 2 it is a circle with radius r, and for E = 3 it is a sphere with radius r. The object is to be covered by balls so that its every point is enclosed within at least one ball. It is important to note that overlapping balls are allowed. The minimum number of balls of size r needed to cover the object, N(r), is found, then r is decreased and N(r) is found again. D cap tells how the number of balls needed to cover the object changes as the size of the ball is decreased .
and the radius of the ball covering the whole object is 1. Equation (9) gives a precise mathematical definition of D cap , but it does not allow for an effective calculation of it. D box is a practical implementation of the algorithm of D cap . It uses a nonoverlapping grid of boxes instead of overlapping balls, which greatly simplifies the procedure and makes the calculation of D applicable to traced 2D or 3D objects feasible. The essence of this method is to cover the image or structure by this grid of nonoverlapping boxes of various edge lengths, L = 1/R, and to determine the number of boxes covering any part of the object N. N is determined for progressively smaller box sizes. D box is given as the slope of a linear regression fit to data pairs on a log-log plot of N as a function of R
and the edge length of the box containing the whole object is 1. The fractal dimension for a line segment, square and cube equals the Euclidean and the topological dimension and are 1, 2, and 3, respectively. For 2D and 3D fractals, D falls in between these landmark values and gives a good characterization of the space-filling properties of the structure. The more D differs from D T and is closer to E, the more the structure invades the Euclidean space. At the beginning, Mandelbrot emphasized the fractional value of D. He also noted, however, that fractals could be found with integer D like the Peano curve whose D = 2 (Mandelbrot 1982 , Peitgen et al 1992 . Self-similarity is therefore a more important attribute of fractals than their noninteger, fractal dimensions. Definitions of the fractal character of physiological signals are very diverse in the literature. One finds terms like 'self-similar signal (or process)', '1/f noise', 'long-memory process', 'power-law process', 'fractional Gaussian noise (fGn)', 'fractional Brownian motion (fBm)', and 'fractional ARIMA process (fARIMA)'. Each of these terms has its own definition and in fact they are interrelated in specific ways that will be explored in the following.
Concept and methods of fractal time series analysis
The aim of fractal time series analysis is to identify the presence of one or more of the following fundamental features: self-similarity, power law scaling relationship and scaleinvariance. Fractal analysis of time series cannot be done without an a priori notion of a model incorporating the most essential features of the underlying physiological process(es). The analytical tool should be selected according to the proposed model. Fractal methods are diverse, but their approaches have one thing in common in that they employ equation (2) in fitting their proposed model to data pairs of log feature versus log scale for finding the scaling exponent, ε, from the regression slope. The working hypothesis is that behind the complexseemingly random-fluctuations of the signal one may find a time-invariant mechanism that one would wish to describe in the smallest possible number of parameters.
A time series is defined as a discrete series, x i , for i = 1, . . . , N, and is a sampled representation of a temporal process or signal, x(t) sampled at equal intervals in time, t. The sampling frequency, f s = 1/ t. The length of the series is often referred to as N, that should clearly be discerned from the actual length (duration) of the series in real time, T = N t.
A time series is therefore a digital signal, thus its analysis is often called digital signal processing (Weitkunat 1991) . Methods of time series analysis can be used in cases when x varies not in time but space, in which case the notion of time series is extended to all ordered sequences of observed data. Temporal (or for that matter, spatial) sampling requires the constancy of the sampling interval, in which case the resultant series is equidistant. Application criteria of the analytical methods are often relaxed, hence they seem to work on nonequidistant datasets, too. Caution is warranted, though, since nonequidistant datasets do require special analytical treatment.
The term 'fractal time series' in the literature in general refers to a single fractal or monofractal temporal signal. Multifractal time series are heterogeneous, self-similar only in local ranges of the structure, their fractal measure does vary in time; hence they can be characterized by a set of local fractal measures , Ivanov et al 1999 . This review is about monofractal time series analysis only, for its methods are widely used in biomedical research in contrast with those for multifractal analyses which are making their first, though by no means promising, steps towards a wider scope of application (Ivanov et al 1999) .
Time domain methods
If data are collected as a function of time, the series containing these data is said to be in the time domain. Analyses done on signals without any prior transformation are referred to as time domain methods (Weitkunat 1991), aimed at identifying the statistical dependence of the elements of the time series in contrast to descriptive statistical approaches providing such measures as the mean, standard deviation etc that treat the elements of the sample as independent events. In this sense, these two approaches are complementary. In fact, some fractal time domain methods like dispersional analysis, scaled windowed variance, or detrended fluctuation analysis etc do take descriptive statistical measures of the time series although in a scale-dependent manner that allows revealing of the scale-invariant properties.
A fundamental property of a signal that the physiologist must be aware of is its stationarity. We will see below that it bears importance in fractal analysis of time series too, because stationary and nonstationary signals require different methods in their analyses. For a stationary signal the probability distribution of signal segments is independent of the (temporal) position of the segment and segment length,which translates into constant descriptive statistical measures such as mean, variance, correlation structure etc over time ( figure 6 ).
According to a simple, yet realistic dichotomous model, signals are seen as realizations of one of two temporal processes: fractional Brownian motion (fBm), and fractional Gaussian noise (fGn) (Eke et al 2000) . The fBm-signal is nonstationary (figure 6) with stationary increments. Physiological signals are generally nonstationary. An fBm signal, x, is selfsimilar in that its sampled segment x i,n of length n is equal in distribution to a longer segment x i,sn of length sn when the latter is rescaled (multiplied by s −H ). This means that every statistical measure, m n , of an fBm time series of length n is proportional to n H
where H is the Hurst-coefficient and p is a suitable prefactor. H ranges between 0 and 1. H approaching 1 describes a signal of smooth appearance, while H close to 0 is one with rough structuring ('hairy' appearance). Increments y i = x i − x i−1 of a nonstationary fBm signal yield a stationary fGn signal and vice versa, cumulative summation of an fGn signal results in an fBm signal (figure 7). By definition they have the same H as their fractal measure. Note that most methods listed below that have been developed to analyse statistical fractal processes, thereby applicable in physiology, share the philosophy of equation (12) in that in their own ways all attempt to capture the power law scaling in the various statistical measures of the evaluated time series.
Note, that the quantitative properties (in equation (2): q) of a process as captured in its statistical measures (in equation (12): m), the scale (in equation (2): s) at which the process is investigated as determined by the width of the observation window (in equation (12): n) relate in the same power law manner for temporal and spatial fractals alike. Equation (2) gives the overall formalism of the fractal power law relationship, while equation (12) adapts it to the specific case of a statistical temporal fractal process. . DHM produces an fGn signal, whose cumulatively summed series yields an fBm signal. These two signals differ in their variance (lower panels) in that the fGn signal is stationary, hence its variance is constant, unlike that of the nonstationary fBm signal whose variance increases with time. This difference explains why the analysis of these signals in the time domain require special methods capable of accounting for the long-term fluctuations and increasing variance in the fBm signal. Hurst (1951) when confronting the question of how high the Aswan dam had to be built so that it would contain the greatly varying levels of the Nile within a given window of observation, n (figure 8). The logic he followed was governed by the three criteria of an ideal reservoir: (1) the outflow is uniform, (2) the level is the same at the beginning and at the end of the observation window, (3) the reservoir never overflows . He looked at restrospective records of water levels, x i , which are proportional to the velocity of water inflow to the dam. Hurst assumed a uniform outflow, which can be calculated as the mean of the varying inflow. The time series of the increase in water volume in the container is given by the summed difference of inflow and outflow
Hurst's rescaled range analysis (R/S). The first method for assessing H was invented by
The range of y j , R = y max − y min , determines how high the dam should be built. In addition, Hurst divided the range by the standard deviation of inflow fluctuations, S, and found much to the surprise of contemporary statisticians that R/S n showed a power law scaling relationship with the length of observation n
where p is a prefactor. This method is now known as Hurst's rescaled range (R/S) analysis. His work led Mandelbrot and Wallis (1969) to discover the widespread occurrence of self-similar fluctuations in natural phenomena. The R/S analysis is a rather complex method, which is applicable to fGn signals or to differenced fBm signals. (Eke et al 2000) . The appearance of the fBm signal with H = 0.1 is rather 'hairy' due to the strong anticorrelation in between the successive differences (increments) of this series, while due to the noisy appearance of the fGn signals this cannot readily be seen for the fGn signal with H = 0.1. The case of H = 0.9 shows the correlated structuring of fractal motion and noise signals.
Autocorrelation analysis (AC).
The aim is to determine to what extent the value of one given event, x i , of the time series depends on its past values k lag apart, x i−k . The k-lag autocorrelation coefficient, ρ k , defines how strongly the momentary value of the signal depends on the one k lag before. The k-lagged autocorrelation may be positive, zero, or negative within boundaries of 1 and -1 (figure 9, note that for fGn signals the lower bound is −0.5!). A positive correlation indicates that the trend of deviation of x i and x i−k relative to the mean of the signal is in the same direction, while with negative values of ρ k the trend is opposite (anticorrelation). Estimates of autocorrelation for lags k = 0, 1, . . . , can be calculated aŝ
The autocorrelation function of an fGn-signal with 0
where H is the Hurst-coefficient of the fBm signal whose increments yield the fGn signal in question. Equation (15) can be derived from equation (12) (Beran 1994) . The closer H is to 1 the slower ρ k decays, in other words the longer is the memory of the process (figure 9). On this ground, fractal signals are often called long-memory processes. Note, however, that in the mathematical sense long-memory correlation (or long-range dependence) is for 0.5 < H < 1 (Beran 1994) , hence H = 0.5 when there is no correlation in the fGn signal (a typical random white noise), and when H < 0.5 the fGn signal shows anticorrelation (Eke et al 2000) . The correlation for the nearest neighbours were determined by van Beek et al (1989) as
Water level (fGn signal)
Cumulative difference of inflow and outflow (fBm signal) Bassingthwaighte and Beyer (1991) worked out a method to determine H by fitting the theoretical autocorrelation function (equation (15) to the first few estimates of ρ k obtained by equation (14). This method is termed autocorrelation analysis and can be applied to fGn signals or to differenced fBm signals.
Scaled windowed variance analyses (SW V ). Fluctuations of a parameter over time can be characterized by calculating the variance, or according to equation (17) its square root, the standard deviation
For fBm processes of length N when divided into nonoverlapping windows of size n (figure 10)-as equation (12) predicts-the standard deviation within the window, σ n , depends on the window size n in a power law fashion:
This method, originally introduced by Mandelbrot (1985) was further developed by Peng et al (1994) . By taking the logarithm of equation (18) the following practical formula is obtained: (15) is shown as a function of the lag, k, of the elements in the series. The correlation is maximum (ρ k = 1) at lag 0, a trivial case. The correlation decays slower than an exponential function of time (lag) for cases H > 0.5, a phenomenon which is termed long-memory or long-range dependence. At the level of H = 0.5 (uncorrelated white noise) ρ k = 0. Anticorrelated fractal noises have negative nearest neighbour correlations (−0.5 < ρ k < 0) (van Beek et al 1989) .
H can be found as the slope of the linear regression fit to the data pairs on the plot of log σ n versus log n. In practice, σ n 's calculated for each segment of length n of the time series are averaged for the signal at each window size. Note, that n cannot vary from 1 to N, because using too short (N pieces of length n = 1) or too few (1 piece of length n = N ) segments would distort the result. The standard method applies no trend correction. Trends in the signal seen within a given window can be corrected either by subtracting a linearly estimated trend (line-detrended version) or the values of a line bridging the first and last values of the signal (bridge-detrended version, bdSWV) . This method can only be applied to fBm signals or cumulatively summed fGn signals.
Dispersional analysis (Disp).
This statistical approach-originally using relative dispersion of spatial data-was introduced by Bassingthwaighte (1988) . Later it was extended to the temporal domain (Bassingthwaighte and Raymond 1995) . It is similar to SWV with the difference being that σ is the standard deviation of the windows' means (figure 10)
This method can only be applied to fGn processes or to differenced fBm signals. Peng et al (1994) , was developed to improve on root mean square analysis of highly nonstationary data, by removing nonstationary trends from long-range-correlated time series. First the signal is summed and the mean is subtracted 
Detrended fluctuation analysis (DFA). This method, introduced by
Figure 10. Basic concept of dispersional (Disp) and scaled windowed variance (SWV) methods. These are time domain methods. The signal for Disp was generated by the DHM method and cumulatively summed for SWV according to the relations of the fGn/fBm model shown on the left. Disp and SWV are similar in that they calculate the same descriptive statistical measures as a function of scale for the purpose of deriving the transscale parameter, H. For Disp the local measure is the mean (µ), the partition-based measure is the standard deviation of local means (σ µ ), for SWV the local measure is the standard deviation (σ ), the partition-based measure is the mean of local standard deviations (µ σ ).
Then the local trend y j,n is estimated in nonoverlapping boxes of equal length n, using a least square fit on the data. For a given box-size n the fluctuation is determined as a variance upon the local trend, i.e. the root mean square (RMS) of differences from it,
in which the DFA method is closely related to the line-detrended SWV method. Recall that SWV computes standard deviation relative to the mean, after subtracting the local trend, while DFA directly calculates the standard deviation-like measure, RMS variance, upon the local trend. For self-similar fBm processes of length N with nonoverlapping windows of size n the fluctuation, F, depends on the window size n in a power law fashion
and log F n = log p + α log n.
If x i is an fGn signal, then y j will be an fBm signal. F n then is equivalent to m n of equation (12) yielding
; therefore in this case α = H. If x i is an fBm signal then y j will be a summed fBm signal. Then F n = d pn H +1 , where α = H + 1 (Peng et al 1994) .
Frequency domain methods
The time domain is not the only domain in which sampled data could be represented. Out of the many domains resulting from transformations of time series data, one of the most useful is the frequency domain (Weitkunat 1991).
Power spectral density analysis (PSD, periodogram method, Fourier analysis).
A time series can be represented as a sum of cosine wave components of different frequencies
where A n is the amplitude and ϕ n is the phase of the cosine-component with ω n angular (i.e.
n ( f n ) functions are termed as amplitude, phase and power spectrum of the signal, respectively. These spectra can be determined by an effective computational technique, the fast Fourier transform (FFT). The power spectrum (periodogram, power spectral density or PSD) of a fractal process is a power law relationship
where β is termed spectral index. Signals with this form of power spectrum are referred to as 1/f noise. The power law relationship expresses the idea that as one doubles the frequency the power changes by the same fraction (2 −β ) regardless of the chosen frequency, i.e. the ratio is independent of where one is on the frequency scale. The signal has to be preprocessed before applying the FFT, which means subtracting the mean, multiplying with a parabolic window (windowing) and bridge detrending (endmatching). After calculating the power spectrum using a FFT, the high-frequency part of the spectrum should be excluded before fitting the regression line (Fougere 1985 , Eke et al 2000 . 1/f noises with -1 < β < 1 and 1 < β < 3 are almost identical with fGn and fBm signals, respectively (Beran 1994) . Disregarding the almost has led to some misunderstanding and misinterpretation in fractal time series analysis (see below).
Coarse graining spectral analysis (CGSA) separates the fractal and the harmonic components in the signal and can thus estimate the spectral index, β, without the interference of the latter (Yamamoto and Hughson 1991) . The power of the fractal components can also be given as a per cent fraction. Its concept is based on the self-affine structuring of the fractal processes as defined by equations (11) and (12). When an n length segment of an N length signal is rescaled in intensity by (n/N ) H , the original signal and its rescaled (coarse-grained) segment remain equal in distribution in all of their statistical measures. The cross-power spectrum of the two is obtained by calculating the power from the spectral estimates of the original and the coarse-grained series. If the original signal is a fractal process, the cross-power spectrum equals that of the original. In the case of a simple harmonic signal, the cross-power spectrum approaches 0. Based on these relations, a mixed signal yields a cross-power spectrum of the broad band 1/f, fractal type. Hence, a ratio of the summed cross-power and that of the original gives the relative power of the fractal fraction in the signal. This original version of the method had to be improved since a pure harmonic signal with frequencies scaled by (n/N) was seen by the original method as pure fractal. This problem later was eliminated by testing for the phase angle of the coarse-grained spectrum (Yamamoto and Hughson 1993 ). The phase relationship in the fractal time series is random, while in the harmonic oscillations it is fixed, thereby allowing a discrimination of fractal and harmonic components. Following their separation, β is calculated from the fractal power slope, the slope of the log-log fractal power spectrum as shown earlier.
Time-frequency (time-scale) domain analysis
Dennis Gabor (1946) adapted the Fourier transform to analyse only small segments of the signal at a time-a technique called windowing the signal-and produced the short-time fourier transform (STFT). STFT maps a signal into a two-dimensional function of time and frequency. It provides simultaneous information about the location in time and the particular frequency at which a signal event occurs. However, this information is of limited precision determined by the size of the window, which is the same for all frequencies. Many signals require a more flexible approach.
Fractal wavelet analysis represents a windowing technique with variable-sized regions thus allowing an equally precise characterization of low-and high-frequency dynamics in the signal. A wavelet is a waveform of limited duration with an average value of zero. Fourier analysis breaks up a signal into cosine wave components of various frequencies. The wavelet analysis breaks up a signal into shifted and stretched versions of the original wavelet. In other words, instead of a time-frequency domain it rather uses a time-scale domain, which is extremely useful in the fractal analysis. The Hurst coefficient can be estimated in three ways: by the wavelet transform modulus maxima method (WTMM) (Arnéodo et al 1995) , the wavelet packet analysis (Jones et al 1996) , and the averaged wavelet coefficient (AWC) method (Simonsen and Hansen 1998) , the latter being the most effective and the easiest to implement (figure 11). The shifted (translated) and stretched (dilated, scaled) versions of the original wavelet function ψ(t) can be defined as
where the scale (dilation) parameter is a > 0, and the translation parameter −∞ < b < ∞. The continuous wavelet transform (CWT) of a given a function x(t), is defined as
Here ψ a,b * (t) denotes the complex conjugate of ψ a,b (t). From equation (11), one can easily derive how the self-affinity of an fBm signal x(t) determines its CWT coefficients:
The AWC method is based on equation (30) (Simonsen and Hansen 1998) . This method can be applied to fBm signals or to cumulatively summed fGn signals. shown as an intensity scale on the right. Its values are averaged at every step of scale, a, yielding the AWC shown in the intensity code on the right. The Hurst coefficient is estimated from the slope of log AWC versus log a. In the given example the true and estimated H's are very similar, which is indicative of the precision of this method.
Linear system analysis of fractal time series (fARIMA)
This approach builds on the memory in the analysed system. Any given value x i of the time series depends on the preceding values with lags k = 1, . . . , r as a linear combination of the values within this range. The simplest variant of the ARIMA (autoregressive integrated moving average) models is the AR(r) model (autoregressive model of order r). It can be formulated as (Beran 1994 )
where α k are the autoregressive coefficients. The value of x i -in addition to previous values of the series-is also modified by a random noise ε i , which represents a noisy perturbation acting on the system. The value of α k can be estimated bŷ
In the fAR (fractional AR) model for α k the following equation holds:
For large lag k we have
from where the Hurst coefficient, H, can be obtained. This model can be applied to an fGn signal or to a differenced fBm signal.
Methods of signal classification
The fGn/fBm dichotomous model is simple, yet effective in providing a framework for understanding the basic characteristics of random statistical processes with self-similar scaling properties. The signals in physiology can be regarded as analogous to one of these two cases of discretely sampled fractal processes. From the above survey of fractal tools it follows that some of them can either be applied to stationary fractional Gaussian-type or the nonstationary fractional Brownian-type signals, at least in particular cases after cumulative summing of the former or differencing of the latter (Eke et al 2000) . As shown above, signals must be classified according to this model prior to analysis, a circumstance not clearly recognized earlier (Eke et al 2000) .
Classification by the power spectral analysis (its improved variant, low PSD w,e ). Signal classification should begin with the application of the PSD method, since it can be applied to fractal noises and motions alike and provides a basic parameter of a time series, its spectral index, β. The purpose is to determine the signal class based on β. This can best be found if the high-frequency spectral estimates are excluded from fitting for the spectral slope, −β (Eke et al 2000) . If the estimate of β,β < 1 then the signal is fGn, ifβ > 1 then it is fBm with some range of uncertainty in between. Classification by the detrended fluctuation analysis (DFA) (Peng et al 1994) is possible based on the value ofα. Ifα < 1 then the signal is fGn, ifα > 1 then it is fBm with some range of uncertainty in between.
Classification by the signal summation conversion method (SSC). This method was recently developed by Eke et al (2000) in order to refine the analysis near the fGn/fBm boundary. First it converts an fGn to an fBm signal or an fBm to a summed fBm signal by calculating its cumulative sum. Then it applies bdSWV to calculate from the cumulant series the Hurst coefficientĤ . When 0 <Ĥ 1 the signal is an fGn withĤ =Ĥ . Alternatively, when H > 1 SSC finds the signal an fBm withĤ =Ĥ − 1.
Converting various fractal measures (spectral index, Hurst coefficient, fractal dimension, etc)
Although fractal methods differ in their operational domain and the way they produce quantitative measures of self-similarity, there are still common grounds in the 'fractal domain'. Examples: the Hurst coefficient (exponent, H), and the DFA-exponent (α) assume and characterize power law scaling in the time domain, and the spectral index (β) does the same in the frequency domain: they are still (almost) equivalent to each other. The wavelet fractal analysis operates in the time-scale domain and fARIMA is a linear system analysis. They in fact assume time domain power law scaling. The box-counting method generally used to calculate the fractal dimension of spatial objects can also be applied to a self-similar temporal signal (fBm) treating it as a picture, a two dimensional object (Peitgen et al 1992) . Irrespective of these differences, fractal measures do relate to each other in a simple manner as shown in table 1. A concise overview of most of these fractal measures and a pictorial demonstration of the corresponding signal character can be found in the paper of Eke et al (2000, figure 2 ). The most universal parameter is the spectral index, β, that covers the full range of the fGn/fBm model from the roughest fractal noise signals (β = −1) to the smoothest fractal motions (β = 3). Hence, β can be regarded as the base for converting fractal estimates, like from the H of SWV or Disp methods, to the α of the DFA. This way, a reliable comparison of reported fractal estimates obtained by different methods can be carried out. Note that D can be calculated for a self-similar signal of the fBm type only (see equation (11)). Also note that H is scaled between 0 and 1 irrespective of the class of the signal. Due to the dichotomy of the fGn/fBm model underlying the analysis, it is strongly recommended to report values of H along with the class of the signal as H fGn and H fBm (Eke et al 2000) . This practice will guarantee that values of H obtained by a class-specific method for the wrong (incompatible) class do not get published.
Limitations of fractal time series analysis
For some methods the limitations are better understood, than for others. Herewith, the cases of the PSD and AC methods are presented for they are fundamental in defining the two most important fractal properties of time series, power law scaling relationship of spectral power as a function of frequency (assessed by the PSD method by equation (27)) and the basically power law correlation structure (assessed by the AC method based on equation (15)).
The standard version of the power spectral density method is weak in estimating the true spectral index of exact fractal time series (Eke et al 2000) . One known problem is aliasing, an artifactual contribution to the power of spectral estimates aliased from beyond f s /2 (the Nyquist frequency, f N ) into ranges below it in a fashion mirroring the shape of the spectrum (figure 12). Selecting f s high enough to minimize the power at the Nyquist frequency could treat this problem. Beran (1994) pointed out that a fractal signal with an exact correlation structure (generated by the method of Davies and Harte (1987) ) deviates from a pure 1/f β power spectrum at high frequencies. This observation was confirmed by Eke et al (2000) in numerical experiments, which demonstrated that the high end of the frequency spectrum ( f s /8 < f < f s /2) needs to be excluded when fitting for the power slope to yield a reliable Figure 13 . Characterization of the power law fractal signal generated by the spectral synthesis method (SSM) and the exact fractal signal produced by the DHM method. These signals can be described in their autocorrelation (top) and power spectral densities (bottom). Autocorrelation functions of DHM signals exactly follow the prediction of equation (15) measure of power law scaling when exact self-similar signals generated by the Davies and Harte method based on equation (15) were used. The power spectrum and the autocorrelation function are interrelated in that the Fourier transform of the latter yields the power spectrum of the signal. Note, that high frequencies of the PSD function where dynamics are the fastest, are represented in the short lagged range of the AC function (figure 13). The long-lagged region of the AC function (at large k's) corresponds to the low-frequency range of the PSD function. The autocorrelation analysis does not use all the lags for estimating H, for longer lags proved statistically unreliable due to their values being close to 0. Usually the first five lags are used. Most of the signals in physiology are, however, dominated by low frequencies, hence the AC method can present problems in their analysis for it fits the high-frequency range of these signals where spectral estimates may well deviate from the ideal spectral slope ( figure 13 ). This limitation of the AC method in the analysis of physiological signals cannot be compensated-although would be logical-by using its long lagged values for fitting H because of their being in the unreliable range as mentioned above.
Evaluating the methods' performance
None of the methods we have looked at so far were ideal; they cannot be, for their performance even on ideal fractal signals will depend on the algorithmic implementation of testing for the presence of statistical self-affinity defined by equation (12) and the way the method and signal in question will 'interact'. Numerical testing on pure monofractal signals is helpful in providing a ranked list of methods according to their precision in estimating the fractal properties or signal class and in identifying cases when limitation of the method, or incompatibility of method and signal, can be demonstrated.
Generating ideal monofractal signals
Ideal fractal signals of known H can be synthesized based on the two properties of fractal time series: power law scaling in the time domain (equation (12)) and in the frequency domain (equation (27)). Based on power law scaling properties in the frequency domain defined by equation (27) and using the Fourier transform algorithm the spectral synthesis method (SSM) produces 1/f noises, which are almost exact fGn-or fBm-type signals, depending on the value of β used. The method of Davies and Harte (1987) (DHM) produces an exact fGn signal using its special correlation structure (equation (15)), which is a consequence of the time domain power law scaling of the related fBm signal (equation (12)). Cumulative summing of the fGn signal generates the corresponding fBm signal. Both of these signals are fractals.
Testing fractal tools on ideal monofractal signals
The fractal analytical methods can be tested on synthesized fractal signals of known H (Bassingthwaighte and Raymond 1994 , Eke et al 2000 . For each set of series of known H and particular signal length N the variance and bias are calculated. The mean squared error (MSE = var + bias 2 ) gives a combined characterization of bias and variance in the estimates of H,Ĥ . Figure 14 gives an overview of the performance for a long enough signal length of 2 17 at which length all of the tested methods should perform at their best. For other signal lengths table 2 gives the MSE values obtained for DHM signals. Methods with the best overall performance can be selected from a rank-ordered list by MSE.
Which of the two signal generating methods, SSM or DHM, is more suited for numerical testing? Before answering this question a fundamental issue about the strategy of numerical testing, not fully understood earlier, needs to be clearly seen. When methods of analysis and synthesis are based on the same algorithm, as in the case of the PSD method and SSM signal or the AC method and DHM signal, the result is almost perfect, provided the signal length is adequate: estimates of true H are with no bias and very small variance (Schepers et al 1992 , Eke et al 2000 (figure 14, PSD/SSM/fBm and AC/DHM/fGn panels, respectively). The inference of these methods' excellent performance under these specific circumstances should by no means be that these methods are ideal in a universal sense for the analysis of physiological signals, because physiological processes are produced by complex interactions in their underlying mechanisms, which do not necessarily result in ideal signal The test signals were generated according to the dichotomous fGn/fBm model by the DHM and the spectral synthesis method (SSM). DHM yields an fGn signal, while SSM produces an fBm signal. The corresponding signals in the fGn/fBm model were created by differencing (fBm to fGn) or cumulative summing (fGn to fBm). A signal length of 2 17 was chosen to compare methods to ensure that the signal length has a minimal impact on precision (Eke et al 2000) . A hundred signals were generated for each level of H from 0.1 to 0.9 in steps of 0.1. Vertical error bars (±SD) are shown indicating the variance of the method. Deviation from the line of identity between true H and estimated H (dotted line) characterizes the bias in the estimates of H. A combined measure of these two is given in the mean squared error (MSE) normalized by the step in H displayed in the lower right corner of each panel at a precision of four decimal places.
structuring of the SSM or DHM type. PSD would be ideal for their analysis only if they were pure realizations of the SSM algorithm as predicted by equation (12). Similarly, AC would yield highly reliableĤ for a physiological signal resembling the correlation structure of the DHM model extending into its high-frequency range. Since structuring of physiological signals may be due to self-similarity in the time or frequency domain, both methods are recommended to be used in evaluating the performance of fractal tools for the purpose of gaining a deeper understanding of their interactions with the prospective physiological signals ( figure 14) . Variants of the standard method (Fougere 1985 , Eke et al 2000 yield different precisions in their fractal estimates (figure 14, columns 1 and 2). Employing signal preprocessing steps (such as parabolic windowing, endmatching) in a proper sequence and excluding the high frequencies from estimating the power slope as shown by Eke et al (2000) yields a variant of the PSD method that gives the best results in fractal analysis of DHM signals (figure 14, column 2, panels 1 and 2) and is designated as the low PSD w,e method. Although bdSWV, Disp and DFA proved more robust and precise than the PSD method, the latter is still recommended to be used as the basic method in fractal analysis for visualizing the power spectrum, demonstrating the presence of a proper scaling range and as a guide to deeper analysis (Eke et al 2000) . We have seen that spectral methods with the exception of the variant identified by Eke et al (2000) are sensitive to high-frequency disturbances, while DFA, Disp and bdSWV are not, because these methods bin the high frequencies. Each point in DFA, Disp and bdSWV can be taken to be (roughly) equivalent to the average of a group of spectral estimates. Hence, DFA, Disp and bdSWV use fewer points in fitting for H than PSD for β. Discarding the largest and smallest bins further improves the precision of Disp and bdSWV .
As seen in figure 15 , even the best variant of the PSD method and two robust and precise methods, Disp and bdSWV, do show greatly varying performance. A precision of H = 0.05 can be expected in 100% of the cases for bdSWV if N > 2 13 . However, this holds only for a restricted range of conditions (N > 2 15 and H < 0.7) when Disp is applied to fGn signals generated by the DHM algorithm. In this test low PSD w,e is the weakest with a range of 100% performance for N > 2 14 and H > 0.2 but with much less precision for H's < 0.2. The larger the H is, the longer the signal length should be for obtaining the same degree of precision inĤ as summarized in (Bassingthwaighte and Raymond, 1995) . Acceptable ranges are shown in figure 15 and table 3. It is still very common that results of analyses done on signals of a few hundred data points in length are reported. Estimating H in these cases is a meaningless exercise, especially if no class of the signal is reported that would at least aid the reader in finding out more on the precision of the estimate using results of evaluation studies (Bassingthwaighte and Raymond, 1994 , Eke et al 2000 . DFA, Disp and SWV are directly related methods (Raymond and Bassingthwaighte 1998) . This also explains these methods' comparably robust performance (figures 14 and 15) (Eke et al 2000) and reliable use in the dichotomous fGn/fBm model to evaluate the stationary and nonstationary fractal physiological processes (Eke et al 2000) . Among the three variants of the SWV method (standard, line detrended and bridge detrended), the bridge detrended method (bdSWV) by removing the 'bridge', the line between the first and last points within a window, results in the smallest bias and variance in its estimates of H (figure 14, panel bdSWV/DHM/fBm, table 2) (Eke et al 2000) . Both versions of the CGSA analysis in order to undertake coarse graining have to calculate H by an independent method. Hurst's rescaled range method was originally chosen, which in numerical testing proved quite weak (Bassingthwaighte and Raymond 1994) . Precision of the CGSA method may be further decreased by the fact that it employs the standard periodogram method with a limited range of applicability (β 2) (Fougere 1985) (figure 14, panel PSD/DHM/fBm). Newer, more precise variants of the Fourier method applicable in the full range of the fGn/fBm model (−1 β 3), such as low PSD w,e eliminating the high-frequency range from the spectral estimates and using signal preprocessing steps like windowing and endmathching-in this order (Eke et al 2000) -should be considered in future improvements. Given the fact that the CGSA method is widely used in the analysis of heart rate variability, the impact of these circumstances needs to be looked at more closely.
Classification of fractal signals always leaves a range of uncertainty where fractal noise signals cannot be separated. For a comparison of the SSC, low PSD w,e and DFA methods see figure 16 where the misclassification rate is shown as a function of signal length 2 8 N 2
18
. In these tests SSM and DHM signals were generated with either ideal frequency or time domain power law scaling, respectively. For all lengths tested, SSC proved to be a very robust method for signal classification irrespective of the model used to generate the signal.
How to apply fractal methods to physiological signals?
Application of the complex arsenal of fractal tools to the analysis of physiological temporal processes is inherently complex. The difficulty is due to a number of reasons, among which we find the mathematical aspects of the approach. Indeed, before application, all attempts should be made to decipher the algorithms into a code meaningful to the physiologist, a practice we have tried to follow in this review. The application itself is not a one-step procedure, like calculating a fractal measure (H, β or D, etc.) by a method chosen based on mere availability for a signal of a length determined by some arbitrary circumstance. It must have been clearly realized by now, that this would be a high-risk operation and should be abandoned irrespective of how common this practice still may be. A flowchart given in figure 17 gives a summary of the steps needed to be taken, from deciding on signal length and sampling rate when producing a time series to choosing the proper method for analysis (rounded boxes in figure 17 ). Another (Eke et al 2000) , the detrended fluctuation analysis (DFA) (Peng et al 1994) , and the signal summation conversion method (Eke et al 2000) were compared on various signal lengths 2 8 N 2 18 in 11 steps. Fractal estimates by these methods were converted into β. A total of 19 800 monofractal DHM signals were generated at each signal length in increments of β = 0.02 for the whole range of the fGn/fBm model (−1 β 3). The misclassification rate was displayed intensity coded as a per cent in total trials at any β and N. low PSD w,e and DFA have a relatively wide range of uncertainty on the noise side of the 1/f boundary for the DHM signal. This range is much narrower for SSM signals due to the signals and methods sharing the same algorithmic bases (Eke et al 2000) . SSC proved a very robust and precise method of signal classification on both DHM and SSM signals from short to long signals with a narrow range of uncertainty on the noise side of the 1/f boundary only.
flowchart focusing more on the technical details of the fractal analysis can be found elsewhere (Eke et al 2000) .
Choose adequate signal length and sampling frequency
Signal length and sampling frequency from the standpoint of fractal analysis are interrelated parameters, which fundamentally determine the outcome of the analysis (see figure 12) . Not all frequency components are fully represented in the power spectrum of a series, x i , of a temporal signal, x(t) sampled at f s . The upper limit is the Nyquist frequency f N = f s /2. f s should be chosen high enough to minimize the artifactual influence of aliasing. When selecting f s , the sampling theorem of Claude Shannon should be observed (Taylor 1994) prescribing f s > 2f max , where f max is the Nyquist rate representing the upper bound of the highest possible frequencies in the signal. If f s is chosen as a magnitude larger than 2f max , this condition is surely met. The higher the f s chosen, the lower the power at f N is found beyond which aliasing into the spectrum occurs. Increasing f s as a measure to treat aliasing cannot continue beyond some upper limit for exceeding it would increase the chance that high-frequency estimates in the power spectrum would not reflect physiology. This would not be much of a problem if the upper 75% of the spectral estimates were to be discarded as recommended (Eke et al 2000) Create and if these physiologically irrelevant estimates would fall into the discarded range. They can, however, extend into ranges below the upper 75% if signal length, N, is chosen much too low relative to f s the latter already having been chosen high enough to minimize aliasing. N should be large if we want to capture low-frequency dynamics in our analysis. Since most signals in physiology are known to be dominated by low-frequency fluctuations, this interaction between f s and N needs to be fully understood. Their values should be chosen to meet the optimum between the need to capture relevant dynamics, to minimize aliasing, to sufficiently extend the frequency range into the slow dynamics known to be physiologically relevant and to contain the artifactual or physiologically irrelevant high-frequency components within the upper 75% of the spectral range.
Exclusion of the upper 75% of the spectral estimates from the spectral analysis makes low PSD w,e less sensitive to high-frequency disturbance as compared to the standard version. Similarly, the robustness and precision of bdSWV, Disp and DFA at least in part stems from their weighting estimates in larger size bins (equivalent to lower frequencies) over those in short bins. By the same token, Disp's weaker performance as compared to bdSWV in their respective signal class is most likely due to the comparable impact of high and low frequencies on the spectral slope tilting up or down from the horizontal position of the white noise, while the low frequencies always dominate the nonstationary fBm signal resulting in a slope tilted in one direction, only.
Characterize measurement noise
No measurement is without noise. In addition to the customary techniques to characterize noise in the signal, like signal-to-noise ratio, the PSD method is recommended to be used. The aim is to demonstrate that the signal contains only insignificant power due to instrument noise and signal contribution of some origin irrelevant to the study as compared to the fluctuations due to the sampled (relevant) physiological process within the range of frequencies of the fractal analysis. Instrument noise can be characterized in the power spectral density plots of the signal sampled from the instrument's signal output when it is disconnected from the physiological signal source. The second aim can be achieved by optimizing the scaling range in such a way that it excludes signal components unrelated to the observed physiological process. Bassingthwaighte and Raymond (1995) found that adding random noise with SD equal to the SD of the fractal signal with H > 0.7 (strongly correlated fGn signal) caused less than a 10% downward error in the estimate of H. Cannon et al (1997) found the same for the fBm signals with added random motion. This effect can and should also be tested numerically in the experimental studies by finding SD noise /SD signal . In our studies analysing the fractal correlation in the spontaneous fluctuations of regional blood cell perfusion in the rat brain cortex (Eke et al 2000) we found SD noise /SD signal = 7.6% (unpublished data). When the pure motion signal of β calculated from the spectrum of instrument noise signal was added at an SD ratio of 7.6% to a pure motion signal ofĤ fBm = 0.22 (Ĥ found for the blood cell perfusion time series of the fBm type), the downward error in the estimate of H was found to be only 2.2%.
Demonstrate the presence of fractal scaling range
The PSD method is a key tool in demonstrating that power law scaling as predicted by equation (27) is present in the time domain in the signal throughout a continuous range of 2 decades of frequencies . Note that assessment of the scaling range is influenced by our choice of f s and N ( figure 12 ). In the case of a shorter than 2 decades of scaling range, f s and N can be modified in an attempt to find the right combination that would identify the scaling range beyond SR = 2 decades. It is also important to determine the physiological meaning and significance of the upper and lower cut-off point (f min and f max ) of the scaling range.
Determine signal class
Identifying the class of the signal according to the dichotomous fGn/fBm model is useful not only in signal analysis, but in interpreting the underlying physiology, too (Eke et al 2000) . Typically the mechanism of signal generation in the studied physiological process is unknown, hence it is best to use robust methods, like SSC, for signal classification. The range of uncertainty for SSC is very small irrespective of whether the signal is generated by the SSM or the DHM model ( figure 16 ). Even in cases, when the improved version of PSD is used and the signal character is known to be SSM, the misclassification rate of low PSD w,e shows a very strong dependence on signal length and it still falls behind that of SSC. Proper classification of the signal is a prerequisite to using the robust time domain methods (Disp and bdSWV) with improved precision. Failure to find the right class or, what is common in the literature, not using classification as a prelude to analysis, results in gross error in the estimates of H ( figure 18 ). log SD(n) log (n) log (n) Figure 18 . Exemplary analysis of blood cell perfusion time series obtained by LDF-flowmetry from the rat cerebral microcirculation with special emphasis on the importance of signal classification. The raw signal (first row) was classified as fBm by low PSD w,e , based on having an estimated spectral index,β > 1 with all spectral estimates above 25 Hz (marked by dashed lines) excluded when fitting forβ (second raw). Therefore the best estimate of H can be obtained as the mean of H's by low PSD w,e and bdSWV. The conclusion is that the raw signal is a fractal motion with H = 0.22. Disp cannot be applied to fBm or bdSWV to fGn signals, while low PSD w,e can be applied to both signal classes. Note that Disp does not give an estimate of H on a motion-type physiological signal (bottom panel) (Eke et al 2000) .
Choose the appropriate method for analysis
What we can learn from the results of numerical experiments evaluating the performance of the fractal tools on the two classes of the fGn/fBm model and using the DHM and SSM signals (figures 14 and 15 and tables 2 and 3), is that there is no single recipe but instead there are choices we should be aware of. Signal classification by SSC is recommended as the first step, for the class found will identify our potential tools. If we have good reason to believe or better yet, we could prove that our real signal is very close in character to the ideal one generated by the SSM or DHM models, the low PSD w,e or the AC methods are likely to give very precise estimates of H, respectively. If this is not the case, it is better to use the average of estimates by robust methods, like Disp on noise and bdSWV on motion, and that of low PSD w,e (Eke et al 2000) . If the signal class cannot be determined, we should settle for the less precise low PSD w,e and DFA methods which have the advantage of being applicable to both signal categories, keeping in mind that their estimates are biased on anticorrelated DHM/noise and motion, and on anticorrelated DHM/motion and SSM/noise signals, respectively. When DFA is compared to bdSWV, the latter is evidently more robust. Consequently, we should also take into account the actual value of H in further refining our analysis and select methods with the smallest bias and variance in the particular range of H.
Applications of fractal time series analysis in physiological research with emphasis on pitfalls of analysis
Application of fractal approaches in biomedical research leads to new insight into the complex patterns of signals emerging from physiological systems. These studies have demonstrated that (i) behind the seemingly random fluctuations of a number of physiological parameters a special order, the structure of fractal geometry can be found; (ii) a single measure of this complex structure (one of the fractal measures) can describe the complexity of fluctuations; and (iii) that this parameter does change in response to disturbances of the system such as activity, ageing and disease. These steps were the first, and in cases reported before that the details of fractal theory, and the prerequisites of its application to real, physiological systems in particular were to be outlined, and possible sources of error identified. This latter point will be emphasized in the brief survey below on the application of fractal time series in physiological research.
In the last 15 years more than a thousand studies have been published using the fractal approach to analyse fluctuations in physiological signals, aimed at extracting useful information from the seemingly random excursions of the observed parameter around the set-point of the controlled system. Concise studies can also be found (West 1990 , Nonnenmacher et al 1994 that give an excellent overview on the fractals discovered in living structures and processes. Following a brief overview of the areas where fractal time series analysis has set foot in biomedicine, we focus on two areas in particular: applications relating to cerebral blood flow fluctuations-including studies of our own-and heart rate variations, the latter being responsible for over half of the fractal time series publications to date.
Posture of our body is maintained by a complex processing of the continuous influx of signals (from the proprioceptors located in muscles and joints, receptors in the vestibular system and those in the retina of the eye) producing a continuous efflux of neural impulses from several centres in the central nervous system via the motor fibres innervating the skeletal muscles. It has been demonstrated that the random wobbling around a stable position has a fractal character (Riley et al 1997 , Peterka 2000 and that the rhythm in normal and abnormal gait is also a fractal process (Hausdorff et al 1999 , Hausdorff et al 2000 .
Rhythm of normal breathing pattern is controlled by a complex interaction of chemical and neural parameters. The partial pressure of carbon dioxide gas in the blood is monitored by central chemoreceptors and by the extent of inflation of the lungs by mechanoreceptors. Neuronal circuits receiving additional inputs from internal rhythm generators as well as higher centres in the central nervous system evaluate these signals. The resulting neural outflow from this control system generates a normal breathing pattern that fluctuates over time in a fractal, self-similar manner (Szeto et al 1992 , Dirksen et al 1998 , Frey et al 1998 .
When the layout of DNA sequences is converted into a one-dimensional series, DFA analysis-typically used in time series analysis-can be applied in its fractal characterization. Interestingly, these 'DNA-landscapes' proved fractal, suggesting that the biological code may have aspects using long-range fractal correlation patterns along the gene (Peng et al 1994 , Arnéodo et al 1998 , Yu et al 2000 . Such extended coding seems a likely possibility, since coding in triplet sequences was demonstrated to be more important than in sequences of the bases (Arnéodo et al 1998) .
The functional integrity of our brain depends on an uninterrupted supply of blood flow through its regions and microregions. The ultrasonic transcranial Doppler (TCD) and the laserDoppler (LDF-flowmetry) methods have proved especially useful in the continuous monitoring of blood flow (indeed one of its components) in large arteries supplying the brain or through regions of the brain cortex.
Fractal analysis has been applied quite early on to continuous records of blood cell velocity in large vessels supplying the brain as monitored by the TCD-method (Rossitti and Stephensen 1994 , Blaber et al 1996 , Zhang et al 2000 . These velocity time series, though proved to be fractals, might require reevaluation for two reasons. First, none of the signals analysed was longer than 512 points, which make the results suspect of unacceptable error in their fractal estimates. Second, when published fractal estimates are expressed in β, they do seem to be in serious conflict (∼0.52 (Rossitti and Stephensen 1994) , ∼1.66 (Blaber et al 1996) , ∼0.34 (Zhang et al 2000) ) because they fall at a considerable distance on the two sides of the 1/f boundary of the fGn/fBm model. The only possible explanation for this extreme scatter of β is that in these studies the signal class was not determined, not even when a class-specific method of analysis (i.e. Disp) was applied. As shown earlier, this leads to grave error in estimating H (figure 18). Typically instead of H ∼ 0.3 (β ∼ 1.6) identifying an fBm signal with anticorrelated increments, H ∼ 0.8 (β ∼ 0.6) is found, mistakenly indicating a correlated fGn signal.
We have used LDF-flowmetry to obtain sufficiently long (655 s, 2 17 data points) time series of blood cell perfusion from the brain cortex of anesthetized rats (Eke et al 1997 (Eke et al , 2000 . The time constant of the LDF-instrument was set to its minimum in order to capture the fastest possible dynamics in the signal. f s was chosen at 200 Hz to observe the sampling theorem and avoid aliasing, setting the upper bound of the fastest dynamics to 20 Hz when our low PSD w,e is used. All of the perfusion time series we have analysed so far proved fractal motion (fBm) signals, hence we chose the bdSWV method to analyse these signals. Their fractal estimates scatter in a narrow range around H ∼ 0.23 (β ∼ 1.46).
Since its first description (Hon and Lee 1965) , heart rate variability (HRV) has attracted much attention in the cardiovascular literature due to the vital functions of the heart, and also because the discovered irregular but apparently normal pattern challenged the notion of reliability associated with the regularly beating normal heart. Descriptive statistics and frequency decomposition (spectral) techniques have been used extensively in the analysis of different aspects of HRV and were standardized in 1996 (European Society of Cardiology and North American Society of Pacing and Electrophysiology 1996). The advance of fractal and chaotic approaches in HRV research has been quite rapid in the last decades; however, the standards for selecting the proper methods and conditions for measurement and analysis have not yet been established. A task force of the European Society of Cardiology and the North American Society of Pacing and Electrophysiology (Task Force) (European Society of Cardiology and North American Society of Pacing and Electrophysiology 1996) gave guidelines for the use of spectral analytical methods in system identification, that was most certainly regarded as a reference for setting the scale in fractal HRV studies also. The task force recommended two scales to be used: a shorter, approximately 5-min period, and a substantially longer 24-h period. The report specified the length as 512-1024 and 2 18 data elements, respectively.
The most often used fractal tools in HRV analyses are PSD, DFA and CGSA. Signal classification is not required for these methods; it is embedded in PSD and CGSA, and DFA can handle fGn and fBm signals, too. Nevertheless, investigators should realize that reporting on the class of the signal provides valuable information on the signal character and can facilitate expanding the studies into the direction of using other robust methods of high precision (Disp and bdSWV) for the purpose of confirming the fractal measures found, especially if differential changes are small.
Comparison of results from different investigations is difficult, because (i) fractal methods perform increasingly better as signal length increases, with N = 8192 being the point of transition (figure 15, DFA on fBm/DHM signals); (ii) comparison of fractal measures found on different scales is questionable because the evaluated spectra represent different scales of frequencies rendering the scaling range vastly different in short and long record fractal analyses (figure 12); and (iii) role of the motion effects as described by Fortrat et al (1999) and Serrador et al (1999) can further complicate the issue.
Control values of the spectral exponent (β) vary greatly from 0.8 to 1.9 depending on signal length and methods of analysis (table 4). Note that these values are scattered around the fGn/fBm boundary (table 4). The uncertainty in the estimates of the spectral index can also stem from the greatly different scaling ranges involved in these studies. The longer the record the more low-frequency components get represented (figure 12). It has been shown that highfrequency components of HRV are influenced by the vagal tone and the ratio of low to high frequencies changes due to sympathetic control or with the sympatho-vagal balance (European Society of Cardiology and North American Society of Pacing and Electrophysiology 1996), while the ultra-low-frequency components are related to motion effects (Serrador et al 1999) . To ensure that the high frequencies are properly represented in the spectra of short-term records, the task force recommends that the length of the record should be ten times the wavelength of the lower frequency bound of the investigated component (European Society of Cardiology and North American Society of Pacing and Electrophysiology 1996) . This rule applies only to short-term records when the standard PSD method is used for frequency decomposition and the analysis is focused on separating peaks. Records of this length, however, are not suitable for fractal analysis by PSD or for that matter any other fractal method (Bassingthwaighte and Raymond, 1995) . Results of numerical testing of different fractal tools (Bassingthwaighte and Raymond, 1995 , Eke et al 2000 can serve as the basis for estimating the length of the signal that would be adequate for capturing a specific aspect of HRV within a given scaling range.
The clinical benefits resulting from fractal HRV analysis can be best evaluated from surveying the data in the literature from studies on HRV in ageing (Pikkujämsä et al 1999 , Sakata et al 1999 , disease states (Peng et al 1995b , Bigger et al 1996 , Lombardi et al 1996 , Butler et al 1997 , Mäkikallio et al 1997 , Huikuri et al 2000 , and survival rate following heart attack , 2000 . The long-range correlation in HRV increases with age irrespective of the method and the scale used (from β ∼ 1 of adolescent to β ∼ 1.3 in the elderly) (Pikkujämsä et al 1999 , Sakata et al 1999 . Ischemic Table 4 . Fractal estimates of human heart rate variability in control conditions. a with this influence being removed, for example, following heart transplantation (Hughson et al 1995 , Bigger et al 1996 (from β ∼ 1 to β ∼ 1.5-2) or autonomic failure (from β ∼ 1.4 to β ∼ 1.6) (Blaber et al 1996) . The correlation seem to increase (differential change in β = 9.1 ± 9.55%) both in the spectra of short (Hughson et al 1995 , Blaber et al 1996 and long (Bigger et al 1996) HRV signals. We should remember that short signal length decreases the reliability of fractal estimates, which is particularly problematic since autonomic influence has been demonstrated to effect the high frequency range that is dominant in the spectra of short signals. The only long-range study (Bigger et al 1996) demonstrates the importance of autonomic control in providing long-term adaptability of the cardiac rhythm. In survival studies the DFA and the PSD methods yield adverse results (Huikuri et al 2000) . PSD suggests that increased correlation decreases survival rate, while DFA suggests the opposite. However, the differences obtained using DFA are very small, in one case insignificant.
When the current state of our understanding of the prerequisites for a reliable fractal time series analysis outlined in this review is applied to the results of fractal HRV studies, we may conclude that they seem influenced by methodological factors due to short signal lengths and vastly different scaling ranges. Further discrimination and refinement of the fractal estimates of human HRV would be possible if signal classification was part of the analysis followed by the application of class-specific methods offering robust and more precise estimates of H. Further work is needed to characterize the performance of the methods widely used by researchers in the HRV field on ideal fractal signals produced by different models and also on real physiological signals. These studies could then help in confirming the notion of a proposed shift in HRV dynamics to a more correlated state in diseased states or ageing (Peng et al 1995a) .
Future trends and closing remarks

Need to identify faulty data in literature
The potential of monofractal analysis is far from being fully exploited, since it was only very recently that attention has been drawn to the need for a thorough testing of the monofractal tools (Bassingthwaighte and Raymond, 1994 , Eke et al 2000 , and a much deeper understanding of the nature of the physiological signals and their interactions with the fractal methods used for their analysis. The central importance of signal classification in reliable fractal time series analysis has only been recently identified (Eke et al 2000) . Most of the published data in the literature, has resulted from earlier studies unaware of these issues and hence their revision for potentially being in error seems warranted. A likely possibility is that where the published fractal measure indicates the presence of a strong correlation in the signal for which the dispersional method gave H > 0.8, while in reality the signal analysed by the PSD or signal summation conversion method would have proven an fBm for which the proper choice, the bridge trended scaled windowed variance method would have yielded an H ≈ 0.3, would result in a completely different conclusion being drawn on the correlation structure of the signal: i.e. a strong anticorrelation of the increments (figure 18) (Rossitti and Stephensen 1994) .
Stepping beyond monofractal analysis
Monofractal analysis can give a much deeper insight into the internal make-up of physiological signals than traditional approaches like descriptive statistics or a simple frequency decomposition approach by Fourier analysis. Monofractal analysis has already shown that the self-similar, fractal, 1/f -type patterns seems ubiquitous in nature including many biological phenomena. Some considerations imply that the universality of 1/f -type patterns in nature could be explained theoretically (Schlesinger 1987) : 1/f noises have a similar role among stochastic processes (i.e. dependent data series), like normal distributions have among other distributions of independent datasets. Other authors assume stochastic feedback mechanisms as being behind physiological 1/f noises (Ivanov et al 1998) . The first steps have already been taken to explore these signals further by showing whether their selfsimilarity is indeed isotropic, a fundamental property of monofractals. One should anticipate that physiological processes could, in principle, produce even more complex, anisotropic, multifractal fluctuations of which the monofractal analysis can only give a measure of the largest of their fractal dimensions. One of the first physiological applications of multifractal tools (Ivanov et al 1999) has demonstrated that this is a real possibility as it reveals multifractal dynamics in human HRV time series.
