Abstract. The rigorous proofs are given: (1) for the existence of the unbounded invariant curves, containing the fixed point -source (µ + 1; 1), of the maps from the one-parameter family Fµ(x, y) = (xy, (x − µ)
Introduction
There exists an extensive bibliography devoted to the investigation of polynomial, and in particular, of quadratic maps (see, e.g., [23] , [26] , [1] , [28] , [29] , [9] - [14] , [20] , [21] , [25] and others). In this paper we investigate quadratic maps from the one-parameter family
where µ ∈ [0, 2], (x, y) is a point of the plane R 2 . Denote by f µ, n and g µ, n the first and the second coordinate functions of the n-th (n ≥ 1) iteration F n µ of the map F µ respectively. As it follows from (1), F µ : R 2 → R 2 is endomorphism. There are critical straight lines C 0 : x = 0 and C µ : x = µ here. In every point of these straight lines Jacobian of F µ is vanishing The point A 1, µ (0; µ 2 ) is a sink for 0 ≤ µ < 1 and a saddle for 1 < µ ≤ 2. Let us note also that the equality DF n (A 1, µ ) = 0 holds for the differential DF n of every map F n , n ≥ 1. It means that the fixed point A 1, µ (0; µ 2 ) is the flat singularity of F . This property makes difficult investigations of dynamical features of F in a neighborhood of the fixed point A 1 3 . The family (1) is introduced in [10] in the framework of the study of the trace map F 2 . The investigation of trace maps is an actual mathematical problem of quasicrystals physics (see, e.g., [7] , [8] , [15] , [16] ). The asymptotic behavior of trajectories of trace maps on different invariant sets is closely related with the spectral properties of discrete Schrödinger operator arising in quasicrystals models (for details see, e.g., [16] ). This paper is the continuation of [11] . Its goal is to describe those invariant curves of maps (1), which play the most important role in dynamics of maps (1) .
The paper is organized as follows. In Sec.2 we formulate and give the proof of Theorem 2.1 for the existence of two unbounded invariant curves, containing the fixed point -source A 2, µ (µ + 1; 1) (0 < µ ≤ 2). In Sec.3 we formulate and give the sketch of the proof of Theorem 3.1 for the birth of the closed invariant curve (CIC) from the elliptic fixed point A 3, µ (µ − 1; 1) for µ = 3/2. Note also that the fixed point A 3, µ (µ − 1; 1) is a saddle for 0 < µ < 1, a sink for 1 < µ < 3 2 , a source for
In Sec.4 we study the main steps of the evolution of the CIC for parameter values from the interval (3/2, 2) by considering numerical simulations.
Unbounded Invariant Curves.
Theorem 2.1, formulated below, contains the main result for the existence of some unbounded invariant curves. One of the features of Theorem 2.1 is its nonlocal character, and the second is the omission of conditions of the most close to Theorem 2.1 classical Hadamard-Perron's theorem and the central manifold theorem. Note also that the source A 2, µ (µ + 1; 1) is the limit point of the preimages of unbounded rank {F −i µ (C µ ∩ K 1 )} i≥1 of the part of critical line C µ in the first quadrant K 1 and {F
Theorem 2.1. Let F µ be the quadratic map (1) . Then (2.1.1) for any µ ∈ [0, 2] there exists an invariant unbounded set
containing the graph of a C 1 -smooth strictly increasing function y = Γ
µ (x) defined on the interval [µ + 1, +∞) and such that Γ
(1)
µ of this function is a F µ -invariant curve; (2.1.2) for any µ ∈ [0, 1] there exists a C 1 -smooth strictly decreasing function y = Γ (2) µ (x) defined on the interval (µ, +∞) and satisfying Γ
µ ((µ, +∞)) = (0, +∞); moreover, the graph Γ (2) µ of this function is a F µ -invariant curve belonging to the unbounded noninvariant set
is the open first quadrant of the plane xOy). Invariant curves -graphs of functions y = Γ (1) µ (x) and y = Γ (2) µ (x) intersect each other in the fixed pointsource A 2, µ (µ + 1; 1).
We give here the new version of the proof of Theorem 2.1 in comparison of the versions of papers [11] , [13] . For this goal we divide the proof of Theorem 2.1 on steps indicated in Lemmas 2.2 -2.3, Corollary 2.4 and Lemmas 2.5 -2.7, Propositions 2.8, 2.9.
2) for every point (x; y) ∈ D µ,∞ \ {A 2, µ (µ + 1; 1)} the following equalities hold:
Calculating eigenvectors of the differential DF µ (A 2, µ ) and using Lemma 2.2, we obtain that one of eigenvectors of DF µ (A 2, µ ) lies in the unbounded invariant domain D µ, ∞ , and the other unit eigenvector of DF µ (A 2, µ ) (for µ = 2) lies in the unbounded noninvariant domain (conditions of classical Hadamard-Perron's theorem are not fulfilled [24] ).
We need the result, which follows immediately from Lemma 2.3.
Then for every n ≥ 1 the n-th image of the ray
is the graph of a strictly increasing function y = γ µ,n (x) of the class C 1 (µ+1,+∞) (strictly increasing function
We use the presentation of the n-th image of the ray {(x; y) ∈ K 1 : y = 1, x ≥ µ + 1} as the graph of the function y = γ µ,n (x).
The following claim is one of the main technical results for the proof of existence of local branches of the invariant curves containing the fixed point A 2, µ (µ + 1; 1).
of the fixed point A 2, µ (µ+1; 1) and a positive constant L such that for any pair of points z 1 (x 1 ; y 1 ), z 2 (x 2 ; y 2 ) ∈ U θ (A 2, µ ) the following inequality holds:
(we use the norm in R 2 correlated with the product topology in
where ||(·)|| C 0 is the maximal row C 0 -norm of the differential of a map, h = z 2 − z 1 is a vector of displacement.
Let b be an arbitrary point from the interval (µ + 1, µ + 1 + θ]. Using estimates of Lemma 2.5 we obtain Lemma 2.6. Let F µ be the map (1), µ ∈ [0, 2]. Then the sequence of the restrictions
Since the graph of every function y = γ µ,n (x), n ≥ 1, contains the unique fixed point A 2 (µ + 1, 1), which is a source, and there is no a periodic orbit with the least period 2, then the following inclusions hold:
Using these inclusions, we obtain the following claim.
Thus, the claim (2.1.1) of Theorem 2.1 is proved. The invariant curve Γ (1) µ for µ = 2 plays an important role in the investigation of the asymptotic behavior of trajectories from the exterior of
is not invariant, and the fixed point A 2, µ (µ + 1; 1) is the limit point of the preimages of the unbounded ranks of the critical lines belonging to this set. For the proof of the statement (2.1.2) of Theorem 2.1 we need the sets
Proposition 2.8. Let F µ be the map (1), µ ∈ (0, 1]. Then (2.8.1.) for any odd number n ≥ 1 the curve f µ,n (x, y) = µ + 1 has in Π 1 at least one triple point M
n (i. e. a point of the intersection of three curves f µ,n (x, y) = µ + 1, f µ,n+1 (x, y) = µ and f µ,n+2 (x, y) = µ( n ≥ 1)), at least one double point M (2,1) n of the first type (i.e. a point of the intersection of two curves f µ,n (x, y) = µ + 1 and f µ,n−1 (x, y) = µ (n ≥ 1)) and a countable set of double points M (2,2) n,j of the second type (i.e. the points of intersection of the curve f µ,n (x, y) = µ + 1 with every curve f µ,j (x, y) = µ for any j ≥ n + 3, n ≥ 1); (2.8.2.) for any even number n ≥ 1 the curve f µ,n (x, y) = µ + 1 has in Π 2 at least one triple point M (3) n , at least one double point M (2,1) n of the first type and countable set of double points M (2,2) n,j of the second type; (2.8.3.) the set Π doesn't contain points of intersection of the curves f µ,n (x, y) = µ + 1 and f µ,m (x, y) = µ (m, n ≥ 1) other than above.
As it follows from Proposition 2.8 preimages of different orders of the straight line x = µ + 1 and the critical line x = µ intersect each other in double and triple points. This statement shows that there is not greater than countable set of triple points and double points of the first and the second types (see Figure 1) . The sequences of these points converges to the fixed point A 2, µ (µ + 1; 1). It means that partial derivatives of coordinate functions of the corresponding iterations of F µ equal zero in these points, and we must use the following version of the existence theorem for the local implicit function. Proposition 2.9. Let F µ be the map (1), µ ∈ (0, 1], satisfying conditions (2.9.1) f µ, n (x 0 ; y 0 ) = µ + 1 for some point (x 0 ; y 0 ) ∈ R 2 , n ≥ 1; (2.9.2) partial derivatives ∂fµ, n (x;y) ∂x and ∂fµ, n (x;y) ∂y are continuous in the point (x 0 ; y 0 ), and
(2.9.3) in addition, there is a closed neighborhood
(ε is a positive number) such that the partial derivative ∂fµ, n (x;y) ∂x ( ∂fµ, n (x;y) ∂y ) equals zero in not greater than a countable set of the points of U ε (x 0 ; y 0 ). Then there exists the C 1 -smooth function y = u n, loc (x) (x = v n, loc (y)), which is the solution of the equation f µ, n (x; y) = µ+1 on the interval (x 0 −ε ; x 0 +ε ) ((y 0 −ε ; y 0 +ε )) with values in the interval (y 0 −ε ; y 0 +ε ) ((x 0 − ε ; x 0 + ε )) for some positive ε , ε ≤ ε.
In the proof of the claim (2.1.2) we set x 0 = µ + 1, y 0 = 1. Then using Propositions 2.8, 2.9 and BaireHausdorff theorem, for µ ∈ (0, 1] we construct extensions of the functions y = u n, loc (x) (x = v n, loc (y)) and obtain strictly decreasing functions y = η n (x) (x = η n (y)) defined on the interval (µ, +∞) ((0, +∞)) with values on the interval (0, +∞) ((µ, +∞)). Using arguments analogous to those, which are used in Lemmas 2.6 and 2.7, we prove the existence of F µ -invariant curve Γ 
The birth of the closed invariant curve (CIC)
Let us formulate Theorem 3.1 for the birth of the closed invariant curve (CIC) from the elliptic fixed point A 3, 3/2 (1/2; 1). Denote by r(µ) = √ 2µ − 2 and φ(µ) = arctg √ 8µ − 9 the radius and the argument of the complex number
respectively, where λ is one of the eigenvalues of the fixed point A 3, µ (µ − 1; 1). For µ = 3/2 the resonance of the 3-d order takes place, and the eigenvalues of the point A 3, µ (µ − 1; 1) belong to Siegel's domain. 
the coefficients g ij (µ) of the normal form are defined by the equalities
and there exists a neighborhood of the elliptic fixed point A 3, 3/2 ( The following asymptotic formula for the map F µ in the variables (r, φ) is correct
Theorem 3.1 shows that the family (1) gives the new example of quadratic maps, which admit the bifurcation of the birth of the CIC from the elliptic fixed point (Neimark-Saker bifurcation). As it follows from formula (2) the restriction F µ |CIC is a diffeomorphism close to the rotation on the CIC for µ ∈ [ As it follows from Theorem 3.1 (see the claim (3.1.3)), the CIC is attracting for µ = 3 2 . In Figure 2 is plotted the CIC in red and its basin of attraction B in grey. For each initial condition (x 0 , y 0 ) taken in the basin B, the iterated sequence issued from (x 0 , y 0 ) converges towards the CIC (when the rotation number of the restriction F µ |CIC is irrational) or an attracting periodic orbit, which can exist on the CIC, when the rotation number of the restriction F µ |CIC is rational. Note also that intransitive case can not be realized since F µ is an analytic map [30] .
In the proof of Theorem 3.1 the standard technique of the normal forms is used. Note that we apply the change of variables and of the parameter
which moves the one-parameter family F µ into the one-parameter family
where
is the Jacobian matrix of the map F β in the fixed point A 3 (0; 0) satisfying
The following equalities are valid for the multiplicators λ 1,2 (β) of the fixed point A 3 (0; 0)
where r(β) = (1 + β), φ(β) = arctg 4(β + 1) 2 − 1.
The following theorem contains the main technical result for the proof of Theorem 3.1.
Theorem 3.2. Let F β be the quadratic map (3), v( x, y) be a vector in the plane
. Then after the change of variables
where z ∈ C and z ∈ C (here (·) is Hermitian conjugation) are the coordinates of the decomposition of the vector v in the basis of the eigenvectors of the matrix J( F β ( x, y))| A 3 (0;0) ; g(z, z, β) is the complex-valued function of the variables z, z and the parameter β satisfying
where the coefficients g ij (β), i, j = 0, 1, 2 are defined by the equalities
Evolution of the closed invariant curve (numerical experiment)
Different scenarios of destructions of CIC were considered, for example, in [2] - [6] , [29] , [20] - [21] , [27] . In this paragraph, we study the evolution of the closed invariant curve (CIC) born in the family (1) when µ = 3 2 , from µ = 3 2 to µ = 2 by considering numerical simulations.
• The CIC appears at µ = [2] ) with vertexes in the points P 1 and P 2 exist on the CIC. In the points P 1 and P 2 CIC is not smooth. At the contact bifurcation the points P 1 and P 2 will merge together with the fixed point A 1 , and we observe the appearance of the first small loop containing the point A 1 on CIC. From this value of µ CIC became the ramified continuum, i.e. a compact connected metric space with ramification points (points of an order, greater then 2).
• µ = 1.72 (Figures 6-7) . We observe the appearance of the second new loop on the CIC containing the point A 1 . This loop is the image by F 3 of the part of the CIC located on the right side of the line C µ . Loops increase in number and create what is called a WCR (for Weakly Chaotic Ring) [28] . All evolution of the CIC is connected with the properties of the map on the CIC. The appearance of countable number of new loops on CIC is related to homoclinic Ω-blow up, i.e. blow up of the nonwandering set of the map on the CIC. In this moment we observe transition from a single rotation Fig. 3 . Contact between the CIC (in red) and the critical lines C µ at the point A * for µ = 1.71049. Fig. 4 . Before the first contact between the CIC and the critical lines, two different points P 1 and P 2 exist on the CIC. At the contact bifurcation, they will merge together with the fixed point A 1 . Fig. 5 . Enlargment of the Figure 3 , the fixed point A 1 belongs to the CIC and a new loop is setting up. Fig. 6 . After the first contact between the CIC and the critical lines, a part of the CIC is located in the domain x > µ. This part of the CIC has preimages on the CIC which form a second small loop (see enlargment). The first loop was created by the merging of points P 1 and P 2 with A 1 (cf. Figures 4-5) . Fig. 7 . Enlargment of the Figure 6 , the two loops can be seen.
number of F on CIC to nondegenerate rotation interval (see, e.g., [18] )
5
. As a result we observe the appearance of the WCR.
• µ = 1.8 (cf. Figure 8) , the CIC has become an attractive WCR, that means an attractor, one Lyapunov exponent of which is slightly positive. The WCR progressively turns into an annular chaotic attractor (ACA), as it has been obtained in [29] .
• µ = 1.89 (cf. Figure 9 ), there is a value of µ belonging to [1.89, 1.9], for which A 3 ∈ WCR. After this µ-value, the annular chaotic attractor becomes a one piece chaotic attractor (CA). This situation has already been obtained in [29] , [19] . In all above cases the basins of attraction of CIC, WCR, ACA or CA have interior points, and CIC, WCR, ACA and CA are connected sets. Numerical experiment permits to assume that the topological limit of the attraction basins when µ → 2 exists and doesn't contain interior points. 5 Let us consider a multifunction defined on the set of maps on CIC such that the value of this multifunction for every map on CIC equals the nonwandering set of this map on CIC. Ω-blow up phenomenon for some µ * means that this multifunction is not upper semicontinuous for µ = µ * (see, e.g., [31] ). Fig. 8 . The CIC (in red) has become a WCR for µ = 1.8. We can see that many loops have appeared on the CIC. Fig. 9 . The WCR is going to become a connected chaotic attractor due to the contact bifurcation between the repelling point A 3 and itself (figure for µ = 1.89 before the contact bifurcation).
• µ = 2. The chaotic attractor disappears [29] , [19] . As it follows from [12] , the invariant triangle ∆ 2 is not an attractor of F 2 . The triangle is a repeller in Sharkovskii's sense, i.e. it is the ω-limit set, which is not contained in a bigger ω-limit set, and it is not an attractor [31] . The comparison of numerical results of this paper with results of the numerical experiment from [21] shows that these results have analogous features: among them the lost of differentiability of CIC and appearance of the ramification points. But in contrast to [21] complication of topological structure of CIC in this paper is connected with appearance of loops. The more simple analytic formulas for the considered in this paper one-parameter family, than for Lorenz's one-parameter family of quadratic maps in the plane introduced in [26] and considered in [21] , makes it possible not only to give more detailed and transparent description of the rebuildings of CIC, but also to give the rigorous proofs of some observable phenomena.
Summarizing results of the numerical investigation we give Figure 11 , where both Lyapunov exponents are presented. The larger one becomes strictly positive when WCR begins to exist and increases with the size of the chaotic attractor. One can see the frequency lockings that appear on the graph of the Fig. 10 . The chaotic attractor is going to undergo a contact bifurcation with its basin boundary, which will make it disappear (figure for µ = 1.99 before the contact bifurcation) and which occurs at µ = 2. Fig. 11 . In red the lager Lyapunov exponent, when it becomes slightly positive, the CIC becomes a WCR, then when it becomes larger, a chaotic attractor; in blue a smaller one, always negative, indicates the stability of the system (see, e.g., [22] ).
larger Lyapunov exponent from time to time, when there are peaks on the graph of the smaller Lyapunov exponent with negative values.
