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Abstract We are considering the time-dependent transport
through a discrete system, consisting of a quantum dot T-
coupled to an infinite tight-binding chain. The periodic driv-
ing that is induced on the coupling between the dot and
the chain, leads to the emergence of a characteristic mul-
tiple Fano resonant profile in the transmission spectrum. We
focus on investigating the underlying physical mechanisms
that give rise to the quantum resonances. To this end, we use
Floquet theory for calculating the transmission spectrum and
in addition employ the Geometric Phase Propagator (GPP)
approach [Ann. Phys. 375, 351 (2016)] to calculate the tran-
sition amplitudes of the time-resolved virtual processes, in
terms of which we describe the resonant behavior. This two
fold approach, allows us to give a rigorous definition of a
quantum resonance in the context of driven systems and ex-
plains the emergence of the characteristic Fano profile in the
transmission spectrum.
1 Introduction
The rapid growth of fabrication techniques has led to the de-
sign of novel nano-structures that can mimic the behavior of
atomic and molecular systems. Quantum dots, besides their
ability to simulate atomic systems, leading to the term “arti-
ficial atoms", are key components of many electronic nano-
structures. With a variety of applications [1] ranging from
bioimaging [2] and optoelectronics [3], to quantum compu-
tation [4], understanding and exploiting their transport prop-
erties has been a subject of intensive studies. A standard
method for simulating charge transport through systems com-
posed of one or more quantum dots connected to two leads,
is to employ tight binding Hamiltonians.
One of the most compelling transport properties emerg-
ing in electronic nano-structures, with many potential appli-
ae-mail: gepavlou@phys.uoa.gr
cations [5, 6], is the Fano resonant behavior [7]. The char-
acteristic signature of Fano resonances is a sharp, asymmet-
ric dip in the transmission spectrum and their appearance is
attributed to the interference of discrete states with the con-
tinuum.
In the time-independent regime, many works have re-
ported the appearance of such resonances [8]. For instance,
in the Coulomb blockade regime, when the lead-dot cou-
pling is increased, Fano resonances appear [9]. It has also
been pointed out, that by constructing intereferometer se-
tups, one can further tune the characteristics of the reso-
nances. This can be done for example, by adding an extra
dot [10], or introducing a magnetic field in a ring geometry
(Aharonov-Bohm device) [11]. One of the simplest geome-
tries that have been used, is constructed by “side-coupling"
a quantum dot to a nanowire, which sometimes is referred
as a “T-coupled" quantum dot [12]. Additional dips in the
transmission spectrum, attributed to quantum interference
effects, have also been observed in T-shaped geometries in
molecular setups [13–15].
Alternatively, Fano behavior is possible to emerge under
the influence of a time-dependent external field. Time-driven
systems constitute a very active field of research, exhibit-
ing unique physical phenomena, that do not emerge in their
static counterparts [16]. In the case of periodically driven
systems, Floquet theory [17–19] yields remarkably accu-
rate results. Using Floquet formalism, many studies have
indicated the emergence of Fano resonances in time-driven
systems such as, delta oscillating potentials [20], harmon-
ically driven potential barriers [21], driven plasmonic sys-
tems [22], AC driven impurities in a Fano-Anderson Hamil-
tonian model [23], AC driven electric fields in coupled quan-
tum dots [24] and in inverted Gaussian atomic potentials
[25].
Recently, the Geometric Phase Propagator (GPP) method
was introduced, enabling the investigation of driven systems
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2in terms of time resolved processes related to the evolu-
tion of the actual system, without resorting to effective de-
scriptions. The GPP approach is a perturbative scheme in-
troduced to elucidate the transport properties of time-driven
quantum systems and it has already been successfully ap-
plied to the case of a delta oscillating potential [26]. It im-
proves the standard adiabatic perturbation theory [27, 28]
by introducing an all order re-summation of the transition
amplitudes between the same initial and final state of the
instantaneous basis. Even though this method “switches" to
frequency space, due to the decomposition on the instanta-
neous basis, one is able to retrieve the necessary information
for describing the underlying dynamical processes that re-
sult to the emergent Fano resonance behavior. Moreover, as
long as the perturbative approach is valid, the GPP method
is able to describe any driven system irrespective of whether
the driving is periodic or not.
In the present work, we will employ the GPP approach
for the case of a quantum dot T-coupled to an infinite tight
binding chain. The driving is induced on the amplitude that
describes the strength of the coupling between the dot and
the chain. This toy model Hamiltonian can capture the qual-
itative behavior of a potential experimental setup and, to our
knowledge, it has never been studied before.
The paper is organized as follows: In Section 2 we briefly
present the model Hamiltonian under consideration and the
already studied profile of the static transmission spectrum.
In Section 3 we derive the transmission spectrum formula
for the time-dependent case, by using the Floquet and the
GPP methods and in Section 4 we present our numerical
results and employ the GPP approach to give a rigorous def-
inition of a quantum resonance in the context of driven sys-
tems and explain how the system’s dynamical evolution re-
sults to the appearance of two sharp Fano resonances in the
transmission profile. Finally, in Section 5 we summarize our
results.
2 System under consideration
We consider a T-coupled quantum dot model described by
the Hamiltonian [29]
Hˆ = Hˆ0+ Hˆld
Hˆ0 =−h
∞
∑
x=−∞
(|x+1〉〈x|+ |x〉〈x+1|)+ εd |d〉〈d|
Hˆld =−g(|0〉〈d|+ |d〉〈0|)
, (1)
where in the Hˆ0 term h is the usual hopping amplitude and εd
is the energy of the side-coupled dot. The Hˆld term describes
the lead-dot coupling strength which is denoted as g (see
Fig. 1). Moreover, we impose a periodic time-dependent pro-
file on the dot-lead coupling:
g→ g(t) = g0+g1cosωt (2)
By periodically driving the dot-lead hopping, we expect non-
trivial behavior of the transmission profile due to the form
of the Hamiltonian in Eq. (1). When g1 = 0 the static case is
Fig. 1 The tight-binding model of a quantum dot T-coupled to an
infinite chain. The sites on the infinite lead are labeled by integers
0,±1,±2, ..., whereas the site on the dot is labeled by d. The T-coupled
dot site |d〉 is only connected to the lead site |0〉 with a time-dependent
coupling.
recovered, where the transmission spectrum can be obtained
by using the Landauer-Buttiker method. [30]. Formulated
in terms of Green’s functions (GF) this method offers an
analytically elegant and numerically effective technique to
study quantum scattering and transport [31]. The Landauer’s
technique has been widely used in the description of vari-
ous complex quantum dot set-ups, including the simple one
shown in Fig. 1. However, due to its simplicity, this system
can be fully analyzed by using standard perturbation theory.
Isolating the term Hˆld (and treating it as perturbation), the
transition amplitude from an initial state kin to a final state
kf is given by
Skfkin = 〈kf|Uˆld(tf, tin) |kin〉 (3)
where Uˆld(tf, tin) is the time evolution operator:
Uˆld(tf, tin) = Tˆ e
−i
tf∫
tin
dtHˆ ′(t)
, Hˆ ′(t) = eiHˆ0tHˆlde−iHˆ0t (4)
with Tˆ denoting a time ordered exponential. After expand-
ing the time-ordered exponential, we find that the odd terms
are equal to zero, while the even terms form a convergent
series that can be summed up. Thus, the final result can be
written in the compact form
Skfkin = δ (kf− kin)τstkin +δ (kf+ kin)rstkin , (5)
where the transmission τstkin and reflection r
st
kin
probability
amplitudes for the static case are
τstkin = 1+ r
st
kin = 1+bkin (6)
3Fig. 2 Transmission spectrum for the static case as given by Eq. (6)
for h = 0.5 and g0 = 0.5 while εd = −1 (black line) or εd = −0.25
(blue line).
and
bkin =−
g2
g2+2ih(εd− εkin)sinkin
, (7)
where εkin =−2hcoskin is the standard tight-binding disper-
sion relation. The transmission probability of the static prob-
lem for two sets of parameters, one of which has a trivial
behavior (black line), is shown in Fig. 2. For the other set of
parameters (blue line), when the incoming energy matches
the energy of the dot the second term in the denominator of
Eq. (7) becomes zero, subsequently, we have the formation
of an anti-resonance [31] in the transmission spectrum. It is
worth noting that our approach for the static problem is not
well suited for more complex quantum dot systems where
one should use other methods like the GF one [33].
The system’s bound states can be associated with the
poles of the transmission probability amplitude, when bk is
analytically continued in the complex plane. These poles are
given by the roots of the following equation
h2z4+ εdz3+g20z
2− εdz−h2 = 0, (8)
for which ln |z|= 0 or pi and where z= eik. The above equa-
tion has four roots two of which yield [29, 34] two distinct
energy eigenvalues: E1 =−2hcos(−i lnz1)≡−2hcosh(q1)
and E2 = −2hcos(−i lnz2) ≡ −2hcosh(q2). Being exactly
determined, the form and structure of the functions, E1,2 =
E1,2(g0), does not crucially depend on the precise value of
the coupling. Consequently, the instantaneous bound state
energies can be calculated from the same equation, by mak-
ing the replacement g0→ g(t) and q1,2→ q1,2(g(t)).
3 Tackling the time-dependent problem
In this section we consider the time-dependent case. To this
end, we will calculate the transmission spectrum by using
the Floquet theory. Subsequently, by employing the GPP
method we will interpret the obtained result in terms of el-
ementary physical processes which take place in the sys-
tem’s evolution, as discussed in the introduction. Through
this analysis, we will be able to give a systematic descrip-
tion of Fano resonances in driven systems.
3.1 Floquet formalism
The time-dependent Schrödinger equation for the Hamilto-
nian of Eq. (1) is
Hˆ(t) |ψ(t)〉= i∂t |ψ(t)〉 . (9)
As mentioned before, the essence of this formalism lies in
the fact that the Hamiltonian is periodic in time. Based on
the Floquet theorem, the solutions of Eq. (9) can be written
in terms of the Floquet modes |φn〉:
|ψ(t)〉=
+∞
∑
n=−∞
e−i(EF+iη+nω)t |φn〉 . (10)
Here EF is the Floquet energy (equal to εkin [20]) and εn ≡
EF +nω gives the quasi-energies of the Floquet modes, de-
fined up to multiples of the frequency (multiphoton pro-
cesses [35]), just as the Bloch quasi-momentum is defined
up to reciprocal lattice vectors [36]. The small imaginary
factor iη is introduced to ensure proper convergence of the
wave function as tin→−∞. Expansion of the cosine term in
the time-dependent inter-dot coupling and then inserting Eq.
(10) into Eq. (9), yields,
(EF + iη+nω) |φn〉=
−h
+∞
∑
x=−∞
[
(|x+1〉〈x|φn〉+ |x〉〈x+1|φn〉)
+ εd |d〉〈d|φn〉−g0(|0〉〈d|φn〉+ |d〉〈0|φn〉)
− g1
2
(|0〉〈d|φn+1〉+ |d〉〈0|φn+1〉)
− g1
2
(|0〉〈d|φn−1〉+ |d〉〈0|φn−1〉)
]
.
(11)
Projecting the last equation on the {|x〉 , |d〉} basis, we ob-
tain two coupled equations for 〈x|φn〉 and 〈d|φn〉. Eliminat-
ing 〈d|φn〉 we find an equation for 〈x|φn〉 that can be solved
under the ansatz
〈x|φn〉= An

δn,0eiknx+ rne−iknx , x≤−1
〈0|φn〉 , x= 0
τneiknx , x≥ 1
(12)
where rn and τn are the reflection and transmission proba-
bility amplitudes and kn is the momentum of the nth Floquet
4channel. For n= 0 we get the transmission probability of the
elastic channel τ0 = τelkin , while for n 6= 0 we get the trans-
mission amplitudes of the inelastic channels.
In order to find τn all the other unknown quantities (kn,
rn and 〈0|φn〉) in Eq. (12), have to be eliminated. This can be
achieved by solving Eq. (11) for x = −1,0,1,2. After doing
so, one finds the following expression for the transmission
probability amplitude
anτn−2+bnτn−1+ cnτn+dnτn+1+ enτn+2 = 2isinknδn,0,
(13)
where
kn = arccos
[
−EF + iη+nω
2h
]
(14)
The exact relations for coefficients of Eq. (13), which are
functions of g, ω , and EF , are given in Appendix A. In the
framework of Floquet theory kn can be real or imaginary.
Here we use analytical extention in the complex plane:
arccosz=−i ln
(
z+ i
√
1− z2e 12 iarg(1−z2)
)
. (15)
Finally, the transmission spectrum is obtained by construct-
ing and then inverting a matrix that contains the number of
Floquet channels necessary for the convergence of the re-
sult. In particular, for the model we are considering here,
when performing the numerical calculations we have used
31 Floquet modes, resulting to a numerical absolute accu-
racy of ∼ 10−5 for each τn.
The formula for the total transmission probability, reads
as follows
Ttot(kin) =
∣∣∣τelkin ∣∣∣2+∑
n6=0
∣∣∣∣ sin(kf(n))sin(kin)
∣∣∣∣ ∣∣∣τ inelkin (n)∣∣∣2 (16)
with τ inelkin (n) = τn and kf(n) is the final momentum. In the
sum of the RHS contibution are taken into account only
those of the Floquet modes for which kf(n) is real. In this
case from Eq. (14) we have
kf(n) = arccos
(
coskin− nω2h
)
. (17)
The transmission spectrum, numerically calculated us-
ing the above relation, is depicted in Fig. 3 and the emer-
gence of two Fano resonances, where the transmission goes
to zero is observed.
3.2 GPP approach
In this section we employ the GPP approach to elucidate the
mechanism which is responsible for the occurrence of the
transmission zeros. Details concerning technical issues, can
be found in Ref. [37]. The scattering matrix from an initial
state at time tin with momentum kin, to a final state at time tf
with momentum kf, is given by
Skf,kin = e
i(εftf−εintin) 〈kf|ψ(tf)〉 . (18)
The wave function can be expanded in the basis of the in-
stantaneous eigenstates |n(tf)〉
|ψ(tf)〉=∑
n,m
e−i
∫ tf
tin
dtE¯n(t)Xnm(tf, tin)αm(tin) |n(tf)〉 . (19)
In the above equation αm(tin) denotes the probability am-
plitude of finding the system initially in the mth eigenstate,
E¯n corresponds to the nth rescaled temporary energy eigen-
value (E¯n(t) = En(t)−〈nt | ih¯∂t |nt〉) and Xnm are the matrix
elements for transitions between different temporary eigen-
states. In the rest of this discussion it is assumed that there
is a finite time interval [−T,T ] for which we observe the
system. However, in the end the limit T → ∞ is considered.
The instantaneous basis of the T-coupled dot system has
both continuum and discrete parts and can be written as fol-
lows〈
x
∣∣Ψ±k 〉= e±ikx+bkeik|x|√2pi , (20a)
〈
d
∣∣Ψ−k 〉= 〈d∣∣Ψ+k 〉= 2ihbk sinkg(t)√2pi , (20b)
〈
x
∣∣Ψbi〉= Ai(t)√tanhqi(t)(εd+2hcoshqi(t))e−qi(t)|x|,
(20c)
〈
d
∣∣Ψbi〉= Ai(t)g(t). (20d)
where
Ai(t) =
[
g2(t) tanhqi(t)+(εd+2hcoshqi(t))2
]−1/2 (21)
In the above equations, the upper plus/ minus indices in Ψk
correspond to incoming and outgoing waves respectively,∣∣Ψbi〉 to the system’s two bound states (i= 1,2), bk is given
by Eq. (7) and qi(t) = qi(g(t)) has been defined at the end
of Section 2.
The building blocks of the GPP method are the elemen-
tary transitions from a state m to a state n. These transitions
are due to the time-dependence of the driving force that
5makes the coupling g(t) oscillate. We call these quantities
"flips" [37] and are defined as follows:
Φnm = 〈nt | i∂t |mt〉 n 6=m= 〈nt | i∂tHˆ(t) |mt〉Em(t)−En(t) (22)
In the discrete form of the above relation only transitions
between different bound states are considered (only for n 6=
m). When the index m belongs to the continuum, (m= k), the
amplitude in Eq. (22) is defined through the continuation of
m in the upper complex plane, k→ k+ i0.
As briefly mentioned in the introduction, in the GPP
method the expression of the transition matrix elements is
formulated in terms of the flips between different states of
the instantaneous basis. This is also the case for the standard
adiabatic perturbation theory but the GPP approach goes a
step further. The perturbative expansion of Xnm is reorga-
nized by re-summing all the contributions coming from vir-
tual transitions starting from and ending at the same state. As
it was demonstrated in [37] these loop contributions can be
exponentiated, leading to a perturbative series consisting of
transitions between strictly different states only. At the same
time, the previously free propagation of a certain temporal
state is dressed by corrections coming from the contribution
of all the possible loop transitions. In the energy representa-
tion these dressed propagators result to denominators which
include the effect of the loop corrections. Thus, the transi-
tion matrix elements can be written down in the following
way:
Xk′k(tf, tin) = δ (k′− k)
+ i
√
2pi
+∞
∑
n=−∞
Bk′k(n)δ (εk′ − εk−ωn)
+ i
∫ pi
−pi
dp
+∞
∑
n,ν=−∞
Bk′p(n−ν)Bpk(ν)
εp− εk−ων− i0
×δ (εk′ − εk−ωn)
+ i ∑
b=1,2
+∞
∑
n,ν=−∞
Bk′b(n−ν)Bbk(ν)
εb− εk−ων−δεbk(ν)− i0
×δ (εk′ − εk−ωn)+O(B3),
(23)
where the index b = 1,2 refers to the bound states of the
current mode, the index n to the nth inelastic channel and εd
is the mean bound state energy along one period. The Bnm
correspond to the Fourier decomposed functions of Φ˜nm:
Bnm (ν) =
1√
2T
T∫
−T
dtΦ˜nm (t)eiωνt ,
Φ˜nm (t) =
1√
2T
∞
∑
ν=−∞
Bnm (ν)e−iωνt ; ω = pi/T.
(24)
Φ˜nm is defined in the following way
Φ˜nm = e
−i
(
tεn−
∫ t
tin
dτE¯n(τ)
)
Φnme
+i
(
tεm−
∫ t
tin
dτE¯m(τ)
)
. (25)
Similarly to the Floquet method, we have “switched" to fre-
quency space, nevertheless the GPP approach is able to pro-
vide information concerning the system’s time evolution
through the temporary basis.
The re-summation of the back-forth transition amplitudes
-the quintessence of GPP approach- has produced the fol-
lowing correction in the denominators appearing in Eq. (23).
δεbk(ν) =
1
2pi ∑b′
+∞
∑
ν ′=−∞
Bbb′(−ν ′)Bb′b(ν ′)
εb′ − εk−ω(ν+ν ′)− i0
+
1
2pi
∫ pi
−pi
dk′
+∞
∑
ν ′=−∞
Bbk′(−ν ′)Bk′b(ν ′)
εk′ − εk−ω(ν+ν ′)− i0
+O(B3).
(26)
Before proceeding, let us elaborate on the physical mean-
ing of the terms that appear in the hierarchical expansion
of the transition amplitude in Eq. (23). The first non-trivial
term in the RHS corresponds to the case where the system
ends at a state of the continuum, different from the one it
started, without any intermediate transition. Obviously this
term contributes only to the inelastic channels as Bkk(0) = 0.
The next two terms refer to the case where the final state is
approached after one intermediate transition either to one of
the bound states or to a state of the continuum. The higher
order terms take into account more intermediate transitions
to all possible temporal states.
Using Eq.(18) one can find the general expression for
the scattering matrix
Skfkin = τ
el
kinδ (kf− kin)+
+∞
∑
n=−∞,n 6=0
τ inelkin (n)δ (kf(n)− kin)
+ relkinδ (kf+ kin)+
+∞
∑
n=−∞,n6=0
rinelkin (n)δ (kf(n)+ kin),
(27)
where the final momentum kf(n) is found to be the one given
by Eq. (17), while τelkin , τ
inel
kin
(n) correspond to the transmis-
sion and relkin , r
inel
kin
(n) to the reflection probability amplitudes
of the elastic and the inelastic channels respectively. Tak-
ing into account the aforementioned analysis, we arrive at
the following perturbative expressions for the transmission
amplitudes
τelkin = τ
st
kin +
i
2hsinkin
Ykinkin(0) (28)
τ inelkin (n) =
i
2hsinkf(n)
Ykfkin(n) (29)
6where τstkin is the transmission probability amplitude of the
static problem introduced in Section 2. The non-static con-
tributions coming from the time-dependence are included in
the term Y which assumes the following approximate form
Ykfkin(n) =
√
2piBkfkin(n)
+
∞
∑
ν=−∞
Bkf1(n−ν)B1kin(ν)
ε1− εkin −νω−δε1kin(ν)
+
∞
∑
ν=−∞
Bkf2(n−ν)B2kin(ν)
ε2− εkin −νω−δε2kin(ν)
+
∞
∑
ν=−∞
pi∫
−pi
dp
Bkfp(n−ν)Bpkin(ν)
εp− εkin −νω− i0
+O(B3).
(30)
Finally the total transmission Ttot is again given by Eq. (16).
In the last expression we obviously have kept the energy
corrections in the denominators of the second and the third
term, despite the fact that terms O(B3) are omitted from
the full amplitude. This is certainly inconsistent as far as
the combination ε1,2− εkin −νω is significantly larger than
O(B2). However, it may so happen that the aforementioned
combination approaches zero. In such a case the energy cor-
rection term, being of the same order as the numerator, be-
comes important and cannot be neglected. This case yields
the non trivial transmission profile that we will discuss in
the following section.
4 Zero transmission resonances
In the previous section we calculated the transmission
probability amplitude by using an accurate technique (Flo-
quet) and an analytic but approximate method (GPP). In Fig.
3 we have plotted the transmission spectrum calculated by
the Floquet technique and the GPP approach for a particu-
lar choice of parameters for which the perturbative analysis
is valid (small flips or equivalently small Bnm (ν)). In this
regime the perturbative analysis closely follows the Floquet
results and both reveal a non-trivial transmission profile in
comparison to the static case. The phenomenon that immedi-
ately draws attention in the time-dependent case is the emer-
gence of two Fano-like resonances where the transmission
suddenly drops to zero. In order to understand the micro-
scopic origin of these dips, we will exploit the description
provided by the GPP method.
We begin our analysis, by examining the elastic channel
(n = 0) for which the first term in the RHS of Eq. (30) dis-
appears (since Bkinkin(0) = 0) and we focus on the next two
terms that include the bound states (b= 1,2) as intermediate
virtual transitions. These are superposition of terms having
the structure:
Abkin(ν) =
∣∣Bbkin(ν)∣∣2
εb− εkin −νω−Reδεbkin(ν)− iImδεbkin(ν)
,
b= 1,2
(31)
The pure positive imaginary part of the energy correction
in the denominator of this expression can be easily deduced
from Eq. (26)
Im(δεbkin(ν))≈
1
2
∫ pi
−pi
dk
+∞
∑
ν ′=−∞
δ (εk− εkin −ω(ν+ν ′))
∣∣Bbkin(−ν ′)∣∣2 (32)
and corresponds to the width that characterizes the energy
distribution of the incoming particle due to its entrance in a
time-dependent environment possessing bound states:
εkin → εkin − iIm(δεbkin) (33)
In other words, it defines the uncertainty of the energy of the
incoming particle and it is connected with the probability
that this energy remains intact.
The meaning of the numerator in Eq. (31) can be easily
deduced from the relation:
∞
∑
ν=−∞
∣∣Bbkin(ν)∣∣2 = ∫ T−T dt∣∣Φbkin(t)∣∣2 (34)
Thus, the numerator represents in frequency space, the (per
frequency) probability for the incoming particle to flip to
a bound state during the scattering process. Therefore, Eq.
(31) has the standard Lorentz line-broadening profile [38]
and can be interpreted as the probability amplitude the in-
coming particle to be trapped into a bound state.
For the system we examine, and for almost all values
of the incoming energy, the probability of “spontaneous ab-
sorption" is very small and has negligible contribution to the
amplitude Ykinkin(0), which is mainly affected by the terms
that involve intermediate transitions to states of the contin-
uum.
However, exceptions to this -almost static- transmission
profile occur for those energies of the incoming particle which
lead to resonances, that is, they drive to zero the real part of
the denominator in Eq. (31):
εkin ≈ εb−νω−Re(δεbkin(ν)), b= 1,2. (35)
For our case and by adopting the specific set of dimension-
less parameters used for the plot in Fig. 3 we find that Eq.
(35) can be satisfied for the sets:(
k(1)in ' 1.26,ν(1) =−1;b= 1
)
(
k(2)in ' 1.57,ν(2) = 1;b= 2
)
(
k(3)in ' 2.34,ν(3) =−2;b= 1
) (36)
7Fig. 3 Transmission spectrum for parameter values h= 0.5, ω = 1, εd =−1, g0 = 0.5 and g1 = 0.25. (a) Total transmission coefficient both for
Floquet theory (first term of Eq. (16)) and for the GPP (see Eq. (29)). The static case is also shown for comparison (see Eq. (6) and Fig. 2). (b)
Elastic transmission coefficient. (c) and (d) Inelastic channels, for n= 1 and n=−1 respectively, that contribute to the total transmission spectrum
(see the second term of Eqs. (16) and (30)).
From Fig. 3 and the Floquet results it can be readily verified
that the values of the incoming momenta, for which a res-
onant response of the transmission probability occurs, are
very accurately predicted.
When the incoming energy satisfies the resonance condi-
tion (35) the imaginary part of the energy correction shown
in Eq. (32) turns out to be:
Im(δε
bk( j)in
(ν))≈
1
2
∫ pi
−pi
dk
+∞
∑
ν ′=−∞
δ (εk− εb−ων)|Bbk(−ν)|2, ∀ j
(37)
Note that the last expression coincides with the inverse life
time of the (quasi) bound state b [37]:
Im(δεbk jin
) =
1
τb
(38)
Thus, the resonance can be defined as the case where the
width of the incoming energy coincides with the width of
the energy of a quasi-bound state.
It is clear from Fig. 3, that not all the values of k( j)in ,
j = 1,2,... yield the same result for the transmission prob-
ability. To elaborate on this, we have to examine the relative
strength of the terms entering Eq. (31). For this particular
system, it has been checked (see Fig. 4) that the probabil-
ities |Bbk(ν)|2 are very fast decaying functions of ν and k
and, consequently, that the ν = ±1 terms in Eq. (37) domi-
nate:
Im(δε
bk( j)in
)≈δb,1|Bbk(1)|2εk−εb+ων−ε
k( j)in
+δb,2|Bbk(−1)|2εk−εb+ων−ε
k( j)in
(39)
Note that, the value ν = −1 is possible only for the first
bound state (b = 1), while the value ν = 1 can be achieved
only for the second (b= 2), as indicated from Eq. (36). After
this analysis, the resonant condition to the amplitude in Eq.
(31) reads as follows:
A
bk( j)in
(ν( j)) =
i2h
∣∣∣sin(k( j)in )∣∣∣∣∣∣∣Bbk( j)in (ν( j))
∣∣∣∣2
δb,1
∣∣∣∣Bbk( j)in (−1)
∣∣∣∣2+δb,2∣∣∣∣Bbk( j)in (1)
∣∣∣∣2
,
for b= 1,2; j = 1,2,3
(40)
It becomes apparent then, that the value kin = k
(1)
in ' 1.26
is tied with the first bound state and the frequency ν(1)=−1.
8Fig. 4 Probabilities |Bbk(ν)|2 for ε1 = −1.30, ε2 = 1.01 and k = 1.
The rest of the parameters are the same as those used for obtaining the
transmission spectrum illustrated in Fig. 3.
For this set of values the resonant term has the form:
A
1k(1)in
(−1) =
i2h
∣∣∣sin(k(1)in )∣∣∣∣∣∣∣B1k(1)in (−1)
∣∣∣∣2∣∣∣∣B1k(1)in (−1)
∣∣∣∣2
= i2h
∣∣∣sin(k(1)in )∣∣∣
(41)
This is in fact the only contribution that survives in the su-
perposition
∞
∑
ν=−∞
A
bk(1)in
(ν), which appears in the RHS of Eq.
(30). Moreover, the term
∞
∑
ν=−∞
A
2k(1)in
(ν) does not contain
resonant contributions and is negligible. The contribution of
amplitude in Eq. (41) to the elastic transmission amplitude
(see Eq. (28)) can be immediately found to be:
i
2h
∣∣∣sin(k(1)in )∣∣∣A1k(1)in (−1)≈−1 (42)
This dominant contribution, along with the fact that b
k(1)in
'
0, drives the transmission to zero:
τelkin ' τstkin −1' 0 (43)
The same analysis can be repeated for the case kin = k
(2)
in '
1.57 that is connected with the second bound state and the
frequency ν(2) = 1. For this set:
A
2k(2)in
(1) =
i2h
∣∣∣sin(k(2)in )∣∣∣∣∣∣∣B2k(2)in (1)
∣∣∣∣2∣∣∣∣B2k(2)in (1)
∣∣∣∣2
= i2h
∣∣∣sin(k(2)in )∣∣∣
(44)
Consequently, a zero transmission amplitude occurs again.
A third resonant set exists (k(3)in = 2.34,ν
(3)=−2;b= 1)
for which the amplitude Eq. (31) reads:
A
1k(3)in
(−2) =
i2h
∣∣∣sin(k(3)in )∣∣∣∣∣∣∣B1k(3)in (−2)
∣∣∣∣2∣∣∣∣B1k(3)in (−1)
∣∣∣∣2
(45)
This contribution is now the one that dominates and contains
intermediate transitions to bound states but cannot yield zero
transmission as the ratio
∣∣∣∣B1k(3)in (−2)
∣∣∣∣2/∣∣∣∣B1k(3)in (−1)
∣∣∣∣2 is pro-
portional to 1/3 which is significantly below unity.
Thus, the emerging picture is the following: For almost
all of the momenta the probability of the incoming parti-
cle to be trapped by the driven system is negligible and the
transmission profile is controlled by the flips from the con-
tinuum to continuum, following closely the static case. Non-
trivial behavior appears whenever a resonance occurs.
A resonance is mathematically defined as a solution to
Eq. (35) and from a physical point of view, it occurs when-
ever the broadenings of the incoming energy and of the bound
state energy, coincide. In all these cases, the probability that
the incoming particle is trapped, increases significantly. De-
pending on the relative magnitudes of the continuum to bound
transitions, the transmission can be totally diminished. There-
fore non-trivial behavior appears in the transmission spec-
trum whenever quantum resonances, as defined above, oc-
cur. As shown within the GPP approach one has an almost
exact prediction of their position and strength. If Eq. (35)
has no roots there are no resonances and the transmission
follows the static result.
Moreover, it should be pointed out that the elastic chan-
nel gives the dominant contribution to the observed reso-
nances (see Fig. 3). This is because, if n 6= 0 (inelastic chan-
nel) at Eq. (30), then the lead contribution comes from the
first term which is of the order of O(B). Also, due to the
delta function δ (kf(n)− kin) in the second term of Eq. (27),
for the parameters considered to obtain the transmission spec-
trum of Fig. 3, the only inelastic modes that contribute are
the ones shown.
The above presented analysis, as it has been summed
up in Fig.3, was based on a set of parameters for which
the static profile is quite simple. However, the static trans-
mission has a rich structure [31] that, depending on the pa-
rameters, can reveal quite interesting behavior. An example,
in which the static problem is not trivial, is plotted in Fig.
5. For the respective parameters the inelastic channels once
again have low contribution, therefore only the total trans-
mission coefficient is presented. In this case, two quantum
resonances originating from the elastic channel appear in the
spectrum. The incoming momenta where the quantum res-
onances occur can once again be calculated by solving Eq.
9Fig. 5 Total transmission coefficient both for Floquet theory and for
the GPP with parameters h = 0.5, ω = 1, εd = −0.25, g0 = 0.5 and
g1 = 0.1.
(35) and are found to be k(1)in ' 1.52 and k(2)in ' 1.57, as for
their strength it can also be found by following the proce-
dure described above. The anti-resonance of the static case
(see Fig. 2) remains unaffected from the time-dependence
therefore the plot once again generally follows the static case
excluding the incoming momenta where the quantum reso-
nances occur. This behavior is an example of the general
tendency: The resonances induced by the driving of the cou-
pling, contribute in a qualitatively distinct way to the static
transmission profile.
In the static case the anti-resonances appear when the
incoming energy coincides with a certain parameter (the dot
energy) of the system [31]. In this sense, they are genuine
resonances. The resonances that appear due to the driving
are of different nature. The time-dependent dynamics yield
two cooperating consequences. The first one is that the en-
ergy of the system’s bound states can change making these
states quasi-bound with a definite life-time and the second
one is that the energy of the incoming particle broadens.
When the broadening of the incoming energy matches the
life time of a bound state we face, roughly speaking, the
spontaneous absorption of the incoming particle that yields
a dip to the transmission amplitude.
It worth noting here, that albeit the values in Eq. (36) are
strongly tied to the details of the specific system, their ori-
gin, namely Eq. (35), is quite general. It is valid for any pe-
riodically driven system and its roots detect the number and
values of the incoming momenta k( j)in , j = 1,2, .. for which
the transmission profile shows a resonant behavior that cor-
responds to a significant increase of the trapping probabil-
ity. Inversely, in a scattering experiment, one can count the
incoming momenta for which
∣∣∣∣εk( j)in − εk(l)in
∣∣∣∣ /∈ N, ∀ j 6= l, to
detect the number of distinct bound states of an underlying
system. At the same time, the width of the resonance is a
measure of the life time of the bound state that is responsi-
ble for the trapping of the initially free particle.
5 Conclusions
In this work we have concentrated on unraveling the na-
ture of the zero transmission resonances that emerge when
the Hamiltonian of a quantum dot T-coupled to an infinite
tight-binding chain, explicitly depends on time. To this end,
we have studied, both analytically and numerically, the trans-
mission spectrum of this discrete model. By initially apply-
ing the Floquet formalism, we have observed the emergence
of two sharp asymmetric dips where the transmission goes
to zero and of a third shallow dip where a small reduction of
the transmission is observed. In order to investigate the mi-
croscopic origins of these resonances we have exploited the
language of the Geometric Phase Propagator approach. The
expansion of the transition amplitudes on the instantaneous
basis, which is used in the GPP approach, allows to give a
rigorous definition of a quantum resonance, to relate the po-
sitions of the resonances with the number of the bound states
and to indicate when a resonance manifests via a “strong"
Fano resonant profile in the transmission spectrum. The GPP
framework employed in this study is very general and can be
applied to any time-dependent problem as long as the tem-
porary basis is known and the flips are small enough for the
perturbative scheme to be valid. Of particular interest would
be to employ the GPP method for studying the T-coupled
dot problem, that we have considered here, using pulses in-
stead of a harmonic driving. In this case, as the driving is
not periodic, one cannot resort to the effective description
provided by Floquet theory. Another fascinating possibility
would be to apply this method to a completely different con-
text, namely, GPP could be used to calculate the correlations
in the famous XY-model and investigate their behavior when
the system undergoes a Kosterlitz-Thouless phase transition.
Acknowledgments
N. E. P. gratefully acknowledges financial support from the
General Secretariat for Research and Technology (GSRT)
and the Hellenic Foundation for Research and Innovation
(HFRI).
Author contribution statement
G. E. P. performed all the numerical calculations, N. E. P.
wrote the manuscript, P. A. K. and F. K. D. derived the Flo-
quet equations, A. S. and F. K. D. proposed the physical
10
problem, G. E. P. and A. I. K. developed the GPA method
and finally all the authors contributed equally in the physi-
cal understanding of the results presented in Sec. 4.
Appendix A: Floquet equation coefficients
The coefficients of Eq. (14) are given by the following rela-
tions:
an =
g21
4 [εd−EF − (n−1)ω− iη ] (A.1)
bn =
g0g1
2
×
×
(
1
εd−EF − (n−1)ω− iη +
1
εd−EF −nω− iη
)
(A.2)
cn = 2ihsinkn+
g20
εd−EF −nω− iη +
g21
4
×
×
( 1
εd−EF − (n+1)ω− iη +
1
εd−EF − (n−1)ω− iη
)
(A.3)
dn =
g0
g1
( 1
εd−EF − (n+1)ω− iη
+
1
εd−EF −nω− iη
) (A.4)
en =
g21
4[εd−EF − (n+1)ω− iη ] (A.5)
where kn is given by Eq. (14) and we have introduced a small
imaginary factor iη for reasons explained in the main text.
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