sequencing was performed. Treatment with GCV mostly modulated inflammation-associated genes in WT mice with EAE, but not in STING tg/tg mice, supporting previous observations that GCV requires a functional STING for mitigating microgliosis. A unique type of damageassociated microglia (DAM) has been recently described for neurodegenerative disease (Keren-Shaul et al., 2017) . Interestingly, DAM genes were found to increase in EAE and to be downregulated by GCV in a STING-dependent manner. Together, this study by Mathur et al. (2017) sheds light on the role of STING as a potent immune regulator of neuroinflammation. Mathur et al. (2017) found that STING is exclusively expressed by microglia upregulated during EAE. Sting activation by GCV reduced EAE severity by reducing microgliosis and neuroinflammation. GCV is a widely used antiviral drug, whose canonical pathway involves the viral tk in order to inhibit viral replication. Notably, the type I interferon response induced by GCV was not mediated by its canonical pathway, but through STING. Aiming to translate these findings to the clinic, the search for an optimal GCV dose seems to be important as high interferon responses may lead to interferonopathies (Rodero and Crow, 2016) , and low doses of GCV may not affect neuroinflammation (Skripuletz et al., 2015) . In the end, STING and the police are united and back on stage, ''the message in the bottle'' is out, and STING is positioned as a novel and important player, not so much as musician, but as a signaling element in the field of neuroinflammation.
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Mathur, A.V., Burai, R., Vest, R.T., Bonanno, L.N., Lehallier, B., Zardeneta, M., Mistry, K.N., Do, D., Marsh, S.E., Abud, E.M., et al. (2017) In this issue of Neuron, Moehle et al. (2017) demonstrate that presynaptic muscarinic receptors counteract the effects of dopamine in an output nucleus of the basal ganglia. They provide intracellular, anatomical, and network-level mechanisms for this cholinergic-dopaminergic interplay.
The basal ganglia play a critical role in generation of locomotion and selection of motor plans to perform behaviors necessary for survival, such as running from a predator or chasing prey. Decades of anatomical and functional work have delineated the nuclei that make up this circuit, and it is well known that the balance between two neuromodulators-dopamine and acetylcholine-plays a critical role in basal ganglia function (Dudman and Gerfen, 2015) . Traditionally, the field focused on this interaction between dopamine (from the midbrain) and acetylcholine (from local cholinergic interneurons) within the confines of the striatum. However, the striatum is not the only site of cholinergic influence on the basal ganglia (Picciotto et al., 2012) . In this issue of Neuron, Moehle et al. (2017) use sophisticated pharmacological, transgenic, and viral manipulations to probe extra-striatal regulation of the basal ganglia through cholinergic signaling. Moehle et al. (2017) focus on one of the two major classes of projection neurons in the striatum: the dopamine D1 receptor expressing ''direct pathway'' neurons, which send projections to the substantia nigra pars reticulata (SNr). In the first set of experiments, the authors show that a D1 receptor agonist increases locomotion in mice, and a specific M 4 -positive allosteric modulator (PAM, VU0467154) blocks this increase. In order for readers to interpret this result, it is important to know that (1) PAMs are only effective when the natural ligand is present (acetylcholine, in this case), (2) PAMs enhance the activity of a receptor by binding a site that the traditional agonist does not occupy, and (3) the M 4 muscarinic receptor is Ga i/o coupled, and activation leads a reduction of cellular cAMP levels. Critically, the M 4 PAM has no effect on D1 agonist-induced locomotion in transgenic mice lacking the M 4 receptor in D1 neurons (D1-M 4 KO)-demonstrating the specificity of the PAM and opening the door for investigation into the circuit-level mechanism of M 4 modulation of the response to dopamine.
Given that D1 receptor-expressing spiny projection neurons (D1-SPNs) are a major GABAergic input to SNr, the main electrophysiological measure used in this paper is miniature inhibitory postsynaptic currents (mIPSCs) onto GABAergic SNr neurons. The first set of electrophysiological data demonstrate a plausible mechanism for the behavioral data with which Moehle et al. (2017) begin the paper. More specifically, D1 receptor activation increases mIPSC frequency onto GABAergic SNr neurons, and this increase is counteracted by M 4 -positive allosteric modulation. Similarly, a combination of a subthreshold dose of the M 4 PAM with optogenetic stimulation of cholinergic fibers in SNr abolishes the effect of D1 receptor activation on mIPSC frequency. Again, the M 4 PAM does not counteract the effect of D1 receptor activation in the D1-M 4 KO mice. Together with consideration that the coronal brain slices used for electrophysiological recordings preserve D1-SPN terminals in SNr but do not include cell bodies in striatum, these data raise the possibility that the terminals of D1-SPNs are the cellular locus of M 4 's effect on mIPSC frequency.
The authors extend these findings with anatomical and immunostaining datathey first show that M 4 antibody staining co-localizes with tdTomato fused to the dopamine D1 receptor in the SNr. Consistent with a previous report in rat (Beninato and Spencer, 1987) , they show that the source of cholinergic inputs to the SNr comes from the pedunculopontine nucleus (PPN), but not the laterodorsal tegmental nucleus (LDT). Ablation of cholinergic hindbrain neurons using a cre-dependent caspase strategy increases the baseline mIPSC frequency onto SNr GABA neurons, an effect that is recapitulated with a selective M 4 antagonist in wild-type mice, but not D1-M 4 KO mice. In this set of experiments, the authors support a circuit-level model in which hindbrain cholinergic inputs activate D1-SPN terminal M 4 receptors in the SNr.
What is the mechanism underlying the interaction between D1 and M 4 activation? Moehle et al. (2017) utilize designer receptors exclusively activated by designer drugs (DREADDs, hM 4 Di) for insight into this question. hM 4 Di is a modified M 4 receptor which is no longer activated by acetylcholine (Roth, 2016) . Instead, an exogenous ligand (clozapine-N-oxide, CNO) activates the same G proteincoupled intracellular signaling cascade native to the M 4 receptor. With this tool, the authors show that simply activating G i -coupled intracellular signaling in the D1-M 4 KO is sufficient to counteract D1 receptor-induced enhancement of mIPSC frequency. Given that D1 receptor activation increases intracellular cAMP levels, the authors hypothesized that M 4 modulates D1 receptor activation at the level of cAMP and adenylyl cyclase. To test this hypothesis, Moehle et al. used a combination of pharmacology and an optogenetic construct that enhances intracellular cAMP levels through adenylyl cyclase activity (opto-b 2 AR; Siuda et al., 2015) . They demonstrated that elevation of cAMP levels in the terminals of D1-SPNs is sufficient to recapitulate the enhancement of release probability after D1 receptor activation; further, M 4 -positive allosteric modulation-leading to Ga i/o -mediated inhibition of adenylyl cyclase and therefore reduced cAMP production-blocked the forskolin and opto-b 2 AR enhancement of GABA release probability. These experiments again support the circuit specificity of their model and added another level of mechanistic insight-revealing cAMP as the molecular substrate of the interaction between M 4 and dopamine D1 receptors.
With this fine-grain mechanistic insight, the authors zoomed out to the level of network activity in the basal ganglia. Using a powerful 9.4T magnet, they measured cerebral blood volume (CBV) in anesthetized rats following administration of a dopamine D1 agonist with or without the M 4 PAM. Surprisingly, they discovered that the M 4 PAM only reverses D1 receptor activation of SNr and downstream motor cortex, but not striatum. Although CBV data may be difficult to interpret on its own at the level of neural activity, the combination of mechanistic insight gained from electrophysiology with this network level data supports their interpretation.
Finally, Moehle et al. (2017) tested their model by directly injecting muscarinic agonists and antagonists into the SNr of mice. They discovered that injection of a muscarinic agonist enhanced ipsilateral turning behavior. This result can be interpreted as a disrupted balance between the parallel basal ganglia circuits that control contralateral motion. Given the data presented above, we can speculate that the balance between adenylyl cyclase activation and inhibition between M 4 and dopamine D1 receptors in SNr is disrupted following pharmacological intervention in awake, behaving mice.
Apart from its demonstrated action on presynaptic terminals of D1-SPNs, the authors previously reported that M 4 PAM modulates presynaptic dopamine release in striatum through a cannabinoid-dependent mechanism (Foster et al., 2016) . In addition, M 4 receptor is expressed on cortico-striatal projections, ChAT interneurons, and D1 cell bodies. This expression pattern affords M 4 pharmacology a powerful access point to basal ganglia function and dysfunction.
This rigorous work broadens the traditional dopamine and striatum-centric view of basal ganglia function. Indeed, a recent body of work on extra-striatal modulation of basal ganglia function is emerging (for example, see Borgkvist et al., 2015; Lemos et al., 2016) . The striatum is clearly a critical brain region for regulation of movement and motivation, but a comprehensive view of how the basal ganglia integrates and distributes information can lead to
In this issue of Neuron, Rossi-Pool et al. (2017) show that the complex and heterogeneous response profiles of individual neurons in the dorsal premotor cortex during comparison of tactile temporal patterns can be understood in terms of two robust activity patterns that emerge across the population.
Decades of research have investigated how representations of simple sensory stimuli are put to use in the control of behavior. Among various experimental approaches, studies of perceptual decision making that combine electrophysiology with psychophysics and computational models have emerged as particularly insightful. Some of the most profound insights into the neural mechanisms of decision making come from examination of single-neuron activity in different brain areas in animal models trained to perform various detection, discrimination, and categorization tasks.
Two particularly influential sets of experiments deserve highlighting. First is the body of research that followed the early work of Shadlen and Newsome (1996) . These researchers trained monkeys to discriminate the direction of motion in noisy visual stimuli and examined neural activity downstream of directionselective neurons in areas such as the lateral intraparietal cortex (area LIP). By combining computational theories of perceptual decision making with neurophysiology and cleverly designed psychophysical experiments, this line of work has found that single neurons in multiple sensorimotor areas carry a representation of accumulated momentary evidence that directly informs ongoing motor plans. This simple two-stage model (sensory representation followed by motor decision) powerfully and parsimoniously explains the computational principles that govern simple perceptual decisions at the level of single neurons. However, important questions remain. For example, many task-modulated neurons in these areas have response profiles that are not accounted for in terms of evidence accumulation (Meister et al., 2013) . Furthermore, many decisionrelated neurons signal additional cognitive factors, such as urgency, prior expectations, and reward contingencies, highlighting more elaborate circuit-level computations (Shadlen and Kiani, 2013) . Finally, it is not clear how this simple framework can be extended to explain mnemonic representations that support more complex decisions, which do not directly map a simple sensory feature to a simple motor command.
Second is the work of Romo and colleagues, who characterized neural activity in primary sensory, prefrontal, premotor, and motor cortices during a battery of detection and discrimination tasks involving vibrotactile stimuli (Romo et al., 2012) . Careful and systematic characterization of neural signals in these areas indicates that faithful sensory
