The recently developed regularity model-based multi-objective estimation of distribution algorithm (RM-MEDA) and inverse models-based multi-objective evolutionary algorithm (IM-MOEA) have been shown to be two effective methods for solving some complex multi-objective optimization problems (MOPs). However, RM-MEDA and IM-MOEA are still challenged when solving MOPs with many local Pareto fronts, and usually generate poor solutions when the population has no obvious regularity. In order to overcome these limits, an ensemble of RM-MEDA and IM-MOEA, denoted as RM-IM-EDA, is proposed in this paper. This ensemble is based on a dynamic mixture of the sampling in the decision space by the regularity-based learning model and the sampling in the objective space using the inverse learning models. In addition, a sequence-based deterministic initialization method is introduced to identify the properties of fitness landscape. The objective behind this scheme is to reduce the probability of sinking into the local Pareto optimum. For the comparison purposes, the proposed RM-IM-EDA is tested on 32 benchmark problems. Experiment results statistically affirm the efficiency of the proposed approach to obtain better results compared with each individual algorithm and other four state-of-the-art MEDAs.
I. INTRODUCTION
Multi -objective optimization problems (MOPs), which refer to multiple conflicting objectives to be optimized simultaneously, can be briefly stated as follows: min F(x) = (f 1 (x), f 2 (x), · · · , f m (x)),
where x = (x 1 , x 2 , · · · , x D ) is a decision vector in decision
D is the number of decision variables, and L i and U i denote the lower and upper boundaries of the ith decision variable x i , respectively. F(x) denotes an objective vector in objective space m , and m is the number of objectives.
Since there exists conflicts between the objective vectors f 1 (x), f 2 (x), · · · , f m (x) in an MOP as formulated in Eq. (1), it is impossible to find one single solution that can optimize all the objective vectors simultaneously. Instead, the concept The associate editor coordinating the review of this manuscript and approving it for publication was Li He . of the optimal trade-off solution between different objectives is introduced into an MOP. Specifically, given two candidate solutions x 1 and x 2 , solution x 1 is said to dominate the other solution x 2 (denoted by x 1 ≺ x 2 ) iff ∀i ∈ {1, 2, · · · , m}, f i (x 1 ) ≤ f i (x 2 ) and ∃ i 0 ∈ {1, 2, · · · , m}, f i 0 (x 1 ) < f i 0 (x 2 ). If a solution x * cannot be dominated by any other solutions in , then the x * is known as Pareto optimal, and the union of all x * is termed the Pareto set (PS), while the image of PS in the objective space, namely, the union of F(x * ), is called the Pareto front (PF). In order to find an approximation of the PF (or PS), a lot of multi-objective evolutionary algorithms (MOEAs) have been proposed during the past two decades. They can be briefly categorized into Pareto dominance-based [1] , decomposition-based [2] , and performance indicator-based MOEAs [3] .
Among these MOEAs, regularity property-based multiobjective estimation of distribution algorithms (MEDAs) have received increasing attention due to their excellent performance in solving complex MOPs. These MEDAs explicitly exploit the regularity property, i.e., if the Karush-Kuhn-Tucker (KKT) condition holds, both PS and PF are (m − 1)-dimensional piecewise continuous manifolds for any m-objective optimization problems under certain mild conditions [4] , by building probabilistic models. As one of the first attempts to utilize the regularity property of PS, Zhang et al. proposed a regularity modelbased MEDA (RM-MEDA) [5] , which maps the decision vectors from the D-dimensional decision space to the (m − 1)-dimensional latent space using local principal component analysis (LPCA) [6] . Recently, Cheng et al. put forward another regularity property-based MOEA, termed the inverse modeling-based MOEA (IM-MOEA) [7] , which constructs Gaussian process (GP)-based inverse models that map the non-dominated solutions from the objective space to the decision space. In recent years, some important improvements along the RM-MEDA and IM-MOEA have been reported. In the following, we will briefly comment on these improvements.
• The improvements of RM-MEDA: In RM-MEDA, piecewise (m − 1)-dimensional linear models are employed to approximate the PS using LPCA cluster method, and new trial solutions are sampled from the linear model with noise. However, this method fails to produce high quality solutions when the distribution of population has no obvious regularity, and is easy to fall into local PFs for multimodal MOPs. In order to improve the performance of RM-MEDA, some improved versions have been proposed. For example, Zhou et al.
proposed an enhanced RM-MEDA (E-RM-MEDA) [8] , in which biased crossover and biased initialization operators were introduced to improved the global search ability of RM-MEDA. Wang et al. developed an improved version of RM-MEDA (I-RM-MEDA) [9] . In I-RM-MEDA, a reducing redundant cluster operator was integrated into the RM-MEDA for building more precise model. Li et al. introduced an elitist strategy and local learning method into RM-MEDA (RM-MEDA*) to accelerate the convergence speed and accuracy to Pareto optimal [10] . In addition, Wang et al. used the RM-MEDA to tackle MOPs with noisy [11] .
• The improvements of IM-MOEA: In IM-MOEA, a group of predefined uniformly distribution reference vectors are employed to partition the objective space into several sub-regions. However, such a partition may not be very efficient for MOPs with irregular PFs because some reference vectors are associated with an insufficient number or even no solutions. In order to overcome this limit, Cheng et al. presented an adaptive IM-MOEA (A-IM-MOEA) [12] . In A-IM-MOEA, the overall search procedure was divided into exploration and exploitation stages. In the exploration stage, the reference vector associated with the maximal number of candidate solutions was replaced by a randomly created reference vector, while the reference vector associated with the minimal number of candidate solutions was replaced in the exploitation stage. Simulation results showed that the proposed adaptive reference vector strategy has some effects on MOPs with irregular PFs. Along this line of thought, Lin et al. proposed an enhanced IM-MOEA (E-IM-MOEA) [13] , in which the uniformly distributed reference vectors were used to promote the population diversity in the exploration stage, whereas in the exploitation stage, the reference vectors are dynamically adjusted with the aid of the distribution information of the non-dominated solutions for better exploitation. A number of numerical experiment results approved that the proposed dynamic reference vector strategy was more effective than the uniformly distributed reference vector strategy of IM-MOEA and the adaptive reference vector strategy of A-IM-MOEA. Very recently, Sindhya and Hakanen presented an interactive version of IM-MOEA (I-IM-MOEA) which aimed at generating solutions in the regions where the decision maker was interested in [14] . Although RM-MEDA and IM-MOEA have been shown to be very promising on a wide range of MOPs, they have their limitations, like most other MOEAs. The main limitation comes from the two learning models. The LPCA learning model used in RM-MEDA works well for evolutionary population with regular distribution, but performs poorly evolutionary population having no obvious regularity. For IM-MOEA, the GP-based inverse learning models work well when the shapes of the PSs are relatively smooth. However, the inverse learning models may perform poorly for some MOPs with complex PSs. In addition, if an MOP has many local PFs, both RM-MEDA and IM-MOEA are easy to fall into the local Pareto optimum. In order to overcome these limits, an ensemble of RM-MEDA and IM-MOEA with sequence-based deterministic initialization, denoted as RM-IM-EDA hereafter, is proposed in this paper, and the main contributions of this work are summarized as follows.
• An ensemble of the two regularity property-based learning models is proposed. This ensemble is based on a dynamic mixture of the sampling in the decision space by the LPCA learning model and the sampling in the objective space using the GP-based inverse learning models. The objective behind this scheme is to have a balance between exploration and exploitation during the search process.
• A sequence-based deterministic initialization method is introduced to identify the properties of fitness landscape, which aims at reducing the algorithm into the local Pareto optimum.
• Systematic experiments conducted to compare the RM-IM-EDA with six state-of-the-art MEDAs on 32 MOPs are described. The experimental results indicate that the proposed algorithm performs better overall performance. The remainder of this paper is organized as follows. In Section 2, the basic idea of RM-MEDA and IM-MOEA is briefly introduced. In Section 3, the proposed RM-IM-EDA method is elaborated. In Section 4, the experimental results and an analysis of our comparative study are presented, and in Section 5, some further discussions on RM-IM-EDA are provided. Finally, Section 6 concludes the paper and suggests possible directions for future study.
A. RM-MEDA
In general, the individuals of the population Pop in an ideal MOEA for Eq. (1) will gradually approximate the PS in the decision space and be uniformly dispersed around the PS as the search goes on. To better achieve this goal, the RM-MEDA takes the individuals in P as an independent observation of a random vector ξ ∈ R D whose centroid is the PS of Eq. (1) and can be naturally expressed by
where ζ is an evenly distributed over an (m − 1)-dimensional piecewise continuous manifold, and ε is an D-dimensional zero-mean noise vector. As shown in Figure 1 , the LPCA is used in RM-MEDA to partition the population Pop into several disjoint clusters, and conducts PCA in each cluster to extract an (m − 1)-dimensional manifold for approximating the ζ . Finally, new solutions are sampled from the built models, and may be survived into next generation based on the nondominated sorting method of NSGA-II. The main procedure of RM-MEDA can be found in [5] .
B. IM-MOEA
It is generally known that the individuals of the population Pop in an ideal MOEA for Eq. (1) will also gradually approximate the PF in the objective space and be uniformly dispersed along the PF as the search goes on. For this, IM-MOEA creates new candidate solutions by directly sampling in the objective space instead of the decision space, and then these solutions are mapped back onto the decision space by introducing Gaussian process based inverse model. To promote the process of inverse modeling, M uniformly distribution unit reference vectors γ 1 , γ 2 , · · · , γ M are used to partition the objective space of Eq. (1) into several subregions, which is implemented by Eq. (3).
where H is a positive integer, and M is the number of reference vectors. As shown in Figure 2 , each individual of the population α i in objective space is assigned to the closest reference vector by Eq. (4), and the individuals that are assigned to the same reference vector form a sub-population.
In each sub-population, some elite candidate individuals are selected as the training data for inverse models. In order to promote the estimation of the whole inverse mapping from the m-dimensional objective space to the D-dimensional decision space, the multivariate inverse model is decomposed into several univariate regression models by Eq. (5) . (5) where P(x i |f k ) is a univariate model that represents the inverse mapping from the objective f k to the decision variable x i , and ε k,i ∼ N (0, (σ D ) 2 ) is an error term which can be captured by additive Gaussian noise.
Consequently, each univariate model combined with the error term is realized by the Gaussian process. However, the decomposition strategy does not take into account the variable linkages explicitly. In order to overcome this drawback, a random grouping technology is adopted to implicitly learn the correlations between decision variables by relating several decision variables with each objective. More details of the random grouping method can be found in [7] . At the end of generation, the new candidate solutions generated in each sub-region by sampling the inverse model built for this region are combined together to create the parent population for the next generation. The main procedure of IM-MOEA can be found in [7] .
Algorithm 1 RM-IM-EDA
Step 1) Initialization:
Step 1.1) Initialize a population Pop(0) of N individuals using sequence-based deterministic method.
Step 1.2) Evaluate the objective function vector of each individual in Pop(0) by Eq. (1), and set t = 1.
Step 2) Inverse modeling-based sampling:
Step 2.1) Generate M uniformly distribution unit reference vectors.
Step 2.3) Train a Guassian process for each inverse model based on the elite candidate individuals of the corresponding sub-population.
Step 2.4) Sample N ·θ M individuals from the built inverse models for each sub-population by Eq. (5) to create the new sub-populations:
Step 3) LPCA modeling-based sampling:
Step 3.1) Learn the distribution of the solutions in Pop(t) and build the probability approximation model for Eq. (2) by the LPCA.
Step 3.2) Sample N · (1 − θ ) individuals from the probability approximation model and merge them into Pop(t).
Step 4) Evaluate the objective function vector of each individual in Pop(t) ∪ Pop(t) by Eq. (1).
Step 5) Selection: Select N solutions from Pop(t)∪ Pop(t)∪Pop(t) to create Pop(t +1) by the non-dominated sorting method, and set t = t + 1.
Step 6) Stopping condition: If the stop condition is satisfied, then output the approximation of PS from Pop(t + 1), otherwise repeat Step 2-5).
II. PROPOSED RM-IM-EDA A. MOTIVATION
As we all know, the construction of probabilistic learning model is the core of MEDAs, which will directly affect the quality of individual sampling. For RM-MEDA, the LPCA is used to build the learning model by estimating the distribution of population in the decision space, and new trial solutions are sampled from the model with noise in the decision space. This learning model usually works well for the population with regular distribution but performs poorly when the distribution of population has no obvious regularity. For IM-MOEA, it constructs the GP-based inverse learning models to create samples in the objective space, and then maps them back to the decision space. For most MOPs with relatively smooth PSs, the inverse learning models work well. However, they are challenged if there exists extreme nonsmoothness in some intervals of the inverse models. From what have been discussed above, neither LPCA-based learning model nor inverse learning models can solve every problem effectively and efficiently, which is also supported by the "No Free Lunch (NFL)" theorem [15] .
In general, different probabilistic learning models possess abilities for solving different types of optimization problems, and it is difficult to predict the best probabilistic learning model for every MOP. However, the ensemble of different probabilistic learning models could be a potential solution and more efficient than using one single probabilistic learning model for solving complex MOPs. Motivated by this, we propose an ensemble of RM-MEDA and IM-MOEA (RM-IM-EDA), which is expected to exploit the advantage of sampling from the two probabilistic learning models, and thus achieve better performance than each individual algorithm. In addition, a sequence-based deterministic initialization method is introduced to improve the ability of solving MOPs with many local PFs since it can identify the properties of fitness landscape.
B. THE MAIN FRAMEWORK OF RM-IM-EDA
The main framework of the proposed RM-IM-EDA is summarized in algorithm 1, from which we can see that the main contribution of RM-IM-EDA include two main aspects: sequence-based deterministic initialization and the ensemble mechanism of two learning models. The following subsections will detail the two aspects.
1) SEQUENCE-BASED DETERMINISTIC INITIALIZATION
In the RM-MEDA and IM-MOEA, the new candidate solutions are generated by sampling from the LPCA-based learning model and the GP-based inverse learning models, respectively. According to ahead discussion, the two learning models usually work well for the population with regular distribution. However, in the early stage of evolution, it is difficult to capture the regular characteristics because of the randomness of population distribution, which limits the search efficiency of the RM-MEDA and IM-MOEA, and may even cause the algorithms to fall into local Pareto optimum in advance. To overcome this limitation, some technologies such as local learning [10] and biased crossover [13] are embedded into the RM-MEDA and IM-MOEA for improving the global searching ability. Different from existing improvement technologies, we introduce the sequence-based deterministic initialization method [16] to enhance the search efficiency of RM-IM-EDA since it can identify the properties of fitness landscape. The details of the sequence-based deterministic initialization method are described below.
Initially, the search domain of each variable [x i , x i ] (i = 1, 2, · · · , D) is divided into q + 1 segment vectors, and the interval I of each segment vector can be determined by Eq. (6) .
Then, the jth segment vector S j (j = 1, 2, · · · , q + 1) is generated as follows:
2) DOUBLE LEARNING MODELS-BASED ENSEMBLE APPROACH
In order to realize an effective ensemble of learning models into one MEDA variant, it is crucial to make sure that the constituent learning models are powerful while have different learning abilities. Only in this way they can support each other rather than just compete for resources during the evolutionary process. Here, two highly classical and efficient learning models are taken as constituent learning models, i.e., LPCA-based learning model and GP-based inverse learning models. The reason why we choose the two learning models as the constituent components is that the former is a local linear approximation model and it often dominates other MOEAs when the distribution of population has obvious regularity, while the latter is nonlinear approximation models and exhibits extraordinary performance in solving some high complex MOPs. Therefore, it is quite possible to realize an ensemble of the two learning models into one MEDA variant for reaching a higher performance. In general, the distribution of evolutionary population has no obvious regularity at the early and middle stage of evolution because of the randomness, while at a later stage, the population will present a regular distribution pattern if an MOEA is effective. Based on this consideration, the GP-based inverse learning models and the LPCA-based learning model are taken as the dominant model at the early and middle stage and later stage of evolution, respectively. In order to realize an effective ensemble of the two learning models into one MEDA variant, the learning models are sampled in turn to generate offspring and the dominance of the two learning models is adjusted by introducing a linearly decreasing parameter θ with the increasing of iteration. Through this manner, we can effectively realize the dynamic computation resources allocation between the two learning models and the dominant model is expected to obtain more computational resource.
III. EXPERIMENTAL STUDIES
In this section, comprehensive experiments are designed to evaluate the performance of RM-IM-EDA. Firstly, a set of 32 test problems and performance metric are introduced. Then, the comparisons of RM-IM-EDA with six regularity model-based MEDAs are presented in detail. Finally, the effectiveness and computation cost of two components in RM-IM-EDA are discussed. The simulations are executed on an Intel(R) Core(TM) i7-4790 PC with 3.60GHz CPU and 8GB RAM and Microsoft Windows 7 operating system, and the MEDAs are written in Matlab software.
A. EXPERIMENT SETUP
The RM-IM-EDA is firstly tested on 32 benchmark functions. These functions are divided into two categories: MOPs without variable linkages (i.e., ZDT1-ZDT4, ZDT6, and DTLZ1-DTLZ7 [2] ), and MOPs with variable linkages (i.e., F1-F10 [5] , and F11-F20 [7] ). The detailed description of the 32 benchmark functions can be found in [2] , [5] , [7] .
In order to evaluate the performance of RM-IM-EDA, RM-IM-EDA is compared with six regularity modelbased MEDAs: RM-MEDA, IRM-MEDA, IRM-MEDA*, IM-MOEA, A-IM-MOEA and E-IM-MOEA. The public and private parameter settings of the seven MEDAs are listed in Tables 1-2, respectively. In addition, three criteria for evaluation are adopted to measure the performance of each algorithm.
• Inverted generational distance (IGD) measure: The IGD represents the average distance between the reference solutions (true PS) and the obtained solutions in objective space, which can evaluate the diversity and convergence comprehensively. Let P * be a set of evenly distributed points along the ideal PF and P is the achieved PF. The IGD between P * and P is calculated as
where d(v, P) is the Eucidean distance from the point v to the set P. Obviously, the smaller IGD value is desirable.
• Statistics by Wilcoxon and Friedman tests: The
Wilcoxon signed-rank test at a 0.05 significance level is used to identify the significance of difference between two algorithms on single MOP in terms of the IGD values. The test result is denoted as " ‡/ §/ †", which represents that one algorithm is significance better than, similar to, and worse than its competitor, respectively. To be clear, the best IGD value for each MOP is highlighted in boldface, and the total comparison results are summarized in the last row of each table. In order to identify differences between pair of algorithms on all problems, the multiproblem Wilcoxon signed-rank test, conduced by the KEEL software [17] , is carried out. In addition, the Friedman test is further conduced to obtain the rankings of multiple algorithms on all problems.
• Convergence: The convergence curves for some different types of MOPs are plotted to show the mean IGD values over the total run in the respective experiments.
B. BENCHMARK COMPARISONS
To evaluate the effectiveness of proposed algorithm, RM-IM-EDA is caompared with six regularity model-based MEDAs on the 32 benchmark problems. Table 3 Tables 4 and 5 , respectively. We can clearly observe that RM-IM-EDA obtains higher R + values than R − values in all cases. It means that RM-IM-EDA significantly outperforms other six compared algorithms since all p values are less than 0.05. Meanwhile, Table 5 indicates that RM-IM-EDA gets the best average ranking compared with other algorithms by the Friedman test. Therefore, from these results we can conclude that the proposed RM-IM-EDA is able to yield better results compared with other algorithms. With respect to the characteristics of benchmark problems, a close inspection of the numerical values shows that RM-IM-EDA can find better results for most of cases in different types of test functions. In the case of 12 MOPs without variable linkages (i.e., ZDTx, and DTLZx), RM-IM-EDA has a significant advantage, and obtains the best performance on 10 out of 12 benchmark problems. In the case of other 20 MOPs with variable linkages (i.e., F1-F20), RM-IM-EDA also obtains better performance on most of benchmark problems. Since RM-IM-EDA integrates the advantages of two different regularity models, a better balance between exploration and exploitation can be achieved. Therefore, RM-IM-EDA can obtain better results for most of cases with/without variable linkages.
To further visualize the convergence results, Figures 3 and 4 show the final populations in the objective space with the median IGD metric values over 20 runs obtained by the seven compared algorithms on DTLZ6 without variable linkages and F19 with variable linkages, respectively. It can be seen that the final populations in the objective space of DTLZ6 and F19 achieved by RM-IM-EDA can spread along the PFs more widely and evenly than other six compared algorithms. In addition, the convergence curves of IGD further show that RM-IM-EDA obtains the smaller IGD values for DTLZ6 and F19 when the termination condition is satified. Thus it can be seen that the RM-IM-EDA can achieve the better approximations with both convergence and diversity for most MOPs with/without variable linkages.
In summary, the above experimental results show that RM-IM-EDA has obvious advantage on the convergence and diversity for most of benchmark problems, and the major contribution to performance improvement is from the ensemble of two different regularity models.
IV. MORE DISCUSSIONS A. THE EFFECTIVENESS OF TWO COMPONENTS IN RM-IM-EDA
In the previous experimental studies, the superiority of the proposed RM-IM-EDA is verified. In this section, the effectiveness of two components used in RM-IM-EDA is further studied. As discussed previously, RM-IM-EDA mainly contains two components: the sequence-based deterministic initialization and the ensemble of regularity model in RM-MEDA and inverse models in IM-MOEA. In this section, we will answer the question: "Can the the sequence-based deterministic initialization and the ensemble of two learning models be effective for RM-IM-EDA, respectively?" With this aim, RM-IM-EDA with random initialization instead of the sequence-based deterministic initialization, denoted as RM-IM-EDA*, is carried on the 32 benchmark problems.
In the experiments, all experimental settings are kept unchanged. The simulation results of RM-IM-EDA* vs RM-IM-EDA, RM-IM-EDA* vs RM-MEDA, and RM-IM-EDA* vs IM-MOEA are given in Table 6 , and the summarized results by the Wilcoxon test are provided in the last row. From the results, we can observe that, regardless of the sequence-based deterministic initialization used in RM-IM-EDA, the proposed RM-IM-EDA obtains better results compared with the RM-IM-EDA*. Moreover, RM-IM-EDA can also provided significantly better results in all cases based on the multiproblem Wilcoxon test at α = 0.05 shown in Table 7 . Therefore, the sequencebased deterministic initialization is benefit to performance enhancement of RM-IM-EDA. In addition, regardless of the ensemble of the two learning models, RM-IM-EDA* obtains better performance on most of benchmark problems compared with the RM-MEDA and IM-MOEA, which suggests that the ensemble of the two learning models is also useful for the performance improvement of RM-IM-EDA.
From the comparison experiments among RM-IM-EDA*, RM-IM-EDA, RM-MEDA and IM-MOEA, it can be concluded that the RM-IM-EDA makes an efficient combination of the sequence-based deterministic initialization and the two learning models, and both of them become indispensable parts of improving the performance of RM-IM-EDA. 
B. NOTE ON THE COMPUTATION COST
In this section, we compare the average runtime between RM-IM-EDA and other six compared algorithms on the 32 MOPs. The runtime value for each MOP means the average overhead of all seven algorithms considered in this paper on the corresponding MOP. The ratio value is defined as the value that the cost of RM-IM-EDA is divided by that of some compared algorithm, and the results are shown in the Figure 5 .
From Figure 5 , we can see that the computation cost of RM-IM-EDA are higher than those of other compared algorithms. Specifically, the average runtime of RM-IM-EDA on the 32 MOPs is approximately 2.9369, 2.4994, 2.7640, 2.0276, 1.9916 and 1.0718 times longer The results show that RM-IM-EDA obtain the better performance at the expense of computation cost to some extent. The reason is that both the regularity model and inverse models need to be built in RM-IM-EDA at each iteration.
V. CONCLUSION
In the family of MEDAs, regularity property-based learning models have received special attention due to their excellent performance in solving complex MOPs. In this paper, an ensemble of the LPCA-based learning model in RM-MEDA and the GP-based inverse learning models in IM-MOEA (RM-IM-EDA) is proposed. This ensemble is based on a dynamic mixture sampling of the two regularity property-based learning models, which is beneficial to keeping a balance between exploration and exploitation during the search process. In addition, the sequence-based deterministic initialization is introduced to identify the properties of fitness landscape. The objective behind this scheme is to reduce the algorithm into the local Pareto optimum.
To evaluate the performance of the proposed RM-IM-EDA, numerical experiments were performed on 32 multi-objective benchmark problems. The experimental results indicate that for most test instances, the RM-IM-EDA performs much better than each individual algorithm and other four stateof-the-art MEDAs, and the major contributions to the performance improvement are from the ensemble of two regularity property-based learning models and the use of sequencebased deterministic initialization.
Although the RM-IM-EDA has achieved encouraging performance on a large number of multi-objective benchmark problems, much work remains for further study. In the future, we will investigate the application of RM-IM-EDA to solving other challenging research problems, such as large scale multi-objective optimization problems, multi-modal multi-objective optimization problems, many-objective optimization problems, and complex multi-objective real-world problems.
The source code of RM-IM-EDA is written in Matlab software and can be obtained from the first author upon request.
