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This paper deals with a neural network model in which each neuron performs a 
threshold logic function. An important property of the model is that it always 
converges to a stable state when operating in a serial mode. This property is the 
basis of the potential applications of the model such as associative memory de- 
vices and combinatorial optimization. One of the motivations for use of the model 
for solving hard combinatorial problems is the fact that it can be implemented by 
optical devices and thus operate at a higher speed than conventional electronics. 
The main theme in this work is to investigate the power of the model for solving 
NP-hard problems and to understand the relation between speed of operation and 
the size of a neural network. In particular, it will be shown that for any NP-hard 
problem the existence of a polynomial size network that solves it implies that NP 
= co-NP. Also, for the Traveling Salesman Problem (TSP), even a polynomial 
size network that gets an s-approximate solution does not exist unless P = NP. 
The above results are of great practical interest, because right now it is possible to 
build neural networks which will operate fast but are limited in the number of 
neurons they contain. 0 1990 Academic Press, Inc. 
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Colorado, November 1987. 
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1. BACKGROUND 
The neural network model is a discrete time system that can be repre- 
sented by a weighted and undirected graph. There is a weight attached to 
each edge of the graph and a threshold value attached to each node 
(neuron) of the graph. The order of the network is the number of nodes in 
the corresponding graph. Let N be a neural network of order n; then N is 
uniquely defined by (W, T), where 
l W is an IZ x IZ symmetric matrix; W, is equal to the weight attached 
to edge (i,j). 
l T is a vector of dimension n; T; denotes the threshold attached to 
node i. 
Every node (neuron) can be in one of two possible states, either 1 or - 1. 
The state of node i at time c is denoted by Vi(t). The state of the neural 
network at time I is the vector V(t). 
The next state of a node is computed by 
1 
Vi(t + 1) = Sgn(Hi(t)) = 




Hi(t) = 2 WjI’j(t) - Ti. 
j=i 
The next state of the network, i.e., V(t + l), is computed from the 
current state by performing the evaluation (1) at a subset of the nodes of 
the network, to be denoted by S. The modes of operation are determined 
by the method by which the set S is selected in each time interval. If 
the computation is performed at a single node in any time interval, i.e., 
(SI = 1, then we will say that the network is operating in a serial mode; 
if IS ( = 12 then we will say that the network is operating in afully parallel 
mode. All the other cases, i.e., 1 < ISI < n, will be called parallel 
modes of operation. The set S can be chosen at random or according to 
some deterministic rule. 
A state V(t) is called stable iff V(f) = sgn(WV(t) - T), i.e., there is no 
change in the state of the network no matter what the mode of operation 
is. One of the most important properties of the model is the fact that it 
always converges to a stable state while operating in a serial mode, or 
more precisely, the state space of a neural network does not contain 
cycles. The main idea in the proof of the convergence property is to define 
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a so-called energyfunction and to show that this energy function is nonde- 
creasing when the state of the network changes. The energy function is 
E(l) = V(r)WV(t) - 2VT(t)T. (2) 
An important note is that originally the energy function was defined such 
that it is nonincreasing (Hopfield, 1982); we changed it so that it would 
comply with some known graph problems (e.g., Min Cut) (Bruck and 
Goodman, 1988). 
A neural network will always get to a stable state which corresponds to 
a local maximum in the energy function. This suggests the use of the 
network as a device for performing a local search algorithm for finding a 
maximal value of the energy function (Hopfield and Tank, 1985). Thus, 
the network will perform a local search by operating in a random and 
serial mode. It is also known (Bruck and Sanz, 1988; Picard and Ratliff, 
1974) that maximization of E associated with a given network N in which 
T = 0 is equivalent to finding the Minimum Cut in N. Actually, many hard 
problems can be formulated as maximization of a quadratic form (e.g., the 
Traveling Salesman Problem (TSP) (Hopfield and Tank, 1985)) and thus 
can be mapped to a neural network. 
2. THE MAIN RESULTS 
The set of stable states is the set of possible final solutions that one will 
get using the above approach. These final solutions correspond to local 
maxima of the energy function but do not necessarily correspond to global 
optima of the corresponding problem. The main question is: Suppose we 
allow the network to operate for a very long time until it converges (it can 
take exponential time to converge); can we do better than just getting 
some local optimum? i.e., is it possible to design a network which will 
always find the exact solution (or some guaranteed approximation) of the 
problem? 
DEFINITION. Let X be an instance of a problem. Then 1x1 denotes the 
size of X, that is, the number of bits required to represent X. For example, 
for X being an instance of TSP, 1x1 is the number of bits needed to 
represent the matrix of the distances between cities. 
DEFINITION. Let N be a neural network. Then IN 1 denotes the size of 
the network N; namely, the number of bits needed to represent W and T. 
Let us start by defining the desired setup for using the neural network 
as a model for solving hard problems. 
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Consider an optimization problem L; we would like to have for every 
instance X of L a neural network Nx with the following properties: 
l Every local maximum of the energy function associated with Nx 
corresponds to a global optimum of X, and there is a polynomial time 
algorithm that given a local maximum will find the corresponding global 
solution to X. 
l The network Nx is small, that is ( Nxj is bounded by some polyno- 
mial in 1x1. 
Moreover, we would like to have an algorithm, to be denoted by AL, 
which given an instance X E L generates the description for Nx in polyno- 
mial (in 1x1) time. 
Now, we will define the desired setup for using the neural network as a 
model for finding approximate solutions for hard problems. 
DEFINITION. Let I&, be the global maximum of the energy function. 
Let Eloc be a local maximum of the energy function. We will say that a 
local maximum is an &-approximation of the global iff 
J% - El,, 
E 5 E. do 
The setup for finding approximate solutions is similar to the one for 
finding exact solutions. For E 2 0 being some fixed number, we would like 
to have a network Nx, in which every local maximum is an E-approxima- 
tion of the global and in which the global corresponds to an optimum of X. 
The network Nx. should be small; namely, /Nx,/ should be bounded by a 
polynomial in 1x1. Also, we would like to have an algorithm AL. such that, 
given an instance X E L, it generates the description for Nx. in polynomial 
(in /Xl) time. 
Note that in both the exact case and the approximate case we do not put 
any restriction on the time it takes the network to converge to a solution 
(it can be exponential). 
At this point the reader should convince himself that the above descrip- 
tion is what he imagined as the setup for using the neural network model 
for solving hard problems, because that is what the following definition is 
about. 
DEFINITION. We will say that a neural network for solving (or finding 
an e-approximation of) a problem L exists if the algorithm AL (or AL.) 
which generates the description of Nx (or Nx,) exists. 
The main results in the paper are summarized by the following two 
propositions. The first one deals with exact solutions of NP-hard prob- 
lems while the second deals with approximate solutions to TSP. 
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PROPOSITION 1. Let L be an NP-hard problem. Then the existence of 
a neural network for solving L implies that NP = co-NP. 
PROPOSITION 2. Let E 2 0 be some fixed number. The existence of a 
neural network forJinding an E-approximate solution to TSP implies that 
P = NP. 
Both (P = NP) and (NP = co-NP) are believed to be false statements; 
hence, we cannot use the model in the way we imagine. 
The key observation for proving the above propositions is the fact that 
a single iteration in a neural network takes time which is bounded by a 
polynomial in the size of the instance of the corresponding problem. The 
proofs of the above two propositions follow directly from known results 
in complexity theory and should not be considered as new results in 
complexity theory. 
3. THE PROOFS 
Proof of Proposition 1. The proof follows from the definition of the 
classes NP and co-NP, and Lemma 1. The definitions and the lemma 
appear in Chapters 15 and 16 in Papadimitriou and Steiglitz (1982) and 
also in Chapters 2 and 7 in Garey and Johnson (1979). 
LEMMA 1. If the complement of an NP-complete problem is in NP, 
then NP = co-NP. 
Let L be an NP-hard problem. Suppose there exists a neural network 
that solves L. Let 2 be an NP-complete problem. By definition, i can be 
polynomially reduced to L. Thus, for every instance X E i, we have a 
neural network such that from any of its global maxima we can efficiently 
recognize whether X is a ‘yes’ or a ‘no’ instance of i. 
We claim that we have a nondeterministic polynomial time algorithm to 
decide that a given instance X E i is a ‘no’ instance. Here is how we do it: 
for X E i we construct the neural network that solves it by using the 
reduction to L. We then nondeterministically examine every state of the 
network to see if it is a local maximum (that is done in polynomial time). 
In case it is a local maximum, we check if the instance is a ‘yes’ or a ‘no’ 
instance (this is also done in polynomial time). 
Thus, we have a nondeterministic polynomial time algorithm to recog- 
nize any ‘no’ instance of i. Thus, the complement of the problem z is in 
NP. But t is an NP-complete problem; hence, from Lemma 1 it follows 
that NP = co-NP. n 
Proof of Proposition 2. The result is a corollary of the results in Papa- 
dimitriou and Steiglitz (1977), to which the reader can refer for a more 
complete presentation. 
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The proof uses the fact that the Restricted Hamiltonian Circuit (RHC) 
is an NP-complete problem. 
DEFINITION OF RHC. Given a graph G = (V, E) and a Hamiltonian 
path in G, the question is whether there is a Hamiltonian circuit in G. 
It is proven in Papadimitriou and Steiglitz (1977) that RHC is NP- 
complete. 
Suppose there exists a polynomial size network for finding an E-approx- 
imate solution to the TSP. An instance X E RHC can be reduced to an 
instance X E TSP, such that in the network Nfe the following holds: if the 
Hamiltonian path that is given in X corresponds to a local maximum in 
ZVfa then X is a ‘no’ instance; else, if it does not correspond to a local 
maximum in NR. then X is a ‘yes’ instance. The reduction is as follows: 
given a graph G = (V, E) which is an instance of RHC we construct an 
instance of TSP from G such that the distance between two nodes, say u 
and u, is 1 if (u, u) E E and the distance is (2 + c/V/) if (u, u) 4: E. 
Now we show if we have a network that solves the TSP we can solve 
RHC in polynomial time. Suppose that P is the Hamiltonian path in G 
that is given as part of the instance of RHC. The length of P in the TSP 
instance is (V((1 + E) + 1, and 
(V((1 + E) -I- 1 - (VI 
IVI 
=.+& 
Suppose that P corresponds to a local maximum. Since every local maxi- 
mum is an s-approximation of the solution it follows that G does not have 
a Hamiltonian Circuit. Now suppose that P does not correspond to a local 
maximum; thus, we can improve it. Hence, G has a Hamiltonian circuit. 
Note that we can check for locality in polynomial time. Hence, the exis- 
tence of Nz~ for all X E TSP implies that we have a polynomial time 
algorithm for RHC. w 
4. CONCLUDINGREMARKS 
Remark 1. In Proposition 1 we let ) WI and 17’1 be arbitrary but bounded 
by a polynomial in the size of a given instance of a problem. If we assume 
that IW) and ITI are fixed for all instances then a similar result to Proposi- 
tion 1 can be proved without using complexity theory; this result appears 
in (Abu Mostafa, 1986). 
Remark 2. The network which corresponds to TSP, as suggested in 
(Hopfield and Tank, 1985), cannot solve the TSP with guaranteed quality. 
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Remark 3. Clearly, every neural network (according to the definitions 
in Sect. 1) has an algorithm which is equivalent to it, but an algorithm 
does not necessarily have a corresponding network. Thus, if we do not 
know of an algorithmic solution to a problem we also will not be able to 
find a network which solves the problem. If one believes that the neural 
network model is a good model (e.g., it is amenable to implementation 
with optics), one should develop techniques to program the network to 
perform an algorithm that is known to have some guaranteed good behav- 
ior. 
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