We interpret the additive middle convolution operation in terms of the Harnad duality, and as an application, generalize the operation to have a multiparameter and act on irregular singular systems.
Introduction
The middle convolution introduced by Katz [26] and reformulated by Völklein [40] , Dettweiler-Reiter [17] is an operation acting on
• the category of local systems on a punctured projective line (in the multiplicative case); or
• that of Fuchsian systems (in the additive case).
The two multiplicative and additive operations match up via the Riemann-Hilbert correspondence [18] . Katz effectively used the middle convolution to study irreducible local systems which are rigid, namely, have no deformation preserving the local monodromy data, and proved that any such a local system is obtained by applying a finite iteration of tensor multiplications by rank 1 local systems and middle convolutions, to some rank 1 local system [26] . One can find many other applications of the middle convolution; in particular, to the Deligne-Simpson problem [15, 16, 28] , to the classification/connection problems [38] , and to the theory of isomonodromic deformations [11, 19, 20, 22] .
In this article we focus attention on the additive middle convolution. First recall its definition following Dettweiler-Reiter [17, Appendix] . Fix a finite set D of points in C and suppose that a pair (V, A) of a finite-dimensional C-vector space V and a Fuchsian system with singularities on D ∪ {∞} is given. Here we do not distinguish a system (1.1) and its coefficient matrix A(z) fixing the coordinate z. The definition of the middle convolution mc λ (V, A) is divided into the following two steps.
(MC 1) Set W t := V/ Ker A t , t ∈ D, and let
• Q t : W t → V be the injection induced from A t ; and
• P t : V → W t be the projection.
Obviously we have A t = Q t P t . Set W := t∈D W t and let Q : W → V (resp. P : V → W) be the linear map whose block components with respect to the decomposition W = W t are Q t (resp. P t ).
(MC 2) For λ ∈ C, set V λ := W/ Ker(PQ + λ Id W ), and let
• Q λ : W → V λ be the projection; and
• P λ : V λ → W be the injection induced from PQ + λ Id W .
Obviously we have P λ Q λ = PQ + λ Id W . Let Q λ t : W t → V λ (resp. P λ t : V λ → W t ) be the block components of Q λ (resp. P λ ).
Definition 1.1 (Dettweiler-Reiter). We call
the (additive) middle convolution of (V, A) with λ.
Here looking at the above procedure, one can observe that the given pair (V, A) and its middle convolution are described as
where T := t t Id W t ∈ End(W). Such an expression of a system can be found in the papers of Adams, Harnad, Hurtubise and Previato [1] [2] [3] 21] and implicitly in that of Jimbo-Miwa-Môri-Sato [25] . In particular, Harnad [21] considered two systems having the following symmetric description: Such a relation between the middle convolution and the Harnad duality is already known by Boalch [11, 12] . It may be viewed as another formulation of Katz's interpretation of the middle convolution via Fourier transform [26, §2.10] . Note that the above procedure makes sense even in the case that S is an arbitrary semisimple endomorphism. Suppose that a system A(z) = S + A t /(z − t) with simple poles on D and a pole of order 2 at ∞ is given. Then at step (a), take its Harnad dual B(ζ) = T + P(ζ Id V − S ) −1 Q. Next at step (b), shift it by some rank 1 Fuchsian system α(ζ) having singularities at the eigenvalues of S . Finally at step (c), take the Harnad dual again. Then we get the middle convolution mc α (A) with α. Boalch generalized the Harnad duality, called the cycling, and obtained a further generalization of the middle convolution (see [13, §4.6] ) for systems with simple poles at D and a pole of order 3 at ∞ which has a 'normal form' (see Definition 6.7). If T is not semisimple, then the matrix-valued function Q(z Id W − T ) −1 P has in general higher order poles at the eigenvalues of T . In fact, it is known [27, 42] that for any system of the form
A(z) = S + Q(z Id
A t,k (z − t) k , A t,k ∈ End(V), k t ∈ Z >0 , (
there exist a finite-dimensional C-vector space W, an endomorphism T of W and homomorphisms Q : W → V and P : V → W, such that A(z) = Q(z Id W − T ) −1 P. One may then expect that the middle convolution operation mc α can be generalized to that acting on systems of the form (1.2). In order to obtain such a generalization, we have to make a rigorous meaning of the 'Harnad dual', because for given system A(z), the choice of datum (W, T, Q, P) satisfying A(z) = Q(z Id W − T ) −1 P is not unique, so we have to eliminate ambiguity of the choice in a certain canonical way. In Fuchsian case, what we do in (MC 1) gives the answer to it, so the problem is easily solved. In this article, as a generalization of the procedure (MC 1), we give an explicit construction of (W, T, Q, P) for any system A(z) of the form (1.2), and show that it is 'canonical' in the following sense: the constructed datum (W, T, Q, P) together with V, which we call the canonical datum for A(z) (Definition 4.6), satisfies a stability condition (Definition 3.3) in the sense of Mumford's geometric invariant theory, and is characterized up to isomorphism via this condition. More precisely, we show the following:
Theorem 1.2 (Proposition 4.1 and Proposition 4.7). For any system A(z) of the form as in (1.2) with V 0, the canonical datum is stable; in particular, there exists a stable datum (V, W, T, Q, P) satisfying Q(z Id
W − T ) −1 P = A(z).
If two data (V, W, T, Q, P) and (V, W
with the same V 0 are both stable and satisfy Q(z Id W − T )
then there exists an isomorphism f : W → W ′ such that
Using the canonical data, we can define the notion of Harnad dual as follows: for given system of the form
A t,k (z − t) k , S , A t,k ∈ End(V), k t ∈ Z >0 , (1.3) take the canonical datum (V, W, T, Q, P) for the system A 0 (z), and set B(ζ) := T + P(ζ Id V − S ) −1 Q. We call the pair (W, B) as the Harnad dual of (V, A) and denote it by HD(V, A) (Definition 5.2). Then the above characterization in terms of the geometric invariant theory gives the following two basic properties of HD: 
makes (V, A) into an irreducible pair of rank 1.
Setting
For a positive integer k, we set
S k is a k-dimensional C-algebra, and the pairing
gives an identification S *
Any element of g k (V) is uniquely written as
and G k (V) is just the subset of g k (V) defined by the condition det ξ 0 0. It has naturally a structure of complex algebraic group and the associated Lie algebra is nothing but g k (V). The C-dual g * k (V) of g k (V) can be identified with the set
, we denote by ord(η) the pole order of η;
which is preserved under the G k (V)-coadjoint action. For a collection k = (k t ) t∈D of positive integers indexed by a finite set D of points in C, we set
and regard A(z) ∈ E k (V) as a system of linear ordinary differential equations
with singularities on D ∪ {∞}. If we define
and hence G k (V) naturally acts on E k (V). Now for two finite-dimensional C-vector spaces V and W, we set
It has a natural symplectic structure
and the group GL(V) × GL(W) acts symplectomorphically on M(V, W) by
is a moment map generating the GL(V) × GL(W)-action, where we identify the Lie algebras gl(V), gl(W) with those duals via the trace pairing. Let T ∈ End(W) be an endomorphism with eigenvalues in D and W = t∈D W t be its generalized eigenspace decomposition. Let N t := T | W t − t Id W t ∈ End(W t ) be the nilpotent part of T restricted to W t . Then we can consider the map
Therefore Φ T (Q, P) can be considered as an element of E k (V). 
Theorem 2.1 (Adams-Harnad-Hurtubise-Previato
Then it gives a well-defined Hamiltonian action of G k (V) on M(V, W) with moment map Φ T .
where
Note that the above gives actions on Hom(W, V) and Hom(V, W) separately and the two are coadjoint to each other. The proof was given by Adams-Harnad-Previato [3] in the case that T is semisimple and by Adams-Harnad-Hurtubise [1] in general cases. Strictly speaking, the original result is stated in terms of loop group action, however one can easily derive the above from it.
Recall that any moment map is Poisson. Therefore the above theorem connects two Poisson manifolds M(V, W) and E k (V), the space of systems of linear differential equations, via Φ T . Now, take one more finite set E of points in C and a collection l = (l s ) s∈E of positive integers indexed by E. Let S be an endomorphism of V with eigenvalues in E and V = s∈E V s be its generalized eigenspace decomposition. For any s ∈ E, set M s := S | V s − s Id V s and suppose M l s s = 0. Then we can also define
where we denote the indeterminate by ζ instead of z. It is a moment map generating the following G l (W)-action on M(V, W):
Throughout this article, we fix two nonempty finite sets D, E of points in C, and collections k = (k t ) t∈D , l = (l s ) s∈E of positive integers indexed by D, E respectively.
Preliminary results from GIT
Recall that a quiver is a quadruple Q = (I, Ω, out, in) consisting of two sets I, Ω and two maps out, in : Ω → I. The sets I, Ω are called the set of vertices, the set of arrows respectively, and each h ∈ Ω is viewed as an arrow drawn from the vertex out(h) to the vertex in(h).
A representation of the quiver Q is a pair consisting of a collection of C-vector spaces V i indexed by i ∈ I, and a collection of linear maps
and V i , x h , a morphism from the former to the latter is a collection of linear maps
It is called an isomorphism if each ψ i is an isomorphism. If each ψ i is just an injection, the collection (Im ψ i ) i∈I together with the linear maps Im ψ out(h)
For a positive integer r ∈ Z >0 , let Q r be the quiver with set of vertices D ∪ {∞} obtained by drawing r arrows both from t to ∞ and ∞ to t, and an edge-loop (i.e., an arrow h with in(h) = out(h)) at t for each t ∈ D. Let Q ≡ Q 1 for simplicity.
Each quintuple (V, W, T, Q, P) consisting of
• two finite-dimensional C-vector spaces V, W;
• an endomorphism T of W whose eigenvalues are all contained in D; and
gives a representation of Q in the following way: 
where the zero datum (0, 0, 0, 0, 0), which corresponds to the zero representation of Q, is understood to satisfy the above.
If (X, Y) is a subrepresentation of a datum (V, W, T, Q, P), then we can consider the restriction (X, Y, T | Y , Q| Y , P| X ) of the datum to the subspaces X and Y, which obviously gives a subrepresentation of the representation of Q corresponding to (V, W, T, Q, P), and vice versa.
Representations of Q with prescribed vector spaces V at ∞ and W t at t ∈ D form a vector space
and the group GL(V) × GL(W), where GL(W) := t∈D GL(W t ), acts on it as isomorphisms of representations. We also need the following condition. Note that under the assumption V 0, the irreducibility condition implies the stability condition. 
On the other hand, fixing a basis of V, we have identifications
Thus we have an isomorphism
which enables us to regard any datum with fixed V as a representation of the quiver Q dim V , of which the vector space at the vertex ∞ is just C. Now fix a datum (V, W, T, Q, P) and suppose that a subrepresentation of the corresponding representation of Q dim V is given. Then one of the following two cases occurs:
(a) the vector space of it at the vertex ∞ is 0; (b) the vector space of it at the vertex ∞ is C.
In the first case, the subrepresentation gives a vector subspace
namely, the pair (0, Y), Y = t∈D Y t is a subrepresentation of (V, W, T, Q, P). In the second case, the subrepresentation gives a vector subspace 
Then the above implies that
Thus (V, Y) is a subrepresentation of (V, W, T, Q, P). By the stability condition we must have Y = W and hence b = 1. 
Moreover such a direct decomposition is unique up to permutation on {1, . . . , N}.
Proof. Let x ∈ Rep Q dim V (C, W) be the point corresponding to (V, W, T, Q, P) under the isomorphism given in Remark 3.4. It is well-known [30] that the orbit GL(W) · x is closed if and only if x is semisimple as a representation of Q dim V , namely there exists a direct sum decomposition 
Properties of the map Φ T

Proposition 4.1. Suppose that two data (V, W, T, Q, P) and
with the same V 0 are both stable and
and
is generated by the functions
two points x and x ′ can not be distinguished by GL( W)-invariant functions, in other
On the other hand, by the construction and Lemma 3.6, the above two orbits are closed. Thus x and x ′ must be isomorphic as representations of Q dim V . The uniqueness of the decomposition in Lemma 3.6 implies the result.
Lemma 4.2. For any system
Proof. Set W t := V ⊕k t and
Then one can easily check
Thus setting
and ( Q, P) :
, we obtain the result.
Remark 4.3. The datum defined above has the following meaning. The identification
Under these identifications, we can write
The above description was also used by Woodhouse [42] . Note that looking at N t in particular, we have
Remark 4.4. For any nilpotent endomorphism
Such a normal form was effectively used by Oshima [37, 38] .
We show it is stable if dim W is minimal among all such data. Assume that it is not stable, so we have a subrepresentation (X, Y) such that:
which contradicts the assumption that dim W is minimal. Next assume that
in the obvious way, and clearly
which contradicts the assumption again. Hence (V, W, T, Q, P) is stable.
In fact, for given A(z) ∈ E k (V), we can also construct explicitly a stable datum satisfying Φ T (Q, P) = A(z) as follows. Let (V, W, T , Q, P) be the datum defined in the proof of Lemma 4.2, and set
Then one can easily see 
The first equation implies
and on the other hand, it is easy to see that
Since N t A tŵ = A t N tŵ = 0, we obtain A tŵ = 0. Hence Ker Q t ∩ Ker N t = 0. By Lemma 3.7, the datum is stable. 
Remark 4.8. On the viewpoint mentioned in Remark 4.3, the matrix A t is written as
A t = k t k=1 A t,k ⊗ C z k t −k Id S k t ∈ End C (V) ⊗ C End C (S k t ) = End C ( W t ).V ⊗ S d ≃ V ⊗ (S k /z d S k ) A − → V ⊗ (S k /z d S k ) ≃ V ⊗ S d .
Clearly it coincides with the matrix
Hence the construction of the canonical datum does not depend on the choice of k ≥ ord(A).
0, then the above direct sum is also stable and
For a subset X of M(V, W) with V 0 and an endomorphism T ∈ End(W) satisfying (3.1), we set
One can easily see that M(V, W) T -st is invariant under the action of the centralizer G T
of T (Note that G T ⊂ GL(W)). 
Proof. (a) Considering the G T -equivariant closed embedding
we see that the action is free by Lemma 3.5. To see properness, we use an identification Rep Q (V, W) ≃ Rep Q dim V (C, W) and consider the subset of irreducible representations Rep 
and t ∈ D. Therefore Lemma 3.7 implies the result.
Let g T be the Lie algebra of G T and p T : gl(W) → g * T be the transpose of the inclusion g T ֒→ gl(W). Recall that the map
is a moment map generating the GL(W)-action. We set
which is a G T -moment map.
Proof. For each t ∈ D, let G N t ⊂ GL(W t ) be the centralizer of N t , g N t be its Lie algebra, and
be the transpose of the inclusion g N t ֒→ gl(W t ). Then obviously we have p t (A t N t ) = p t (N t A t ) for any A t ∈ gl(W t ), which implies
Substituting the equality g
we obtain the result. Proof. The moment map equations for Φ T and µ T imply
where the superscript ω means the symplectic orthogonal complement subspace. On the other hand, Proposition 4.10, (b) implies 
Moreover the choice of (W, T, O) is unique in the following sense: if another triple
T be the coadjoint orbit through µ T (Q, P). Then by Proposition 4.10, (d) and Lemma 4.11, the subset µ
To see that the image actually coincides with O, we have to show that the induced 
. By the definition of µ T and Lemma 3.7, we see that any nonempty fiber of ϕ is a Zariski open subset of an affine space. Moreover Lemma 4.15 below shows that ϕ is a dominant morphism and every nonempty fibers have the same dimension, because any g ∈ G k (V) induces an isomorphism between the fibers ϕ −1 (Q) and
. Therefore we may apply the following fact (c.f. [14, Lemma 6.1]) to deduce that µ
If X is a pure-dimensional scheme, Y is an irreducible scheme and f : X → Y is a dominant morphism with all fibers irreducible of constant dimension, then X is irreducible.
The uniqueness assertion immediately follows from Proposition 4.1.
Lemma 4.15. Let V, W be two C-vector spaces and let N ∈ End(W) be a nilpotent endomorphism of W with
N k = 0. Define an action of G k (V) on Hom(W, V) as in (2.
2). Then the restricted action on the subset
Proof. Let Q, Q ′ ∈ Hom(W, V) and assume that both Q| Ker N and Q ′ | Ker N are injective.
Then we solve the equation
First we restrict the both sides to Ker N. Then we have
By the assumption we can find g 0 ∈ GL(V) satisfying the above. Next, we restrict the both sides of (4.3) to Ker N 2 . Then we have
or equivalently,
Because Q| Ker N is injective, the kernel of QN| Ker N 2 is just Ker N. Also, we have Q ′ − g 0 Q| Ker N = 0. Hence the both sides of the above equation descend to homomorphisms from Ker N 2 / Ker N;
and we can find g 1 ∈ End(W) satisfying the above as QN| Ker N 2 / Ker N is injective.
Iterating this argument inductively, we find g i ∈ End(W), i = 0, 1, . . . , k − 1 with det g 0 0, satisfying the equation
, and finally we obtain a desired g(z) ∈ G k (V).
Harnad duality
In this section we formulate the 'Harnad dual' in a categorical setting, and introduce some important properties of it.
Definition 5.1. We call a sextuple (V, W, S , T, Q, P) consisting of:
• (S , T ) ∈ End(V) ⊕ End(W); and
We always assume our Harnad data (V, W, S , T, Q, P) satisfy Condition (3.1) and
where the zero datum (0, 0, 0, 0, 0, 0) is understood to satisfy these two conditions. Harnad data (V, W, S , T, Q, P) (satisfying (3.1) and (5.1)) form an abelian category, which we denote
Now consider systems of linear ordinary differential equations of the form
such that S = lim z→∞ A(z) satisfies (5.1). We define an abelian category l D k by
• an object of l D k is a pair (V, A) consisting of a finite-dimensional C-vector space V and a system A(z) ∈ gl(V) ⊕ E k (V) such that lim z→∞ A(z) satisfies (5.1);
Then it is easy to see that By the construction of the canonical datum, it then defines a functor from l D k to l H k and satisfies Φ • κ = Id. Note that there is an equivalence of categories
which together with Φ induces
where ζ denotes the indeterminate for k D l .
Definition 5.2. We call
as the Harnad dual functor.
Here we give two simple examples. 
and let (C, W, T, Q, P)
be the canonical datum for α(z), which defines (W t , N t , Q t , P t ) for each t ∈ D as usual.
Then Remark 4.9 shows that W t = C d t (which is understood as zero if d t = 0) and
Then the Harnad dual (W, B) = HD(C, s + α) is described as
Considering the sub-objects, we define the following: Proof. Suppose that a subrepresentation (X, Y) of the datum (V, W, T, Q, P) satisfies X = 0 or X = V. Then S (X) ⊂ X, and hence the pair (X, Y) is a subrepresentation of (V, W, S , T, Q, P). Therefore the irreducibility of (V, W, S , T, Q, P) implies the stability of (V, W, T, Q, P). Proof. We use the normal form mentioned in Remark 4.4, namely, take decompositions W t = k W t,k together with injections ι : W t,k → W t,k−1 such that N t is written as in (4.1). We regard W t,k ⊂ W t,k−1 using ι. Note that if we denote by Q t,k (resp. P t,k ) the block components of Q t (resp. P t ) with respect to the decomposition
Now we show the 'only if' part. Suppose that a subspace X ⊂ V is preserved by all A t,k and S . Then we set
Obviously we have P t (X) ⊂ Y t and N t (Y t ) ⊂ Y t . Moreover, we have
Thus we see that the pair (X, Y), where Y = Y t , is a subrepresentation of the Harnad datum (V, W, S , T, Q, P). Because (V, W, S , T, Q, P) is irreducible, we have
Next we show the 'if' part. Suppose that a subrepresentation (X, Y) of the Harnad datum (V, W, S , T, Q, P) is given. Then we have S (X) ⊂ X and
Thus by the irreducibility of (V, A) we get X = 0 or X = V. Because the pair (X, Y) is also a subrepresentation of the datum (V, W, T, Q, P) which is stable, this implies Y = 0 or Y = W respectively. Hence (V, W, S , T, Q, P) is irreducible.
Lemma 5.7. Let (V, W, S , T, Q, P) ∈ l H k with V 0 and suppose that (V, W, T, Q, P) is stable. Then (V, W, S , T, Q, P) and its image under κ • Φ are isomorphic as objects in l H k ; κ • Φ(V, W, S , T, Q, P) ∼ (V, W, S , T, Q, P).
Proof. Note that κ • Φ effects no change in both V and S . Therefore Proposition 4.1 together with Proposition 4.7 gives a desired isomorphism of the form (Id V , f ).
Theorem 5.8. If (V, A) ∈ l D k is irreducible and (V, A) (C, s) for any s ∈ E, then HD(V, A) is also irreducible and
Proof. The assumption together with Lemma 5.6 implies that κ(V, A) ∈ l H k is irreducible, and so is σ • κ(V, A) since σ clearly preserves the irreducibility.
Now set (V, W, S , T, Q, P) := κ(V, A). If W 0, applying Lemma 5.5 to σ • κ(V, A) shows that (W, V, S , P, Q) is stable. Thus we see from Lemma 5.6 that HD(V, A) = Φ • σ • κ(V, A) is irreducible, and hence by Lemma 5.7 we have HD • HD(V, A)
If W = 0, the construction of the canonical datum shows that A(z) = S . Then the irreducibility of (V, A) = (V, S ) implies that V = C and S is a scalar satisfying (5.1).
The following is an immediate consequence of the above theorem:
Corollary 5.9. An irreducible pair (V, A) ∈ l D k satisfies HD(V, A) = (0, 0) if and only if (V, A) ∼ (C, s) for some s ∈ E.
For a subset X of M(V, W) with W 0 and an endomorphism S ∈ End(V) satisfying (5.1), we set
Let G S ⊂ GL(V) be the centralizer of S , g S be its Lie algebra, and p S : gl(V) → g * S be the transpose of the inclusion g S ֒→ gl(V). Then the composite µ S := p S • µ V : M(V, W) → g * S is a moment map generating the G S -action.
Theorem 5.10. Let (V, W, S , T, Q, P) be an irreducible Harnad datum with V, W 0. Let
• O W be the G l (W)-coadjoint orbit through Ψ S (Q, P);
• O T be the G T -coadjoint orbit through µ T (Q, P); and
• O S be the G S -coadjoint orbit through µ S (Q, P).
Then the two spaces
M irr S (O V , O S ) :=          A(z) ∈ S + O V (V, A) is irreducible, p S Res z=∞ A(z) ∈ −O S          /G S , and M irr −T (O W , O T ) :=          B(ζ) ∈ −T + O W (W, B) is irreducible, p T Res ζ=∞ B(ζ) ∈ −O T          /G T ,
are both holomorphic symplectic manifolds and symplectomorphic to each other. The symplectomorphism is given by (W, −B(ζ)) ∼ HD(V, A(z)).
Proof. By Theorem 4.14, we have a G S -equivariant symplectomorphism
Under this isomorphism, the G S -moment map p S •µ V on the left hand side corresponds to the map −p S • Res z=∞ . Thus we have a bijection
Similarly, we have a bijection
If a system A(z) ∈ S + O V is irreducible and (V, W, T,Q,P) is a stable datum satisfying Φ T (Q,P) = A(z) − S , then the Harnad datum (V, W, S , T,Q,P)
is also irreducible by Lemma 5.6, and hence so is B(ζ) = −T + Ψ S (Q,P) by Lemma 5.6 again. The result follows. 
namely, there exists some b ∈ End(V) such that aRa
Using O V,∞ , we now have the following description of
The symplectomorphism is given by 
is an open subset of the symplectic quotient of O V × O V,∞ by the GL(V)-action, which was studied by Boalch [10] .
Remark 5.12. If both S and T are semisimple, then we have G S = s GL(V s ) and G T = t GL(W t ). In such cases the open subset of
given by all irreducible Harnad data with fixed (V, W, S , T ), is the Nakajima quiver variety [34] associated to some graph. Therefore Theorem 5.10 tells us that the two naive moduli spaces M 
Consider the operator
The inverse Fourier-Laplace transform 
When T is semisimple, a regular singular system of the form
is called a system of Okubo normal form and has been studied by many researchers (see e.g. [8, 23, 36, 43] ). Kawakami [27] further studied systems of the above form for arbitrary T (then irregular singularities appear), and construct a functor from the category of triples (W, T, R) to that of pairs (V, A), which is defined as follows: for given triple (W, T, R), write R = PQ, where Q : W → V := W/ Ker R is the projection and P : V → W is the injection induced from R, and then send it to the pair V, Q(z Id W − T ) −1 P . Note that it coincides with the left vertical arrow in the previous diagram. 
Generalized middle convolution
For α ∈ E l (C), we define the addition functor with α by
Now the generalized middle convolution is defined as follows:
Definition 6.1. For α ∈ E l (C), we define
which we call the middle convolution functor with α. 
where d is the pole order of α, N is the d × d nilpotent single Jordan block, and R is defined by
Now let us compute the middle convolution mc λ/ζ (C, α) = HD(C d , B + λ/ζ) with λ/ζ 0. If λ + α 1 0, the matrix R + λ Id C d is invertible. Hence the canonical datum
As a matrix, (z Id 
Under this identification, the decomposition
gives the matrices P ′ and Q ′ . The middle convolution is given by
As in Remark 5.13, we have
which is given by (6.1).
We give three basic properties of the middle convolution. First rephrasing Theorem 5.8, we have the following: 
Then mc α (V, A) is also irreducible and
Proof. Clearly the addition functor add α preserves the irreducibility. Therefore Theorem 5.8 implies that add α • HD(V, A) is irreducible, and further that mc α (V, A) is irreducible if add α • HD(V, A) (C, t) for any t ∈ D, or equivalently (by Corollary 5.9), if mc α (V, A) (0, 0). Furthermore, under the same assumption we have 
be the truncated formal type of A α (z). Then the middle convolution induces a sym-
The rest of this section is devoted to study the behavior of truncated formal type the homomorphism associated to this splitting;
Then one can easily see that Im P = Ker(PQ + λ Id W ) and Q ′ coincides with the homomorphism induced from PQ + λ Id W . This observation shows that the datum (V ′ , W, T, Q ′ , P ′ ) coincides with the canonical datum for mc λ/ζ (V, A) . By the definition
Thus we see that the middle convolution mc λ/ζ induces a symplectomorphism
We will use it in the next section.
From now on, we mainly treat systems satisfying the following property:
• a finite subset Σ ⊂ E k (C) whose elements are all residue-free;
• a decomposition V = λ∈Σ V λ by nonzero subspaces V λ , λ ∈ Σ; and
is called a Hukuhara-Turrittin-Levelt normal form, or simply, a normal form. An element A(z) ∈ E k (V) is said to have a normal form if it is equivalent to some normal form under the G k (V)-action. A normal form Λ(z) equivalent to A(z) (which is unique up to GL(V)-conjugation by Proposition 6.8 below) is called the normal form of A(z), and each λ ∈ Σ is called a spectrum of A(z).
Note that for any normal form Λ(z), its coefficient matrices
satisfy the following properties:
(a) Λ 1 , . . . , Λ k commute with one another;
Each simultaneous eigenvalues (λ 2 , . . . , λ k ) of (Λ 2 , . . . , Λ k ) give a spectrum of Λ(z) by λ(z) = k i=2 λ i z −i , and the subspace V λ is given by the corresponding simultaneous eigenspace.
Proposition 6.8. If two normal forms
which can be written as
Looking at the relation for l = k, we obtain g 0 Λ k = Λ ′ g 0 . So taking the conjugation by g 0 on both sides of the relation g·Λ = Λ ′ , we may assume that g 0 = 1 and
Note that h ′ l ⊂ h l+1 for l ≥ 1 as Λ 1 , . . . , Λ k commute with one another. Moreover, since Λ 2 , . . . , Λ k are all semisimple, we have
Now looking at the relation for
The first relation means g 1 ∈ h k . Next looking at the relation for l = k − 2, we obtain
The first two relations mean g
Iterating the argument inductively, we finally obtain 
Conversely, one can easily show that if A(z) ∈ E k (V) has a normal form, then its leading term is semisimple. Remark 6.10. Of course we can also define a similar notion for the singularity at ∞; (V, A) ∈ l D k is said to have a normal form at ∞ if the principal part
of the Laurent expansion of A(z)dz at ∞ has a normal form. Here one can observe that in general, an element S w 
A fundamental fact in the Hukuhara-Turrittin-Levelt theory of meromorphic linear ordinary differential equations [24, 31, 39] is that for any system A(z) ∈ gl(V) ⊗ F , there exists a positive integer b such that the pull back of the form A(z)dz via the ramified covering map f b : z → z b is equivalent to some normal form Λ(z)dz under the Aut F (V ⊗ F )-action. For this reason, a system A(z) is said to be unramified if it is equivalent to some normal form Λ(z) under the Aut F (V ⊗ F )-action (i.e., in the case of b = 1). It is also known (see [6, §6-7] ) that two normal forms 
It implies that for any unramified system A(z) ∈ gl(V) ⊗ F , there exists a unique normal form Λ(z) equivalent to A(z) such that the real parts of all the eigenvalues of the residue Λ 1 = Res z=0 Λ(z) are in [0, 1). A normal form satisfying such a condition is said to be reduced. Note that in the above we consider formal meromorphic gauge transformations. Replacing the action of Aut F (V ⊗F ) with that of the subgroup Aut
) (in other words, considering only formal gauge transformations) in the above definition of unramifiedness, we obtain a notion close to the one in Definition 6.7; in fact, the following two conditions for a system A(z) ∈ E k (V) are equivalent: Recall that by Theorem 4.14, each G k (V)-coadjoint orbit can be described as the symplectic quotient µ −1
T (O)
T -st /G T for some vector space W, an endomorphism T ∈ End(W) and a G T -coadjoint orbit O ⊂ g * T via the map Φ T . We denote it by µ −1
T -st V /G T when we want to emphasize the vector space V. In the two lemmas below, we assume for simplicity that D = {0} and omit the subscript t = 0 as usual. Also for T ∈ gl(W), we denote by p T : gl(W) → g * T the natural projection onto the dual of the centralizer g T of T as before. 
contains a normal form which has the same nonzero spectra as that in (a).
Proof. By the assumption, the image of µ
In what follows we assume 0 ∈ Σ. Replacing Σ with Σ ∪ {0} and setting V 0 := 0, Γ 0 := 0 make the argument below work well also in the case 0 Σ. Set d λ := ord(λ + Γ λ /z). By Remark 4.9, we see that the canonical datum for Λ(z) is given by the direct sum of those (V λ , W λ , N λ , Q λ , P λ ) for λ(z) Id V λ + Γ λ /z. The direct summand for λ 0 is given by
and for λ = 0, given by
By Proposition 4.1, we may assume that W = λ W λ and N = λ N λ . We set
for some X ∈ End(W). Let us write it as 
Since the composite of
which we denote by P 
By Remark 4.9 we have (W
Then it is stable by Remark 4.9 and satisfies
Furthermore, for λ 0 we have
Thus we obtain
The result follows.
Remark 6.13. In the above proof, fix a collection of complex numbers ξ 0 := 0, ξ 1 , . . . , ξ n satisfying
Then it is well-known [15, §2] that the numbers
characterize the conjugacy class of Γ 0 . Now consider the matrix P 0 Q 0 , which is by definition the endomorphism of
Hence the matrix P
Since P α 0 is surjective and Q α 0 is injective, the above implies the following equalities for the matrix Γ Proof. Set (V, W, S , T, Q, P) := κ(V, A) and
.
Taking the residue at ζ = ∞ on both sides, we obtain
and further taking the projection gl(W) → gl(W t )
on both sides, we obtain
where Q t , P t , Q ′ t , P ′ t are the block components of Q, P, Q ′ , P ′ relative to the decomposition W = t W t as usual. Set β := Res ζ=∞ α(ζ) and let O be the G N t -coadjoint orbit through µ N t (Q t , P t ). Then the above relation implies that the set
is non-empty, because mc α (V, A) is irreducible and hence (Q ′ and β satisfy all the conditions in Lemma 6.12, the image of the above set under Φ N t contains a normal form which has the same nonzero spectra as that in
Remark 6.15. In the situation of Proposition 6.14, the proof of Lemma 6.12, more specifically (6.2), together with Remark 6.13 enables us to compute the normal form of mc α (V, A) from that of (V, A) and the rank of mc α (V, A). 
Then the normal forms of (V, A) and mc α (V, A) at ∞ are described as 
Set η 0 := 0. Then an argument similar to that in Remark 6.13 shows
These characterize the conjugacy class of P 
where a := lim ζ=∞ α(ζ), we can easily see that the first component a just plays the role of a translation of coordinate ζ in the middle convolution; mc α (V, A) is obtained from mc α 0 (V, A) by the coordinate change ζ → ζ − a. Therefore only the case α(ζ) = α 0 (ζ) ∈ E l (C) for some E, l is essential.
Generalized Katz's algorithm
In this section we generalize Katz's algorithm as an application of our middle convolution. Hereafter we assume E = {0} and l = (1). Hence an object of the category l D k is just a pair (V, A) of a finite-dimensional C-vector space V and a system A(z) ∈ E k (V). We denote by D 
t be the eigenvalues of Λ t,1 repeated according to multiplicities (so n = dim V). We assume that any collection (I t ) t∈D of nonempty proper sub-index sets I t ⊂ { 1, . . . , n } of the same cardinality satisfies
This assumption implies that the trivial bundle V := X × V together with the algebraic connection ∇ A := d − A(z)dz is irreducible (and hence that the pair (V, A) is irreducible). Indeed, suppose that a subbundle of V preserved by ∇ A is given. A trivialization of it then gives an algebraic connection ∇ B = d − B(z)dz on a trivial bundle W = X × W together with an embedding φ : (W, ∇ B ) ֒→ (V, ∇ A ). Note that by the assumption and Remark 6.11, the connection ∇ A is unramified at any t ∈ D. Therefore an argument similar to that in [6, Theorem 6.4] shows that at any t ∈ D, the connection ∇ B is also unramified and its reduced normal form is given by the restriction of Λ t on some subspace of V (which has the same dimension as W). Thus we obtain a subset I t ⊂ { 1, . . . , n} of cardinality dim W, which indexes the eigenvalues of the reduced normal form of ∇ B at t (repeated according to multiplicities). Now using the 'polar decomposition'
where Recall that any element A(z) ∈ E k (V) defines a matrix A ∈ End(V ⊕k ) by (4.2).
Then the key lemma is the following: Proof. Since dim Z(A) = dim Z(g · A) for any g(z) ∈ G k (V), we may assume that A(z) itself is a normal form; 
we can describe the above equality as dim Ker( A − α Id V ) = β, j δ(α, β; j) dim V j (β).
Next we rewrite (7.2) as
Using the inequality dim V j (α) ≤ dim V(α), we obtain
Take α ∈ E k (C) to attain the maximum of the values dim Ker( A − α Id V ). Then
which is the desired inequality. Proof. For each t ∈ D, take α t (z) ∈ E k t (C) to satisfy the condition in Lemma 7.3 for A t (z), and set α(z) := t∈D α t (z − t). Let W be the underlying vector space of HD • add −α (V, A). Then, since (V, A) is naively rigid, using the definition of W we have
Note that the pair (V, A − α Id V ) is irreducible as so is (V, A). Therefore the above inequality together with Lemma 7.4 implies λ = − Res z=∞ α(z) 0. By Example 6.6, we thus have dim
Note that the functor add α • mc λ/ζ • add α , where λ = Res z=∞ α(z), preserves the full subcategory D 0 k for any α(z) ∈ E k (C) by Example 6.6. Therefore the above theorem together with Proposition 6.14 implies the following:
