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Word Representation: Theoretical Explanation
of an Empirical Fact
Leonel Escapita, Diana Licon, Madison Anderson, Diego Pedraza, and Vladik
Kreinovich

Abstract There is a reasonably accurate empirical formula that predicts, for two
words 𝑖 and 𝑗, the number 𝑋𝑖 𝑗 of times when the word 𝑖 will appear in the vicinity
of the word 𝑗. The parameters of this formula are determined by using the weighted
least square approach. Empirically, the predictions are the most accurate if we use
the weights proportional to a power of 𝑋𝑖 𝑗 . In this paper, we provide a theoretical
explanation for this empirical fact.

1 Formulation of the Problem
Background: need to describe the relation between words from natural language
by a numerical characteristic. To better understand and process natural-language
texts, computers need to have an accurate precise description of the meaning of
different words and different texts. In particular, we need to represent, in a computer,
to what extent different words from natural language are related to each other. This
relation can be described, e.g., by the number 𝑋𝑖 𝑗 of times when word 𝑖 appears in
the context of word 𝑗.
How this characteristic can be estimated: a straightforward approach. In principle, we can get the values 𝑋𝑖 by analyzing several natural-language texts.
The more texts we analyze, the more accurately we can represent this dependence.
However, there are so many natural-language texts that it is not feasible to process
them all, so we have to limit ourselves to values obtained by processing some of the
available texts.
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Limitations of the straightforward approach. In these texts, for words which are
closely related – e.g., “cow” and “milk” – we will probably have a sufficient number
of situations in which one of these two words appeared in the context of another
one. In such situations, the values that we measure based on these texts provide a
reasonable statistically accurate description of this relation – and we can use this
relation to predict how many pairs we will have if we add additional texts to our
analysis.
On the other hand, if the two words are not so closely related, then in the current
texts, we may have only a few examples of such pairs. In general, in statistics, when
the sample is small, the corresponding estimates are not very accurate and do not
lead to good predictions.
How can we get more accurate estimates: a general idea. Good news is that, in
general, predictions are not only based on statistics – otherwise, we would never be
able to predict rare events like solar eclipses – they are also based on the known
dependencies between the corresponding quantities. For example, if we want to
analyze with what force two charged bodies attract or repel each other, we do
not need to perform experiments with all possible pairs of such bodies: we know
Coulomb’s law according to which we can predict this force if we know the charges
of both bodies (and the distance between them). Similarly, Newton’s laws allows us
to predict the gravitational force between two bodies if we know their masses (and
the distance between the bodies).
It is therefore desirable to look for a similar dependence – that would describe
the quantity 𝑋𝑖 𝑗 describing the relation between the two words in terms of some
numerical characteristics of the two words 𝑖 and 𝑗.
How this general idea is used. At present, these characteristics are determined
by training a neural network; see, e.g., [2] and references therein. There is also a
reasonably good approximate analytical formula for describing this dependence (see,
e.g., [3]):
ln(𝑋𝑖 𝑗 ) ≈ 𝑏 𝑖 + e
𝑏 𝑗 + 𝑤𝑖 · 𝑤
e𝑗 ,
where 𝑏 𝑖 and e
𝑏 𝑗 are numbers, 𝑤𝑖 and 𝑤
e 𝑗 are vectors, and 𝑎 · 𝑏 is dot (scalar) product.
The values 𝑏 𝑖 , e
𝑏 𝑗 , 𝑤𝑖 and 𝑤
e 𝑗 can be found by using the Least Squares method,
i.e., by solving the minimization problem
∑︁
def
𝐽 =
𝑓 (𝑋𝑖 𝑗 ) · (𝑏 𝑖 + e
𝑏 𝑗 + 𝑤𝑖 · 𝑤
e 𝑗 − ln(𝑋𝑖 𝑗 )) 2 → min
𝑖, 𝑗

for an appropriate weight function 𝑓 (𝑋).
Empirical fact. The efficiency of this method depends on the appropriate choice
of the weight function 𝑓 (𝑋). Empirical data shows that the most efficient weight
function is the power law 𝑓 (𝑋) = 𝑋 𝑎 .
Remaining problem. How can we explain this empirical fact?
What we do in this paper. In this paper, we provide a theoretical explanation for
this fact.
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2 Our Explanation
Analysis of the problem. The values 𝑋𝑖 𝑗 depend on the size of the corpus. For
example, if we consider twice smaller corpus, each value 𝑋𝑖 𝑗 will decrease approximately by half. In general, if we consider a 𝜆 times larger corpus, we will get new
values which are close to 𝜆 · 𝑋𝑖 𝑗 .
A natural requirement. The word representation should depend only on the words
themselves, not on corpus size. So, the resulting representation should not change if
we replace 𝑋𝑖 𝑗 with 𝜆 · 𝑋𝑖 𝑗 .
How to describe this requirement in precise terms: discussion. Of course, if we
replace 𝑋𝑖 𝑗 with 𝜆 · 𝑋𝑖 𝑗 , the weights will change. However, this does not necessarily
mean that the resulting representations will change.
Namely, for any 𝑐 > 0, optimizing any function 𝐽 is equivalent to optimizing the
function 𝑐 · 𝐽. For example, if we are looking for the richest person on Earth, the
same person will be selected as the richest whether we count his richness in dollars
on in pesos.
So, if we replace 𝑓 (𝑋) with 𝑐 · 𝑓 (𝑋), we will get a new objective function 𝑐 · 𝐽 instead of the original objective function 𝐽, but we will get the same representations 𝑤𝑖 .
Resulting requirement. In view of the above discission, we can have
𝑓 (𝜆 · 𝑋) = 𝑐 · 𝑓 (𝑋)
, and the resulting representation will be the same.
So, the invariance with respect to corpus size can be described as follows: for
every real number 𝜆 > 0, there exists a real number 𝑐 > 0 depending on 𝜆 for which
𝑓 (𝜆 · 𝑋) = 𝑐(𝜆) · 𝑓 (𝑋).

What are the consequences of this requirement. It is known that all measurable
solutions to the functional equation 𝑓 (𝜆 · 𝑋) = 𝑐(𝜆) · 𝑓 (𝑋) are power laws 𝑓 (𝑋) =
𝐴 · 𝑋 𝑎 ; see, e.g., [1]. So, the invariant weight function should have the form
𝑓 (𝑋) = 𝐴 · 𝑋 𝑎 .
As we have mentioned, multiplying all the values of the objective function by a
constant does not change the resulting values. Because of this, the weight function
𝐴 · 𝑋 𝑎 and the wight function 𝑋 𝑎 lead to the same values 𝑤𝑖 . Thus, it is sufficient to
consider the weight function 𝑓 (𝑋) = 𝑋 𝑎 .
We get the desired explanation. This explains why the power law weights work
the best: power law weights are the only ones for which the resulting representation
does not depend on the corpus size.
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4 How to Prove the Result About the Functional Equation
The above result about the functional equation s easy to prove when the function
𝑓 (𝑋) is differentiable. Indeed, suppose that 𝑓 (𝜆· 𝑋) = 𝑐(𝜆) · 𝑓 (𝑋). If we differentiate
both sides with respect to 𝜆, we get
𝑋 · 𝑓 ′ (𝜆 · 𝑋) = 𝑐 ′ (𝜆) · 𝑓 (𝑋).
def

In particular, for 𝜆 = 1, we get 𝑋 · 𝑓 ′ (𝑋) = 𝑎 · 𝑓 (𝑋), where 𝑎 = 𝑐 ′ (1), so
𝑋·

𝑑𝑓
= 𝑎 · 𝑓.
𝑑𝑋

We can separate the variables if we multiply both sides by
𝑑𝑓
𝑑𝑋
=𝑎·
.
𝑓
𝑋
Integrating both sides of this equality, we get

𝑑𝑋
, then we get
𝑋· 𝑓
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ln( 𝑓 ) = 𝑎 · ln(𝑋) + 𝐶.
By applying exp(𝑥) to both sides, we get
def

𝑓 (𝑋) = exp(𝑎 · ln(𝑋) + 𝐶) = 𝐴 · 𝑋 𝑎 , where 𝐴 = 𝑒𝐶 ,
which is exactly the desired formula.

