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Abstract 
A single machine that includes loading/unloading areas for each job processed, loading and unloading could be 
performed while the machine is running causing minimized jobs completion time with lowest machine idle time. This design 
requires special kind of scheduling technique to ensure the accomplishment of those objectives if jobs’ processing, loading and 
unloading times are varying. The machine is modelled as a flow shop with blocking constraint. This research focuses on finding a 
solution to schedule this special case of flow shop of more than two machines with objective of minimizing jobs maximum 
completion time (makespan). The proposed solution in this research includes using a newly developed meta-heuristic known as 
Meta-heuristic for Randomized Priority Search (Meta-RaPS). Meta-RaPS construction phase is applied with the use of NEH flow 
shop scheduling algorithm and would provide very good schedules. The suggested technique is evaluated in comparison to top 
performing current meta-heuristics and construction heuristics on the famous benchmark flow shop data set of Taillard20. The 
results would suggest that applying Meta-RaPS for this flow shop problem is a great choice for constructing solutions and would 
provide high quality solutions with opportunity of more improvement in further research. 
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1. Introduction 
In the world of manufacturing scheduling is one of the most important and complex areas that requires to 
be studied. Companies generally make money by providing products and services in time with lowest cost. 
 
 
* Corresponding author. Tel.: +1-815-753-1269. 
E-mail address: z1683264@students.niu.edu 
© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of scientific committee of Missouri University of Science and Technology
534   Mohammad Sadaq and Reinaldo J. Moraga /  Procedia Computer Science  61 ( 2015 )  533 – 538 
Scheduling is a process used to help manufacturing and service industries organize their resources and tasks for 
specific periods of time in order to achieve certain productivity or performance goals, Pinedo1. 
Machines Manufacturers considered the setup time for their machines and came up with different designs 
to help making setup time smaller. One way to do that is by making the setup for a job to be independent from the 
processing time of that job. For this design manufacturers built machines in a way that provides ability to setup a job 
while the machine is processing another. They managed that by having more than two setup/processing areas. Setup 
includes unloading finished part, preparing for new job and loading the new part to be processed while the machine 
is processing on another area. The machine travels to the other areas and process if the job is completely setup there. 
Blocking flow shop is a flow shop with no intermediate buffer between machines; which means that a job 
cannot leave a machine until the next in sequence is available to do it, Abadi et.al4. Two machine blocking flow 
shop was considered for the first time by Reddi & Ramamoorthy5, they converted the two machine blocking flow 
shop problem into a Travelling Salesman Problem (TSP) with special parameters considerations. Also they 
confirmed that it can be solved to optimality in polynomial time using the famous algorithm by Gilmore and 
Gomory6. Gilmore and Gomory6 provided a simple solution for this special case of TSP by converting the two 
machine blocking flow shop to a single machine with sequence dependent setup time. 
So far literature revealed that Blocking Flow Shop Problem (BFSP) to minimize makespan with more than 
two machines is strongly NP-hard, according to Grabowski and Pempera7 leading to the development of many 
heuristics. Nawaz, Enscore and HAM8 suggested an algorithm (NEH algorithm) for the flow shops with no 
constraints. Their work was based on the assumption that jobs with higher total processing time should have higher 
priority to be processed first. Additionally they reorganized their resulted schedule using insertion of jobs within 
sub-schedules until all jobs are in one new schedule (known as Enumeration). Leisten9 stated that for flow shops 
with limited buffer storage NEH is highly recommended. Wang et al.2 confirmed that NEH algorithm is still 
providing better performance than others for the BFSP and this is clearly shown in the amount of continued work 
based on it. Ribas et al.10 provided a very good heuristic for BFSP where they used the enumeration insertion 
technique from NEH. Pan & Wang11 provided a review that describes many heuristics for BFSP which included 
different hybrid algorithms that uses NEH enumeration and confirmed that combinations of heuristics with NEH 
enumeration generates high quality solutions. Ronconi3 exploited the blocking conditions in the BFSP and created a 
Min-Max Enumeration (MME) rule. It was compared to NEH rule and proved its better performance for BFSP with 
more than 500 jobs. Later Ronconi12 used branch-and-bound to build an algorithm and came up with lower bounds 
that reduced the problem size. 
Over the last 15 years BSFP has been taking a good deal of attention in terms of applying meta-heuristics. 
Authors have proposed many techniques to create meta-heuristics and improved many rules to them. Hejazi and 
Saghafian13 provided a detailed review for flow shops and mentioned many meta-heuristics including Genetic 
Algorithm (GA), Simulated Annealing (SA), Tabu Search (TS), and Ant Colony. Gabowski and Pempera7 proposed 
two Tabu Search algorithms for solving the problem based on certain properties from the blocking environment. 
Companys et.al.14,15 suggested neighbourhood search techniques with the use of famous algorithms like NEH in 
what they considered as modification for the rules. Wang et al. (2012)2 developed a three phase algorithm (TPA) 
that solve the BFSP using a modified NEH algorithm as part of it with an also modified SA. It is important to 
mention that they provided very good results for a standalone construction heuristic in their work. Davendra & 
Bialic-Davendra16 used Discrete Self-Organizing Migration Algorithm (DSOMA) to solve the BFSP, it is based on 
the competitive-cooperative behaviour of intelligent creatures. Their results showed better performance than TS and 
GA. Karaboga17 suggested simulating the behaviour of honey bees in their foraging activities as another swarm 
intelligent optimization technique. Han et al.18 used this technique to create a meta-heuristic that incorporates 
Discrete Differential Evolution with the proposed Bee simulation calling it Deferential Evolution-Artificial Bee 
Colony (DE-ABC) algorithm. They used MME algorithm to initiate their meta-heuristic. DE-ABC algorithm results 
showed the highest performance for the BFSP. 
One of the newly developed meta-heuristics is Meta-heuristic for Randomized Priority Search (Meta-
RaPS). This meta-heuristic proposed by Depuy, Whitehouse & Moraga19 is based on modified COMSOAL 
approach, a computer heuristic for solving the assembly line balancing problem and other combinatorial problems. 
The reasoning behind the introduction of Meta-RaPS is that randomness may improve solution quality significantly 
in a heuristic, in addition to the current rapid advancement in computer technologies and capabilities with the 
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available computer-intensive methods. In Meta-RaPS randomness is utilized to prevent any algorithm form being 
trapped in local optimum. The meta-heuristic incorporates randomness in both construction and improvement 
phases. In the construction phase the selection of the each scheduled job will be according to priority and restriction 
parameters compared to random numbers. And in the improvement phase another improvement parameter is 
compared to a random number in order to apply additional neighbourhood search algorithms leading to high quality 
solutions. 
This paper is focused on applying Meta-RaPS for blocking flow shop. Most meta-heuristics rely on 
constructing a solution (usually trying to make it a good solution using different rules) then improving it where they 
might incorporate randomness. Meta-RaPS incorporates randomness in the construction phase too making the 
possibility of finding better results higher and earlier making it worthy of exploring. 
 
2. Problem Formulation 
 
The manufacturing station described is a machine with three areas, one area where a new job is loaded, 
another where a job is processed, and a third for unloading a finished job. The design of the machine allows an 
operator to load a job while the machine is processing another, and at the same time another operator is also able to 
unload a finished job. Any job going through this station will have to go through these three stages: loading, 
processing, and unloading. This is a flow shop with three machines. The availability of only three areas creates the 
additional blocking constraint. If any job is ready from one area while the next is still busy the job has to be idle in 
that area (blocked) until the next is ready to take it. 
The main interest for this research is to find a schedule for jobs at that station that minimizes makespan. 
The focus will be directed to solving the general blocking flow shop instead of only three machines due to the 
general term importance and the development of integrated manufacturing and Just-In-Time, Wang et.al2. 
Blocking flow shops are different in their model description compared to other flow shops. Having no 
intermediate storage between machines requires checking if the next machine is available to receive each job after 
its completion in the previous one. The most significant parameter introduced will be the departure time. With the 
help of the model provided by Ronconi3 a BFSP with (m) machines and (n) jobs, where machines are named from 1 
to m and jobs are named from 1 to n. The suggested model for the problem is an Integer Program. The objective is to 
minimize the completion time of the last scheduled job on the last machine (makespan), and it is the same as the 
departure time of the last scheduled job from the last machine: 
 
,        (1) 
 
Decision variables and constraints: Since this is a job allocation problem, the main decision variables are the ones to 
determine which of the n jobs will be allocated to each one of the n positions in the schedule: 
 
 For all values of j=1…..n, and k = 1…..n  
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3. Proposed Solution 
 
The idea of using the Meta-Heuristics for Randomized Priority Search (Meta-RaPS) for BFSP is brand 
new. Using Meta-RaPS in both its phases (Construction and Improvement) is expected to provide better results than 
the currently best performing other meta-heuristics. Randomness is the main factor in this meta-heuristic by using 
scheduling rules according to random numbers in the process of constructing a solution initially, then improving the 
constructed solution with neighbourhood search techniques based on random numbers comparison. In this paper 
only Meta-RaPS construction phase is used without any essential Improvement phase. 
Meta-RaPS construction phase is as follows: According to a generated random number compared to a 
priority parameter (%p), the selection of the next scheduled job will be performed; if the number is within the 
priority percentage then a specific rule (priority rule) is used to find the next job to be scheduled, usually that rule is 
a good rule that would help in providing good solutions. If the random number is not within the priority percentage 
then the next job to be scheduled will be according to a modified rule. The modified rule in our case is randomly 
selecting a job from a special (Restricted) list to be scheduled next. The restricted list includes jobs of values within 
a specific restriction percentage (%r) of the range of the remaining unscheduled jobs. This cycle of jobs selection 
will be repeated for every position in the constructed schedule until no is job left to be scheduled. 
BFSP Meta-RaPS construction phase is used with NEH rule as the main priority rule. NEH has two main 
steps; the first is to schedule jobs in non-increasing order of their processing time, and the second is to apply 
enumeration on that constructed schedule. The proposed solution includes using the standard Meta-RaPS platform in 
constructing the initial solution with NEH first step as priority rule, then apply enumeration on that initial solution to 
enhance it. The Meta-RaPS used parameters for the construction phase are (%p): priority percentage and (%r): 
restriction percentage. The algorithm is described as follows: 
 
Construction Step1 (Meta-RaPS NEH initial solution construction) 
Step1.1: job scheduling position is 1 (current position=1). 
Step1.2: generate a random number (R1) 
Step1.3: if R1<%p then jump to Step1.6, otherwise go to Step1.4 
Step1.4: generate updated restricted list of each unscheduled job’s total processing time (∑Puk) that is less than 
restriction limit given by:  
 
       ሺͳͲሻ
∑Puk is the sum of processing times in all machines of unscheduled job (k), k=1..n,
Step1.5: randomly select a job from the restriction list and put it in (current position) then jump to Step1.7. 
Step1.6: find the job with max ∑Puk out of remaining unscheduled jobs and put it in (current position). 
Step1.7: remove the job scheduled in (current position) out of the list of unscheduled jobs 
Step1.8: if there are still jobs to be scheduled increase (current position) by 1 and go to Step1.2, otherwise report the 
final solution of the constructed schedule from construction Step1 and go to construction Step2. 
Construction Step2 (Enumeration) 
In this part enumeration technique is used to enhance the solution. Enumeration works by building sub-
schedules and expanding them with the use of insertion to find the best new sub-schedule until all jobs are 
scheduled. The enumeration technique is explained in the following:  
 
Step2.1: starting with the constructed schedule from construction Step1 take the first two jobs and order them in a 
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way that minimizes the makespan of this sub-schedule of two jobs. 
Step2.2: start with k=3 
Step2.3: take the kth job from the original schedule and insert it in all possible locations in the sub-schedule of the 
already scheduled jobs, which will create a group of k sub-schedules. Find the completion time for each sub-
schedule. The one with the minimum makespan will be saved. 
Step2.4: if all jobs are inserted in the new schedule then end, otherwise increase k by 1 and go back to Step2.3 
 
4. Results 
 
In this section preliminary results are introduced showing the performance of the proposed construction 
algorithm using Meta-RaPS and comparing them to the results of the currently high performing meta-heuristics. 
Wang et al.2 provided very good results in the construction phase of their Three Phase Algorithm (TPA) and for that 
the proposed meta-heuristic will be compared to their results. Han et al18 provided great results for the BFSP with 
their full meta-heuristic so their results will also be introduced in comparison. The data used to generate the results 
is from the famous flow shop bench mark data by Taillard20. This data source has been used by the majority of 
researchers and all their results are compared using it. The data set consists of 12 flow shop problems starting with a 
problem of 20 jobs on 5 machines until reaching 500 jobs on 20 machines, and each problem includes 10 processing 
data instances. 
The results introduced for this paper are for 4 problems of the total 12 problems. Parameters selected for 
the current data set are %p=0.8, %r=0.8 and for each instance the best solution out of 50 is reported. Table 1 shows 
the results of Meta-RaPS construction with NEH compared to results of Wang et al.2 mNEH construction algorithm 
and Han et al18 full meta-heuristic. Also it includes the proposed algorithm’s performance percentage with respect to 
the other two. The results for applying Meta-RaPS construction with NEH is outperforming Wang et al.2 with the 
lower number of jobs due to the fact that with the increase of the problem size randomness should start to have more 
significance. And for that reason a detailed study for the selection of parameters would provide higher quality for the 
bigger problems. On the other hand, as a standalone algorithm Meta-RaPS construction phase with NEH it is not out 
performing the full meta-heuristics of Han et al18. Further enhancement in construction phase or incorporating 
improvement phase will lead to higher quality solutions. 
 
Table 1. The average results of 4 selected problems of the bench mark data. 
 Meta-RaPS NEH (2015) mNEH (Wang et al, 2012) DE-ABC, Han et al. (2014) 
Instance makespan makespan Performance (%) makespan Performance (%) 
20jx5m 1401.9 1425.6 1.66 1363 -2.85 
50jx10m 3796.6 3832.6 0.94 3600 -5.46 
100jx20m 8268.3 8290.7 0.27 7908.4 -4.55 
200jx10m 14269.3 14199 -0.49 13564.8 -5.19 
 
The computational time for Meta-RaPS NEH algorithm ranges from 2.79 seconds per instance for 20 jobs 
problems to 47.7 seconds per instance for 200 jobs problems. The reason behind the relatively higher computational 
time is mainly because the algorithm was coded in MATLAB R2014b on a PC of Intel CORE i7 CPU with 2.2 GHz 
and 8 GB RAM. MATLAB is easier to program but takes significantly longer time compared to other programs. 
 
5. Conclusions 
 
The application of Meta-RaPS shows promising results in the field of flow shop scheduling. The majority 
of modern work in flow shop scheduling pays more attention to the improvement phase in meta-heuristics compared 
to the construction phase. Using Meta-RaPS provides better constructed solutions than the best performing ones. 
Starting with very good constructed schedule will lead to high quality solutions after adding the improvement phase. 
It is also beneficial to incorporate improvement in the construction phase to provide high quality solutions without 
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the need for a dedicated Improvement meta-heuristics. In this paper NEH algorithm was used as part of Meta-RaPS 
construction algorithm and it performed very well. However, there are also other algorithms worthy of having 
further study to provide better flow shop constructed solutions such as MME especially that it performs better than 
NEH for 500 jobs and more. 
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