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1.1. Lattice dynamical systems
Many systems of interest in Physics, Biology and Mathematics can be described as an inﬁnite array
of smaller subsystems endowed with local interactions. The evolution of the subsystem at one site
depends on the state of the site itself, and also on the state of the other sites, but the effect of far
away sites is much weaker.
Models of this type have been in the literature for a long time. For example, arrays of coupled
oscillators are very standard in statistical mechanics and motivated the celebrated Fermi–Pasta–Ulam
experiment [13] to study empirically equipartition of energy. Similar models of dislocations were
introduced in [11]. Similar mathematical models are introduced in biology to model arrays of cells
(e.g. neurons) [18,17,2,19]. They also appear in Mathematics as discrete models of Partial Differential
Equations [36]. Many mathematical aspects (traveling waves, spatiotemporal chaos, fronts, invariant
measures) have been studied rigorously. By now, there is a large body of research and different names
for very similar (if not identical) concepts: coupled oscillators, coupled map lattices, extended systems,
etc. We just refer to several surveys [15,1,31,7,25,34,4,5,12] and the references therein, that include
different points of view and different schools.
The goal of this paper is to develop a convenient functional analysis framework which is useful
in the systematic study of these inﬁnite-dimensional systems with interactions that decay with the
distance. We deﬁne a class of interacting dynamical systems whose interactions satisfy some decay
properties (we will refer to these systems as systemswith decay). We show that with the deﬁnitions we
take, the systems satisfy good estimates, very similar to the estimates satisﬁed by ﬁnite-dimensional
systems.
Using this framework, it is possible to adapt the proof of existence of many invariant objects in
ﬁnite-dimensional dynamical systems (stable manifolds of periodic points, hyperbolic sets, and their
invariant manifolds, etc.) to inﬁnite-dimensional systems. As a consequence of the formalism, the
objects thus constructed enjoy similar decay properties as those assumed for the system.
In this paper, we provide a proof of a stable manifold theorem in lattice systems. The novelty
is that, applying the formalism, we obtain that the invariant manifolds are decay. In the companion
paper [10], we apply this framework to obtain a theory of hyperbolic sets with decay, in particular,
their structural stability and the decay properties of their invariant manifolds.
The study of hyperbolicity properties in lattice maps has a long story [6,3,21,24,22,14,20,23,26,27],
among others. The above papers study not only the geometric properties but also use them to obtain
ergodic properties. We note that, when passing from geometric properties (invariant manifolds and
such) to ergodic properties, the fact that the systems and their invariant objects have decay properties
(i.e. can be considered as perturbations of a product system) is very important because, using the
decay properties one can deal with the invariant measure of the full system as perturbations of the
product measure.
The formalism we propose does not require, but can easily accommodate translation invariance.
Translation invariance is important for systems arising in statistical mechanics and in mathematics,
but it could be unnatural for systems appearing in biology or computer science.
Compared with some of the work mentioned above we note that: a) We deal with inﬁnite systems
all the time (one can easily treat with ﬁnite-dimensional systems as particular cases by uncoupling
them from the rest). b) We base the topology of the inﬁnite system on ∞ , rather than on pointwise
convergence of the coordinates. This has the advantage that we can use Banach space techniques
rather than relying just on metric spaces (which do not allow the standard tools of differential calcu-
lus). Of course, since the uniform topology is stronger, some of the conclusions will also be stronger.
The applications – specially those that involve translation invariance – make it natural to assume
uniform convergence of the models.
On the other hand, as it is well known, using uniform convergence in inﬁnite systems brings forth
the problem of the boundary conditions at inﬁnity, which has been a problem in statistical mechanics
for a long time [37,35].
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in ∞ are not determined by their matrix elements. See a more detailed discussion in Section 2.3.
Once the lattice is modeled as a Banach manifold over some ∞ space we will consider a suitable
class of diffeomorphisms acting on the lattice. For any diffeomorphism in this class, the dependence
of the i-th component of the map with respect to the j-th variable will be controlled by some decay
function Γ . In [21,24,22], this function is an exponential, while in [20], Γ can also have an exponential
behavior, but is characterized by satisfying certain relations which allow this class of diffeomorphisms
to have good algebra properties. It should be stressed that these algebra properties play an important
role whenever one intends to use an iterative procedure, such as a ﬁxed point method or an implicit
function theorem. We will say that a diffeomorphism of this class has decay properties.
It should be noted that, in general, if F is a Cr diffeomorphism of the lattice, modeled as a Banach
manifold over ∞ , its partial derivatives do not determine its differential. (This is related to the fact
that a linear operator in ∞ is not determined by its matrix elements.) In particular, having bounds
on the partial derivatives of F does not provide any bound on the norm of the differential, precision
that is not made explicit in the literature [20]. The results in [20] remain true if one adds in the
deﬁnition the assumption that the derivatives of the map are determined by the partial derivatives.
In this paper, we use the same deﬁnition of decay properties of decay functions as in [20] but we
want to make explicit that we allow that the evolutions we consider, could have derivatives that are
not given by the matrix elements (in other words, we want to allow non-trivial boundary conditions
at inﬁnity). We also carry out a more systematic development of the theory with a view to further
applications.
This paper is devoted to the study of discrete dynamical systems on lattices. However, the theo-
retical framework we develop can be applied to dynamical systems deﬁned by differential equations.
We hope to encourage researches in the area to pursue in this direction.
1.2. Structure of the paper
In Section 2 we develop the framework of maps with decay in ∞ spaces. We start by considering
linear and k-linear maps with decay, then we deﬁne Cr functions with decay (CrΓ functions) and show
some of their properties, relevant in the applications. We continue with Hölder functions with decay.
We ﬁnish the section with a technical lemma, used later in the study of the lattice and in [10].
Section 3 is devoted to a stable manifold theorem for maps between ∞ spaces with decay, de-
scribing the decay properties of the manifolds.
In Section 4 the lattice is modeled as a Banach manifold over ∞ . Also, several functions and sets
related only to the manifold are introduced: the atlas, the exponential, an isometric embedding, etc.
First, they are introduced in the ﬁnite-dimensional manifold and, afterwards, they are lifted to the
lattice.
In Section 5 we introduce the spaces of Cr and Hölder maps with decay on the lattice. We study
the regularity of the composition operator (Φ,h) → Φ ◦ h, where Φ is a Cr map with decay and
h a Hölder map with decay.
2. Maps with decay in ∞ spaces
We introduce several Banach spaces related to d-dimensional lattices, and some of their basic
properties.
2.1. The Banach space ∞
We start with the deﬁnition of ∞(Xi).
Deﬁnition 2.1. Let (Xi)i∈Zd be a family of Banach spaces. Let | · |i be the norm in Xi . We deﬁne
∞(Xi) =
{
x = (xi) ∈
∏
d
Xi
∣∣∣ sup
i∈Zd
|xi |i < ∞
}
. (2.1)i∈Z
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denote by π j : ∞(Xi) →X j the obvious projection, i.e. π j((xi)) = x j . We have |π j | = 1.
Given x = (xi) ∈ ∞(Xi) we have the following inclusions concerning the balls of Xi and ∞(Xi)
B(x, r) 
∏
i∈Zd
B(xi, r)  B(x, r). (2.2)
We use the notation int for topological interior. Note that
B(x, r) = int
(∏
i∈Zd
B(xi, r)
)
.
The next result follows directly from the deﬁnitions.
Proposition 2.2. Let X , Xi , i ∈ Zd, be Banach spaces, U ⊂ X an open set and f : U → ∞(Xi) a map. Let
f i = πi ◦ f . Then
(1) f is continuous at x0 ∈ U if and only if { f i} is an equicontinuous family at x0 .
(2) f is differentiable at x0 ∈ U if and only if f i is differentiable at x0 for all i and the family { f ∗i }i , where
f ∗i (h) =
(
f i
(
x0 + h)− f i(x0)− Dfi(x0)h)/|h|
is an equicontinuous family at h = 0. Moreover πi D f (x0) = Dfi(x0).
(3) f is Cr in U if and only if f i is Cr in U , Dk fi(x), for 1 k r, are uniformly bounded with respect to i for
all x ∈ U , and {Dr fi} is an equicontinuous family at x, for all x ∈ U .
An example relevant for (1) above is the following. Let X ,Xi = R and f i(x) = |x|1/(|i|+1) . Then
f (0) = 0, ‖ f (x)‖ = 1 for 0< |x| 1 in spite of the fact that all the components are continuous.
We will say that a family of maps { f i}i∈Zd is uniformly differentiable at x0 if it satisﬁes the condi-
tion (2) of the previous proposition.
We will say that a map f : ∏i∈Zd Ui ⊂ ∞(Xi) → ∞(Yi) is uncoupled if f i(x) has the form
f˜ i(πi(x)) for some f˜ i : Ui ⊂Xi → Yi . As a consequence of (3) in the above proposition, we have
Corollary 2.3. Let Xi,Yi , i ∈ Zd, be Banach spaces, Ui ⊂Xi be open sets and f˜ i : Ui → Yi be Cr maps, r ∈ N,
such that Dk f˜ i are uniformly bounded and {Dr f˜ i}i is an equicontinuous family at xi for all xi ∈ Ui .
Then, the map f : int(∏i U i) ⊂ ∞(Xi) → ∞(Yi) deﬁned by fi(x) = f˜ i(πi(x)) is Cr and ‖ f ‖Ck 
supi ‖ f˜ i‖Ck .
In particular, if the above conditions hold for all r ∈ N, then f is C∞ .
Proof. By Taylor theorem the hypotheses imply that Dk f˜ i is equicontinuous at every point for 0 
k  r. This implies that {Dk fi}i is an equicontinuous family at every point x = (xi)i ∈ int(∏i U i). In
particular f is continuous.
To get differentiability we use that
∣∣ f ∗i (h)∣∣=
∣∣∣∣∣
1∫
0
[
D f˜i(xi + thi) − D f˜i(xi)
]
hi dt
∣∣∣∣∣
/
|h|, hi = πi(h),
hence { f ∗i }i is equicontinuous at h = 0. The equicontinuity also implies that f is C1.
Applying the same argument to the higher order derivatives we get that f is Cr . 
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Following [20] we introduce the following
Deﬁnition 2.4. A decay function is a map Γ : Zd → R+ such that
(1)
∑
i∈Zd Γ (i) 1,
(2)
∑
j∈Zd Γ (i − j)Γ ( j − k) Γ (i − k), i,k ∈ Zd .
Remark 2.5. In [20] it is only required
∑
i∈Zd Γ (i) < ∞ instead of (1). However condition (1)
is not restrictive because if we can ﬁnd Γ satisfying 1 <
∑
i∈Zd Γ (i) < ∞ and (2), then Γ˜ (i) =
Γ (i)/
∑
i∈Zd Γ (i) satisﬁes (1) and (2).
In [20] it is proved that given α > d and θ  0, there exists a > 0 (small enough, depending on α,
θ and d) such that
Γ (i) =
{
a|i|−αe−θ |i|, i 
= 0,
a, i = 0
satisﬁes Deﬁnition 2.4.
In what follows, Γ will be a ﬁxed decay function. It will be used to control the dependence of the
components of the maps with respect to their variables.
The goal of the remaining part of this section is to introduce several spaces of maps deﬁned in ∞
spaces having decay properties associated to a decay function Γ and to present their basic properties.
2.3. Linear maps with decay
We deﬁne the space of linear maps with decay Γ by
LΓ
(
∞(Xi), ∞(Yi)
)= {A ∈ L(∞(Xi), ∞(Yi)) ∣∣ ‖A‖Γ < ∞}, (2.3)
where L refers to the space of continuous linear maps, and
‖A‖Γ = max
{‖A‖, γ (A)} (2.4)
and
γ (A) = sup
i, j∈Zd
sup
|u|1
πlu=0, l 
= j
∣∣(Au)i∣∣Γ (i − j)−1. (2.5)
With this norm, LΓ (∞(Xi), ∞(Yi)) is a Banach space.
We denote by i j : X j → ∞(Xi) the linear map deﬁned by (i j(v)) j = v and (i j(v))k = 0, for
k 
= j, a formalism to consider vectors with at most one component different from 0. Then, given
A ∈ L(∞(Xi), ∞(Yi)), it induces linear maps Aij :X j → Yi by
Aij v = πi
(
Ai j(v)
)
.
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γ (A) can be computed alternatively by
γ (A) = sup
i, j∈Zd
∥∥Aij∥∥Γ (i − j)−1.
It should be remarked that, in general, a linear map A ∈ L(∞(Xi), ∞(Yi)) is not determined by
its “matrix elements”, Aij . As an example, consider
E0 =
{
v ∈ ∞(R)
∣∣∣ lim| j|→∞ v j exists
}
and the linear map lim : E0 → R deﬁned by lim(v) = lim| j|→∞ v j . It is clear that the norm of lim
is bounded by 1 on E0. Hence, by the Hahn–Banach Theorem, it admits an extension to ∞(R), τ ,
with the same norm. The matrix representation of τ is given by the maps τ j : R → R deﬁned by
τ j(α) = τ (u), where u ∈ ∞(Xi) is such that uk = 0, if k 
= j and u j = α. By the deﬁnition of lim,
since lim|k|→∞ uk = 0, we have that τ j = 0, for all j. However, it is clear that τ is not 0.
In particular, if A ∈ L(∞(Xi), ∞(Yi)), it will not be true, in general, that (Av)i = ∑ j∈Zd Aij v j .
Notwithstanding, this formula will hold true when the vector v satisﬁes that lim| j|→∞ |v j | = 0.
Lemma 2.6. Let A ∈ L(∞(Xi), ∞(Yi)), and v ∈ ∞(Xi) be such that lim| j|→∞ |v j | = 0. Then
(Av)i =
∑
j∈Zd
Aij v j.
Proof. Given v ∈ ∞(Xi) let vm ∈ ∞(Xi) be the truncated vector deﬁned by vmk = vk , if |k|m and
vmk = 0, if |k| >m. We have that vm tends to v , when m → ∞. Indeed, since lim| j|→∞ |v j | = 0,
∥∥v − vm∥∥= sup
| j|>m
|v j|
tends to 0, when m → ∞. Moreover, since vm has only a ﬁnite number of components different
from 0, we have that (Avm)i =∑| j|m Aij v j . Then,
∥∥∥∥(Av)i − ∑
| j|m
Aij v j
∥∥∥∥ ∥∥A(v − vm)∥∥ ‖A‖∥∥v − vm∥∥
tends to 0 when m → ∞. 
The idea behind the deﬁnition of linear map with decay is essentially that if a vector v ∈ ∞(Xi)
has its “mass” concentrated around its j-th component, then Av will also have its “mass” concen-
trated around the same component with the same decay. In fact, as we shall see below, this property
characterizes the linear maps with decay Γ .
More concretely, given j ∈ Zd , we introduce the subspace of ∞(Xi) of vectors centered around the
j-th component
Σ j,Γ =
{
v ∈ ∞(Xi)
∣∣ ‖v‖ j,Γ < ∞}, (2.6)
where
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k∈Zd
|vk|Γ (k − j)−1. (2.7)
In particular, i j(u) ∈ Σ j,Γ for all u ∈ X j and ‖i j(u)‖ j,Γ = |u|Γ (0)−1.
Note that for any given pair i, j ∈ Zd we have Σi,Γ = Σ j,Γ as spaces. Also, if i and j are ﬁxed, the
norms in Σi,Γ and Σ j,Γ are equivalent, the constant of equivalence depending on i and j. Indeed, if
v ∈ Σ j,Γ ,
‖v‖i,Γ = sup
k
|vk|
Γ (k − i)  ‖v‖ j,Γ supk
Γ (k − j)
Γ (k − i)
 ‖v‖ j,Γ sup
k
Γ (k − j)∑
l Γ (k − l)Γ (l − i)
 ‖v‖ j,Γ Γ (i − j)−1.
Proposition 2.7. Let A ∈ L(∞(Xi), ∞(Yi)).
(1) If A ∈ LΓ (∞(Xi), ∞(Yi)), then for any j ∈ Zd and for any v ∈ Σ j,Γ , Av ∈ Σ j,Γ and ‖Av‖ j,Γ 
γ (A)‖v‖ j,Γ .
(2) If there exists C > 0 such that for any j ∈ Zd and for any v ∈ Σ j,Γ , Av ∈ Σ j,Γ and ‖Av‖ j,Γ  C‖v‖ j,Γ ,
then A ∈ LΓ (∞(Xi), ∞(Yi)) and γ (A) CΓ (0)−1 .
Proof. Let A ∈ LΓ (∞(Xi), ∞(Yi)) and v ∈ Σ j,Γ . Then, by Lemma 2.6, the deﬁnition (2.5) of γ (A)
and (2.7), we have that
∣∣(Av)i∣∣∑
k∈Zd
∣∣Aik∣∣|vk| γ (A)‖v‖ j,Γ ∑
k∈Zd
Γ (i − k)Γ (k − j) γ (A)‖v‖ j,Γ Γ (i − j),
which proves (1).
Now, given j ∈ Zd , u ∈X j , we observe that |u| = |i j(u)| = ‖i j(u)‖ j,Γ Γ (0). Hence, if |u| 1,
∣∣Aiju∣∣Γ (i − j)−1 = ∣∣(Ai j(u))i∣∣Γ (i − j)−1  ∥∥Ai j(u)∥∥ j,Γ
 C
∥∥i j(u)∥∥ j,Γ = CΓ (0)−1.
Taking suprema with respect to u and with respect to i, j ∈ Zd we get γ (A) CΓ (0)−1. 
Proposition 2.8 (Algebra property). Let Xi , Yi , Zi be Banach spaces. If A ∈ LΓ (∞(Xi), ∞(Yi)) and B ∈
LΓ (∞(Yi), ∞(Zi)), then
(a) B A ∈ LΓ (∞(Xi), ∞(Zi)),
(b) γ (B A) γ (B)γ (A),
(c) ‖B A‖Γ  ‖B‖Γ ‖A‖Γ .
Proof. Proposition 2.7 implies that B A ∈ LΓ (∞(Xi), ∞(Zi)). It only remains to check the bounds
for γ (B A) and ‖B A‖Γ .
For any j ∈ Zd and u ∈ X j , since i j(u) ∈ Σ j,Γ , we have that Ai j(u) ∈ Σ j,Γ . Hence, by Lemma 2.6,
(B Ai j(u))i =∑k∈Zd Bik(Ai j(u))k .
Then,
γ (B A) = sup
i, j
Γ (i − j)−1∥∥(B A)ij∥∥
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i, j
sup
|u|1
Γ (i − j)−1∣∣((B A)i j(u))i∣∣
= sup
i, j
sup
|u|1
Γ (i − j)−1
∣∣∣∣ ∑
k∈Zd
Bik
(
Ai j(u)
)
k
∣∣∣∣
 sup
i, j
sup
|u|1
Γ (i − j)−1γ (B)
∑
k∈Zd
Γ (i − k)∣∣(Ai j(u))k∣∣
 sup
i, j
Γ (i − j)−1γ (B)γ (A)
∑
k∈Zd
Γ (i − k)Γ (k − j)
 γ (B)γ (A).
Also
‖B A‖Γ = max
(‖B A‖, γ (B A))
max
(‖B‖‖A‖, γ (B)γ (A)) ‖B‖Γ ‖A‖Γ . 
2.4. k-linear maps with decay
Let X , Y be Banach spaces. We recall that L(X , Lk−1(X ,Y)) can be identiﬁed with Lk(X ,Y).
However, for non-symmetric k-linear maps there are k possible identiﬁcations ı j : Lk(X ,Y) →
L(X , Lk−1(X ,Y)), 1 j  k, deﬁned by
ı j(A)(v)(u1, . . . ,u j−1,u j+1, . . . ,uk) = A(u1, . . . ,u j−1, v,u j+1, . . . ,uk). (2.8)
The maps ı j are isometries.
Furthermore, if Xi and Yi are Banach spaces, as a consequence of (1) in Proposition 2.2 we
have that Lk(∞(Xi), ∞(Yi)) ∼= ∞(Lk(∞(Xi),Yi)). Hence, using the identiﬁcation (2.8), it is pos-
sible to identify Lk(∞(Xi), ∞(Yi)) with the space L(∞(Xi), ∞(Lk−1(∞(Xi),Yi))) in k different
ways. Using now the deﬁnition of the space LΓ in (2.3), we introduce the space of k-linear maps with
decay Γ
LkΓ
(
∞(Xi), ∞(Yi)
)= {A ∈ Lk(∞(Xi), ∞(Yi)) ∣∣
ım(A) ∈ LΓ
(
∞(Xi), ∞
(
Lk−1
(
∞(Xi),Yi
)))
, m = 1, . . . ,k}, (2.9)
with the norm
‖A‖Γ =max
{‖A‖, γ (A)},
where
γ (A) = max
1mk
{
γ
(
ım(A)
)}
.
It is clear that ‖A‖Γ = max1mk{‖ım(A)‖Γ }. With this norm, LkΓ is a Banach space.
An explicit formula to compute γ (A) is the following
γ (A) = max
1mk
sup
i, j∈Zd
sup
‖u‖1
π u=0, l 
= j
sup
‖vp‖1
2pk
∥∥ım(A)i(u)(v2, . . . , vk)∥∥Γ (i − j)−1. (2.10)
l
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analogously to those of linear maps. If A ∈ LkΓ (∞(Xi), ∞(Yi)), it follows from (2.10) that
∥∥Aij1,..., jk∥∥ γ (A)min{Γ (i − j1), . . . ,Γ (i − jk)}. (2.11)
Note however that (2.11) is just an upper bound and not a characterization of belonging to LkΓ . Indeed,
the fact that the matrix elements of a linear map satisfy this condition is not suﬃcient to ensure that
a k-linear map has decay Γ . In fact, k-linear maps satisfying (2.11) may not satisfy the contraction
or the algebra properties below. For example, it suﬃces to take an operator given by a matrix whose
elements are Aij1,..., jk = min{Γ (i − j1), . . . ,Γ (i − jk)}.
We introduce the following notation. Given k  1, let Sk be the symmetric group. If v =
(v1, . . . , vk) ∈ E × · · · × E , being E a set, and τ ∈ Sk , we deﬁne τ (v) = (vτ (1), . . . , vτ (k)).
The next lemma establishes a property concerning contractions of k-linear maps with decay.
Lemma 2.9 (Γ norms of contractions). Let A ∈ LkΓ (∞(Xi), ∞(Yi)), and u ∈ ∞(Xi). Then, for any τ ∈ Sk
the map Bτ ,u : ∞(Xi)× (k−1)· · · ×∞(Xi) → ∞(Yi) deﬁned by
Bτ ,u(v1, . . . , vk−1) = A
(
τ (v1, . . . , vk−1,u)
)
belongs to Lk−1Γ (∞(Xi), ∞(Yi)). Moreover
γ (Bτ ,u) γ (A)‖u‖. (2.12)
As a consequence
‖Bτ ,u‖Γ  ‖A‖Γ ‖u‖. (2.13)
If τ = Id we will write Bu = B Id,u .
Proof of Lemma 2.9. For simplicity, we only check the case τ = Id.
Inequality (2.13) is trivial if u = 0. If u 
= 0 and v = (vl), we have that for any i, j ∈ Zd , 1m k,
v2, . . . , vk−1 ∈ ∞(Xi) such that ‖vp‖ 1, 2 p  k − 1, and vl = 0, if l 
= j,
∥∥ım(Bu)i(v)(v2, . . . , vk−1)∥∥Γ (i − j)−1 = ∥∥(Bu)i(v2, . . . , v, . . . , vk−1)∥∥Γ (i − j)−1
= ∥∥Ai(v2, . . . , v, . . . , vk−1,u/‖u‖)∥∥‖u‖Γ (i − j)−1
= ∥∥ım(A)i(v)(v2, . . . , vk−1,u/‖u‖)∥∥‖u‖Γ (i − j)−1
 γ (A)‖u‖.
Inequality (2.12) follows from taking suprema above. Moreover ‖Bu‖ ‖A‖‖u‖ and using that
‖Bu‖Γ = max
(
γ (Bu),‖Bu‖
)
max
(
γ (A)‖u‖,‖A‖‖u‖)= ‖A‖Γ ‖u‖
we obtain that (2.13) holds true. 
As is the case of linear maps with decay Γ , k-linear maps with decay Γ are characterized by
their action on vectors centered around one component. The next proposition is analogous to Propo-
sition 2.7, and is a consequence of the norms of contractions given in Lemma 2.9.
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(1) If A ∈ LkΓ (∞(Xi), ∞(Yi)), then, for any v2, . . . , vk ∈ ∞(Xi) and v ∈ Σ j,Γ with j ∈ Zd, we have
A(v, v2, . . . , vk) ∈ Σ j,Γ and
∥∥A(v, v2, . . . , vk)∥∥ j,Γ  γ (A)‖v‖ j,Γ ‖v2‖ · · · ‖vk‖.
(2) If there exists C > 0 such that for any v2, . . . , vk ∈ ∞(Xi), j ∈ Zd, v ∈ Σ j,Γ , τ ∈ Sk, we have
A(τ (v, v2, . . . , vk)) ∈ Σ j,Γ and
∥∥A(τ (v, v2, . . . , vk))∥∥ j,Γ  C‖v‖ j,Γ ‖v2‖ · · · ‖vk‖,
then A ∈ LkΓ (∞(Xi), ∞(Yi)).
Proof. (1) Proposition 2.7 implies the case k = 1. By induction assume that (1) is true for k − 1  1
and let Bvk be deﬁned by Bvk (v, v2, . . . , vk−1) = A(v, v2, . . . , vk−1, vk). By Lemma 2.9, Bvk ∈ Lk−1Γ and
γ (Bvk ) γ (A)‖vk‖. Now by the induction hypothesis we have
∥∥A(v, v2, . . . , vk)∥∥ j,Γ = ∥∥Bvk (v, v2, . . . , vk−1)∥∥ j,Γ  γ (Bvk )‖v‖ j,Γ ‖v2‖ · · · ‖vk−1‖
 γ (A)‖v‖ j,Γ ‖v2‖ · · · ‖vk‖.
(2) Given m ∈ {1, . . . ,k} and j ∈ Zd we have
∥∥ım(A)(v)∥∥ j,Γ = sup
l
(
ım(A)(v)
)
lΓ (l − j)−1
= sup
l
sup
‖vi‖1
(
ım(A)(v)(v2, . . . , vk)
)
lΓ (l − j)−1
= sup
l
sup
‖vi‖1
(
A(v2, . . . , vm, v, . . . , vk)
)
lΓ (l − j)−1
= sup
l
sup
‖vi‖1
(
A
(
τ (v, v2, . . . , vk)
))
lΓ (l − j)−1
 sup
l
sup
‖vi‖1
C‖v‖ j,Γ ‖v2‖ · · · ‖vk‖
 C‖v‖ j,Γ
for some permutation τ ∈ Sk . By Proposition 2.7 this implies that ım(A) ∈ LΓ and hence A ∈ LΓ . 
From Lemma 2.9 and Proposition 2.8 one also obtains the following algebra property, which will
prove crucial for later developments.
Proposition 2.11 (Algebra property). If A ∈ LkΓ (∞(Yi), ∞(Zi)) and B j ∈ L
l j
Γ (
∞(Xi), ∞(Yi)), for j =
1, . . . ,k, then the composition AB1 · · · Bk ∈ Ll1+···+lkΓ (∞(Xi), ∞(Zi)) and
γ (AB1 · · · Bk) γ (A)‖B1‖Γ · · · ‖Bk‖Γ , (2.14)
‖AB1 · · · Bk‖Γ  ‖A‖Γ ‖B1‖Γ · · · ‖Bk‖Γ . (2.15)
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Let us deﬁne l0 = 0. Then, for any 1  s  k and for any uls−1+1, . . . ,uls ∈ ∞(Xi), we have that‖Bsuls−1+1 · · ·uls‖ ‖Bs‖Γ ‖uls−1+1‖ · · · ‖uls‖. Also, by Proposition 2.9, for any uls−1+2, . . . ,uls ∈ ∞(Xi)
and τ ∈ Sls , the map Bτ ,s : u → Bsτ (u,uls−1+2, . . . ,uls ), deﬁned in that proposition, belongs to LΓ and‖Bτ ,s‖Γ  ‖Bs‖Γ ‖u2‖ · · · ‖uls‖.
Hence, by Proposition 2.8, for any u2, . . . ,ul1+···+lk ∈ ∞(Xi), ‖u2‖, . . . ,‖ul1+···+lk‖ 1 and ls−1 <
m ls , the map
A˜m : u → ım(AB1 · · · Bk)(u)(uls−1+2, . . . ,ul1+···+lk ),
where ım(AB1 · · · Bk) was introduced in (2.8), belongs to LΓ and
γ ( A˜m) γ (A)‖B1‖ · · ·γ (Bm) · · · ‖Bk‖.
Finally, since ‖B j‖ ‖B j‖Γ , for all 1 j  k,
γ (AB1 · · · Bk) = max
m
γ ( A˜m) γ (A)‖B1‖Γ · · · ‖Bk‖Γ . 
2.5. Linear and k-linear maps with decay on product spaces
Given p ∈ N, we consider the Banach space ∏pj=1 ∞(Xi), with the norm
‖v‖ = max
1 jp
‖v j‖, v = (v1, . . . , vp).
Given a k-linear map A :∏pj=1 ∞(Xi) →∏qj=1 ∞(Yi), we can write it in the form
Al(v1, . . . , vk) =
∑
1i1,...,ikp
Ali1,...,ik (v1,i1 , . . . , vk,ik ),
where v j = (v j,1, . . . , v j,p), j = 1, . . . ,k, l = 1, . . . ,q, and Ali1,...,ik are k-linear maps from ∞(Xi)
to ∞(Yi).
We deﬁne
LkΓ
( p∏
j=1
∞(Xi);
q∏
j=1
∞(Yi)
)
=
{
A ∈ L
( p∏
j=1
∞(Xi);
q∏
j=1
∞(Yi)
) ∣∣∣
Ali1,...,ik ∈ LkΓ
(
∞(Xi);∞(Yi)
)}
, (2.16)
with the norm
‖A‖Γ = max
1lq
∑
1ii ,...,ikm
∥∥Ali1,...,ik∥∥Γ . (2.17)
Since the product of ∞ spaces we are considering here is ﬁnite, we have that Lemmas 2.9 and 2.11
also hold for LkΓ (
∏p
j=1 
∞(Xi);∏qj=1 ∞(Yi)), and we will use them without further notice.
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Following [20] we introduce a space of Hölder functions between ∞ spaces. Let Xi , Yi , Z be
Banach spaces, U an open set of ∞(Xi) and h : U → Z a Hölder function.
For 0< α  1, j ∈ Zd and a decay function Γ we deﬁne the following magnitudes:
Hα(h) = sup
x
=y
|h(x) − h(y)|
dα(x, y)
, (2.18)
γ˜α, j(h) = sup
xl=yl
l 
= j
sup
x j 
=y j
|h(x) − h(y)|
dα(x j, y j)
(2.19)
and, for h : U → ∞(Yi),
γα(h) = sup
i, j∈Zd
γ˜α, j(hi)Γ (i − j)−1. (2.20)
Also we introduce the space
CαΓ (U) =
{
h :U ⊂ ∞(Xi) → ∞(Yi)
∣∣ h ∈ Cα(U), γα(h) < ∞}.
We endow CαΓ (U) with the norm
‖h‖CαΓ = max
(‖h‖Cα , γα(h))
and CαΓ (U) becomes a Banach space. Recall that ‖h‖Cα =max(‖h‖C0 , Hα(h)).
When α = 1 we will denote the corresponding space and norm by CLipΓ and ‖ · ‖CLipΓ resp.
Remark 2.12. Actually in [20] the space CαΓ is deﬁned without requiring to be a subset of C
α . It should
be noted, however, that a function h may have γα(h) < ∞ and fail to be Hölder, or even continuous,
as the following example shows. Let E = ∞(R) and τ be a linear extension to ∞(R) given by Hahn–
Banach of the limit map lim : c → R deﬁned on the subspace c ⊂ ∞(R) of the convergent sequences.
Then consider the map T : E → E deﬁned by
T (y) = (∣∣τ (y)∣∣1/(|i|+1))i∈Z.
T is not continuous at y = 0, but γ˜α, j(T ) is zero for all α.
2.7. Spaces of CrΓ functions
Now we can deﬁne Cr functions with decay between ∞ spaces.
Given an open subset U of ∞(Xi) let
C1Γ
(U, ∞(Yi))= {F ∈ C1(U, ∞(Yi)) ∣∣∣ DF (x) ∈ LΓ , ∀x ∈ U,
sup
∥∥F (x)∥∥< ∞, sup∥∥DF (x)∥∥
Γ
< ∞
}
, (2.21)x x
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‖F‖C1Γ = max
(
‖F‖C0 , sup
x
∥∥DF (x)∥∥
Γ
)
. (2.22)
Note that with this deﬁnition, if F ∈ C1Γ and v ∈ Σ j,Γ then F (v) need not belong to Σ j,Γ because
F can be the constant function F : ∞(R) → ∞(R) such that Fi(x) = |i|1+|i| . However, if F (0) = 0 then
we do have F (v) ∈ Σ j,Γ .
For r > 1 we deﬁne
CrΓ
(U, ∞(Yi))= {F ∈ Cr(U, ∞(Yi)) ∣∣ D j F ∈ C1Γ , 0 j  r − 1} (2.23)
with the norm
‖F‖CrΓ =max
(
‖F‖C0 , max
0 jr−1
sup
x
∥∥DD j F (x)∥∥
Γ
)
= max
0 jr−1
∥∥D j F∥∥C1Γ . (2.24)
From these deﬁnitions the following properties hold true
CrΓ ⊂ Cr−1Γ (2.25)
and
if F ∈ CrΓ
(U, ∞(Yi)), then DF ∈ Cr−1Γ (U, ∞(L(∞(Xi),Yi))). (2.26)
Now we establish the formula of the derivative in terms of the partial derivatives.
Lemma 2.13. Let F ∈ C1Γ (U , ∞(Yi)), x ∈ U ⊂ ∞(Xi), and v ∈ ∞(Xi) such that lim| j|→∞ |v j | = 0. Then
DFi(x)v =
∑
j∈Zd
∂ Fi
∂x j
(x)v j .
Proof. Since DF (x) ∈ LΓ (∞(Xi), ∞(Yi)), Lemma 2.6 implies that
DFi(x)v =
∑
j∈Zd
(
DF (x)
)i
j v j.
Moreover,
(
DF (x)
)i
j =
∂ Fi
∂x j
(x). 
E. Fontich et al. / J. Differential Equations 250 (2011) 2838–2886 28512.8. Decay properties of limits of CrΓ functions
In this subsection we collect several results that show that if all the elements of a sequence have
decay properties which are bounded then the limit (in different senses) also has the same decay
properties.
Lemma 2.14. Let U be an open subset of ∞(Xi) and let Bρ be the closed ball of radius ρ in CrΓ (U , ∞(Yi)).
Assume (Fn) is a sequence such that Fn ∈ Bρ , n  0, and, for all 0 k  r, x ∈ U , Dk Fn(x) converges in the
sense of k-linear maps to Dk F (x), where F is a Cr function in U (in particular if Fn converges in the Cr norm
sense to a function F ).
Then, F ∈ Bρ .
Proof. We ﬁrst consider the case r = 1.
Assume Fn ∈ Bρ , Fn → F in C1. Let ε > 0. For any i, j ∈ Zd , x ∈ U , there exists n0 such that
‖DFn0 (x) − DF (x)‖ εΓ (i − j). Then, for |v| 1 such that πl v = 0 for l 
= j,
∥∥DFi(x)v∥∥ ∥∥DFn0i (x)v∥∥+ ∥∥(DFi(x) − DFn0i (x))v∥∥

∥∥DFn0i (x)∥∥Γ Γ (i − j) + εΓ (i − j)

(∥∥Fn0∥∥C1Γ + ε)Γ (i − j)
 (ρ + ε)Γ (i − j),
and, hence, F ∈ C1Γ with ‖F‖C1Γ  ρ + ε.
Now we proceed by induction. Suppose that the lemma holds true for r − 1. Let Fn ∈ Bρ , and
that for all 0 k  r, x ∈ U , Dk Fn(x) → Dk F (x). Since Fn ∈ Cr−1Γ , ‖Fn‖Cr−1Γ  ρ , we clearly have that
Dk Fn(x) converges to Dk F (x), for x ∈ U and, for 0 k  r − 1, by the induction hypothesis we have
that F ∈ Cr−1Γ and ‖F‖Cr−1Γ  ρ .
Moreover, we note that we have DFn ∈ Cr−1Γ , ‖DFn‖Cr−1Γ  ρ and DF
n satisfy that their derivatives
up to order r − 1 converge pointwise in U to the Cr−1 function DF . Then, applying the induction
hypothesis, DF ∈ Cr−1Γ and ‖DF‖Cr−1Γ  ρ . Hence, F ∈ C
r
Γ and ‖F‖CrΓ  ρ . 
Note that in Lemma 2.14 the uniform control we assume is only on Cr . If we assume some control
on the regularity of the last derivative of the Fn , we can obtain results with convergence in weaker
senses.
The following result takes advantage of the Hadamard–Kolmogorov interpolation inequalities in
compensated domains [9, Section 3]. See [16,28] for the original references.
We recall that an open subset U of a Banach space is called compensated, if there is a constant CU
such that, deﬁning γ (x, y) as the inﬁmum of the lengths of all C1 paths contained in U joining x, y,
we have γ (x, y) CU ‖x− y‖.
Of course, if U is a ball or, more generally, a convex set, it is compensated with constant CU = 1.
Lemma 2.15. Let U be an open compensated subset of ∞(Xi). Assume that the sequence of functions Fn
satisfy for some 0< α  1
∥∥Fn∥∥CrΓ  ρ, Hα(Dr Fn) M, (2.27)
where Hα is the Hölder semi-norm introduced in (2.18).
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‖F‖CrΓ  ρ.
Proof. We recall the classical Hadamard–Kolmogorov interpolation inequalities (a proof that applies
in the generality of functions deﬁned in compensated domains of Banach spaces can be found in [9,
Section 3]). We have that
∥∥Fn − Fm∥∥Cr  C∥∥Fn − Fm∥∥α/(r+α)C0 ∥∥Fn − Fm∥∥r/(r+α)Cr+α .
We note that, as shown in [9], the constant in the interpolation inequalities is related to the compen-
sation constant of the domain.
Therefore, we conclude that Fn is a Cauchy sequence in Cr and therefore converges in the Cr sense
to a Cr function, which has to be F .
Then, we apply Lemma 2.14.
To conclude that F ∈ Cr+α we observe that Hα(Dr Fn)  M and that Dr Fn converges uniformly
to Dr F , therefore, Hα(Dr F ) M . 
Another variant of the results can be obtained using a result in [29] (reproduced in [30]).
Lemma 2.16. Let U be an open subset of ∞(Xi). Assume that the sequence of functions Fn satisﬁes
∥∥Fn∥∥CrΓ  ρ, Hα(Dr Fn) M, (2.28)
for some 0 < α  1, where Hα is the Hölder semi-norm introduced in (2.18) and that, for all x ∈ U , we have
that Fn(x) converges weakly to a function F (x). Then
(a) F ∈ Cr+α .
(b) For every x ∈ U , 0 k r, we have that Dk Fn(x) converges weakly to Dk F (x).
(c) F ∈ CrΓ .
(d) ‖F‖CrΓ  ρ .
Proof. We have that Proposition A2 in [29] (reproduced in [30, Lemma 2.5]) implies that under the
hypothesis of Lemma 2.16, (a) and (b) follow. The proof presented in the above references is only
written for the case α = 1, but is valid for any α without need of any modiﬁcation.
Now we check (c) and (d). We proceed by induction in r. Assume r = 1. Let ε > 0. For any φ ∈
∞(Xi)∗ , the topological dual of ∞(Xi), with ‖φ‖  1, i, j ∈ Zd , x ∈ U , there exists n0 such that
‖φDFn0 (x) − φDF (x)‖ εΓ (i − j). Then, for |v| 1 such that πl v = 0 for l 
= j,
∣∣φDFi(x)v∣∣ ∣∣φDFn0i (x)v∣∣+ ∣∣φ(DFi(x) − DFn0i (x))v∣∣
 ‖φ‖∥∥DFn0i (x)v∥∥+ εΓ (i − j)

∥∥DFn0i (x)∥∥Γ Γ (i − j) + εΓ (i − j)

(∥∥Fn0∥∥C1Γ + ε)Γ (i − j)
 (ρ + ε)Γ (i − j).
We recall that, if X is Banach space, v ∈ X , a simple application of Hahn–Banach Theorem gives that
‖v‖ = supφ∈X ∗,‖φ‖1 |φv|. Hence (c) and (d), for r = 1, follow.
The induction procedure is identical to the one performed in the proof of Lemma 2.14. 
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Proposition 2.17. Let U ⊂ ∞(Xi) and V ⊂ ∞(Yi) be open sets. Then, if F ∈ CrΓ (U , ∞(Yi)), G ∈
CrΓ (V, ∞(Zi)), and F (U) ⊂ V , then G ◦ F ∈ CrΓ (U , ∞(Zi)) and ‖G ◦ F‖CrΓ  Kr(1 + ‖F‖rCrΓ )‖G‖CrΓ , for
some Kr > 0, independent of F and G.
Proof. We have to check that Dk(G ◦ F ) ∈ C1Γ , 0 k r − 1.
We remark that G ◦ F is Cr and the Faà–di-Bruno formula for Dk(G ◦ F ) holds. Applying
Lemma 2.11, we have that, for some positive constant Kk ,
∥∥Dk(G ◦ F )(x)∥∥
Γ
 Kk
(
1+ ‖F‖k
CkΓ
)‖G‖CkΓ , k r,
which implies the result. 
2.10. Curves with decay
In this subsection we deal with a technical result that will be often used later. In many proofs
concerning maps on manifolds it will be necessary to obtain bounds like the ones presented here.
Let I ⊂ R be an interval and β : I → ∞(Xi) a C1 curve. Given j ∈ Zd , we will say that β has decay
around the j component if ‖β‖C0 < ∞ and
‖β˙‖ j,Γ = sup
t∈I
sup
l∈Zd
∣∣β˙l(t)∣∣Γ (l − j)−1 < ∞. (2.29)
In such a case, one has that the derivative of the l component of β is bounded by
∣∣β˙l(t)∣∣ ‖β˙‖ j,Γ Γ (l − j), l ∈ Zd. (2.30)
Lemma 2.18. Let Xi and Yi , i ∈ Zd, be families of Banach spaces. Let U ⊂∏ml=1 ∞(Xi) be an open set. Let
A : U → LkΓ (∞(Xi), ∞(Yi)), k 0 (here, if k = 0, L0Γ (∞(Xi), ∞(Yi)) = ∞(Yi)) be C1 , such that
∂ A
∂x1
(x1, . . . , xm), . . . ,
∂ A
∂xm
(x1, . . . , xm) ∈ Lk+1Γ
(
∞(Xi), ∞(Yi)
)
,
and
‖A‖Γ ,
∥∥∥∥ ∂ A∂x1
∥∥∥∥
Γ
, . . . ,
∥∥∥∥ ∂ A∂xm
∥∥∥∥
Γ
< ∞,
where
‖A‖Γ = sup
x=(x1,...,xm)∈U
∥∥A(x)∥∥
Γ
,
and ‖ · ‖Γ , in the right-hand side, is the Γ -norm of a multilinear map deﬁned in (2.17).
Let j ∈ Zd be ﬁxed, and let β1, . . . , βm, γ1, . . . , γk : I → ∞(Xi) be C1 curves with decay around the
j component such that β1(I), . . . , βm(I) ⊂ U .
Then t → b(t) := A(β1(t), . . . , βm(t))γ1(t) · · ·γk(t) is a C1 curve with decay around the j component
with
‖b‖C0  ‖A‖Γ ‖γ1‖C0 · · · ‖γk‖C0
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‖b˙‖ j,Γ 
(
m∑
l=1
∥∥∥∥∂ A∂xl
∥∥∥∥
Γ
‖β˙l‖ j,Γ
)
‖γ1‖C0 · · · ‖γk‖C0
+ ‖A‖Γ
(‖γ˙1‖ j,Γ ‖γ2‖C0 · · · ‖γk‖C0 + · · · + ‖γ1‖C0 · · · ‖γk−1‖C0‖γ˙k‖ j,Γ ).
Proof. Being the bound of ‖b‖C0 trivial, we only need to compute ‖b˙‖ j,Γ . From (1) of Proposition 2.7
and inequality (2.30), for any i ∈ Zd , it follows that
∣∣∣∣ ddt
(
Ai
(
β1(t), . . . , βm(t)
)
γ1(t) · · ·γk(t)
)∣∣∣∣
∣∣∣∣∣
(
m∑
l=1
∂ Ai
∂xl
(
β1(t), . . . , βm(t)
)
β˙l(t)
)
γ1(t) · · ·γk(t)
∣∣∣∣∣
+ ∣∣Ai(β1(t), . . . , βm(t))γ˙1(t) · · ·γk(t)∣∣
+ · · · + ∣∣Ai(β1(t), . . . , βm(t))γ1(t) · · · γ˙k(t)∣∣

(
m∑
l=1
∥∥∥∥∂ A∂xl
∥∥∥∥
Γ
‖β˙l‖ j,Γ
)
‖γ1‖C0 · · · ‖γk‖C0
+ ‖A‖Γ
(‖γ˙1‖ j,Γ ‖γ2‖C0 · · · ‖γk‖C0
+ · · · + ‖γ1‖C0 · · · ‖γk−1‖C0‖γ˙k‖ j,Γ
)
Γ (i − j),
which proves the claim. 
3. A stable manifold theorem for diffeomorphisms with decay
Given a Cr map G in a lattice, the standard stable manifold theorem states the existence of Cr
invariant manifolds associated to a hyperbolic ﬁxed point. When the map has decay properties it is
natural to expect that the invariant manifolds also have decay properties inherited from the ones
of G . The next result gives a precise statement in this direction. We will assume that the derivative
of the map at the ﬁxed point is close to an uncoupled linear map which is hyperbolic.
Theorem 3.1. Let U ⊂ ∞(Xi) be a bounded open set and G ∈ CrΓ (U , ∞(Xi)) ∩ Cr+1(U , ∞(Xi)) be a
diffeomorphism onto its image, with r  1. Assume 0 ∈ U and G(0) = 0.
Let A ∈ L(∞(Xi), ∞(Xi)) be a hyperbolic linear map which is uncoupled, i.e., (Av)i = Ai vi , and has an
uncoupled splitting, that is, there exists a splitting ∞(Xi) = Es ⊕ Eu invariant by A with ‖A|Es‖,‖A−1|Eu‖
λ < 1 such that the projections π s,u : ∞(Xi) → Es,u ⊂ ∞(Xi) are continuous and uncoupled.
Assume that
∥∥DG(0) − A∥∥
Γ
< ε. (3.1)
Then, if ε is small enough, 0 is a hyperbolic point for G and there exist balls Bs,u ⊂ Es,u and functions
γ s,u ∈ CrΓ (Bs,u, Eu,s) such that x ∈ Bs → (x, γ s(x)) ∈ Es × Eu and y ∈ Bu → (γ u(y), y) ∈ Es × Eu are
parameterizations of the stable and unstable manifolds of the origin resp.
The current hypotheses imply that 0 is a hyperbolic point for G and the standard stable manifold
theorem implies that it possesses stable and unstable invariant Cr manifolds as described and they
are unique. Theorem 3.1 claims that these manifolds inherit the decay properties of the map G .
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parameterizations of the manifolds belong to CkΓ ∩ Cr+1.
Proof of Theorem 3.1. The proof simply consists of writing the standard graph transform for G , and
checking that it sends a ball in the CrΓ topology into itself. Since, when G ∈ Cr+1, the graph trans-
form has a unique attracting ﬁxed point in a ball of Cr (see, for instance, Theorem 1.2 in [8]), by
Lemma 2.14, the limit, whose graph is the invariant manifold, belongs to CrΓ .
As a ﬁrst step, we introduce the following norm in ∞(Xi)
‖x‖′ =max{∥∥π sx∥∥,∥∥πux∥∥}. (3.2)
We remark that ‖ · ‖′ and ‖ · ‖ are equivalent. Indeed,
‖x‖ 2‖x‖′  2max{∥∥π s∥∥,∥∥πu∥∥}‖x‖.
In the rest of the proof we will use the norm ‖ · ‖′ , which we will denote again by ‖ · ‖. Now we have
‖π s‖ = ‖πu‖ = 1.
By rescaling the lattice variables we can assume that
‖G − A‖CrΓ (B1/μ,∞(Xi)) < 2ε, (3.3)
where B1/μ is the ball of radius 1/μ. Indeed, for any μ > 0, the map Gμ(x) = μ−1G(μx) satisﬁes
that DGμ(0) = DG(0) and DkGμ(x) = μk−1DkG(μx). Hence, given ε > 0, by taking μ small enough
we can assume that, for 2 k r,
sup
x∈B1/μ
∥∥DkGμ(x)∥∥Γ μk−1 sup
x∈U
∥∥DkG(x)∥∥
Γ
μk−1‖G‖CrΓ  ε.
Moreover, we have that for x ∈ B1/μ
∥∥DGμ(x) − A∥∥Γ  ∥∥DGμ(x) − DGμ(0)∥∥Γ + ∥∥DGμ(0) − A∥∥Γ
 ‖Gμ‖C2Γ ‖x‖ + ε
 2ε.
We have that A is hyperbolic and uncoupled. Then we have that ‖A‖Γ  Γ (0)−1‖A‖ and
‖A|Es‖Γ ,‖A−1|Eu‖Γ  Γ (0)−1λ. We remark that Γ (0)−1λ is not necessarily smaller than 1. For this
reason, we consider a suitable iterate of A and G . We take N > 0 such that Γ (0)−1λN < λ < 1 and μ
such that ‖A + 2ε‖N < 1/μ. We denote Gμ again by G .
Lemma 3.3. Assume that 2εN  1. We have that in B1
(1) ‖GN − AN‖C1  C∗1ε, C∗1 = 2N(2ε + ‖A‖)N−1 .
(2) ‖GN − AN‖C1Γ  C1ε, C1 = 2N(2ε + ‖A‖Γ )
N−1 .
(3) ‖GN − AN‖CrΓ  Crε, Cr = 4 (N+r−1)!N! (2ε + ‖A‖Γ )(N−1)r , r  2.
(4) ‖AN|Es‖Γ ,‖A−N|E2‖Γ  Γ (0)−1λN .
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∥∥DGN(0) − AN∥∥
Γ

(
2ε + ‖A‖Γ
)N−1
2Nε.
On the other hand, for 2 k r and for all x ∈ B1, also from (3.3),
∥∥DkGN(x)∥∥
Γ
 (N + r − 1)!
N!
(
2ε + ‖A‖Γ
)(N−1)r
ε.
Finally, from the two above inequalities, we obtain
∥∥DGN(x) − AN∥∥
Γ

∥∥DGN(x) − DGN(0)∥∥
Γ
+ ∥∥DGN(0) − AN∥∥
Γ
 N
(
2ε + ‖A‖Γ
)2N−2
2ε + (2ε + ‖A‖Γ )N−12Nε

(
2ε + ‖A‖Γ
)2N−2
4Nε
which proves the ﬁrst three claims. The last claim is straightforward since the maps A|Es , A−1|Eu are
uncoupled. 
We take N > 0 such that Γ (0)−1λN < λ < 1. Now we perform a linear change of coordinates that
conjugates GN to a map such that the splitting Es ⊕ Eu is invariant for DGN (0) and moreover shows
that 0 is a hyperbolic ﬁxed point for GN . Although this fact is standard in Banach spaces, we have to
prove that the linear change of variables has decay properties. This is the ﬁrst step to get the invariant
manifolds tangent to the spaces Es and Eu , resp.
Lemma 3.4. There exist B ∈ LΓ (∞(Xi), ∞(Xi)) and K > 0, with ‖B − Id‖Γ  Kε, such that the map
G˜N = B−1 ◦ GN ◦ B satisﬁes that DG˜N (0) leaves Es,u invariant and
∥∥DG˜N(0)|Es∥∥Γ  λ + Kε, ∥∥DG˜N(0)−1|Eu∥∥Γ  λ + Kε. (3.4)
Proof. We begin by establishing some bounds on DGN (0).
To simplify the notation, in this proof we denote GN by G˜ and AN by A˜. Using the decomposition
∞(Xi) = Es ⊕ Eu , we can write
A˜ =
(
A˜ss A˜su
A˜us A˜uu
)
,
where A˜uu = πu ◦ A˜ ◦ ıu , A˜us = πu ◦ A˜ ◦ ıs , etc., and ıs,u : Es,u → ∞(Xi) are the embeddings associated
to the splitting. Since the spaces Es,u are invariant by A˜ we obviously have A˜su = 0 and A˜us = 0.
Moreover, by (4) in Lemma 3.3 and the choice of N , ‖ A˜ss‖Γ ,‖ A˜−1uu ‖Γ < λ. Analogously, we write
D˜ = DG˜(0) =
(
D˜ss D˜su
D˜us D˜uu
)
.
By Lemma 3.3, ‖D˜ − A˜‖Γ  C1ε, with C1 = 2N(2ε + ‖A‖Γ )N−1. As a consequence,
‖D˜us‖Γ = ‖D˜us − A˜us‖Γ =
∥∥πu(D˜ − A˜)ıs∥∥
Γ
 Γ (0)−1C1ε (3.5)
and, in the same way
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‖D˜ss − A˜ss‖Γ  Γ (0)−1C1ε,
‖D˜uu − A˜uu‖Γ  Γ (0)−1C1ε. (3.6)
In particular, from this last inequality, we have that, if mε := Γ (0)−1λC1ε < 1, then D˜uu is invert-
ible and
∥∥D˜−1uu ∥∥Γ  λ(1−mε)−1  λ + K˜ε, (3.7)
where K˜ =Γ (0)−1λ2C1. Indeed, since ‖ A˜−1uu (D˜uu− A˜uu)‖Γ mε < 1, we have that Id+ A˜−1uu (D˜uu− A˜uu)
is invertible in LΓ and we can write
D˜−1uu =
(
Id+ A˜−1uu (D˜uu − A˜uu)
)−1
A˜−1uu ,
and we obtain the bound from the Von Neumann’s series.
From (3.6) we have
‖D˜uu‖Γ  λ + Γ (0)−1C1ε. (3.8)
We deﬁne Kˆ = max{Γ (0)−1C1, K˜ }, and λε = λ + Kˆε. We assume that λ + 3Kˆε < 1, hence λε < 1.
Now we prove the existence of the linear map B . It is found in two steps, as follows. First we look
for B1 of the form
B1 =
(
Id Bsu
0 Id
)
such that B−11 D˜ B1 is in box lower triangular form. We have that
D(1) = B−11 D˜ B1 =
(
D˜ss − Bsu D˜us D˜ss Bsu + D˜su − Bsu D˜usBsu − Bsu D˜uu
D˜us D˜us Bsu + D˜uu
)
.
The condition D(1)su = 0 is equivalent to the ﬁxed point equation
Bsu = [D˜su − Bsu D˜us Bsu + D˜ss Bsu]D˜−1uu . (3.9)
Consider the right-hand side of (3.9) as a map deﬁned from the unit ball in LΓ (Eu, Es) into
LΓ (Eu, Es). It is Lipschitz with Lipschitz constant bounded by
(λ + 3Kˆε)(λ + K˜ε) < 1.
Furthermore, the image of 0 is D˜su D˜−1uu , and
‖D˜su D˜−1uu ‖Γ  λε Kˆε.
Hence, it has a ﬁxed point Bsu such that
‖Bsu‖Γ  λε Kˆε ˆ < Kε1− λε(λ + 3Kε)
2858 E. Fontich et al. / J. Differential Equations 250 (2011) 2838–2886for some K . Next, we look for
B2 =
(
Id 0
Bus Id
)
such that
D(2) := B−12 D(1)B2 =
(
Dˆss 0
0 Dˆuu
)
.
Proceeding in the same way we ﬁnd B2 such that ‖Bus‖Γ  Kε, with a different value of the con-
stant K .
The claim follows by taking B = B1 ◦ B2. 
We write G˜N (x) in the new coordinates (xs, xu) ∈ Es × Eu as
G˜N
(
xs, xu
)= ( A˜ssxs + N˜s(xs, xu), A˜uuxu + N˜u(xs, xu)),
where
DG˜N(0,0) = A˜ =
(
A˜ss 0
0 A˜uu
)
with
‖ A˜ss‖Γ  λ + Kε,
∥∥( A˜uu)−1∥∥Γ  λ + Kε (3.10)
and
N˜ = (N˜s, N˜u) = G˜N − A˜ (3.11)
satisﬁes
‖N‖CrΓ  Kε. (3.12)
Since 0 is a hyperbolic ﬁxed point of G˜N , it has stable and unstable invariant manifolds which can be
represented as graphs of functions. Concretely the stable manifold is the graph of ϕ˜ : Bs ⊂ Es → Eu ,
with ϕ˜(0) = 0 and Dϕ˜(0) = 0, where Bs is the unit ball of Es . The function ϕ˜ is the ﬁxed point of
ϕ = G(ϕ), (3.13)
where
G(ϕ)(x) = A˜−1ss
(
ϕ
(
A˜ssx+ N˜s
(
x,ϕ(x)
))− N˜u(x,ϕ(x))). (3.14)
This is a form of the graph transform operator (see Theorem 1.2 in [8]). It is well known that, if
G ∈ Cr+1 and ε is small enough, G sends the unit ball of the space Cr(Bs, Eu) into itself and that it
has an attracting ﬁxed point, ϕ∗ , such that ‖ϕ∗‖Cr = O (ε). This fact will be used in the proof of the
next lemma.
The claim of the theorem follows from the next lemma.
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Proof. Let B1 and B1,Γ be the unit balls of Cr(Bs, Eu) and CrΓ (Bs, Eu) resp.
We claim that G(B1,Γ ) ⊂ B1,Γ . This will imply that given ϕ0 ∈ B1,Γ ⊂ B1, ϕ∗ :=
limn→∞ Gnϕ0 ∈ B1. Therefore, by Lemma 2.14, ϕ∗ ∈ CrΓ (Bs, Eu).
To check the claim, let ϕ ∈ B1,Γ and ρ = ‖ϕ‖Γ < 1. We introduce the auxiliary function
ψ(x) = A˜ssx− N˜s
(
x,ϕ(x)
)
.
Hence we can write G(ϕ) = A−1ss (ϕ ◦ ψ − N˜u ◦ (Id,ϕ)).
Next we prove that there exists C > 0 such that
sup
x∈B1
∥∥Dψ(x)∥∥
Γ
 λ + Cε, (3.15)
sup
x∈B1
∥∥Dkψ(x)∥∥
Γ
 Cε, 2 k r. (3.16)
Indeed, since Dψ = A˜ss + DN˜s ◦ (Id,ϕ)(Id, Dϕ), inequality (3.15) follows from (3.10), (3.12) and the
fact that ‖ϕ‖CrΓ < 1.
By the Faà–di-Bruno formula, for 2 k r,
Dkψ =
k∑
j=1
∑
i1+···+i j=k
1i1,...,i jk
aki1,...,i j D
jN˜s ◦ (Id,ϕ)Di1(Id,ϕ) · · · Di j (Id,ϕ),
where aki1,...,i j are combinatorial coeﬃcients. Then inequality (3.16) follows from inequality (3.12) and
‖ϕ‖CrΓ < 1. In the same way we obtain that ‖Dk(N˜u ◦ (Id,ϕ))(x)‖Γ  Cε for 1 k r. Next we check
that, if ε is chosen small enough, in particular such that λ + Cε < 1,
‖ϕ ◦ ψ‖CrΓ < 1. (3.17)
Indeed, by inequality (3.15)
sup
x∈B1
∥∥D(ϕ ◦ ψ)(x)∥∥
Γ
 (λ + Cε)‖ϕ‖CrΓ < 1,
and, if 2 k r, by the Faà–di-Bruno formula and inequalities (3.15) and (3.16), we have that
sup
x∈B1
∥∥Dk(ϕ ◦ ψ)(x)∥∥
Γ
= sup
x∈B1
∥∥∥∥∥
(
k∑
j=1
∑
i1+···+i j=k
1i1,...,i jk
aki1,...,i j D
jϕ ◦ ψDi1ψ · · · Di jψ
)
(x)
∥∥∥∥∥
Γ
 Ckε,
where Ck is a constant depending only on k.
Finally, since
DkG(ϕ) = A˜−1uu
(
Dk(ϕ ◦ ψ) − Dk(N˜u ◦ (Id,ϕ))),
the statement follows from inequalities (3.10), (3.12) and (3.17). 
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then the stable manifold theorem gives the existence of the invariant manifolds. They coincide with
the invariant manifolds of GN for all N ∈ N. Since the invariant manifolds of GN are graphs of CrΓ
functions the same is true for the invariant manifolds of G itself. Note that the linear maps obtained
in Lemma 3.4 which put the invariant subspaces in the coordinate axes are LΓ maps. 
4. The lattice manifold
4.1. Construction of the lattice. Preliminaries
The goal of this section is to deﬁne the basic structures we will use in the phase space. Here, we
will specify the distances, the topology and the Banach manifold structure.
Let M be an n-dimensional C∞ compact Riemannian manifold. This hypothesis is not restrictive
since we will consider a compact set Λ ⊂ M , and a neighborhood of Λ contained in a connected
compact subset of M . However, assuming M compact simpliﬁes the construction of the lattice.
In M one has the distance
d(x, y) = inf{length(γ ) ∣∣ γ is a curve joining x and y}.
With this distance M is a metric space and the associated topology coincides with the topology of M
as a manifold. By the Hopf–Rinow Theorem, since M is compact, all geodesic curves can be continued
for all t and the metric space (M,d) is complete.
We consider a ﬁnite family of charts FM = {(U j, φ j)} j∈ J , such that M ⊂⋃ j∈ J U j , the transition
maps φk ◦ φ−1j are C∞ and, for each r, their r-th derivatives are bounded with respect to all choices
of charts of FM . This implies that all derivatives of φk ◦φ−1j are uniformly continuous in their domain
φ j(U j ∩ Uk). Let 2ρ0 be the Lebesgue number of the open cover {U j} j∈ J , that is, if d(x, y) < 2ρ0,
then there exists (Uk, φk) such that x, y ∈ Uk . The compactness assumption on M implies that such a
family of charts does exist.
We shall denote by TFM the family of charts of TM obtained naturally from FM , that is TFM =
{(TU j, Tφ j) | (U j, φ j) ∈FM}. We recall that every Tφ j is linear on each ﬁber.
We shall denote by p : TM → M the tangent bundle projection.
4.1.1. Exponential map
Let expx be the exponential map of the Riemannian geometry: expx : TxM → M , which, since M is
compact, is well deﬁned in the whole TxM . Also by the compactness of M , there exists δ0 such that
for all x ∈ M , expx is a diffeomorphism from B(0, δ0) ⊂ TxM onto its image in M . We also consider
exp : TM → M × M deﬁned by
exp(v) = (x,expx v), where x = p(v).
Again by compactness exp is a diffeomorphism from {v ∈ TM | |v| < δ0} to {(x, y) ∈ M × M |
d(x, y) < δ0}.
4.1.2. Connector
By using a connection on M we can deﬁne a connector relating vectors of different tangent spaces.
We deﬁne ρτ = min{ρ0, δ0}. We have that if d(x, y) < ρτ , there exists a unique minimizing geodesic
joining x and y, say γx,y . Hence, we can consider the isometry τ (x, y) : TxM → T yM deﬁned by the
parallel transport along γx,y given by the Levi-Civita connection on M . We remark that the map
τ : Uρτ ⊂ TM × M → TM, (4.1)
where Uρτ = {(v, y) ∈ TM × M | d(p(v), y) < ρτ }, deﬁned by (v, y) → τ (x, y)v , for v ∈ TxM , is C∞ ,
a linear isometry on each ﬁber and τ|TxM×{x} = Id.
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Now we describe another way to compare vectors of different vector spaces. By the Nash em-
bedding theorem [32], there exists a C∞ isometric embedding e : M → RD for some D ∈ N. Hence,
Te : TM → RD × RD is also an embedding. We use this embedding to deﬁne a distance in TM . If
u ∈ TxM and v ∈ T yM we set
d(u, v) =max{d(x, y),∥∥De(x)u − De(y)v∥∥}, (4.2)
where ‖ · ‖ is the norm in RD . With this distance, TM is a complete metric space, and the topology
induced by this distance coincides with the topology of TM as a manifold.
We remark that, since e is an isometry, for any x ∈ M and any v ∈ TxM ,
‖v‖TxM =
∥∥De(x)v∥∥, (4.3)
where ‖ · ‖TxM is the norm in TxM deﬁned by the Riemannian metric on M .
4.1.4. Left inverse of De
Given x ∈ M , let Ex and E⊥x be the subspaces De(x)TxM and its orthogonal resp. Let π(x) and
π⊥(x) be their corresponding projections. Note that they depend C∞ on x. Since e is an embedding,
for each x there exist left inverses of De(x), that is, linear maps η(x) : RD → TxM such that
η(x) · De(x) = Id|TxM . (4.4)
Moreover, it is possible to ﬁnd η depending C∞ on x. Indeed, if v ∈ RD , we have that v = π(x)v +
π⊥(x)v , and there exists a unique uv ∈ TxM such that De(x)uv = π(x)v . Then, we can deﬁne η(x) by
η(x)v = uv .
With this choice, we have that kerη(x) = E⊥x . We remark that the map η : M × RD → TM deﬁned by
η(x, v) = η(x)v is C∞ .
In particular, we have that e, De and η are uniformly bounded. Moreover the expression of D2e
and Dη in the charts of FM are uniformly bounded.
4.1.5. The lattice
Given d ∈ N, the lattice over M is the set
M =
∏
i∈Zd
M.
A point x ∈ M is represented by a sequence (xi)i∈Zd , with xi ∈ M . We will also use the notation
xi = πi(x), where πi :M → M is the projection onto the i-th component.
Now we proceed to provide M with a distance, which will induce a topology. For x, y ∈ M we
deﬁne
d(x, y) = sup
i∈Zd
d(xi, yi). (4.5)
Note that we use the same symbol d for the distance on the manifold M and for the distance in M.
Since (M,d) is complete, (M,d) is also complete. Indeed, let (xp)p0 be a Cauchy sequence in M.
The inequality
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(
xpi , x
q
i
)
 d
(
xp, xq
)
implies that for all i ∈ Zd , (xpi )p0 is a Cauchy sequence in M . Then it is convergent in M . Let
x∞i be its limit, and x
∞ = (x∞i )i∈Zd . Given ε > 0 there exists p0 such that if p,q > p0, d(xpi , xqi ) 
d(xp, xq) < ε. Taking limit when q goes to ∞ we get d(xpi , x∞i ) ε. Then
d
(
xp, x∞
)= sup
i∈Zd
d
(
xpi , x
∞
i
)
 ε.
We remark that the topology induced by this distance is strictly ﬁner than the product topology
on M.
Given x = (xi) ∈ M we have the following relation between the balls of M and M which is
completely analogous to (2.2):
B(x, r) 
∏
i∈Zd
B(xi, r)  B(x, r). (4.6)
4.2. A manifold structure on M
In this subsection we provide M with the structure of C∞ Banach manifold modeled on an
∞ space using the family of charts FM introduced at the beginning of Section 4.1 for the ﬁnite-
dimensional manifold M . We deﬁne
FM =
{
(Uφ,φ)
∣∣∣ φ = (φi)i∈Zd is a sequence with (Ui, φi) ∈ FM ,
Uφ = int
∏
i∈Zd
Ui
}
. (4.7)
That is, if (Uφ,φ) ∈FM , φ : Uφ ⊂M→ ∞(Rn) is the map deﬁned by πi ◦ φ = φi ◦πi .
Proposition 4.1. The familyFM providesMwith the structure of a C∞ Banach manifold. Moreover, for every
x = (xi) ∈M there exists an isomorphism
χx : TxM → ∞(Txi M),
and (χx)i = Dπi(x), where πi : M→ M.
Proof. The proof depends on subtle uniformity properties. Let x = (xi) ∈ M. For any i there is a chart
(U ji , φ ji ) of M such that B(xi,2ρ0) ⊂ U ji , where 2ρ0 is the Lebesgue number of the cover {U j} j∈ J .
Then the ball B(x,2ρ0) ⊂∏i B(xi,2ρ0) ⊂∏i U ji which implies x ∈ B(x,2ρ0) ⊂ int∏i U ji . This proves
that M ⊂⋃(Uφ,φ)∈FM Uφ .
Next we check that the charts φ : Uφ ⊂ M → ∞(Rn) are homeomorphisms onto its image. Since
the charts φi : Ui → Rn are uniformly continuous and there is only a ﬁnite number of them, the
family {φi} is an equicontinuous family of maps (considered as maps form Uφ ⊂ M to Rn) at every
point of Uφ . Then, by Proposition 2.2, φ is continuous. The same argument applies to φ−1 and hence
φ is a homeomorphism.
Let (Uφ,φ) be a chart of M and Vi ⊂ M open sets. From the properties
(1) int(A ∩ B) = int A ∩ int B ,
(2)
∏
i U i ∩
∏
i V i =
∏
i(Ui ∩ Vi),
(3) φ(
∏
i Wi) =
∏
i φi(Wi),
E. Fontich et al. / J. Differential Equations 250 (2011) 2838–2886 2863and the fact that φ is a homeomorphism we have that
φ
(
int
∏
i
U i ∩ int
∏
i
V i
)
= int
∏
i
φi(Ui ∩ Vi).
Then if (Vψ = int∏i V i,ψ) is another chart we have that ψ ◦φ−1 maps int∏i φi(Ui ∩ Vi) homeomor-
phically onto int
∏
i ψi(Ui ∩ Vi). Moreover, given x = (xi) ∈ int
∏
i φi(Ui ∩ Vi)
ψ ◦ φ−1(x) = (ψi ◦ φ−1(x))= (ψi ◦ φ−1i (xi)).
Since there is only a ﬁnite number of different transition maps ψi ◦ φ−1i , each one only depends on
one component of x and is C∞ with each derivative uniformly bounded on its domain, we can apply
Corollary 2.3. Therefore ψ ◦ φ−1 is C∞ . Now we establish an isomorphism χx between TxM and
∞(Tπi xM). Let v ∈ TxM. It can be seen as an equivalence class of C1 curves on M tangent at x.
Let c(t), with c(0) = x be a representative of the class of v . Let (Uφ,φ) be a chart on M such that
x ∈ Uφ . Consider the diagram
I
c
Uφ ⊂ M πi
φ
Ui ⊂ M
φi
∞(Rn)
πi
Rn
where we have πi ◦φ = φi ◦πi . We make the abuse of notation of denoting by the same symbol πi two
different but related projections. The fact that x ∈ Uφ implies there exists ρ > 0 such that B(x,ρ) ⊂∏
i U i and then, by (4.6), ∏
i
B(xi,ρ/2) ⊂ B(x,ρ/2) ⊂ B(x,ρ)
which implies that B(xi,ρ/2) ⊂ Ui for all i.
We have that πi ◦ c is a curve on M with πi ◦ c(0) = xi and hence (πi ◦ c)′(0) ∈ Txi M . On Txi M we
consider the norm induced by the Riemann structure. Since Dφi(xi) : Txi M → Rn is an isomorphism
there are αi, βi > 0 such that
αi|v|
∣∣Dφi(xi)v∣∣ βi |v|, for all v ∈ Txi M. (4.8)
Since the Riemann structure is differentiable, αi and βi can be chosen depending continuously on x.
Moreover, since the atlas FM is ﬁnite, there exist α,β > 0 satisfying (4.8) for all φi of the atlas.
Since we have (φi ◦ πi ◦ c)′(t) = (πi ◦ φ ◦ c)′(t) = πi(φ ◦ c)′(t) we obtain |(φi ◦ πi ◦ c)′(t)| 
|Dφ(c(t))c′(t)|.
On the other hand
∣∣(φi ◦ πi ◦ c)′(t)∣∣= ∣∣Dφi(πi ◦ c)(t)(πi ◦ c)′(t)∣∣ α∣∣(πi ◦ c)′(t)∣∣
and therefore
∣∣(πi ◦ c)′(t)∣∣ α−1∣∣Dφ(c(t))c′(t)∣∣
which implies that (πi ◦ c)′(0) ∈ ∞(Txi M). This enables to deﬁne χx([c]) = ((πi ◦ c)′(0)).
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(Uφ,φ) ∈ FM such that x ∈ Uφ . We have that B(xi,ρ/2) ⊂ Ui for all i ∈ Zd , for some ρ > 0. Since we
have a ﬁnite number of different φi there exists ν > 0 such that B(φi(xi), ν) ⊂ φi(Ui) for all i.
This permits us to deﬁne curves ci : I → M , where I = [−t0, t0] is a uniform interval. Indeed, let
wi = Dφ(xi)vi . Note that |wi | = |Dφ(xi)vi |  β|vi |  β|v|. Then we deﬁne ci(t) = φ−1i (φ(xi) + twi)
which are uniformly deﬁned with t0 < ν/(β|v|).
The curve c(t) = (ci(t)) satisﬁes that χx([c]) = (vi).
Finally we check that χx is one-to-one. Suppose that c′(0) 
= 0. Since Dφ(x) is an isomorphism
Dφ(x)c′(0) 
= 0 in ∞(Rn). Then there exists k such that πkDφ(x)c′(0) 
= 0. Since πkDφ(x)c′(0) = (πk ◦
φ ◦ c)′(0) = (φk ◦πk ◦ c)′(0) = Dφk(xk)(πk ◦ c)′(0) and Dφk(xk) is an isomorphism then (πk ◦ c)′(0) 
= 0.
Recall that TΦ : TM → ∞(Rn) × ∞(Rn), v → (Φ(x), DΦ(x)v), where x = p(v). 
We can use the Riemannian structure on M to deﬁne a norm on each TxM. Indeed, using the
isomorphism χx of Proposition 4.1 we can identify v ∈ TxM with χx(v) = (vi)i ∈ ∞(Txi M) and write|v| = supi∈Zd |vi |.
Once we have deﬁned the manifold structure on M, we can lift to it the Riemannian exponential
map exp, the connector τ , and the embedding e. In order not to complicate the notation we will use
the same symbols for the lifted objects. Its precise meaning will be clear from the context.
4.2.1. The exponential map on M
Given x ∈ M we deﬁne expx : TxM → M by
πi ◦ expx(v) = expπi(x)(πi v).
In the previous formula, by abuse of notation, we have written πi v instead of the more formal ex-
pression Dπi(x)v . It is justiﬁed by the isomorphism χx of Proposition 4.1. We will use this abuse of
notation freely from now on.
Also we deﬁne exp : TM → M×M by
exp(v) = (p(v),expp(v)(v)).
Using the same type of arguments as before we obtain that exp is C∞ and it is a diffeomorphism
from {v ∈ TM | |v| < δ0} to {(x, y) ∈M×M | d(x, y) < δ0}.
4.2.2. The connector on M
Given x, y ∈M we deﬁne τ (x, y) : TxM → T yM by
πiτ (x, y)v = τ
(
πi(x),πi(y)
)
πi v. (4.9)
Let Uρτ = {(v, y) ∈ TM × M | d(p(v), y) < ρτ }. We deﬁne τ : Uρτ ⊂ TM × M → TM by (v, y) →
τp(v),y(v). Notice that, since ρ0  ρτ , any point (v, y) ∈ Uρτ can be covered by a chart of TM×M
of the form (Tφ,φ). Then, the expression of τ in two charts (Tφ,φ) = (Tφi, φi) of TM × M and
Tψ = (Tψi) of TM is τφ,ψ = Tψ ◦ τ ◦ (Tφ,φ)−1 = (Tψi ◦ τ ◦ (Tφi, φi)−1) = (τφi ,ψi ). Since there is
only a ﬁnite number of different τφi ,ψi , and they are C
∞ functions, by Corollary 2.3 we get that τ
is C∞ . Moreover, for all x ∈ M, τ|TxM×{x} = Id and τ restricted to each ﬁber of TM is a linear
isometry.
4.2.3. The embedding e of M into ∞(RD)
The embedding e : M → RD can also be lifted to the lattice. Indeed, we deﬁne e : M → ∞(RD)
by
πi ◦ e = e ◦πi . (4.10)
E. Fontich et al. / J. Differential Equations 250 (2011) 2838–2886 2865Note that in the above expression and in what follows, we use the same symbol e for different but
related maps. We hope that its meaning is clear from the context.
Lemma 4.2. The map e : M → ∞(RD) deﬁned above is a C∞ embedding. Furthermore, for any x ∈ M and
any v ∈ TxM,
πi ◦ De(x)v = De(πi x)(πi v). (4.11)
In particular, ‖De(x)v‖ = ‖v‖TxM .
Proof. To check that e ∈ C∞ we take a chart (Uφ,φ) with x ∈ Uφ and we consider e ◦ φ−1 : φ(Uφ) →
∞(RD). The components of this map are e ◦ φ−1i : φi(Ui) → RD . Since there is a ﬁnite number of
them and they are C∞ with bounded derivatives, by Corollary 2.3 we have that e ◦ φ−1 is C∞ .
To see that De(x) is one-to-one let v ∈ TxM be such that De(x)v = 0. Then De(xi)vi =
De(xi)Dπi(x)v = D(e ◦ πi)(x)v = D(πi ◦ e)(x)v = πi De(x)v = 0 and hence, since De(xi) is one-to-
one, vi = 0 for all i. To see that e is a homeomorphism onto its image take into account that each
component e j = e : M → RD is a homeomorphism with e, e−1 uniformly continuous because M is
compact. Taking charts, by Proposition 2.2, e :M → e(M) is a homeomorphism. 
As a consequence, we have that Te : TM → ∞(RD) × ∞(RD) is also an embedding. As in the
ﬁnite-dimensional case, we can deﬁne a distance in TM by means of the embedding Te, by setting
d(u, v) =max{d(x, y),∥∥De(x)u − De(y)v∥∥}, (4.12)
for u ∈ TxM and v ∈ T yM, where d(x, y) is the distance in M deﬁned by (4.5) and ‖ · ‖ is the norm
in ∞(RD).
Lemma 4.3. The topology induced by the distance (4.12) coincides with the one of TM as a manifold.
4.2.4. Left inverse of De in M
Using (4.11) and (4.4), we can also deﬁne a map η :M× ∞(RD) → TM such that η(x) ◦ De(x) =
Id|TxM . Indeed, given x ∈ M, v ∈ ∞(RD),
πiη(x)v = η
(
πi(x)
)
πi(v). (4.13)
As in the ﬁnite-dimensional case, η is C∞ and e, De and η are uniformly bounded. Moreover the
expressions of D2e and Dη in the charts of FM are uniformly bounded.
4.3. Differentiable functions on M
We will say that a Cr map F : M → M is uncoupled if, for each i ∈ Zd , there exists f i : N → M
such that πi ◦ F = f i ◦ πi , that is, if its i-th component only depends on the i-th variable.
In order to check the differentiability of uncoupled maps on M, here we have the analogous of
Corollary 2.3.
Lemma 4.4. Let f i : M → M, i ∈ Zd, be a family of Cr maps. If there exists Kr > 0 such that
sup
i∈Zd
sup
(Uφ,φ),(Uψ ,ψ)∈FM
∥∥ψ ◦ f i ◦ φ−1∥∥Cr < Kr,
then F = ( f i) :M → M is Cr and ‖F‖Cr  Kr .
In particular, if the above condition holds for any r, F is C∞ .
2866 E. Fontich et al. / J. Differential Equations 250 (2011) 2838–2886Proof. It is a direct consequence of Corollary 2.3. Indeed, for any (Uφ,φ), (Uψ,ψ) ∈ FM , the expres-
sion in these charts of F is ψ ◦ F ◦ φ−1 and (ψ ◦ F ◦ φ−1)i = ψi ◦ f i ◦ φ−1i . Hence, by Corollary 2.3,
ψ ◦ F ◦ φ−1 is Cr , with norm bounded Kr . 
We remark that the condition only deals with a ﬁnite number of charts.
5. Maps inM with decay
In this section we extend the deﬁnitions of functions with decay between ∞ spaces introduced
along Section 2 to functions on M.
5.1. Hölder and Lipschitz functions on M with decay
Let X ⊂M be a subset. Given 0< α  1 and a decay function we deﬁne the set
CαΓ = CαΓ (X,M) =
{
f : X → M ∣∣ f ∈ Cα, γα( f ) < ∞},
where
γα( f ) = sup
i, j∈Zd
γ˜α, j( f i)Γ (i − j)−1 (5.1)
with
γ˜α, j( f i) = sup
xl=yl
l 
= j
sup
x j 
=y j
d( f i(x), f i(y))
dα(x j, y j)
. (5.2)
To introduce a distance in the set of Hölder functions we have to compare distances between
differences of images. Since M is not a vector space we use the trick of comparing differences of the
images by the embedding given by the Nash embedding theorem (see Section 4.2).
First we deﬁne
dCα ( f , g) =max
(
dC0( f , g), Hα( f , g)
)
,
where
Hα( f , g) = sup
x
=y
|e( f (x)) − e(g(x)) − e( f (y)) + e(g(y))|
dα(x, y)
.
Moreover for f , g ∈ CαΓ we deﬁne
γ˜α, j( f i, gi) = sup
xl=yl
l 
= j
sup
x j 
=y j
|e( f i(x)) − e(gi(x)) − e( f i(y)) + e(gi(y))|
dα(x j, y j)
(5.3)
and
γα( f , g) = sup
i, j
γ˜α, j( f i, gi)Γ (i − j)−1. (5.4)
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dCαΓ ( f , g) = max
(
dCα ( f , g), γα( f , g)
)
. (5.5)
We remark that if f , g ∈ CαΓ (X,M) then dCαΓ ( f , g) < ∞. Indeed, we have
γ˜α, j( f i, gi) sup
xl=yl
l 
= j
sup
x j 
=y j
|e( f i(x)) − e( f i(y))| + |e(gi(x)) − e(gi(y))|
dα(x j, y j)
 ‖De‖C0
(
γ˜α, j( f i) + γ˜α, j(gi)
)
 ‖De‖C0
(
γα( f ) + γα(g)
)
Γ (i − j). (5.6)
We note that this space is complete. Notice that CαΓ (X,M) is a metric space but not a vector
space.
Remark 5.1. An equivalent deﬁnition of CαΓ functions is obtained by ﬁrst introducing C
α
Γ (X, 
∞(RD)),
with the norm given by
‖ f ‖CαΓ = max
{‖ f ‖Cα , γα( f )},
where γα is deﬁned by (5.1). This is a Banach space. Then, using the embedding e, we can consider
CαΓ (X,M) =
{
f ∈ Cα ∣∣ e ◦ f ∈ CαΓ (X, ∞(RD))},
with the distance
dCαΓ ( f , g) = ‖e ◦ f − e ◦ g‖CαΓ ,
which is equivalent to the distance deﬁned in (5.5).
5.2. Continuous functions on M
Let X be a topological space and M the lattice constructed from a compact manifold M as in
Section 4.2 and hence the functions from X to M may be considered as bounded functions.
We consider
C0(X,M) = {u : X → M | u is continuous}
with the distance d(u, v) = supx∈X d(u(x), v(x)). We use the same symbol d for the distances in M ,
M and C0(X,M). We deﬁne C0(X, TM) in the same way.
5.3. The space of sections covering a map with decay
Given X ⊂M and u : X → M, we will say that ν : X → TM is a section covering u if
p ◦ ν(x) = u(x), (5.7)
where p : TM → M is the tangent bundle projector. Given ν a section covering u, we have that
ν(x) ∈ Tu(x)M  ∞(Tui(x)M) and therefore it makes sense to write ν = (νp)p∈Zd .
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Sbu(X,M) =
{
ν : X → TM ∣∣ p(ν(x))= u(x), ν bounded} (5.8)
and, for u continuous,
S0u (X,M) =
{
ν : X → TM ∣∣ p(ν(x))= u(x), ν continuous}. (5.9)
With the norm
‖ν‖Cb,0 = sup
x∈X
∥∥ν(x)∥∥= sup
x∈X
sup
i∈Zd
∣∣ν(x)i∣∣i, (5.10)
Sbu(X,M) and S0u (X,M) are Banach spaces.
We can provide Sbu(X,M) the structure of an ∞ space in the following way. For i ∈ Zd , let
Sbu(X,M)i =
{
ν : X → TM ∣∣ p(ν(x))= πi ◦ u(x), ν bounded}, (5.11)
where p : TM → M is the bundle projection, and πi : M → M is the projection on the i-th compo-
nent. Then the map ı : Sbu(X,M) → ∞((Sbu (X,M))i) deﬁned by
πi ◦ ı(ν)(x) = πi ◦ ν(x) (5.12)
is an isometry.
Remark 5.2. Notice that the analogous isometry between spaces of continuous sections does not exist.
For instance, the map ν : ∞i∈Z(S1) → ∞i∈Z(S1) deﬁned by ν j(x) = sin(x j)1/| j| , if j 
= 0, and ν0(x) = 0
has all its components continuous and uniformly bounded but the map itself is not continuous at
x = 0.
Next we introduce the following subset of Sbu(X,M) of Hölder regular sections with decay. Given
a CαΓ function u : X → M, we deﬁne for 0< α  1,
Sαu,Γ (X,M) =
{
ν ∈ Cα(X, TM) ∣∣ p(ν(x))= u(x), ‖ν‖CαΓ < ∞}, (5.13)
where
‖ν‖CαΓ = max
(‖ν‖Cα , γα(ν)) (5.14)
and
γα(ν) = sup
i, j
γ˜α, j(νi)Γ (i − j)−1 (5.15)
with
γ˜α, j(νi) = sup
xi=yi
i 
= j
sup
x j 
=y j
|De(ui(y))νi(y) − De(ui(x))νi(x)|
dα(x j, y j)
. (5.16)
With this norm, Sαu,Γ (X,M) is a Banach space.
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5.4. A chart in the space of continuous functions
Let u ∈ C0(X,M), δ0 be the radius given at the beginning of Section 4.1 and B(u, r) be the ball
{v ∈ C0(X,M) | d(v,u) < r}.
We consider the chart A : B(u, δ0) → S0u,δ0(X,M) deﬁned by
(Av)(x) = exp−1u(x) v(x) =
(
exp−1ui(x) vi(x)
)
i . (5.17)
We note that if v ∈ B(u, δ0), then x → (Av)(x) is continuous. Indeed, we know that exp−1 : {(x, y) ∈
M × M | d(x, y) < δ0} ⊂ M × M → TM deﬁned by (x, y) → exp−1x y is continuous. Therefore the re-
striction of it to {(x, y) ∈ M × M | x ∈ UΛ, d(x, y) δ0} is uniformly continuous. Let x0 ∈ X and ε > 0.
Let δ = δ(ε) > 0 be given by the deﬁnition of uniform continuity of exp−1 in the above mentioned
set.
Let δ1 > 0 be such that if d(y, x0) < δ1, then d(u(y),u(x0)) < δ. Since v is continuous, there exists
δ2 > 0 such that if d(y, x0) < δ2, d(v(y), v(x0)) < δ. Then d(ui(y),ui(x0)) < δ and d(vi(y), vi(x0)) < δ
and therefore
d
(
exp−1ui(y) vi(y),exp
−1
ui(x0)
vi(x0)
)
< ε.
This implies that A is well deﬁned.
Lemma 5.3.A is a homeomorphism and Au = (0i)i , where 0i ∈ Tui(x)M.
Proof. The inverse of A is B, deﬁned by (Bξ)(x) = expu(x) ξ(x). To study the continuity of A let v0
and v such that d(v, v0) < δ. First note that if f : Z × Y → Y is uniformly continuous then ( f z(x))z∈Z
is equicontinuous. In the product topology, the uniform continuity says that d((z1, x1), (z0, x0)) < δ
implies d( f (z1, x1), f (z0, x0)) < ε. Then, if d(x1, x0) < δ, d( f z(x1), f z(x0)) < ε. We apply this to
exp−1 :M × {v ∈ TM | |v| < δ0} → M , (z, v) → exp−1z v . exp−1 is uniformly continuous in M × {v ∈
TM | |v| < δ0} and hence (exp−1x )x∈UΛ is equicontinuous.
Since for all x ∈ X and i ∈ Zd , d(vi(x), v0,i(x)) < δ implies |exp−1ui(x) vi(x)−exp−1ui(x) v0,i(x)| < ε, then
sup
x
sup
i
∣∣exp−1ui(x) vi(x) − exp−1ui(x) v0,i(x)∣∣ ε. 
5.5. Differentiable functions on M with decay
Let M and N be Banach manifolds modeled on ∞(Rn), constructed as in Section 4.2 from ﬁnite-
dimensional manifolds M and N , resp., with the same lattice Zd , with atlases FM and FN .
In particular, the maps exp, τ , the embedding e : M→ e(M) ⊂ ∞(RD), and its inverse η deﬁned
in (4.10) are uncoupled C∞ maps.
Given U ⊂N , an open set, we start by introducing
CrΓ
(
U , ∞
(
Rn
))= {G ∈ Cr(U , ∞(Rn)) ∣∣ G ◦ φ−1 ∈ CrΓ (φ(Uφ ∩ U ), ∞(Rn)),
∀(Uφ,φ) ∈ FN , ‖G‖CrΓ < ∞
}
, (5.18)
with
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(Uφ,φ)∈FN
∥∥G ◦ φ−1∥∥CrΓ (5.19)
and where ‖ · ‖CrΓ on the right-hand side above was introduced in (2.22) and (2.24).
With the norm deﬁned by (5.19), CrΓ (U , 
∞(Rn)) is a Banach space.
Notice that if G : U ⊂N → ∞(RD) is an uncoupled Cr map, then it is CrΓ and
‖G‖CrΓ  Γ (0)−1‖G‖Cr ,
where ‖ · ‖Cr is deﬁned as usual as
‖G‖Cr = sup
(Uφ,φ)∈FN
∥∥G ◦ φ−1∥∥Cr .
Next, given U ⊂N , we deﬁne
CrΓ (U ,M) =
{
G ∈ Cr(U ,M) ∣∣ e ◦ G ∈ CrΓ (U , ∞(RD))}, (5.20)
where e : M→ ∞(RD) is the embedding deﬁned in (4.10).
In CrΓ (U ,M) we consider the distance
dCrΓ (G, G˜) = ‖e ◦ G − e ◦ G˜‖CrΓ . (5.21)
With this distance, CrΓ (U ,M) is a complete metric space.
Analogously, given V ⊂ TN , we introduce
CrΓ
(
V , ∞
(
Rn
)× ∞(Rn))= {G ∈ Cr(V , ∞(Rn)× ∞(Rn)) ∣∣
G ◦ Tφ−1 ∈ CrΓ
(
Tφ(T Uφ ∩ V ), ∞
(
Rn
)× ∞(Rn)),
∀(T Uφ, Tφ) ∈ TFN , ‖G‖CrΓ < ∞
}
, (5.22)
where TFN is the natural atlas of TN obtained from FN . With the norm deﬁned in (5.19), it is a
Banach space.
We also set
CrΓ (V , TM) =
{
G ∈ Cr(V , TM) ∣∣ Te ◦ G ∈ CrΓ (V , ∞(Rn)× ∞(Rn))}, (5.23)
where Te : TM → ∞(Rn) × ∞(Rn) is the embedding obtained from e. Equipped with the distance
dCrΓ (G, G˜) = ‖Te ◦ G − Te ◦ G˜‖CrΓ , (5.24)
it is a complete metric space.
With these deﬁnitions, from the chain rule and Lemma 2.11, we immediately have
Proposition 5.4. Let M, N and P be Banach manifolds over ∞ spaces obtained from ﬁnite-dimensional
compact manifolds M, N and P , resp. Given U ⊂ M, V ⊂ N , let G : U → V , H : V → P be CrΓ maps. Then
H ◦ G ∈ CrΓ (U ,P).
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composition of an uncoupled Cr map and a CrΓ map is C
r
Γ .
We recall that if x ∈ M, we can identify TxM with ∞(Txi M). Then, it is also worth to remark
that
Proposition 5.5. Let M and N be Banach manifolds over ∞ spaces obtained from ﬁnite-dimensional com-
pact manifolds M and N, resp. Let U ⊂ N be an open set and let G ∈ CrΓ (U ,M). Then, for all x ∈ U ,
DG(x) ∈ LΓ (TxN , TG(x)M) and
∥∥DG(x)∥∥
Γ
 ‖G‖CrΓ .
Proof. Let v ∈ TxN and let (Uφ,φ) ∈ FN be a coordinate chart such that x ∈ Uφ . By deﬁnition (5.20),
e ◦ G ◦ φ−1 ∈ CrΓ (φ(Uφ ∩ U ), ∞(Rn)) and, since e is an isometric embedding, we have that, for any
i ∈ Zd ,
∥∥(DG(x)v)i∥∥= ∥∥(D(G ◦ φ−1)(φ(x))vφ)i∥∥= ∥∥(D(e ◦ G ◦ φ−1)(φ(x))vφ)i∥∥,
and vφ = Dφ(x)v ∈ ∞(Rn). 
5.6. Banach manifold structure on CrΓ (M,M)
Let Bδ(F ) = {Φ ∈ CrΓ (M,M) | dCrΓ (F ,Φ) < δ} be the ball of radius δ around F in CrΓ (M,M).
Let Diff ru(M) be the set of Cr uncoupled diffeomorphisms on M. It is not diﬃcult to see that for
any F ∈ Diff ru(M) there exists δ such that Bδ(F ) ⊂ Diff rΓ (M). The proof of this claim is as follows.
Let F be a Cr uncoupled diffeomorphisms on M, F = ( f i). That is, f i : M → M , i ∈ Zd is a family of
Cr diffeomorphisms, with the Cr norms of f i and f
−1
i uniformly bounded in i. In particular, since
M is compact, one has that there exists C > 0 such that d( f i(x), f i(y)) > Cd(x, y), for all x, y ∈ M and
i ∈ Zd .
Now let Φ ∈ Bδ(F ). If δ is small enough, Φ is a local diffeomorphism in balls of uniform radius.
Furthermore, since
d
(
Φ(x),Φ(y)
)
 d
(
F (x), F (y)
)− d(Φ(x), F (x))− d(F (y),Φ(y)) Cd(x, y) − 2δ,
we have that Φ is injective. Indeed, if d(x, y)  3δ, the above inequality implies d(Φ(x),Φ(y)) > 0.
Otherwise, if d(x, y) < 3δ, the claim follows from Φ being a uniformly local diffeomorphism. Sur-
jectivity follows from applying the Implicit Function Theorem in uniform neighborhoods. This proves
that Φ is a Cr diffeomorphism. Then, as is proved in [10] (see Lemma D.3 here), if δ is small enough,
Φ−1 ∈ CrΓ .
Let us ﬁx U rΓ , an open neighborhood of Diff ru(M) in CrΓ (M) included in Diff rΓ (M). In this section
we provide a Banach manifold structure to U rΓ .
Let SrΓ (M) = {σ ∈ CrΓ | p ◦σ = Id, ‖σ‖CrΓ < ∞} be the Banach space of CrΓ sections on M, where
‖σ‖CrΓ = sup
(Uφ,φ)∈FM
‖σφ‖CrΓ ,
with σφ = π2 ◦ Tφ ◦ σ ◦ φ−1, the second component of the expression of σ in the coordinate chart
(Uφ,φ).
Let F ∈ U rΓ and Bδ(F ) ⊂ U rΓ . We deﬁne AF : Bδ(F ) → SrΓ (M) by
AF (Φ)(x) = exp−1
(
x,Φ ◦ F−1(x)). (5.25)
In this way, if Φ ∈ Bδ(F ), we can write Φ = expσ ◦ F , where σ =AF (Φ).
2872 E. Fontich et al. / J. Differential Equations 250 (2011) 2838–2886The map AF is clearly a homeomorphism onto its image. Furthermore, for any F ,G ∈ U rΓ , the
transition map is AG ◦A−1F (σ ) = σ ◦ F ◦ G−1, which is linear and, by Lemma 2.17, bounded. Hence, it
is C∞ .
5.7. Regularity of the composition map
In the forthcoming paper [10], we will consider in Sections 3 and 4, operators h → Φ ◦ h and
h → h ◦ F , where Φ ∈ CrΓ (M) is a diffeomorphism, F ∈ Cr(M) is an uncoupled diffeomorphism
on M, and h is supposed to range over CαΓ (X,M), with X ⊂M.
We will need such compositions to be well deﬁned as functions of CαΓ (X,M), and furthermore
we will need to establish the regularity of the operators with respect to their arguments.
The sets CrΓ (M) and CαΓ (X,M) are not Banach spaces, but can be modeled as Banach manifolds
on SrΓ (M) and SαΓ (X), resp. (see Section 5.6). Hence, we will rewrite the composition operators using
sections instead of diffeomorphisms. Here we will describe the properties of some general operators
of this kind between spaces of sections, to be particularized in the next paper [10].
We start by considering the operators ν → H ◦ ν and ν → ν ◦ f , where ν belongs to a space of
sections and H and f are appropriate functions to be speciﬁed below.
Let Uρ = {v ∈ TM | |v| < ρ}. Consider g ∈ CrΓ (M,M) and Hg ∈ CrΓ (Uρ, TM) for some ρ > 0
such that
(H1) p ◦ Hg = g ◦ p, that is, g is the restriction of Hg to the zero section,
(H2) Hg(TxM) ⊂ T g(x)M,
and let f ∈ Cr(X, X) be an uncoupled map.
Under these assumptions, it is clear that, if ν : X ⊂M → TM is a section covering some function
h : X ⊂M →M, in the sense introduced in (5.7), then Hg ◦ ν covers g ◦ h, that is, p ◦ Hg ◦ ν = g ◦ h.
On the other hand, if f : X → X then ν ◦ f is a section covering h ◦ f .
We deﬁne the map from the space of sections covering h to the space of sections covering g ◦ h
by
LHg (ν) = Hg ◦ ν, (5.26)
and the map to the space of sections covering h ◦ f by
R f (ν) = ν ◦ f . (5.27)
Notice that R f is linear.
Next we state that LHg is a differentiable map between spaces of Hölder sections with decay,
provided that g and Hg are differentiable enough and satisfy decay properties, and is a differentiable
map with decay when considered between spaces of bounded sections. We will also show that R f is
linear bounded when acts on spaces of Hölder sections with decay and is linear bounded and has
decay properties when considered between spaces of bounded sections.
Given E , a normed space, and ρ > 0, we will denote by Bρ = {v ∈ E | |v| < ρ} the ball of radius ρ .
Concerning the regularity of the composition map LHg we have
Proposition 5.6. Let g ∈ CrΓ (M,M) and Hg ∈ CrΓ (Uρ, TM) be maps satisfying hypotheses (H1) and (H2).
Let h ∈ CαΓ (X,M). Then the operator LHg deﬁned by (5.26) has the following properties.
(1) LHg is a Cr−3 map from Bρ ⊂ Sαh,Γ (X, TM) to Sαg◦h,Γ (X, TM).
(2) LHg is a Cr−2Γ map from the ball Bρ ⊂ Sbh (X, TM) = ∞((Sbh (X, TM))i) to Sbg◦h(X, TM) =
∞((Sbg◦h(X, TM))i).
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(
D jLg(ν)νˆ1 · · · νˆ j
)
(x) = D j(Hg |Th(x)M)
(
ν(x)
)
νˆ1(x) · · · νˆ j(x), (5.28)
for 1 j  r − 3, in the ﬁrst case, 1 j  r − 2, in the second one, and 1 j  r − 1, in the third one.
Its proof is rather technical and is deferred to Appendix A.
The next result concerns the regularity of the composition map R f .
Proposition 5.7. Let X ⊂M and let f : X → X be an uncoupled Lipschitz map. Let h ∈ CαΓ (X,M).
Then the operator R f deﬁned by (5.27) has the following properties.
(1) R f is a bounded linear map from Sαh,Γ (X, TM) to Sαh◦ f ,Γ ( f −1(X), TM).
(2) R f is an LΓ map from Sbh (X, TM) = ∞((Sbh (X, TM))i) to Sbh◦ f ( f −1(X), TM) = ∞((Sbh◦ f ( f −1(X),
TM))i).
(3) R f is a bounded linear map from S0h (X, TM) to S0h◦ f ( f −1(X), TM).
Proof. First we prove (1). Let ν ∈ Sαh,Γ (X, TM). Given i ∈ Zd and x, y ∈ X such that π j(x) = π j(y) for
j 
= i we have that f j(x) = f j(y) for j 
= i, since f is uncoupled. Then, using the norm in Sαh,Γ and
the fact that f is Lipschitz, we have that
∥∥R f (ν)∥∥C0 = ‖ν ◦ f ‖C0  ‖ν‖C0
and
∣∣De(h ◦ f (x))ν j( f (x))− De(h ◦ f (y))ν j( f (y))∣∣ ‖ν‖CαΓ Γ (i − j)dα( f i(x), f i(y))
 ‖ν‖CαΓ Γ (i − j)(Lip f )αdα(xi, yi),
which proves the ﬁrst statement.
Now we prove (2). Clearly R f is bounded. It remains to be proved that it belongs to LΓ . Given
i, j ∈ Zd and ν ∈ S0h (X, TM) with
πk ◦ ν = 0, for k 
= j and ‖ν‖ 1
we have that
∣∣(R f ν)i∣∣Γ (i − j)−1  sup
x∈X
∣∣πiν( f (x))∣∣Γ (i − j)−1  Γ (0)−1.
This proves that R f ∈ LΓ .
(3) is straightforward, since the norm in the spaces of bounded and continuous sections is the
same. 
Proposition 5.6 deals with the dependence on h of the operator (Φ,h) → Φ ◦h, for a ﬁxed Φ . Now
we study the joint dependence with respect to both arguments.
Given an open set U ⊂ TM, we shall denote Cr
Γ,ﬁb(U , TM) = {H ∈ CrΓ (U , TM) | H(TxM ∩ U ) ⊂
TxM}, which is the set of CrΓ functions that preserve ﬁbers. It is a vector space and a Banach space
with the CrΓ norm.
2874 E. Fontich et al. / J. Differential Equations 250 (2011) 2838–2886Lemma 5.8.Given ρ,ρ1,ρ2 > 0, consider the sets Uρ = {v ∈ TM | |v| ρ}, Vρ1,ρ2 = {(x,w) ∈ M×TM |
w ∈ T yM, d(x, y) < ρ1, |w| < ρ2} and assume that the functions j : Uρ ⊂ TM → M and J : Vρ1,ρ2 ⊂
M × TM → TM are C∞ , uncoupled and verify that d(p(v), j(v)) < ρ1 , whenever v ∈ TxM with |v| < ρ
and
J (x, T j(v)M∩ Uρ2) ⊂ TxM, v ∈ TxM
with uniformly bounded derivatives. Then, the map Hˆ : Bρ2 ⊂ SrΓ (M) → CrΓ,ﬁb(Uρ2 , TM) deﬁned by
Hˆ(σ )(v) = J(p(v),σ (j(v))), for v ∈ TxM, x = p(x),
is well deﬁned and C∞ . Moreover, for v ∈ TxM and k 1
(
DkHˆ(σ )σ1 · · ·σ j
)
(v) = Dk( J |(x,T j(v)M))
(
x,σ
(j(v)))σ1(j(v)) · · ·σk(j(v)). (5.29)
In the forthcoming paper [10], in Section 3, we will use this lemma with j(v) = expx v , v ∈ TxM
and J (x,w) = exp−1x (expy w), x ∈ M, w ∈ T yM, which clearly satisfy the hypotheses of the lemma.
These examples can be taken as models for j and J . Notice that, since J |(x,T j(v)M) : T j(v)M → TxM is
a C∞ map between Banach spaces, the right-hand side of Eq. (5.29) makes sense.
Proof of Lemma 5.8. Since σ ∈ Bρ2 ⊂ SrΓ (M), the map Hˆ(σ ) is well deﬁned in Uρ2 and, by Proposi-
tion 2.17, is a CrΓ map. We only need to check that H is C∞ .
From Taylor’s formula, we have that, for any k  0 and for any v ∈ TxM, σ ∈ Bρ2 ⊂ SrΓ (M) and
σ˜ small enough,
Hˆ(σ + σ˜ )(v) = J(x,σ (j(v))+ σ˜ (j(v)))
=
k∑
i=0
1
i!D
i( J |(x,T j(v)M))
(
x,σ
(j(v)))σ˜ (j(v))⊗i
+ Rk(σ , σ˜ )(v)σ˜
(j(v))⊗k,
where
Rk(σ , σ˜ )(v) =
1∫
0
(1− t)k−1
(k − 1)!
(
Dk( J |(x,T j(v)M))
(
x,σ
(j(v))+ tσ˜ (j(v)))
− Dk( J |(x,T j(v)M))
(
x,σ
(j(v))))dt. (5.30)
Note that here the derivatives are taken over the linear space T j(v)M. Hence, for 0  i  k − 1, we
introduce the linear maps φi : Bρ2 ⊂ SrΓ (M) → Li(SrΓ (M),CrΓ,ﬁb(Uρ2 , TM)) deﬁned by
(
φi(σ )σ1 · · ·σi
)
(v) = Di( J |(x,T j(v)M))
(
x,σ
(j(v)))σ1(j(v)) · · ·σi(j(v)), (5.31)
where v ∈ TxM with |v| < ρ2, and the map Rk deﬁned on some thickening of Bρ2 in Bρ2 × SrΓ (M)
to Lk(SrΓ (M),CrΓ,ﬁb(Uρ2 , TM)) given by (5.30). Since J and j are uncoupled C∞ maps, φi and Rk are
indeed well deﬁned. To apply the Converse Taylor’s Theorem, it only remains to check the continuity
of φi , 0 i  k, and Rk . Then, Converse Taylor’s Theorem will imply that H is Ck . Since k is arbitrary,
the lemma will follow.
E. Fontich et al. / J. Differential Equations 250 (2011) 2838–2886 2875The continuity of φi and Rk is a consequence of the same argument. In fact, if σ , σˆ ∈ Bρ2 ,
σ1 · · ·σi ∈ SrΓ (M), to bound
(
φi(σ ) − φi(σˆ )
)
(σ1 · · ·σi)(v) =
1∫
0
Di+1( J |(x,T j(v)M))
(
x, σˆ
(j(v))+ t(σ (j(v))− σ˜ (j(v))))dt
× (σ − σˆ )(j(v))σ1(j(v)) · · ·σi(j(v))
it is necessary to compute r derivatives of the above expression. Since J and j are uncoupled C∞
maps, Proposition 2.17 implies that φi is in fact Lipschitz, and the same holds true for Rk . 
We will use the following elementary lemma.
Lemma 5.9. Let E, F ,G be Banach spaces and U ⊂ E, V ⊂ F open sets such that 0 ∈ U . Assume that f :U ×
V → G satisﬁes
(a) for all y ∈ V , f (., y) is linear continuous,
(b) for all x ∈ U , f (x, .) is Cr and ‖ f (x, .)‖Cr (V ,G)  C for x ∈ B(0, δ) some C, δ > 0.
Then f ∈ Cr(U × V ,G).
Remark 5.10. In fact, f can be extended to E × V .
Proof of Lemma 5.9. First we prove that for 1 j  r, D jy f (., y) is linear continuous. Indeed, taking
derivatives with respect to y in the relations
f (x1 + x2, y) = f (x1, y) + f (x2, y), f (λx, y) = λ f (x, y)
we get that D jy f (., y) is linear. Moreover, given x ∈ U , y ∈ V
∥∥D jy f (x, y)∥∥=
∥∥∥∥D jy f
(
δ
2‖x‖ x, y
)∥∥∥∥2‖x‖δ  2Cδ ‖x‖
implies that D jy f (., y) is continuous. Furthermore D
j
y f (., y) is differentiable with respect to x and
DxD
j
y f (x, y)x = D jy f (x, y).
Now we claim that for 0  j  r − 1 we have that DxD jy f (x, y) is continuous. Indeed, if x ∈ E
with ‖x‖ = 1
∥∥[DxD jy f (x, y) − DxD jy f (x0, y0)]x∥∥L j(F ,G)  ∥∥D jy f (x, y) − D jy f (x, y0)∥∥L j(F ,G)
 2
δ
∥∥∥∥D jy f
(
δ
2
x, y
)
− D jy f
(
δ
2
x, y0
)∥∥∥∥
L j(F ,G)
 2
δ
sup
ξ
∥∥∥∥D j+1y f
(
δ
2
x, ξ
)∥∥∥∥
L j+1(F ,G)
‖y − y0‖
 2C ‖y − y0‖.
δ
2876 E. Fontich et al. / J. Differential Equations 250 (2011) 2838–2886Now we deal with the case r = 1. We will check that both Dy f and Dx f are continuous as functions
of (x, y). Given (x0, y0) we decompose
∥∥Dy f (x, y) − Dy f (x0, y0)∥∥ ∥∥Dy f (x, y) − Dy f (x0, y)∥∥
+ ∥∥Dy f (x0, y) − Dy f (x0, y0)∥∥.
The ﬁrst term is bounded by ‖Dy f (x − x0, y)‖  2Cδ ‖x − x0‖ and the second one by the continu-
ity of Dy f (x0, .). On the other hand, the claim with j = 0 gives that Dx f is continuous. Hence
f ∈ C1. Assume by induction that the lemma is true for r − 1. We apply the induction hypothesis
to Dr−1y f . Indeed, we have already seen that Dr−1y f (., y) is linear continuous. Moreover by hypothe-
sis (b) Dr−1y f (x, .) is C1. This implies that Dr−1y f is C1 and hence Dry f and DxDr−1y f exist and are
continuous. Moreover D jxD
r− j
y f = 0 for 2 j  r. Hence f ∈ Cr . 
Finally, we have
Proposition 5.11. Let ρ1,ρ2,ρ3 > 0, the sets Uρ3 , Vρ1,ρ2 and the function Hˆ as in Lemma 5.8. Let Bρ3 ⊂
Sα
Γ,Id(X). Then the map (σ , ν) → Ω(σ ,ν) from Bρ2 × Bρ3 ⊂ SrΓ (M) × SαΓ,Id(X) to SαΓ,Id(X) deﬁned by
Ω(σ ,ν)(x) = Hˆ(σ )(ν(x))
is Cr−3 .
Proof. By Proposition 5.6 and Lemma 5.9, the map from Cr
Γ,ﬁb(TM, TM) × Sαi,Γ (X) to Sαi,Γ (X) de-
ﬁned by (H, ν) → H ◦ ν is Cr−3, since it is linear and bounded with respect to H and Cr−3 with
respect to ν . Hence, by Lemma 5.8 the map (σ , ν) → Hˆ(σ ) ◦ ν is the composition of a C∞ map and
a Cr−3 map. 
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Appendix A. Proof of Proposition 5.6
A.1. Construction of curves with decay
In the proof of Proposition 5.6, as well as in the proofs of other results in [10], it is necessary to
obtain bounds of distances between images of different points through maps with decay. If these maps
take values in Banach spaces of ∞ type, these bounds are obtained applying a suitable Mean Value
Theorem, which takes advantage of the decay properties of the maps (see, for instance, Proposition 2.7
and Lemma 2.18). However, in many applications the maps take values on the lattice manifold M.
In this case, to apply Mean Value arguments, we need to construct curves joining points satisfying
certain decay properties. The construction of such curves is performed in Lemma A.2.
Notation A.1. Let us consider the curves β p : I ⊂ R → M, β : I ⊂ R → TM and the functions
g :M → M, H : TM → TM, f : M → ∞(Rk) and F : TM → ∞(Rk) × ∞(Rk). Let us assume
that H and F send ﬁbers to ﬁbers, that their restrictions to the zero section are g and f , resp., and
that p ◦ β = β p , where p is the bundle projection p : TM → M. Let (Uφ,φ) and (Uψ,ψ) be charts
of M, and let (TUφ, Tφ) and (TUψ, Tψ) be the corresponding charts of TM. We will denote the
expression of the preceding functions in these charts as
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p
φ = φ ◦ β p, βφ = Tφ ◦ β,
gφ,ψ = ψ ◦ g ◦ φ−1, Hφ,ψ = Tψ ◦ H ◦ Tφ−1,
fφ = f ◦ φ−1, Fφ = F ◦ Tφ−1.
We also denote by π j : ∞(Rk) × ∞(Rk) → ∞(Rk), j = 1,2, the projections onto the j-th com-
ponent, that is, π j(v1, v2) = v j .
Using the previous notation, we introduce H2φ,ψ , F
2
φ,ψ and β
2
φ by
Hφ,ψ = (π1 ◦ Hφ,ψ ,π2 ◦ Hφ,ψ) =
(
gφ,ψ , H
2
φ,ψ
)
,
Fψ = (π1 ◦ Fψ,π2 ◦ Fψ) =
(
fψ, F
2
ψ
)
,
βφ = (π1 ◦ βφ,π2 ◦ βφ) =
(
β
p
φ ,β
2
φ
)
.
LemmaA.2. There exists C > 0, depending only on M, the choice of the embedding e and themap η introduced
in (4.4) and (4.13), resp., such that, given X ⊂ M, h ∈ CαΓ (X,M) and ν ∈ Sαh,Γ (X, TM), for any j ∈ Zd
and for any x, y ∈ X such that xk = yk, for k 
= j, there exist differentiable curves β : [0,1] → TM and
β p : [0,1] → M such that
(1) p ◦ β = β p ,
(2) β p(0) = h(x), β p(1) = h(y), β(0) = ν(x), β(1) = ν(y),
(3) |β˙ pk (t)| γα(h)Γ (k − j)dα(x j, y j), k ∈ Zd, where γα(·) was deﬁned in (5.1),
(4) given any coordinate chart Tφ : TUφ ⊂ TM → ∞(Rn) × ∞(Rn) such that β(t) ∈ TUφ , let βφ =
Tφ ◦ β = (π1 ◦ βφ,π2 ◦ βφ), then
∣∣∣∣ ddt (π2 ◦ βφ)k(t)
∣∣∣∣ C‖ν‖CαΓ (1+ γα(h))Γ (k − j)dα(x j, y j), k ∈ Zd,
(5) ‖π2 ◦ βφ(t)‖ C‖ν‖C0  C‖ν‖CαΓ .
Furthermore, if ν = λν1 + μν2 , with ν1, ν2 ∈ Sαh,Γ (X, TM), and β , β1 and β2 are the corresponding curves,
then β = λβ1 + μβ2 .
Remark A.3. Using deﬁnition (2.29), the above lemma claims that the curves β p and β satisfy that,
for any chart (Uφ,φ) and (TUφ, Tφ) the curves β
p
φ = φ ◦ β p and β2 = π2 ◦ Tφ ◦ β have decay around
the component j, with
∥∥β2φ∥∥C0  C‖ν‖CαΓ (A.1)
and
∥∥β˙ pφ∥∥ j,Γ  ‖h‖CαΓ dα(x j, y j), (A.2)∥∥β˙2φ∥∥ j,Γ  C‖ν‖CαΓ (1+ ‖h‖CαΓ )dα(x j, y j). (A.3)
We also remark that, given (TUφ, Tφ) a chart of TM, since Tφ is linear on the ﬁbers, the fact that
β = λβ1 + μβ2 is equivalent to π2 ◦ βφ = λπ2 ◦ β1,φ + μπ2 ◦ β2,φ .
2878 E. Fontich et al. / J. Differential Equations 250 (2011) 2838–2886Proof of Lemma A.2. We ﬁrst construct β p . For any k ∈ Zd , let β pk : [0,1] → M be a minimizing
geodesic joining hk(x) and hk(y). Since M is compact, such a curve exists. We can assume that β
p
k is
parametrized by a constant times the arc parameter. Hence, |β˙ pk | is constant and
∣∣β˙ pk (t)∣∣=
1∫
0
∣∣β˙ pk (t)∣∣dt = d(hk(x),hk(y)) γα(h)Γ (k − j)dα(x j, y j). (A.4)
The curve β p deﬁned by πk ◦ β p = βp,k satisﬁes (1), (2) and (3).
To construct β , we use the embedding e :M → ∞(RD). We introduce
vx = De
(
h(x)
)
ν(x), v y = De
(
h(y)
)
ν(y).
We have that vx, v y ∈ ∞(RD). Consider
b(t) = vx + t(v y − vx), t ∈ [0,1]. (A.5)
We deﬁne β(t) = η(β p(t))b(t), t ∈ [0,1], where η(z) is the left inverse of De(z) deﬁned in (4.13). By
construction, β satisﬁes properties (1) and (2). Moreover, if ν = λν1 + μν2, since this construction is
linear on the ﬁbers, we have that β = λβ1 + μβ2.
To check that β also satisﬁes (4), ﬁrst notice that, since De is uncoupled,
b˙k(t) = De
(
hk(y)
)
νk(y) − De
(
hk(x)
)
νk(x).
Hence, by the deﬁnition of the space Sαh,Γ (X, TM) in (5.13),
∣∣b˙k(t)∣∣ ‖ν‖CαΓ Γ (k − j)dα(x j, y j). (A.6)
Now, let (TUφ, Tφ) be a chart of TM such that β(t) ∈ TUφ , for some t . Using the notation intro-
duced in A.1, the expressions of β p , β and η in the charts φ and Tφ are β pφ = φ ◦ β p , βφ = Tφ ◦ β
and ηφ : ∞(Rn) × ∞(Rn) → ∞(Rn) × ∞(Rn), deﬁned by
ηφ(x)v = Tφ ◦ η
(
φ−1(x)
)
v = (x, η2φ(x)v),
resp. The map η2φ = π2 ◦ ηφ is uncoupled and has derivatives bounded independently of φ. We have
that
βφ(t) = Tφ ◦ η
(
β p(t)
)
b(t) = Tφ ◦ η(φ−1 ◦ φ ◦ β p(t))b(t) = (β pφ (t),η2φ(β pφ (t))b(t)).
Since η2φ is uncoupled, by (A.6) and (A.4), we have that, for any k ∈ Zd ,
∣∣∣∣ ddt (π2 ◦ βφ,k)(t)
∣∣∣∣=
∣∣∣∣ ddt
(
η2φ
(
β
p
φ,k(t)
)
bk(t)
)∣∣∣∣

∣∣Dη2φ(β pφ,k(t))β˙ pφ,k(t)bk(t)∣∣+ ∣∣η2φ(β pφ,k(t))b˙k(t)∣∣
 C
(‖ν‖C0γα(h) + ‖ν‖CαΓ )Γ (k − j)dα(x j, y j),
which proves (4).
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bounded. 
A.2. Proof of Proposition 5.6
First we prove (1). We start by checking that Lg is indeed a well-deﬁned map from Sαh,Γ (X, TM)
to Sαg◦h,Γ (X, TM).
Let ν ∈ Sαh,Γ (X, TM). We take j ∈ Zd and x, y ∈ X such that xi = yi , for i 
= j. Let β and β p be the
curves given by Lemma A.2 associated to h, ν j, x and y. We have that, for any i ∈ Zd ,
∣∣De(gi ◦ h(x))Hg(ν(x))i − De(gi ◦ h(y))Hg(ν(y))i∣∣

1∫
0
∣∣∣∣ ddt
(
De
(
gi ◦ β p(t)
)
Hg
(
β(t)
)
i
)∣∣∣∣dt. (A.7)
Given t ∈ [0,1], let (TUφ, Tφ) and (TUψ , Tψ) be charts of TM such that β(t) ∈ TUφ and
Hg(β(t)) ∈ TUψ , and let βφ , Hφ,ψ and Teψ be the expression in these charts of β , Hg and Te,
resp., according to the notation introduced in A.1. Following those conventions and the fact that the
restriction of Hg to the zero section is g , we have that Hφ,ψ = (gφ,ψ , H2φ,ψ ) and βφ = (β pφ ,β2φ). Since
Teψ = (eψ, Deψ), we also have that π2 ◦ Teψ = Deψ . Furthermore, since Deψ(x, v) is linear with
respect to v , we will write it as Deψ(x)v .
Using these functions, we have that
De
(
g ◦ β p(t))Hg(β(t))= π2 ◦ Teψ ◦ Hφ,ψ ◦ βφ(t)
= Deψ
(
gφ,ψ ◦ β pφ (t)
)
H2φ,ψ
(
βφ(t)
)
.
Using inequalities (A.1), (A.2) and (A.3), since Deψ and H2φ,ψ satisfy the hypotheses on Lemma 2.18,
we apply it to Hg(β(t)) and then to g(β p(t)) to obtain that De(g ◦ β p(t))Hg(β(t)) has decay around
the j component and
∣∣∣∣ ddt
(
De
(
gi ◦ β p(t)
)
Hg
(
β(t)
)
i
)∣∣∣∣Γ (i − j)−1d−α(x j, y j)
 C‖Hg‖C1Γ
(‖g‖C1Γ ‖h‖CαΓ + ‖ν‖CαΓ + ‖ν‖CαΓ ‖h‖CαΓ ).
Inserting this inequality in (A.7) we get that Lg(ν) ∈ Sαg◦h,Γ (X, TM).
Now we proceed to check that Lg is Cr−3. We will use the Converse Taylor’s Theorem (see [33]).
Notice that, since Hg is Cr , we have that
Lg(ν + νˆ)(x) = Hg
(
ν(x) + νˆ(x))
=
q∑
s=0
1
s! D
s(Hg |Th(x)M)
(
ν(x)
)
νˆ⊗s(x) + R(ν(x), νˆ(x))νˆ⊗q(x), (A.8)
for 0 q r, where
R
(
ν(x), νˆ(x)
)=
1∫
(1− t)q−1
(q − 1)!
(
Dq(Hg |Th(x)M)
(
ν(x) + tνˆ(x))− Dq(Hg |Th(x)M)ν(x))dt. (A.9)0
2880 E. Fontich et al. / J. Differential Equations 250 (2011) 2838–2886These two formulas suggest the introduction of the maps ϕs : Sαh,Γ → Ls(Sαh,Γ , Sαg◦h,Γ ), deﬁned by
(
ϕs(ν)ν1 · · ·νs
)
(x) = Ds(Hg |Th(x)M)
(
ν(x)
)
ν1(x) · · ·νs(x), (A.10)
and the map R(ν, νˆ), deﬁned for ν and ν˜ belonging to the space of sections with ν˜ close to 0,
given by Eq. (A.9). The fact that Lg is Cr−3 and formula (5.28) will follow from proving that ϕs , for
1 s r − 3, and R are continuous.
Let us ﬁx q = r − 3.
Next we deal with the continuity of ϕs . In fact, we prove that ϕs is Lipschitz with respect to ν , for
1 s r − 2. Let ν, ν˜, ν1, . . . , νs ∈ Sαh,Γ . In order to bound
∥∥(ϕs(ν) − ϕs(ν˜))ν1 · · ·νs∥∥CαΓ , (A.11)
by the deﬁnition of the norm in (5.14), we take j ∈ Zd and x, y ∈ X such that xi = yi , for i 
= j. Then,
we ﬁrst note that
Ds(Hg |Th(x)M)
(
ν(x)
)− Ds(Hg |Th(x)M)(ν˜(x))
=
1∫
0
Ds+1(Hg |Th(x)M)
(
ν˜(x) + τ (ν(x) − ν˜(x)))(ν(x) − ν˜(x))dτ . (A.12)
For short, we introduce
As+1(z;u, v) =
1∫
0
Ds+1(Hg |TzM)
(
u + τ (v − u))dτ , u, v ∈ TzM. (A.13)
Let β , β˜ , β1, . . . , βs and β p be the curves given by Lemma A.2 associated to the sections ν , ν˜ ,
ν1, . . . , νs , the map h, j ∈ Zd , and x, y ∈ X . Let β = β − β˜ be the curve associated to ν − ν˜ . To
compute a bound of (A.11), we need to estimate the difference
De
(
gi ◦ h(x)
)((
ϕs(ν) − ϕs(ν˜)
)
ν1 · · ·νs
)
i(x)
− De(gi ◦ h(y))((ϕs(ν) − ϕs(ν˜))ν1 · · ·νs)i(y)
=
1∫
0
d
dt
(
De
(
gi ◦ β p(t)
)
As+1
(
β p(t);β(t), β˜(t))iβ(t)β1(t) · · ·βs(t))dt.
It is important to remark that although h may not be differentiable with respect to x, the path β p(t)
is differentiable with respect to t .
Given t ∈ [0,1], let (Uφ,φ) and (Uψ,ψ) be charts of M such that β p(t) ∈ Uφ and g(β p(t)) ∈ Uψ .
Let (TUφ, Tφ) and (TUψ, Tψ) be the corresponding charts of TM. By construction, β(t), β˜(t),
β1(t), . . . , βs(t),β(t) ∈ TUφ and their images by Hg belong to TUψ . Let βφ, β˜φ, β1,φ, . . . , βs,φ and
βφ be their expressions in the chart (TUφ, Tφ).
By (3), (4) and (5) in Lemma A.2, there exists some constant C (that depends on h, but h is ﬁxed)
such that
E. Fontich et al. / J. Differential Equations 250 (2011) 2838–2886 2881∥∥β2φ∥∥C0  C‖ν‖CαΓ , ∥∥β˙2φ(t)∥∥ j,Γ  C‖ν‖CαΓ dα(x j, y j), (A.14)∥∥β˜2φ∥∥C0  C‖ν˜‖CαΓ , ∥∥ ˙˜β2φ(t)∥∥ j,Γ  C‖ν˜‖CαΓ dα(x j, y j), (A.15)∥∥β2l,φ∥∥C0  C‖νl‖CαΓ , ∥∥β˙2l,φ(t)∥∥ j,Γ  C‖νl‖CαΓ dα(x j, y j), (A.16)∥∥β2φ∥∥C0  C‖ν − ν˜‖CαΓ , ∥∥β˙2φ(t)∥∥ j,Γ  C‖ν − ν˜‖CαΓ dα(x j, y j), (A.17)
where 1 l s.
By using the expression in charts of the involved functions, we have that
B(t) = De(gi ◦ β p(t))As+1(β p(t);β(t), β˜(t))iβ(t)β1(t) · · ·βs(t)
= Deψ
(
gφ,ψ,i ◦ β pφ (t)
)
As+1,φ,ψ
(
β
p
φ (t);β2φ(t), β˜2φ(t)
)
iβ
2
φ(t)β
2
1,φ(t) · · ·β2s,φ(t), (A.18)
where, since the charts Tφ and Tψ are linear on the ﬁbers, they commute with the integral and,
then,
As+1,φ,ψ (x;u, v) =
1∫
0
Ds+12 H
2
φ,ψ
(
x,u + τ (v − u))dτ
is the expression in coordinates of As+1. We remark that this expression is well deﬁned along the
whole ﬁber of φ−1(x). It is clear that As+1,φ,ψ (x;u, v) ∈ Ls+1Γ , DAs+1,φ,ψ (x;u, v) ∈ Ls+2Γ and
∥∥As+1,φ,ψ (x;u, v)∥∥,∥∥DAs+1,φ,ψ (x;u, v)∥∥ ‖Hg‖Cs+2Γ . (A.19)
Hence, by inequalities (A.14)–(A.17) and (A.19), we can apply Lemma 2.18 to the curve B(t) deﬁned
by (A.18) to obtain
‖B˙‖ j,Γ  C‖Hg‖Cs+2Γ ‖ν − ν˜‖CαΓ ‖ν1‖CαΓ · · · ‖νs‖CαΓ d
α(x j, y j)
× (1+ ‖g‖C1Γ + ‖ν‖CαΓ + ‖ν˜‖CαΓ ).
Hence, inserting this last inequality into (A.11) we obtain
∥∥(ϕs(ν) − ϕs(ν˜))ν1 · · ·νs∥∥CαΓ  C‖Hg‖Cs+2Γ ‖ν − ν˜‖CαΓ
× ‖ν1‖CαΓ · · · ‖νs‖CαΓ
(
1+ ‖g‖C1Γ + ‖ν‖CαΓ + ‖ν˜‖CαΓ
)
,
which proves the continuity of ϕs , 0 s r − 2.
To ﬁnish the proof of the regularity of Lg , it only remains to check that R(ν, ν˜) is continuous. It
will be done in an analogous way.
First notice that, given ν, νˆ ∈ Sαh,Γ ,
R(ν, νˆ)(x) =
1∫
0
1∫
0
(1− t)r−4
(r − 4)! D
r−2(Hg |Th(x)M)
(
ν(x) + stνˆ(x))tνˆ(x)dsdt. (A.20)
Hence, for ν, νˆ, ν ′, νˆ ′ ∈ Sαh,Γ we have that
2882 E. Fontich et al. / J. Differential Equations 250 (2011) 2838–2886R(ν, νˆ)(x) − R(ν ′, νˆ ′)(x) = A˜r−2(h(x);ν(x), νˆ(x))(νˆ(x) − νˆ ′(x))
+ B˜r−1
(
h(x);ν(x), νˆ(x), (ν − ν ′)(x), (νˆ − νˆ ′)(x))νˆ ′(x), (A.21)
where
A˜r−2(z;u, v) =
1∫
0
1∫
0
(1− t)r−4
(r − 4)! D
r−2(Hg |TzM)(u + stv)t dsdt, (A.22)
for u, v ∈ TzM, and
B˜r−1(z;u, v,w, wˆ)
=
1∫
0
1∫
0
(1− t)r−4
(r − 4)!
1∫
0
Dr−1(Hg |TzM)
(
u + stv + ξ(w + st wˆ))(w + st wˆ)t dξ dsdt, (A.23)
for u, v,w, wˆ ∈ TzM.
We need to obtain a suitable bound of ‖R‖CαΓ , where
R = (R(ν, νˆ) − R(ν ′, νˆ ′))ν1 · · ·νr−3,
ν1, . . . , νr−3 ∈ Sαg◦h,Γ and the CαΓ -norm was deﬁned through formulas (5.14), (5.15) and (5.16). The C0
norm of (R(ν, νˆ) − R(ν ′, νˆ ′))ν1 · · ·νr−3 is trivially bounded using that ‖Hg‖ is a CrΓ map. Moreover,
it tends to 0 when ‖ν − ν ′‖CαΓ and ‖νˆ − νˆ ′‖CαΓ tend to 0.
Next we compute γα(R). Hence, we take i, j ∈ Zd . Then, for any x, y ∈ X such that xk = yk , k 
= j,
and x j 
= y j we will compute, following (5.14),
‖De(hi(x))Ri(x) − De(hi(y))Ri(y)‖
dα(x j, y j)
. (A.24)
To do so, let β , βˆ , β ′ , βˆ ′ , β1, . . . , βr−3 and β p be the curves given by Lemma A.2 associated to ν , νˆ ,
ν ′ , νˆ ′ , ν1, . . . , νr−3, h, x, y and j, resp. Let β = β − β ′ and ˆβ = βˆ − βˆ ′ be the ones associated to
ν − ν ′ and νˆ − νˆ ′ , resp.
Then, from (A.21), we have that
De
(
hi(x)
)
Ri(x) − De
(
hi(y)
)
Ri(y) =
1∫
0
(
d
dt
b(t)
)
dt, (A.25)
where
b(t) = De(β p(t))( A˜r−2(β p(t);β(t), βˆ(t))β(t)
+ B˜r−1
(
β p(t);β(t), βˆ(t),β(t), ˆβ(t))βˆ ′(t))β1(t) · · ·βr−3(t). (A.26)
The arguments used to prove the continuity of ϕs can be also applied here as follows. Given
t ∈ [0,1], let (TUφ, Tφ) and (TUψ, Tψ) be charts of TM such that β p(t) ∈ Uφ and g(β p(t)) ∈ Uψ .
Let βφ , etc. – using the notation introduced in A.1 – be the expressions of the curves above in these
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we have that
A˜r−2,φ,ψ (x;u, v) =
1∫
0
1∫
0
(1− t)r−4
(r − 4)! D
r−2
2 H
2
φ,ψ (x,u + stv)t dsdt
and
B˜r−1,φ,ψ (x;u, v,w, wˆ)
=
1∫
0
1∫
0
(1− t)r−4
(r − 4)!
1∫
0
Dr−12 H
2
φ,ψ
(
x,u + stv + z(w + st wˆ))(w + st wˆ)t dz dsdt,
for x,u, v,w, wˆ ∈ ∞(Rn). With this notation, the curve b(t) deﬁned by (A.26) can be written as
b(t) = Deψ
(
β
p
φ (t)
)(
A˜r−2,φ,ψ
(
β
p
φ ;β2φ(t), βˆ2φ(t)
)
β2φ(t)
+ B˜r−1,φ,ψ
(
β
p
φ ;β2φ(t), βˆ2φ(t),β2φ(t), ˆβ2φ(t)
)
βˆ2φ(t)
)
β21,φ(t) · · ·β2r−3,φ(t). (A.27)
We observe that both A˜r−2,φ,ψ and B˜r−1,φ,ψ are differentiable maps to the space of (r − 3)-linear
maps, satisfying the hypotheses on Lemma 2.18, with
‖ A˜r−2,φ,ψ‖Γ ,‖Dl A˜r−2,φ,ψ‖Γ  ‖Hg‖CrΓ , l = 1,2,3,
and, using also Lemma 2.9,
∥∥B˜r−1,φ,ψ (z;u, v,w, wˆ)∥∥Γ  ‖Hg‖CrΓ (‖w‖ + ‖wˆ‖),∥∥Dl B˜r−1,φ,ψ (z;u, v,w, wˆ)∥∥Γ  ‖Hg‖CrΓ (‖w‖ + ‖wˆ‖), l = 1,2,3,∥∥Dl B˜r−1,φ,ψ (z;u, v,w, wˆ)∥∥Γ  ‖Hg‖CrΓ , l = 4,5.
Furthermore, by Lemma A.2, the curves βφ , etc., have decay around the component j and
∥∥β˙2φ∥∥ j,Γ  C‖ν‖CαΓ dα(x j, y j), ∥∥β2φ∥∥C0  C‖ν‖CαΓ ,∥∥ ˙ˆβ2φ∥∥ j,Γ  C‖νˆ‖CαΓ dα(x j, y j), ∥∥βˆ2φ∥∥C0  C‖νˆ‖CαΓ ,∥∥β˙2l,φ∥∥ j,Γ  C‖νl‖CαΓ dα(x j, y j), ∥∥β2l,φ∥∥C0  C‖νl‖CαΓ ,∥∥β˙ pφ∥∥ j,Γ  Cdα(x j, y j), ∥∥β pφ∥∥ C,∥∥∥∥ ddtβ2φ
∥∥∥∥
j,Γ
 C
∥∥ν − ν ′∥∥CαΓ dα(x j, y j),
∥∥∥∥ ddtβ2φ
∥∥∥∥
C0
 C
∥∥ν − ν ′∥∥CαΓ ,∥∥∥∥ ddt ˆβ2φ
∥∥∥∥
j,Γ
 C
∥∥νˆ − νˆ ′∥∥CαΓ dα(x j, y j),
∥∥∥∥ ddt ˆβ2φ
∥∥∥∥
C0
 C
∥∥νˆ − νˆ ′∥∥CαΓ ,
where l = 1, . . . , r − 2.
2884 E. Fontich et al. / J. Differential Equations 250 (2011) 2838–2886Hence, we can apply Lemma A.2 to the curve b(t) given by (A.27) to obtain that
∣∣b˙i(t)∣∣Γ (i − j)−1d−α(x j, yi) C‖Hg‖CrΓ (∥∥ν − ν ′∥∥CαΓ + ∥∥νˆ − νˆ ′∥∥CαΓ )
× (1+ ‖ν‖CαΓ + ‖νˆ‖CαΓ )2‖ν1‖CαΓ · · · ‖νr−2‖CαΓ . (A.28)
Inserting this inequality into (A.24), through formulas (A.25) and (A.26) we deduce that R is Lipschitz
and, hence, continuous.
The proof of (2) is simpler. Since Hg is continuous, it is clear that
Lg : Bρ ⊂ Sbh (X, TM) → Sbg◦h(X, TM)
is well deﬁned.
To check that it is of class Cr−2, we use again the Converse Taylor’s Theorem. Starting with (A.8),
with q = r − 2, we consider the maps ϕs , s = 1, . . . , r − 2, and R deﬁned by (A.10) and (A.9), resp.
By the deﬁnition of ϕs in (A.10), using that
sup
0sr
sup
x∈M
sup
v∈TxM
∥∥Ds(Hg |TxM)(v)∥∥Cr  C‖Hg‖CrΓ
and formula (A.12), we have that, for any ν, νˆ ∈ Bρ ⊂ Sbh (X, TM) and ν1, . . . , νs ∈ Sbh (X, TM),
∥∥(ϕs(ν) − ϕs(νˆ))ν1 · · ·νs∥∥Cb  C‖Hg‖CrΓ ‖ν − νˆ‖Cb‖ν1‖Cb · · · ‖νs‖Cb , (A.29)
provided that s r − 1. Hence, the continuity of ϕs is established.
To check that R is also continuous, we use formula (A.21), with q = r − 2. Then, given any
ν, νˆ, ν ′, νˆ ′ ∈ Bρ ⊂ Sbh (X) and ν1, . . . , νr−2 ∈ Sbh (X),
∥∥(R(ν, νˆ) − R(ν ′, νˆ ′))ν1 · · ·νr−2∥∥Cb
 C‖Hg‖CrΓ
(‖ν − νˆ‖Cb + ∥∥ν ′ − νˆ ′∥∥Cb)‖ν1‖Cb · · · ‖νs‖Cb . (A.30)
Hence, Lg is a Cr−2 map and DsLg(ν) = φs(ν).
To check that Lg is a Cr−2Γ , we need to check that
DsLg(ν) ∈ LsΓ
(
∞
(Sbh (X, TM)i), ∞(Sbg◦h(X, TM)i)),
using the deﬁnition of the space LsΓ in (2.3).
We check that the Γ -norm (2.10) of DsLg(ν) is ﬁnite. Given i, j ∈ Zd , for any ν ∈ Uρ ⊂ Sbh (X, TM),
ν1, . . . , νs−1, ν i ∈ Sbh (X, TM) with
πk ◦ ν i = 0, k 
= i,
and ‖ν1‖Cb , . . . ,‖νs−1‖Cb ,‖ν i‖Cb  1, any x ∈ X , and any pair of charts (TUφ, Tφ) and (TUψ , Tψ)
such that x ∈ Uφ and g(x) ∈ Uψ , since, by deﬁnition, Ds2Hφ,ψ (y, v) ∈ LsΓ with norm bounded by‖Hg‖Cr , denoting y = φ(x), we have thatΓ
E. Fontich et al. / J. Differential Equations 250 (2011) 2838–2886 2885∥∥DsLg(ν) jτ (ν1, . . . , νs−1, ν i)(x)∥∥= ∥∥Ds(Hg |Th(x)M)(ν(x))τ (ν1(x), . . . , νs−1(x), ν i(x))∥∥
= ∥∥Ds2Hφ,ψ (y, νφ(y))τ (ν1,φ(y), . . . , νs−1,φ(y), ν iφ(y))∥∥
 ‖Hg‖CrΓ Γ (i − j),
which proves the claim.
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