Abstract-To enhance the quality of economically efficient healthcare, we propose a preventive planning service for next-generation screening based on a longitudinal prediction. This newly proposed framework may bring important advancements in prevention by identifying the early stages of cancer, which will help in further diagnoses and initial treatment planning. The preventive service may also solve the obstacles of cost and availability of scanners in screening. For nonstationary medical data, anomaly detection is the key problem in the prediction of cancer staging. To address anomaly detection in a huge stream of databases, we applied a composite kernel to the prediction of cancer staging for the first time. The proposed longitudinal analysis of composite kernels (LACK) is designed for the prediction of anomaly status and cancer stage for further diagnosis and the future likelihood of cancer stage progression. The prediction error of LACK is relatively small even if the prediction is made far ahead of time. The computation time for nonstationary learning is reduced by 33% compared with stationary learning.
I. INTRODUCTION
A NOMALY detection has long been an obstacle in the detection of cancer. The current state-of-the-art diagnosis techniques still fail to identify the important transitional cases over longitudinal patient datasets [1] . Anomaly detection in nonstationary medical data is critical for the diagnoses of changes in staging, and thus for decision making in the treatment of cancer [2] . In CT colonography (also known as virtual colonoscopy), for example, it has long been desired to improve performance of CAD [9] in differentiating polyps from falsepositive (FP) detections based on longitudinal data [6] . The diagnostic accuracy of the CT colonography can be improved, if the proposed anomaly detection in CAD can determine how much or when the next CT colonography is needed to maintain a high diagnostic accuracy [3] . The main problem pertinent to nonstationary CT colonography datasets is how to detect and predict anomaly cases or changes in the data streams over time. Thus, the purpose of this study is to detect anomalous cases based on a clinical longitudinal CT colonography datasets.
As for terminology, we call the data "normal" when they regenerate the existing data class. Conversely, the data are "anomalous" when the class is degenerated with nonstationary data. In detecting whether a polyp is normal or anomalous using the proposed algorithms, it is important to understand the data acquired "over a long period of time" can often be highly diverse and suffer from numerical errors, and each dataset is unique in nature. Therefore, obtaining a clear distinction between "normal" and "anomalous" large nonstationary datasets is a highly challenging task [7] , [10] . Thus, the specific aims for anomaly detection in this study are 1) to introduce the criteria for classifying polyps as normal or anomalous, and 2) to predict the consistent progress of the anomaly in the dynamic nonstationary environment. Nonstationary cancer data in real world are highly nonlinear and unbalanced, and underlying distribution changes over time [8] . We seek to improve automated classification and prediction performance of the CAD systems in a more realistic setting, in which CT colonography datasets of new patients are added to a preestablished database on a regular basis [5] .
To address the problems of nonstationary, nonlinear, and unbalanced datasets, various methods on pattern classification [14] have been proposed. Historically, time-varying pattern recognition techniques such as time-varying perceptrons, were proposed [25] . Detecting and adapting classifiers to the changes in the underlying data distributions are active areas of research. A few examples of these methods are multiple kernel learning (MKL) and incremental PCA [10] . Effective applications of online learning to nonlinear space have been investigated using kernel-based methods [11] , [12] . However, the drawback of these methods is the lack of "prediction of future event/steam." If the batch of data in the underlying dynamic distribution changes over time, the time-variant pattern analysis is preferred.
In this study, we propose a new nonstationary learning technique called LACK, which substantially extends the following stationary learning techniques: AKFA [13] and principal composite kernel feature analysis (PC-KFA) [19] . The key technique in our approach is to construct a composite kernel from datadependent kernels [19] . The composite kernel modifies itself to optimize the choice of the kernel. To reduce the weakness of traditional composite kernel methods, we develop nonstationary data associations using LACK to correspond with anomaly datasets of nonstationary cases. The contribution of this paper is that the proposed LACK method yields high detection and prediction accuracy in the change of cancer staging. The proposed LACK algorithm is applied to the improvement of the performance of a CAD scheme in the detection of polyps from the clinical CT colonography database. The performance evaluation includes the accuracies of the detection and prediction of anomalies and the overall computing cost, in order to determine whether LACK can be a light-weighted module of nonstationary prediction.
The remainder of this paper is organized as follows. In Section II, we extend our stationary kernel method to nonstationary kernel method to accommodate normal and anomalous cases. In Section III, we describe how the LACK method detects and predicts the status of "normal" or "anomalous" from the incoming dataset. The experimental results of longitudinal prediction are described in Section IV, and Section V presents the conclusions.
II. LONGITUDINAL NONSTATIONARY DATA WITH ANOMALY/NORMAL DETECTION
In this section, we first define nonstationary data in comparison with stationary data for the target application in Section II-A. Then, we explore class separability based on the nonstationary longitudinal data in Section II-B and composite kernel for nonstationary data in Section II-C.
A. Stationary Versus Nonstationary Data for Kernel Learning
The success of the kernel learning method depends on the successful construction of the Gram matrix [19] . More specifically, the key learning element is to design a problem-specific kernel function. In the target application of longitudinal analysis of nonstationary CT colonography data, Table I lists the primary  distinction between stationary and nonstationary data. Nonstationary data, the third column in Table I , highlights a longitudinal extension of stationary data analysis for the predictive cancer staging. The nonstationary data are flexible, with varying size of data, used for iterative updates during the prediction stage. Even if the size of data increases over the examination period, the nonstationary data should be handled by appropriately extracting dominant features in a custom representation. A new criterion for training the nonstationary longitudinal data has been desired for a solid mathematical representation using kernel methods. For efficient feature analysis of nonstationary dataset, extraction of the salient features of polyps is essential because of the incremental size and nonlinear nature of the polyp datasets. The problem is how to select such an ideal nonlinear positive-definite kernel operator:
where d is the data dimension of feature space. Some of the commonly used kernels are linear, polynomial, Gaussian RBF, and Laplace RBF.
Kernel selection substantially depends on the nonstationary data characteristics. For example, the linear kernel is important for large sparse data vectors, and it implements the simplest of all kernels, whereas the Gaussian and Laplace RBFs are general-purpose kernels used when prior knowledge about data is not available. The Gaussian kernel avoids the sparse distribution caused by the high-degree polynomial kernel in large feature space. The nonstationary data may include a wide variety of characteristics in the incoming data stream. For these reasons, we are developing advanced composite methods with data-dependent kernel customization. Our new kernel feature analysis for nonstationary longitudinal CT colonography is an extension of the following methods: KPCA or AKFA [13] , and PC-KFA [19] .
Let the data-dependent kernel matrix K r for r = 1, 2, 3, 4 correspond to
where {x i , x j }(i, j = 1, 2, . . . , n) are n training samples of stationary and nonstationary datasets. The diagonal matrix of factor elements {q r (x 1 ), q r (x 2 ), . . . q r (x n )} is calculated to a factor matrix Q i , and the elements of p r (x i , x j ) are chosen among the four common kernels to form P r [14] . Now, we can express (1) as K r = Q r P r Q r . A composite kernel function is defined as the weighted sum of the set of different optimized kernel functions using the PCA [13] , [19] . To obtain the optimum detection accuracy, we define the composite kernel as
where the value of the composite coefficient ρ i is a scalar value, and p is the number of kernels we intend to combine. This composite kernel matrix K comp (ρ) satisfies Mercer's condition [15] . The criteria for selecting the dominant kernel are to select the largest eigenvalues corresponding to the kernel Gram matrix K comp (ρ).
Among the incoming nonstationary datasets, there is a chance that the data may cause problems during cancer detection and prediction. To handle these potential complications of nonstationary datasets, we adopt the notion of "normal" or "anomalous" to make the algorithm robust [16] . The key idea of the detection of normal/anomaly is to allow the feature space to be updated appropriately as the training proceeds with more data being fed into the nonstationary algorithm, described in the next subsection.
B. Class Separability Based on the Nonstationary Longitudinal Data
We propose "class separability" as a measure to identify whether the nonstationary data are anomaly or normal. The class separability is expected to be maximized so that the training data can be separately clustered. The traditional measure to represent the class separability J of the training data is formulated as
where S br represents "between-class scatter matrices" and S w r represents "within-class scatter matrices" known as Fisher scalar [24] . Suppose that the training data are grouped according to their class labels, such that the first n 1 data belong to one class, and the remaining n 2 data belong to the other class (n 1 + n 2 = n). Then, the basic kernel matrix P r can be partitioned as P r = [P 22 are n 1 × n 1 , n 1 × n 2 , n 2 × n 1 , and n 2 × n 2 respectively. According to [18] , the class separability in (3) can be expressed as
where
The maximized method of each class separability is derived in [19] . Let us introduce a variable ξ, which is the ratio of the class separability of the composite (both stationary and nonstationary) data and the stationary data. It can be expressed as
where J * (α r ) denotes the class separability yielded by the most dominant kernel (which is chosen from the four different kernels) for the composite data (i.e. new incoming data and the previous stationary data), and J * (α r ) is the class separability yielded by the most dominant kernel for stationary data. Because of the properties of class separability, (5) can be rewritten as ξ = λ * /λ * , where λ * corresponds to the most dominant eigenvalue of composite data (both stationary and nonstationary), and λ * is the most dominant eigenvalue of the four different kernels for the stationary data. If ξ is less than a threshold value 1.0, then the incoming nonstationary data are anomaly; otherwise, these are normal.
1) Normal nonstationary data:
In the case of normal data, we do not update the Gram matrix. Instead, we discard all the data that are normal. Hence, the updated Gram matrix can be given as K n r = Q r P r Q r , where n is the number of nonstationary incoming data.
2) Anomaly nonstationary data: If the new batch of incom-
ing data is anomaly, we update our feature space based on the anomaly degree in the relationship between η and ξ through empirical experimental setting. The second threshold value η determines whether the kernel update is Case 1: Minor Anomaly, or Case 2: Significant Anomaly. The procedures outlined in these two cases of anomaly help to refine the kernel reconstruction by adjusting the trajectories of the incoming nonstationary datasets. The class separability of the most dominant kernel for the new data is directly dependent on both the maximum combination coefficient of four different kernels and the maximum eigenvalue λ * . Let us denote α * as the mean of combination coefficients prospectively, and α * for the most dominant kernel among the four kernels available. Using these values, we update the Gram Matrix for eigenrepresentation.
Case 1: Minor Anomaly: Under the case of minor anomaly if η ≤ ξ (≤ 1), the dimensions of the Gram matrix remain constant. We search for small trivial elements in the Gram matrix and then replace the trivial rows and columns of the previous Gram matrix with those of the new data by calculating the minimum difference vectors minΔ as the trivial one. We compare and replace the combination coefficient values of stationary data with the combination coefficient of the new incoming data, as shown in Fig. 2 . This process is repeated for all the kernel matrices. The input matrices P and Q are updated by removing the row and column corresponding to the index of α r minΔ and replacing it with the row and column corresponding to the index α r . Then the new input matrix P n r can be written as P e.g., (0 ≤) ξ ≤ η, it is very important for us to retain these new data, which are highly anomalous, for efficient detection. Therefore, instead of replacing the trivial rows and columns of the previous data, we simply retain them, and thus, the size of the Gram matrix is increased by the size of the new data. In this case, since we have already calculated the new combination coefficient α r , input matrix P and Q as same as before, the kernel Gram matrix can be given as K n r = Q r P r Q r . These two anomaly cases and normal cases are represented in Fig. 3 .
C. Composite Kernel for Nonstationary Data
Once we have our kernel Gram matrices, we can now determine the composite kernel that gives us the optimum detection accuracy when the existing stationary data are incorporated with new nonstationary data. For the case of normal, minor anomaly, and significant anomaly, the identical process is executed, as shown in Fig. 3 . Using Gram matrices for the (p)-most dominant kernels for the composite data (stationary plus nonstationary data), we now combine them to yield the best detection performance using AKFA [13] . We have written the composite kernel for the new composite data as:
, where the composite coefficient setρ is the collection of combination coefficients ρ i , and p is the number of kernels we intend to combine.
D. Comparison of Relevant Kernel Methods
Composite kernel methods are derived from the principle of theoretical approximation error bounds with respect to the kernel selection problem, e.g., Jaakkola-Haussler bound [22] , radiusmargin bound [23] , kernel linear discriminant analysis [24] , consistent dictionary learning [17] , and online extreme [21] . Table II lists some comparative methods among the relevant composite kernel methods. 
III. LONGITUDINAL SEQUENTIAL TRAJECTORIES FOR ANOMALY DETECTION AND PREDICTION
We examine how to handle the nonstationary data over a long period of time. When the longitudinal trajectory is considered, the "long-term" sequential change is evaluated according to the criteria with the anomaly degree. The nonstationary data are suffering from the large memory size and are required to accommodate a stream or batches of data whose underlying distribution changes over time. To divide the long-term nonstationary data into smaller subsets, each of which is considered one at a time, we may treat small datasets as anomaly or normal data by checking the alignment of each dataset.
The following subsections first defines alignment factor in Section III-A by comparing existing nonstationary data so that the long-term data can be divided into subsegmented data. Then, we readdress the class separability for the long-term nonstationary data in Section III-B.
A. Nonstationary Small Chunks Datasets
Let us consider a small subset of data to find the appropriate window size for the incoming data and determine whether it is normal or anomaly data. Fig. 4 illustrates the segmentation of the incoming nonstationary data into small equal datasets l. Each dataset consists of individual data sequences in Fig. 4 . All new sets of data are processed sequentially but not simultaneously.
We introduce here "alignment factor" method to determine the optimum composite coefficients that yield the best composite kernel [18] . Let our new label vector be y n . The alignment factor is defined as
We can determine the composite coefficient that maximizes the alignment factor as follows:
We choose a composite coefficient vector that is associated with the maximum eigenvalue [14] . Once we know the eigenvectors, i.e., combination coefficients of the composite data (both stationary and nonstationary), we can compute q r and hence Q r to find out the four Gram matrices corresponding to the four different kernels by using K n r = Q r P r Q r . Now, the first p kernels corresponding to the first p eigenvalues (arranged in the descending order) are used in the construction of a composite kernel that yields optimum detection accuracy.
In order to determine whether or not the algorithm has been correctly trained, we make use of the alignment factor as well. Let us denote t+1 (K n comp ) t as the update of Gram matrix from time t to t + 1, and let t (K n comp ) 0 be the updated Gram matrix from time "0" (i.e., from the beginning till one last step) to time t. Similarly, the matrix t+1 (y n ) t indicates the update of the output matrix from time t to t + 1, and t (y n ) 0 indicates the update of output matrix till time t. The alignment factor of [t, t + 1] and [0, t] can be given as
If the variation in the alignment factor exists, the incoming nonstationary data are determined as too large, i.e., the alignment factor of the incoming data is larger than the average of the alignment factor [0, t]. In order to correctly train, the nonstationary data are divided into small chunks. The division stops if the new alignment factor is satisfied (7).
B. Class Separability Based on the Long-Term Nonstationary Longitudinal Data
Let us consider the new d1 data that have been derived from nonstationary small chunks datasets above. The input matrix at the current state, i.e., at time (t + 1), should be
Similarly, at time (t + 1), according to (4), calculate
The class separability of the composite data (data up to time t and d1 data) can be given as
Therefore, (t+1) (ξ) t = (t+1) (λ * ) t / t (λ * ) 0 , where (t+1) (λ * ) t is the largest eigenvalue of the data (of the dominant kernel) received from time t to (t + 1), and t (λ * ) 0 is the largest eigenvalue of the dominant kernel calculated from time 0 to time t, i.e., till the previous step. We test whether this subdataset d1 is either anomalous or normal. If (t+1) (ξ) t is greater than a new threshold value η , then the incoming data are anomalous; otherwise, these are normal.
Case 1: Minor Anomaly: If the data d1 are anomaly, then we decide whether these are highly or less anomaly by comparing ξ and η . Under case 1, we find out and replace the trivial rows and columns in the dataset from the previous step and update them with the corresponding rows and columns from the new dataset d1. The combination coefficients in the previous step corresponding to the minimum of this difference are replaced by the corresponding vectors in the present step. This is represented in Fig. 5 . Fig. 5 shows the minor anomaly update of combination vector at time t + 1. Similarly, update (t+1) (P n r ) t and (t+1) (Q n r ) t and compute the new Gram matrix. Now, after determining the data-dependent kernels for d1 data, we determine the composite kernel using (7). This case is summarized in the following steps:
Minor Anomaly Case
Step 1: Decide whether the data d1 are minor anomaly or not. η ≤ ξ d1 (≤ 1).
Step 2: Find out and replace the trivial rows and columns in the dataset from the previous step and update them with the corresponding rows and columns from the new dataset d1 by
Step 4: Determine the composite kernel as
Significant Anomaly: If the data are significant anomaly, we append the data so as to preserve the diverse information that may be used to classify the next incoming chunk of nonstationary data, i.e., d2 as either anomaly or normal. The data-dependent kernel for highly anomaly d2 data can now give the matrices with the increased size as
The remainder of the entire algorithm is summarized in the following steps.
Significant Anomaly Case
Step 1: Append the data to preserve the diverse information to classify the next incoming chunk of online data.
Step 2: Update the data-dependent kernel as
Step 3: Find composite kernel that yields optimum detection accuracy as
C. Anomaly Prediction of Long-Time Sequential Trajectories
K-step prediction uses the existing data sequence to predict the next k-step value using the ARMA model, in which only the output estimates are used, and the uncertainty induced by each successive prediction is not accounted for. In order to avoid this limitation, we propose the framework of "predictive LACK" by extending the composite kernels for the k-step in ahead of time index, i.e., (t + k), instead of one step of (t + 1).
The anomaly prediction in a clinical application is for cancer staging, which is given by a number ranging from 0 to IV, with IV having more progression, as shown in Fig. 1 . The cancer stage often takes into account the size of a tumor; however, several other factors are also concerned with the stage of the cancer, such as whether it has invaded adjacent organs, how many lymph nodes it has metastasized to, and whether it has spread into distant organs. Staging of cancer is the most important predictor of survival, and cancer treatment is primarily determined by staging.
The stage of a cancer is used for the quantitative values for prediction using LACK. We extend the anomaly degree evaluated by the kernel Gram matrix into the cancer staging for the prediction framework that describes whether it has spread to distant organs. LACK adapts to the staging of cancer, the most important predictor of survival, so that cancer treatment planning can be determined by the predicted stage of cancer. The proposed framework, called predictive LACK, consists of the following five steps:
Predictive LACK:
Step 1: Regroup the datasets for applying stationary composite kernel matrix algorithm:
, and J = (tr( r S br ))(tr( r S w r )).
Step 2: Apply alignment factors to determine whether to divide datasets into small subsets:
Step 3: Calculate LACK for sequences of time horizontal window, starting from 1 to k:
Step 4: Compute kernel matrix reconstruction accuracy using MErr = (1/n) n i=l+1 λ i ,with composite kernel matrix to convert the k-composited matrix value to the synthesized measurement value.
Step 5: Find out the cancer stage corresponding to the synthesized measurement data.
IV. ANOMALY DETECTION AND PREDICTION RESULTS
The performance of the anomaly detection method in Section II was evaluated using CT colonography image datasets of colonic polyps that consisted of true positives (TPs) and FPs detected by our CAD system [5] . We evaluate Cancer Datasets in Sections IV-A, anomaly detection for the nonstationary data in Section IV-B, time horizontal prediction for risk factor analysis of anomaly long-time sequential trajectories in Section IV-C, and computational time for complexity evaluation in Section IV-D.
A. Cancer Datasets
The retrospective data collection and analyses carried out in this study were approved by the institutional review board at our institution. All patient records/information and image data were anonymized and deidentified prior to the analyses in this study. For the stationary experiment, we collected CT colonography data of 146 patients who had undergone a standard cathartic bowel-cleansing regimen for CT colonoscopy. Each patient was scanned in both supine and prone positions, resulting in a total of 292 CT data. The ground truth (locations and sizes of true polyps in CT colonography images) for the evaluation was established by expert radiologists with reading experience on > 500 cases reference to colonoscopy and histology reports. The VOIs representing each polyp candidate were obtained as follows: The CAD scheme provided a segmented region for each candidate. The center of a VOI was placed at the center of mass of the region. The size of the VOI was chosen so that the entire region of the polyp was covered. Resampling was carried out using VOIs with dimensions of 12 × 12 × 12 voxels to build Stationary Set1, which consisted of 29 true polyps and 101 FPs. For the rest of the datasets, the VOI was resampled to 16 × 16 × 16 voxels. The VOIs computed were Stationary Set1 (29 TPs and 101 FPs), Set2 (54 TPs and 660 FPs), Set3 (16 TPs and 925 FPs), and Set4 (11 TPs and 2250 FPs).
For a nonstationary experiment, we used a large dataset that had a total of 3749 CT images. These data were acquired by helical single-slice or multislice CT scanners, with collimation of 0.5 mm, a reconstruction interval of 0.5 mm, X-ray tube currents of 50 − 260 mA, and voltages of 120 − 140 kVp. The in-plane pixel size was 0.5 mm, the CT image matrix size was 512 × 512, and these images were used to form one dataset. As shown in Table III , we divided the datasets into four groups. There were 368 normal cases and 54 abnormal cases with colonoscopyconfirmed polyps. Table III shows the arrangement of stationary training and testing sets: Stationary Set1, Set2, Set3, and Set4, as well as the nonstationary training and anomaly test sets: Nonstationary Set1, Set2, and Set3. Instead of using the cross validation, we randomly divided the entire datasets into a training and a test set. We kept each testing set for each dataset for the entire experiment. For evaluation of the performance in the detection of cancer (TP and FP rates), we used the method proposed in Section II to create four different data-dependent kernels, selected the kernel that best fit the data, and gave optimum detection accuracy for the stationary data. We determined the optimum kernel depending on the eigenvalue that yielded maximum separability. Based on the order of eigenvalues, we selected the two largest kernels to form the composite kernel. Taking Dataset1 as an example, we combined RBF and Laplace to form the composite kernel. We observed that each database had different combinations of composite kernels. The composite coefficients for the two most dominant kernels are listed in Table IV.  Table IV shows how the two kernel functions are combined based on the composite coefficients. These composite coefficients were obtained using (2) in Section II. Among all of the datasets, the most dominant kernel was the RBF kernel, whereas the second most dominant kernel kept varying. As a result, the contribution of the RBF kernel was higher than that of the other kernels in forming a composite kernel. The reconstruction error is also shown in Table IV by calculating E rri = Φ i − Φ i 2 . Here, the reconstruction error represents the difference between the raw data and the value yielded by the linear combination of two dominant composite kernels with linear combination. A small reconstruction error indicates that the two dominant kernels represent the original datasets well. Fig. 6 shows the ROC curves for the stationary datasets. As shown in Table IV and Fig. 6 , a good classification performance was obtained over all of the four stationary datasets. In particular, the AUCs for four datasets were improved by 25% compared with an earlier study [13] , [19] . Table V shows that the proposed LACK had a comparable classification accuracy for the four datasets. All the results indicate that the proposed LACK was very competitive with other generic kernel learning methods. It is also known that CAD is application specific, and thus, application of a generic machine learning algorithm to a CAD may not work well or achieve a satisfactory performance.
B. Anomaly Detection for the Nonstationary Data
We evaluated the proposed LACK in Section II to tune the selection of appropriate kernels when new nonstationary data become available. We divided the dataset equally into l sets (e.g., ten sets) to form the nonstationary data stream in Table VI , which shows the size of different nonstationary batches of data for each colon cancer dataset. Note that data sequences of l nonstationary subsets were generated from 3010 larger sequences with 600 anomaly and 2410 normal data sequences. Each nonstationary dataset was randomly divided into subsets. For example, the first sampled nonstationary dataset had 960 subsets; this was used for l small datasets (each dataset with 20 anomaly versus 76 normal data sequences). Others had another 1000 and 1050 in the total of three nonstationary datasets. After we tentatively formed the input matrices for four different kernels, we found the dominant kernels for the new data and the previous stationary data. These results are summarized in Table VI , in which the kernel with the maximum eigenvalue is highlighted for each nonstationary dataset in Table VI . We can see that the RBF kernel was always the most dominant kernel in all datasets, and the second dominant kernel kept varying. Table VII shows the results of detection of anomaly status using the proposed criterion of class separability ξ = λ * /λ * (5). In Section II, there were three statuses of the anomaly identification: normal (N), minor anomaly, (M), and significant anomaly (S), corresponding to the degree of anomaly. The classification performance was similar to stationary datasets. Each sequence for LACK was cascaded into one long sequence for the next experiment of large nonstationary sequential dataset. The anomaly detection performance was relatively high and is thus potentially useful for a preclinical setting of patients' diagnosis.
C. Time Horizontal Prediction for Risk Factor Analysis of Anomaly Long-Time Sequential Trajectories
We evaluated the predictive performance based on the anomaly trajectories, with the time horizontal transition of earlier low cancer stage (mostly called normal case) to the later higher cancer stage, using all long-time nonstationary sequential datasets in Table III . Note that, in this subsection, a large nonstationary dataset is much longer than the nonstationary datasets described previously. We adapted APH for assigning each cancer stage from 0 to III [3] . Using transition of the longitudinal sequential datasets, we applied anomaly detection to the entire nonstationary sequential datasets transient from normal to anomaly among cancer stage index 0-III. The posttest probability of APH was reconfigured to determine the chances that the patient had a disease. This synthesized measure incorporates the disease prevalence, the patient pool, specific patient risk factors (pretest odds), and information about the diagnostic test itself (the likelihood ratio) [6] . Fig. 7 shows the variable of time horizontal window, starting from each frame up to 3613 frames to analyze the risk of cancer stages. The representative size of the horizontal time window was set to predict cancer stages in advance. For example, in Fig. 7 , these predicted window sizes k were 1, 5, 10, 50, and 100 time index for the predicted values. The prediction window size k = 1 overlapped with the actual stage for both the k-step prediction method and the LACK prediction method. The k-step prediction of Fig. 7(a) shows larger error than LACK prediction of Fig. 7(b) , especially when the predicted window size was 50 and 100.
These prediction results of Fig. 7 are summarized in Table VIII . The algorithms of k-step and the proposed LACK prediction were applied to all 3613 data sequences, which included a finite number of sequences called low cancer stage (I-II) and high cancer stage (II-III). For the comparison of prediction performance, a normalized metric was used, i.e., the NRMSE between the predicted cancer stage and the defined cancer stage. NRMSE is defined as a square root of the variance, known as the standard error between predicted cancer stage and actual ones. The metric is dimensionless so that it can make it possible to compare variable prediction accuracy with different time intervals. Fig. 7 and Table VIII show that NRMSE of II-III was larger than NRMSE of I-II. The traditional k-step and proposed LACK prediction methods were both efficient in handling nonstationary data over small window-size sequences with modest NRMSE. The prediction performance of the long prediction time window size (50, 100) indicated that the prediction of the subsequent larger cancer stages of data using LACK was advantageous over a longer prediction horizontal window size. As shown in Table VIII , the proposed LACK outperformed the k-step prediction method as the horizontal time window size approached 100. This means average prediction error of LACK was relatively small even if the prediction was far ahead of time. The long-term prediction is, in general, preferable, since long-term analysis is clinically valuable to predict cancer stage. Table IX shows the computational cost of the proposed LACK over all four stationary and three nonstationary data without discarding it. In Table IX , the following four representative modules on LACK are listed: "Kernel Selection" indicates Section II for the results of Table IV, as well as "Cancer Classification" and "Anomaly Detection". "Anomaly Prediction" indicates Section III for the results of Fig. 7 . We used a PC with an Intel i7 3.16-GHz CPU and 16-GB RAM. Table IX shows that, for the average of all seven different types of datasets, the module of Kernel Selection along with stationary sets 2, 3, 4 resulted in the highest computational load with an average of 30.9 ms among the four modules. The time reduction of nonstationary learning was 33.3% less than stationary learning. Thus, our proposed LACK computationally was very efficient for nonstationary learning. When adding anomaly detection and prediction, the overall computing cost did not change much due to the light modules.
D. Computational Time for Complexity Evaluation

V. CONCLUSION
This paper has proposed a novel method of detection and prediction of colon cancer staging from the long-time anomaly trajectories of nonstationary datasets using stationary training data. This method, called LACK, was designed to be faster and used a more efficient feature extraction algorithm than the previously developed KPCA method. The polyp classification experiment showed that LACK provided equivalent classification performance in nonstationary data compared to that of the stationary data. The k-step extension of LACK has the potential to predict the cancer staging index and yields high detection performance regarding the status of anomalies. Such an effective predictive scheme makes CT colonography a viable option for cancer staging analysis. The benefits of LACK include the ability to calculate the future likelihood of cancer stage progress and anomaly status, which may be deployed for the further diagnosis and treatment planning with a specific period and frequency.
