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In seinem ersten Tellbenrag zum Thema Programmiersprachen I,Sprachen 
fur die Programmierung erne UberSlcht. In • TR" NI 9 vorn 26 Februar 
konzentrierte sich ludewIg auf dre fruhen Sprachen Im vorliegenden zwei 
ten Alrfsalz soll nun Pascal als Reprasenlan l der blockonenllerten Spra 
chen das Kernstuck bilden denn an Pascal lassen sich die meisten ande 
ren Konzepte erklaren Was noch fehll vor allem die Mogllchkelt zur 
separaten Uberselzung und ddS Konzept der abstrakten Datemypen 
soll Im abschließenden Ärtlt..el dieser Reihe In .. TR» Nr 18 vom 30 4 1985 
bel Modula und Ada nachgetragen werden 
Blockorientierte 
Programmiersprachen 
Von Jochen ludewIg 
Nach \'o rJrbellen dt.'r GA~I.\1 (Ge,ell-
schaft für \1.lI hemati ~ und 1\l ech,.mi~. 
BRD) seil 1955 enblJnd 1960 die Spra-
che ALGOl 60 [Algori thmic wngua ge;. 
ALGOL \~urde nach drei übergeordneten 
Zielen ent~~ ickelt : 
- Mathematische Notati on ~oll le mög· 
lichst genau übernommen I~erden . 
- Die Sprache sollte zur Publikali on 
Ion Algori thmen geeignet sein ( FolI. 
fll. ... ' \Iurde für diesen Z"eck allge-
mein als unzureichend empfunden). 
- Die Sprache soll te natürlich automa -
ti3ch in I\laschinensprache über~etz· 
bar sein. 
Die Urheberschaft \ on ALGOL geh t auf 
ein Komi tee vornehmlich europäi scher 
Wisse n ~c haftler zurück. Diese Herkunft 
halle einige bi s heute wirk same Konse-
quenzen : 
- Die Sprache v. urde für die damalige 
Zeit außerordentlich sauber konzi· 
piert und defin ie rt. ALGOL war " ein 
Fortsch ritt gegenüber den meisten 
seiner Nachfolgen> (DA\ID GItIES). 
- Die Deta ils der Ein- und Ausgabe. 
d ie vom algo rithmischen Gehal t des 
Programms her un"ichtig sind und 
sich einer einfachen, formal sa uberen 
ßeschreibung entziehen. "urden l ö l-
lig au sgeklammert . 
- Es fehlte d ie Unterstützung durch di e 
Rechn erhersteller (vor a1Jern IBM). 
- ALGOL hai sich in den USA nie 
durchsetzen können . 
AI.GOI. brachte neben der grundsiitzli. 
chen Neuerung einer allgemein als sau· 
ber empfundenen Sprache eine g:rnze 
J), 'N ndl J'IIIU' L.I III " 1(, ", LCllc, dc' " rojd · 
[es So f1 ... are I:: nglnccrlng am Rro ... n-Ro'cn-For 
schung>l.cntrum In H .. den- l)dll"'l l 
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R~ihe neuer I: kmenll.' 1Il dil! Prog ram· 
mierung ein. d .l runter lor allem Blod-
,truktur. Gütigk~i lsbereiche . rekur!>ile 
Pr07eduren . ~trenge Deklaration!>-
pnichl. z"ei ~ l echanismen zur Par:lme-
I~·rübergabe. fo rmalfreie S~n1ax und 
nicht zuletzt ihre fo rmale Defini tion. 
An d~n europai)c hen Hoch~c huJen 
\~ urJe At GOI 60 I iclfach ab dnllge 
Progrdmmier!>pr.lche gelehrt . Eine 
große 7 Jhl I~ei t e re r Spr:lchen [dle AI 
(,111 -1- .lmille) Il urd e Juf die,er Grund· 
l.tgo.' ent\li~·~dt . daruntl'r Ell fit. SI 
Illt .... AI ( ,Ol W. AL(,UL 68 und P"'~("'I 
Die Entstehung yon PASlAL 
P .I~( ... I 1\ urd(' gege n I: nde der ~echziger 
J.lhre Ion ~ . " ' Iltlll und ~ei nen 1\·l it<lr-
beilern an der I:::T I I Zuri ch ge3chaffen 
191. Die~e Sprache Il urde ,ehr erfolg-
reich. ob" ohl hinter ihr weder eine 
m:ichtige Organi sation wie da s Pen ta -
gon noch eine große Firm :1 oder ein ... in-
ternJ\i onJle Expenengruppe stand. Ihre 
Vorteile bestehen darin _ d,Iß sie die 
Stärken Ion ALVlt 60 im I\esenilichen 
"ahn. aber zus:itzlich ei nige Konlepte 
bielet. die man bi sher lermißt haue. 
nämlich 
- Konstanten - und T~ pdefinili o nen 
- eine erhebli ch \Crgrößene Vielfal t bei 
d en einfa chen und den zu ~ammcn ­
gesetzten D:rtcnt~ pen (Aufzüh[ung~­
I)pen. Record s. Zeigenariablcn ) 
- alle Voraussetzungen für d ie Imple-
mentierung relalil' einfacher. sc hnd-
ler Compiler. die :lIleh einen effizien-
ten Code erzeu gen 
- Definiti on der Ein - und Au sgabe in 
der Sprache 
Das st;irk ste l\1c rkmal für P ... SCAI dürfte 
aber die Einfachheit sein. Wer einmal 
Informatik 
die Prinzipien verstanden hat. braucht 
beim Programmieren nicht dauernd im 
Lehrbuch zu blänern. denn die Syntax 
und die Semantik sind in alter Regel so, 
wie man dies erwartet. In den letzten 
Jahren trägt zum Erfolg von PASCAL we-
sentlich bei. daß die Sprache auch auf 
sehr kleinen Maschinen (pe) angeboten 
werden kann . 
Deklarationen 
und Definitionen 
Mit FORTRA' war eine Sprache gezeigt 
worden. in der alle Variablen. Prozedu-
ren und Funktionen automatisch einge-
führt we rden durch di e Verwendung 
eines neuen Namens: die Fesilegung. 
welchen Typ ein Objekt hat. geschieht 
dort durch den Kante,xI. Nehmen wir 
als ßeispiel die folgende Zeile eines 
FOIn RA ,.Programms: 
"'" '" 
,,777» (vor Spalte 6) ist damit automa-
ti sch als Marke identifizierbar. «AL-
PHA ,) ist offenbar eine Variable vom 
Typ REAL (Konvention über Anfangs-
buchstaben). "X YZ " muß. wenn es 
nicht als Feld vereinbart ist. eine Funk· 
tion des Typs REAL mit einem INTE· 
GER·Parameter sein. 
1m eingeschobenen Beitrag ((Exkurs 
über Softwarefehlenl (Seite 70) wird ge· 
zeigt. wie diese impli:ile Deklaralioll 
Fehler verursachen kann , die sich kaum 
feststellen lassen. In PASCAL ist sie daher 
ausgeschlossen. 
Ein weiteres. dem Programmierer weni· 
ger wichtiges Argument für die volls tän-
dige Deklaration ist die Vereinfachung 
der Übersetzung. Daher wurde bei der 
Sprache PASCAL an diesem Prinzip auch 
dort festgehalten. wo die Sicherheit 
durch die Deklarationen nicht steigt. 
Oft werden «Deklaration,) und (( Defi · 
nition" verwechselt. Unter Deklaralion 
\"ersteh I man die Einführung eines Na-
mens. zum Beispiel einer Variablen. 
Beisp iele für Deklaration si nd Ueweils 
in fo rmaler und natürlicher Sprache): 
.... ,... • ... " .... , .. " ,,, >t, .. " .... ' ... H 
." . ... ... ,. • ." .... ' .. ...... ';' " ..... " " . !-"" •• " 
.-. ... " .. , ....• - ... ~ ..... ,.! .. " •.. , .. ". 
Eine Definilion ist dagegen die Angabe 
einer unveränderlichen Bedeutung für 
einen Namen. Bei spiele: 
'''"''' 
::.:':.:!:'::::!.~ ... , ...... _ .... 1 .. 
,,", ._., . . " .......... . 
... .. ", . 
._ ... "' .. , ..... , ... .... 'A" 
",uoc.' . .. ... _ ..... , .... .. 
" " .... ,,,, .. -.. ,,,, .. , 
Softwareentwicklungssystem. Drei Eie· 
mente beeinflussen die Arbeit des Pro · 
grammierers unmittelbar; der Rechnertyp, 
die Programmiersprache und die Werk-
zeuge für die Kopplung der beiden ersten 
Elemente. (Foto: HR. Bramaz) 
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Viele der Aussagen im Beitrag «Sprachen für die Programmierung) 
smd für den laien unverständlich, wenn er dem Problem der Pro-
grammfehler nicht ausreichend Beachtung schenkt. Daher seien hier 
einige Bemerkungen dazu eingeschoben. 
Exkurs über SoHwarefehler 
Wir alle machen ständig Fehler. nicht 
nur im Bereich der Software. In vielen 
Situationen fällt uns dies gar nicht 
auf, da wir daran gewöhnt sind, Feh-
ler sofon zu korrigieren. Zum Beispiel 
enthält praktisch jede Konversation 
eine Reihe von Ungenauigkeiten und 
Fehlern. In der Regel bemerken wir 
dies sofort und können aus dem Zu-
sammenhang oder durch Fragen die 
eigentliche Aussage herausfiltern, 
Ähnlich ist es beim Kochen (Ab-
schmecken) oder beim Autofahren 
(Lenkkorreklur), In allen diesen Fäl-
len bleibt die Wirkung des Fehlers 
meist auf den Augenblick beschränkt 
und kann sofort beseitigt werden. 
Anders verhält es sich, wenn die Wir-
kung erst später sichtbar wird. Bei-
spiele sind Verabredungen oder an-
dere Planungen. Wohl jeder hat in 
diesem Zusammenhang schon leid-
volle Errahrungen gemacht. Das Pro-
blem hat vor allem zwei Ursachen : 
- Wir drucken uns ungenau (und da-
mit. strenggenommen. ralsch) aus. 
- Wir sind nicht in der Lage, kompli-
zierte Vorgänge vollständig zu 
überblicken, 
10 
Daher verabreden wir uns etwa mit 
einer mißverständlichen Zeitangabe 
oder an einem Ort, der gerade zu die-
sem Zeitpunkt unzugänglich ist. 
Programme sind äußerst komplizierte 
Mechanismen; daher haben wir beim 
Programmieren mehr als bei den mei-
sten anderen Tätigkeiten Gelegenheit, 
Fehler zu begehen, Da die Ausruh-
rung des Programms in der Regel 
nicht direkt beobachtet wird, erken· 
nen wir Fehler - wenn überhaupt -
nur an unerwartetem Verhalten des 
Programms. Dieses Risiko dürren wir 
in vielen Fällen nicht eingehen. Wir 
müssen daher einen aur den ersten 
Blick unverständlich großen Auf-
wand treiben. um Fehler zu "ermei-
den. Da wir dies - wenigstens bis 
heute - nicht zuverlässig können, ist 
es außerdem nötig, Fehler zu erken-
nen und so rasch wie möglich zu be-
seitigen. 
Untersuchungen verschiedener Auto-
ren (BoEHM, BASIU und PERRlCONE) 
zeigen, daß die durchschnittlichen 
Kosten eines Fehlers (rur Ausfall. 
Fehlersuche. Beseitigung) exponen-
tiell wachsen mit der Dauer, die der 
Fehler während der Entwicklung im 
System war, denn die Folgen breiten 
sich ja aus. 
Diese Feststellungen können in eini-
gen plakativen Sätzen zusammenge· 
faßt werden : 
I, Wir lind zu dumm. um korrekt zu 
programmieren, 
2. Das fehlerhafte Programm ist kein 
Sonderfall. sondern der Normalfall. 
3. Fehler sind extrem teuer, daher lohnt 
sich fast jeder Auf",,·and. um sie zu 
"ermeiden oder zu erkennen, 
Ein FORTRAN-Beispiel 
Auf das konkrete Thema I(Program-
miersprachen» bezogen bedeutet dies. 
daß wir die Möglichkeit. Fehler zu 
vermeiden oder zu erkennen, sehr 
hoch bewerten müssen. Ein bekanntes 
Beispiel illustriert diese Aussage: 
Der erste Venus-Aug der NASA 
scheiterte, weil in einer Zeile eines 
großen FORTRAN-Programms statt 
Komma ein Punkt getippt worden 
war: 
also «00 9 I - 1.3» (ralsch) 
stall «DO 9 1 - 1,3» (richtig). 
Da Blanks (L«rzeichen) bei FORTRAN 
ohne Bedeutung sind und vor der 
Übersetzung beseitigt werden, heißt 
die ralsche Version «0091 - 1.3)); 
dies ist eine Wertzuweisung an die 
REAL-Variable 0091. Das Pro-
gramm hat also eine völlig unbeab-
sichtigte, aber nicht ohne weiteres er-
kennbare Wirkung. 
Ein einraches und wirksames Verfah-
ren, solche Fehler zu verhindern, be-
steht darin, vom Programmierer die 
Deklaration aller Namen zu verlan-
gen, die er verwenden will. Im Falle 
oben bedeutet dies, daß das Pro-
gramm entweder eine Deklaration der 
Variable 0091 enthält oder fehler-
haft ist (was zutrim). Im letzteren Fall 
bekommt ' der Programmierer eine 
Fehlermeldung des Compilers und 
findet den Fehler mühelos. Der 
Zwang zur Deklaration (das heißt 
Ven.icht auf die zunächst bequemc 
automatische Einführung) schafft alSo 
einen Schutz gegen triviale, aber 
schwer erkennbare Fehler. 
Daher sollte jede Programmierspra. 
che unbedingt die vollständige Dekla. 
ration erzwingen. FORTRAN-Program: 
mierer sollten beachten. daß sie mit 
FORTRAN·71 diesen Effekt annähernd 
erzielen können durch die Angabe 
IMPLlCIT NONE, das heißt durcb 
das Ausschalten der voreingestelltcQ 
Typzuordnung. 
Ein PLlI-Belsplel 
Bei PU I handelt es sich um eine Mi· 
schung der Konzepte aus FORTRAN, 
COBOL und ALGOL 60, die von IBM 
seit 1964 entwickelt und lantiM 
wurde, Diese wegen ihrer Mächtigkeit 
bei vielen Programmierern beliebk 
Sprache ist bekannt rur ihre Falln, 
also Hindernisse. denen wir zum Op-
rer rallen. ohne sie vorher zu erktn· 
nen. Der nachfolgende ProgrammaU$-
schnitt zeigt ein Beispiel. 
Seien A und B quadratische Matrizen 
der Ordnung 2 mit folgenden Werten: 
A-C :) 8- C :) 
Gesucht ist das Ergebnis, das der fol· 
gende Befehl liefert: 
A - (A + 8)"2-A(I,I) 
Der PUl-laie wird sich zumindest 
über die Subtraktion wundem, vicl· 
leicht weiß er, daß sie rur alle Ele-
mente der Matrix vorgenommen wird. 
Er wird dann wahrscheinlich wie rolli 
rechnen : Zunächst werden A und B 
als Matrizen addiert und anschlie-
ßend quadriert; nachher wird von aI· 
len Elementen des Resultats A (I,I~ 
also 2, abgezogen. 
Diese Rechnung weicht zweifach \'011 
der «(offizielleM Bedeutung des Pro-
gramms ab: Erstens erfolgt das Qua· 
drieren nicht für die Matrix insge-
samt, sondern elementweise. ZweitcnS 
hat die Subtraktion einen Nebenef· 
fekt; nachdem sie beim ersten fIt-
ment der Matrix ausgeruhrt ist, hat A 
(1,1) einen neuen Wert (nimlich 7). 
der für die drei weiteren SubtraktiO-
nen verwendet wird. 
Problematisch an einer solchCII 
Sprachdefinition ist, daß es in einelP 
größeren Projekt mit Sicherheit Leul.e 
gibt. die alle Finessen einer Spracbe 
kennen und ausnutzen, und andert. 
die die Sprache nur oberfllchlidl 
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kennen und nicht in der Lage sind, 
die Tricks der anderen zu durch-
schauen. Da die Konstruktion oben 
nicht einfach unverständlich ist. san· 
dern eine falsche Bedeutung sugge-
riert, wird ein Mitarbeiter der zweiten 
Kategorie das Programm arglos ver-
ändern in der Annahme, es verstan-
den zu haben. 
Der Wert von Tests 
Vielfach hört man die Meinung, Feh· 
ler könnlen ja einfach durch Testen 
der Programme entdeckt und dann 
beseitigt werden. Diese Vorstellung ist 
faJsch. Wenn ich in die USA reise. 
kann ich hinterher nicht behaupten. 
daß keiner meiner Bekannten je dort 
war, nur weil ich keinen getroffen 
habe. Nur die positive Aussage ist 
möglich: Treffe ich zufällig einen 
Freund, so weiß ich, daß er dort war. 
Entsprechend kann Testen nur die 
Am~'esenheit eines Fehlers zeigen. 
nicht die Abwesenheit (Dijkstra). Die 
Zahl der möglichen Ausführungen ei-
nes Programms ist mehr als astrono-
misch. In diesem Sinne ist der Ver-
&leich oben (eine bestimmte Person 
zwischen 200 Millionen Menschen 
treffen) stark verharmlosend! 
Natürlich können wir unsere Chan-
cen verbessern. indem wir uns an der 
Freiheitsstatue oder an der Golden 
Gate Bridge postieren. aber eine Ga-
rantie ist dies noch lange nicht. Im 
gleichen Sinne wählen wir beim Te-
sten Fälle aus. die besonders kritisch 
erscheinen. aber vielleicht versagt das 
Programm gerade mit einer bestimm-
ten Kombination von sehr gewöhn-
lich aussehenden Daten. Testen ist 
also eine Krucke mit äußerst be-
schränkter Tragfähigkeit. 
ItAber die Hardwareleute, die können 
doch auch vollständig testen h. Auch 
diese Annahme ist falsch. wie eine 
simple Rechnung zeigt. Nehmen wir 
an. ein Addierwerk für 32 Bits soll ge-
testet werden. Offenbar gibt es für je-
den der beiden Summanden 2)2 ver-
schiedene Werte, insgesamt also 264 
mögliche Additionen. Bei einem sehr 
schnellen Testsystem (100 Millionen 
Tests pro Sekunde. also einer in 
10 ns) dauert der vollständige Test 
etwa 6000 Jahre (I). Daß die Hard-
wafe in der Regel sinnvoll arbeitet. 
liegt also nicht am Testen, sondern an 
der (zum Teil durch den Werkstoff er-
Zwungenen) Disziplin der Elektroni-
ker. Unser Werkstoff. die Program-
mie~prache. sollte ähnliche Eigen-
Khanen haben . 
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In der Regel impliziert die Definition 
die Deklaration. Ausnahmen gelten 
dort. wo ein Name schon vor der Defi-
nition verwendet wird. In diesem Fall 
müssen auch die Namen von Objekten. 
die später definiert werden. vorher de-
klariert sein. Dieser fall tritt beispiels-
weise auf. wenn sich zwei Prozeduren 
gegenseitig aufrufen. 
Rekursion 
Nachfolgend soll auf den Begriff der 
Rekursion als fundamentales Prinzip 
der Informatik näher eingegangen wer-
den . 
Die einfachste Definition der Rekursion 
sieht so aus: 
Rekursion: siehe Rekursion 
Rekursion ist das Grundprinzip des le-
bens schlechthin. Jede Vermehrung von 
Pflanzen oder Tieren findet in der Na-
tur rekursiv statt. indem die Nachkom-
men selbst Nachkommen haben. Man 
beachte den Unterschied zwischen Re-
kursion und Iteration : Bei der Iteration 
erzeugt ein einziger Mechanismus viele 
gleiche Objekte (zum Beispiel : eine Ma-
schine erzeugt immer wieder den glei-
chen Kamm). 
In der Informatik ist die Rekursion 
schon durch RUTISHAUSER 1952 theore-
tisch eingeführt worden. aber erst mit 
der Sprache ALGOL 60 wurde sie prak-
tisch angewendet. Anders als in FOR· 
TRAN ist es in ALGOL 60 (und danach in 
allen Sprachen der ALGOL-Familie) er-
laubt. daß sich eine Prozedur selbst auf-
ruft. Dies kann direkt oder über den 
Umweg weiterer zwischengeschalteter 
Prozeduraufrufe geschehen. 
Wir wollen nun eines der klassischen 
Beispiele für eine rekursive Prozedur 
betrachten. die lösung der Aufgabe, die 
den ((Türmen von Hanob) zugrunde 
liegt. Gegeben ist ein Turm von Schei-
ben, deren Größe von oben nach unten 
zunimmt. 
Die Aufgabe besteht nun darin. diesen 
Turm abzutragen und an anderer Stelle 
aufzubauen, wobei folgende Einschrän-
kungen gehen sollen : 
- Es darf jeweils nur ei ne einzige 
Scheibe bewegt werden . 
- Es dürfen nie mehr als drei Türme 
bestehen. 
- Alle Türme müssen zu jeder Zeit. wie 
oben gezeichnet. geordnet sein. 
Das folgende Bild zeigt eine Moment-
aufnahme aus dem Vorgang: 
Informatik 
Offenbar muß nun zunächst die Spitze 
(der Turm rechts) auf den mittleren 
Turm gebracht werden. dann kommt 
die große Scheibe nach rechts. und der 
Turm in der Mitte wird mit sieben wei-
teren Bewegungen auf die große 
Scheibe gebracht. 
Mit rekursiven Prozeduren können die 
notwendigen Bewegungen nun sehr ele-
gant beschrieben werden. Hier ist das 
vollständige PASCAL-Programm dafü r: 
--' '-' . 
..... ... --" . 
",. ... - ..... --. 
. .............. ..... IW4J . 
- .......... _. ".-........ ........ ........ , ..... ). 
..... -... - ) ,, _  
- _. 
-........ - . '.""" .............. , . 
....... ,. __ .. _ .... - ' .. , ..... . -' .. "'''' '' 
-...... '_ .' ............... ...... ,. .. . 
.. ,-... -,. 
_ .. ,-.. , 
-...- ,_ ....... -..... ), 
-, .... ). 
. 
Dieses Programm soll nun erläutert 
werden. 
Die Gesamthöhe des Turms ist hier als 
Konstante definiert. Statt dessen könnte 
natürlich auch eine Variable deklari ert 
werden. die vom Benutzer des Pro-
gramms besetzt wird (dann muß im Pro-
grammkopf neben (<output.) auch (dn-
PUl)) angegeben werden). Man beachte. 
daß im Programm oben keine einzige 
Variable vorkommt. 
Die «resthoehe). und die (plaetze •• wer-
den als Typen definiert. Die «(rest-
hoche» soll ein Wert zwischen 0 und 
der Gesamthöhe sein; dadurch. daß da-
für nicht einfach Integer-Werte verwen-
det werden. können fehler zur Überset-
zungs- oder zur Laufzeit des Programms 
eventuell entdeckt werden. Die Plätze 
werden mit drei Phantasienamen be-
zeichnet. Es handelt sich also um einen 
Aufzählungstyp. 
Das Hauptprogramm besteht nur aus ei-
ner (der vorletzten) Zeile: Es verlangt, 
daß ein Turm der angegebenen Höhe 
von Platz ALPHA nach Platz OMEGA 
gebracht wird. Dabei kann der Platz 
DELTA zu Hilfe genommen werden. 
Die dazu aufgerufene Prozedur ist nicht 
viel komplizierter: Verlangt man von 
ihr den Transport eines Turms der 
Höhe Null . also eines nicht vorhande-
nen Turms. so tut sie natürlich gar 
nichts. Andernfalls transportiert sie den 
oberen Teil auf den Hilfsplatz. die un-
terste Scheibe auf den Zielplatz und 
schließlich den oberen Teil vom Hilfs-
platz auf den Zic1platz. Der Transport 
der einzelnen Scheibe hat im Ablauf 
weiter keine Wirkung, er wird nur 
durch die write-Anweisung in der Aus-
gabe vermerkL 
Die Abbruchbedingung (hier: Abfrage 
ob «hoehe» > 0) ist ein notwendiges 
" 
Merkmal jeder reku~iven Prozedur. 
obne sie würde die Rekursion immer 
weiter fortschreiten . und nie zum Ende 
kommen (wie es bei der biologischen 
Rekursion der Fan ist). 
Eine Ausführung des Prosramms gibt 
folgendes Ergebnis: 
........ _ .... _ ..... 
........ _ ..... _ ........ 
_ ....  ......... .... 
....... . - .... _ ... ". 
....... . - ... - ..,.. 
....... , - ... _ ... " 
....... . - ..... _ ... .. 
....... . - ..... _.-.. 
....... . - . ,,,_ .... 
....... . - ..... _ ...... 
....... . - ."-'''-
........ - .... ,,_ ..... 
....... . _-_ ... ," 
....... . - ..... _.-
....... . - ....  ........ 
Wer mit rekursiven Prozeduren nicht 
vertraut ist. kann sich den Ablauf in 
verschiedenen Ebenen aufzeichnen. 
Man muß sich klarrnachen, daß mit 
einem Prozeduraufruf die Ausführuns 
der auJruJendtn Prozedur zugunsten der 
aufgtrufenen unterbrochen wird. Dies 
gilt auch. wenn - wie im Fall der rekur-
siven Prozedur - beide statisch identisch 
sind. Dynamisch existieren sie neben-
einander. jede Inlwmal;on mit eigenen 
ParameIern und allenfalls Variablen. In 
unserem Beispiel existieren also, wenn 
die erste Zeile (<<Scheibe I von ... ») 
ausgegeben wird, folgende Inkarnatio· 
nen der Prozedur «bewegeturm»: 
- , ....... -. ..... . 
-- , ............... - , 
- , ' ...... -. .... , 
- , ................. , 
. Während die unterste die Ausgabe er· 
zeugt, warten aUe anderen auf das Ende 
der jeweils tieferen. 
Natürlich funktioniert das Programm 
genauso, wenn der Wert von «gesamt· 
hoche» größer gewählt wird. Die Aus-
gabe wird dann allerdings leicht recht 
lang: Für 20 Scheiben ergeben sich 
schon über eine Million Zeilen. ausge· 
druckt etwa ein Papierstapel von 2 m 
Höhe, denn die Zahl der Bewegungen 
steigt exponentiell nach der Formel 
(2"-1). 
Die rekursive Beschreibung eignet sich 
überall dort. wo man geschachtelte 
Strukturen bearbeitet oder die Slruktu· 
ren zumindest so auffassen kann. Bei· 
spiele sind etwa die Übersetzung von 
rekursiv definierten Sprachen (ALGOv 
Familie), die Suche in baumartig orga. 
nisierten Daten. die Programmierung 
eines automatischen Spielpartners (die 
Rekursivität liegt hier im Bestreben, die 
Planung des Gegners in die eiSene Pla-
nung einzukalkulieren). 
Es ist immer wieder verblüffend zu se· 
hen. wie einfach scheinbar höchst korn· 
plizierte Pr.,bleme werden, wenn sie 
rekursiv beschrieben sind. (Zweiner 
sind einseladen, die Türme von Hanoi 
einmal in FOATkAN zu programmieren. 
12 
Es ist mühsam, selbst dann, wenn man 
ein rekursives Programm als Vorlage 
benutzt.) 
DIIs Prinzip der Blockstruktur. 
Kelleriechnlk 
FORTRAN-Programme liegen logisch auf 
einer einheitlichen Stufe. sie bilden so· 
zusagen fonnal eine Ebene. Bei der Pro· 
grammierung isl es aber on sinnvoll. ci· 
nen Teil des Programms nur ,anz lolwl 
zu betrachten und nach außen. gegen 
andere Programmteile, nicht im Detail 
sichtbar werden zu lassen. Ursprünglich 
spielte dabei auch das Arsument eine 
Rolle. daß man auf diese Weise Spei-
cherplatz sparen kann. 
Ein Programm mit Blockstruktur kann 
man daher als System geschachtelter 
Programmteile auffassen. Nehmen wir 
etwa an. daß im Beispiel der Tünne von 
Hanoi noch zwei Erweiterungen vorge-
nommen seien, die heide einer verbes· 
serten Präsentation der Ergebnisse die· 
nen: Zu Beginn sei eine Erläuterung 
auszudrucken, und die Bewegungen der 
Scheiben sollen in einer etwas anschau-
licheren Darstellung (zum Beispiel 
durch Pfeile) gezeigt werden. Duu wird 
jeweils eine weitere Prozedur vorgese· 
hen, «inittext» und (czeigebewcgung». 
cczeigebewegung» wird nur innerhalb 
von (cbewegeturm» benötigt und kann 
daher dort eingeschachtelt sein. Die 
nackte Struktur mit jeweils einer Dekla· 
ration in jeder Prozedur sieht dann ins· 
gesamt so aus: 
__ .t_ ... t. 
-.. ..... _, 
..... t .. _ ,tt 00'._ .. 
_ ..... 
--- . ... . " " -' _.. ,_ . 
... . _ ..... 
_" ' ,,'_, "' .. '_1. 
...... '_ ' "'_-I. 
..... ,- , "'- I 
Die Schachtelungsstruktur, die durch 
die Einrückung angedeutet ist. sieht 
also so aus : 
r---- ---' ------, /r-""-J 
Namen sind grundsltzlich nur gultig 
innerhalb der Schachtelung, in der sie 
definiert oder deklariert werden; man 
nennt diesen Programmabschnitt ihren 
GÜltigluilsbernch. (ci» und c(zeigebewe-
gung)) sind also lokal zu ((hewegetunm) 
und können nur dort. nicht in <einittext» 
oder im Hauptprogramm <ehanoi». ver· 
wendet werden. 
Der von der Variablen «zeile» belegte 
Speicherplatz kann, wenn die Ausruh· 
rung von «inittext» beendet ist, von «i» 
in «bewegeturm» erneut belegt werden. 
denn der Name <ezeile» ist ohnehin 
nicht mehr verwendbar. Daraus ergibt 
sich das Prinzip des Kellersptichtrs 
(Push·down.stack oder einfach Stack). 
Jede Prozedur belest den von ihr zu-
sätzlich benötigten Speicherplatz nur so 
lange. wie sie selbst oder eine unterge-
ordnete Prozedur ausgeführt wird. Da-
nach sind alle lokalen Variablen verlo-
ren. Es ist dabei auch gestattet. in einet 
eingeschachtelten Prozedur dieselben 
Namen erneut zu belegen. Würde also 
etwa in (czeigebewegung» ebenfalls ein 
(ci» verwendet, so wäre das nicht weiter 
schlimm, nur ist das ~(h) aus ccbewege . 
turm)) nicht zugänglich (aber noch vor-
handen). solange (czeigebewegung» 
liuft. 
Dieses Kellerprinzip, das in Zusam· 
menhang mit ALOOL 60 entstanden iSI. 
hat nun neben der Speicherplatzeinspa-
rung noch Vorteile. die heute wichtiger 
sind. Insbesondere lassen sich so auch 
rekursive Prozeduren (wie die Prozedur 
(cbewegetunn») recht einfach realisie· 
ren. Bei jedem rekursiven Aufruf wird 
eine neue Schicht im Keller angelegt. in 
der «i» und alle anderen lokalen Varia· 
bien erneul einen Speic:herplatz erhal· 
ten. Ist also (cbewegeturm» vierfach re· 
kursiv aufgerufen, so existieren vier In· 
karnationen der Prozedur als Schichten 
im Keller. Der Keller wird auch für die 
Parameteriibergabe und die Speiche· 
rung von Zwischenergebnissen benutzt. 
Seit den sechziger Jahren werden auch 
Maschinen gebaut. die spezielle Hard· 
ware rur die Organisation des Kellers 
besiuen. 
Schrittweise Vertelnerull!l 
Schon DfSCA,ATES hat beschrieben. wie 
man ein komplexes Problem lösen 
könne : Man zerlegt es in Teile und 
zerlegt diese weiter, bis die Teile klein 
genug sind, um einfach lösbar zu sein. 
Dieses rekursive Prinzip läßt sich auf 
die Programmierung übertragen (101. 
Man spricht hier von schrittweiser Ver· 
feinerung «((stepwise refinemenl))). Am 
Beispiel eines Programms, das Texte für 
den Druck aufbereitet, soll das Verfah· 
ren erlautert werden: 
Die - zunächst noch unklare - Pro-
blemlösung wird als Programm konzi· 
piert und niedergeschrieben, also etwa 
-
Nun werden die Hauptaufgaben festge· 
legt: Zunächst muß der Text aus irgend-
einer Quelle geholt werden. dann wird 
er aufbereitet und schließlich ausgese· 
ben. Der noch leere Rumpf des Pro· 
gramms wird also gefüllt mit den drei 
Prozeduraufrufen 
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.. , .............. . 
"'"" ... " ........ , ......... ,. 
"" __ U''''''''''. 
tuohteXh) und «fertigtext» sind hier Pa-
rameter, denn diese Information wird 
jeweils weitergegeben. kann also nicht 
lokal innerhalb der drei Prozeduren be-
handelt werden. Bevor weiter verfeinert 
wird. muß also die Struktur dieser Va-
riablen durch eine Deklaration festge-
legt werden. Wir gehen hier davon aus. 
daß es sich syntaktisch einfach um Text-
dateien handelt. Im Realfall muß natür-
lich jetzt auch die logische Struktur fest-
gelegt werden. wir lassen das hier weg. 
Nach demselben Schema wird die Ver-
feinerung nun fortgesetzt : 
_ .. ~".-r .... _ ..... ,_. _" 
... _ ............. .  .
.. "" .. -._,.. .. .. 
-
_100,- _., 
_ '''' '_ .-'h 
- ,-. .. _' ..... ' -
Schließlich könnte die Prozedur «ab-
satzholen» so aussehen: 
---, .............. __ .. 
-
_ ... ,_ ... . 
_ .. _,-, ........ . _ , ..... "". 
......... , ........ -_ .. ,. 
-. 
Man sieht, daa das Problem auf jeder 
Stufe teilweise durch die Operationen 
der virtuellen Maschine (zum Beispiel 
rewrite-Statement). teilweise durch un-
tergeordnete Prozeduren. die noch zu 
realisieren bleiben. gelöst wird. 
Offenbar dient hier die Unterpro-
,rammtechnik nicht mehr primär zur 
SpeicherplaUeinsparung. also zur Un-
terstützung der Maschine, sondern zur 
Venninderung der Komplexität, also 
zur Unterstützung des Programmierers. 
Im Zusammenhang mit dem Begriff der 
virtuellen Maschinen ist bekannt, daß 
sich mit der Realisierung einer virtuel-
len Maschine durch eine andere Schich-
ten bilden. Ähnliches geschieht hier. 
Auf der obersten Ebene liegt nur die Be-
zeichnung des zu lösenden Problems. In 
den folgenden Schichten wird diese Be-
zeichnung immer stärker aufgefUlit mit 
den Details der Lösung durch die Ope-
rationen der virtuellen Maschine. Daher 
spricht man auch von einem Top-Down-
Verfahrm Den Gegensatz (Bollom-Up) 
bildet ein Vorgehen. das mit den Opera-
tionen der virtuellen Maschine beginnt 
Und diese zu immer komplexeren Ope-
rationen kombiniert. 
Beide Verfahren sind idealisiert, in der 
Wirklichkeit können wir nur mit einer 
Kombination leben. Dabei ist es in der 
Regel besser. den Top-Down-Ansau zu 
betonen. 
Par.metertillel'gebe 
Beim Anrur einer Prozedur (einschließ-
lich von Funktionen) werden dieser in 
der Regel Parameter übergeben, und 
zwar solche, die die Werte liefern, mit 
denen die Prozedur rechnen soll. und 
auch solche. die die Ergebnisse zurück-
transportieren soll en. Das rolgende Pri-
mitivbeispiel (besser lösbar durch eine 
Funktion) zeigt beide Varianten am Bei-
spiel einer FORTRAN-Subroutine, die die 
Wurzel aus dem Absolutwert einer Zahl 
zieht. 
_ , __ n . • ) 
"'li ........ ... ... 
.. .. _"' 
-
-
X ist hier der Eingabeparameter, Y der 
Ausgabeparameter. Wird diese Proze-
dur im Programm verwendet, so sind 
Komplikationen wahrscheinlich, denn 
FORTRAN-Systeme realisieren die Para-
meterübergabe auf eine einheitliche, 
recht einfache Art «(call by referenten); 
praktisch arbeitet die Subroutine mit 
den Variablen genau wie das aufru-
fende Programm. Daher ist X. falls es 
zuvor negativ war, nach der Ausfüh-
rung von ABSSQRT verandert. Solche 
Effekte fUhren zu schwer erkennbaren 
Fehlern. (Besonders unangenehm ist 
diese Nebenwirkung, wenn im Aufruf 
eine Konstante als Parameter steht, zum 
Beispiel CALL ABSSQRT (-4.0,A). Er-
scheint dieselbe Konstante an weiteren 
SteUen des Programms, so wird dort mit 
+4.0 statt -4.0 gerechnet.) 
In PASCAL gibt es daher zwei verschie-
dene Obergabemechanismen, wobei der 
unsichere (wie oben) nur verwendet 
wird, wenn der Programmierer dies 
ausdrücklich verlangt. Der andere ist 
ein ((taU by va)uen: Das aufgerufene 
Programm erhilt nicht X, sondern eine 
Kopie davon. 
__ " _" "" ' _11, 
_. 
u ... ., 
,.. .... 
. ,-..,11" 
-, 
Diese Prozedur verändert X im aufru-
fenden Programm nicht. Allerdings 
wire praktisch eine bessere Lösung die 
mit 
" (1; ••• 
"" " _' ·11 
.... .. _." 
wobei das Problem nicht mehr auftritL 
In An" gibt der Programmierer explizit 
an, ob es sich um einen IN-, OUT- oder 
INOUT-Parameter handelt. Der sicher-
ste Mechanismus (lN-taU by value) 
wird gewahlt. wenn eine Angabe fehlt. 
KolIStJ,.t~. 
Enthält ein Programm eine Zahl, so 
kann der Leser nicht ohne weiteres fest-
stellen, welche Bedeutung diese Zahl 
Informatik 
hat. Dies erschwert das Verständnis und 
bildet bei Programmänderungen ein zu-
sätzliches Risiko. Nehmen wir etwa an, 
ein FORTRAN-Programm arbeite mit den 
Arbeitszeiten von fünf Mitarbeitern, in-
dem es sie in einer Tabelle ablegt, für je-
den Arbeitstag eine Spalte. also in Fonn 
einer 5 x 5-Matrix. Die Initialisierung 
dieser Matrix sieht so aus: 
.,cos,oom" "." 
.... , .... 
.. " ..... 
.. an CI." '" 
Wird nun ein weiterer Mitarbeiter ein-
gestellt. so muß eine Zahl geändert wer-
den: wenn der Programmierer das Pro-
gramm nicht gut kennt, sieht es sehr 
wahrscheinlich hinterher so aus: 
-, ..... , ... ,
.... . I.' 
......... 
.. a n u." ••.• 
Die Zahl «5,) läßt nicht erkennen, ob 
sie die Zahl der Mitarbeiter oder die der 
Arbeitstage bezeichnet. Daher ist die 
Verwendung von Zahlen im Programm 
stets eine Quelle von Mißverständnis-
sen. In PASCAL gibt es die Möglichkeit, 
Konstanten zu definieren und diese im 
Programm zu verwenden. Oas Beispiel 
oben sieht damit wie folgt aus: 
Im Programmkopf: 
- .... , .. _ .. . 
....... , ..... . 
... .... .... U.'-"_. , ......... , ... , .. _'I 
' . I ·M . ... ' 
Im Programmrumpf: 
_ .. ,,. ....... _. 
- ) .  , .. ....... _ . 
.... h. " , . 1.1, 
Die Vorteile sind offensichtlich: Das 
Programm braucht nur an einer einzi-
gen, leicht erkennbaren Stelle geändert 
zu werden und wird nicht durch Miß-
verständnisse gefährdet Da die symbo-
lischen Konstanten schon vom Compi-
ler durch ihre Werte ersetzt werden, er-
höht sich die Laufzeit des Programms 
nicht 
Primilin aDd komplexe Typea 
PASCAL kennt zunächst die Typen inte-
ger. real. boolean (mit den Werten true 
und false) und clJar (mit allen Zeichen 
des Zeichensatzes als Werten, zum Bei-
spiel ,X. oder q). 
In den älteren Programmiersprachen 
gibt es meist nur eine kleinere Menge 
vordefinierter Typen, mit denen der 
Programmierer auskommen muß. Aus 
diesen primitit'en Typen können auch 
Felder und (in CoBOL) komplexe Struk-
turen aufgebaut werden. Es ist nun 
praktisch, wenn man nicht nur einzelne 
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Variablen einer solchen kom plexen 
Struktur vereinbaren kann, sondern ge-
nerell einen neuen Typ, der dann - wie 
die Konstanten oben - den Verwen· 
dungslweck erkennen läßt und ruf meh· 
rere Variablen und Prozedurparameter 
verwendet werden kann. In PASCAL be-
steht, lusammen mit dem erweiterten 
Bestand primitiver Typen und Kon-
strukten zum Aufbau komplexer Typen, 
diese Möglichkeit. Dadurch wird das 
Programm wesentlich übersichtlicher 
und unempfindlicher gegen Änderun-
gen. 
Au(zihluDgstypen und Mengen 
In der Realität. die durch ein Programm 
beschrieben werden soll. haben wir es 
ort mit Mengen zu tun, deren Elemente 
durch unterschiedliche Bezeichnungen 
unterschieden und eventuell geordnet 
sind (das heißt. es gibt eine 'Vorgegebene 
Reihenfolge). aber keine Rechengrößen 
darstellen. Beispiele sind die Farben 
Rot. Gelb. Grün einer Lichtsignalan· 
lage. die Teilnehmer eines Schachspiels 
(Weiß. Schwarz) oder einer Bridge·Par· 
tie (Nord, Ost, Süd, West). Für solche 
Objekte gibt es in PASCAL die sogenann· 
ten Aujzählungsl)'pen: 
TYPE spieler-(Nord, Ost, Süd, West) . 
Bei den Türmen von Hanoi waren die 
drei Plätze als ein solcher Aufzahlungs· 
typ deklariert worden. Bietet die Pro· 
grammiersprache diese Möglichkeit 
nicht, so kann man natürlich auf Zahlen 
ausweichen. zum Beispiel mit der Kon· 
vention ALPHA - -I, DELTA - 0, 
OMEGA _ I. Dies führt aber leicht zu 
Fehlern, ein anderer beteiligter Pro· 
grammierer könnte beispielsweise irr· 
tümlich gerade die umgekehrte Codie· 
rung benutzen oder die Zahlen 1,2, 3. 
Vielfach kommen auch für Zahlen oder 
andere Symbole nur ganz bestimmte 
Werte in Frage, so etwa rur die Variable 
«hoehe}) in ((Hanoh). Durch die Mög· 
lichkeit, den Typ einzuschränken, erhal· 
ten übersetzer und Laufzeitsystem die 
Möglichkeit. gewisse Fehler automa· 
tisch zu erkennen. 
Aus Objekten eines Aufzahlungstyps 
können Mengen gebildet werden, auf 
die die üblichen Mengenoperationen 
(Vereinigung, Schnitt, Differenz) defi· 
niert sind. Auch dies verbessert die Les· 
barkeit eines Programms erheblich. Ein 
Zeichen soll zum Beispiel darauf gete· 
stet werden , ob es sich um eine Ziffer 
handelt: 
IF zeichen IN ('0' . . '9'] THEN ... 
Die eckige Klammer definiert eine (in 
diesem Beispiel konstante) Menge. Ent· 
sprechend können auch Mengenvaria· 
bien vereinbart und verwendet werden. 
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Komplexe Datentypen 
In PASCAL gibt es vier Möglichkeiten , 
aus Daten komplexere Gebilde aufzu· 
bauen: 
_ Felder (Arrays) ähnlich wie in FOR· 
TRAN, aber mit beliebigen Aufzäh· 
lungstypen zur Indizierung. also etwa 
auch ~(ARRAY (spieler] OF integep) 
- Verbunde (Records) ähnlich wie in 
COBOL, aber mit wesentlich größeren 
Kombinationsmöglichkeiten und mit 
Variantenfeldern 
- Dateien (Files), die den Feldern ähn· 
lieh sind. da aus einem einzigen 
Grundtyp eine Reihe von Objekten 
entsleht. Files werden aber anders 
verwaltet, so daß einerseits die Indi· 
zierung entfällt, anderseits beliebig 
'Viele Elemente möglich sind. Dateien 
dienen vor allem zur Ein· und Aus· 
gabe von Daten (permanente Files), 
aber auch zur vorübergehenden Spei· 
cherung während des Programmlaufs 
(temporäre Files) 
- logische GefleChte, die durch die Ver· 
wendung von Zeigern entstehen 
Felder und Verbunde können auch in 
jeder beliebigen Form geschachtelt wer· 
den. Man erkennt hier einen wesentli· 
chen Vorteil des rekursi ven Ansatzes ; 
Einschränkungen, wie es sie in FORTRAN 
gibt (beispielsweise auf maximal drei 
Indizes). würden die Implementierung 
eines PAScAL·Compilers nicht erleich· 
terno sondern erschweren. 
Auf die Felder, Verbunde und Dateien 
soll hier nicht weiter eingegangen wer· 
den, es folgen nur ein paar Beispiele. 
.... _,,'_ 11 ... ) __ .. , .. ,,_ ... ..-, 
-'-' .. . , .... , ,-_ .......... , 
_ " •• U , 
-, ...... . , 
-_.- - -." 1---1 ' . .. , ....... -
---... . _-, .. _. 
-
... _ .. ,-
:",,:!!,::.,;::~' 1::::.::::..= ".: 
blgrrtypen 
Bei komplizierten logischen Strukturen 
trin oft das Problem auf, daß Objekte 
untereinander 'Verknüpft sind. Nehmen 
wir etwa an, daß wir die verwandt· 
schafilichen Beziehungen zwischen vie· 
len Menschen speichern wollen. In ei· 
ner Kartei tun wir dies mit Verweisen 
(<<W. F. BACH, Sohn von - J. S. BACH. 
Bruder 'Von _ C. PH. E. BACH»). In ei· 
ner vom Rechner verwalteten Daten· 
struktur wäre es nun unzweckmäßig, 
diese Verweise genauso explizit zu ver· 
wenden. denn wir müßten im Falle 
oben erst wieder den betreffenden Na· 
men suchen. Statt dessen verweisen wir 
lieber direkt auf die betreffende ((Kar· 
Informatik 
teikane»). In PASCAL gibt es dafür Zej· 
gervariablen. Mit Verbunden (Records), 
in denen mindestens eine Komponente 
ein Zeiger ist, lassen sich beliebig um· 
fangreiche logische Netze aufbauen und 
bearbeiten. 
Diese Netze verändern sich während 
des Programmlaufs dynam isch, ihre 
Größe, das heißt der belegte Speicher· 
platz. läßt sich also nicht apriori festle· 
gen. Damit sprengen sie das Prinzip des 
Kellerspei chers: für sie wird (logisch) 
ein zweiter Speicher, die sogenannte 
Halde (Heap). vorgesehen. Die dort ab· 
gelegten Daten kÖnnen aus Konsistenz· 
grunden nur über Zeiger erreicht wer· 
den; für ihre Schöpfung und Beseiti· 
gung gibt es zwei spezielle Operationen 
((ßCW» und ~(d i spose)). Die Verwaltung 
der Halde, auf die hier nicht näher ein· 
gegangen werden kann, ist komplizier· 
ter als die eines Kellerspeichers. 
Als Beispiel für Zeigervariablen ist hier 
ein einfaches Programm angegeben, das 
eine Liste von Namen (jeweils ein Buch· 
stabe) ei nliest und diese als eine Zeiger· 
kette speichert, bis ein Leerzeichen 
kommt. Interaktiv werden dann aus der 
Kette die Elemente einzeln wieder ent· 
femt, bis sie leer is t. Man beachte', daß 
mit dem Entfernen in keinem Fall ein 
Umspeichem verbunden ist, es wird nur 
der Anfangszeiger oder der des Vorgän· 
gers um&~!t~nJt, zum Beispiel so: 
.·orh~r: 
erster -A _8 _c -0 _NIL 
"Qchh~r: 
ersl~r _ A _ 8 0 _ NIL 
Zum Verständnis des Programms vor· 
weg einige kleine Beispiele, die den Ge· 
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brauch des senkrechten preils in PASCAL 
zeigen: 
.. . _. . . -.. ............. , ... -." .."., ...... . 
....- .... _ .............. .. , .. ... _-, 
, ._ ............. . ... _ _ . 1 ... . .. 
"- ' 0' ... , 
o ." 
1 .. 0" ... , ... _ .......... _ .. " " .. 
"_", .. '''_, ............. , ....... ... 
Und hier ist das Programm ( Ketten: 
.... '... . .. _. ,_ ........ - .... "'_'" 
_ _- . -., 
_ ..... - ..... 
-, 
....... - .... , , ., .... - ...... , ...... " , I 
, ... --............ --_ ............. _ ............ _._ ....... _ ........... , 
--", 
... ....... , .... 
.-._ .. -..... , 
, ......... __ ..... , 
_ .. '-".. ....... ...... ," ...... ,-- , ..... "_ ._,, , ... - ... _ .. " ... _ .. __ .-, 
." ..... , .... _ '1._.' .. '-'. 
" ... - .,- ........ " ..... -" .... 
-
_ ..... ". 
_. 
_.......... ._ .. _.- ..... _" ... 
....... ' - ,. ,,_. 1 __ • __ I .. 
- " .. - 1. 
- 1- '" 
.. ,_ ...... ,,, " " ... ", .. _ 1 
....... ......... • , .. ...-·,.u. , .... _ ..... __ , ... . 
.. ,_ , ........ _''''''' '. I ' ' '_ 0 ....... .. ",. "_,, I 
........... - -"" ... , .. , ... -, .... , --,_ .. ,. 
,-_ ....... __ .•. _ ............................. _ .... _ ................ , 
... --U M " ... , 
-........ ..... , ....... , '" 
" ....... on 
-.. ' .. "'I· ...... '.,,, .... ·, ~ _ _ li .. , __ • 
-, 
.. , .. , .. ' ...... , .... _ " 
,_ ... _ ........ , 
_. 
.. _, ... " ....... , .... -,,' .... 
_ ..... " .. 
",,,,,,, ... , , .. ,_ ........ _. -, 
-, .. -.. " 
,_ .......................................................................... , 
-'-. ,-_ .. _ .. _"-. ........ ' 
.. - ,-, 
-- '.--- " ... 
-
, ...................... _-, 
"._-,'" 
=::-:::'::':::"=- I :-:-r-"~l' _ , ... H .... "- , 
_ , __ .. _, ..... " .. " • 1- ' "" 
-- , .. _.... .-_ ... -. 
_... .. ..... -"'" -. 
11 ._ ... · _ , _, 1 . ..... ' .. _"' ..... _ , 
... ,-. .......... _ _ . _ .... _u 
"_'" ....... , .... .. " •• , .... 11_ ... , .. "., 
... ....... .._ ......... , .. . 
.... __ ...... ,.' ... . _ .... ..w., ... , 
<'''- _"" .1 __ '",_ , _ 
~ ....... ,._ .. _ ...... _ .. _ ..... -... .. __ ... 
. , ... _,. 
,-_ .............. _ .. _-_ .. _ ..__ . __ .... __ ._-_._, 
""" , ..... , 
- ", _ ..... , 
....... _ .. . n. , ................. , ...,. 
--, ........... -, 
.. , ..... , 
Eine Ausführung dieses Programms 
tann beispielsweise so aussehen: 
~- . ~- . 
-- . 
, 
''' -......... , .... . 
..... ' ...... . 
..- .... . 
.. - ... 
-'--'-" 
..,_._. 
-.... ..... ,._ ..... _ ... , .. -
..... . , . 
................ ... , 
PASCAL ist heute eine der beliebtesten 
Programmiersprachen der Welt. Die 
Kombination aus Mächtigkeit der Spra-
che und Einfachheit des Erlemens ist 
\110M einzig. 
Dementsprechend ist PASCAL, der Nach· 
komme von ALGOL 60, selbst zum Aus-
gangspunkt neuer Entwicklungen ge-
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worden. Hier sind vor allem COSCUR· 
RENT PASCAL, MODULA und AOA zu nen -
nen. Die Literatur zu PASCAL soll nur 
Beispiele nennen, es gibt sehr viel mehr 
Bücher zu diesem Thema (9. 11 , 12, 13. 
14, 15J. 
Strukturierte 
I'rogrammlerung 
Das Thema (cStrukturierte Programmie-
rung)) kann hier nur andeutungsweise 
behandelt werden, interessierte Leser 
seien auf die Literatur über Software 
Engineering (161 verwiesen . 
In den sechziger Jahren entstanden erst-
mals große Programmsysteme, und es 
kam bald zu Problemen. die meist zu 
starken überschreitungen der Termine 
und Kosten führten , oft sogar zum 
Scheitern graDer Projekte. Als Gründe 
wurden vor allem die Schwi erigkeiten 
ausgemacht, die sich durch die Komple-
xität der Programme ergeben. Als Ge-
genmittel wurde von DUKSTRA die struk-
turierte Programmierung kreiert. Das 
Wort ist etwas schwammig, es wurde nie 
klar definiert. Sicher gehören dazu: 
Top.down-Programmentwi cklung 
kleine, überschaubare Programmein· 
heiten, also wenige Zeilen (typisch als 
Prozeduren) 
pro Einheit nur ein einziger Ein· und 
Ausgang, also kein Einsprung mitten 
in Prozeduren oder Schleifen, keine 
alternativen Aussprünge aus Prozedu-
ren 
keine Sprunganweisungen (ccGOTO 
considered harmful )) von DIJKSTRA), 
denn diese erschweren das Verständ· 
nis des Programmablaufs (ein Pro· 
gramm mit vi elen GOTOs gleicht ei· 
ner Schale voll Spaghetti, in der man 
ja auch nicht leicht den Verlauf einer 
bestimmten Nudel verfolgen kann) 
- keine Trickprogrammierung 
1m weiteren Sinne gehören auch die 
sinnvolle Verwendung der Datentypen 
und eine gute. schritthaltend erstellte 
Dokumentation dazu. 
Die wichtigsten Voraussetzungen für 
die Anwendung dieser Regeln si nd 
die Schulung des Programmierers 
und 
die Bereitstellung von geeigneten Pro· 
grammiersprachen 
PASCAL bedeutet in diesem Sinne einen 
Meilenstein . Man beachte. daß bei allen 
Beispielen sehr kleine Einheiten ent· 
standen waren, in denen nirgends eine 
Sprunganweisung vorkommt. Es wurde 
stets das Problem so programmiert. wie 
es ist. ohne daß für den Compiler ir-
gendwelche Verrenkungen nötig waren. 
Darin liegt der erzieherische Einnuß 
Informatik 
der Programmier5prache: Der Program-
mierer soll sich auf das Problem konzen-
trieren, nicht auf ei nen problemfremden 
Lösungsmechanismus . 
Natürlich ist es auch mit andem Spra-
chen möglich, den Prinzipien der struk-
turierten Programmierung treu zu blei-
ben. Aber es ist wie mit der Moral: Wer 
im Niederdorf wohnt, muß schon ein 
Heiliger sei n, wenn er sich die Bilder 
nie ansieht. 1118 
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