, [7] , Tp{W) = ^ if and only if the points ^ satisfy
Consequently a sequence satisfying (1.2) is called an interpolating sequence. In [9] it was proved that {zj is an interpolating sequence if and only if T^(L°°) = Z°°, and this result was refined in [4] and [13] . Here we extend the work of those papers to obtain (1.2) when Tp(L^) ^ IP, 1 < p , or when T^(BMO) => I 00 . Condition (1.2) holds if and only if the following two geometric conditions both hold
2\€Q
for all squares Q=={a<;r<a+ Z(Q), 0 < y < <I(Q)} . See [10] or [9] for a proof of this well-known equivalence. Because of generalizations mentioned below we state our two theorems in terms of (S) and (C) . The other theorem draws the same conclusion from a weaker hypothesis, which is a version of (1.2) for harmonic functions from LP or BMO . Conditions (S) and (C) have analogues in the upper half space R^1, [4] , and the two theorems stated here are true in R^1 even when P^ is replaced by by bounded harmonic functions on R^1, and we do not claim that the corollary to Theorem 1 generalizes to R" or C". To keep things simple we only prove the theorems for Poisson kernels on R 1 . The methods here are all real analysis; the principle tool is the lemma from § 4 of [4] .
In Section 2 we obtain the inequality needed to prove Theorem 1, we show that Theorem 1 is a corollary of Theorem 2, and we verify condition (S). We also include a proof, due to Varopoulos, of Theorem 1 for p > 2 .
Theorem 2 is proved in Section 3. In Section 4 we show by example that (C) can fail when Ti(L 1 ) == l^ or when The letters c and C stand for universal undetermined constants, the same letter denoting several constants.
2. In Theorem 1 it is not assumed that Tp is a bounded operator from L^ to ^p, or even that Tp^) c: IF (which is the same by the closed graph theorem). Indeed, if Tp were bounded then condition (C) would follow by the theorem on Carleson measures ( [7] p. 193). Then, as noted in [9] , Tp(L^)==ŵ ould trivially imply (S) and (C). However, there is an adequate substitute for boundedness. Proof. -For 1 ^ p < oo , the set E^=l? n Tp({/*: ||/'||p < N})
is closed in l p . With (1.3) category shows that some EN has interior in !?, so that some EN then contains the unit ball of IP.
For p = oo , we use the fact that BMO is the dual of the real Banach space Re H 1 [8] , although a more elementary argument can be given in a few more words. Since 
ii| (( -x^d t
Hence (S^)^2 < Cjll^2 and (C) holds. This reasoning does not apply to the case p ^ 2 nor to the situation in Theorem 2.
3. In proving Theorem 2 we can now assume the points satisfy (S)
We prove (C) by contradiction. The idea is that if (C) fails with a large constant B then there are relations among the kernels P^ which are inconsistent with (1.5) or (1.6). Our main tool is this lemma from [4] . 
Q. KO), v
Except for (3.5) the lemma is proved in Section 4 (and Section 2) of [4] , and (3.5) is implicit in that proof because the functions constructed there are non-negative. We refer to [4] for the details. Suppose 1 < p < oo , let s > 0 be determined later, and assume (3.1) holds. Write G == P^ -SX^P^ , where the Ay. are given by Lemma 3.1. We conclude that (C) holds with constant B -? a).
(4 /
Now suppose p == oo . Again if (C) fails we have a point z, and weights X^ such that (3.2), (3.3) and (3.4) hold for some e > 0 to be determined. By (1.6) there is jfeBMO such that ||/1| BMO ^ M = 1/8 , and
If f(z) were bounded, say \\f\\^ ^ M , (3.6) and (3.4) would be in contradiction as soon as Ms > 1 . As we only have B/II BMO ^ M , more properties of the weights X« must be used. From Section 4 of [4] it also follows that Xy == 0 except when y^ < y^ and \x^ -x^\ < cy^/e 2 . Let By (3.6) and the John-Nirenberg Theorem,
Hence by Holder's inequalitŷ IV.M-ll < ^, where %s is the characteristic function of S . Then I^/U^I < 1 and i/^/^zo) -^1 (e ^ 0).
