Abstract-As the original information of production process, industrial production data is the important basis and foundation of process modelling and optimization. However, the data acquisition operation, the restriction of instrument operation environment and malfunction often lead to data missing. Under this condition, the research on missing data imputation in the leaching process is vital and significant. In this paper, the leaching process mechanism model is presented firstly. Missing data characteristics, the basic principle of imputation methods are introduced in detail next. Based on the analysis of data deficiency and its features during the acid intermittent leaching of cobalt compound ore, this article will launch the research on the deficiency of crucial values, such as sulphur dioxide flow, PH value of leaching agent, leaching rate, and apply various data packing methods into leaching process modelling. According to the simulation results, this paper evaluates the application performance of different imputation and modelling methods in accuracy and concludes the method with which could pack the missing data effectively under different data missing condition.
I. INTRODUCTION
As a step of metal extracting, hydrometallurgical leaching process directly affects the metal recovery rate [1] . The production date of leaching process is particularly important to construct a yield-predicted model based on data [2] [3] [4] . However, leaching process is implemented in harsh environment with strong acid, high temperature and so on [5] . A few important process variables such as sulphur dioxide flow and PH value may be missing or abnormal due to equipment or human reasons. When the sample size is limited, deletion of abnormal data will lead to waste of system resource. In order to adapt to low quality and absence of data, the study on data imputation method based on the information of observed data have important theoretical significance.
As so far, several approaches for the imputation of missing data have been proposed. Rubin et al [6] proposed the Expectation Maximization (EM) algorithm which is an effective tool for missing data estimation. In order to make up for the defects of single fill methods, Rubin [7] proposed Multiple Imputation (MI) method in 1978.
In this paper, 4 data fill methods which are BP neural network (BP-NN), least squares support vector machine (LS-SVM), Gaussian mixture model based on expectation maximization (GMM-EM) and multiple imputation (MI), are applied into leaching process. Compare the performance of different methods and conclude the better method in different situation.
II. LEACHING MECHANISM AND TECHNOLOGY
Due to excellent characteristics such as low pollution and high efficiency, hydrometallurgy received extensive attention. Hydrometallurgy is a chemical metallurgy. The metal is extracted from ore through the chemical and physical reaction between ore and aqueous medium. Generally, hydrometallurgy consists of four major procedures which are pre-treatment, leaching process, solid-liquid separation and extraction process. This is shown in Figure 1 . The product of leaching process is leachate. The quality of leachate directly determines the purity and quality of the metal that is extracted in the subsequent step. Therefore, the study on leaching process is particularly important.
FIGUREⅠ. BASIC PROCEDURES OF HYDROMETALLURGY
PROCESS.
Acidic intermittent leaching of cobalt compound ore is discussed in this paper. This process proceeds in an atmospheric and heated leaching tank. There is a screw propeller keeping stirring the ore slurry in order to make the slurry uniform. During the cobalt leaching process, temperature, PH value and sulphur dioxide flow can be detected online while leaching yield is tested offline. At the very beginning, ores are milled into mineral powder and mixed with water solvent. Before the production, slurry is injected into the leaching tank. Then sulphur dioxide and sulphuric acid are pumped into the leachate. Heat and stir the leachate during the reaction in order to make more useful metal components immersed in the solution and separate the metal and gangue effectively. Until the end of leaching, the qualified leachate is discharged and sent to next step.
In this paper, the mechanism model of leaching process proposed by Hu [8] is taken as the physical device which generated the production data.
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III. DATA FILLING METHOD Generally, data filling divides into single imputation and multiple imputations. Single imputation is a method that constructs one alternative value to replace the miss data. The other way is multiple imputations which constructs m values for each missing data. Then take the mean of m values as the alternative value. Four methods referred to this paper will be introduced in detail.
A. BP Neural Network
In 1956, McClelland and Rumelhart proposed multilayer feed-forward neural network which is the basis of back propagation neural network (BP-NN) [9] . The structure of BP-NN has three or more layers including input layer, intermediate layer and output layer. When the input signal is supplied to the network, the output value is calculated through neuronal function of each layer. Then the threshold and weight of each neuronal function are modified according to the error between network output and expected output. And repeat this process until the error convergent.
B. Least Squares Support Vector Machine
Least squares support vector machine (LS-SVM) is an extension of standard support machine (SVM) which substitutes equality constraints for inequality constraints in SVM [10] . For linear problems, suppose the training set is D where 
Here,  denotes hyperplane normal vector and b denotes bias.
C. Expectation Maximization Algorithm
Expectation maximization (EM) is an iterative algorithm for solving maximum likelihood estimation problem concerned hidden variables. The main idea of this algorithm is to calculate the values of hidden variables according to the initial parameters and observed variables. Then update the initial parameters according to the complete data set that has been calculated. Repeat the two steps until convergence.
D. Gaussian Mixture Model Based on Em
As long as there are enough Gaussian components, Gaussian mixture model could fit any continuous probability density function. Therefore Gaussian mixture model can be used to fit the non-normal distribution of industrial process data. Gaussian mixture model consists of multiple Gaussian components and its probability density function is depicted as following [11] .
Here, x denotes m-dimensional input data. The mean and covariance of each Gaussian distribution are denoted by k  and k  . Here, k  denotes the weight of each Gaussian distribution and indicates the probability that x belong to the k-th Gaussian distribution. The letter k means the number of Gaussian components in Gaussian mixture model and determined by Bayesian information criterion (BIC).
After the establishment of GMM, the EM algorithm is applied to calculate the missing data.
E. Multiple Imputation
Multiple imputation (MI) is first proposed by Rubin [6] . The main idea is that m values are constructed and mean of these values is taken the value to be filled. Generally, MI contains two main steps which are depicted as following.
The first step is imputation. The current parameters are estimated to be  . After imputation, the current full data set is   are applied to the next imputation. The detail is described in Rubin's paper.
IV. SIMULATION AND ANALYSIS
In this section, data types in leaching process and missing pattern are introduced briefly. The original data set is generated by mechanism model and the corresponding values are deleted according to different missing patterns. The four method described before are applied to fill the incomplete data set. Analysis is given to each result. Then the full data set after fill is applied to construct a predicted model based on data.
A. Data Types in Leaching Process and Missing Pattern
As the introduction to leaching process before, leaching yield in the acid intermittent leaching process of cobalt compound ore is determined by five factors which are temperature, sulphur dioxide flow, sulphuric acid concentration, granularity of ore and mineral components. In practical production, each batch lasts 15 hours and the temperature can be regarded as a constant. Though sulphuric acid concentration, mineral granularity and components influence the leaching yield badly, they cannot be detected online. So the PH value of leachate which can be detected online is substituted to represent the information that the three factors denotes. The leaching yield is the main production quota and can be detected 1 hour each time offline. Therefore, the yield at one point is determined by the sulphur dioxide flow and PH value at this point and the yield at last point.
In this experiment, there are 6 leaching processes. Each leaching process lasts 15 hours totally and the variables are detected every hour. Therefore, 270 values are recorded in sum. Continuous deficiency of single variable is considered only. As the scale of data deficiency also influence the final results, the pattern is divided into three cases according to missing rate namely 10%, 20% and 30%. The detail of missing patterns and missing rate are depicted in Table 1 . 
B. Simulation Of Imputation And Analysis
The variant methods introduced before are applied to fill missing data of different patterns. The packing error is determined by root mean square error. 
(a) 10% deficient rate
When the deficient rate is 10%, the missing data of each pattern is filled by four methods. The results are depicted in Table 2 . The performance of MI is better. GMM's advantages are not reflected when the scale of missing data is small. According to results, the performance of each method to fill the deficient PH values is depicted in Figure 2 . (c) 30% deficient rate As the deficient rate become 30%, MI performs badly to fill the deficiency of single dimensional data while GMM-EM's performance is ideal for packing the deficiency of single dimensional data. The detail is depicted by Table 3 and the performance of packing missing data of Single PH is depicted by Figure 3 . 
C. Simulation of Modelling and Analysis
The complete data sets after imputation before are applied to construct predicted models for leaching process. LS-SVM and BP neural network are used as the method to construct model based on data. The results are depicted as following.
When the deficient rate is 10%, the performance of BP-NN modelling is better than LS-SVM modelling apparently. For single missing patterns, the combination of GMM-EMM packing and LS-SVM modelling is better. As the deficient rate rises up to moderate (20%), the combination of GMM-EM and LS-SVM modelling performs pretty well for single missing patterns. The detail is depicted by Table 4, Table 5 and Figure  4 .As the deficient rate rises up to severe (30%), a good result can be obtained by the combination of LS-SVM and LS-SVM modelling for single missing patterns. 
V. CONCLUSIONS
In this paper, the data imputation problem in leaching process is investigated. Totally four methods were applied to fill the values of single missing pattern. After the simulation, here are our conclusions.
For single patterns, the performance of MI is brilliant and the combination of MI and LS-SVM modelling works well if the deficient rate is low. As the deficient rate rise up to moderate, GMM-EM fills the missing data most effectively and the combination of GMM-EM and LS-SVM modelling is better than others. When the deficient rate becomes severe, GMM-EM is still the best method to fill the missing data whereas the LS-SVM modelling based on LS-SVM fill predicts the values more accurately.
