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The mathematics of the genetic code reveal that frequency recurrence leads to
nonlinear scaling in the DNA codon distribution of Homo sapiens
Bohdan B. Khomtchouk∗
University of Miami Miller School of Medicine
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The nature of the quantitative distribution of the 64 DNA codons in the human genome has been
an issue of debate for over a decade. Some groups have proposed that the quantitative distribution
of the DNA codons ordered as a rank-frequency plot follows a well-known power law called Zipf’s
law. Others have shown that the DNA codon distribution is best fitted to an exponential function.
However, the reason for such scaling behavior has not yet been addressed. In the present study,
we demonstrate that the nonlinearity of the DNA codon distribution is a direct consequence of the
frequency recurrence of the codon usage (i.e., the repetitiveness of codon usage frequencies at the
whole genome level). We discover that if frequency recurrence is absent from the human genome,
the frequency of occurrence of codons scales linearly with the codon rank. We also show that DNA
codons of both low and high frequency of occurrence in the genome are best fitted by an exponential
function and provide strong evidence to suggest that the coding region of the human genome does
not follow Zipf’s law. Information-theoretic methods and entropy calculations are applied to the
DNA codon distribution and a new approach, called the lariat method, is proposed to quantitatively
analyze the DNA codon distribution in Homo sapiens.
Keywords: Genetic code, information theory, entropy, nonlinearity, exponential scaling, power law scaling,
Zipf’s law, mathematical genetics, computational genomics
INTRODUCTION
From the days of its inception, information theory has
served to explain how communicative systems function.
The mathematician Claude E. Shannon launched the
field of information theory with his seminal 1948 paper, A
Mathematical Theory of Communication [1], which was
later published as a book The Mathematical Theory of
Communication [2]. The theory laid the groundwork for
the development of data compression and storage meth-
ods (e.g., ZIP files, JPEGs, MP3s), channel coding (e.g.,
DSL), national security measures (e.g., cryptographically
secure ciphers), and various other commercial applica-
tions (e.g., seismic oil exploration). The applications of
information theory have also expanded into various aca-
demic fields such as quantum computing, neurobiology,
linguistics, and ecology.
The application of information theory to the study
of biological phenomena dates back to the 1970s [3–5],
where it was used to obtain quantitative measures such
as redundancy and divergence of DNA sequences [6].
A resurgence of the application of information-theoretic
methods to the study of DNA sequences was prompted
by the availability of sequence data in publicly available
online databases from the late 1980s to the late 1990s and
early 2000s [7–12]. More recently, information theory has
reappeared in the genetics and genomics field in the study
of alignment-free DNA sequence analysis and compari-
son, genome entropy estimation, and the identification of
allergens in sequenced genomes [13, 14]. The resurgence
of the use of information-theoretic methods in genetics
and genomics is predicted to infuse promising results into
next-generation sequencing projects and gene mapping,
metagenomics, and communication theory-based models
of information transmission in organisms [13].
In this article, we build a communication theory-based
model of the DNA genetic code as a communicative sys-
tem, where the speaker is modeled as the 64 codons and
the receiver is modeled as the 20 amino acids and a stop
signal. In information theory terminology, the codons
are the signals and the amino acids and stop signal are
the objects. The 64 signals comprise the entirety of the
lexicon and the 21 objects are the targets to be mapped
into from this list of signals through the communicative
channel, the RNA intermediate.
BACKGROUND AND METHODS
There has been a considerable range of analytical ap-
proaches [9, 13, 15–39] performed to investigate the sta-
tistical and scale invariant features of long-range corre-
lations in DNA to gain insight into questions such as
whether or not the rank-frequency distribution of the
codons follows a power law scaling law known as Zipf’s
law [40]:
f ∝
1
rα
(1)
where f is the frequency, r is the rank, and α is a statis-
tical scaling coefficient that is classically seen to be ≈ 1
for many sources examined, such as texts [41], where a
text can be a string of DNA nucleotides.
We analyze Homo sapiens data from the Codon Us-
age Database and known amino acid residue frequencies
sampled from the primary structures of 207 unrelated
proteins of known sequence [42, 43].
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FIG. 1: Panel A: Linear regression analysis of exponential fit data shows that linear regression analysis over the entire set
(64 codons) of the lexicon of DNA codons demonstrates the superiority of exponential scaling (R2=0.9454) in fitting DNA
sequences as compared to power law scaling (R2=0.6823, Panel A: Fig. 3). Panel B: Linear regression analysis over a subset of
the lexicon size of DNA codons (r=1, . . . , 32) shows the superiority of exponential fits at data of low rank (R2=0.9074) over
power law fits to the respective data (R2=0.8707, Panel B: Fig. 3). Panel C: Linear regression analysis over a subset of the
lexicon size of DNA codons (r=33, . . . , 64) also shows the superiority of exponential fits at data of high rank (R2=0.9403) over
power law fits to the respective data (R2=0.9114, Panel C: Fig. 3).
Let p(si) be the probability of use of a specific codon si
(i=1, . . . , 64), generally for any amino acid or stop signal
rj (j=1, . . . , 21):
p(si) =
∑
j
p(si, rj) (2)
where p(si, rj) is the probability of using si for rj [44]:
p(si, rj) = p(rj)p(si|rj) (3)
That is, p(si, rj) is the probability of si mapping onto rj ,
p(rj) is the probability of use of amino acid rj in protein
sequences, and p(si|rj) is the probability of using codon
for amino acid rj .
The frequency of occurrence of a codon can be ex-
pressed in terms of a probability:
p(si) =
L(si)
L
(4)
where L(si) is the frequency of occurrence of the specific
codon si, and L is the total frequency of occurrence of
all the 64 codons in the lexicon. Therefore:
64∑
i=1
p(si) = 1 (5)
In the linear regression analysis, least squares fit-
ting is applied using a slope no-intercept model to log-
transformed data to examine the respective power law
and exponential fits to the DNA codon distribution,
where the fits are conducted with a one parameter model
using least squares.
RESULTS AND DISCUSSION
We graph p(si) versus the rank r and examine the na-
ture of both a power law fit and an exponential fit to the
data (Fig. 2).
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FIG. 2: Probability of use of a specific codon si as a function
of rank demonstrates frequency of codon usage across the en-
tire distribution spectrum of the lexicon L, comprised of the
64 DNA codons. Power law (R2=0.6859) and exponential dis-
tributions (R2=0.9489) are fitted to the data. Exponential fit:
p(si) = 0.0503e
−0.055r Power law fit: p(si) = 0.1176r
−0.811
We discover that the value of the scaling coefficient (6)
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FIG. 3: Panel A: Linear regression analysis of power law data shows that linear regression analysis over the entire set (64
codons) of the lexicon of DNA codons demonstrates the superiority of exponential scaling (R2=0.9454, Panel A: Fig. 1) in
fitting DNA sequences as compared to power law scaling (R2=0.6823). Panel B: Linear regression analysis over a subset of the
lexicon size of DNA codons (r=1, . . . , 32) shows the superiority of exponential fits at data of low rank (R2=0.9074, Panel B:
Fig. 1) over power law fits to the respective data (R2=0.8707). Panel C: Linear regression analysis over a subset of the lexicon
size of DNA codons (r=33, . . . , 64) also shows the superiority of exponential fits at data of high rank (R2=0.9403, Panel C:
Fig. 1) over power law fits to the respective data (R2=0.9114).
is α ≈ 0.8, in significant contrast to Zipf’s law where
α ≈ 1 for texts and non-technical natural languages
[41, 45], and the power law fit (R2 = 0.6859) is con-
siderably weaker than the exponential fit (R2 = 0.9489).
Therefore, these results strongly suggest that Zipf’s law
is not applicable to the coding regions of the human
genome. The findings support [38, 39, 46] that expo-
nential scaling captures the nature of the DNA codon
distribution much more accurately than power law scal-
ing, as evidenced in this analysis by the coefficient of
determination, R2. A prior study [38] also demonstrated
that the DNA codon frequency distribution as a func-
tion of rank r of Homo sapiens (Fig. 2), as well as other
eukaryotic species, is best modeled as the sum of an ex-
ponential function, a linear function, and a constant, not
Zipf’s law, i.e.:
f(r) = αe−ηr − βr + γ (6)
Where α, η, β, and γ are scaling factors that are con-
stant depending on the biological species under analysis.
Furthermore, we extend our analysis to examine high-
ranked codons and low-ranked codons with a linear re-
gression approach to determine whether an exponential
fit over the respective region of the DNA codon distri-
bution provides a better fit for DNA sequences. We find
that exponential fits (Fig. 1) provide a better representa-
tion of DNA codons of lower rank (r=1, . . . , 32) as well as
DNA codons of higher rank (r=33, . . . , 64) than do the
respective power law fits (Fig. 3), as shown by the higher
respective R2 values. Hence, we validate that exponen-
tial scaling behavior best governs the distribution of the
lexicon size of the DNA codons across both low and high
ranks. We also conclude from the coefficients of determi-
nation obtained in the linear regression analysis that the
exponential fit over the entire DNA codon distribution
is better equipped to capture the global topology of the
frequency distribution than is the power law fit (Fig. 1,
Fig. 2, Fig. 3).
Next, we visualize the lexicon as a function of rank (low
versus high) to create an intuitive handle for the num-
ber of signals (codons) of a certain rank that are present
within an entire lexicon (e.g., how many codons of a spe-
cific frequency exist in the lexicon, where the lexicon is
defined as the 64 DNA codons). This new approach we
introduce, which we call the lariat method, poses a natu-
ral improvement over existing methodologies to quantify
rank based on the frequency when one is interested at
examining the distribution of all the different frequen-
cies of the DNA codons at the whole-genome level. Most
prior studies were designed such that DNA codons of re-
current frequency are assigned different rank numbers,
where if two codons have the same frequency of occur-
rence they belong to two different ranks, one following
the other sequentially [39]. Another study investigating a
physical phenomenon in a different academic field wholly
unrelated to DNA also assigned sequential ranks to re-
current frequencies [47]. The alternative and physically
more meaningful scenario to examine a rank-frequency
distribution is to gather the codons into bins of differ-
ent recurrent frequencies and then assign rank numbers
to each bin, where one bin may contain multiple codons.
This procedure partitions the lexicon size of the 64 DNA
codons into non-overlapping subsets of signals, or codons,
of recurrent frequency:
4{L} =
⋃
r
L(r) (7)
It has been shown that power-law fits and exponen-
tial fits that connect frequency to rank as applied to the
codon distribution have been promising sources of fit to
DNA sequences [10, 39, 46]. Observations that exponen-
tial fits have consistently lower χ2 [39] than power-law fits
and, hence, provide a better fit [46] for DNA sequences
have opened interesting new questions about the nature
of rank-frequency distributions and the parameters that
govern them.
By employing the lariat method, where codons of re-
current frequency are binned into a single rank value
(Fig. 4), we discover that the recurrence of the codon
usage explains the nonlinearity of the spatial distribu-
tion of the DNA codons. If the recurrence is omitted,
as performed in this binning procedure, p(si) scales lin-
early with the rank r. We verify from the residuals plot
(Fig. 5) that the linear fit residuals are distributed ran-
domly about zero, signifying that, apart from random
uncertainty, the linear model correctly predicts the data.
On the contrary, the exponential and particularly the
power law fit residuals show systematic, non-random de-
viation of the data from the respective models. It should
be noted that the number of bins in the lariat method is
uniquely determined based upon how many unique codon
frequencies exist in the codon pool of the organism un-
der study. For example, as an extreme hypothetical case
of an organism that possesses only three codons, two of
which occur at the same frequency, the lariat method
would establish two bins: one bin (containing one codon)
for the unique codon frequency, and one bin (containing
two codons) for the other codon frequency. As such, the
lariat method can be easily extended from studies in hu-
mans to other biological organisms.
The linearity of the data becomes even more pro-
nounced if the first-ranked codon is omitted. This phe-
nomenon raises interesting questions regarding the bio-
logical utility of nonlinear scaling in the genetic code.
The data suggests that the degree of nonlinear, expo-
nential scaling observed in a DNA codon distribution is
directly determined by the degree of recurrence of the
frequency of the codon usage within the codon lexicon,
for any species, not just H. sapiens. The evolutionary
implications of this are rather interesting, considering
that a divergence away from a linear rank-frequency DNA
codon distribution allows for less frequent, or less popu-
lar, codons (i.e., high rank) in the genome to occur with
close to the same frequency as more popular codons (i.e.,
low rank). Examining the potential evolutionary pres-
sure that may have driven the genetic code to exhibit
this kind of scaling phenomena is a subject of future re-
search.
We indeed see from the original dataset (Fig. 2) that
the frequency recurrence of the codon usage causes the
shape of the codon distribution to assume a nonlin-
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FIG. 4: If the frequency recurrence of codons is omit-
ted, the frequency of occurrence of codons scales linearly
with the rank. Any nonlinear deviations from linear scal-
ing are the result of recurrent codon frequencies. Power
law (R2=0.6122), exponential (R2=0.8537), and linear fits
(R2=0.9506) are applied to this binned data. Exponential fit:
p(si) = 0.0813e
−0.161r Linear fit: p(si) = −0.0024r + 0.0462
Power law fit: p(si) = 0.1225r
−0.992
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FIG. 5: Linear fit residuals are randomly distributed about
zero showing no systematic, non-random deviation of the orig-
inal dataset (Fig. 2) from the linear fit model, in contrast to
the exponential and power law models.
ear form, where our linear regression approach has re-
vealed strong linearity in rank-frequency dependency of
the DNA codons when their frequency recurrence is con-
trolled for by the lariat method (Fig. 4). As such, a high-
ranked codon does not occur with a much lower frequency
than a low-ranked codon, as would occur if the data (the
5DNA codon rank-frequency distribution) was scaled lin-
early. Therefore, the exponential scaling seems to serve
a certain buffering capacity, the biological significance of
which is now an open question. We subsequently followed
up this result with an entropy calculation on the original
dataset (Fig. 2) to establish a quantitative measure eval-
uating the tendency of the 64 codons to roughly evenly
distribute across the genome with respect to frequency:
H(S) = −
N∑
i=1
p(si) logN (p(si)) = 0.926 (8)
In a hypothetical scenario where all the DNA codons are
evenly distributed with respect to frequency regardless
of the rank (i.e., all the codons occur with the same fre-
quency), the entropy, H(S), of such a system is unity.
A rigorous mathematical proof of this result is demon-
strated in Appendix; however, this result can also be
arrived to using Lagrange multipliers. It is a well-known
fact that the unique probability distribution having max-
imum entropy is the uniform distribution; therefore, the
Appendix serves merely to demonstrate a new proof of a
famous information-theoretic result as applied to the hu-
man genome. As the hypothetical scenario of a uniformly
distributed codon frequency is clearly not applicable to
the human genome, an entropy value of this magnitude
(≈ 1) suggests the presence of biological mechanisms that
ensure that even though certain codons are more preva-
lent than others in quantity due to frequency recurrence,
the spatial distribution of the DNA codons in the genome
behaves as if to mask this effect.
CONCLUSION
We provide new information-theoretic analyses which
strongly suggest that the coding region of the human
genome does not behave according to Zipf’s law. We
prove that if the 64 DNA codons of the human genetic
code are not equiprobable, then the entropy, H(S), of the
genetic code is less than unity. We also discover that any
deviation away from linear rank-frequency DNA codon
scaling is a consequence of the recurrence of the frequency
of the codon usage. Hence, we show that the reason for
the existence of exponential scaling in the human genome
is the repetitiveness in the frequency of usage of differ-
ent codons. We show that if frequency recurrence were
to be absent from the human genome, the frequency of
occurrence of codons would scale linearly with the codon
rank, instead of exponentially. This linear vs. exponen-
tial scaling dichotomy creates interesting open questions
regarding the potential evolutionary driving force which
has led to the rise of the preference of exponential scaling
in the DNA genetic code, as opposed to other kinds of
scaling (e.g., linear scaling or Zipfian scaling). We leave
the potential evolutionary implications of our findings as
a subject of future research to experts in the field.
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6Appendix A: Mathematical Proofs
Theorem 1. If the 64 DNA codons of the human genetic code are equiprobable, then the entropy, H(S), of the genetic
code is unity.
Proof. Let each of the 64 DNA codons that comprise the human genetic code to occur with the same frequency. Then
it follows from Eq.(4) that, for all codons si in the genetic code, p(si)=1/N where N = 64. From Eq.(8) it follows
that:
H(S) = −
N∑
i=1
p(si) logN (p(si)) = −
N∑
i=1
p(si)
ln(p(si))
ln(N)
= −
N∑
i=1
1
N
ln(1/N)
ln(N)
= −
1
N
N∑
i=1
− ln(N)
ln(N)
= 1 (9)
Theorem 2. If the 64 DNA codons of the human genetic code are not equiprobable, then the entropy, H(S), of the
genetic code is less than unity.
Proof. Suppose there exists one DNA codon in the human genetic code that does not occur with the same frequency
as the other 63 codons. Let ǫ > 0. Then for some given si, it follows from Theorem(1) that p(si)=1/N + ǫ and:
H(S) = −
N∑
i=1
p(si)
ln(p(si))
ln(N)
= −
(
(1/N + ǫ) ln(1/N + ǫ)
ln(N)
+
(1/N − ǫ) ln(1/N − ǫ)
ln(N)
+
(1/N) ln(1/N)
ln(N)
+ · · ·
+ · · ·+
(1/N) ln(1/N)
ln(N)
) (10)
where if p(si) changes by +ǫ for one codon, it is necessarily true that p(si) will change by −ǫ for some other codon.
Considering the polarity of the entropy definition, to prove this theorem it must be demonstrated from (10) that:
H(S) < −
64(1/N)(ln(1/N))
ln(N)
(11)
To show (11) we proceed directly from (10):
H(S) = −
(
(1/N + ǫ)[ln(1/N) + ln(1 +Nǫ)]
ln(N)
+
(1/N − ǫ)[ln(1/N) + ln(1−Nǫ)]
ln(N)
+
(1/N) ln(1/N)
ln(N)
+ · · ·
+ · · ·+
(1/N) ln(1/N)
ln(N)
)
?
< −
64(1/N)(ln(1/N))
ln(N)
(12)
Subtracting the p(si) = 1/N terms from both sides:
−
(
(1/N + ǫ)[ln(1/N) + ln(1 +Nǫ)]
ln(N)
+
(1/N − ǫ)[ln(1/N) + ln(1−Nǫ)]
ln(N)
)
?
< −
2(1/N)(ln(1/N))
ln(N)
(13)
Cancelling the polarities and the ln(N) terms on both sides of the equation:
(
(1/N + ǫ)[ln(1/N) + ln(1 +Nǫ)] + (1/N − ǫ)[ln(1/N) + ln(1−Nǫ)]
)
?
< 2(1/N)(ln(1/N)) (14)
Expanding out the equation, combining like terms, and cancelling on both sides leads to:
1
N
ln(1 +Nǫ) + ǫ ln(1 +Nǫ) +
1
N
ln(1−Nǫ)− ǫ ln(1−Nǫ)
?
< 0 (15)
Regrouping terms leads to:
7ln(1 +Nǫ) + ln(1−Nǫ) +Nǫ(ln(1 +Nǫ)− ln(1 −Nǫ))
?
< 0 (16)
Since ǫ > 0 is arbitrarily small, it follows that:
ln(1 +Nǫ) + ln(1−Nǫ)
?
< 0 (17)
Employing the series expansion definition of ln(1 + x):
ln(1 + x) = x−
1
2
x2 +
1
3
x3 −
1
4
x4 + · · · for − 1 < x < 1 (18)
Subsequent substitution and algebra yields:
ln(1 +Nǫ) + ln(1−Nǫ) = −(Nǫ)2 −
1
2
(Nǫ)4 −
1
3
(Nǫ)6 −
1
4
(Nǫ)8 − · · · −
(Nǫ)2k
k
(19)
Hence it has been proven that for all n ≥ k:
ln(1 +Nǫ) + ln(1−Nǫ) = −
n∑
k=1
(Nǫ)2k
k
< 0 (20)
Therefore we have proven (11) which proceeds directly from (10). This completes the proof.
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