The analysis of canonical vacuum general relativity by R. Beig and N.Ó Murchadha (Ann. Phys. 174 463-498 (1987)) is extended in numerous ways. The weakest possible power-type fall-off conditions for the energy-momentum tensor of the matter fields, the metric, the extrinsic curvature, the lapse and the shift are determined which, together with the parity conditions, are preserved by the energy-momentum conservation law T ab ;b = 0 and the evolution equations for the geometry. The algebra of the asymptotic Killing vectors, defined with respect to a foliation of the spacetime, is shown to be the Lorentz Lie algebra for slow fall-off of the metric, but it is the Poincare algebra for 1/r or faster fall-off. It is shown that the applicability of the symplectic formalism already requires the 1/r (or faster) fall-off of the metric. The connection between the Poisson algebra of the Beig-Ó Murchadha Hamiltonians (and, in particular, the constraint algebra) and the asymptotic Killing vectors is clarified. Their Hamiltonian
defined with respect to a foliation of the spacetime, is shown to be the Lorentz Lie algebra for slow fall-off of the metric, but it is the Poincare algebra for 1/r or faster fall-off.
It is shown that the applicability of the symplectic formalism already requires the 1/r (or faster) fall-off of the metric. The connection between the Poisson algebra of the Beig-Ó Murchadha Hamiltonians (and, in particular, the constraint algebra) and the asymptotic Killing vectors is clarified. Their Hamiltonian
is shown to be constant in time modulo constraints for those asymptotic Killing vectors K a that are defined with respect to the foliation by the constant time slices. The energy-momentum and angular momentum are defined by the boundary term
in the presence of matter. Although the energy-momentum is well defined even for slightly faster than the r −1/2 fall-off, we show that the angular momentum and centre-of-mass are finite only if the metric falls off as 1/r or faster. Q[K a ] is constant in time for those K a 's that are asymptotic Killing vectors with respect to the foliation by the constant time slices. If the foliation corresponds to proper time evolution (i.e. its lapse tends to 1 at infinity), then Q[K a ] reproduces the ADM energy, the spatial momentum and spatial angular momentum, but the centre-of-mass deviates from that of Beig andÓ Murchadha by the spatial momentum times the coordinate time. The spatial angular momentum and the new centre-of-mass form an anti-symmetric Lorentz tensor, which transforms in the expected way under Poincare transformations.
Introduction
The quantum field theoretical investigations of the early sixties showed that, strictly speaking, the observables of quantum fields must be associated only with finite but extended spacetime domains, i.e. they are quasilocal [1] . Quantities associated with spacetime points are not observables, and the global quantities, e.g. the total energy or electric charge, should be considered as the limit of quasi-locally defined quantities. Interestingly enough (although by different reasons, but) the situation is very similar in general relativity: energy-momentum and angular momentum cannot be associated with the points of the spacetime. Any such local expression is necessarily pseudotensorial and/or internal gauge dependent. Thus if we want to characterize the gravitational 'field' by observables finer than those associated with the whole (necessarily asymptotically flat) spacetime, then these observables must also be defined quasi-locally. In the last two decades a lot of efforts was concentrated on the investigations both of the general framework in which the quasi-local energy-momentum and angular momentum should be constructed and the specific constructions themselves (and their properties). Although there is no consensus at all in the relativity community even about general questions e.g. when to consider a specific construction to be 'reasonable', it is naturally expected that the globally defined observables, e.g. the ADM energy-momentum, must be recoverable as an appropriate limit of the corresponding quasi-local quantities. Although the energymomentum, both at the spatial and null infinity, is well understood, the (relativistic) angular momentum (especially at the null infinity) needs more investigations. In particular, one should clarify the limit of the spatial angular momentum and centre-of-mass of Brown and York [2] and the ones based on Bramson's superpotential and the use of the holomorphic/anti-holomorphic spinors [3] at the spatial infinity.
One of the most elegant introduction of the ADM conserved quantities at the spatial infinity is based on the requirement of the differentiability of the Hamiltonian. This approach of Regge and Teitelboim [4] was refined later by Beig andÓ Murchadha [5] , recovering the ADM energy and linear momentum and the spatial angular momentum of Regge and Teitelboim, but giving a different expression for the centre-of-mass. The recent investigations of Baskaran, Lau and Petrov [6] show that the Brown-York centre-of-mass tends to the expression of Beig andÓ Murchadha.
The traditional ADM approach of the conserved quantities and the Hamiltonian analysis of general relativity is based on the 3+1 decomposition of the fields and the geometry. Hence it is not a priori clear that the energy and the spatial momentum form a Lorentz vector, or the spatial angular momentum and centre-of-mass form an anti-symmetric Lorentz tensor. To ensure the Lorentz covariance of the conserved quantities at spatial infinity Nester developed a spacetime-covariant Hamiltonian formulation of general relativity [7] . However, the content and the results of the theory can be spacetime covariant even if its form is not. Thus, in particular, we should find a spacetime interpretation of the traditional Hamiltonian formulation and the 'conserved' quantities of the theory in terms of some appropriately defined asymptotic spacetime Killing vectors.
It is known that the ADM energy-momentum can be finite and well defined (i.e. independent of the background structure) and the energy non-negativity can be proven even if the metric falls off with the radial distance r slightly faster than r − 1 2 [8] [9] [10] [11] [12] . This raises the question of finding the weakest possible fall-off for the metric and extrinsic curvature under which the spatial angular momentum and centre-of-mass are still finite and well defined. Furthermore, we should be able to treat not only the vacuum theory, but the matter fields should also be included.
The present paper is devoted to the investigations of the global energy-momentum and angular momentum introduced at the spatial infinity of asymptotically flat spacetimes. We extend the analysis of canonical vacuum general relativity by R. Beig and N.Ó Murchadha [5] in numerous ways: the interpretatableness of the results in the spacetime is required, the symplectic structure is considered not to be fundamental and the emphasis is shifted to the field equations, the 1/r and 1/r 2 a priori fall-off conditions for the metric and the canonical momentum, respectively, are relaxed, the matter fields are included and the background dependence of the angular momentum is investigated. In the literature several mathematically inequivalent model for the spatial infinity have been suggested (see e.g. [13] [14] [15] [16] ). However, the notion of asymptotic flatness at the spatial infinity based on a spacelike hypersurface is expected to be the weakest possible in the sense that in every reasonable model of spatial infinity the existence of such a hypersurface is expected. Thus, in the present paper, we do not use any specific model of infinity, and the notion of asymptotic flatness that we use is based on the existence of a certain spacelike hypersurface. Since there is some recent interest in higher dimensional (Lorentzian) models (see e.g. [17] [18] ), and since no extra effort is needed to do the analysis in general m = n + 1 spacetime dimensions, we assume only that the dimension of the spacetime is m ≥ 3.
In the traditional analysis the lapse and the shift are implicitly assumed to depend only on the spatial coordinates, but not on the time coordinate. However, the equations of motion allow their time dependence. It turns out that it is precisely this freedom that makes possible to give the spacetime interpretation of the Poincare algebra of the Hamiltonians found by Beig andÓ Murchadha. If we excluded the time dependence of the lapse and the shift then we would not be able to recover the boost Killing vectors even of the Minkowski spacetime.
The philosophy of our analysis deviates slightly from the traditional one. It is the equations of motion that are considered to be fundamental, and the boundary conditions at infinity are required to be the slowest power-type fall-off conditions compatible with the evolution equations. Then the symplectic structure and the Hamiltonian are considered to be only as secondary structures. They are considered to be important only from the point of view of finding observables and, in particular, the conserved quantities, but not from the point of view of the boundary conditions. This departs from the philosophy of Regge and Teitelboim, where the boundary conditions and the Hamiltonian were determined in a single procedure from the regularity and differentiability of the Hamiltonian. Thus, having the boundary conditions been specified, the Hamiltonian H must be chosen such that the correct field equations be recoverable as the flows corresponding to the Hamiltonian vector fields of H. Then the value of this Hamiltonian on the constraint surface will define the ADM quantities. Although the Beig-Ó Murchadha analysis was carried out for the vacuum Einstein theory, the value of their Hamiltonian on the constraint surface can be used to define the energy-momentum and angular momentum even in the presence of matter fields. We clarify in what sense these quantities are conserved, and how they depend on the flat background metric.
First we determine the weakest possible power-type fall-off conditions for the energy-momentum tensor of the matter fields, the metric, the extrinsic curvature, the lapse and the shift which, together with the parity conditions of Regge and Teitelboim, are preserved by the energy-momentum conservation law T ab ;b = 0 and the evolution equations for the geometry. In an n + 1 dimensional spacetime they are of order O(r −(n+1) ), O(r −k ) for some k > 0, O(r −(k+1) ), O(r) and O(r), respectively. The spacetime vector fields built from these allowed lapses and shifts will be called the allowed time axes. Then the asymptotic spacetime Killing vectors (with respect to an allowed time axis ξ a ) are defined to be those vector fields for which the Killing operator is of order O(r −k ), and the space of these asymptotic Killing vectors will be denoted by A asymptotic behaviour) can be endowed with a Lie algebra structure in a natural way, and this is shown to be isomorphic to the Lorentz Lie algebra for slow fall-off k ∈ (0, 1), but for faster fall-off, k ≥ 1, it is the Poincare algebra. Thus the structure of the Lie algebra of the asymptotic symmetries is linked to the fall-off rate k of the metric. One way of associating conserved quantities to asymptotically flat spacetimes is the use of the symplectic/Hamiltonian formalism. Since the details of the formalism depend on the type of the fields, we concentrate only on the vacuum theory. It is shown that the applicability of the symplectic formalism to the vacuum general relativity, in particular the existence of the symplectic 2-form, already implies that k ≥ 1 2 (n − 1). This excludes the slow (k < 1) fall-off in spacetime dimensions greater than 3. The constraint functions are shown to be finite, functionally differentiable and close to a Poisson algebra precisely for those lapses and shifts that correspond to the special allowed time axes with O(r 1−k ) asymptotic behaviour. We
show that the generators of the gauge transformations, i.e. the functions whose Hamiltonian vector fields span the kernel of the pull back to the constraint surface of the symplectic 2-form, are precisely these special time axes. A subspace A (in-)dependence of the energy-momentum and angular momentum, and we found that although the former is well defined even if the diffeomorphisms representing the ambiguity of the background metric tend to rigid Euclidean transformations as O(r R ), where R ≤ −k and R < (3 − n), the latter is well defined if R ≤ (1 − k) and R ≤ (2 − n) (and in the case of the equality, R = (2 − n), the generator of the diffeomorphism has odd parity). In particular, to have well defined angular momentum in 3+1 dimensions the metric must fall off at least as O(r −1 ), and the allowed diffeomorphisms must tend to rigid Euclidean transformations at least as O(r −1 ).
In subsection 2.1 the necessary tools are introduced and reviewed, mostly to fix the notations and conventions. The new key element here is the n + 1 decomposition and analysis of the Killing operator. To motivate the boundary conditions and the precise definition of the asymptotic spacetime Killing vectors we discuss the Minkowski spacetime in subsection 2.2. Then, in subsections 2.3 and 2.4, the boundary conditions and the asymptotic Killing vectors are discussed. Section 3. is devoted to the analysis of the canonical general relativity, in particular to the constraints, the gauge transformations and the Hamiltonian. In section 4. we apply the Beig-Ó Murchadha Hamiltonian to define the energy-momentum and angular momentum of general asymptotically flat spacetimes, even in the presence of the matter fields, and clarify how these quantities depend on the background metric. The appendix is the brief discussion of the boundary conditions for the matter fields at the null infinity.
We use the abstract index formalism, and only the underlined and boldface indices take numerical values. The spacetime dimension and the signature will be assumed to be m = n + 1 and 1 − n, respectively. The Riemann and Ricci tensors and the curvature scalar e.g. of the spacetime connection ∇ a are defined by In particular, for the time derivative of the induced metric we havė
Let ε a1...am be the spacetime volume m-form. The induced volume n-form and volume element on Σ t is defined by ε a1...an := t a ε aa1...an and dΣ t := 1 n! ε a1...an = |q|d n x, respectively, and hence dv = N dΣ t dt.
(The other convention for the orientation of the submanifolds, which would be slightly more convenient if unitary spinors were used [23] , is when ε a1...an := ε a1...ana t a = (−) n t a ε aa1...an .) If B ⊂ Σ is a compact n dimensional submanifold with smooth boundary S, v a its outward directed unit normal in Σ, then, by the negative definiteness of q ab , for any vector field X a tangent to Σ the Gauss law takes the form
The conservation of the matter energy-momentum, i.e. T ab ;b = 0, is equivalent tȯ 
and the evolution equationṡ
To check whether the evolution equations (2.1.2) and (2.2.7) preserve the constraints, take the time derivative of c and c a and use (2.1.2)-(2.1.7). We geṫ
Therefore, if the constraints (2.1.5), (2.1.6) are satisfied at t = 0, then any of their derivatives also vanish, and hence the constraints are preserved by the evolution equations (2.1.2), (2.1.7). Since in the present paper we are interested in asymptotically flat spacetimes, the cosmological constant Λ will be assumed to be zero. 
is unconstrained, and the initial value problem for M and M a always has a solution. IfK a =M t a +M a is another spacetime vector field, then the n + 1 decomposition of the Lie-bracket of K a andK a is
Thus in this decomposition only the time-time and the time-space parts of the Killing operator appear, but not the space-space parts. Therefore, if both K a andK a satisfied (2.1. [13] [14] , then the projections of the Killing operator on the right hand side of (2.1.15) would be vanishing.
Boundary conditions I.: Matter fields in Minkowski spacetime
Let (M, g ab ) be the Minkowski spacetime and K the Lie algebra of its Killing vectors. As is well known, it contains an m dimensional commutative ideal I, consisting of the constant vector fields on M and inheriting a natural Lorentzian vector space structure too, and K/I ≈ so(1, n). Fixing a Cartesian coordinate system X a = (τ, X i ), a = 0, 1, ..., n and i = 1, 2, ..., n, (i.e. adapting the coordinates X a to an orthonormal basis of the space of the constant vector fields), the translation and boost-rotation Killing 1-forms are well known to take the form K a e = ∇ e X a and K 
where R a b = −R b a and T a are constant, and we used the notations B i := R i 0 and T := T 0 .
Let Σ τ be a τ = const hyperplane, R 2 := δ i j X i X j , and for some R > 0 let B R be the solid closed ball of Σ τ with radius R and S R := ∂B R its boundary. If v a is its outward directed unit normal, then
where q i j are the components of the induced flat metric q ab on Σ τ in the coordinate system {X i }, and hence
is any function, then let us define its even and odd parity parts, respectively, by ± f (τ, R,
. Let τ a be the future pointing unit timelike normal to Σ τ , and define the quasi-local energy, spatial momentum, spatial angular momentum and centre-of-mass of the matter fields in the n-ball B R , respectively, by taking the flux integral of the conserved current K a T ab :
where dS is the area element on the unit sphere S. (Strictly speaking, the traditional [non-conserved nonrelativistic] centre-of-mass is J i 0 + τ P i .) Since K a T ab is divergence-free for Killing vectors, these quasi-local quantities are, in fact, associated with the (n − 1)-surface S R and depend only on K a : ifΣ is any compact spacelike hypersurface whose boundary ∂Σ coincides with S R , then the flux integral of T ab K b onΣ will be that on B R . The necessary and sufficient condition of the existence of the R → ∞ limit of these integrals, respectively, is These global integral conditions can be ensured by the explicit fall-off and parity conditions
where
is an arbitrary function with even parity. µ (m) and j i (m) contribute only to the energy and the spatial momentum but not to the angular momentum and centre-of-mass, hence we may call them the ADM mass aspect of T ab . Repeating this analysis on boosted hyperplanes Σ 2) can be satisfied without the parity conditions too. The advantage of the fall-off and parity conditions is that they can be given explicitly. However, the price that we had to pay for this is that we excluded those field configurations from our investigations that satisfy the global integral conditions (2.2.2) but not the explicit fall-off and parity conditions (2.2.3). One can carry out a similar analysis of the fall-off and global integral conditions that can ensure the finiteness of the global energy-momentum and (relativistic) angular momentum at the future null infinity. Since, however, in the present paper primarily we are interested in the kinematical quantities defined at the spatial infinity, the null infinity case will be discussed only in the Appendix.
In the rest of this subsection we discuss the conditions under which the 1 2 m(m + 1) spacetime Killing vectors can be recovered, at least asymptotically, from quantities defined on a general asymptotically flat spacelike hypersurface in the Minkowski spacetime. Since, however, many parts of the following discussion are well known from various sources, we sketch only the main points of the argumentation.
The global Cartesian coordinate system X a = (τ, X i ) defines a foliation of the Minkowski spacetime by the hyperplanes Σ τ and gives the 'time axis' ( ∂ ∂τ ) a , i.e. the corresponding lapse is one and the shift is zero. Thus our aim is to determine those conditions under which a coordinate system (t, x i ), based on a more general spacelike hypersurface Σ, 'approaches asymptotically' the Cartesian coordinate system 'at infinity'. However, to do 'a coordinate system approaches a Cartesian coordinate system asymptotically at infinity' to be meaningful we need to use some model of the spacelike infinity of the Minkowski spacetime. We choose the classical conformal boundary of Penrose. Thus let (M ,g ab ) be the conformally compactified Minkowski spacetime (e.g. the closure of the conformally embedded Minkowski spacetime in the Einstein universe, see e.g. [24] ), Ω the conformal factor onM such thatg ab | M = Ω 2 | M g ab and i 0 ∈M the point on the conformal boundary of (M, g ab ) representing the spatial infinity. Then the family of hyperplanes Σ τ uniquely determines a familyΣ τ of smooth Cauchy surfaces inM such that i 0 ∈Σ τ for all τ ∈ R, and the future directedg ab -unit normalτ a of all the surfacesΣ τ coincide at i 0 . The compactification of Σ τ to Σ τ can also be done by the standard inversion transformation: on some open neighbourhoodṼ τ of i 0 iñ
is ag ab -orthonormal spatial basis at i 0 orthogonal toτ a . This basis turns out to be independent of τ . LetΣ be any smooth spacelike hypersurface inM through i 0 . We say that Σ :=Σ − {i 0 } is approaching the leaves of the foliation Σ τ at infinity if the future directedg ab -unit normalt a ofΣ coincides withτ a at i 0 . We assume that Σ is such a hypersurface, otherwise it is called asymptotically boosted with respect to the leaves Σ τ . (Note that we have to assume the smoothness ofΣ even at i 0 , because otherwise its normal would not be well defined.) Let t a be the future directed g ab -unit normal to Σ, and let q ab andq ab be the induced metrics and χ ab andχ ab the extrinsic curvatures of Σ andΣ, respectively. Then, by the construction, (Σ, i 0 , Ω|Σ,q ab ,χ ab ) is an asymptote for (Σ, q ab , χ ab ) in the sense of [13] (see also [25] ), and, in addition, the normal directional derivative of the conformal factor,Ω := t a ∇ a Ω| Σ , has a C 3 extension toΣ such thaṫ 
e., in particular,q i j (i 0 ) = −δ i j holds, and {x k } is a normal coordinate system with origin i 0 ∈Σ). Letr 2 := δ i jx ixj , and define the new coordinates x i :=r
and radial coordinate distance 
Actually, for the Minkowski spacetime, both k and h must be greater than or equal to 2. Therefore, {x i } is an 'asymptotically Cartesian' coordinate system with respect to q ab , and, on U , it defines a (negative definite) flat metric 0 q ab with respect to which {x i } is Cartesian.
To complete {x i } to a spacetime coordinate system {t,
, we need a whole family Σ t of such hypersurfaces providing a foliation of this neighbourhood. However, to ensure that this spacetime coordinate system (and not only {x i } on the single hypersurface Σ 0 = Σ) approaches the Cartesian one, all the leaves Σ t of the foliation must approach the leaves Σ τ at infinity, i.e. the future directedg ab -unit normalt a (t) ofΣ t must coincide withτ a at i 0 for all t ∈ R.
(Otherwise the foliation Σ t would be asymptotically accelerating at i 0 rather than being inertial.) Then there is a natural extension of the spatial coordinates from Σ to all the leaves Σ t via the construction above: on Σ t let {x i } be the inversion of the normal coordinatesx i onΣ t based on the basis {Ẽ a i } at i 0 and with the origin at i 0 . Denoting the tangent of the curves γ(t) := (t, x i ), x i = const., by ξ a and defining the lapses and shifts by ξ
where p ≥ 2, because the leavesΣ t of the foliation are tangent to each other at i 0 . Therefore, we can write
Since the leaves both of the foliationsΣ t andΣ τ are tangent to each other at i 0 and bothX i and x i are normal coordinates based on the same basisẼ
, where p ≥ 2. But since
angle between the normalsτ a andt a ofΣ τ andΣ t is of orderr p−1 if the leaves of the foliations are tangent to each other in the (p − 1)th order. Thus the (hyperbolic) cosine of this angle is t a τ a =t 
, where c is a constant). Expanding the 1-form basis (∇ e τ, ∇ e X i )
in terms of (t e , D e x i ), where D e is the induced derivative operator in the leaves Σ t , we can rewrite the general Killing vector of the Minkowski spacetime given in the first paragraph of this subsection. We obtain
and
. Its structure is similar to that of K e in the Cartesian coordinates, but instead of the constant components of the translations, s and s i are functions of t,
r and higher powers of r −1 . Thus they analogous to the supertranslations in the BMS group of the null infinity, and hence it is natural to call st a and s i ( ∂ ∂x i ) a temporal and spatial supertranslations, respectively.
To summarize: although the global energy-momentum of the matter fields in Minkowski spacetime can be ensured to be finite by the R −m fall-off conditions, both at the spatial and the null infinity, to have finite angular momentum and centre-of-mass additional global integral conditions must also be imposed on the mass aspect of T ab . At the spatial infinity these global integral conditions can be ensured by explicit parity conditions. To be able to recover the familiar Killing vectors in their usual form on a general asymptotically flat spacelike hypersurface Σ, at least asymptotically, the lapse N , defining the time coordinate t, must tend to 1 as r → ∞.
Boundary conditions II.: Asymptotically flat spacetimes
Suppose that Σ is asymptotically Euclidean in the sense that for some compact subset K ⊂ Σ the complement Σ − K is diffeomorphic to a finite disjoint union of manifolds
where B is a solid ball in R n . The pieces Σ (i) are called the asymptotic ends of Σ. Since the next analysis can be repeated on each Σ (i) , for the sake of simplicity we assume that there is only one such end. Suppose that there is a (negative definite) metric 0 q ab on Σ such that it is flat on the asymptotic end Σ − K. Let {x i } be a coordinate system on Σ − K which is Cartesian with respect to 0 q ab , r 2 := δ i j x i x j , the radial distance function with respect to 0 q ab , and let 0 D e be the Levi-Civita covariant derivative operator corresponding to 0 q ab . Then the quotients
r can be interpreted as coordinates both on the unit sphere S ≈ S n−1 and the sphere S r of large coordinate radius r in Σ − K, and the components 0 v i of the outward directed 0 q ab -unit normal 0 v a to S r in the coordinate system {x k } too. By a ball of radius r in Σ we mean
Let us consider the first, intuitively obvious condition of asymptotic flatness on the components of the metric and extrinsic curvature in the coordinate system {x i }: for some positive k and l
Therefore, the coefficients q i j (k) , χ i j (l) can be interpreted as functions defined only on the unit sphere S.
Following [4] and [5] , in addition to the fall-off conditions we impose the following global parity conditions on the leading terms of the metric and extrinsic curvature:
is of odd parity. Furthermore, we assume that the 'rests'
These properties make the calculations easier. The parity of these derivatives is (−) s and (−) s+1 , respectively.
of the rest m ab will be denoted by m ab = o s (r −k ), and, similarly, k ab = o s (r −l ). Although in the actual calculations we will use these (essentially technical) assumptions for some finite value of s, for the sake of simplicity we assume that 
and, considering Σ to be a leave of the foliation defined by a lapse function N , its time derivativė
with respect to the time axis ξ a := N t a + N a . To obtain (2.3.5) we used (2.1.2)-(2.1.4). Note that if
where the latter is defined by M a =:
for some A, B. Substituting these into (2.3.4) we obtain that Q m [M, M a ] exists precisely if we resolve this apparent inconsistency with the convention that the power of r is always a capital, while the power of 1/r is always a lower case letter. In particular, the leading term in the expansion of f (r,
and if the equality holds in these inequalities, then the leading terms, M (A) (t, 
where τ i (t) and ρ i j (t) = −ρ j i (t) are independent of the coordinates {x k } but may be arbitrary functions of the coordinate time t, the powers C and F satisfy
and if the equality holds then the leading terms N (C) (t,
r ) must be odd parity functions of x k r , respectively. (The first two terms on the right of (2.3.8b) together is just the kernel of the Killing operator 0 D (i N j ) = 0 in (2.1.2).) Note, first, that by (2.3.9) F < 1, because we assumed that k > 0, and, second, that there is no reason to keep the term τ i (t) in (2.3.8b) if F > 0. Substituting (2.3.6) and (2.3.8) into (2.3.5) and taking into account the conditions (2.3.7) and (2.3.9), one can check that the integral exists (and, in particular, the total divergence gives zero). If K a = M t a + M a is a spacetime Killing vector then,
The notion of the (k, l)-asymptotic flatness is referring only to the asymptotic end of a single spacelike hypersurface Σ. To ensure that the spacetime itself, i.e. the evolution of Σ, is also asymptotically flat, we must ensure the compatibility of the boundary conditions with the evolution equations for the geometry. Thus let us consider the evolution equation (2.1.7) for the extrinsic curvature and ask under what additional conditions for N and N a do these equations preserve the fall-off and parity conditions (2.3.1b-3b) for the extrinsic curvature. An analysis similar to that we did above yields that (2.1.7) preserves these asymptotic conditions precisely when
where τ (t) and β i (t) are independent of {x k } but may depend on t, the powers E and F satisfy 3.11) and if the equality holds in (2.3.11) then ν (E) (
In addition, if τ (t) = 0 then l < k + 2, and, by (2.3.9), k ≤ l even for E ≤ 0. If β i (t) = 0 then l = k + 1, and hence E ≤ (1 − k) < 1. In the presence of matter τ (t) = 0 also implies l < w and β i (t) = 0 also implies l ≤ w − 1, where w is the actual order of the leading term of the spatial stress (and of the energy density and momentum density), which, as we saw, must satisfy w ≥ m. (Interestingly enough, it is just the fall-off conditions k > 0, l = k + 1 that ensure the existence of the spinor Chern-Simons functional Y on spacelike hypersurfaces in 3+1 dimensional spacetimes [26] , by means of which the vacuum Einstein equations can be recovered as the necessary and sufficient condition of the invariance of Y with respect to infinitesimal spacetime conformal rescalings [23] .) For n = 3 and the a priori powers l = k + 1 = 2 the expression (2.3.10) is almost the condition of Beig andÓ Murchadha obtained from the investigation of the vacuum evolution equations. The only (and, as we will see, important) difference is that the evolution equations, even in the presence of matter, allow the time dependence of the coefficients in N and N a .
Allowed time axes and the asymptotic Killing vectors
In the previous subsections the time axis ξ a with respect to which the time evolution was defined and the generator 
where E, F, G, H, K, L ≤ (1 − k) and, in the case of equality here, the corresponding coefficient has odd parity. The space of the pairs (M, M a ) on Σ given by (2.4.1) will be denoted by A. Considering M to be the lapse of a (maybe degenerate) foliation of a neighbourhood of Σ in the spacetime, A can also be interpreted as the space of the spacetime vector fields ξ a := M t a + M a , where t a is the future pointing unit normal to the leaves of the foliation. According to the double role of the components given by (2.4.1), we form another space of spacetime vector fields. Namely, if a lapse N is given on Σ, then let A N be the space of those spacetime vector fields 
, where t a p and t ′a p are the future pointing unit normal of Σ t and Σ t ′ , respectively, at p.) The structure of the leading two terms e.g. of M and M i resembles to that of the n + 1 decomposition of the familiar spacetime Killing vectors of the Minkowski spacetime with respect to a spacelike hypersurface. However, although the first terms are linear in, and the second terms are independent of the spatial coordinates, the third terms (which would be analogous to the supertranslations of subsection 2.2) may depend on the spatial coordinates and may even be diverging. Moreover, although by (2.1.12) 
for some P, Q ≤ −k and if P and Q are equal to −k then κ (P ) and κ
have even parity, respectively. Note that (2.4.2) and (2.4.3) can always be solved for M and M a for any given functions κ (P ) (t, vectors is less sensitive to the deformation of Σ and N than that of the strong asymptotic Killing vectors, but it is still not independent of the foliation that N and Σ define. In particular, as we will see below, the asymptotic Killing vectors defined with respect to a foliation for which the lapse N tends to zero are different from those defined with respect to ones for which N → 1 as r → ∞. 4.5) and, if E, F ≤ 0, we also haveṪ
independently of κ (P ) and κ 
where e.g.∂ j µ (E) denotes the partial derivative of µ (E) (t,
k l , and we used that E, F, G, H ≤ (1 − k). The right hand side of (2.4.8-10) have the form of (the components of) an asymptotic Killing vector, and, as a simple calculation shows, the coefficients inK a := [K,K] a , given explicitly bỹ
4.12) Let G denote the set of the special elements (ν, ν a ) of A, where 4.15) for some M, N ≤ (1 − k) and the leading terms have odd parity if M = 1 − k and N = 1 − k, respectively. Repeating the construction above, G can also be considered as the space of the spacetime vector fields νt a + ν a , where ν is considered to be the lapse of a (maybe degenerate) foliation and t a is the unit normal to the leaves of this foliation. If a lapse N is given on Σ then we can define G N in a quite analogous way as we did above, and introduce G
We will see in subsections 3.2 and 3.3 below that, at least in the Hamiltonian framework, the theory's gauge transformations are generated by precisely the elements of G. Hence we call the elements of G gauge generators. Since G Applying (2.4.4-7) to N and N i themselves too, we obtain that τ , τ i , β i and ρ i j are constant, i.e. apart from the gauge generator contents, the coefficients of an asymptotic Killing vector with respect to the differential topological background defined by itself are time independent. In particular, τ = τ i = β i = ρ i j = 0 corresponds to time axes that are pure gauge generators ξ a = νt a + ν a , whenever the components T , T i , B i
and R i j of K a ∈ A K ξ are all time independent, and the corresponding M and M i reduce to those given by Beig andÓ Murchadha. However, we saw at the end of subsection 2.2 that such a time axis does not provide an appropriate framework in which even the familiar Killing vectors of the Minkowski spacetime could be recovered. To be able to recover them we had to assume that, with the notations of the present subsection, τ = 1. Thus, if τ = 1 and τ i = β i = ρ i j = 0 then the coefficients T , B i and R i j are time independent, but T i (t) = T i − 2tB i , where T i is constant. Thus, the corresponding asymptotic Killing vector K a has exactly the same structure as that of the general Killing vector of the Minkowski spacetime in the coordinate system based on an asymptotically flat hypersurface approaching the Cartesian one. Therefore, the notion of the asymptotic Killing vectors does depend on the foliation coming from Σ and N . Naturally, by (2.3.
is still not conserved for general asymptotic Killing vectors, but, as we will see in subsection 4.1, the total energy-momentum and angular momentum of the matter+gravity system are already conserved. If E, F, ... > 0 then the translation generators T and T i in (2.4.1) cannot be isolated from the diverging gauge generators, and hence by (2.4.11-12) the quotient space A 
algebra of the asymptotic Killing vectors modulo gauge generators depends on the fall-off of the metric: for slow (0 < k < 1) fall-off we have only the Lorentz Lie algebra, but for faster (k ≥ 1) fall-off translations emerge naturally and we have a Poincare structure for
This result should be intuitively obvious: if the asymptotic end is asymptotically flat in any sense then it is becoming spherical asymptotically and hence the rotation group (and its relativistic extension, the Lorentz group) emerges naturally, but the displacements of the centre of the asymptotic rotations become asymptotic symmetries, i.e. the asymptotic translations emerge and hence the symmetry group is the Poincare group, only if the geometry falls-off rapidly enough. Finally, we note that the fact that the coefficients B i , R i j , T i and T satisfy (2.4.4-7) independently of whether K a belongs to A 
The Hamiltonian phase space of the vacuum GR

The (partially reduced) phase space and the constraints
Based on the m = n + 1 decomposition, by the a priori configuration variables we would have to mean the fields N , N a and q ab on a connected n dimensional manifold Σ of subsection 2.1 (see also [27] ). As is well known, however, by carrying out the full Hamiltonian analysis with these variables, the fields N and N a would turn out to be pure gauge variables, and the a priori Hamiltonian phase space could be partially reduced to the cotangent bundle T * Q of the (partially reduced) configuration space Q := { q ab + boundary conditions }.
Thus our analysis will be based on the partially reduced configuration space Q and its cotangent bundle T * Q. Let q ab (u), u ∈ (−ǫ, ǫ), be any smooth 1-parameter family of metrics on Σ from Q for some ǫ > 0.
Then we define δq ab := (dq ab (u)/du) u=0 , which is the tangent vector of the curve q ab (u) at q ab := q ab (0), i.e. δq ab ∈ T q ab Q. Obviously, δq ab satisfies the same boundary conditions that q ab does. The elements of T * Q are the pairs (q ab ,p ab ), wherẽ
Thus the canonical momentump ab is a contravariant symmetric tensor density of weight one on Σ, which is a 1-form on Q, and the requirement of the finiteness of its action on the tangent vectors δq ab gives boundary conditions forp ab . The symplectic 2-form on T * Q is the canonical one: for any two tangent
In terms of the metric and extrinsic curvature the canonical momentum is well known to bẽ
Thus the extrinsic curvature (i.e. by (2.1.2) the velocityq ab ) can be expressed by the momenta:
The analysis of the field equations in the previous section lead us to the link l = k + 1 between the r −k and r −l a priori fall-off of the metric and extrinsic curvature. Thus, via (3.1.3), we obtain the fall-off
and the parity conditionp 1.5) i.e.p i j (k+1) is of odd parity. In addition, the 'rest' π ab :=p ab − r −(k+1)pab(k+1) also satisfies the conditions
.., and the parity of the leading term is (−) s+1 .
Following the notations of subsection 2.3, this property of the rest will be denoted by π ab = o ∞ (r −(k+1) ).
By the requirement of the finiteness of (3.1.1)p ab must satisfy
for any δq ab , which implies that n ≤ k + l = 2k + 1, i.e. k ≥ 1 2 (n − 1). (If we wanted (3.1.7) to be satisfied without global integral conditions, and in particular the parity condition, then we would have to require n < k + l, which turns out to be too strong.) Thus the canonical momentum can be interpreted geometrically (as the integral kernel of a 1-form on Q) precisely when k ≥ and parity conditions ensure that the canonical symplectic 2-form Ω given pointwise by (3.1.2) is also well defined.
As is well known, although the two vacuum constraints c = 0 and c a = 0, given by (2.1.5) and (2.1.6) in terms of the Lagrangian variables q ab andq ab , do depend on the lapse N and the shift N a , their expressions by the canonical variables q ab andp ab , 
and the leading terms are of even parity. The constraint functions C : T * Q → R defining the constraint 'surface' Γ in T * Q by their vanishing are
Here ν and ν a are smearing (test) fields on Σ. The requirement of the finiteness of C[ν, ν a ] yields that the smearing fields ν and ν a =: 1.11b) where M, N ≤ k + 2 − n = (1 − k) + (1 + 2k − n) and if the equality holds in these inequalities then ν (M) and ν i (N ) , respectively, must be odd parity functions. Note that, in particular, for the slowest possible fall-off of the metric, k = 1 2 (n − 1), the powers M and N would not be greater than (1 − k). Hence the corresponding spacetime vector field k a = νt a + ν a would belong to G of subsection 2.4. 
The constraint algebra
Here we used the definition L X τ a... a , where div X is the divergence D e X e of X a with respect to the natural (metric) volume form. Since we would like to recover e.g. the familiar field equations in the Hamiltonian framework in their standard form instead of some of their distributional generalizations, we must require the functional differentiability of various functions on the phase space in the strong sense of [21] . Thus, in particular, the boundary terms in (3.2.1) must yield zero. Evaluating the leading order and parity of the terms in the total divergence of (3.2.1), it is easy to check that the fall-off and parity conditions imposed on ν and ν i in (3.1.11) already imply the vanishing of the integral of the total divergence. Thus C[ν, ν a ] are already functionally differentiable.
The analysis of Beig andÓ Murchadha given in Appendix A of their paper [5] shows that the vanishing of the functional derivatives of C[ν, The Hamiltonian vector field of a (functionally differentiable) function F : T * Q → R is defined to be the vector field X F on T * Q given explicitly by X F = (δF/δq ab , −δF/δp ab ), and the Poisson bracket of two differentiable functions, F and G, is defined by {F, G} := 2Ω(X F , X G ) = X F (G). Let ν,ν and ν i ,ν i have the structure (3. 
In general, the integral of the total divergence on the right is not zero. The condition of its vanishing is N +N ≤ k + 3 − n, and this also ensures the existence of the second integral and that [ν,ν] a has the structure 
The vanishing of the integral of the total divergence can be ensured by N +M ≤ 3 − n. Furthermore, the condition of the finiteness of the second integral is N +M ≤ k + 3 − n, which, at the same time, ensures that ν a D aν has the structure (3.1.11a). Finally, the Poisson bracket of C[ν, 0] and
Here the integral of the total divergence is vanishing if M +M ≤ k +3−n, which condition, at the same time, ensures the finiteness of the second integral and thatνD a ν − νD aν has the structure (3.1.11b). Thus, to summarize, in addition to (3.1.11), the orders of the smearing fields must also satisfy N +N , M +M ≤ k+3−n and N + M ≤ 3 − n. These conditions can be satisfied by requiring that the powers M and N in (3.1.11) satisfy
Note that, without further restrictions on the power k or the dimension n, this is the greatest possible bound for M and N , because, for the allowed smallest value of the rate of the fall-off of the metric, k =
Thus, under the condition (3.2.7), the expressions (3.2. [4] [5] [6] give the familiar Lie algebra C of the constraint functions with the Lie product
In particular, the Hamiltonian vector fields of the constraint functions are tangent to Γ on Γ, i.e. C is a so-called first class constrained system. Next we clarify how this constraint algebra is related to G. The fall-off conditions (3.2.7) show that the smearing fields ν and ν a are precisely the elements of G.
Thus, with the notation k a := νt a + ν a in the spacetime picture, we can write C[k a ] := C[ν, ν a ], and then 
In general the second term on the right is non-zero even for asymptotic Killing vectors k a ,k a ∈ G K ξ for some ξ a . On the other hand, if we restrict the vector fields k a andk a further to be in G 0 ξ too, then the second term in (3.2.9) is vanishing. Thus although G 0 ξ is not closed respect to the Lie bracket, the restriction of the constraint function C to G 0 ξ mimics the injective Lie algebra (anti-)homomorphisms: the Poisson bracket of
To discuss the linear isomorphism C : G → C further, recall that the flow on the phase space generated by the Hamiltonian vector field that the theory's gauge transformations on the constraint surface are generated precisely by the elements of G.
The gauge transformations
Since the Hamiltonian vector fields X C[k a ] , k a ∈ G, are tangent to Γ on Γ, they belong to the kernel distribution ker Ω| Γ := (δq ab , δp
of the pull back to Γ of the canonical symplectic 2-form Ω. Since Ω is closed, this kernel distribution is always integrable. But, by definition, the reduced phase space, representing the physical degrees of freedoms, is the pair (Γ,Ω), whereΓ is the set of the integral submanifolds of ker Ω| Γ andΩ is the (necessarily well defined) projection of Ω toΓ. Thus any integral submanifold of ker Ω| Γ through a given point (q ab ,p ab ) ∈ Γ is projected to a single point ofΓ, and hence the vector fields on Γ belonging to the kernel distribution should be interpreted as infinitesimal gauge motions, i.e. generators of gauge transformations. Therefore, the Hamiltonian vector fields X C[k a ] generate gauge transformations on the constraint surface for any k a ∈ G.
In this subsection we show that the converse of this statement is also true, namely that any vector field on Γ belonging to ker Ω| Γ (and represented by smooth fields on Σ), i.e. any infinitesimal gauge motion, is necessarily a Hamiltonian vector field X C[k a ] for some k a ∈ G. Thus first let us discuss this kernel. 
Multiplying them by an arbitrary function λ and spatial vector field λ a , respectively, and adding them together we obtain 
where D aW a (λ, λ e ) denotes the total divergence in (3. 
The Hamiltonian
The aim of this subsection is a concise rederivation of the Hamiltonian of Beig andÓ Murchadha, to determine the exact and most general boundary conditions for M and M a for which the Hamiltonian is well defined and differentiable, and to see that M and M a may still be arbitrary functions of time. Thus let us start with the 'basic Hamiltonian'
and determine that total divergence D aZ a for which the 'total Hamiltonian' 
, and, following Beig andÓ Murchadha, we write
2) The integral of the second and third terms on the right is finite if
where K ≤ 2k + 2 − n, and if the equality holds here then µ (K) (t, r . Here we also had to use k ≥ 1 2 (n − 1) if B i = 0. On the other hand, without additional restrictions on k and n, the first term has finite integral only for those functions (3.4.3a) in which both B i and T are vanishing. Since the first term is not a pure total divergence, we should write this as the sum of a total divergence and terms that already yield finite integral even for M above. Beig andÓ Murchadha wrote this 'wrong' term as
(3.4.4) The integral of the second and third terms on the right of (3.4.4) is finite if M has the form (3.4.3a) where K satisfies the stronger condition K ≤ k + 2 − n, and if the equality holds in this inequality then µ (K) (t,
is already well defined. If (δq ab , δp ab ) is any tangent vector at (q ab ,p ab ) ∈ T * Q, then the derivative of H [M, 0] in the direction (δq ab , δp ab ) is are not functional derivatives of C[M, 0], because the constraint function C is not well defined for M above.) Since, however, the integral of the total divergence on the right of (3.4.6) is vanishing for the functions M given by (3.4.3a), H[M, 0] is functionally differentiable with respect to the canonical variables too. We can write
The integral of the first two terms on the right is well defined even for vector fields M a of the form
where L ≤ k + 2 − n, and if the equality holds in this inequality then µ
is an odd parity function of x k r . Note that, to prove the existence of the integral of the first two terms for nonzero R i j in (3.4.3b) we also had to use k ≥ 1 2 (n − 1). The integral of the third term on the right of (3.4.7) is, however, finite only for R k i (t) = 0 and T i (t) = 0. Thus
is well defined even for vector fields M a with the structure (3.4.3b). The derivative of must be odd parity functions of x k r , respectively. However, the spacetime vector field K a := M t a + M a is still not needed to be an asymptotic Killing vector field with respect to some foliation (and not even an allowed time axis), because the fall-off rates K and L are still required only to satisfy
Moreover, R i j , B i , T i and T may still have arbitrary time dependence.
The algebra of the Hamiltonians and the asymptotic symmetries
On Γ the system of equations
, dp
defining the Hamiltonian flow on Γ, is precisely the system of the vacuum evolution equations with lapse M and shift M a . However, this system still does not preserve the boundary conditions (2.3.1a-3a) and (3.1.4-6) for the canonical variables, because the regularity and functional differentiability of the Hamiltonian
Thus, based on the analysis of subsection 2.3, we must require that the powers K and L satisfy
Therefore, K a = M t a + M a already has the asymptotic form (2.4.1), i.e. K a must be an element of A, and the restriction of the Hamiltonian H to the pure gauge generators µ and µ a (i.e. for which µt a + µ a ∈ G), is
Repeating the analysis of subsection 3.2, one can show that (3. 
have the structure of a shift satisfying (3.5.2). The resulting Poisson algebra of the Hamiltonians [5] (see also [4, 28] ) is shows that, for each fixed value t of the coordinate time, the factor of H with the ideal C is just the Poincare algebra. Thus H/C is infinite dimensional. If, however, the coefficients B i , R i j , T i and T are restricted to be the coefficients in the asymptotic Killing vectors with respect to some ξ a as in subsection 2.4, then the whole factor H/C would be finite dimensional, and, in fact, the Poincare algebra.
As we noted in subsection 2.4, the space A of the allowed time axes does not form a Lie algebra with the natural Lie bracket in general. Hence the Poisson algebra H of all the Hamiltonians, indexed by the elements of A, does not seem to be connected in a natural way to some naturally defined Lie algebra of spacetime vector fields. However, restricting the spacetime vector fields K a andK a to be from the subspace A 
If K a andK a are allowed to be from A K ξ , then the first two terms on the right of (2.1.15) give a constraint function with uncontrollable generators, as in (3.2.9), and we have only along ξ a := N t a + N a . Since M and M a may depend on t, the derivative consists of two terms:
(3.5.6)
Here first we used (3.5.1) (which, on the constraint surface, are the vacuum evolution equations), and then (3. To summarize: First, to ensure that e.g. the symplectic 2-form be well defined, in addition to the result l = k + 1 of the analysis of subsection 2.3, we had to assume that k ≥ 
, is given by the same surface term as in the vacuum case, and it has the
, R i j (t) and B i (t) are the functions appearing e.g. in the form (2.4.1) of the allowed time axis K a . If, however,
ξ for some ξ a ∈ A, whenever the functions T (t), T i (t), R i j (t) and B i (t) can be represented by the 1 2 m(m + 1) independent parameters T , T i , R i j and B i , the evaluation of
ξ → R, whose components P 0 , P i , J i j and J i 0 define the energy, the linear momentum, the spatial angular momentum and centre-of-mass, respectively, via
and ξ a ∈ G, whenever the functions T (t), T i (t), R i j (t) and B i (t) are all constant, then, as we will see, P 0 and P i are just the familiar ADM energy and linear momentum, respectively, J i j is the angular momentum of Regge and Teitelboim and J i 0 is the centre-of-mass given by Beig andÓ Murchadha. If, however, K a ∈ A K ξ but ξ a − t a ∈ G, whenever T (t), R i j (t) and B i (t) are still constant but T i (t) changes in time as T i (t) = T i − 2tB i (just according to the expression of the n + 1 form of the boost Killing vectors of the Minkowski spacetime), then P 0 , P i and J variant system. We emphasize that to derive these transformation properties the centre-of-mass expression of Beig andÓ Murchadha had to be completed by the term tP i . It might be worth noting that in the so-called field formulation of general relativity on a given background [29, 30] the centre-of-mass expression also contains the extra term tP i .
The general expression of these quantities in terms of the metric and the extrinsic curvature for any allowed time axis K a is
(4.1.1) Therefore, we can define the energy-momentum and angular momentum of any asymptotic end by the surface term of (4.1.1) even in the presence of matter fields, independently of any symplectic or Hamiltonian structure or phase space. The only requirement is its existence, and we assume only that the boundary conditions obtained from the investigations of the evolution equations in subsection 2.3 hold. Apparently, for asymptotic boosts (i.e. for B i = 0) and rotations (R i j = 0) (4.1.1) gives finite value only if k = n − 1, and for asymptotic translations (i.e. for B i = 0, R i j = 0 but T = 0 or T i = 0) only if k = n − 2. However, it is well known that the ADM energy-momentum is finite and well defined even if the metric falls off only slightly faster than r − 1 2 (n−2) , because the contribution of the slow fall-off 'part' of the metric and extrinsic curvature to the ADM energy-momentum can always be written as a constraint: the whole Hamiltonian expressed as a volume integral is finite even for the slower fall-off asymptotic ends [10] . We show that, by the same reason, the angular momentum and centre-of-mass can be finite even for metrics with r 
where M and M a have the form (2.4.1) for some (unspecified) powers E and F . Suppose that the energy density and the momentum density of the matter fields satisfy the fall-off and parity conditions of subsection 2.3. If B i = 0 then the condition of the existence of the integrals involving M is E ≤ (1−k) and k ≥ 1 2 (n−1), and if the equality E = (1 − k) holds then µ (E) (t, x k r ) of (2.4.1) has odd parity. Thus, in particular, k ≥ 1 and E ≤ 0 must hold if n ≥ 3. If B i = 0 then the rate k of the fall-off can be reduced. In fact, the condition of the existence of the integrals involving M is E ≤ −k and k > 1 2 (n − 2), which, for n = 3, gives the well known results k > This motivates us to consider, for some q ≤ (1 − k), the special time axes K a = M t a + M a ∈ A with the asymptotic structure
A simple calculation shows that they do not form a Lie algebra. If, however, they are assumed to be asymptotic Killing vectors too (whenever the powers P and Q in the asymptotic Killing equations (2.4.2) and (2.4.3) should be required to satisfy P, Q ≤ q − 1, and T i and T are necessarily constant), then for certain values of q they form a subspace in A 
it is just the space −k T K ξ whose elements yield finite energy-momentum. For the sake of logical completeness one should note that, strictly speaking, the standard expression for the ADM energy-momentum and angular momentum (including the Beig-Ó Murchadha centre-of-mass) differs from that given by (4.1.1). However, it is easy to see that (4.1.1) coincides with the standard one. In fact, for example the first term of the integral (4.1.1) can be written as
cd , d is a smooth function, 0 v a is the outward directed 0 q ab -orthogonal unit normal to the large sphere S r of coordinate radius r, dS is the unit sphere volume element, and the 1-form F a is defined by the last equality of the integrands. If K a ∈ A and k ≥ However, in both cases the r → ∞ limit of the integral of the term r n−k−1 F a 0 v a is zero. Similarly, all the remaining terms in (4.1.1) can also be written into the form being linear in the physical metric q ab and the extrinsic curvature χ ab , yielding the familiar expression given in [5] . Finally, calculate the total time derivative of Q[K a ] along any allowed time axis ξ a , where
However, in the present calculations we cannot use (3.5.1), because they are the vacuum evolution equations in the Hamiltonian phase space. In the presence of the matter in the spacetime we must use (2.1.2) and (2.1.7). They, the definitions and formulae (3.1.3) and (3.2.2) imply thaṫ
Then by (2.3.5), (3.5.3), (4.1.4) and the definitions we have
Taking into account the Lagrangian constraints (2.1.5) and (2.1.6) we obtain
By (4.1.1) the right hand side is an (n − 1)-sphere integral at infinity with the generatorsM : 
is not constant in time with respect to ξ a . For example, the time derivative of the centre-of-mass of Beig andÓ Murchadha with respect to ξ a above is not zero, that is just the spatial (linear) momentum.
The background-independence of
Let 0 v a be the outward directed 0 q ab -unit normal to the coordinate spheres in Σ, and let γ be an integral curve of 0 v a form some S r0 to S r . Then the length of γ in the physical metric q ab is
for some constants A,Ā, B andB. This implies, in particular, that
Therefore, in the definitions (2.3.1)-(2.3.3) of the asymptotic flatness the radial distance r can be substituted by the physical radial distance R without changing the structure or the leading terms of q i j and χ i j .
To clarify the potential ambiguity both of the notion of asymptotic flatness and the quantities
coming from the non-uniqueness of the background metric 0 q ab , let (Σ, q ab , χ ab ) be (k, l)-asymptotically flat with respect to 0 q ab , and let 0qab be another background metric, being flat on Σ − K. (Without loss of generality we may assume that the domain of the flatness of both 0 q ab and 0qab coincide.) Thus there exists a diffeomorphism φ : Σ − K → Σ − K such that 0qab = φ * 0 q ab . For the sake of simplicity suppose that φ is homotopic to the identity Id| Σ−K , i.e. for some one-parameter family φ u of diffeomorphisms φ 0 = Id| Σ−K and φ 1 = φ. Then we can form the one-parameter family of flat metrics 0 q ab (u) := φ * u 0 q ab on Σ − K (which can obviously be extended to the whole Σ as, in general curved, negative definite metrics). If V a is the vector field on Σ−K generating φ u , and its components in the coordinates {x k } are defined by V a 0 q ab =:
Writing V i in the form
for some power R, where the first two terms together is just the kernel of the flat Killing operator 0 D (i V j ) for 0 q ab , we have
Its leading term has even parity iff V (R) i ( x k r ) has odd parity. Since, for sufficiently small u, one has q ab − 0 q ab (u) = q ab − 0 q ab − ( 0 q ab (u) − 0 q ab ) = q ab − 0 q ab − δ 0 q ab u + O(u 2 ), and hence, in the 0 q ab -Cartesian coordinate system {x k }, q i j − 0 q i j (u) = q i j − 0 q i j −δ 0 q i j u+O(u 2 ) = r −k q
holds. The one-parameter family of coordinate systems {x i (u)}, defined in terms of the coordinates {x k } byx i (u) := φ i u (x k ), is Cartesian with respect to the one-parameter family of flat metrics 0 q ab (u), i.e. has odd parity for R = 1 − k. These changes of the background metrics will be called allowed. (Apart from a rigid Euclidean rotation, the non-trivial leading terms of q i j and χ i j are invariant with respect to the change 0 q ab → 0 q ab (u) of the background metric iff R < (1 − k).) Therefore, the corresponding V a 's are special, purely spatial asymptotic Killing vectors.
The change of the background metric 0 q ab yields a change of the allowed time axes. By (4.2.2) for the infinitesimal change of M and M a given by (2.4.1) one has
(4.2.5) Thus the allowed change of the background metric acts on K a = M t a + M a as the diffeomorphism generated by the asymptotic Killing vector V a : for E, F ≤ (1 − k) the structure of δM and δM a is similar to that of M and M a , respectively, if R < (1 − k) or if R = (1 − k) and V (R) i has odd parity. If, however, B i = 0, R i j = 0 and E, F ≤ −k, i.e. K a ∈ −k T K ξ , then the structure of δM and δM a will be similar to that of M and M a , respectively, only if R ≤ −k.
To calculate the change of Q[K a ] under the allowed change of the background metric let us form
] by using the one-parameter family of the flat background metrics 0 q ab (u) in (4. and δM a in (4.2.5), because the remaining terms are pure gauge generators. However, by (2.4.11-14) this is nothing but the transformation law of the energy, and the components of the spatial momentum, spatial angular momentum and centre-of-mass under the Euclidean transformation coming from the diffeomorphism generated by V a . To rule out the ambiguities in the expression of the energy and the centre-of-mass, we must require the vanishing of the integral in (4.2.6). Its vanishing can be ensured by requiring R < (2 − n), or R = (2 − n) and that V with odd parity generator, or faster. For the condition ensuring well defined energy and spatial momentum we recovered the known results of [8, 11] . Namely, writing k in the form k = remarks on the preliminary version of the present paper. This work was partially supported by the Hungarian Scientific Research Fund grants OTKA T030374 and T042531.
