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MATHEMATICS 
ON MARKOV CHAINS AND INTUITIONISM. II 
DISCRETE STATE-SPACE AND CONTINUOUS PARAMETER 
BY 
J. G. DIJKMAN 
(Communicated by Prof. A. HEYTING at the meeting of January 26, 1963) 
0. Introduction 
In an earlier paper 1) I have given an intuitionistic treatment of 
Markov Chains in the case the state-space is enumerable and the para-
meter is discrete. 
The purpose of the present paper is to give a first approach of the 
continuous parameter case. To this aim an intuitionistic version is 
developed of the theory as given in CHUNG's book 2). For the intuitionistic 
nomenclature the reader is referred to HEYTING 3). 
1.1. Let Q be a numerable species (cf. HEYTING I.e. p. 40) of mathe-
matical entities. This species Q will be called the state-space and the 
elements of it are called the states. We number the elements of Q and 
an element of Q will be indicated by En. The space Q can now be represented 
by {Et, E2, ... ,}. 
The number of elements of Q may be finite or infinite and even it is 
possible that we do not know the number of states. 
1.2.1. We suppose that for every state Ei E Q a number Pi is known 
such Fhat 
ext : 0 ~ Pi ~ 1 ; 
N+n 
cx2 : (Vk)({f[N)(Vn)(EN+n E Q => 0 ~ 1- 2 Pi< 2-k). 
i~l 
The number Pi is called the absolute probability of state Ei at time t=O. 
1.2.2. Furthermore we suppose that for every ordered pair Ei, E1 
( i = j included) a function PiJ( · ) is known such that 
f3o : PiJ(t) is defined for every t > 0; 
f3t : (Vt)(t > 0 => 0 ~ pij(t) ~ 1); 
1) J. G. DIJKMAN: On Markov Chains and Intuitionism. Proceedings Kon. Akad., 
Amsterdam, A 64 (1961) = Indagationes Mathematica, 23, 314-328 (1961). 
2) K. L. CHUNG: Markov Chains with stationary transition probabilities, Springer 
Verlag, 1960. 
3 ) A. HEYTING: Intuitionism, An Introduction. North-Holland Publishing 
Company, Amsterdam, 1956. 
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N+" 
P2 : (Vt> O)(Vk)(Vi)(Ei ED~ ({!IN) (EN+n En~ 0 ::j> 1- .2 pii(t) < 2-k)). 
i-1 
p3 : (V8>0, t>O)(Vi)(Vi)(Ei, Ei ED~ _2 Pik(8)Pki(t) = pii{8+t)). 
EkED 
Condition Pa is the well-known Chapman-Kolmogorov equation. The 
functions Pii( ·) are called the transition probability functions from state 
Ei to state Ej, and Pii(t) is the transition probability from state Ei to 
state Ei in time t. 
2.1.1. Condition Po (1.2.2.) is a very strong one. From the classical 
point of view a function pij( ·) which satisfies condition Po may be a 
discontinuous function. However, from the intuitionistic point of view 
this possibility cannot occur for by BROUWER's fan theorem 4) we have: 
Theorem. For every pair of states Ei ED and Ei ED the transition 
probability function Pii( ·) is uniformly continuous on every closed 
interval [•I, •2] with 0<•1 <•2· 
This result is merely a consequence of the fact that Pii(t) is defined for 
every t>O. 
2.1.2. In the classical theory far reaching results are obtained by 
supposing that Pii( ·) is a Lebesgue measurable function for every i and j. 
With the help of this supplementary condition DooB 5) proves: 
each Pii( ·) is uniformly continuous on [!5, oo) for every <5> 0. 
This theorem goes further than theorem 2.1.1., where the uniform con-
tinuity is restricted to closed intervals. However, in the intuitionistic 
theory Doob's theorem can be proved without supposing the measurability 
condition. The proof will be given in the next section and is only a slight 
modification of the proof in CHUNG's book. . 
2.1.3. Proof of Doob's theorem. 
Let the real numbers t, 8 and h be chosen such that 0<8<t and h> -8. 
Then it follows from Pa: 
(1) ! EtD IPii(t+h)-Pii(t)l ::!> E~D E11Pik(8+h)-Pik(8)j ~kj(t-8) 
= .2 IPik(8+h)-Pik(8)j. 
EkED 
Let the function cp~,( · , · ) be defined by 
cp~,(h, 8) = .2 IPik(8+h)-Pik(8)i, 
Ek 
4) cf; e.g. L. E. J. BROUWER, Points and Spaces, Canadian J. Math. 6, 1-17 
(1954). 
5) cf. J. L. DooB, Topics in the theory of Markoff chains, T.A.M.S. 52, 455-473 
(1942). 
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then the inequality ( l) expresses: 
( l ') ((!i(h, t) :::\> ((!i(h, s) 
for every t>s. 
Now we consider ((!i(h, s) for fixed s, then ((!i(h, s) is a continuous (even 
uniformly) function of h on [ -ts, tsJ. Evidently f{Ji(O, s)=O, hence 
(2) +lim ((!i(h, s) = 0. 
h-+0 
From (1') and (2) it follows, that 
+lim ((!i(h, t) = 0 
h--+ 0 
uniformly in t for every t>s>O, which implies the uniform continuity 
of each Pij( ·) on [s, oo) for every fixed s>O. 
2.2.1. In the foregoing sections 2.1.1., 2.1.2. and 2.1.3. the continuity 
of Pij( ·) on [s, oo) with s > 0 was investigated. Now we pay attention 
to the existence of +lim Pij(t) of course with t > 0. In classical mathe-
t-+o 
matics the continuity of the functions Pij( ·) is strongly related to the 
existence of the limits lim Pij(t) as is expressed by the following classical 
theorem: t-+o 
All transition probability functions Ptj( ·) are continuous on the open 
interval (0, oo) if and only if lim Pij(t) exists for every i and j. 6) 
t<--0 
In our set up this theorem is lost in the sense that the uniform continuity 
is assured by condition (30 (1.2.2.) and it has no relation to the existence 
of the indicated limits. From a counter-example it becomes clear that 
continuity of Pij( ·)on the open interval (0, oo) is not sufficient to guarantee 
the existence of lim Pij(t). 
t-+ 0 
2.2.2. Counter-example. 
To construct the example as indicated in the foregoing section we consider 
the decimal expansion of n and let r be the sequence 0 l 2 ... 9. The 
sequence {In(·)} of functions is defined by 
fn(t) = e-nt (t > 0) 
if among the first n decimals of n the sequence r does not occur, 
fm(t) = e-kt (t > 0) 
if among the first m decimals of n the sequence r occurs and if k is the 
index of the digit 9 in the first sequence r that occurs. 
Let the function f( · ) be defined by 
j(t) = lim fn(t), 
n-+ oo 
6) cf. J. L. DooB l.c. or CHUNG l.c. p. ll8. 
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then it is easily seen that the function /( ·) is defined for every t > 0. 
We consider a state-space Q with only two elements, E1 and E 2 and let 
the transition probability functions be defined by 
pn( ·) = P22( ·) = !/( ·) + l 
P12( ·) = P21( ·) = !-!/( · ). 
These transition probability functions satisfy the conditions f3o, {3~, {32 
and f3a (1.2.2.) as is easily verified. 
However we cannot prove (nowadays) the existence of the expressions 
lim Pii(t), for if the sequence -c does not occur in the decimal expansion 
t-+0 
of :n then f(t) = 0 (t>O), hence lim pi,J(t)=!, but if -c occurs and if k1 
t-->0 
is the index of the digit 9 in the first sequence -c that occurs, then 
f(t) = e-k,t 
for every t>O and hence lim pn(t)=l. 
t-->0 
This means that for the proof of the existence of lim Pii(t) it is necessary 
to solve the problem: Does -c occur in the decimal expansion of :n? 
As to the functions PiJ( · ) we can only prove that they are twofold 
negatively convergent 7) for t -+ 0. 
2.2.3. Another counter-example is now given. 
Let f(t) be defined as in section 2.2.2. and let us define the transition 
probability functions by 
pn(t) = f(t) 
P21(t) = 0 
P12(t) = l- f(t) 
P22(t) = l 
for every t > 0. Again it is easily verified that the functions Pti( ·) can 
be considered as transition probability functions in an Q space with two 
states E1 and E2. 
In this case we have no proof of 
(Vt) [(pn(t) = 0) v (pn(t) # 0)]. 
From the classical point of view the functions are measurable, hence 
lim Pti(t) exists (i, j = l, 2,) and PiJ(t) = 0 or Pii(t) > 0 identical in t> 0. 
l-->0 
2.3.1. The following theorem can be proven from the classical point 
of view. 
Let (Pii( · ) ) be a measurable transition matrix then each Pti( · ) is either 
identically zero or is never zero in (0, oo ). 
7) For this notion of convergence cf. J. G. DIJKMAN, Recherche de la convergence 
negative dans les mathematiques intuitionistes. Proceedings Kon. Akad. Amsterdam, 
51, 681-692 = Indagationes Mathematica 10, 232-243 (1948). 
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From the assumption "(Pii( · )) is a measurable transition matrix" it 
follows that Pii( ·) is uniformly continuous on [ !5, oo) for every !5 > 0. 
As a consequence of these classical theorems we get: 
If each Pii( ·) is uniformly continuous on [ !5, oo) for every !5 > 0 then 
Pii( ·) is either identically zero or never zero on (0, oo). From the in-
tuitionistic point of view this theorem is lost. This we see from a counter-
example to be given in next section. 
2.3.2. Let 't' have the same meaning as in 2.2.2. 
We define the rational number (!n by 
l 
(!n = n 
if 't' does not occur among the first n decimals of n, 
l 
(!n = k 
if 't' occurs among the first n decimals of n and if k is the index of the 
digit 9 in the first sequence 't' that occurs. 
By the definition 
(! = lim (!n 
n-+oo 
the real number e is well defined. 
Let Q be a state space containing only the elements E1 and E2 and 
let the transition probability functions be defined by 
pn(t) = e-et ' 
P21(t) = 0 
P12(t) = l - e-et 
P22(t) = l 
for every t > 0. 
Evidently: lim Pii(t)= t5ii (bii=Kronecker symbol), i.e. the transition 
t-+0 
matrix (pij( · )) is standard B). 
Though the matrix (PiJ( · )) is standard, we have no proof of: 
(p12(t) = 0) v (p12(t) # 0) 
for an arbitrarily chosen t>O, while lim Pii(t) exists for every i and j 
t-+0 
and while each Pii( ·) is uniformly continuous on [ b, oo) with b > 0. 
2.3.3. If (Pii( · )) is a standard transition matrix, i.e. lim Pii(t) = bif, 
then t-o 
(Vt) (Vi) (pu(t) > 0), 
and 
([f[t1 > 0) (PiJ(ti) = 0) ==> (Vt ::1> t1) (Pii(t) = 0) (y2) 
([f[t1 > 0) (PiJ(tl) > 0) ==> (Vt <t:: t1) (Pii(t) > 0) (ya). 
8) For the definition of a standard transition matrix: cf. CHUNG I.e. p. 123. 
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Proof. The proof can be rewritten from DooB 9) with a slight modi-
fication. 
(y1) From lim pu(t) = l and the continuity it follows 
t-+0 
0 :::j> t < t5 => pu(t) > 0 
and by pu(2t) {: pu(t) pu(t) 
we have: pu(t)>O for every t with 0 :::j> t<2<5. 
Repeating this argument gives the proof of Yl· 
(y2) On account of PiJ(ti) {: Pii(t) Pii(tl- t) for 0 < t < t1 and PJJ(lt- t) > 0 
( cf. y1) it follows from PtJ(ti) = 0 that PtJ(t) = 0 for 0 < t < t1. 
However, the transition matrix is standard and this implies with 
continuity: 
0 :::!> t :::!> tt => PtJ(t) = 0 
(ya) This is an immediate consequence of 
2.3.4. In the case (PtJ( · )) is a standard transition matrix basic results 
can be derived in classical theory. In that theory one can prove: 
r l- pu(t) 
liD t 
t-+0 
exists for every i, but it may happen that the limit is infinite. 
W. J. JuRKAT IO) has observed that the proof of this result can be 
given without using the strong condition f3a. 
Only a weakened version of f3a is necessary. In section 2.3.5. we construct 
an example of functions pu(t) which satisfy 
(i) pu(t) is defined for every t>O; 
(ii) pu(s+t) {: Ptt(s) pu(t) for every t> 0 and s> 0; 
(iii) +lim pu(s) = l, 
S-+0 
but for which 
does not exist. 
These conditions are the elements on which the classical proofs are based, 
as Jurkat observed. 
9) L. L. DooB, Stochastic Processes, John Wiley and Sons, New York, p. 239. 
10) W. J. JURKAT, On semi-groups of positive matrices I, Scripta Mathematica 
24, 123-131 (1959). 
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2.3.5. Let e be the real number as defined in section 2.3.2., then 
p(t) = e-tl-e 
can be calculated as accurately as desired for every t {: 0. 
Evidently: lim p(t) =I, 
t-+0 
hence (iii) is satisfied. 
The inequality: 
(s + t)1 -e ::p. s1 -e + t1 -e for every s > 0, t > 0 
implies the inequality 
p(s +t) {: p(s) · p(t), 
hence (ii) is satisfied. 
However, we are not able to perform the calculation of 
1. I- p(t) Ill , 
t-+0 t 
for we have not (yet) solved the disjunction: 
(e = O) v (e # O). 
From e = 0 it follows that the limit has a finite value, but e # 0 implies 
that the limit is not finite. 
This example illustrates that a proof which is based on the weakened 
form p(s+t) {: p(s) p(t) and which does not use the stronger form {33 , 
cannot lead to a result which is acceptable from the intuitionistic point 
of view. 
Technological University Delft 
Department of Mathematics 
