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We analyze in full detail the time evolution of an open Gaussian quantum system rapidly bom-
barded by Gaussian ancillae. As a particular case this analysis covers the thermalization (or not)
of a harmonic oscillator coupled to a thermal reservoir made of harmonic oscillators. We derive
general results for this scenario and apply them to the problem of thermalization. We show that
only a particular family of system-environment couplings will cause the system to thermalize to the
temperature of its environment. We discuss that if we want to understand thermalization as ensuing
from the Markovian interaction of a system with the individual microconstituents of its (thermal)
environment then the process of thermalization is not as robust as one might expect.
I. INTRODUCTION
Open quantum dynamics—the study of the evolution
of quantum systems interacting with an environment—
has wide sweeping theoretical and experimental impor-
tance. It is fundamental in the study of quantum thermo-
dynamics. Since thermalization is a non-unitary process,
it requires an environment. Open dynamics is also crit-
ical in understanding the noise and decoherence modes
ubiquitously present in experimental settings [1].
The formalism of Gaussian Quantum Mechanics
(GQM), (see, e.g., [2]) simplifies the treatment of many
quantum mechanical problems by making use of the
phase space representation of quantum mechanics, fo-
cusing on states that can be fully characterized with a
Gaussian Wigner function. Such states are theoretically
and experimentally relevant, including coherent states,
thermal states, and squeezed states. As long as all the
relevant transformations preserve this Gaussianity (i.e.
take Gaussian states to Gaussian states), GQM provides
a significant decrease in the overhead of describing quan-
tum states and transformations. One needs only track
the system’s first and second statistical moments instead
of a vector in an infinite dimensional Hilbert space. The
literature abounds with reviews on Gaussian quantum
mechanics, in particular in its applications to quantum
information; the reader is referred to [3–5].
In this paper, we consider the dynamics induced in a
generic Gaussian system when rapidly bombarded by a
series of Gaussian ancillae, a scenario we call Gaussian
ancillary bombardment. An intuitive example of such a
scenario is a harmonic oscillator in a thermal bath of
harmonic oscillators.
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To study the general scenario, in Sec. III we adapt the
rapid repeated interaction formalism developed in [6, 7]
to the Gaussian setting. Specifically, we construct an
interpolating master equation for the discrete time dy-
namics induced by the rapid interactions. In Sec. IV we
apply this adapted formalism to the a generic Gaussian
ancillary bombardment scenario and analyze the result-
ing master equation. In this analysis, we make use of the
partition of open Gaussian dynamics developed in [8] to
characterize the dynamics in terms of unitarity, ability to
cause energy flow, state-dependence and mode mixing.
Finally, in Sec. V, we apply the tools built in this paper
to the problem of understanding thermalization as result-
ing from the Markovian bombardment of a small system
by the microconstituents of a thermal reservoir. We show
that if we are to model equilibration and thermalization
as resulting from this kind of dynamics then these pro-
cesses critically depend on the system-environment cou-
pling.
The methods and results we present not only add to
a growing understanding of Gaussian open dynamics [9–
11] but also provide tools for investigating the thermo-
dynamics of systems that are repeatedly disturbed by an
environment, particularly with regard to microscopic de-
tails connected with the flow of energy and information.
II. GAUSSIAN QUANTUM MECHANICS
Consider a system composed of N coupled modes (for
example, harmonic oscillators) with the nth of these
modes characterized by its quadrature operators, qˆn and
pˆn, which obey the canonical bosonic commutation rela-
tions,
[qˆn, qˆm] = [pˆn, pˆm] = 0 and [qˆn, pˆm] = i δnm 1ˆ . (1)
Such systems can be fully described in terms of a
pseudo-probability distribution defined on the system’s
2phase space [12, 13]. In particular, a state with density
matrix ρ can be equivalently represented by its Wigner
function,
W (q,p) = 1
piN
∫
∞
−∞
dNs ⟨q + s∣ρ ∣q − s⟩ exp(−2ip⋅s). (2)
Gaussian Quantum Mechanics (GQM) is the restric-
tion of quantum mechanics to the class of states whose
Wigner functions are Gaussian and to the class of trans-
formations which preserve this Gaussianity. The follow-
ing summary of GQM significantly summarizes the in-
depth summary given in [8] in which many of the follow-
ing claims are spelled out and demonstrated.
The main benefit of this restriction to Gaussian states
and transformations is that it allows for a significantly
simplified description of quantum states and transforma-
tions whilst still describing a wide variety of theoreti-
cally and experimentally relevant situations. In particu-
lar, a Gaussian distribution is completely determined by
its first and second statistical moments. Thus collecting
the system’s quadrature operators into the vector
Xˆ ∶= (qˆ1, pˆ1, qˆ2, pˆ2, . . . , qˆN , pˆN)⊺, (3)
a Gaussian state is fully described by (a) the mean of
each of these operators, collected in the 2N -dimensional
mean vector
X ∶= ⟨Xˆ⟩ = (⟨qˆ1⟩, ⟨pˆ1⟩, . . . , ⟨qˆN ⟩, ⟨pˆN ⟩)⊺, (4)
and (b) by the covariances between them, collected in the
the 2N by 2N symmetric covariance matrix
σj
k
∶= ⟨Xˆj Xˆk + Xˆk Xˆj⟩ − 2⟨Xˆj⟩⟨Xˆk⟩. (5)
Note that any two quadrature operators, say Xˆj and
Xˆk, will either commute to i 1ˆ or to 0 such that all of
the system’s commutation relations are captured by the
phase space matrix Ω, defined as
[Xˆj , Xˆk] = i Ωjk 1ˆ . (6)
This matrix, called the symplectic form, is given explic-
itly as
Ω =
N
⊕
n=1
ω = 1N ⊗ ω; ω = ( 0 1
−1 0
) , (7)
in the same representation as (3). Note that Ω
is real-valued, antisymmetric, and invertible with
Ω−1 = ΩT = −Ω.
As in standard quantum mechanics, in GQM the com-
mutation relations underlie the uncertainty principle,
which all valid states obey. For Gaussian states the un-
certainty principle is [14],
σ ≥ iΩ. (8)
For a matrix M , the notation M ≥ 0 indicates here that
M is positive semi-definite. Moreover M1 ≥ M2 here
means M1 −M2 ≥ 0. The uncertainty bound (8) implies
that that σ ≥ 0 (see Sec. II in [8]).
Gaussian unitary transformations are unitary transfor-
mations in the system’s Hilbert space that preserve the
Gaussianity of the state. Differential Gaussian unitary
transformations are generated by Hamiltonians that are
at most quadratic in the the operator vector [15]. Such
Hamiltonians can always be cast in the form,
Hˆ = 1
2
Xˆ⊺F Xˆ +α⊺Xˆ. (9)
where F is a 2N by 2N real symmetric matrix and α is
a real-valued 2N dimensional vector. From (9), one can
calculate the evolution of the mean vector,X, and of the
covariance matrix, σ, as
d
dt
X(t) = Ω(FX(t) +α), (10)
d
dt
σ(t) = (ΩF )σ(t) + σ(t) (ΩF )⊺. (11)
For a time-independent Hamiltonian, integrating these
equations for a time interval [0, t] gives
X(0)Ð→X(t) = S(t)X(0)+ d(t), (12)
σ(0) Ð→ σ(t) = S(t)σ(0)S⊺(t) (13)
where
S(t) = exp(ΩF t), (14)
d(t) = exp(ΩF t) − 1 2N
ΩF
Ωα. (15)
Note that (15) does not require ΩF to be invertible. In-
stead the notation can be understood in terms of the
following series expansion
exp(X t) − 1
X
=
∞
∑
m=0
tm+1
(m + 1)!Xm. (16)
More generally, any transformation of the form (12)
and (13) (i.e., with generic S and d) can be imple-
mented by evolving under a (potentially time depen-
dent1) quadratic Hamiltonian with the sole restriction
that it preserves the symplectic form (i.e., the commuta-
tion relation) as
SΩS⊺ = Ω. (17)
Such a matrix S implements a symplectic transforma-
tion. Together with d, the update (12) and (13) consti-
tutes a symplectic-affine transformation. Gaussian uni-
tary transformations on the system’s Hilbert space cor-
respond to symplectic-affine transformations on the sys-
tem’s phase space.
1 Notice that in order to implement a general sympletic transfor-
mation a time dependent generator is generally needed. This
follows from the exponential in the symplectic group not being
surjective.
3In addition to the Gaussian unitary transformations
described above, one can implement non-unitary Gaus-
sian transformations by allowing the system to interact
with an environment. In direct analogy with the Stine-
spring dilation theorem, one can implement any com-
pletely positive trace preserving (CPTP) Gaussian trans-
formation as a Gaussian unitary transformation in some
larger Hilbert space (or equivalently as a symplectic-
affine transformation in a larger phase space) [16]. From
this it follows that the most general form of Gaussian
update on X and σ is,
X(0)→X(t) = T (t)X(0)+ d(t), (18)
σ(0)→ σ(t) = T (t)σ(0)T ⊺(t) +R(t). (19)
where d(t) is a real 2N -dimensional vector, T (t) and
R(t) are 2N by 2N real matrices, R(t) is symmetric,
and T (t) (unlike S) is not necessarily symplectic.
A transformation (given by T , d, R) is CPTP if and
only if it obeys the complete positivity condition [2]
R ≥ i (T ΩT ⊺ −Ω). (20)
where a sketch of the proof appears in the appendix of
[8]. Recall the notation M ≥ 0 indicates that M is a
positive semi-definite matrix.
We can take the update given by (18) and (19) to be
differential, as
T (dt) = 1 2N + dt ΩA, (21)
d(dt) = dt Ωb, (22)
R(dt) = dt C, (23)
where b is a real 2N -dimensional vector, A and C are
2N by 2N real matrices, C is symmetric. Since Ω is
invertible, and since A and b are arbitrary, assuming that
a factor of Ω precedes A and b is justified.
From this differential update one can find that the gen-
eral form of the Gaussian master equations is
d
dt
X(t) = Ω(A(t)X(t) + b(t)), (24)
d
dt
σ(t) = (ΩA(t))σ(t) + σ(t) (ΩA(t))⊺ +C(t). (25)
The differential version of the complete positivity condi-
tion (20) is
C ≥ iΩ(A −A⊺)Ω (26)
from which it follows that C ≥ 0.
In [8] the dynamical effect of the A, b, and C terms
were explored in detail. To summarize, the effect of the
A term is to implement rotations, squeezings, and am-
plifications in phase space, whereas the b term imple-
ments displacement and the C term implements state-
independent noise.
For time-independent generators (A, b, and C), inte-
grating these equations for a time interval [0, t] gives an
update of the form (18) and (19) with
T (t) = exp(ΩAt), (27)
d(t) = exp(ΩAt) − 1 2N
ΩA
Ωb, (28)
R(t) = vec−1(exp((ΩA⊗ΩA) t) − 1 4N2
ΩA⊗ΩA
vec(C)). (29)
where the vec operation is defined [8] to map outer prod-
ucts to tensor products as
vec(λ uv⊺) ∶= λ u⊗ v (30)
for some scalar λ and vectors u and v. By linearity this
defines its action on any matrix. One quickly finds that
for any matrices X , Y and Z
vec(X Y Z⊺) = (X ⊗Z)vec(Y ). (31)
This operation can be represented by the vector formed
by taking the entries of a matrix in order as follows,
vec(a b
c d
) = (a, b, c, d)⊺. (32)
Note that vec−1 is trivially defined by “restacking” the
matrices entries.
Also, as before, note that it is not necessary that ΩA
and ΩA ⊗ ΩA are invertible for us to evaluate (28) and
(29) as we can make use of the series (16).
III. RAPID REPEATED GAUSSIAN
INTERACTION
In this section we build a Gaussian master equation
of the general form (24) and (25) from rapid repeated
application of a Gaussian channel of the general form
(18) and (19).
Specifically, we take a Gaussian system (characterized
by its mean vector, X, and its covariance matrix, σ) to
be updated in discrete time steps of duration δt via the
Gaussian channel given by some T (δt), d(δt), and R(δt)
as
X((n + 1)δt) = T (δt)X(nδt)+ d(δt), (33)
σ((n + 1)δt) = T (δt)σ(nδt)T ⊺(δt) +R(δt). (34)
Given the initial system state, X(0) and σ(0), the above
update scheme defines the system state at the discrete
time points t = nδt. Note this update is Markovian since
it is time-local (it only depends on the current state of
the system).
Further we make the natural assumptions that
T (0) = 1 2N , d(0) = 0, and R(0) = 0 (35)
(nothing happens in no time) and that
T ′(0), d′(0), and R′(0) exist (36)
4(things happen at a finite rate). Finally we assume that
the update scheme is invertible. Ultimately, this means
that T (δt) is non-singular. Note that we automatically
have this for small enough δt.
From the above update we seek to construct a Gaussian
master equation of the general form
X ′(t) = Ω(AδtX(t) + bδt), (37)
σ′(t) = (ΩAδt)σ(t) + σ(t) (ΩAδt)⊺ +Cδt (38)
for some generators Aδt, bδt, and Cδt such that the dy-
namics it describes exactly matches the dynamics given
by the discrete updater at every time point, t = nδt. As
the dynamics generated by (37) and (38) is defined for all
t ≥ 0 (not just t = nδt) this master equation constitutes
an interpolation scheme (see [6] for details).
In general, such an interpolation scheme is not
uniquely determined. However, as discussed in [7], there
is a unique interpolation scheme with time-independent
generators which converge in the rapid interaction limit
(as δt → 0).
This unique interpolation scheme is constructed in de-
tail in Appendix A, yielding the interpolation generators
ΩAδt = 1
δt
Log(T (δt)), (39)
Ωbδt = 1
δt
Log(T (δt))
T (δt) − 1 2N d(δt), (40)
Cδt = vec−1( 1
δt
Log(T (δt)⊗ T (δt))
T (δt)⊗ T (δt)− 1 4N2 vec(R(δt))).
(41)
where we emphasize that the expressions for bδt, and Cδt
are to be understood via the series expansion
Log(X)
X − 1
=
∞
∑
m=0
(−1)m
m + 1
(X − 1 )m (42)
and so T (δt)− 1 2N and T (δt) ⊗ T (δt)− 1 4N2 need not
be invertible. Finally, we note that in the above equa-
tions we take the logarithm’s principle branch cut, such
that Log(1 ) = 0. This assures that the interpolation gen-
erators converge as δt→ 0.
If in addition to the minimal regularity assumed above
— (35) and (36) — we have that T (δt), d(δt), and R(δt)
are analytic at δt = 0, then we can then expand them as
a series in δt as
T (δt) = 1 2N + δtT1 + δt2 T2 + δt3 T3 + δt4 T4 + . . . , (43)
d(δt) = 0 + δtd1 + δt2 d2 + δt3 d3 + δt4 d4 + . . . , (44)
R(δt) = 0 + δtR1 + δt2R2 + δt3R3 + δt4R4 + . . . . (45)
Using these series expansions, through (39), (40), and
(41), we can expand each interpolation generator as a
series in δt as well,
Aδt = A0 + δtA1 + δt2A2 + δt3A3 + . . . , (46)
bδt = b0 + δtb1 + δt2 b2 + δt3 b3 + . . . , (47)
Cδt = C0 + δtC1 + δt2C2 + δt3C3 + . . . , (48)
where the first few terms of the expansion of Aδt are given
by
ΩA0 = T1, (49)
ΩA1 = T2 − 1
2
T1
2, (50)
ΩA2 = T3 − 1
2
(T1T2 + T2T1) + 1
3
T1
3. (51)
The first few terms of the expansion of bδt are given by
Ωb0 = d1, (52)
Ωb1 = d2 − 1
2
T1d1, (53)
Ωb2 = d3 − 1
2
(T1d2 + T2d1) + 1
3
T 21 d1. (54)
Finally, the first few terms of the expansion of Cδt are
given by
C0 = R1, (55)
C1 = R2 − 1
2
(T1R1 +R1T ⊺1 ), (56)
C2 = R3 − 1
2
(T2R1 +R1T ⊺2 + T1R2 +R2T ⊺1 ) (57)
+
1
3
(T12R1 +R1T ⊺1 2) + 16T1R1T ⊺1 .
Higher order terms in these series can be calculated but
are not discussed in this paper.
IV. GAUSSIAN ANCILLARY BOMBARDMENT
In this section we construct the Gaussian channel cor-
responding to a specific physically motivated situation
that we refer to as Gaussian ancillary bombardment, in
analogy with the ancillary bombardment introduced in
[6]. Following this we use the results of the previous sec-
tion to calculate the interpolation generators and expand
them as a series in δt. Finally, we will analyze these ex-
pansions order by order using the partition developed in
[8].
In a general Gaussian ancillary bombardment scenario,
we consider a Gaussian system that is repeatedly bom-
barded by a series of Gaussian ancillae. Updating the
system’s state via (33) and (34) here corresponds to the
system interacting with one of these Gaussian ancillae.
An intuitive example of such a scenario (and one we an-
alyze in Sec V) is a harmonic oscillator bombarded by a
thermal bath of harmonic oscillators.
Let us consider a system, S, to be a Gaussian system
composed of NS modes. Likewise let each ancilla, A, be
a Gaussian system composed of NA modes. Together
they form a joint system, SA, which is Gaussian and is
composed of NS +NA modes. Note that dimensions of S,
A and SA’s phase spaces are 2NS, 2NA, and 2NS + 2NA
respectively.
5The system and ancilla’s quadrature operators are col-
lected together into the operator vector
XˆSA = (XˆS, XˆA)⊺. (58)
Since the system’s and ancilla’s observables live in differ-
ent Hilbert spaces, all pairs of their observables commute
with each other. Thus they have the joint symplectic
form,
ΩSA = (ΩS 00 ΩA) (59)
where ΩS and ΩA are the symplectic forms in the phase
space of S and A respectively.
We assume that the system and ancilla are initially
uncorrelated, having the initial joint mean vector,
XSA(0) = (XS(0),XA(0))⊺, (60)
and the initial joint covariance matrix,
σSA(0) = (σS(0) 00 σA(0)) . (61)
Further we assume that they evolve under a quadratic
Hamiltonian,
HˆSA = 1
2
Xˆ⊺SAFSA XˆSA +α
⊺
SAXˆSA (62)
where FSA is real and symmetric and αSA is real.
It is useful to divide this Hamiltonian into subblocks
corresponding to the system and ancilla’s phase spaces
as,
FSA = (FS GG⊺ FA) , αSA = (
αS
αA
) . (63)
Note that FS and FA are symmetric and that G is not
generally square, having dimensions 2NS by 2NA.
Divided this way we can see that FS andαS correspond
to the system’s free Hamiltonian,
HˆS = 1
2
Xˆ⊺S FS XˆS +α
⊺
SXˆS. (64)
Similarly FA and αA correspond to the ancilla’s free
Hamiltonian,
HˆA = 1
2
Xˆ⊺A FA XˆA +α
⊺
AXˆA. (65)
Finally, we can see that the G matrix contains all of
the couplings between the system and the ancilla, corre-
sponding to the interaction Hamiltonian,
HˆI = 1
2
Xˆ⊺S GXˆA +
1
2
Xˆ⊺AG
⊺ XˆS. (66)
Next we compute the effect that evolving for a time δt
under this Hamiltonian has on the system (determining
T (δt), d(δt), and R(δt)). In order to do this we compute
the evolution of the joint system then isolate the effect
on the system. This evolution is unitary and therefore
given by a symplectic-affine transformation in the joint
phase space. Specifically,
XSA(δt) = SSA(δt)XSA(0) + dSA(δt), (67)
σSA(δt) = SSA(δt)σSA(0)S⊺SA(δt) (68)
where
SSA(δt) = exp(ΩSAFSA δt), (69)
dSA(δt) = exp(ΩSAFSA δt) − 1 2NS+2NA
ΩSAFSA
ΩSAαSA. (70)
In order to find the effective update on the system’s state
we can divide these into blocks as
SSA(δt) = (MSS(δt) MSA(δt)MAS(δt) MAA(δt)) and dSA(δt) = (
dS(δt)
dA(δt)) .
Expanding (67) and (68) over the direct sum between the
system and ancilla’s phase spaces, one can identify that
the reduced state of the system (XS and σS) is updated
as
XS(δt) = T (δt)XS(0) + d(δt), (71)
σS(δt) = T (δt)σS(0)T ⊺(δt) +R(δt), (72)
where
T (δt) =MSS(δt), (73)
d(δt) =MSA(δt) XA(0) + dS(δt), (74)
R(δt) =MSA(δt)σA(0)M⊺SA(δt). (75)
With some effort, these can be expanded as a series
in δt (as in (43), (44), and (45)). Using the results of
the previous section, we can then write the interpolation
generators Aδt, bδt, and Cδt as a series in δt (as in (46),
(47), and (48)) now with coefficients written explicitly in
terms of the Hamiltonian (62).
This calculation is tedious but ultimately straightfor-
ward. For the first few terms of the expansion of Aδt it
yields
A0 =FS , (76)
A1 =1
2
GΩAG
⊺, (77)
A2 = − 1
12
GΩAG
⊺ΩSFS −
1
12
FSΩSGΩAG
⊺ (78)
+
1
6
GΩAFAΩAG
⊺.
For the first few terms of the expansion of bδt we find
b0 = αS +GXA(0), (79)
b1 = 1
2
GΩAFAXA(0) + 1
2
GΩAαA, (80)
b2 = − 1
12
FSΩSGΩAαA +
1
6
ΩSGΩAFAΩAαA (81)
−
1
12
FSΩSGΩAFAXA(0) + 1
6
GΩAFAΩAFAXA(0)
−
1
12
GΩAG
⊺ΩSαS −
1
12
GΩAG
⊺ΩSGXA(0).
6Finally, the first few terms of the expansion of Cδt are
C0 = 0, (82)
C1 = ΩSGσA(0)G⊺Ω⊺S, (83)
C2 = 1
2
ΩSG(ΩAFAσA(0)+ σA(0)(ΩAFA)⊺)G⊺Ω⊺S. (84)
It is worth noting the functional dependence of Aδt,
bδt, and Cδt on the parameters of the bombardment sce-
nario. These include the system free Hamiltonian (FS
and αS), ancillae free Hamiltonian (FA and αA), the in-
teraction Hamiltonian (G) and the initial state of the an-
cilla (XA and σA). The interpolation generators depend
on these (even non-perturbatively) as
Aδt(FS, FA,G), (85)
bδt(FS, FA,G,αS,αA,XA(0)), (86)
Cδt(FS, FA,G,σA(0)). (87)
The Aδt term (which implements rotation, squeezing,
amplifications and relaxation [8]) does not depend on ei-
ther the linear part of the Hamiltonians nor on the initial
ancilla state. This means that the presence and strength
of all of these effects is controlled solely by the nature of
the coupling to the environment and not by the particu-
lar state of the environment. Recall this is true even in
the regime of long-time interactions.
Additionally, since the dynamics of the mean vector is
determined entirely by Aδt and bδt it is therefore inde-
pendent of the initial covariance of the ancilla, σA(0).
It is also interesting to note which types of dynam-
ics become available at each order in the series. To do
this we use the results of [8] which partitions the gener-
ators of Gaussian dynamics into 11 parts based on: (a)
whether or not the dynamics allows for energy flow be-
tween the system and the environment, (b) whether it
allows for entanglement to be created between the sys-
tem and the environment, (c) whether the effect of the
dynamics is state-dependent or state-independent and fi-
nally (d) whether it mixes different modes together.
The result of applying this partition to the dynamics
generated by Gaussian ancillary bombardment is sum-
marized in Table I (for details see Appendix B).
Summarizing this analysis, at zeroth order we have
access to all the types of dynamics present in the system’s
free Hamiltonian with the option to induce an additional
displacement (coming from b0). At higher orders the
dynamics will generically be able to access all types of
displacement and noise. Past zeroth order, the rotation,
squeezing and amplification effects (coming from A) that
are available to the system alternate between unitary and
non-unitary.
Finally, before analyzing each of these expansions or-
der by order, we make some comments about when
open Gaussian dynamics in general, and Gaussian ancil-
lary bombardment in particular, can lead to purification.
This is an important characterization because dynamics
being able to increase the purity of at least one state is
a prerequisite for the dynamics to be able to capture the
process of thermalization (e.g. cooling through bombard-
ment by a cold environment).
Following [7] we say that a map can purify if there
exists a state whose purity increases under the map. The
purity of a Gaussian state [17] is given in our notation
by
P = Tr(ρ2) = 1
det(σ) . (88)
A necessary and sufficient condition for Gaussian dynam-
ics to be able to purify is
Tr(ΩA) < 0. (89)
Within the partition described in [8], only the Gaus-
sian dynamics including amplification/purification effects
are capable or purifying. From Table I we can see that
such effects are only available at odd orders. Thus if no
purification effects are present at first order, the leading
order purification effects will be at third order, generi-
cally two orders lower than the leading order noise term,
C1, with which they will compete. In subsection IVB we
find that many commonly used interaction Hamiltonians
cannot purify at first order.
A. Zeroth Order Dynamics
The zeroth order dynamics (i.e, in the continuum limit,
as δt → 0) is unitary, since A0 is symmetric and C0 van-
ishes. Specifically in zeroth order we have the dynamics,
X ′S(t) = Ω(FSXS(t) + αS +GXS(0)) (90)
σ′S(t) = (ΩFS)σS(t) + σS(t) (ΩFS)⊺. (91)
Comparing this to (10) and (11) we can see that this is
just evolution under the effective Hamiltonian
Hˆ
(0)
eff
= 1
2
Xˆ⊺S FS XˆS + Xˆ
⊺
S(αS +GXA(0)) (92)
= HˆS + XˆS⊺GXA(0).
This is in line with the general result from [18] showing
that rapid repeated interaction (even in a non-Gaussian
setting) produces unitary dynamics in the continuum
limit. In [18] this result was interpreted as saying that in
this regime the ancillae affect the system but do not en-
tangle with it (they “push” the system, but do not“talk”
to it). Further it was shown in [18] that by switching evo-
lution between (non-commuting) HˆS and Hˆ
(0)
eff
one can
generally gain full unitary control of the system. How-
ever this cannot be done within the context of Gaussian
ancillary bombardment.
In fact we will argue that only a limited range of Gaus-
sian dynamics is available to the system at zeroth order.
Specifically, unlike in [18], by turning on and off the envi-
ronment, one can only adjust the system’s Hamiltonian
7Type of Dynamics 0th (Free) 0th (Induced) Odd ( ≥ 1st) Even ( ≥ 2nd)
Single-mode Rotation Yes No No Yes
Single-mode Squeezing Yes No No Yes
Displacement Yes Yes Yes Yes
Single-mode Squeezed Noise No No Yes Yes
Amplification/Relaxation No No Yes No
Thermal Noise No No Yes Yes
Multi Mode Rotation Yes No No Yes
Multi Mode Squeezing Yes No No Yes
Multi Mode Counter-Rotation No No Yes No
Multi Mode Noise No No Yes Yes
Multi Mode Counter-Squeezing No No Yes No
TABLE I. The dynamics available to a bombarded Gaussian system at each order in δt. The eleven types of dynamics listed in
this table are described in detail in [8]. The zeroth order effects are further divided into those available through the system’s
free Hamiltonian and those which can be induced through the interaction.
by a linear term in XˆS, as can be seen from (92). Such a
modification of the system’s Hamiltonian can only apply
a displacement and cannot affect the dynamics of the sys-
tem’s covariance matrix. Thus while we are able to push
the Gaussian state around as we like in phase space, we
are not able to adjust its “shape” at will.
Finally, for completeness we note that since the zeroth
order evolution is unitary it is trivially completely posi-
tive. Explicity from (26),
C0 = 0 ≥ iΩS(A0 −A⊺0)Ω⊺S = 0. (93)
B. First Order Dynamics
At first order, we see a new displacement term (from
b1), the first noise in the dynamics (from C1) and several
other non-unitary effects (from A1). Specifically, from
Table I we can see that in addition to the displacement
effects coming from b1 we can have all three kinds of noise
(from C1) as well as amplification/relaxation, multi-
mode counter-rotation, and counter-squeezing coming
from A1. Note that we do not have access to single or
multi-mode rotation or squeezing at first order. Since
noise is generically present at first order (see below) sin-
gle or multi-mode rotation or squeezing will be generally
be subleading to the noise in the dynamics.
At this order the dynamics coming from both A1 and
C1 is non-unitary (A1 is antisymmetric, and noise is al-
ways non-unitary), thus the only unitary effects at first
order come from b1. These effects give a first order cor-
rection to the effective Hamiltonian
Hˆeff = Hˆ(0)eff + δt Hˆ(1)eff +O(δt2) (94)
of
Hˆ
(1)
eff
= Xˆ⊺S b1 =
1
2
Xˆ⊺SGΩA(FAXA(0)+αA). (95)
This correction can be understood as accounting for the
ancilla freely evolving during the interaction.
The first order noise term is given by
C1 = ΩSGσA(0)G⊺Ω⊺S (96)
which we note is positive semi-definite (C1 ≥ 0), since
σA(0) ≥ 0. This noise vanishes only if G = 0 (there is
no interaction) or if σA(0) is singular (i.e., infinitely
squeezed) and G⊺Ω⊺S maps entirely into the kernel of
σA(0).
As discussed above, a necessary and sufficient condi-
tion for Gaussian dynamics to cause purification is (89).
Since the zeroth order dynamics is unitary the first op-
portunity for purification is at first order. This can hap-
pen if and only if
0 > Tr(ΩSA1) = 1
2
Tr(ΩSGΩAG⊺). (97)
In [6] a necessary and sufficient condition for dynam-
ics causing causing purification at leading order was given
in a general (non-Gaussian) ancillary bombardment sce-
nario provided the system is finite dimensional. As such
the results described there cannot be applied to Gaussian
systems. They concluded that in order to cause purifi-
cation at leading possible order an interaction must be
“sufficiently complicated”. In particular they found that
a tensor product interaction Hamiltonian of the form
HI = QˆS ⊗ RˆA (98)
will not purify at leading order. We will now prove that
this result in fact does extend to the Gaussian context
despite the infinite dimensional nature of the systems and
ancillae.
Both QˆS and RˆA must be linear in their respective
quadrature operators, and so
QˆS = u⊺XˆS = Xˆ⊺Su and RˆA = v⊺XˆA = Xˆ⊺Av (99)
8for some real vectors u and v in order that HI be
quadratic in these operators. Thus we can write
HˆI = 1
2
Xˆ⊺S GXˆA +
1
2
Xˆ⊺AG
⊺ XˆS. (100)
with
G = uv⊺. (101)
Thus in Gaussian quantum mechanics, tensor product
interactions correspond to rank one interaction matrices.
From (97) we can quickly see that a rank one interac-
tion cannot purify at leading order since
Tr(ΩSGΩAG⊺) = Tr(ΩSuv⊺ΩAvu⊺) (102)
= u⊺ΩSu v⊺ΩAv
= 0
since ΩS and ΩA are antisymmetric.
Thus we have extended the result of [6] that “sim-
ple” interaction Hamiltonians cannot cause purification
at leading order in rapid bombardment from finite di-
mensional systems to include Gaussian systems.
Moreover, for rank one interactions, purification will
not arise at second order since all effects coming from
A2 are unitary. Thus the first purification effects can
only arise at third order, generically two orders below
the leading order noise terms that any purification effects
would compete with.
Finally we show that up to first order the dynamics is
completely positive. Assuming that the ancillae start in
a valid state we have
σA ≥ iΩA (103)
Multiplying this by ΩSG and G
⊺Ω⊺S on either side main-
tains the inequality, yielding
ΩSGσAG
⊺Ω⊺S ≥ iΩSGΩAG⊺Ω⊺S , (104)
but here we can recognize C1 and A1 from (77) and (83):
C1 ≥ 2iΩSA1Ω⊺S = iΩS(A1 −A⊺1)ΩS . (105)
where we have used the antisymmetry of A1. This is
exactly the complete positivity condition, (26), at first
order. Adding this inequality to (93) we confirm the
dynamics is completely positive at first order.
C. Second Order Dynamics
At second order the effective Hamiltonian is
Hˆeff = Hˆ(0)eff + δt Hˆ(1)eff + δt2 Hˆ(2)eff +O(δt3) (106)
with
Hˆ
(2)
eff
= 1
4
Xˆ⊺S(A2 +A⊺2)XˆS + Xˆ⊺S b2 (107)
and there is a further correction coming from both A2
and b1. This is the first order at which we have a correc-
tion to the effective Hamiltonian that is quadratic in the
quadrature operators, allowing for single and multi-mode
rotations and squeezings.
At second order (and in fact at all even orders) the A2
term does not contribute to the non-unitary dynamics.
The only new non-unitary dynamics at this order comes
from the new noise term C2. As we can see from (84),
this term can be interpreted as a correction to the C1
noise term accounting for the ancilla’s covariance matrix
undergoing free evolution during the interaction.
Up to second order the dynamics is completely posi-
tive. Proving this amounts to showing that (26) is obeyed
at second order
C0 + δtC1 + δt
2C2 +O(δt3) ≥ iΩS(A0 −A⊺0)Ω⊺S (108)
+ δt iΩS(A1 −A⊺1)Ω⊺S
+ δt2 iΩS(A2 −A⊺2)Ω⊺S .
Removing several vanishing terms (C0 = 0,A0 − A⊺0 = 0,
and A2 −A
⊺
2 = 0) as well as a factor of δt we have
C1 + δtC2 +O(δt2) ≥ iΩS(A1 −A⊺1)Ω⊺S (109)
In order to prove this we consider the state of the ancilla
after it evolves under its free Hamiltonian for a time δt/2.
Since free evolution is a completely positive map, apply-
ing it to a valid initial state yields a state that satisfies
(8). Computing the covariance matrix of this state to
leading order yields,
σA(0) + δt
2
(ΩAFAσA(0)+ σA(0)(ΩAFA)⊺) +O(δt2) ≥ iΩA.
(110)
Multiplying by ΩSG and G
⊺Ω⊺S on the either side and
using equation (77), (83), and (84) yields
C1 + δtC2 +O(δt2) ≥ 2iΩSA1Ω⊺S = iΩS(A1 −A⊺1)Ω⊺S
(111)
where in the last step we again employed the antisym-
metry of A1. This is the desired result.
D. Higher Order Dynamics
At third and higher orders the dynamics of the inter-
polation scheme is not always completely positive. This
could indicate either the presence of non-Markovianity
(specifically RHP non-Markovianity [19]) in the inter-
polated dynamics or the breakdown of one of the as-
sumptions underlying the construction of the interpola-
tion scheme, for instance the time-independence of the
interpolation generators.
Note that while the differential dynamics given by (37)
and (38) may not be completely positive, the discrete
dynamics described by (33) and (34) is guaranteed to be
9completely positive at every time step (i.e. when t = nδt)
since the interpolated dynamics matches the discrete dy-
namics at those precise times. In the language of [6, 18]
this error is termed stroboscopic and can be bounded by
a combination of the timescale δt and the energy scale of
the dynamics, E.
V. THERMALIZATION OF A HARMONIC
OSCILLATOR
As a first relevant physical scenario that Gaussian an-
cillary bombardment can shed some light on, we consider
the analysis of the time evolution of a harmonic oscilla-
tor subject to short interactions with the components of
a thermal reservoir. This is a picture usually associated
with thermalization processes and as such we would a-
priori expect that this evolution has fixed points related
to the second law of thermodynamics.
More concretely, one might expect in such a scenario
that the harmonic oscillator will thermalize to the tem-
perature of the reservoir, in a way largely independent
of the coupling between them. Perhaps surprisingly, we
will show that the system does not always thermalize.
Moreover, when it does thermalize its final temperature
depends critically on the nature of the coupling to the
bath (as well as the bath’s temperature as expected).
Let us consider a single harmonic oscillator (the sys-
tem, S) repeatedly interacting with a series of other har-
monic oscillators (the ancillae, A) in thermal states with
a fixed temperature.
At this point it is convenient to introduce the following
basis for 2 by 2 matrices:
1 2 = (1 0
0 1
) , ω = ( 0 1
−1 0
) , X = (0 1
1 0
) , Z = (1 0
0 −1
) .
(112)
The system’s free Hamiltonian is assumed to be
HˆS = ES
2
(qˆS2 + pˆS2) = ES
2
(qˆS pˆS)(1 0
0 1
)(qˆS
pˆS
) , (113)
where ES is the energy gap of the oscillator. This Hamil-
tonian is represented in phase space as
FS = ES (1 0
0 1
) = ES 1 2, and αS = 0. (114)
Similarly the ancillae’ free Hamiltonian is assumed to be
HˆA = EA
2
(qˆA2 + pˆA2) = EA
2
(qˆA pˆA)(1 0
0 1
)(qˆA
pˆA
) , (115)
where EA is the energy gap of the ancilla. This Hamil-
tonian is representation in phase space as
FA = EA (1 0
0 1
) = EA 1 2 αA = 0. (116)
The interaction Hamiltonian between the system and the
ancillae is assumed to be a generic quadratic coupling,
Hˆint = 1
2
Xˆ⊺SGXˆA +
1
2
Xˆ⊺AG
⊺ XˆS (117)
for any real-valued 2 by 2 matrix, G. Further, the ancillae
are taken to each initially be in the thermal state (see [2]),
σA(0) = νA (1 0
0 1
) = νA 1 2, XA(0) = 0. (118)
The parameter ν is a temperature monotone related to
the inverse temperature β and the energy gap as E as,
ν = exp(βE) + 1
exp(βE) − 1 (119)
This represents a valid state as long as νA ≥ 1.
As discussed above (and in [18]), at zeroth order the
system’s dynamics is unitary. In fact, in the Gaussian
regime, the dynamics is just the system’s free dynam-
ics plus a potential displacement coming from the bom-
bardment. In this case, because the ancilla state has
XA(0) = 0, no new displacement dynamics is induced
at zeroth order. Therefore the system evolves freely at
zeroth order. All new dynamical effects besides free evo-
lution are higher order, thus associated with a finite in-
teraction duration.
Explicitly computing the zeroth order interpolation
generators one finds
A0 = ES 1 2, (120)
b0 = 0, (121)
C0 = 0, (122)
which simply describe the free rotation of the system.
We do however see novel dynamical effects at first or-
der. We find
A1 = 1
2
GΩAG
⊺ = 1
2
det(G)ω, (123)
b1 = 0, (124)
C1 = νAΩSGG⊺Ω⊺S (125)
for the first order interpolation generators. These pro-
duce non-unitary dynamics in the system. In particu-
lar, using the partition developed in [8], we can see that
A1 produces amplification or relaxation depending on
the sign of det(G) at a rate ∼ δtdet(G). Specifically
if det(G) > 0 the effect of this term (alone) is to expo-
nentially shrink the state’s mean vector and covariance
matrix towards zero. Alternatively if det(G) < 0 this
term alone would push the state’s mean vector and co-
variance matrix to grow exponentially. If det(G) = 0 this
term has no effect.
This amplification/relaxation competes with the noise
introduced at first order by C1. Generically this will
include both thermal noise and squeezed noise. If
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det(G) ≤ 0 then both the A1 and C1 terms serve to in-
crease the uncertainty of the state. In this case no fixed
point is reached, hence the system does not thermal-
ize. However, if det(G) > 0 then the two effects come
to an equilibrium that is approximately thermal, as we
will show below.
Explicitly the first order master equation for the co-
variance matrix is
d
dt
σS(t) = ΩS(A0 + δtA1)σS(t) (126)
+ σS(t)(ΩS(A0 + δtA1))⊺ +C0 + δtC1. (127)
We can expand the system’s covariance matrix over
the basis (112) as
σS(t) = νS(t)1 2 + s×(t)X + s+(t)Z. (128)
where νS(t) captures the system’s temperature and s×(t)
and s+(t) capture how the state is squeezed.
In terms of these coefficients the first order master
equation for the covariance matrix is
d
dt
νS(t) = −δtdet(G)νS(t) + δt
2
Tr(G⊺G)νA (129)
d
dt
s×(t) = −2ES s+(t) − δtdet(G) s×(t) (130)
−
δt
2
Tr(G⊺XG)νA
d
dt
s+(t) = 2ES s×(t) − δtdet(G) s+(t) (131)
−
δt
2
Tr(G⊺ZG)νA.
These equations have a fixed point if and only if
det(G) > 0, in which case the fixed point is attractive.
In this case the final state of the system is
σS(∞) = νS(∞) 1 2 +O(δt) (132)
with
νS(∞) = ν˜A ∶= Tr(G⊺G)
2det(G) νA (133)
where ν˜A represents the effective temperature of the an-
cilla. The system approaces this state at a rate δtdet(G).
Note that the final temperature of the system depends on
the coupling between the system and environment non-
trivially.
At this point, one may wonder if it is possible for the
system to become colder than its environment through
such a rapid bombardment process. Noting that all 2× 2
matrices have
Tr(G⊺G) ≥ 2det(G), (134)
we see that the system cannot be cooled to have νS(∞)
lower than νA,
νS(∞) = ν˜A ≥ νA. (135)
However, this does not mean that system cannot become
cooler than its environment. Recall from equation (119)
that ν is a monotone function of temperature (in fact, it
is a monotone function of βE). Thus (135) implies
βS(∞)ES ≤ EAβA (136)
or equivalently
TS(∞) ≥ ES
EA
TA. (137)
If the ancilla has has a larger energy gap than the system
the system will be cooled to a temperature below that of
the ancillae.
This appears to be connected to the property of Gaus-
sian passivity, introduced in [20]. A quantum state is
called Gaussian passive iff there exists no Gaussian uni-
tary that can lower the state’s energy. In fact, if we
assume that ES < EA, then (136) is the necessary and
sufficient condition for Gaussian passivity. Thus, under
the condition ES < EA, the result of bombardment is to
evolve the system such that the joint system-ancilla sys-
tem is Gaussian passive. However, in the case that the
system energy gap is larger than that of the ancilla, this
result implies that the joint system becomes explicitely
Gaussian non-passive! The energetics of the bombard-
ment steady state therefore depend strongly on the or-
dering of system and ancilla frequencies. This connection
warrents further investigation.
The above inequalities —(134), (135) and (136)– are
saturated (i.e., we have maximal cooling) only for the
following two parameter family of interaction matrices
G = g1 1 + gw ω = ( g1 gw
−gw g1
) (138)
whose associated Hamiltonians associated are
HˆI = g1(qˆS qˆA + pˆS pˆA) + gw(qˆS pˆA − pˆS qˆA). (139)
Written in terms of the system and ancillae creation
and annihilation operators the maximally cooling inter-
action Hamiltonians are
HˆI = (aˆS aˆ†S)( 0 gg∗ 0)(
aˆA
aˆ
†
A
) . (140)
where g = g1 + igw. Notice that these are exactly the
interaction Hamiltonians that result from dropping all
the aˆS aˆA and aˆ
†
S aˆ
†
A terms as one does in the rotating
wave approximation. Thus taking the rotating wave
approximation can have significant phenomenological
effects in rapid repeated interaction scenarios. For
instance HI = λ qˆS qˆA does not thermalize (since it has
det(G) = 0) but under the rotating wave approximation
it causes maximal cooling.
In order to see why the interaction Hamiltonians
given by (140) cause the system to equilibrate with its
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environment it is useful to look at their effect on definite
number states. For instance
HˆI ∣nS , nA⟩ = (g aˆS aˆ†A + g∗ aˆ†S aˆA) ∣nS , nA⟩
= g√nS√nA + 1 ∣nS − 1, nA + 1⟩ (141)
+ g∗
√
nS + 1
√
nA ∣nS + 1, nA − 1⟩ (142)
such that the effect of this Hamiltonian is a superposition
of either transfering an excitation from S to A or vice
versa. In general, these possibilities do not have the same
amplitude. If nS > nA then
∣g√nS√nA + 1∣ > ∣g∗√nS + 1√nA∣ (143)
such that the amplitude of an excitation being trans-
ferred from S to A is larger. Likewise if nA > nS then
the amplitude of an excitation to be transferred from A
to S is larger. Thus this coupling will tend to transfer
excitations from the more excited system to the less
excited one. As we saw above this ultimately leads to
an equilibrium of excitation profiles, νS = νA. Note that
this is not a thermal equilibrium.
On the other hand, the part of the Hamiltonian
HˆI = h aˆ†S aˆ†A + h∗ aˆS aˆA (144)
that is eliminated by the rotating wave approximation
does not lead to equilibration. Its effect on the definite
number state is
HˆI ∣nS , nA⟩ = (h aˆ†S aˆ†A + h∗ aˆS aˆA) ∣nS , nA⟩ (145)
= h√nS + 1√nA + 1 ∣nS + 1, nA + 1⟩
+ h∗
√
nS
√
nA ∣nS − 1, nA − 1⟩ .
That is produces a superposition of both oscillators be-
coming more excited and both becoming less excited. No-
tice however that for every nS and nA,
∣h√nS + 1√nA + 1∣ > ∣h∗√nS√nA∣ (146)
such that joint excitation has a larger amplitude than
joint de-excitation. This causes the system to increas-
ingly become more and more excited.
Given a general quadratic interaction Hamiltonian
HˆI = g aˆS aˆ†A + g∗ aˆ†S aˆA + h aˆ†S aˆ†A + h∗ aˆS aˆA, (147)
if ∣h∣ > ∣g∣ the system does not equilibrate. However if∣g∣ > ∣h∣ then the system equilibrates to have
νS(∞) = Tr(G⊺G)
2det(G) νA =
∣g∣2 + ∣h∣2
∣g∣2 − ∣h∣2 νA. (148)
The final state of the system is determined by a compe-
tition between these equilibrating and exciting effects.
VI. CONCLUSION
We have considered the dynamics induced in a generic
Gaussian system when rapidly bombarded (at a fre-
quency 1/δt) by a series of Gaussian ancillae, a scenario
we call Gaussian ancillary bombardment. This scenario
covers (as a particular case) a harmonic oscillator bom-
barded by a thermal bath of harmonic oscillators.
We have applied this formalism to the relevant case
of thermalization by interaction with an environment by
investigating the particular case of an harmonic oscilla-
tor bombarded by the constituents of a thermal bath of
harmonic oscillators.
We have explicitly shown that the equilibration of sys-
tems continually bombarded by the micro-constituents
of a thermal reservoir is much richer than just the naive
expectation that ‘the system will evolve to reach the en-
vironment’s temperature’. Namely, we analyzed in depth
the effect that the coupling of the system to the ancillae
composing the thermal bath have on the systems dynam-
ics. In particular we have exactly characterized the cou-
plings which cause the system to reach a thermal fixed
point. Perhaps surprisingly we showed that most cou-
plings will not even equilibrate (e.g. HI ∼ qS ⊗ qE). Fur-
thermore, we analyzed the effect that the nature of the
system-environment coupling has on whether the system
equilibrates or not and how the final temperature of the
system depends on this coupling. Remarkably, we find
that in the space of possible couplings only an extremely
limited set of interactions causes the system to thermal-
ize to the temperature of its environment. We relate such
couplings to the rotative wave approximation.
We have found other more general results that apply to
Gaussian ancillary bombardment. For example we found
that a sufficiently complicated interaction Hamiltonian
is required to cause purification in this context. We also
found that in a general Gaussian Bombardment scenario
the presence and strength of any dynamics implement-
ing rotation, squeezing and amplification are entirely in-
dependent of the state of the ancillae constituting the
environment (even outside perturbation theory).
Expanding the dynamics as a series in δt we found
that different types of dynamics are available at each or-
der in the inverse of the interaction frequency with the
following consequences: (a) at zeroth order the evolu-
tion is unitary as predicted by the general results in [18];
(b) however, unlike in [18] in the Gaussian regime only
a limited range of dynamics (only displacements) can be
induced in the system at zeroth order; (c) past zeroth or-
der noise and displacement effects are generically present;
(d) rotations, squeezing and amplification effects alter-
nate between unitary and non-unitary at each order.
Our work paves the way to addressing open questions
related to the thermodynamics of systems bombarded by
environments, and how the energy and information flows
between system and environments depend on the partic-
ular microscopic details of the interaction.
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Appendix A: Constructing the Interpolation
Schemes
In this appendix, we construct the interpolation gen-
erators described in Sec. III following the technique de-
veloped in [6] and [7].
Specifically we are given a discrete update channel
X((n + 1)δt) = T (δt)X(nδt) + d(δt) (A1)
σ((n + 1)δt) = T (δt)σ(nδt)T (δt)⊺ +R(δt) (A2)
for some T (δt), d(δt), and R(δt) with
T (0) = 1 2N , d(0) = 0, and R(0) = 0 (A3)
and that
T ′(0), d′(0), and R′(0) exist (A4)
and finally that T (δt) is non-singular.
From the above update we here construct a Gaussian
master equation of the general form
X ′(t) = Ω(AδtX(t) + bδt) (A5)
σ′(t) = (ΩAδt)σ(t) + σ(t) (ΩAδt)⊺ +Cδt (A6)
for some Aδt, bδt, and Cδt such that solving the master
equation gives dynamics matching the discrete update at
every time point, t = nδt.
We find unique interpolation generators (Aδt, bδt, and
Cδt) by assuming that they are time-independent and
that they converge as δt→ 0.
We will begin by constructing the generators for X
and then repeat the procedure with the necessary modi-
fication for σ.
In order to apply the technique developed in [6] and [7]
we need a linear update equation, not a linear-affine one
as we currently have. We can linearize (A1) by defining
the 2N + 1 dimensional vector
Y (nδt) = ( 1
X(nδt)) (A7)
which updates as
Y ((n + 1)δt) = ( 1 0⊺
d(δt) T (δt))Y (nδt) (A8)
= Φ(δt)Y (nδt)
where
Φ(δt) = ( 1 0⊺
d(δt) T (δt)) . (A9)
The new update matrix, Φ(δt) adopts the regularity
properties around δt = 0 that we assumed for d(δt) and
T (δt). Specifically, we have Φ(0) = 1 2N+1, that Φ′(0)
exists and that Φ(δt) is nonsingular.
Solving the recurrence relation (A8) we have
Y (mδt) = Φ(δt)mY (0). (A10)
In this form we can now apply the formalism developed
in [6] and [7] to construct an interpolation scheme for
Y (t) which will in turn will give an interpolation scheme
for X(t).
Specifically, we find a unique interpolation scheme
by making the following three assumptions for the
continuous-time evolution:
1. The evolution is time-local and time-independent,
such that,
Y ′(t) = Lδt Y (t) (A11)
or equivalently,
Y (t) ∶= exp(tLδt)Y (0), (A12)
for some Lδt.
2. The interpolated evolution exactly matches the dis-
crete dynamics (A10) at the end of every time step.
Using (A12) this means,
exp(mδtLδt) = Φ(δt)m (A13)
or equivalently,
exp(δtLδt) = Φ(δt) (A14)
3. The evolution’s generator, Lδt is well defined in the
continuous interaction limit, that is as δt → 0.
These three conditions uniquely specify the interpola-
tion scheme that is generated by
Lδt ∶= 1
δt
Log(Φ(δt)) (A15)
where we have taken the logarithm’s principal branch
cut, that is the one with Log(1 2N) = 0. The third condi-
tion resolves the ambiguity of the logarithm’s branch cut
by forcing Log(1 2N) = 0, which is necessary to make Lδt
well defined as δt → 0. Using L’Hopital’s rule we see that
L0 = Φ′(0) (A16)
which by assumption exists. Finally we require Φ(δt) to
be non-singular in order for the logarithm to be evalu-
ated.
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Thus we have the master equation for a unique inter-
polation scheme for the discrete-time evolution, (A10).
From this we find a master equation for X(t) by divid-
ing Φ(δt) into subblocks. Specifically,
Lδt = 1
δt
Log(Φ(δt)) (A17)
= 1
δt
Log( 1 0⊺
d(δt) T (δt))
= 1
δt
⎛
⎝
0 0⊺
Log(T (δt))
T (δt)−1 2N
d(δt) Log(T (δt))
⎞
⎠ .
Evaluating (A11) in terms of X(t) gives
X ′(t) = ΩAδtX(t) +Ωbδt (A18)
with
ΩAδt = 1
δt
Log(T (δt)) (A19)
and
Ωbδt = 1
δt
Log(T (δt))
T (δt)− 1 2N d(δt) (A20)
as claimed in section III.
Next we construct the generators for σ. The process is
very similar, except that casting (A2) as a linear equa-
tion requires an extra step. This entails using the vec
operation described in Sec II (following equation (30)).
Defining
v(nδt) ∶= vec(σ(nδt)) (A21)
we can vectorize the update scheme for σ
σ((n + 1)δt) = T (δt)σ(nδt)T (δt)⊺ +R(δt) (A22)
into one for v by using (31). We find
v((n + 1)δt) = (T (δt)⊗ T (δt))v(nδt) + vec(R(δt)).
(A23)
This new equivalent update is now formally identical to
(A1) and applying the same methods as above we can
construct a unique interpolation scheme for v = vec(σ).
Specifically, we find
v′(t) = Gδt v(t) +hδt (A24)
where
Gδt = 1
δt
Log(T (δt)⊗ T (δt)) (A25)
and
hδt = 1
δt
Log(T (δt)⊗ T (δt)⊺)
T (δt)⊗ T (δt)⊺ − 1 4N vec(R(δt)). (A26)
Using the identity
Log(T ⊗ T ) = Log(T )⊗ 1 + 1 ⊗ Log(T ) (A27)
and equation (A19) we can simplify Gδt as
Gδt = ΩAδt ⊗ 1 2N + 1 2N ⊗ΩAδt. (A28)
Reversing the vectorization we used earlier and using (31)
we find that Gδt acts on σ as
(vec−1Gδt vec)[σ] = ΩAδtσ + σ (ΩAδt)⊺. (A29)
Similarly, writing Cδt = vec−1hδt we obtain
Cδt = vec−1( 1
δt
Log(T (δt)⊗ T (δt))
T (δt)⊗ T (δt)− 1 4N vec(R(δt))) (A30)
and so we have
σ′(t) = ΩAδtσ + σ (ΩAδt)⊺ +Cδt (A31)
as the master equation for σ, with Aδt and Cδt given by
(A19) and (A30) respectively as claimed in Sec. III.
Appendix B: Partitioning
In this appendix we determine which types of dynamics
(described in [8]) become available at each order in the
series in δt. The generators of open Gaussian dynamics
can be partitioned into 11 parts [8] based on the following
considerations: (a) if the dynamics allows for energy flow
between the system and the environment; (b) if it creates
entanglement between the system and the environment;
(c) if the effect of the dynamics is state-dependent or
state-independent; (d) whether it mixes different modes
together. We establish in this appendix the results (sum-
marized in Table I) of applying this partition to the dy-
namics generated by Gaussian ancillary bombardment.
In [8], in order to separate all these effects, A and C
were expanded into 2 by 2 blocks (and b into 2 by 1
blocks). To characterize the dynamics in terms of the
above criteria, these blocks were then analyzed in several
ways including (for A and C) their position on or off the
block diagonal and their symmetry properties.
1 2 = (1 0
0 1
) , ω = ( 0 1
−1 0
) , X = (0 1
1 0
) , Z = (1 0
0 −1
) .
(B1)
We first note from [8] that the b term always imple-
ments displacement when present. As it can receive a
non-zero contribution at every order, we say that dis-
placement is available at every order. Moreover, exam-
ining the zeroth order term,
b0 = αS +GXA(0), (B2)
we see that it contains a term coming from the system’s
free Hamiltonian, αS, as well as a term induced by the
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interaction, GXA(0). Displacement is thus available at
zeroth order through the system’s free Hamiltonian as
well as through effects induced by the interaction. This
distinction is noted in Table I.
Next we recall [8] that the C term implements three
types of noise: thermal noise, single-mode squeezed noise
and multi-mode noise. Multi-mode noise corresponds to
off-block diagonal parts of C, and on-block diagonal com-
ponents of C can be identified as thermal or squeezed by
expanding over the 2× 2 basis (B1). Excluding at zeroth
order (where the noise vanishes), Cδt generically has all
three types of noise present at every order.
Finally, we analyze Aδt. As discussed in [8], this term
implements the various squeezing and rotation effects
listed in I as well as amplification and relaxation. As with
C, these different types of dynamics are distinguished by
expanding Aδt into 2 by 2 blocks and further expanding
each block over a certain 2 × 2 basis, (112).
With respects to this partition, the contributions to
Aδt at each order are generic except that they alter-
nate being symmetric and antisymmetric at each order.
Within the classification system outlined in [8] this cor-
responds to the dynamics being either unitary or non-
unitary (there called symplectic/unsymplectic). Specifi-
cally, the parts of Aδt that are symmetric under transpose
give unitary dynamics. These include all the single and
multi-mode rotations and squeezings. These dynamics
are available at every even order. On the other hand
the antisymmetric parts of Aδt give non-unitary dynam-
ics. This includes the single and multi-mode counter-
rotations and counter-squeezings as well as amplification
and relaxation. These dynamics are available at every
odd order. (As described in [8], counter-squeezing and
counter-rotations are ostensibly like squeezing and rota-
tion except that they do not respect the symplectic form
and require a sufficient noise level to be completely pos-
itive).
As with bδt, in analyzing Aδt special attention must
be paid to the zeroth order dynamics. Examining the
zeroth order term A0 = FS we see that it only contains
a term coming from the system’s free Hamiltonian and
has no dependenece on the interaction. Thus while at
zeroth order all the unitary dynamics coming from Aδt
are technically available, they are only present if they
exist in the system’s free Hamiltonian i.e. they cannot
be induced. This distinction is noted in Table I.
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