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Abstract
The exterior nonstationary problem is studied for the 3D Navier–Stokes equations, for which the asso-
ciated total net force to the boundary may not vanish. The time-decay properties of the strong solution
including the first and second derivatives are shown in Lq and weighted spaces. In particular, the rela-
tion of (weighted) L1-summability for smooth solutions is discussed in details between the time decay
and the total net force exerted by the fluid to the body. The conclusions in this article improve and extend
results in: [H. Bae, B. Jin, Asymptotic behavior for the Navier–Stokes equations in 2D exterior domains,
J. Funct. Anal. 240 (2006) 508–529; H. Bae, B. Jin, Temporal and spatial decay rates of Navier–Stokes so-
lutions in exterior domains, Bull. Korean Math. Soc. 44 (2007) 547–567] and in: [C. He, T. Miyakawa, On
L1-summability and asymptotic profiles for smooth solutions to Navier–Stokes equations in a 3D exterior
domain, Math. Z. 245 (2003) 387–417; C. He, T. Miyakawa, On weighted-norm estimates for nonstationary
incompressible Navier–Stokes flows in a 3D exterior domain, J. Differential Equations 246 (2009) 2355–
2386], respectively.
© 2012 Elsevier Inc. All rights reserved.
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1. Introduction and main results
In an exterior domain Ω ⊂R3 with smooth boundary ∂Ω , we consider the time-decay prop-
erties of solutions to the Navier–Stokes initial value problem:
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⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂tu−u+ (u · ∇)u+ ∇p = 0 in Ω × (0,∞),
∇ · u = 0 in Ω × (0,∞),
u(x, t) = 0 on ∂Ω × (0,∞),
u(x,0) = a in Ω,
(1.1)
where u = (u1(x, t), u2(x, t), u3(x, t)) and p = p(x, t) denote unknown velocity vector and the
pressure, respectively, while a = a(x) is a prescribed initial velocity vector field. The kinematic
viscosity is normalized to be one. Without loss of generalization, we always assume 0 /∈ Ω in
this article.
Given a ∈ L2σ (Ω), a vector function u ∈ L∞(0,∞;L2σ (Ω)) ∩ L2loc([0,∞);W 1,20 (Ω)) is
called a weak solution of (1.1) if
∞∫
0
∫
Ω
(
−u∂v
∂τ
+ ∇u · ∇v + u · ∇u · v
)
dx dτ =
∫
Ω
av(0) dx
for all v ∈ C∞0 ([0,∞);C∞0,σ (Ω)). The weak solution u of (1.1) is said to be a strong solution if
u ∈ L∞(0,∞;W 1,20,σ (Ω))∩L2loc([0,∞);W 2,2(Ω)).
The existence of global weak solutions in the energy space for Navier–Stokes equations goes
back to Leray [23], and the uniqueness of these solutions is only known in space dimension two.
Meanwhile it is also well known that smooth solutions are global in dimension two and for higher
dimensions when the data are small in some critical spaces.
There is an extensive literature dealing with decay properties of weak and strong solutions
to (1.1) (see, e.g., [1–3,5–7,10,11,13,15,16,22,27–29,31] and the references therein). It is known
that if a ∈ L3σ (Ω) of L3 solenoidal vector fields and if ‖a‖L3(Ω) is sufficiently small, then (1.1)
admits a unique strong solution u defined for all t > 0. Moreover, if a ∈ L1(Ω) ∩ L3σ (Ω) ∩
W
2
5 ,
5
4 (Ω), then (see [18])
t
3
2 (
1
q
− 1
r
)
u ∈ BC([0,∞);Lr(Ω)) (1 q  r ∞, 1 q < ∞, r > 1);
t
1
2 + 32 ( 1q − 1r )∇u ∈ BC((0,∞);Lr(Ω)) (1 q  r  3);
and
t
1+ 32 ( 1q − 1r )∇u ∈ BC((0,∞);Lr(Ω)) (1 q  r  3
2
)
.
The decay rates for the 2D Navier–Stokes flows u in exterior domain Ω are shown by Bae and
Jin [4]: if a ∈ Lr(Ω) with 1 < r  q < ∞ or 1 < r < q = ∞, then
∥∥u(t)∥∥
Lq(Ω)
= O(t− 1r + 1q ) and ∥∥∇u(t)∥∥
Lq(Ω)
= O(t− 1r + 1q − 12 ) as t → ∞
for any 1 < r  q  2.
Theorem 1.1. Let a ∈ L1(Ω) ∩ L3σ (Ω) ∩ W
2
5 ,
5
4 (Ω). There exists a number η > 0 such that if
‖a‖L3(Ω)  η, then problem (1.1) possesses a unique strong solution u satisfying for all t  1
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Lr(Ω)

⎧⎪⎪⎨
⎪⎪⎩
Ct− 32 (1− 1r )− 12 for 1 r  3;
Ct− 54 for 3 < r  6;
Ct− 32 (1− 1r ) for 6 < r ∞;
(1.2)
∥∥∇2u(t)∥∥
Lr(Ω)

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
Ct− 32 (1− 1r )−1 for 1 r  32 ;
Ct− 32 (1− 1r )− 12 for 32 < r  3;
Ct− 54 for 3 < r  6;
Ct− 32 (1− 1r ) for 6 < r < ∞;
(1.3)
∥∥A 12 u(t)∥∥
Lr(Ω)
 Ct− 32 (1− 1r )− 12 for 1 < r ∞; (1.4)
and
∥∥Au(t)∥∥
Lr(Ω)
 Ct− 32 (1− 1r )−1 for 1 < r < ∞. (1.5)
Remark.
(1) The decay rate of ‖∇u(t)‖Lr(Ω) in (1.2) is also controlled by t− 32 (1− 1r ) times a constant if
3 < r  6 (see Lemma 2.3 below). But t− 32 (1− 1r ) decays slower than t− 54 if 3 < r  6, which
can be obtained by Sobolev embedding theorem (see the proof of Theorem 1.1). Similar
reasons for the decay rates of ‖∇2u(t)‖Lr(Ω) with 3 < r  6 in (1.3); ‖|x|α∇u(t)‖Lr(Ω)
with 3 < r  6, 0 < α < 4 and α2 + 32r < 2 in (1.8); ‖|x|α∇2u(t)‖Lr(Ω) with 3 < r  6,
0 < α < 3 and α2 + 32r < 52 in (1.9).
(2) The estimates (1.2), (1.3) can be regarded as a supplement on the results in [18], where the
asymptotic behaviors of ‖∇u(t)‖Lr(Ω) and ‖∇2u(t)‖Lr(Ω) are derived only for 1  r  3
and 1  r  32 respectively. In particular, it should be pointed out that in Theorem 1.1, the
associated total net force to the boundary may not vanish.
(3) ‖A 12 u(t)‖Lr(Ω), ‖Au(t)‖Lr(Ω) in the estimates (1.4), (1.5) cannot be replaced by
‖∇u(t)‖Lr(Ω) and ‖∇2u(t)‖Lr(Ω), respectively, because the following estimates are not valid
(see [9]):
∥∥∇u(t)∥∥
Lr(Ω)
 C
∥∥A 12 u(t)∥∥
Lr(Ω)
for 3 r < ∞,
∥∥∇2u(t)∥∥
Lr(Ω)
 C
∥∥Au(t)∥∥
Lr(Ω)
for
3
2
 r < ∞.
The weighted decay rates are also widely studied for weak (or strong) solutions of (1.1) in n-
dimensional cases. For Cauchy problem, M.E. Schonbek and T.P. Schonbek [30] established the
following estimate for strong solution u of the Navier–Stokes problem for any t > 0:
∥∥|x|αu(t)∥∥2
L2(Ω) +
t∫ ∥∥|x|α∇u(s)∥∥2
L2(Ω) ds  C (1.6)0
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3
2 a ∈ L2(R3), He and Xin [21]
proved (1.6) for weak solutions u with α = 32 . Bae and Jin [4] proved (1.6) for weak so-
lutions with 1 < α < 52 , assuming a ∈ L2σ (R3), (1 + |x|)a ∈ L1(R3) and |x|αa ∈ L2(R3).
Brandolese [12] found a local smooth solution u ∈ C([0, T );Zα) with some T > 0, assuming
a ∈ Zα for 32 < α < 92 (α 	= 53 , 72 ). Here v ∈ Zα means that (1 + |x|2)α−2v, (1 + |x|2)α−1∇v,
(1 + |x|2)α∇2v ∈ L2(R3). Recently, Bae and Jin [5] studied decay rates of L2-moments in
a 3D exterior domain Ω , and proved that there is a weak solution u of (1.1) such that if
a ∈ Lr(R3)∩L2σ (R3) with some 1 < r < 65 , |x|a ∈ L
6
5 (Ω) and |x|2a ∈ L2(Ω)
∥∥|x|u(t)∥∥
L2(Ω)  Cδ(1 + t)
5
4 − 32r +δ
for any small number δ > 0.
In a 2D exterior domain Ω , Bae and Jin [4] proved that if a ∈ Lr(Ω) with 1 < r  q < ∞ or
1 < r < q = ∞, |x|a ∈ L 2r2−r (Ω) with 1 < r  2q
q+2 < 2  q < ∞, and if 0 < α  1. Then for
any small δ > 0
∥∥(1 + |x|)αu(t)∥∥
Lq(Ω)
= O(t− 12 + 1q + α2 +δ) as t → ∞.
Furthermore, He and Miyakawa [19] obtained faster decay rates in Lq(Ω) (1  q ∞) for
Navier–Stokes flows u in 2D exterior domain if the associated total net force to the boundary
vanishes.
The second part of this article devotes to weighted decay rates of solutions of (1.1). That
is, let 0 < α < 3, we consider the large time behavior of ‖|x|αu(t)‖Lq(Ω) with 1 < q  ∞,
α
2 + 32q < 32 ; ‖|x|α∇u(t)‖Lq(Ω) with 1  q  ∞, α2 + 32q < 2; and ‖|x|α∇2u(t)‖Lq(Ω) with
1 q < ∞, α2 + 32q < 52 , which can be regarded as a supplement of results in [20]. Here our aim
is to characterize the relations of α and q , which is the main reason allowing for more general
weights compared to [20].
Theorem 1.2. Under the assumptions on a in Theorem 1.1, and let u be the solution of (1.1)
given in Theorem 1.1. In addition if a ∈ L∞(Ω) and ∫
Ω
|x|4|a(x)|dx < ∞. Then there exists
t0  1 such that for any t  t0
∥∥|x|αu(t)∥∥
Lq(Ω)
 Ct
α
2 − 32 (1− 1q ) for 1 < q ∞, 0 < α < 3 and α
2
+ 3
2q
<
3
2
; (1.7)
∥∥|x|α∇u(t)∥∥
Lq(Ω)

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
Ct− 32 (1 + t α2 + 32q − 12 ) if 1 q  3, 0 < α < 4 and α2 + 32q < 2;
Ct− 54 (1 + t α2 + 32q − 34 ) if 3 < q  6, 0 < α < 4 and α2 + 32q < 2;
Ct
− 32 (1− 1q )(1 + t α−12 ) if 6 < q < ∞, 0 < α < 4 and α2 + 32q < 2;
C
t
− 32 +
(1 + t α−12 ) if q = ∞ and 0 < α < 3, 
 ∈ (0, 12 );
(1.8)
and
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Lq(Ω)

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
Ct
α
2 −1− 32 (1− 1q ) if 0 < α < 3, 1 q  32 and α2 + 32q < 52 ;
Ct
− 12 − 32 (1− 1q )(1 + t α−12 ) if 0 < α < 3, 32 < q  3 and α2 + 32q < 52 ;
C(t
α
2 −1− 32 (1− 1q ) + t− 54 ) if 0 < α < 3, 3 < q  6 and α2 + 32q < 52 ;
Ct
− 32 (1− 1q )(1 + t−1+ α2 ) if 0 < α < 3, 6 < q < ∞ and α2 + 32q < 52 .
(1.9)
Further it holds for any 1 q < ∞, 0 < α < 3 and t  t0
∥∥|x|α∇3u(t)∥∥
Lq(Ωδ)

⎧⎨
⎩
Ct
α
2 − 32 − 32 (1− 1q ) loge(1 + t) if 32  α2 + 32q < 52 ,
Ct− 32 if α2 + 32q < 32
(1.10)
where Ωδ = {x ∈ Ω: dist(x, ∂Ω) > δ}, δ > 0.
Remark.
(1) In the proofs of (1.9) and (1.10), we have to employ the decay estimate of ‖|y| α2 u(t)‖L2(Ω)
(see the proof of (3.11) below), which needs α4 − 32 (1 − 12 ) < 0 due to (1.7), and this is why
we require 0 < α < 3 in (1.9) and (1.10). We do not use the estimate of (1.7) in the proof
of (1.8), and so 0 < α < 4 is allowed in (1.8). Further, the assumption ∫
Ω
|x|4|a(x)|dx < ∞
can be replaced by
∫
Ω
|x|3|a(x)|dx < ∞ in (1.7), (1.9) and (1.10). In addition, in order to
use Lemma 2.1 to get the integrability of
∫ t
2
0 ‖u(τ)‖
L
q
q−1 (Ω)
dτ (1 < q < ∞) in the proofs
of (1.7)–(1.10), we impose the additional assumption a ∈ L∞(Ω).
(2) Let a ∈ L1(Ω) ∩ L3σ (Ω) ∩ D1−
1
s
,s
p ,
2
s
+ 3
p
= 4, and 65  p < 32 , the definition of the
space D1−
1
s
,s
p is given in [20]. Suppose |x|αa ∈ Lr(Ω) with α = 3(1 − 1r ), 1  r < ∞.
Then (see Theorem 2.4 in [20]) the strong solution u of (1.1), which is obtained under the
small condition of ‖a‖L3(Ω), satisfies for all t > 0: ‖|x|αu(t)‖Lq(Ω)  Ct
α
2 − 32 (1− 1q ), where
max{r, 32 } < q ∞. Obviously, this known result is improved by (1.7) in some sense. In
addition, the decay estimates (1.8), (1.9) and (1.10) are new and unknown before.
(3) It becomes very difficult in studying the estimate of the higher order derivatives near the
boundary ∂Ω , that is, ‖∇ku(t)‖Lq(Ω\Ωδ) with k  3, 1 < q < ∞. It is still an open ques-
tion for giving the estimate ‖∇ku(t)‖Lq(Ω) with k  3, 1 < q < ∞. The estimate (1.10)
is an attempt to attack the decay of the higher order derivatives away from the boundary
∂Ω in weighted spaces. In addition, it is possible to consider the decay estimate of (1.1):
‖|x|α∇ku(t)‖Lq(Ωδ) with k  3. Since it needs to discuss many cases of the ranges of α,q ,
the listed results are lengthy and complicated, and we do not consider this question in this
article.
For the exterior problem (1.1), few results are known on the L1-summability of solutions.
Necessary and sufficient conditions on the L1-summability of strong solutions are shown in
3240 P. Han / Journal of Functional Analysis 263 (2012) 3235–3269[18,24] that a strong solution belongs to L1(Ω) if and only if the net force exerted by the fluid to
∂Ω vanishes
F(t)
∫
∂Ω
(
T [u,p] · ν)(y, t) dSy = 0 for any t > 0.
Here (u,p) is the strong solution of (1.1) with some initial data a ∈ L2σ (Ω). T [u,p] =
(Tjk[u,p])3j,k=1, Tjk[u,p] = ∂juk + ∂kuj − δjkp is the stress tensor associated to (u,p),
ν = (νj )3j=1 is the unit outward normal to ∂Ω . However it is difficult to check if the solution
of (1.1) satisfies such conditions or not. To our knowledge, no other results are available on L1-
solutions to (1.1). In fact, in dealing with (1.1) in L1(Ω), the pressure term is troublesome, and
we do not have enough information on the pressure near the boundary ∂Ω . We have to search
and find some new ideas or methods to avoid several difficulties caused by the boundary ∂Ω .
Theorem 1.3. Under the assumptions on a in Theorem 1.1, and let u be the strong solution
of (1.1) given in Theorem 1.1. Assume ∫
Ω
a(y)dy = 0 and ∫
Ω
|x||a(x)|dx < ∞. Then for any
t  1 + e
∥∥∥∥∥u(t)− V (·, t) ·
t∫
0
F(τ ) dτ
∥∥∥∥∥
L1(Ω)
 Ct− 12 . (1.11)
Further if ∫
Ω
|x|2|a(x)|dx < ∞, then
∥∥∥∥∥|x|α
(
u(t)− V (·, t) ·
t∫
0
F(τ ) dτ
)∥∥∥∥∥
L1(Ω)
 Cαt−
1−α
2 (1.12)
with all 0 < α  1. Here the function V (x, t) is given in (3.1) below.
Remark.
(1) It is shown in [18]: V (x, t) /∈ L1(Ω), ∀t > 0. In addition, under suitable assumptions on a,
the following results for the strong solution u of (1.1) are proved (see Lemma 6.4 in [18] and
Theorem 2.5 in [20])
∥∥u(t)∥∥
L1(Ω)  Ct
− 12 if F(t) ≡ 0, ∀t ∈ (0,∞); (1.13)
and
∥∥∥∥∥|x|α
(
u(t)− V (·, t) ·
t∫
0
F(τ ) dτ
)∥∥∥∥∥
Lr(Ω)
 C
(
1 + t− 32 (1− 1r )), ∀t ∈ (0,∞), (1.14)
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r
). There is a crucial estimate (see the proof of (4.9)
below) in the proof of (1.11), which does not appear in the proof of (1.13) (see the proof
of Lemma 6.4 in [18]). In addition, compared to (1.13) and (1.14), it is the first time to
give a clear characterization on the decay rate of ‖|x|α(u(t) − V (·, t) · ∫ t0 F(τ ) dτ)‖L1(Ω)
with 0 α  1. Obviously, Theorem 1.3 extends and improves the known results (1.13) and
(1.14) with r = 1 respectively.
(2) It is possible to consider the decay properties for any large t :
∥∥∥∥∥|x|α∇k
(
u(t)− V (·, t) ·
t∫
0
F(τ ) dτ
)∥∥∥∥∥
Lq(Ω)
, (1.15)
with k = 1,2, α  0 and 1  q < ∞. It is not difficult to verify by the following proofs of
Theorems 1.1, 1.2 that the decay rates of (1.15) become faster than these results obtained in
Theorems 1.1, 1.2.
To conclude this introduction, we explain some notations used in what follows: Let C∞0,σ (Ω)
denote the set of all C∞ real vector-valued functions φ = (φ1, φ2, φ3) with compact support
in Ω , such that ∇ · φ = 0 in Ω . Lqσ (Ω) (1 < q < ∞) is the closure of C∞0,σ (Ω) with respect
to ‖ · ‖Lq(Ω), where Lq(Ω) represents the usual Lebesgue space of vector-valued functions. The
norm of L∞(Ω) is denoted by ‖u‖L∞(Ω) = ess supx∈Ω |u(x)|. By symbol C, we denote a generic
constant whose value may change from line to line.
2. The Lq -decay estimates for the first and second derivatives
To be more specified precisely, we first introduce some notations and collect some known
results as follows, which are useful in the proofs of our main results. Let 1 < r < ∞,
Lrσ (Ω) =
{
v ∈ Lr(Ω); ∇ · v = 0, v · ν|∂Ω = 0
}
and
G(Ω) = {v = ∇p ∈ Lr(Ω); p ∈ Lrloc(Ω)}.
Then the Helmholtz decomposition holds (see [26]): Lr(Ω) = Lrσ (Ω) ⊕ G(Ω). Let
P : Lr(Ω) → Lrσ (Ω) be the bounded projection, and A = −P the Stokes operator. Then
−A generates a bounded analytic semigroup {e−tA}t0.
Lemma 2.1. (See [18].) Let a ∈ L1(Ω)∩L3σ (Ω)∩W
2
5 ,
5
4 (Ω). There exists a number η > 0 such
that if ‖a‖L3(Ω)  η, then problem (1.1) possesses a unique strong solution (u,p) satisfying for
all t > 0
∥∥u(t)∥∥2
L2(Ω) + 2
t∫ ∥∥∇u(τ)∥∥2
L2(Ω) dτ =
∥∥u(s)∥∥2
L2(Ω) for all 0 s  t;s
3242 P. Han / Journal of Functional Analysis 263 (2012) 3235–3269and
∞∫
0
(∥∥∂tu(t)∥∥ 54
L
5
4 (Ω)
+ ∥∥∇2u(t)∥∥ 54
L
5
4 (Ω)
+ ∥∥∇p(t)∥∥ 54
L
5
4 (Ω)
)
dt  C
(‖a‖2
L2(Ω) + ‖a‖W 25 , 54 (Ω)
) 5
4 .
Moreover,
∥∥u(t)∥∥
Lr(Ω)
 Crt−
3
2 (1− 1r ), ∀1 < r ∞;∥∥∇u(t)∥∥
Lr(Ω)
 Crt−
1
2 − 32 (1− 1r ), ∀1 r  3;
∥∥Au(t)∥∥
Lr(Ω)
+ ∥∥∂tu(t)∥∥Lr(Ω) + ∥∥∇p(t)∥∥Lr(Ω)  Crt−1− 32 (1− 1r ), ∀1 < r  32 ;∥∥∇2u(t)∥∥
Lr(Ω)
 Crt−1−
3
2 (1− 1r ), ∀1 r  3
2
.
Recall that the Stokes semigroup satisfies (see [8] for example)
∥∥e−tAa∥∥
Lr(Ω)
 Cq,r t−
3
2 (
1
q
− 1
r
)‖a‖Lq(Ω), ∀1 < q  r < ∞;∥∥∇e−tAa∥∥
Lr(Ω)
 Cq,r t−
1
2 − 32 ( 1q − 1r )‖a‖Lq(Ω), ∀1 < q  r  3.
The estimate (3.2) in [14] gives for any t > 0
∥∥e−tAa∥∥
L∞(Ω)  Ct
− 14 ‖a‖L6(Ω).
Whence for any ϕ ∈ C∞0,σ (Ω) and t > 0
∣∣〈e− t2Aa,ϕ〉∣∣= ∣∣〈a, e− t2Aϕ〉∣∣
 ‖a‖L1(Ω)
∥∥e− t2Aϕ∥∥
L∞(Ω)
 Ct− 14 ‖a‖L1(Ω)
∥∥e− t4Aϕ∥∥
L6(Ω)
 Ct− 14 − 32 ( 56 − 16 )‖a‖L1(Ω)‖ϕ‖
L
6
5 (Ω)
which implies that for any t > 0
∥∥e− t2Aa∥∥
L6(Ω)  Ct
− 54 ‖a‖L1(Ω).
So for any t > 0
∥∥e−tAa∥∥ ∞  Ct− 14 ∥∥e− t2Aa∥∥ 6  Ct− 32 ‖a‖L1(Ω).L (Ω) L (Ω)
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∥∥∇e−tAa∥∥
Lr(Ω)
 Ct− 12 − 32 (1− 1r )‖a‖L1(Ω).
The above duality arguments and the semigroup property together imply the following lemma
holds.
Lemma 2.2. For any a ∈ Lqσ (Ω). Then for any t > 0
∥∥e−tAa∥∥
Lr(Ω)
 Cq,r t−
3
2 (
1
q
− 1
r
)‖a‖Lq(Ω), ∀1 q < r ∞ or 1 < q  r < ∞;∥∥∇e−tAa∥∥
Lr(Ω)
 Cq,r t−
1
2 − 32 ( 1q − 1r )‖a‖Lq(Ω), ∀1 q < r  3 or 1 < q  r  3;
and
∥∥∇e−tAa∥∥
Lr(Ω)
 Cq,r
(
1 + t− 12 )t− 32 ( 1q − 1r )‖a‖Lq(Ω), ∀1 < q  r < ∞.
Lemma 2.3. Under the assumptions of Lemma 2.1. Then the strong solution u of (1.1) given in
Lemma 2.1 satisfies for any t  1
∥∥A 12 u(t)∥∥
Lr(Ω)
 Ct− 32 (1− 1r )− 12 with 1 < r ∞;
and
∥∥∇u(t)∥∥
Lr(Ω)

{
Ct− 32 (1− 1r )− 12 for 1 < r  3;
Ct− 32 (1− 1r ) for 3 < r < ∞.
Proof. Since the estimate holds: ‖A 12 u(t)‖Lr(Ω)  C‖∇u(t)‖Lr(Ω) for all 1 < r < ∞ (see [9]),
Lemma 2.3 follows from Lemma 2.1 if 1 < r  3. It remains to prove the case: 3 < r ∞.
The strong solution u of (1.1) can be written as
u(t) = e− t2Au
(
t
2
)
−
t∫
t
2
e−(t−s)AP
(
u(s) · ∇u(s))ds. (2.1)
Let 3 < r ∞. From Lemmata 2.1, 2.2, one has for any t  1
∥∥A 12 u(t)∥∥
Lr(Ω)

∥∥∥∥e− t4AA 12 e− t4Au
(
t
2
)∥∥∥∥
Lr(Ω)
+
t∫
t
2
∥∥e− (t−s)2 AA 12 e− (t−s)2 AP (u(s) · ∇u(s))∥∥
Lr(Ω)
ds
 Ct− 32 ( 12 − 1r )
∥∥∥∥A 12 e− t4Au
(
t
2
)∥∥∥∥
2L (Ω)
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t∫
t
2
(t − s)− 32 ( 13 − 1r )∥∥A 12 e− (t−s)2 AP (u(s) · ∇u(s))∥∥
L3(Ω) ds
 Ct− 32 ( 12 − 1r )− 12
∥∥∥∥u
(
t
2
)∥∥∥∥
L2(Ω)
+C
t∫
t
2
(t − s)− 32 ( 13 − 1r )− 12 ∥∥P (u(s) · ∇u(s))∥∥
L3(Ω) ds
 Ct− 32 (1− 1r )− 12 +C
t∫
t
2
(t − s)− 32 ( 13 − 1r )− 12 ∥∥u(s)∥∥
L∞(Ω)
∥∥∇u(s)∥∥
L3(Ω) ds
 Ct− 32 (1− 1r )− 12 +C
t∫
t
2
(t − s)−1+ 32r s− 32 − 12 − 32 (1− 13 ) ds
 Ct− 32 (1− 1r )− 12 +Ct−3+ 32r
 Ct− 32 (1− 1r )− 12 .
Let 3 < r < ∞. From Lemmata 2.1, 2.2, we conclude for any t  1
∥∥∇u(t)∥∥
Lr(Ω)

∥∥∥∥∇e−tAu
(
t
2
)∥∥∥∥
Lr(Ω)
+
t∫
t
2
∥∥∇e−tAP (u(s) · ∇u(s))∥∥
Lr(Ω)
ds
 C
(
1 + t− 12 )t− 32 ( 12 − 1r )∥∥∥∥u
(
t
2
)∥∥∥∥
L2(Ω)
+C
t∫
t
2
(
1 + (t − s)− 12 )(t − s)− 32 ( 13 − 1r )∥∥P (u(s) · ∇u(s))∥∥
L3(Ω) ds
 Ct− 32 (1− 1r )
+C
t∫
t
2
(
1 + (t − s)− 12 )(t − s)− 32 ( 13 − 1r )∥∥u(s)∥∥
L∞(Ω)
∥∥∇u(s)∥∥
L3(Ω) ds
 Ct− 32 (1− 1r ) +C
t∫
t
2
(
1 + (t − s)− 12 )(t − s)− 32 ( 13 − 1r )s− 32 − 12 − 32 (1− 13 ) ds
 Ct− 32 (1− 1r ) +C(1 + t− 12 )t− 52 + 32r
 Ct− 32 (1− 1r ). 
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Lemma 2.1 satisfies for any t  1
∥∥Au(t)∥∥
Lr(Ω)
 Ct−1− 32 (1− 1r ) with 1 < r < ∞; (2.2)
and
∥∥∇2u(t)∥∥
Lr(Ω)

⎧⎪⎪⎨
⎪⎪⎩
Ct− 32 (1− 1r )−1 for 1 r  32 ;
Ct− 32 (1− 1r )− 12 for 32 < r  3;
Ct− 32 (1− 1r ) for 3 < r < ∞.
(2.3)
Proof. We first show that for 0 < α < 1 and 0 < δ < 1 − α, there holds for any t  1, h 0
∥∥Aαu(t + h)−Aαu(t)∥∥
Lq(Ω)
 C
(
hδt
−α−δ− 32 (1− 1q ) + h1−αt− 32 − 32 (1− 1q )), ∀1 < q < ∞. (2.4)
Observe that the strong solution u of (1.1) can be written as for any 0 τ < t
u(t) = e−(t−τ)Au(τ)−
t∫
τ
e−(t−s)APu(s) · ∇u(s) ds.
Then, for any t > 0, h 0
u(t + h) = e−(t+h− t2 )Au
(
t
2
)
−
t+h∫
t
2
e−(t+h−s)APu(s) · ∇u(s) ds
= e−hAe− t2Au
(
t
2
)
−
( t+h∫
t
+
t∫
t
2
)
e−(t−s)Ae−hAPu(s) · ∇u(s) ds.
So, for any t > 0, h 0
u(t + h)− u(t) = (e−hA − I)e− t2Au( t
2
)
−
t∫
t
2
(
e−hA − I)e−(t−s)APu(s) · ∇u(s) ds
−
t+h∫
t
e−(t−s)Ae−hAPu(s) · ∇u(s) ds. (2.5)
Note that for any 1 < q < ∞ and ϕ ∈ D(Aδ)
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Lq(Ω)
= h
∥∥∥∥∥
1∫
0
A1−δe−shAAδϕ ds
∥∥∥∥∥
Lq(Ω)
 Ch
1∫
0
(sh)δ−1 ds
∥∥Aδϕ∥∥
Lq(Ω)
 C
δ
hδ
∥∥Aδϕ∥∥
Lq(Ω)
. (2.6)
Therefore, from (2.5), (2.6) and Lemmata 2.1, 2.2, we conclude for any 0 < α < 1, 0 < δ < 1−α,
1 < q < ∞ and t  1, h 0
∥∥Aαu(t + h)−Aαu(t)∥∥
Lq(Ω)

∥∥∥∥Aα(e−hA − I)e− t2Au
(
t
2
)∥∥∥∥
Lq(Ω)
+
t+h∫
t
∥∥Aαe−(t+h−s)APu(s) · ∇u(s)∥∥
Lq(Ω)
ds
+
t∫
t
2
∥∥(e−hA − I)Aαe−(t−s)APu(s) · ∇u(s)∥∥
Lq(Ω)
ds
 Chδ
∥∥∥∥Aα+δe− t2Au
(
t
2
)∥∥∥∥
Lq(Ω)
+C
t+h∫
t
(t + h− s)−α∥∥u(s)∥∥
L∞(Ω)
∥∥∇u(s)∥∥
Lq(Ω)
ds
+Chδ
t∫
t
2
(t − s)−α−δ∥∥u(s)∥∥
L∞(Ω)
∥∥∇u(s)∥∥
Lq(Ω)
ds
 Chδt−α−δ
∥∥∥∥u
(
t
2
)∥∥∥∥
Lq(Ω)
+C
t+h∫
t
(t + h− s)−αs− 32 − 32 (1− 1q ) ds
+Chδ
t∫
t
2
(t − s)−α−δs− 32 − 32 (1− 1q ) ds
 C
(
hδt
−α−δ− 32 (1− 1q ) + h1−αt− 32 − 32 (1− 1q ) + hδt−α−δ− 12 − 32 (1− 1q ))
 C
(
hδt
−α−δ− 32 (1− 1q ) + h1−αt− 32 − 32 (1− 1q )),
which is (2.4).
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Au(t) = Ae− 3t4 Au
(
t
4
)
− (I − e− t2A)P(u · ∇u)(t)−
t
2∫
t
4
Ae−(t−s)AP (u · ∇u)(s) ds
−
t∫
t
2
Ae−(t−s)A
(
P(u · ∇u)(s)− P(u · ∇u)(t))ds
= J1(t)+ J2(t)+ J3(t)+ J4(t). (2.7)
In the case: 1 r  32 , the estimate (2.2) in Lemma 2.4 has been verified in Lemma 3.1 in [18].
Whence, it remains to discuss the case: 32 < r < ∞ in the proof of (2.2). It follows from Lem-
mata 2.1, 2.2, 2.3 that for any t  1,
∥∥J1(t)∥∥Lr(Ω)  Ct−1
∥∥∥∥u
(
t
4
)∥∥∥∥
Lr(Ω)
 Ct−1− 32 (1− 1r ), ∀3
2
< r < ∞; (2.8)
∥∥J2(t)∥∥Lr(Ω)  2∥∥P(u · ∇u)(t)∥∥Lr(Ω)
 C
∥∥u(t)∥∥
L∞(Ω)
∥∥∇u(t)∥∥
Lr(Ω)
 Ct− 32 − 32 (1− 1r ), ∀3
2
< r < ∞; (2.9)
∥∥J3(t)∥∥Lr(Ω)  C
t
2∫
t
4
(t − s)−1∥∥P(u · ∇u)(s)∥∥
Lr(Ω)
ds
 C
t
2∫
t
4
(t − s)−1∥∥u(s)∥∥
L∞(Ω)
∥∥∇u(s)∥∥
Lr(Ω)
ds
 C
t
2∫
t
4
(t − s)−1s− 32 − 32 (1− 1r ) ds
 Ct− 32 − 32 (1− 1r ), ∀3
2
< r < ∞. (2.10)
Here it should be pointed out that the estimates (2.8)–(2.10) also remain true for any 1 < r < ∞.
Note that for any t > 0 (see Lemma 4.1 in [19])
∥∥u(t)∥∥ ∞  C∥∥A 14 u(t)∥∥ 12 3 ∥∥A 34 u(t)∥∥ 12 3 .L (Ω) L (Ω) L (Ω)
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 < 1
r
and
t  1
∥∥J4(t)∥∥Lr(Ω)  C
t∫
t
2
(t − s)−1− 32 ( 13 +
− 1r )∥∥Pu(s) · ∇(u(s)− u(t))∥∥
L
( 13 +
)−1 (Ω)
ds
+C
t∫
t
2
(t − s)− 32 + 32r ∥∥P (u(s)− u(t)) · ∇u(t)∥∥
L3(Ω) ds
 C
t∫
t
2
(t − s)− 32 − 32 
+ 32r ∥∥u(s)∥∥
L∞(Ω)
∥∥∇u(s)− ∇u(t)∥∥
L
( 13 +
)−1 (Ω)
ds
+C
t∫
t
2
(t − s)− 32 + 32r ∥∥u(s)− u(t)∥∥
L∞(Ω)
∥∥∇u(t)∥∥
L3(Ω) ds
 C
t∫
t
2
(t − s)− 32 − 32 
+ 32r s− 32 ∥∥A 12 (u(s)− u(t))∥∥
L
( 13 +
)−1 (Ω)
ds +Ct− 12 − 32 (1− 13 )
×
t∫
t
2
(t − s)− 32 + 32r ∥∥A 14 (u(s)− u(t))∥∥ 12
L3(Ω)
∥∥A 34 (u(s)− u(t))∥∥ 12
L3(Ω)
ds
 Ct− 32
t∫
t
2
(t − s)− 32 − 32 
+ 32r ((t − s)δ1s− 32 + 32 
−δ1 + (t − s) 12 s− 52 + 32 

+ [(t − s)δ2s− 54 −δ2 + (t − s) 34 s− 52 ] 12 [(t − s)δ3s− 74 −δ3 + (t − s) 14 s− 52 ] 12 )ds(
here 0 < δ1 <
1
2
, 0 < δ2 <
3
4
, 0 < δ3 <
1
4
)
 Ct− 32
t∫
t
2
(t − s)− 32 − 32 
+ 32r ((t − s)δ1s− 32 + 32 
−δ1 + (t − s) 12 s− 52 + 32 
)ds
+Ct− 32
t∫
t
2
(t − s)− 32 + 32r ((t − s) 12 (δ2+δ3)s− 32 − 12 (δ2+δ3) + (t − s) δ22 + 18 s− 158 − δ22
+ (t − s) δ32 + 38 s− 178 − δ32 + (t − s) 12 s− 52 )ds
P. Han / Journal of Functional Analysis 263 (2012) 3235–3269 3249 Ct− 32
(
t−2+
3
2r + t− 94 + 32r + t− 52 + 32r )
 Ct− 72 + 32r (2.11)
by taking 12 + 32
 − 32r < δ1 < 12 , 34 − 3r < δ2 < 34 , 14 − 3r < δ3 < 14 with δ2 + δ3 > 1 − 3r ,
3 r < ∞. Here we have made use of the estimate (see [9]): ‖∇u(t)‖Lr(Ω)  Cr‖A 12 u(t)‖Lr(Ω),
∀1 < r < 3.
From (2.7)–(2.11), we conclude that for any 3 r < ∞ and t  1
∥∥Au(t)∥∥
Lr(Ω)
 Ct−1− 32 (1− 1r ).
Now we have known that Lemma 2.4 holds true for 1 < r  32 and 3 r < ∞. Let 32 < r < 3.
By Lemma 2.1 and the interpolation inequality, we derive for any t  1
∥∥Au(t)∥∥
Lr(Ω)

∥∥Au(t)∥∥ 3r −1
L
3
2 (Ω)
∥∥Au(t)∥∥2− 3r
L3(Ω)
 Ct−1− 32 (1− 1r ).
From the above arguments, we conclude that (2.2) is true.
Note that the following estimate holds for any u ∈ D(A) = {u ∈ W 2,r (Ω)u|∂Ω = 0} ∩Lrσ (Ω)
with ∇u ∈ Lr(Ω), 1 < r < ∞ (see [25]):
∥∥∇2u∥∥
Lr(Ω)
 C
(‖Au‖Lr(Ω) + ‖∇u‖Lr(Ω)). (2.12)
It follows from (2.2), (2.12) and Lemma 2.3 that the strong solution u of (1.1) satisfies for any
t  1
∥∥∇2u(t)∥∥
Lr(Ω)

{
Ct− 32 (1− 1r )− 12 for 32 < r  3;
Ct− 32 (1− 1r ) for 3 < r < ∞.
(2.13)
Note that the estimate (2.3) for 1 r  32 is known in Lemma 2.1. Whence, together with (2.13),
we infer that (2.3) holds true for 1 r < ∞. 
Proof of Theorem 1.1. Firstly we recall a special form of the Gagliardo–Nirenberg inequality
on the exterior domain Ω ⊂Rn (n 2) (see [17]): let n < s < ∞
‖f ‖L∞(Ω)  C‖f ‖1−
n
s
Ls(Ω)‖∇f ‖
n
s
Ls(Ω). (2.14)
By the Sobolev embedding theorem and Lemmata 2.3, 2.4, we deduce for any 2 r  6 and
t  1
∥∥∇u(t)∥∥
Lr(Ω)
 C
(∥∥∇u(t)∥∥
L2(Ω) +
∥∥∇2u(t)∥∥
L2(Ω)
)
 Ct− 32 (1− 12 )− 12 = Ct− 54 . (2.15)
Combining (2.2), (2.12) and (2.15), we conclude that for any 2 r  6 and t  1
∥∥∇2u(t)∥∥ r  C(‖Au‖Lr(Ω) + ‖∇u‖Lr(Ω)) Ct− 32 (1− 1r )−1 +Ct− 54  Ct− 54 . (2.16)L (Ω)
3250 P. Han / Journal of Functional Analysis 263 (2012) 3235–3269Furthermore, using (2.14), (2.15) and (2.16), we get for any t  1
∥∥∇u(t)∥∥
L∞(Ω)  C
∥∥∇u(t)∥∥ 12
L6(Ω)
∥∥∇2u(t)∥∥ 12
L6(Ω)
 Ct− 54 . (2.17)
Note that 32 (1 − 1r )  54 for any 1  r  6; and 32 (1 − 1r ) + 12  54 for any 2  r ∞. From(2.15)–(2.17) and Lemmata 2.3, 2.4, we complete the proof of Theorem 1.1. 
3. Decay rates for the derivatives in weighted spaces
Let u be the strong solution of (1.1). Then u can be written as follows (see [19]):
u(x, t) =
∫
Ω
Et(x − y)a(y) dy +
t∫
0
∫
∂Ω
V (x − y, t − τ)(T [u,p] · ν)(y, τ ) dSy dτ
−
t∫
0
∫
Ω
V (x − y, t − τ)(u · ∇u)(y, τ ) dy dτ
=
∫
Ω
Et(x − y)a(y) dy +
t∫
0
∫
∂Ω
V (x − y, t − τ)(T [u,p] · ν)(y, τ ) dSy dτ
−
t∫
0
∫
Ω
∇xV (x − y, t − τ) : (u⊗ u)(y, τ ) dy dτ, (3.1)
where Et(x) = (4πt)− 32 e− |x|
2
4t , V (x, t) = (Vj,k(x, t))j,k=1,2,3, and
Vj,k(x, t) = Et(x)δj,k +
∞∫
0
∂j ∂kEt+τ (x) dτ, j, k = 1,2,3.
Moreover,
∥∥| · |αEt∥∥Lq(Ω) + ∥∥| · |αV (·, t)∥∥Lq(Ω)  Ct α2 − 32 (1− 1q )
for any 1 < q ∞, α > 0 and α2 − 32 (1 − 1q ) < 0; and
∥∥| · |α∇kEt∥∥Lq(Ω) + ∥∥| · |α∇kV (·, t)∥∥Lq(Ω)  Ct α2 − k2 − 32 (1− 1q ),
with all 1 q ∞, α > 0 and α − k − 3 (1 − 1 ) < 0, k = 1,2, . . . .2 2 2 q
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∞∫
0
∥∥T [u,p](τ )∥∥
L1(∂Ω) dτ  C, (3.2)
where the definition of T [u,p] has been given in the introduction.
Proof of Theorem 1.2. Note that it holds for all f ∈ W 1,q (Ω), 1 < q < 3 (see [19])
‖f ‖Lq(∂Ω)  C‖∇f ‖Lq(Ω). (3.3)
Recall that 0 /∈ Ω and Ωδ = {x ∈ Ω; dist(x, ∂Ω) > δ}, δ > 0. Using (3.1)–(3.3) and Lemma 2.1,
we deduce that for all 1 < q < ∞, α > 0, α2 − 32 (1 − 1q ) < 0 and t  1
∥∥|x|αu(t)∥∥
Lq(Ωδ)
 C
∫
Ω
∥∥| · −y|αEt (· − y)∥∥Lq(Ω)∣∣a(y)∣∣dy
+C
∫
Ω
∥∥Et(· − y)∥∥Lq(Ω)|y|α∣∣a(y)∣∣dy
+C
( t2∫
0
+
t∫
t
2
) ∫
∂Ω
∥∥| · −y|αV (· − y, t − τ)∥∥
Lq(Ωδ)
∣∣T [u,p]∣∣(y, τ ) dSy dτ
+C
( t2∫
0
+
t∫
t
2
) ∫
∂Ω
∥∥V (· − y, t − τ)∥∥
Lq(Ωδ)
|y|α∣∣T [u,p]∣∣(y, τ ) dSy dτ
+C
t
2∫
0
∫
Ω
∥∥| · −y|α∇V (· − y, t − τ)∥∥
Lq(Ω)
∣∣u(y, τ )⊗ u(y, τ )∣∣dy dτ
+C
t
2∫
0
∫
Ω
∥∥∇V (· − y, t − τ)∥∥
Lq(Ω)
|y|α∣∣u(y, τ )⊗ u(y, τ )∣∣dy dτ
+C
t∫
t
2
∫
Ω
∥∥| · −y|α∇V (· − y, t − τ)∥∥
L1(Ω)
∥∥u(τ)∥∥
L∞(Ω)
∥∥u(τ)∥∥
Lq(Ω)
dy dτ
+C
t∫
t
∫
Ω
∥∥∇V (· − y, t − τ)∥∥
L1(Ω)
∥∥u(τ)∥∥
L∞(Ω)
∥∥|y|αu(τ)∥∥
Lq(Ω)
dy dτ2
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α
2 − 32 (1− 1q )
∫
Ω
∣∣a(y)∣∣dy +Ct− 32 (1− 1q ) ∫
Ω
|y|α∣∣a(y)∣∣dy
+Ct α2 − 32 (1− 1q )
t
2∫
0
∥∥T [u,p](τ )∥∥
L1(∂Ω) dτ
+C
t∫
t
2
(1 + t − τ) α2 − 32 (1− 1q )(∥∥∇2u(τ)∥∥
L
3
2 (Ω)
+ ∥∥∇p(τ)∥∥
L
3
2 (Ω)
)
dτ
+Ct α2 − 12 − 32 (1− 1q )
t
2∫
0
∥∥u(τ)∥∥2
L2(Ω) dτ
+Ct− 12 − 32 (1− 1q )
t
2∫
0
∥∥u(τ)∥∥
L
q
q−1 (Ω)
∥∥|y|αu(τ)∥∥
Lq(Ω)
dτ
+Cg(t)
t∫
t
2
(t − τ)− 12 τ− 32 dτ +C
t∫
t
2
(t − τ)− 12 + α2 τ− 32 − 32 (1− 1q ) dτ
 Ct
α
2 − 32 (1− 1q ) +Ct α2 − 12 − 32 (1− 1q )
t
2∫
0
(1 + τ)− 32 dτ
+C
t∫
t
2
(1 + t − τ) α2 − 32 (1− 1q )τ− 32 dτ
+Ct− 12 − 32 (1− 1q )g(t)
t
2∫
0
(1 + τ)− 32q dτ +Ct−1g(t)
 Ct
α
2 − 32 (1− 1q ) +CX(t)+C(Y(t)+ t−1)g(t), (3.4)
where g(t) = sup0<τt ‖|x|αu(τ)‖Lq(Ω) with 1 < q < ∞, α > 0, α2 − 32 (1 − 1q ) < 0;
X(t) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
t
α
2 − 12 − 32 (1− 1q ) if 12 <
α
2 + 32q < 32 ,
t− 32 loge(1 + t) if α2 + 32q = 12 ,
t− 32 if α2 + 32q < 12 ,
and
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⎧⎪⎪⎨
⎪⎪⎩
t
− 12 − 32 (1− 1q ) if 1 < q < 32 ,
t−1 loge(1 + t) if q = 32 ,
t−1 if 32 < q < ∞.
Further it follows from Lemma 2.1 that for all 1 < q < ∞, α > 0, α2 − 32 (1 − 1q ) < 0 and t  1
∥∥|x|αu(t)∥∥
Lq(Ω\Ωδ)  C
∥∥u(t)∥∥
Lq(Ω\Ωδ)  C
∥∥u(t)∥∥
Lq(Ω)
 Ct−
3
2 (1− 1q )  Ct
α
2 − 32 (1− 1q ). (3.5)
Note that it holds true for any 1 < q < ∞, α > 0, α2 − 32 (1 − 1q ) < 0 and t  1
X(t) Ct
α
2 − 32 (1− 1q ). (3.6)
Combining (3.4), (3.5) and (3.6), we conclude that for all 1 < q < ∞, α > 0, α2 − 32 (1 − 1q ) < 0
and t  1
g(t) Ct
α
2 − 32 (1− 1q ) +C(Y(t)+ t−1)g(t). (3.7)
There exists t0  1 such that for any t  t0, C(Y (t) + t−1)  12 in (3.7). Then, from (3.7) we
infer that for all 1 < q < ∞, α > 0, α2 + 32q < 32 and t  t0
∥∥|x|αu(t)∥∥
Lq(Ω)
 Ct
α
2 − 32 (1− 1q ),
which is (1.7) for 1 < q < ∞.
Using (3.2) and Theorem 1.1, we deduce that for all 1 q < ∞, α > 0, α2 − 12 − 32 (1− 1q ) < 0
and t  1
∥∥|x|α∇u(t)∥∥
Lq(Ωδ)
 C
∫
Ω
∥∥| · −y|α∇Et(· − y)∥∥Lq(Ω)∣∣a(y)∣∣dy
+C
∫
Ω
∥∥∇Et(· − y)∥∥Lq(Ω)|y|α∣∣a(y)∣∣dy
+C
t∫
0
∫
∂Ω
∥∥| · −y|α∇V (· − y, t − τ)∥∥
Lq(Ωδ)
∣∣T [u,p]∣∣(y, τ ) dSy dτ
+C
t∫
0
∫
∂Ω
∥∥∇V (· − y, t − τ)∥∥
Lq(Ωδ)
|y|α∣∣T [u,p]∣∣(y, τ ) dSy dτ
+C
t
2∫ ∫ ∥∥| · −y|α∇V (· − y, t − τ)∥∥
Lq(Ω)
∣∣u(y, τ ) · ∇u(y, τ )∣∣dy dτ
0 Ω
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t
2∫
0
∫
Ω
∥∥∇V (· − y, t − τ)∥∥
Lq(Ω)
|y|α∣∣u(y, τ ) · ∇u(y, τ )∣∣dy dτ
+C
t∫
t
2
∥∥| · |α∇V (·, t − τ)∥∥
L1(Ω)
∥∥u(τ)∥∥
L∞(Ω)
∥∥∇u(τ)∥∥
Lq(Ω)
dτ
+C
t∫
t
2
∥∥∇V (·, t − τ)∥∥
L1(Ω)
∥∥u(τ)∥∥
L∞(Ω)
∥∥|y|α∇u(τ)∥∥
Lq(Ω)
dτ
 Ct
α
2 − 12 − 32 (1− 1q )
∫
Ω
∣∣a(y)∣∣dy +Ct− 12 − 32 (1− 1q ) ∫
Ω
|y|α∣∣a(y)∣∣dy
+Cδ
(
t
α
2 − 12 − 32 (1− 1q ) + t− 12 − 32 (1− 1q ))
t
2∫
0
∫
∂Ω
∣∣T [u,p]∣∣(y, τ ) dSy dτ
+Cδ
t∫
t
2
(
(1 + t − τ) α2 − 12 − 32 (1− 1q ) + (1 + t − τ)− 12 − 32 (1− 1q ))
× (∥∥∇2u(τ)∥∥
L
3
2 (Ω)
+ ∥∥∇p(τ)∥∥
L
3
2 (Ω)
)
dτ
+Ct− 12 − 32 (1− 1q )
t
2∫
0
∥∥u(τ)∥∥
L
q
q−1 (Ω)
∥∥|y|α∇u(τ)∥∥
Lq(Ω)
dτ
+Ct α2 − 12 − 32 (1− 1q )
( 14∫
0
+
t
2∫
1
4
)∥∥u(τ)∥∥
L2(Ω)
∥∥∇u(τ)∥∥
L2(Ω) dτ
+C
t∫
t
2
(t − τ)− 12 ∥∥u(τ)∥∥
L∞(Ω)
∥∥|y|α∇u(τ)∥∥
Lq(Ω)
dτ
+C
t∫
t
2
(t − τ)− 12 + α2 ∥∥u(τ)∥∥
L∞(Ω)
∥∥∇u(τ)∥∥
Lq(Ω)
dτ
 Ct
α
2 − 12 − 32 (1− 1q )
+C
t∫
t
(
(1 + t − τ) α2 − 12 − 32 (1− 1q ) + (1 + t − τ)− 12 − 32 (1− 1q ))τ− 32 dτ2
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1
2 − 32 (1− 1q )
t
2∫
0
(1 + τ)− 32q dτ +Ct α2 − 12 − 32 (1− 1q )
t
2∫
1
4
τ−2 dτ
+Cg1(t)
t∫
t
2
(t − τ)− 12 τ− 32 dτ +C
t∫
t
2
(t − τ)− 12 + α2 τ− 32 Q(τ)dτ
 Ct
α
2 − 12 − 32 (1− 1q ) +C(t−1 +G(t))g1(t)+H1(t)+H2(t)
 C
(
t−1 +G(t))g1(t)+
⎧⎨
⎩
Ct
α
2 − 12 − 32 (1− 1q ) if α2 + 32q  12 ,
Ct− 32 if α2 + 32q < 12 ,
(3.8)
where g1(t) = sup0<τt ‖|x|α∇u(τ)‖Lq(Ω) with 1  q < ∞, α > 0 and α2 + 32q < 2; and the
functions of Q(t), G(t), H1(t), H2(t) in the proof of (3.8) are defined as follows
Q(t) =
⎧⎪⎪⎨
⎪⎪⎩
t
− 12 − 32 (1− 1q ) if 1 q  3,
t− 54 if 3 < q  6,
t
− 32 (1− 1q ) if 6 < q < ∞,
G(t) =
⎧⎪⎪⎨
⎪⎪⎩
t−1 if q > 32 ,
t−1 log(1 + t) if q = 32 ,
t
− 12 − 32 (1− 1q ) if 1 q < 32 ,
H1(t) =
⎧⎪⎪⎨
⎪⎪⎩
t
α
2 − 32 − 32 (1− 1q ) if 1 q  3,
t
α
2 − 94 if 3 < q  6,
t
α
2 −1− 32 (1− 1q ) if 6 < q < ∞,
H2(t) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
t
α
2 −1− 32 (1− 1q ) if α2 + 32q > 1,
t− 32 log(1 + t) if α2 + 32q = 1,
t− 32 if α2 + 32q < 1.
In addition, it follows from Theorem 1.1 that for all α > 0 and t  1
∥∥|x|α∇u(t)∥∥
Lq(Ω\Ωδ)  C
∥∥∇u(t)∥∥
Lq(Ω\Ωδ)
 C
∥∥∇u(t)∥∥
Lq(Ω)

⎧⎪⎪⎨
⎪⎪⎩
Ct
− 12 − 32 (1− 1q ), ∀1 q  3;
Ct− 54 , ∀3 < q  6;
Ct
− 32 (1− 1q ), ∀6 < q ∞.
(3.9)
Combining (3.8) and (3.9), we conclude that for α > 0 and t  1
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(
t−1 +G(t))g1(t)
+
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Ct
α
2 − 12 − 32 (1− 1q ) if 1 q  3 and 12 
α
2 + 32q < 2;
Ct− 54 (1 + t α2 + 32q − 34 ) if 3 < q  6 and 12  α2 + 32q < 2;
Ct
− 32 (1− 1q )(1 + t α−12 ) if 6 < q < ∞ and 12  α2 + 32q < 2;
Ct− 32 if 1 q  3 and α2 + 32q < 12 ;
Ct− 54 if 3 < q  6 and α2 + 32q < 12 ;
Ct
− 32 (1− 1q ) if 6 < q < ∞ and α2 + 32q < 12
 C
(
t−1 +G(t))g1(t)
+
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Ct− 32 (1 + t α2 + 32q − 12 ) if 1 q  3 and α2 + 32q < 2;
Ct− 54 (1 + t α2 + 32q − 34 ) if 3 < q  6 and α2 + 32q < 2;
Ct
− 32 (1− 1q )(1 + t α−12 ) if 6 < q < ∞ and α2 + 32q < 2.
(3.10)
There exists a number t1  1, without loss of generality we assume t1 = t0 such that for
any t  t0, C(t−1 + G(t))  12 in (3.10). Then, from (3.10) we infer that (1.8) holds with
1 q < ∞.
Based on the estimate (1.8) with 1 q < ∞, we can show the validity of (1.7) with q = ∞.
Let 0 < α < 3. Then there exists a large number 6 < s0 < ∞ such that α2 + 32s < 2 for any
s0 < s < ∞. If 1 < α < 3. Using (1.7) and (1.8) with 1 < q < ∞, and the inequality (2.14), we
conclude that for all t  1
∥∥|x|αu(t)∥∥
L∞(Ω)  C
∥∥|x|αu(t)∥∥1− 3s
Ls(Ω)
∥∥∇(|x|αu(t))∥∥ 3s
Ls(Ω)
 C
∥∥|x|αu(t)∥∥1− 3sLs(Ω)(∥∥|x|α−1u(t)∥∥Ls(Ω) + ∥∥|x|α∇u(t)∥∥Ls(Ω)) 3s
 Ct( α2 − 32 (1− 1s ))(1− 3s )
(
t
α−1
2 − 32 (1− 1s ) + t− 32 (1− 1s )) 3s
 Ct( α2 − 32 (1− 1s ))(1− 3s )+( α−12 − 32 (1− 1s )) 3s
 Ct α2 − 32 . (3.11)
If 0 < α  1. Similarly, we get for any t  1
∥∥|x|αu(t)∥∥
L∞(Ω)  Ct
( α2 − 32 (1− 1s ))(1− 3s )− 32 (1− 1s ) 3s  Ct α2 − 32 . (3.12)
Combining (3.11) and (3.12), we conclude that (1.7) holds true for q = ∞.
Using (1.7), (1.8), (3.2), Theorem 1.1 and Lemma 2.1, we deduce that for all 1  q < ∞,
0 < α < 3, α − 1 − 3 (1 − 1 ) < 0 and t  t02 2 q
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Lq(Ωδ)
 C
∫
Ω
∥∥| · −y|α∇2Et(· − y)∥∥Lq(Ω)∣∣a(y)∣∣dy +C
∫
Ω
∥∥∇2Et(· − y)∥∥Lq(Ω)|y|α∣∣a(y)∣∣dy
+C
t∫
0
∫
∂Ω
∥∥| · −y|α∇2V (· − y, t − τ)∥∥
Lq(Ωδ)
∣∣T [u,p]∣∣(y, τ ) dSy dτ
+C
t∫
0
∫
∂Ω
∥∥∇2V (· − y, t − τ)∥∥
Lq(Ωδ)
|y|α∣∣T [u,p]∣∣(y, τ ) dSy dτ
+C
t
2∫
0
∫
Ω
∥∥| · −y|α∇3V (· − y, t − τ)∥∥
Lq(Ω)
∣∣u(y, τ )⊗ u(y, τ )∣∣dy dτ
+C
t
2∫
0
∫
Ω
∥∥∇3V (· − y, t − τ)∥∥
Lq(Ω)
|y|α∣∣u(y, τ )⊗ u(y, τ )∣∣dy dτ
+C
t∫
t
2
∥∥| · |α∇V (·, t − τ)∥∥
L1(Ω)
(∥∥u(τ)∥∥
L∞(Ω)
∥∥∇2u(τ)∥∥
Lq(Ω)
+ ∥∥∇u(τ)∥∥2
L2q (Ω)
)
dτ
+C
t∫
t
2
∥∥∇V (·, t − τ)∥∥
L1(Ω)
(∥∥u(τ)∥∥
L∞(Ω)
∥∥|y|α∇2u(τ)∥∥
Lq(Ω)
+ ∥∥|y| α2 ∇u(τ)∥∥2
L2q (Ω)
)
dτ
 Ct
α
2 −1− 32 (1− 1q )
∫
Ω
∣∣a(y)∣∣dy +Ct−1− 32 (1− 1q ) ∫
Ω
|y|α∣∣a(y)∣∣dy
+C(t α2 −1− 32 (1− 1q ) + t−1− 32 (1− 1q ))
t
2∫
0
∥∥T [u,p](τ )∥∥
L1(∂Ω) dτ
+C
t∫
t
2
(
(1 + t − τ) α2 −1− 32 (1− 1q ) + (1 + t − τ)−1− 32 (1− 1q ))
× (∥∥∇2u(τ)∥∥
L
3
2 (Ω)
+ ∥∥∇p(τ)∥∥
L
3
2 (Ω)
)
dτ
+Ct− 32 − 32 (1− 1q )
t
2∫ ∥∥|y| α2 u(τ)∥∥2
L2(Ω) dτ +Ct
α
2 − 32 − 32 (1− 1q )
t
2∫ ∥∥u(τ)∥∥2
L2(Ω) dτ0 0
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t∫
t
2
(t − τ)− 12 (∥∥u(τ)∥∥
L∞(Ω)
∥∥|y|α∇2u(τ)∥∥
Lq(Ω)
+ ∥∥|y| α2 ∇u(τ)∥∥2
L2q (Ω)
)
dτ
+C
t∫
t
2
(t − τ)− 12 + α2 (∥∥u(τ)∥∥
L∞(Ω)
∥∥∇2u(τ)∥∥
Lq(Ω)
+ ∥∥∇u(τ)∥∥
L∞(Ω)
∥∥∇u(τ)∥∥
Lq(Ω)
)
dτ
 Ct
α
2 −1− 32 (1− 1q ) +C
t∫
t
2
(
(1 + t − τ) α2 −1− 32 (1− 1q ) + (1 + t − τ)−1− 32 (1− 1q ))τ− 32 dτ
+Ct− 32 − 32 (1− 1q )
t
2∫
0
(1 + τ) α2 − 32 dτ +Ct α2 − 32 − 32 (1− 1q )
t
2∫
0
(1 + τ)−3(1− 12 ) dτ
+Cg2(t)
t∫
t
2
(t − τ)− 12 τ− 32 dτ +Ct 12 sup
t
2τt
∥∥|y| α2 ∇u(τ)∥∥2
L2q (Ω)
+C sup
t
2τt
(∥∥∇u(τ)∥∥
Lq(Ω)
+ ∥∥∇2u(τ)∥∥
Lq(Ω)
) t∫
t
2
(t − τ)− 12 + α2 τ− 32 dτ, (3.13)
where g2(t) = sup0<τt ‖|x|α∇2u(τ)‖Lq(Ω) with 1 q < ∞, 0 < α < 3, α2 + 32q < 52 .
In the proof of (3.13), we have made use of the estimate of ‖|y| α2 u(t)‖L2(Ω), which needs
α
4 − 32 (1 − 12 ) < 0 due to (1.7), and this is why we require 0 < α < 3.
Note that for all 1 q < ∞, 0 < α < 3, α2 + 32q < 52 and t  t0
t∫
t
2
(
(1 + t − τ) α2 −1− 32 (1− 1q ) + (1 + t − τ)−1− 32 (1− 1q ))τ− 32 dτ
 Ct− 32
t∫
t
2
(1 + t − τ) α2 −1− 32 (1− 1q ) dτ

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Ct
α
2 − 32 − 32 (1− 1q ) if α2 + 32q > 32 ,
Ct− 32 loge(1 + t) if α2 + 32q = 32 ,
Ct− 32 if α2 + 32q < 32

⎧⎨
⎩
Ct
α
2 −1− 32 (1− 1q ) if α2 + 32q  32 ,
Ct− 32 if α + 3 < 3 ,
(3.14)2 2q 2
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t
− 32 − 32 (1− 1q )
t
2∫
0
(1 + τ) α2 − 32 dτ 
⎧⎪⎪⎨
⎪⎪⎩
Ct
α
2 −2− 32 (1− 1q ) if 1 < α < 3,
Ct
− 32 − 32 (1− 1q ) loge(1 + t) if α = 1,
Ct
− 32 − 32 (1− 1q ) if 0 < α < 1
 Ct
α
2 −1− 32 (1− 1q ) for 0 < α < 3. (3.15)
Using (1.8), we derive that for any 0 < α < 3 and t  t0
t
1
2 sup
t
2τt
∥∥|y| α2 ∇u(τ)∥∥2
L2q (Ω)

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Ct
α
2 + 32q − 72 if 1 q  32 and
α
2 + 32q < 52 ,
Ct−2(1 + t α2 + 32q − 32 ) if 32 < q  3 and α2 + 32q < 52 ,
Ct
− 52 + 32q (1 + t−1+ α2 ) if 3 < q < ∞ and α2 + 32q < 52 .
(3.16)
By using Theorem 1.1, we conclude that for all 0 < α < 3 and t  t0
sup
t
2τt
(∥∥∇u(τ)∥∥
Lq(Ω)
+ ∥∥∇2u(τ)∥∥
Lq(Ω)
) t∫
t
2
(t − τ)− 12 + α2 τ− 32 dτ

⎧⎪⎪⎨
⎪⎪⎩
Ct
α
2 − 32 − 32 (1− 1q ) if 1 q  3,
Ct
α
2 − 94 if 3 < q  6,
Ct
α
2 −1− 32 (1− 1q ) if 6 < q < ∞
 Ct
α
2 −1− 32 (1− 1q ) for 1 q < ∞. (3.17)
From (3.13)–(3.17), we derive that for all 1 q < ∞, 0 < α < 3, α2 + 32q < 52 and t  t0
∥∥|x|α∇2u(t)∥∥
Lq(Ωδ)
 Cg2(t)t−1 +Ct
α
2 −1− 32 (1− 1q ) +
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Ct
α
2 + 32q − 72 if 1 q  32 ,
Ct−2(1 + t α2 + 32q − 32 ) if 32 < q  3,
Ct
− 52 + 32q (1 + t−1+ α2 ) if 3 < q < ∞
 Cg2(t)t−1 +
⎧⎨
⎩Ct
α
2 + 32q − 52 if 1 q  32 or 3 < q < ∞,
Ct−2(1 + t α2 + 32q − 12 ) if 32 < q  3
 Cg2(t)t−1 +Ct
α
2 + 32q − 52 . (3.18)
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∥∥|x|α∇2u(t)∥∥
Lq(Ω\Ωδ)  C
∥∥∇2u(t)∥∥
Lq(Ω\Ωδ)
 C
∥∥∇2u(t)∥∥
Lq(Ω)

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
Ct
− 32 (1− 1q )−1 if 1 q  32 ,
Ct
− 32 (1− 1q )− 12 if 32 < q  3,
Ct− 54 if 3 < q  6,
Ct
− 32 (1− 1q ) if 6 < q < ∞.
(3.19)
Combining (3.18) and (3.19), we conclude for all 1 q < ∞, 0 < α < 3, α2 + 32q < 52 and t  t0
g2(t) Cg2(t)t−1 +
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
Ct
α
2 −1− 32 (1− 1q ) if 1 q  32 ,
Ct
− 12 − 32 (1− 1q )(1 + t α−12 ) if 32 < q  3,
C(t
α
2 −1− 32 (1− 1q ) + t− 54 ) if 3 < q  6,
Ct
− 32 (1− 1q )(1 + t−1+ α2 ) if 6 < q < ∞.
(3.20)
There exists a number t2  1, without loss of generality we assume t2 = t0 such that for any
t  t0, Ct−1  12 in (3.20). Then, from (3.20) we derive that (1.9) is true.
Thanks to (1.9), we can show the validity of (1.8) with q = ∞. Let 0 < α < 3. For any

 ∈ (0, 12 ), there exists a large number 6 < s < ∞ such that 32s < 
 and α2 + 32s < 2. Using (1.8),(1.9) and (2.14), we deduce that for any t  1
∥∥|x|α∇u(t)∥∥
L∞(Ω)  C
∥∥|x|α∇u(t)∥∥1− 3sLs(Ω)∥∥∇(|x|α∇u(t))∥∥ 3sLs(Ω)
 C
∥∥|x|α∇u(t)∥∥1− 3sLs(Ω)(∥∥|x|α−1∇u(t)∥∥Ls(Ω) + ∥∥|x|α∇2u(t)∥∥Ls(Ω)) 3s
 Ct− 32 (1− 1s )(1− 3s )− 32 (1− 1s ) 3s
(
1 + t α−12 )
 Ct− 32 + 32s
(
1 + t α−12 )
 C
t−
3
2 +
(1 + t α−12 )
which implies that (1.8) is true for q = ∞.
Using (1.8), (1.9), Theorem 1.1 and Lemma 2.1, we deduce that for all 1 q < ∞, 0 < α < 3,
α
2 + 32q < 3 and t  t0
∥∥|x|α∇3u(t)∥∥
Lq(Ωδ)
 C
∫ ∥∥| · −y|α∇3Et(· − y)∥∥Lq(Ω)∣∣a(y)∣∣dy +C
∫ ∥∥∇3Et(· − y)∥∥Lq(Ω)|y|α∣∣a(y)∣∣dy
Ω Ω
P. Han / Journal of Functional Analysis 263 (2012) 3235–3269 3261+C
t∫
0
∫
∂Ω
∥∥| · −y|α∇3V (· − y, t − τ)∥∥
Lq(Ωδ)
∣∣T [u,p]∣∣(y, τ ) dSy dτ
+C
t∫
0
∫
∂Ω
∥∥∇3V (· − y, t − τ)∥∥
Lq(Ωδ)
|y|α∣∣T [u,p]∣∣(y, τ ) dSy dτ
+C
t
2∫
0
∫
Ω
∥∥| · −y|α∇4V (· − y, t − τ)∥∥
Lq(Ω)
∣∣u(y, τ )⊗ u(y, τ )∣∣dy dτ
+C
t
2∫
0
∫
Ω
∥∥∇4V (· − y, t − τ)∥∥
Lq(Ω)
|y|α∣∣u(y, τ )⊗ u(y, τ )∣∣dy dτ
+C
t∫
t
2
∥∥| · |α∇2V (·, t − τ)∥∥
L1(Ωδ)
(∥∥u(τ)∥∥
L∞(Ω)
∥∥∇2u(τ)∥∥
Lq(Ω)
+ ∥∥∇u(τ)∥∥2
L2q (Ω)
)
dτ
+C
t∫
t
2
∥∥∇2V (·, t − τ)∥∥
L1(Ωδ)
(∥∥u(τ)∥∥
L∞(Ω)
∥∥|y|α∇2u(τ)∥∥
Lq(Ω)
+ ∥∥|y| α2 ∇u(τ)∥∥2
L2q (Ω)
)
dτ
 Ct
α
2 − 32 − 32 (1− 1q )
∫
Ω
∣∣a(y)∣∣dy +Ct− 32 − 32 (1− 1q ) ∫
Ω
|y|α∣∣a(y)∣∣dy
+C(t α2 − 32 − 32 (1− 1q ) + t− 32 − 32 (1− 1q ))
t
2∫
0
∥∥T [u,p](τ )∥∥
L1(∂Ω) dτ
+C
t∫
t
2
(
(1 + t − τ) α2 − 32 − 32 (1− 1q ) + (1 + t − τ)− 32 − 32 (1− 1q ))
× (∥∥∇2u(τ)∥∥
L
3
2 (Ω)
+ ∥∥∇p(τ)∥∥
L
3
2 (Ω)
)
dτ +Ct−2− 32 (1− 1q )
t
2∫
0
∥∥|y| α2 u(τ)∥∥2
L2(Ω) dτ
+Ct α2 −2− 32 (1− 1q )
t
2∫
0
∥∥u(τ)∥∥2
L2(Ω) dτ
+C
t∫
t
(1 + t − τ)−1(∥∥u(τ)∥∥
L∞(Ω)
∥∥|y|α∇2u(τ)∥∥
Lq(Ω)
+ ∥∥|y| α2 ∇u(τ)∥∥2
L2q (Ω)
)
dτ2
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t∫
t
2
(1 + t − τ)−1+ α2 (∥∥u(τ)∥∥
L∞(Ω)
∥∥∇2u(τ)∥∥
Lq(Ω)
+ ∥∥∇u(τ)∥∥
L∞(Ω)
∥∥∇u(τ)∥∥
Lq(Ω)
)
dτ
 Ct
α
2 − 32 − 32 (1− 1q ) +C
t∫
t
2
(
(1 + t − τ) α2 − 32 − 32 (1− 1q ) + (1 + t − τ)− 32 − 32 (1− 1q ))τ− 32 dτ
+Ct−2− 32 (1− 1q )
t
2∫
0
(1 + τ) α2 − 32 dτ +Ct α2 −2− 32 (1− 1q )
t
2∫
0
(1 + τ)−3(1− 12 ) dτ
+C
(
t−
3
2 sup
t
2τt
∥∥|y|α∇2u(τ)∥∥
Lq(Ω)
+ sup
t
2τt
∥∥|y| α2 ∇u(τ)∥∥2
L2q (Ω)
)
loge(1 + t)
+C sup
t
2τt
(∥∥∇u(τ)∥∥
Lq(Ω)
+ ∥∥∇2u(τ)∥∥
Lq(Ω)
) t∫
t
2
(1 + t − τ)−1+ α2 τ− 32 dτ
= Ct α2 − 32 − 32 (1− 1q ) + I1(t)+ I2(t)+ I3(t)+ I4(t). (3.21)
Observe that for any 0 < α < 3, 1 q < ∞ and t  t0
I1(t) Ct−
3
2
t∫
t
2
(1 + t − τ) α2 − 32 − 32 (1− 1q ) dτ

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Ct
α
2 −2− 32 (1− 1q ) if α2 + 32q > 2,
Ct− 32 loge(1 + t) if α2 + 32q = 2,
Ct− 32 if α2 + 32q < 2

⎧⎨
⎩
Ct
α
2 − 32 − 32 (1− 1q ) if α2 + 32q  2,
Ct− 32 if α2 + 32q < 2,
(3.22)
and
I2(t)
⎧⎪⎪⎨
⎪⎪⎩
Ct
α
2 − 52 − 32 (1− 1q ) if 1 < α < 3,
Ct
−2− 32 (1− 1q ) loge(1 + t) if α = 1,
Ct
−2− 32 (1− 1q ) if 0 < α < 1
 Ct
α
2 − 32 − 32 (1− 1q ). (3.23)
Combining (3.22) and (3.23), we get for all 0 < α < 3, 1 q < ∞ and t  t0
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⎧⎨
⎩
Ct
α
2 − 32 − 32 (1− 1q ) if α2 + 32q  2,
Ct
α
2 − 32 − 32 (1− 1q ) +Ct− 32 if α2 + 32q < 2

⎧⎨
⎩
Ct
α
2 − 32 − 32 (1− 1q ) if α2 + 32q  32 ,
Ct− 32 if α2 + 32q < 32 .
(3.24)
It follows from (3.16) that for all α2 + 32q < 52 , 1 q < ∞, 0 < α < 3 and t  t0
sup
t
2τt
∥∥|y| α2 ∇u(τ)∥∥2
L2q (Ω) 
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Ct
α
2 + 32q −4 if 1 q  32 ,
Ct− 52 (1 + t α2 + 32q − 32 ) if 32 < q  3,
Ct
−3+ 32q (1 + t−1+ α2 ) if 3 < q < ∞.
(3.25)
Using (1.9) and (3.25), after a careful calculation, we infer that for any α2 + 32q < 52 , 1 q < ∞,
0 < α < 3 and t  t0
I3(t)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Ct
α
2 + 32q −4 loge(1 + t) if 1 q  32 ,
Ct− 52 (1 + t α2 + 32q − 32 ) loge(1 + t) if 32 < q  3,
Ct
−3+ 32q (1 + t−1+ α2 ) loge(1 + t) if 3 < q < ∞.
(3.26)
Since
∫ t
t
2
(1 + t − τ)−1+ α2 τ− 32 dτ  Ct α2 − 32 for any t  t0. By Theorem 1.1, we get for any
0 < α < 3 and t  t0
I4(t)
⎧⎪⎪⎨
⎪⎪⎩
Ct
α
2 − 32 − 12 − 32 (1− 1q ) if 1 q  3,
Ct
α
2 − 114 if 3 < q  6,
Ct
α
2 − 32 − 32 (1− 1q ) if 6 < q < ∞.
(3.27)
From (3.26) and (3.27), we deduce for all α2 + 32q < 52 , 1 q < ∞, 0 < α < 3 and t  t0
I3(t)+ I4(t)
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
Ct
α
2 + 32q − 72 if 1 q  32 ,
C(t− 52 loge(1 + t)+ t
α
2 + 32q − 72 ) if 32 < q  3,
C(t
−3+ 32q loge(1 + t)+ t
α
2 − 114 ) if 3 < q  6,
Ct
α
2 + 32q −3 if 6 < q < ∞.
(3.28)
Combining (3.24) and (3.28), we conclude that for α + 3 < 5 , 1 q < ∞, 0 < α < 3 and t  t02 2q 2
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
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Ct
α
2 + 32q −3 if 1 q  32 and
α
2 + 32q  32 ,
Ct
α
2 + 32q −3(t−
α
2 − 32q + 12 loge(1 + t)+ 1) if 32 < q  3 and α2 + 32q  32 ,
Ct
α
2 + 32q −3(t− α2 loge(1 + t)+ t−
3
2q + 14 + 1) if 3 < q  6 and α2 + 32q  32 ,
Ct
α
2 + 32q −3 if 6 < q < ∞ and α2 + 32q  32 ,
Ct− 32 (1 + t α2 + 32q −2) if 1 q  32 and α2 + 32q < 32 ,
Ct− 32 (t−1 loge(1 + t)+ t
α
2 + 32q −2 + 1) if 32 < q  3 and α2 + 32q < 32 ,
Ct− 32 (t−
3
2 + 32q loge(1 + t)+ t
α
2 − 54 + 1) if 3 < q  6 and α2 + 32q < 32 ,
Ct− 32 (t
α
2 + 32q − 32 + 1) if 6 < q < ∞ and α2 + 32q < 32

⎧⎨
⎩
Ct
α
2 − 32 − 32 (1− 1q ) if 32 
α
2 + 32q < 52 ,
Ct− 32 if α2 + 32q < 32 .
(3.29)
Combining (3.21) and (3.29), we conclude that (1.10) holds. 
4. L1-summability of flows and weighted decay estimates
This section devotes to the proof of Theorem 1.3. We first verify (1.12), and then show the
validity of (1.11).
Proof of Theorem 1.3. Firstly we prove the validity of (1.12). Note that ∫
Ω
a(y)dy = 0 and∫
Ω
(1 + |x|2)|a(x)|dx < ∞. Using (3.1) and the Young inequality, we get for any 0 < α  1 and
t  1 ∥∥∥∥|x|α
∫
Ω
Et(x − y)a(y) dy
∥∥∥∥
L1(Ω)
 C
∥∥| · |α∇Et(·)∥∥L1(R3)
∫
Ω
|y|∣∣a(y)∣∣dy +C∥∥∇Et(·)∥∥L1(R3)
∫
Ω
|y|1+α∣∣a(y)∣∣dy
 Ct− 1−α2 ; (4.1)
and
∥∥∥∥∥|x|α
t∫
0
∫
Ω
∇xV (x − y, t − τ) : (u⊗ u)(y, τ ) dy dτ
∥∥∥∥∥
L1(Ω)
 C
t∫ ∥∥| · |α∇V (·, t − τ)∥∥
L1(R3)
∥∥u(τ)∥∥2
L2(Ω) dτ0
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t∫
0
∥∥∇V (·, t − τ)∥∥
L1(R3)
∥∥u(τ)∥∥
L2(Ω)
∥∥| · |αu(·, τ )∥∥
L2(Ω) dτ
 Ct− 1−α2
t
2∫
0
(1 + τ)− 32 dτ +Ct− 12
t
2∫
0
(1 + τ) α2 − 32 dτ
+C
t∫
t
2
(
(t − τ)− 1−α2 (1 + τ)− 32 + (t − τ)− 12 (1 + τ) α2 − 32 )dτ
 Ct− 1−α2 . (4.2)
Observe that for any 0 < α  1 and t > 0
∣∣∣∣∣|x|α
( t∫
0
∫
∂Ω
V (x − y, t − τ)(T [u,p](y, τ ) · ν)(y, τ ) dSy dτ − V (x, t)
t∫
0
F(τ ) dτ
)∣∣∣∣∣
 Cα
t∫
0
∫
∂Ω
1∫
0
|x − yθ |α∣∣∇xV (x − yθ, t − τ)∣∣|y|∣∣T [u,p](y, τ )∣∣dθ dSy dτ
+Cα
t∫
0
∫
∂Ω
1∫
0
∣∣∇xV (x − yθ, t − τ)∣∣|y|1+αθα∣∣T [u,p](y, τ )∣∣dθ dSy dτ
+Cα
t∫
0
1∫
0
τ |x|α∣∣∂tV (x, t − θτ)∣∣
∫
∂Ω
∣∣T [u,p](y, τ )∣∣dSy dθ dτ
= J1(x, t)+ J2(x, t)+ J3(x, t). (4.3)
Next we estimate each term in (4.3). Using Lemma 2.1, (3.2) and (3.3), one has for any 0 < α  1
and t  1
∥∥J1(t)∥∥L1(Ω) + ∥∥J2(t)∥∥L1(Ω)
 C
t∫
0
(∥∥| · |α∇V (·, t − τ)∥∥
L1(R3) +
∥∥∇V (·, t − τ)∥∥
L1(R3)
) ∫
∂Ω
∣∣T [u,p](y, τ )∣∣dSy dτ
 C
(
t−
1−α
2 + t− 12 )
t
2∫ ∫ ∣∣T [u,p](y, τ )∣∣dSy dτ0 ∂Ω
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t∫
t
2
(
(t − τ)− 1−α2 + (t − τ)− 12 )(∥∥∇2u(τ)∥∥
L
3
2 (Ω)
+ ∥∥∇p(τ)∥∥
L
3
2 (Ω)
)
dτ
 Ct− 1−α2 +C
t∫
t
2
(
(t − τ)− 1−α2 + (t − τ)− 12 )τ− 32 dτ
 Ct− 1−α2 . (4.4)
Note that it holds for any (x, t) ∈R3 × (0,∞)
∣∣∂tV (x, t)∣∣ C(|x|2 + t)− 52 .
After a direct computation, one has for any 0 < α  1 and t > 0
∥∥|x|α∂tV (x, t)∥∥L1(R3)  Ct α2 −1. (4.5)
Using Lemma 2.1, (3.2), (3.3) and (4.5), we have for any 0 < α  1 and t  1
∥∥J3(t)∥∥L1(Ω)
 Cα
1
4∫
0
1∫
0
τ
∥∥| · |α∂tV (·, t − θτ)∥∥L1(R3)
∫
∂Ω
∣∣T [u,p](y, τ )∣∣dSy dθ dτ
+C
t∫
1
4
1∫
0
τ
∥∥| · |α∂tV (·, t − θτ)∥∥L1(R3)(∥∥∇2u(τ)∥∥L 32 (Ω) +
∥∥∇p(τ)∥∥
L
3
2 (Ω)
)
dθ dτ
 C
1
4∫
0
τ(t − τ)−1+ α2
∫
∂Ω
∣∣T [u,p](y, τ )∣∣dSy dτ +C
( t2∫
1
4
+
t∫
t
2
)
τ(t − τ)−1+ α2 τ− 32 dτ
 Ct−1+ α2
1
4∫
0
∫
∂Ω
∣∣T [u,p](y, τ )∣∣dSy dτ +Ct−1+ α2
t
2∫
1
4
τ−
1
2 dτ +Ct− 12
t∫
t
2
(t − τ)−1+ α2 dτ
 Ct− 1−α2 . (4.6)
From (4.1)–(4.4) and (4.6), we conclude for any 0 < α  1 and t  1
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(
u(t)− V (·, t) ·
t∫
0
F(τ ) dτ
)∥∥∥∥∥
L1(Ω)
 Ct− 1−α2 ,
which is (1.12).
Now we verify that (1.11) is true. Let t  1 + e. Then
t∫
0
1∫
0
τ
∥∥∂tV (x, t − θτ)∥∥L1(R3)
∫
∂Ω
∣∣T [u,p](y, τ )∣∣dSy dθ dτ
 C
1
2∫
0
1∫
0
τ
∥∥∂tV (·, t − θτ)∥∥L1(R3)
∫
∂Ω
∣∣T [u,p](y, τ )∣∣dSy dθ dτ
+C
t∫
1
2
1∫
0
τ
∥∥∂tV (·, t − θτ)∥∥L1(R3)(∥∥∇2u(τ)∥∥L 32 (Ω) +
∥∥∇p(τ)∥∥
L
3
2 (Ω)
)
dθ dτ
 C
1
2∫
0
1∫
0
τ(t − θτ)−1
∫
∂Ω
∣∣T [u,p](y, τ )∣∣dSy dθ dτ
+C
( t2∫
1
2
+
t∫
t
2
) 1∫
0
τ(t − θτ)−1τ− 32 dθ dτ
 Ct−1
1
2∫
0
∫
∂Ω
∣∣T [u,p](y, τ )∣∣dSy dτ +Ct−1
t
2∫
1
2
τ−
1
2 dτ +C
t∫
t
2
1∫
0
τ(t − θτ)−1τ− 32 dθ dτ
 Ct− 12 +Ct− 32
t∫
t
2
1∫
0
(t − θτ)−1τ dθ dτ. (4.7)
Observe that for any t  1 + e
t∫
t
2
1∫
0
(t − θτ)−1τ dθ dτ =
t∫
t
2
(
loge t − loge(t − τ)
)
dτ
= t
2
loge t −
t∫
t
loge(t − τ) dτ
2
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2
loge t −
loge t2∫
−∞
ses ds
= t
2
loge t −
t
2
loge
t
2
+ t
2
= 1
2
(1 + loge 2)t. (4.8)
Combining (4.7) and (4.8), we derive for any t  1 + e
t∫
0
1∫
0
τ
∥∥∂tV (x, t − θτ)∥∥L1(R3)
∫
∂Ω
∣∣T [u,p](y, τ )∣∣dSy dθ dτ  Ct− 12 . (4.9)
Note that (4.1), (4.2) and (4.4) hold for α = 0. Whence, together with (4.9), we conclude that for
any t  1 + e
∥∥∥∥∥u(t)− V (·, t) ·
t∫
0
F(τ ) dτ
∥∥∥∥∥
L1(Ω)
 Ct− 12 ,
which is (1.11). 
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