The scaled Popov criterion is used to derive an upper bound for the worst-case HI norm over a set of linear, time-invariant, norm-bounded, block-structured parameter perturbations. This upper bound provides the basis for a robust controller synthesis procedure that minimizes the upper bound and guarantees asymptotic stability of the closed-loop system for all real parameter perturbations in the specified set. Numerical examples demonstrate the tradeoff between achievable H 2 performance and guaranteed robustness to real parameter perturbations as well as the reduction in conservatism due to the scaling matrix. Controllers designed for flexible structures using this technique are shown to have similarities to maximum entropy controllers designed for the same examples.
I. Introduction
T IME-INVARIANT perturbations of a nominal plant can be modeled conservatively as complex, time-varying parameters or more precisely, although with greater difficulty, as real, timeinvariant parameters.
1 ' 2 The difference between a complex, timevarying model and a real, time-invariant model of time-invariant perturbations becomes evident in Lyapunov stability analysis. Using conventional Lyapunov functions, stability can be guaranteed for time-varying perturbations in the plant since the Lyapunov derivative need be negative only for each fixed value of time. When the perturbations are actually constant, however, modeling uncertain parameters as time-varying quantities leads to conservatism.
The positivity criterion, which guarantees stability for timevarying nonlinearities in the feedback loop, is based on a fixed Lyapunov function and, thus, is conservative in the case of timeinvariant nonlinearities. Alternatively, conservatism can be reduced by using parameter-dependent Lyapunov functions, where a family of Lyapunov functions depends on the constant uncertain real parameters. 3 The multiplier in the Popov criterion, which is based on a parameter-dependent Lyapunov function, restricts the nonlinearities to be time invariant and, hence, yields less conservative results.
In recent work, the positivity and Popov criteria were specialized to the case of a nominal plant in a feedback interconnection with a linear perturbation representing parameter uncertainty. 3 - 4 To further reduce conservatism, the multivariable Popov criterion was generalized to include scaling matrices. 5 The resulting scaled Popov criterion yields a frequency domain upper bound for the structured singular value, 6 which is shown to be equivalent to the mixed-jit upper bound of Fan et al. 2 specialized to real parameter uncertainty. Then, using a generalization of the positive real lemma, the scaled Popov criterion is rewritten in state space form using linear matrix inequalities (LMIs).
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The goal of the present paper is to apply the scaled Popov criterion 5 -6 to the problem of robust controller synthesis. Specifically, the state space form of the scaled Popov criterion is used to derive an upper bound for the worst-case HI norm over the set of real parameter perturbations. Necessary conditions are derived for the control gains such that this upper bound for the worst-case HI norm is minimized. The resulting controller guarantees that the closed-loop system is asymptotically stable and that the H 2 norm of the closed-loop system is bounded by the optimum worst-case H 2 norm for all real parameter perturbations in the specified set. The necessary conditions are then used with a quasi-Newton optimization algorithm to obtain robust controllers, and a numerical example is presented to demonstrate the reduction in conservatism due to the scaling matrix of the scaled Popov criterion. Finally, scaled Popov controllers are obtained for a flexible structure with collocated and noncollocated sensor/actuator pairs. These controllers are then compared with maximum entropy controllers obtained for the same examples. 
II. Problem Statement
Consider the linear, time-invariant uncertain system
", and C 0 e R mx ". The uncertain matrix A is assumed to be an element of A y the set of real, norm-bounded perturbations defined by A y = {A 6 A:a max (A)<y-1 } In Sec. IV, the model (1) and (2) will represent the interconnection of a plant and a controller, where the nominal dynamics matrix A is asymptotically stable. For controller synthesis, consider the worstcase HI norm from w(t) to z(t) given by where P A is the unique, nonnegative-definite solution to the Lyapunov equation
III. Scaled Popov Criterion In this section we review the scaled Popov criterion for normbounded, block-structured uncertainty. This criterion, which is given in the form of a Riccati equation, is then used to derive an upper bound for the worst-case H 2 cost given by Eq. (3). We first give specific structure to the set A of block-structured perturbations by letting A denote the set of real, symmetric, block-diagonal matrices given by A = {A: A = block-diag ( 
IV. Robust Controller Synthesis
We now use the upper bound for the H 2 cost given by Theorem 1 to synthesize robust controllers. Consider the nth-order uncertain plant
where the n c th-order dynamic compensator, where n c < n, is of the form 
Remark 1: The controller gains A c , 5 C , and C c , the multiplier matrix Af, and the scaling matrix G can be found by means of a quasi-Newton optimization algorithm that uses the partial derivatives of the Lagrangian. These partial derivatives are given by the necessary conditions (10-14), and where P and G satisfy Eqs. (7) and (9), respectively. Section V includes several numerical examples to illustrate this optimization procedure.
Remark 2:
The robust controller procedure presented here allows the controller gains A c , B c , and C 0 the multiplier matrix N, and the scaling matrix Q to be found simultaneously. This procedure is, thus, distinct from the D-K iteration procedure of //, synthesis and the £>, G-K iteration procedure of mixed /z synthesis, where alternate steps are used to find the controller gains and the multiplier and scaling matrices. The idea of computing the gradient of the Lagrangian with respect to the multiplier matrix N presented in Haddad and Berstein 3 is extended here to include the scaling matrix Q. Remark 3: Robust controller synthesis using a generalized version of the Popov criterion for real, diagonal uncertainty was studied in How et al. 8 and Haddad et al. 9 with a multiplier of the form H + sN, where H is a diagonal, positive-definite matrix and N is a diagonal, nonnegative-definite matrix. The controller presented in Theorem 2 utilizes the scaled Popov criterion for real, blockdiagonal uncertainty 6 with the Popov multiplier / + sN, where Af is a Hermitian, block-diagonal matrix that may be indefinite. In addition, the positive-definite, block-diagonal scaling matrix Q used in Theorem 2 to reduce conservatism does not appear in How et al. 8 or Haddad et al. 
V. Numerical Examples
In this section we present several numerical examples to demonstrate the use of Theorem 2 for solving the auxiliary minimization problem. We use the necessary conditions (10-14) from Theorem 2 with the quasi-Newton optimization algorithm uncmnd.ffrom Kahaner et al. 10 and Dennis et al. 11 to compute the controller gains A c , B c , and C c , the multiplier matrix N, and the scaling matrix Q that minimize the auxiliary cost in Eq. (8) subject to the Riccati equation (7) of the scaled Popov criterion.
In Theorem 2, the necessary conditions (10-14) correspond to the gradients of the Lagrangian with respect to the controller parameters A c , B c , and C c , the multiplier matrix N, and the scaling matrix G, respectively, whereas the Lyapunov equation (9) arises from the gradient of the Lagrangian with respect to P. These gradients can be computed at each iteration by solving Eqs. (7) and (9) and using Eqs. (10) (11) (12) (13) (14) . It follows from Proposition 1 of Wang and Bernstein 12 that if Eqs. (7) and (9) 
A. Three-Mass System
Consider the dynamic system in Fig. 1 consisting of three masses and two springs. 3 The control force acts on the third mass, whereas the disturbance force acts on the first mass. In addition, there is white noise corrupting the measurement y = x\ 4- The quasi-Newton optimization algorithm was used to compute full-order (n c = 6) controllers that minimize the auxiliary cost J(y,'A c , B c , C c , N, 0) for different values of y. The linear quadratic Gaussian (LQG) compensator, which corresponds to y = oo, was used to initialize the controller parameters A c , # c , and C c . To demonstrate the effect of the scaling matrix Q on the conservatism of the controller, we first set Q to be the identity matrix and performed the optimization with respect to the control gains A C9 B C1 and C c and the multiplier matrix N. A large initial value of y, which corresponds to a small amount of parameter uncertainty, was chosen for the first iteration. The initial value of the multiplier matrix N was computed by using Schur complements to write the Riccati equation (7) as an LMI and finding a feasible matrix N that satisfies it. 13 This guarantees that the Riccati equation (7) has a positive-definite solution. The gradient optimization was performed until the gradient became small, indicating that a solution near an extremal had been found. The value of y was then reduced, and the previous solution was used to initialize the next iteration.
To improve performance, the auxiliary cost was also optimized with respect to the scaling matrix Q. To guarantee that the Riccati equation (7) has a solution, the multiplier and scaling matrices N and Q were initialized by finding feasible matrices N and Q that satisfy the corresponding LMI. The synthesis proceeded as before, by reducing y at each step and using the previous solution to initialize the gains for the next iteration. The auxiliary costs vs the uncertainty bounds y for each controller with and without the scaling matrix Q are shown in Fig. 2 . As can be seen, the upper bound for the worst-case H 2 norm of the closed-loop system increases as y decreases, that is, as the allowable set of perturbations increases. Furthermore, it can be seen from Fig. 2 that the scaling matrix Q reduces the conservatism of the controllers, since a lower auxiliary cost is obtained for a given y.
Finally, the actual H 2 performance of the closed-loop system was computed for a range of the uncertain stiffness k 2 = 1 + 8 for each of four different controllers, namely, the LQG controller and threescaled Popov controllers with y -20, 9, and 7. These controllers are given in Appendix B, and the H 2 costs of the closed-loop system are shown in Fig. 3 . Since the H 2 cost is guaranteed to be less than the auxiliary cost for all k 2 6 [1 -y ~l, 1 + y 1 ], a robust performance bound given by the auxiliary cost is guaranteed a priori in that range. As y decreases, the H 2 norm of the nominal closed-loop system with k 2 = k 2>nom = 1 increases, whereas the H 2 norm of the perturbed closed-loop system remains close to the nominal value for a range of perturbations <5.
B. Collocated Two-Mass System
Consider the dynamic system shown in Fig. 4 that represents a flexible structure with uncertain high-frequency dynamics. This example was used in Friedman and Bernstein 7 to demonstrate the properties of maximum entropy controllers on collocated and noncollocated systems. The equations of motion for this system are Fig. 5 . The LQG controller is unstable and achieves closed-loop stability and nominal performance by placing a notch at the nominal damped natural frequency (o d2 of the uncertain second mode. Hence, closed-loop performance degrades considerably when the damped natural frequency of the second mode is perturbed. The scaled Popov controllers with y = 7 and y = 1 are asymptotically stable, but the controller with y = 7 has only a shallow notch near the damped natural frequency of the second mode, whereas the controller with y = 1 has no notch near that frequency. Hence, these controllers sacrifice nominal performance for improved robust performance over a larger range of the uncertain damped natural frequency. As y decreases, the controllers guarantee robust performance over a larger range of 6. Note that the controller obtained with y = 1 is positive real. Since the plant is a model of a flexible structure with a collocated sensor and actuator pair, it is also positive real and, thus, the closed-loop system is asymptotically stable for all values of the uncertain damped natural frequency.
The actual H 2 cost was computed for a range of values of the damped natural frequency of the second mode for the LQG controller and for the three scaled Popov controllers corresponding to y = 15, 7, and 2. These controllers are given in Appendix C, and the cost dependence is shown in Fig. 6 . As y decreases, the H 2 cost of the nominal closed-loop system increases whereas the H 2 cost of the perturbed closed-loop system remains near the nominal value for a larger range of perturbations. The LQG controller stabilizes the closed-loop system for only small perturbations in the damped natural frequency of the second mode, whereas the scaled Popov controllers stabilize the closed-loop system and provide performance close to the optimal level even for large perturbations. Hence, robust performance over a large range of the uncertain parameter is achieved for only a small increase in the H 2 cost above the optimal.
It is interesting to compare the scaled Popov controllers with the maximum entropy controllers given in Friedman and Bernstein. 7 As 7 as the uncertainty level is increased, the maximum entropy controllers tend to become positive real. Until now, the maximum entropy method was the only technique known to yield positive real controllers for positive real plants as a direct consequence of uncertainty. As this example shows, however, scaled Popov synthesis also yields positive real controllers for positive real plants. The gains of the maximum entropy controllers in Friedman and Bernstein 7 for 8 2 = 0.3 and 10 were obtained from the authors and are given in Appendix C. The actual H 2 costs for the maximum entropy controllers are shown in Fig. 6 with the actual H 2 costs for the scaled Popov controllers. Although the parameter 8 2 is not a bound on the uncertainty <5, it can be seen from Fig. 6 that increasing (5 2 in maximum entropy controller synthesis has the same effect as decreasing y in scaled Popov controller synthesis.
The scaled Popov synthesis technique was also used to compute reduced-order controllers (n c = 2) for the flexible structure with the collocated sensor and actuator pair. A reduced-order controller that stabilizes the two-mass system is required to initialize the gradient search. Although the balanced truncation of the LQG controller did not stabilize the two-mass system, the balanced truncation of the full-order scaled Popov controller with y = 10 was found to be stabilizing and was, thus, used to initialize the reduced-order controller gains. The numerical optimization proceeded as before, with decreasing y and with each solution used to initialize the next iteration. The auxiliary costs vs the robustness bounds y for each reduced-order controller are shown in Fig. 7 with the auxiliary costs vs the robustness bounds y for each full-order controller. Clearly, the costs obtained for the full-order controllers are lower than the costs for the reduced-order controller for the corresponding values of y. The frequency responses of the reducedorder scaled Popov controllers with y -100, 10, and 1 are shown in Fig. 8 .
C. Noncollocated Two-Mass System
Next we consider the two-mass system of Fig. 4 with a noncollocated sensor and actuator pair by choosing > n0 ncoi = #2, so that Jnoncoi = [-0.1063 0.1597 0.0018 -0.0419]% We increase the matrix E\ by a factor of 10 to enhance the notching characteristics of the LQG controller. 7 The scaled Popov controller synthesis technique was used as before to compute full-order controllers (n c = 4) that solve the auxiliary minimization problem for this uncertain plant for a range of y. The frequency responses of the LQG controller and the scaled Popov controllers with y = 10 and y = 2 were computed and shown in Fig. 9 . Since the plant is not positive real, robust performance cannot be achieved by positive real controllers, as in the collocated case. Instead, as seen in Fig. 9 , the controllers widen and deepen the notch at the nominal frequency of the uncertain mode.
The actual H 2 cost was computed for a range of the damped natural frequency for the LQG controller and for three scaled Popov controllers corresponding to y = 15,4, and 2. These controllers are given in Appendix D and the cost dependence is shown in Fig.  10 . In the noncollocated case, the LQG controller stabilizes the plant only for a narrow range of the uncertain parameter. In fact, the LQG controller for the noncollocated plant stabilizes the plant for a smaller range of the uncertain parameter than the unstable LQG controller for the collocated plant. The maximum entropy controllers from Friedman and Bernstein 7 with 8 2 = 0.2, 0.5, and 1.0 are given in Appendix D. The actual H 2 cost was computed for a range of the damped natural frequency for these controllers and also appears in Fig. 10 . As in the collocated case, the increasing 8 2 with the maximum entropy controllers has the same effect as decreasing y with the scaled Popov controllers.
VI. Conclusions
A robust controller synthesis procedure for plants with linear, time-invariant, norm-bounded, block-structured uncertainty and a numerical algorithm for its solution were presented. The worst-case H 2 norm over the set of allowable real perturbations was written in terms of the observability Gramian of the uncertain closed-loop system. Then, using the scaled Popov criterion, an upper bound for the worst-case H 2 norm was derived. The gradients of the Lagrangian with respect to the control gains, the matrix multiplier, and the scaling matrix were then used with a quasi-Newton optimization algorithm to find controllers that minimize the upper bound for the worst-case H 2 norm. The quasi-Newton optimization algorithm converged at each iteration when the gradient vector was sufficiently small. The number of optimization steps varied with problem size and the amount that y is decreased and was generally between 50 and 300 steps. Hence, the controller could be efficiently computed at each iteration.
The numerical examples demonstrated the robust performance achieved using these controllers. For positive real plants with sufficiently large real parameter uncertainty, the synthesis procedure was shown to yield positive real controllers, thus guaranteeing closedloop stability for all perturbations such that the plant remains positive real. Until now, maximum entropy controller synthesis was the only procedure that was known to yield positive real controllers for positive real plants as a direct result of model uncertainty.
There are several possible directions for future work in this area. First is a refinement of the scaled Popov criterion to reduce conservatism of the robustness bound. This would entail more general multipliers and scalings than the ones presented here. Second, the actual H 2 cost, rather than the auxiliary cost, could be minimized. Either of these directions would lead to a controller synthesis procedure with improved robust performance for real parameter uncertainty. Finally, motivated by the similarity of scaled Popov controllers and the maximum entropy controllers for positive real plants such as flexible structures, the framework used here to derive scaled Popov controllers could be used to obtain a rigorous framework for maximum entropy controller synthesis. 
