Abstract. In this article we develop an indirect approach for assessing criteria significance weights from the robustness of the significance that a decision maker acknowledges for his pairwise outranking statements in a Multiple Criteria Decision Aiding process. The main result consists in showing that with the help of a mixed integer linear programming model this kind of a priori knowledge is sufficient for estimating adequate numerical significance weights.
Introduction
We consider a decision situation in which a finite set of decision alternatives is evaluated on a finite family of performance criteria. A decision maker is willing to pairwisely compare these alternatives according to the outranking paradigm. One considers indeed that an alternative a outranks an alternative b when a significant majority of criteria validates the fact that a is performing at least as good as b and there is no criterion where b seriously outperforms a [1] . To assess when such a significant majority of criteria validates an outranking situation requires a more or less precise numerical knowledge of the significance of each criterion in the multiple criteria preference aggregation. Two different approaches exist to specify theses values:
-either via direct preference information, where the criteria significance is first assessed and then the aggregated outranking situations are computed, -or, via indirect preference information, where some a priori partial knowledge of the resulting aggregated outranking is used in order to infer plausible estimators of the criteria significance.
In this article we exclusively concentrate on the indirect preference information approach. Similar approaches, mostly in the domain of Multiple Attribute Value Theory, already appeared in the literature where they are generally called disaggregation/aggregation or ordinal regression methods [2, 3, 4, 5, 6, 7, 8] . In analogy with corresponding techniques in inferential statistics, we prefer to group all indirect preference information modeling techniques under the generic term inverse Multiple Criteria Decision Analysis. The innovative a priori knowledge on which we focus our inverse analysis here is the robustness of the significant majorities that the decision maker acknowledges for his pairwise comparisons with respect to all potential significance weights, a fact we call the Condorcet robustness of the outranking situation in the sequel of this article. The main result of our article is to show that this kind of a priori knowledge alone is sufficient for estimating numerical significance weights. The article is organised as follows: in the next section, we define the Condorcet robustness denotation of valued outranking relations and then, in Section 3 we briefly detail the way of computing it. Afterwards, in Section 4 we present a mathematical model for estimating the significance weights followed by some brief remarks on practical application issues.
Defining the Condorcet Robustness Denotation of Valued Outranking Relations
Let A = {x, y, z, . . .} be a finite set of n > 1 potential decision alternatives and F = {g 1 , . . . , g m } a coherent finite family of m > 1 criteria. The alternatives are evaluated on each criterion on real performance scales to which an indifference q i and a preference p i discrimination threshold (for all g i in F ) is associated [1] . The performance of alternative x on criterion g i is denoted x i .
In order to characterise a local at least as good as situation [9, 10] between any two alternatives x and y of A, with each criterion g i is associated a double threshold order S i whose numerical representation is given by:
Furthermore, we associate with each criterion g i ∈ F a rational significance weight w i which represents the contribution of g i to the overall warrant or not of the at least as good as preference situation between all pairs of alternatives. Let W = {w i : g i ∈ F } be the set of relative significance weights associated with F such that 0 < w i < 1 (∀g i ∈ F ) and gi∈F w i = 1 and let W be the set of such significance weights sets.
The overall valued outranking relation, denoted S W , aggregating the partial at least as good as situations, is given by :
is thus evaluated in the rational interval [0, 1] with the following semantics [9] : -S W (x, y) = 1 indicates that all criteria warrant unanimously the "at least as good as" preference situation between x and y; -S W (x, y) > 0.5 indicates that a majority of criteria warrant the "at least as good as" preference situation between x and y; -S W (x, y) = 0.5 indicates a balanced situation where the criteria warranting the "at least as good as" preference situation between x and y are exactly as significant as those who do not warrant this situation; -S W (x, y) < 0.5 indicates that a majority of criteria do not warrant the "at least as good as" preference situation between x and y; -S W (x, y) = 0 indicates that all criteria warrant unanimously the negation of the "at least as good as" preference situation between x and y. 
with the following semantics:
-S W (x, y) = ±3 if all criteria unanimously warrant (resp. do not warrant ) the outranking situation between x and y; -S W (x, y) = ±2 if a significant majority of criteria warrants (resp. does not warrant ) the outranking situation between x and y for all W -compatible weights sets; -S W (x, y) = ±1 if a significant majority of criteria warrants (respectively does not warrant ) this outranking situation for W but not for all Wcompatible weights sets;
1 As classically done, W denotes the asymmetric part of W , whereas ∼ denotes its symmetric part. 2 The simple majority validated outranking relation S W (x, y) such that S W (x, y) > 0.5 is generally called the Condorcet relation (see Barbut [11] ), in honours of the Marquis de Condorcet (1743-1794) who first promoted social choice procedures based on pairwise simple majority votings.
-S
W (x, y) = 0 if the total significance of the warranting criteria is exactly balanced by the total significance of the not warranting criteria for W .
The careful reader may have noticed that, in the presence of veto thresholds as defined in [10] , if a veto situation occurs in the comparison of a couple of alternatives, the associated Condorcet robustness denotation is −3, as the overall outranking relation S W equals 0, disregarding the criteria significance weights.
Computing the Condorcet Robustness Denotation
In this section, we briefly explain how to obtain the Condorcet robustness denotation. Further details can be found in [12] .
Let us consider the following numerical example to illustrate our purpose throughout this paper.
Example. Consider a set
, e} of five decision alternatives and a consistent family F of three cardinal criteria {g 1 , g 2 , g 4 } measuring performances on rational scales from 0.0 to 100.0 and two ordinal criteria {g 3 , g 5 } measuring performances on a discrete ordinal scale from 0 to 10. Criterion g 2 is a cost -type criterion on which performances have to be minimised, whereas the four other are benefit-type criteria, i.e. the higher the performance is the better a decision alternative is considered. Table 1 presents the randomly generated performances of the alternatives on each criterion. Notice the significance weights set W shown in the third column which induces the significance ordering {g 1 
Let us start by presenting the notation which allows us to detail the construction of the Condorcet robustness denotation associated with a valued outranking relation S W and a significance weights set W . Let c W k (x, y) be the sum of "at least as good as"
be the cumulative sum of "at least as good as" characteristics for all criteria having significance at 
be the cumulative sum of the negation of these characteristics, for all k in {1, . . . , r}.
In the absence of ±3 denotations, the following proposition gives us a test for the presence of a ±2 denotation:
The negative −2 denotation corresponds to similar conditions with reversed inequalities.
The ±2 denotation test of Proposition 1 corresponds in fact to the verification of stochastic dominance-like conditions (see [12] ).
A ±1 Condorcet robustness denotation, corresponding to the observation of a weighted majority (resp. minority) in the absence of the ±2 case, is simply verified as follows:
Example. Back to the example, we can now compute the Condorcet robustness denotation associated with the outranking relation. Let us detail these calculations for the following two couples, (b, c) and(a, d 
Inferring the Criteria Significance Weights
To solve this estimation problem we are going to formulate a mixed integer linear programming model. We start with characterising a constraint model for every possible Condorcet robustness denotation except the ±3 ones. Indeed, we may ignore unanimous positive and negative (±3) robustness denotations as they concern in fact the trivial pairwise comparison of alternatives that are either Pareto dominating or Pareto dominated. Their aggregated outranking situation is thus always unanimously warranted (resp. not warranted), independently of any particular criteria significance weights. These denotations therefore do not contain any specific information for inferring the particular significance of an individual criterion.
We denote A 2 ±2 (resp. A 2 ±1 or A 2 0 ) the set of pairs (x, y) of alternatives such that S W (x, y) = ±2 (resp. ±1 or 0). As the criterion significance weights are supposed to be rational, we may without loss of generality restrict our estimation problem to integer weight sets. Thus every criterion may get an integer significance weight w i ∈ [1, M] , where M denotes the maximal admissible value. Limiting our purpose to genuine decision aid situations, we may choose this bound in practical applications to be equal to the number m of criteria.
We denote P m×M a Boolean (0, 1)-matrix, with general term [p i,u ], that characterises row-wise the number of weight units allocated to criterion g i . Formally, the row i represents the decomposition of the weight associated to g i into M bits in a unary base (little-endian) and thus
The fact that every criterion g i of F must have a strictly positive significance may thus be expressed with the help of the following constraint:
At least one weight unit is allocated to every criterion, i.e. p i,1 = 1 for all g i ∈ F . As an example, if g i has an integer weight of 3 and if we decide that M = 5, then the ith row of P m×5 is given by (1, 1, 1, 0, 0) .
The required cumulative semantics of P m×M is therefore achieved with the following set of constraints: u+1 (∀i = 1, ..., m, ∀u = 1, . .., M − 1).
Constraints for S W (x, y) = ±2 Conditions
Let us now translate Proposition 1 to a computable set of constraints. This leads to the property that p i,u = 1 ⇐⇒ w i ≥ u and we directly obtain:
Corollary 1 When considering integer weights, Proposition 1 may be reformulated as:
In order to model now the S W (x, y) = ±2 conditions, we introduce for all pairs (x, y) ∈ A 2 +2 the following set of constraints:
where S i is the negation (1 − S i ) of the criterion's double threshold order characteristic function, and where the b u (x, y) are Boolean (0, 1) variables for each pair of alternatives and each equi-significance level u in {1, . . . , M}. Note that the negative −2 denotation again corresponds to a similar inequation with a reversed inequality and negative b u (x, y). These binary variables allow us to impose at least one case of strict inequality for each (x, y) ∈ A 2 ±2 as required in Corollary 1 via the following constraints:
Constraints for S W (x, y) = ±1 Conditions
In order to introduce the S W (x, y) = ±1 conditions, we may formulate for all pairs (x, y) ∈ A 2 ±1 the following set of constraints:
where the factor ( M u=1 p i,u ) represents the integer value of the estimated weight w i of criterion g i .
Recall that a Condorcet robustness denotation of ±2 represents an outranking situation which is validated (or non-validated) for all possible weights sets compatible with the given significance preorder. Such a situation therefore represents a robust validation by the decision maker, and should as such be considered highly trustful. Consequently, if the decision maker imposes a ±1 or 0 Condorcet robustness, this can be considered as more anecdotical. In practical situations, it might happen that the Condorcet robustness given by the decision maker might not be compatible with the underlying problem. To avoid not finding any solution, we relax Constraints (1) by adding positive slack variables which have to be minimised in order to satisfy best possibly the constraints:
Constraints for S W (x, y) = 0 Conditions
Similarly as in the previous section, for all pairs (x, y) ∈ A 2 0 , we formulate the corresponding set of soft equality constraints:
Objective Function
Finally, our overall objective is to determine a significance weights set W * which:
-satisfies all the S W * (x, y) = ±2 constraints, -respects the S W * (x, y) = ±1 and S W * (x, y) = 0 constraints as well as possible, and -gives the smallest possible weights w i (g i ∈ F ) (which, in practice, tends to use the least possible number of equi-significance classes).
Therefore, we introduce the following objective function which is to be minimised:
where K 1 ...K 4 are parametric constants used for the correct hierarchical ordering of the four sub-goals. Note that (3) is not necessary for solving our problem, but it guarantees the strictest possible enforcing of the S W (x, y) = ±2 constraints with strict inequalities.
In summary, we obtain the following linear mixed integer program which covers all positive, negative and zero Condorcet robustness denotations:
Parameters:
Objective function:
Constraints: s.t. Example. Let us reconsider our example. Solving MILP with Cplex 11.0 gives the optimal P * matrix shown in Table 5 The original linear significance order: {g1} W {g4} W {g3} W {g5} W {g2} is reconstructed as a three-level significance preorder: {g1} W * {g3, g4} W * {g2, g5}. Recomputing the corresponding overall outranking relation we obtain the estimated S W * relation (see Table 6 ), which admits an identical Condorcet robustness denotation as the original S W relation.
The example that we detailed through this article illustrates the fact that the reconstruction from the Condorcet robustness denotation alone of the significance weights set following the original valued outranking relation is in general not unique and not completely faithful. Several admissible significance preorders and numerical weights sets might indeed support the same robustness denotation and some tuning of the MILP objective function may be necessary depending on the decision aid goal we intend to follow in order to get a useful result.
Practical Application Issues
If we apply the MILP model with Cplex 11.0, associated with an AMPL front end modeler on more or less real-sized random multiple criteria decision problems (20 alternatives evaluated on 13 criteria) we observe quite reasonable solving times on an 6 threaded standard application server. Depending on the maximal value M allowed for an individual criterion significance weight we indeed obtain average computation times of 2.5 seconds for M = 7 up to 2 minutes for M = 13. As already mentioned, for a given value of M , the MILP might have some non zero slacks. In such a case, as our purpose is here to find a solution without any slacks, we need to increase the value of M to reduce the slacks. In practice, we simply reiterate the resolution, with M slightly incremented. Notice that 1 more unit for M produces m new binary variables (from p 1,M+1 to p m,M+1 ), increasing significantly the computation time as we have noticed before.
Furthermore, a great number of problems may be solved using values M much lower than the number of criteria such that the number of columns of matrix P is generally overestimated. Consequently, to limit the expected computation time, we recommend to set the initial maximal admissible value M to the requested depth of the estimated significance preorder and to increase it only if necessary.
Conclusion
In this paper we have presented an innovative method to determine significance weights of criteria in Multiple Criteria Decision Aid, while guaranteeing a high degree of robustness and therefore a high reliability of the outranking relation.
In the future we plan to examine the questioning of a decision maker in order to obtain valuable information for the determination of the significance weights from robustness affirmations. This involves the analysis of the decision maker's responses as well as the study of the interactive use of the algorithm presented in this paper. In particular we intend to restrict the decision maker's intervention on a few pairs of alternatives and infer the outranking relation for those remaining.
