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Chapter 1
A Holonomic system for the
Fisher{Bingham Integral
1.1 Introduction
The Fisher{Bingham distribution is a probability distribution on the n-dimensional
sphere Sn(r) with the radius r dened by
1
F (x; y; r)
exp(tTxt+ yt)jdt(r)j: (1.1)
Here, the variable x is an (n + 1)  (n + 1) symmetric matrix whose (i; j)
component is xij when i = j and xij=2 when i 6= j. The variable y (resp. t)
is a row (resp. column) vector of length n + 1, and the measure jdt(r)j is the
standard measure on Sn(r). The function F (x; y; r) is the normalizing constant
dened by
F (x; y; r) =
Z
Sn(r)
exp
0@ X
1ijn+1
xijtitj +
n+1X
i=1
yiti
1A jdt(r)j: (1.2)
The integral (1:2) is referred to as the Fisher{Bingham integral on the sphere
Sn(r).
The Fisher{Bingham distribution is used in directional statistics. Kent stud-
ied estimations, hypothesis testings and condence regions with respect to the
Fisher{Bingham distribution on the 2-dimensional sphere [17], and in the book
by Mardia and Jupp on directional statistics [24, chapter 9], a denition of the
Fisher{Bingham distribution having the same form as (1:1) and a relation with
another probability distribution on the sphere are explained.
We are interested in estimating the value of parameters x and y which max-
imizes the likelihood function
L(x; y) =
1
F (x; y; 1)N
NY
i=1
exp(tTi xti + yti)
5
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for given data t1;    ; tN 2 Sn. This problem is equivalent to estimating the
value of parameters x and y which minimizes the function
F (x; y; 1) exp
0@  X
1ijn
Sijxij   Siyi
1A
for given fSijg1ijn; fSig1in  R: There are several approaches to solving
this problem. Among them, the holonomic gradient descent proposed in [28]
enables us to estimate the value by utilizing linear partial dierential operators
with polynomial coecients which annihilate the Fisher{Bingham integral (1:2)
and generate a holonomic ideal. Let Dd be the ring of dierential operators
Dd = Chz1; : : : ; zd; @1; : : : ; @di. A left ideal I of Dd is called a holonomic ideal
when the characteristic ideal in(0;e)(I) generated by the principal symbols of I in
C[z1; : : : ; zd; 1; : : : ; d] has the Krull dimension d. See, e.g., [37, p 31, Denition
1.4.8], [31], and their references for details.
In [28], it is shown that the Fisher{Bingham integral F (x; y; r) is annihilated
by the following linear partial dierential operators.
@xij   @yi@yj (i  j);
n+1X
i=1
@xii   r2;
xij@xii + 2(xjj   xii)@xij   xij@xjj
+
X
k 6=i;j
 
xkj@xik   xik@xjk

+ yj@yi   yi@yj (i < j; xk` = x`k);
r@r   2
X
ij
xij@xij  
X
i
yi@yi   n:
(1.3)
They also show that (1:3) generates a holonomic ideal in the cases n = 1 and n =
2 by a calculation of their characteristic ideals on a computer, and conjecture
that it holds for any n. We will prove this conjecture.
It is a fundamental problem to prove that a given system is holonomic. For
example, the theory of A-hypergeometric systems is built on the fact that any A-
hypergeometric system is holonomic. Moreover, many algorithms and theorems
assume the holonomy property. Therefore, our main theorem is expected to
be the foundation to study the Fisher-Bingham integral through dierential
equations.
In order to state the main result of this paper precisely, let us explain the
notion of the integration ideal. For a holonomic ideal I in Dd, the left ideal
(I + @d0+1Dd +    + @dDd) \ Dd0 in Dd0 is called the integration ideal and it
is known that the integration ideal is a holonomic ideal in Dd0 (see, e.g., [6,
Chapter 1], [37, x5.5]). We note that Oaku gave an algorithm for computing
the integration ideal in [32].
In the present paper, we show that the operators (1:3) generate the integra-
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tion ideal of a holonomic ideal which annihilates the distribution
exp
0@ X
1ijn+1
xijtitj +
n+1X
i=1
yiti
1A jdt(r)j
which has parameters xij ; yk; r. Here, fz1; : : : ; zd0g = fxij ; yk; rj1  i  j 
n+ 1; 1  k  n+ 1g and fzd0+1; : : : ; zdg = ft1; : : : ; tn+1g: As its corollary, we
show that (1:3) generates a holonomic ideal for any n and prove the conjecture
in [28].
In section 1.2, we consider the holonomic ideal annihilating the measure
jdt(r)j on Sn(r). In section 1.3, we give generators of the holonomic ideal which
annihilates the integrand of the Fisher{Bingham integral. In section 1.4, we
compute the integration ideal of the holonomic ideal which is given in section
1.3, and prove the main theorem of this paper.
1.2 The standard measure jdt(r)j on Sn(r)
The Riemannian metric on the n-dimensional sphere with radius r is constructed
by the pullback of the standard metric on the (n + 1)-dimensional Euclidean
space Rn+1 along the embedding map. The metric denes a measure on Sn(r),
which is denoted by jdt(r)j. We dene a distribution r with a parameter r > 0
as
hr; '(t)i :=
Z
Sn(r)
'(t)jdt(r)j:
Here, '(t) is a test function.
Let D = Chx; y; r; t; @x; @y; @r; @ti be the ring of dierential operators with
polynomial coecients. For a given distribution F , we denote by Ann(F ) the
set of the operators in D which annihilate F .
Lemma 1.2.1. A left ideal I in D generated by the following dierential oper-
ators is a subset of Ann(r).
@xij (1  i  j  n+ 1); @yi (1  i  n+ 1); t21 +   + t2n+1   r2;
ti@tj   tj@ti (1  i < j  n+ 1); r@r +
n+1X
i=1
ti@ti + 1
(1.4)
For computing the integration ideal, the following proposition is important.
Proposition 1.2.2. The left ideal I in D is a holonomic ideal.
This proposition may be well known, however we could not nd a proof in
the literature with the radius r as a variable. Therefore, we present a proof
here.
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Proof. By the fundamental theorem of algebraic analysis (see, e.g., [37, p30.Theorem1.4.5]),
it is enough to show that the dimension of the characteristic ideal in(0;e)(I) is
not more than the number of variables N := n(n+ 1)=2 + 2n+ 1.
We can nd the operators r2@tk + tkr@r   tk (1  k  n+1) in I as follows.
tn+1(tn+1@tn+1 +   + t1@t1 + r@r + 1)  @tn+1(t2n+1 +   + t21   r2)
=  
nX
i=1
ti(ti@tn+1   tn+1@ti) + r2@tn+1 + tn+1r@r   tn+1;
tk(tn+1@tn+1 +   + t1@t1 + r@r + 1)  tn+1(tk@tn+1   tn+1@tk)
=  
k 1X
i=1
ti(ti@tk   tk@ti) +
nX
i=k+1
ti(tk@ti   ti@tk) + @tk(t2n+1 +   + t21   r2)
+r2@tk + tkr@r   tk (1  k  n)
Then, the characteristic ideal in(0;e)(I) contains the polynomials
xij (1  i  j  n+ 1); yi (1  i  n+ 1); t2n+1 +   + t21   r2;
titj   tjti (1  i < j  n+ 1); r2ti + tirr(1  i  n+ 1):
Let I 0 be the ideal in the polynomial ring C[x; y; r; t; x; y; r; t] generated by
these polynomials. Then, we have I 0  in(0;e)(I). Since dim I 0  dim in(0;e)(I),
it is enough to show that dim I 0  N .
Consider the graded lexicographic order satisfying
tn+1      t1  x  y  r  tn+1      t1  x  y  r:
Since the degree of the Hilbert polynomial of an ideal in the polynomial ring
equals that of the initial ideal with respect to the graded order of the ideal
(see, e.g., [8, p448, Proposition 4]), the dimension of I 0 is equal to that of
the initial ideal LT(I 0) with respect to this order. The initial ideal LT(I 0)
contains the monomials xij ; yi ; titj ; r
2ti ; t
2
n+1: Let I
00 be the ideal generated
by these monomials. Analogously, we can show that it suces to prove that the
dimension of I 00 is not more than N .
Computing the irreducible decomposition of the algebraic variety dened by
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I 00 as
V (xkl ; yk ; titj ; r
2tk ; t
2
n+1; 1  k  l  n+ 1; 1  i < j  n+ 1)
= V (xij ; yi ; tn+1; 1  i  j  n+ 1) \
\
1i<jn+1
V (titj ) \
n+1\
i=1
V (r2ti)
= V (xij ; yi ; tn+1; 1  i  j  n+ 1) \
n+1[
i=1
V (t1; : : : ; ti 1; ti+1 ; : : : ; tn+1)
\  V (r) [ V (t1 ; : : : ; tn+1)
=
 
n+1[
k=1
V (xij ; yi ; tn+1; t1; : : : ; tk 1; tk+1 ; : : : ; tn+1)
!
\  V (r) [ V (t1 ; : : : ; tn+1)
=
 
n+1[
i=1
V (xkl ; yl ; r; tn+1; t1; : : : ; ti 1; ti+1 ; : : : ; tn+1 ; 1  k  l  n+ 1)
!
[
 
n+1[
i=1
V (xkl ; yk ; tn+1; t1; : : : ; ti 1; t1 ; : : : ; tn+1 ; 1  k  l  n+ 1)
!
;
we conclude that the dimension of I 00 is exactly N .
1.3 Holonomic ideal annihilating exp(g)r
Let g(x; y; t) be the polynomial
P
1ijn+1 xijtitj +
Pn+1
i=1 yiti: We can get a
holonomic ideal annihilating the distribution exp(g(x; y; t))r by the following
lemma.
Lemma 1.3.1. [41] Consider the ring of dierential operators with polynomial
coecients Chx1; : : : ; xn; @1; : : : ; @ni. Let u be a distribution and suppose that
I  Ann(u) is a holonomic ideal. Let f be a polynomial and fi := @f=@xi.
Then, the left ideal J generated by
fP (x1; : : : ; xn; @x1   f1; : : : ; @xn   fn)jP (x1; : : : ; xn; @x1 ; : : : ; @xn) 2 Ig
is a holonomic ideal such that J  Ann(efu)
For a proof of this lemma, we refer to [41]. It follows from this lemma
that the left ideal J in D generated by the following dierential operators is a
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holonomic ideal and included in Ann(exp(g)r).
@xij   titj (1  i  j  n+ 1);
@yi   ti (1  i  n+ 1);
ti(@tj  
n+1X
k=1
xjktk   xjjtj   yj)  tj(@ti  
n+1X
k=1
xiktk   xiiti   yi)
(1  i < j  n+ 1);
t21 +   + t2n+1   r2;
r@r + 1 +
n+1X
i=1
ti
 
@ti  
n+1X
k=1
xiktk   xiiti   yi
!
(1.5)
In fact, we will show that the ideal J is generated by the dierential operators
ti   @yi (1  i  n+ 1); @xij   @yi@yj (1  i  j  n+ 1);
n+1X
i=1
@xii   r2;
xij@xii + 2(xjj   xii)@xij   xij@xjj
+
X
k 6=i;j
 
xkj@xik   xik@xjk

+ yj@yi   yi@yj + @ti@yj   @tj@yi
(1  i < j  n+ 1; xk` = x`k);
r@r   2
X
ij
xij@xij  
n+1X
i=1
yi@yi   n+
n+1X
i=1
@ti@yi
(1.6)
To prove this statement, we prepare the following lemma.
Lemma 1.3.2. For any  2 Zn+10 , we have
t  @y mod Dfti   @yi ; 1  i  n+ 1g (1.7)
Proof. When  = ei, the identity (1:7) obviously holds. Let us assume that
(1:7) holds for the case of   ei. Then, we have
t = tit
( ei)
 ti@( ei)y mod Dfti   @yi ; 1  i  n+ 1g
= @( ei)y ti = @
( ei)
y (ti   @yi) + @( ei)y @yi
 @( ei)y @yi mod Dfti   @yi ; 1  i  n+ 1g
= @y
Hence, (1:7) holds for . Therefore, the identity (1:7) holds for any .
Finally, we prove the following lemma.
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Lemma 1.3.3. The dierential operators (1:6) generate J .
Proof. Let K be the left ideal generated by (1:6). First, let us show J  K.
The identity
@xij   titj  @xij   @yi@yj mod Dfti   @yi ; 1  i  n+ 1g (1.8)
gives the inclusion @xij   titj 2 K:
The inclusion @yi   ti 2 K is obvious. The inclusion ti(@tj  
Pn+1
k=1 xjktk  
xjjtj   yj)  tj(@ti  
Pn+1
k=1 xiktk   xiiti   yi) 2 K follows from
ti(@tj  
n+1X
k=1
xjktk   xjjtj   yj)  tj(@ti  
n+1X
k=1
xiktk   xiiti   yi)
=
n+1X
k=1
xiktktj  
n+1X
k=1
xjktkti   xjjtitj + xiititj   yjti + yitj + ti@tj   tj@ti
=
n+1X
k=1
(xiktj   xjkti)tk + (xii   xjj)titj + yitj   yjti + ti@tj   tj@ti

n+1X
k=1
(xik@yj   xjk@yi)@yk + (xii   xjj)@yi@yj
+yi@yj   yj@yi + @yi@tj   @yj@ti mod Dfti   @yi ; 1  i  n+ 1g

n+1X
k=1
(xik@xjk   xjk@xik) + (xii   xjj)@xij
+yi@yj   yj@yi + @yi@tj   @yj@ti mod Df@xij   @yi@yj ; 1  i  j  n+ 1g
= xij@xjj +
X
k 6=i;j
(xik@xjk   xjk@xik)  xij@xii + 2(xii   xjj)@xij
+yi@yj   yj@yi + @yi@tj   @yj@ti :
Since
t21 +   + t2n+1   r2
 @2y1 +   + @2yn+1   r2 mod Dfti   @yi ; 1  i  n+ 1g
=
n+1X
i=1
@xii   r2 mod Df@xij   @yi@yj ; 1  i  j  n+ 1g;
we have
Pn+1
i=1 @xii   r2 2 K:
The inclusion r@r+1+
Pn+1
i=1 ti

@ti  
Pn+1
k=1 xiktk   xiiti   yi

2 K follows
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from
r@r + 1 +
n+1X
i=1
ti
 
@ti  
n+1X
k=1
xiktk   xiiti   yi
!
= r@r + 1 +
n+1X
i=1
ti@ti  
n+1X
i=1
n+1X
k=1
xiktitk  
n+1X
i=1
xiit
2
i  
n+1X
i=1
yiti
= r@r   n+
n+1X
i=1
@titi  
n+1X
i=1
n+1X
k=1
xiktitk  
n+1X
i=1
xiit
2
i  
n+1X
i=1
yiti
 r@r   n+
n+1X
i=1
@ti@yi  
n+1X
i=1
n+1X
k=1
xik@xik  
n+1X
i=1
xii@xii  
n+1X
i=1
yi@yi
modDfti   @yi ; @xij   @yi@yj ; 1  i  j  n+ 1g
= r@r   n+
n+1X
i=1
@ti@yi   2
X
ij
xij@xij  
n+1X
i=1
yi@yi :
Therefore, we have J  K.
Next, let us show the opposite inclusion K  J . The inclusion ti   @yi 2 J
is obvious. The inclusion @xij   @yi@yj 2 J follows from identity (1:8). Other
generators of K are also in J because of the above equivalence relation.
1.4 The Fisher{Bingham Integral
LetD0 be the ring of dierential operators with polynomial coecientsChx; y; r; @x; @y; @ri.
The left ideal J 0 := D0 \ (J + f@t1 ; : : : ; @tn+1g D) in D0 is the integration ideal
of J . The Fisher{Bingham integral (1:2) can be written as
F (x; y; r) = heg(x;y;t)r; 1i =
Z
Rn+1
exp(g(x; y; t))rdt:
Hence, the operators in J 0 annihilate F (x; y; r). It is known that the integration
ideal of a holonomic ideal is also a holonomic ideal (see, e.g., [6, 2, chapter1]).
Therefore, if we obtain a set of generators of J 0, then this set generates a holo-
nomic ideal. In this section, we compute a set of generators of J 0. As the rst
step, we prove the following lemma.
Lemma 1.4.1. Let P be an arbitrary dierential operator in (1:6); then we
have
tP  @y P mod Dfti   @yi ; 1  i  n+ 1g:
Proof. For simplicity,we put
Qij = xij@xii + 2(xjj   xii)@xij   xij@xjj +
X
k 6=i;j
 
xkj@xik   xik@xjk

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and R = r@r   2
P
ij xij@xij   n. The following identities prove the lemma.
t
 
Qij + yj@yi   yi@yj + @ti@yj   @tj@yi

=
 
Qij + yj@yi   yi@yj + @ti@yj   @tj@yi

t   i@yj t( ei) + j@yit( ej)
  Qij + yj@yi   yi@yj + @ti@yj   @tj@yi @y
 i@yjy( ei) + j@yiy( ej) mod Dfti   @yi ; 1  i  n+ 1g
= @y
 
Qij + yj@yi   yi@yj + @ti@yj   @tj@yi

;
t
 
R 
n+1X
i=1
yi@yi +
n+1X
i=1
@ti@yi
!
=
 
R 
n+1X
i=1
yi@yi +
n+1X
i=1
@ti@yi
!
t  
n+1X
i=1
i@yit
( ei)

 
R 
n+1X
i=1
yi@yi +
n+1X
i=1
@ti@yi
!
@y  
n+1X
i=1
i@yi@
( ei)
y mod Dfti   @yi ; 1  i  n+ 1g
= @y
 
R 
n+1X
i=1
yi@yi +
n+1X
i=1
@ti@yi
!
:
Theorem 1.4.2. The integration ideal J 0 is generated by the dierential oper-
ators in (1:3):
Proof. Let F and F 0 be the sets consisting of the dierential operators (1:6)
and (1:3) respectively. The inclusion D0  F 0  J 0 is obvious. We need to show
the opposite inclusion D0  F 0  J 0. If a dierential operator P is contained in
J 0, then P can be written as
P =
X
i
QiPi +
X
j
@tjRj (Pi 2 F; Qi 2 D;Rj 2 D);
from the denition of J 0. Without loss of generality, we can assume that no
term of Qi contains @t. Note that
tPi  @y Pi mod Dftk   @yk ; 1  k  n+ 1g;
then, P can be written as
P =
X
i
Q0iPi+
X
j
@tjRj+
X
k
Sk(tk @yk) (Pi 2 F; Q0i 2 D0; Rj 2 D;Sk 2 D):
Since all dierential operators in F except ti @yi have the form P 0+
P
i @tiU
0
i (P
0 2
F 0; U 0i 2 D0); P can be written as
P =
X
i
Q0iP
0
i+
X
j
@tjRj+
X
k
Sk(tk @yk) (Pi 2 F; Q0i 2 D0; Rj 2 D;Sk 2 D):
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Moving some terms to the left-hand side, we obtain
P 
X
i
Q0iP
0
i 
X
k
Sk(tk @yk) =
X
j
@tjRj (P
0
i 2 F 0; Q0i 2 D0; Rj 2 D;Sk 2 D)
Without loss of generality, if we assume that no term of Sk contains @t, then
the left-hand side of the identity does not contain @t. Expanding both sides and
comparing the coecients, we get
P
j @tjRj = 0, in other words, we obtain
P  
X
i
Q0iP
0
i =
X
k
Sk(tk   @yk) (P 0i 2 F 0; Q0i 2 D0; Sk 2 D):
The right-hand side of this identity is included in the left ideal D  fti  @yi j1 
i  n + 1g in D. Let the weight of ti be 1 and that of other variables be
0, and consider a term order  with this weight. The Grobner basis of D 
fti   @yi j1  i  n + 1g with this order is fti   @yi j1  i  n + 1g; and the
initial ideal is generated by ftij1  i  n + 1g: Hence, the leading term of
P  PQ0kP 0k 2 D0 with respect to the order  must divide some ti. However,
the dierential operator in D0 which satises this condition is only 0. Then, we
have P 2 D0F 0.
Corollary 1.4.3. The integration ideal J 0 is a holonomic ideal.
Notes. The result of this chapter will be generalized in section 4.2.
Chapter 2
The Holonomic Rank of the
Fisher-Bingham System of
Dierential Equations
2.1 Introduction
Let x = (xij) and y = (yi) be parameters such that xij = xji for i 6= j. Let
Z be a function, which is the normalization constant of the Fisher-Bingham
distribution, dened as
Z(x; y; r) =
Z
Sn(r)
exp
0@ X
1ijn+1
xijtitj +
n+1X
i=1
yiti
1A jdtj (2.1)
where Sn(r) = f(t1; : : : ; tn+1) j
Pn+1
i=1 t
2
i = r
2; r > 0g is the n-dimensional
sphere and jdtj denotes the Haar measure on the sphere.
Let D be the Weyl algebra
D = Chxij ; yk; r; @ij ; @k; @r j 1  i  j  n+ 1; 1  k  n+ 1i
where @ij = @=@xij , @k = @=@yk and @r = @=@r. It is shown in [18] and [28]
that the normalization constant (2.1) of the Fisher-Bingham distribution is a
holonomic function in x; y; r and consequently it is annihilated by the following
15
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holonomic ideal I in D generated by the following operators in D:
@ij   @i@j ;
n+1X
i=1
@2i   r2;
xij@
2
i + 2(xjj   xii)@i@j   xij@2j
+
X
s6=i;j
(xsj@i@s   xis@j@s) + yj@i   yi@j ;
r@r   2
X
ij
xij@i@j  
X
i
yi@i   n:
We call the system of dierential equations dened by I the Fisher-Bingham
system.
For a left ideal J in D, the holonomic rank of J is dened as the dimension
of the K = C(xij ; yk; r j 1  i  j  n + 1; 1  k  n + 1) vector space
Kh@ij ; @k; @ri=Kh@ij ; @k; @riJ . The rank is denoted by rank (J). When J is
a holonomic ideal, the rank is nite. The holonomic rank agrees with the di-
mension of the holomorphic solutions of the associated system of linear partial
dierential equations at generic points and with the size of the Pfaan equation
associated to J . As to general facts on the holonomic rank, we refer to, e.g.,
the chapters 1 and 2 of [37]. The holonomic rank is a fundamental invariant
of the D-module D=J and there are several attractive studies on holonomic
ranks. For example, Miller, Matusevich and Walther studied holonomic ranks
of A-hypergeometric systems by introducing a new homological method [25].
We are interested in the holonomic rank of the Fisher-Bingham system I.
We prove the following theorem in this paper.
Theorem 2.1.1.
rank (I) = 2n+ 2
In [28], we proposed a new method in the statistical inference which is called
the holonomic gradient descent. The method utilizes a holonomic system of
linear partial dierential equations associated to the normalization constant.
The complexity of the method depends on the holonomic rank and correctness
of the method are proved by utilizing the holonomic rank. In the case of the
Fisher-Bingham distribution, which is the most fundamental distribution in the
directional statistics, Theorem 2.1.1 is applied in [19], which gives a generaliza-
tion of the result in [28] shown with a help of a computer program. Our method
to prove the theorem is the Grobner deformation to the direction ( w;w),
which is discussed in [37] for A-hypergeometric systems, and a determination of
Grobner bases by hand with adding several slack variables which do not change
the holonomic rank.
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2.2 The Rank of the Diagonal System
When the matrix x is diagonal, the normalization constant Z satises a system
of linear partial dierential equations for the variables xii, yk, r. Let ~I be the
left ideal in D generated by
Ai = @ii   @2i (1  i  n+ 1);
B =
n+1X
i=1
@2i   r2;
Cij = 2(xii   xjj)@i@j + yi@j   yj@i (1  i < j  n+ 1);
E = r@r   2
n+1X
i=1
xii@
2
i  
n+1X
i=1
yi@i   n
and @ij , i 6= j. The ideal ~I annihilates the function Z restricted to the diagonal
of x [19].
Theorem 2.2.1. The holonomic rank of ~I is 2n+ 2.
Our proof of the theorem reduces to the proof of the following proposition.
Proposition 2.2.2. Let R be the ring of dierential operators with rational
function coecients
R = C(x11; : : : ; xn+1n+1; y1; : : : ; yn+1; r)h@11; : : : ; @n+1n+1; @1; : : : ; @n+1; @ri:
Let R~I be the left ideal of R generated by Ai; B; Cij ; E. Let < be the term order
on R which is the block order with @r  f@iig  f@jg. The order of the block
f@iig is the graded lexicographic order with @11 >    > @n+1n+1 and that of the
block f@ig is the graded lexicographic order with @1 >    > @n+1. A Grobner
basis of R~I with respect to the term order < is
Ai = @ii   @2i (i = 1; : : : ; n+ 1);
B =
n+1X
i=1
@2i   r2;
Cij = 2(xii   xjj)@i@j + yi@j   yj@i (1  i < j  n+ 1);
(We put aij = 2(xii   xjj); Fij = yi@j   yj@i; Cij = aij@i@j + Fij);
Dk = @kB   @1a 11k C1k        @k 1a 1k 1kCk 1k (k = 1; : : : ; n+ 1);
E = r@r   2
n+1X
i=1
xii@
2
i  
n+1X
i=1
yi@i   n:
The initial monomials of the Grobner basis are
in<(Ai) = in<(@ii); in<(B) = in<(@1)
2; in<(Cij) = in<(@i)in<(@j);
in<(Dk) = in<(@k)
3; in<(E) = in<(@r):
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Here, the initial monomial in<(c(x; y; r)@

r
Q
@iiii
Q
@kk ) is dened as the el-
ement c(x; y; r)
Q
iiii
Q
kk in the polynomial ring with rational function co-
ecients C(x; y; r)[11; : : : ; n+1n+1; 1; : : : ; n+1; ] (see, e.g., [37, Chapter 1]).
By the proposition, the standard monomials of the quotient ring R=R~I are
1; @1; @2; @
2
2 ; : : : ; @n+1; @
2
n+1. Therefore, the holonomic rank of
~I is 2n+ 2 (The-
orem 2.2.1). Let us prove the proposition.
Since Dk is expressed by B;C1k; : : : ; Ck 1k, the operator Dk is the element
in R~I. In order to prove Proposition 2.2.2, we will show that any S-pair for
Ai; B; Cij ; Dk; E is reduced to 0 by Ai; B; Cij ; Dk; E. The following lemmas are
proved by straight forward calculations.
Lemma 2.2.3. Let P and Q be elements in R. If the initial monomials are
coprime, i.e., gcd(in<(P ); in<(Q)) = 1, then the S-pair S(P;Q) is reduced to
[P;Q] by P and Q (we denote the reduction by S(P;Q)   !
P;Q
 [P;Q]), where
[P;Q] is the commutator of P and Q. In particular, when [P;Q] = 0, the S-pair
S(P;Q) is reduced to 0.
Lemma 2.2.4. We have
[Ap; Cij ] = 0;
[B;Cij ] = 0;
[Cij ; Cjk] = Cik; [Cij ; Cik] =  Cjk; [Cik; Cjk] =  Cij (i < j < k);
[Cij ; Cpq] = 0 (fi; jg \ fp; qg = ;):
Lemma 2.2.5. We have
[Di; Aj ] =
8><>:
0 (i < j)
2a 2ji @jCji (i > j);Pi 1
l=1 2a
 2
li @lCli (i = j)
[Di; B] = 0;
[Di; Dj ] =  B@j +
X
l<i
a 1li a
 1
ij @l(@iClj + @lCij) +
X
l<i
a 1li a
 1
lj ( 2@lCij):
When i; j 6= k, we obtain
[Cij ; Dk] =
8><>:
0 (k   1 < i)
0 (j  k   1)
 a 1ik [Cij ; @iCik] = a 1ik (@iCjk + @jCik) (i  k   1 < j)
:
Lemma 2.2.6. We have
[Ai; E] = 0;
[B;E] =  2B;
[Cij ; E] = 0;
[Di; E] =  3Di   2
i 1X
k=1
a 1ki @kCki:
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Proof of Proposition 2.2.2. We prove that any S-pair for Ai; B;Cij ; Dk; E is
reduced to 0 by Ai; B;Cij ; Dk; E.
S-pairs of Ai and Aj ; B; Cij . The initial monomials are coprime, and the
elements commute. By Lemma 2.2.3, we obtain
S(Ai; Aj)  ! 0;
S(Ai; B)  ! 0;
S(Ai; Cjk)  ! 0:
S-pair of B and Cij . When i > 1, the initial monomials in<(B) = in<(@1)
2,
in<(Cij) = in<(@i)in<(@j) are coprime. Operators B and Cij commute by
Lemma 2.2.4. By Lemma 2.2.3, we have S(B;Cij)  ! 0.
When i = 1, the initial monomials in<(B) = in<(@1)
2, in<(C1j) = in<(@1)in<(@j)
are not coprime. We obtain the following reduction sequence of the S-pair:
S(B;C1j) = a1j@jB   @1C1j
= a1j(@j@
2
2 +   + @3j +   + @j@2n+1   @jr2)  @1F1j
= a1j((@j@
2
2 +   + @3j +   + @j@2n+1   @jr2)  @1a 11j F1j)
  !
C2j
 a1j((@j@23 +   + @3j +   + @j@2n+1   @jr2)  @1a 11j F1j   @2a 12j F2j)
  !
C3j
        !
Cj 1j
 a1jDj   !
Dj
0:
S-pair of Cij and Ckl (fi; jg\fk; lg = ;). The initial monomials in<(Cij) =
in<(@i)in<(@j); in<(Ckl) = in<(@k)in<(@l) are coprime. Operators Cij and Ckl
commute by Lemma 2.2.4. By Lemma 2.2.3, we obtain
S(Cij ; Ckl)      !
Cij ;Ckl
 0:
S-pair of Cij and Cjk (i < j < k). We have the following reduction sequence
of the S-pair:
S(Cij ; Cjk) = ajk@kCij   aij@iCjk =  aikyj@i@k + ajkyi@j@k + aijyk@i@j
        !
Cij ;Cjk;Ckl
 yi( Fjk) + yk( Fij)  yj( Fik) = 0:
The S-pair of Cij and Cik and that of Cik and Cjk are also reduced to 0.
S-pair of Di and Aj . The initial monomials in<(Di) = in<(@i)
3; in<(Aj) =
in<(@jj) are coprime. When i < j, operators Di and Aj commute. By Lemma
2.2.3, we have
S(Di; Aj)     !
Di;Aj
 0:
When i > j, by Lemmas 2.2.3 and 2.2.5, we have
S(Di; Aj)     !
Di;Aj
 [Di; Aj ] = 2a 2ji @jCji   !
Cji
 0:
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When i = j, by Lemmas 2.2.3 and 2.2.5, we have
S(Di; Ai)     !
Di;Aj
 [Di; Ai] =
i 1X
l=1
2a 2li @lCli         !C1i;:::;Ci 1i
 0:
S-pair of Di and B. When i = 1, the S-pair is S(D1; B) = @1B   @1B = 0.
When i > 1, the initial monomials in<(Di) = in<(@i)
3, in<(B) = in<(@1)
2
are coprime. By Lemmas 2.2.3 and 2.2.5, we have
S(Di; B)    !
Di;B
 [Di; B] = 0:
S-pair of Di and Dj . The initial monomials in<(Di) = in<(@i)
3, in<(Dj) =
in<(@j)
3 are coprime. By Lemmas 2.2.3 and 2.2.5, we have
S(Di; Dj)     !
Di;Dj
 [Di; Dj ]         !
B;C1j ;:::;Cij
 0:
S-pair of Cij and Dk. The initial monomials are in<(Cij) = in<(@i)in<(@j),
in<(Dk) = in<(@k)
3. When i 6= k and j 6= k, the initial monomials are coprime.
By Lemmas 2.2.3 and 2.2.5, we have
S(Cij ; Dk)     !
Cij ;Dk
 [Cij ; Dk]      !
Cik;Cjk
 0:
When i = k, the initial monomials in<(Cij) = in<(@i)in<(@j); in<(Di) =
in<(@i)
3 are not coprime. This case needs a care of an order of applying reduc-
tions. We will reduce the S-pair by Dj and then reduce remainders by Cij 's.
S(Cij ; Di) = @
2
i Cij   aij@jDi
= @2i Fij   aij@i@3j   aij@j(
n+1X
l=i+1;l 6=j
@i@
2
l   @ir2  
i 1X
l=1
@la
 1
li Fli)
  !
Dj
 @2i Fij + aij@i(
n+1X
l=j+1
@j@
2
l   @jr2  
j 1X
l=1
@la
 1
lj Flj)
  aij@j(
n+1X
l=i+1;l 6=j
@i@
2
l   @ir2  
i 1X
l=1
@la
 1
li Fli)
=  aij@i(@i+1a 1i+1jCi+1j +   + @j 1a 1j 1jCj 1j)
  aij@i(
i 1X
l=1
a 1lj Flj) + aij@j(
i 1X
l=1
@la
 1
li Fli)
          !
Ci+1j ;:::;Cj 1j
  aij@i(
i 1X
l=1
a 1lj Flj) + aij@j(
i 1X
l=1
@la
 1
li Fli)
=  aij
i 1X
l=1
(a 1lj @l@iFlj   a 1li @l@jFli):
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Since a 1lj @l@iFlj   a 1li @l@jFli        !Clj ;Cli;Cij
 0, the S-pair S(Cij ; Di) is reduced
to 0.
When j = k, the initial monomials in<(Cij) = in<(@i)in<(@j); in<(Dj) =
in<(@j)
3 are not coprime. This case also needs a care of an order of applying
reductions.
S(Cij ; Dj) = @
2
jCij   aij@iDj
= Fij(@
2
i + @
2
j )  aij@i(
n+1X
l=j+1
@j@
2
l   @jr2  
j 1X
l=1;l 6=i
@la
 1
lj Flj)
 !
B
 Fij( 
n+1X
l=1;l 6=i;j
@2l + r
2)  aij@i(
n+1X
l=j+1
@j@
2
l   @jr2  
j 1X
l=1;l 6=i
@la
 1
lj Flj)
= Fij( 
n+1X
l=1;l 6=i;j
@2l ) + r
2(aij@i@j + Fij)  aij@i(
n+1X
l=j+1
@j@
2
l  
j 1X
l=1;l 6=i
@la
 1
lj Flj)
  !
Cij
 Fij( 
n+1X
l=1;l 6=i;j
@2l )  aij@i(
n+1X
l=j+1
@j@
2
l  
j 1X
l=1;l 6=i
@la
 1
lj Flj)
= (
n+1X
l=j+1
@2l )( aij@i@j   Fij)  Fij
j 1X
l=1;l 6=i
@2l + aij@i
j 1X
l=1;l 6=i
@la
 1
lj Flj
  !
Cij
  Fij
j 1X
l=1;l 6=i
@2l + aij@i
j 1X
l=1;l 6=i
@la
 1
lj Flj
=
j 1X
l=1;l 6=i
@laij( a 1ij @lFij + a 1lj @iFlj):
Since  a 1ij @lFij + a 1lj @iFlj        !Clj ;Cli;Cij
 0, the S-pair S(Cij ; Dj) is reduced to
0.
S-pair of E and Ai. The initial monomials in<(E) = in<(@r); in<(Ai) =
in<(@ii) are coprime. By Lemmas 2.2.3 and 2.2.6, we have
S(Ai; E)    !
Ai;E
 [Ai; E] = 0:
S-pair of E and B. The initial monomials in<(E) = in<(@r); in<(B) =
in<(@1)
2 are coprime. By Lemmas 2.2.3 and 2.2.6, we have
S(B;E)    !
B;E
 [B;E] =  2B  !
B
 0:
S-pair of E and Cij . The initial monomials in<(E) = in<(@r); in<(Cij) =
in<(@i)in<(@j) are coprime. By Lemmas 2.2.3 and 2.2.6, we have
S(Cij ; E)     !
Cij ;E
 [Cij ; E] = 0:
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S-pair of Di and E. The initial monomials in<(E) = in<(@r); in<(Di) =
in<(@i)
3 are coprime. By Lemmas 2.2.3 and 2.2.6, we have
S(Di; E)    !
Di;E
 [Di; E] =  3Di   2
i 1X
k=1
a 1ki @kCki           !Di;C1i;:::;Ci 1i
 0:
We have proved that any S-pair is reduced to 0. By Buchberger's criterion,
the set fAi; B; Cij ; Dk; Eg is a Grobner basis of R~I.
2.3 Grobner Deformation of the Fisher-Bingham
System
Consider the system of dierential equations I  f = 0. Intuitively speaking,
we want to prove that the system I can be deformed to the diagonal system ~I
without increasing the holonomic rank. This can be done by a Grobner basis
computation with a weight vector ( w;w) [37, Theorem 2.2.1]. However a
straightforward calculation does not seem to be easy. We need to use some
technical tricks to determine a suitable Grobner deformation. Since these tricks
may look too technical for the general n, we explain them in the case of n = 1 in
Section 2.4 to clarify our idea without technical details of this section. Readers
are expected to refer to the Section 2.4 when technicalities get complicated.
We will introduce new indeterminates to make our Grobner basis compu-
tation possible by hand with employing the idea of the proof of [37, Theorem
3.1.3]. Let apq, bi, ci, d (1  p  q  n + 1, 1  i  n + 1) be constants,
which we call slack variables when they are regarded as indeterminates. We
put g =

rd
3Q
pq x
a3pq
pq

f and make a change of the independent variables
yi by yi + bici. Then, the system of dierential equations for the function g
is I 0  g = 0 where I 0 is the left ideal in D generated by the set of operators
G0 = fA0pq; B; C 0ij ; E0g where
A0pq = xpq@pq   xpq@p@q   a3pq;
B =
n+1X
i=1
@2i   r2;
C 0ij = xij@
2
i + 2(xjj   xii)@i@j   xij@2j
+
X
s6=i;j
(xsj@i@s   xis@j@s) + (yj + bjcj)@i   (yi + bici)@j ;
E0 = r@r   2
X
ij
xij@i@j  
n+1X
i=1
(yi + bici)@i   n  d3:
The key fact is that the holonomic rank of I for f agrees with the holonomic
rank of I 0 for g for any constants apq, bi, ci, d.
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Let us make the same change of the variables for the diagonal system; let ~I 0
be the left ideal ofD generated by the set of operators ~G0 = f ~A0ii; B; ~C 0ij ; ~E0; xij@ij 
a3ij (i 6= j)g where
~A0ii = xii@
2
i   xii@ii   a3ii (1  i  n+ 1);
B =
n+1X
i=1
@2i   r2;
~C 0ij = 2(xjj   xii)@i@j + (yj + bjcj)@i   (yi + bici)@j (1  i < j  n+ 1);
~E0 = r@r   2
n+1X
i=1
xii@
2
i  
n+1X
i=1
(yi + bici)@i   n  d3:
The holonomic ranks of ~I and ~I 0 agree.
Dene the weight vector w by wij = 1, (i 6= j), wii = 0, wk = 0, and wr = 0.
Here, wij stands for @ij , wk stands for @k, and wr stands for @r. The initial
form in( w;w)(`), ` 2 D, is the sum of the highest ( w;w)-degree terms in ` and
in( w;w)(I 0) is the left ideal generated by ` 2 I 0 where the weight  w stands
for space variables xij , yk, r corresponding to dierential operators @ij , @k, @r
respectively (see, e.g., [37, Chapter 1]).
Theorem 2.3.1. For generic complex numbers apq, bi, ci, d, we have
in( w;w)(I 0) = ~I 0: (2.2)
In order to prove the theorem, we regard apq, bi, ci, d as ring variables with
the weight 0 and consider the following homogenized system of I 0:
A0hpq = hxpq@pq   xpq@p@q   a3pq;
B =
n+1X
i=1
@2i   r2;
C 0hij = xij@
2
i + 2(xjj   xii)@i@j   xij@2j
+
X
s6=i;j
(xsj@i@s   xis@j@s) + (hyj + bjcj)@i   (hyi + bici)@j ;
E0h = hr@r   2
X
ij
xij@i@j  
n+1X
i=1
(hyi + bici)@i   nh3   d3:
Let I 0h be a left Dh[a; b; c; d]-ideal generated by the set of operators G0h :=
fA0hpq; B; C 0hij ; E0hg, where Dh[a; b; c; d] is the homogenized Weyl algebra of the
ringD[a; b; c; d] = C[a; b; c; d]hxij ; yk; r; @ij ; @k; @ri with the homogenization vari-
able h (see, e.g., [34, Section 9]). We introduce a new term order <h( w;w;0) over
Dh[a; b; c; d], which compares the total degree rst, ( w;w; 0)-degree second,
otherwise we apply the following block order as a tie breaker: d  r  fapq j
i  jg  fbkg  fckg  fykg  @r  f@ij j i < jg  f@iig  f@kg  fxij j
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i < jg  fxiig  h. Here, the block fbkg has a lexicographic order so that
b1 > b2 >    > bn+1. The use of this tie breaker is a key of our calculation.
Although, the initial monomial in<h
( w;w;0)
(`) is an element of the associated
commutative ring, we denote it by the associated element in Dh[a; b; c; d] as
long as no confusion arises. For example, we denote in<h
( w;w;0)
(@ij) by @ij in-
stead of ij .
Proposition 2.3.2. A Grobner basis of I 0h with respect to <h( w;w;0) is G
0h =
fA0hpq; B; C 0hij ; E0hg.
We need four lemmas for proving the proposition. These can be obtained
by a straightforward calculation.
Lemma 2.3.3. The initial monomials of the generators of I 0h are
1. in<h
( w;w;0)
(A0hpq) =  a3pq,
2. in<h
( w;w;0)
(B) =  r2,
3. in<h
( w;w;0)
(C 0hij ) =  bici@j,
4. in<h
( w;w0)
(E0h) =  d3.
In particular, they are pairwise coprime expect in the case that the pair in<h
( w;w;0)
(C 0hij )
and in<h
( w;w;0)
(C 0hik) and the pair in<h( w;w;0)(C
0h
ik) and in<h( w;w;0)
(C 0hjk).
Lemma 2.3.4. The commutators of two generators of I 0h are
1. [A0hpq; A
0h
rs] = [A
0h
pq; B] = [A
0h
pq; C
0h
ij ] = [A
0h
pq; E
0h] = 0 (for any p; q; r; s; i; j),
2. [B;C 0hij ] = 0, [B;E
0h] =  2hB,
3. [C 0hij ; C
0h
kl ] = 0 (fi; jg \ fk; lg = ;),
4. [C 0hij ; C
0h
jk] = C
0h
ki :=  C 0hik , [C 0hij ; C 0hik ] = C 0hjk, [C 0hik ; C 0hjk] = C 0hij (i < j < k),
5. [C 0hij ; E
0h] = 0.
Lemma 2.3.5. The following holds for S-pairs of generators of I 0h:
1. S(A0hpq; A
0h
rs); S(A
0h
pq; B); S(A
0h
pq; C
0h
ij ); S(A
0h
pq; E
0h)  ! 0 (for any p; q; r; s; i; j),
2. S(B;C 0hij )  ! 0, S(B;E0h)  ! 0,
3. S(C 0hij ; C
0h
kl )  ! 0 (fi; jg \ fk; lg = ;),
4. S(C 0hij ; C
0h
jk)  ! 0 (i < j < k),
5. S(C 0hij ; E
0h)  ! 0.
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Proof. Lemma 2.2.3 holds in the homogenized Weyl algebra Dh[a; b; c; d] too.
Therefore, these follow from Lemmas 2.3.3 and 2.3.4.
Lemma 2.3.6. We put C^ 0hij := bjcj@i   bici@j and C 0hij := C 0hij   C^ 0hij . Then the
following cyclic relations hold:
1. @kC^
0h
ij + @iC^
0h
jk + @jC^
0h
ki = C^
0h
ij @k + C^
0h
jk@i + C^
0h
ki@j = 0,
2. @k C
0h
ij + @i
C 0hjk + @j C
0h
ki =
C 0hij @k + C
0h
jk@i +
C 0hki@j = 0,
3. @kC
0h
ij + @iC
0h
jk + @jC
0h
ki = C
0h
ij @k + C
0h
jk@i + C
0h
ki@j = 0,
4. bkckC^
0h
ij + biciC^
0h
jk + bjcjC^
0h
ki = C^
0h
ij bkck + C^
0h
jkbici + C^
0h
kibjcj = 0.
Proof of Proposition 2.3.2. By Lemma 2.3.5, we only need to check that the
S-pairs S(C 0hij ; C
0h
ik) and S(C
0h
ik ; C
0h
jk) are reduced to zero.
The former is S(C 0hij ; C
0h
ik) = @kC
0h
ij   @jC 0hik = @kC 0hij + @jC 0hki , because the
initial monomials are in<h
( w;w;0)
(C 0hij ) =  bici@j and in<h
( w;w;0)
(C 0hik) =  bici@k.
The S-pair is equal to  @iC 0hjk by the 3rd formula of Lemma 2.3.6. This implies
that it is reduced to zero.
The latter is S(C 0hik ; C
0h
jk) = bjcjC
0h
ik   biciC 0hjk, because the initial monomials
are in<h
( w;w;0)
(C 0hik) =  bici@k and in<h( w;w;0)(C
0h
jk) =  bjcj@k.
Firstly, we show that it can be expressed as
S(C 0hik ; C
0h
jk) =
 
n+1X
s=1
(ks + 1)xks@s + hyk + bkck
!
C 0hij
+
 
n+1X
s=1
(is + 1)xis@s + hyi
!
C 0hjk
+
 
n+1X
s=1
(js + 1)xjs@s + hyj
!
C 0hki : (2.3)
Here, the symbol  is the Kronecker delta. This expression of the S-pair is a
key of our proof. Since each monomial of the left hand side (LHS in short) has
at least one variable in bi, bj or bk, we divide the right hand side (RHS in short)
into two parts: S1 contains these variables, S2 does not contain them. Then,
S2 =
 
n+1X
s=1
(ks + 1)xks@s + hyk
!
C 0hij +
 
n+1X
s=1
(is + 1)xis@s + hyi
!
C 0hjk
+
 
n+1X
s=1
(js + 1)xjs@s + hyj
!
C 0hki
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is equal to zero by a straightforward calculation and we have
S1 = bkckC
0h
ij +
 
n+1X
s=1
(ks + 1)xks@s + hyk
!
C^ 0hij
+
 
n+1X
s=1
(is + 1)xis@s + hyi
!
C^ 0hjk +
 
n+1X
s=1
(js + 1)xjs@s + hyj
!
C^ 0hki
= bkckC
0h
ij
+ bjcj
 
n+1X
s=1
(ks + 1)xks@s@i + hyk@i
!
  bici
 
n+1X
s=1
(ks + 1)xks@s@j + hyk@j
!
+ bkck
 
n+1X
s=1
(is + 1)xis@s@j + hyi@j
!
  bjcj
 
n+1X
s=1
(is + 1)xis@s@k + hyi@k
!
+ bici
 
n+1X
s=1
(js + 1)xjs@s@k + hyj@k
!
  bkck
 
n+1X
s=1
(js + 1)xjs@s@i + hyj@i
!
= bjcjC
0h
ik   biciC 0hjk = S(C 0hik ; C 0hjk):
Finally, we show that the expression (2.3) is a standard representation. We
note that the RHS of (2.3) has three terms, which appear in the rst, in the
second and in the third lines of (2.3) respectively. We may show that the initial
monomial of the LHS is no less than the initial monomials of the three terms of
the RHS with respect to the term order <h( w;w;0). The initial monomial of the
LHS bicibkck@j coincides with that of the 1st term of the RHS. Moreover, all
monomials appearing in the 2nd and the 3rd term of the RHS have the same
total degree 5 and ( w;w; 0)-degree 0, and they have a degree at most one with
respect to bi, bj and bk. This implies that they are less than bicibkck@j . Thus,
we have shown that the expression is a standard representation and the S-pair
is reduced to zero.
Since all S-pairs are reduced to zero, the conclusion follows from Buch-
berger's criterion.
Proof of Theorem 2.3.1. Let I 0(a; b; c; d) be the left ideal generated by G0 in
the ring D[a; b; c; d]. It follows from Proposition 2.3.2 and [37, Theorem 1.2.4]
that G0hjh=1 = G0 is a Grobner basis of I 0(a; b; c; d) with respect to <( w;w;0).
Therefore, we have
in<( w;w;0)(I
0(a; b; c; d)) = hin<( w;w;0)(G0)i = h ~G0i in D[a; b; c; d]:
We may replace D[a; b; c; d] by D(a; b; c; d) = C(a; b; c; d)hxij ; yk; r; @ij ; @k; @ri.
Here, C(a; b; c; d) is the rational function eld with variables a = (apq); b =
(bi); c = (ci) and d. Then, the following holds:
in( w;w)(I 0(a; b; c; d)) = h ~G0i in D(a; b; c; d):
This implies the conclusion.
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Proof of the Main theorem 2.1.1. It follows from (2.2) that rank (I)  rank (in( w;w)(I 0))
by Theorem 2.2.1 in [37]. Therefore, we have rank (I)  2n + 2 by Theorem
2.2.1. The opposite inequality follows from Theorem 3 of [28].
2.4 A Proof in the case of n = 1
In order to clarify ideas of the proof in Section 2.3, we present a proof of our
theorem in the case of n = 1.
The 1-dimensional Fisher-Bingham system of dierential equations I 
Chx11; x12; x22; y1; y2; r; @11; @12; @22; @1; @2; @ri is
I = hA11 = @11   @21 ; A12 = @12   @1@2;
A22 = @22   @22 ;
B = @21 + @
2
2   r2;
C12 = x12@
2
1 + 2(x22   x11)@1@2   x12@22 + y2@1   y1@2;
E = r@r   2(x11@21 + x12@1@2 + x22@22)  (y1@1 + y2@2)  1i:
The upper bound of rank(I) is 2  1 + 2 = 4 as given in [28, Theorem 3]. We
will show the lower bound of the rank(I) is 4 by using the following general
inequality [37, Theorem 2.2.1]:
rank(I)  in( w;w)(I):
Firstly, we make some change of variables, because it seems to be dicult
to calculate in( w;w)(I) directly. Let a11; a12; a22; b1; b2; c1; c2; d be constants,
which will be used as slack variables. We put g = rd
3
x
a311
11 x
a312
12 x
a322
22 f where the
function f is a solution of the system of dierential equations I f = 0. Moreover,
we make a change of variables y1; y2 by y1 + b1c1; y2 + b2c2 respectively. Then,
the system of dierential equations for g is given by I 0  g = 0, where
I 0 = hA011 = x11@11   x11@21   a311; A012 = x12@12   x12@1@2   a312;
A022 = x22@22   x22@22   a322;
B = @21 + @
2
2   r2;
C 012 = x12@
2
1 + 2(x22   x11)@1@2   x12@22 + (y2 + b2c2)@1   (y1 + b1c1)@2;
E0 = r@r   2(x11@21 + x12@1@2 + x22@22)
  ((y1 + b1c1)@1 + (y2 + b2c2)@2)  1  d3i:
We note that rank(I) = rank(I 0) holds for any set of values of the constants.
Secondly, we calculate in( w;w)(I 0) for the weight vector w = (0; 1; 0; 0; 0; 0)
where each weight stands for the variables @11; @12; @22; @1; @2; @r respectively.
In order to perform Buchberger's algorithm with respect to the ( w;w)-weight
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order, we need to consider the homogenized system I 0h for I 0:
I 0h = hA0h11 = hx11@11   x11@21   a311; A0h12 = hx12@12   x12@1@2   a312;
A0h22 = hx22@22   x22@22   a322;
B = @21 + @
2
2   r2;
C 0h12 = x12@
2
1 + 2(x22   x11)@1@2   x12@22 + (y2h+ b2c2)@1   (y1h+ b1c1)@2;
E0h = hr@r   2(x11@21 + x12@1@2 + x22@22)
  ((hy1 + b1c1)@1 + (hy2 + b2c2)@2)  h3   d3i:
We denote by <h( w;w;0) an order in the homogenized Weyl algebra which com-
pares the total degree rst, ( w;w; 0)-degree second, otherwise we apply the
following block order as a tie breaker: d  r  fa11; a12; a22g  fb1 >
b2g  fc1; c2g  fy1; y2g  @r  f@12g  f@11; @22g  f@1; @2g  fx12g 
fx11; x22g  h. Here, the symbol > represents the lexicographic order. The
underlined parts in I 0h are initial terms with respect to <h( w;w;0). They are pair-
wise coprime and their commutators are equal to zero except [B;E0h] =  2hB.
From Lemma 2.2.3, we conclude that the set fA0h11; A0h12; A0h22; B; C 0h12; E0hg is a
Grobner basis of I 0h in Dh[a11; a12; a22; b1; b2; c1; c2; d] with respect to <h( w;w;0).
In other words, the transformation of dependent and independent variables gives
us the Grobner basis without adding new elements. Dehomogenizing I 0h, we ob-
tain
in( w;w)(I 0) = h ~A011 = x11@11   x11@21   a311; ~A012 = x12@12   a312;
~A022 = x22@22   x22@22   a322;
B = @21 + @
2
2   r2;
~C 012 = 2(x22   x11)@1@2 + (y2 + b2c2)@1   (y1 + b1c1)@2;
~E0 = r@r   2(x11@21 + x22@22)
  ((y1 + b1c1)@1 + (y2 + b2c2)@2)  1  d3i:
In this calculation, we regard a11; a12; a22; b1; b2; c1; c2; d as ring variables with
the weight 0. As in the proof of Theorem 2.3.1, the equation above holds
when a11; : : : ; d are specialized to generic complex numbers. The holonomic
rank of the ( w;w)-initial ideal ~I 0 := in( w;w)(I 0) coincides with that of the
diagonal system transformed by the same change of variables for I 0 from I. The
holonomic rank of ~I 0 agrees with that of
~I = h ~A11 = @11   @21 ; ~A12 = @12;
~A22 = @22   @22 ;
B = @21 + @
2
2   r2;
~C12 = 2(x22   x11)@1@2 + y2@1   y1@2;
~E = r@r   2(x11@21 + x22@22)  (y1@1 + y2@2)  1i:
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Hence, we obtain the following inequality:
rank(I) = rank(I 0)  rank(in( w;w)(I 0)) = rank(~I 0) = rank(~I):
Finally, we show that rank(~I) = 4. Proposition 2.2.2 tells us that the set
f ~A11; ~A12; ~A22; B; ~C12; ~E;
D2 = 2(x22   x11)

@32   r2@2  
y2@
2
1   y1@1@2   @2
2(x22   x11)

:
is a Grobner basis of R~I with respect to the block order f@rg  f@11 > @22g 
f@1 > @2g, where the tie breaker > represents the graded lexicographic order.
The set of standard monomials is f1; @1; @2; @22g. It means that the holonomic
rank of ~I is 4.
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Chapter 3
Holonomic Gradient
Descent for the
Fisher-Bingham
Distribution
3.1 Introduction
Let x = (xij) and y = (yi) be a symmetric matrix parameter of size (d + 1) 
(d+ 1) and a vector parameter of size d+ 1, respectively. We are interested in
the Fisher-Bingham probability distribution
(t;x; y; r)jdtj := 1
Z(x; y; r)
exp
0@ X
1ijd+1
xijtitj +
d+1X
i=1
yiti
1A jdtj
on the d-dimensional sphere Sd(r) = f(t1; : : : ; td+1) j
Pd+1
i=1 t
2
i = r
2; r > 0g and
the maximum likelihood estimate of the parameters x and y of this probability
distribution. Here, the function Z is the normalizing constant dened as
Z(x; y; r) =
Z
Sd(r)
exp
0@ X
1ijd+1
xijtitj +
d+1X
i=1
yiti
1A jdtj (3.1)
and jdtj denotes the standard measure on the sphere with the radius r such thatR
Sd(r)
jdtj = rd 2(d+1)=2 ((d+1)=2) .
Solving the MLE problem involves nding the maximum of the function in
x; y
NY
k=1
(T (k);x; y; 1)
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for given data vectors T (k), k = 1; : : : ; N in the t-space Sd(1). In order to
compute the MLE, we need approximate values for the normalizing constant Z
and its derivatives. In the case of d = 2, the normalizing constant is expressed
in terms of the Bessel function and for d = 2 there are several approaches for
computing MLEs in directional statistics [17, 24, 43]. However, there are few
studies on approximating the normalizing constant for the case of d > 2 and
applications to the MLE. Among these, [22] proposed a method to evaluate the
normalizing constant by utilizing the Laplace approximation of the integral for
d > 2 and [21] gave a series approximation of the normalizing constant.
In this paper, we propose a dierent method for evaluating it and present ap-
plications to the MLE. Our method is based on the holonomic gradient descent
(HGD) proposed in [28], which utilizes a holonomic system of linear dierential
equations satised by the normalizing constant and gives the MLE accurately.
The HGD consists of four steps. The rst step is to derive a holonomic sys-
tem of linear partial dierential equations for the normalizing constant. The
second step is to translate the holonomic system into a Pfaan system, which
is roughly speaking a set of ordinary dierential equations with respect to the
parameters xij and yi for the normalizing constant. These two steps can be
performed by a symbolic computation (the Grobner basis method) if the size of
the problem is moderate. The remaining steps utilize numerical computation.
The third step is to evaluate the normalizing constant and its derivatives at an
initial point. To do this, we can use numerical integration for a rough evaluation
or a series expansion for a more accurate evaluation. The last step is to extend
the evaluated values to other points needed for the MLE by using the Pfaan
system and a numerical solver of ordinary dierential equations.
It is shown in [18] and [28] that the normalizing constant of the Fisher-
Bingham distribution is a holonomic function in x; y; r and further more it is
annihilated by a holonomic ideal for which an explicit expression is given. This is
the rst step when applying the HGD. For the second step, we need to translate
the ideal into a Pfaan system. This is performed on a computer for d  2 in
[28]; however, this is not possible for d > 2 on current computers using Grobner
basis algorithms due to the high computational complexity.
In this paper, we overcome the diculty of high complexity and complete
the remaining steps for a general dimension: we give an accelerated version of
the HGD as a general method, we derive the Pfaan system of the Fisher-
Bingham distribution for general d by hand, and we derive a series expansion
of the normalizing constant with an error estimation. We demonstrate that the
accelerated version of HGD on our Pfaan system works well up to d = 7 to
a specied accuracy for a certain class of problems. We also propose a general
method for evaluating the numerical errors and apply it to the Fisher-Bingham
distribution.
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3.2 Holonomic Gradient Descent with Pfaan
System of Factored Form
The HGD introduced in [28] is a general algorithm for solving MLE problems
for holonomic unnormalized distributions accurately. We herein propose an
accelerated version of the HGD. The modication is small, but it allows a drastic
performance improvement as we will see in the case of the Fisher-Bingham
distribution.
In this section, we maintain a general setting to explain our accelerated
method. A function f(y1; : : : ; yn) is called a holonomic function when it satises
an ordinary dierential equation with polynomial coecients for each variable
yi. In other words, the function f is a holonomic function when the function is
annihilated by an ordinary dierential operator of the form
riX
j=0
aij(y)

@
@yi
j
; aij(y) 2 C[y1; : : : ; yn]:
By virtue of this ordinary dierential operators, the function f can be regarded
as a solution of a Pfaan system discussed below. An important property of
holonomic functions is that the integral
R
R
f(y1; : : : ; yn)dyn is a holonomic func-
tion with respect to y1; : : : ; yn 1 under a suitable condition on the integration
domain R. In the landmark paper by [44], he introduced the notion of holonomic
functions and applied it to mechanically prove special function identities with
systems of linear partial dierential equations and this important property. It
has been proved that the normalizing constant Z of the Fisher-Bingham distri-
bution is a holonomic function in x; y; r ([28]). Let f(t; ) be a holonomic unnor-
malized probability distribution with respect to t and  where  = (1; : : : ; m) is
a parameter vector and let Z() =
R
U
f(t; )dt be the normalizing constant. Let
I be a holonomic ideal in the ring of dierential operators in  that annihilates
Z. The operator @=@i is denoted by @i . In order to apply the HGD to MLE
problems, we need an explicit expression for the Pfaan system associated with
the holonomic ideal I as an input to a numerical solver. The Pfaan system
is used to numerically evaluate the likelihood function and its gradient or its
Hessian. Let us review the denition of the Pfaan system (see, e.g., [28] for
details). Let rank(I) be the holonomic rank of the ideal I and let F be a vector
of the standard monomials of a Grobner basis of I. The length of this vector is
rank(I). We denote the elements of F by @ where  2 S. We assume that the
rst element of F is @0 = 1. The Pfaan system is a set of dierential operators
which annihilate the vector-valued function F (Z) = (@Z j 2 S)T that are of
the form @i Pi where Pi are rank(I)rank(I) matrices with rational function
entries which satisfy
r r = 0; r = d 
X
Pidi:
In this section, the symbol d in the denition of r indicates the exterior deriva-
tive with respect to the variables . In some of the literatures, the denition of
34 CHAPTER 3. HGD FOR THE FB DISTRIBUTION
the Pfaan system does not include the integrability condition r r = 0, but
we will call the integrable Pfaan system of equations simply the Pfaan sys-
tem for short. Our Pfaan system can be regarded as the integrable connection
r.
The Pfaan system can be obtained by an algorithmic method explained,
e.g., in [28]. However, it requires heavy computation. For example, the com-
putation for the Fisher-Bingham distribution could be performed within a rea-
sonable time using current computer technology only up to the case of a 2-
dimensional sphere. Moreover, the Pfaan system obtained with this method
requires heavy numerical computation in the HGD, because in general the en-
tries of Pi are huge rational functions. The latter drawback is removed by using
our accelerated version of HGD introduced below.
Algorithm 3.2.1. 1. Construct a Pfaan system of the form
@i  R 1i ()Qi() (3.2)
where Qi and Ri are rank(I) rank(I) matrices with polynomial function
entries.
2. Evaluate the normalizing constant F (Z) at an initial parameter 0.
3. k = 0
4. Evaluate the gradient of the likelihood function by F (Z) at k (see [28]).
If the gradient is 0, then stop. Determine the value of the new parameter
k+1 by standard procedures of gradient descent. k+1 must be suciently
close to k.
5. Evaluate the approximate value of F (Z) at k+1. It is, for instance, ap-
proximately equal to
F (Z)(k) +
dX
i=1
Ri(
k) 1Qi(k)F (Z)(k)  (k+1i   ki ): (3.3)
6. k ! k + 1 and go to 4.
We call the Pfaan system of the form (3.2) the Pfaan system of factored
form. The main dierence between the HGD in [28] and our proposed method is
(3.3). In the original version, the factored matrix R 1i Qi is expressed as a single
matrix with entries of (huge) rational functions, but in our proposed method,
we express it as the two matrices Qi and Ri and the inverse of Ri is calculated
numerically in each iteration step. We note that the approximation in (3.3)
should be replaced with a more accurate and ecient numerical scheme such as
the Runge-Kutta method.
Remark 3.2.2. When we have a Grobner basis of I, the Pfaan system of the
form (3.2) can be obtained by the computation of normal forms by using the
Grobner basis and then solving linear equations in the ring of polynomials.
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This procedure is general, but it can require a huge amount of computational
resources. When we apply this method to problems, we need to nd shortcuts
based on individual problems in order to solve the problems eciently. We will
do this for the Fisher-Bingham distribution in the next section.
Remark 3.2.3. The matrix R 1i Qi may have the formX
j
R 1ij QijT
 1
ij Sij    (3.4)
where Rij , Qij , Sij , Tij , : : : are rank(I) rank(I) matrices in polynomial func-
tion entries. This form is referred to as the multi-factored form or sometimes
simply factored form.
In the following, we will sometimes call the accelerated version of HGD
simply the HGD.
3.3 Pfaan System for the Normalizing Con-
stant
It is shown in [28] and [18] that the normalizing constant Z in (3.1) of the
Fisher-Bingham distribution is a holonomic function in x; y; r and furthermore
that it is annihilated by a holonomic ideal I. The holonomic ideal I is generated
by the following operators in the ring of dierential operators.
@ij   @i@j (1  i  j  d+ 1); (3.5)
d+1X
i=1
@2i   r2; (3.6)
xij@
2
i + 2(xjj   xii)@i@j   xij@2j +
X
1kd+1;k 6=i;j
(xkj@i@k   xik@j@k)
+yj@i   yi@j (1  i < j  d+ 1); (3.7)
r@r   2
X
1ijd+1
xij@i@j  
d+1X
i=1
yi@i   d (3.8)
Here, @ij , @i, and @r stand for
@
@xij
, @@yi , and
@
@r respectively. Note that we
assume xij = xji.
We want to translate these into a Pfaan system of the form (3.2) or (3.4)
which is used in the accelerated HGD explained in the previous section.
Before proceeding to the discussion of the general d-dimensional case, we
illustrate our method in the case of d = 1 and r = 1. Let I1 be the left ideal
generated by
@11   @21 ; @12   @1@2; @22   @22 ; (3.9)
@21 + @
2
2   1; (3.10)
x12@
2
1 + 2(x22   x11)@1@2   x12@22 + y2@1   y1@2 (3.11)
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in the ring of dierential operators. The holonomic rank of I1 is 4. Let F
be a vector of operators (1; @1; @2; @
2
1)
T . We want to nd a matrix P whose
entries are rational functions such that @1F  PF holds modulo the left ideal
I1. Here, s  t means that each element of s   t belongs to I1. Since @1F =
(@1; @
2
1 ; @1@2; @
3
1)
T , we need to express @1@2 and @
3
1 in terms of F modulo I1.
Eliminating @22 from (3.11) by (3.10), we obtain
2(x22   x11)@1@2   x12@21 + x12@22   y2@1 + y1@2
  x12@21 + x12(1  @21)  y2@1 + y1@2
(the underlined term is reduced by (3:10))
= (x12; y2; y1; 2x12)F: (3.12)
Thus, we have expressed @1@2 in terms of F . We now try to express @
3
1 in terms
of F . From @1  (3:11), we obtain
x12@
3
1 + 2(x22   x11)@21@2  x12@1@22   y2@21 + y1@1@2 + @2
 x12@1(1  @21)  y2@21 +
y1
2(x22   x11) (x12   y2@1 + y1@2   2x12@
2
1) + @2
(the underlined terms are reduced by (3:10) and (3:12));
and consequently we have 2x12@
3
1 + 2(x22   x11)@21@2  (a; b; c; d)F , where
a =
y1x12
2(x22   x11) ; b = x12  
y1y2
2(x22   x11) ;
c = 1 +
y21
2(x22   x11) ; d =  y2  
x12y1
x22   x11 :
By a similar computation for @2  (3:11), we have
2(x22   x11)@31   2x12@21@2  (a0; b0; c0; d0)F;
where
a0 =  y1 + x12y2
2(x22   x11) ; b
0 = 1 + 2(x22   x11)  y
2
2
2(x22   x11) ;
c0 =  x12 + y1y2
2(x22   x11) ; d
0 = y1   x12y2
x22   x11 :
Therefore, we have
2x12 2(x22   x11)
2(x22   x11)  2x12

@31
@21@2



a b c d
a0 b0 c0 d0

F:
Multiplying the both sides by the inverse matrix

2x12 2(x22   x11)
2(x22   x11)  2x12
 1
,
we can express @31 in terms of F . Thus we have obtained a factored form of P in
3.3. PFAFFIAN SYSTEM FOR THE NORMALIZING CONSTANT 37
@1F  PF . The identity @1F  PF gives a Pfaan equation for the direction
y1. In other words, the dierential equation
@F (Z)
@y1
= PF (Z); F (Z) =

Z;
@Z
@y1
;
@Z
@y2
;
@2Z
@y21
T
holds. This is an ordinary dierential equation for the vector-valued function
F (Z) with respect to the variable y1. It is easy to see that P is of the form (3.4).
Ordinary dierential equations for the other directions @2; @11; @12; @22 can be
obtained analogously.
For the general d, let F be the vector of operators
(1; @1; : : : ; @d+1; @
2
1 ; : : : ; @
2
d)
T : (3.13)
Theorem 3.3.1. There exists a (2d + 2)  (2d + 2) matrix Hi which has a
factored form (3.4) and satises the relation @iF  HiF mod I.
An expression of Hi as a factored form and a proof of this theorem, which
is technical, will be given in the Appendix.
The relation between @ijF and F can be easily obtained by Theorem 3.3.1.
In fact, since @ijF  @i@jF  @j@iF by (3.5), we have
@ijF  @j@iF  @j(HiF )  @Hi
@yj
F +Hi(@jF ) 

@Hi
@yj
+HiHj

F: (3.14)
We denote by Hij the matrix
@Hi
@yj
+HiHj . The matrix such that @rF  HrF
can be obtained easily by utilizing (3.8). Thus, we have obtained the relations
@iF  HiF; @ijF  HijF; @rF  HrF: (3.15)
In [20], we prove that the holonomic rank of I is equal to 2d+2. Therefore,
the Pfaan equations are expressed in terms of (2d + 2)  (2d + 2) matrices.
The matrices in (3.15) are exactly these matrices. The integrability conditions
of Pfaan equations imply @Hi@yj +HiHj =
@Hj
@yi
+HjHi.
In [28], the dierential equations satised by the likelihood function for d = 1
and d = 2 are derived by a heavy Grobner basis computation and we could not
obtain them for d  3. It is known that the Grobner basis computation has
the double-exponential complexity with respect to the number of variables (see,
e.g., [5]) and we usually have to avoid deriving Grobner bases by a computer
for large problems. Instead, we can sometimes derive Grobner bases by hand
and apply them to interesting applications. By virtue of Theorem 3.3.1 for
the general dimension, we can describe the dierential equation satised by the
likelihood function with matrices in factored form of which factors are relatively
small matrices with polynomial entries. If we calculate the inverse matrices in
the factored forms by symbolic computation, we would obtain the same result
with the Grobner basis method. In order to apply for the HGD, we do not
need to calculate these inverse matrices with polynomial entries symbolically,
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instead we need only calculate inverse matrices numerically when variables are
restricted to real number values in each step of the Runge-Kutta method. This
will become a key ingredient of our algorithm, which will be discussed in section
3.6.
Remark 3.3.2. The matrices Hi, Hij , Hr have simple forms when x is a diagonal
matrix. In [40], the MLE of the Fisher distribution on SO(3) is obtained by the
HGD with dierential equations for the normalizing constant with diagonalized
arguments. It is a natural question to ask whether a simplication analogous
to the diagonal x case is possible. Unfortunately, an analog of Lemma 2 of [40]
does not hold except for the case of y = 0. It is possible to evaluate the gradient
of Z from values of Z for diagonal x by Proposition 1 given later, however this
requires computation of a transformation matrix to diagonalize the matrix x at
each step of the gradient descent. On the other hand, we do not need to do this
computation for the diagonal form in the HGD by the Pfaan system for the
full parameters x; y; r.
3.4 Series Expansion for the Normalizing Con-
stant
Let us dene the function ~Z by the integral
~Z(~x; ~y; ~r) =
Z
Sd(r)
exp
 
d+1X
i=1
( ~xit
2
i + ~yiti)
!
jdtj: (3.16)
The function satises the invariance relation
~Z(~x; ~y; 1) = ~Z(r 2~x; r 1~y; r): (3.17)
This function is the restriction of the normalizing constant Z to the diagonalized
~x. Since the normalizing constant is invariant under the action of the orthogonal
group O(d+1), we can express F (Z) in terms of F ( ~Z). The following proposition
can be obtained by a straight forward calculation.
Proposition 3.4.1. Suppose that the real symmetric matrix x is diagonalized
by an orthogonal matrix P = (pij), and set ~x = P
TxP; ~y = PT y; ~r = r. Then,
we have
Z(x; y; r) = ~Z(~x; ~y; ~r)
@Z
@yi
(x; y; r) =
d+1X
k=1
pik
@ ~Z
@~yk
(~x; ~y; ~r)
@2Z
@y2i
(x; y; r) =
d+1X
k=1
p2ik
@2 ~Z
@~y2k
(~x; ~y; ~r)
 
X
1k<`d+1
pikpi`
~xk   ~x`
 
~yk
@ ~Z
@~y`
(~x; ~y; ~r)  ~y` @
~Z
@~yk
(~x; ~y; ~r)
!
:
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[21] give a series approximation of the Fisher-Bingham distribution and con-
sequently that of the normalizing constant ~Z(~x; ~y; 1). Their expression is easily
rescaled to the case including the parameter r. We will give an error estimate
of this series approximation. We will omit the tilde symbol (`~') for x and y in
the following where this should cause no confusion.
Theorem 3.4.2. 1. ([21]) The restricted normalizing constant has the fol-
lowing series expansion
~Z(x; y; r) = Sd 
X
;2Nd+10
rd+2j+j
(d  1)!!Qd+1i=1 (2i + 2i   1)!!
(d  1 + 2jj+ 2jj)!!!(2)! x
y2 :
(3.18)
Here, Sd =
R
Sd(1)
jdtj denotes the surface area of the d-sphere of radius
1, and N0 = f0; 1; 2; : : : g. For a multi-index  2 Nd+10 , we put ! =Qd+1
i=1 i!; !! =
Qd+1
i=1 i!!; and jj =
Pd+1
i=1 i:
2. The truncation error of the series is estimated asSd 
X
j+jN
rd+2j+j
(d  1)!!Qd+1i=1 (2i + 2i   1)!!
(d  1 + 2jj+ 2jj)!!!(2)! x
y2

 Sd  r
d
N !
 
r2
X
i
(jxij+ jyij2)
!N
N + 1
N + 1  r2Pi(jxij+ jyij2)(3.19)
when N is suciently large.
We note that the series (3.18) converges slowly when r2
P
i(jxij+ jyij2) > 1
and converges relatively rapidly when r2
P
i(jxij + jyij2)  1. The derivatives
of ~Z are expressed as derivatives of the right-hand side of (3.18).
Proof of 2. We have the following estimates
X
j+jN
rd+2j+j
(d  1)!!Qd+1i=1 (2i + 2i   1)!!
(d  1 + 2jj+ 2jj)!!!(2)! x
y2


X
j+jN
rd+2j+j (d  1)!!
Qd+1
i=1 (2i + 2i   1)!!
(d  1 + 2jj+ 2jj)!!!(2)! x
y2


X
j+jN
rd+2j+j 1!(2)!xy2


X
j+jN
rd+2j+j 1!!xy2
  rd X
nN
r2n
n!
X
j+j=n
n!
!!
jxjjyj2
 rd
X
nN
r2n
n!
 
d+1X
i=1
(jxij+ jy2i j)
!n
 rd
X
nN
1
n!
 
r2
d+1X
i=1
(jxij+ jy2i j)
!n
:
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Set L(x; y; r) = r2
Pd+1
i=1 (jxij+ jy2i j). Assume that N is suciently large so that
L=(N + 1) < 1. We have the estimate
rd
X
nN
1
n!
L(x; y; r)n  r
d
N !
L(x; y; r)N
N + 1
N + 1  L(x; y; r) (3.20)
by the estimate X
nN
1
n!
Ln =
1
N !
LN
X
nN
1
(N + 1)n N
Ln N
=
1
N !
LN
1X
n=0
1
(N + 1)n
Ln
 1
N !
LN
1X
n=0
1
(N + 1)n
Ln
=
1
N !
LN
N + 1
N + 1  L:
3.5 Numerical Evaluation of the Normalizing Con-
stant
In order to eciently evaluate ~Z numerically, we use the holonomic gradient
method (HGM) (see, e.g., [15]). The HGM is a method for evaluating the
normalizing constant by utilizing a system of dierential equations. In the case
of the Fisher-Bingham distribution, we numerically evaluate the series (3.4.2) in
the domain r2
P
i(jxij+ jyij2)  1 and extend the numerical evaluation outside
this domain by using a dierential equation with respect to r. To use this
method, we prepare the following theorem.
Theorem 3.5.1. 1. The function ~Z is annihilated by the left ideal ~I gener-
ated by
Ai = @
2
yi   @xi (1  i  d+ 1);
B = @2y1 +   + @2yd+1   r2;
Cij = 2(xi   xj)@yi@yj + yi@yj   yj@yi (1  i < j  d+ 1);
E = r@r   2
d+1X
i=1
xi@
2
yi  
d+1X
i=1
yi@yi   d:
2. Set ~F = (@y1 ; : : : ; @yd+1 ; @
2
y1 ; : : : ; @
2
yd+1
)T . Then, we have @r ~F  P (r) ~F mod ~I.
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Here, the matrix P (r) = (p
(r)
ij ) is dened by
rp
(r)
ij = (2xir
2 + 1)ij +
d+1X
k=1
yij(k+d+1) (1  i  d+ 1);
rp
(r)
(i+d+1)j = yir
2ij + (2xir
2 + 2)j(i+d+1) +
X
k 6=i
j(k+d+1) (1  i  d+ 1)
for 1  j  2d+ 2.
The proof of this theorem is analogous to that for the non-diagonal x case.
Example 3.5.2. In the case of d = 1, the matrix P (r) is
1
r
0BB@
2r2x1 + 1 0 y1 y1
0 2r2x2 + 1 y2 y2
r2y1 0 2r
2x1 + 2 1
0 r2y2 1 2r
2x2 + 2
1CCA :
We note that the largest eigenvalue of P (r) is O(r). Our implementation of
the HGM numerically solves the ordinary dierential equation
@G
@r
= (P (r)   rE)G (3.21)
instead of solving @r ~F ( ~Z) = P
(r) ~F ( ~Z), where  is the largest eigenvalue of
limr!+1 P (r)=r and the vector-valued functionG is dened by ~F ( ~Z) = exp(r2=2)G.
This scalar scaling is necessary, because the adaptive Runge-Kutta method re-
quires an absolute error bound of the solution to automatically make meshes
ner and when a solution grows exponentially, meshes become too small to
maintain an absolute error bound.
Now let us discuss on the accuracy of the HGM. The truncation error of
the series approximation is estimated in Theorem 3.4.2. We want to estimate
the numerical error caused by applying the HGM. In other words, we want to
estimate how much the truncation error is magnied by solving the ordinary
dierential equation numerically. We propose a practical method to do this.
Note that this method can be applied to any HGM, but we will explain it in
the case of the Fisher-Bingham distribution. In this method, we assume that
initial values are governed by a probability measure. This assumption is natural
in, e.g., molecular modeling and some classes of non-linear ordinary dierential
equations are studied under this assumption (see, e.g., [7]). In our case, the
ordinary dierential equation is linear and the problem is much easier. Since we
have not found a reference relevant to our case, we include below a discussion
on the behavior of solutions of a linear equation under random initial data. For
a given initial value vector Z0 at r = r0, we denote by RZ0 the output obtained
at r = r1 by solving the ordinary dierential equation where we may suppose
that R is a constant matrix, because the Runge-Kutta solver can be regarded
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Figure 3.1: Histogram of normalizing constants by the HGM with random initial
values
as a linear map from the input to the output under the assumption that round-
o errors and cancellation errors by oating point arithmetic are suciently
small and that the automatic mesh renement process is xed. When Z0 is
regarded as a random vector distributed as a multivariate normal distribution,
the output RZ0 is also a random vector distributed as a multivariate normal
distribution. In our implementation, we perturb Z0 with random numbers of
which the standard deviation is "=2 where " is a truncation error and solve the
ordinary dierential equation for these perturbed initial values. We evaluate
the mean and the standard deviation of the rst component of RZ0 and these
give an evaluation of the normalizing constant and its statistical error bound.
This bound is more practical than that by interval arithmetic.
For example, Figure 3.1 shows a histogram of the normalizing constant which
is generated by the above procedure with "=2 = 0:1, r0 = 1, r1 =
P jxij+P y2i ,
d = 3, x = diag(1:2; 2:5; 3:2; 3:6), y = (2:3; 5:3; 4:2; 0:1). The series is evaluated
at x=r21; y=r1; r = 1 and extended to r = r1. In this case, the standard derivation
of the normalizing constant is evaluated as 156:6288 and the condence interval
with probability 0:95 is [14065:6; 14679:6]
[22] gave a saddle point approximation of the normalizing constant for the
Fisher-Bingham distribution. Our method evaluates the normalizing constant
with an error bound. Table 3.1 shows values by the HGM and by the third
order saddle point approximation by Kume and Wood. Here, d = 4 and (xij) =
diag(x11; 2x11; 3x11; 4x11; 5x11), 0:5  x11  10, (yk) = (0:5y0; 0:4y0; 0:3y0; 0:2y0; 0:1y0),
y0 = 3. The absolute error bound to solve (3.21) by the adaptive Runge-Kutta
method is set to 10 6
P2d+2
i=1 Gi=(2d+2) and " is 10
 5. The values of the stan-
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dard deviation imply that the values by the HGM have at least 6-digit accuracy
with 95 % condence.
x11 HGM Kume-Wood, 3
HGM standard deviation
0.5 189.243 1.737976e-04 189.763
1.0 985.529 9.102497e-04 994.043
1.5 5856.78 5.424156e-03 5808.16
2.0 39075.8 3.624707e-02 37602.6
2.5 287231 2.667160e-01 271557
3.0 2.28420e+06 2.122623e+00 2.15158e+06
3.5 1.93448e+07 1.798630e+01 1.82924e+07
4.0 1.72236e+08 1.602082e+02 1.63939e+08
4.5 1.59584e+09 1.484901e+03 1.52931e+09
5.0 1.52663e+10 1.420891e+04 1.4717e+10
5.5 1.49868e+11 1.395204e+05 1.45179e+11
6.0 1.50274e+12 1.399244e+06 1.46123e+12
6.5 1.53345e+13 1.428082e+07 1.49556e+13
7.0 1.58797e+14 1.479060e+08 1.55222e+14
7.5 1.66504e+15 1.551038e+09 1.6302e+15
8.0 1.76459e+16 1.643961e+10 1.7299e+16
8.5 1.88748e+17 1.758618e+11 1.85223e+17
9.0 2.03531e+18 1.896519e+12 1.99905e+18
9.5 2.21040e+19 2.059834e+13 2.1716e+19
10.0 2.41579e+20 2.251392e+14 2.37462e+20
Table 3.1: Normalizing constants
3.6 Algorithm and Numerical Results
In [28, Algorithm 1 and Theorem 2], we give an algorithm to obtain the MLE for
the Fisher-Bingham distribution. This algorithm is valid for general dimensions,
but it cannot be used for more than two dimensions with the current level
of computer technology because of the high computational complexity of the
Grobner basis computation. We replace the Grobner basis computation part
(steps 1,2,3 in [28, Algorithm 1]) with our derivation of the Pfaan system
of factored form given in Theorem 3.3.1 and replace the numerical integration
part of (3.1) with the evaluation by the series (3.4.2) and extend values to slowly
convergent domains of the series by the HGM. For eciency, we calculate the
inverse matrices in our expressions for Hij and Hi numerically during the steps
of the adaptive Runge-Kutta method as explained in Section 3.2 regarding the
accelerated version of the HGD. This enables us to solve maximum likelihood
estimation problems in more than two dimensions case with the HGD. More
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precisely, we have the following complexity result.
Theorem 3.6.1. The complexity of the series expansion method, the HGM and
the HGD for the Fisher-Bingham distribution on the d-dimensional sphere is
O((2d+ 2)N+1=N !) + (complexity of solving the ODE with respect to r)
+O((2d+ 2)3) (steps of the convergence of gradient descent):
The rst and the second terms are the complexity to evaluate the initial values
F (Z) up to degree N and the third term is the complexity of the HGD.
Proof. The number of terms of the truncated series of (3.18) is
 
2d+2+N
2d+2

= 
2d+2+N
N

= O((2d+2)N=N !). The coecients of the series can be evaluated by
a recursive relation. We need 2d+ 1 derivatives of ~Z. Thus, we obtain the rst
term.
Our HGD requires the computation of the inverses of (2d + 2)  (2d + 2)
matrices in each step of the HGD by Theorem 3.3.1. This corresponds to the
third term.
We implemented our algorithm rstly in Maple and next in the C language
using the GNU scientic library [14]. The prototype written in Maple is useful
for debugging our C codes. Our C code is automatically generated by our code
generation program pfn gen c 2.rr, which can be obtained from the URL in
the Example 3.6.4, on [36].
In order to apply the HGD, we need to nd a good starting point 0 =
(x0; y0). We use the following method.
Algorithm 3.6.2. 1. Take a random point ~0 = (x; y) satisfying 0 < xij < 1
and 0 < yk < 1.
2. Apply the Nelder-Mead algorithm, which does not require the gradient
and may also be replaced with other methods, to nd an approximate
optimal point 0 of the likelihood function from the starting point ~0 (see,
e.g., [30]). Normalizing constants are evaluated by the HGM, which may
be replaced by other methods.
3. Apply the HGD with the starting point 0. If the HGD stops normally,
we are done. If the HGD stops at 1 because of a numerical instability,
go to the step 2 with ~0 = a point in a neighborhood of 1.
An alternative and heuristic way to avoid the retry in the last step is to
abort the computation when a numerical instability occurs and then restart the
algorithm with a new randomly chosen starting point. This procedure can be
implemented in parallel.
We present some examples to illustrate the performance of our new algorithm
and its implementation.
3.7. CONCLUSION AND OPEN PROBLEMS 45
Example 3.6.3. The problem \Astronomical data" given in [28] is solved in
2.58 seconds on a 32-bit virtual machine, the host machine of which is an Intel
Xeon E5410 (2.33GHz) processor based computer. In contrast, our implemen-
tation in [28] spends 17.3 seconds for the HGD and more than an hour for
computing a Grobner basis and deriving a Pfaan system.
Example 3.6.4. Problem names beginning with sk 's in Table 3.2 are problems
on the k-dimensional sphere. These problems are generated by a random number
generator according to the Fisher-Bingham distribution. We chose 8 random
points in the parameter space as starting points for Algorithm 3.6.2. The HGD
aborts 2 times in the 8 tries in the worse case on S3. This rate increases to 7
aborts of 8 tries in the worse case on S7. The timing data shown are those for
the rst successful HGD among the 8 starting points. The rst step time in the
table is that of the step of applying the Nelder-Mead algorithm with the HGM.
These sample data and programs are obtainable from our web page. 1
Problem Time (1st step) Time of the HGD and steps Total
s3 e1 9.8 3.2(73) 13
s3 e3 10 3.1(66) 13
s4 e1 50 14(93) 64
s4 e2 50 28(183) 78
s4 e3 50 11(75) 61
s5 e1 220 80(142) 300
s5 e2 221 140(121) 361
s5 e3 222 66(117) 288
s6 e1 828 247(172) 1075
s7 e1 2679 571(183) 3250
Table 3.2: Performance of the accelerated HGD
3.7 Conclusion and Open Problems
We show that the HGD can solve some MLE problems up to dimension d = 7
by utilizing an explicit expression of the the Pfaan system of factored form
and the series expansion of the normalizing constant. However, there are two
problems in applying our method eciently to arbitrary data.
1. In examples, we nd a starting point for applying the HGD by the Nelder-
Mead algorithm with the HGM for evaluating the normalizing constant.
This method seems to work well for our examples, but it is not very
ecient. Finding a good starting point eciently for arbitrary data is an
open question.
1http://www.math.kobe-u.ac.jp/OpenXM/Math/Fisher-Bingham-2
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2. There are domains in (x; y)-space where the normalizing constant cannot
be evaluated to a given accuracy within a reasonable time by the HGM,
because the normalizing constant is huge in these domains, which includes
domains where jyj is large.
Although, there still remain important open problems, our proposed method
evaluates the normalizing constant and its derivatives to a specied accuracy
for a suciently broad set of parameters and solves MLE problems. We can
easily control the accuracy of evaluations of the normalizing constant and so it
is possible to apply our method for evaluations to other approximation methods.
3.8 Proof of Theorem 3.3.1
We dene two auxiliary vectors of operators to present the expression. We sort
the set of the square free second order operators
f@i@j j1  i < j  d+ 1g
by the lexicographic order. This gives a vector of operators of the length d(d+
1)=2:
F (2) = (@1@2; @1@3; : : : ; @d@d+1)
T : (3.22)
We sort the set of the third order operators
f@i@j@kj1  i  j  k  d+ 1; j  dg
by the lexicographic order. We denote by F (3) the sorted vector
F (3) = (@1@1@1; @1@1@2; : : : ; @1@1@d+1; @1@2@2; : : : ; @d@d@d+1)
T : (3.23)
The length of this vector d(d+ 1)(d+ 5)=6 is denoted by m.
When two operators `1 and `2 are the same modulo the ideal I, we denote
it by `1  `2. By examining the proof of Lemmas 2 and 3 of [28], we obtain
the following two lemmas which give an expression of the second and the third
order operators F (2) and F (3) in terms of F .
Lemma 3.8.1. We have
P (2)F (2) +Q(2)F  0: (3.24)
Here, P (2) is an invertible d(d + 1)=2  d(d + 1)=2 matrix and Q(2) is a d(d +
1)=2 (2d+ 2) matrix of which entries are as follows.
P
(2)
ij;kl =
8>>>>>><>>>>>>:
2(xjj   xii) (i = k; j = l)
xjl (i = k; j 6= l)
xjk (i = l; j 6= k)
 xik (i 6= k; j = l)
 xil (i 6= l; j = k)
Q
(2)
ij;k =
8><>:
yjk;i+1   yik;j+1 + xijk;i+d+2   xijk;j+d+2 (j  d)
yjk;i+1   yik;j+1 + xijk;i+d+2
 r2xi;d+1k1 +
Pd
`=1 xi;d+1k;`+d+2 (j = d+ 1)
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Here,  is Kronecker's  and P
(2)
ij;kl is the matrix element of P
(2) standing for
@i@j and @k@l in F
(2). We use this notation of the index of the matrix element
in the sequel.
Lemma 3.8.2. We have
P (3)F (3) +Q(3)F (2) +R(3)F  0: (3.25)
Here, P (3), Q(3), and R(3) are an invertible mm matrix, an m d(d+ 1)=2
matrix and an m  (2d + 2) matrix of polynomial entries respectively. Entries
are dened as follows.
P
(3)
ijk;abc =
8>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>:
(k;d+1 + 1)xjkaibjcj
+2(xkk   xjj)aibjck + (k;d+1   1)xjkaibkck
+
P
l 6=j;k

xkl
0
abc;ijl   xjl0abc;ikl + xjkk;d+10abc;ill

(i  j < k  d+ 1)
xijaibicj + 2(xjj   xii)aibjcj   xijajbjcj
+
P
l 6=i;j

xjl
0
abc;ijl   xil0abc;jjl

(i < j = k < d+ 1)Pd
s=1(xs;d+1
0
abc;is;d+1   2(xd+1;d+1   xii)0abc;iss
+
P
l 6=i xil
0
abc;lss)
(i = j = k < d+ 1)
Q
(3)
ijk;ab =
8><>:
(1  ij)ykaibj   yjaibk (i  j < k  d+ 1)
yjaibj (i < j = k < d+ 1)
yd+1aib;d+1 (i = j = k < d+ 1)
R
(3)
ijk;a =
8>>>>>>>>>><>>>>>>>>>>:
 xjkr2k;d+1a;i+1   ija;k+1 + ykija;i+d+2
(i  j < k  d+ 1)
 yia;j+d+2 + a;i+1
(i < j = k < d+ 1)
 yir2a1 + (2(xd+1;d+1   xii)r2 + 1)a;i+1
 Pl 6=i xilr2a;l+1 +Pl<d+1 yia;l+d+2
(i = j = k < d+ 1)
where
0abc;ijk =
(
1 (@a@b@c = @i@j@k)
0 (@a@b@c 6= @i@j@k)
:
Proof. We denote by Cij the dierential operator (3.7) in I; we put
Cij = xij@
2
i +2(xjj   xii)@i@j   xij@2j +
X
k 6=i;j
(xkj@i@k   xik@j@k) + yj@i   yi@j :
48 CHAPTER 3. HGD FOR THE FB DISTRIBUTION
Dene a dierential operator Gijk (i  j  k  d+ 1; j  d) by
Gijk =
8><>:
@iCjk (i  j < k  d+ 1);
@jCij (i < j = k  d);
@d+1Ci;d+1 (i = j = k  d):
We expand Gijk in the ring of dierential operators and express it in terms of
the elements of F , F (2), and F (3). For example, when i < j < k < d + 1, we
have
Gijk = @iCjk
= @i
 
xjk@
2
j + 2(xkk   xjj)@j@k   xjk@2k
+
X
l 6=j;k
(xlk@j@l   xjl@k@l) + yk@j   yj@k

= xjk@i@
2
j + 2(xkk   xjj)@i@j@k   xjk@i@2k
+
X
l 6=j;k
(xkl@i@j@l   xjl@i@k@l) + yk@i@j   yj@i@k
which yields P
(3)
ijk;ijj ; P
(3)
ijk;ijk; : : : ; Q
(3)
ijk;ij ; Q
(3)
ijk;ik. Analogous expansions and rewrit-
ings for the other cases give the conclusion.
We denote by Mat(k; l; S) the space of the k l matrices with entries in the
set S. Let Q[x; y; r] denote the ring of polynomials with coecients in Q.
Lemma 3.8.3. The vector F satises the identity
A@iF  BF + CF (2) + EF (3): (3.26)
Here, A = (apj) 2 Mat(2d+ 2; 2d+ 2;Q[x; y; r]); B = (bpj) 2 Mat(2d+ 2; 2d+
2;Q[x; y; r]); C = (cp;jk) 2 Mat(2d + 2; d(d + 1)=2;Q[x; y; r]); E = (ep;jk`) 2
Mat(2d + 2;m;Q[x; y; r]) and A is invertible in the space of the matrices with
entries in the eld of rational functions Q(x; y; r). Explicit expressions of these
matrices are given in (3.27), (3.28), (3.29), (3.30), (3.31), (3.32), (3.33),
(3.34). Note that A;B;C;E depend on the index i.
Notation: cp;jk means the element at the p-th row of C and the column of
C standing for @j@k = @k@j . ep;jk` is dened analogously.
Proof. The both sides of (3:26) is a column vector of the length 2d+2. We will
determine the rows of A;B;C;E from generators of I. Note that the index i is
xed over the proof.
The rst rows. The rst element of the vector @iF is @i, then we have
a11 = 1; b1;i+1 = 1 (3.27)
and the other elements of the rst rows of A;B;C;E are 0.
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The (j + 1)-th rows (1  j  d; i 6= j). Using the dierential operator (3:7)
in I, we have
xij@
2
i + 2(xjj   xii)@i@j +
X
k 6=i;j
xkj@i@k  xij@2j +
X
k 6=i;j
xik@j@k + yi@j   yj@i:
Therefore, we may put as
aj+1;i+1 = xij ; aj+1;j+1 = 2(xjj   xii); (3.28)
aj+1;k+1 = xkj (1  k  d+ 1; k 6= i; k 6= j);
bj+1;j+1 = yi; bj+1;i+1 =  yj ; bj+1;j+d+2 = xij ;
cj+1;jk = xik (1  k  d+ 1; k 6= i; k 6= j):
Notation: when an index is out of bound, ignore the setting. For example, we
set bj+1;j+d+2 = xij when j+d+2  2d+2. The other elements of the (j+1)-th
rows of A;B;C;E are 0.
The (i + 1)-th rows. The (i + 1)-th element of the vector @iF is @
2
i . When
i  d, we put
ai+1;i+1 = 1; bi+1;i+d+2 = 1 (3.29)
and the other elements of the (i+1)-th rows are 0. When i = d+1, we consider
the operator (3:6) in the ideal I. Then, we have
@2d+1  r2  
dX
k=1
@2k
and hence we put
ad+2;d+2 = 1; (3.30)
bd+2;1 = r
2; bd+2;k+d+2 =  1 (1  k  d):
The other elements of the (i+ 1)-th rows of A;B;C;E are 0.
The (d+2)-th rows. When i = d+1, it is reduced to the case of the (i+1)-th
rows. We assume that i  d. Using the operators (3:7) and (3:6) in I, we have
xi;d+1@
2
i + 2(xd+1;d+1   xii)@i@d+1 +
X
k 6=i;d+1
xk;d+1@i@k
 xi;d+1@2d+1 +
X
k 6=i;d+1
xik@d+1@k + yi@d+1   yd+1@i
 xi;d+1r2  
dX
k=1
xi;d+1@
2
k +
X
k 6=i;d+1
xik@d+1@k + yi@d+1   yd+1@i:
Hence, we put
ad+2;i+1 = xi;d+1; ad+2;d+2 = 2(xd+1;d+1   xii); (3.31)
ad+2;k+1 = xk;d+1 (1  k  d; k 6= i);
bd+2;1 = xi;d+1r
2; bd+2;d+2 = yi; bd+2;i+1 =  yd+1;
bd+2;l+d+2 =  xi;d+1; (1  l  d);
cd+2;k(d+1) = xik (1  k  d; k 6= i):
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The other elements of the (d+ 2)-th rows of A;B;C;E are 0.
The (j+d+2)-th rows (1  j  d; i 6= j). Using the operator (3:7) multiplied
by @j from the left hand side, we have
 2(xjj xii)@i@2j  xij@2i @j xij@3j+
X
k 6=i;j
 
xkj@i@j@k   xik@2j @k

+yj@i@j yi@2j+@i:
When i  d, we put
aj+d+2;j+d+2 =  2(xjj   xii); (3.32)
bj+d+2;i+1 = 1; bj+d+2;j+d+2 =  yi;
cj+d+2;ij = yj ;
ej+d+2;iij = xij ; ej+d+2;jjj =  xij ;
ej+d+2;ijk = xkj ; ej+d+2;jjk =  xik (1  k  d+ 1; k 6= i; k 6= j):
The other elements in the (j + d+ 2)-th rows of A;B;C;E are 0.
When i = d+ 1, We use the operator (3:6) and obtain
 2(xjj   xd+1;d+1)@d+1@2j
 xd+1;jr2@j   2xd+1;j@3j + yj@d+1@j   yd+1@2j + @d+1
+
X
k 6=d+1;j
 
xkj@d+1@j@k   xd+1;k@2j @k   xd+1;j@j@2k

:
Therefore, we may put as
aj+d+2;j+d+2 =  2(xjj   xd+1;d+1); (3.33)
bj+d+2;j+1 = xd+1;jr
2; bj+d+2;d+2 = 1; bj+d+2;j+d+2 =  yd+1;
cj+d+2;j(d+1) = yj ;
ej+d+2;jjj =  2xij ;
ej+d+2;ijk = xkj ; ej+d+2;jjk =  xik; ej+d+2;jkk =  xij (1  k  d; k 6= j):
The other elements of the (j + d+ 2)-th rows of A;B;C;E are 0.
The (i+ d+2)-th rows. We may assume that i  d. Since the (i+ d+2)-th
element of the vector @iF is @
3
i , we put
ai+d+2;i+d+2 = 1; ei+d+2;iii = 1: (3.34)
The other elements of the (i+ d+ 2)-th rows of A;B;C;E are 0.
From Lemmas 3.8.1, 3.8.2, and 3.8.3, we have Theorem 3.3.1, which gives a
dierential equation satised by the normalizing constant with respect to the
variable yi. As we remarked in Lemma 3.8.3, we note that A;B;C;E depend
on the index i and we omit to denote the dependency.
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Proof of Theorem 3.3.1.
@iF  A 1(BF + CF (2) + EF (3)) by Lemma 3.8.3
 A 1

BF + CF (2)   E(P (3)) 1

Q(3)F (2) +R(3)F

by Lemma 3.8.2
 A 1

BF   C(P (2)) 1Q(2)F   E(P (3)) 1

 Q(3)(P (2)) 1Q(2)F +R(3)F

by Lemma 3.8.1
 A 1

B   C(P (2)) 1Q(2) + E(P (3)) 1

Q(3)(P (2)) 1Q(2)  R(3)

F:
Example 3.8.4. In the case of d = 1 and for the y1 direction, these matrices
are as follows.
F =
 
1 @1 @2 @
2
1
T
;
F (2) =
 
@1@2

; F (3) =
 
@31 @
2
1@2
T
;
A =
0BB@
1 0 0 0
0 1 0 0
0 x12  2x11 + 2x22 0
0 0 0 1
1CCA ; B =
0BB@
0 1 0 0
0 0 0 1
r2x12  y2 y1  x12
0 0 0 0
1CCA ;
C =
0BB@
0
0
0
0
1CCA ; E =
0BB@
0 0
0 0
0 0
1 0
1CCA ;
P (2) =
  2x11 + 2x22 ; Q(2) =   r2x12 y2  y1 2x12 ;
P (3) =

2x11   2x22 2x12
2x12  2x11 + 2x22

; Q(3) =

y2
 y1

;
R(3) =
 r2y1  2r2x11 + 2x22r2 + 1  r2x12 y1
0  r2x12  1 y2

:
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Chapter 4
Orhtant probabilities
4.1 Introduction
The holonomic gradient method (HGM) introduced by
Nakayama et al. [28] is a new method of numerical calculation which utilizes
algebraic properties of dierential equations. This method has many applica-
tions in statistics. For example, an application to the evaluation of the exact
distribution function of the largest root of a Wishart matrix is introduced in
[15] and an application to the maximum likelihood estimation for the Fisher-
Bingham distribution on the d-dimensional sphere is introduced in [19]. These
applications greatly expand the scope of the eld of algebraic statistics.
In this paper, we utilize the holonomic gradient method for an accurate
evaluation of the orthant probability
(; ) = P(X1  0; : : : ; Xd  0); (4.1)
where the d-dimensional random vector X = (X1; : : : ; Xd) 2 Rd is normally
distributed with mean  and covariance matrix , i.e., X  N(;). Since
evaluation of the orthant probability has important applications in statistical
practice, there are many studies about it. Genz introduced a method to calculate
the orthant probability utilizing the quasi Monte-Carlo method in [11]. Miwa,
Hayter and Kuriki proposed a recursive integration algorithm to evaluate the
orthant probability in [26].
When the mean vector  is equal to zero, the orthant probability can be
interpreted as the area of a d   1 dimensional spherical simplex (cf. [1]). In
[38], Schlai gave a classical dierential recurrence formula for (; 0). Plackett
generalized Schlai's result and gave a recurrence formula for (; ) in [35]. He
evaluated orthant probabilities by a recursive integration utilizing his formula.
Gassmann implemented the Plackett's method in the case of higher dimensions
in [10]. Their method is a recursive integration based on a dierential recurrence
formula, whereas the holonomic gradient method utilizes dierential equations.
Plackett's recurrence formula is not suitable for the holonomic gradient method
53
54 CHAPTER 4. ORHTANT PROBABILITIES
and in this paper we give a new recurrence formula, which is more natural from
the viewpoint of holonomic gradient method.
Let y =  1 and x =  12 1. We denote the i-th element of y by yi and
the (i; j) element of x by xij . By this transformation of the parameters, the
orthant probability in (4:1) can be written as
()
 d=2
det( x)1=2 exp

 1
2
ytx 1y

g(x; y);
where
g(x; y) =
Z 1
0
: : :
Z 1
0
exp
0@ dX
i;j=1
xijtitj +
dX
i=1
yiti
1A dt (dt = dt1 : : : dtd):
(4.2)
In order to evaluate the orthant probability, it is enough to evaluate g(x; y).
To apply the holonomic gradient method, we need an explicit form of a
Pfaan system ([19, Section 2]) associated with g(x; y). The Pfaan system
can be obtained from a holonomic system for g(x; y) (see [28]). For a given d, we
can obtain a holonomic system for g(x; y) by applying the algorithms introduced
in [33] with computer algebra systems. However, for general d, these algorithms
can not be applied and we need theoretical considerations. In this paper, we
give a holonomic system for the function g(x; y) and construct a Pfaan system
from the holonomic system.
Note that the integral g(x; y) satises an incomplete A-hypergeometric sys-
tem ([29]) when the integration domain is not the orthant but a polytope.
The organization of this paper is as follows. In Section 4:2, we describe a
holonomic system for an integral
g(x; y) =
Z
Rd
f(t) exp
0@ dX
i;j=1
xijtitj +
dX
i=1
yiti
1A dt; (4.3)
where f(t) is a holonomic function or a holonomic distribution. In Section 4:3,
we construct a holonomic system for the function in (4:2) by utilizing the result
in Section 4:2. Then we construct a Pfaan system from the holonomic sys-
tem. Finally in Section 4:4 we describe numerical experiments of the holonomic
gradient method.
4.2 Holonomic system associated with the ex-
pectation under multivariate normal distri-
butions
In this section, we consider the holonomic ideal which annihilates the integral
(4:3), which is the expectation under multivariate normal distributions (for the
denition of the holonomic ideal, see [37]). We develop a general theory, where
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f(t) in (4.3) is a smooth function or a distribution in the sense of Schwartz ([39]).
This theory is a generalization of the result introduced in [18]. In Section 4:3 we
will specialize f(t) to be the indicator function of the positive orthant. Note that
the results of this section can be applied to various problems of the multivariate
normal distribution theory, other than the orthant probability.
We denote the ring of dierential operators in x with polynomial coecient
by D = Chx1; : : : ; xn; @x1 ; : : : ; @xni. The operator @=@xi is denoted by @xi . We
frequently use the following rings:
Dxyt := Chxij ; yk; tk; @xij ; @yk ; @tk : 1  i  j  d; 1  k  di;
Dxy := Chxij ; yk; @xij ; @yk : 1  i  j  d; 1  k  di;
Dx := Chxij ; @xij : 1  i  j  di;
Dt := Chti; @ti : 1  i  di: (4.4)
We use the following notation.
y =  1; x =  1
2
 1; h(x; y; t) =
dX
i;j=1
xijtitj +
dX
i=1
yiti: (4.5)
4.2.1 The case of a smooth function
We rst consider the case when f(t) is a smooth function. In this case, the
integral (4:3) converges if the matrix  x is positive denite and f(t) is of expo-
nential growth.
To state the main theorem of this section, we show a general lemma. The
notation f; g; x; y in the following lemma is generic and not related to (4.5).
Lemma 4.2.1. Let Dx (resp. Dxy) be the ring of dierential operators with
polynomial coecient Chxi; @xi : 1  i  ni (resp. Chxi; yj ; @xi ; @yj : 1  i 
n; 1  j  mi). Suppose that a holonomic ideal I annihilates a function f(x; y)
on Rn Rm and the function f(x; y) is rapidly decreasing with respect to the
variable y for any x in an open set O  Rn. Then the integration ideal of I
with respect to the variable y annihilates
g(x) :=
Z
Rm
f(x; y)dy (4.6)
dened on the open set O.
Proof. Since the function f(x; y) is rapidly decreasing, the integral of (4:6) con-
verges. Let P be in the integration ideal J =

I +
Pm
j=1 @yjDx;y

\Dx, then
we have P  g = R P  fdy by the Lebesgue convergence theorem. Since the
dierential operator P can be written as
P = P0 +
mX
i=1
@yiPi 2 Dx (P0 2 I; Pi 2 Dxy);
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we have
R
P fdy =PR @yiPi fdy: Since Pi f is rapidly decreasing, we haveR
@yiPi  fdy = 0.
We now go back to g(x; y) in (4.3) and use the notation in (4.4) and (4.5).
Consider a C-algebra morphism ' from Dt to Dxy dened by
' : Dt ! Dxy
 
ti 7! @yi ; @ti 7!  yi   2
dX
k=1
xik@yk
!
:
Here, we assume xij = xji; @xij = @xji . Since ['(@ti); '(@tj )] := '(@ti)'(tj)  
'(tj)'(@ti) = ij , where ij is Kronecker's delta, ' is well-dened as a morphism
of C-algebra.
Now we state the main theorem in this section.
Theorem 4.2.2. Suppose a function f on Rd is smooth and of exponential
growth. If dierential operators P1; : : : ; Ps 2 Dt annihilate f , then the following
dierential operators annihilate the integral g(x; y) in (4:3).
'(Pk) (1  k  s); (4.7)
@xij   2@yi@yj (1  i < j  d); (4.8)
@xii   @2yi (1  i  d): (4.9)
Moreover, the dierential operators (4:7); (4:8); (4:9) generate a holonomic ideal
in Dxy if the dierential operators P1; : : : ; Ps generate a holonomic ideal in Dt.
Proof. For a dierential operator
P =
X
;
c;t
1
1    tdd @1t1    @dtd 2 Dt
and pi; qi 2 Dxyt (i = 1; : : : ; d), we put
P (pi; qi) =
X
;
c;p
1
1    pdd q11    qdd : (4.10)
By the assumption, the dierential operators
P` (` = 1; : : : ; s); @xij (1  i  j  d); @yi (1  i  d)
annihilate f and generate a holonomic ideal in Dxyt: By the lemma introduced
in [41, Section 3.3], the dierential operators
P`(ti; @ti 
@h
@ti
) (` = 1; : : : ; s); @xij 
@h
@xij
(1  i  j  d); @yi 
@h
@yi
(1  i  d)
annihilate exp(h)f and generate holonomic ideal I in Dxyt. As we will show
in Lemma 4.2.4 below, the dierential operators (4:7); (4:8); (4:9) generate the
integration ideal J of I with respect to the variables ti (i = 1; : : : ; d).
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Since the function exp (h) f is rapidly decreasing, the integration ideal J
annihilates the integral g(x; y) by Lemma 4:2:1. Hence, the dierential operators
(4:7),(4:8),
(4:9) annihilate g(x; y).
Since the integration ideal of a holonomic ideal is also holonomic (see, e.g.,
[6, Chap 1]), the ideal J is holonomic when the ideal I is holonomic.
Now, we show that the integration ideal J is generated by the dierential
operators (4:7); (4:8); (4:9) in the following two lemmas. We denote P  Q when
P  Q 2Pdi=1Dxyt(@yi   ti):
Lemma 4.2.3. Let pi = @ti yi 2
Pd
k=i xikti and qi = @ti yi 2
Pd
k=i xik@yk :
For a dierential operator P 2 Dt and a multi index  2 Nd0 = f0; 1; 2 : : : gd,
the following equivalence relations hold.
P (ti; pi)  P (@yi ; qi); (4.11)
tP (@yi ; qi)  @y P (@yi ; qi): (4.12)
Here, we use the notation in (4:10).
Proof. By the straightforward calculation, we have the following relations for
1  i; j  d.
[pi; qj ] = 0; (4.13)
[pi; pj ] = [qi; qj ] = 0; (4.14)
[qi; tj ] = [qi; @yj ] = ij : (4.15)
In order to prove (4:11), it is sucient to show
t11    tdd p11    pdd  @1y1    @dyd q11    qdd (;  2 Nd0): (4.16)
By the induction on i, we have a relation
tjq
i
i  @yjqii (1  i; j  d; i 2 N0): (4.17)
When i = 0, the relation (4:17) holds clearly. Suppose that the relation (4:17)
holds for i. Then we have
tjq
i+1
i = tjqiq
i
i = (qitj   ij)qii
 (qi@yj   ij)qii = @yjqiqii = @yjqi+1i :
By induction, the relation (4:17) holds for any i.
By the relations (4:13) and (4:17), we have
p11    pdd  q11    qdd (i 2 N0): (4.18)
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Now we prove the relation (4:16) by induction on the multi index  2 Nd0. When
 = 0, the relation (4:16) holds because of (4:18). Suppose the relation (4:16)
holds for , then we have
tit
1
1    tdd p11    pdd  ti@1y1    @dyd q11    qdd
= @1y1    @dyd (
Y
j 6=i
q
j
j )tiq
i
i (by (4:14) and (4:15))
 @1y1    @dyd (
Y
j 6=i
q
j
j )@yiq
i
i (by (4:17))
 @yi@1y1    @dyd q11    qdd (by (4:14) and (4:15)):
By induction, the relation (4:11) holds for any .
Finally, the relation (4:12) holds by (4:14); (4:15) and (4:17).
Lemma 4.2.4. The integration ideal J is generated by the dierential operators
(4:7); (4:8); (4:9).
Proof. Note that the ideal I is generated by dierential operators
P`(ti; @ti   yi   2
dX
k=i
xikti) (` = 1; : : : ; s);
@xij   2titj (1  i < j  d);
@xii   t2i ; @yi   ti (1  i  d):
By (4:11), the ideal I is generated by
P`(@yi ; @ti   yi   2
dX
k=i
xik@yk) (` = 1; : : : ; s); (4.19)
@xij   2@yi@yj (1  i < j  d); (4.20)
@xii   @2yi (1  i  d); (4.21)
@yi   ti (1  i  d): (4.22)
We denote by ~J the left ideal generated by (4:7); (4:8); (4:9). Clearly we have
~J  J . If P is a dierential operator in J , then P can be written as
P = Q+
dX
i=1
@tiRi +
dX
i=1
Si (@yi   ti) (Q 2 I; Ri; Si 2 Dxyt) (4.23)
by the denition of integration ideal. The dierential operator Q is written as
a linear combination of the dierential operators (4.19){(4.21) with Dxyt coef-
cients. By the second term of the right-hand side of (4:23), we can assume
without loss of generality that the variables @ti do not appear in these coe-
cients. By the relation (4:12) in Lemma 4:2:3, we can assume that the coecient
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in Q is an element in Dxy. Since any dierential operator in (4.19){(4.21) is an
element of ~J +
Pd
i=1 @ti Dxyt; we can assume Q 2 J .
Consider the equation
P  Q 
dX
i=1
Si(@yi   ti) =
dX
i=1
@tiRi:
We can assume that the variables @t1 ; : : : ; @td do not appear in S1; : : : ; Sd. For
example, if t1@t1 is a term of S2 then we can replace S2 and R1 to S2  t1@t1  1
and R1  t1(@y2  t2) respectively. The term t1@t1 in S2 is removed. In the same
way, we can remove all terms which include @ti .
Expanding both sides and comparing the coecients of @ti , we have
P  Q =
X
Si(@yi   ti):
The right-hand side of this equation is an element of the left ideal J 0 :=Pd
i=1Dxyt  (@yi   ti). Let the weight of ti be 1 and that of other variables
0, and consider a term order  with this weight. The set fti   @yi j1  i  dg
is a Grobner basis of J 0 with the order, so that the initial term of P  Q has to
divide some ti. Since P  Q is in Dxy, we have P  Q = 0. Thus P 2 J .
4.2.2 The case of a non-smooth function
Next we consider the case when f(t) is not smooth. In this case we consider
f(t) as a distribution in the sense of Schwartz ([39]).
Let 
 be a domain dened by
f(x; y)j x is positive deniteg:
For a tempered distribution f on Rd, we can dene a function on 
 as
g(x; y) = hf; exp (h(t; y; x))i: (4.24)
Since exp (h(t; y; x)) is rapidly decreasing with respect to the variable t when
 x is positive denite, the right-hand side of (4:24) is nite.
A holonomic system for (4:24) is given as follows.
Theorem 4.2.5. If dierential operators P1; : : : ; Ps 2 Dt annihilate a tem-
pered distribution f on Rd, then the dierential operators (4:7); (4:8); (4:9) an-
nihilate the function g(x; y) in (4:24). Moreover, the dierential operators
(4:7); (4:8); (4:9) generate a holonomic ideal in Dxy if the dierential operators
P1; : : : ; Ps generate a holonomic ideal in Dt.
Proof. We only need to prove that the dierential operators (4:7); (4:8); (4:9)
annihilate g(x; y). Let P` =
P
ct
@t and P

` =
P
ct
@t . We have
P`(@yi ; yi   2
dX
k=i
xik@yk)hf; exp (h(t; y; x))i
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= hf; P`(@yi ; yi   2
dX
k=i
xik@yk) exp (h(t; y; x))i
= hf; P`(@yi ; @ti) exp (h(t; y; x))i
= hf; P ` ( @ti ; @yi) exp (h(t; y; x))i
= hf; P ` ( @ti ; ti) exp (h(t; y; x))i
= hP`(ti; @ti)f; exp (h(t; y; x))i
= 0:
4.3 Holonomic system associated with the or-
thant probability
In this section we specialize f(t) of the last section to the indicator function of
the positive orthant and we will construct a Pfaan system associated with the
integral (4:2) for the orthant probability.
4.3.1 Generators of the holonomic ideal
At rst, we obtain generators of a holonomic ideal which annihilates (4:2) by
Theorem 4:2:5. Let E be the positive orthant in Rd dened by
t = (t1; : : : ; td) 2 Rdjti  0; (i = 1; : : : ; d)
	
;
and 1E be the indicator function of E. A holonomic ideal which annihilates 1E
is given as follows.
Lemma 4.3.1. The indicator function 1E is annihilated by the following dif-
ferential operators as a distribution.
t1@t1 ; : : : ; td@td (4.25)
The dierential operators (4:25) generate a holonomic ideal J in the ring Dt.
Proof. At rst, we show that the dierential operators ti@ti annihilates the
function 1E . It suces to prove for i = 1. Let '(t) be a rapidly decreasing
function on Rd. Then, we have
 
Z 1
0
@t1(t1'(t))dt1 = 0
for any tj 2 R; 2  j  d. Integrating both sides with respect to the variables
t2; : : : ; td, we have ht1@t11E ; 'i = 0: Therefore, the distribution t1@t11E is equal
to 0.
Next, we show that the left ideal J is holonomic. By the Buchberger's
criterion, we can show that the set of the dierential operators in (4:25) is a
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Grobner basis of J with the weight w = (0; 1). The characteristic variety (see,
e.g. [31], [37]) of J is ch(J) = f(t; ) 2 C2djtii = 0; 1  i  dg: The variety
ch(J) can be decomposed as follows,[
Jf1;:::;dg
f(t; )jti = 0; j = 0; i 2 J; j =2 Jg:
Since the Krull dimension of the each component is d, we have dim(ch(J)) = d
and the ideal J is holonomic.
The function g(x; y) in (4:2) can be written as g(x; y) = h1E(t); exp (h(x; y; t))i:
This is a case of Theorem 4:2:5 in which the distribution f is 1E . A holonomic
ideal which annihilates 1E is given in Lemma 4:3:1. Hence we have the following
theorem for g(x; y) in (4:2).
Theorem 4.3.2. Dierential operators
2
dX
k=1
xik@yi@yk + yi@yi + 1 (i = 1; : : : ; d; xij = xji); (4.26)
@xij   2@yi@yj (1  i < j  d); (4.27)
@xii   @2yi (1  i  d) (4.28)
annihilate the function g(x; y) in (4:2), and generate a holonomic ideal I in the
ring Dxy.
4.3.2 Dierential recurrence formula
Next, we give a Pfaan system associated with (4:2). In order to write the
Pfaan system, we dene new notation. For J  [d] = f1; : : : ; dg, we put
hJ(x; y; x) =
X
i2J
X
j2J
xijtitj +
X
k2J
yktk;
gJ(x; y) =
Z 1
0
: : :
Z 1
0
exp (hJ (x; y; t)) dtJ ;
where dtJ =
Q
j2J dtj . When the set J is empty, we set g; = 1. For example,
the functions are written as follows when d = 2.
gf1;2g(x; y) =
Z 1
0
exp
 
t21x11 + 2t1t2x12 + t
2
2x22 + y1t1 + y2t2

dt1dt2
= g(x; y);
gf1g(x; y) =
Z 1
0
exp
 
t21x11 + y1t1

dt1;
gf2g(x; y) =
Z 1
0
exp
 
t22x22 + y2t2

dt2;
g; = 1:
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Let J be a subset of [d] and put
Qj =  
 
yj + 2
dX
k=1
xjk@yk
!
(j = 1; : : : ; d); (4.29)
Qj;J =  
 
yj + 2
X
k2J
xjk@yk
!
(j 2 J): (4.30)
Lemma 4.3.3. The following equation holds.
QjgJ = Qj;JgJ = gJnfjg (j 2 J): (4.31)
Proof. Since gJ is constant with respect to y` (` =2 J), we have QjgJ = Qj;JgJ .
We assume that J = [d] without loss of generality. Applying Qj to the integrand
of g[d], we have
 
 
yj + 2
dX
k=1
xjk@yk
!
exp (h(x; y; t))
=  
 
yj + 2
dX
k=1
xjktk
!
exp (h(x; y; t))
=  @tj exp (h(x; y; t)) :
Integrating both sides of the equation from 0 to 1 with respect to tj , we have
Qj
Z 1
0
exp(h(x; y; t))dtj = exp
 
h[d]nfjg(x; y; t)

:
Integrating both sides of the equation with respect to the remaining variables,
we have the equation (4:31).
Remark. By Lemma 4.3.3, we have QiQjg = g[d]nfi;jg for i 6= j When the
vector y is equal to zero, this equation can be written as0@2xij + 4 dX
k=1
xikxjk@xkk + 2
X
1k 6=`d
xikxj`@xk`
1A g = g[d]nfi;jg:
By the transformation of parameters with  = (k`) =  12x 1, we have
@
@Jk`

jj 1=2g

= jj 1=2g[d]nfi;jg:
It can be easily checked that this equation corresponds to the classical Schlai's
formula.
For J = fj1; : : : ; jsg  [d]; (j1 < j2 <    < js), we denote
xJ = (xjkj`)1k;`s; yJ = (yj1 ; : : : ; yjs)
T ;
J =  1
2
x 1J = (
J
ij); J = JyJ = (
J
j1 ; : : : ; 
J
js):
The following dierential recurrence formula holds.
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Theorem 4.3.4. For any J  [d].
@yigJ =
(
Ji gJ +
P
j2J 
J
ijgJnfjg i 2 J
0 i =2 J (4.32)
@xijgJ =
8><>:
2@yi@yjgJ fi; jg  J; i < j
@2yigJ fig  J; i = j
0 else:
(4.33)
Proof. For i =2 J , we have @yigJ = 0 since the gJ is constant with respect to yi.
For i 2 J Lemma 4:3:3 implies
Ji gJ +
X
j2J
JijgJnfjg = 
J
i gJ  
X
j2J
Jij
 
yJj + 2
X
k2J
xJjk@yk
!
gJ
=
0@Ji  X
j2J
Jijy
J
j   2
X
k;j2J
Jijx
J
jk@yk
1A gJ :
We have
P
j2J 
J
ijy
J
j = 
J
i by the relation 
J = JyJ and we also have
 2
X
k;j2J
Jijx
J
jk@yk =
X
k2J
ik@yk = @yi ;
since  2JxJ is the identity matrix of size jJ j. Hence, the right-hand side of
(4:32) equals @yigJ .
For fi; jg 6 J , @xijgJ = 0 since the gJ is constant with respect to xij . For
fi; jg  J
@xi;j exp (hJ (x; y; t)) = (2  ij)@yi@yj exp (hJ (x; y; t)) :
Integrating both sides we have the relation (4:33).
By theorem 4.3.4, we have dierential operators @xij   Aij ; @yi   Ai which
annihilate the vector value function G(x; y) = (gJ (x; y))j[d]: Here, Aij and Ai
are 2d  2d matrices with rational function entries. In the next subsection, we
prove that the system of these dierential operators is a Pfaan system in the
meaning of [19, Section 2]. Note that the Pfaan system have no singular point
on
f(x; y)j x is positive denite g: (4.34)
4.3.3 Pfaan system and the holonomic rank
In this section, we give the holonomic rank of the ideal I generated by (4.26){
(4.28), and show that the dierential recurrence formula (4:32) and (4:33) in
the subsection 4.3.2 give a Pfaan system associated with (4:2).
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In this subsection, we denote the ring of dierential operators in the variables
x; y by R. The holonomic rank of I is the dimension of R=RI as a vector space
over the eld of rational functions C(x; y) (see, e.g., [28]).
At rst, we give a lower bound of the holonomic rank. Since the holonomic
rank equals to the dimension of holomorphic solutions of I  f = 0 at generic
points, we can obtain a lower bound of the holonomic rank by constructing
linearly independent functions annihilated by I.
Lemma 4.3.5. The holonomic rank of the ideal I in Theorem 4:3:2 is not less
than 2d, i.e., rank I  2d.
Proof. For a vector " = ("1; : : : ; "d) 2 f1gd, let E" be an orthant
t = (t1; : : : ; td) 2 Rdj"iti > 0 (i = 1; : : : ; d)
	
:
It is enough to show that the following 2d functions are linearly independent
and annihilated by I;
g"(x; y) =
Z
E"
exp (h(x; y; t)) dt:
By an analogous way as in the proof of Lemma 4:3:1, we can show that the
indicator function of E" is annihilated by the dierential operators in (4:25) for
any " 2 f1gd. Analogously to the proof of Theorem 4:2:5, we can show that
the dierential operators (4.26){(4.28) annihilate g"(x; y).
Let c" be a real number for " 2 f1gd, and suppose
P
" c"g" = 0. Multi-
plying both sides of the equation by (2) d=2(det)n 1=2 exp( 12t 1), we
have X
"2f1gd
c"P(E"j;) = 0:
Here, P(E"j;) is the probability of the event E" under the multivariate nor-
mal distribution N(;). Substituting  = t"; (" 2 f1gd) and taking a limit
t! +1, we have
c" = 0
Hence, the functions g"(x; y) are linearly independent.
In order to obtain an upper bound of the holonomic rank of I, we construct
bases of R=RI as a linear space over C(x; y). The bases correspond to the
functions gJ .
For J  [d], we put a dierential operator
PJ =
Y
j02[d]nJ
Qj0 ; (4.35)
where Qj is the dierential operator in (4:29). Note that the dierential opera-
tors Qj commute with each other. By Lemma 4:3:3, we have
PJg = gJ : (4.36)
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Equation (4:36) means that the dierential operator PJ corresponds to the
function gJ . For example, When d = 2 and J = ;, the equation (4:36) is
written as follows.
(y1 + 2x11@y1 + 2x12@y2) (y2 + 2x21@y1 + 2x22@y2) gf1;2g = 1:
Since the dierential operator Qj commutes with @xij  2@yi@yj (1  i < j 
d) and @xii   @2yi (1  i  d), we have the following lemma.
Lemma 4.3.6. The following formulas hold in R=RI.
@xijPJ = 2@yi@yjPJ (1  i < j  d; J  [d]) ; (4.37)
@xiiPJ = @
2
yiPJ (1  i  d; J  [d]) : (4.38)
Proof. For 1  i < j  d and 1  k  d, we have
@xijQk =  @xij
 
yk + 2
dX
`=1
xk`@y`
!
= Qk@xij   2ik@yj   2jk@yi ;
2@yi@yjQk =  2@yi@yj
 
yk + 2
dX
`=1
xk`@y`
!
= Qk2@yi@yj   2ik@yj   2jk@yi :
For 1  i  d and 1  k  d, we have
@xiiQk =  @xii
 
yk + 2
dX
`=1
xk`@y`
!
= Qk@xii   2ik@yi ;
@2yiQk =  @2yi
 
yk + 2
dX
`=1
xk`@y`
!
= Qk@
2
yi   2ik@yi :
Therefore, the dierential operator Qj commutes with @xij   2@yi@yj (1  i <
j  d) and @xii   @2yi (1  i  d). Then we have
(@xij   2@yi@yj )PJ = PJ(@xij   2@yi@yj ) = 0
in R=RI. Similarly we have (@xii   @2yi)PJ = 0:
The following lemma corresponds to Lemma 4:3:3.
Lemma 4.3.7. With the same notations as in Lemma 4:3:3,
QjPJ = Qj;JPJ = PJnfjg (j 2 J; J  [d]): (4.39)
holds in R=RI.
Proof. By denition of PJ , it is clear that QjPJ = PJnfjg. Since @y`Q` 2 I,
@`PJ is in I if ` =2 J . Hence we have
QjPJ =  
 
yj + 2
dX
k=1
xjk@yk
! Y
`2[d]nJ
Q` = Qj;JPJ
in R=RI. Note that Qj and @yk commute if j 6= k.
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Theorem 4.3.8. The following relations hold in R=RI for any J  [d].
@yiPJ 
(
Ji PJ +
P
j2J 
J
ijPJnfjg i 2 J
0 i =2 J; (4.40)
@xijPJ 
8><>:
2@yi@yjPJ fi; jg  J; i < j
@2yiPJ fig  J; i = j
0 else:
(4.41)
Proof. For i 2 J , we can show the equation (4:40) by Lemma 4.3.7 and an
analogous calculation as in the proof of (4.32). For i =2 J , the equation (4.40) is
shown as in the proof of Lemma 4.3.7. By Lemma 4:3:6, we have the equation
(4:41).
Corollary 4.3.9. The set of the dierential operators PJ (J  [d]) in (4:35)
spans the quotient space R=RI as a vector space over C(x; y).
This corollary together with Lemma 4.3.5 establishes the following theorem.
Theorem 4.3.10.
rank I = 2d
4.4 Numerical experiments
In this section we present numerical experiments of our holonomic gradient
method for orthant probabilities. Our experiments show that the holonomic
gradient method is very accurate and fast compared to existing methods.
By theorem 4.3.4, we have an explicit formula for @@tG(x(t); y(t)) when x(t)
and y(t) are smooth functions. In order to evaluate G(x; y) at (x1; y1), we put
x(t) = (1  t)x0 + tx1; y(t) = ty1 0  t  1: (4.42)
Here, x0 is the diagonal matrix whose (i; i)-entry equals to that of x1. The
initial value can be written as
gJ(x(0); y(0)) =
Y
j2J

 
4
xjj(0)
 1
2
: (4.43)
Note that @@tG(x(t); y(t)) does not have singular points on [0; 1] since the Pfaan
system for G(x; y) does not have singular point on (4.34).
The accuracy of the holonomic gradient method can be checked by looking
at the summation
P
"2f1gd P(X 2 E") = 1. Table 4:1 shows errors j1  P
"2f1gd P(X 2 E")j for sample data.
For a correlation matrix R = fijg with ij = ; i 6= j, the orthant probabil-
ity can be written as a one-dimensional integral. Table 4.2 shows the values of
the orthant probability calculated by the one-dimensional integral and HGM for
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Table 4.1: Errors
No. dim error
1 2 1.760124e-08
2 3 5.473549e-08
3 4 3.373671e-08
4 5 2.265284e-09
5 6 1.120033e-08
6 7 7.330036e-09
7 8 8.705609e-09
8 9 2.288549e-09
9 10 5.024879e-10
Table 4.2: Comparing of one-dimensional integral
rho Dunnett HGM error
0.0 0.00097656249807343551 0.000976562500000 1.926564e-12
0.1 0.0065864743711607976 0.006586475124405 7.532442e-10
0.25 0.026603192349344017 0.026603192572268 2.229240e-10
0.5 0.090909089922689604 0.090909086078297 3.844393e-09
certain values of . The dierences of the result of HGM and the one-dimensional
integral are less than 10 06.
Table 4.3 shows averages of computational times of holonomic gradient
method and Miwa's method for 100 sample data. The mean vectors of the
sample data are all zero, and the covariance matrices are randomly generated.
Table 4.3 shows that our holonomic gradient method evaluates orthant proba-
bilities faster than Miwa's method, as the dimension becomes larger.
However, it should be noted that the holonomic gradient method can be very
slow when the mean vector is far away from zero. When the mean vector is far
away from zero and some eigenvalue of the covariance matrix is very small, the
value of the integral (4.2) becomes very large since the parameter y becomes
large. In such a case, the Runge-Kutta method takes a long time.
Table 4.3: Averages of computational times
dim Miwa HGM dim Miwa HGM
5 0.002 0.016 9 6.078 1.050
6 0.011 0.056 10 60.171 2.371
7 0.080 0.154 11 671.370 5.411
8 0.664 0.390 12 - 13.48
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Chapter 5
Probability content of
polyhedra
5.1 Introduction
A convex polyhedron P is the intersection of half-spaces of the d-dimensional
Euclidean space Rd. We are interested in numerical calculation of the proba-
bility P(X 2 P ), where X is a random vector distributed as a d-dimensional
normal distribution with mean  and covariance matrix . When P is the or-
thant fx 2 Rd : xi  0; 1  i  dg in Rd, the probability is called the orthant
probability and can be regarded as a function of  and . By the inclusion{
exclusion identity given in [9] and [27], the probability content of the convex
polyhedron can be written as a linear combination of the orthant probabilities.
For this reason, the literature includes many discussions of methods for eval-
uating the orthant probabilities. For example, [26] proposed a method based
on recursive integration, and [11] and [13] proposed the use of the randomized
quasi-Monte Carlo procedure. For details, see [12]. In [23], the probability con-
tent of a general convex polyhedron was evaluated by calculating the orthant
probabilities.
The motivation of our study is to evaluate the probability content of a convex
polyhedron by a completely dierent and novel approach that uses the holonomic
gradient method (HGM) proposed in [28]. The HGM, which is based on the
theory and algorithms of D-modules, is a method for numerically calculating
denite integrals. It can be applied to a broad class of problems. In fact,
various applications of HGM have been proposed, for example, [15], [40], and
[16]. In order to apply HGM, we need to regard the probability P(X 2 P ) as
a function and provide an explicit Pfaan equation for it. In the case where P
is the orthant and  = 0, the orthant probability is a function of  and Schlai
gave a recurrence formula for it in [38]. In [35], Plackett generalized Schlai's
result for the case where P is the orthant and  6= 0. In [42], we provided a
holonomic system and a Pfaan equation that is associated with the orthant
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probability. Our Pfaan equation corresponds with the reduction formula in
[35] and [10]. In this paper, we generalize our previous results [42] and give
a recurrence formula as a Pfaan equation for the case of a general convex
polyhedron.
Let  = AA> be a Cholesky decomposition of the covariance matrix ,
and let Y be a random vector that is d-variate normally distributed with mean
vector 0 and for which the covariance matrix is the identity matrix. Then, we
have P(X 2 P ) = P(AY +  2 P ), and the set fy 2 Rd : Ay+  2 Pg is also a
convex polyhedron. Hence, it is enough to consider the case in which the mean
vector of X is 0 and the covariance matrix of X is the identity matrix. Under
this assumption, the probability P(X 2 P ) can be written as
P(X 2 P ) = 1
(2)d=2
Z
x2P
exp( 1
2
dX
i=1
x2i )dx1    dxd:
The polyhedron P can be written as
P = fx 2 Rd :
dX
i=1
~aijxi +~bj  0; 1  j  ng; (5.1)
where ~aij and ~bj are real numbers. We wish to study this integral with the
HGM, and as a rst step, we will assume that the convex polyhedron is in the
\general position;" the precise denition of \general position" will be given in
Section 5.3.
Let a be a dnmatrix, and let b be a vector with length n. We are interested
in the analytic properties of the function
'(a; b) =
Z
Rd
exp( 1
2
dX
i=1
x2i )
nY
j=1
H
 
dX
i=1
aijxi + bj
!
dx1    dxd; (5.2)
which is dened on a neighborhood of ~a = (~aij);~b = (~bj). Here, we denote by H
the Heaviside function. Note that this function is an interesting specialization
of the one studied by Aomoto in [2] and Aomoto, Kita, Orlik, and Terao in [4].
For the meaning of the specialization, see Remark 5.6.3, below. In this paper,
we provide a holonomic system and a Pfaan equation associated with this
function. The Pfaan equation is required by the HGM for '(a; b). In order
to explicitly provide the holonomic system, we decompose the function by the
inclusion{exclusion identity associated with the polyhedron P . We also show
that the holonomic rank of the system is equal to the number of nonempty faces
of the polyhedron P . This Pfaan equation is a generalization of the recursion
formula given by Plackett [35]. In addition, the singular locus of the Pfaan
equation is compatible with that of the Schlai function given in [1].
This paper is constructed as follows. In Section 5.2, we will give a brief
explanation of holonomic modules and Pfaan equations. In Section 5.3, we
provide an analytic continuation of the function '(a; b). In section 5.4, we
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prove an existence of an open neiborhood of a given point in general position.
In Section 5.5, we give a system of linear partial dierential equations with
polynomial coecients for the function '(a; b) and show that the system induces
a holonomic module. In Section 5.6, we show that the holonomic rank of the
module is equal to the number of nonempty faces of P and explicitly provide
the Pfaan equation associated with the module.
5.2 Holonomic module and Pfaan equation
Before starting the main discussion, we briey review holonomic modules and
Pfaan equations. For a comprehensive presentation, see [28] and the references
cited therein. We denote by Dx = Chxi; @xi : 1  i  ni the ring of dierential
operators of n variables x1;    ; xn with polynomial coecients. Here, we put
@xi = @=@xi. Let us consider a system of linear partial dierential equations
mX
j=1
Pkjgj = 0 (Pkj 2 Dx; 1  k  m0) (5.3)
for unknown functions g1; : : : ; gm. Let (Dx)
m be the free Dx-module with the
basis fg1; : : : ; gmg, and let N be a Dx-submodule of (Dx)m generated by Pk =Pm
j=1 Pkjgj 2 (Dx)m (1  k  m0). We denote by M the quotient module
(Dx)
m=N .
The set consisting of the holomorphic functions on a domain U  Cn forms
a left Dx-module O(U). For a morphism ' : M ! O(U) of left Dx-modules,
the functions '(g1); : : : ; '(gm) satisfy system (5.3). For this reason, we call
a vector-valued function (g01; : : : ; g
0
m) on U a solution of M when there is a
morphism of Dx-modules ' :M ! O(U) such that '(gj) = g0j (1  j  m).
By the theory of the Grobner basis in Weyl algebra, the characteristic variety
Char(M) of M can be computed explicitly. For details, see [31]. According to
the Bernstein inequality, the Krull dimension of the characteristic variety is not
less than n (see, e.g., [6]). When the dimension of Char(M) is equal to n, the
Dx-moduleM is said to be holonomic. When the system of dierential equations
(5.3) induces a holonomic Dx-module, we call (5.3) a holonomic system.
We denote by Rx the ring of dierential operators of n variables x1;    ; xn
with rational function coecients. The left Dx-module C(x) 
C[x] M is a left
Rx-module, where C(x) is the eld of rational functions. When the module M
is holonomic, C(x) 
C[x] M as a linear space over C(x) has nite dimension.
This value is called the holonomic rank of M , and we denote it by rankM . Let
r be the holonomic rank ofM , and let ff1; : : : ; frg be a basis of C(x)
C[x]M as
a linear space over C(x). Then, there exist rational functions cijk 2 C(x)(1 
i; j; k  r) such that
@xifj =
rX
k=1
cijkfk (1  i; j  r) (5.4)
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in C(x)
C[x]M . Moreover, the matrices ci = (cijk)rj;k=1 (1  i  r) satisfy the
integrability condition
@ci
@xj
+ cicj =
@cj
@xi
+ cjci (1  i; j  r):
We call equation (5.4) a Pfaan equation associated with the holonomic module
M . The union of the zero sets of the denominators of the elements of ci's is
called the singular locus of the Pfaan equation. Note that a Pfaan equation
associated with M depends on the choice of the basis of C(x) 
C[x] M , and it
is not unique.
5.3 Integral representation of the probability con-
tent of a polyhedron
In this section, we show that the function '(a; b) in (5.2) can be regarded as a
real analytic function. Since the Heaviside function H(x) is the hyperfunction
dened by  1
2
p 1 log( z), we can expect the function '(a; b) to be expressed in
terms of a logarithmic function. However, we cannot nd a suitable d-simplex for
the d-form obtained by replacing H
Pd
i=1 aijxi + bj

in the integrand of (5.2)
with   1
2
p 1 log

 
Pd
i=1 aijxi + bj

. In order to overcome this diculty,
we use a decomposition of '(a; b), which will be given in (5.5), and show that
'(a; b) can be written as a linear combination of complex integrals. This implies
that '(a; b) is a real analytic function.
First, let us review some notions of polyhedra. In the remainder of this
paper, we will assume that d and n are positive integers. A subset H  Rd is
called a half-space if H can be written as H = fx 2 RdjPdi=1 aixi + a0  0g
for some ai; a0 2 R. A polyhedron is a nite intersection of half-spaces. An
inequality
Pd
i=1 aixi + b  0 is called valid for P if all the points of P satisfy
the inequality. We call a subset S  Rd an ane subspace if S can be written
as an intersection of hyperplanes. For a subset S  Rd, the ane hull of S is
the smallest ane subspace which contains S, and we denote it by a(S). The
dimension of a polyhedron P is the dimension of a(P ). For details, see [45].
In order to describe the combinatorial structure of a polyhedron, we use the
notion of the abstract simplicial complex [9]. Let F be a set consisting of subsets
of [n] := f1; 2; : : : ; ng. We call F an abstract simplicial complex when J 2 F
and J 0  J implies J 0 2 F . Let F and F 0 be two abstract simplicial complexes.
We say that F is equal to F 0 and denote F = F 0 when F and F 0 are equal as
sets. We say that F and F 0 are equivalent and denote F = F 0 when there is a
bijection  : F ! F 0 such that J1  J2 if and only if (J1)  (J2).
Let P  Rd be a polyhedron, and let F1; : : : ; Fn be all the facets of P . For
each facet Fj , there is a unique half-space Hj  Rd that satises (@Hj) \ P =
Fj and P  Hj (see, e.g., exercise 2.14(iv) of Lecture 2 in [45]). We call
H = fH1; : : : ; Hng the family of the bounding half-spaces for the polyhedron P .
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The nerve of fF1; : : : ; Fng is the abstract simplicial complex dened by
F = fJ  [n] : FJ 6= ;g;
0@FJ := \
j2J
Fj
1A :
We also call F the abstract simplicial complex associated with the polyhedron P .
When F is an abstract simplicial complex associated with a polyhedron P , we
have fjg 2 F for any j 2 [n].
Next, we introduce the notion of a polyhedron in the \general position."
Since we need to consider information for points at innity, we will use the
idea of \homogenization." The homogenization H^ of a half-space H = fx 2
RdjP aixi + a0  0g is dened as
H^ = f(x0; : : : ; xd) 2 Rd+1j
dX
i=0
aixi  0g:
For a family of half-spaces H = fH1; : : : ; Hng, we call H^ = fH^0; H^1; : : : ; H^ng
the homogenization of H. Here, we put H^0 = fx0  0g. We say that a family
of half-spaces H = fH1; : : : ;Hng (or its homogenization H^ = fH^0; : : : ; H^ng) is
in general position when, for J  [n+ 1],
F^J :=
0@\
j2J
@H^j
1A \
0@ n\
j=0
H^j
1A
is a d+ 1  jJ j-dimensional cone (i.e., the ane hull of the cone is d+ 1  jJ j-
dimensional ane space) or f0g. Here, we denote by [n+1] the set f0; 1; : : : ; ng.
This is somewhat analogous to the \general position" for hyperplane arrange-
ments in [3, Chap 2. Section 9], but we emphasize that they are dierent (see
Example 5.3.1). The polyhedron P is in general position when the family H of
the bounding half-spaces of P is in general position.
Example 5.3.1. Let d = 2. We dene Hj (1  j  4) by
H1 :=

(x1; x2) 2 R2 : x1  0
	
; H2 :=

(x1; x2) 2 R2 : x1  1
	
;
H3 :=

(x1; x2) 2 R2 : x2  0
	
; H4 :=

(x1; x2) 2 R2 : x2  1
	
:
Then, the family of half-spaces H := fH1; H2;H3;H4g is in general position.
However, the family of half-spaces H0 := fH1;H2;H3g is not in general position.
In fact, the homogenization of H and H0 can be written as
H^ =
n
H^0; H^1; H^2; H^3; H^4
o
; H^0 =
n
H^0; H^1; H^2; H^3
o
where
H^0 :=

(x0; x1; x2) 2 R2+1 : x0  0
	
;
H^1 :=

(x0; x1; x2) 2 R2+1 : x1  0
	
; H^2 :=

(x0; x1; x2) 2 R2+1 : x1  x0
	
;
H^3 :=

(x0; x1; x2) 2 R2+1 : x2  0
	
; H^4 :=

(x0; x1; x2) 2 R2+1 : x2  x0
	
:
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Calculating F^J for each J  f0; 1; 2; 3; 4g, we can show that H^ is in general
position. For example, the set H^0 \ @H^1 \ H^2 \ @H^3 \ H^4 is a d + 1   2-
dimensional cone, and the set H^0 \ @H^1 \ @H^2 \ H^3 \ H^4 is equal to f0g. On
the other hand, the family H^0 is not in general position since the dimension of
a

@H^0 \ @H^1 \ @H^2 \ H^3

= fx 2 Rd+1 : x0 = x1 = 0g
is not equal to d+ 1  3 = 0.
Hence, the polyhedron
T4
j=1Hj in Figure 5.1(a) is in general position, but
the polyhedron
T3
j=1Hj in Figure 5.1(b) is not in general position.
We note that the hyperplane arrangement f@H1; @H2; @H3; @H4g is not in
general position in the sense of [3], but H is in general position.
Example 5.3.2. Let H5 :=

(x1; x2) 2 R2 : x1 + x2  0
	
. Using the notation
in Example 5.3.1, the family of the half-space fHj : 1  j  5g, which is
shown in Figure 5.1(c), is not in general position. However, the polyhedronT5
j=1Hj is in general position since the family of the bounding half-spaces is
fHj : 1  j  4g.
(a) (b) (c)
Figure 5.1: Examples of polyhedra
Remark 5.3.3. Note that our denition of general position is more restrictive
than that of [27], and it is less restrictive than that of [23]. For example, the
polyhedron
T3
j=1Hj in Example 5.3.1 is in general position by the denition in
[27]; and the polyhedron
T4
j=1Hj in Example 5.3.1 is not in general position by
the denition in [23].
Let P  Rd be a polyhedron. Suppose the family of bounding half-spaces
for P is given by(
x 2 Rd :
dX
i=1
~aijxi +~bj  0
)
(1  j  n):
We denote by ~a the dn matrix (~aij), and by ~b the vector (~b1; : : : ;~bn). Let Fj be
the intersection of P and the hyperplane fx 2 Rd :Pdi=1 ~aijxi + ~bj = 0g. The
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sets F1; : : : ; Fn are all of the facets of P . Let F be the nerve of fF1; : : : ; Fng,
which is the abstract simplicial complex of P .
Edelsbrunner showed the inclusion{exclusion identity for the indicator func-
tion of a polyhedron [9, Lemma 5.1.].
Proposition 5.3.4 (Edelsbrunner). If F is the abstract simplicial complex as-
sociated with a polyhedron P , then the indicator function of P can be written
as
1P =
X
J2F
Y
j2J
 
1Hj   1

:
Example 5.3.5. For the polyhedron
T4
j=1Hj in Example 5.3.1, the inclusion{
exclusion identity can be written as follows:
1T4
j=1Hj
= 1 + (1H1   1) + (1H2   1) + (1H3   1) + (1H4   1)
+ (1H1   1)(1H3   1) + (1H1   1)(1H4   1)
+ (1H2   1)(1H3   1) + (1H2   1)(1H4   1):
The rst term of the right-hand side corresponds to the empty set.
With the Heaviside function H, the Edelsbrunner's identity can be written
as
nY
j=1
H
 
dX
i=1
~aijxi +~bj
!
=
X
J2F
Y
j2J
 
H
 
dX
i=1
~aijxi +~bj
!
  1
!
:
Under the general position assumption, this identity can be generalized as fol-
lows.
Theorem 5.3.6. In the notation above, if the polyhedron P is in general posi-
tion, then there exists a neighborhood U of (~a;~b) such that the equation
nY
j=1
H
 
dX
i=1
aijxi + bj
!
=
X
J2F
Y
j2J
 
H
 
dX
i=1
aijxi + bj
!
  1
!
holds for all (a; b; x) 2 U Rd.
Our proof of Theorem 5.3.6 is technical, and it is independent from the other
parts of this paper; thus, it is given in Section 5.4.
Consider n polynomials fj(a; b; x) =
Pd
i=1 aijxi + bj (1  j  n) with vari-
ables aij ; bj ; xi (1  i  d; 1  j  n), and let
F (a; b; x) =
Y
j2F
(H(fj(a; b; x))  1)
for F 2 F . Note that ;(a; b; x) = 1. We put
'F (a; b) =
Z
Rd
1
(2)d=2
exp( 1
2
dX
i=1
x2i )F (a; b; x)dx (F 2 F):
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By Theorem 5.3.6, the function '(a; b) in (5.2) can be decomposed as
'(a; b) =
X
F2F
'F (a; b) (5.5)
on a neighborhood of (~a;~b) if the polyhedron P is in general position.
In order to give analytic continuations of the function '(a; b), it is enough to
consider 'F (a; b). For F 2 F , let F (a) = (ij(a))i;j2F be an jF j  jF j matrix,
where jF j is the number of the elements in F and
ij(a) =
dX
k=1
akiakj (1  i; j  n):
This is a submatrix of the Gram matrix of a. The matrices F (a) are symmetric
and positive semidenite. Since the function 'F (a; b) can be written asZ
Rd
1
(2)d=2
( 1)jF j exp( 1
2
dX
i=1
x2i )
Y
j2F
H( fj(a; b; x));
we can expect that 'F (a; b) is written by a d-simplex and the d-form
1
(2)d=2
exp( 1
2
dX
i=1
z2i )
Y
j2F
 
log(fj(~a;~b; z))
2
p 1
!
dz:
In fact, we can nd a suitable d-simplex and thus have the following lemma.
Lemma 5.3.7. If the polyhedron P is in general position, then for F 2 F , the
value of 'F (~a;~b) can be written as
X
2f1gjF j
Z

1
(2)d=2
exp( 1
2
dX
i=1
z2i )
Y
j2F
 
log(fj(~a;~b; z))
2
p 1
!
dz: (5.6)
Here, for  2 f1gjF j,  is a smooth map from Rd to Cd. We suppose the
multivalued function log satises log(1) = 0 and the branch cut is fz 2 C :
<(z)  0g.
Proof. Let s be the number of elements in F . By the general position as-
sumption, s is not greater than d. We denote by j(1); : : : ; j(s) all of the
elements of F . Since the polyhedron P is in general position, the vectors
uk = (~a1j(k); : : : ; ~adj(k))
>(1  k  s) are linearly independent . Consequently,
the determinant F (~a) is not zero. Let uk(s < k  d) be an orthonormal
basis of the orthogonal complement of the subspace
Ps
k=1Ruk  Rd. We de-
note the vector uk by uk = (u1k; : : : ; udk)
>. The matrix u = (uij) is regular,
and we set u 1 = (uij). Without loss of generality, we can assume detu > 0.
Under this assumption, we have detu =
pj detF (~a)j. Let "(t) be a positive
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bounded function on R, i.e., inft2R "(t) > 0 and supt2R "(t) <1. For a vector
(1; : : : ; s) 2 f 1; 1gs, we dene  : Rd ! Cd by
j (t) =
dX
i=1
uij
 
iti + i
p 1"(iti)

(t 2 Rd):
Here, we put j = 1 for s < j  d.
By the coordinate transformation wj =
Pd
i=1 uijzi, the integral (5.6) can be
written as
1
(2)d=2
1
jF (~a)j1=2
X
2f1gs
Z
0
exp( 1
2
dX
i=1
(
dX
j=1
ujiwj)
2)
sY
k=1
 
log(wk +~bk)
2
p 1
!
dw;
where 0j(t) = jtj + j
p 1"(jtj) (t 2 Rd): Calculating this integral recur-
sively, we have
1
(2)d=2
1
jF (~a)j1=2
Z
E
exp( 1
2
dX
i=1
(
dX
j=1
ujiyj)
2)dy;
where E = fy 2 Rd : yj + ~bj  0; j 2 Fg. By the coordinate transformation
xi =
Pd
j=1 u
jiyj , the above integral is
1
(2)d=2
Z
fj(~a;~b;x)0;j2F
exp( 1
2
dX
i=1
x2i )dx;
which is equal to 'F (~a;~b).
Moreover, we have the following proposition.
Proposition 5.3.8. Let UF be a domain f(a; b) : detF (a) 6= 0g. The function
'F (a; b) can be written as
X
2f1gjF j
Z

1
(2)d=2
exp( 1
2
dX
i=1
z2i )
Y
j2F

  log(fj(a; b; z))
2
p 1

dz (5.7)
on a connected open neighborhood of (~a;~b) in UF . Here, we suppose the multi-
valued function log satises log(1) = 0 and the branch cut is fz 2 C : <(z)  0g.
Proof. Since det(F (a)) 6= 0, by arguments similar to those in the proof of
Lemma 5.3.7, 'F (a; b) can be written as
X
2f1gjF j
Z
0
1
(2)d=2
exp( 1
2
dX
i=1
z2i )
Y
j2F

log(fj(a; b; z))
2
p 1

dz:
The matrix u0 and the integral path 0 can be constructed similarly.
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We need to show that the above integral is equal to (5.7). There is a smooth
path u(t) (t 2 [0; 1]) in the general linear group of degree d over C such that
u(0) = u and u(1) = u0. The homotopy between  and 0 is given by
j(s)(t) =
dX
k=1
ujk(s)
 
ktk + k
p 1"(ktk)

(t 2 Rd):
Consequently, the value of the integral on the right-hand side of (5.7) does not
change when we change the integral path with 0.
Corollary 5.3.9. The function '(a; b) is a real analytic function, and it has
an analytic continuation along every path in
T
F2F UF .
5.4 Proof of Theorem 5.3.6
In this section, we prove Theorem 5.3.6. For this purpose, we need to present
some notation and some lemmas, most importantly, Theorem 5.4.6. The argu-
ment in the proof of Lemma 5.4.1 is also important, since analogous arguments
will appear repeatedly in the proof of Theorem 5.4.6.
Let a = (a1; : : : ; an) 2 R(d+1)n be a matrix where we denote by aj the j-th
column vector of a. Put a0 := (1; 0; : : : ; 0)
> 2 Rd+1. For a matrix a, we put
Hj(a) :=
(
x 2 Rd :
dX
i=1
aijxi + a0j  0
)
(j 2 [n]);
H(a) := fH1(a); : : : ; Hn(a)g ;
P (a) :=
n\
j=1
Hj(a);
Fj(a) := @Hj(a) \ P (a) (j 2 [n]);
FJ (a) :=
\
j2J
Fj(a) (J  [n]);
F(a) := fJ  [n] : FJ (a) 6= ;g :
Note that Fj(a) is not necessarily a facet of P (a), and F(a) is not necessarily
equivalent to the abstract simplicial complex associated with P (a). For this dif-
culty, we need the notion of families of half-spaces in general position. In fact,
in Lemma 5.4.5, we will show that the abstract simplicial complex associated
with P (a) is equivalent to F(a) under the general position assumption, which
is required by the proof of Theorem 5.3.6.
In order to consider combinatorial structures at the point at innity, we
introduce the following notion: for the abstract simplicial complex F associated
with a polyhedron, the homogenization of F is the abstract simplicial complex
dened by
F^ :=
n
J  [n+ 1] : F^J 6= f0g
o
([n+ 1] = f0; 1; : : : ; ng) :
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Since F  F^ , we have fjg 2 F^ for j 2 [n]. Note that f0g 2 F^ does not hold in
general. The following are the \homogenization" of the notations given in the
previous paragraph. For a matrix a, we put
H^j(a) :=
(
x 2 Rd+1 :
dX
i=0
aijxi  0
)
(j 2 [n+ 1]);
H^(a) :=
n
H^j(a) : j 2 [n+ 1]
o
;
P^ (a) :=
n+1\
j=1
H^j(a);
F^j(a) := @H^j(a) \ P^ (a) (j 2 [n+ 1]);
F^(a) :=
n
J  [n+ 1] : F^J(a) 6= f0g
o
;
F^J(a) :=
\
j2J
F^j(a) (J  [n+ 1]):
For all J 2 [n+1], F^J (a) includes the zero vector. Analogous to the case of the
abstract simplicial complex associated with polyhedra, we have F(a)  F^(a).
For a family of half-spaces in general position, we have the following lemma,
which is required by the proof of Lemma 5.4.5.
Lemma 5.4.1. Suppose H(a) is in general position. Let J  [n]. If J 2 F(a),
then the set FJ (a) is a d  jJ j-dimensional face of P (a). If J =2 F(a), then the
set FJ(a) is empty. In particular, P (a) is a d-dimensional polyhedron.
Proof. If J =2 F(a), it is obvious that FJ(a) = ;. Let us consider the case where
J 2 F(a). Put J = fj(0); : : : ; j(s)g; Jc := [n + 1]nJ . Since H(a) is in general
position, we have F^J(a) = f0g or
F^J(a) ) F^J(a) \ @H^k(a) (5.8)
for any k 2 Jc. In fact, the equality of (5.8) contradicts the assumption about
the dimension when F^J(a) 6= f0g. However, we have F^J (a) 6= f0g, since J 2
F(a) implies J 2 F^(a). Hence, condition (5.8) holds for any k 2 Jc. For k 2 Jc,
take x(k) 2 F^J(a)n@H^k(a). Then the ane combination
1
n+ 1  jJ j
X
k2Jc
x(k)
is an element of
F^J (a) \
 \
k2Jc
int(H^k(a))
!
; (5.9)
where int(S) denotes the interior of S. Since 0 2 Jc, we have
F^J (a) \ fx0 = 1g \
 \
k2Jc
int(H^k(a))
!
6= ;:
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Let x be an element of this set, and let B be an open ball centered at x whose
closure is included in
T
k2Jc int

H^k(a)

. Let x0 be an arbitrary point in fx0 =
1g\Tj2J @H^j(a), and let x00 be an intersection point of @B and the line between
x and x0. Since x00 2 F^J(a) and x0 can be written as an ane combination of x
and x00, we have x0 2 a(F^J (a)): By the arbitrariness of x0, we have
a(FJ(a)) = a

F^J (a) \ fx0 = 1g

=
\
j2J
@H^j(a) \ fx0 = 1g:
Analogously, we have
a(F^J(a)) =
\
j2J
@H^j(a): (5.10)
Since H^(a) is in general position, the left-hand side of (5.10) is a d+1 jJ j-
dimensional cone. Consequently, the vectors aj(1); : : : ; aj(s) are linearly inde-
pendent. Moreover, the vectors a0; aj(1); : : : ; aj(s) are linearly independent.
In fact, if there are cj (j 2 J) such that a0 =
P
j2J cjaj , then we have
0 =
P
j2J cj
Pd
i=1 aijxi + a0j

= 1 for x 2 FJ : Hence, the dimension of
a(FJ) is equal to d  jJ j.
By the argument in the proof of Lemma 5.4.1, when H(a) is in general
position, J 2 F^(a) implies FJ (a) 6= ;. Hence, we have the following corollary.
Corollary 5.4.2. When H(a) is in general position, for J  [n], J 2 F(a)
holds if and only if J 2 F^(a) holds.
Similarly, by the argument in the proof of Lemma 5.4.1, we have the follow-
ing.
Corollary 5.4.3. When H(a) is in general position and J = fj(1); : : : ; j(s)g 2
F(a), the column vectors aj(1); : : : ; aj(s) are linearly independent.
We now review the Farkas lemma in [45].
Proposition 5.4.4 (Farkas lemma). The inequality
Pd
i=1 cixi+ c0  0 is valid
for P (a) if and only if one of the following conditions holds:
(i) There exist j  0 (j 2 [n]) such that
nX
j=1
aijj = ci;
nX
j=1
a0jj  c0 (1  i  d);
(ii) There exist j  0 (j 2 [n]) such that
nX
j=1
aijj = 0;
nX
j=1
a0jj < 0 (1  i  d):
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Note that condition (ii) in the Farkas lemma implies P (a) = ;.
Lemma 5.4.1 and Proposition 5.4.4 imply the following lemma, which is not
required by the proof of Theorem 5.4.6 but is required by that of Theorem 5.3.6.
Lemma 5.4.5. If H(a) is in general position, then the abstract simplicial com-
plex associated with P (a) is equivalent to F(a).
Proof. Note that we assume d  1 and P (a) is a d-dimensional polyhedron. Let
F be a facet of P (a); then there is an inequality
Pd
i=1 cixi + c0  0 valid for
P (a) such that
F = P (a) \
(
x 2 Rd :
dX
i=1
cixi + c0 = 0
)
:
Since P (a) is not empty, condition (ii) in the Farkas lemma does not hold. By
the Farkas lemma, there exist j  0 (j 2 [n]) such thatX
j
aijj = ci;
X
j
a0jj  c0 (1  i  d):
Moreover, there is a unique j which is greater than 0. In fact, if there is not
such a j, then we have ci = 0 (1  i  d). This implies F = P (a) or F = ;.
This is a contradiction.
If there are two indexes j(1) and j(2) such that j(1) > 0, j(2) > 0, and
j(1) 6= j(2), then we have F  P (a) \ @Hj(1)(a) \ @Hj(2)(a): This contradicts
the fact that F is d  jJ j-dimensional.
Therefore, there is a unique j such that aijj = ci; a0jj  c0: Since we
have
0  j
 
dX
i=1
aijxi + a0j
!

dX
i=1
cixi + c0 = 0
for x 2 F , we have c0 = a0jj . Consequently, F = Fj(a).
If Fj(a) 6= ;, then, by Lemma 5.4.1, Fj(a) is a facet of P (a).
Therefore, all the facets of P (a) are given by Fj(a) (fjg 2 F(a)). Conse-
quently, the abstract simplicial complex F(a) associated with P (a) is equivalent
to F(a).
Theorem 5.4.6. Let P  Rd be a polyhedron in general position, let n be the
number of facets of P , and let F be the abstract simplicial complex associated
with P . Then, the set
U =
n
a 2 R(d+1)n : H(a) is in general position and F^(a) = F^
o
is an open set of R(d+1)n.
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Proof. Our proof is given by writing U as an intersection of nite open sets
VJ (J  [n+ 1]):
U =
0@ \
J[n+1]
VJ
1A : (5.11)
STEP 1 . First, we dene VJ . For J = fj(1); : : : ; j(s)g 2 F^ , let VJ consist of
a 2 R(d+1)n such that the vectors aj(1); : : : ; aj(s) are linearly independent and
the set (5.9) includes a nonzero element. For J  [n + 1] such that J =2 F^ , let
VJ be the intersection ofn
a 2 R(d+1)n : F^J(a) = f0g
o
and
n\
j=1
n
a 2 R(d+1)n : aj 6= 0
o
: (5.12)
STEP 2 . Next, we show that the right-hand side of (5.11) includes the left-
hand side. Let J = fj(1); : : : ; j(s)g  [n+ 1].
Suppose J 2 F^ . Let a 2 U ; then we have F^(a) = F^ by the denition of U .
When Jc = ;, the set (5.9) is equal to F^J (a) and includes a nonzero element.
When Jc 6= ;, by an argument analogous to that in the proof of Lemma 5.4.1, we
can show that the set (5.9) includes a nonzero element. Consequently, equation
(5.10) holds. Since the left-hand side of (5.10) is a d+1 jJ j-dimensional ane
subspace, the vectors aj(1); : : : ; aj(s) are linearly independent. Hence, we have
U  VJ (J 2 F).
Suppose J =2 F^ . For a 2 U , it is obvious that F^J(a) = f0g. By the
assumption for F , we have fjg 2 F^ for arbitrary j 2 [n]. By the argument in
the previous paragraph, a 2 U implies aj 6= 0. Hence, we have U  VJ (J =2 F).
Therefore, the right-hand side of (5.11) includes the left-hand side.
STEP 3 . We show that the left-hand side of (5.11) includes the right-hand side.
Suppose a matrix a is included in the right-hand side of (5.11). Let J  [n].
When J 2 F , a 2 VJ implies that the set (5.9) includes a nonzero element.
Hence, we have F^J(a) 6= f0g. When J =2 F , a 2 VJ implies F^J (a) = f0g.
Consequently, we have F^(a) = F^ .
Next, we show that H(a) is in general position. It is enough to show that
F^J (a) is a d + 1   jJ j-dimensional cone or that it is equal to f0g for J =
fj(1); : : : ; j(s)g  [n + 1]. When J 2 F^ , set (5.9) is not empty and equation
(5.10) holds. Since the vectors aj(1); : : : ; aj(s) are linearly independent, the
right-hand side of (5.10) is a d + 1   jJ j-dimensional ane subspace. When
J 62 F^ , we have F^J (a) = f0g. Hence, H(a) is in general position. Therefore,
equation (5.11) holds.
STEP 4 . Let J  [n+ 1]. We show that VJ is an open set.
Suppose J 2 F . Let a 2 VJ . Since the vectors aj(j 2 J) are linearly
independent, there is a subset I  [n] such that jIj = jJ j and the jIj  jJ j
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matrix (aij)i2I;j2J has the inverse matrix (cji)i2I;j2J . Let  : I ! J be a
bijection, then
yk =
(P
i2I ai(k)xi (k 2 I)
xk (k 2 Ic)
denes a coordinate transformation. By this coordinate transformation, the
condition that set (5.9) includes a nonzero element can be written as follows:
there exists y 2 Rd such that8><>:
y 1(j) +
P
i2Ic yiaij = 0 (j 2 J);P
i2I
P
k2J y 1(k)ckiaij +
P
i2Ic aijyi > 0 (j 2 Jc);
y 6= 0:
(5.13)
Let VIJ be the set consisting of a such that the matrix (aij)i2I;j2J is invert-
ible and there exists y satisfying condition (5.13). Then, we have
VJ =
[
I[n];
jIj=jJj
VIJ :
In equation (5.13), the value of yj (j 2 J) is determined uniquely by the value
of the other variables. We can regard (5.13) as a condition for the variables
a; yj(j =2 J). The set VIJ is the projection of the following open subset of
R(d+1)n Rn jJj: the set consisting of (a; yj)j =2J 2 R(d+1)n Rn jJj that
satises (5.13) and in which (aij)i2I;j2J is invertible. This implies that VIJ is
open. Consequently, VJ is an open set.
Suppose J =2 F . There is the isomorphism between the set (5.12) and
Rn>0  (Sd)n. Here, (Sd)n denotes the n-th direct product of a d-dimensional
sphere Sd. Since VJ is closed under the transformation which multiplies column
vectors by positive numbers,
(aij) 7! (jaij); (j 2 R>0);
the image of VJ under the isomorphism is R
n
>0 
 
(Sd)n \ VJ

. It is enough to
show (Sd)n \ VJ is an open set. Since the projection
(Sd)n  Sd ! (Sd)n; (a; x) 7! a
is a continuous map from a compact set to a Hausdor space, it is a closed map.
The set (Sd)nnVJ is the projection of the following closed set of (Sd)n  Sd:
the intersection of (Sd)n  Sd and the subset of R(d+1)n Rd+1 consisting of
(a; x) satisfying (Pd
i=0 aijxi = 0 (j 2 J)Pd
i=0 aijxi  0 (j 2 Jc):
Hence, (Sd)n \ VJ is open.
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Proof of Theorem 5.3.6. With the notation of Theorem 5.4.6, it is enough to
show that for a 2 U , the abstract simplicial complex associated with P (a) is
equivalent to F . Let a 2 U . By Lemma 5.4.5, the abstract simplicial complex
associated with P (a) is equivalent to F(a). By Corollary 5.4.2, F^(a) = F^
implies F(a) = F .
5.5 Holonomic modules
In this section, we explicitly give a system of dierential equations for the func-
tion
P (a; b; x) =
X
F2F
F (a; b; x); (5.14)
and show that the system is holonomic. Since the equation
'(a; b) =
Z
Rd
1
(2)d=2
exp( 1
2
dX
i=1
x2i )P (a; b; x)dx
holds on a neighborhood of (~a;~b), a holonomic system for '(a; b) can be given
as the integration module of a holonomic module associated with
exp( 1
2
dX
i=1
x2i )P (a; b; x):
For more about the integration module, see [6] and [32].
For J  [n], we dene a hyperfunction J by
J = @Jb P (@
J
b :=
Y
i2J
@bi):
Note that ; = P .
Lemma 5.5.1. If J  [n] is not an element of F , then we have @Jb F = 0 for
F 2 F . Consequently, we have J = 0.
Proof. Since F is an abstract simplicial complex, we have J 6 F . Take k 2 JnF ,
then we have @Jb F = 0, since @bk
Q
j2F (H(fj(a; b; x))  1) = 0.
We now provide a system of dierential equations for the J 's. Let g =
(gJ )J2F be a vector whose elements are functions indexed by the set F . Let us
consider the system dened by the following:
@xig
J =
nX
j=1
aij@bjg
J (1  i  d; J 2 F); (5.15)
@aijg
J = xi@bjg
J (1  i  d; 1  j  n; J 2 F); (5.16)
@bjg
J = gJ[fjg (j 2 Jc; J 2 F); (5.17)
fjg
J = 0 (j 2 J; J 2 F); (5.18)
where gJ[fjg = 0 for J [ fjg =2 F .
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Lemma 5.5.2. Let g = (@Jb F )J2F for F 2 F . Then the function g satises
equations (5.15), (5.16), (5.17), and (5.18).
Proof. When F = ;, it is obvious that equations (5.15), (5.16), (5.17), and
(5.18) hold, since ; = 1. Suppose F is not the empty set.
We rst check equation (5.15). Since @bjF (a; b; x) = 0 for j =2 F , we have
@xiF (a; b; x) =
X
j2F
aij@bjF (a; b; x) =
nX
j=1
aij@bjF (a; b; x):
Here, we apply the chain rule for hyperfunctions. The equation above implies
(5.15).
We now show equation (5.16). When j =2 F , both sides of (5.16) are equal
to 0. When j 2 F , we have @aijgJ = xi@bjgJ by the chain rule.
Equation (5.17) holds by Lemma 5.5.1. For J  F , we have
gJ =
Y
k2J
(fk(a; b; x))
Y
k2FnJ
(H(fk(a; b; x))  1) :
This implies (5.18).
By (5.14), we have J =
P
F2F @
J
b F : By this equation and Lemma 5.5.2,
we have the following proposition.
Proposition 5.5.3. The vector-valued function g = (J)J2F satises equations
(5.15), (5.16), (5.17), and (5.18).
Next, we show that the system dened by (5.15), (5.16), (5.17), and (5.18)
for P is a holonomic system. In the remainder of this paper, we will frequently
use the following rings:
Dabx := Chaij ; bj ; xi; @aij ; @bj ; @xi : 1  i  d; 1  j  ni;
Dab := Chaij ; bj ; @aij ; @bj : 1  i  d; 1  j  ni;
C[a; b; x; a; b; x] := C[aij ; bj ; xi; aij ; bj ; xi : 1  i  d; 1  j  n]:
We also use the free modules (Dabx)
jFj; (Dab)jFj, and C[a; b; x]jFj, whose basis
is fgJ : J 2 Fg.
Proposition 5.5.4. Let N be the sub left Dabx-module of (Dabx)
jFj generated
by 0@@xi   nX
j=1
aij@bj
1A gJ (1  i  d; J 2 F); (5.19)
 
@aij   xi@bj

gJ (1  i  d; 1  j  n; J 2 F); (5.20)
@bjg
J   gJ[fjg (j 2 Jc; J 2 F); (5.21)
fjg
J ; (j 2 J; J 2 F): (5.22)
Then, the quotient module M = (Dabx)
jFj=N is holonomic.
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Proof. The principal symbols of (5.19), (5.20), (5.21), and (5.22) are the follow-
ing:
(xi  
nX
j=1
aijbj )g
J (1  i  d; J 2 F); (5.23)
(aij   xibj )gJ (1  i  d; 1  j  n; J 2 F); (5.24)
fjg
J ; bkg
J (j 2 J; k 2 Jc; J 2 F): (5.25)
For J 2 F , let VJ be an algebraic variety dened by
xi  
nX
j=1
aijbj ; aij   xibj (1  i  d; 1  j  n); (5.26)
fj ; bk (j 2 J; k 2 Jc): (5.27)
By [31, Proposition 1], the union
S
J2F VJ includes Char(M). Since the rank
of the Jacobian matrix of (5.26) and (5.27) is nd+ n+ d, the Krull dimension
of VJ is equal to nd + n + d. Hence, the dimension of Char(M) is not greater
than nd+ n+ d.
Let Nq be a Dabx-submodule of (Dabx)
jFj generated by (5.20), (5.21), (5.22),
and 0@xi + @xi   nX
j=1
aij@bj
1A gJ (1  i  d; J 2 F): (5.28)
Proposition 5.5.4 implies that the quotient module Mq = (Dabx)
jFj)=Nq is a
holonomic module. Moreover, the function
qJ(a; b; x) = exp( 1
2
dX
i=1
x2i )
J (J 2 F)
is a solution of Nq (see [41]). By Lemma 5.5.2, the function
exp( 1
2
dX
i=1
x2i )@
J
b F (J 2 F)
is also a solution of Nq for F 2 F .
Calculating the integration module of Nq with respect to x, we have the
following theorem.
Theorem 5.5.5. Let N be the sub left Dab-module of (Dab)
jFj generated by 
@aij  
nX
k=1
aik@bk@bj
!
gJ (1  i  d; 1  j  n; J 2 F); (5.29)
@bjg
J   gJ[fjg (j 2 Jc; J 2 F); (5.30)
(bj +
nX
k=1
dX
i=1
aijaik@bk)g
J (j 2 J; J 2 F): (5.31)
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Then the quotient module M = (Dab)
jFj=N is isomorphic to the integration
module Mq=
P
i=1 @xiMq. Consequently, M is a holonomic module.
Proof. We denote by  the canonical morphism from (Dab)
jFj to the integration
module Mq=
P
i=1 @xiMq. Let Pi = xi + @xi  
Pn
k=1 aik@bk . Since we have
 
@aij   xi@bj

gJ + @bjPig
J =
 
@xi@bj + @aij  
nX
k=1
aik@bk@bj
!
gJ ; (5.32)
fjg
J  
dX
i=1
aijPig
J = (bj +
nX
k=1
dX
i=1
aijaik@bk)g
J ; (5.33)
the Dabx-module Nq is generated by (5.28), (5.21), and 
@xi@bj + @aij  
nX
k=1
aik@bk@bj
!
gJ (1  i  d; J 2 F);
(bj +
nX
k=1
dX
i=1
aijaik@bk)g
J (j 2 J; J 2 F):
Consequently, we have N  ker .
Next, we show the opposed inclusion ker   N . Regarding (Dab)jFj as a
subset of (Dabx)
jFj
, the left Dab-module Nq +
P
@xi(Dabx)
jFj includes ker .
Since the module Nq is generated by (5.20), (5.21), (5.22), and (5.28), the
module Nq +
P
@xi(Dabx)
jFj can be written as
X
2
DabxQ +
X
J2F
dX
i=1
DabxPig
J +
dX
i=1
@xi(Dabx)
jFj: (5.34)
Here, we denote by Q ( 2 ) the dierential operators in (5.20), (5.21), and
(5.22). The left Dab-module (5.34) is equal to
X
2
DabQ +
X
J2F
dX
i=1
DabxPig
J +
dX
i=1
@xi(Dabx)
jFj: (5.35)
Note that the rst term of (5.35) is dierent from that of (5.34). In fact, for
any Pi and the dierential operator in (5.20), (5.21), and (5.22), we have
Pi (@ak`   xk@b`) gJ = (@ak`   xk@b`)PigJ ;
Pi

@bkg
J   gJ[fkg

= @bkPig
J   PigJ[fkg;
Pi
 
dX
k=1
ak`xk + b`
!
gJ =
 
dX
k=1
ak`xk + b`
!
Pig
J :
These equations imply that for any dierential operator Q in (5.20), (5.21),
and (5.22), the operator PiQ is an element of
P
i;J DabxPig
J . Consequently,
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module (5.35) includes xiQ =
Pn
k=1 aik@bkQ+PiQ @xiQ: By induction on
the multi-index  2 Nd0, module (5.35) includes xQ for any  2 Nd0. Hence,
module (5.35) includes (5.34). The opposite inclusion is obvious.
We denote by Q0 ( 2 ) the dierential operators in (5.29), (5.30), and
(5.31). By (5.32) and (5.33), the left Dab-module
X
2
DabQ
0
 +
X
J2F
dX
i=1
DabxPig
J +
dX
i=1
@xi(Dabx)
jFj
is equal to module (5.35). Obviously, this module is equal to the leftDab-module
X
2
DabQ
0
 +
X
2Nd0
X
J2F
dX
i=1
xDabP
0
ig
J +
dX
i=1
@xi(Dabx)
jFj; (5.36)
where P 0i := xi  
Pn
k=1 aik@bk . Note that the module Nq +
P
@xi(Dabx)
jFj is
equal to (5.36). Since ker  is a subset of the intersection of (Dab)
jFj and (5.36),
we have
ker  
X
2
DabQ
0
 +
X
2Nd0
X
J2F
dX
i=1
xDabP
0
ig
J :
Let P 2 ker . Then the element P can be written as Q + R, where Q 2P
2DabQ
0
 and R 2
P
2Nd0
P
J2F
Pd
i=1 x
DabP
0
ig
J . The element P Q = R
is an element of the Dabx-module L :=
P
J2F
Pd
i=1DabxP
0
ig
J . Let  be a lex
order which satises xi  m for 1  i  d and any monomialm 2 Dab. Since the
Grobner basis for L with respect to  is given by P 0igJ : 1  i  d; J 2 F	 ; the
leading term of P  Q must be divided by some xigJ (1  i  d; J 2 F). Since
P Q 2 (Dab)jFj, we have P Q = 0. Therefore, we have ker  
P
DabQ
0
:
5.6 Pfaan equation and holonomic rank
We will evaluate the holonomic rank of M and derive a Pfaan equation as-
sociated with M . The following lemma gives a lower bound of the holonomic
rank.
Lemma 5.6.1. The real analytic functions 'F (a; b), where F runs over the ab-
stract simplicial complex F associated with P , are linearly independent solutions
of M . Consequently, the holonomic rank of M is not less than the number of
the nonempty faces of P .
Proof. By Proposition 5.3.8 and Theorem 5.5.5, it is obvious that the function
'F is a solution of M .
Suppose a matrix ~a = (~aij) and a vector ~b = (~bj) satisfy equation (5.1).
Note that ~aij and ~bj are real numbers. Let U  Cdn be a suciently small
neighborhood of ~a. Note that the function 'F is dened on f(a; b) : a 2 U; b 2
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Cng, by Proposition 5.3.8. We prove the linear independence of these functions.
Suppose F = fF1; : : : ; Fsg and
jF1j  jF2j      jFsj:
We denote 'Fj by 'j . Suppose
Ps
i=1 cj'j = 0 for some complex numbers
cj (1  i  s). Take an arbitrary k such that 1  k  s, and suppose c1 =    =
ck 1 = 0. It is enough to show that ck = 0.
Note that F` 6 Fk for ` > k, since jF`j  jFkj. Dene a(t) and b(t) as
aij(t) = ~aij ; bj(t) =
(
~bj + t j 2 Fk
~bj   t j =2 Fk
; t 2 [0;1):
Since there is an element of F` which is not included in Fk for ` > k, we
have limt!1
Q
j2F` H(fj(a(t); b(t); x)) = 0 for all x 2 Rd. By the Lebesgue
convergence theorem, we have
lim
t!1'`(a(t); b(t)) = 0 (` > k):
Since we have limt!1
Q
j2Fk H(fj(a(t); b(t); x)) = 1 for all x 2 Rd, again by
the Lebesgue convergence theorem, we have limt!1 '`(a(t); b(t)) = 1. By the
assumption of the induction, we have
Ps
j=k cj'j(a(t); b(t)) = 0: Taking the limit
of both sides as t!1, we have ck = 0.
Theorem 5.6.2. The holonomic rank of M is equal to the number of nonempty
faces of P , i.e.,
rank(M) = jFj:
In addition, a Pfaan equation associated with M is given by
@aijg
J =
nX
k=1
aik@bk@bjg
J (1  i  d; 1  j  n; J 2 F); (5.37)
@bjg
J = gJ[fjg (j 2 Jc; J 2 F); (5.38)
@bjg
J =  
X
k2J
jkJ (a)
 
bkg
J +
X
`2Jc
k`(a)g
J[`
!
(j 2 J; J 2 F): (5.39)
Here, (ijF (a))i;j2F is the inverse matrix of F (a). Note that the right-hand side
of (5.37) can be reduced by (5.38) and (5.39).
Proof. We have (5.37) and (5.38) by (5.29) and (5.30), respectively. By (5.30)
and (5.31), the right-hand side of (5.39) can be written as
 
X
k2J
jkJ
 
bkg
J +
X
`2Jc
k`g
J[`
!
=
X
k2J
jkJ
 
dX
`=1
k`@b`g
J  
X
`2Jc
k`@b`g
J
!
=
X
k2J
jkJ
X
`2F
k`@b`g
J = @bjg
J :
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Consequently, we have (5.39).
By (5.37), (5.38), and (5.39), the module C(a; b) 
C[a;b] M is spanned by
gJ (J 2 F) as a linear space over C(a; b), and we have rank(M)  jFj. By this
inequality and Lemma 5.6.1, we have rank(M) = jFj.
Remark 5.6.3. We note that the Heaviside function H
Pd
i=1 aijxi + bj

is
equal to lim!0
Pd
i=1 aijxi + bj

+
as a Schwartz distribution. Thus we may
expect that our integral representation is a \specialization" of the integral
considered in the cohomology groups in [4]. However, we have no rigorous
understanding of this limiting procedure of the twisted cohomology. An in-
teresting observation is that the holonomic rank of M can be smaller than
the dimension of the twisted cohomology group Hd (G;r), where G := Cd  
V
Qn
j=1
Pd
i=1 aijxi + bj

and r is a connection dened in [4]. In our case,
the dimension of the twisted cohomology is
Pd
i=0
 
n
i

. The number of faces of
the polyhedron in general position with n facets can be smaller than this value.
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