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Abstract
This paper presents some methods of representing canonical
commutation relations in terms of hypernite-dimensional matrices,
which are constructed by nonstandard analysis. The rst method
uses representations of a nonstandard extension of nite Heisenberg
group, called hypernite Heisenberg group. The second is based on
hypernite-dimensional representations of so(3). Then, the cases of
innite degree of freedom are argued in terms of the algebra of hy-
pernite parafermi oscillators, which is mathematically equivalent to




In the eld of mathematical foundations of quantum physics, especially of
innite degree of freedom, it is often argued that we need any extensions of
separable Hilbert space as the fundamental mathematical tools, such as the
linear space of generalized functions.
In recent years, another alternative, nonstandard-analytical extension
method, is developed by some authors
1;2;3;4
. The present paper adopts an
approach in use of hypernite-dimensional linear spaces, constructed by non-
standard analysis
5;6
(see Appendix to nd the basic denitions).
This approach also is closely related with that of nite-dimensional quan-
tum physics
7;8;9;10
; nonstandard extensions of nite-dimensional models in
quantum physics turn out to be the powerful tools for the approach.
The purpose of the present paper is representing canonical commutation
relasion (CCR) [Q;P ] = i (let us take the natural unit h = 1), or equiva-
lently, [a; a
y
] = 1 where a = (Q+ iP )=
p
2, in a hypernite-dimensional linear
space. Let  be an innite hypernatural number, and Q and P internal 




as internal linear operators. No standard nite-dimensional matrices
satisfy CCR. By the transfer principle in nonstandard analysis, the fact also
holds for any internal hypernite-dimensional matrices, so we have [Q;P ] 6= i.
Thus we must arrange the standard CCR for hypernite-dimensional matri-
ces. First we consider the following weaker version of CCR: [Q;P ]  i, that
is, k[Q;P ]  ik
1
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2

). We see that the condition never holds
as follows. Suppose the condition holds. Then any eigenvalue  of [Q;P ]
satises   i. This contradicts Tr([Q;P ]) = 0. Now, let us dene the
still weaker notion of representation of CCR by limiting the domain of the
operators Q and P .




be    internal hermitian matrices (k =




which consists only of the













; S) (or of pairs (a
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for any  2 S and k; l = 1; 2; ::: <1.
Hereafter, we will use the following notations.
(1)
?




N) is the set of natural (hypernatural) numbers.
(3) Z(
?
Z) is the set of integers (hyperintegers).
(4) R(
?
R) is the set of real (hyperreal) numbers.
(5) C(
?
C) is the set of complex (hypercomplex) numbers.
II. CANONICAL PAIR OF UNITARY MA-
TRICES
Denition 2.1: Let M(
?
C; ) denote the set of internal    matrices
( 2
?
N). Unitary matrices U; V 2 M(
?














i be a normalized eigenvector of U with eigenvalue c
0
.





















































= 1. Let us assume c
0
= 1.






































































i (k = 0; :::;    1) are com-











































The following proposition follows from these consequences.
Proposition 2.3: The canonical pair of    unitary matrices is unique















Denition 2.2: Let A 2 M(
?





invariant vector of A i hajai <1 and Ajai  jai.
Let I(A) denote the set of all the approximately invariant vectors of A.





Theorem 2.4: If  > 1, then I(U) \ I(V ) is an invariant subspace










holds for any jai 2 I(U) \ I(V ) and m;n 2 Z.
Proof: I(U)\I(V ) is clearly an invariant subspace. Suppose l = 0; 1; ::: <


















































jai  ijai: Q.E.D.









































; I(U) \ I(V )) is a representation of CCR for each m
and n.
We will give some other properties of a canonical pair of unitary matrices.
Denition 2.3: Let K 2 N. Let K be the ring of residue classes of Z
modulo K, i.e., K = Z=KZ. For k; k
0
2 K, k  k
0
stands for the sum of
k and k
0
in K, k 
 k
0
the product of k and k
0
, and 	k the minus k. The
nite Heisenberg group based on K is the group H
K
with the underlying set







) = (k  k
0








The notion of Hypernite Heisenberg group is the nonstandard (internal)





Z for N and Z in the above denition, respectively.








j k; l;m = 0; 1; :::;    1g
The following property is easily seen.











.  is an internal irreducible unitary representation of the hyper-






with coordinates (p; q; t). We makeR
3
into a locally compact







) = (p+ p
0







We call this group the Heisenberg group and denote it by H. The Schodinger




((p; q; t)f)(x) = e
2i(t+qx)
f(x + p)
for all f 2 L
2
(R). This is a realization of Weyl's commutation relation
U(s)V (t) = e
ist
V (t)U(s) where U(s) and V (t) are one-parameter unitary
groups. From the representation of H

, Ojima and Ozawa
1
constructed a
representation of H in a hypernite-dimensional Hilbert space which is uni-
tary equivalent to the Schodinger representation of H. By using this rep-






























(R) (i = 1; 2).
III. SO(3)-REPRESENTATION OF CCR
Standard position and momentum operators x; p with [x; p] = i have the x-p
rotation covariant property, that is,








. This property is essential when dealing with





above have no clear covariant property of this sort. This fact reveals a defect
of these matrices. In this section, we argue another hypernite-dimensional

























generate a p + 1 dimen-












































































(j +m)(j  m+ 1)
We consider the nonstandard version of this representation; let p be an in-
nite hypernatural number, and J
k
be the internal matrices satisfying the













be the subspace nitely spanned by jJ
3
; j  















j <1; n 2 Ng
S is an invariant subspace of P and Q, and
[Q;P ]ji  iji
for each ji 2 S, and hence (Q;P; S) is a representation of CCR.
Proof: The invariance of S is seen from
QjJ
3
























k(2  k=j + 1=j)jJ
3
; j k+1i 2 S
P jJ
3
























k(2  k=j + 1=j)jJ
3
; j k+1i 2 S
And we have [Q;P ]jJ
3







; j   ki = i(1   k=j)jJ
3
; j   ki 
ijJ
3
; j   ki. Q.E.D.
We nd the rotation covariance of these operators;







Moreover, it turns out that this representation is convenient in dealing with
coherent states. Let R(; ) denote the rotation matrix






R(; ) has also the expression
11




















. Dene j; i by j; i = R(; )jJ
3



















; j   ki
If jj
p


































where z = 
p














being the standard bose creation operator
and j0i the vacuum state.
IV. REPRESENTATIONS OF SO(n)
The hypernite-dimensional representation of CCR which has more general
rotation covariance is constructed by hypernite-dimensional representation
of so(n). This section reviews the method of spin representation in use of
Cliord algebra. Let C(R
n
 
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(1) ( 2 R)









) is called Cliord algebra.
























is the unit sphere in R
n
). The following fact is shown.
7
Theorem 4.1: Spin(n) dened by
Spin(n) = f 2 C(R
n
 








; m = 2; 4; :::g







(i; j = 1; :::; n) is a base (of a representation) of so(n).
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3;
:







; i; j = 1; :::; 2:




(this is called the spin representation ).
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 1
also genarate a representation of so(n).
In the next section, we introduce a hypernite representation of so(n),
using these mathematical tools.
V. HYPERFINITE PARAFERMI REPRE-
SENTATION
In this section, we construct a hypernite-dimensional representation of the
algebra of standard innite bose oscillators, that is, the algebra generated by
8
















with the condition that nonzero vector j0i that satises a
k
j0i = 0 is unique
except the scalar multiples (the uniqueness of vacuum). This representation
is constructed by using hypernite internal representations of the algebra of
parafermi oscillators, which is mathematically equivalent to the hypernite-
dimensional spin representation of so(n).
Denition 5.1:
12;13


















































]] = 0: :















are called creation operators of parafermi oscillators of order p. Hy-
pernite annihilation operators of parafermi oscillators are the internal ma-








has given a class of representations of the above commutation
relations of parafermi creation and annihilation operators. In the so-called
Green representation for the cases of order p, the parafermi operators b
k
are











where the Green-component operators b
()
k






























] = 0; ( 6= )




j0i = 0 for all k; :
Green representation is essentially equivalent to the tensor product rep-




















generator of a Cliord algebra (i.e., e
2
i








(i 6= j) hold).
Thus, we can construct a 2
p
-dimensional representation of Green compo-
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-dimensional representations of Green














-dimensional representations of annihilation operators of  parafermi
oscillators of order p. Let us call the above representation of the algebra of





























































's are omitted) is a complete orthonormal system of V . We write the






































































































where n is the number of e
()
k



































































are represented by spin representation, and that their order p is an





















ji < 1, and k 6= l (k; l =








































) and n <1.






















































































































































































































































ji = hjN ji < 1; under this
condition we nd that the number of 's such that hjN
()
ji 6 0 is nite.

























































































































(iii) is shown by the induction for n, using (ii). Q.E.D.
Suppose the number of parafermi oscillators  and their order p are innite
hypernatural numbers. When n
i
is nonnegative integer for any i = 1; 2; ::: <
1, and the number of n
i
's such that n
i



















































; :::i is easily shown, and hence, since N
k
is hermi-





























































































; :::, using (ii) and Lemma 5.1(i). (iv) and (v) are shown
by (iii) and Lemma 5.1(i)(iii). Q.E.D.




































Clearly, every vector in D is a normalized eigenvector of the number operator


















j <1; n 2 N; ji 2 Dg:
The following theorem follows from Lemma 5.1 and 5.2.
Theorem 5.3: (
k
; S) (k 2 N) is a representation of CCR of countably-




















for any ji 2 S. Moreover, the uniqueness of vacuum is satised in the
following sense: if ji 2 S, hji = 1 and 
k
ji  0 for all k 2 N, then
ji  j0i.
APPENDIX: NONSTANDARD ANALYSIS
This section briey outlines the basic notions of nonstandard analysis along
Hurd and Loeb
6
, and reviews some development in the eld of hypernite-
dimensional linear space theory. Let X be a set and P(X) the power set of
X, that is, the set of all subsets of X. The superstructure over X, denoted
by V (X), is dened by the following recursion:
V
0













Let us regard any element of X as a nonset here; hence x 2 V (X) is a set i
x 2 V (X) nX. Let C be the set of complex numbers. V (C) contains all the
structures that we usually use in quantum physics, for instance, separable
Hilbert space H.
V (X) is called a nonstandard extension of V (C) if there exists a map
? : V (C)  ! V (X) satisfying the following conditions:




(3) (Transfer Principle) Let  be a sentence in terms of V (C), and
?





Transfer Principle needs more explanation. Although the exact descrip-
tion of it needs more denitions of some notions in mathematical logic, one
can nd the intuitive meaning of it without them, in an example. A sen-
tence in terms of V (C) is constructed from the symbols for logical con-
nectives :;^;_;);,, quantiers 8; 9, individual variables x; y; z; :::, two
predicates =;2, parentheses (; ), and elements of V (C). We will consider
an example. Let R denote the set of real numbers. Dene G
<
2 V (C) by
G
<
= f(x; y)j x; y 2 R; x < yg, where (x; y) is identied as ffxg; yg.
(8x)(8y)(x 2 R ^ y 2 R ^ (x; y) 2 G
<
) (9z)(z 2 R
^(x; z) 2 G
<
^ (z; y) 2 G
<
))
is a sentence in terms of V (C) because R; G
<
2 V (C). Let  denote this
sentence.  means that R is dense, and hence  is true. The \transfered"
sentence
?
 is as follows:
(8x)(8y)(x 2
?
R ^ y 2
?


















 is true (
?
R is called ?-dense).
u 2 V (X) is called standard if there is x 2 V (C) such that u =
?
x, and




V (C) is the set of
all internal sets. Let A and B be internal sets. Function f : A  ! B is
called internal if the graph of f (i.e., f(x; f(x))jx 2 Ag) is internal. V (X)
is called a countably saturated extension of V (C) if it satises the following
condition:
(Saturation Principle) If countable sequence of internal sets A
j















Let A 2 V (C) nC. From the Saturation Principle, we can show that if






aj a 2 Ag




A is an extended structure of A.
?
A is
called the nonstandard extension of A. By renaming the elements of X, we





for each x 2 C.
15











Let F (C)  V (C) be the set of nite sets, i.e.,
F (C) = fA 2 V (C) nCjA is a nite setg.
An element of
?
F (C) is called a hypernite set . It is shown that if A is a
hypernite set, then there is an initial segment J = fn 2
?
Njn  jg for some
j 2
?
N and a one-to-one, onto internal mapping f : J  ! A. Thus, we will




















C is a proper extension eld of C, and
?
R is an




Z) is called a hypernatural num-
ber (hyperinteger). A hypercomplex number x is called innite if jxj > n for
any n 2 N, nite, jxj < 1, if there is some n 2 N such that jxj < n, and
innitesimal if jxj <
1
n
for any n 2 N.
For any x; y 2
?
C, we will write x  y if jx  yj is innitesimal. For any
nite hypercomplex number x, there is a unique complex number z such that
?
z  x; this z is called the standard part of of x and denoted by

x.
Let A be an internal normed linear space with norm k  k. The principal
galaxy n(A) and the principal monad (0) are dened by
n(A) = fx 2 Aj k x k<1g
(0) = fx 2 Aj k x k 0g
Both of them are linear spaces over C. The nonstandard hull of A is the
quotient linear space
^






for all x 2 n(A), where

x = x + (0). It is shown by the Saturation
Principle that
^
A is a Banach space
6
.
















is a -dimensional internal inner product space with the natural inner
product and the internal norm k  k derived by the inner product. Dene
M =M(
?
C; ), the set of    internal matrices over
?
C, by









as the internal linear operators. Let p
1
be the
operator norm on M, i.e., p
1


















for A = (A
ij
) 2 M. Then  denes an internal inner product (j) on M
by (AjB) = (A

B), for A;B 2 M. Its derived norm called the normalized









Denote by (M; p
1
) and (M; p
2
) the normed linear spaces equipped with these
respective norms. The principal galaxies n
1







) are dened as follows:
n
1





(M) = fA 2Mj p
2
(A) <1g
The principal monads 
1




(0) of (M; p
2




















(0) turns out to be a Hilbert space





























(0) of (M; p
1
) turns out to be
a C

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