As in-vehicle information systems are increasingly able to obtain and deliver information, driver distraction becomes a larger concern. In this paper we propose that informative interruption cues (IIC) can be an effective means to support drivers' attention management. As a first step, we investigated the design and presentation modality of IIC that conveyed not only the arrival but also the priority level of a message. Both sound and vibration cues were created for four different priority levels and tested in 5 task conditions that simulated possible perceptional and cognitive load in real driving situations. Results showed that the cues were quickly learned, reliably detected, and quickly and accurately identified. Vibration was found to be a promising alternative for sound to deliver IIC, as vibration cues were identified more accurately and interfered less with driving. Sound cues also had advantages in terms of shorter response time and more (reported) physical comfort.
INTRODUCTION
In-vehicle information systems (IVIS) are primarily intended to assist driving by providing supplementary information to drivers in real time. IVIS have a wide variety of functions [19] , such as route planning, navigation, vehicle monitoring, traffic and weather updates, hazard warning, augmented signing and motorist service. The development of Car2X communication technology 1 will allow many more functions to become available in the near future. Moreover, when in-car computers have access to wireless internet, IVIS can also assist drivers in tasks that are not driving related, such as email management [10] . However, these IVIS functions could be potentially harmful to driving safety because they impose extra attention demands on the driver and cause distraction to a certain extent. According to a recent large-scale field study conducted over a period of one year [16] , 78% of traffic collisions and 65% of near collisions were associated with drivers' inattention to the road ahead, and the main source of this inattention was found to be secondary tasks distraction, such as interacting with IVIS. Therefore, the design of IVIS should aim to maximize benefits and minimize distraction. To this end, IVIS need to interrupt in a way that supports drivers' attention allocation between multiple tasks.
Supporting users' attention and interruption management has been a design concern of many human-machine systems in complex eventdriven domains. One promising method is to support pre-attentive reference 2 by providing informative interruption cues (IIC) [5, 6, 18] . IIC differ from non-informative interruption cues, because they do not only announce the arrival of events but also (and more importantly) present partial information about the nature and significance of the events in an effort to allow users to decide whether and when to shift their attention. In a study using an air traffic control task [6] , IIC were provided to convey the urgency and modality of pending tasks. Results showed that the IIC were highly valued by participants. The modality of a pending task was used to decide when to perform it in order to reduce visual scanning costs associated with the concurrent air traffic control tasks. Another study on monitoring a water control system applied IIC to present the domain, importance and duration of pending tasks [5] . Participants used the importance to decide whether and when to attend to pending tasks. These findings demonstrate that IIC can be used successfully by operators in complex event-driven environments to improve their attention and interruption management.
In the automotive domain, a large number of studies have been carried out on the design and presentation modality of IVIS messages (e.g. [3, 7, 9, 11, 12, 21] ). However, using pre-attentive reference to help drivers selectively attend to these massages has rarely been investigated. As IVIS are increasingly able to obtain and deliver information, we propose that IIC could be an effective means to minimize inappropriate distractions. IIC inform drivers about the arrival of new IVIS messages and their priority levels associated with urgency and relevance to driving. The perception and understanding of IIC should require minimum time and attention resources. Upon reception of IIC, drivers can have control over whether to attend to, postpone or ignore the messages, depending on the driving demand at the moment. Some messages can be delivered "on demand", meaning that they are not delivered together with IIC but only when the driver is ready (or willing) to switch attention. In this way, the system supports drivers to manage their attention between multiple tasks. To evaluate this proposal, we first need to obtain a set of IIC that meets the criteria of pre-attentive reference [26] and is suited for the driving environment. Then, we need to investigate whether drivers can indeed make use of these IIC to better manage their attention between driving and IVIS messages. This paper presents a study that served as the first step -the design and evaluation of IIC.
Based on the criteria of pre-attentive reference [26] , a set of requirements was collected for the design and evaluation of IIC. First, IIC need to be picked up in parallel with ongoing tasks and activities. Since driving is mainly a visual task, auditory or tactile cues can be better perceived in parallel with driving, because they consume separate perception resources [24] . Second, IIC should provide information on the significance and meaning of the interruption, which in our case is the priority of an IVIS message. Third, IIC should allow for evaluation by the user with minimum time and attention. This means that regardless of the message priority a cue intends to convey, the cue should always be interpreted quickly and easily. Finally, IIC need to be effective in all driving conditions. The attention demand of driving may differ with road, traffic, and weather conditions. The driver can be distracted by radio, music, or conversation with other passengers. Noise in the driving environment may also hinder the detection of cues. Therefore, the effectiveness of our cues needs to be evaluated in various conditions. Sound has been a preferred modality for alerts and interruption cues [25] . However, in environments with rich surrounding sounds, sound cues can go unnoticed. Alternatively, the tactile modality may be more effective for cue delivery [17, 20] . In automotive studies, tactile modalities such as vibration and force were typically used to present alerts and directions (e.g. [22, 23] ). Such tactile signals served as messages but not IIC. Besides, the main informative factor was the location where signals were provided. For example, a vibration signal on the left side of the steering wheel warned the driver of lane departure from the left side [22] . In this study, we intended to apply vibration signals as IIC and convey message priority by the pattern of vibrations rather than the location.
The objective of this study was twofold: 1) to evaluate the design of our cues, including whether they are easy to learn and whether they can be quickly and accurately identified under various types of cognitive load that drivers can encounter during driving; and 2) to compare sound and vibration, aiming to find out which modality is more suitable under which conditions. The remainder of this paper presents the design of the sound and vibration cues, describes the evaluation method, discusses the results and finally presents our conclusions from the findings.
DESIGN OF SOUND AND VIBRATION CUES
We first set up 4 priority levels, numbered from 1 (the highest level) to 4 (the lowest level), and then associated each priority level with certain types of IVIS messages. In fact, any application could make its own associations. In this study, levels 1 and 2 were associated with driving-related information. Level 1 could be assigned to hazard warnings and other urgent messages about traffic or vehicle condition. Level 2 covered less urgent driving-related information, such as a low fuel level or low air pressure in the tires. Levels 3 and 4 were associated with IVIS functions that were not related to driving, such as email, phone calls and in-vehicle infotainment. Then, the aim of cue design was to construct intuitive mappings between features of sound/vibration and the associated priority levels. In other words, the signal-priority mappings should be natural so that they can be learnt with minimum effort.
Sound cues. Sounds are commonly categorized into two groups: auditory icons that are environmental sounds imitating real-world events and earcons that are abstract and synthetic sound patterns. For this study, we chose earcons for the following reasons: 1) earcons offer the flexibility to create different patterns for expressing different meanings, 2) parameters of earcons are known to be associated with perceived urgency, and 3) earcons can share common patterns with vibrations, which allows a better comparison between sound and vibration. Previous studies on the relation between sound parameters and perceived urgency commonly suggest that sound signals with higher pitch, more pulses, and faster pace (shorter inter-pulse interval) are generally perceived as more urgent [1, 4, 14, 15] .
We did not rely on only one feature to convey priority. To reinforce the effectiveness, we combined pitch, number of beeps and pace, and manipulated them in a unified manner. The four sound cues are illustrated in the right column of Figure 2 . From priority 1 to 4, the pitch of the sounds was respectively 800Hz, 600Hz, 400Hz and 300Hz. We kept the pitches in this range because lower pitches were not salient and higher pitches might induce discomfort. All sounds were designed with the same length because duration was not a manipulated feature in this study, and also because this way reaction times to the cues could be better evaluated. Given the fixed duration, the number of pulses and pace were two dependent features, that is to say more pulses in the same duration leads to faster pace. From priority 1 to 4, the number of pulses was respectively 8, 6, 4 and 3, resulting in decreasing paces.
Vibration cues. Several studies have investigated the relation between vibration parameters and perceived priority [2, 5, 8] . Results showed that signals were perceived as more important/urgent when they had higher intensities, a higher number of pulses, and a higher pulse frequency (number of pulses per second). As with sound, we also combined three features of vibration: intensity, number of pulses, and pace. Vibration signals were provided by a vibration motor mounted beneath the seat of a chair ( Figure 1 ). This location was chosen because the seat is always in full contact with driver's body. The vibration motor was taken from an Aura Interactor 3 . It is a high force electromagnetic actuator (HFA), which takes a sound stream as input and generates a fast and precise vibration response according to the frequency and amplitude of the sound.
Four sound input signals were created for the vibration cues (the left column of Figure 2 ). They had the same frequency (50Hz) and length, but different amplitudes that led to different vibration intensities. The intensity for priority 1, 2 and 3 was respectively 2.25, 1.75 and 1.25 times the intensity for priority 4. The number of pulses was also 8, 6, 4 and 3, resulting in decreasing paces from priority 1 to 4. At this step, the evaluation was only focused on the design of cues. It did not involve the IVIS messages or the attention management between driving and the messages. Therefore, we chose to mimic the driving load in a laboratory setting, in order to more precisely control the manipulated variances of task load between conditions. The task set mimicked various types of cognitive load that drivers could encounter during driving. Although this did not exactly resemble a driving situation, it did ensure that all conditions are the same for all participants, leading to more reliable results for the purpose of this evaluation.
EVALUATION METHOD

Tasks
Visual tracking task. Since driving mostly requires visual attention, this task was employed to induce a continuous visual perception load ( to keep the eyes on the "road"). Participants were asked to follow a moving square with a mouse cursor (the center blue square in Figure 3 ). The size of the square was 50 pixel × 50 pixel on a 20" monitor with 1400×1050 resolution. Most of the time, the square moved in a straight line along the x and y axis. At random places, it made turns of 90 degrees. To provide feedback on the tracking performance, the cursor turned into a smiley when it entered the blue square area.
There were 10 tracking trials in total and each of them lasted for 2 minutes. The participants were instructed to maintain the tracking performance throughout the whole experiment, just as drivers should continue to drive on the road. Although this task does not involve vehicle control, it does share common characteristics with driving -the performance may decrease when people pay less at- 
tention to watching the "road", and the visual perception demand of the task can vary in different conditions.
Cue identification task. During the course of tracking, cues were delivered with random intervals. Upon the reception of a cue, participants were asked to click on an answer button as soon as they identified the priority level. This task aimed to show how quickly and accurately participants could identify the cues. Four answer buttons were made for this task, one for each priority level (Figure 3 ). Buttons were color-coded to intuitively present different priority levels. A car icon was placed on the buttons of the drivingrelated levels. There were always 8 cues (2 modalities × 4 priorities) delivered in a randomized order during a 2-minute tracking trial. Note that the four buttons always moved together with the center tracking square. In this way, cue identification imposed minimal influence on the tracking performance.
Task conditions
We set up 5 task conditions (summarized in Table 1 ), attempting to mimic 5 possible driving situations.
Condition 1 (low-load tracking) attempted to mimic an easy driving situation with a low demand on visual perception. The tracking target moved at a speed of 50 pixels per second. During a 2-minute course, the target made 8 turns of 90 degrees, otherwise moving in a straight line. The turning position and direction differed in each course. This tracking task setting was also applied to conditions 3, 4 and 5.
Condition 2 (high-load tracking) attempted to mimic a difficult driving situation where the visual attention was heavily taxed, such as driving in heavy traffic. The tracking target moved at a speed of 200 pixels per second. During a 2-minute course, the target made 32 turns of 90 degrees, otherwise moving in a straight line. The turning position and direction differed in each course.
Condition 3 (radio) attempted to mimic driving while listening to the radio. Two recorded segments of a radio program were played in this condition. Both segments contained a conversation between a male host and a female guest about one kind of sport (marathon and tree climbing). Participants were instructed to pay attention to the conversation while tracking the target and identifying cues. They were also informed about receiving questions regarding the content of the conversation later on.
Condition 4 (conversation) attempted to mimic driving while talking with other passengers. Four topics were raised during a 2-minute trial via a text-to speech engine. They were all casual topics, such as vacation, favorite food, weather and the like. Participants had about 25 seconds to talk about each topic. They were instructed to keep talking until the next topic was raised and generally succeeded in doing so.
Condition 5 (noise) attempted to mimic driving in a noisy condition or on a rough road surface. For auditory noise, we played recorded sound of driving on the highway or on a rough surface. The signal to noise ratio was approximately 1:1. Tactile noise was generated by sending pink noise 4 into the vibration motor. The tactile noise closely resembled the bumpy feeling when driving on a bad road surface, which was verified with a pilot study using 3 subjects. The signal to noise ratios for priorities 1 to 4 were approximately 3:1, 2:1, 1:1 and 0.6:1. Both auditory and tactile noise were always present in this condition.
Subjects and Procedure
Thirty participants, 15 male and 15 female, took part in the experiment. Their age ranged between 19 to 57 years old (mean = 31.6, SD = 9.6). None of them reported any problem with hearing or tactile perception. The experiment consisted of two sessions: a cue-learning session and a task session. After receiving a short introduction, participants started off with learning the sound and vibration cues. They could click on 8 buttons to play the sounds or trigger the vibrations, in any order they wanted and as many times as needed. Learning ended when participants felt confident in being able to identify each cue when presented separatly from the others. Then, a test was carried out to assess how well they had managed to learn the cues. Feedback on performance was given to reinforce learning. At the end of this session, participants filled in a questionnaire about their learning experience. In the task session, each participant performed 10 task trials (2 modalities × 5 conditions) of 2 minutes each. The trial order was counterbalanced. Feedback on cue identification performance was no longer given. During the short break between two trials, participants filled in questionnaires assessing the task load and the two modalities in this previous trial. At the end of the experiment, participants filled in a final questionnaire reporting physical comfort of the signals and the use of features.
Measures
For the cue-learning session, two performance and one subjective measures were applied. 1) Amount of learning: the number of times participants played the sounds and triggered the vibrations before they reported that they were ready for the cue identification test. 2) Cue identification accuracy: the accuracy of cue identification in the test. 3) Association of features with priorities: the subjective judgements on how easy/intuitive it was to infer priorities from each feature. Participants rated the 6 features separately on a Likert scale from 1 (very easy) to 10 (very difficult). Although the pace and the number of pulses were two dependent features in our setting, we still introduced and evaluated both of them, because they were different from a perception standpoint. Drivers may find one of them more effective and reliable than the other.
For the task session, four performance measures were employed: 1) Tracking error: distance between the position of the cursor and the center of the target square (in pixels). Instead of taking the whole course, average values were only calculated from the onset of each cue to the associated button-click response. In this way, this measure better reflected how much cue identification interfered with tracking. 2) Cue detection failure: the number of times a cue was not detected. 3) Cue identification accuracy: the accuracy of cue identification in each task trial. 4) Response time: the time interval between the onset of a cue to the moment of the buttonclick response.
Four subjective measures were derived from the between-trial questionnaire (1 and 2) and the final questionnaire (3 and 4). 1) Ease of cue identification: how easy it was to identify cues in each task trial. Participants rated each task trial on a Likert scale from 1 (very easy) to 10 (very difficult). 2) Modality preference: which modality was preferred for each task condition. Participants could choose between sound, vibration and either one (equally prefer both). 3) Physical comfort: how physically comfortable the sound and vibration signals made them feel. Participants rated the two modalities separately on a Likert scale from 1 (very comfortable) to 10 (very annoying). 4) Features used: which features of sound and vibration participants relied on to identify the cues. Multiple features could be chosen. 4. RESULTS
Cue Learning Session
Amount of learning. The number of times participants played the cues ranged from 12 to 32. On average, cues were played 18.7 times, 9.4 times for sounds and 9.7 times for vibrations. Comparing the four priority levels, ANOVA showed that participants spent significantly more learning effort on level 2 and 3 (5.6 and 5.3 times) than on level 1 and 4 (4.0 and 3.8 times), F(3, 27) = 20.0, p<.001.
Cue identification accuracy. Participants showed high performances in the cue identification test. Twenty-five participants did not make any error in the 16 tasks. The other 5 participants made no more than 3 errors each, mostly at priority levels 2 and 3. On average, the identification accuracy reached 97.8% for sound cues, 99.2% for vibration cues and 98.5% overall.
Association of features with priorities. The average rating scores of the 6 features all fell below 3.5 on the 10-level scale (Figure 4 ), indicating that participants found it fairly easy and intuitive to infer priorities from these features. Sound features were rated as more intuitive than vibration features (F(1, 30) = 6.0, p<.05). For both sound and vibration, pace was rated as the most intuitive feature (sound: mean = 2.2; vibration: mean = 2.7). Number of pulses was rated as significantly less intuitive than pace (mean = 3.3 for both sound and vibration). 
Task Session
Tracking error. Average tracking errors in each condition are shown in Figure 5 . A three-way repeated-measure ANOVA showed that modality, condition and priority level all had a significant influence on the tracking performance (modality: F(1, 29) = 10.6, p<.01; condition: F(4, 26) = 81.5, p<.001; priority: F(3, 27) = 34.4, p<.001). Tracking error was significantly lower when cues were delivered by vibration than by sound. Comparing the 5 conditions, tracking error was significantly the highest in the high-load tracking condition. When tracking load was low, the conversation condition induced significantly higher tracking error than the other 3, between which no difference was found. Among the 4 priority levels, tracking was significantly more disturbed by cues at the higher two priority levels than by cues at the lower two priority levels. This result makes sense because the cues at higher priority levels are more salient and intense; therefore they are more able to drag attention away from tracking during their presentation. Finally, there was also an interaction effect between modality and condition (F(4, 26) = 5.9, p<.01), indicating that vibration was particularly beneficial in the low-load tracking condition. Cue detection failure. Cue detection failure occurred 6 times, which was 0.25% of the total number of cues delivered to all participants in the task session (30×10×8 = 2400). One failure occurred in the conversation condition. The missed cue was a vibration cue at priority level 2. All the other 5 failures occurred in the noise condition. The missed cues were all vibration cues at the lowest priority level. However, considering the fact that the signal-to-noise ratio for level-4 vibration was below 1, only 5 misses (8.3%) is still a reasonably good performance.
Cue identification accuracy. The average accuracy over all task trials was 92.5% ( Figure 6 ), which was lower than the performance in the learning test when cue identification was the only task to perform. A three-way repeated-measure ANOVA revealed that modality, task condition and priority level all had a significant influence on the cue identification accuracy (modality: F(1, 29) = 5.5, p<.05; condition: F(4, 26) = 11.7, p<.001; priority: F(3, 27) = 9.3, p<.001).
Identifying vibration cues was significantly more accurate than sound cues. Taking the low-load tracking condition as a baseline (99.0% accurate), all types of additional load significantly decreased accuracy, among which conversation decreased accuracy the most (12.7% less). Comparing priority levels, levels 1 and 4 were identified more accurately than levels 2 and 3, presumably because their features were more distinguishable. We further analyzed the error distribution over the four priority levels. It turned out that errors only occurred between two successive levels, such as between levels 1-and-2, 2-and-3, and 3-and-4. This result reveals that in design cases where only two priority levels are needed, it would be very promising to apply the current cue design from any two disconnected levels (e.g. 1-3, 1-4, 2-4). Response time. All identification responses were given within 5 seconds from the onset of cues (min. = 1.6s, max. = 4.5s, mean = 2.8s). A three-way repeated-measure ANOVA again showed that modality, task condition and priority level all had a significant influence on this measure (modality: F(1, 29) = 5.9, p<.05; condition: F(4, 26) = 10.6, p<.001; priority: F(3, 27) = 36.9, p<.001). Generally, identifying sound cues was significantly faster than identifying vibration cues. However, one exception was in the radio condition (see Figure 7) , causing an interaction effect between modality and task conditions (F(4, 26) = 4.1, p<.01). Comparing conditions, response was the fastest in the low-load condition and the second fastest in the noise condition. No significant difference was found between the other 3 conditions. Regarding priority levels, there was a general trend of "higher priority, faster response", suggesting that participants indeed perceived the associated levels of priority/urgency from the cues. Level-1 cues were identified significantly faster than the others. The level-1 sound was particularly able to trigger fast responses, possibly because it closely resembled alarms. Ease of cue identification. Average rating scores for each condition are shown in Figure 8 . ANOVA showed that rating scores were significantly influenced by task condition (F(4, 26) = 35.3, p<.001) but not by modality (F(1, 29) = 3.4, p= n.s.). Not surprisingly, cue identification was significantly the easiest in the low-load tracking condition. In contrast, identifying cues while having a conversation was significantly the most difficult, which was in line with the lowest accuracy in this condition ( Figure 6 ). There was also a significant difference between the radio and the high-load condition. Modality preference. Table 3 summarizes the number of participants who preferred sound or vibration or either of these in each task condition. Except in the radio condition, sound was preferred by more participants than vibration. Physical comfort. The average scores of sound and vibration both fell below 4 on the 10-level scale (sound: mean = 2.9, sd = 1.5; vibration: mean = 3.8, sd = 1.8). A paired-sample t-test revealed a significant difference between the two modalities (t(29) = 2.2, p<.05), indicating that paticipants found sound cues more comfortable than vibration cues.
Features used. Participants made multiple choices on the feature(s) they relied on to identify the cues. As Table 4 shows, a majority of participants (90%) made use of more than one sound feature and more than one vibration feature. This result suggests that combining multiple features in a systematic way was useful. This design choice also provided room for each participant to selectively make use of those features that he/she found most intuitive and reliable. Table 5 further shows how many participants used each feature. 
Discussion
With respect to our research objectives, the results are discussed from two perspectives: the effectiveness of cue design and the modality choice between sound and vibration.
Effectiveness of cue design. Various measures consistently showed that the design of our cues could be considered effective. They also indicated directions in which further improvements could be achieved. First, in the learning session, all participants spent less than 5 minutes on listening to or feeling the cues, before they felt confident enough to tell them apart from each other. In the cue identification test afterwards, accuracy reached 97.8% for sound cues and 99.2% for vibration cues. These results clearly show that the cues were very easy to learn. Participants also found it fairly easy and intuitive to infer priorities from the 6 features.
Second, cues were successfully detected in 99.8% of cases. Due to a low signal-to-noise ratio (<1), the detection of the level-4 vibration cue was affected by the tactile noise that mimicked the bumpy feeling when driving on a bad road surface. This is probably also due to the fact that both signal and noise were provided from the chair. Signal detection in a bumpy condition can be improved by providing vibrations to other parts of the body which are not in a direct contact with the car, such as the abdomen / the seat belt.
Third, cues were identified quickly and accurately. All cues were identified within 5 seconds from the onset. The average response time was 2.8 seconds (1.3 seconds after offset). The higher the priority level, the faster the response, suggesting that participants indeed perceived the associated levels of priority from the cues. The average identification accuracy over all task trials reached 92.5%.
Compared to the learning test where the only task was to identify cues, the accuracy was not decreased by the low-load tracking task alone (99.0%). However, all types of additional load harmed the accuracy to some extent. Having a conversation had the largest impact, resulting in the lowest accuracy (86.3%). This result suggests that cognitive distractions induced by talking to passengers or making phone calls are the most harmful to the effectiveness of cues.
Fourth, combining multiple features in a systematic way was found to be useful, because 90% of the participants relied on more than one feature of sound and vibration to identify cues, indicating a synergy between the combined features. This design also provided room for each participant to selectively make use of the features that he/she found more intuitive and reliable. Pace was rated as the most intuitive to convey priorities. However, number of pulses was used by the largest number of participants (86.7%). The reason might be that number of pulses is a clearly quantified feature, and thus is more reliable when the user is occupied with other concurrent activities. However, care should be taken for this interpretation, because due to the synergy between features, participants might not be able to exactly distinguish which feature(s) they had used.
Finally, the distribution of cue identification errors over four priority levels showed that more errors occurred at levels 2 and 3 than at 1 and 4. Moreover, all errors occurred between two successive levels, such as 1-2, 2-3 and 3-4. To further improve the effectiveness of cues, the features of sound and vibration need to have a larger contrast between two successive levels. In the current design, the contrast between any two disconnected levels (e.g. 1-3, 1-4, 2-4) can be a good reference for creating highly distinguishable cues.
Sound vs. Vibration. The comparison between sound cues and vibration cues is not clear-cut. On the one hand, vibration interfered less with the on-going visual tracking task than sound cues. Vibration cues were identified more accurately than sound cues in all task conditions and at all priority levels. The advantage of vibration over sound was particularly pronounced in the radio condition, where it was shown by all measures (though not always significantly). These findings show that vibration is certainly a promising modality for delivering IIC. On the other hand, several measures also showed an advantage of sound over vibration. In all task conditions except one (the radio condition), sound cues were identified faster and were reported as easier to distinguish than vibrations. The response to the level-1 sound cue was particularly fast. Sound was also preferred by a higher number of participants than vibration. Moreover, participants felt more physically comfortable with sound cues than with vibration cues.
The advantages of sound found in this study might be related to the fact that sound has been a commonly used modality to deliver alerts, notifications and cues. People are very used to all kinds of sound signals in the living environment and are trained to interpret them. For example, a fast paced and high pitched sound naturally reminds people of danger alarms. In contrast, the tactile modality is still relatively new to human-machine interaction, so people have relatively less experience in distinguishing and interpreting the patterns in tactile signals. This might explain why participants in this experiment spent more time and (reported) effort on identifying vibration cues, though they performed more accurately.
Overall, our results suggest that both sound and vibration should be included as optional modalities to deliver IIC in IVIS. When to use which modality is a situation dependent choice. Based on our results, vibration seems to be more suitable when 1) the driver is listening to radio programs while driving, 2) sound in the car (e.g. music) or surrounding noise is loud, 3) the presented message is not highly urgent. Vibration might also be better when there are other passengers in the car, because it is private to the driver. On the other hand, sound might be more suitable when 1) the message to be presented is highly urgent, and 2) the road is bumpy. Furthermore, there might be some situations where using both modalities is necessary. For example, both sound and vibration can be used when the driver is actively involved in a conversation, because the effectiveness of a single modality could be significantly decreased by cognitive distractions. Highly urgent messages such as local danger warnings can also be cued via both modalities, so that both fast response and correct identification can be achieved. When using both modalities, signals from the two channels need to be well synchronized in order not to cause confusion. The tentative suggestions proposed here need to be further validated in a driving task setting.
CONCLUSIONS
We designed a set of sound and vibration cues to convey 4 different priorities (of IVIS messages) and evaluated them in 5 task conditions. Experimental results showed that the cues were effective, as they could be quickly learned (< 5 minutes), reliably detected (99.5%), quickly identified (2.8 seconds after onset and 1.3 seconds after offset) and accurately identified (92.5% over all task conditions). Vibration was found to be a promising alternative for sound to deliver informative cues, as vibration cues were identified more accurately and interfered less with the ongoing visual task. Sound cues also had advantages over vibration cues in terms of shorter response time and more (reported) physical comfort. The current design of cues seems to meet the criteria of pre-attentive reference and is effective under various types of cognitive load that drivers can encounter during driving. Therefore, it is a promising (but by no means the only or the best) solution to convey the priority of IVIS messages for supporting drivers' attention management.
Real driving environments can be more complex and dynamic than the ones investigated in this study. For example, drivers may have radio, conversation, and noise all at the same time. We predict that cue identification performance will decrease when driving load increases or more types of load are added. To make the cues more effective in high load conditions, the features of sound and vibration need to have a larger contrast between different priority levels. The contrast between two disconnected levels in the current design can be a good reference. Our next step is to apply the cues to a driving task setting in order to further evaluate their effectiveness and investigate their influence on drivers' attention management.
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