On final coalgebras of continuous functors  by Adámek, Jiřı́
Theoretical Computer Science 294 (2003) 3–29
www.elsevier.com/locate/tcs
On nal coalgebras of continuous functors
Ji$r%& Ad%amek 1
Technical University of Braunschweig, Postfach 3329, 38023 Braunschweig, Germany
Abstract
Continuous endofunctors F of locally nitely presentable categories carry a natural metric
on their nal coalgebra. Whenever F(0) has an element, this metric is proved to be a Cauchy
completion of the initial algebra of F . This is illustrated on the poset of real numbers represented
as a nal coalgebra of an endofunctor of Pos by Pavlovi%c and Pratt. Under additional assumptions
on the locally nitely presentable category, all nitary endofunctors are proved to have a nal
coalgebra constructed in ! + ! steps of the natural iteration construction. c© 2002 Elsevier
Science B.V. All rights reserved.
Keywords: Final coalgebra; Continuous functor; Cauchy completion; Complete metric space
1. Introduction
Important data types are dened via initial algebras (typical for nite data types)
or nal coalgebras (typical for potentially innite data types) of suitable functors
F :K→K. Here K is a category of data types and structure-preserving maps under
investigation. Typically K is a locally presentable category in the sense of a Gabriel
and Ulmer [9]. Besides the basic category K=Set of sets, other locally presentable
categories widely used are Pos, the category of posets and order-preserving functions,
CPO, the category of complete partial orders and strict, continuous functions, etc. It
is well-known that depending on the internal structure of the category K, there is a
connection between a nal coalgebra, T , and an initial algebra, I , of the given endo-
functor:
(a) For categories K enriched over complete metric spaces all “reasonable” functors
have a unique xed point, thus, I ∼= T , see [3, 6];
(b) For categories K enriched over complete partial orders all “reasonable” functors
have I ∼= T , see [11].
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Surprisingly, also devoid of any a priori structure, there is a connection, as proved by
Barr in [8]:
(c) For bicontinuous endofunctors of Set, T is a Cauchy completion of I in a natural
metric.
For (c) recall that a functor is called:
continuous if it preserves limits of !op-sequences
and
bicontinuous if it is continuous and preserves colimits of !-sequences.
For example, the polynomial endofunctors of Set
FX =
∐
j∈J
X Bj
(where the exponents Bj are constant sets forming the given signature) is always con-
tinuous: each functor X Bj preserves all limits, and a coproduct of continuous functors
is continuous. And the above functor F is bicontinuous if all of the exponents Bj are
nite.
It is well-known that for a continuous endofunctor F a nal coalgebra is obtained
via a limit of the !op-sequence
1 !←F1 F(!)← F21 F
2(!)← · · · ; (1)
where ! :F1→ 1 is the unique morphism with 1 terminal in K. The idea of Barr for
(c) above was to consider each Fn1 as a discrete metric space and then to equip the
limit T = lim Fn1 with the (non-discrete) metric of limits of metric spaces. Now F ,
being bicontinuous, has an initial algebra obtained as a colimit of the !-sequence
0 !→F0 F(!)→ F20 F
2(!)→ · · · ; (2)
where 0 is initial inK. In case F0=0 the result is I =0, and no interesting connection
between initial algebra I and nal coalgebra T can be expected. Thus, for (c) above,
Barr needed the assumption that F∅ = ∅. Then he showed that T with the above metric
is a Cauchy completion of I considered canonically as a subspace. (Recall that a
Cauchy completion of a metric space M is a dense isometric embedding of M into
a metric space M ′ in which every Cauchy sequence converges. This space M ′ exists
and is unique up to isomorphism.)
Example. The polynomial functor FX =
∐
j∈J X
Bj fulls F∅ = ∅ iM some of the expo-
nents is empty. That is, the set
J0 = {j ∈ J ;Bj = ∅}
is a proper subset of J . It is well-known that
(a) A nal coalgebra, T , can be described as the coalgebra of all properly labelled
ordered trees. Properly labelled means: every node with n¿0 children is labelled
by some element of Bj where card Bj = n, and every leaf is labelled by an element
of J − J0.
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(b) An initial algebra, I , can be described as the algebra of all nite-branch, properly
labelled trees, i.e., all properly labelled trees whose branches are nite.
Here I carries a natural metric, studied by Arnold and Nivat [7]: the distance of distinct
trees t; t′ ∈ I is 2−k for the largest k such that t and t′ agree on all levels up to k. And
T is, then, a Cauchy completion of I (under the same metric).
In the current paper we generalize (c) above in two directions: rstly, we show that
the result holds for all continuous (not only bicontinuous) set functors. Secondly, we
prove that it extends to virtually all locally nitely presentable categories. Recall that
the concept of locally nitely presentable categories, see [9], is dened via ltered
colimits as follows. A ltered colimit is a colimit of a diagram D :D→K whose
domain category D = ∅ is ltered, i.e., has the property that (a) for every pair of
objects d1; d2 there exists a cospan d1→d←d2 in D and (b) for every parallel pair
of morphisms there exists a coequalizing morphism in D. (Thus, !-colimits, and more
generally chain colimits, are ltered colimits. And ltered colimits can be reduced to
chain colimits, see [4].) An object B of a category is called 1nitely presentable if
the hom-functor hom(B;−) preserves ltered colimits. For example, a set B is nitely
presentable in Set iM it is nite; the same is true for objects of Pos. In an equational
class of algebras, B is nitely presentable iM it can be presented by nitely many
generators and nitely many equations. And a category K is called locally 1nitely
presentable if it is complete and has a (small) set B of nitely presentable objects
such that every object of K is a ltered colimit of objects of B. (Example: K=Pos,
the category of posets and order-preserving functions, is locally nitely presentable: take
B=nite posets). In such a category K every object K is determined by the hom-sets
hom(B; K) for B∈B. (Example: in Pos the underlying set of a poset K is hom(1; K),
and its ordering is hom(2; K), where 2 is the 2-element chain.) Thus, the generalization
we present here works with these hom-sets: given a continuous endofunctor of a locally
nitely presentable category K, we have a limit in K; T = lim Fn1, thus, a limit in
Set as follows:
hom(B; T ) ∼= lim hom(B; Fn1); B ∈ B:
We equip these hom-sets with the metric of a limit of the discrete spaces hom(B;
Tn1). We then show that the structure of an initial algebra I , i.e., the hom-sets
hom(B; I) ,→ hom(B; T ) (B ∈ B)
canonically embedded into the above limit spaces, determine the structure of T in
Barr’s sense:
hom(B; T ) is a Cauchy completion of hom (B; I) for every B ∈ B:
For example, for a continuous functor
F : Pos→ Pos
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a terminal coalgebra T carries a metric of T = lim Fn1 and
(a) the underlying set of T is a Cauchy completion of the underlying set of I—apply
the above to B=1
but moreover,
(b) the ordering of T is determined by that of I (i.e., x6y in T if there are Cauchy
sequences (xn) and (yn) in I with x= lim xn; y= lim yn, and xn6yn for each n)
—apply the above to B=2.
We illustrate this on the fascinating example of real numbers as nal coalgebras (for
K=Pos) recently presented by Pavlovi%c and Pratt [10]: for one of their endofunctors
of Pos we observe that an initial algebra is the subposet of all dyadic rational numbers.
Very little is requested of the underlying category K for our generalization: it is
suPcient that K be locally nitely presentable and the unique morphism 0→ 1 be a
(strong) monomorphism. Also the assumptions on the endofunctor are very mild: F
should be a continuous functor preserving (strong) monomorphisms and such that F0
has an element (i.e., a morphism 1→F0 exists). Unfortunately, the results presented
here do not seem to generalize to locally innitely presentable categories such as the
category CPO.
We conclude our paper by proving a result concerning functors that are nitary
but not necessarily continuous. Example: the nite power-set functor Pn :Set→Set.
We have shown in [2] that the above !op-chain (1) is not suPcient for Pn, i.e.,
a nal coalgebra T does not have the form limn¡! Fn1. Recently, Worrell proved
that to obtain a nal coalgebra for Pn one needs precisely ! + ! (= 2!) steps, see
[12]. We present a generalization of his result to endofunctors of locally nitely pre-
sentable categories satisfying some side conditions—we call these categories strongly
locally nitely presentable. Examples: Set, Pos, Vec (vector spaces), Gra (graphs);
non-examples: Ab (Abelian groups), Un (unary algebras). We prove that every ni-
tary endofunctor of a strongly locally nitely presentable category has a nal coal-
gebra obtained in 2! iterations; the rst ! steps, see (1) above, are the stage of
“building up”, and in the next ! steps a “reduction” is performed: these
steps
F!1 = lim
n¡!
Fn1← F(F!1)← F2(F!1)← · · ·
are formed by strong monomorphisms, and the resulting limit is thus an intersection
of the subobjects of F!1:
T =
⋂
n¡!
Fn(F!1):
This is true for all nitary endofunctors preserving strong monomorphisms and epimor-
phisms. The proof heavily uses the mentioned result of Worrell. This seems to be the
rst computer science application of the transnite constructions of initial (or dually
nal) algebras introduced in [1]; we recall this brieQy in Section 2.
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2. Preliminaries
2.1. The aim of the present section is to recall some basic concepts related to ini-
tial algebras, nal coalgebras and locally nitely presentable (LFP) categories needed
below.
A category K is called chain-cocomplete if every chain, i.e. a diagram (Di)i¡a
indexed by an ordinal , has a colimit. This includes the case =0, i.e., every chain-
complete category has an initial object, 0. Dual concept: chain-complete; this includes
a terminal object, 1.
2.2. Initial-algebra chain. Let F be an endofunctor of a chain-cocomplete category
K. If F preserves colimits of !-chains, then an initial algebra FI→ I is obtained by
iteration the unique morphism ! : 0→F0 !-times, i.e., I is a colimit of the !-chain
(2), and the algebra morphism FI→ I is the canonical isomorphism
FI ∼= colim
n¡!
F(Fn0) ∼= colim
0¡n¡!
Fn0 ∼= I:
In general, it is necessary to iterate beyond !: the following transnite chain Fi0 (i∈
Ord) has been introduced in [1] (where the more general chain constructing a free
algebra over an object K ∈K is considered; our case is K =0).
Initial step: F00= 0
F10=F0
! : 0→F0 is the unique morphism
Isolated steps: Fi+10=F(Fi0);
given a connecting map Fi0→Fj0, its F-image is the connecting map
Fi+10→Fj+10
Limit steps: Fi0= colimj¡i Fj0 for limit ordinals i, with the colimit cone Fj0→Fi0
forming the connecting maps (for all j¡i)
We call this chain an initial algebra chain. Whenever it converges in i steps, i.e., the
connecting map Fi0→Fi+10=F(Fi0) is an isomorphism, then the inverse, F(Fi0)→
Fi0 denes an initial algebra; shortly,
I = Fi0:
2.3. Final-coalgebra chain is the dual concept of the above one. Let F be an end-
ofunctor of a chain-complete category. If F is continuous, i.e., preserves limits of
!op-chains, then a nal coalgebra T→FT is obtained by iteration of the unique mor-
phism ! :F1→ 1!-times, i.e., T is a limit of the !op-chain (1); shortly T = lim Fn1.
But for general functors we may iterate beyond !, dening a transnite chain
Fi1 (i ∈ Ord)
dually to the transnite chain Fi0 above; in particular, the rst ! steps are the !op-
chain (1). And we say that the nal-coalgebra chain converges in i steps if Fi1←Fi+11
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=F(Fi1) is an isomorphism. In that case, T =Fi1 is a nal coalgebra obtained by
inverting that isomorphism.
2.4. Canonical maps connect the initial-algebra chain and the nal-algebra chain; de-
note by
u : 0→ 1
the unique morphism. The rst !-steps of the connection are given as follows:
(3)
In general, we dene
ui : Fi0→ Fi1 (i ∈ Ord) (4)
by transnite induction as follows:
u0 = u : 0→ 1;
ui+1 =Fui :F(Fi0)→F(Fi1);
ui : colimj¡i Fj0→ limj¡i Fj1 is, for every limit ordinal i, dened as the unique
morphism for which the following diagrams:
commute.
Observe that the above diagram commutes for all pairs i; j ordinals (not only in case
i is a limit ordinal).
2.5. Observation. Let K be a chain-complete and chain-cocomplete category which is
well-powered (i.e., every object has only a set of subobjects). Assume that each ui is
a monomorphism. Then whenever the nal-algebra chain converges, so does the initial
algebra chain, and it results in a canonical subobject
Tu : I → T:
In fact, suppose T =Fk1 (i.e., the nal-coalgebra chain converges in k steps). For each
i¿k we have a monomorphism
Fi0
ui→Fi1 ∼= Fk1 (5)
and this forms a compatible cocone—thus, since K is well-powered, the chain Fi0
converges yielding I =Fi0 for some i¿k. We then denote by Tu :Fi0→Fk1 the
monomorphism (5).
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2.6. A category K is called locally 1nitely presentable (LFP) provided that it is
cocomplete and has a set B of nitely presentable objects such that every object of
K is a ltered colimit of objects from B. It follows that
(a) K is complete, well-powered, and cowellpowered;
(b) K has, up to isomorphism, only a set of nitely presentable objects
and
(c) K has (epi, strong mono)-factorization of morphisms.
All these facts can be found in [9] or [4].
Recall that a monomorphism m :A→B is called strong provided that it has the fol-
lowing diagonalization property w.r.t. all epimorphisms e : x→y: in every commutative
square
there exists d :Y →A with u=de and v=md.
2.7. Recall further that an object A is called 1nitely generated provided that
hom(A;−) preserves ltered unions (i.e., colimits of ltered diagrams where all con-
necting morphisms are monomorphisms). For example, in Set, Pos or Gra, the nitely
generated =nitely presentable objects are precisely the nite ones. And in an equa-
tional class of algebras, an algebra A is nitely generated if it is generated (in the
usual algebraic sense) by a nite set of elements. Whereas A is nitely presentable if
it can be presented by nitely many generators and nitely many equations.
In a locally nitely presentable category an object is nitely generated iM it is a
quotient of a nitely presentable one.
3. Final coalgebras of continuous functors
3.1. In the present section we consider a locally nitely presentable category K and
an endofunctor F :K→K which is continuous, i.e., preserves limits of !op-chains.
Then F has nal coalgebra
T = lim
n¡!
Fn1:
In case K=Set, the idea of Barr was to consider Fn1 as a discrete metric space
and equip T with the metric of limits of metric spaces. In a general locally nitely
presentable we work, instead, with the hom-sets hom(B; T ) where B is a locally pre-
sentable object; for example in Pos the case B=1 represents the elements of the poset
T , and the case B=2 (a two-element chain) represents the order-relation. For each B
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we have a limit
hom(B; T ) = lim
n¡!
hom(B; Fn1)
in Set. Consider, again, the discrete metric on the sets hom(B; Fn1), i.e., any pair
of distinct elements has a distance 1. Then hom(B; T ) obtains the structure of a
metric space as a limit of metric spaces. And analogous to Barr’s result for bicon-
tinuous set functors, we prove below that the initial algebra I determines the nal
coalgebra T via Cauchy completion in the sense that for each B we have hom(B; I)
as a canonical subspace hom(B; T ) and the Cauchy completion of that subspace is
precisely hom(B; T ).
3.2. Barr’s result generalizes naturally to all locally nitely presentable categories sat-
isfying the following (mild) side condition: the unique morphism
u : 0→ 1
be a strong monomorphism. Or, equivalently (recall the existence of epi-strong-mono
factorizations of morphisms) 0 have no non-trivial quotients. Such objects will be called
simple:
De*nition. An object K is called simple if it has no non-trivial quotients, i.e., every
epimorphism with domain K is an isomorphism.
Examples. Most of the “usual” categories have simple initial objects, e.g., Set, Pos,
Gra (graphs), Grp (groups), etc. To mention an important locally nitely presentable
category which does not have a simple initial object: in the category Rng of rings
with the unit (and unit preserving homomorphism) the ring Z of integers is an initial
object, and it has many quotients, of course.
3.3. Remark. Below we work with functors preserving either monomorphisms, or strong
monomorphisms. Let us illustrate here that neither of these conditions implies the other
one. We denote by Gra the category of directed graphs (i.e., sets with a binary relation)
and homomorphisms.
(1) An example of a functor
F : Gra→ Gra
preserving monomorphisms but not strong monomorphisms.
Dene F on objects A=(X; R) (where R⊆X ×X ) as follows
FA =
{
A if A has no loop; i:e:; R ∩x = ∅;
(X; X × X ) else
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and on morphisms by f →f. This functor preserves monomorphisms, but the strong
monomorphism
is mapped to a non-strong one:
(2) An example of a functor
F : Gra→ Gra
preserving strong monomorphisms but not monomorphisms.
Dene F on objects A=(X; R) by
FA = (X; R)=∼ where x ∼ y iM x = y or x and y are loops of A
and on morphisms f :A→ B in the canonical way: Ff maps an equivalence class [x]
to [f(x)]. This functor F maps the monomorphism
to the constant morphism
However, it preserves strong monomorphisms.
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3.4. Proposition. Let K be an LFP category with a simple initial object. Let F be a
continuous endofunctor preserving (strong) monomorphisms. Then an initial algebra
is a canonical (strong) subobject of a 1nal coalgebra.
Remark. The statement means that (i) I exists and (ii) Tu : I→T as in Section 2:5 is
a (strong) monomorphism.
Proof. Since K is LFP, the assumptions of Section 2:5 are fullled:
(a) K is well-powered, complete and cocomplete.
(b) Each ui is a monomorphism; in fact, a strong monomorphism assuming that F
preserves strong monomorphisms.
We prove (b) below by transnite induction. This nishes the proof of the proposition:
Tu : I→T is then a (strong) monomorphism.
Proof of (b):
uo= u : 0→ 1 is a strong monomorphism: factor u is an epimorphism followed by a
strong monomorphism, and use simplicity of 0.
Isolated step: if ui is a (strong) monomorphism then so is ui+1 =Fui since F pre-
serves (strong) monomorphisms.
In the limit steps, assume rst the “weak” variant: F preserves monomorphisms and
uj is a monomorphism. To prove that ui is a monomorphism, consider any pair of
morphisms
f; g : B→ Fi0 with fui = gui:
We prove f= g, assuming B nitely presentable (which, in a locally nitely presentable
category, does not loose generality). Then hom(B;−) preserves the colimit dening
Fi0, thus, there exists j¡i such that f; g factor through Fj0→Fi0:
Then uif= uig implies ujf′= ujg′. By induction hypothesis, uj is a monomorphism,
thus, f′= g′, and this proves f= g.
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In the strong variant (F preserves strong monomorphisms and each uj is strong) we
consider an epimorphism e :X →Y and a commutative square qe= uip:
Again, without loss of generality we can assume that X is nitely presentable, thus,
p factors as p′j :X →Fj0 followed by Fj0→Fi0 for some j¡i. Now uj is a strong
monomorphism (by induction hypothesis), thus, in the square ujp′j =(F
i1→Fj1)qe
there exists a diagonal ll-in dj :X →Fj1 making the following diagram
commute. This holds for every ordinal j such that p factors through Fj0→Fi0. Denote
by j0 the smallest such ordinal, then we have dened dj :Y →Fj0 for all j ¿ j0, forming
a cone of the diagram (Fj1)j¿j0 . Since F
i1= limj06j¡i, we have a unique d :Y →Fi1
with dj =(Fi1→Fj1)d for all j ¿ j0. It is easy to compute that the following diagram
commutes. Therefore, ui is a strong monomorphism.
The continuity of F implies that
T ∼= F!1;
more precisely, that all the connecting maps Fi1→F!1, i¿! are isomorphisms. Thus,
we have (strong) subobjects forming a compatible cocone
(Fi1→ F!1)ui : Fi0→ T (i ∈ Ord):
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Since locally nitely presentable categories are well-powered, this guarantees that the
initial algebra chain converges, say, after i steps:
I = Fi0:
Then
(Fi1→ F!1)ui : I → T
is the canonical (strong) subobject we were looking for.
3.5. A natural metric space hom(B; T ). Let F be a continuous endofunctor of an LFP
categoryK. Then every object K is determined by morphisms in hom(B; K) for nitely
presentable objects B of K. In particular, a nal coalgebra T = limn¡! Fn1 is deter-
mined by its hom-sets
hom(B; T ) ∼= lim
n¡!
hom(B; Fn1) (B ∈ B):
We equip, following Barr’s idea, each hom(B; Fn1) with the discrete metric (distance
1 for any distinct elements), and then hom(B; T ) obtains the metric of a limit of an
!op-chain. Here we work in the category
Met
of complete metric spaces of diameter 6 1 and continuous maps. Given an !op-
chain (An; dn) of metric spaces, a limit in Met is a limit A= limn¡! An in Set (with
projections 'n :A→An) equipped with the metric d on A given by
d(x; y) =
∑
n¡!
2−ndn('nx; 'ny): (6)
More precisely, (6) is one of the possible metrics describing a limit (A; d)= lim(An; dn)
in Met. If all the spaces (An; dn) are discrete, (6) gets the following form: dA(x; y)
= 2−k for the largest k with xk =yk . (This formula also holds for x=y in case the
largest k is taken to be in !∪{∞} with 2−∞=0.) In fact, suppose x =y, then there
exists n with xn =yn, and due to compatibility, then xn+1 =yn+1, xn+2 =yn+2, etc. Thus,
if k is the largest index with xk =yk , then (6) has the form
dA(x; y) =
∑
n¿k
2−n = 2−k :
Consequently, the natural metric on the set hom(B; T ) assigns to each pair of mor-
phisms
f; g : B→ T
the following distance:
d(f; g) = 2−k for the largest k with (T → Fk1)f = (T → Fk1)g (7)
Observe that if f = g then, since (T→Fn1), n¡!, is a limit cone, there is n with
T→Fn1 distinguishing f and g—thus, d(f; g)¿0. And for f= g we have d(f; g)=
2−∞=0.
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3.6. A “natural” metric space hom(B; I). Under the assumptions of Section 3:4 we
have a (strong) monomorphism Tu : I→T . This yields an embedding
hom(B; Tu) : hom(B; I) ,→ hom(B; T ); f → Tuf
and thus hom(B; I) gets the subspace metric of the space hom(B; T ). That is, the
distance of two morphisms f; g :B→ I is
d(f; g) = 2−k for the largest k with (T → Fk1) Tuf = (T → Fk1) Tug: (8)
In case the functor F is actually bicontinuous, we can rewrite this formula so that it
does not involve T (i.e., the metric of hom(B; I) can be computed from the initial
algebra I alone). In fact, since I =colimn¡! Fn0 and hom(B;−) preserves ltered
colimits (recall that B∈B is nitely presentable) we have
hom(B; I) ∼= colim
n¡!
hom(B; Fn0):
In particular every morphism f :B→ I factors through Fn0→ I for some n. The met-
ric of hom(B; I) is dened as follows: given morphisms f; g :B→ I , we can nd a
factorization of both of them through some Fn0→ I
(9)
and the distance of f and g is, then,
d(f; g) = 2−k for the largest k with (Fn1→ Fk1)Fnuf′ = (Fn1→ Fk1)Fnug′:
(10)
In fact, this is the same number as (8) above applied to u!f; u!g :B→T . This follows
from the denition of u! in Section 2:4 which implies that the following commutes:
(11)
Thus, given k¡!, the equality
(T → Fk1)u!f = (T → Fk1)u!g
of (8) above is, for all k¡n, equivalent to
(Fn1→ Fk1)(T → Fn1)u!f = (Fn1→ Fk1)(T → Fn1)u!f
i.e., to
(Fn1→ Fk1)Fnuf′ = (Fn1→ Fk1)Fnug′
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as requested in (5). The assumption k¡n made here follows from (11) automatically,
whenever f = g: we then have f′ = g′, see (9), thus, the morphisms u!f and u!g are
distinguished by T→Fn1, hence, the number k of (8) is smaller than n.
3.7. Remark. Let F :Set→Set be a continuous functor. Then a nal coalgebra
T [∼= hom(B; T ) for B=1] carries the above metric (2), and we will prove that
I determines T via Cauchy completion:
This means that
(a) T is a complete metric space
and
(b) I , considered as a subspace (via Tu, see Section 2:5) is dense in T .
That would not be enough! What about the algebra structure FI i→ I and the coalgebra
structure T t→ FT? Well, we can consider FT as a metric space: the bijection t carries
over the metric of T . We then have the following
(c) t is the unique continuous extension of
I i
−1
→ FI F Tu→ FT
All this is a special case of the main result of this section:
Theorem. Let K be an LFP category with a simple initial object. For every continu-
ous endofunctor F preserving (strong) monomorphisms and having an element in F0
an initial algebra determines a 1nal coalgebra via Cauchy completion.
Explicitly:
(a) hom(B; T ) is a complete metric space (for each object B)
(b) hom(B; I) is a subspace, via f → Tuf, whose Cauchy completion is hom(B; T )
and
(c) the function hom(B; T )→ hom(B; FT ) given by the coalgebra structure of T is
the unique continuous extension of the function
hom(B; I)→ hom(B; FT ), f → F Tui−1f given by the algebra structure i :FI→ I .
Proof. (i) The metric space hom(B; T ) is complete.
Let us repeat here, for the sake of completeness, the simple argument of [8, see 3.1]:
given a Cauchy sequence fn :B→T we can, by thinning, suppose that d(fn; fn+1)
6 2−n for all n. This means that (T→Fn1)fn :B→Fn1 (n¡!) is a cone of (1)
because
(T → Fn1)fn = (T → Fn1)fn+1 = (Fn+11→ Fn1)(T → Fn+11)fn+1:
Thus there is a unique f :B→T , i.e., an element of hom(B; T )= limn¡! hom(B; Fn1),
whose composites with T→Fn1 are fn (n¡!). It follows that limn¡! fn=f in the
metric (8) above.
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(ii) Next, we prove that hom(B; F!0), embedded via f → u!f, is dense in hom
(B; T ). That is, every morphism f :B→T has the form f= limn→∞ u!fn for some
(necessarily Cauchy) sequence fn :B→F!0 (n¡!).
Choose an element p : 1→F0. Since 1 is a terminal object, the left-most triangle in
the following diagram
commutes, and it follows that the triangles all commute. Dene hn :T→T as follows:
Then we have
(T → Fn1)hn = T → Fn1 (12)
because the following diagram
commutes. Consequently, in the metric space hom(B; T ) we have
lim
n→∞ hnf = f:
In fact, (12) implies that d(hnf; f) 6 2−n. Since hnf has the form u!fn for fn=
(Fn+10→F!0)Fnp(T→Fn1)f, we have found morphisms fn :B→F!0 with f=
limn→∞ u!fn, as requested.
(iii) hom(B; I) is dense in hom(B; T ). In fact, I contains F!0 (recall that I =Fk0
for some ordinal k ¿ !, see Section 3:4, and then the connecting map F!0→Fk0
yields a factorization of u! :F!0→T through Tu : I→T ). Since hom(B; F!0) is dense
in hom(B; I), (iii) follows.
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(iv) Finally we prove that the function
hom(B; T )→ hom(B; FT ); f → tf
is a continuous extension of the function f → F Tui−1f.
(a) The function f → tf is continuous (w.r.t. the metric dˆ on hom(B; FT ) trans-
ported by t from hom(B; T ): given fˆ; gˆ :B→FT then dˆ(fˆ; gˆ)= 2−k for the largest k
with (T→Fk0)t−1fˆ=(T→Fk0)t−1gˆ). In fact, given f; g :B→T with d(f; g)= 2−k
then dˆ(tf; tg)= 2−k . Thus, f → tf is a distance-preserving isomorphism.
(b) For each f :B→ I the two functions above agree, i.e.,
t( Tuf) = F Tui−1f:
This follows from the equation ( for I =Fk0)
Fuk = uk+1 = (Fk+11→ Fk1):
(c) The function f → tf extends f → F Tui−1f, i.e., for each f :B→ I we have
t( Tuf) = F Tui−1f
because, as we verify now,
Tu = t−1F Tui−1:
In fact, let k be an ordinal with I =Fk0, then we use the commutative diagram of
Section 2:4 with uj = uk and ui = uk+1 =Fuk :
3.8. Example. Polynomial functors.
(a) Consider rst
FX = A0 + (A1 × X ) + (A2 × X × X ) (A0 = ∅);
where Ak is the set of k-ary operation symbols (k =0; 1; 2). This is a bicontinuous
functor whose initial algebra can be described as the algebra I of all nite binary trees
labelled so that for k =0; 1; 2 we have:
(?) a node with k successors has a label in Ak .
The natural metric (10), for the case B=1, is precisely the metric studied by Arnold
and Nivat [7]: the distance of trees t and s is 2−k for the largest k such that tlk = slk,
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where −lk is the operation of trimming a tree at level k and labelling the new leaves
with ⊥, the unique element of 1= {⊥}. A Cauchy completion is the algebra T of all
nite and innite trees with the labelling (?). This is precisely the underlying set of
a nal coalgebra of F .
Moreover, the algebraic structure i :FI→ I is the usual tree-tupling:
for all t; s∈ I and ai ∈Ai. The inverse map i−1 : I→FI transports the metric of I to
FI , and we obtain FT as a Cauchy completion of FI (embedded via the inclusion
F Tu :FI ,→FT ). Thus, F Tui−1 : I→FT has a unique continuous extension t :T→FT .
This is the map
where, this time, t and s are nite or innite trees, and ai:∈Ai. This is a nal coalgebra
of F .
(b) The same holds for all bicontinuous (=nitary) polynomial functors
FX =
∐
n¡!
AnX n:
(c) Innitary polynomial functors, such as
FX = A0 + A!X! (A0 = ∅)
are continuous, but not bicontinuous. An initial algebra can be described as the algebra
I of all nite-branch trees labelled as above, see (?). Arnold–Nivat metric applies
again, and yields the algebra T of all nite and innite labelled trees as a Cauchy
completion.
3.9. Example. Real numbers as a nal coalgebra.
Pavlovi%c and Pratt have recently presented a simple functor F :Pos→Pos whose
nal coalgebra is the interval
[0; 1)
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with its usual linear ordering. Here we apply the above theorem to illustrate that an
initial algebra, which turns out to be the set of all dyadic rationals in [0; 1), is indeed
dense; that is, that T is a Cauchy completion of I . However the metric considered here
is not the usual metric of real intervals.
The functor F (called F2 in [10]) is a composite of the following three endofunctors
of Pos:
(a) the functor X →X op dualizing the ordering (which does not change the morphisms,
f →f);
(b) the functor X →N⊗X of a cartesian product with the (linearly ordered) set
N= {1; 2; 3; : : :}, where the ordering is lexicographic: (n; x)6(m; y) if n¡m or
n=m and x6y,
and
(c) the lifting functor X →X⊥ adding a least element ⊥ =∈X to X .
That is, on objects X we have
FX = (N⊗ X op)⊥
Since each of the functors (a)–(c) is bicontinuous and preserves monomorphisms, these
properties hold for F too.
An initial algebra We compute the approximation Fn0:
F0 = {⊥};
F20 = (N⊗{⊥})⊥∼= {⊥}+N where ⊥ is the smallest element;
F30 = (N⊗ ({⊥}+N)op)⊥∼= {⊥}+N+ (N⊗Nop) where ⊥ is the smallest element,
and for v∈N and (v1; v2)∈N⊗Nop we have
v¡(v1; v2) iM v¡v1
and
v¿(v1; v2) iM v¿v1,
etc. We conclude that
I = colim Fn0
is the set of all nite lists in N (with ⊥ denoting the empty list) ordered precisely as the
real numbers x in [0; 1) in their alternating dyadic representation. This representation
assigns to every (nite or innite) sequence (v1; v2; v3; : : :) in N the real number
x=
1
2
+
1
4
+ · · ·+ 1
2v1︸ ︷︷ ︸
v1 summands
−
(
1
2v1+1
+
1
2v1+2
+ · · ·+ 1
2v1+v2
)
︸ ︷︷ ︸
v2 summands
+
(
1
2v1+v2+1
+
1
2v1+v2+2
+ · · ·+ 1
2v1+v2+v3
)
︸ ︷︷ ︸
v3 summands
− · · ·
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Examples.
x 0 12
1
4
3
4
1
8
3
8
5
8
7
8
(v1; v2; v3; : : :) ⊥ (1) (1,1) (2) (1,2) (1,1,1) (2,1) (3)
As these examples indicate, the nite sequences correspond precisely to the dyadic
rational numbers x= k=2n. And the above ordering above of I is, then, precisely the
linear ordering of the dyadic rationals in [0; 1).
A *nal coalgebra T has the underlying set, hom(1; T ), formed as a Cauchy com-
pletion of the underlying set, hom(1; I), of the above poset I of nite sequences of
natural numbers, hom(1; I)∼=N?. Observe that for every innite sequence v∈N∞ of
natural numbers the initial segments v1; v2; v3; : : : of v form a Cauchy sequence in I . In
the metric (8) of hom(1; T ) we have
v = lim
n→∞ vn:
Thus, the underlying set of T is a disjoint union of N? and N∞, i.e., the set of all
nite and innite sequences of natural numbers. Moreover, by using hom(2; I), where
2 is the two-element chain, we see that the ordering of T is that induced by I : it is
dened as above except that if both sequences are innite, we never stop.
Thus,
T ∼= [0; 1)
is the real interval in the alternating dyadic representatives, a Cauchy completion of I
(the set of all dyadic rationals in [0; 1)).
4. Final coalgebras of *nitary functors
4.1. For every nitary endofunctor (i.e., one preserving ltered colimits) of an LFP
category K a nal coalgebra exists. In fact, the forgetful functor of the category of
coalgebras into K is a right adjoint, as easily follows from the theory of accessible
categories (see 1.2 in [8], formulated for K=Set but true for LFP categories in
general). However, there is no reason why T should be obtained in ! steps, i.e.,
T ∼= limn¡! Fn1 fails in general. In fact, we will show that further ! steps are needed
to get from F!1 to T . For example, consider the functor
Pn : Set→ Set
assigning to every set X the set PnX of all nite subsets of X . Worrell showed in
[12] that exactly !+! (= 2!) steps are needed for a nal coalgebra of Pn. In fact,
he proved the following:
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4.2. Theorem (Worrell[12]). A 1nal coalgebra of every 1nitary endofunctor of Set is
obtained in 2! steps; i.e.;
T = lim
n¡!
Fn(F!1):
Moreover; Worrell proved that the rst ! steps create a weekly nal coalgebra F!1;
and the further connecting morphisms
F!1← F(F!1)← F2(F!1)← · · ·
are all monomorphisms; i.e.; Fn(F!1) is a subobject of the weakly nal coalgebra F!1;
with
T =
⋂
n¡!
Fn(F!1):
4.3. Open Problem. Is the corresponding statement true for all nitary endofunctors of
Pos?, and for other LFP categories?
Below we give a partial answer to this problem, but so far we have not found any
counterexample, i.e., any nitary endofunctor of an LFP category which requires more
than 2! steps. The idea of the following generalization of 4.2 has been much inspired
by the nice paper of Worrell.
4.4. Remark. Recall that an object X is called projective provided that its hom-functor
preserves epimorphisms. That is, given an epimorphism e :A→B, then for every mor-
phism g :X →B there exists f :X →A with g= ef. All the “usual” LFP categories
posses a nitely presentable projective generator X :
Set: choose any nite set X = ∅
Pos: any nite anti-chain X = ∅
Gra (the category of graphs): any nite discrete graph X = ∅
Ab (Abelian groups): X =Z, the group of integers
Varieties of nitary algebras in general: choose a free algebra on one generator,
etc.
De*nition. An LFP category is called strongly LFP provided that (a) it has a nitely
presentable projective generator, and (b) its !op-limits
(A
ak→Ak)k∈!op
have the following property: for every strong monomorphism m :B→A with B
nitely generated, there exists k¡! such that akm :B→Ak is also a strong mono-
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morphism.
4.5. Examples. (1) Set is strongly LFP. To verify (b), consider any pair x =y in
B: since m(x) =m(y), the universal property of limit cones implies that there exists
k¡! such that ak(m(x)) = ak(m(y)). Since B is nite, there are only nitely many
such pairs, hence, k can be chosen independent of x and y. Then akm is a (strong)
monomorphism.
(2) Pos is strongly LFP. The argument is analogous to (1), only here we must take
all pairs xy in B: since m is a strong monomorphism, it follows that m(x)m(y)
and then for some k, we have ak(m(x))ak(m(y)).
(3) The category Gra of graphs and homomorphisms is strongly LFP. This is anal-
ogous to (2).
(4) More generally, for every nitary relational signature , the category ,-Rel of
relational structures of signature , and homomorphisms is strongly LFP. In fact, recall
from [4] that a relational structure B is nitely presentable in ,-Rel iM it has (a) nitely
many elements and (b) nitely many tuples in all the relations of B. The argument of
(2) can be used here again.
(5) The category K-Vec of vector spaces over a eld K is strongly LFP: (a) K is a
projective, nitely presentable generator. (b) Choose a basis x1; : : : ; xr in B. The vectors
m(x1); : : : ; m(xr) are linearly independent in A (because m, being a monomorphism, has
kerm=0). We prove by induction on r that there exists k such that akm maps the
basis to r linearly independent vectors of Ak . Let r=1: if ak(m(x1))= 0 holds for
all k, then m(x1)= 0, a contradiction. In the induction step we have k0 such that the
vectors x1; : : : ; xr−1 are mapped by ak0m to linearly independent vectors. Suppose that,
nevertheless, all k¿k0 have the property that the vectors ak(m(x1)); : : : ; ak(m(xr)) are
linearly dependent. This means that the last vector is a unique linear combination of
the preceding r − 1 (linearly independent) vectors. The connecting maps of the given
!op-limit guarantee that the coePcients of that linear combination are independent of
k (for all k¿k0). Consequently, in the space
A = lim
k¿k0
Ak
the vector m(xr) is a linear combination of m(x1); : : : ; m(xr−1) with the above
coePcients—a contradiction.
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(6) The category Ab of Abelian groups is not strongly LFP. Consider the !op—chain
of quotients of cyclic groups Zk =Z=kZ of order k =2n:
1← Z2 ← Z4 ← Z8 ← · · ·
In limn¡! Z2n no element except 0 has a torsion, thus, limn¡! Z2n has subgroups iso-
morphic to Z . However none of Z2n has such a subgroup. Thus, given a (strong)
monomorphism m :Z→ limZ2n , none of akm is a monomorphism.
(7) The category Un of unary algebras on one operation is not strongly LFP. Con-
sider the following !op-chain:
A0
a0←A1 a1←A2 ← · · ·
where An is the unary algebra on {0; 1; : : : ; n} whose operation is successor with a loop
at n, and ak is the identity map except for ak(k + 1)= k:
An !op-limit is a coproduct of ! (the unary algebra of the successor function) and
1 (the singleton loop). But that coproduct A=! + 1 is nitely presentable in Un;
however, none of the projections A→Ak is a monomorphism, of course. Thus, (b)
fails for m= id :A→A.
4.6. Theorem. Let F be a 1nitary endofunctor of a strongly LFP category. If F
preserves epimorphisms and strong monomorphisms; then the 1nal coalgebra chain
converges in 2! steps; i.e.; F has a 1nal coalgebra
T = lim
n¡!
F!+n1:
Remark. We will see in the proof that the steps beyond ! are all strong monomor-
phisms. Thus, each F!+n1 is a strong subobject of F!1 and T is their intersection.
Proof. (1) We prove rst that each of the connecting morphisms
F!1← F!+11← F!+21← · · · ← F2!1← F2!+11
is a strong monomorphism.
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(1a) F!1←P!+11 is a strong monomorphism. In fact, since K is LFP, we can
express F!1 as a ltered colimit of nitely presentable objects Bi with a colimit cocone
(Bi
bi→F!1)i∈I :
Forming (epi,strong mono)-factorizations of bi:
Bi
ei→B′i mi→F!1 (i ∈ I)
we get a ltered diagram of nitely generated objects B′i where the connecting mor-
phism B′i →B′j are obtained from those of the given diagram, Bi→Bj, by diagonal
ll-in
And we have a colimit cocone
(B′i
mi→F!1)i∈I
of that diagram. Since F preserves ltered colimits, it follows that
(FB′i
Fmi→ F!+11)i∈I
is a colimit cocone, too. We will prove that each
(F!+11→ F!1)Fmi : FB′i → F!1 (i ∈ I) (13)
is a strong monomorphism. In fact, sinceK is strongly LFP and B′i is nitely generated,
there exists k such that (F!1→Fk1)mi :B′i →Fn1 is a strong monomorphism. Then
since F preserves strong monomorphisms, the following composite
F(F!1→ Fk1)mi = (F!1→ Fk+11)(F!+11→ F!1)Fmi (14)
is a strong monomorphism. Since (13) is the rst factor of the right-hand side (14),
this proves that (13) is a strong monomorphism. Now in an LFP category, given a
ltered colimit and a morphism m from the colimit object whose composites with all
colimit maps are strong monomorphisms, then m is a strong monomorphism (see the
detailed argument in Section 3:4 above). This proves (1a).
(1b) All the morphisms F!+n+11→F!+n1 (n¡!) are strong monomorphisms. This
follows by induction on n from (1a) since F preserves strong monomorphisms.
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(1c) F2!+11→F2!1 is a strong monomorphism. In fact, by (1b) we know that
F2!1 = lim
n¡!
F!+n1
is a limit of an !op-chain of strong monomorphisms. In any category, such a limit has
all limit morphisms strong monomorphisms. Since F preserves strong monomorphisms,
it maps the strong monomorphism F2!1→F!+n1 (n¡!) to a strong monomorphism
F2!+11→ F!+n+11 = (F2!1→ F!+n+11)(F2!+11→ F2!1):
Thus, the morphism F2!+11→F2!1 has the property that its composite with any of
the limit maps of
F2!1 = lim
n¡!
F!+n+11
is a strong monomorphism. This implies (again, in any category) that F2!+11→F2!1
is a strong monomorphism.
(2) We prove that F2!+11→F2!1 is an epimorphism. In view of (1), this proves
that it is an isomorphism, concluding the proof.
Let G be a nitely presentable, projective generator of K. Then
U = hom(G;−) : K→ Set
is a faithful functor preserving epimorphisms and ltered colimits. It has a left adjoint
L : Set→K; M →∐
M
G
which of course preserves all (ltered) colimits.
The functor
Fˆ = UFL : Set→ Set
is nitary, being a composite of nitary functors. Denote by
4 : LU → Id
the back adjunction (4K :
∐
UK G→K has the f-component, f :G→K , equal to f).
Each 4K is an epimorphism, since G is generator. Since both F and U preserve epi-
morphisms, we have an epitransformation
4ˆ = UF4 : FˆU → UF:
We now dene a natural epitransformation s between the nal-coalgebra chain Fˆ i1
of Fˆ and the U -image of the nal-coalgebra chain Fi1 in K. That is, we dene
compatible epimorphisms
si : Fˆ
i
1→ UFi1 (i ∈ Ord):
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by transnite induction as follows:
Initial step: Since U is a right adjoint, it maps a terminal object 1 of K onto a
terminal object of Set, thus, we have a unique isomorphism
s0 : 1ˆ→ U1
(where 1ˆ is the chosen terminal object, 1ˆ = Fˆ01).
Isolated step:
si+1 = 4ˆFi1 · Fˆsi : Fˆ i+11→ FˆUFi1→ UF(Fi1)
If si is an epimorphism then Fˆsi is an epimorphism (all set functors preserve epimor-
phisms), thus, si+1 is an epimorphism. Also, the compatibility condition:
(15)
is easy to verify from the assumption that it holds for the previous steps:
(a) if i=0 this is clear from U1∼= 1ˆ;
(b) if i is isolated, apply Fˆ to the “preceding square”
and
(c) limit steps are clear.
Limit step: this follows immediately from Fˆ i1∼= limj¡i Fˆj, and UFi1∼= limj¡i UFj1
(recall that U preserves limits being a hom-functor).
We now use the result of [12] that for the nitary set functor Fˆ the nal-algebra
chain stops at 2!, i.e., Fˆ2!+11→ Fˆ2! is an isomorphism. Thus, in the square (14) with
i=2! the composite Fˆ2!+11→UF2!1 is an epimorphism (since we have proved that
s2! is an epimorphism). We conclude that
U (F2!+11→ F2!1);
being a second factor of an epimorphism, is an epimorphism. Since the functor U is
faithful, this proves that F2!+11→F2!1 is an epimorphism. The proof is concluded.
5. Conclusions and future work
A relationship between initial algebra and nal coalgebra has been established for
endofunctors F of “data type” categories K, by using Cauchy completion of metric
spaces. Even for categories K with no apriori structure (K=Set) or structure that
has nothing to do with metrics (K=Pos).
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On the one hand, continuity of the endofunctor F (a condition typically met where
nal coalgebra is obtained as a limit of nite iterations Fn1) guarantees that an initial
algebra I exists, and it carries a natural metric whose Cauchy completion is a nal
coalgebra T . Example: for the polynomial functors F :Set→Set (such as FX =1 +
X +X 2) an initial algebra I consists of all nite properly labelled trees, and its natural
metric has already been considered in [7]. A nal coalgebra is obtained by Cauchy
completion: this is the coalgebra of all nite and innite properly labelled trees. This
example extends to innitary polynomial functors F :Set→Set (such as FX =1 +
X + X!) which are continuous but not nitary. Here an initial algebra I consists of
all nite-branch properly labelled trees, and the Arnold–Nivat metric applies again.
A Cauchy completion of that metric space consists of all properly labelled trees, a
nal coalgebra of F .
The “data type” categories that can be considered for the above relationship between
initial algebras and nite coalgebras are all locally nitely presentable categories for
which the unique morphism 0→ 1 is a strong monomorphism—and this is a very mild
additional assumption.
On the other hand, nitarity of the endofunctor F (a condition typically met where
initial algebra is obtained as a colimit of nite iterations Fn0) guarantees that a nal
coalgebra T exists, and is obtained by !+! steps, where the second collection consists
of ! strong subobjects. The example of the nite power-set functor Pn, analyzed by
Worrell [12], demonstrates that less than ! + ! steps are not suPcient in general.
Our generalization of Worrell’s result from set functors to endofunctors of a category
K requested heavier side conditions on K than local nite presentability. It is an
open problem whether these side conditions are really necessary, i.e., whether there
exist nitary endofunctors of, say, the category Ab of Abelian groups (which is not
included in the result above) needing more than ! + ! steps to construct a terminal
coalgebra.
In [2] we have also considered instead of Cauchy completions of I , an ideal com-
pletion if I ordered by a “natural” ordering. This is a diMerent problem to consider for
locally nitely presentable “data type” categories.
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