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In this paper we deal with the shape optimization of the hydrogen fuel cell cathode air
channel. We consider a 2d isothermal model given by a nonlinear PDEs system, involving
the oxygen and vapor concentrations,2 the velocity of the gas mixture and the pressure.
The shape energy associated to this system “measures” the concentration of the oxygen on
the catalyst layer, the concentration of the vapor on the outlet and the pressure drop. By
using a ﬁxed point approach we prove the existence of solution to the PDE system without
restriction on data, and the uniqueness of the solution if the inlet oxygen concentration is
small. Using classical shape optimization techniques we prove the shape differentiability of
the state variables and of the shape energy. By using an appropriate adjoint problem we
transform the shape energy derivative to a form appropriate for numerical computations.
Finally, we present several numerical solutions of optimal cathode air channel shape.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Hydrogen fuel cell (HFC) is a well-known alternative source of energy. It uses hydrogen as a fuel to produce electric
current through a chemical reaction.
HFC design comprises the cathode, the anode and the membrane, see Fig. 1. The cathode comprises the channel, where
the oxygen is delivered, the gas diffusive layer (GDL), which is a porous carbon material and where the oxygen diffuses
toward the cathode catalyst layer (CL) which is next to GDL.
The anode comprises also its own channel, where the hydrogen is delivered, the GDL where the hydrogen diffuses, and
the CL. At the contact to anode CL the hydrogen molecules are ionized and electrons are freed.
Between the cathode and anode CLs is the membrane, which is a specially treated porous material. The membrane
conducts only positively charged hydrogen ions and blocks the electrons. While the hydrogen ions continue their travel
toward the cathode CL, the electrons travel through an external circuit toward the cathode GDL and CL. The hydrogen ions,
the oxygen molecules and the electrons meet at the cathode CL. In the presence of platinum particles, present of cathode
CL carbon ﬁbers, they react to form water and produce useful electric current.
We consider a model of gases dynamics in cathode channel and GDL. Our goal is to optimize the cathode channel
shape in order to increase HFC performance, by use of shape optimization techniques, and compute numerically the optimal
channel shape.
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294 J.H. Al-Smail, A. Novruzi / J. Math. Anal. Appl. 389 (2012) 293–313Fig. 1. Left: a view of a fuel cell; right: a 2d cross-section (on the plane (x1, x2)) of cathode channel and GDL.
Before we introduce the system of partial differential equations (PDEs) describing the dynamics of gases, let us introduce
the geometry of the domain. Let ,  , h, H be some ﬁxed positive constants3 and
G = (0, ) × (0,h), A0 =
{
x = (x1, x2), x1 ∈ (0, ), η0(x1) < x2 < 0
}
,
Σ = (0, ) × {0}, Σ± = (0, ) × {0±},
I0 = {0} ×
(
η0(0),0
)
, O 0 = {0} ×
(
η0(),0
)
,
Γ0 =
{(
x1, η0(x1)
)
, x1 ∈ (0, )
}
, W = {0, } × (0,h),
M = (0, ) × {h}, Ω0 = A0 ∪ Σ ∪ G,
where
η0 ∈ Υ =
{
η ∈ C2([0, ]), η′(0) = 0, −H < η0 < −},
see Fig. 1, right. Note that the condition η′0(0) = 0 is imposed to ensure the formula for the shape energy derivative is well
deﬁned, see Theorem 1.5. Now, we consider the space of admissible transformations which will deﬁne admissible channel
shapes
Θ = {θ = (0, θ2), θ2 ∈ C2(Ω0), θ2 = 0 in (−,h) × (0, ), ∂1θ ′2(0, η0(0))= 0}. (1.1)
The set of admissible (channel) shapes is deﬁned by
O = {Ωθ = (I + θ)(Ω0), θ ∈ Θ}, (1.2)
where I is the identity transformation in R2, I(x) = x. For any θ ∈ Θ we set
Aθ = (I + θ)(A0), Iθ = (I + θ)(I0), O θ = (I + θ)(O 0), Γθ = (I + θ)(Γ0).
The only exception from these notations will be for Ω := (0, )×(−,h) and ΩH := (0, )×(−H,h). Note that the condition
on Θ is such that if Γθ is the graph of η then η ∈ Υ . All along this work, we will write Ω , resp. A, I , O , Γ , instead of Ωθ ,
resp. Aθ , Iθ , O θ , Γθ , whenever there is no ambiguity. Furthermore, νA , resp. νG , ν denotes the outward unit normal vectors
to ∂ A, resp. ∂G , ∂Ω .
We consider a two-dimensional steady state isothermal dry-model, meaning that the temperature is considered constant
and only gas phase is considered (no liquid-water). The unknowns are c, resp. u= (u1,u2), p, pi , the oxygen concentration,
resp. the gas velocity, the gas pressure, the inlet pressure (see for example [15]). They satisfy
−Dc + u · ∇c = 0 in Ω, (1.3)
(−μu+ ∇p)χA +
(
μ
κ
u+ ∇p
)
χG = 0 in A ∪ G, (1.4)
∇ · u= 0 in Ω. (1.5)
Here D , μ and κ are positive constants4 and χA , resp. χG , is the characteristic function of A, resp. G . This PDEs system is
equipped with the following boundary conditions
3 Typical values:  = 0.1–1.0 [m], h = 3 · 10−3 [m],  = 1.2 · 10−3 [m], H = 3 · 10−2 [m].
4 Typically, D = 8 · 10−6 [m2/s], μ = 2.2 · 10−5 [kg/(ms)], κ = 10−12 [m2].
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⎜⎜⎜⎜⎜⎜⎜⎝
c; − ∫I u · ν,u · τ ; p − −∫ I p
∂νc; u · τ ; p
∂νc; u1,u2; 0
[c], [∂2c]; u1(·,0−), [u2]; [p]
∂νc; u · ν; 0
D∂νc + Hmc; u · ν; 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎝
ci; φ,0; 0 on I
0; 0; po on O
0; 0,0; 0 on Γ
0,0; 0,0; 0 on Σ
0 0; 0 on W
0; −zm(c); 0 on M
⎞
⎟⎟⎟⎟⎟⎠ (1.6)
where τ is the unit tangent vector on ∂Ω such that ν × τ = (0,0,1), −∫ I p = 1|I| ∫I p, ci ∈ (0,1], φ > 0 and po are given, and
Hm , cm are positive physical constants.5 The function zm satisﬁes
zm ∈ D(−δ,+∞), zm(c) = Hm c
cm + c for c  0, (1.7)
with δ > 0 small.
Note that p − −∫ I p = 0 implies p = pi on I , for a certain unknown pi ∈ R which is part of the problem.
Based on experimental observations, the performance of HFC increases when the oxygen concentration on the membrane
M is uniform and high, the vapor ﬂux at the outlet O is large and the pressure drop pi − po is small. Certainly, these
quantities depend on Ωθ . To measure them for any admissible Ωθ , we consider the shape energy functional E : Θ → R
given by
E(θ) = 1
2
wu
∥∥∥∥c − −
∫
M
c
∥∥∥∥
2
L2(M)
− w1
∫
M
c − wv
∫
O
cv + wp
(
pi − po), (1.8)
where cv = 1− cn − c, cn is the nitrogen concentration which is assumed to be constant and cv the concentration of water
vapor, wu (for the uniformity of c), w1 (for the L1(M) norm of c), wv (for the vapor) and wp (for the pressure) are some
given positive constants (weights). Then, we look for a solution of the shape optimization problem:
ﬁnd θ∗ ∈ Θ, E(θ∗)= min{E(θ), θ ∈ Θ}. (1.9)
The analysis of HFC models is subject to intense research. For a recent overview of HFC see [18]. In [2], a GDL one-
phase (dry) model and an associated control problem are considered. In [3] is considered a dry model of gases transport in
cathode CL of an HFC, where the existence of Hölder solutions is proved. In [5] and [17], a cathode CL micro-scale model is
considered, and numerical computations are presented. In [14], the shape optimization of solid oxide fuel cell channels and
a discrete shape derivatives approach are considered. In [16] is considered the same model as in this paper, but with the
boundary condition ∂2u1(·,0−) = Su1(·,0−). Then the shape optimization of the pore structure of G is analyzed.
The ultimate goal of this paper is the numerical solution of the cathode channel optimal shape, solution of (1.9). To this
end, we will prove the existence and uniqueness of state equations (1.3)–(1.6), the shape differentiability of E and evaluate
its gradient in a form which is easy to compute. Then by using the gradient method we solve numerically the optimal
cathode channel shape (the problem (1.9)).
Note that the existence of the solutions to (1.9) is studied in [15], where by using a compactness argument is proved
that the problem (1.9) has a solution in the class of uniform Lipschitz domains.
The structure of this paper is as follows. In the rest of this section we introduce some notations and state the main re-
sults. In Section 2 we prove the existence and uniqueness of a weak solution to the state equations (1.3)–(1.6) (Theorem 1.3).
In Section 3 we prove the shape differentiability of the state variables and of the shape functional E (Theorem 1.4), mainly
by using the implicit function theorem. In Section 4 we give the numerical method for solving the optimal channel shape,
introduce the adjoint variables and sketch the proof of Theorem 1.5. We conclude with a number of numerical solutions to
the shape optimization problem (1.9).
1.1. Weak formulation of (1.3)–(1.6). Main results
We assume that (1.3)–(1.6) has a smooth solution (c,u, p, pi). For ﬁxed θ ∈ Θ we consider the spaces6
Cθ =
{
c ∈ H1(Ω), ∂1c = 0 on W
}
, Cθ = Cθ ∩ {c = 0 on I}. (1.10)
Multiplying Eq. (1.3) by a test function ϕ ∈ Cθ and taking into account (1.6) we obtain this weak form equation for c :=
c − ci ∈ Cθ :
γ (c,ϕ;u) :=
∫
Ωθ
D(∇c · ∇ϕ) + ϕ(u · ∇c) +
∫
M
Hmcϕ = −
∫
M
Hmc
iϕ, ϕ ∈ Cθ . (1.11)
5 Typical values are ci = 0.24, φ = 0.005 [m2/s], po = 250000 [Pa], Hm = 3 · 10−3 [m/s], cm = 3.5, cn = 0.69.
6 The capital letters denote aﬃne spaces, while capital calligraphic letters denote the respective vector spaces.
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Lrθ = Lr(Ωθ ) × Lr(Ωθ ), r > 2. (1.12)
Note also that with r > 2 Eq. (1.11) is well deﬁned.
Our strategy for solving u is to decompose it on the form u= u+ z, where u|M = 0 and z= (z1, z2) = Z(c), z2 = −zm(c),∫
I z1 = φ, is constructed explicitly in Lemma 2.4 (thus, z absorbs the singularity of u). This decomposition leads us to
consider the following spaces
Uθ := L2θ ∩
{
u= (u1,u2): u|A ∈ H1(Aθ ) :=
(
H1(Aθ )
)2
, u|G = ∇p, p ∈ H1(G), p = 0,
u1 = 0 on Γθ ∪ Σ− ∪ W , u2 = 0 on Iθ ∪ Γθ ∪ O θ , [u2] = 0 on Σ
}
, (1.13)
U θ := Uθ ∩
{
u = (u1,u2), u2 = 0 on M
}
, (1.14)
Pθ := Pθ × R = L2(Aθ ) × R =: Pθ × R =: Pθ , (1.15)
where H1 denotes the usual Sobolev space. From now on, whenever there is no ambiguity we will drop the underscript θ
from the spaces letters.
For given c ∈ C , we assume that (1.4)–(1.6) has a smooth solution (u,p) := ((u1,u2), (p, pi)) ∈ U × P. We set u =
(u1,u2) := u − z ∈ U , p = (p,pi) := (p − po, pi − po) ∈ P , where z = (z1, z2) ∈ U such that z2 = −zm(c) on M (see
Lemma 2.4).
Multiplying Eq. (1.4) by v = (v1,v2) ∈ U and integrating by parts in Ω , multiplying (1.5) by p = (p,pi) ∈ P and
integrating in A, and then using (1.6) gives
α(u+ z,v) + β(v,p) :=
∫
A
μ
(∇(u+ z) · ∇v)+
∫
G
μ
κ
(
(u+ z) ·v)−
∫
A
p∇ ·v − pi
∫
I
v1 = 0,
∀v ∈ U , (1.16)
β(u,q) := −
∫
A
q∇ ·u− qi
∫
I
u1 = 0, ∀q = (q,qi) ∈ P . (1.17)
In [15], it is studied the same system of PDEs. By using an approach which eliminates the pressure, there it is proved
that the system has a solution. This approach is suﬃcient in [15], as the work was in the context of proving a solution to
the problem (1.9).
The mixed formulation approach in this paper is appropriate for the analysis of the shape derivatives, because it allows
to handle the constraint ∇ · u= 0, which is not invariant under the domain transformations, see for example [16].
Deﬁnition 1.1. A weak solution of (1.3)–(1.6) is any (c,u,p) ∈ C × U× P, such that c = c + ci and c solves (1.11), u = u + z
with z= Z(c), p= p+ (po, po), and (u,p) solves (1.16)–(1.17).
Remark 1.2. Deﬁnition 1.1 makes sense as Eqs. (1.3)–(1.6) are satisﬁed in a weak sense, see [15].
We will prove the following results.
Theorem 1.3. For any θ ∈ Θ there exists a weak solution (c(θ),u(θ),p(θ)) of (1.3)–(1.6) in Ωθ . If ci is small enough then the weak
solution (c(θ),u(θ),p(θ)) is unique.
This theorem is an improvement of the existence result in [15], where the uniqueness is proven under the weaker
assumption that both ci and φ are small.
Theorem 1.4. Assume ci is small enough and for θ ∈ Θ let (c(θ),u(θ),p(θ)) be the weak solution to (1.3)–(1.6) in Ωθ , provided by
Theorem 1.3. Then:
(i) c(θ) ◦ (I + θ), resp. u(θ) ◦ (I + θ), p(θ) ◦ (I + θ) = (p(θ) ◦ (I + θ), pi(θ)), is differentiable at θ = 0 from Θ to H1(Ω0), resp.
U0 , P0 .
(ii) The functional E is differentiable around θ = 0. If ∂θ c(0)(ξ), resp. ∂θ pi(0)(ξ), denotes the shape derivative of c(θ), resp. pi(θ), at
θ = 0 in the direction ξ = (0, ξ2) ∈ Θ , we have
∂θ E(0)(ξ) =
∫
M
wm∂θ c(0)(ξ) + wv
∫
O0
∂θ c(0)(ξ) + wp∂θ pi(0)(ξ) + wvcv(Γ0,)ξ2(Γ0,), (1.18)
where Γ0, = (,η0()), wm = wu(c0 − −
∫
c0) − w1 .M
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−Dσ − u0 · ∇σ = 0 in Ω0, (1.19)
(−μv+ ∇q)χA0 +
(
μ
κ
v+ ∇q
)
χG + σ∇c0 = 0 in A0 ∪ G, (1.20)
∇ · v= 0 in Ω0, (1.21)
equipped with the following boundary conditions⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
on I0: wp −
∫
I0
v · ν0 = v · τ0 = q − qi = σ = 0,
on O 0: v · τ0 = q = D∂ν0σ + (u0 · ν0)σ − wv = 0,
on Γ0: v1 = v2 = D∂ν0σ = 0,
on Σ : v1
(·,0−)= [v2] = [q] = [σ ] = [∂2σ ] = 0,
on W : v · ν0 = ∂ν0σ = 0,
on M: v · ν0 = D∂ν0σ + (Hm + u0 · ν0)σ + qz′m(c0) − wm = 0,
(1.22)
where qi is an unknown constant, τ0 is the unit tangent vector on ∂Ω0 such that ν0 × τ0 = (0,0,1), has a unique weak solution
σ ∈ C0 , v ∈ U0 , q= (q,qi) ∈ P0 .
Furthermore, if Γ0 is C2,ϑ , with a certain ϑ ∈ (0,1), then for all ξ = (0, ξ2) ∈ Θ we have
∂θ E(0)(ξ) = wvcv(Γ0,)ξ2(Γ0,) +
∫
Γ0
(
μ(∂ν0v · ∂ν0u0) − D(∇σ · ∇c0)
)
(ξ · ν0). (1.23)
We will prove Theorems 1.3 and 1.4. In order to keep the paper short, will not prove Theorem 1.5, which is used mainly
for the numerical computations. But we will show (with details) the derivation of the adjoint states (σ ,v,q) and will give
a proof of (1.23).
2. Proof of Theorem 1.3
In [15] it has been proved the existence of a weak solution to (1.3)–(1.6) by using a compactness argument. In this
section we will prove an improved result, by using a different approach, which is needed for proving the differentiability
of E . In this context a number of preliminary results are proven.
The idea of proving the existence of a weak solution to (1.3)–(1.6) is as follows. Let r > 2 be ﬁxed and consider the maps
S : Lr → C,
u → c = Su,
T : C → H1(A ∪ G),
c → T c = u, (2.1)
deﬁned as follows. The map S , to each u associates c = c + ci ∈ C , where c is the solution of (1.11). The map T , to each c
associates u = u + z, where z = Z(c) ∈ U, z2 = −zm(c), is constructed explicitly, and (u,p) is the solution of (1.16)–(1.17).
Furthermore, we set T c := (u,p).
Finally, we consider the map R : Lr → Lr , R = T ◦ S . We will prove that R is compact and has a ﬁxed point u. Then
(c,u,p), with c = Su, u= u+ Z(c), p= p+ (po, po) and (u,p) = T c, is a weak solution of (1.3)–(1.6).
2.1. Preliminary results
The following results are needed for proving the existence of weak solution to (1.3)–(1.6) and the shape differentiability
of E .
Lemma 2.1. The set U equipped with the inner product and the associated norm
(u,v) = (u,v)U :=
∫
A
μ(∇u · ∇v) +
∫
G
μ
κ
(u ·v), ‖u‖ = ‖u‖U := (u,v)1/2U ,
is a closed Hilbert space.
Proof. Let un be a Cauchy sequence in U . Then there exist uA ∈ H1(A), uG ∈ L2(G), uGn = ∇pn , pn ∈ H1(G), pn = 0 in G ,
such that
∥∥un −uA∥∥ 1 → 0, ∥∥un −uG∥∥ 2 → 0 as n → ∞.H (A) L (G)
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{
uA in A,
uG in G,
then u ∈ U . This follows straightforward from the above
convergences and the continuity of the trace operator. 
Corollary 2.2. Let U∗ be the dual space of U . If l ∈ U∗ then there exist r ∈ U and p ∈ H1(G) such that
〈l,v〉 := 〈l,v〉U∗×U = (r,v), ∀v ∈ U , r|G = ∇p, p = 0, (2.2)
where r = Rl and R : U∗ → U is the Riesz representation map.
Lemma 2.3.We have:
i) For all c ∈ C we have zm(c) ∈ H1(G) and∥∥zm(c)∥∥W−1/s,s(M)  K‖c‖Ls(M), ∥∥zm(c)∥∥H1/2(M)  K‖c‖H1(G). (2.3)
ii) Let c0 ∈ C. Then the map zm : c ∈ C → zm(c) ∈ W−1/s,s(∂G), s ∈ [1,∞), is C1 near c0 and for c ∈ C we have∥∥z′m(c0)c∥∥W−1/s,s(M)  K‖c‖Ls(M), s ∈ [1,∞). (2.4)
iii) Let c0 ∈ C. Then the map zm : c ∈ C → zm(c) ∈ W 1−1/s,s(M), s ∈ [1,2) is C1 near c0 and for c ∈ C we have∥∥z′m(c0)c∥∥W 1−1/s,s(M)  K (1+ ‖∇c0‖L2(Ω))‖c‖W 1,s(G), s ∈ [1,2). (2.5)
In all cases the constant K depends on ‖zm‖C3 and Ω .
Proof. a) As zm(0) = 0 we have
zm(c) = c
1∫
0
z′m(tc)dt, ∇zm(c) = z′m(c)∇c.
Then the ﬁrst inequality of i) is straightforward. Also, it follows ‖zm(c)‖H1(G)  ‖z′m(c)‖L∞‖c‖H1(G) , so zm(c) ∈ H1(G) and
then the second inequality of i) follows from the trace theorem.
b) Note that we have ∂c zm(c0)(c) = z′m(c0)c and then
zm(c0 + c) − zm(c0) − ∂c zm(c0)(c) = c2
1∫
0
1∫
0
tz′′m(c0 + τ tc)dτ dt. (2.6)
Then the differentiability of c from C to W−1/s,s(M) and (2.4) follow from straightforward computations.
c) Note that (2.6) implies the differentiability of zm from C to Ls(G), for all s ∈ [1,∞). If we prove that zm is differentiable
from C to W 1,s(G), for s ∈ [1,2). Then the differentiability in iii) follows from the trace theorem. But we have
∇(zm(c0 + c) − zm(c0) − ∂c zm(c0)(c))= 2c∇c
1∫
0
1∫
0
tz′′m(c0 + τ tc)dτ dt
+ c2∇c
1∫
0
1∫
0
t(∇c0 + tτ∇c)z′′′m(c0 + τ tc)dτ dt.
For s ∈ [1,2) we have
∥∥∥∥∥2c∇c
1∫
0
1∫
0
tz′′m(c0 + τ tc)dτ dt
∥∥∥∥∥
Ls(G)
 K1‖c‖
L
2s
2−s (G)
‖∇c‖L2(G),
∥∥∥∥∥c2∇c
1∫
0
1∫
0
t(∇c0 + tτ∇c)z′′′m(c0 + τ tc)dτ dt
∥∥∥∥∥
Ls(G)
 K2‖c‖2
L
4s
2−s (G)
‖∇c‖L2(G),
which proves the differentiability of zm from C to W 1,s(G).
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
∥∥z′m(c0)c∥∥Ls(G) + ∥∥∇(z′m(c0))c∥∥Ls(G)
 K‖c‖Ls(G) +
∥∥z′′m(c0)∇c0c + z′m(c0)∇c∥∥Ls(G)
 K‖c‖Ls(G) + ‖zm‖C2
(‖c‖
L
2s
2−s (G)
‖∇c0‖L2(G) + ‖∇c‖Ls(G)
)
,
 K
(
1+ ‖∇c0‖L2(Ω0)
)‖c‖W 1,s(G), s ∈ [1,2),
which proves (2.5).
Finally, note that the constant K depends on ‖zm‖C3 and Ω . 
Lemma 2.4. There exists a continuous map
Z : C → U ∩ Ls, s ∈ (1,∞),
such that if z= (z1, z2) := Z(c) then
z2 = −zm(c) on M, (2.7)∫
I
z1 = φ, (2.8)
∇ · z= 0 in Ω, (2.9)
‖z‖H1(A ) + ‖z‖Ls(G)  K
(
φ + ‖c‖Ls(M)
)
, s ∈ (1,∞), (2.10)
‖z‖H1(A∪G)  K
(
φ + ‖c‖H1(G)
)
, (2.11)
with K independent of ci and φ .
Proof. We can choose ϕ0 ∈ D(R2) such that⎧⎪⎨
⎪⎩
ϕ0 = 1 on M, supp(ϕ0) ⊂ {x2 > −}\∂Σ,∫
I
ϕ0 dx2 =
∫
O 
ϕ0 dx2 =
∫
Σ
ϕ0 dx1 = 1. (2.12)
Then we deﬁne z0 = (z01, z02) as follows⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
z01 = 0, z02 = −ϕ0zm(c) on M ∪ W ,
z01 = 0, z02 = −ϕ0
∫
M
zm(c)dx1 on Σ,
z01 = ϕ0
(
φ + x1

∫
M
zm(c)dx1
)
, z02 = 0 on I ∪ Γ ∪ O  .
(2.13)
Next, we consider p, zG given by
−p = 0 in G, ∂νG p = z0 · νG on ∂G, zG = ∇p. (2.14)
It’s clear that ∂νG p ∈ W−1/s,s(Σ ∪ W ∪ M), s ∈ (1,∞). Straightforward computations show that ∂νG p ∈ W−1/s,s(∂G). Then
from regularity results of  with Neumann boundary conditions in convex domains, see for example [9], we have p ∈
W 1,s(G), s ∈ (1,∞), and from i), Lemma 2.3, we obtain
‖zG‖Ls(G)  K
∥∥z0 · νG∥∥
W− 1s ,s(M)
 K
∥∥zm(c)∥∥W−1/s,s(M)  K‖c‖Ls(M), s ∈ (1,∞). (2.15)
From (2.13) it follows ∂pνG ∈ H1/2(∂G). Note that for general Lipschitz domains this does not imply p ∈ H2(G). However,
here p ∈ H2(G). Indeed, we consider p˜, the extension of p as follows: ﬁrst p is extended by reﬂection in (−,0) × (0,h)
and then extended in G˜ := R × (0,h) with period 2. Similarly, if gh = ∂νG (·,h) and g0 = ∂νG p(·,0), we consider 2 the
extensions g˜h and g˜0. Then
p˜ = 0 in G˜, ∂2 p˜(·,0) = g˜0, ∂ν p˜(·,h) = g˜h, p˜ ∈ H1
(
(−n,n) × (0,h)), ∀n ∈ N.
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‖zG‖H1(G)  K
∥∥z0 · νG∥∥H1/2(∂G)  K∥∥zm(c)∥∥H1/2(M)  K‖c‖H1(G). (2.16)
In A = (0, ) × (−,0) we look for z ∈ H1(A), the unique weak solution of
−z + ∇p = 0 in A, z = z0 on ∂ A . (2.17)
From H1 regularity of Stokes’ equation, see for example [22], we have
‖z‖H1(A )  K
∥∥z0∥∥H1/2(∂ A )  K (φ + ‖c‖L1(M)). (2.18)
Now we set
Z : C → U ∩ Ls, z= Z(c) :=
{
zG , in G,
z, in A .
(2.19)
As z0 · νG ∈ W−1/s,s(∂G) → zG ∈ Ls(G) and z0 ∈ H1/2(∂ A) → z ∈ H1(A) are linear continuous maps, by composition and
from ii), Lemma 2.3, it follows the continuity of Z.
It is clear from construction of Z that (2.7), (2.8) and (2.9) are satisﬁed. Finally, (2.10) follows from (2.15) and (2.18),
while (2.11) follows from (2.16) and (2.18). 
Proposition 2.5. Let r > 2 and u ∈ Lr be given. Then there exists a unique c ∈ C solution of (1.11). Furthermore, if c := c + ci then
0 c  ci, a.e. in Ω, (2.20)
‖∇c‖L2(Ω)  Kci
(
1+ ‖u‖L2
)
, (2.21)
with K independent of ci and u.
Proof. We omit the proof as it is classical and presented in [15]. 
The following lemma is needed when dealing with the continuity of S and uniqueness of solution to (1.3)–(1.6).
Lemma 2.6. Let r > 2 and B ⊂ Lr , where B is compact in Lr . Then there exists K = K (B) > 0 such that for all u ∈ B, c ∈ C and l ∈ C∗
satisfying
γ (c,ϕ;u) = l(ϕ), ∀ϕ ∈ C, (2.22)
we have
‖∇c‖L2(Ω) + ‖c‖L2(M)  K‖l‖C∗ . (2.23)
Proof. Assume (2.23) does not hold. Then for all n ∈ N there exist cn ∈ C , un ∈ Lr and ln ∈ C∗ such that
γ (cn,ϕ;un) = ln(ϕ), ∀ϕ ∈ C, (2.24)
‖∇cn‖L2(Ω) + ‖cn‖L2(M)  n‖l‖C∗ . (2.25)
From compactness of B we may assume un → u in Lr . Dividing Eq. (2.24) by ‖∇cn‖L2(Ω) + ‖cn‖L2(M) we may assume
‖∇cn‖L2(Ω) + ‖cn‖L2(M) = 1, (2.26)
γ (cn,ϕ;un) = ln(ϕ), ∀ϕ ∈ C, (2.27)
n‖ln‖C∗  1, (2.28)
where ln = (‖∇cn‖L2(Ω) + ‖cn‖L2(M))−1l. From (2.26) there exists a subsequence of cn , still denoted by cn , such that cn
converges to c ∈ C weakly in H1(Ω) and strongly in Hs(Ω) ∩ Lq(Ω), s ∈ (0,1), q 1.
Passing in limit in (2.27) and taking into account (2.28) gives γ (c,ϕ;u) = 0, for all ϕ ∈ C . From (2.20) it follows c = 0.
On the other hand, by taking ϕ = cn in (2.27) and letting n → ∞ gives
0<min{D, Hm} 
∫
Ω
D|∇cn|2 +
∫
M
Hmc
2
n = ln(cn) −
∫
Ω
(un · ∇cn)cn
n→∞−→ −
∫
Ω
(u · ∇c)c
= 0,
which is a contradiction and proves (2.23). 
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any p = (p,pi) ∈ P there exists u ∈ U satisfying
β(u,p) Kβ‖u‖U‖p‖P .
Proof. From trace theorem and Theorem 3.1, [6], for any p ∈ P there exists u ∈ U satisfying
−∇ ·u = pχA in Ω,
−
∫
I
u1 = pi,
‖u‖H1(Ω)  K‖p‖P .
Therefore
β(u,p) =
∫
A
p2 dA + (pi)2 = ‖p‖2P  (1/K )‖u‖H1(Ω)‖p‖P  (1/K )‖u‖U‖p‖P ,
which proves the lemma. 
Proposition 2.8. The operator S is well-deﬁned and continuous.
Proof. Let ci = Su, i = 1,2. If c = c1 −c2 then γ (c,ϕ;u) = 0. Therefore (2.20) implies c = 0 and proves the well-deﬁnedness
of S .
For the continuity of S let ci = Sui , i = 1,2, and set c = c1 − c2, u = u1 − u2. It follows that γ (c,ϕ;u1) = −
∫
Ω
(u ·
∇c2)ϕ =: l(ϕ). Then from (2.23) and (2.21) we obtain
‖Su1 − Su2‖C  K‖l‖C∗  K‖∇c2‖L2(Ω)‖u‖Lr  Kci
(
1+ ‖u2‖L2
)‖u1 − u2‖Lr ,
and this proves the continuity of S . 
Proposition 2.9. The operator T is well-deﬁned and continuous. Furthermore, for any c ∈ C, if z = Z(c) then there exists a unique
(u,p) ∈ U ×P solving (1.16)–(1.17). If u= u+ z(= T c) then
‖u‖H1(A) + ‖u‖Ls(G)  K
(
φ + ‖c‖Ls(M)
)
, s 2, (2.29)
‖u‖H1(A∪G)  K
(
φ + ‖c‖H1(G)
)
, (2.30)
with K independent of ci and φ .
Proof. The map T is well-deﬁned because from Theorem 7.4.1, [19], and Lemma 2.7 there exists a unique solution (u,p) ∈
U ×P to (1.16)–(1.17).
For the estimations, taking v = u in (1.16) and using (2.10) gives
‖∇u‖L2(A) + ‖u‖L2(G)  K
(‖∇z‖L2(A) + ‖z‖L2(G)) (2.31)
 K
(
φ + ‖c‖L2(M)
)
. (2.32)
From the deﬁnition of U we have u= ∇p, p = 0 in G , for a certain p ∈ H1(G), and therefore
∂νG p = u · νG =
⎧⎨
⎩
(u+ z) · νG = −zm(c) ∈ H1/2(M),
0 ∈ H1/2(W ),
u · νG ∈ H1/2(Σ).
(2.33)
Note that ∂pνG ∈ W−1/s,s(∂G). Then from [9] it follows pG ∈ W 1,s(G), s ∈ (1,∞). From (2.3), and (2.31), (2.32) we obtain
‖u‖Ls(G)  K‖u · νG‖
W− 1s ,s(∂G)
 K
(∥∥zm(c)∥∥W−1/s,s(M) + ‖u · νG‖W−1/s,s(Σ))
 K
(‖c‖Ls(M) + ‖u‖H1(A) + ‖z‖H1(A))
 K
(
φ + ‖c‖Ls(M)
)
, s 2. (2.34)
Then (2.29) follows from (2.34), (2.31) and (2.32).
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‖u‖H1(G)  K
(‖u · νG‖H1/2(M) + ‖u · νG‖H1/2(Σ))
 K
(∥∥zm(c)∥∥H1(G) + ‖u‖H1(A) + ‖z‖H1(A))
 K
(
φ + ‖c‖H1(G)
)
. (2.35)
Then (2.30) follows from (2.29) and (2.35).
To prove the continuity of T let ui = T ci = ui + zi , i = 1,2, with zi = Z(ci), and (ui,pi) = T ci . Set c˜ = c1 − c2, u˜ =
u1 −u2, z˜= z1 − z2, p˜ = p1 −p2. Then we have
α(u˜+ z˜,v) + β(v, p˜) = 0, β(u˜,q) = 0, ∀v ∈ U , q ∈ P . (2.36)
In fact, z˜ = (z˜1, z˜2) := Zˆ(c˜) ∈ U ∩ Lr ∩ {
∫
I z˜1 = 0}, where Zˆ is the function given by Lemma 2.4 with zˆm(cˆ) = cˆ
∫ 1
0 z
′
m(c2 +
t(c1 − c2))dt (instead of zm(c)). Note that ‖zˆm‖C3 is uniformly bounded regardless of c1 and c2, so (2.30) holds with φ = 0.
So we have
‖u˜‖H1(A∪G)  K‖c˜‖H1(G), (2.37)
which proves the continuity of T . 
Lemma 2.10. The operator R is well-deﬁned, continuous and compact in Lr , r > 2. Furthermore
Λ := {u ∈ Lr, u= λRu for a certain λ ∈ [0,1]}
is uniformly bounded in H1(A ∪ G) by a constant depending only on data and the domain.
Proof. The continuity of R follows from Propositions 2.8 and 2.9. The compactness of R follows from (2.30).
For the boundedness of Λ we may assume λ = 0. Let us ﬁrst prove the boundedness of Λ in Lr . For u ∈ Λ set c = Su,
so 1
λ
u= T c. Therefore from (2.29) with s = r and (2.20) we have∥∥∥∥1λu
∥∥∥∥
H1(A)
+
∥∥∥∥1λu
∥∥∥∥
Lr
 K
(
φ + ci), (2.38)
which proves that Λ is bounded in Lr . Then the boundedness of Λ in H1(A ∪ G) follows from (2.30), (2.21) and (2.38). 
2.2. Proof of Theorem 1.3
Existence of a weak solution
From Lemma 2.10 and Theorem 11.3, [10], it follows that the map R has a ﬁxed point u ∈ Lr . In fact, u ∈ H1(A ∪ G)
because the image of T is in H1(A ∪ G). Let c = Su, (u,p) = T c. Then (c,u,p), u = u + z, p = p + (po, po), is a weak
solution of (1.3)–(1.6).
Uniqueness of the weak solution
Note that in [15] the uniqueness is proven under the assumption that both ci and φ are small. Here we require only ci
small.
It is enough to prove that R has a unique ﬁxed point. Let us assume that u1, u2 are two ﬁxed points of L. Set ci = Sui ,
(ui,pi) = T ci , zi = Z(ci) and ui = ui +zi . Furthermore, set c˜ = c1 − c2, u˜= u1 −u2, z˜= z1 −z2, u˜ = u1 −u2, p˜ = p1 −p2.
We have to prove u˜= 0.
It is clear that (u˜ + z˜, p˜) satisﬁes (2.36) and ∫I z˜1 = 0 (where z˜ = (z˜1, z˜2)). From (2.29) with φ = 0 and s = r (as in the
proof of Proposition 2.9) we obtain
‖u˜‖H1(A) + ‖u˜‖Lr(G)  K‖c˜‖Lr(M)  K‖∇ c˜‖L2(Ω). (2.39)
Note that c˜ ∈ C, u1,u2 ∈ Λ ∩H1(A ∪ G) and
γ (c˜,ϕ;u1) = −
∫
Ω
(u˜ · ∇c2)ϕ =: l˜(ϕ), ∀ϕ ∈ C.
From (2.23), (2.21) and (2.38) it follows
‖∇ c˜‖L2(Ω)  K‖l˜‖C∗  K‖∇c2‖L2(Ω)‖u˜‖Lr  Kci
(
1+ ‖u2‖L2
)‖u˜‖Lr  Kci(1+ ci + φ)‖u˜‖Lr . (2.40)
Then (2.39) and (2.40) imply u˜= 0 if ci is small.
We close this section with a regularity result for c, u and p, which will be used in the next section when proving the
differentiability of the functional E .
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i) c ∈ W 2,ρ(A\A), u ∈ W 1,ρ(A\A) × W 1,ρ(A\A), p ∈ W 1,ρ(A\A).
ii) If Γ is C2,ϑ , for a certain ϑ ∈ (0,1), then c ∈ C2,ρ(A\A).
Proof. First, note that there exists r1 > 2 such that c ∈ W 1,r1(A\A) (see [8,15]).
Let Aˆ (resp. Aˆ , Γˆ ), be the extension of A (resp. A , Γ ), obtained by reﬂection around x1 = 0 and x1 = . Note that Γˆ is
a C2 (or C2,ϑ in case ii)), boundary except at x1 = . We consider (cˆ, uˆ, pˆ), an extension in Aˆ of (c,u, p) as follows:
cˆ(x1, ·) =
⎛
⎜⎝
2ci − c(−x1, ·); x1 ∈ (−,0),
c(x1, ·); x1 ∈ (0, ),
c(2 − x1, ·); x1 ∈ (−,0),
⎞
⎟⎠ (2.41)
(uˆ; pˆ)(x1, ·) =
⎛
⎝ (u1(−x1, ·),−u2(−x1, ·)); 2p
i − p(−x1, ·) in (−,0),
(u1(x1, ·),u2(x1, ·)); p(x1, ·) in (0, ),
(u1(2 − x1, ·),−u2(2 − x1, ·)); 2po − p(2 − x1, ·) in (,2).
⎞
⎠ (2.42)
a) It follows that cˆ ∈ W 1,r1 ( Aˆ\ Aˆ), Dcˆ = ±uˆ · ∇ cˆ =: fˆ with fˆ ∈ Lr2( Aˆ\ Aˆ), for a certain r2 > 2. From classical regularity
of Laplace operator, see for example [1], it follows cˆ ∈ W 2,r2(( Aˆ\ Aˆ) ∩ Bc(Γ, δ)), Bc(Γ, δ) is the complement of the ball at
Γ := (,η()) with radius δ > 0 small, and η is the function whose graph is Γ .
For the regularity of c near Γ , note that ∂ A is C2 piecewise smooth, with an opening angle at Γ strictly less than π .
From [4] (see also [11]) it follows c ∈ W 2,r3(A), for a certain r3 > 2.
For u and p, note that Γˆ is Lipschitz. Then from [7] there exists r4 > 2 such that uˆ ∈ W 1,r4( Aˆ\ Aˆ) × W 1,r4( Aˆ\ Aˆ),
pˆ ∈ Lr4( Aˆ\ Aˆ), which proves i) with ρ ∈ (0,min{r2, r3, r4}].
b) For the C2,ρ regularity of c note ﬁrst that i) implies c ∈ C1,r5 (A\A), u ∈ C0,r5 (A\A) × C0,r5 (A\A), for a certain
r5 ∈ (0,1). Therefore fˆ ∈ C0,r5 ( Aˆ\ Aˆ). Then, from classical Hölder regularity results for Laplace operator, see [10], we obtain
cˆ ∈ C2,r5 (( Aˆ\ Aˆ) ∩ Bc(Γ, δ)), δ > 0 small. Finally, as the opening angle of Aˆ at Γ is strictly less than π , from [11] we have
cˆ ∈ C2,r6 ( Aˆ\ Aˆ), for a certain r6 > 0, which proves the proposition with ρ ∈ (0,min{r2, r3, r4, r5, r6}]. 
3. Proof of Theorem 1.4
From Theorem 1.3, E(θ) and the minimization problem (1.9) are well-deﬁned if ci is small. We will ﬁnd a numerical
solution of the problem (1.9) by using a gradient method. From [20], the shape differentiability of E depends strongly on
the differentiability of the state variables c, u, p.
For θ = (0, θ2) ∈ Θ let (c(θ),u(θ),p(θ)), with c(θ) = c(θ) + ci , u(θ) = u(θ) + Z(c(θ)), p(θ) = (p(θ),pi(θ)) + (po, po),
be the weak solution of (1.3)–(1.6) in Ωθ . We set cθ = c(θ) ◦ (I + θ), uθ = u(θ) ◦ (I + θ), zθ = z(cθ ), pθ = p(θ) ◦ (I + θ),
piθ = pi(θ).
We make the change of variable y = (I+ θ)(x), for ‖θ‖Lip(Ω0) small, and transform the weak formulation problems (1.11),
(1.16)–(1.17) into integrals in Ω0. Then solving Eqs. (1.11), (1.16)–(1.17) becomes equivalent to:
ﬁnd (cθ ,uθ ,pθ ) ∈ C0 ×U0 ×P0 such that (3.1)
γ (cθ ,ϕ;uθ + zθ , θ) :=
∫
Ω0
(
DMθ∇cθ · Mθ∇ϕ + ϕ(uθ + zθ ) · Mθ∇cθ
)
Jac(I + ∇θ)
+
∫
M
Hmcθϕ = −
∫
M
Hmc
iϕ, ∀ϕ ∈ C0, (3.2)
α(uθ + zθ ,v; θ) + β(v,pθ ; θ) :=
∫
A0
(
μMθ∇(uθ + zθ ) · Mθ∇v
)
Jac(I + ∇θ) +
∫
G
μ
κ
(uθ + zθ ) ·v
−
∫
A0
pθ
2∑
i, j=1
Mi, jθ ∂ jvi Jac(I + ∇θ) − piθ
∫
I0
v1
(
1+ θ ′2
)
= 0, ∀v ∈ U0, (3.3)
β(uθ ,q; θ) := −
∫
A0
q
2∑
i, j=1
Mi, jθ ∂ jui,θ Jac(I + ∇θ) − qi
∫
I0
(uθ )1
(
1+ θ ′2
)= 0, ∀q = (q,qi) ∈ P0, (3.4)
where Mθ = [Mi, j] = t[∇(I + θ)]−1.θ
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F= (F1, F2, F3) : Θ × (C0 ×U0 ×P0) → C∗0 ×U∗0 ×P∗0,
where X∗ denotes the dual space of X , as follows
F1(θ, c,u,p)(ϕ) = γ (c,ϕ;u+ z, θ) +
∫
M
Hmc
iϕ, z = Z(c) := Z(c + ci), (3.5)
F2(θ, c,u,p)(v) = α(u+ z,v; θ) + β(v,p; θ), (3.6)
F3(θ, c,u,p)(q) = β(u,q; θ). (3.7)
In this section we will prove the shape differentiability of the state variables by using implicit function theorem to F = 0
at θ = 0. The key element of the proof is to show that the derivative of F w.r.t. (c,u,p) is an isomorphism. Then we will
prove the differentiability of E and compute its derivative.
3.1. Preliminary results
We will need the following preliminary results.
Lemma 3.1.We have:
i) The map Z : C0 → U ∩ Ls , s ∈ (1,∞), is C1 . Furthermore if c0 ∈ C0 , c ∈ C0 and z′ := Z′(c0)(c) (here ′ is the derivative w.r.t. c)
we have
∥∥∇z′∥∥L2(A0) +
∥∥z′∥∥Ls(G)  K‖c‖Ls(M), s ∈ (1,∞). (3.8)
ii) The map Z : C0 →W1,s(Ω0), c → z := Z(c), s ∈ (1,2), is C1 . Furthermore if c0 ∈ C0 , c ∈ C0 we have
∥∥∇z′∥∥L2(A0) +
∥∥z′∥∥W1,s(G)  K (1+ ‖∇c0‖L2(Ω0))‖∇c‖Ls(Ω0), s ∈ (1,2). (3.9)
Proof. a) Let zG and z be as in Lemma 2.4. Note that in Lemma 2.4 we showed that z0 ∈ W−1/s,s(∂G) → zG ∈ Ls(G),
s ∈ (1,∞), and z0 ∈ H1/2(∂ A) → z ∈ H1(A), are linear continuous.
From the construction of z0 and by composition, to prove the differentiability in i) it is enough to show that zm : C0 →
W−1/s,s(M), s ∈ (1,∞), is C1. This is proven in ii), Lemma 2.3, and furthermore, (3.8) follows from (2.4).
b) Again by composition, as z0 ∈ W 1−1/s,s(∂G) → zG ∈ Ls(G), s ∈ (1,∞), is linear continuous (G is convex, see [9]), to
prove the differentiability in ii) it is enough to show that zm : C0 → W 1−1/s,s(M), s ∈ (1,2), is C1, which is proven in iii),
Lemma 2.3.
Finally, (3.9) follows from (2.5), (3.8) and the trace theorem and the Poincaré inequality in C0. 
Corollary 3.2.We have F (0, c0,u0,p0) = 0 and F is C1 near (0, c0,u0,p0). Furthermore, if F ′(c,u,p) = (F ′1, F ′2, F ′3)(c,u,p) :=
∂(c,u,p)F (0, c0,u0,p0)(c,u,p) for (c,u,p) ∈ C0 ×U0 ×P0 , we have
F ′1(c,u,p)(ϕ) = γ0(c,ϕ;u0) +
∫
Ω0
(
u+ z′) · ∇c0ϕ
:=
∫
Ω0
D(∇c · ∇ϕ) + (u0 · ∇c)ϕ +
∫
M
Hmcϕ +
∫
Ω0
ϕ
(
u+ z′0
) · ∇c0, (3.10)
F ′2(c,u,p)(v) = α0
(
u+ z′,v)+ β0(v,p)
:=
∫
A0
μ∇(u+ z′) · ∇v +
∫
G
μ
κ
(
u+ z′) ·v −
∫
A0
p∇ ·v − pi
∫
I0
v1, (3.11)
F ′3(c,u,p)(q) = β0(u,q) := −
∫
A0
q∇ ·u− qi
∫
I0
u1, (3.12)
where z′ = ∂cZ(c0)(c), u0 = u0 + z0 .
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calculus. 
In order to apply implicit mapping theorem to F = 0, we will prove that F ′ deﬁnes an isomorphism from C0 ×U0 ×P0
to C∗0 ×U∗0 ×P∗0. We will prove ﬁrst that for every l = (l1, l2, l3) ∈ C∗0 ×U∗0 ×P∗0 the equation F ′(c,u,p) = l has a solution.
For this we consider the operator S0 given by
S0 : u ∈ Lr0 → c = S0u ∈ C0, with c the solution of (3.13)
γ0(c,ϕ;u0) +
∫
Ω
(u · ∇c0)ϕ = l1(ϕ), ∀ϕ ∈ C0, (3.14)
and T0, T0, given by
T0 : c ∈ C0 → u := u+ z′ ∈W1,s(A0 ∪ G), T0c = (u,p), where z′ = Z′(c0)(c) and (3.15)
α0
(
u+ z′,v)+ β0(v,p) = l2(v), ∀v ∈ U0, (3.16)
β0(u,q) = l3(q), ∀q ∈ P0. (3.17)
Here s ∈ ( 2r2+r ,2) is such that the embedding W 1,s(A0 ∪ G) ↪→ Lr(Ω0) is compact.
Finally, let R0 : Lr0 → Lr0, R0 = T0 ◦ S0. We will prove that R0 has a ﬁxed point u, which will provide a solution to
F ′(c,u,p) = l.
Proposition 3.3. The operator S0 is well-deﬁned, aﬃne and continuous. Furthermore c = S0u satisﬁes
‖∇c‖L2(Ω0) + ‖c‖L2(M)  K
(‖l1‖C∗0 + ci‖u‖Lr0). (3.18)
Proof. The well-deﬁnedness of S0 follows from the uniqueness of c , which proves also the existence, see [10]. The unique-
ness of c is a consequence of the maximum principle, see (2.20).
For the continuity of S0 we use Lemma 2.6. Indeed, (3.14) is like (2.22) with u = u0 and l(ϕ) = l1(ϕ) −
∫
Ω0
(u · ∇c0)ϕ .
Therefore, from (2.23) we obtain
‖∇c‖L2(Ω0) + ‖c‖L2(M)  K
(‖l1‖C∗0 + ‖∇c0‖L2(Ω0)‖u‖Lr0), (3.19)
which together with (2.21) and Lemma 2.10 imply (3.18) and the continuity of S0. 
Proposition 3.4. The operator T0 is well-deﬁned, aﬃne and continuous. If u= T0c then
‖u‖H1(A0) + ‖u‖Ls(G)  K
(‖l2‖U∗0 + ‖l3‖P∗0 + ‖c‖Ls(M)), s 2, (3.20)
‖u‖H1(A0) + ‖u‖W1,s(G)  K
(‖l2‖U∗0 + ‖l3‖P∗0 + (1+ ‖∇c0‖L2(Ω0))‖∇c‖Ls(Ω0)), s ∈ (1,2). (3.21)
Proof. Let us prove ﬁrst that T0 is well-deﬁned. The bilinear form β0(v ,q) satisﬁes the compatibility condition, see
Lemma 2.7. Then from Theorem 7.4.1, [19], it follows the existence and uniqueness of a solution (u,p) ∈ U0 × P0 to
(3.16), (3.17), which proves the well-deﬁnedness of T0.
Furthermore from Theorem 7.4.1, [19], and (3.8) with s = 2 it follows
‖∇u‖L2(A0) + ‖u‖L2(G)  K
(‖l2‖U∗0 + ‖l3‖P∗0 + ∥∥∇z′∥∥L2(A0) +
∥∥z′∥∥L2(G))
 K
(‖l2‖U∗0 + ‖l3‖P∗0 + ‖c‖L2(M)). (3.22)
From the structure of U∗0, see Corollary 2.2, and Proposition 1.1, [22], it follows that u = u + z′ = ∇p, p = 0 in G , for
a certain p ∈ H1(G). Note that
−p = 0 in G, ∂νG p =
⎧⎨
⎩
(u+ z′) · νG = z′ · νG ∈ W 1−1/s,s(M),
(u+ z′) · νG = 0 ∈ W 1−1/s,s(W ),
(u+ z′) · νG = −u · νA ∈ W 1−1/s,s(Σ).
We proceed as in Proposition 2.9. As ∂νG p ∈ W−1/s,s(∂G), s ∈ (1,∞), from the continuity of ∂νG p ∈ W−1/s,s(∂G) → p ∈
W 1,s(G), s ∈ (1,∞), (3.22) and (3.8) we obtain
‖∇u‖L2(A0) + ‖u‖Ls(G)  K
(‖l2‖U∗0 + ‖l3‖P∗0 + ‖c‖Ls(M)), s 2,
which together with Poincaré inequality in H1(A0) ∩ {u= 0 on Γ0} proves the estimation (3.20).
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for s ∈ (1,2) (as in Lemmas 2.4, 3.1). Then from (3.9), (3.22) we obtain
‖u‖W1,s(G)  K‖u‖W1−1/s,s(∂G)  K
(‖u‖W1,s(A0) + ∥∥z′∥∥W1,s(G))
 K
(‖l2‖U∗0 + ‖l3‖P∗0 + (1+ ‖∇c0‖L2(G))‖∇c‖Ls(Ω0)),
which together with (3.20) proves (3.21) and the continuity of T0. 
Lemma 3.5. The map R0 is compact in Lr0 , r > 2. If c
i is small then the set
Λ0 =
{
u ∈ Lr0, u= λR0u, λ ∈ [0,1]
}
,
is bounded inW1,s(A0 ∪ G), s ∈ ( 2r2+r ,2).
Proof. The compactness of R0 follows from Proposition 3.3, 3.4 and the compactness of the embedding W 1,s(Ω0) ↪→ Lr(Ω0)
for s ∈ ( 2r2+r ,2).
For the estimation of the set Λ0 we may consider λ = 0. Let u ∈ Λ, so R0u= (T0 ◦ S0)u= 1λu. If we set c = S0u we have
1
λ
u= T0c . From (3.21), (3.18), (2.21) and as Λ is bounded we obtain
1
λ
‖u‖W1,s(A0∪G)  K
(‖l2‖U∗0 + ‖l3‖P∗0 + (1+ ‖∇c0‖L2(Ω0))‖∇c‖L2(Ω0))
 K
(‖l1‖C∗0 + ‖l2‖U∗0 + ‖l3‖P0∗ + ci‖u‖Lr ),
which together with the continuity of the embedding W1,s(A0 ∪ G) ↪→ Lr(Ω0), s ∈ ( 2r2+r ,2), proves the boundedness of Λ0
if ci is small. 
Proposition 3.6. Assume ci is small. Then F ′ deﬁnes an isomorphism from C0 ×U0 ×P0 to C∗0 ×U∗0 ×P∗0 .
Proof. It is clear that (c,u,p) → F ′(c,u,p) is continuous from C0 ×U0 ×P0 to C∗0 ×U∗0 ×P∗0. Also, Lemma 3.5 and the
ﬁxed point theorem (Theorem 11.3, [10]) show that F ′(c,u,p) = l has a solution.
It remains to prove that F ′(c,u,p) = l has a unique solution. It is enough to show that L0 has a unique ﬁxed point.
Let ui = ui +z′i , i = 1,2, be two ﬁxed points of L0, so if c i = S0ui we have (ui,pi) = T0c i , z′i = Z′(c0)(c i). Set c = c1−c2,
u= u1 − u2, z′ = z′1 − z′2 = Z′(c0)(c), p = p1 −p2. Then we have
γ0(c,ϕ;u0) +
∫
Ω
(u · ∇c0)ϕ = 0, ∀ϕ ∈ C0, (3.23)
α0
(
u+ z′,v)+ β0(v,p) = 0, ∀v ∈ U0, (3.24)
β0(u,q) = 0, ∀q ∈ P0, (3.25)
which implies
‖∇u‖L2(A0) + ‖u‖Lr(G)(
from (3.20)
)
 K‖c‖Lr(M)(
from (3.23) and Lemma 2.6
)
 K‖∇c0‖L2(Ω0)‖u‖Lr0(
from (2.21)
)
 Kci
(
1+ ‖u0‖L20
)‖u‖Lr0 ,
and proves that u= 0 if ci is small. 
3.2. Proof of Theorem 1.4
(i) The function F (θ, c,u,p) satisﬁes the conditions of implicit mapping theorem in Θ × C0 × U0 × P0 near
(0, c0,u0,p0). Therefore there exists a unique C1 map θ ∈ Θ → (c,u,p) ∈ C0 × U0 × P0 near θ = 0, such that
F (θ, c,u,p) = 0. But from the construction of F and the uniqueness of solution to (1.11), (1.16)–(1.17) (if ci is small) it
follows that
cθ = c(θ) ◦ (I + θ), uθ = u(θ) ◦ (I + θ), pθ = p(θ) ◦ (I + θ) =
(
p(θ) ◦ (I + θ),pi(θ)),
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Lemma 3.1, it follows also that θ → u(θ) ◦ (I + θ) = u(θ) ◦ (I + θ) + z(c(θ) + ci) is C1 near θ = 0 from Θ to U0.
(ii) Let ∂θ c(0), resp. ∂θ pi(0)(ξ), denote the derivative at θ = 0 on the direction ξ of c(θ), resp. pi(θ). From [20], the fact
that ξ2 = 0 in {x2 ∈ (−,h)} and i), Proposition 2.11 we obtain
∂θ c(0)(ξ)|M = ∂θ
(
c(θ) ◦ (I + θ))(0)(ξ) ∈ H1/2(M), (3.26)
∂θ c(0)(ξ)|O0 = ∂θ
(
c(θ) ◦ (I + θ))(0)(ξ) − ξ · ∇c0 ∈ H1(A0) ↪→ H1/2(O 0). (3.27)
Then from Theorem 5.1, [20], the functional E(θ) is differentiable from Θ to R at θ = 0 and
E ′(0)(ξ) = wu
∫
M
(
c − −
∫
M
c
)(
∂θ c(0)(ξ) − −
∫
M
∂θ c(0)(ξ)
)
− w1
∫
M
∂θ c(0)(ξ) + wv
∫
O0
∂θ c(0)(ξ)
+ wvcv(Γ0,)ξ2(Γ0,) + wp∂θ pi(0)(ξ),
which proves (1.18). 
4. Numerical solution of the optimal shape
To simplify the notations, in this section, we will write E ′ , resp. c′ , u′ , p′ and (pi)′ , instead of ∂θ E(0)(ξ), resp. ∂θ c(0)(ξ),
∂θu(0)(ξ), ∂θ p(0)(ξ), ∂θ pi(0)(ξ).
We will use a gradient method for solving (1.9) numerically. Namely, we write (1.18) in the form E ′ = (g02, ξ2)H1 :=∫
Γ0
(g02ξ2 + ∂s g02∂sξ2)ds0, with g02, ξ2 ∈ H1(Γ0) and s0 the arclength of Γ0. Setting g0 := (0, g02) we move the boundary Γ0 to
Γ := (I − λg0)(Γ0) = {(x1, x2), x1 ∈ (0, ), x2 = η0(x1) − λg02(x1)},
where λ > 0 is small.
However, the computation of E ′ using (1.18) is expensive as it requires the computation of many shape derivatives c′ ,
(pi)′ for arbitrary ξ ∈ Θ . In order to reduce the computation cost of E ′ the adjoint problem is introduced.
4.1. Adjoint problem and the energy shape derivative
From [20], the shape derivatives c′ , u′ and p′ = (p′, (pi)′) satisfy
−Dc′ + u0 · ∇c′ + u′ · ∇c0 = 0 in D′(Ω0), (4.1)(−μu′ + ∇p′)χA0 +
(
μ
κ
u′ + ∇p′
)
χG = 0 in D′(A0 ∪ G) (4.2)
∇ · u′ = 0 in L2(Ω0), (4.3)
equipped with these boundary conditions, see [12,21],⎡
⎢⎢⎢⎢⎢⎢⎢⎣
c′; ∫I0 u′ · ν0,u′ · τ0; p′
∂ν0c
′; u′ · τ0; p′
∂ν0c
′; u′; 0
[c′], [∂2c′]; u′1(·,0−), [u′2]; [p′]
∂ν0c
′; u′ · ν0; 0
D∂ν0c
′ + Hmc′; u′ · ν0; 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0; 0,0; (pi)′ on I0
0; 0; 0 on O 0
∂ν0c
′; −ξ · ∇u; 0 on Γ0
0,0; 0,0; 0 on Σ
0 0; 0 on W
0; −z′m(c0)c′; 0 on M
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
(4.4)
where ∂ν0c
′ = ∂s0c0∂s0 (ξ ·ν0)−(ξ ·ν0)∂2ν0c0 on Γ0, τ0 is the unit tangent vector on Γ0 and s0 is the arclength of Γ0. Note that
these boundary conditions are well deﬁned, see Proposition 2.11. We will ﬁnd the adjoint problem associated to (4.1)–(4.4).
This will allow us to obtain a formula for E ′ , appropriate for numerical computations.
Assuming c′ , u′ , p′ exist and are smooth enough, we multiply Eq. (4.1) by a smooth function σ , Eq. (4.2) by v= (v1, v2),
∇ · v= 0 in Ω0, Eq. (4.3) by q and integrate them by parts in Ω0 such that c′ , u′ and p′ are freed from derivatives and add
the results. The, factorizing the terms with c′ and u′ gives
0 =
∫
Ω0
(−Dσ − u0 · ∇σ)c′
+
∫ (
(−μv+ ∇q)χA0 +
(
μ
κ
v+ ∇q
)
χG + σ∇c0
)
· u′ (4.5)Ω0
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∫
∂Ω0
(
D∂ν0σ + (u0 · ν0)σ
)
c′ − Dσ∂ν0c′
+
∫
∂ A0
(μ∂νA0 v− qνA0) · u′ −
(
μ∂νA0u
′ − p′νA0
) · v+
∫
∂G
p′(v · ν0) − q
(
u′ · ν0
)
. (4.6)
The idea of the adjoint problem is to choose σ , v and q such that (4.5) and (4.6) provide a formula for (1.18), easy to
compute. Then motivated by (4.5) we deﬁne the adjoint variables σ , v and q by (1.19)–(1.22). Then from (4.6) it follows
0 =
∫
∂Ω0
(
D∂ν0σ + (u0 · ν0)σ
)
c′ − Dσ∂ν0c′
+
∫
∂ A0
(μ∂νA0 v− qνA0) · u′ −
(
μ∂νA0u
′ − p′νA0
) · v+
∫
∂G
p′(v · ν0) − q
(
u′ · ν0
)
. (4.7)
Let us assume the adjoint problem system (1.19)–(1.21), (1.22) has a smooth solution σ , v, q= (q,qi). Now we will prove
(1.23) by using (1.22) and (4.7).
Indeed, the shape derivatives c′ , u′ , p′ and adjoint variables σ , v, q satisfy (4.7). Then, using boundary conditions (4.4),
(1.22) we obtain
0 =
∫
I0
(
D∂ν0σ + (u0 · ν0)σ
)
c′︸︷︷︸
=0
− Dσ︸︷︷︸
=0
∂ν0c
′ +
∫
O0
(
D∂ν0σ + (u0 · ν0)σ
)
︸ ︷︷ ︸
=wv
c′ − Dσ ∂ν0c′︸︷︷︸
=0
+
∫
Γ0
(
D∂ν0σ + (u0 · ν0)σ
)
︸ ︷︷ ︸
=0
c′ − Dσ∂ν0c′︸ ︷︷ ︸
=?
+
∫
W
(
D∂ν0σ + (u0 · ν0)σ︸ ︷︷ ︸
=0
)
c′ − Dσ ∂ν0c′︸︷︷︸
=0
+
∫
M
(
D∂ν0σ + (u0 · ν0)σ
)
︸ ︷︷ ︸
=?
c′ − σ D∂ν0c′︸ ︷︷ ︸
=−Hmc′
+ μ
∫
I0
(
∂ν0v · u′ − ∂ν0u′ · v
)
︸ ︷︷ ︸
=0
+ (pi)′
∫
I0
(v · ν0)
︸ ︷︷ ︸
=wp
−qi
∫
I0
(
u′ · ν0
)
︸ ︷︷ ︸
=0
+ μ
∫
O0
(
∂ν0v · u′ − ∂ν0u′ · v
)
︸ ︷︷ ︸
=0
+
∫
O0
p′︸︷︷︸
=0
(v · ν0) −
∫
O0
q︸︷︷︸
=0
(
u′ · ν0
)
+
∫
Γ0
(μ∂ν0v− qν0) · u′︸︷︷︸
=−ξ ·∂ν0u
−
∫
Γ0
(
μ∂ν0u
′ − p′ν0
) · v︸︷︷︸
=0
+ μ
∫
Σ
(
∂νA0
v · u′ − ∂νA0u′ · v
)
︸ ︷︷ ︸
=0
+
∫
Σ
(v · νA0)
[
p′
]
︸︷︷︸
=0
−
∫
Σ
(
u′ · νA0
) [q]︸︷︷︸
=0
+
∫
W
p′(v · ν0) − q
(
u′ · ν0
)
︸ ︷︷ ︸
=0
+
∫
M
p′ (v · ν0)︸ ︷︷ ︸
=0
−q (u′ · ν0)︸ ︷︷ ︸
=−z′m(c0)c′
.
This implies
E ′ − wvcv(Γ0,)ξ2(Γ0,) = wpp′i +
∫
M
wmc
′ + wv
∫
O0
c′ (4.8)
=
∫
M
(
D∂ν0σ + (Hm + u0 · ν0)σ + qz′m(c0)
)
c′ + wv
∫
O0
c′ + wpp′i
=
∫
Γ
Dσ∂ν0c
′ + μ(∂ν0v · ∂ν0u)(ξ · ν0) − q(∂ν0u · ν0)(ξ · ν0). (4.9)0
J.H. Al-Smail, A. Novruzi / J. Math. Anal. Appl. 389 (2012) 293–313 309Note that from [21] we have∫
Γ0
σ∂ν0c
′ =
∫
Γ0
σ
(
∂s0(ξ · ν0)∂s0c0 − (ξ · ν0)
(
∂2ν0c0
))
, (4.10)
which does not involve shape derivatives but it is not appropriate for numerical computations as it involves second order
derivative of c on the boundary. Note also that
∫
Γ0
σ∂ν0c
′ is well deﬁned as from Proposition 2.11 we have c0 is C2 near Γ0.
We can integrate by parts the ﬁrst term of the right-hand side of (4.10). Using the formula relating  and Laplace–
Beltrami operator (see for example [13]) we obtain∫
Γ0
σ∂ν0c
′ = [σ∂s0c0(ξ · ν0)](,η0())(0,η0(0)) −
∫
Γ0
(∂s0σ∂s0c0)(ξ · ν0) + σ
(
∂2s0c0 + ∂2ν0c0
)
︸ ︷︷ ︸
=−H0∂ν0 c0+ 1D u0·∇c0=0
(ξ · ν0)
= −
∫
Γ0
(∂s0σ∂s0c0)(ξ · ν0). (4.11)
Here H0 is the mean curvature of Γ0 and [σ∂s0c0(ξ · ν0)](,η0())(0,η0(0)) = 0 because ∇c0(,η0()) = (0,0) and σ(0, η0(0)) = 0 (we
can easily prove that σ is continuous near (0, η0(0))).
Also we have∫
Γ0
q(∂ν0u0 · ν0)(ξ · ν0) =
∫
Γ0
q
(
∂ν0(u0 · ν0)
)
(ξ · ν0) =
∫
Γ0
q
(
∂τ (u0 · τ0)
)
(ξ · ν0) = 0. (4.12)
Then from (4.9), (4.12) and (1.22) it follows
E ′ − wvcv(Γ0,)ξ2(Γ0,) =
∫
Γ0
Dσ∂ν0c
′ + μ(∂ν0v · ∂ν0u)(ξ · ν0) − q(∂ν0u · ν0)(ξ · ν0)
=
∫
Γ0
(
μ(∂ν0v · ∂ν0u0) − D(∇σ · ∇c0)
)
(ξ · ν0),
which proves (1.23).
4.2. Numerical results
The geometry of the initial domain Ω0 and the physical parameters we consider for numerical computations are:
Geometry:
 = 0.4 [m], h = 3 · 10−3 [m], H = 3 · 10−2 [m],  = 1.2 · 10−3 [m],
η0 = −6 · 10−3, A0 = (0, ) × (η0,0), G = (0, ) × (0,h), Ω0 = A0 ∪ Σ ∪ G,
Physical parameters:
D = 8 · 10−6 [m2/s], Hm = 3 · 10−3,
μ = 2.2 · 10−5 [kg/(ms)], κ = 10−12 [m2],
ci = 0.24, cn = 0.69, cm = 3.5,
φ = 0.005 [m2/s], po = 250000 [Pa].
At each step we compute numerically the system (1.3)–(1.6) (we have used the commercial package Comsol). Then we
evaluate E ′ and next we deform the domain.
The solution of state problem (1.3)–(1.6) in the initial domain Ω0 is presented in Fig. 2. In all graphs, red means high
values and blue small values.
We will present several solutions of (1.9) for different choices of weights of the energy functional E , see (1.8). In all the
ﬁgures, the order of pictures is: c in Ω , c on M , u1, u2 and p in Ω .
Note that the domain we consider has a high aspect ratio. The ﬁgures we present are scaled in x ad y directions, with
different coeﬃcients.
4.2.1. Solution of (1.9) with one single weight
In this subsection we present the optimal channel shape when only one of the weights of E is nonzero.
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of this article.)
Fig. 3. wu = 1, w1 = wv = wp = 0.
Fig. 4. wu = 0, w1 = 1, wv = wp = 0.
Minimization of the oxygen concentration variation in M
Here we take wu = 1, w1 = wv = wp = 0 and the results are presented in Fig. 3. The optimal shape tends to be wider
on I and narrower on O . From the graph of c we see that c is almost constant on M .
Maximization of the L1(M) norm of the oxygen concentration
Here we take wu = 0, w1 = 1, wv = wp = 0 and the results are presented in Fig. 4. Here we see that the optimal channel
shape Γ tends to be close to Σ (it reaches the upper constraint x2 = −). In this case L1(M) norm of c increases, but c is
no more close to constant.
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Fig. 6. wu = w1 = wv = 0, wp = 1.
Fig. 7. wu = 104, w1 = 1, wv = wp = 0.
Maximization of the L1(O ) norm of the vapor concentration
Here wu = w1 = 0, wv = 1, wp = 0, and the results are presented in Fig. 5. We see that the channel tends to reach the
upper constraint x2 = − except near O where it tends to be wide open.
Minimization of the pressure drop pi − po
Here wu = w1 = wv = 0, wp = 1, see Fig. 6. Here the channel tends to be wide all along its length.
4.2.2. Solution of (1.9) with two nonzero weights
In what follows we present the numerical solution of (1.9) with two nonzero weights. Somehow, the optimal shape is an
“interpolation” of optimal shapes obtained with two weights separately.
Minimization of the oxygen concentration variation and maximization of its norm L1(M)
Here we take wu = 104, w1 = 1, wv = wp = 0, and the results are presented in Fig. 7 (compare it with Figs. 3, 4).
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Fig. 9. wu = 107, w1 = wv = 0, wp = 1.
Fig. 10. wu = 0, w1 = 107, wv = 1, wp = 0.
Minimization of the oxygen concentration variation on the membrane and maximization of the L1(O ) norm of the vapor
concentration
Here we take wu = 104, w1 = 0, wv = 1, p = 0, see Fig. 8 (and Figs. 3, 5).
Minimization of the oxygen concentration variation on the membrane and of the pressure drop
Here we take wu = 107, w1 = wv = 0, wp = 1, see Fig. 9 (and Figs. 3, 6).
Maximization of the L1(M) norm of the oxygen concentration and of the L1(O ) norm of the vapor concentration
Here we take wu = 0, w1 = 1, wv = 1, wp = 0, see Fig. 10 (and Figs. 4, 5).
Maximization of the L1(M) norm of the oxygen concentration and minimizing the pressure drop
Here we take wu = 0, w1 = 104, wv = 0, wp = 1, see Fig. 11 (and Figs. 4, 6).
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Fig. 12. wu = w1 = 0, wv = 103, wp = 1.
Maximization of the L1(O ) norm of the vapor concentration and minimization of the pressure drop
Here we take wu = w1 = 0, wv = 103, wp = 1, see Fig. 12 (and Figs. 5, 6).
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