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Abstract
We prove optimal Hölder and Lp estimates for solutions of the tangential Cauchy–Riemann equa-
tion on the boundary of a bounded convex domain of finite type in Cn using the integral kernel
method.
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1. Introduction and statement of results
Let Ω  Cn be a convex domain with C∞-smooth boundary of finite type m. In this
paper we investigate the tangential Cauchy–Riemann equation ∂¯bu= f on bΩ . We prove
optimal Hölder and Lp estimates for solutions of the ∂¯b-equation. More precisely we show
Theorem 1.1. Let Ω and m be as above. Let f ∈ Lp(0,1)(bΩ), 1  p ∞, and f satisfy
the compatibility conditions:
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C∞(Ω¯).
(2) If n > 2, ∂¯bf = 0 in the distribution sense.
Then there exists a solution u of ∂¯bu= f on bΩ in the distribution sense which satisfies
the following estimates:
(i) For any 1  p, r ∞ with 1/r > 1/p − 1/((n − 1)m + 2) we have ‖u‖Lr (bΩ) 
C‖f ‖Lp
(0,1)(bΩ)
.
(ii) For p > (n− 1)m+ 2 we have ‖u‖Λα(bΩ)  C‖f ‖Lp
(0,1)(bΩ)
for α = 1/m− ((n− 1)m
+ 2)/(mp). Here ‖u‖Λα(bΩ) is the Hölder norm of order α on bΩ .
The constants in (i) and (ii) depend only on p, m, and Ω .
Remark 1.2. (i) Chen and Ma [1] proved the optimal case 1/r = 1/p− 1/((n− 1)m+ 2)
in (i) of Theorem 1.1 on the boundaries of real ellipsoids by using weak type estimates for
the solution operator of ∂¯b . The result is an improvement of a theorem of Shaw [12]. In our
setting, if n= 2, we can prove that
‖u‖Lr (bΩ)  C‖f ‖Lp
(0,1)(bΩ)
for
1
r
= 1
p
− 1
m+ 2 .
However, if n > 2, we cannot prove the optimal Lp estimates for ∂¯b by using their method.
In this case we think that it is necessary to consider the other integral kernel.
(ii) The Hölder exponent 1/m− ((n−1)m+2)/(mp) in (ii) of Theorem 1.1 is optimal.
In [11] Shaw gave an example on a real ellipsoid of finite type m which shows the exponent
1/m− ((n− 1)m+ 2)/(mp) is the best possible.
In [11] and [12] Shaw proved optimal Hölder and Lp estimates for ∂¯b on the boundaries
of real ellipsoids in Cn and weakly pseudoconvex domains of uniform strict type m in C2.
Her results were the first concerning optimal Hölder and Lp estimates for ∂¯b on weakly
pseudoconvex boundaries of finite type. For more details about the ∂¯b-problem and the
history concerning the problem, we refer the reader to [12].
Our method to study the ∂¯b-problem is to establish an integral representation formula
introduced by Henkin [6]. Recently, Diederich and Fornæss [3] constructed support func-
tions for convex domains of finite type m. By using these support functions Diederich et
al. [2] proved the optimal (1/m)-Hölder estimate and Fischer [4] obtained optimal Lp es-
timates for ∂¯ . We use the support functions constructed in [3] for the Henkin’s integral
solution formula of ∂¯b.
2. Construction of the solution formula
From now on we always denote by Ω = {z ∈Cn: ρ(z) < 0} a bounded convex domain
with C∞-smooth boundary of finite type m. We also define Ωδ := {z ∈Cn: ρ(z) < δ} for
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exists a neighborhood U of bΩ such that |dρ(z)|> 1/2 for all ζ ∈ U and all the domains
Ωρ(ζ) are convex domains of finite type m. See Section 2 of Fischer’s paper [4] for details.
If nζ is the unit outward normal vector at ζ on the hypersurface {z: ρ(z)= ρ(ζ )} we
define w = Φ(ζ )(z− ζ ), where the unitary matrix Φ(ζ ) satisfies Φ(ζ )nζ = (1,0, . . . ,0)
for all ζ ∈U . The following definitions are in [3]:
ρζ (w) := ρ
(
ζ + (Φ¯(ζ ))T w),
Sζ (w) := 3w1 +Kw21 − c
m∑
j=2
M2
j
σj
∑
|α|=j
α1=0
1
α!
∂jρζ
∂wα
(0)wα
for M > 0 suitably large, c > 0 suitably small (all independent of ζ ). We define
Q
j
ζ (w) :=
1∫
0
∂Sζ
∂w
(tw) dt, j = 1, . . . , n,
and
Q(z, ζ )= (Q1(z, ζ ), . . . ,Qn(z, ζ ))
:=Φ(ζ )T (Q1ζ (Φ(ζ )(z− ζ )), . . . ,Qnζ (Φ(ζ )(z− ζ ))).
We put S(z, ζ ) := Sζ (Φ(ζ )(z− ζ )). Then S(z, ζ ) is a support function on Ω , holomorphic
in z ∈ Ω¯ and C∞ in ζ ∈ U with the following estimates. Let v be a unit vector complex
tangential to the level set {ρ = ρ(ζ )} at ζ . Define
aαβ(ζ, v) := ∂
α+β
∂λα∂λ¯β
ρ(ζ + λv)
∣∣∣∣
λ=0
.
Then there are constants K,c, d > 0, such that one has for all points z written as z =
ζ +µnζ + λv with µ,λ ∈C the estimate
2 ReS(z, ζ )−|Reµ| −K(Imµ)2
− c
m∑
j=2
∑
α+β=j
∣∣aαβ(ζ, v)∣∣|λ|j + d sup{0, ρ(z)− ρ(ζ )}. (2.1)
Lemma 2.1. For every z, ζ ∈ U satisfying z ∈ Ω¯ρ(ζ ), it follows that
−ReS(z, ζ )−ρ(z)+ ρ(ζ )+ |z− ζ |m. (2.2)
Proof. Let ζ ∈ U and write z= ζ +µnζ +λv, where v is some complex tangential vector
at ζ on the hypersurface {z: ρ(z)= ρ(ζ )} and µ,λ ∈C. By (2.1) we have
−2 ReS(z, ζ ) |Reµ| +K(Imµ)2 + c
∑∣∣aα,β(ζ, v)∣∣|λ|j .
Since the domain Ωρ(ζ) is of finite type m,∑∣∣aα,β(ζ, v)∣∣|λ|j  c|λ|m.
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−ReS(z, ζ ) |µ|m + |λ|m ≈ |z− ζ |m.
Moreover, we have Reµ ρ(z)− ρ(ζ ). Thus we have the desired result. ✷
Using above (1,0)-form Q(z, ζ ) and support function S(z, ζ ) we define two kernels
K(z, ζ )=
n−q−2∑
j=0
Kj (z, ζ ), K
∗(z, ζ )=
q∑
j=0
K∗j (z, ζ ),
where 0 q  n− 2, and
Kj (z, ζ )= cj Q∧ b ∧ (∂¯ζQ)
j ∧ (∂¯ζ b)n−q−2−j ∧ (∂¯zb)q
S(z, ζ )j+1|z− ζ |2(n−j−1) ,
K∗j (z, ζ )= dj
Q∗ ∧ b ∧ (∂¯ζ b)n−q−2 ∧ (∂¯zQ∗)j ∧ (∂¯zb)q−j
S∗(z, ζ )j+1|z− ζ |2(n−j−1) .
Here b =∑nj=1(z¯j − ζ¯j )dζj , cj , dj are suitably chosen constants for our purpose, Q∗ =
Q∗(z, ζ ) :=Q(ζ, z) and S∗(z, ζ ) := S(ζ, z).
Next we introduce two integral operators. Let f ∈L1(0,q+1)(bΩ), 0 q  n−2. Define
R+f (z) :=
∫
bΩ
K(z, ζ )∧ f (ζ ), z ∈Ω,
R−f (z) :=
∫
bΩ
K∗(z, ζ )∧ f (ζ ), z ∈ Ω¯c :=Cn \ Ω¯.
Theorem 2.2. Let f ∈Lp(0,1)(bΩ) for p > (n− 1)m+ 2. Then we have
‖R+f ‖Λα(Ω) + ‖R−f ‖Λα(Ω¯c)  C‖f ‖Lp(0,1)(bΩ) for α =
1
m
− (n− 1)m+ 2
mp
.
Proof. See Proposition 4.2 in Section 4. ✷
By Theorem 2.2, for p > (n− 1)m+ 2 the integrals R+f and R−f are continuously
extended up to the boundary. So we can define
Tf (z) :=
∫
bΩ
K(z, ζ )∧ f (ζ ), Sf (z) :=
∫
bΩ
K∗(z, ζ )∧ f (ζ ), z ∈ bΩ,
for f ∈ Lp(0,1)(bΩ), p > (n− 1)m+ 2. Moreover, if f satisfies the compatibility condi-
tions, then
∂¯b(Tf − Sf )= f
in the distribution sense (see Theorem (2.13) of [12] for details).
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In this section we shall define a nonisotropic polydisc suited to the geometry of bound-
aries of convex domains of finite type and estimate the support function S, components
of Q, ∂¯Q and dzQ in this polydisc.
For ε > 0 and a direction 0 = v ∈Cn we introduce, following McNeal [8],
τ (ζ, v, ε) := sup{r > 0: ∣∣ρ(ζ + λv)− ρ(ζ )∣∣< ε, |λ| r, λ ∈C}.
The quantity τ measures the size of the largest complex disc centered at ζ lying on the line
spanned by v that fits in the domain {z: ρ(z) < ρ(ζ )+ ε}. Next we define the ε-extremal
basis (v1, . . . , vn) centered at ζ of McNeal [8]. The first vector v1 is the unit vector in the
direction of ∂ρ(ζ ); chosen v1, . . . , vi−1, vi is a unit vectors orthogonal to v1, . . . , vi−1. In
this way we obtain a basis (v1, . . . , vn) depending on both ζ and ε > 0. We denote kth
component of the coordinates with respect to this basis by zk,ζ,ε . Let vk be a unit vector in
the zk,ζ,ε-direction and write τk(ζ, ε) := τ (ζ, vk, ε). We can now define the polydiscs
APε(ζ ) :=
{
z ∈Cn: |zk,ζ,ε|Aτk(ζ, ε), k = 1, . . . , n
}
.
The following lemma can be found in [8].
Lemma 3.1. (i) There are constants C1 > 1 and c2 < 1 (independent of ζ and ε) such that
C1Pε/2(ζ )⊃ 12Pε(ζ ) for all ζ, ε, (3.1)
C1Pt (ζ )⊂ Pε(ζ ) for all t < c2ε, ζ, ε. (3.2)
(ii) We have τ1(ζ, ε)≈ ε and ε1/2  τn(ζ, ε) · · · τ2(ζ, ε) ε1/m. For z ∈ Pε(ζ ) we
have |z− ζ | ε1/m and z /∈ Pε(ζ ) implies |z− ζ | ε.
For integral estimates we define a family of polyannuli based on polydiscs from above.
Using the constant C1 from (i) of Lemma 3.1, we put
P iε (ζ ) := C1P2−i ε(ζ )
∖1
2
P2−i ε(ζ ).
By (3.1) we see that
∞⋃
i=0
P iε (ζ )⊃ Pε(ζ ) \ {ζ }.
We recall some of the estimates which have been proved in [2,4]. The following lemma
is on the lower bound of the support function S.
Lemma 3.2. Let π(z) be the projection of a point z to the boundary bΩ . Then we can find
ε0 > 0 sufficiently small such that
(i) for every z ∈Ω \Ω−ε0 and 0 < ε < ε0 one has∣∣S(z, ζ )∣∣ ε for all ζ ∈ bΩ ∩ P 0ε (π(z)),∣∣S(z, ζ )∣∣ ∣∣ρ(z)∣∣ for all ζ ∈ bΩ ∩P|ρ(z)|(π(z)),
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(iii) for all z, ζ ∈ bΩ and 0 < ε < ε0 we have∣∣S(z, ζ )∣∣ ε for ζ ∈ bΩ ∩P 0ε (z) or z ∈ bΩ ∩ P 0ε (ζ ).
Proof. (i) and (iii) were proved in [2] and [4], respectively. (ii) is an easy consequence of
(2.2) of Lemma 2.1. ✷
Fix z0 ∈ U and choose a small number ε. We want to write all forms with respect to the
ε-extremal coordinates at z0, which we denote by w5. We choose a unitary transformation
Φ5 such that w5 =Φ5(ζ − z0). If we define
Q5(w5) := Φ¯5Q(z0, z0 + (Φ¯5)T w5),
then we have
∑
Qi(z0, ζ )dζi =∑k Q5k(w5)dw5k and
∂¯Q=
∑
l,k
∂
∂w¯5k
Q5k(w
5)dw¯5l ∧ dw5k.
Lemma 3.3. For all w5 with |w5j |< τj (z0, ε) we have∣∣Q5k(w5)∣∣ ετk(z0, ε) ,∣∣∣∣ ∂∂zj Q5k(w5)
∣∣∣∣ ετk(z0, ε) ,
∣∣∣∣ ∂∂w¯5j Q5k(w5)
∣∣∣∣ ετj (z0, ε)τk(z0, ε) ,
and the involved constants are independent of z0 and ε.
Let w5 be the ε-extremal coordinates at ζ0. Choose a unitary transformation Φ5 such
that w5 =Φ5(ζ − ζ0) and define w5 =Φ5(z− ζ0). If we define
Q5(w5) := Φ¯5Q
(
ζ0 + (Φ¯5)T w5, ζ0
)
,
then we have
∑
Qi(z, ζ0)dζi =∑k Q5k(w5)dw5k and
∂¯Q=
∑
l,k
∂
∂w¯5k
Q5k(w5)dw¯
5
l ∧ dw5k.
Lemma 3.4. For all w5 with |w5j |< τj (ζ0, ε) we have∣∣Q5k(w5)∣∣ ετk(ζ0, ε) ,∣∣∣∣ ∂∂zj Q5k(w5)
∣∣∣∣ ετk(ζ0, ε) ,
∣∣∣∣ ∂∂w¯5j Q5k(w5)
∣∣∣∣ ετj (ζ0, ε)τk(ζ0, ε) ,
and the involved constants are independent of ζ0 and ε.
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Lemma 3.5. Let [Q] denote Q or dzQ and let ∂¯ tζQ be the tangential component of ∂¯ζQ.
For z0 ∈ bΩ fixed, 0 < ε < ε0 and ζ ∈ Pε(z0) the term∣∣[Q](z0, ζ )∧ (∂¯ tζQ)j (z0, ζ )∣∣
can be estimated by a sum of products of the form
εj∏n
k=n−j+1 τ 2k (z0, ε)
for 1 j  n− 2,
and 1 for j = 0. An analogous statement to the term∣∣[Q](z, ζ0)∧ (∂¯ tζQ)j (z, ζ0)∣∣
is also true for ζ0 ∈ bΩ fixed and z ∈ Pε(ζ0).
Proof. If j = 0, |[Q]| 1, since τk(z0, ε) ε for all k. If 1 j  n− 2, from Lemma 5.5
of [2], |[Q](z0, ζ )∧ (∂¯ tζQ)j (z0, ζ )| can be estimated by a sum of products of the form
εj∏j
k=1 τµk (z0, ε)τνk (z0, ε)
, (3.3)
where µk, νk > 1 and each index appears at most once. So every index may appear at most
twice. Since we have τ1(z0, ε) τn(z0, ε) · · · τ2(z0, ε), (3.3) can be estimated by
εj∏n
k=n−j+1 τ 2k (z0, ε)
for 1 j  n− 2. ✷
4. Integral estimates
Proposition 4.1. Let 1 a < ((n− 1)m+ 2)/((n− 1)m+ 1). Then there exist a constant
Ca > 0 such that∫
bΩ
∣∣Kj (z, ζ )∣∣a dσ2n−1(ζ ) Ca uniformly for z ∈ bΩ, (4.1)
∫
bΩ
∣∣Kj (z, ζ )∣∣a dσ2n−1(z) Ca uniformly for ζ ∈ bΩ, (4.2)
∫
bΩ
∣∣K∗j (z, ζ )∣∣a dσ2n−1(ζ ) Ca uniformly for z ∈ bΩ, (4.3)
∫
bΩ
∣∣K∗j (z, ζ )∣∣a dσ2n−1(z) Ca uniformly for ζ ∈ bΩ. (4.4)
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I (X) :=
∫
bΩ∩X
∣∣Kj(z, ζ )∣∣a dσ2n−1(ζ ).
Since the only singularity of the integral occurs for ζ = z it is clear that I (bΩ)  C if
|z− ζ | ε0.
Let ε0 be a sufficiently small number discussed in Section 3. Now let z0 be a fixed point
on the boundary. Then it suffices to show that
I
(
Pε0(z0)
)
<Ca, Ca is independent of z0 ∈ bΩ.
Using the fact that Pε0(z0) is covered by
⋃∞
i=0 P iε0(z0), we first need to estimate the integral
I (P iε0(z0)). Observe that only the tangential component ∂¯
t
ζQ of ∂¯ζQ contributes to the
integral, because the integral is saturated with respect to dζ . Therefore we may replace ∂¯ζ
by ∂¯ tζ . Lemma 3.5 implies that for ζ ∈ P iε0(z0) and 1 j  n− 2 we have
∣∣[Q] ∧ (∂¯ tζQ)j ∣∣ (2−iεo)j∏n
k=n−j+1 τ 2k (z0,2−iε0)
.
Then by (iii) of Lemma 3.2 we obtain
I
(
P iε0(z0)
)

∫
bΩ∩P iε0 (z0)
∣∣Kj(z0, ζ )∣∣a 
∫
bΩ∩P iε0 (z0)
|[Q] ∧ (∂¯ tζQ)j |a
|S(z0, ζ )|(j+1)a|z0 − ζ |(2s+1)a

∫
bΩ∩P iε0 (z0)
(2−iεo)ja dσ2n−1(ζ )
(2−iε0)(j+1)a
∏n
k=n−j+1 τ 2ak (z0,2−iε0)|z0 − ζ |(2s+1)a
,
(4.5)
where s = n− j − 2. Here we can change to the ε-extremal coordinates at z0. First inte-
grating with respect to Im ζ1 and using the fact that | Imζ1| 2−iε0 on bΩ ∩ P iε0(z0), we
have
I
(
P iε0(z0)
)
 (2−iε0)1−a
∫
ζ ′∈bΩ∩P iε0 (z0)
dσ2n−2(ζ )∏n
k=n−j+1 τ 2ak (z0,2−iε0)|z0 − ζ |(2s+1)a
.
We integrate the right-hand side with respect to the coordinates ζk , n − j + 1  k  n.
Since τn−j+1(z0,2−iε0) · · · τn(z0,2−i ε0) (2−iε0)1/2, we have
I
(
P iε0(z0)
)
 (2−iε0)1−a(2−iε0)j (2−2a)/2
∫
ζ ′′∈bΩ∩P iε0 (z0)
dσ2n−2j−2(ζ )
|z0 − ζ |(2s+1)a .
Note that τn−j (z0,2−iε0) · · · τ2(z0,2−iε0) (2−iε0)1/m. Finally if we use polar co-
ordinates we obtain
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(
P iε0(z0)
)
 (2−iε0)(j+1)(1−a)
(2−iε0)1/m∫
0
t2n−2j−3
t(2s+1)a
dt
 (2−iε0)(j+1)(1−a)+[(2s+1)(1−a)+1]/m. (4.6)
For j = 0, (4.6) is also true. Since the proof is much easier, we omit it. If 1  a <
((n− 1)m+ 2)/((n− 1)m+ 1), then simple computation shows that
δa := (j + 1)(1− a)+
[
(2s + 1)(1− a)+ 1]/m> 0 for every 0 j  n− 2.
Therefore we have
I
(
P iε0(z0)
)

∑
i
(2−iε0)δa <∞.
Similarly we can prove (4.2) through (4.4) using (iii) of Lemma 3.4 and Lemma 3.5. ✷
Proposition 4.2. Let f ∈Lp(0,1)(bΩ), p > (n−1)m+2 and β = ((n−1)m+2)/mp. Thenfor every z ∈ U sufficiently close to the boundary bΩ there exists a constant C depending
only on p and m such that∣∣dR+f (z)∣∣ C∣∣ρ(z)∣∣−1+1/m−β‖f ‖Lp(0,1)(bΩ), (4.7)∣∣dR−f (z)∣∣ C∣∣ρ(z)∣∣−1+1/m−β‖f ‖Lp(0,1)(bΩ). (4.8)
Proof. We will first prove (4.7) and (4.8) when p =∞. If p =∞, then (4.7) is proved
in [2]. Computing dzK∗(z, ζ ) and using the fact that |b| |z− ζ | and dz of all the other
terms are bounded, we obtain
∣∣dzK∗(z, ζ )∣∣
∣∣∣∣dz
(
Q∗ ∧ b ∧ (∂¯ tζ b)n−q−2
S∗(z, ζ )|z− ζ |2(n−1)
)∣∣∣∣
 |dzQ
∗|
|S∗||z− ζ |2n−3 +
|Q∗|
|S∗||z− ζ |2(n−1) +
|Q∗|
|S∗|2|z− ζ |2n−3
+ |Q
∗|
|S∗||z− ζ |2(n−1)+1−1 .
Let us introduce the notations
I−1 (X) :=
∫
bΩ∩X
|[Q∗]|
|S∗(z, ζ )||z− ζ |2n−2 dσ2n−1(ζ ),
I−2 (X) :=
∫
bΩ∩X
|Q∗|
|S∗(z, ζ )|2|z− ζ |2n−3 dσ2n−1(ζ ).
Then |dzR−f (z)| is bounded by C‖f ‖L∞
(0,1)
(bΩ) times a sum of integrals I−1 (bΩ) and
I−2 (bΩ).
We only prove I−2 (bΩ)  ρ−1+1/m, since I
−
1 (bΩ)  ρ−1+1/m can be proved using
the same method. Let z0 ∈ Cn \ Ω¯ be a fixed point close enough to the boundary and let
290 H. Ahn, H.R. Cho / J. Math. Anal. Appl. 286 (2003) 281–294ζ0 = π(z0) and set ρ = |ρ(z0)|. Since the only singularity of the integral is ζ = z, it is
enough to show that I−2 (Pε0(ζ0)) ρ−1+1/m. We may assume that ρ < ε0 < 1. Let i0(ρ)
be the smallest integer larger than − log(c2ρ), where the constant c2 is the one appeared
in (3.2) of Lemma 3.1. Then 2−i0(ρ) < c2ρ and it follows from (3.2) of Lemma 3.1 that
P
i0
ε0 (ζ0)⊂ P2−i0ε0(ζ0)⊂ Pρ(ζ0) and consequently we have
i0⋃
i=0
P iε0(ζ0)⊃ Pε0(ζ0) \ Pρ(ζ0). (4.9)
In order to estimate I−2 (Pε0(ζ0)) we consider two parts I
−
2 (Pρ(ζ0)) and I
−
2 (P<0(ζ0) \
Pρ(ζ0)). First we estimate I−2 (Pρ(ζ0)). We want to estimate integrals of the form
I−2
(
P iρ(ζ0)
)= ∫
bΩ∩P iρ (ζ0)
|Q∗|
|S∗|2|z0 − ζ |2n−3 dσ2n−1(ζ ).
Since |Q∗|  1, using polar coordinates in the variables ζ ′ = (ζ2, . . . , ζn) and |S∗|2 
ρ(2−iρ) for every ζ in P iρ(ζ0), we have
I−2
(
P iρ(ζ0)
)
 1
ρ(2−iρ)
∫
|v1|<τ1(ζ0,2−iρ)
dv1
(2−iρ)1/m∫
0
t2n−3
t2n−3
dt
 1
ρ
(
(2−iρ)1/m
)= (2−i )1/mρ1/m−1.
Hence I−2 (Pρ(ζ0))
∑∞
i=0(2−i )1/mρ1/m−1  ρ1/m−1, since
⋃∞
i=0 P iρ(ζ0)⊃ Pρ(ζ0)\{ζ0}.
It remains to estimate I−2 (Pε0(ζ0) \ Pρ(ζ0)). By (4.9) and the fact that |S∗|2  (2−iε0)2
in P iε0(ζ0) (this follows from (ii) of Lemma 3.2) we obtain
I−2
(
Pε0(ζ0) \ Pρ(ζ0)
)

i0(ρ)∑
i=0
I−2
(
P iε0(ζ0)
)

i0(ρ)∑
i=0
1
(2−iε0)2
(2−iε0)1+1/m

i0(ρ)∑
i=0
(2−i )1/m−1  1− (2
1−1/m)i0(ρ)+1
1− 21−1/m  2
(1−1/m)i0(ρ).
Using the fact that i0(ρ) < 2− log(c2ρ)=− log(c2ρ/4) we also have
I−2
(
Pε0(ζ0) \ Pρ(ζ0)
)
 2(1−1/m)i0(ρ)  2(1/m−1) log(c2ρ/4)  ρ1/m−1.
Now we prove (4.7) and (4.8) for (n− 1)m+ 2 < p <∞. We shall prove only (4.7),
since (4.8) can be proved using the same method. Let z0 ∈Ω be fixed and ζ0 = π(z0) ∈ bΩ
let ρ = |ρ(z0)|. Let us introduce the notations
Ia1 (X) :=
∫ ( |[Q] ∧ (∂¯ tζQ)j |
|S|j+2|z0 − ζ |2n−2j−3
)a
dσ2n−1(ζ ),
bΩ∩X
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∫
bΩ∩X
( |[Q] ∧ (∂¯ tζQ)j |
|S|j+1|z0 − ζ |2n−2j−2
)a
dσ2n−1(ζ )
for any a ∈R and X ⊂ bΩ . By Hölder’s inequality, |dzR+f (z0)| can be estimated by some
constant times[
Ia1 (bΩ)+ Ia2 (bΩ)
]1/a‖f ‖Lp
(0,1)(bΩ)
,
1
a
+ 1
p
= 1.
Therefore to prove (4.7) when (n− 1)m+ 2 <p <∞, we have to prove that[
Ia1 (bΩ)+ Ia2 (bΩ)
]1/a  ρ−1+1/m−β .
First we show Ia1 (bΩ) ρ−a+a(1/m−β). As before we may assume that ρ < ε0 < 1 and
therefore it is enough to estimate
Ia1
(
Pε0(ζ0)
)= Ia1 (Pρ(ζ0))+ Ia1 (Pε0(ζ0) \ Pρ(ζ0)) ρ−a+a(1/m−β). (4.10)
Since |S|j+2  ρ(2−iρ)j+1 in P iρ(ζ0) and |S|j+2  (2−iε0)j+2 in P iε0(ζ0), as (4.5), we
have
Ia1
(
P iρ(ζ0)
)
 ρ−a(2−iρ)1−a
∫
ζ ′∈bΩ∩P iρ(ζ0)
dσ2n−2(ζ )∏n
k=n−j+1 τ 2ak (ζ0,2−iρ)|z0 − ζ |(2s+1)a
,
(4.11)
Ia1
(
P iε0(ζ0)
)
 (2−iε0)1−2a
∫
ζ ′∈bΩ∩P iε0 (ζ0)
dσ2n−2(ζ )∏n
k=n−j+1 τ 2ak (ζ0,2−iε0)|z0 − ζ |(2s+1)a
.
(4.12)
Using the same method as the proof of Proposition 4.1 and the proof (4.7) when p =∞,
we also see that
Ia1
(
Pε0(ζ0)
)= Ia1 (Pρ(ζ0))+ Ia1 (Pε0(ζ0) \ Pρ(ζ0))

∞∑
i=0
Ia1
(
P iρ(ζ0)
)+ i0(ρ)∑
i=0
Ia1
(
P iε0(ζ0)
)

∞∑
i=0
ρ−a(2−iρ)δa +
i0(ρ)∑
i=0
(2−i ε0)−a+δa  ρ−a+δa ,
where δa := (j + 1)(1− a)+ [(2n− 2j − 3)(1− a)+ 1]/m, 0 j  n− 2. Here we use
the fact that δa > 0 when 1/a + 1/p = 1, (n− 1)m+ 2 < p <∞. But since it is easy to
see that a(1/m−β) δa , we have proved (4.10). Next to see Ia2 (bΩ) ρ−a+a(1/m−β) we
note |S|j+1|z0 − ζ | ρ(2−iρ)j+1 for every ζ ∈ P iρ(ζ0) and |S|j+1|z0 − ζ | (2−i ε0)j+2
for every ζ ∈ P iε0(ζ0). Therefore even though we replace Ia1 by Ia2 in (4.11) and (4.12),
inequalities (4.11) and (4.12) are still true. The rest of the proof is again the same as the
above. ✷
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According to the dimension the proof is utterly different. We divide the proof into two
cases n= 2 and n > 2.
Case n = 2. It follows from (2.2) of Lemma 2.1 that the support function satisfies the
estimate∣∣S(z, ζ )∣∣ ∣∣ImS(z, ζ )∣∣+ ρ(ζ )− ρ(z)+ |z− ζ |m
for every ζ ∈Ωδ \Ω and z ∈ Ω¯ , where δ > 0 is so small that Ωδ ⊂Ω ∪U . Moreover we
have
dρ(ζ )∧ d(ImS(z, ζ )) = 0 (5.1)
for ζ close enough to bΩ and |z− ζ |< <, sufficiently small < > 0. To see (5.1) it suffices
to prove ∂zρ ∧ ∂zS(·, ζ ) = 0 at z= ζ . By simple observation we know that
∂zS(ζ, ζ )=−3
n∑
j=1
(
Φ(ζ )
)
1,j dzj ,
where (Φ(ζ ))1,j is the (1, j)-element of the unitary matrix Φ(ζ ) satisfying Φ(ζ )nζ =
(1,0, . . . ,0). Since ∂ρ(ζ ) and nζ are same vectors up to constant, we have ∂ρ(ζ ) ∧
∂S(ζ, ζ ) = 0. We also see that∣∣S∗(z, ζ )∣∣ ∣∣ImS∗(z, ζ )∣∣+ ρ(z)− ρ(ζ )+ |z− ζ |m
for every z ∈Ωδ \Ω and ζ ∈ Ω¯ .
Therefore Theorem 1.1 follows from Theorem 1 of Shaw’s paper [11] which deals
Hölder and Lp estimates for ∂¯b on pseudoconvex domains of uniform strict type in C2.
We do not repeat the proof here.
Case n > 2. Let f ∈ Lp(0,1)(bΩ),1  p ∞, and ∂¯bf = 0 in the distribution sense.
First we consider the case p > (n − 1)m + 2. By Theorem 2.2, the integrals R+f and
R−f can be continuously extended up to the boundary. Thus the solution (T − S)f is
well defined and continuous on bΩ . By using Proposition 4.1 and the standard argument
which can be found in [5] and Appendix B of [9], we can obtain Lp estimates in (i) of
Theorem 1.1. Hölder estimates in (ii) of Theorem 1.1 can be obtained by Proposition 4.2
and the well-known Hardy–Littlewood lemma which can be found in [7,10].
Now we consider the case 1  p  (n − 1)m + 2. Even though the integrals R+f
and R−f have boundary values almost everywhere for z ∈ bΩ , we do not know whether
they are continuously extended up to boundary. We choose a sequence fk ∈ C∞(1,0)(bΩ)
satisfying fk → f in Lp(0,1)(bΩ). We may assume that fk ∈ C∞(0,1)(Ω¯). Then we see that
∂¯bfk → 0 almost everywhere on bΩ , since ∂¯bf = 0. Put ψk = ∂¯fk . By Romanov [10,
pp. 56–58], there exists a smooth solution gk for every k such that ∂¯gk = ψk on Ω¯ and the
boundary value of gk is given by the following integral, for z ∈ bΩ ,
gk(z)=
∫
ψ(ζ )∧A(ζ, z)−
∫
ψ(ζ )∧A∗(ζ, z),
bΩ bΩ
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and |A∗(ζ, z)| |K∗(z, ζ )| for ζ, z ∈ bΩ . Moreover, by Proposition 4.1 and Fubini’s the-
orem, we see that∫
bΩ
|gk|
∫
bΩ
|ψk| =
∫
bΩ
|∂¯bfk| → 0 (5.2)
as k goes to infinity. Since ∂¯b(fk − gk) = 0 and fk − gk ∈ L∞(0,1)(bΩ), by Theorem 2.2,
the solutions uk = (T − S)(fk − gk) are well defined and continuous on bΩ . By Proposi-
tion 4.1, we have
‖uk‖Lr (bΩ)  C‖fk − gk‖Lp
(0,1)(bΩ)
(5.3)
for 1/r > 1/p − 1/((n − 1)m + 2). Thus there exists u ∈ Lr(bΩ) such that uk → u
in Lr(bΩ). The estimate (i) of Theorem 1.1 for u and f follows from (5.2) and (5.3).
It remains to verify that ∂¯bu = f in the distribution sense. To see this, for a given
ϕ ∈ C∞(n,n−2)(Ω¯), we consider the following inequality:∣∣∣∣∣
∫
bΩ
u∂¯bϕ −
(
−
∫
bΩ
f ∧ ϕ
)∣∣∣∣∣

∣∣∣∣∣
∫
bΩ
(u− uk)∂¯bϕ
∣∣∣∣∣+
∣∣∣∣∣
∫
bΩ
uk∂¯bϕ −
(
−
∫
bΩ
fk ∧ ϕ
)∣∣∣∣∣+
∣∣∣∣∣
∫
bΩ
(f − fk)∧ ϕ
∣∣∣∣∣.
The first and third terms tend to zero as k goes to infinity. On the other hand the fact that uk
is the solution of ∂¯buk = fk−gk implies that the second term is bounded by some constant
times
∫
bΩ
|gk|. Therefore by (5.2) we easily see that ∂¯bu= f in the distribution sense.
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