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Summary. We studied Petri nets with five places constructed in a pseudo-random way:
their underlying net is composed of join and fork. We report initial results linking the
dynamical properties of these systems to the topology of their underlying net.
The obtained results can be easily related to the computational power of some ab-
stract models of computation.
1 Introduction
Recently [4, 5, 1, 7], several abstract models of computation operating with multi-
sets of objects have been related to Petri nets. This study let to define new ways to
prove the computational power of these abstract models of computations. More-
over, it also let a hierarchy of computational process to be defined. This hierarchy
is based on building blocks (small Petri nets used to construct more complex Petri
nets), the way the building blocks are combined, and the way the Petri net runs.
The results related to this hierarchy have been obtained using systems created
ad hoc: the Petri nets were engineered in specific ways so to be able to generate
specific languages. The languages generated by ‘pseudo-random’ Petri nets, remain
to be investigated. Here ‘random’ refers to the fact that Petri nets are created
composing building blocks in a random way, while ‘pseudo’ refers to the fact that
some limitations to this randomness or to the way the Petri nets runs, are imposed.
This direction of research was raised in [3] (suggestion for research 4).
In this paper we report our initial results on these investigations. The overall
aims of this research is to be able to predict the behaviour of a computing system
just looking at what has been called topology of information flow [6], that is, at
the way the several parts of the system interact.
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2 Basic Definitions
The model of Petri nets considered by us are known either as elementary net sys-
tems (EN systems), as 1-bounded place-transitions systems (1-bounded P/T sys-
tems), or safe Petri nets [8].
An elementary net system (or EN system) is a tuple N = (P, T, F,Cin), where:
i) (P, T, F ) is a net, that is:
1. P and T are sets with P ∩ T = ∅;
2. F ⊆ (P × T ) ∪ (T × P );
3. for every t ∈ T there exist p, q ∈ P such that (p, t), (t, q) ∈ F ;
4. for every t ∈ T and p, q,∈ P , if (p, t), (t, q) ∈ F , then p 6= q;
ii) Cin ⊆ P is the initial configuration (or initial marking).
Elements of P are called places (graphically represented with circles), elements
of T are called transitions (graphically represented with rectangles). We use the
common Petri net terminology and notation [8] with the exception of using the
term configuration instead of marking.
We considermaximal strategy as running mode (i.e., the way transitions fire): in
each configuration all transitions that can fire do so. Moreover, if in a configuration
there is a conflict (two different transitions with a not empty intersection of input
sets can fire), then all the transitions in the conflict fire. If after a firing a place
should receive more than one token (from the firing of two different transitions),
then only one token is assumed to be present in that place. This ensures that in
every configuration places have at most one token and that the behaviour (sequence
of configurations) of an EN system is deterministic.
This rather restrictive firing strategy (similar to the ones present in random
Boolean networks [2]) has been mainly dictated by efficiency during these initial
simulations. In section 5 we note that the firing strategy should be definitely
changed in order to obtain results of a more general use.
We considered EN systems composed of only two building blocks: join and fork
depicted in Figure 1.
join fork
Fig. 1. Building blocks: join and fork.
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Definition 1. Let x, y ∈ {join, fork} be building blocks and let t¯x and tˆy be the
transitions present in x and y respectively.
We say that y comes after x (or x is followed by y, or x comes before y or x
and y are in sequence) if t¯•x ∩ •tˆy 6= ∅ and •t¯x ∩ •tˆy = ∅. We say that x and y are
in parallel if •t¯x ∩ •tˆy 6= ∅ and t¯•x ∩ •tˆy = ∅.
We say that a net is composed of building blocks (it is composed of x) if it can
be defined by building blocks (it is defined by x) sharing places but not transitions.
So, for instance, to say that a net is composed of joins means that the only building
blocks present in the net are join.
3 The Simulator and Its Complexity
A computer program (in the following called simulator) able to create and run EN
systems composed of join and fork has been written and it can be downloaded
from http://www.macs.hw.ac.uk/~pier/download.html.
In the following j denotes the number of join, f denotes the number of forks
and p denotes the number of places in a Petri net.
The maximum number of join (or fork) that can be present in a Petri net with
p places is p(p−1)(p−2)2 . Moreover, when the Petri net is connected, j + f ≥ p2 .








This number is definitely high even if one considers that it includes isomorphic
nets. Due to this high number, we could only generate and run nets with 5 places.
This means that the number of join and fork in these nets ranged from 1 to 30.
For each different triple of p, j and f , only 1% of the possible nets has been
created and run for all its possible initial configurations.
The simulator created these nets in a random way.
The set of all possible configurations of such a net is called configuration space.
The dynamics of an EN system is such that it will start from its initial configuration
and it will reach an attractor. With attractor we define both a configuration from
which no firing is possible or a set of configurations that are cyclically repeated.
We name the configurations in the following way: With isolated configuration we
refer to a configuration which is not reachable from any configuration and from
which no transition is possible; with final configuration we refer to a configuration
from which no transition is possible. Clearly, any isolated configuration is also a
final configuration but a configuration can be final but not isolated.
The tests run on a computer with a single CPU of 2.4 GHz and with 1.5 GB of
800 MHz RAM. The simulation took 70 hours and the output files occupy 5 GB.
In Figure 2 a net and its configuration spaces are depicted. In this figure the
configuration with no tokens is not shown (and in the following we do not consider
this configuration). Each configuration in the configuration space is represented as
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a number in a circle. The number encodes the configuration of the EN system (as
a conversion from binary to decimal). For instance, the encoding of configuration
{0, 1, 0, 1, 1} (nodes 0 and 2 have no token while the remaining nodes have 1 token)
in the net depicted in Figure 2 is 11 (place 0 is the leftmost and place 4 is the
rightmost).
Fig. 2. A net and its configuration space
The attractors in Figure 2 are configurations 1, 2, 4, 5, 6, (11, 22) and 31,
where (11, 22) define a cycle (i.e., an attractor with more than one configuration)
in the configuration space. The configurations 1, 2, 5 and 6 are isolated (and
final). Configuration 31 is not isolated as a transition (to itself) indeed is possible.
Configurations 1, 2, 4, 5 and 6 are final.
4 Results
We addressed several questions during our study. The plotted answers to these
questions and brief comments are present in the following. The tables used to gen-
erate the plots can be downloaded from
http://www.macs.hw.ac.uk/~pier/cvPublications.html
How does the probability to have at least one cycle in the configuration space
depend on the number of join and fork?
We found that join and fork equally influence the presence of cycles in the
configuration space. The plot in Figure 3 shows that if the number of fork is
bigger than 9 or the number of join is bigger than 19, then it is certain that the
configuration space contains at least one cycle.
How does the number of not-isolated configurations depend on the number of
join and fork?
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Fig. 3. Probability to have at least one cycle in the configuration space as a function of
the number of join and fork
We found that the number of fork have a strong influence on the number
of not-isolated configurations decreasing them to 0 with only 5 forks are present
in the net. Also the increase of join tend to decrease the number of not-isolated
configurations, but not with a marked effect as the number of forks. This is clearly
shown by the plot in Figure 4.
Interestingly, the maximum number of not-isolated places is reached in nets
with only 2 joins.
Fig. 4. Number of not-isolated configurations as a function of the number of join and
fork
What is the minimum number of cycles present in the state space of Petri nets
as a function of join and fork?
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Also in this case the influence of join and fork is asymmetrical: a net can have
up to 18 join and still no cycle is present in the state space of the Petri net.
Differently, if the net has at least 11 fork, then the state space of the Petri net has
at least 1 cycle. This is shown by the plot in Figure 5.
Fig. 5. Probability of the Petri net to end up in a cycle as a function of the number of
join and fork
How many initial configurations will end up in a cycle depending on the number
of join and fork?
The fact that the state space contains at least a cycle does not imply that
all initial configurations will end up in in a cycle. It is confirmed that for high
numbers of join and fork the Petri net will certainly enter a cycle. This is shown
by the plot in Figure 6.
5 Final Remarks
A Petri net whose attractors are all final configurations can only generate or accept
finite languages. Our study proved that the presence of only join or many join and
a few forks let Petri nets have only final configurations as attractor. This result is
rather immediate: a join consumes tokens, so if a net has only join, then sooner
or later it will run out of tokens.
Thinks become more interesting when attractors with more than one place are
present. In this case the set of languages generated or accepted is infinite. The
kind of languages depends on the number of these attractors and their topology.
We did not study this.
As said in Section 1, these results can be easily translated to formal models of
computation operating with multisets of objects. Unfortunately, the firing strategy
adopted by us, does not find a counterpart in any such model. This is, for instance,
due to the fact that we allow one single token to be used in the firing of more than
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Fig. 6. Number of configurations that end up in a cycle as a function of the number of
join and fork
one transition. The translation of this feature in, for instance, P systems, means
that one single occurrence of an object can be used in the same configuration by
different rules.
For this reason one of our future direction of research will be to implement
firing strategies closer to the operational modes of existing formal models of com-
putation.
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