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Abstract— Deep reinforcement learning (DRL) is one of the
promising approaches for introducing robots into complicated
environments. The recent remarkable progress of DRL stands
on regularization of policy. By constraining the update of policy,
DRL allows the policy to improve stably and efficiently. Among
them, a popular method, named proximal policy optimization
(PPO), has been introduced. PPO clips density ratio of the latest
and baseline policies with a threshold, while its minimization
target is unclear. As another problem of PPO, the symmetric
threshold is given numerically while the density ratio itself is in
asymmetric domain, thereby causing unbalanced regularization
of the policy. This paper therefore proposes a new variant of
PPO by considering a regularization problem of relative Pear-
son (RPE) divergence, so-called PPO-RPE. This regularization
yields the clear minimization target, which constrains the latest
policy to the baseline one. Through its analysis, the intuitive
threshold-based design consistent with the asymmetry of the
threshold and the domain of density ratio can be derived. Four
benchmark tasks were simulated to compare PPO-RPE and
the conventional methods. As a result, PPO-RPE outperformed
the conventional methods on all the tasks in terms of the task
performance by the learned policy.
Index Terms— Reinforcement Learning, Machine Learning
for Robot Control, Deep Learning Methods
I. INTRODUCTION
The next-generation robots are required to resolve compli-
cated tasks with unknown models: e.g. human assistance [1]
and cloth manipulation [2]. Reinforcement learning (RL) [3]
would be the promising methodology for them due to model-
free approach. Indeed, its extension combined with deep neu-
ral networks (DNNs) [4], [5] to approximate policy and value
functions, named deep reinforcement learning (DRL) [6], [7],
has received a lot of attention, and a huge amount of basic
and applied research is being undertaken.
In the basic research, various learning algorithms are
being proposed in order to compensate the numerical in-
stability of the learning process behavior due to nonlinear
regression of DNNs: e.g. experience replay [8], [9]; target
network [10], [11]; temporal regularization [12]; and so on.
Especially among them, the recent remarkable progress of
DRL stands on regularization of policy. By constraining the
update amount and direction of policy, such regularization
methods allow the policy to improve smoothly toward the
optimal one. Several variations of regularization way have
been proposed: e.g. hard/soft constraint by Kullback-Leibler
(KL) divergence between the latest and baseline policies [2],
[13]; maximization of entropy of policy [14]; indirect mini-
mization of variance of temporal difference (TD) [15]; and so
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on. All of them contribute significantly to improving learning
performance and are treated as representatives of DRL. Note
that these recent studies have been systematized as policy-
regularized RL [16].
Among the methods for policy regularization, this paper
focuses on proximal policy optimization (PPO) [17], which
has been derived as soft constraint version of KL divergence.
Therefore, the first implementation of PPO is with a direct
regularization of KL divergence between the latest and
baseline policies. The gain of this regularization should be
adjusted for facing situations, but the proposed way was in an
ad-hoc manner. For more intuitive implementation, another
version, which is more popular than the first one, assumes
the use of importance sampling and clips density ratio of
the latest and baseline policies with a threshold. By doing
so, the policy gradient vanishes when the density ratio is
clipped, and that constrains the update of the policy. From
here, PPO refers to this clipping version.
However, PPO has two theoretical problems at the cost
of its intuitive implementation. First one comes from the
modification from the soft constraint of KL divergence to
clipping the density ratio, namely, its minimization target is
unclear. Indeed, the follow-up study of PPO [18] analyzed
its behavior and pointed out that PPO has no capability to
make the latest policy bind to the baseline one. As another
problem, the symmetric threshold is given numerically while
the density ratio itself is in asymmetric domain. This gap may
induce unbalanced regularization of the policy.
Hence, this paper tackles these two issues in PPO by
considering a new regularization problem of relative Pearson
(RPE) divergence [19], [20]. This RPE-divergence-based
regularization yields the clear minimization target, which
can softly constrain the latest policy to the baseline one.
The symmetric density ratio can be obtained by adjusting a
relativity parameter. To inherit the intuitive threshold-based
design of PPO, the gain of RPE regularization is converted
to the corresponding threshold through mathematical deriva-
tion. The proposed method, so-called PPO-RPE, therefore
achieves both the intuitive implementation by the threshold
and solving the theoretical issues in PPO.
To verify PPO-RPE, four benchmark tasks are simulated
in a Pybullet simulator [21]. With comparison to the con-
ventional methods (i.e. PPO and PPO-RB [18]), PPO-RPE
achieved the superior task performance in all the tasks. Dur-
ing training the tasks, it is found that PPO-RPE regularizes
the policy more than the conventional methods to explicitly
minimize the RPE divergence between the latest and baseline
policies.
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II. PRELIMINARIES
A. Policy-regularized reinforcement learning
The original purpose of RL [3] is that an agent optimizes
its policy pi in order to maximize the sum of rewards r (i.e. a
return
∑∞
k=0 γ
krk with γ ∈ [0, 1) discount factor) received
from an environment. To this end, numerous interactions,
which exchange actions a sampled from the agent with states
s sampled from the environment according to Markovian
dynamics, are performed during learning pi. Since many re-
cent libraries are concerned with the minimization problem,
this paper also considers the minimization problem of the
expected negative return at t time step as follows:
L(pi) = −Eat∼pi
[ ∞∑
k=0
γkrt+k | st
]
= −Eat∼pi [Q(st, at)] (1)
pi∗(at | st) = arg min
pi
−Eat∼pi [Q(st, at)− V (st)]
= −Eat∼pi [A(st, at)] (2)
where Q(st, at), V (st), and A(st, at) = Q(st, at) − V (st)
denotes the action-value, state-value, and advantage func-
tions, respectively. V (st) can be added to the minimization
target since its gradient w.r.t policy is equal to zero. The
optimal policy pi∗ is obtained through this minimization
problem.
Recently, to improve RL performance in terms of fast
convergence and reducing variance of results, regularization
terms for the policy Ω is additionally minimized [16]. That
is, the following surrogated minimization target can unify
most of the recent RL algorithms (e.g. [14], [15], [17]).
L†(pi) = −Eat∼pi [A(st, at)] + Eat∼pi [Ω(st, at)]
= −Eat∼b
[
pi(at | st)
b(at | st) (A(st, at)− Ω(st, at))
]
= −Eat∼b
[
ρ(st, at)A
†(st, at)
]
(3)
where by introducing a baseline policy b(at | st) (e.g. the
old version of pi or the one outputted from slowly updated
target network [10]), a density ratio ρ = pi/b is derived in
the minimization target, which is clipped in PPO [17], [18]
(details are in the next section). The optimal policy in the
policy-regularized optimization problem, pi†, is obtained by
minimizing L†.
Here, a policy-gradient method is generally employed for
solving this optimization problem. That is, when the policy is
parameterized by a parameter set θ (e.g. weights and biases in
deep neural networks), θ is updated by its first-order gradient
as follows:
∇θL†(pi) = −Eat∼b
[∇θ{ρ(st, at)A†(st, at)}]
= −Eat∼b
[
ρ(st, at)A˜
†(st, at)∇θ lnpi(at | st)
]
' −ρ(st, at)A˜†(st, at)∇θ lnpi(at | st) (4)
θ ← θ − αSGD(∇θL†(pi)) (5)
where A˜† = A† + pi∇piA† = A† + ρ∇ρA†. If A† has
no direct computational graph with pi, A˜† = A†. Monte-
Calro approximation, where only one action is sampled from
the baseline policy, is applied to omit the use of closed-
form solution of the expectation. In general DRL, θ is
updated using one of the stochastic gradient descent (SGD)
optimizers like [22].
B. Proximal policy optimization
In PPO [17] and its variant (named PPO-RB [18]), eq. (3)
is conditioned according to a threshold parameter . That
is, the following surrogated density ratio ρPPO replaces the
original ρ in eq. (3), instead of explicit definition of Ω.
ρPPO =
{
−ηρ+ (1 + η)(1 + σ) σ(ρ− 1) ≥ 
ρ otherwise
(6)
LPPO(pi) = −Eat∼b
[
ρPPO(st, at)A(st, at)
]
(7)
where σ denotes the sign of A, and η ≥ 0 is for rollback to
the baseline policy. If η = 0, this problem is equivalent to
the original PPO.
With this condition for clipping if η = 0 or rollback if
η > 0, PPO inhibits update of the latest policy pi away
from the baseline b, although its specific regularization target
represented by Ω is complicated (see the appendix V-A).
Note that it is reported that only the case with η > 0 enables
pi to bind with b [18].
C. Relative Pearson divergence
To measure the divergence between two probabilities, KL
divergence is the most major metric. However, it is actually
the special case of f-divergence, and therefore, we can
measure the divergence using either of other f-divergences.
In this paper, Pearson (PE) divergence, which is one of the
f-divergences, is utilized while modifying it to the relative
version, namely RPE divergence [19], [20].
At first, the standard PE divergence between two proba-
bilities, p and q, is given as follows:
PE(p, q) =
∫
q(x)
1
2
(
p(x)
q(x)
− 1
)2
dx
= Ex∼q(x)
[
1
2
(ρ(x)− 1)2
]
(8)
Since the mean of the density ratio between p and q (rep-
resented as ρ) is always equal to 1 (i.e.
∫
q(x)ρ(x)dx =∫
p(x)dx = 1), this divergence regards the mean squared
error of ρ from its mean. As expected, this divergence is
non-negative and vanishes if and only if p = q.
When the denominator q has small value, the numerical
computation of PE divergence would diverge. For numeri-
cal stability, RPE divergence first introduces the following
mixture probability with a mixture ratio β ∈ [0, 1).
qβ = βp+ (1− β)q (9)
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Fig. 1. Relative density ratio with β = 0.5: if and only if p = q, the both
density ratios are equal to one; although the raw density ratio diverges as q
decreases and p increases, the relative density ratio has finite upper bounds
1/β; in particular, if β = 0.5, the shape of relative density ratio becomes
symmetric around one.
Using this, RPE divergence is defined as follows:
PEβ(p, q) = Ex∼qβ(x)
[
1
2
(
p(x)
qβ(x)
− 1
)2]
= Ex∼qβ(x)
[
1
2
(
ρ(x)
βρ(x) + (1− β) − 1
)2]
(10)
In this case, the density ratio between p and qβ , ρβ , is within
[0, 1/β). The numerical stability is, therefore, guaranteed as
expected. In particular, when β = 0.5, the range of the
density ratio is bounded in [0, 2) while it has the mean on
1, that is, it has a symmetric distribution around one (see
Fig. 1).
III. PROXIMAL POLICY OPTIMIZATION WITH RELATIVE
PEARSON DIVERGENCE: PPO-RPE
A. Overview
The issues in PPO and PPO-RB are listed below:
• No explicit regularization term is given, thereby making
the problem mathematically difficult to understand.
• No capability to bind the latest policy to the baseline
policy has been reported in [18], where ad-hoc imple-
mentations have been proposed to solve it.
• Inconsistency between symmetric design of the thresh-
old and asymmetric domain of the density ratio would
induce unbalanced regularization.
To resolve them by a mathematically natural way, this
paper proposes a proximal policy optimization with relative
Pearson divergence, so-called PPO-RPE. Specifically, PPO-
RPE defines the minimization problem with RPE divergence
regularization. Since the regularization target is mathemat-
ically given, the capability to bind the latest policy to the
baseline one can easily be guaranteed. In addition, the
gain of its regularization is adaptively designed based on
Algorithm 1 PPO-RPE
1: Set  ∈ [0, 1) (0.1–0.3 is the recommended range)
2: Set β ∈ [0, 1) (0.5 is the default value)
3: Initialize the policy pi with θ
4: Initialize optimizer SGD with learning rate α
5: while True do
6: . Interaction with environment
7: Get st from the environment
8: Sample at from the baseline policy b(at | st)
9: Get st+1, rt from the environment by acting on at
10: Compute A(st, at) as A
11: . Computation of gradient
12: σ = sign(A)
13: ρ = pi(at | st)/b(at | st)
14: ρβ = ρ/(1− β + βρ)
15: A˜RPE=A−
A(ρβ − 1)
{
β(ρβ − 1)−
2(1− β)
1− β + βρ
}
σ [βσ− 2 {1− β(1 + σ)}]
16: . Update of policies
17: θ ← θ − αSGD(−ρA˜RPE∇θ lnpi(at | st))
18: Update b according to pi and θ
19: t← t+ 1
20: end while
a symmetric threshold for the relative density ratio in RPE
divergence, which makes the threshold for the raw density
ratio asymmetric.
Here, the overall implementation of PPO-RPE is summa-
rized in Alg. 1, while the details are described from the
next sections. In addition, all the examples of the negative
loss functions (i.e. ρA†) for the proposed and conventional
methods are illustrated in Fig. 2. As can be seen in this
figure, PPO-RPE has the capability to bind the latest policy
to the baseline one as well as PPO-RB in accordance with
the asymmetric threshold for ρ.
B. Minimization target
As a first step to explicitly regard PPO-RPE as a sub-
class of policy-regularized RL described in eq. (3), the
regularization term for PPO-RPE, ΩRPE, is defined. Note
that the arguments (st, at) in A, ρ, and ρβ are omitted from
here for brevity.
With bβ = βpi+(1−β)b and ρβ = pi/bβ = ρ/(1−β+βρ),
RPE-divergence-based ΩRPE is given as follows:
ΩRPE = C
bβ(at | st)
pi(at | st) (ρβ − 1)
2
= C
1− β + βρ
ρ
(ρβ − 1)2 (11)
where C denotes the gain of this regularization. The expec-
tation w.r.t pi of this regularization is equivalent to eq. (10)
amplified by C.
Finally, by substituting eq. (11) for eq. (3), we have the
following loss function to be minimized for optimization of
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Fig. 2. Negative loss functions for the respective methods: PPO and PPO-
RB place the two thresholds (when A > 0 and A < 0, respectively)
symmetrically around one; in contrast, PPO-RPE sets its two vertices (when
A > 0 and A < 0, respectively) asymmetrically in the domain of the raw
density ratio; similar to PPO-RB, PPO-RPE has the capability to bind the
latest policy to the baseline policy.
the policy.
LRPE(pi) = −Eat∼b
[
ρA− C(1− β + βρ)(ρβ − 1)2
]
= −Eat∼b
[
ρARPE
]
(12)
where the regularization term is included in ARPE. Note that
ρARPE/A can be regarded as ρRPE corresponding to PPO.
C. Policy gradient
To analyze the behavior of PPO-RPE and to design C (see
the next section), the policy gradient is analytically derived.
Since we know ∇θρ = ρ∇θ lnpi and the expectation of the
loss function is approximated by Monte Carlo method, what
we have to derive is the gradient of LRPE w.r.t the density
ratio, which is equivalent to the negative surrogated advan-
tage function: ∇ρLRPE ' −ARPE − ρ∇ρARPE = −A˜RPE.
Now, A˜RPE can be computed analytically as follows:
A˜RPE ' A− Cβ(ρβ − 1)2 − 2C(1− β + βρ)(ρβ − 1)∂ρβ
∂ρ
= A
[
1− C
A
(ρβ − 1)
{
β(ρβ − 1) + 2(1− β)
1− β + βρ
}]
(13)
where ∂ρβ/∂ρ = (1− β)/(1− β+ βρ)2. This is substituted
for eq. (4), and used for updating the parameter set θ in
eq. (5).
The second term in the square bracket is for the regular-
ization, and vanishes if and only if ρ = ρβ = 1 (i.e. pi = b)
regardless of C and β. Therefore, we can see that, with this
policy gradient, the policy pi is appropriately updated toward
maximization of the advantage function A (i.e. the action-
value function Q) while being regularized to the baseline
policy b.
D. Threshold-based design of gain for regularization
The optimal gain of the regularization C is difficult to
be designed due to its non-intuitiveness. In addition, the
constant C is insufficient to adapt the agent to various envi-
ronments without tuning C for each environment. Therefore,
inspired by PPO, the threshold-based design of C is derived.
First of all, we focus on the fact that the density ratio
ρ is asymmetric around one, and therefore, the symmetric
threshold for it as conducted in PPO would cause unbalanced
regularization. Instead, PPO-RPE sets the threshold for the
relative density ratio ρβ , which can yield the symmetric
domain if β = 0.5 (see Fig. 1). Given the threshold parameter
 ∈ [0, 1), the following condition is considered.
ρβ = 1 + σ (14)
ρ =
(1− β)(1 + σ)
1− β(1 + σ)
= 1 +
σ
1− β(1 + σ) (15)
where ρ can be easily derived using the fact ρβ = ρ/(1 −
β+βρ). Note that the term σ/(1−β(1+σ)) in ρ yields the
asymmetric threshold for ρ, and if β = 0 with no relativity,
it is reverted to be symmetric.
At ρβ (and ρ
), to bind the latest policy pi to the baseline
b, A˜RPE is desired to be zero. That is, C can be derived
from the terms in the square bracket of eq. (13) as follows:
0 = 1− C
A
(ρβ − 1)
{
β(ρβ − 1) +
2(1− β)
1− β + βρ
}
= 1− C
A
σ
{
βσ+ 2(1− β)1− β(1 + σ)
1− β
}
C
A
=
1
σ[βσ+ 2{1− β(1 + σ)}] (16)
This equation shows that C depends on the scale of A,
namely, it has adaptability to various environments with
different scales of reward function.
By substituting this for eq. (13), PPO-RPE achieves RPE-
divergence-based regularization with the threshold-based
gain.
A˜RPE = A−
A(ρβ − 1)
{
β(ρβ − 1)−
2(1− β)
1− β + βρ
}
σ [βσ− 2 {1− β(1 + σ)}]
(17)
Finally, the parameter set θ is updated according to SGD
with the policy gradient −ρA˜RPE∇θ lnpi(at | st).
IV. SIMULATIONS
A. Conditions
Four benchmark tasks are simulated by Open AI Gym
with Pybullet dynamical engine [21], [23] (see Table I). After
learning for each condition, the agent performs the task using
TABLE I
ENVIRONMENTS SIMULATED BY PYBULLET GYM [21], [23]
ID Name State space ds Action space da Episode E
InvertedPendulumBulletEnv-v0 InvertedPendulum 5 1 150
InvertedPendulumSwingupBulletEnv-v0 Swingup 5 1 150
HalfCheetahBulletEnv-v0 HalfCheetah 26 6 1500
AntBulletEnv-v0 Ant 28 8 1500
TABLE II
COMMON HYPERPARAMETERS FOR THE SIMULATIONS
Symbol Meaning Value
N Number of neurons 100
L Number of layers 5
γ Discount factor 0.99
α Learning rate 3e-4
(τ, ν) Hyperparameters for t-soft update [11] (0.3, 1.0)
(λ1max, λ
2
max, κ) Hyperaparameters for adaptive eligibility traces [26] (0.5, 0.95, 10)
 Threshold parameter 0.1
βDE Gain for entropy regularization 0.01
βTD Gain for TD regularization 0.01
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Fig. 3. Network architecture in actor for policy or critic for value function:
state is inputted to L series-connected modules; each module contains a
fully connected layer, a layer normalization [24], and a swish activation
function [25]; an additional fully connected layer uses for shaping the
features given by L modules to the output.
the learned policy 50 times to compute the sum of rewards
for each, and their median is used as the score. Totally, 10
trials for each condition are conducted with different random
seeds.
In this paper, the policy pi is parameterized by student-
t distribution [27] with neural networks, which contains L
fully connected layers with N neurons and pairs of layer
normalization [24] and Swish activation function [25] for
nonlinearity (also see Fig. 4). For the baseline policy b, the
policy before update, pi(a | s; θold), is employed. That is, the
proposed and conventional methods add the regularization to
the latest policy so that a single parameter update does not
cause an extreme change in the policy.
To learn the value function, a target network with t-soft
update [11] is employed for stable and efficient improvement.
Learning of policy is accelerated using adaptive eligibility
traces [26]. In addition, the policy entropy regularization
based on SAC [14] with a regularization weight βDE ; and
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Fig. 4. Summary of four benchmark tasks as bar plots: after learning under
each condition with different random seeds, the learned policy was tested
50 times on the same environment to evaluate the median of the test scores;
in all the tasks, PPO-RPE outperformed PPO and PPO-RB in terms of mean
of the task performances.
the TD regularization [15] with a regularization weight βTD
are combined. As an optimizer employed in eq. (5), a
robust SGD, i.e., LaProp [28] with t-momentum [22] and
d-AmsGrad [29] (so-called td-AmsProp), is employed with
their default parameters except the learning rate. Note that
these implementations are built on PyTorch [30].
The common parameters for the above implementations
are summarized in Table II. Two conventional methods [17],
[18] and the proposed method, PPO-RPE, are compared
throughout the simulations as follows:
1) PPO [17]: η = 0 for no rollback
2) PPO-RB [18]: η = 0.3 as recommended value
3) PPO-RPE (proposal): β = 0.5 for symmetry
Note that the threshold parameter  = 0.1, which was
chosen from the range recommended in [17] (i.e. [0.1, 0.3]),
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Fig. 5. Learning curves of four benchmark tasks: the sum of rewards at each episode are given as the score; the corresponding shaded areas show the
95 % confidence intervals; only PPO-RPE succeeded in improving the score from the early stage in both (a) and (b); in (c), PPO-RPE was able to gradually
improve the task performance over the others.
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Fig. 6. Trajectories of the amount of regularization: instead of each regularization term Ω, σ(ρ− ρ†) is illustrated; PPO-RPE has stronger regularization
than the others due to the explicit constraint between the latest and baseline policies.
is commonly set as listed in Table II.
B. Results
To evaluate the task performance by the learned policy,
the test results after learning are also depicted in Fig. 4.
Learning curves gained from 10 trials for each condition are
also illustrated in Fig. 5. In addition, the trajectories of the
amount of regularization (i.e. σ(ρ−ρ†)) are shown in Fig. 6.
First of all, as can be seen in Fig. 4, PPO-RPE outper-
formed the other methods. PPO and PPO-RB deteriorated
learning speed in the respective tasks (see Fig. 5(a) and
(b)). In contrast, PPO-RPE shows its excellent learning speed
in both tasks. Even in high-dimensional locomotion tasks,
PPO-RPE is also effective, and its regularization effect is
especially remarkable to improve the task performance in
HalfCheetah task (see Fig. 5(c)), which requires conservative
learning to avoid local optima.
In Fig. 6, we can find that PPO-RPE has stronger con-
straint from the latest to baseline policies than the others.
This is because PPO-RPE always regularizes the policy
except for pi = b, while PPO (and PPO-RB) does not if
the policy is within the threshold. Nevertheless, it is noted
that all PPO variants serve as a safeguard against extreme
cases, as imagined from the small mean of σ(ρ−ρ†) during
training.
V. CONCLUSION
This paper proposed PPO-RPE, which is a variant of
PPO integrated with RPE divergence regularization. In the
standard PPO, the regularization target is not explicitly given,
thereby inducing undesired behaviors like no capability
to bind policy with its baseline. Although the variant of
PPO, named PPO-RB, provides the ad-hoc solution for this
problem, it still remains another issue about inconsistency
between symmetric threshold and asymmetric domain of
density ratio, which would make regularization unbalanced.
To resolve both of them in a mathematically natural way,
the minimization problem with RPE divergence, gain of
which was designed based on the symmetric threshold for
the relative density ratio, was considered as PPO-RPE. The
threshold-based gain as well as the standard PPO yields the
regularization adaptive to the scale of the main minimization
target (i.e. the negative advantage function). As a result,
PPO-RPE with stronger constraint to the baseline outper-
formed the conventional methods by enhancing learning
stability.
Although the threshold allows us to design the gain of
regularization intuitively, this may still have different optimal
values depending on the average divergence between the
latest and baseline policies. In the near future, therefore, the
divergence between their marginal policies will be investi-
gated to design the threshold for further improvement.
APPENDIX
A. Regularization term in PPO and PPO-RB
With eqs. (3), (6), and (7), the regularization term for
PPO, which has not been explicitly defined in the previ-
ous work [17], [18] yet, is derived. The changes in ρPPO
compared to the original ρ should be transferred into the
surrogated advantage function APPO, which is the sum
of the original A and the negative regularization term for
PPO −ΩPPO. When no clipping or rollback is done, ΩPPO
is clearly derived as zero. In contrast, when clipping or
rollback, the following relationship is derived.
ρPPOA = ρA
−ηρ+ (1 + η)(1 + σ)
ρ
= ρA{−η + ρ−1(1 + η)(1 + σ)}
= ρA{1− (1 + η) + ρ−1(1 + η)(1 + σ)}
= ρA{1− (1 + η)(1− ρ−1(1 + σ))}
= ρ{A−A(1 + η)(1− ρ−1(1 + σ))}
= ρAPPO = ρ(A− ΩPPO) (18)
Therefore, the regularization term in PPO, ΩPPO, is given
as follows:
ΩPPO =
{
A(1 + η)(1− ρ−1(1 + σ)) σ(ρ− 1) ≥ 
0 otherwise
(19)
As well as the case of PPO-RPE with the threshold-based
gain, PPO regularizes the policy adaptively according to the
advantage function. Although this regularization is a kind of
hinge loss function, which is zero if and only if ρ = 1 + σ
or no clipping and rollback, its mathematical meaning is not
intuitive, even by converting it to its expectation Eb[ρΩPPO]
as the regularization target.
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