shows the expected wasted times with no error correction and with error correction as a function of P b . The expected wasted times for no error correction shown are optimized with respect to packet lengths n of the form 2m -1, and the expected wasted times with error correction are optimized with respect to n and the class of BCH codes. Thus, for the particular example considered, the use of error correction is quite beneficial for P b >, 2 X Below P b % there is little gain that is obtained. The nonzero value for the expected wasted time for very small values of P b arises from the losses due to the packetizing of the message and the acknowledgment delay.
We conclude this paper with a few remarks about other methods for improving the transmission of data over fading channels. Bit interleaving [5] may be used to disperse the errors that occur in "bursts" when the received signal fades. As the degree of interleaving increases, the fading channel packet error distribution approaches that of the random error channel. Therefore, as indicated by the results in Section 11-A, bit interleaving coupled with (random) error correction can be quite effective. It should be noted, however, that with bit interleaving, a packet is received essentially only when all interleaved packets have been received.
Another technique for combatting the fades on a Rayleigh fading channel is diversity transmission [ 121. In time diversity, the same packet is repeated several times (after some'appropriate time interval) in the hope that not all transmissions will be hit by a deep fade. Another common implementation is space diversity in which several antennas are used to reduce the probability that the received signal at all the antennas will be simultaneously subject to a deep fade. It i s planned that space diversity will be used in the Bell System Advanced Mobile Phone Service (AMPS) currently being tested [ 131.
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TECHNIQUES FOR GENERATING DESIRED CODES

A . Bit Error Probabilities
The techniques for creating codes with a desired bit error probability are based on the symmetry characteristics of the BRC and the fact that certain pairs of elements from the BRC may be removed and reinserted elsewhere in the code. Such moves preserve the gray property, but change the bit error probabilities. In general, the feature of the BRC that is exploited is that the code elements on opposite sides of a reflection boundary are potential neighbors. Fig. 1 shows a typical BRC with both a 1/2 reflection boundary and one of the 1/4 boundaries identified. By definition, the elements on one side of the boundary differ by only one bit from the image element on the other side. Examples are elements 14 and 1 1 (symmetric about the 1/4 boundary) or elements 3 and 14 (symmetric about the 1/2 boundary).
This means that a pair of elements (like 12 and 13 or 14 and 15) which are symmetric about some boundary (in this case 1/4 and 1/8) can be removed from the code because the new neighbors differ in only one bit.
Move B in Fig. 1 removes a suitable pair (14 and 15) and the new neighbors (1 3 and 16) are also symmetric about the same boundary and will differ by only one bit. Now something must be done with the removed pair. Again, by symmetry a number of suitable locations elsewhere in the code can be found. Element 14 is symmetric with 11 and 15 with 12 so the pair 14 and 15 can be inserted between 10 and 11 as .shown. They could be equally well inserted between 2 and 3 (symmetric about the 1/2 boundary) unless, as in this case, pair 2 and 3 are used for some other purpose.
The bit error probability is just the number of changes in a column divided by the number of elements in the code, and Fig. 1 shows two moves which transform a four-bit BRC to a code with uniform bit error probabilities. Note that move A takes a pair to a location symmetric with respect to the 1/2 boundary and, as described, move B takes a pair to a location symmetric with respect t o a 1/4 boundary. The mechanics of these moves as well as more complicated moves involving groups of 4, 8, etc., have been described elsewhere [ 11. The techniques are sufficient to convert up to 20-bit BRC's into codes with other desired bit error probabilities.
B. Maximum Crossover Hamming Distances
The techniques for generating codes with a given crossover Hamming distance require several steps, but are in general quite simple. The steps may be combined with those of the previous section t o give codes with both the Hamming distance and the bit error probability defined.
) Codes with an Even Number of Bits:
The key factor is to note that the elements in the top half of a BRC code are the maximum 'Hamming elements for the elements in the bottom half. The procedure is t o temporarily discard the elements in the bottom half and rearrange the elements of the top half by means of symmetry moves. With the top half suitably rearranged, the discarded elements may be reintroduced and joined to the top half of the code in the appropriate crossover locations in order t o complete the code. For an n-bit code, the first element in the top half is all zeros (weight 0) and the discarded element, which is the maximum Hamming distance away, is its two's complement (all ones or weight n). Since a neighbor of the weight n element in the completed code will be the last element in the top half, the top half must be rearranged so that the last element has the required weight ( n - 1).
Step 1 of Fig. 2 shows the top half of a four-bit BRC code.
The element with weight n -1 is element number 6 and the code must then be rearranged so this element is at the end. By symmetry [ 11, elements 7 and 8 may be inserted between 5 and 6 or between 1 and 2.
Step 2 shows the rearranged top half. As stated, every element in the top half has its two's complement (maximum crossover Hamming) in the bottom half, so it is sufficient to simply fill out the bottom half with the appropriate two's complements.
Step 3 of Fig. 2 shows the final result for the four-bit code. In this figure the first half of the code is shown as the first 180° of the circle. It should be noted that the entire code is clearly a gray code. One half is a rearranged top half of a BRC (still gray) and the other half is just the two's complements in reverse order. Since the end elements were chosen to be a weight n -1 apart, the connections between the two halves (16 to 1 and 6 to 11 in Fig. 2) are clearly gray.
) Codes with an Odd Number of Bits:
The procedure is not very different from that shown above for an even number of bits except that account must be taken of the fact that the crossover Hamming distance is even, while the number of bits is odd. The first step is t o retain the "middle" half of the code (e.g., elements 9-24 in a five-bit code). These elements are the maximum Hamming distance from the discarded elements insofar as the first bits are the same and the others are all different (i.e., element 9 and 13). The second step is to locate the retained element with the same first bit as the first retained element with the necessary weight difference (n -2). For five bits this is element 14. The final step is to rearrange this middle half so that element 14 is the last in the sequence and then construct the second half by putting the elements with the same first bit and different other bits in the crossover positions. One such sequence for the five-bit case can be made by putting elements 15-16 between 13-14 and treating 17 ... 24asagroupof eight and inserting between 12-13 to yield 9, 10, 11, 12, 21, 22, 23, 24, 17, 18, 19, 20, 13, 16, 15, 14. As before, additional moves may be made to achieve a desired bit error probability as well. The second half is simply IS, 14, 3, 4, 1 ..* 5, 8, 9.
C. Bit Error Probabilities and Maximum Crossover Hamming Distance
The procedures described may be used to generate codes of any size with desired Hamming distances. With slight modifications, the procedures may incorporate the techniques for changing bit error probabilities as well. For example, for the Step I
Step 2 Fig. 2 Fig. 3 . Evolution of a six-bit BRC into a code with both maximum crossover Hamming distance (6) and equal bit error probability.
Step 3 is one half the code. The two's complements in the crossover positions complete the code. even bit case, the top half of the code contains zeros in the first column in every element, so rearranging cannot change the count in the first column. The modification required is simply to add several elements from the bottom half and discard the appropriate elements from the top half (two's complements). In practice, it is simpler to discard a convenient group from the top and add the corresponding elements from the bottom. The result is, as before, a subset of half the elements which may be suitably rearranged and a temporarily discarded subset containing the corresponding two's complements. Fig. 3 shows the evolution of a six-bit code. In step 1, the first half of the code is shown and the element with weight 5 is identified (number 22). Since some group must be discarded and element 22 must be last in the sequence, it is convenient to discard elements 23-64 and replace them with their two's complements.
Step 2 shows this result and also indicates where the various elements are to be inserted in the code. As previously specified [ 1 J , moving a pair across a (1/2)k boundary reduces the change count in the nth (6th) column by two and increases the change count in the kth column by two. The group of four Table I with the effect on the column count of each move. Moves B, D , and E , all involve moving fragments from the bottom half into the top. Since these fragments are unconnected at one end or the other, they do not have exactly the same effect on the change count as the standard moves. Accordingly, the effect of these moves was simply noted (Table I ) and the remaining (standard) moves were chosen to adjust the change count as desired, The final result shown in step 3 has column change counts of 5, 5, 5 , 5, 5, 7. When the two's complements are added to complete the code, the count will be 10, 10, 10, 10, 10, 14 which is the code with the (most) uniform bit error probability as well as maximum crossover Hamming distance.
CONCLUSION
The several techniques presented for generating particular gray codes are all based on operations taking advantage of the symmetry properties of thc BRC. These codes are especially valuable for MPSK or PCM, but the techniques are quite general and other codes with other desired properties may be generated from the BRC.
I. INTRODUCTION
Multisymbol detection of noncoherent continuous-phase frequency-shift keying (CPFSK) has been shown to have the capability of outperfoqing coherent PSK in the sense of superior bit error rate (BER) performance at high signal energyto-noise spectral density ratios [ 51, 161. This raises the question as to whether or not the same conclusion follows in the presence of coding. The purpose of this paper is t o answer this question for the particular case of rate R = 1/2, constraint length K = 7 convolutional coding, and soft decision, infinitely fine quantization Viterbi decoding. Only the noncoherent case is considered since this is the case of primary interest in practical applications; however, the methods to be presented are easily modified to handle the coherent case which is, in fact, the simpler of the two. Likewise, only soft decision decoding is considered since the change for hard decision is straightforward. Furthermore, only t\e rate R = 1/2, constraint length K = 7 code is considered snce: 1 ) this is the most popular of the convolutional codes in the sense of tradeoff between complexity and performance, 2) Viterbi decoders are commerciqlly available for this code, and 3) finally, the simulations are expensive, requiring tens of hours of computer CPU time at the lower bit error rates.
Since a long-standing objection to multisymbol demodula- [6] . This reduction is attained at the expense of additional time delay and phase compensation networks, which appear to be implementable with digital logic for reasonable bit rates.
Only the best known, maximum likelihood demodulators have been treated in all cases in the simulations. No attempts were made, for example, to examine performance as a function of modulation index, but tests have indicated that the optimum indexes without coding are also optimum with coding.
Standard Monte Carlo techniques are employed to obtain the performance curves presented. The overall methods closely parallel those of Heller and Jacobs [2] and the reader is referred to that paper for the fine details of the simulation.
The veracity of the simulation procedure was, in fact, established by reproducing the curves of that paper for coherent PSK and QPSK.
Section I1 describes in detail the CPFSK modulation waveforms and optimum demodulators and gives the optimum simplified receiver stqctures. The code trellis and decoder metrics are given in Section I11 and a brief overview of the simulation details is given in Section IV. Finally, Section V presents the results of the simulations along with interpretations and discussion of the results.
CPFSK MODULATION/DEMODULATION
With CPFSK modulation, as in ordinary ESK, the transmitted frequencies are assumed to be spaced at multiples Mfd of some basic frequency f d about the carrier. In the binary case, a channel bit "0"corresponds to a frequency with M = -1 and a channel bit "1" to that with M = 1. In the quaternary case, the assignments M = -3, -1, 1, 3 correspond to the bit pairs 00, 01, 10, and 1 1, respectively. The received signal and noise during the ith symbol time (i -1) Td < t < iTd can then in which S is the signal power, w c is the carrier radian frequency, GC the carrier phase, D, is a data symbol which is an element of (-1, 1) in the binary case or an element of (-3, -1, 1, 3) for quaternary CPFSK, h = w d T d / n is the frequency deviation ratio, and w ( t ) is white Gaussian noise with twosided spectral density No/2. The summation in the phase over the previous data symbols guarantees the continuity of phase from symbol to symbol and the unknown carrier phase GC is taken to be uniformly distributed on (0, 2n).
The maximum likelihood demodulator for ordinary FSK correlates 'the received signal with each of the possible transmitted frequencies using I and Q processing for noncoherent signaling. Such a correlator branch for the jth frequency is 0090-6778/81/1000-1522$00.75 0 1981 IEEE
