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ABSTRACT 
In this thesis, the main objective is to propose a model for purchase intentions. In 
fact, this problem has been dealt with by others for many years, but in this thesis, a 
completely new approach will be introduced. 
Traditionally, in marketing researches, a group of respondents are requested to 
indicate their purchase intentions on a ^-point scale. Then a model at the individual 
level is obtained by using a beta-binomial assumption. But in fact, choosing from a 
f2-point scale is a very difficult task. Hence, we propose a new model and 
methodology. 
The respondents are only required to answer ‘Yes,，‘No’ or ‘Undecided, to questions. 
In this way, they do not need to figure out a point for their level of intentions. 
Instead, they are allocated to different categories. 
On collecting the number of responses for each category, we can estimate a model of 
purchase intentions for the whole group of respondents. It is our ultimate aim in this 
study. Further, the model can be used to predict the proportion of potential buyers 
but it is left for further advancement. 
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In the field of marketing, we are often interested in the market share of some par-
ticular products. Many surveys are conducted in order to collect the information 
about the consumers' purchase intentions. Then we can formulate a mathematical 
model for the purchase intentions and hence we can forecast sales. 
1.1 Existing models on purchase intentions 
Morrison (1979) provides a model that links up the stated purchase intentions and 
actual purchase behavior. It makes use of a 3-step transformation to transform 
the stated purchase intentions, Ig , into a purchase probability estimate, p. 
Most probably, the simplest model assumed would be a linear relation between 
stated intention Is, and the average true intention, /¾, i.e. 
It = a + kIs. (1.1) 
We have to make a specific form of adjustment known as "regression to the mean". 
It would further imply a > 0, k > 0 and a + k < 1. This technique is discussed 
in Morrison (1973) in detail. 
The first step is the True Intention Model (TIM). It transforms the stated 
A 
intention Is into an estimate of the true intention, It. To an individual, stated 
intention, Is, is a random variable. If he is asked to show his purchase intentions 
5 
of a particular product on a n-point scale and it is labelled as 0，1,..., n, it means 
that there are n independent Bernoulli trials. He needs to respond '0' or '1' n 
times with probability 1 — It and It respectively whereas It is the true intention. 
The stated intention would be the number of successes in these n trials. Hence 
Is is described as a binomial random variable with parameters n and It. 
However the true intention varies among individuals. We assume that it follows 
a beta distribution since it is flexible for data in the range [0,1] and it can be of 
unimodal, U, J, or reverse J shapes. As a result, Is is regarded as a beta-binomial 
random variable. 
Since the stated intention data are in the range [0,n] but the true intention should 
be a value in between 0 and 1. Hence the former should be divided by n and the 
linear relationship becomes 
7t = ^ T f T T + ^ T i n ' s (1.¾ 
This can be referred in Keats k Lord (1962). 
A 
With this true intention estimate It, we can continue the second step. It is the 
Exogenous Events Model (EEM) which transforms the It into an unadjusted 
purchase probability estimate pu. It is concerned about those exogenous events 
that may change one's purchase intention after the time of survey. 
We assume that an individual has switching probability S that he will change his 
true intention. If he changes his true intention, the new one should be replaced 
by another value drawn from the original beta distribution. Then this would 
be the unadjusted purchase probability, Pu. On the contrary, with probability 
1 — 8, he would not change his true intention, then this would in turn become the 
unadjusted purchase probability, pu. Hence this unadjusted purchase probability 
would be a weighted average of the true intention estimate, /¾, and the expected 
value of It, E(It), i.e. 
Pu = s E{It) + (1 - (5) it, (1.3) 
^ Q^  
where It is obtained from equation (1.2) and E{It) = ~^Tp' 
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It is very seldom that the average stated purchase intention equals the proportion 
that actually purchase. So we need the third step, the Probability Adjustment 
Model (PAM), to adjust for this bias. 
The aggregate bias is the difference between the average stated intention /5 and 
the proportion that actually purchase p, i.e. b 二 Ig — p. This would be regarded 
as a constant shift in the true purchase intention after the survey. 
Hence subtracting this bias from the unadjusted purchase probability will give 
an adjusted estimate of purchase probability, i.e. 
八 /N J 
P = Pu — b 
a (1 — 6) a 1 — 6 ^ , , � 
二 w + i r ^ + ^ T W r 6 . (1.4) 
This model in fact provides a basis for the modelling of purchase behavior. 
Bemmaor (1995) extends the above model to include heterogeneous switching 
probability. Consumers with positive purchase intention are called "Intenders" 
while others are called "nonintenders". In Morrison's model, the switching proba-
bility 6 is homogeneous for all respondents. Here Bemmaor assumes the 2 groups 
of consumers have different switching probabilities, S for nonintenders, and d' for 
intenders. 
So the discrepancy between the average stated intention and the proportion of 
buyers depends on the magnitude of 6 and 6' in the following ways : 
1. There would be positive bias if the proportion of buyers is less than the 
average stated intention, ie. 6' > 6 since intenders are more likely to change 
to the negative side. 
2. There would be no bias if the proportion of buyers is equal to the average 
stated intention, ie. 6' = 8. 
3. There would be negative bias if the proportion of buyers is greater than the 
average stated intention, ie. 8' < 6 since intenders are less likely to change. 
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Hence the purchase probability can be estimated by, 
for nonintenders. 
^ = 浩 + (1普")5; 叫 
and for intenders, 
P = V ; ; ^ + (l — ^[(l — d " ^ + T^]，（1.6) 
a + jj a + p 1 — 7To 
fi 
where p = ~ + ^ + ~ is a measure of dispersion of stated purchase intention at the 
time of survey and 7r0 is the theoretical proportion of nonintenders as predicted 
by the beta-binomial distribution mentioned before. 
Manski (1990) attempts to find the relationship between stated intentions and 
subsequent behavior under the "best-case" hypothesis. It states that individuals 
have rational expectations and their stated intentions are the best predictions of 
their future behavior. 
Nevertheless, there may be discrepancy between stated intentions and behavior 
since the information available to the respondents at the time of survey is more 
limited than that later when the behavior is actually carried out. 
Hence Manski succeeds in not identifying, but finding a bound of the probability 
that an individual will behave in a given way. The bounds are nonparametrically 
estimable. 
1.2 Objective 
In this thesis, we aim at finding a model for purchase intentions. Although 
there are many classical issues that have come across this type of problem, here 
we would attempt a new approach without using the binomial assumption. In 
Chapter 1, reviews on past methods are given. Then Chapter 2 would bring out 
the general idea of the entire model and the weakness of the traditional model. In 
Chapter 3, the estimation methods would be discussed and the results together 
8 
with a simulation study would be presented. Afterwards, an application would 
be given in Chapter 4 to illustrate the use of the proposed model. Finally, some 




In the previous chapter, the traditional beta-binomial model on purchase inten-
tions is introduced. Here a new model for purchase intentions is proposed. In 
Sections 2.1 and 2.2, the beta distribution, the beta-binomial distribution and 
their properties are discussed respectively. In Section 2.3, we would introduce 
our new model without the use of binomial assumption. Finally, the new mea-
sure of stated intentions and the modelling assumptions would be presented. 
2.1 Beta Distribution 
A continuous random variable X belongs to the family of Beta distribution if it 
has a probability density function (p.d.f.) in the form of 
„ ( �� 1 (x - a)^-i (6 - x)^-i , \ 
驰 — = B ( a , 0 ) ( 6 - a ) U - i ， （2.1) 
with a < X < b, and parameters a, f3 > 0. 
If we restrict the range of X to be in the interval (0,1) with a = 0, b = 1, then 
we have 
Px{x; a, P) = - ^ ^ x^-' (1 — x)^-i , (2.2) 
^l<^5Pj 
with 0 < X < 1, and a, P > 0. 
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This is the standard form of the beta distribution denoted as Beta(a,f3). In 
addition, B{a,|3) is called the Beta function. It is defined by 
B{a, p) = 11 a:"-i (1 - xf-^ dx . (2.3) 
J 0 
On the other hand, it can also be obtained from 
B " ) - m ^ , (2.4) 
where V{y) is the gamma function and in turn it can be calculated from r ( y ) : 
{y — 1)! when y is an integer and otherwise from T{y) 二（¾/ — l)r(?/ — 1) with 
r(|)= ‘ 
To obtain the beta distribution function, we can integrate Equation (2.2) on both 
sides, 
驰赤^/:广1(1-力广1( (2.5) 
The integral on the right hand side is named the Incomplete Beta function, de-
noted by Bj^a,P), i.e. 
5 , (a , P) = r 广1 (1 - tf-1 dt. (2.6) 
J 0 
Hence the beta distribution function (2.5) can be regarded as the ratio of In-
complete Beta function to the Beta function, i.e. 
Fx{x) = ^ ^ = Ua^P). (2.7) 
This ratio is called the Incomplete Beta function ratio. 
In fact, the origin of beta distribution is the distribution of 
y2 
V2 = ^  , (2.¾ 
where X^, X| are independent Chi Square random variables with degrees of free-
dom "1 and "2 respectively. Then the distribution of V^ is a standard beta 
distribution with a = | i/i, f3 = \v2-
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The beta distribution is often used to model proportion or probability, which 
naturally lies between 0 and 1. In the following, we would give a brief review on 
the characteristics of Beta distribution, but for simplicity we would only concern 
the standard beta p.d.f. denoted by equation (2.2). 
1. If the 2 parameters a, f5 are the same, then the p.d.f. will be symmetric 
about X = 0.5. 
2. If the values of a and P are interchanged, then the distribution is reflected 
about X = 0.5, i.e. 
• in the case of prohahility density function 
&(a;;a,/5) = P ^ ( l - : r ; a , / ^ 
• in the case of cumulative density function 
Fx{x-a,P) = l-Fx{l-x-a,P) 
3. The —h moment of X is 
";(:r) = E{X^) 
=r(g + /?) r(a + r) 
— T ( a ) r (a + 0 + r) � … 
4. Hence the expected value of X is 
E{X) = ^[{x) = ^ (2.10) 
and the variance of X is 
Var{X)=-——。：，Q 1 � (2.11) � ) {a + PY{a + (3 + l) � ) 
The details of the calculation of moments can be referred to Appendix A. 
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In fact, the family of beta distribution is rich enough to include many different 
shapes of p.d.f. as its members. As the two shape parameters a and p vary, 
the p.d.f. can be of many different shapes. It can be strictly increasing, strictly 
decreasing, U-shaped or unimodaL Moreover, if they are equal, the p.d.f. is sym-
metric about \ and is more concentrated if a increases. Finally, if both parameters 
are equal to 1, the beta distribution reduces to a uniform(0,1) distribution. 
To have a clearer picture, we can study their corresponding curves. 
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1. a > 1 , / ? - 1 
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5. a = p > 1 
~^^ \BeXa (8, 8) 
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6. a = p = 1 
c 0 •"I 
云 
•营 Beta (1. 1) 
§ T3 ^ 竞 _g 
01 
0.0 0.2 0.4 0.6 0.8 1,0 
X 
Figure 2.6: pdf of Uniform (0,1) 
From these graphs, we should know that the beta distribution (2.2) is capable of 
modelling a wide range of phenomena defined over the unit interval (0,1). 
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2.2 Beta-binomial Distribution 
Assume that the stated intention Is is a random variable. An individual is asked 
to respond on a n-point scale which can be labelled as 0,1,..., n. The beta-
binomial model has the following implicit assumptions. He or she, with the true 
intention /t, will respond '0，or '1，n times independently with probabilities It and 
1 — It respectively. Then the stated intention Ig would be the sum of l's in these n 
trials. So it can be considered as the number of successes with probability p given 
that It is equal to p. Hence its conditional distribution is a binomial distribution 
i.e. 
Is\it=p �binomial (n,p), (2.12) 
and 
Pr{Is = x\It = p) 二 Q p^ (1 — p^-�X = 0，1，".,TL (2.13) 
However, the true intention It for each individual is not necessarily the same, 
therefore it requires a further assumption. Since It represents one's probability 
to purchase, it should be a variable in the range (0,1). So a possible model for 
this is the beta model, i.e. It �Beta (a, p). 
Its p.d.f. can be written as 
/(w) = ^ / r - i( i - /o" (2.14) 
where 0 < h < 1. 
Combining with the above model (2.12), the marginal distribution of Ig will be a 
mixed binomial model, i.e. 
Pr{Is = X； n, a, f3)=广 P ( / , = x\It = p) f{p) dp, x = 0,1，，n. (2.15) 
J 0 
It can be further extended to a well-known model, beta-binomial distribution or 
sometimes called negative hypergeometric distribution with p.d.f. 
_ ,T … /n\ B(a + X, 6 + n — x) , � 
Pr{Is = x;n,a,f]) = ^ ~ ~ ^ 7 ^ ^ a : = 0 , l ” . . ,n . (2.16) 
V /^ JD[a, p) 
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where B{a,P) = —~~~~^. Hence the stated intention, on a n-point scale, has 




Var(I,) = n ( ^ ) ( l - ^ ) ( ^ ± 4 ± ^ ) 
、乂 � a + /?A a + /?^^a + /? + r 
nap[a + p + n) 
= ( a + /?)2(a + / ? + l ) ' 
2.3 A new model without the binomial assump-
tion 
2.3.1 Difficulties of the binomial assumption 
As we have discussed above, the traditional model for purchase intention is a 
beta-binomial model. The consumers have to choose among the (n + 1) points. 
They have to make a decision on a n-point scale. Usually it is a 10-point intention 
probability scale or a 5-point scale ranging from "definitely will" to "definitely 
will not". However, it is indeed a difficult task for the subjects to answer. Most 
people will choose among the moderate levels. Even if they have strong tendency 
on one extreme, they will not indicate this truly. They would rather state an 
intermediate level. As a result, the two extremes are usually understated while 
those in between are overstated. 
Furthermore, different individuals have different n-point scales in their minds. 
Two persons choosing the same point on the scale may not necessarily show the 
same intention to purchase one particular product. Hence there will be discrep-
ancy among individuals. Besides, when the respondents consider their choices in 
the scale, they may not act according to the binomial model. So the binomial 
model may not reflect the situation in reality. Therefore this approach has some 
drawbacks and so we would propose a new model without using the binomial 
assumption. 
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2.3.2 A new measure of stated purchase intentions 
Usually, the respondents are required to state their intention in terms of points 
on a particular scale. So the stated intention would be an integer in the range 
0, n]. Here, we would introduce a new measure for this stated intentions. 
A random sample of n respondents is taken, they have to answer 'Yes', 'No' or 
'Undecided，to show whether they will purchase a particular product. If they 
choose the option 'Undecided，，they will be asked again. This time, they are 
forced to make a decision by choosing either 'Yes' or 'No'. These are so called 
forced choice questions. Then, the respondents can be classified into 4 categories. 
Category 1 - Respondents answer 'No'. 
Category 2 - Respondents answer 'Undecided，and 'No' on further questioning. 
Category 3 - Respondents answer 'Undecided' and 'Yes' on further questioning. 
Category 4 - Respondents answer 'Yes'. 
Let Y1^ Y2^  ^3 and ^ be the number of respondents in each category respectively. 
We also let PuP2,P3,P4. be the probability of respondents falling in the corre-
sponding categories. 
Then Y = ( ¾ , ¾ , ¾ , ¾ ) follows a multinomial distribution with parameters n 
and p = {P1,P2,P3,P4) where pi + p2 + Ps + P4 = 1. 
Formally speaking, 
Y � M 4 ( n , p ) , 
or 
(Yi,Y2,Ys,Y4)�Mi(n，pi,^，P3，P4), (2.17) 
if Y has a joint density function 
n! 
f(y1,y2,y3,m) = , ,' , .pfpfpfpT, Vi = 0,1,..., n; (2.18) 
2A!2/2!2/3^ 4! 
where y^  + y2 + y3 + 2/4 = n and pi + p2 + p3 + P4 = 1. 
The p'iS,i — 1,2,3,4 can be regarded as the stated purchase probability and it 
is the new measure of stated purchase intentions that we would adopt in the 
following discussions. 
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After a general introduction of our new measure, we would go into modelling 
sections. 
2.3.3 Modelling the True purchase intention 
Let 0 be the true purchase intention. It resembles the It used in the previous 
chapters. 
Assume the group of n respondents is homogeneous, hence their true intentions 
follow the same beta distribution, i.e. 
Q�beta {a ,PY (2.19) 
The a, p are the unknown parameters guarding 6 and 6 in turn is the main cri-
terion deciding which category the respondents are belonging to. It is reasonable 
to assume that respondents will answer 'No' if 6 is close to 0 and answer 'Yes' 
if 6 is close to 1. Therefore our aim is to find out a,f3. However, there is still 
another factor, because apart from 'Yes' or 'No' answers, the subjects can re-
spond by 'Undecided’. We assume that the subjects will respond 'Undecided' if 
I — 6 < 6 < I + 6. Hence we introduce a parameter, 8, 0 < S < |. It indicates 
the degree of uncertainty. 
This leads to the following model assumptions. 
Pi = Pr( 0 < 0 < 臺一S ) 
V2= Pri 1-6 <e< 1 ) 
、2 2 ) (2.20) 
P3= Pri 羞 <e< \ + 8 ) 
P4 = Pr{ \^6 < 0 < 1 ) 




0 1 / 2 - 5 1/2 1/2 + 6 1 
Figure 2.7: Summary of the model assumptions 
The intuitive meaning would be given in Chapter 5 and in the meantime, we can 




In this Chapter, we would first introduce two estimation methods. Then we would 
make comments on them and adopt one of the two methods in the following 
discussions. Afterwards, results in the form of tables would be given. Eventually, 
a simulation study is carried out and some figures would be shown. 
3.1 Two Approaches of Estimation 
With the model assumptions mentioned in Section 2.3.3, we have to estimate a, 
f3, and 6. In the following sections, we would attempt the Least Square Approach 
and the Maximum Likelihood Approach. Then we would discuss their properties 
and decide which is preferred. 
3.1.1 Least Square Approach 
Let yi be the observed number of people falling in the i^ category and n be the 
total number of respondents. 
Then r^  =也 will be the observed proportion of respondents in the corresponding 
n 
categories. 
According to the model assumptions in (2.20), Pi is a probability. It represents 
the area under the curve beta{a, |3). Hence it can be written in terms of the 
22 
cumulative distribution function of beta i.e. the Incomplete beta function ratio 
h{oL,p) or I{x]a,p). 
Therefore we obtain 
Pi = /(|-^;a,/^); 
P2= / ( | ; a , ^ ) - / ( l / 2 -6;a,p); 
(丄丄) 
P3= I(^ + S;a,^)-I(l/2;a,P)-
P4= I(l;a,/3)-I(| + S;a,^), 
where pi + p2 + p3 + p4 = 1-
On the other hand, since p;:<s are the parameters of a multinomial distribution, 
we can apply the maximum likelihood estimation to find them. 
The likelihood function is 
nl 4 
J^(P1,P2,P3,P4 I ViS) = 4 ‘ . n pf (3.2) 
-H=1 Vi- i=l 
After taking logarithm of the above, we have the log-likelihood function as 
n\ 4 
logL = logp^ :^Y ,ydogp i , (3.3) 
丄丄7;=1 yv' i=i 
where pi is subject to the constraint J2^iPi = 1-
Hence we use a Lagrange multiplier A. 
^1 4 4 
L 二 log 4 • I ^ Y.y^\ogp, — A(X>i - 1). (3.4) 
i_u=i y%- i=i i=i 
1 ^ = 逛— A ; (3.5) 
dpi Pi 
QL 4 
^ 二 ^风 - 1 ; (3.6) 
i=\ 
Both 4 ^ and %^ are set to 0, then we obtain 
0 Pi aX ‘ 
Pi = - . (3.7) 
n 
Hence pi can be estimated by r^ . Therefore we can rewrite (3.1) as 
n = /(|-^;a, /?) ; 
r2= / ( i ; a , / ^ ) - / ( l / 2 -(5;a,/?); (3 8) 
r3= / ( | + (5;a,/5)-/(l /2;a,/?); ‘ 
r4= I(l;a,/])-I(|^S;a,/3), 
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where ri + r*2 + 厂3 + 厂4 = 1. 
There are 3 unknowns a, P and 6 in this system of equations. We solve these by 
minimizing the error function which is the sum of squared errors, 
Q= [ l(l-^;a,p) - n]2+ 
[ I ( l ; a ^ p ) - I { l - S ; a , P ) — r2]2+ (3 9) 
[ / ( | + (5;a,/^)-/(i;a,/?) - r3]2+ • 
[ I { l ; a , f ] ) - I { l + S;a,p) - r4]2. 
The optimization procedures will be discussed in the next Section. 
3.1.2 Maximum Likelihood Approach 
Apart from the least square method, we have another method, the maximum 
likelihood approach. 
According to the assumptions above, V^ , the number of respondents, follows Multi-
nomial distribution with parameters pi, i 二 1, 2,3,4. 
Hence the likelihood function is 
nl 
L{PUP2.P3,PMS) = , ,• , ,pfpfpfpf- (3.10) 
yiWvsW 
By the equations in (3.1), 
Pi = /广由产-作 (3.11) 
仍 = t ~ ^ f " � (3.12) 
P3 = //"^产1(1-<1血 （3.13) 
P4 = / | 1 + 6 — 产 1 ( 1 — < 1 血 （3.14) 
The log-likelihood function follows as 
n\ 
L = /o^ 4 ‘ , + yilogpi + y2logp2 + ml0gp3 + y4logp4. (3.15) 
^H=lVi-
Dividing it by n yields 
L 1, n\ yi V2j I ysj , 2/4, 
—二 -logs——r + —log pi + —log p2 + —log p3 + —log p4 n n ^i=iVi^- n n n n 
二 constant + rilogpi + r2logp2 + r^logps + r4logp4. (3.16) 
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Maximizing the last four terms is equivalent to maximizing the likelihood func-
tion. Therefore we denote the objective function as 
Q' 二 nlogpi + r2logp2 + r3l0gps + r4logp4. (3.17) 
Maximizing Q' gives the MLE of a, 0 and 6. 
3.2 Estimation Procedures 
The estimation process is proceeded with the use of IMSL subroutines. We need 
to supply the subroutines with initial values of the 3 unknowns. The initial values 
(ao, Po, 60) are found by the method of moments. 
The population moments of Beta density are easy to find. Details can be referred 
to Appendix. The sample moments are weighted by the proportion r^  in each 
category. Then we use the midpoint ^ in each class to represent the purchase 
intention of the people in that category, i.e. 
beta(a, p) 
困 
0 Oi §2 6s 0^  1 
Figure 3.1: Four Categories of purchase intentions 6 
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where 
n~ 1/2 - S 1 — 26 
没1 二 ^ r ~ = ^ ； 
~ 1/2 - (1/2 - … l - ( 5 
"2 — = ] 
~ (1/2 + S) - 1 / 2 l l s (3.18) 
"3 = = 5 
斤 1 - ( 1 / 2 + S) 3 + 2S 
UA = = . 
2 4 
Equating the 1^ ,^ 2—, 3^ ^ population and sample moments, we have 
: : ^ 二 E厂為 
a + P 2¾ 
ri + 2r2 + 2rs + 3^ 4 
= 4 + 
2—3 + 7 - � ) ^ (3.19) 
_ _ _ + + 1 ) _ _ = V rO^ 
(a + /5)(a + / 3 + l ) — t , “ 
ri + 4r2 + 4rs + 9r*4 
二 16 + 
4(2rs + 3r4 - n — 2rs) „ 丨 
16 “ 
g 沪 (3.20) 
Q(g + l)(a + 2) — ^ ~3 
(a + /^(a + /? + l)(a + /? + 2) 二 — r � � 
ri + 8r2 + 8r3 + 27r4 = ^ + 
6(4r3 + 9r4 - ri - 4r2) „ , 
M “ 
12(ri + 2rs + 2rg + 3r4) 2 
^ + 
8 ( 时 4 6 : 〜 ) , (3.21) 
The right hand-sides of (3.20), (3.21) and (3.21) are all polynomials in 8. Since 
we know 6 is only a small value, we arbitrarily put it to be 0.01 as a starting 
point. Then we can obtain values for the right hand-sides of (3.20), (3.21) and 
(3.21), denoted by a, b, c respectively. 
Rewriting these, we have 
0 = 5 ; (3.22) 
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+ + 1) • /3 23) 
— ( a + /^(a + /? + l)， （丄」… 
c = + + l)(m) (3 24) 
— ( a + ^)(a + P + l)(a + f5 + 2) • ^ ^ ^ 
From (3.22), 
� = a ( i — l). (3.25) 
Qj 
Combining (3.23) k (3.24), we have 
2a(c - b) 
ao 二 ^ , (3.26) 
ah — c 
/s 
and by putting back to equation (3.25), we can also find j3o. 
/N A 
With do, Po, we try to update 8, by substituting c^, pQ into (3.21) as a polynomial 
in 8. It becomes 
ao(ao + l)(ao + 2) — n + 8r2 + 8r3 + 27r^ 
(ao + A))(o;o + A) + l ) K + A) + 2) = M ^ + 
6(4rs + 9,4 — ri - 4rs) „ , 
M “ 
12(ri + 2r2 + 2r3 + 3r4) 2 
M + 
8 ( 仲 4 6 : 〜 ) , ( 3 . 2 7 ) 
Since 6 is very small, the 8^ and 8^ terms are approximated to 0, so we can find 
/N /S A 
an estimate of 如.We would now use these (cf�, /¾, ^ ) as the initial values in the 
following estimation. 
3.2.1 Least Square Estimation 
Now we can proceed to deal with our data. After obtaining y1,y2, Vs, y4 and n, we 
can calculate the corresponding r '^s. By the Method of Moments, we can find out 
{do,|3o,6o) as the initial estimates. Then we apply the Least Square Estimation 
/S /S 
by means of a subroutine DUNLSF in IMSL, the LSE of (a,/?, 6) can be obtained. 
The programme is demonstrated in the Appendix B.1 by using some arbitrary 
values of r^ . The subroutine DUNLSF will be explained later. 
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3.2.2 Maximum Likelihood Estimation 
To maximize the objective function mentioned above, we can minimize its con-
trary, i.e. to minimize 
F = -Q' = -(rilogpi + r2logp2 + r2,l0gp^ + r^logp^), (3.28) 
where r[s are subjected to the constraint 
n + r2 + r3 + r4 = l. (3.29) 
We apply a minimization procedure DUMPOL from IMSL to F. 
A A 
However, in the search of minimum, we have not ensured that a, 0, 6 must be 
greater than 0, so there exist some iterations that they may fall in the negative 
regions. If it happens, the minimization process will be terminated. 
In order to guarantee that it will not happen, we put some constraints into the 
minimization. They are a > 0, f3 > 0 and 0 < S < 0.5. These are imposed by 
using the following transformations, 
a* = y/a; (3.30) 
/ r = v^; (3.31) 
6* = sin-\^6. (3.32) 
V 0.5 
So the search is done on the parameter space (a*, p*, S*) instead of (a, /?, S). Then 
A A 
the estimates d, |3 and 6 will satisfy the above constraints. The programme can 
be referred in Appendix B.2. 
3.2.3 Difference between DUNLSF and DUMPOL 
DUNLSF is used to solve a nonlinear least squares problem. It uses a modi-
fied Levenberg-Marquardt algorithm and a finite-difference Jacobian. Hence it is 
suitable for those objective functions that are smooth. 
DUMPOL is used to minimize an objective function by a direct search polytope 
algorithm. A set of n+1 points in an n-dimensional space is called a simplex. 
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The minimization process iterates by replacing the point with the largest function 
value by a new point with a smaller function value. The iteration continues until 
all the points cluster sufficiently close to minimum. 
Since it does not take into account the derivative information at each iteration 
but instead uses the function value information at each step to determine a new 
approximate minimum, it is quite efficient in dealing with non-smooth problems. 
3.2.4 Evaluation of the Two approaches 
LSE performs well when the data points are equally weighted. For MLE, it 
performs well even when they are unequally weighted. In addition, it has asymp-
totical properties. For instance, asymptotically, maximum likelihood estimates 
are distributed as normal and the variance attains the Cramer-Rao Bound. 
In this model estimation, the results may not be perfectly fitted to the data, 
hence we choose MLE. When there is exact fit, LSE may perform as well as the 
MLE. 
3.3 Results 
Since Maximum likelihood estimation performs better in this situation, and also 
the likelihood function is not smooth, so we adopt the DUMPOL subroutine 
instead of the DUNLSF subroutine. Then by the method discussed in Section 
3.2.2, we obtain the following results. 
In order to maximize the likelihood function, we minimize the objective function 
F given by Equation (3.28). In real practice, we can obtain the number of re-
spondents and hence a set of r'-s, i = 1, 2, 3,4. But for presentation purposes, 
we demonstrate our results in the form of tables. Each table represents different 
combinations of r[s. Since r'-s sum up to 1, so there are only 3 free variables in 
each table. Here we assume ri, r*2 and r3 are free and r4 is determined by the 
constraint (3.29). 
The tables are arranged in the order of r3. Suppose all categories are being chosen 
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by at least 1 respondent, therefore we neglect those cases when r?: equals 0. Hence 
from Table 3.1 onwards, r3 starts from 0.1000 to 0.7000. Then in each table, ri 
and r*2 vary accordingly. The contents in each cell are the maximum likelihood 
estimates of a, f5 and 8 and also the minimum value of the function F. 
For those empty cells, they are corresponding to those combinations of r\s that 
are infeasible, since the sum of r[s cannot be greater than 1. So those cells are 
left empty. 
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Fmin Q-lOOQ 0.2Q0Q Q.3QQQ Q.4QQQ Q.5QQQ Q.6QQQ Q.7QQQ 
n 
.1000 7.798 4.364 4.319 4.328 4.467 4.922 7.341 
4.752 2.624 2.989 3.441 4.069 5.186 8.941 
.0532 .0931 .1093 .1267 .1446 .1644 .1704 
.943111 1.127564 1.259190 1.337891 1.357206 1.300654 1.125510 
.2000 3.040 2.947 2 ^ 3 l ^ 3.584 4.978 
1.923 2.148 2.464 3.027 4.032 6.577 
.0699 .0941 .1182 .1382 .1569 .1727 
1.089512 1.246495 1.346068 1.385678 1.352203 1.209424 
.3000 2.207 2 ^ 2 ^ 2 ^ 3.057 
1.737 2.041 2.513 3.308 4.511 
.0702 .0984 .1234 .1470 .1820 
1.168393 1.299186 1.364694 1.356752 1.245349 
.4000 1.732~~ 1.834 2.115 2.641 
1.740 2.114 2.825 4.146 
.0733 .1038 .1313 .1617 
1.193572 1.294256 1.316723 1.237679 
•5000 1.513 1.762 2.271 
1.945 2.592 3.870 
•0747 .1078 .1410 
1.168397 1.230057 1.187634 








Table 3.1: MLE of a, /?, S given r3 = 0.1000 
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Fmin 0.1000 0.2000 0.3000 0 4000 0.5000 0.6000 Q.7QQ0" 
n 
• 1000 7.285 4.480 4.432 4.745 5.164 7 ^ 
4.658 2.950 3.329 4.097 5.095 8.759 
.0781 .1163 .1330 .1451 .1612 .1626 
1.092057 1.227406 1.312625 1.342525 1.303865 1.164481 
.2000 3.038 2.961 3.216 3.697 4.751 
2.121 2.360 2.966 3.934 5.867 
.0991 .1215 .1393 .1551 .1695 
1.230018 1.333289 1.380961 1.362732 1.251907 
.3000 2.263 2.472 2.813 3.418 
1.968 2.463 3.244 4.573 
.1009 .1235 .1432 .1644 
1.294262 1.366198 1.371469 1.288455 
.4000 1.876~~ 2.180 3.097 
2.085 2.768 4.411 
.1023 .1265 .1425 
1.299186 1.333294 1.279955 









Table 3.1: MLE of a, /?, S given r3 = 0.1000 
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Fmin 0-1000 0.2000 0.3QQQ Q.4QQQ Q.5QQQ Q.60QQ Q.7QQQ 
n 
.1000 5.485 4.723 5.082 5.297 8.260 
3.500 3.350 4.125 4.907 8.751 
.1153 .1375 .1470 .1629 .1555 
1.187372 1.279947 1.320069 1.297198 1.186456 
.2000 3.219 3 ^ 3 ^ 5 ^ 
2.439 2.788 3.767 5.726 
.1234 .1439 .1542 .1618 
1.316653 1.371472 1.366166 1.280313 
.3000 2.494 2.838 3.888 
2.373 3.082 4.788 
.1243 .1421 .1511 
1.364693 1.380952 1.320070 










Table 3.1: MLE of a, /?, S given r3 = 0.1000 
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Frrrin 0.1000 0.2000 0.3000 0.4000 Q.5QQQ 0.6000 0.7000 
ri 
.1000 7.132 5.261 5.547 8.415 
5.034 3.995 4.824 8.398 
.1203 .1528 .1643 .1548 
1.237051 1.288392 1.280301 1.193558 
.2000 3.279 4.009 5.559 
2.687 3.779 5.954 
.1486 .1525 .1531 
1.356770 1.362724 1.297217 











Table 3.4: MLE of a, j3, 8 given r3 = 0.4000 
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Fmin 0.1000 0.2000 0.3000 Q.4QQQ Q.5QQQ Q.6Q0Q 0.7000 
n 
.1000 6.730 5.597 8.894 
4.887 4.536 8.359 
.1469 .1736 .1545 
1.244681 1.251948 1.186443 












Table 3.1: MLE of a, /?, S given r3 = 0.1000 
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Fmin Q.lOQO 0-2Q0Q Q.30Q0 0.40QQ Q.5QQ0 Q.60QQ 0.7QQQ 
n 













Table 3.1: MLE of a, /?, S given r3 = 0.1000 
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Fmin Q-lQQQ Q-2Q00 Q.3QQQ Q.4QQQ Q.5QQQ Q.6Q0Q Q.70QQ 
n 










Table 3.1: MLE of a, /?, S given r3 = 0.1000 
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3.4 Simulation Study 
In order to demonstrate the effectiveness of the proposed method, we carry out 
several simulations and from which, we can evaluate the performance of the esti-
mators. 
3.4.1 Procedure 
In our model, there are three parameters. We need to specify each of them 
before we do our simulation. Suppose we have a, /?, and 8. Then we generate n 
data points 6i from the chosen beta{a,f3) distribution. According to the model 
assumptions in (2.20) with 6 given, we count the number of points falling in the 
four regions. Then divide the counts by n，and get the proportions of counts r[s 
in the four categories. With these r(<s, we can follow the estimation procedures 
A A 
in Section 3.2 to find the initial estimates c^, /¾ and 5o. 
Afterwards, we can apply the maximum likelihood estimation with the help of 
A A 
DUMPOL subroutine to obtain the final estimates a, |3 and 6. Then we can com-
pare these with the true parameters and evaluate their performance by asymptotic 
behavior. 
3.4.2 Simulation Results 
We have done three simulations in which the ^ ratios are all different. The 
programmes can be referred in the Appendix. 
In each simulation, we fix o;, /3 and 6. Then we perform the estimation process 
A /N 
1000 times. Afterwards, we obtain the average of these estimates, ie a, f3 and 6 
and then compare these with the given parameter values by means of probability 
density function curves (abbreviated as pdf curve). 
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Simulation 1 
Given : a = 3, p = 8，6 = 0.2 
Results : ao = 3.0094, /¾ = 8.0081, 4 = 0.2029. 
/ B ^ (3.0094, 8.0081) 
I / \ 
1 / — a (3, 8) 
1/ v _ 
Figure 3.2: Comparison of pdf curves between beta(3,8) and beta(3.00,8.00) 
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Simulation 2 
Given : a = 7, p = 4, 6 = 0.2 
Results : ao = 7.0735, /¾ = 4.0522, 4 = 0.1998. 
Beta (7.0735, 4 . M ^ ^ V 
/ e t a (7, 4) \ 
|| 7\l 
Figure 3.3: Comparison of pdf curves between beta(7,4) and beta(7.07,4.05) 
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Simulation 3 
Given : a 二 4, P = 8, 8 = 0.2 
Results : ao = 4.1825, /¾ = 8.2618, 4 = 0.1976. 
I 7\ 1 
/ B ^ a (4.1825’ 8.2618) 
1 / \ 
S Beta (4, d \ 
V v^ 
Figure 3.4: Comparison of pdf curves between beta(4,8) and beta(4.18,8.26) 
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3.4.3 Evaluation of performance 
From the above figures, the two curves nearly overlap. Hence there are only small 
discrepancies between the true and the estimated pdf curves. 
In all simulations, the 6 is fixed at 0.2. This is because the parameters of interest 
are mainly a and j3. They are responsible for the shape of the purchase intentions, 
6. Hence we emphasize on them rather than on 8. So the simulations vary only 
in different sets of a, f3. And hence, the true and the estimated pdf curves are 
also compared in terms of a and (3 only. 
However, there are some limitations in these simulations. Since we assume the 
purchase intentions follow beta distribution, so we simulate our points from beta 
distribution only. Hence we have left out those cases that the intentions may 
follow a bi-modal distribution. Therefore we can also simulate the points from a 




In this Chapter, we are going to present an application of the proposed model. 
We would apply it to some data collected by telephone interviews. It is a survey 
conducted by the Marketing Department, the Chinese University of Hong Kong. 
The topic is on voting intentions of the Legislative Council Election in September 
1995. 
4.1 Review on Usage of survey 
In the field of marketing, survey has been a powerful tool in collecting information 
for many years. In fact, what can survey give usl 
First, let's see what a survey is. 
A survey is defined as any data collection operation by means of a standardized 
questionnaire in which the interest is in aggregates rather than particular individ-
uals. Therefore, convenience samples, censuses, self-administered questionnaires 
and face-to-face or telephone interviews may be regarded as surveys. 
Now we would proceed to investigate how common survey is used by human. 
There is evidence, provided by the Committee on National Statistics (National 
Research Council, 1979), showing estimates of how frequently American adults 
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report being surveyed by telephone, in person or by mail. A minimum of 100 
million survey interviews were conducted between 1971 and 1976 in the United 
States. Most of these involved subjective measurements of attitudes toward a 
product or political views. Besides, in Britain, it has been estimated that 39 
percent of the British public have been surveyed. 
Why is survey so common ？ 
It should be related to the power exerted by surveys. Sean MacBride (MacBride, 
S. 1980), who served as president of the UNESCO Commission for the study of 
the International Communication, has asserted that even political parties have 
to organize opinion polls to insure that their policies are in conformity with the 
trends of public opinion. Hence public opinion polls and survey are growing in 
importance. There was an instance in which polls had an immediate and direct 
influence on public policy. In 1980, when the League of Women Voters had to 
decide which presidential candidates it would invite to take part in its televised 
debates, it relied on opinion polls of public for the various candidates (League of 
Women Voters, 1980a;1980b). Although this use of opinion polls was criticized by 
a number of people and organization, the League wanted a putatively "objective" 
criterion on which to base its decision. It also had the effect of sparing the 
League the discomfort of having to publicly decide who was a serious candidate 
for president. 
4.2 The Survey 
Due to the intensive use of survey, we should have an effective way of analyzing 
the data collected. Here we have a new method of treating the intentions data 
using the beta model only and we would demonstrate it through the following 
example. 
As I mentioned before, the survey is on voting intentions. First the details of the 
survey will be presented and then followed by results and some findings. Finally, 
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some data analysis together with the interpretation will be given. 
4.2.1 Details of the survey 
The survey was conducted between 15 August 95 and 31 August 95. It was a 
short telephone interview, concerning the intentions to vote in Legislative Council 
election on 15 September 1995. 
The sample was selected by the method of random digit dialling. Random digits 
were generated from the computer and then the number was dialled one by one. 
When there was a reply, the person was invited to participate in the interview. For 
those telephone numbers that were correct but without answering, two callbacks 
would be made on the following two days. 
Our target respondents include registered voters only. Hence just when the in-
terview begins, we have to ensure the interviewee is registered voter. If yes, the 
interview will be continued, but otherwise, it will be stopped. And then the re-
spondents have to answer three multiple choice questions. There are 3 options 
in each question, 'Yes，，'No' and 'Undecided'. The option 'Undecided' is neces-
sary for those who were undecided at the time of answering the questions, and 
otherwise they are forced to make up a choice. 
The first question is about their intentions to vote on the date of the election. If 
they choose 'Yes' or 'No', the interview would be completed. But if they choose 
'Undecided', they are further asked in the second question to indicate whether 
they Tend to Vote or Tend Not to Vote. If still undecided, they would be asked 
the third question. It was that whether they would cast a vote or not if the 
election was held on the day after the telephone interview. Then some personal 
information about the sex and the date of birth were recorded. It was the first 
round interview completed about one month before the election. 
In order to compare the intentions before and the actual behavior after the elec-
tion, a follow-up interview was made one week after the election. The respondents 
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were asked to state whether they had actually voted or not. After these, the data 
collection was finished and we could proceed to the analysis section. 
4.2.2 Results and Findings 
In the first round, there are 487 subjects being interviewed. However, there are 
only 312 respondents who can be contacted in the follow-up interviews. Since we 
are interested in the consistency of the intentions data and the actual behavior 
after election, hence we would focus on the 312 interviewees only. We have both 
their intentions data and final decisions. 
For the 312 respondents, their responses to the questions are summarized as 
follows. 
Question No. Yes No Undecided 
1 m ~ ~ ^ 1 ^ 
2 35 34 33 
3 9 15 9 
Table 4.1: Summary of the results in the first round interviews 
Since there are still 9 respondents who were 'Undecided’ in the final question, we 
would not include them in our analysis. For those choosing 'Yes，in questions 2 
and 3, we would regard them as intending to vote. Similarly, for those choosing 
'No' in questions 2 and 3, we would regard them as intending Not to vote. Hence 
a brief analysis results. 
Total number of respondents = 303 ‘ 
ri = Proportion of respondents choosing option 'No' = 0.1155 
V2 = Proportion of respondents intending Not to vote = 0.1617 
r3 = Proportion of respondents intending to vote = 0.1452 
r4 = Proportion of respondents choosing option 'Yes，= 0.5776 
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Final estimates obtained : 
d 二 6.6174, 
P 二 4.4961, 
8 = 0.0742. 
Hence the model for voting intentions, Q, is 
6>�6eta(6.62，4.50) (4.1) 
The following figure shows the probability density function curve of the voting 
intentions, 6 for the whole group. 
i 7^ I 
«= S - / B>eta (6.62, 4 .50) 丨：:/ \ I <=> 
1 1 1 1 1 —r- ’ 
0.0 0.2 0.4 0.6 0.8 1.0 
Figure 4.1: The estimated pdf curve for the voting intentions, 0 
The peak is very close to 0.6 and so the mean of 6 is approximately equal to 0.6. 
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4.2.3 Interpretation 
From the model in (4.1), we can get the mean of the intentions, i.e. the expected 
value of Q, 
A 
E{0) = - ^ = 0.5954 (4.2) 
a + (3 
In the follow-up section, it was recorded that 171 respondents had actually voted, 
171 
In other words, there were ^ ^ x 100 % = 56.4% of respondents who had actually 
voted. Hence there is just a small discrepancy of 3%. The reason is that there 
is only limited information at the time of survey. And there may be changes 
at the time of election. Hence the intentions is switched. Another reason may 
be due to the bias in interviews. Most people would tend to give the positive 
answer when they are being asked, so it may lead to overstating their original 
intentions. And hence the expected proportion of respondents actually vote is 
being overestimated. 
Apart from treating the sample subjects as a whole, we can split up the sample 
by different criterion such as different age groups or sex groups. In the followings, 
an analysis basing on sex is done. 
Number of male respondents, n! 二 137 
n = 0.0949 
V2 = 0.1095 
r3 = 0.1387 
r4 = 0.6569 
Final estimates obtained : 
ai = 7.4297, 
A = 4.6136, 
S\ = 0.0660. 
The model for male respondents is 
01 �6efa(7.43,4.61) (4.3) 
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Number of female respondents, ri2 二 166 
n = 0.1325 
r2 = 0.2048 
r3 = 0.1506 
r4 = 0.5121 
Final estimates obtained : 
«2 = 6.2328, 
/¾ = 4.5716, 
62 = 0.0809. 
The model for female respondents is 
6>2-&eta(6.23,4.57) (4.4) 
It seems that the models for male and female are different, so now we perform a 
test to see whether they are coming from the same population. 
Likelihood Ratio Test 
Ho : ai = 2^, fh = 02, ^ 1 = ^2 
Hi : at least one of them not equal 
Let (a, /§, 6) be the maximum likelihood estimates for the whole group. Let 
A 八 /S /S 
(di, /¾, ^ i) be the maximum likelihood estimates for the male group. Let {d2,P2, ^ 2) 
be the maximum likelihood estimates for the female group. 
Likelihood function is denoted as 
nI 
L(n) = ,pfpfpfpT, yi + V2 + y3 + V4 = n (4.5) 
yiW-y3!y4! 
Let Lo, Li and L2 be the likelihood function for the whole group, male group and 
the female group respectively. 
A A A A 
Lo = L{ni; a, /?, S)L{n2] a, f3,6) 
Li = L{ni;di,|3iJi) 
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A /S 
L2 = L{n2]d2,p2^^2) 
The likelihood ratio is defined by 
A 二 j ^ (4.6) 
ivl L2 
Test statistic : 
G = - 2 ln\ ^ x%y (4.7) 
According to our data, 
Lo = 1.64811 X 10—9, 
Li = 0.00117033, 
L2 = 0.00005072, 
and 
Ao 二 0.027763745 
Go 二 7.168048 
p-value = Pr{G > 7.168048) = 0.0667 
Since the p-value is rather small, we would conclude that the two gender are 
statistically different and inhomogeneous with respect to their voting intentions. 
Hence they should be modelled separately. 
To show their difference more clearly, we put the estimated pdf curves for male 
and female together. 
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^ / / ^ 
Beta (6.23，4.57) / / \ Beta (7.43, 4.61) 
•1 S - (Female) / / \ \ (Male) 
丨：:7\l 
o 1 1 1 1 1 1 “ 
0.0 0.2 0.4 0.6 0.8 1.0 
Figure 4.2: The estimated pdf curves of 6 for Male and Female 
From the curves, we see that the peak of female curve is to the left of the peak 
for male. So we can conclude that, on the average, the male respondents have 
greater intentions to vote than the female respondents. 
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Chapter 5 
Discussions and Conclusions 
In this Chapter, we would provide some interpretation and intuitive meanings to 
the model presented previously. Then some further applications other than the 
example in Chapter 4 would be discussed. Finally, we would conclude what we 
have achieved and the importance of the proposed model. 
5.1 Discussions 
In this thesis, our ultimate purpose is to estimate the proportion of potential 
buyers in a population, and hence we can predict the market share of a particular 
product. It is done by modelling the purchase intentions of the whole population. 
In the classical issues, for instance, in Casella (1985), there is also a model for 
purchase intentions. However, it is a model for each individual, and our proposed 
model is an aggregate one. 
In the traditional model, the intentions is interpreted as a binomial variable. The 
data is obtained by making a choice on a n-point scale. But if a person chooses 
3 on a 10-point scale, do we really understand what he means ？ Even for the 
respondent, he may not be able to interpret what he really means. What is the 
reason behind ？ 
The problem is that choosing a point on a scale could not perfectly reveal the 
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intentions of a person in one's mind. Intentions is a type of data that cannot be 
quantified. It cannot be represented by numbers. Hence we search for another 
method to cope with this type of data. 
To aim at this, we suggest another approach. We do not collect the intentions 
data in terms of numbers but in terms of behavior. We ask the respondents 
whether they will buy the product or not, instead of forcing them to choose a 
point on the so-called intention scale. By this way, they can answer the questions 
in terms of their actual behavior. If they want to buy, they would just answer 
‘Yes，，but if they are undecided, they can just say ‘Undecided，. So it is much 
simpler for them. It is the main idea why we recommend this model even though 
the traditional model has been adopted for a long time. 
In order to achieve our aim, we make a very important assumption in our model. 
Purchase intentions can be interpreted as the probability of purchase. It is a 
value in between 0 and 1. When we ask a respondent whether he will purchase 
a particular product, if he says 'Yes', then we assume his probability of purchase 
is greater than half. On the contrary, if 'No', we assume it is less than half. 
Then if a respondent is uncertain whether he will buy or not, then we believe his 
probability of purchase is somewhat about half. So on further questioning, if he 
says he tends to buy, then we assume that his probability of purchase must be 
greater than half only by a very small amount. And we define this as 6. On the 
negative side, we propose similar arguments. Hence it explains why we make the 
model assumptions in (2.20). 
5.2 Further Implications 
In recent years, marketing research is growing in importance. Many companies 
are greatly interested in knowing the competitive power of their products. Hence 
they would conduct surveys to see whether the products are favored by the public 
before they are launched into the market. Our proposed model would allow them 
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to get more market information and hence they can put forward suitable strategies 
accordingly. 
In addition, marketing research can be used to measure the effectiveness of adver-
tisements. Two surveys can be carried out before and after the advertisements, 
then you may assess the effect of advertisements. 
Apart from the modelling of purchase intentions, this argument can also be ap-
plied in other aspects. The concept of intentions can also be interpreted as a 
"confidence index". As in Chapter 4, the parameter of interest is the voting in-
tentions. It is not a probability of purchase. Instead, it is a confidence index 
showing how certain that the respondent thinks he will vote on the election day. 
If they have strong confidence, that is greater than half, then they will definitely 
choose the option 'Yes'. 
In this sense, the proposed model can also be used in the field of marketing. 
There have been many taste tests conducted to compare the original products 
with some new formulations. The objective is to study whether the respondents 
can discriminate the new products from the old ones. And the producer would 
also like to know whether the new formulations are favored by the public or not. 
Hence they also perform taste tests such as the Triangle taste tests. An example 
can be found in Morrison (1981). 
Our proposed model can also be useful in this type of test. For instance, we have 
conducted a small-scale beer taste test. In the tests, the respondents are given 
two kinds of beer. Then they are asked whether they can discriminate between 
the two. Hence the parameter of interest is the discriminating power. If they are 
indifferent to the two drinks, then we know their discriminating power must be 
in the range | — 6 and | + 6. With similar arguments as before, we can find a 
model for the discriminating power. It is a very important information for the 
suppliers and producers, so that they may learn more about their new products 
before launching into the market. 
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As we mentioned before, we can perform likelihood ratio tests in analyzing the 
survey data. It is especially useful in research when market segmentation is 
involved. The test can be applied to detect difference among various age groups, 
income groups or sexes. Hence a more complete picture of the market can be 
collected. 
5.3 Conclusion 
In surveys, the respondents are always required to state their intentions on a 
n-point scale, but now, with the proposed model, they are only requested to 
answer ‘Yes’ or 'No' questions. If they cannot make a decision, they can choose 
'Undecided，. In addition, this model has the effect of deflating the high stated 
intentions and inflating the low stated intentions so as to represent the true 
intention at the time of survey more accurately. This type of effect is known as 
"regression to the mean". Hence it is a rather useful adjustment in surveys and 
marketing research. And I hope that it would bring contributions to the research 




Calculation of the population moments of beta distribution is quite easy, due to 
the particular form of the p.d.f. denoted by Equation (2.20 ). 
For n > -o; , we have 
順 二 ^ r T 〜 “ ） （ i — T ) " � T 
- & / > — - 1 ( 1 - < 1 " 1 (A.1) 
We now recognize the integrand as the kernel of a beta {a + n, 0) p.d.f., hence 
^(^n^ B{a + n,0) 
E(X ) = B{a,P) 
=T{a + n) r(") r(g + p) 
=r(a + p + n) r{a)T{p) 
= r ( g + n) r(g + p) 
—r(a)r(a + /^  + n) … . � 
For n 二 1, 
= r ( g + l) r(g + P) 
乃 � — T { a ) T { a + f3^1) 
_ a r(g) T{a^p) 
= T { a ) {a^p)T{a + f3) 
= ^ (A.^ 
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For n — 2, 
2�二 r(g + 2) r(g + f3) 
� ) 一 T{a)T{a + p + 2) 
_ a(q + l) T{a) T{a + /?) 
二 T{a) {a + P){a + f3 + l))F{a + p) 
= ^ + + 1) (A 4) 
一 (a + /^)(a + ^ + l ) 鬥 
For n = 3, 
3 、 = r(a + 3) r(g + f3) 
、 ) 一 r(a)r(a + /^  + 3) 
= a(g + l)(a + 2) 
— ( a + P)(a + p + l){a + f3 + 2 ) 、 。 乂 
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Appendix B 
Programmes of estimation 
B.1 Minimization of (3.9) by the 
algorithm DUNLSF 
IMPLICIT REAL*8 (A-H,0-Z) 
PARAMETER (OCHAT 二 0.01) 
PARAMETER (LDFJAC=4, M=4，N=3) 
INTEGER IPARAM(6) 
DIMENSION FJAC(LDFJAC, N), FSCALE(M), FVEC(M), 
RPARAM(7) ,X(N),XGUESS(N), XSCALE(N), R(4) 
EXTERNAL OPTIM 
COMMON R 


















BETA1 = (l-Pl)*ALPHAl/Pl 
A = ALPHAl*(ALPHAl+l)*(ALPHAl+2)/ 
((ALPHAl+BETAl)*(ALPHAl+BETAl+l)*(ALPHAl+BETAl+2)) 
CHAT1 二 (A-Cl)/C2 












WRITE (6,200) R(l),R(2),R(3),R(4) 
200 FORMAT ('R(1) - ',F7.5,' R(2) = ',F7.5,' R(3) = ',F7.5, 
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，R(4)= ',F7.5) 
WRITE (6,250) ALPHAl,BETAl,CHATl 
250 FORMAT ('Initial estimate of alpha, beta and c 二，， 
F10.5,lX,F10.5,lX,F10.5) 
WRITE (6,300) X, FVEC, IPARAM(3) 
300 FORMAT ('Final estimate of alpha, beta and c =，, 
F10.5,lX,F10.5,lX,F10.5,/,'The function values', 




IMPLICIT REAL*8 (A-H,0-Z) 















B.2 Minimization of (3.28) by the 
algorithm DUMPOL 
IMPLICIT REAL*8 (A-H,0-Z) 
PARAMETER (OCHAT = 0.01) 
PARAMETER (N=3) 
DIMENSION X(N),XGUESS(N), R(4) 
EXTERNAL OPTIM 
COMMON R 
















BETA1 = (l-Pl)*ALPHAl/Pl 
A - ALPHAl*(ALPHAl+l)*(ALPHAl+2)/ 
((ALPHAl+BETAl)*(ALPHAl+BETAl+l)*(ALPHAl+BETAl+2)) 
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CHAT1 = (A-Cl)/C2 










WRITE (6,200) R(l),R(2),R(3),R(4) 
200 FORMAT ('R(1) = ',F7.5,' R(2) = ',F7.5,' R(3) 二 ’,F7.5, 
, R ( 4 ) - ',F7.5) 
WRITE (6,250) ALPHAl,BETAl,CHATl 
250 FORMAT ('Initial estimate of alpha, beta and c =，， 
F10.5,lX,F10.5,lX,F10.5) 
WRITE (6,300) X 





IMPLICIT REAL*8 (A-H,0-Z) 



















Programmes of simulation 
C.1 Simulation 1 (Refer to P.39) 
IMPLICIT REAL*8 (A-H,0-Z) 
PARAMETER (OCHAT 二 0.01,PIN=4.,QIN=8.,NBR=1000) 
PARAMETER (N=3 ,NR=1_) 
DIMENSION XSCALE(N), G(N),C(4),ALPHA(NBR), 
X(N),XGUESS(N), R(4), W(3),P(NR),CHAT(NBR),BETA(NBR) 
EXTERNAL OPTIM, DRNBET 
COMMON R 
DATA W/0.3,0.5,0.7/,U/1.0/ 
ISEED = 123457 
CALL RNSET(ISEED) 
WRITE (6,5) PIN,QIN 














DO 30 K=l,NR 
IF (P(K).GE.O.O.AND.P(K).LT.W(l)) C(1)=C(1)+1. 









IF (P(K).GT.W(2).AND.P(K).LT.W(3)) C(3)-C(3)+1. 




IF (P(K).GT.W(3).AND.P(K).LE.1.0) C(4)=C(4)+1. 
30 CONTINUE 
TOTAL-C(l)+C(2)+C(3)+C(4) 



















BETA1 = (l-Pl)*ALPHAl/Pl 
A = ALPHAl*(ALPHAl+l)*(ALPHAl+2)/ 
((ALPHAl+BETAl)*(ALPHAl+BETAl+l)*(ALPHAl+BETAl+2)) 
CHAT1 = (A-Cl)/C2 




















WRITE (6,500) ALPHABAR,BETABAR,CHATBAR 




IMPLICIT REAL*8 (A-H,0-Z) 

















C.2 Simulation 2 (Refer to P.40) 
The programme is the same as that in Simulation 1 except the parameters PIN 
and QIN are changed to 7 and 4 respectively. 
C.3 Simulation 3 (Refer to P.41) 
The programme is the same as that in Simulation 1 except the parameters PIN 
and QIN are changed to 3 and 8 respectively. 
Remarks : 
The values in ALPHA(I), BETA(I), and CHAT(I) are the 1000 estimates. While 




Programmes for figure drawing 
The figures 2.1-2.7, figures 3.1-3.4 and figures 4.1-4.2 are drawn by the software 
Splus. For instance, Fig. 2.7 is drawn by the following programme. 
X <-seq(0.001, 0.999, 0.001) 
y <-dbeta(x, 4, 3) 
u <-(0.0, 0.3，0.5, 0.7, 1.0) 
V <-dbeta(u, 4, 3) 
r <-(0, 0, 0, 0, 0) 
s <-seq(0, 1, 0.01) 
t <-(0, 0, 0, 0, 0, 0, 0, 0, 0, 0) 
plot(x,y,type=T, ylab-"", xlab=“，，，axes-F) 
lines(s, t, t y p e = T ) 
lines(u, v, type= "h") 
lines(u, r, type= "p") 
text(0.27, 0.28,'T1"); text(0.42, 0.8, "P2"); 
text(0.6, 1.2,"P3"); text(0.78, 0.6, 'T4"); 
box() 
The other figures are drawn by similar programmes. 
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