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Dunia periklanan di Indonesia saat ini memiliki perkembangan yang sangat pesat. Hal ini dibuktikan dengan 
semakin bertambah banyaknya media periklanan yang diciptakan, salah satunya adalah iklan billboard pada jalan 
raya. Iklan billboard ini memiliki kelemahan, yaitu materi atau konten dari iklan yang ditampilkan tidak dapat 
berubah-ubah, dengan demikian maka target dari periklanan tidak bisa tertuju pada konsumen yang tepat. Untuk 
mengatasi masalah tersebut maka dibutuhkan pemanfaatan teknologi untuk mendukung keefektifan kinerja dari 
iklan billboard. Pada penelitian ini dibuat sebuah sistem yang dapat mendeteksi mobil dan mengenali merek dari 
mobil yang terdeteksi, sehingga materi iklan dapat berubah sesuai dengan merek mobil yang dikenali oleh 
sistem. Untuk deteksi pada mobil digunakan metode You Only Look Once (YOLO) dan untuk klasifikasi pada 
merek mobil digunakan metode MiniVGGNet. Proses latih dilakukan dengan menggunakan 1100 buah gambar 
dan terdapat 11 macam merek mobil yang dapat diklasifikasikan. Dari pengujian yang dilakukan, didapatkan 
akurasi akhir 93% pada deteksi mobil. Untuk klasifikasi dari merek mobil dilakukan pengujian dengan fungsi 
optimasi Adam dengan ukuran masukan gambar 64x64 piksel. Untuk akurasi terbaik yang didapatkan adalah 
60%. 
 
Kata kunci: Convolutional Neural Network, You Only Look Once (YOLO), VGGNet, deteksi mobil 
 
 
DETECTION AND CLASSIFICATION CAR TYPE TO DETERMINE BILLBOARD 




The world of advertising in Indonesia today has a very rapid development. This is proven by the increasing 
number of advertising media created, one example is billboard advertising on the highway. Billboard 
advertising has a weakness, namely the material or the content of the ads displayed cannot change, therefore the 
target of advertising cannot be directed at the right consumer. To overcome this problem, the use of technology 
is needed to support the effectiveness of billboard advertising. In this study a system was created which is can 
detect the car and recognize the brand of the car detected, so the advertising material can change according to 
the brand of the car that is recognized by the system. For the detection of cars, using You Only Look Once 
(YOLO) method and for the classification of car brands, using MiniVGGNet method. The training process is 
carried out using 1100 pictures and there are 11 kinds of car brands that can be classified. From the tests 
performed, 93% final accuracy was found in car detection. The classification of the car brand was tested with 
Adam optimization functions with an image input size of 64x64 pixels. For the best accuracy obtained is 60% 
using the Adam optimization function with the input image size of 64x64 pixels. 
 




Dunia periklanan di Indonesia saat ini memiliki 
perkembangan yang sangat pesat. Hal ini dibuktikan 
dengan semakin bertambah banyaknya media 
periklanan yang diciptakan, salah satunya adalah 
iklan billboard pada jalan raya. Iklan merupakan 
setiap kegiatan yang bertujuan untuk 
memperkenalkan suatu barang atau jasa dengan 
maksud untuk menarik perhatian khalayak 
keramaian atau dinikmati oleh umum. Iklan 
billboard ini memiliki kelemahan, yaitu materi atau 
konten dari iklan yang ditampilkan tidak dapat 
berubah-ubah. Dengan demikian maka target dari 
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periklanan tidak bisa tertuju pada konsumen yang 
tepat.  
Untuk mengatasi masalah tersebut maka 
dibutuhkan pemanfaatan teknologi untuk 
mendukung keefektifan kinerja dari iklan billboard. 
Salah satu caranya adalah dengan membuat sebuah 
sistem yang dapat mendeteksi mobil dan mengenali 
merek dari mobil yang terdeteksi, sehingga materi 
iklan dapat berubah sesuai dengan merek mobil yang 
dikenali oleh sistem. Cabang ilmu komputer yang 
dapat mendukung jalannya sistem tersebut salah 
satunya adalah Computer Vision.  
Munculnya Computer Vision ini sangat 
berpengaruh dalam kehidupan manusia dalam 
berbagai macam bidang, seperti salah satu 
contohnya adalah Face Recognition yang 
menggantikan fungsi keamanan dari smartphone 
maupun komputer. Bidang lainnya yaitu Smart City 
yang juga merupakan tema yang sering menjadi 
pembahasan dalam berkembangnya Computer 
Vision. Hal tersebut dibuktikan dengan banyak 
sekali dilakukan penelitian-penelitian yang 
mengangkat tema Smart City seperti pada klasifikasi 
kendaraan dengan metode multilayer perceptron 
(Irfan dkk, 2017), streaming lalu lintas kendaraan 
dengan server Raspberry Pi (Rohadi dkk, 2018), 
Deteksi golongan kendaraan pada jalan tol (Swastika 
dkk, 2019), pendeteksi jumlah, jenis dan kecepatan 
kendaraan berbasis Raspberry Pi (Setyawan, 2019).  
Untuk penelitian klasifikasi mobil sudah 
pernah dilakukan oleh (Amaluddin, 2015) yang 
menggunakan Gaussian Mixture Model (GMM) dan 
Fuzzy Cluster Mean (FCM). Dalam penelitian 
tersebut diperlukan proses preprocessing citra yang 
menjadi dataset. Pada proses preprocessing ini 
berfungsi untuk memisahkan antara gambar latar 
dan objek kendaraan, serta melakukan pemotongan 
atau cropping pada objek yang dideteksi sebagai 
kendaraan. Dengan adanya proses ekstrasi fitur ini 
hasil akhir dari penelitian sangat bergantung pada 
proses ekstrasi fitur itu sendiri. Hal tersebut menjadi 
kendala dikarenakan proses dari preprocessing tidak 
selalu berhasil disebabkan oleh berbagai kondisi saat 
citra gambar tersebut diambil. 
Dari permasalahan di atas maka akan dilakukan 
sebuah penelitian untuk membuat sebuah sistem 
klasifikasi merek mobil. Klasifikasi merek mobil ini 
nantinya diharapkan dapat meningkatkan efektifitas 
penargetan iklan billboard. Penelitian ini 
memanfaatkan CNN untuk mengidentifikasi merek 
dari mobil, yang nantinya akan mengganti materi 
dari iklan billboard dengan sesuatu yang 
berhubungan dengan merek mobil yang 
teridentifikasi. 
2. METODE PENELITIAN 
Secara garis besar, alur penelitian ini dibagi ke 
dalam tahap-tahap berikut. 
2.1. Analisis Kondisi 
Pada langkah ini perlu dilakukan analisis apa 
saja yang diperlukan untuk mendukung jalannya 
penelitian yang dilakukan. Dalam analisa kondisi ini 
didapatkan beberapa kondisi yang harus 
diperhatikan, yang pertama pada saat proses 
pengumpulan data gambar mobil, diperlukan gambar 
mobil dengan posisi tampak depan. Kemudian data 
gambar mobil yang terkumpul akan dipisahkan 
menjadi 2 bagian, yang bertujuan sebagai data latih 
untuk deteksi objek mobil, dan sebagai data latih 
untuk klasifikasi merek dari mobil yang terdeteksi. 
Kemudian karena resolusi dari data gambar yang 
terkumpul berbeda-beda, maka diperlukan proses 
scaling untuk menyeragamkan resolusi dari setiap 
data gambar yang terkumpul. 
2.2. Pengumpulan Data 
Pada penelitian ini data yang digunakan 
sebagai sumber informasi untuk CNN yang dibuat 
adalah citra digital dari beberapa merek mobil yang 
ingin dikenali. Pengumpulan data akan dilakukan 
dengan cara melakukan pengambilan gambar mobil 
yang tampak depan dengan memanfaatkan Google 
Image Search.  Google Image Search merupakan 
salah satu search engine yang telah menerapkan 
penggunaan deep learning dalam proses 
pencariannya. Dengan menggunakan deep learning, 
Google Image Search dapat melakukan pencarian 
yang akurat, terutama pada pencarian gambar. 
Pencarian gambar pada Google Image Search akan 
dilakukan dengan menggunakan kata kunci untuk 11 
jenis mobil yang akan digunakan pada penelitian ini, 
yaitu: Toyota Avanza, Honda Jazz, Honda Brio, 
Toyota Innova, Nissan Juke, Suzuki Swift, Daihatsu 
Xenia, Mitsubishi Pajero, Toyota Alphard, Daihatsu 
Grandmax, dan Toyota Yaris. Dari setiap jenis mobil 
tersebut akan diambil 100 buah gambar tampak 
depan. Setelah data gambar dari setiap merek mobil 
terkumpul, maka akan dilakukan pengecekan untuk 
menghindari adanya gambar yang sama. Data 
gambar yang telah terkumpul nantinya akan sebagai 
data latih untuk deteksi mobil serta pengenalan dari 
masing-masing merek mobil. Gambar 1 adalah 
beberapa contoh dari gambar yang didapatkan dari 
Google Image Search. 
 
 
Gambar 1. Contoh gambar data latih 
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Data citra digital yang terkumpul sebelum 
dapat digunakan sebagai data latih maupun input 
layer pada CNN, perlu dilakukan sebuah proses 
yaitu Preprocessing. Preprocessing merupakan 
sebuah langkah yang dilakukan dengan tujuan agar 
citra gambar yang digunakan sesuai dengan 
kebutuhan input layer dari arsitektur yang 
digunakan. Karena citra gambar yang didapatkan 
memiliki resolusi atau ukuran yang berbeda-beda, 
maka dalam proses preprocessing ini akan dilakukan 
proses scaling. Scaling merupakan sebuah proses 
yang dilakukan untuk mengubah ukuran dari sebuah 
citra digital. Untuk contoh proses scaling yang 





Gambar 2. Scaling pada praproses citra 
 
Kemudian juga dilakukan pengumpulan data 
untuk contoh iklan yang akan ditampilkan sistem 
setelah proses klasifikasi selesai. Pengumpulan 
gambar iklan disesuaikan dengan merek mobil yang 
dapat diklasifikasi oleh sistem. Untuk contoh 
gambar dari iklan dapat dilihat pada gambar 3. 
 
Gambar 3. Contoh gambar iklan mobil 
2.3. Desain Sistem 
Pada tahapan ini akan dibuat desain dari CNN 
yang akan digunakan dalam deteksi serta pengenalan 
dari merek kendaraan. Untuk deteksi dari mobil 
akan digunakan YOLO object detection (Redmon 
dkk, 2015).  Sedangkan untuk pengenalan merek 
mobil akan digunakan metode MiniVGGNet 
(Heryadi dkk, 2019). Metode MiniVGGNet dipilih 
dalam penelitian dengan alasan kebutuhan resource 
dalam melakukan training relatif tidak terlalu besar 
dan tingkat akurasi metode MiniVGGNet cukup 
baik seperti nampak pada penelitian Kwon dkk 
(2017) dan Gezahegn dkk (2019). Untuk alur dari 
jalannya sistem nantinya akan berjalan diawali 
dengan memasukkan data gambar yang ingin 
diklasifikasi, kemudian dilanjutkan dengan proses 
deteksi objek mobil, setelah objek terdeteksi maka 
dilanjutkan dengan memotong gambar mobil pada 
bagian objek yang terdeteksi, setelah itu dilanjutkan 
dengan melakukan proses klasifikasi, setelah proses 
klasifikasi selesai maka akan ditampilkan hasil 
klasifikasi beserta nilai confidence, dan iklan akan 
ditampilkan sesuai dengan mobil yang berhasil 
diklasifikasikan. 
2.4. Proses Training 
Proses Training merupakan proses utama 
dalam CNN yang dapat menentukan hasil dari 
deteksi maupun klasifikasi baik atau tidak. Pada 
penelitian ini akan dilakukan 2 kali training pada 
data yang sudah terkumpul. Training yang pertama 
menggunakan 1.100 gambar tanpa dibedakan antara 
merek mobil. Training yang pertama ini nantinya 
akan berfungsi untuk deteksi objek mobil. Setelah 
selesai maka dilanjutkan dengan proses training 
yang kedua, yaitu dengan menggunakan 1.100 
gambar yang terkumpul dengan membedakan antar 
merek mobil. Proses training yang kedua ini 
nantinya berfungsi sebagai pengenalan merek mobil 
yang terdeteksi. 
Untuk proses training pada metode YOLO, 
langkah awal yang harus dilakukan adalah 
memberikan anotasi pada setiap dataset yang sudah 
terkumpul. Pemberian anotasi yang dimaksud disini 
adalah memberikan kotak atau yang sering disebut 
sebagai bounding box pada bagian citra yang 
menandakan bagian dari suatu objek. Untuk contoh 
pemberian anotasi pada setiap dataset dapat dilihat 
pada Gambar 4. 
 
 
Gambar 4. Pemberian anotasi pada dataset YOLO 
 
Untuk proses training dari MiniVGGNet 
langkah awal yang harus dilakukan adalah 
melakukan crop dengan cara deteksi objek mobil 
pada seluruh data latih yang terkumpul. Hal ini 
dilakukan dengan tujuan agar data latih memiliki 
ukuran panjang dan lebar yang seimbang sehingga 
tidak terjadi perubahan bentuk dari objek yang ada 
pada suatu gambar. Setelah langkah diatas selesai 
maka dapat dilanjutkan pada proses training untuk 
pembentukan model dari CNN. 
Proses training dari CNN secara keseluruhan 
dibagi menjadi dua tahap, yaitu tahap feedforward 
dan tahap backpropagation (Simonyan dkk, 2015). 
Proses feedforward adalah proses citra sebagai input 
layer memulai proses dari convolution layer, pooling 
layer, hingga sampai memasuki fully connected 
layer yang merupakan lapisan output. Hasil dari 
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proses ini adalah bobot akhir yang merupakan 
klasifikasi dari citra masukan. Apabila perlu 
dilakukan perbaikan bobot, maka proses selanjutnya 
adalah proses backpropagation. Proses 
backpropagation ini menggunakan hasil dari proses 
feedforward sebelumnya untuk melakukan proses 
feedforward yang akan dilakukan. Proses 
backpropagation ini berfungsi untuk memperbaiki 
bobot yang dihasilkan oleh proses feedforward 
2.5. Uji Coba dan Evaluasi Sistem 
Untuk proses perhitungan akurasi akan 
dilakukaan dengan pengujian secara statistik. 
Pengujian statistik ini menggunakan uji sensitivitas 
dan uji spesifisitas. Pengujian sensitivitas atau True 
Positive Rate merupakan jenis perhitungan akurasi 
yang membandingkan jumlah klasifikasi atau 
identifikasi yang tepat pada suatu class dengan 
seluruh klasifikasi yang terdapat pada class tersebut. 
Pengujian spesifisitas atau True Negative Rate 
merupakan jenis perhitungan akurasi yang 
membandingkan jumlah klasifikasi yang tidak 
berhubungan dengan sebuah class tetapi bernilai 
tepat dengan seluruh klasifikasi yang tidak 
berhubungan pada class tersebut. Nilai-nilai dari uji 
sensitivitas dan spesivitas nantinya akan 
memerlukan adanya Matrix Confusion untuk 
perhitungan kedepannya. Matrix Confusion biasanya 
digunakan dalam perhitungan klasifikasi dari 
beberapa class. Untuk contoh bentuk dari Matrix 
Confusion dapat dilihat pada Tabel 1. 
 




1 TP FN 
2 FP TN 
 
Kolom Merek merupakan class dari data yang 
dipakai, sedangkan kolom Hasil Klasifikasi 
merupakan hasil yang diperoleh dari proses 
klasifikasi oleh sistem. Apabila Merek nomor 1 
teridentifikasi nomor 1, maka akan diberi label True 
Positive (TP), karena hasil klasifikasi sesuai dengan 
yang diharapkan pada Matrix Confusion di atas 
maka diberi label Positive dan hasil klasifikasi 
sesuai dengan merek maka diberi label true. Apabila 
Merek nomor 1 teridentifikasi nomor 2, maka akan 
diberi label False Negative (FN). Apabila Merek 
nomor 2 teridentifikasi nomor 1, maka akan diberi 
label False Positive (FP), karena hasil yang 
diharapkan pada Matrix Confusion diatas adalah 
nomor 1, maka diberi label positive, tetapi 
berhubung hasil klasifikasi tidak sesuai dengan 
merek yang ada maka diberi label false. Apabila 
merek nomor 2 teridentifikasi nomor 2 pada Matrix 
Confusion yang mengharapkan hasil klasifikasi 
nomor 1, maka akan diberi label True Negative 
(TN). Penghitungan akurasi berdasarkan matrix 





  (1) 
 
Di mana TP dan TN merupakan klasifikasi 
yang tepat, sedangkan jumlah keseluruhan antara 
TP, TN, FP, dan FN menghasilkan total jumlah 
klasifikasi yang dilakukan. Apabila tidak terdapat 
kesalahan sehingga FP dan FN bernilai 0, yang 
mengakibatkan hasil akhir menjadi 1. Untuk 
penghitungan sensitivitas berdasarkan matrix 
confusion dapat dilakukan dengan menggunakan 
rumus (2). 
 
𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑎𝑠 =  
𝑇𝑃
𝑇𝑃+𝐹𝑁
   (2) 
 
Di mana TP merupakan klasifikasi yang tepat 
terhadap keadaan yang bernilai ya, misalnya dalam 
suatu Matrix Confusion diharapkan hasil klasifikasi 
mobil dengan merek Toyota Innova memiliki sebuah 
input Toyota Innova, dan ternyata hasil klasifikasi 
menunjukkan merek Toyota Innova, maka data ini 
akan diberi label TP. Sedangkan FN merupakan 
klasifikasi yang salah terhadap keadaan yang 
bernilai ya, misalnya dalam suatu Matrix Confusion 
diharapkan hasil klasifikasi mobil dengan merek 
Toyota Innova memiliki sebuah input Toyota 
Innova, dan ternyata hasil klasifikasi menunjukkan 
merek Toyota Avanza, maka data ini akan diberi 
label FN. Untuk penghitungan spesifisitas 
berdasarkan matrix confusion dapat dilakukan 
dengan menggunakan rumus (3). 
 
𝑆𝑝𝑒𝑠𝑖𝑓𝑖𝑠𝑖𝑡𝑎𝑠 =  
𝑇𝑁
𝑇𝑁+𝐹𝑃
  (3) 
 
Di mana TN merupakan klasifikasi yang tepat 
terhadap keadaan yang bernilai tidak, misalnya 
dalam suatu Matrix Confusion yang diharapkan hasil 
klasifikasi mobil dengan merek Toyota Innova 
memiliki sebuah input Toyota Avanza, dan ternyata 
hasil klasifikasi menunjukkan merek Toyota 
Avanza, maka data ini akan diberi label TN. FP 
merupakan klasifikasi yang salah terhadap keadaan 
yang bernilai tidak, contohnya citra yang bukan 
kendaraan tetapi dikenali sebagai kendaraan. 
Semakin tinggi tingkat spesifisitas, berarti semakin 
tepat dalam membedakan hal-hal yang bukan 
merupakan objek tersebut. 
3. HASIL DAN PEMBAHASAN 
3.1. Pembentukan Model Deteksi dan Klasifikasi 
Pada pembentukan model YOLO v2 diawali 
dengan melakukan pemberian anotasi pada 1100 
data latih yang terkumpul. Pemberian anotasi disini 
berfungsi untuk memberikan tanda pada letak dari 
sebuah objek pada gambar tertentu. Anotasi dari 
setiap gambar berisi beberapa parameter, yaitu 
width, height, depth, filename dan letak dari anotasi 
(bounding box) yang disimpan dengan format .xml. 
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Setelah pemberian anotasi pada data latih yang 
terkumpul selesai, maka dilanjutkan dengan proses 
training untuk mendeteksi objek yang sudah 
ditentukan (mobil). Sebelum memulai training, ada 
beberapa hal yang perlu diperhatikan pada 
konfigurasi YOLO v2, yang pertama adalah jumlah 
class yang ingin dideteksi,  dan menentukan bobot 
atau weight yang digunakan, pada penelitian ini 
menggunakan versi kecil dari bobot yolo yang 
disebut tiny yolo weigth. 
Setelah konfigurasi pada YOLO v2 selesai, 
maka proses training dapat dilakukan. Proses 
training untuk pembentukan model YOLO v2 pada 
penelitian ini berlangsung selama 7 jam dengan 
21.000 iterasi dan dapat dilihat pada Gambar 5, 
bahwa loss atau error rate pada iterasi 0 sampai 
2000 menurun drastis sampai pada nilai 1, dan 
kemudian menurun secara perlahan pada iterasi ke 
2000 sampai ke 21.000 yang mencapai hasil akhir 
loss 0.42. Untuk perhitungan nilai loss pada YOLO 
digunakan fungsi Sum of Square Error dengan 
rumus (4). 
 
𝑆𝑆𝐸 =  ∑ (𝑋𝑖 − 𝑌𝑖)
𝑛
𝑖=1    (4) 
 
Di mana: 
𝑋𝑖 : Nilai pengamatan ke-i 
𝑌𝑖 : Nilai prediksi ke-i 
n : jumlah data yang diamati 
 
 
Gambar 5. Grafik training YOLO v2 
 
Sebelum dilakukan proses training untuk 
pembentukan model dari MiniVGGNet, hal pertama 
yang perlu dilakukan adalah mengimplementasikan 
deteksi objek YOLO v2 pada seluruh data latih yang 
telah ada. Hal ini dilakukan dengan tujuan agar data 
latih yang semula memiliki panjang dan tinggi tidak 
seimbang atau berbentuk persegi panjang (Gambar 
6a) berubah menjadi seimbang atau berbentuk 
persegi, sehingga pada saat dibutuhkan proses 
scaling, data latih tidak mengalami perubahan 
bentuk yang terlalu berlebihan (6b). 
 
Gambar 6. Implementasi YOLO v2 pada data latih 
 
Setelah implementasi YOLO v2 pada seluruh 
data latih selesai, langkah selanjutnya adalah 
melakukan konfigurasi pada setiap fungsi optimasi 
yang digunakan. Ada beberapa alternatif fungsi 
optimasi yang dapat digunakan untuk penelitian ini, 
antara lain Adam (Kingma, 2017), Adadelta (Zeiler, 
2012), dan SGD (Ruder, 2016). Setelah melakukan 
eksperimen dengan menggunakan berbagai fungsi 
optimasi yang ada, dipilih fungsi optimasi Adam 
yang memberikan nilai akurasi yang paling optimal 
dibandingkan kedua fungsi optimasi lain. 
Kemudian untuk epoch yang digunakan adalah 
100 epoch pada masing-masing fungsi optimasi, 
untuk batch size yang digunakan adalah 64, dan 
learning rate yang dipakai adalah 0.001 untuk 
fungsi optimasi Adam.  
Pada proses training, perubahan loss dari epoch 
pertama menunjukan angka 2.4 dan menurun secara 
cepat sampai epoch ke 18, kemudian pada epoch ke 
24 sampai ke 100 mengalami kestabilan yang baik 
dengan nilai akhir loss 0. Untuk grafik loss pada 
training model MiniVGGNet menggunakan fungsi 
optimasi Adam dengan masukan gambar berukuran 
64x64 piksel dapat dilihat pada Gambar 7. Untuk 
waktu yang dibutuhkan dalam proses training adalah 
3 jam untuk masukan gambar dengan ukuran 64x64 
piksel. 
3.2. Pengujian YOLO 
Pengujian deteksi mobil pada YOLO v2 
dilakukan dengan menggunakan sensitifitas 
threshold 0.01. Dimana apabila nilai dari threshold 
semakin besar, maka akan semakin sulit untuk 
mendeteksi adanya suatu objek pada suatu citra. 
Pada saat proses training dari model YOLO v2, 
model dapat mendapatkan hasil akurasi training 
yang bagus yaitu dengan hasil akurasi akhir 99.58% 
atau loss 0.42 pada iterasi yang ke 21.000. Dari 110 
data uji yang digunakan untuk pengujian YOLO v2, 
hasil akurasi dari deteksi objek adalah 103 terdeteksi 
dari 110 buah data uji (tabel 3). Waktu yang 
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Gambar 7. Grafik loss training model MiniVGGNet dengan 
optimasi Adam dan input citra 64x64 piksel 
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3.3. Pengujian MiniVGGNet 
Untuk pengujian dari model MiniVGGNet 
digunakan metode true positive rate dengan 
menggunakan matrix confusion. Pengujian model 
pada MiniVGGNet diawali dengan model dengan 
masukan gambar 64x64 piksel. Waktu yang 
dibutuhkan untuk mengklasifikasikan gambar adalah 
5 detik. Matrix confusion pada model MiniVGGNet 
menggunakan fungsi optimasi Adam dengan 
masukan gambar berukuran 64x64 piksel dapat 
dilihat pada Tabel 3. 
 
Tabel 3. Hasil pendeteksian jenis mobil menggunakan 
MiniVGGNet Adam dengan input 64x64 piksel 
 
Di mana kolom dan baris A-K mewakili jenis 
mobil, yaitu: Toyota Avanza (A), Honda Jazz (B), 
Honda Brio (C), Toyota Innova (D), Nissan Juke 
(E), Suzuki Swift (F), Daihatsu Xenia (G), 
Mitsubishi Pajero (H), Toyota Alphard (I), Daihatsu 
Grandmax (J), dan Toyota Yaris (K). 
Untuk hasil perhitungan dari Sensitifitas, 
Spesifisitas, dan Akurasi dilihat pada Tabel 4. 
 























































Berdasarkan tabel 4, akurasi keseluruhan yang 
didapat adalah 60%. Pada model ini terdapat 7 
merek mobil yang mendapatkan nilai sensitifitas dan 
spesifisitas yang baik, dan 4 merek mobil 
mendapatkan nilai sensitifitas yang cukup rendah 
tetapi memiliki nilai spesifisitas yang tinggi. Untuk 
merek mobil yang mendapatkan hasil cukup baik 
antara lain Toyota Yaris (K), Toyota Alphard (I), 
Mitsubishi Pajero (H), Toyota Avanza (A), Honda 
Jazz (B), Nissan Juke (E), dan Daihatsu Xenia (G).  
Untuk merek mobil yang mendapatkan hasil 
kurang baik antara lain Suzuki Swift (F), Honda 
Brio (C), Daihatsu Grandmax (J), dan Toyota Innova 
(D).  
Hasil akurasi yang kurang baik dapat 
disebabkan oleh beberapa hal. Dalam penelitian ini 
yang menyebabkan kurang baiknya akurasi yang 
didapatkan dikarenakan jumlah dari data latih yang 
terbatas yaitu hanya sejumlah 1.100 gambar atau 
100 gambar untuk setiap merek dari mobil. Selain 
itu sudut pandang dari data latih kurang sesuai 
dengan sudut pandang yang terdapat pada data uji. 
Pada data latih sudut pandang pengambilan mobil 
terletak tepat pada posisi depan mobil, sedangkan 
pada data uji sudut pandang ada yang kurang tepat 
pada posisi depan mobil. Hal ini juga dapat 
menyebabkan berkurangnya akurasi yang 
didapatkan dari penelitian ini. 
Hal lain yang dapat menyebabkan 
berkurangnya akurasi adalah kemiripan bentuk atau 
ciri khas dari setiap merek yang diujikan (Gambar 
8), Secara penglihatan normal pengenalan merek 
kendaraan bisa jadi mudah, tetapi dalam machine 
learning membedakan merek kendaraan yang 









A B C D E F G H I J K  
A 7 0 0 0 1 1 0 0 0 0 0 9 
B 0 7 0 1 1 0 1 0 0 0 0 10 
C 0 1 4 0 0 2 0 1 0 1 1 10 
D 0 0 0 2 0 0 0 1 3 1 0 7 
E 0 0 0 0 6 2 0 0 0 1 0 9 
F 0 0 2 0 2 4 0 0 0 0 1 9 
G 0 2 0 0 0 0 6 2 0 0 0 10 
H 1 2 1 2 2 0 0 2 0 0 0 10 
I 0 0 0 0 0 0 1 1 8 0 0 10 
J 0 0 0 0 0 3 0 0 1 3 2 9 
K 0 0 0 0 0 0 0 1 0 1 8 10 
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4. KESIMPULAN 
Berdasarkan sistem deteksi dan klasifikasi 
untuk penentuan iklan pada billboard yang sudah 
dibuat dan diuji, didapatkan kesimpulan: 
1. Model YOLO v2 yang dilatih dapat 
digunakan untuk mendeteksi objek mobil 
baik pada gambar maupun video dengan 
akurasi akhir sebesar 93%.  
2. Fungsi optimasi yang terbaik untuk 
digunakan pada model MiniVGGNet pada 
penelitian ini adalah fungsi optimasi Adam 
dengan masukan gambar berukuran 64x64 
piksel yang menghasilkan akurasi sebesar 
60%.  
3. Penentuan iklan billboard menggunakan 
sistem deteksi dan klasifikasi secara 
realtime memungkinkan untuk dilakukan 
apabila perangkat keras yang digunakan 
lebih memadai untuk proses deteksi dan 
klasifikasi. 
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