A method of simultaneously estimating hypocenter parameters, station corrections, and velocity parameters has been developed for a velocity model with an arbitrary dipping layer boundary. The seismic ray is traced twodimensionally by defining an equivalent ray path in a flat-layered velocity model for each combination of source and receiver. The partial derivatives of the travel time with respect to the perturbations in the hypocenter parameters and velocity model parameters are found to be expressed in analytical forms.
Introduction
In the mid 1970's, inverse methods to extract information on the velocity structure of arrival-time data were developed in correspondence with the increasing prevalence of short-period seismographic networks. CROSSON (1976 a) developed a nonlinear least-squares procedure in simultaneously estimating hypocenter parameters, station corrections, and parameters for a flat-layered velocity model by using arrival times from local earthquakes. This method has been applied to several seismic networks for estimating the average laterally-homogeneous velocity structure (e.g., CROSSON, 1976 b; STEPPE and CROSSON, 1978; CROSSON and KOYANAGI, 1979; HORIE and SHIBUYA, 1979; SATO, 1979) . AKI and LEE (1976) and AKI et al. (1977) developed an inverse method for a general three-dimensional velocity model in order to obtain more information on lateral velocity variations in the earth's crust and upper mantle. They subdivided each flat layer containing a constant velocity into rectangular blocks, then determined a constant velocity perturbation for each block. The method has been modified and improved by several investigators (ELLSWORTH, 1977; HIRAHARA, 1977; THURBER, 1981; HAWLEY et al., 1981; KocH, 1983 ) and applied to many seismographic networks around the world.
In this paper, we have developed a method for simultaneous estimation of the hypocenter parameters, station corrections, and structural parameters for an inclined-layer velocity model. The method can be regarded as a modification of Crosson's method, in which the layers are restricted to flat layers. In the inclinedlayer model, the layer boundary is allowed to dip arbitrarily, though only one layer in dipping contact with underlying half-space is permitted. The model can be used to describe with fewer parameters the gross image of the lateral variation of velocity structure in the crust. For example, we can apply it to the region where the crustal thickness changes rather uniformly as in a transition zone from the oceanic to continental structure (Yosmi and ASANO, 1972) . We can also apply it to the region where the seismic velocity in the upper crust is distinctly different between the two blocks and separated by a nearly vertical interface, as found in the Bear Valley area of Central California (HEALY and PEAKE, 1975) .
In the following, we shall first describe the parameters specifying the inclinedlayer velocity model and explain the procedure for calculating travel times and their partial derivatives with respect to the perturbations in hypocenter parameters and velocity model parameters. Then, we will present the formulation of simultaneous inversion based on the least-squares method. Finally, we shall demonstrate a numerical experiment with the computer program coded according to the above procedure and show that the present method of simultaneous inversion works well, for an ideal data set.
inclined-Layer Velocity Model
First, we will define the model parameters which specify the inclined-layer velocity model. Suppose that there exists an inclined interface N in a half space as shown in Fig. 1 . The Cartesian coordinates (x, y, z) are introduced: positive x-, y-, and z-axes direct north, east, and vertically downwards, respectively. The inclined interface is specified by three parameters, i.e., dip angle a, dip direction cab, and depth HA to the interface from an arbitrary fixed point A(xA, yA, 0) on the free surface. Let v be a unit vector along the perpendicular to the interface from the origin of the Cartesian coordinates. The double signs in Eq. (1) are arranged in the same order as in the inequality relationship r <0. The inclined interface N divides the half space into two domains; domain D1 which includes the origin, and domain D2 which excludes the origin. The seismic velocities are assumed to be constant within each domain.
As mentioned earlier, we restrict ourselves to the case where only a single inclined interface is placed in the half space. If a sequence of inclined interfaces are introduced, calculation of travel times and partial derivatives with respect to the perturbations in hypocenter parameters and velocity model parameters would become cumbersome and time-consuming. Given a slowness vector of the ray, OTSUKA (1966) derived expressions for the anomalies of slowness and azimuth in a velocity model of multi-inclined layers. In the present problem, however, we must first search for the slowness vector of the ray travelling from a source to a given receiver. It takes a relatively long time to find the solution, though some ray tracing methods have been developed for laterally heterogeneous media (JACOB, 1970; JULIAN, 1970; JULIAN and GUBBINS, 1977) . The simplicity of the present model allows us to find a simple and time-saving method of calculating the travel time and its partial derivatives for an arbitrary combination of source and receiver. It is not necessary to assume that the dip of the interface is shallow. The method can be applied to the extreme case where the dip of the interface is vertical. These advantages will be incorporated in the computational procedure of simultaneously estimating the hypocenter parameters, station corrections, and structural parameters.
Travel Times and Their Partial Derivatives
We will now describe the procedure of calculating travel times and their partial derivatives with respect to the perturbations in the hypocenter parameters and ve-locity model parameters for the inclined-layer velocity model. For different combinations of the domains including a source (x, y, z) and a receiver (xR, yR, 0), four cases are considered: (A) the source and the receiver are both included in domain D1; (B) the source is included in D1 and the receiver in D2; (C) the source is included in D2 and the receiver in D1; (D) the source and the receiver are both included in D2. When
the source is included in D1, otherwise in D2. Similarly, when d lxR-myR> 0 , (4) the receiver is included in D1, otherwise in D2. According to the ray theory, the direct and refracted rays travel through the plane N, which is normal for the interface N and includes both the source S and the receiver R. Figure 2 shows the ray paths r on the plane N. The seismic velocities in D1 and D2 are denoted by V1 and V" respectively. We let K be the line where the plane N intersects the free surface and L be the line where N intersects the interface N. Let Ls be the line which is perpendicular to line L and passes through S, and LB be the line which is parallel to line L and passes through R. Then, we let M be the intersection of the lines L and Ls and Q be the intersection of the lines LB and L. For all the cases (A)-(D), the lengths of the line segments are expressed by the following relations :
2. Paths of direct and refracted rays on the plane N for different placements of source and receiver. A number from 1 to 6 is assigned to every ray path. MQ=Id-lxR-myRI , SM= Id-lx-my-nzi=Id+ AI-cos 9-+•sin 9)-nz-lxR-1nyRl
where
Here, tl denotes the epicentral distance and 0 the azimuth of the receiver measured clockwise from the north. Taking the case (C), for example, we will explain the way of calculating travel time. From Fig. 2 , we can regard the ray SPR as the direct ray travelling from the source at a depth of SQ to the station with a epicentral distance of QR in a structure with a .flat layer over a half space, where the upper layer has a thickness of MQ and a velocity of V1 and the half-space has a velocity of V,. Figure 3 shows the equivalent ray path in the flat-layered velocity model: 4e is the epicentral distance, he is the depth, H(1) is the upper layer thickness, V(1) is the upper layer velocity, V(2) is the half-space velocity, and ih is the take-off angle. For each case from (A) to (D), the equivalent parameters are defined by the following relations:
For case (A),
he=SQ (7) H(1)==SM ; SM>MQ ,
IMQ ; SM<MQ
For case (B),
L1e=QR , he=SQ .
For case (C), (9) 4e=QR , he=SQ .
For case (D),
H ( to a two-dimensional one. As a result, much time can be saved in computing travel time. We may refer to a work by SHJBUYA and HoRUE (1977) for details of computing the travel times for the flat-layered velocity model. We will introduce an additional parameter, the station correction, in the velocity modeling scheme. We have taken account of the local site effect just beneath the station by adding a constant c to the travel time. Thus, the travel time T is expressed as a function of the hypocenter coordinates (x, y, z) and velocity model parameters (V1, Y2, a, 0, HA, c), i.e., T=T(xR, Y'R; x, y z, Vl, V2, a, ¢, HA, c) •
In the present model, the partial derivatives of travel times with respect to the perturbations in the hypocenter parameters and velocity model parameters are expressed in analytical forms. In the following, we have first derived the formulas for the partial derivatives of the travel time with respect to the epicentral distance d,the focal depth z, the azimuth 0, the length of the perpendicular d, the direction cosines (1, m, n), and the P-wave velocities V1 and V2.
For the direct ray path T'1, 
In Eq. (13), the double signs are arranged in the same order as in the inequality relationship, SM<MQ. For the refracted ray path r" V1 and V2 are interchanged with each other in Eqs. (13) and (14) and the bold-faced signs in Eq. (13) are changed to their opposites. The refracted rays do not exist when V2 is smaller than V1 for the ray path T2 and when V1 is smaller than V2 for the ray path P. (17) We have obtained the partial derivatives with respect to the dip angle a, the dip direction 0, and the depth HA to the inclined interface using the following relation: (18) where q is a, 0, or HA. The partial derivatives of the direction cosines (1, m, n) with respect to a, 0, and HA are 
aniaHA , ac/MHA=--±cos a.
The double signs in Eqs. (19), (20), and (21) The problem of simultaneous estimation of the hypocenter parameters, station corrections, and parameters for the inclined-layer velocity model can be formulated in the same way as CROSSON (1976 a) did for the flat-layered velocity model and Am and LEE (1976) for the three-dimensional block velocity model. Our formulation here follows the convention of LEE and STEWART (1981, pp. 148-153) .
The following discussion will be restricted to first P-arrival times, although generalization with arrival times of other phases is possible.
Given a set of first P-arrival times observed at m stations from a set of n earthquakes, we have determined the hypocenter parameters and structural parameters of the inclined-layer velocity model. Let us denote the first P-arrival time observed at the kth station for the jth earthquake as rik.
Since there are n earthquakes, the total number of hypocenters to be determined is 4n. Let us denote the hypocenter parameters for the jth earthquake by (t,, x;, y;, 4), where t; is the origin time and x;, y,, and z; are the hypocenter coordinates. Thus, all the hypocenter parameters for n earthquakes form a 4n dimensional column vector, i.e., (t?, x10, y°, z° q, x2 i ye,700, . , t °, 4, yn, 4,)T, where the superscript T denotes the transpose of a vector.
Although the parameters to describe the inclined-layer model are (V1, V2, a, ¢, HA, c1, c.,,, ..., c,,), where ck (k=1, 2, . . . , m) is the station correction for the kth station, we cannot estimate all the station corrections independently. It is clear that adding an arbitrary constant to all station corrections and all origin times simultaneously does not change any other estimated parameters. Thus, in practice, one station correction is fixed, and the other station corrections are estimated relative to this fixed value. Therefore, the total number of structural parameters to be determined is m+4.
If all of the model parameters are indispensable for interpreting a set of arrivaltime data, (4n+m+4) is the total number of parameters to be determined in the simultaneous inverse problem. These parameters form a (4n+m-F4) dimensional column vector e, yi, z1, t2~ x2, Y , Z2, ... tn~ xna yn, Zn, V?, T1, a°, 0°, Hg, C°, C2, ..., cm_1)T .
In order to formulate the simultaneous inverse problem as a nonlinear optimization problem, we have assumed a trial parameter vector V* given by -ltd x* y* Z* t:y2,Z2,
•., tn, xn, .)fin,Zn,r1, V2,
2>>

0* )T•( )
The arrival-time residual at the kth station for the jth earthquake may be derived as rjk(e*)=z-;k-T;k(e*)-t; , k=1, 2, ..., m ; j=1, 2, ..., n ,
where r p, is the first P-arrival time observed at the kth station for the jth earthquake, T;k( *) is the theoretical travel time for the trial hypocenter (x; , y; , z7) of the jth earthquake, and t7 is the trial origin time of the jth earthquake. The travel time is calculated for the ray path with a smaller travel time between the direct and refracted ray paths. We may consider the set of arrival-time residuals r,k(e*) (k=1, 2, ... , m, j=1, 2, ... , n) as components of a vector r of nrn dimensions, i.e., r=(rrn.rrr22,•r2rr•r)T • 11,1~,~im,21,_,~,n,~nl,n2,~nm
The correction vector a expressed by 3e=(at1, ax1, ay'1, 0z1, ate, axe, aye, 0z2, ..., atn, Ox., ay., Oz,, 5V1, 0V2, Oa, 50, (HA, act, ace, ..., acm_1)
is to be determined from a set of nm linear equations. We then repl parameter vector e* by (e* criteria are met. The optimization using the least-squares method. of linear equations to be solved which is written as BTBO =BTr , where B is the Jacobian matrix generated to include a set of 4n hyr rameters and a set of m+4 structural parameters, i.e.,
( 27) set of nm linear equations. We then ace the trial -i-oe) and repeat the iteration until some convergence mization of the model parameters is ried out by Lod. Using the Gauss-Newton method, we find a set ved for the correction vector Oe at each iteration step, 
The partial derivatives in Eqs. (30) and (31) are analytically expressed in the preceding section.
In the Gauss-Newton method, the correction vector Of is obtained by solving a set of linear equations in Eq. (28). In practice, however, the method may fail because of strong nonlinearlity. Many strategies have been proposed to improve the Gauss-Newton method. For example, LEVENBERG (1944) suggested that Eq.
(28) be replaced by (BT B+AI)oe=BTU' , (33) where I is the identity matrix, and 2 is an adjustable parameter which controls the step size of the correction. MARQUARDT (1963) improved upon Levenberg's approach by devising a simple scheme for choosing.? at each iteration. The idea is to guarantee a decrease in the sum of the squared residuals via the steepest descent when e is far from the minimum, and to switch to the rapid convergence of Newton's method as e approaches the minimum. Recently, FLETCHER (1971) proposed a modified Marquardt method where .2 in Eq. (33) is adjusted at each iteration according to the degree of nonlinearlity which is estimated from the ratio of the actual decrease in the sum of the squared residuals to the decrease predicted from linearization approximation (NAKAGAWA and KOYANAGI, 1982) . We have implemented Fletcher's method in the present inversion procedure, though we omitted to set the critical value A, which, in the original Fletcher method, specifies the lower limit of 2 (2 is set equal to zero when 2 becomes smaller than An). We found from numerical experiments with several sets of artificial data that the Fletcher method guarantees a faster convergence than the Marquardt method.
Now we see that .1 in Eq. (33) controls not only the step size of the correction, but also the resolution by suppressing the contributions of eigenvectors with eigenvalues smaller than A (CRossoN, 1976 a) . When the estimates from which the next iteration starts are considered to be near the minimum, we can readjust A so as to obtain a solution with a specified resolution and variance. In practice, however, it is difficult to give an appropriate value of 2 on a theoretical basis. So we did not readjust 2 at the final step of iteration.
When we determined the correction vector öf, the normal equation approach was adopted instead of the singular-value-decomposition (SVD) approach since the normal equation approach requires less computational time than the SVD approach. In solving the normal equation, we used the conjugate gradient method (BECKMAN, 1960) , which saves a great deal of computational time for the matrix product BTB with a large number of zero components.
Numerical Experiment
In this section, we will show the result of a numerical experiment with the computer program coded according to the inversion procedure described in the previous sections.
First, we produced a set of arrival-time data using 54 hypocenters and 21 stations. True structural parameters used for producing the data set are listed in Table 1 . For simplicity, true station corrections were all given a value of 0.0 s. The true hypocenters and the locations of stations are shown in Fig. 4 . The epicenters are uniformly distributed over a region of 380 km by 240 km. The depths of hypocenters are distributed between 0-50 km. Three different depths are given to each epicenter. The inclined interface is also shown in Fig. 4 to indicate its placement relative to the hypocenter distribution. The arrival-times are rounded off to the nearest tenth of a second, so they contain an average error of 0.025 S.
We chose the set of initial structural parameters listed in Table 1 . Initial values of the station corrections were all assumed to be 0.0 s. Hypocenter parameters determined for the initial velocity model were adopted as initial hypocenter parameters. They deviate from the true ones by several kilometers in distance on the average. Some initial depths in the eastern part deviate from the true ones by greater than 10 km (Fig. 5) . Initial origin times are all earlier than the true ones by 0.1-0.9 s, the average being 0.5 s. The deviations of these initial hypocenter parameters are systematic, depending on the initial velocity model. If we consider the actual case in which true hypocenters are unknown and must be estimated by using a velocity model, it is more appropriate to use the hypocenters determined for an initial model as initial hypocenters than to use the hypocenters obtained by adding random errors to the true hypocenters.
Initially, we set 2=0.0001. A convergence condition was satisfied at the 10-th iteration. The final solutions of hypocenters (Fig. 6 ) are almost the same as the true ones. The scattered depth distribution in the eastern part for the initial model is corrected into a straight-alligned distribution expected for the true model. The origin times almost coincide with the true values, the differences being less than 0.05 s. The station corrections, initially assumed to be the same as the true values, fluctuate between -1.0 and 1.0 s during the early iterations. After five iterations, they gradually become stable and converge to the true values. The differences between the final estimates and the true values are less than 0.05 s. The final estimates of velocity model parameters are listed in Table 1 together with the estimated standard errors. Although the initial values of dip angle and dip direction deviate largely from the true ones, the final solution almost reached that of the true model. So we conclude that our inverse method including the computer program works well for an ideal data set of arrival times. Figure 7 shows the variation of the velocity model parameters and the r.m.s. residual during the iteration.
At the first step of iteration, the r.m.s. residual de- creases very rapidly. This is due to a fast convergence of q to the true value. Thereafter, the r.m.s. residual decreases slowly in concordance with a gentle approach of a and HA to their true values. The r.m.s. residual for the final solution is 0.031 s, in strong agreement with the average round-off error contained in the arrival-time data. The diagonal elements of the resolution matrix of the velocity model parameters are also listed in Table 1 . We found that VV(1), V,(2) and ¢ have large diagonal elements, whereas a and HA have smaller ones. The resolution vector for a has a large value at the HA component, suggesting that the estimates of a and HA are interdependent for the given data set. The damping coefficient .l, which was initially given a value of 0.0001, took a value of 0.037 at the final step of iteration.
As is the case with other inverse methods, the iterative procedure for nonlinear inversion does not guarantee the convergence to the true model if the residual during the initial model is too far from the true one, especially when available data are insufficient and pathological for obtaining a unique solution. We will not present the numerical experiment for such cases here since the purpose of this paper is just to show the availability of the present method for an ideal data set.
6. Summary I. A method of simultaneous estimation of hypocenter parameters and velocity parameters for the inclined-layer velocity model has been newly developed.
For this model, the ray can be traced two-dimensionally by defining an equivalent ray path in a flat-layered velocity model. This has greatly reduced the time necessary for computing travel time. We also derived analytical expressions for the partial derivatives of the travel times with respect to the perturbations of hypocenter parameters and velocity model parameters. Therefore, once we find the ray path, we can analytically calculate the partial derivatives. These advantages were incorporated in the computational procedure of the simultaneous estimation.
2. We experimented with the computer program of the simultaneous estimation using an artificial data set. The arrival-time data were stably inverted for the true hypocenters and true velocity parameters. Therefore, we conclude that the method works well, at least for sufficient arrival-time data. For some regions, the inclined-layer velocity model might be applied to describing with fewer parameters the gross image of lateral variation of velocity structure in the crust.
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