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Abstract
Multi-label classification allows a datapoint to be labelled with more than one
class at the same time. In spite of their success in multi-class classification
problems, ensemble methods based on approaches other than bagging have not
been widely explored for multi-label classification problems. The Kalman Filter-
based Heuristic Ensemble (KFHE) is a recent ensemble method that exploits
the sensor fusion properties of the Kalman filter to combine several classifier
models, and that has been shown to be very effective. This article proposes
KFHE-HOMER, an extension of the KFHE ensemble approach to the multi-
label domain. KFHE-HOMER sequentially trains multiple HOMER multi-label
classifiers and aggregates their outputs using the sensor fusion properties of the
Kalman filter. Experiments described in this article show that KFHE-HOMER
performs consistently better than existing multi-label methods including exist-
ing approaches based on ensembles.
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1. Introduction
In multi-label classification problems a datapoint can be assigned to more
than one class, or label, simultaneously [10]. For example, an image can be classi-
fied as containing multiple different objects, or a document can be labelled with
more than one topic. In multi-class classification problems, objects can only
belong to a single class, which makes multi-label classification a more general
classification approach. Multi-label classification algorithms can be categorised
as either problem transformation or algorithm adaptation methods. Problem
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transformation methods—for example classifier chains [18]—break the multi-
label problem down into smaller multi-class classification problems. Algorithm
adaptation methods—for example BPMLL [28]—modify multi-class algorithms
to directly train on multi-label datasets.
Ensemble classification methods train multiple component classifiers and ag-
gregate them. Generally, ensemble methods perform better than the single com-
ponent classifiers [11]. In the multi-label classification literature, several meth-
ods have been proposed that combine multiple multi-label models to form an
ensemble. These, however, are mostly problem transformation methods based
on the relatively simple bagging approach to building ensembles. There is a lack
of multi-label classification approaches in the literature that are based on more
sophisticated approaches to building ensembles such as boosting. AdaBoost.MH
[21] is probably the most prominent approach, but does not perform well when
compared to other methods [14].
The success of sophisticated ensemble approaches for multi-class classifica-
tion, for example [7], [9], and [16], suggests an opportunity to improve multi-
label classification through the use of ensemble techniques based on ideas other
than bagging. This article proposes a new approach that does this: KFHE-
HOMER. KFHE-HOMER is an ensemble method for multi-label classification
that combines the HOMER [25] approach to multi-label classification with
the Kalman Filter-based Heuristic Ensemble (KFHE) [16], a recent ensemble
method that exploits the sensor fusion properties of the Kalman filter to com-
bine classifier models. The main contributions of this work are:
• A new multi-label ensemble classification method, KFHE-HOMER, that
combines multiple HOMER classifier models using the KFHE framework.
• An extensive experiment demonstrating the effectiveness of KFHE-HOMER.
• The introduction of E-HOMER, a simple bagged ensemble version of
HOMER.
The remainder of the paper is structured as follows. Section 2 describes ex-
isting multi-label ensemble classification algorithms, as well as the relevant as-
pects of HOMER and KFHE. Section 3 introduces the proposed KFHE-HOMER
method, and E-HOMER (a simple bagged ensemble version of HOMER). The
design of the evaluation experiments performed are described in Section 4, and
the results of these experiments are discussed in detail in Section 5. Finally,
Section 6 concludes the article and discusses directions for future work.
2. Related Work
The first half of this section begins by describing the current state of the
art ensemble methods used for multi-class classification, including the HOMER
method. The second half describes the KFHE method for multi-class classifica-
tion, upon which KFHE-HOMER is built.
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2.1. Ensemble Methods for Multi-label Classification
The majority of ensemble methods proposed in the multi-label classification
literature are based on bagging (in which multiple independent classification
models vote on the relevance of each label). Ensemble classifier chains (ECC)
[18], for example, trains a classifier chain (CC) [18] model at each iteration
with a subset of the training dataset and a random chain order of the labels
and then combines the results. The Random k-Label sets (RAkEL) method [24]
first partitions the labels into random overlapping subsets, and for each subset
trains a label powerset classifier [2] before aggregating the results. Ensemble
of binary relevance (EBR) [18] simply bags multiple binary relevance models
[2]. Ensemble of pruned set (EPS) [17] is a bagged version of the pruned set
method, which is similar to label powerset, but removes the infrequently occur-
ring labelsets (unique combination of labels) and focuses on the more important
label relationships. The random forest of predictive clustering trees (RF-PCT)
[12] is a multi-label method which uses predictive clustering trees (PCT) [1] as
the tree algorithm in a random forest [20] framework. AdaBoost.MH [21] uses
boosting in a multi-label context.
The hierarchy of multi-label classifiers (HOMER) [25] approach to multi-
label classification partitions the dataset hierarchically in a tree format, where
each node in the hierarchy only predicts if a datapoint has at least one relevant
label within a group. The groups of labels are then split into smaller groups to
form child nodes. The prediction task starts from the root, and at any given
internal node v, the datapoint is passed down to a child based on the prediction
of the model at v. The final label predictions are generated at the leaves.
Except AdaBoost.MH most of these methods essentially combines multiple
multi-label classification methods using simple bagging or majority voting. Ad-
aBoost.MH performs boosting, but the performance was previously found to be
poor [14].
2.2. Kalman filter-based Heuristic Ensemble
The Kalman filter-based Heuristic Ensemble (KFHE) [16] is a multi-class en-
semble algorithm which, unlike existing boosting or bagging methods, considers
the ensemble to be trained as a hypothesis to be estimated within a hypothesis
space. The approach considers the trained classifiers in an ensemble to be noisy
measurements which it combines using a Kalman filter. In effect, KFHE be-
haves like a combination of both boosting and bagging. The remainder of this
section describes how a Kalman filter can be used for static state estimation,
before describing details of the KFHE approach.
2.2.1. Static State Estimation using the Kalman Filter
The discrete Kalman filter is a mathematical framework to estimate an un-
observable state of a linear stochastic discrete time controlled process through
noisy measurements [6].
Let there be a state, y, of a linear stochastic system has to be estimated,
where y cannot be observed directly. The state of the system can be estimated
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in two ways. Firstly, given an estimate of the state yˆt−1 with a related variance
pt−1 at time step (t − 1), a linear model is used to make an a priori state
estimate yˆ−t . The variance related to yˆ
−
t is also updated to p
−
t . This variance
can be imagined as the uncertainty of state. This is known as the time update
step. Secondly, an external sensor can be used to get an estimate through a
measurement, zt, of the state with a related variance rt, which can also be seen
as the uncertainty of the measurement.
Given these two noisy state estimates, the a priori estimate, yˆ−t , its related
variance p−t , and the measurement zt, its related variance rt, the Kalman filter
combines them optimally to get an a posteriori state estimate, yˆt, which po-
tentially has a lower uncertainty than the previous two. This is known as the
measurement update step. The Kalman filter iterates through the time update
and the measurement update steps. At iteration t, the a priori estimate is used
in the measurement update step to get an a posteriori estimate, which is fed
back to the time update in the next iteration as the a priori estimate.
If the state to be estimated is assumed to be static then the time update step
is considered to be non-existent, hence it becomes yˆ−t = yˆt−1 and p
−
t = pt−1.
This kind of scenario can occur in cases when, say, the voltage level of a DC
battery or the altitude of a cruising aircraft is being estimated. In both of the
cases, the DC voltage and the altitude of the aircraft is supposed to be constant,
but unknown. In such cases, the measurement of the static state from a noisy
sensor is repeatedly combined using the measurement update step. r considering
yˆ−t = yˆt−1 and p
−
t = pt−1 the measurement update steps are as follows
yˆt = yˆt−1 + kt(zt − yˆt−1) (1)
kt = pt−1/(pt−1 + rt) (2)
pt = (1− kt)pt−1 (3)
Here zt, the measurement, can be an external source or sensor (voltage or
altitude sensor), rt is the related measurement variance indicating the uncer-
tainty of the estimate. The kt is the Kalman gain, which optimally combines the
a priori estimate and the measurement. A complete and detailed explanation
of Kalman filters can be found in [6, 26].
2.3. KFHE
The Kalman filter-based heuristic ensemble (KFHE) is a multi-class ensem-
ble algorithm proposed by [16], which views the ideal hypothesis for a specific
classification problem as a static state to be estimated in a hypothesis space [5].
A classifier training task can be seen as search task, where a training al-
gorithm navigates through the hypothesis space toward the ideal hypothesis1.
1In this text hypothesis and classifier model are used interchangably.
4
Figure 1: The high level interactions between kf-m and kf-w [16]
Table 1: Intermediate representation of a state for KFHE and KFHE-HOMER. A trained
model is represented using the prediction scores of a given set of datapoints. This represen-
tation is used with yˆt, zt and ht(D).
c1 c2 c3
x1 0.10 0.89 0.01
x2 0.08 0.27 0.65
...
...
...
...
xn 0.77 0.20 0.03
For a specific learning problem the target of a learning algorithm is to learn the
ideal hypothesis, which can be assumed to be stationary within the hypothesis
space. In KFHE, estimation of this stationary hypothesis is modelled as a static
state estimation problem and is then estimated by multiple noisy measurements
as explained above.
Two Kalman filters interact with each other in KFHE. The Kalman filter
which estimates the ideal hypothesis is called the model Kalman filter, abbre-
viated as kf-m. The kf-m estimates the final model or hypothesis by combining
multiple noisy measurements. The measurement in this case is defined as
z
(y)
t = (ht(D) + yˆt−1)/2 (4)
Where ht = H(D, wˆt−1) is a classifier model trained using algorithm H
(decision tree, SVM, etc.) using a dataset defined by a set of datapoint weights
updated in the previous iteration, wˆt−1. A datapoint is weighted more if it was
misclassified previously, and less if correctly classified which is similar to the
approach taken in boosting. Although, unlike AdaBoost [9], the weights for the
datapoints are determined by another Kalman filter, the weight Kalman filter
or kf-w. The intuition of averaging the ht and yˆt is to estimate the impact ht
will be induced on yt. Although, other measurement heuristics can be used,
Eq. (4) is used in this work.
Note that, the ensemble model ht cannot directly be used with the equations
in Section 2.2.1, therefore an intermediate proxy representation is used for the
states in kf-m. The intermediate representation of a trained model is the label-
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wise prediction scores of a given dataset by the model of the corresponding
state, as shown in Table 1. Therefore, the intermediate representation of a
model (individual or ensemble) would be the prediction yˆt as shown in Figure
1. All arithmetic operations on this representation are done element wise, as it
represents one single state as in Section 2.2.1. This representation is used for
yˆt and zt. In the final estimated state the class assignment is done by taking
the class with the highest score.
The kf-w estimates wˆt, which is a vector of weights to be used by the mea-
surement step of kf-m. kf-w is otherwise identical to kf-m. The measurement
for the kf-w, z(w)t is a function f of weighted per datapoint error:
z
(w)
t = [z
(w)
ti |z(w)ti = wˆti × f(class(ci) 6= class(z(y)ti )) 1 ≤ i ≤ n] (5)
Here, class indicates the class assignment of the prediction, and ci indicates
the class assigned to the datapoint xi. There are two variants discussed in [16]
where f can be either the exponential function or the linear function in Eq.
(5). The exponential function variant is named KFHE-e and the linear variant
is named KFHE-l. The use of exponential function is similar to AdaBoost, but
the final combination in wˆt is done using the kf-w filter in the measurement
update step using equation similar to Eq. (1). The related noise is set to the
same value as the measurement noise used in kf-m. This makes an assumption
that weight measurement will induce an error no more than what the kf-m had
in the previous iteration.
The training step stores the component classifiers ht and the Kalman gains
k
(y)
t . When a new datapoint is encountered during the prediction step the Eq.
(1) is repeatedly used using the component classifiers ht and the Kalman gains
k
(y)
t found during the training stage.
An overall interaction of the kf-m and kf-w is shown in Figure 1. The super-
script (y) indicates that the variables are related to kf-m, and the superscript
(w) indicates these variables are related to kf-w. yˆ is the state estimate by kf-m,
and wˆt is estimated by kf-w.
The setting of the measurements and the related errors are the heuristic
components of the method, which are set by making assumptions. The detailed
derivation and explanation of KFHE can be found in [16].
3. KFHE-HOMER
In this work, KFHE-HOMER extends KFHE to multi-label domain by com-
bining multiple HOMER models. HOMER is a multi-label classification method
that has been shown to have competitive performance with other leading ap-
proaches [13, 15], and to have low training times which makes it suitable for
use in an ensemble. As explained in Section 2.2.1, there are two components of
KFHE: kf-m that estimates the hypothesis, and kf-w that computes the weights
of the training datapoints during each measurement. To make KFHE work in a
multi-label setting, the measurements of the kf-m and kf-w steps were adapted
in this work.
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For KFHE-HOMER, the measurement at each step is the average of a trained
HOMER classifier and the previous estimate of the ensemble as shown in Eq.
(4). The related measurement uncertainty r(y)t is the hamming loss (hloss) [29]
of the trained model. Each HOMER model at every step is trained on different
weights, wˆt, assigned to different datapoints, where the weights are determined
by the kf-w component. The kf-w estimates one single vector of weights wˆt
using which a sampling with replacement of the training dataset is done. The
measurement z(w)t for kf-w is taken as per-datapoint weighted hamming loss,
which can be defined as follows
z
(w)
t = [z
(w)
ti |z(w)ti = wˆti × exp(hloss(xi, li)) 1 ≤ i ≤ n] (6)
Eq. (6) is similar to Eq. (5) but uses hamming loss and the exponential func-
tion (KFHE-e variant) to highlight misclassified datapoints in the measurement
which will later be used by the measurement update step to get the weights wˆt
to be used in kf-m in the next iteration. In this case the related uncertainty is
calculated as in KFHE.
The model ht in this case is a trained HOMER classifier modelH(D, wˆt−1, C, k, φ).
To weight the datapoints for training, the HOMER classifiers are trained using
samples using the distribution wˆt−1, the last updated weights. Here the sam-
ple size is 2n, or twice the size of original number of datapoints. Also, while
training, the clustering algorithm C used by HOMER is randomly selected from
{random, k-means, balanced k-means}, the number of cluster k is randomly se-
lected too. Also, the kernel φ of the underlying SVM used by HOMER, is also
selected randomly. Next the measurement is done using Eq. (4).
Given a set of different HOMER models trained using different hyperparam-
eters, many of them may lead to a poor measurement. The KFHE framework
combines the measurements based on the measurement errors. If the measure-
ment uncertainty r(y)t is higher than the uncertainty of the ensemble found up
to the tth iteration p(y)t , then the measurement is weighted less and the Kalman
gain is lower than 0.5, and when the measurement error is lower the measure-
ment is incorporated more, as a result of the Kalman gain being greater than
0.5. Therefore, based on this property, the HOMER models which have a poor
performance will have a much less impact on the entire ensemble, whereas a
more accurate HOMER model will have more impact on the entire ensemble.
The values of yˆ0, p
(y)
0 and wˆ0, p
(w)
0 have to be initialised. yˆ0 is initialised
using a single HOMER classifier model, h0. The value of p
(y)
0 is set to 1 indi-
cating maximum uncertainty. Equal weight is given to every point in wˆ0, and
p
(w)
0 is also initialised with 1.
The KFHE-HOMER training algorithm is given in Algorithm 1. Here, all
lowercase symbols correspond to symbols in Eq. (1), (2) and (3). The super-
scripts (y) and (w) indicate that the corresponding variables are related to kf-m
and kf-w respectively. On Lines 7-10 the different hyperparameters of HOMER
are selected randomly. Next, the HOMER model is trained on Line 11, and the
measurement is done on Line 12. Line 14 computes the Kalman gain, k(y)t , for
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kf-m and Line 15 computes the proxy representation of the ensemble yˆt, based
on the KFHE-HOMER ensemble predictions on the training dataset. The kf-w
steps are similar and are performed on Lines 18-22. The process runs until a
maximum number of ensemble iterations T .
The prediction algorithm is the same as for KFHE and is shown in Algorithm
2. Here the trained models and the Kalman gain values learned during the
training along with a new query datapoint is given. Using the models in Line
5 the Kalman gain is repeatedly used to combine the measurements on Line 4.
After T iterations the predicted labels for the new datapoint d, the estimate
yˆ
(y)
T are returned. To find the label assignments, these scores are thresholded
at 0.5.
Algorithm 1 KFHE-HOMER training
1: procedure train(D = {(xi, li)|1 ≤ i ≤ n}, T )
2: p
(w)
0 = 1, wˆ0 = [1/n, . . . , 1/n]
3: ht = H(D, wˆ0, C, k, φ), yˆ0 = h0(D)
4: t = 1
5: for t ≤ T do
6: . kf-m
7: Randomly select C, k and φ
8: C ∈ {k-means, balanced k-means, random},
9: k ∈ {2, . . . , d√‖L‖e},
10: φ ∈ {linear , radial}
11: ht = H(D, wˆt−1, C, k, φ)
12: z
(y)
t = (ht(D) + yˆt−1)/2 . Measurement
13: r
(y)
t = hloss(D, z(y)t )
14: k
(y)
t = p
(y)
t−1/(p
(y)
t−1 + r
(y)
t ) . Kalman gain
15: yˆt = yˆt−1 + k
(y)
t (z
(y)
t − yˆt−1) . Measurement update
16: p
(y)
t = (1− k(y)t )p(y)t−1
17: . kf-w
18: z
(w)
t = [z
(w)
ti |z(w)ti = wˆti × exp(hloss(xi, li)) 1 ≤ i ≤ n]
19: r
(w)
t = r
(m)
t
20: k
(w)
t = p
(w)
t−1/(p
(w)
t−1 + r
(w)
t ) . Kalman gain
21: wˆt = wˆt−1 + k
(w)
t (z
(w)
t − wˆt−1) . Measurement update
22: p
(w)
t = (1− k(w)t )p(w)t−1
23:
24: t = t+ 1
25: end for
26: return ({ht, k(y)t |∀1≤t≤T })
27: end procedure
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Algorithm 2 KFHE-HOMER prediction
1: procedure predict(d, {ht, k(y)t |∀1≤t≤T }, T )
2: yˆ
(y)
0 = h0(x), t = 1
3: for t ≤ T do
4: zˆ
(y)
t = (ht(d) + yˆt−1)/2 . Measurement
5: yˆt = yˆt−1 + k
(y)
t (z
(y)
t − yˆt−1) . Measurement update
6: t = t+ 1
7: end for
8: return (yˆ(y)T )
9: end procedure
Table 2: Multi-label datasets used in this work
Dataset Instances Inputs Labels Labelsets Cardinality MeanIR
flags 194 26 7 24 3.392 2.255
yeast 2417 103 14 77 4.237 7.197
scene 2407 294 6 3 1.074 1.254
emotions 593 72 6 4 1.869 1.478
medical 978 1449 45 33 1.245 89.501
enron 1702 1001 53 573 3.378 73.953
birds 322 260 20 55 1.503 13.004
genbase 662 1186 27 10 1.252 37.315
cal500 502 68 174 502 26.044 20.578
llog 1460 1004 75 189 1.180 39.267
4. Experiment
To evaluate the effectiveness of KFHE-HOMER, experiments were performed
on ten well-known multi-label benchmark datasets listed in Table 2. In Table 2
the different properties of the multi-label datasets are summarised. Instances,
Inputs and Labels are the number of datapoints, the dimension of the data-
points, and the number of labels, respectively. Labelsets indicates the number
of unique combinations of labels. Cardinality measures the average number
of labels assigned to each datapoint and MeanIR [3] indicates the degree of
imbalance of the labels, where higher values indicate higher imbalance.
The label-based macro-averaged F-Score [29] was used to measure the per-
formance of models in these evaluations. This was chosen over Hamming loss,
which has been used in several previous studies (e.g. [23, 27, 4]) because in the
highly imbalanced multi-label datasets used in this study (see the high MeanIR
scores for several datasets in Table 2) with Hamming loss performance on the
majority classes may overwhelm the performance of the minority class.
For all evaluations 2 times 5 fold cross validation experiments were per-
formed. The iterative stratification method [22] was used to generate the folds
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in the cross validation experiments.
Performance of KFHE-HOMER was compared with ECC, a state-of-the-art
ensemble based multi-label classifier, AdaBoost.MH, RF-PCT and E-HOMER,
a bagging-based ensemble using HOMER as the base model. In E-HOMER,
at each iteration a HOMER classifier is trained on a bootstrap sample of the
dataset of size 2n was set emperically. Hyperparamters for each base HOMER
model are set randomly (as described for KFHE-HOMER). Also, individual CC
model, HOMER-K (using k-means clustering) and HOMER-B (using balanced
clustering) models were included to understand how much the ensembles led to
improved performance over single base models.
The cluster size for HOMER was selected using the best values found in the
benchmark experiments in [15]. The HOMER and CC models used support
vector machines (SVM) as their underlying learner, as they have proved to
perform very well [13, 15]. At each iteration of E-HOMER and KFHE-HOMER
the type of HOMER clustering, C, was selected randomly from {balanced k-
means, k-means, random}. The number of clusters k was selected randomly from
the range k ∈ {2, . . . , d√‖L‖e}. The kernel types φ for each of the base SVM
models used by the component HOMER models were also selected randomly,
from {linear, radial}.
For ECC and E-HOMER the bootstrap sample was selected to be twice
the size of the training dataset, to keep it consistent with KFHE-HOMER. For
ECC, E-HOMER and KFHE-HOMER 100 component classifiers were trained.
Therefore, the experimental environment were kept identical for all ensemble
methods for a fair comparison.
KFHE-HOMER and E-HOMER are implemented in R2, and the utiml li-
brary [19] is used for the other multi-label classifiers.
5. Results
Table 3 shows the results of the experiments performed. The columns in-
dicate the algorithms and the rows indicate the datasets. In each cell, the
mean and standard deviation label-based macro-averaged F-Score (higher val-
ues are better) across the cross validation performed are shown. The values
in the parenthesis indicate the relative ranking (lower values are better) of the
algorithm with respect to the corresponding dataset. The last row of Table 3
indicates the overall average ranks of the algorithms compared.
Table 3 shows that KFHE-HOMER attains the best average rank of 1.3. In
fact, KFHE-HOMER attained the top rank for all the datasets, except for llog
where KFHE-HOMER got the second rank. E-HOMER attained the second
best overall average rank of 2.9, whereas ECC attained the third best overall
average rank of 3.8. The classifiers, CC, HOMER-B and HOMER-K attained
average ranks of 4.2, 5.1 and 5.8 respectively. RF-PCT was not able to perform
2A version of KFHE-HOMER and E-HOMER is available at:
https://github.com/phoxis/kfhe-homer
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Table 3: Experiment results. Values in cells are mean label-based macro-averaged F-Scores from the crossvalidation experiments, and their standard
deviations. The rank of each score for a dataset across the algorithms compared is shown in parenthesis. The last row shows the average rank of
each algorithms. The "⇓", "↓" and "
99K " symbols indicate the significance level at which the performance of an algorithm is shown to be worse than
the performance of KFHE-HOMER for a dataset, "⇓" = 0.01, "↓" = 0.05 and "
99K " = 0.1. The "
9
9
K"symbol indicates that the corresponding method is
better than KFHE-HOMER at a significance level of 0.1.
KFHE-HOMER E-HOMER ECC CC HOMER-B RF-PCT HOMER-K AdaBoost.MH
flags 0.6862 + 0.02 (1) 0.6710 + 0.05 (2) 0.6387 + 0.04 (6) ⇓ 0.5957 + 0.05 (7) ⇓ 0.6681 + 0.04 (3) 0.6473 + 0.05 (5) ↓ 0.6484 + 0.03 (4) ⇓ 0.5796 + 0.08 (8) ⇓
yeast 0.4899 + 0.01 (1) 0.4400 + 0.04 (4) ⇓ 0.4403 + 0.02 (3) ⇓ 0.4565 + 0.01 (2) ⇓ 0.3812 + 0.02 (5) ⇓ 0.3671 + 0.01 (6) ⇓ 0.3524 + 0.02 (7) ⇓ 0.1222 + 0.00 (8) ⇓
scene 0.8090 + 0.02 (1) 0.8008 + 0.02 (2)
99K 0.7806 + 0.02 (4) ⇓ 0.7818 + 0.02 (3) ↓ 0.7777 + 0.02 (5) ⇓ 0.7161 + 0.01 (6) ⇓ 0.2011 + 0.03 (7) ⇓ 0.0000 + 0.00 (8) ⇓
emotions 0.7046 + 0.03 (1) 0.6891 + 0.03 (3) 0.6731 + 0.03 (5) ↓ 0.6595 + 0.04 (7) ↓ 0.6964 + 0.03 (2) 0.6617 + 0.02 (6) ⇓ 0.6809 + 0.04 (4)
99K 0.0573 + 0.02 (8) ⇓
medical 0.6387 + 0.02 (1) 0.6254 + 0.03 (3)
99K 0.6274 + 0.02 (2) 0.6114 + 0.02 (4) ↓ 0.5505 + 0.03 (5) ⇓ 0.3356 + 0.05 (8) ⇓ 0.3674 + 0.04 (7) ⇓ 0.4933 + 0.03 (6) ⇓
enron 0.2612 + 0.02 (1) 0.2587 + 0.02 (2) 0.2435 + 0.03 (3)
99K 0.1985 + 0.02 (5) ⇓ 0.1888 + 0.01 (6) ⇓ 0.1760 + 0.04 (7) ⇓ 0.2123 + 0.02 (4) ⇓ 0.1490 + 0.03 (8) ⇓
birds 0.3928 + 0.05 (1) 0.3834 + 0.04 (2) 0.3463 + 0.06 (3) ↓ 0.3297 + 0.04 (4) ↓ 0.3256 + 0.05 (5) ↓ 0.2176 + 0.04 (7) ⇓ 0.3203 + 0.03 (6) ⇓ 0.1105 + 0.08 (8) ⇓
genbase 0.9402 + 0.03 (1) 0.8911 + 0.03 (4) ⇓ 0.9293 + 0.02 (2) 0.9245 + 0.02 (3) 0.7534 + 0.06 (6) ⇓ 0.2333 + 0.08 (8) ⇓ 0.8810 + 0.03 (5) ⇓ 0.2593 + 0.04 (7) ⇓
cal500 0.1458 + 0.01 (1) 0.1455 + 0.01 (2) 0.1310 + 0.01 (3) ↓ 0.0859 + 0.01 (5) ⇓ 0.0331 + 0.01 (8) ⇓ 0.1231 + 0.03 (4) ↓ 0.0642 + 0.02 (6) ⇓ 0.0502 + 0.01 (7) ⇓
llog 0.2315 + 0.01 (4) 0.2308 + 0.01 (5) 0.2236 + 0.01 (7) 0.2454 + 0.02 (2)
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K 0.2253 + 0.01 (6) 0.2460 + 0.03 (1) 0.1683 + 0.02 (8) ⇓ 0.2413 + 0.06 (3)
Avg. rank 1.3 2.9 3.8 4.2 5.1 5.8 5.8 7.1
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well and was ranked 5.8. The worst performing multi-label classification models
in this case was by AdaBoost.MH with an average rank of 7.1. Similar results
using RF-PCT and AdaBoost.MH was also found in [14]. This shows that for
each case the ensemble methods have consistently performed better than the
component classifiers. The E-HOMER method has performed better in almost
all cases compared to a single HOMER model, as well as having performed bet-
ter than ECC, which demonstrates the effectiveness of ensembling the HOMER
method. The difference between E-HOMER and KFHE-HOMER is the aggre-
gation method of the component HOMER classifier models and KFHE-HOMER
has performed better than E-HOMER in all the cases. This demonstrates that
KFHE-HOMER performs better than a bagged version of HOMER.
To understand if KFHE-HOMER did attain significantly different (better or
worse) results than the other methods per dataset, a two-tailed pairedWilcoxon’s
signed rank sum test [8] was performed over the folds of each cross validation
experiment. KFHE-HOMER was set as the control method and compared to
the other methods. The different significance levels at which the differences
were found are indicated in the table. The symbols "⇓", "↓" and "
99K " beside
the values in Table 3 indicates that the method was significantly worse than
KFHE-HOMER at a significance level of 0.01, 0.05 and 0.1, respectively. " 99
K"
symbol indicates that a method was significantly better than KFHE-HOMER
with a significance level of 0.1. From Table 3 it is clear that for almost all the
datasets, the performance of KFHE-HOMER was significantly better than both
the single HOMER-K and HOMER-B models. Also, KFHE-HOMER is signif-
icantly better than CC for most of the datasets. Interestingly, CC was better
than KFHE-HOMER in the case of the llog dataset.
To further analyse the overall difference of the methods over the different
datasets, a multiple classifier comparison was performed following the recom-
mendations of García et al. [8]. A post-hoc Friedman aligned rank test was
performed with the Finner p-value correction. The results of this evaluation
is summarised in Figure 2, where the scale indicates the average ranks and if
the methods are not connected with a horizontal line then they are significantly
different over different datasets with a significance level of 0.05. This shows that
KFHE-HOMER was significantly better than all the methods except E-HOMER
in which case the null hypothesis of Friedman aligned rank test could not be
rejected with a significance level of 0.05. Although, KFHE-HOMER attained
better ranks in all the datasets.
An overall pairwise table of the p-values of the post-hoc Friedman test is
shown in Table 4. The lower diagonal of Table 4 a value in a cell is the p-values
of the post-hoc Friedman aligned rank test with the Finner p-value correction
for of the corresponding pair of algorithms in the rows and columns. Also, in
the upper diagonal of the Table 4 each cell has the win/lost/tie count of the
algorithm in the corresponding row, over the algorithms in the corresponding
column.
To summarise, the results indicate that. 1) KFHE-HOMER was able to
perform consistently better than its component classifiers. 2) The aggregation
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1 2 3 4 5 6 7 8
KFHE−HOMER
E−HOMER
ECC
CC
HOMER−B
HOMER−K
RF−PCT
AdaBoost.MH
Figure 2: Rank plot of post-hoc Friedman rank sum test with Finner p-value correction. The
scale indicates the average ranks. The methods which are not connected with the horizontal
lines are significantly different with a significance level of 0.05.
method of KFHE-HOMER using the Kalman filter is more effective than E-
HOMER, a simple bagged version of HOMER. 3) KFHE-HOMER performed
better than ECC and the other multi-label ensemble methods evaluated.
Table 4: Upper diagonal: win/lose/tie. Lower diagonal: Results of the Friedman aligned rank
test with Finner p-value correction. * α = 0.1, ** α = 0.05 and *** α = 0.01
KFHE-HOMER E-HOMER ECC CC HOMER-K HOMER-B RF-PCT AdaBoost.MH
KFHE-HOMER 10/0/0 10/0/0 9/1/0 10/0/0 10/0/0 9/1/0 9/1/0
E-HOMER 0.2384 7/3/0 7/3/0 10/0/0 9/1/0 9/1/0 9/1/0
ECC 0.0562 * 0.4754 7/3/0 8/2/0 7/3/0 8/2/0 9/1/0
CC 0.0321 ** 0.3266 0.7279 7/3/0 8/2/0 6/4/0 10/0/0
HOMER-K 0.0006 *** 0.0321 ** 0.1405 0.2384 3/7/0 6/4/0 8/2/0
HOMER-B 0.0029 *** 0.1010 0.3266 0.4754 0.5634 8/2/0 8/2/0
RF-PCT 0.0006 *** 0.0321 ** 0.1405 0.2384 1.0000 0.5634 8/2/0
AdaBoost.MH 0.0000 *** 0.0009 *** 0.0120 ** 0.0321 ** 0.3266 0.1405 0.3266
6. Conclusions and Future Work
This work introduces a multi-label classification method, KFHE-HOMER,
that extends the Kalman filter-based Heuristic Ensemble (KFHE). KFHE views
the ensemble classifier model to be trained as a state to be estimated and does
so using a Kalman filter that combines multiple noisy measurements, where
each measurement is a trained classifier and the noise is its related classification
error.
In KFHE-HOMER, the KFHE framework is used to aggregate multiple
HOMER models. The method combines multiple HOMER models trained on
weighted samples of a training dataset and using different hyperparameter set-
tings. The KFHE framework combines these models based on the classifica-
tion error of the HOMER models. Experiments showed that KFHE-HOMER
performed consistently better than ECC and other state-of-the-art multi-label
classifiers (including HOMER and classifier chains). Also, KFHE-HOMER per-
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formed better than a simple ensemble of bagged HOMER named E-HOMER
demonstrating the effectiveness of the KFHE framework.
In the future we intend to explore a per-label version of KFHE, where instead
of the combination of multiple labels using one Kalman gain, per-label Kalman
gains will be maintained. The present algorithm does not have a time update
step, which can also be introduced and studied. To stop the method converging
too fast, process noise or a slowdown mechanism can be introduced, which may
improve performance in some cases where the Kalman gain becomes 1.
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