New and emerging P2P applications require sophisticated range query capability and also have strict requirements on query correctness, system availability and item availability. While there has been recent work on developing new P2P range indices, none of these indices guarantee correctness and availability. In this paper, we develop new techniques that can provably guarantee the correctness and availability of P2P range indices. We develop our techniques in the context of a general P2P indexing framework that can be instantiated with most P2P index structures from the literature. As a specific instantiation, we implement P-Ring, an existing P2P range index, and show how it can be extended to guarantee correctness and availability. We quantitatively evaluate our techniques using a real distributed implementation.
INTRODUCTION
Peer-to-peer (P2P) systems have emerged as a promising paradigm for structuring large-scale distributed systems. The main advantages of P2P systems are scalability, fault-tolerance, and ability to reorganize in the face of dynamic changes to the system. A key component of a P2P system is a P2P index. A P2P index allows applications to store (value, item) pairs, and to search for relevant items by specifying a predicate on the value. Different applications have different requirements for a P2P index. We can characterize the index requirements of most P2P applications along the following three axes:
• Expressiveness of predicates: whether simple equality predicates suffice in a P2P index, or whether more complex predicates such as range predicates are required.
• Query correctness: whether it is crucial that the P2P index return all and only the data items that satisfy the predicate.
• System and Item Availability: whether it is crucial that the availability of the P2P index and the items stored in the index, are not reduced due to the reorganization of peers.
For example, simple file sharing applications only require support for equality predicates (to lookup a file by name), and do not have strict correctness and availability requirements (it is not Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. catastrophic if a search occasionally misses a file, or if files are occasionally lost). Internet storage applications require only simple equality predicates, but have strict requirements on correctness and availability (so that data is not missed or lost). Digital library applications require complex search predicates such as range predicates (to search for articles within a date range), but do not have strict correctness and availability requirements. The most demanding applications are transaction processing and military applications, which require both complex range predicates (to search for objects within a region) and strong correctness/availability guarantees.
As an example, consider the Joint Battlespace Infosphere (JBI) [17] , a military application that has high scalability and faulttolerance requirements. One of the potential uses of the JBI is to track information objects, which could include objects in the field such as enemy vehicles. A natural way to achieve the desired scalability and fault-tolerance is to store such objects as (value,item) pairs in a P2P index, where the value could represent the geographic location of the object (in terms of its latitude and longitude), and the item could be a description of that object. Clearly, the JBI requires support for range queries in order to find objects in a certain region. The JBI also requires strong correctness guarantees (so that objects are not missed by a query) and availability guarantees (so that stored objects are not lost).
Current P2P indices, however, do not satisfy the above application needs: while there has been some work on devising P2P indices that can handle expressive range predicates [1, 2, 5, 6, 10, 12, 14, 15, 31] , there has been little or no work on guaranteeing correctness and availability in such indices. Specifically, we are not aware of any P2P range index that guarantees that a query will not miss items relevant to a query. In fact, we shall later show scenarios whereby range indices [5, 6, 12] that are based on the Chord ring [32] (originally devised for equality queries) can miss query results for range queries, even when the index is operational. Similarly, we are not aware of any range index that can provide provable guarantees on system and item availability.
In this paper, we devise techniques that can provably guarantee query correctness, system availability and item availability in P2P range indices. At a high level, there are two approaches for guaranteeing correctness and availability. The first approach is to simply let the application handle the correctness and availability issues -this, for instance, is the approach taken by CFS [9] and PAST [30] , which are applications built on top of the P2P equality indices Chord [32] and Pastry [29] , respectively. However, this approach does not work in general for range indices because the application does not (and should not!) have control over various concurrent operations in a P2P range index, including index reorganization and peer failures. Moreover, this approach exposes low-level concurrency details to applications and is also very error-prone due to subtle concurrent interactions between system components.
We thus take the alternative approach of developing new correctness and availability primitives that can be directly implemented in a P2P index. Specifically, we build upon the P2P indexing framework proposed by Crainiceanu et al. [7] , and embed novel techniques for ensuring correctness and availability directly into this framework. The benefits of this approach are that it abstracts away the dynamics of the underlying P2P system and provides applications with a consistent interface with provable correctness and availability guarantees. To the best of our knowledge, this is the first attempt to address these issues for both equality and range queries in a P2P index.
One of the benefits of implementing our primitives in the context of a P2P indexing framework is that our techniques are not just applicable to one specific P2P index, but are applicable to all P2P indices that can be instantiated in the framework, including [5, 6, 12] . As a specific instantiation, we implement P-Ring [6] , a P2P index that supports both equality and range queries, and show how it can be extended to provide correctness and availability guarantees. We also quantitatively demonstrate the feasibility of our proposed techniques using a real distributed implementation of P-Ring.
The rest of the paper is organized as follows. In Section 2, we present some background material, and in Section 3, we outline our correctness and availability goals. In section 4 we present techniques for guaranteeing query correctness, and in Section 5, we outline techniques for guaranteeing system and item availability. In Section 6, we present our experimental results. In Section 7, we discuss related work, and we conclude in Section 8.
BACKGROUND
In this section, we first introduce our system model and the notion of a history of operations, which are used later in the paper. We then briefly review the indexing framework proposed by Crainiceanu et al. [7] , and give an example instantiation of this framework for completeness. We use this instantiation in the rest of the paper to discuss problems with existing approaches and to illustrate our newly proposed techniques. We use the framework since it presents a clean way to abstract out different components of a P2P index, and it allows us to confine concurrency and consistency problems to individual components of the framework.
System Model
A peer is a processor with shared storage space and private storage space. The shared space is used to store the distributed data structure for speeding up the evaluation of user queries. We assume that each peer can be identified by a physical id (for example, its IP address). We also assume a fail-stop model for peer failures. A P2P system is a collection of peers. We assume there is some underlying network protocol that can be used to send messages reliably from one peer to another with known bounded delay. A peer can join a P2P system by contacting some peer that is already part of the system. A peer can leave the system at any time without contacting any other peer.
We assume that each (data) item stored in a peer exposes a search key value from a totally ordered domain K that is indexed by the system. The search key value for an item i is denoted by i.skv. Without loss of generality, we assume that search key values are unique (duplicate values can be made unique by appending the physical id of the peer where the value originates and a version number; this transformation is transparent to users). Peers inserting items into the system can retain ownership of their items. In this case, the items are stored in the private storage partition of the peer, and only pointers to the items are inserted into the system. In the rest of the paper we make no distinction between items and pointers to items. The queries we consider are range queries of the form [lb, ub], (lb, ub] , [lb, ub) or (lb, ub) where lb, ub ∈ K. Queries can be issued at any peer in the system.
To specify and reason about the correctness and availability guarantees, we use the notion of a history of operations [4, 25] . Definition 1 (History H): History H is a pair (O, ≤) where O is a set of operations and ≤ is a partial order defined on these operations.
Conceptually, the partial order ≤ defines a happened before relationship among operations. If op 1 , op 2 ∈ O are two different operations in history H, and op 1 ≤ op 2 , then intuitively, op 1 finished before op2 started, i.e., op1 happened before op2. If op1 and op2 are not related by the partial order, then op1 and op2 could have been executed in parallel.
To present our results we also need the notion of a truncated history which is a history that only contains operations that happened before a certain operation.
Definition 2 (Truncated History Ho): Given a history
H = (O H , ≤ H ) and an operation o ∈ O H , H o = (O H o , ≤ H o ) is a truncated history if O Ho = {o ∈ O H |o ≤ H o} and ∀o 1 , o 2 ∈ O Ho ( o 1 ≤ H o 2 ⇒ o 1 ≤ Ho o 2 ).
The P2P Indexing Framework From [7]
A P2P index needs to reliably support the following operations: search, item insertion, item deletion, peers joining, and peers leaving the system. We now briefly survey the modularized indexing framework from [7] , which is designed to capture most structured P2P indices. Figure 1 shows the components of the framework, and their APIs. The framework does not specify implementations for these components but only specifies functional requirements. Fault Tolerant Torus. The Fault Tolerant Torus connects the peers in the system on a torus, and provides reliable connectivity among these peers even in the face of peer failures. For the purposes of this paper, we focus on a Fault Tolerant Ring (a one-dimensional torus). On a ring, for a peer p, we can define the successor succ(p) (respectively, predecessor pred(p)) to be the peer adjacent to p in a clockwise (resp., counter-clockwise) traversal of the ring. Figure 2 shows an example of a Fault Tolerant Ring. If peer p1 fails, then the ring will reorganize such that succ(p 5 ) = p 2 , so the peers remain connected. In addition to maintaining successors, each peer p in the ring is associated with a value, p.val, from a totally ordered domain PV. This value determines the position of a peer in the ring, and it increases clockwise around the ring (wrapping around at the highest value). The values of the peers in Figure 2 are shown in parenthesis. The value of a peer is introduced only for ease of exposition and is not required in the formal definition of a ring. Figure 1 Figure 3 shows an example Data Store that maps some search key values to peers on the ring. For example, peer p4 is responsible for search key values 16 and 19. One of the main responsibilities of the Data Store is to ensure that the data distribution is uniform so that each peer stores about the same number of items. Different P2P indices have different implementations for the Data Store (e.g., based on hashing [32] , splitting, merging and/or redistributing [6, 12] ) for achieving this storage balance. As shown in Figure 1 , the Data Store provides API methods to insert items into and delete items from the system. It also provides the API method p.getLocalItems() to get the items stored locally in peer p's Data Store.
As with the API Ring History, we can define the API Data Store history using the operations associated with the Data Store API methods. Given routing messages to relevant peers in the P2P system. As shown in the API (see Figure 1) , the relevant peers are specified by a contentbased predicate on search key values, and not by the physical peer ids. This abstracts away the details of storage and index reorganization from higher level applications. P2P Index. The P2P Index is the index exposed to the end user. It supports search functionality by using the functionality of the Content Router, and supports item insertion and deletion by using the functionality of the Data Store. As with the API Ring History and API Data Store History, we can define the API Index History using the operations associated with the Index API methods.
An Example Instantiation
We now discuss the instantiation of the above framework using P-Ring [6] , an index structure designed for range queries in P2P systems. P-Ring uses the Fault Tolerant Ring of Chord and the Replication Manager of CFS, and only devises a new Data Store and a Content Router for handling data skew. While the full details of P-Ring are presented in [6] , we concentrate only on features of P-Ring that are common to many P2P range query index structures from the literature [5, 6, 12] : splitting, merging, and redistributing in order to balance the number of items at each peer. We would like to emphasize that while we use P-Ring as a running example to illustrate query correctness, concurrency, and availability issues in subsequent sections, our discussion also applies to other P2P range indices proposed in the literature. Fault Tolerant Ring. P-Ring uses the Chord Ring to maintain connectivity among peers [32] . The Chord Ring achieves faulttolerance by storing a list of successors at each peer, instead of storing just a single successor. Thus, even if the successor of a peer p fails, p can use its successor list to identify other peers to reconnect the ring and to maintain connectivity. Figure 4 shows an example Chord Ring in which successor lists are of length 2 (i.e., each peer p stores succ(p) and succ(succ(p)) in its successor list). The successor lists are shown in the boxes next to the associated peers. Chord also provides a way to maintain these successor lists in the presence of failures by periodically stabilizing a peer p with its first live successor in the successor list. P-Ring also uses Chord to maintain connectivity. Data Store. Ideally, we would like data items to be uniformly distributed among peers so that the storage load of each peer is about the same. Most existing P2P indices achieve this goal by hashing the search key value of an item, and assigning the item to a peer based on this hashed value. Such an assignment is, with high probability, very close to a uniform distribution of entries [28, 29, 32] . However, hashing destroys the value ordering among the search key values, and thus cannot be used to process range queries efficiently (for the same reason that hash indices cannot be used to handle range queries efficiently).
To solve this problem, range indices assign data items to peers directly based on their search key value (i.e., the map M is orderpreserving, in the simplest case it is the identity function). In this case, the ordering of peer values is the same as the ordering of search key values, and range queries can be answered by scanning along the ring. The problem is that now, even in a stable P2P system with no peers joining or leaving, some peers might become overloaded or underloaded due to skewed item insertions and/or deletions. There is a need for a way to dynamically reassign and maintain the ranges associated to the peers. Range indices achieve this goal by splitting, merging and redistributing for handling item overflows and underflows in peers. Let us give an example in the context of P-Ring. The P-Ring Data Store has two types of peers: live peers and free peers. Live peers can be part of the ring and store data items, while free peers are maintained separately in the system and do not store any data items. 1 The Data Store ensures that the number of items stored in each live peer is between sf and 2 · sf, where sf is some storage factor, in order to balance storage between peers.
Whenever the number of items in a peer p's Data Store becomes larger than 2 · sf (due to many insertions into p.range), it is said that an overflow occurred. In this case, p tries to split its assigned range (and implicitly its items) with a free peer, and to give a fraction of its items to the new peer. Whenever the number of entries in p's Data Store becomes smaller than sf (due to deletions from p.range), it is said that an underflow occurred. In this case, p tries to merge with its successor in the ring to obtain more entries. In this case, the successor either redistributes its items with p, or gives up its entire range to p and becomes a free peer.
As an illustration of a split, consider the Data Store shown in Figure 3 . Assume that sf is 1, so each peer can have 1 or 2 entries. Now, when an item i such that i.skv = 18 is inserted into the system, it will be stored in p4, leading to an overflow. Thus, p4.range will be split with a free peer, and p 4 's items will be redistributed accordingly. Figure 5 shows the Data Store after the split, where p4 split with the free peer p3, and p3 takes over part of the items p4 was originally responsible for (the successor pointers in the Chord Ring are also shown in the figure for completeness). As an illustration of merge, consider again Figure 5 and assume that item i with t.skv = 19 is deleted from the system. In this case, there is an underflow at p4, and p4 merges with its successor, p5 and takes over all of p5's items; p5 in turn becomes a free peer. Figure 6 shows the resulting system. Replication Manager. P-Ring uses CFS Replication which works as follows. Consider an item i stored in the Data Store at peer p. The Replication Manager replicates i to k successors of p. In this way, even if p fails, i can be recovered from one of the successors of p. Larger values of k offer better fault-tolerance but have additional overhead. Figure 7 shows a system in which items are replicated with a value of k = 1 (the replicated values are shown in the top most box next to the peer). Content Router. The P-Ring Content Router is based on idea of constructing a hierarchy of rings that can index skewed data distributions. The details of the content router are not relevant here.
GOALS
We now turn to the main focus of this paper: guaranteeing correctness and availability in P2P range indices. At a high level, our techniques enforce the following design goals.
• Query Correctness: A query issued to the index should return all and only those items in the index that satisfy the query predicate.
• System Availability: The availability of the index should not be reduced due to index maintenance operations (such as splits, merges, and redistributions).
• Item Availability: The availability of items in the index should not be reduced due to index maintenance operations (such as splits, merges, and redistributions). While the above requirements are simple and natural, it is surprisingly hard to satisfy them in a P2P system. Thus, one approach is to simply leave these issues to higher level applications -this is the approach taken by CFS [9] and PAST [30] , which are applications built on top of Chord [32] and Pastry [29] , respectively, two index structures designed for equality queries. The downside of this approach is that it becomes quite complicated for application developers because they have to understand the details of how lower layers are implemented, such as how ring stabilization is done. Further, this approach is also error-prone because complex concurrent interactions between the different layers (which we illustrate in Section 4) make it difficult to devise a system that produces consistent query results. Finally, even if application developers are willing to take responsibility for the above properties, there are no known techniques for ensuring the above requirements for P2P range indices.
In contrast, the approach we take is to cleanly encapsulate the concurrency and consistency aspects in the different layers of the system. Specifically, we embed consistency primitives in the Fault Tolerant Ring and the Data Store, and provide handles to these primitives for the higher layers. With this encapsulation, higher layers and applications can simply use these APIs without having to explicitly deal with low-level concurrency issues or knowing how lower layers are implemented, while still being guaranteed query consistency and availability for range queries.
Our proposed techniques differ from distributed database techniques [20] in terms of scale (hundreds to thousands of peers, as opposed to a few distributed database sites), failures (peers can fail at any time, which implies that blocking concurrency protocols cannot be used), and perhaps most importantly, dynamics (due to unpredictable peer insertions and deletions, the location of the items is not known a priori and can change during query processing).
In the subsequent two sections, we describe our solutions to query correctness and system and item availability.
QUERY CORRECTNESS
We focus on query consistency for range queries (note that equality queries are a special case of range queries). We first formally define what we mean by query correctness in the context of the indexing framework. We then illustrate scenarios where query correctness can be violated if we directly use existing techniques. Finally, we present our solutions to these problems. Detailed definitions and proofs for all theorems stated in this section can be found in [22] .
Defining Correct Query Results
Intuitively, a system returns a correct result for a query Q if and only if the result contains all and only those items in the system that satisfy the query predicate. Translating this intuition into a formal statement in a P2P system requires us to define which items are "in the system"; this is more complex than in a centralized system because peers can fail, can join, and items can move between peers during the duration of a query. We start by defining an index P as a set of peers P = {p 1 , . . . , p n }, where each peer is structured according to the framework described in Section 2.2. To capture what it means for an item to be in the system, we now introduce the notion of a live item. Definition 3 (Live Item): An item i is live in API Data Store History H, denoted by live
In other words, an item i is live in API Data Store History H iff the peer with the appropriate range contains i in its Data Store. Given the notion of a live item, we can define a correct query result as follows. We use satisf iesQ(i) to denote whether item i satisfies query Q's query predicate. Definition 4 (Correct Query Result): Given an API Data Store History H = (O H , ≤ H ), a set R of items is a correct query result for a query Q initiated with operation o s and successfully completed with operation o e iff the following two conditions hold:
The first condition states that only items that satisfy the query predicate and which were live at some time during the query evaluation should be in the query result. The second condition states that all items that satisfy the query predicate and which were live throughout the query execution must be in the query result.
Incorrect Query Results: Scenarios
Existing index structures for range queries evaluate a range query in two steps: (a) finding the peer responsible for left end of the query range, and (b) scanning along the ring to retrieve the items in the range. The first step is achieved using an appropriate Content Router, such as SkipGraphs [2] or the P-Ring [6] Content Router, and the related concurrency issues have been described and solved elsewhere in the literature [2, 6] . We thus focus on the second step (scanning along the ring) and show how existing techniques can produce incorrect results.
Scanning along the ring can produce incorrect query results due to two reasons. First, the ring itself can be temporarily inconsistent, thereby skipping over some live items. Second, even if the ring is consistent, concurrency issues in the Data Store can sometimes result in incorrect results. We now illustrate both of these cases using examples.
Inconsistent Ring
Consider the Ring and Data Store shown in Figure 5 . Assume that item i with M(i.skv) = 6 is inserted into the system. Since p1.range = (5, 10], i will be stored in p1's Data Store. Now assume that p1's Data Store overflows due to this insertion, and hence p1 splits with a new peer p and transfers some of its items to p. The new state of the Ring and Data Store is shown in Figure 8 . At this point, p.range = (5, 6] and p 1 .range = (6, 10] . Also, while p 5 's successor list is updated to reflect the presence of p, the successor list of p4 is not yet updated because the Chord ring stabilization proceeds in rounds, and p4 will only find out about p when it next stabilizes with its successor (p 5 ) in the ring. Now assume that p 5 fails. Due to the Replication Manager, p takes over the range (20, 6 ] and adds the data item i such that M(i.skv) = 25 into its Data Store. The state of the system at this time is now shown in Figure 9 . Now assume that a search Q originates at p 4 for the range (20, 9] . Since p 4 .val is the lower bound of the query range, p 4 tries to forward the message to the first peer in its successor list (p 5 ), and on detecting that it has failed, forwards it to the next peer in its successor list (p1). p1 returns the items in the range (6, 10] , but the items in the range (20, 6] are missed! (Even though all items in this range are live -they are in p's Data Store.) This problem arises because the successor pointers for p 4 are temporarily inconsistent during the insertion of p (they point to p1 instead of p). Eventually, of course, the ring will stabilize and p 4 will point to p as its successor, but before this ring stabilization, query results can be missed.
At this point, the reader might be wondering whether a simple "fix" might address the above problem. Specifically, what if p1 simply rejects the search request from p4 (since p4 is not p1's predecessor) until the ring stabilizes? The problem with this approach is that p 1 does not know whether p has also failed, in which case p 4 is indeed p 1 's predecessor, and it should accept the message. Again, the basic problem is that a peer does not have precise information about other peers in the system (due to the dynamics of the P2P system), and hence potential inconsistencies can occur. We note that the scenario outlined in Figure 9 is just one example of inconsistencies that can occur in the ring -rings with longer successor lists can have other, more subtle, inconsistencies (for instance, when p is not the direct predecessor of p 1 ).
Concurrency in the Data Store
We now show how concurrency issues in the Data Store can produce incorrect query results, even if the ring is fully consistent. We illustrate the problem in the context of a Data Store redistribute operation; similar problems arise for Data Store splits and merges.
Consider again the system in Figure 5 and assume that a query Q with query range (10, 18 ] is issued at p2. Since the lower bound of p2.range is the same as the lower bound of the query range, the sequential scan for the query range starts at p 2 . The sequential scan operation first gets the data items in p 2 's Data Store, and then gets the successor of p2 in the ring, which is p3. Now assume that the item i with M(i.skv) = 11 is deleted from the index. This causes p 2 to become underfull (since it has no items left in its Data Store), and it hence redistributes with its successor p 3 . After the redistribution, p 2 becomes responsible for the item i 1 with M(i1.skv) = 16, and p3 is no longer responsible for this item. The current state of the index is shown in Figure 10 . Now assume that the sequential scan of the query resumes, and the scan operation propagates the scan to p 3 (the successor of p 2 ). However, the scan operation will miss item i 1 with M(i 1 .skv) = 16, even though i1 satisfies the query range and was live throughout the execution of the query! This problem arises because of the concurrency issues in the Data Store -the range that p 2 's Data Store was responsible for changed while p 2 was processing a query. Consequently, some query results were missed. 
Ensuring Correct Query Results
We now present solutions that avoid the above scenarios and provably guarantee that the sequential scan along the ring for range queries will produce correct query results. The attractive feature of our solution is that these enhancements are confined to the Ring and Data Store components of the architecture, and higher layers (both applications on top of the P2P system and other components of the P2P system itself) can be guaranteed correctness by accessing the components through the appropriate API. We first present a solution that addresses ring inconsistency, and then present a solution that addresses Data Store concurrency issues.
Handling Ring Inconsistency
As illustrated in Section 4.2.1, query results can be incorrect if a peer's successor list pointers are temporarily inconsistent (we shall formally define the notion of consistency soon). Perhaps the simplest way to solve this problem is to explicitly avoid this inconsistency by atomically updating the successor pointers of every relevant peer during each peer insertion. For instance, in the example in Section 4.2.1, we could have avoided the inconsistency if p5's and p4's successor pointers had been atomically updated during p's insertion. Unfortunately, this is not a viable solution in a P2P system because there is no easy way to determine the peers whose successor lists will be affected by an insertion since other peers can concurrently enter, leave or fail, and any cached information can become outdated.
To address this problem, we introduce a new method for implementing insertSucc (Figure 1 ) that ensures that successor pointers are always consistent even in the face of concurrent peer insertions and failures (peer deletions are considered in the next section). Our technique works asynchronously and does not require any up-to-date cached information or global co-ordination among peers. The main idea is as follows. Each peer in the ring can be in one of two states: JOINING or JOINED. When a peer is initially inserted into the system, it is in the JOINING state. Pointers to peers in the JOINING state need not be consistent. However, each JOINING peer transitions to the JOINED state in some bounded time. We ensure that the successor pointers to/from JOINED peers are always consistent. The intuition behind our solution is that a peer p remains in the JOINING state until all relevant peers know about p -it then transitions to the JOINED state. Higher layers, such as the Data Store, only store items in peers in the JOINED state, and hence avoid inconsistencies.
We now formally define the notion of consistent successor pointers. We then present our distributed, asynchronous algorithm for insertSucc that satisfies this property for JOINED peers.
Defining Consistent Successor Pointers
We first introduce some notation. Let H be a given API Ring History. This history induces a ring, denoted by RH. Let 
The above definition says that there are no peers in the ring between consecutive entries of p.trimList i.e. p cannot have "missing" pointers to peers in the set P H . In our example in Figure 8 , the successor pointers are not consistent with respect to the set of all peers in the system because p4 has a pointer to p5 but not to p.
Proposed Algorithm
We first present the intuition behind our insert algorithm. Assume that a peer p is to be inserted as the successor of a peer p. Initially, p will be in the JOINING state. Eventually, we want p to transition to the JOINED state, without violating the consistency of successor pointers. According to the definition of consistent successor pointers, the only way in which converting p from the JOINING state to the JOINED state can violate consistency is if there exist JOINED peers px and py such that: px.
In other words, p x has pointers to p and py but not to p whose value occurs between p.val and py.val.
Our algorithm avoids this case by ensuring that at the time p changes from the JOINING state to the JOINED state, if p x has pointers to p and p y (where p y 's pointer occurs after p's pointer), then it also has a pointer to p . It ensures this property by propagating the pointer to p to all of p's predecessors until it reaches the predecessor whose last pointer in the successor list is p (which thus does not have a p y that can violate the condition). At this point, it transitions p from the JOINING to the JOINED state. Propagation of p pointer is piggybacked on the Chord ring stabilization protocol, and hence does not introduce new messages. Algorithms 1 and 2 show the pseudocode for the insertSucc method and the modified ring stabilization protocol, respectively. In the algorithms, we assume that in addition to succList, each peer has a list called stateList which stores the state (JOINING or JOINED) of the corresponding peer in succList. We walk through the algorithms using an example.
Consider again the example in Figure 5 , where p is to be added as a successor of p 5 . The insertSucc method is invoked on p 5 with a pointer to p as the parameter. The method first acquires a write lock on succList and stateList, inserts p as the first pointer in p5.succList (thereby increasing its length by one), and inserts a corresponding new entry into p 5 .stateList with value JOINING (lines 2 − 4 in Algorithm 1). The method then releases the locks on succList and stateList (line 5) and blocks waiting for an acknowledgment from some predecessor peer indicating that it is safe to transition p from the JOINING state to the JOINED state (line 7). The current state of the system is shown in Figure 11 (JOINING list entries are marked with a "*"). Now assume that a ring stabilization occurs at p4. p4 will first acquire a read lock on its succList and stateList, contact the first non-failed entry in its successor list, p 5 , to get p 5 's succList and stateList (lines 2 − 3 in Algorithm 2). p 4 then acquires a write lock on its succList and stateList, and copies over the succList and stateList it obtained from p5 (lines 4 − 5). p4 then inserts p5 as the first entry in succList (increasing its length by 1) and also inserts the corresponding state in stateList (the state will always be JOINED because JOINING nodes do not respond to ring stabilization requests). p 4 then removes the last entries in succList and stateList (lines 6 − 8) to ensure that its lists are of the same length as p5's lists. The current state of the system is shown in Figure 12 . Figure 14 . Naive merge leads to reduced reliability p 4 then checks whether the state of the last entry is JOINING; in this case it simply deletes the entry (lines 11 − 12) because it is far enough from the JOINING node that it does not need to know about it (although this case does not arise in our current scenario for p 4 ). p 4 then checks if the state of the penultimate peer (p) is JOINING -since this is the case in our scenario, p4 sends a acknowledgment to the peer preceding the penultimate peer in the successor list (p 5 ) indicating that p can be transitioned from JOINING to JOINED since all relevant predecessors know about p (lines 13 − 14). p 4 then releases the locks on its lists (line 16).
The insertSucc method of p5, on receiving a message from p4, first send a message to p indicating that it is now in the JOINED state (line 10). p 5 then changes the state of its first list entry (p) to JOINED and removes the last entries from its lists in order to shorten them to the regular length (lines 11 − 12). The final state after p is inserted into the ring and multiple ring stabilizations have occurred is shown in Figure 13 .
One optimization we implement for the above method is to proactively contact the predecessor in the ring whenever insertSucc is in progress, to trigger ring stabilization. This expedites the operation since it is no longer limited by the frequency of the ring stabilization process.
We can define a PEPPER Ring History to capture our implementation of the ring API, including the operations in Algorithms 1 and 2. We can prove the following theorem. Theorem 1 (Consistent Successor Pointers): Given a PEPPER Ring History PH, the ring RPH induced by PH has consistent successor pointers.
Handling Data Store Concurrency
Recall from the discussion in Section 4.2.2 that even if the ring is fully consistent, query results can be missed due to concurrency issues at the Data Store. Essentially, the problem is that the range of a peer can change while a query is in progress, causing the query to miss some results. How do we shield the higher layers from the concurrency details of the Data Store while still ensuring correct query results?
Our solution to this problem is as follows. We introduce a new API method for the Data Store called scanRange. This method has the following signature: scanRange(lb, ub, handlerId, param), where (1) lb is the lower bound of the range to be scanned, (2) ub is the upper bound of the range to be scanned, (3) handlerId is the id of the handler to be invoked on every peer p such that p.range intersects [lb, ub] (i.e., p's range intersects the scan range), and (4) param is the parameter to be passed to the handlers. The scanRange method should be invoked on the Data Store of the peer p 1 such that lb ∈ p 1 .range (i.e., the first peer whose range intersects the scan range). The start and end operations associated with scanRange are initScanRangei(p1, lb, ub) and doneScanRangei(pn, lb, ub) for some i ∈ N . The index i is used to distinguish multiple invocations of the API method with the same signature. The scanRange method causes the appropriate handler to be invoked on every peer p such that p.range intersects [lb, ub] . scanRangei(p, p1, r) is the operation in the API Data Store History that is associated with the invocation of the appropriate handler at peer p. Here, r is the subset of p.range that intersects with [lb, ub] .
scanRange handles all the concurrency issues associated with the Data Store. Consequently, higher layers do not have to worry about changes to the Data Store while a scan is in progress. Further, since scanRange allows applications to register their own handlers, higher layers can customize the scan to their needs (we shall soon show how we can collect range query results by registering appropriate handlers).
We now introduce some notation before we define the notion of scanRange correctness. We use scanOps(i) to denote the set of scanRange i (p, p 1 , r) operations associated with the i th invocation of scanRange. We use rangeSet(i) = {r|∃p1, p2 scanRangei(p1, p2, r) ∈ scanOps(i)} to denote the set of ranges reached by scanRange. We use r 1 1 r 2 to denote that range r 1 overlaps with range r 2 and we use r 1 ∪ r 2 to denote the union of range r 1 with range r 2 .
We can define scanRange correctness as follows: Definition 6 (scanRange Correctness): An API Data Store History H = (O H , ≤ H ) is said to satisfy scanRange correctness iff ∀i ∈ N ∀lb, ub ∀p 1 
Condition 1 states that the initiate operation for scanRange should occur before the completion operation. Condition 2 states that range r used to invoke the handler at peer p is a subset of p's range. Condition 3 states that ranges r l and rm used to invoke the handlers at distinct peers p l and p m , respectively, are nonoverlapping. Finally, condition 4 states that the union of all ranges used to invoke the handlers is [lb, ub].
Implementing scanRange
We present now our implementation for the scanRange API method. Algorithm 3 shows the pseudocode for the scanRange method executed at a peer p. The method first acquires a read lock on the Data Store range (to prevent it from changing) and then checks to make sure that lb ∈ p.range, i.e., p is the first peer in the range to be scanned (lines 1-2) . If the check fails, scanRange is aborted (lines 3-4) . If the check succeeds, then the helper method processHandler is invoked. (lines 1-3) , and then checks to see whether the scan has to be propagated to p's successor (line 4). If so, it invokes the processScan method on p's successor.
Algorithm 5 shows the code that executes when psucc.processScan is invoked by p.processHandler. processScan asynchronously invokes the processHandler method on p succ , and returns. Consequently, p holds on to a lock on its range only until p succ locks its range; once p succ locks its range, p can release its lock, thereby allowing for more concurrency. Note that p can later split, merge, or redistribute, but this will not produce incorrect query results since the scan has already finished scanning the items in p.
We now illustrate the working of these algorithms using an example. Assume that scanRange(10, 18, h1, param1) is invoked in p 2 in Figure 5 . p 2 locks its range in scanRange (to prevent p 2 's range from changing), invokes the handler corresponding to h 1 in processHandler, and then invokes processScan on p3. p3 locks its range in processScan, asynchronously invokes processHandler and returns. Since p3.processScan returns, p 2 can now release its lock and participate in splits, merges, or redistributions. However, p 3 holds onto a lock on its range until p 3 handler is finished executing. Thus, the algorithms ensure that a peer's range does not change during a scan, but releases locks as soon as the scan is propagated to the peer's successor, for maximum concurrency.
We can define a PEPPER Data Store History to capture our implementation of the Data Store API augmented with the new operation scanRange . We can prove the following correctness theorem. Theorem 2 (scanRange Correctness): Any PEPPER Data Store History satisfies the scanRange correctness property.
Using the scanRange method, we can easily ensure correct results for range queries by registering the appropriate handler. Algorithm 6 shows the algorithm for evaluating range queries. lb and ub represent the lower and upper bounds of the range to be scanned, and pid represents the id of the peer to which the final result is to be sent. As shown, the algorithm simply invokes the scanRange method with parameters lb, ub, the id of the range query handler, and a parameter for that handler. The id of the peer pid that the result should be sent to is passed as a parameter to the range query handler. The range query handler (Algorithm 7) invoked with range r at a peer p works as follows. It first gets the items in p's Data Store that are in range r and hence satisfy the query result (lines 1-2). Then, it sends the items and the range r to the peer pid (line 3). Using the above implementation of a range query, the inconsistency described in Section 4.2.2 cannot occur because p2's range cannot change (and hence redistribution cannot happen) when the search is still active in p 2 . We can prove the following correctness 
SYSTEM AND ITEM AVAILABILITY
We now address system availability and item availability issues. Intuitively, ensuring system availability means that the availability of the index should not be reduced due to routine index maintenance operations, such as splits, merges, and redistributions. Similarly, ensuring item availability means that the availability of items should not be reduced due to maintenance operations. Our discussion of these two issues is necessarily brief due to space constraints, and we only illustrate the main aspects and sketch our solutions.
System Availability
An index is said to be available if its Fault Tolerant Ring is connected. The rationale for this definition is that an index can be operational (by scanning along the ring) so long as its peers are connected. The Chord Fault Tolerant Ring provides strong availability guarantees when the only operations on the ring are peer insertions (splits) and failures [32] . These availability guarantees also carry over to our variant of the Fault Tolerant Ring with the new implementation of insertSucc described earlier because it is a stronger version of the Chord's corresponding primitive (it satisfies all the properties required for the Chord proofs). Thus, the only index maintenance operation that can reduce the availability of the system is the merge operation in the Data Store, which translates to the leave operation in the Fault Tolerant Ring. Note that the redistribute operation in the Data Store does not affect the ring connectivity.
We show that a naive implementation of leave, which is simply removing the merged peer from the ring, reduces system availability. We then sketch an alternative implementation for the leave that provably does not reduce system reliability. Using this new implementation, the Data Store can perform a merge operation without knowing the details of the ring stabilization, while being guaranteed that system availability is not compromised. Naive leave Reduces System Availability: Consider the system in Figure 13 in which the length of the successor list of each peer is 2. Without a leave primitive, this system can tolerate one failure per peer stabilization round without disconnecting the ring (since at most one of a peer's two successor pointers can become invalid before the stabilization round). We now show that in the presence of the naive leave, a single failure can disconnect the ring. Thus, leave reduces the availability of the system. Assume that leave is invoked on p, and p immediately leaves the ring. Now assume that p 1 fails (this is the single failure). The current state of the system is shown in Figure 14 , and as we can see, the ring is disconnected since none of p5's successor pointers point to peers in the ring. Solution Sketch: The reason the naive implementation of leave reduced availability is that pointers to the peer p leaving the ring become invalid. Hence, the successor lists of the peers pointing to p effectively decreases by one, thereby reducing availability. To avoid this problem, our solution is to increase the successor list lengths of all peers pointing to p by one. In this way, when p leaves, the availability of the system is not compromised. As in the insertSucc case, we piggyback the lengthening of the successor lists on the ring stabilization protocol. This is illustrated in the following example. Consider Figure 13 in which leave is invoked on p. During the next ring stabilization, the predecessor of p, which is p 5 , increases its successor list length by 1. The state of the system is shown in Figure 15 . During the next ring stabilization, the predecessor of p5, which is p4, increases its successor list length by 1. Since p4 is the last predecessor that knows about p, p 4 sends a message to p indicating that it is safe to leave the ring. The state of the system at this point is shown in Figure 16 . It is easy to see that if p leaves the ring at this point, a single failure cannot disconnect the ring, as in was the case in the previous example. We can formally prove that the new algorithm for leave does not reduce the availability of the system.
Item Availability
We first formalize the notion of item availability in a P2P index. We represent the successful insertion of an item i at peer p with operation insertItem(i, p) and deletion of an item i at peer p with operation deleteItem(i , p ). Definition 7 (Item Availability): Given an API Index History H, an index P is said to preserve item availability iff
In other words, if item i has been inserted but not deleted wrt to API Index history H then i is a live item.
The CFS Replication Manager, implemented on top of the Chord Ring provides strong guarantees [9] on item availability when the only operations on the ring are peer insertions and failures, and these carry over to our system too. Thus, the only operation that could compromise item availability is the leave operation invoked on a merge. We now show that using the original CFS Replication Manager in the presence of merges does compromise item availability. We then describe a modification to the CFS Replication Manager and its interaction with the Data Store that ensures the original guarantees on item availability. Scenario that Reduces Item Availability: Consider the system in Figure 7 . The top box associated with each peer represents the items replicated at that peer (CFS replicates items along the ring).
In this example, each item is replicated to one successor along the ring; hence, the system can tolerate one failure between replica refreshes. We now show how, in the presence of Data Store merges, a single failure can compromise item availability. Assume that peer p 1 wishes to merge with p 2 in Figure 7 . p 1 thus performs an leave operation, and once it is successful, it transfers its Data Store items to p2 and leaves the system. The state of the system at this time is shown in Figure 17 . If p 5 fails at this time (this is the single failure), the item i such that M(i.skv) = 25 is lost. Solution Sketch: The reason item availability was compromised in the above example is because when p 1 left the system, the replicas it stored were lost, thereby reducing the number of replicas for certain items in the system. Our solution is to replicate the items stored in the merging peer p's Replication Manager for one additional hop before p leaves the system. This is illustrated in Figure 18 , where before p 1 merges with p 2 , it creates one more replica for items in its Data Store and Replication Manager, at one additional peer. When p1 finally merges with p2 and leaves the system, the number of replicas is not reduced, thereby preserving item availability. We can prove that the above scheme preserves item availability even in the presence of concurrent splits, merges, and redistributions.
EXPERIMENTAL EVALUATION
We had two main goals in our experimental evaluation:
(1) to demonstrate the feasibility of our proposed query correctness and availability algorithms in a dynamic P2P system, and (2) to measure the overhead of our proposed techniques. Towards this goal, we implemented the P-Ring index, along with our proposed correctness and availability algorithms, in a real distributed environment with concurrently running peers. We used this implementation to measure the overhead of each of our proposed techniques as compared to the naive approach, which does not guarantee correctness or availability.
Experimental Setup
We implemented the P-Ring index as an instantiation of the indexing framework (Section 2.3). The code was written in C++ and all experiments were run on a cluster of workstations, each of which had 1GHz processor, 1GB of main memory and at least 15GB of disk space. All experiments were performed with 30 peers running concurrently on 10 machines (with 3 peers per machine). The machines were connected by a local area network.
We used the following default parameter values for our experiments. The length of the Chord Fault-Tolerant Ring successor list was 4 (which means that the ring can tolerate up to 3 failures without being disconnected if the ring is fully consistent). The ring stabilization period was 4 seconds. We set the storage factor of the P-Ring Data Store to be 5, which means that it can hold between 5 and 10 data items. The replication factor in the Replication Manager is 6, which means that each item is replicated 6 times. We vary these parameters too in some of the experiments.
We ran experiments in two modes of the system. The first mode was the fail-free mode, where there were no peers failures (although peers are still dynamically added and splits, merges, and redistributes occur in this state). The second was the failure mode, where we introduced peer failures by killing peers. For both modes, we added peers at a rate of one peer every 3 seconds, and data items were added at the rate of 2 items per second. We also vary the rate of peer failures in the failure mode.
Implemented Approaches
We implemented and evaluated all four techniques proposed in this paper. Specifically, we evaluate (1) the insertSucc operation that guarantees ring consistency, (2) the scanRange operation that guarantees correct query results, (3) the leave operation that guarantees system availability, and (4) the replication to additional hop operation that guarantees item availability. For scanRange, we implemented a synchronous version where the processHandler is invoked synchronously at each peer (see Algorithm 5) .
One of our goals was to show that the proposed techniques actually work in a real distributed dynamic P2P system. The other goal was to compare each solution with a naive approach (that does not provide correctness or availability guarantees). Specifically, for the insertSucc operation, we compare it with the naive insertSucc, where the joining peer simply contacts its successor and becomes part of the ring. For the scanRange operation, we compare it with the naive range query method whereby the application explicitly scans the ring without using the scanRange primitive. For the leave operation, we compare with the naive approach where the peer simply leaves the system without notifying other peers. Finally, for the replication to additional hop operation, we compare with the naive approach without additional replication.
Experimental Results
We now present our experimental results. We first present results in the fail-free mode, and then present results in the failure mode.
Evaluating insertSucc
In this section we quantify the overhead of our insertSucc when compared to the naive insertSucc. The performance metric used is the time to complete the operation; this time is averaged over all such operations in the system during the run of the experiment.
We vary two parameters that affect the performance of the operations. The first parameter is the length of the ring successor list. The longer the list, the farther insertSucc has to propagate information before it can complete. The second is the ring stabilization period. The longer the stabilization period, the slower information about joining peers propagates due to stabilization. Figure 19 shows the effect of varying the ring successor list length. There are several aspects to note about this figure. First, the time for our insertSucc increases linearly with the successor list length, while the time for the naive insertSucc remains constant. This is to be expected because the naive insertSucc only contacts the successor, while our insertSucc propagates information to as many predecessors as the length of the successor list. Second, perhaps surprisingly, the rate of increase of the time for our insertSucc operation is very small; this can be attributed to the optimization discussed in Section 4.3.1, where we proactively contact predecessors instead of only relying on the stabilization. Finally, an encouraging result is that the cost of our insertSucc is of the same ball park as that of the naive insertSucc; this means that users do not pay too high a price for consistency. Figure 20 shows the result of varying the ring stabilization frequency. The results are similar to varying the successor list length. Varying the ring stabilization period also has less of an effect on our insertSucc because of our optimization of proactively contacting predecessors.
Evaluating scanRange
In this section, we investigate the overhead of using scanRange when compared to the naive approach of the application scanning the range by itself. Since the number of messages needed to complete the operation is the same for both approaches, we used the elapsed time to complete the range search as the relevant performance metric. We varied the size of the range to investigate its effect on performance, and averaged the elapsed time over all the searches requiring the same number of hops along the ring. Each peer generates searches for ranges of different sizes, and we measured the time needed to process the range search, once the first peer with items in the search range was found. This allows us to isolate the effects of scanning along the ring. Figure 21 shows the performance results. As shown, there is practically no overhead to using scanRange as compared with the application level search; again, this indicates that the price of consistency is low. To our surprise, the time needed to complete the range search, for either approach, does not increase significantly with the increased number of hops. On further investigation, we determined that this was due to our experiments running on a cluster in the local area network. In a wide area network, we expect the time to complete a range search to increase significantly with the number of hops.
Evaluating leave and Replicate to additional hop
In this section, we investigate the overhead of the proposed leave and replicate to additional hop operations as compared to the naive approach of simply leaving the ring without contacting any peer. For this experiment, we start with a system of 30 peers and delete items from the system that cause peers to merge and leave the ring. We measure the time elapsed for three operations: (1) the leave operation in the ring, and (2) the merge operation in the Data Store (which includes the time for replicate to additional hop), and (3) the naive leave. Figure 22 shows the variation of the three times with successor list length. Note the log scale on y-axis. We observe that the leave and merge operations take approximately 100 msec, and do not constitute a big overhead. The naive version takes only 1 msec since it simply leaves the system.
Evaluation in Failure Mode
We have so far studied the overhead of our proposed techniques in a system without failures. We now look at how our system behaves in a system with failures. In particular, we measure the variation of the average time taken for an insertSucc operation with the failure rate of peers. The system setting is as follows: We insert one peer every three seconds into the system, and we insert two items every second. We use the default successor list length (4) and default ring stabilization period (4 sec). Figure 23 shows the variation of average time taken for a insertSucc operation with the peer failure rate. We observe that even in the case when the failure rate is as high as 1 in every 10 seconds, the time taken for insertSucc is not prohibitive (about 1.2 seconds compared to 0.2 seconds in a stable system).
RELATED WORK
There has been a flurry of recent activity on developing indices for structured P2P systems. Some of these indices can efficiently support equality queries (e.g., [28, 32, 29] ), while others can support both equality and range queries (e.g., [1, 2, 5, 6, 10, 12, 14, 15, 31] . This paper addresses query correctness and availability issues for such indices, which have not been previously addressed for range queries. Besides structured P2P indices, there are unstructured P2P indices such as [8, 13] . Unstructured indices are robust to failures, but do not provide guarantees on query correctness and item availability. Since one of our main goals was to study correct-ness and availability issues, we focus on structured P2P indices.
There is a rich body of work on developing distributed index structures for databases (e.g., [18, 19, 21, 23, 24] . However, most of these techniques maintain consistency among the distributed replicas by using a primary copy, which creates both scalability and availability problems when dealing with thousands of peers. Some index structures, however, do maintain replicas lazily (e.g., [19, 21, 24] ). However, these schemes are not designed to work in the presence of peer failures, dynamic item replication and reorganization, which makes them inadequate in a P2P setting. In contrast, our techniques are designed to handle peer failures while still providing correctness and availability guarantees.
Besides indexing, there is also some recent work on other data management issues in P2P systems such as complex queries [11, 16, 26, 27, 33, 34] . A correctness condition for processing aggregate queries in a dynamic network was proposed in [3] . An interesting direction for future work is to extend our techniques for query correctness and system availability to work for other complex queries such as keyword searches and joins.
CONCLUSION
We have introduced the first set of techniques that provably guarantee query correctness and system and item availability for range index structures in P2P systems. Our techniques provide provable guarantees, and they allow applications to abstract away all possible concurrency and availability issues. We have implemented our techniques in a real distributed P2P system, and quantified their performance.
As a next step, we would like to extend our approach to handle more complex queries such as joins and keyword searches.
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