Abstract. We summarize in these notes the course given at the Summer School of AIP 2019 held in Grenoble from July 1st to July 5th. This course was mainly devoted to the determination of the unbounded potential in a Schrödinger equation from the associated Dirichlet-to-Neumann map (abbreviated to DN map in this text). We establish a stability inequality for potentials belonging to L n , where n ≥ 3 is the dimension of the space. Next, we prove a uniqueness result for potentials in L n/2 , n ≥ 3, and apply this uniqueness result to demonstrate a Borg-Levinson type theorem.
The constant c Ω will always denote a generic constant only depending on n and Ω and all the Banach spaces we consider are complex.
We define n = 2n n + 2
, n = 2n n − 2 and we observe that 1 < n < 2 < n. The duality pairing between a Banach space and its dual is denoted by the symbol ·, · . Let (X, dµ) = (Ω, dx) or (X, dµ) = (Γ, dS(x)), dx is the Lebesgue measure on R n and dS(x) is the measure induced by the Lebesgue measure on Γ.
It is well known that, according to Poincaré's inequality, u → ∇u L 2 (Ω) is a norm on H denotes indifferently one these two equivalent norms.
Trace theorem.
We recall that H 1 (Ω) is continuously embedded in L n (Ω):
We denote the norm of this embedding by e Ω . Lemma 1.1. Let V ∈ L n/2 (Ω) and denote by b V the sesquilinear form defined by
Then b is bounded with
Moreover, for any u ∈ H 1 (Ω), ℓ V (u) :
Proof. Let u, v ∈ H
1 (Ω). We get by applying Cauchy-Schwarz's inequality
L 1 (Ω) . As n/2 is the conjugate exponent of n/2, we obtain from Hölder's inequality, with w = u or w = v,
w H 1 (Ω) .
Then (1.4) with w = u and then with w = v in (1.3) gives (1.1).
For u ∈ H 1 (Ω), (1.1) yields
(Ω), from which we deduce that ℓ V (u) ∈ H −1 (Ω) and that (1.2) holds.
The following trace theorem is due to Gagliardo (see for instance [6 According to this theorem, for any f ∈ H 1/2 (Γ), there exists E f ∈ H 1 (Ω) so that γ 0 E f = f and
.
We define on H 1/2 (Γ) the quotient norm
In light of (1.5), this quotient norm is equivalent to the initial norm on H 1/2 (Γ). Henceforward for convenience we will not distinguish these two norms and we use the notation f H 1/2 (Γ) for both.
We set, for V ∈ L n/2 (Ω), S V = {u ∈ H 1 (Ω); (−∆u + V )u = 0 in Ω}.
where
We obtain by passing to the limit, when k → +∞,
This shows that γ 1 u is well defined.
In light of (1.1), we get
But F ∈ H 1 (Ω) is arbitrary so that γ 0 F = f . Whence
from which we deduce readily that γ 1 u ∈ H −1/2 (Γ) and (1.6) holds.
We recall that C 1,1 (Ω) denotes the space of functions from C 1 (Ω) having their partial derivatives of first order in C 0,1 (Ω). When u ∈ S V ∩ C 1,1 (Ω) then one can check, with the help of Green's formula, that γ 1 u = ∂ ν u, where ∂ ν denotes the derivative along the unit normal vector field ν pointing outward Ω. Therefore, γ 1 can be seen as an extension of ∂ ν for functions from S V .
(Ω). The lemma then follows by using the density of
This lemma allows us to consider ∆F , F ∈ H 1 (Ω), as an element of H −1 (Ω).
An immediate consequence of Lemma 1.1 is that a is bounded with
Let p Ω be the smallest constant so that
The bounded operator A V :
(Ω) is then self-adjoint (with respect to the pivot space L 2 (Ω)) and coercive. Whence, according to [7, Theorem 2.37 , page 49], the spectrum of A V , σ(A V ), consists in a sequence
is usually called the resolvent set of the operator A V . We define then
Finally, we note that we have the following Weyl's asymptotic formula (see [8, 
We denote for convenience the subset of real valued potentials
Non homogenous BVPs and the
(Ω) then we have
and hence
The uniqueness of solutions of the BVP (1.8) follows from the fact that A V is invertible.
From inequalities (1.6) and (1.9) we have Λ V ∈ B H 1/2 (Γ), H −1/2 (Γ) and
The following integral identity will be useful in the sequel.
Equivalently, we havê
This inequality in (1.12) gives
We end up getting the expected identity by noting that
Even if it is not always necessary, we assume in the rest of this text that Ω is of class C 1,1 .
1.5. DN map for transposition solutions. We recall that the space H ∆ (Ω) is defined by
This space, equipped with its natural norm
is a Banach space. For this space we have the following trace theorem
Moreover, where V ∈ L ∞ (Ω, R), the following generalized Green's formula holds
The existence of transposition solutions is guaranteed by the following theorem. 
Furthermore,
In light of the trace theorem in Lemma 1.5, we have γ 1 u V (f ) ∈ H −3/2 (Γ) and
Therefore, the operator
is bounded with
It is worth observing that Λ V − ΛṼ is a smoothing operator. Indeed, for
The usual H 2 regularity yields u ∈ H 2 (Ω). Furthermore, we have the estimate
the constants C 0 and C 1 depend only on Ω, M and V . This estimate shows that Λ V − ΛṼ defines a bounded operator from
Uniqueness result for bounded potentials
In this section we discuss the uniqueness result in the case of bounded potentials. The objective is on one hand to understand the main steps to establish this uniqueness result using CGO solutions. On the other hand, the analysis we used for bounded potentials case will serve to explain what modifications are necessary to tackle the case of unbounded potentials.
Fix ξ ∈ S n , V ∈ L ∞ (Ω) and, for h > 0, consider the operator
Elementary computations show that P h has the form
The following Carleman inequality will be used to construct CGO solutions. 
Proof. Denote by
. Making integrations by parts, we can show that
. On the other hand, from the proof of the usual Poincaré's inequality, we have
and then
The expected inequality then follows by observing that the second term in the right hand side can be absorbed by the left hand side, provided that h is sufficiently small. 
Pick f ∈ L 2 (Ω) and define on H the linear form
(Ω). According to Lemma 2.1, ℓ is well defined and bounded with
Finally, we note that (2.7) is obtained by combining (2.5) and (2.6).
satisfying ξ⊥ζ and 0 < h ≤ h 0 , the equation
Proof. Simple computations show that v should verify
Then v = e ix·ζ/h w possesses the required properties.
We introduce the notation
and we observe that
) and w =û −ũ. Taking into account thatũ = uṼ , we obtain as in Subsection 1.5 that w ∈ H 2 (Ω). We then apply the generalized Green's formula in Lemma 1.5, to u ∈ S V and v = w. We get
where we used γ 1 w = (Λ V − ΛṼ )(γ 0ũ ).
We now prove the following uniqueness result.
Let k,k ∈ R n \ {0} and ξ ∈ S n−1 so that k⊥k, k⊥ξ andk⊥ξ. We assume that |k| = ρ is sufficiently large in such a way that 1
where h 0 is as in the preceding theorem. Let then
Clearly, ζ,ζ ∈ S n−1 , ζ⊥ξ,ζ⊥ξ and ζ +ζ = hk. According to Theorem 2.2, we can take u ∈ S V in (2.8) of the form
Similarly, we can chooseũ ∈ SṼ in (2.8) of the form
This particular choice of u andũ in (2.8) giveŝ
Inequalities (2.9) and (2.10) then yield (2.11)
where the constant C is independent of ρ.
Passing to the limit in (2.11), when ρ goes to ∞, we find
and hence V =Ṽ .
If we want to deal with the case of unbounded potentials then the main difficulty lies on the fact that S V is no longer a subspace of H ∆ (Ω). To overcome this difficulty, we need to construct H 1 -CGO solutions (think to the Sobolev embedding
To this end, due to a duality argument, we need a Carleman inequality involving an H 1 -norm of u and the L 2 -norm of P h u together a Carleman inequality involving the L 2 -norm of u and a H −1 -norm of P h u. This can be easily seen by checking the proof of Proposition 2.1. We are going to establish such Carleman inequalities in the coming section.
Stability estimate for L n potentials
This section consists in an adaptation of the results in [3] . Some technical results are left without proof. We refer to [3] and reference therein for detailed proof. 
Carleman inequalities. Let O be an arbitrary bounded open subset of
We find in a straightforward manner that
It is worth mentioning that ϕ(x) = ξ · x, x ∈ R n , with ξ ∈ S n−1 and ϕ(x) = log |x − x 0 |, x 0 ∈ O are two examples of limiting Carleman weights for the Laplace operator. It is also important to observe that if ϕ is a limiting Carleman weight for the Laplace operator then so is −ϕ.
Hereafter, H 1 scl (O) denotes the usual space H 1 (O) when it is endowed with the semi-classical norm
Lemma 3.1. There exist three constants C > 0, 0 < ǫ 0 < 1 and 0 < δ < 1, only depending on n, Ω and ϕ, so that, for any
. the constant C only depends on n, Ω and ϕ. Therefore we get from (3.1)
Ch e
ϕǫ/h u
In this inequality, if ǫ is sufficiently small, we can absorb the second term in the right hand side by left hand side. We then obtain
There exist a constant C > 0 and h 0 > 0, only depending on n, Ω, ϕ and M , and 0 < δ < 1, only depending on n, Ω and ϕ so that, for any
For s ∈ R define the semiclassical Bessel potential on R n by
It is well know that J s commute with −∆ and J s+t = J s J t , s, t ∈ R. We recall that the closure of C ∞ 0 (R n ) with respect to the norm
is usually denoted by H (
. Also, if P is a first order semiclassical operator in R n , then the commutator estimate holds
Let us consider the semiclassical second order operator
That is
Then inequality (3.2) may be rewritten in the following form, with 0 < ǫ
Henceforward, we identify C
Proposition 3.1. Let M > 0 and s ∈ R. There exist two constants 0 < h s ≤ 1 and C > 0, only depending on n, Ω, ϕ, s and M so that, for any
provided that h is sufficiently small. Taking into account that [P ϕǫ , χ]J s u = 0 in {χ = 1}, one can prove that
In that case (3.6) yields
for sufficiently small h.
We get by applying the commutator estimate (3.4)
As before, reducing once again ǫ 0 if necessary, this estimate together with (3.7)
The expected inequality follows then by fixing ǫ.
To construct CGO solutions in our case we specify ϕ. Precisely, we take as in the preceding section ϕ(x) = x · ξ, ξ ∈ S n−1 . Then as a particular case of Proposition 3.1 we have Proposition 3.2. Let M > 0 and s ∈ R. There exist two constants 0 < h s ≤ 1 and C > 0, only depending on n, Ω, s and M so that, for any
3.2. CGO solutions. As in the previous section P h denotes P ϕ when ϕ(x) = x · ξ, for some ξ ∈ S n−1 .
Proposition 3.3.
Let M > 0 and h 0 as in the preceding proposition. For any
the constant C only depends on n, Ω and M .
Proof. We first assume that
(Ω), extended by 0 outside Ω, and define the linear form ℓ on H by
Using that P * h (V, ξ) = P h (V , −ξ), we deduce from (3.8) with s = −1, that ℓ is well defined and
We then use Riesz's representation theorem to find z ∈ H 1 (R n ) so that
x·ξ/h (−∆ + V )e −x·ξ/h w = f in Ω with w = z |Ω . Furthermore, we see that (3.9) follows readily from (3.10) and (3.11).
Next, we consider the general case. To this end, we pick V ∈ L n (Ω) with
. We may then assume that V k L n (Ω) ≤ M + 1 for each k. By the previous step, there exists w k ∈ H 1 (Ω) satisfying (3.12)
Inequality (3.13) shows that in particular (w k ) is bounded in H 1 (Ω). Subtracting if necessary a subsequence, we assume that (w k ) converges weakly in H 1 (Ω) to w ∈ H 1 (Ω) and (w k ) converges strongly to w in L 2 (Ω). As P h w k converges to P h w in D ′ (Ω) and (V k − V )w k converges to 0 in L 2 (Ω), we get from (3.12) that P h w = h 2 f . On the other hand, we have in light of (3.13)
That is (3.9) holds.
We seek a solution of (−∆u + V )u = 0 in Ω of the form
with e ix·ζ/h v as in Proposition 3.3. We assume that ξ ∈ S n−1 is so that ξ⊥ζ. Hence
Then straightforward computations show that w = e ix·ζ/h v must be a solution of the equation
e x·ξ/h (−∆ + V )e −x·ξ/h w = f in Ω. 
Stability inequality.
We define the function Ψ θ , θ > 0, by 
with β = min(1/2, σ/n) and
n \ {0} and ξ ∈ S n−1 so that k⊥k, k⊥ξ andk⊥ξ. We assume that |k| = ρ with ρ ≥ ρ 0 = h −1 0 where h 0 is as Theorem 3.1. Let then
As we have seen in the proof of Theorem 2.2, ζ,ζ ∈ S n−1 , ζ⊥ξ,ζ⊥ξ and ζ +ζ = hk. By Theorem 3.1, the equation
Similarly, the equation (−∆ +Ṽ )u = 0 in Ω admits a solutionũ ∈ H ∆ (Ω) of the form
We introduce the temporary notations
and
We find by applying the integral identity (1.11)
Hence, in light of (3.14) and (3.15), we deduce
with W = (V −Ṽ )χ Ω , where we used that
These estimates in (3.16) yield
In particular, we have
from which we deduce in a straightforward manner, changing if necessary C and c,
On the other hand
Now inequalities (3.17) and (3.18) together with Planchel-Parseval identity give
with β = min (1/2, σ/n). Finally, a classical minimization argument applied to (3.19) gives
The proof is then complete.
Let us notice that β = 1/2 in the preceding theorem if σ is chosen so that σ ≥ n/2.
The construction of CGO solutions in this section can be extended to the anisotropic case including the magnetic Laplace-Beltrami operator. Precisely in an admissible compact manifold with boundary
1
. This construction allows the authors in [3] to establish that, in dimension n ≥ 3, the DN map determines uniquely both the magnetic and the electric potentials (see Theorem 1.7).
Uniqueness for L n/2 potentials
This section is prepared from [4] where the reader can find all the details of the results that we state here without proof. 
We first construct CGO solutions for the Schrödinger operator without potential. In the rest of this section Ω ′ is a fixed open subset of
. If (r, θ) are the polar coordinates with centerx, we write x = (x 1 , r, θ) ∈ R n . For |τ | sufficiently large outside a countable set, there exists u 0 ∈ H 1 (Ω) satisfying
the constant C is independent of τ .
, then we are reduced to solve the equation
We have by straightforward computations
Therefore, according to Theorem 4.1, R 0 = G τ f is a solution of this equation satisfying, in light of (4.1), the required properties.
We define the truncation operator
Proof. It is obvious that |T k ϕ| ≤ |ϕ| a.e. and T k ϕ converges a.e. to ϕ. Whence the convergence in L p (Ω) holds by virtue of dominated convergence theorem.
Then we have, for large |τ | outside a countable set,
the constant C is independent of τ . Furthermore
Proof. In light of properties of G τ in Theorem 4.1, we get by applying Hölder's inequality, where f ∈ L 2 (Ω),
the constant C is independent of τ . That is we proved (4.2). Let ǫ > 0. Then according to Lemma 4.2, we can choose k sufficiently large in such a way that φ 0 = T k φ and
Similarly we have
Using (4.2), we find, for some constantC independent of τ ,
, for sufficiently large |τ |. This proves (4.3).
We are now ready to construct CGO solutions of the Schrödinger operator with L n/2 potential. , θ) are the polar coordinates with centerx, we write x = (x 1 , r, θ) ∈ R n . For |τ | sufficiently large outside a countable set, there exists u ∈ H 1 (Ω) satisfying
where R satisfies
Proof. We seek u of the form u = u 0 + e −τ x1 R 1 , where u 0 is constructed in Lemma 4.1. Therefore R 1 must be a solution of the equation
We write
Then we try to find R 1 of the form
That is, in light of (4.4), v should satisfy
From Lemma 4.3, for sufficiently large |τ |, we have
In the rest of this proof C is a generic constant independent of τ .
. This and the estimate in Lemma
we then get, with
To this end, as in the preceding proof, for ǫ > 0, we decompose |V | 1/2 in the
and ψ L n (Ω) ≤ ǫ. In that case, we have
Let u e be the solution obtained by the above construction with Ω substituted by Ω 0 ⋑ Ω. Observing that V , extended by 0 outside Ω, belongs to L n/2 (Ω 0 ) and u e ∈ L n (Ω 0 ) we get, by applying Hölder We complete then the proof by noting that u = w |Ω possesses the required properties.
4.2.
Uniqueness.
Proof. As Λ V = ΛṼ , Lemma 1.4 gives
From Theorem 4.2, for sufficiently large |τ | outside a countable set, we find u ∈ S V of the form
with λ ∈ R and b ∈ C ∞ (S n−2 ), so that
Here (r, θ) are the polar coordinates with centerx ∈ R n−1 \ Ω ′ . Similarly, for sufficiently large |τ | outside a countable set, we findũ ∈ S V of the form
Taking in (4.5) u andũ given respectively by (4.6) and (4.8), we easily get, where
Let ǫ > 0. As we have seen before, we can decompose W in the form
. This together with (4.7) and (4.9) imply that the right hand side of (4.10) goes to 0 when τ tends to ∞. That is passing to the limit, when |τ | tends to ∞ in (4.10), we findˆ∞
Then we obtain by applying Fubini's theorem
In addition, there exists a constant C > 0, only depending on n, Ω, V and λ, so that
Proof. Let Ef ∈ W 2,n (Ω) so that γ 0 Ef = f and
By density, we can find a sequence (
By [5, Theorem 9.15, page 241], v k ∈ W 2,n (Ω). Therefore we get in light of [5, Theorem 9.14, page 240] that
the constants λ 0 > 0 and C 0 > 0 only depend on n and Ω. Consequently,
(Ω) and hence it is also bounded in L n (Ω). This and the last inequalities show that (v k ) is bounded in W 2,n (Ω) with
Now as W 2,n (Ω) is reflexive, subtracting if necessary a subsequence, we may
Using that a norm is weakly lower semi-continuous, we get from inequality (5.5)
The function u = Ef + v ∈ W 2,n (Ω) is clearly a solution of the BVP (5.1) and inequality (5.2) is a straightforward consequence of inequalities (5.3) and (5.6).
The uniqueness of solutions of the BVP (5.1) follows from the fact that λ is not an eigenvalue of A V . Theorem 5.2 allows us to define a family of DN maps associated V ∈ L n/2 (Ω):
According to estimate (5.2) and Theorem 5.1, Λ V (λ) defines a bounded operator between W 2−1/n,n (Γ) and W 1−1/n,n (Γ).
5.3.
From spectral data to DN maps. Note that similar arguments as in the proof of Theorem 5.2 allow us to derive the following estimate, where V ∈ L n/2 (Ω),
. For any integer m > n/2 + 1, we have
It is not hard to check that the above series converges uniformly in L 2 (Ω), with respect to λ, in each compact set of ρ(A). Consequently, λ ∈ ρ(A V ) → R V (λ)F is holomorphic and, for m ≥ 0,
Weyl's asymptotic formula (1.7) together with (5.7) and the inequality
Therefore the series in (5.9) is norm convergent in W 2,n (Ω) and hence convergent in W 2,n (Ω) (think to the completeness of this Banach space), provided that m > n/2 + 1.
In consequence, in light of the continuity of the trace operator γ 1 :
But simple calculations based on Green's formula show that
This is the expect identity.
5.4. Uniqueness.
where · ǫ denotes the natural norm of
The proof of this proposition is based on the following two lemmas. We refer to [8] for their proof.
Lemma 5.2. Let V ∈ L
n/2 (Ω). There exist C > 0 and λ 0 > 0, only depending on n and V , so that, for any f ∈ W 2−1/n,n (Γ) and µ ∈ R with |µ| ≥ λ 0 , we have We get by applying Lemma 5.2 (5.14)
As w satisfies (5.13), we obtain in light of (5.14) and (5.12) in Lemma 5. This inequality implies in a straightforward manner (5.10).
We are now ready to prove the following uniqueness result. We apply then Theorem 4.3 in order to get V =Ṽ .
Theorem 5.3 is borrowed to [8] where the author considers also the case of partial spectral data. Namely, he proved the following theorem 
For λ ∈ C \ [0, ∞) and ω ∈ S n−1 , we set Fix 0 = ξ ∈ R n and let η ∈ S n−1 satisfying η⊥ξ. For any integer k ≥ 1, define
where c k = 1 − |ξ| 2 /(4k 2 ) 1/2 .
Then θ k , ω k ∈ S n−1 , The same result holds when V is substituted byṼ . In light of identity (5.16), we then find
Comparing with (5.17), we end up getting F ((V −Ṽ )χ Ω ) = 0 and hence V =Ṽ .
