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Abstract
We present convergence results for an adaptive algorithm to compute free energies, namely
the adaptive biasing force (ABF) method [5, 8]. The free energy is the effective potential
associated to a so-called reaction coordinate ξ(q), where q = (q1, . . . , q3N ) is the position vector
of a N-particle system. Computing free energy differences remains an important challenge in
molecular dynamics due to the presence of meta-stable regions in the potential energy surface.
The ABF method uses an on-the-fly estimate of the free energy to bias dynamics and overcome
metastability. Using entropy arguments and logarithmic Sobolev inequalities, previous results
have shown that the rate of convergence of the ABF method is limited by the metastable
features of the canonical measures conditioned to being at fixed values of ξ [14]. In this paper,
we present an improvement on the existing results, in the presence of such metastabilities,
which is a generic case encountered in practice. More precisely, we study the so-called bi-
channel case, where two channels along the reaction coordinate direction exist between an
initial and final state, the channels being separated from each other by a region of very low
probability. With hypotheses made on ‘channel-dependent’ conditional measures, we show on
a bi-channel model that we introduce, that the convergence of the ABF method is in fact
not limited by metastabilities in directions orthogonal to ξ under two crucial assumptions: (i)
exchange between the two channels is possible for some values of ξ and (ii) the free energy is a
good bias in each channel. This theoretical result supports recent numerical experiments [15],
where the efficiency of the ABF approach is demonstrated for such a multiple-channel situation.
1 Introduction
We consider a system of N particles with positions q ∈ D ⊂ R3N . In statistical physics, one is
interested in calculating averages with respect to the Boltzmann-Gibbs measure
dν(q) = Z−1exp(−βV (q))dq, (1)
with V : D → R the potential energy function, Z = ∫D exp(−βV (q)) dq the partition function,D = {q, V (q) < ∞} the configuration space, and β = 1/(kBT ), where kB is the Boltzmann
constant and T is the temperature. The function V is the energy associated with the positions
of the particles and is assumed to be such that Z < ∞. The probability measure ν represents
the equilibrium measure sampled by the particles in the canonical ensemble. A typical dynamics
that can be used to sample this measure through trajectorial averages is the overdamped Langevin
dynamics
dQt = −∇V (Qt)dt+
√
2β−1dBt, (2)
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where (Bt)t≥0 is a 3N -dimensional standard Brownian motion. Indeed, under loose assumptions
on V , one has the ergodic property: for any smooth test function ϕ,
lim
T→∞
1
T
∫ T
0
ϕ(Qt) dt =
∫
D
ϕdν.
The efficiency of this sampling procedure, which can be shown to be related to the convergence
rate to equilibrium of the above dynamics is often hindered by metastabilities in the potential
function V , namely regions of low energy are separated by high energy barriers. Equivalently,
in terms of the probability measure, ν is typically a multimodal measure, with regions of high
probability separated by regions of low probability. To circumvent this issue, a one-dimensional
collective variable (or reaction coordinate) ξ : D →M is introduced, which will be used to define
a biasing potential for (2). In the following, we will assume that |∇ξ| > 0 on D, and that M = T,
where T = R/Z is the one-dimensional torus (which typically corresponds to the case where the
reaction coordinate represents a dihedral angle, for example to characterize the conformation of
a molecule). Before defining more precisely the biased dynamics in the next section, we need to
introduce a few notation.
The image of the measure ν in ξ is given by
dνξ(z) = Z−1exp(−βA(z)) dz,
where A is the so-called free energy, defined by
A(z) = −β−1ln(Zz) (3)
where
Zz =
∫
Σz
exp(−βV (q)) δξ(q)−z(dq) (4)
is the partition function on the submanifold Σz = {q ∈ D | ξ(q) = z}. The measure δξ(q)−z(dq) is
defined through the conditioning formula: for any smooth test function ϕ : D → R,∫
D
ϕ(q) dq =
∫
M
∫
Σz
ϕ(q)δξ(q)−z(dq) dz.
Using the co-area formula (see [14, Appendix A]), one can also identify this measure as δξ(q)−z(dq) =
|∇ξ|−1dσΣz , where σΣz is the Lebesgue measure on Σz . We assume in the following that ξ and V
are such that Zz <∞, for all z ∈ M.
Practitioners are typically interested in free energy differences A(z) − A(z0), which can be
obtained by computing (and integrating) the derivative A′(z), the so-called mean force
A′(z) = Z−1z
∫
Σz
f(q) exp(−βV (q)) δξ(q)−z(dq) (5)
where f is the local mean force defined by
f =
∇V · ∇ξ
|∇ξ|2 − β
−1div
( ∇ξ
|∇ξ|2
)
. (6)
The function f can be understood as the negative force projected onto the reaction coordinate,
plus some correction term related to the curvature of the submanifolds Σz. Notice that the mean
force (5) is in fact a conditional expectation
A′(z) = Eν [f(Q)|ξ(Q) = z] =
∫
Σz
fdν|z, (7)
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where
dν|z =
exp(−βV (q))δξ(q)−z(dq)
exp(−β(A(z)))
denotes the probability measure ν conditioned to a fixed value z of ξ(q). This measure is supported
on the submanifold Σz. For the derivation of (5)–(6)–(7) which is again based on the co-area
formula, the reader is referred to [4, 17, 6].
1.1 The adaptive biasing force method
The adaptive biasing force (ABF) method [5, 8] uses an estimate of the mean force A′ to bias
the standard overdamped Langevin dynamics (2) in order to overcome metastabilities in ξ. The
bottom line of the approach is that it should be easier to sample the probability measure with
density proportional to exp(−β(V − A ◦ ξ)) than the original Boltzmann-Gibbs measure ν, since
the marginal probability of the former in ξ is a uniform probability measure on T, while the
marginal of the latter (namely exp(−βA(z)) dz) is typically multimodal.
The ABF dynamics is given by{
dXt = −∇(V −At ◦ ξ)(Xt)dt+
√
2β−1dBt,
A′t(z) = E [f(Xt)|ξ(Xt) = z] ,
(8)
where A′t is an on-the-fly estimate of the mean force, which, in view of the definition (7), is expected
to be a good estimate of A′. The law of Xt has density ψ(t, ·), which satisfies the non-linear Fokker-
Planck equation: 

∂tψ = div(∇(V −At ◦ ξ)ψ) + β−1∆ψ,
A′t(z) =
∫
Σz
f ψ δξ(q)−z(dq)∫
Σz
ψ δξ(q)−z(dq)
.
(9)
Roughly speaking, the biasing force ∇(At ◦ ξ) “flattens the free-energy barriers in ξ”. To support
this claim, let us simply indicate that if |∇ξ| is constant, the marginal density in ξ satisfies a simple
heat equation, with zero bias, see [13, 14] and also Equation (16) below. Existence and uniqueness
of solutions to (8) are studied in [11] and a study of the longtime convergence of (9) can be found
in [14], the results of which are briefly discussed below.
1.2 Existing convergence results, and the multiple channel scenario
It has been shown in [14] that, under appropriate assumptions, the biasing force A′t in (8) (actually
for a slightly different dynamics which reduces to (8) if |∇ξ| is constant for example) converges to
the mean force A′ exponentially fast in the longtime limit. The rate of convergence was estimated
as the minimum of (i) the rate at which the law of ξ(Xt) converges to equilibrium, and (ii) the
smallest logarithmic Sobolev inequality constant (LSI constant, discussed in Section 2.3) of the
conditional probability measures ν|z, for z ∈ M. Thanks to the bias in the direction of the
reaction coordinate, it can be shown that the rate of convergence of the marginal in ξ is actually
not the limiting rate in practice since it satisfies a simple diffusion equation. The real limitation is
thus the metastable features (i.e. the multimodality) of the family of laws ν|z, which is quantified
through the LSI constants associated to these measures: roughly speaking, the smaller the constant
the more multimodal the probability measure. These constants may be in some cases extremely
small, at least for some values of z ∈ M. The question we address in this paper is the optimality
of this theoretical rate of convergence for the ABF method.
The generic situation is indeed that the LSI constants for the measures ν|z are not small
uniformly in z. Typically, there exists some values of z for which these measures are multimodal.
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This situation is often encountered in practice due to two reasons. First, finding a suitable reaction
coordinate, namely in our context one that ensures that there are no metastabilities associated
to the equilibrium measures ν|z, is not trivial for a large-dimensional system. Secondly, a low-
dimensional reaction coordinate may simply not be sufficient to describe all metastabilities of the
system. In such cases, the results of [14] predict a very small rate of convergence for the ABF
dynamics (8), and thus, the inefficiency of this biasing procedure.
As a typical case for which such difficulties appear, we will consider in the following the so-
called ‘multiple channel situation’ (see Figure 1 on the left, for a bi-channel case). In such a
situation, starting from a metastable state and as the system evolves in the direction of increasing
values of the reaction coordinate ξ, it can follow different channels, which are separated (in the
‘orthogonal direction to ξ’) by arbitrary high energy barriers. In other words, the energy landscape
features parallel valleys which are orthogonal to the isocontours of the reaction coordinate. In such
a prototypical situation, the conditional probability measures ν|z are indeed multimodal, for the
values of z corresponding to the system being in one of these channels.
However, recent numerical experiments [15] (based on a discretization of the ABF dynamics (8)
by multiple walkers simulated in parallel) suggest that in fact, high energy barriers in Σz do not
always hinder the convergence of the ABF method. The multiple walkers are made to follow similar
dynamics (8), but driven by independent Brownian motions. The chemical system considered in [15]
is the compact states of the deca-alanine peptide (the reaction coordinate ξ being thus the end-
to-end distance of the peptide). Due to some ‘buckling effects’, this is a typical multiple channel
situation, since the molecule can shrink to various compact states (see [9]). In [15], numerical
results show that the ABF approach indeed yields reliable results in such a situation. We interpret
this as follows. When encountered with a fork in the channel, each walker is likely to travel down
a different channel. Thus, it is indeed almost impossible for a given walker to switch from one
channel to another, once it has entered one of them, but this appears not to be necessary to obtain
reliable results. It suggests that the theoretical rate of convergence obtained in [14] is actually not
optimal.
Inspired by these numerical results, we present herein an improved theoretical rate of conver-
gence of the ABF method. The rate will be shown to depend on the LSI constants of the family of
equilibrium measures conditioned to being in Σz and a channel. By doing so, we show that high
energy barriers separating the channels do not in fact affect the rate of convergence of the method.
The crucial assumptions needed to show our result are: (i) exchange between the two channels
is possible for some values of ξ (see [H1] below) and (ii) the free energy is a ‘good bias’ in each
channel (see [H4] below). This is formalized in the main result of this paper, namely Theorem 1
below.
For some technical reasons, we were actually unable to prove this result on the original ABF
dynamics (8). We will thus consider a slightly different system (that we call the bi-channel model)
which retains the most important features of the dynamics (8) when applied to a potential exhibit-
ing two parallel channels in the direction of ξ, separated by a high energy barrier.
The paper is organized as follows. In Section 2 we give details of the bi-channel model, define
some probability measures and recall some entropy definitions before presenting the main result.
Finally, the proof of the main result is given in Section 3.
2 The bi-channel model and statement of the main results
In this section, we present a model to describe the bi-channel scenario. In the following, we treat
the case d = 2 (so that the position is q = (x, y)), D = T × R, M = T and ξ : D → T, where
ξ(x, y) = x. We further assume without loss of generality that β = 1, which can be done by a
change of variables t˜ = β−1t, ψ˜(t˜, x) = ψ(t, x), V˜ (x, y) = βV (x, y). With these assumptions, some
notation may be simplified: |∇ξ| = 1, Σz = R and δξ(q)−z(dq) = dy. Furthermore, the definition
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of the local mean force in (6) simplifies to
f = ∂xV
and the free energy and its derivative are given by
A(x) = −ln
∫
R
exp(−V (x, y)) dy and A′(x) =
∫
R
∂xV (x, y) exp(−V (x, y)) dy∫
R
exp(−V (x, y)) dy
. (10)
We would like to emphasize that the choice of the domain M = T and reaction coordinate
ξ(x, y) = x is merely to reduce technicalities, see [14] for appropriate tools to treat general ξ.
In particular, the results can be straightforwardly generalized to the case D = T × Rd−1 and
ξ(q1, . . . , qd) = q1. Likewise, the generalization to a situation with multiple channels (more than
two) is straightforward (see Remark 1 below for another generalization).
2.1 The bi-channel model
The bi-channel situation is characterized by the existence of two channels joining an initial and
final state on a potential energy surface V , separated from each other by a region of high energy, as
depicted in the left of Figure 1. As explained above, we were not able to analyze the original ABF
dynamics (8) in this situation, because of some technical difficulties in expressing the probability
density flux from one channel to the other.
We therefore analyze the convergence of the ABF method for a slightly different model, which
is schematically represented in right of Figure 1. Each channel is described by a potential energy
function Vi : D → R, where i ∈ {0, 1} denotes the channel index. The stochastic process we
consider now is actually a couple (Xt, It), where the position vector Xt lives at time t on the
potential VIt , It ∈ {0, 1} being the index of the visited channel at time t. The channel index It is
allowed to switch to 1− It only if ξ(Xt) lies in some designated regions (typically at the two ends
of the two channels).
The dynamics for the ABF dynamics in the bi-channel model is then

dXt = −∇(VIt −At ◦ ξ)(Xt)dt+
√
2 dBt,
A′t(x) = E [∂xVIt(Xt)|ξ(Xt) = x] ,
It ∈ {0, 1} is a jump process with generator
Lϕ(x, y, i) = −λ(x)(ϕ(x, y, i) − ϕ(x, y, 1− i)).
(11)
In terms of the stochastic process It, switching between the two potentials (namely change of It
to 1− It) occurs at times
τn+1 = inf
{
t > τn
∣∣∣∣
∫ t
τn
λ(ξ(Xs))ds > Tn
}
,
where τ0 = 0 and Tn are i.i.d. random variables drawn from the exponential distribution with
parameter 1. In this way λ(x) denotes the rate at which the trajectories jump from potential Vi
to potential V1−i. Note that this rate depends only on the position, x, in the reaction coordinate.
The bi-channel feature of the model is related to the fact that we assume that the rate λ is zero
(there is no switching) in some region of the reaction coordinate. Outside of this region, the rate
is supposed to be constant, and the potential functions are assumed to be identical (the particles
live in the same potential). Let us state this as a formal assumption,
[H1] ∃ E ⊂ T, λ(x) = λ1T\E(x) and ∀x ∈ T\E , V0(x, ·) = V1(x, ·).
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Figure 1: Left: Contour plot of a 2-dimensional potential energy surface demonstrating the bi-
channel scenario. Right: In the bi-channel model the two channels are described by two potential
functions Vi : D → R, i ∈ {0, 1}. Exchange between the two channels is allowed only in regions
T\E at a rate λ > 0.
The region E ⊂ T in the above hypothesis represents the region where the two channels are
separated by high energy barriers, see Figure 1. It is assumed to have a Lebesgue measure different
from 0 and 1.
The main qualitative difference between the bi-channel model we study, and the original ABF
dynamics (8) is that the switching only depends on the x-position and not on the y-position.
However, the ABF dynamics (11) conserves the main difficulty of the original one, namely the
metastability of the dynamics in terms of visited channels for some values of ξ. At times t such
that ξ(Xt) ∈ E , It cannot switch to 1 − It. In particular, it can be checked that the proof of [14]
applied to (11) in the case E = ∅ leads to an estimated rate of convergence limited by λ and is
thus eventually zero if λ goes to zero (see Remark 3 below). The aim of this work is to study the
case E 6= ∅ and to obtain an exponential rate of convergence even if λ = 0 in some region (see
Theorem 1 below).
Remark 1 On Figure 1, we represent the bi-channel case with two metastable states linked by
two different channels. The region where the stochastic process can jump from one channel to
another has two connected components. We would like to emphasize that our result also applies
to the case where this region is simply connected, namely a situation where two channels start
from a metastable state (along the reaction coordinate value) but do not end in another metastable
state. This situation is of course less favorable in terms of speed of convergence to equilibrium,
which would be reflected in our theoretical result through the parameter θ (see [H4] below). This
is actually typically the situation of the numerical experiments in [15] mentioned above since the
various compact states obtained do not belong to the same metastable basin.
2.2 A partial differential equation formulation
Let us introduce the time marginal of the process (Xt, It) in (11):
dµt =
1∑
i=0
ψ(t, x, y, i)δi dx dy,
where δi is the Dirac measure on the singleton {i}. When necessary, we shall denote the i-
dependency of the density by a subscript ψi, so that ψ1−i denotes ψ(t, x, y, 1− i) for example. The
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evolution of the densities are described by a system of non-linear partial differential equations:
∀i ∈ {0, 1},
∂tψ = div(∇(Vi −At ◦ ξ)ψ) + ∆ψ − λ ◦ ξ [ψ − ψ1−i] on D, (12)
where, we recall, the last term is zero for ξ(x, y) ∈ E . The non-linearity is due to the definition of
the mean force estimate, given by
A′t(x) =
1∑
i=0
∫
R
∂xVi(x, y) ψ(t, x, y, i) dy
1∑
i=0
∫
R
ψ(t, x, y, i) dy
. (13)
Using hypothesis [H1], it can be checked that if ψ∞ is defined as a probability density proportional
to e−(Vi−A∞◦ξ) where A∞ is a given long-time limit for At, then ψ∞ is a stationary solution to (12).
Then, by replacing ψ by ψ∞ in (13) and comparing with the definition of the mean force (10), it is
clear that by choosing A′∞ = A
′, one obtains a stationary solution of the system (12)–(13) written
as:
ψ∞(x, y, i) =
e−(Vi(x,y)−A(x))
1∑
i=0
∫
D
e−(Vi−A◦ξ) dx dy
. (14)
The associated equilibrium measure for the process (Xt, It) writes:
dµ∞ =
1∑
i=0
ψ∞(x, y, i)δi dx dy.
We will need further notation for marginal and conditional laws associated to µt and µ∞. The
next two sections give precise definitions for these measures, and Table 1 summarizes the notation.
2.2.1 Marginal laws
We are now in the position to define marginal probability densities. The image of the probability
measure µt in ξ and I is denoted by
dµξ,It =
1∑
i=0
ψξ,I(t, x, i)δi dx where ψ
ξ,I(t, x, i) =
∫
R
ψ(t, x, y, i) dy.
The evolution of the density ψξ,I is described by the (non-closed) partial differential equation
∂tψ
ξ,I =
∫
R
∂x(∂x(Vi −At ◦ ξ)ψ) dy + ∂xxψξ,I − λ(x)(ψξ,I − ψξ,I1−i), (15)
obtained by integrating (12) in y. The associated equilibrium measure is
dµξ,I∞ =
1∑
i=0
ψξ,I∞ (x, i)δi dx where ψ
ξ,I
∞ (x, i) =
∫
R
ψ∞(x, y, i) dy.
The marginal measure in ξ only is denoted by
dµξt = ψ
ξ(t, x) dx where ψξ(t, x) =
1∑
i=0
ψξ,I(t, x, i) =
1∑
i=0
∫
R
ψ(t, x, y, i) dy.
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Measure Definition Description of measure
dµt
1∑
i=0
ψ(t, x, y, i)δi dx dy Probability measure in domain D × {0, 1}
dµξ,It
1∑
i=0
ψξ,I(t, x, i)δi dx Marginal measure in reaction coordinate and channel
dµξt ψ
ξ(t, x) dx Marginal measure in reaction coordinate
dµt|x,i
ψ(t, x, y, i) dy
ψξ,I(t, x, i)
Measure conditioned to being at x and i
dµt|x
1∑
i=0
ψ(t, x, y, i)δi dy
ψξ(t, x)
Measure conditioned to being at x
dµIt|x
1∑
i=0
ψξ,I(t, x, i)δi
ψξ(t, x)
Marginal in I, conditioned to being at x
Table 1: A list of probability measures.
By summing (15) over i and using the definition (13) of A′t, it is easy to check that ψ
ξ satisfies
a closed, very simple partial differential equation (this is similar to the original ABF dynamics,
see [13, 14]):
∂tψ
ξ = ∂xxψ
ξ on T. (16)
Thanks to the adaptive bias, along ξ, the barriers have been flattened. The long-time limit of ψξ
is given by
ψξ∞(x) =
1∑
i=0
∫
R
ψ∞(x, y, i) dy = 1,
which corresponds to the uniform probability measure on the torus T.
2.2.2 Conditional laws
Let us introduce the measure µt|x of (Xt, It) conditioned to being at a specified point x in the
reaction coordinate:
dµt|x =
1∑
i=0
ψ(t, x, y, i)δi dy
ψξ(t, x)
. (17)
Its long-time limit is
dµ∞|x =
1∑
i=0
ψ∞(x, y, i)δi dy
ψξ∞(x)
. (18)
To study the bi-channel model, we will also need to introduce the measures conditioned to being
at fixed ξ and a particular channel i ∈ {0, 1}. This measure and its long-time limit are defined
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respectively by
dµt|x,i =
ψ(t, x, y, i) dy
ψξ,I(t, x, i)
and dµ∞|x,i =
ψ∞(x, y, i) dy
ψξ,I∞ (x, i)
. (19)
Finally, we will also need the marginals in I of the probability measures µt|x and µ∞|x. These
Bernoulli probability measures µIt|x and µ
I
∞|x represent the proportion of the marginal distribution
ψξ(t, ·) and ψξ in each channel. They are formally defined as
dµIt|x =
1∑
i=0
ψξ,I(t, x, i)δi
ψξ(t, x)
and dµI∞|x =
1∑
i=0
ψξ,I∞ (x, i)δi
ψξ∞(x)
. (20)
2.3 Entropy and Fisher information
In this section we recall some well-known results for defining relative entropy between two prob-
ability measures, which can be seen as a measure of the ‘distance’ between those. A general
introduction to this topic can be found in [1, 18] and applications to study the longtime behavior
of Fokker-Planck type equations are presented in [2].
Definition 1 (Entropy). For any two probability measures µ and ν such that µ is absolutely
continuous with respect to ν (denoted as µ≪ ν), the relative entropy is defined as
H(µ|ν) =
∫
ln
(
dµ
dν
)
dµ.
The positivity of the relative entropy can be shown using the inequality ln(1/x) ≥ 1− x. Further-
more, H(µ|ν) = 0 if and only if µ = ν.
Definition 2 (Csiszar-Kullback inequality). For measures µ and ν which have densities
with respect to the Lebesgue measure, the following holds
‖µ− ν‖L1 ≤
√
2H(µ|ν).
This allows us to control the L1-norm of the difference of two probability measures by their relative
entropy.
Definition 3 (Fisher information). For any probability measure µ absolutely continuous with
respect to ν, the Fisher information is given by
F (µ|ν) =
∫ ∣∣∣∣∇ln
(
dµ
dν
)∣∣∣∣
2
dµ.
Definition 4 (Logarithmic Sobolev inequality). The probability measure ν is said to satisfy a
logarithmic Sobolev inequality with constant ρ > 0 (in short: LSI(ρ)) if for all probability measures µ
such that µ≪ ν,
H(µ|ν) ≤ 1
2ρ
F (µ|ν).
Such an inequality holds for Gaussian measures [7] for example, and more generally [3] for any
measure ν with density proportional to e−V , where V is α-convex (in which case the LSI constant
ρ is equal to α). Besides, there exists a perturbation result [10]: if ν˜ is a probability measure such
that dν˜/dν = eU , where ν satisfies a LSI(ρ) and U is a bounded function, then ν˜ satisfies a LSI with
constant ρ˜ = ρ e−osc(U), where osc(U) = sup(U) − inf(U). Thus, a very large class of probability
measures satisfy a LSI. An important feature of the LSI constant is that it degenerates to zero in
the case where the probability measure is multimodal. For example, if dν = Z−1exp(−βW (x)) dx
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and W (x) = x4/4− x2/2 is the double-well potential in dimension 1, then the LSI constant scales
as exp(−β∆W ) where ∆W =W (0)−W (1) > 0 is the height of the barrier. Such inequalities thus
hold under rather loose assumptions, but the constant ρ is very small for a multimodal measure.
For example, in typical situations encountered in molecular dynamics, the LSI constant for the
measure ν defined in (1) is extremely small, which is related to the fact that it is difficult to sample
directly this measure.
To analyze the convergence of the ABF dynamics for the bi-channel model, we make use of
LSIs for the conditional measures µ∞|x,i (see assumption [H3] below), which are the equilibrium
canonical measures, conditioned to being at a fixed value of ξ and in a channel. In [14], log-Sobolev
inequalities for the equilibrium canonical measures conditioned only to being at a fixed value of ξ
were considered, but in the bi-channel case, those are typically very small due to the presence of
high energy barriers ‘orthogonal’ to the isocontours of the reaction coordinate (see again Figure 1).
Let us now define the Wasserstein distance between two probability measures.
Definition 5 (Wasserstein distance). The Wasserstein distance with linear cost between prob-
ability measures µ and ν is defined as
W (µ, ν) = inf
pi∈Π(µ,ν)
∫
D×D
|y − y′| pi(dy, dy′),
where Π(µ, ν) denotes the set of coupling probability measures on D ×D, with marginals µ and ν.
Definition 6 (Talagrand inequality). The probability measure ν is said to satisfy a Talagrand
inequality with constant ρ > 0 (or T (ρ)) if for all probability measures µ such that µ≪ ν,
W (µ, ν) ≤
√
2
ρ
H(µ|ν). (21)
Logarithmic Sobolev inequalities and Talagrand inequalities are related (see [16]):
Lemma 1 If ν satisfies LSI(ρ), then ν satisfies T (ρ).
Below, we present entropies that prove useful in obtaining convergence results of the bi-channel
ABF model. In this paper, we are primarily interested in the convergence to a stationary state of
the Fokker-Planck equation (12)–(13), and thus of the associated partial differential equations (15)
and (16). Relative entropies will therefore be defined for some probability measures with respect
to their long-time limits.
The total entropy will be denoted by
E(t) = H(µt|µ∞) =
1∑
i=0
∫
D
ln
(
ψ
ψ∞
)
ψ dx dy.
The so-called macroscopic entropy is defined as
EM (t) = H(µ
ξ
t |µξ∞) =
∫
T
ln
(
ψξ
ψξ∞
)
ψξ dx,
the local entropy at a fixed value x in the reaction coordinate by
em(t, x) = H(µt|x|µ∞|x) =
1∑
i=0
∫
R
ln
(
ψ
ψξ
/
ψ∞
ψξ∞
)
ψ
ψξ
dy,
and the microscopic entropy by
Em(t) =
∫
T
em(t, x) ψ
ξ(t, x) dx.
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With the above definitions, it is easy to show that
E(t) = EM (t) + Em(t). (22)
In order to treat the bi-channel case, we define a channel-local entropy, defined by
ecl(t, x, i) = H(µt|x,i|µ∞|x,i) =
∫
R
ln
(
ψ
ψξ,I
/
ψ∞
ψξ,I∞
)
ψ
ψξ,I
dy.
Two hypothesis that will be essential to the results presented below are: a so-called ‘bounded
coupling’ assumption on the cross derivative ∂x,yVi (see [14, 12]), and an assumption on the loga-
rithmic Sobolev inequality constants for the probability measures µ∞|x,i. The hypotheses read
[H2]


∀i ∈ {0, 1}, Vi and ξ are sufficiently differentiable functions such that ∃ C,M > 0
‖∂x,yVi‖L∞(T×R) ≤M <∞ and
∥∥∥∥∥
∫
R
∂xVie
−Vi dy∫
R
e−Vi dy
∥∥∥∥∥
L∞(T)
≤ C <∞,
[H3]
{ ∀i ∈ {0, 1}, Vi and ξ are such that ∃ρ > 0, ∀x ∈ T, ∀i ∈ {0, 1},
the conditional measure µ∞|x,i satisfies LSI(ρ).
The hypothesis [H3] gives us that ∀x ∈ T, ∀i ∈ {0, 1}
H(µt|x,i|µ∞|x,i) ≤
1
2ρ
F (µt|x,i|µ∞|x,i),
or equivalently
∫
R
ln
(
ψ
ψξ,I
/
ψ∞
ψξ,I∞
)
ψ
ψξ,I
dy ≤ 1
2ρ
∫
R
∣∣∣∣∂yln
(
ψ
ψ∞
)∣∣∣∣
2
ψ
ψξ,I
dy. (23)
Finally, an entropy that appears in later calculations, is that of the Bernoulli measure µIt|x with
respect to its long-time limit
ec(t, x) = H(µ
I
t|x|µI∞|x) =
1∑
i=0
ln
(
ψξ,I
ψξ
/
ψξ,I∞
ψξ∞
)
ψξ,I
ψξ
.
The so-called channel entropy is then given by
Ec(t) =
∫
T
ec(t, x)ψ
ξ dx
=
1∑
i=0
∫
T
ln
(
ψξ,I
ψξ
/
ψξ,I∞
ψξ∞
)
ψξ,I . (24)
2.4 The free energy as a bias in each channel
As well as the hypothesis [H3] on the conditional measures µ∞|x,i, an assumption will also be
necessary to ensure that the free energy is a ‘good bias’ in each channel. More precisely, once the
bias has converged, the marginals along ξ in each channel must converge sufficiently quickly to
their long-time limit. Roughly speaking, the channels should not be too ‘asymmetrical’. The aim
of this section is to state this more formally, see assumption [H4] below.
Consider that the system is already nearly at equilibrium, in the sense that
i) A′t = A
′
∞ = A
′,
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ii) ∀i ∈ {0, 1},
∫
R
∂xVi dµt|x,i =
∫
R
∂xVi dµ∞|x,i.
Then the marginal density ψξ,I can be shown to satisfy (see (15) and (40) below)
∂tψ
ξ,I = − Liψξ,I = ∂x
(
ψξ,I∞ ∂x(ψ
ξ,I/ψξ,I∞ )
)− λ(x)(ψξ,I − ψξ,I1−i). (25)
It can be shown that the operator  L = ( L0,  L1) is symmetric and positive definite with respect
to the inner product 〈f, g〉 =
1∑
i=0
∫
T
fi(x)gi(x)
1
ψξ,I∞ (x, i)
dx and has a spectral gap θ > 0 (see
Lemma 12 below). In other words,  L is such that for all functions f : T × {0, 1} → R, with
fi ∈ H1
(
1
ψξ,I
∞
(x,i)
dx
)
, f 6= 0 and ∑1i=0 ∫T fi(x) dx = 0 , we have
〈f, f〉 ≤ 1
θ
〈f,  Lf〉. (26)
As will be apparent in the proof, it will be necessary for the spectral gap θ to be sufficiently
large.
[H4]


θ > θmin with θmin =
8(C +Mρ−1/2)2M˜
c
where 0 < c, M˜ <∞ are such that inf
x,i
ψξ,I∞ = c and supx ψ
ξ(0, x) = M˜.
We recall that the constants C, M and ρ have been introduced in assumptions [H2] and [H3]
above. The fact that c > 0 is not restrictive since ∀i ∈ {0, 1}, Vi is a continuous function and
ψξ,I∞ ∝
∫
R
e−Vi dy > 0 is continuous and defined on the compact space T. Similarly, since ψξ
satisfies the heat equation (16), the assumption M˜ < ∞ is not restrictive. If, for example, the
initial condition has a Dirac mass marginal in ξ, for any positive time t0 > 0, ψ
ξ(t0, ·) is a bounded
function, and one has simply to consider the dynamics on [t0,∞).
Remark 2 In the hypothesis [H2], the assumption on the cross derivative ∂x,yVi could in fact be
replaced by ‖∂xVi‖L∞(T×R) ≤ M < ∞, in which case, in [H4], the minimum value for θ would be
changed to θmin =
8M2M˜
c and the Talagrand inequalities in Lemmas 6 and 11 would be replaced by
Csiszar-Kullback inequalities.
2.5 Main result
We are now in position to present the main result of the paper.
Theorem 1 Assume hypotheses [H1]-[H4]. There exists a smooth function Λ : (θmin,∞)→ (0, ρ)
which is increasing and such that:
Λ(ρ+ 2θmin) =
ρ
2
and Λ(θ)→
{
0 as θ → θmin
ρ as θ →∞
for which we can prove the following convergence result: for any ε ∈ (0,Λ(θ)), there exists a
constant K > 0 such that, ∀t > 0,
Em(t) ≤ Kexp
(−2 min{(Λ(θ)− ε), 4pi2} t) . (27)
This implies that the total entropy E and thus ‖ψ(t, ·) − ψ∞‖2L1 converge exponentially fast to
zero with the same rate. Furthermore, the biasing force A′t converges to the mean force A
′ in the
following sense: ∀t ≥ 0,∫
T
|A′t(x)−A′(x)|2ψξ(t, x) dx ≤ 2(C +Mρ−1/2)2Em(t).
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As a consequence, for any positive time t0 > 0 and ε ∈ (0,Λ(θ)), there exists a constant K¯ such
that ∀t ≥ t0, ∫
T
|A′t(x)−A′(x)|2 dx ≤ K¯exp
(−2 min{(Λ(θ)− ε), 4pi2} t) .
The term 4pi2 corresponds to the exponential rate of convergence of ψξ to ψξ∞ (see (16)), and is
clearly not the bottleneck. There are actually various ways to make this rate as small as needed
(see Remark 11 in [14]).
Thus, this result essentially shows that the ABF method converges at a rate which is limited
by the multimodality of the equilibrium canonical measures conditioned to being at fixed value of
ξ and in a channel (quantified by the constant ρ), if the free energy is a bias which enables a fast
exploration of each channel (this is quantified by the constant θ, which should be sufficiently large
for Λ(θ) to be indeed close to ρ). Thus, the convergence may be fast even if switching between
the two channels is impossible for some values of ξ. If the spectral gap θ is sufficiently large, we
thus recover a similar expression for the rate of convergence of the ABF method as the one derived
in [14], with ρ being now the LSI constant of the canonical measures µ|x,i.
We would like to emphasize that our arguments hold under the following assumption of existence
of regular solutions: We assume that we are given a process (Xt, It) and a function A
′
t which
satisfy (11), and such that Xt, conditionally on It = i has a smooth density ψ(t, x, y, i). We
suppose that this density is sufficiently regular so that the entropy estimates below are valid. We
refer for example to [2] for an appropriate functional framework in which such entropy estimates
hold.
3 Proof of main result
In order to prove the exponential decay of the microscopic entropy in Theorem 1, we use the
fact that the time evolution of the microscopic entropy can be expressed as a combination of the
evolution of the total and the marginal entropies, from (22)
dEm
dt
=
dE
dt
− dEM
dt
.
In order to obtain results for the microscopic entropy, we begin by treating the time evolutions of
the total entropy and the macroscopic entropy separately.
3.1 Preliminary computations on the total entropy E
In order to study the evolution of the total entropy, some auxiliary results will be needed and are
given in the lemmas below. First, it will be useful to write the Fokker-Planck equation associated
to ψ in a different form.
Lemma 2 The Fokker-Planck equation (12) for ψ can be rewritten as
∂tψ = div(ψ∞∇(ψ/ψ∞)) + ∂x((A′ −A′t)ψ) − λ(x)(ψ − ψ1−i).
Proof : By developing the right hand side, we obtain
∂tψ = div
(
∇ψ − ψ
ψ∞
∇ψ∞
)
+ ∂x((A
′ −A′t)ψ)− λ(x)(ψ − ψ1−i)
= div (∇ψ +∇(Vi −A ◦ ξ)ψ) + ∂x(A′ψ)− ∂x(A′tψ)− λ(x)(ψ − ψ1−i)
= div (∇(Vi −At ◦ ξ)ψ) + ∆ψ − λ(x)(ψ − ψ1−i),
which is indeed the Fokker-Planck equation (12). ♦
The above may now be used to estimate the time evolution of the total entropy.
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Lemma 3 The total entropy E satisfies
dE
dt
≤ −
1∑
i=0
∫
T×R
∣∣∣∣∇ln
(
ψ
ψ∞
)∣∣∣∣
2
ψ −
1∑
i=0
∫
T×R
(A′ −A′t)∂x
[
ln
(
ψ
ψ∞
)]
ψ. (28)
Proof : First, by definition of the total entropy, we have
dE
dt
=
d
dt
1∑
i=0
∫
T×R
ln
(
ψ
ψ∞
)
ψ
=
1∑
i=0
∫
T×R
ln
(
ψ
ψ∞
)
∂tψ, (29)
using the fact that ψ is a probability density. Next, we use Lemma 2 to obtain
dE
dt
=
1∑
i=0
∫
T×R
div
(
ψ∞∇
(
ψ
ψ∞
))
ln
(
ψ
ψ∞
)
+
1∑
i=0
∫
T×R
∂x((A
′ −A′t)ψ)ln
(
ψ
ψ∞
)
−
1∑
i=0
∫
T×R
λ(x) ln
(
ψ
ψ∞
)
(ψ − ψ1−i) (30)
≤ −
1∑
i=0
∫
T×R
∣∣∣∣∇ln
(
ψ
ψ∞
)∣∣∣∣
2
ψ −
1∑
i=0
∫
T×R
(A′ −A′t)∂x
[
ln
(
ψ
ψ∞
)]
ψ,
where the last line is a result of integration by parts and the fact that (30) is non-positive, which
is proved below in Lemma 4. ♦
Lemma 4 For ψ satisfying (12) and ψ∞ its long-time limit, the following holds
−
1∑
i=0
∫
T×R
λ(x) ln
(
ψ
ψ∞
)
(ψ − ψ1−i) ≤ 0.
Proof : First, recall that λ(x) = 0, ∀x ∈ E . We consider therefore the left hand side of the
inequality at fixed (x, y) ∈ (T\E) × R. At fixed (x, y), we consider renormalized (Bernoulli)
probabilities denoted by ψ˜i = ψi/(ψ0 + ψ1), so that ψ˜0 + ψ˜1 = 1.
−
1∑
i=0
ln
(
ψ
ψ∞
)
(ψ − ψ1−i)
= (−ψ0 + ψ1)
[
ln
(
ψ0
ψ∞,0
)
− ln
(
ψ1
ψ∞,1
)]
= (ψ0 + ψ1)(−ψ˜0 + ψ˜1)
[
ln
(
ψ˜0
ψ˜∞,0
)
− ln
(
ψ˜1
ψ˜∞,1
)]
= (ψ0 + ψ1)
[
−ln
(
ψ˜0
ψ˜∞,0
)
ψ˜0 − ln
(
ψ˜1
ψ˜∞,1
)
ψ˜1 + ln
(
ψ˜0
ψ˜∞,0
)
ψ˜1 + ln
(
ψ˜1
ψ˜∞,1
)
ψ˜0
]
= (ψ0 + ψ1)
[
−2ln
(
ψ˜0
ψ˜∞,0
)
ψ˜0 − 2ln
(
ψ˜1
ψ˜∞,1
)
ψ˜1 + (ψ˜0 + ψ˜1)ln
(
ψ˜0
ψ˜∞,0
)
+ (ψ˜0 + ψ˜1)ln
(
ψ˜1
ψ˜∞,1
)]
= (ψ0 + ψ1)
[
−2
1∑
i=0
ln
(
ψ˜i
ψ˜∞
)
ψ˜i + ln
(
ψ˜0
ψ˜∞,0
)
+ ln
(
ψ˜1
ψ˜∞,1
)]
.
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From hypothesis [H1], ∀(x, y) ∈ (T\E)×R, ψ˜∞,1 = ψ˜∞,0 = 12 , which allows the above to be written
as
−
1∑
i=0
ln
(
ψ
ψ∞
)
(ψ − ψ1−i) = (ψ0 + ψ1)
[
−2
1∑
i=0
ln
(
ψ˜i
ψ˜∞
)
ψ˜i + 2
1∑
i=0
ln
(
ψ˜i
ψ˜∞
)
ψ˜∞
]
= −2(ψ0 + ψ1)
[
1∑
i=0
ln
(
ψ˜i
ψ˜∞
)
ψ˜i +
1∑
i=0
ln
(
ψ˜∞
ψ˜i
)
ψ˜∞
]
(31)
≤ 0.
The last line is due to the fact that the two terms between brackets are non-negative, since they
are relative entropies. ♦
Remark 3 Let us consider the case where E = ∅ and thus ∀x ∈ T, λ(x) = λ > 0, which implies
(see [H1]) V0 = V1 and therefore ψ∞,0 = ψ∞,1 everywhere on T × R. In this case, it follows
from (31) that
−
1∑
i=0
∫
T×R
λ(x)ln
(
ψ
ψ∞
)
(ψ − ψ1−i)
≤ −2λ
∫
T×R
(ψ0 + ψ1)
1∑
i=0
ln
(
ψ˜i
ψ˜∞
)
ψ˜i
≤ −2λ
∫
T×R
1∑
i=0
ln
(
ψ
ψ∞
)
ψ + 2λ
∫
T×R
ln
(
ψ0 + ψ1
ψ∞,0 + ψ∞,1
)
(ψ0 + ψ1).
Furthermore, since the marginal ψx,y := ψ0 + ψ1 satisfies in this specific case
∂tψ
x,y = div(ψx,y∞ ∇(ψx,y/ψx,y∞ )) + ∂x((A′ −A′t)ψx,y), (32)
one can show, using the results of [14], that ∃C > 0, ∀t ≥ 0,
−
1∑
i=0
∫
T×R
λ(x)ln
(
ψ
ψ∞
)
(ψ − ψ1−i) ≤ −2λE + 2λCe−2 min{ρ,4pi
2} t.
Using this, and the fact that −E ≤ −Em, one can show that Em converges to zero exponentially
fast with rate
2min{ρ, 4pi2, λ}.
The convergence rate thus depends on λ > 0, the rate at which switching occurs between the two
channels. This is comparable to the original result obtained for the ABF algorithm, see [14]. The
aim of what follows is to obtain a result in the case where E 6= ∅, namely when λ = 0 in some
region.
In order to estimate the last term on the right hand side of (28), it will be helpful to express the
difference of the biasing force and the mean force in terms of densities
Lemma 5 The difference between the biasing force A′t and the mean force A
′ can be expressed in
the following way
A′t −A′ =
1∑
i=0
∫
R
∂xln
(
ψ
ψ∞
)
ψ
ψξ
dy − ∂xln
(
ψξ
ψξ∞
)
.
Proof : We develop the expression on the right hand side and use the fact that ψξ∞ ≡ 1
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1∑
i=0
∫
R
∂xln
(
ψ
ψ∞
)
ψ
ψξ
dy − ∂xln
(
ψξ
ψξ∞
)
=
1∑
i=0
∫
R
∂xln(ψ)
ψ
ψξ
dy −
1∑
i=0
∫
R
∂xln(ψ∞)
ψ
ψξ
dy − ∂xln
(
ψξ
)
=
1∑
i=0
∫
R
∂xψ
ψξ
dy +
1∑
i=0
∫
R
∂x(Vi −A ◦ ξ) ψ
ψξ
dy − ∂xψ
ξ
ψξ
=
1∑
i=0
∫
R
∂xVi
ψ
ψξ
dy −
1∑
i=0
∫
R
A′
ψ
ψξ
dy
= A′t −A′,
The last line is a result of the definition of A′t in (13) and the fact that A is a function of x only. ♦
Another useful estimate for the difference between A′t and A
′ is given in the following lemma.
Lemma 6 The difference of the biasing force and the mean force can be bounded by the microscopic
entropy as: ∫
T
|A′t −A′|2ψξ dx ≤ 2R2Em(t),
where
R =
(
C +Mρ−1/2
)
.
Proof : We begin by showing that |A′t(x)−A′(x)| ≤M
√
2em(t, x)/ρ. By definition, we have
A′t(x)−A′(x) =
1∑
i=0
∫
R
∂xViψ dy
1∑
i=0
∫
R
ψ dy
−
1∑
i=0
∫
R
∂xViψ∞ dy
1∑
i=0
∫
R
ψ∞ dy
=
1∑
i=0
∫
R
((
∂xVi
ψξ,I
ψξ
)
ψ
ψξ,I
−
(
∂xVi
ψξ,I∞
ψξ∞
)
ψ∞
ψξ,I∞
)
dy
=
1∑
i=0
∫
R×R
(
∂xVi(x, y)
ψξ,I
ψξ
− ∂xVi(x, y′)ψ
ξ,I
∞
ψξ∞
)
pi(dy, dy′)
where pi(dy, dy′) is any coupling measure on R × R with marginals µt|x,i and µ∞|x,i. Next, using
Taylor’s expansion on ∂xVi(x, y), we have
A′t(x)−A′(x) =
1∑
i=0
∫
R×R
(
(∂xVi(x, y
′) + ∂x,yVi(x, η(y, y
′))(y − y′)) ψ
ξ,I
ψξ
− ∂xVi(x, y′)ψ
ξ,I
∞
ψξ∞
)
pi(dy, dy′)
=
1∑
i=0
∫
R×R
(
∂xVi(x, y
′)
(
ψξ,I
ψξ
− ψ
ξ,I
∞
ψξ∞
)
+ ∂x,yVi(x, η(y, y
′))(y − y′)ψ
ξ,I
ψξ
)
pi(dy, dy′)
=
1∑
i=0
(
ψξ,I
ψξ
− ψ
ξ,I
∞
ψξ∞
)∫
R
∂xVi(x, y
′)
ψ∞
ψξ,I∞
dy′ +
1∑
i=0
ψξ,I
ψξ
∫
R×R
∂x,yVi(x, η(y, y
′))(y − y′)pi(dy, dy′)
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where η(y, y′) ∈ [y, y′]. Recall from [H2] that ∃C,M > 0 such that
∥∥∥∥
∫
R
∂xVi dµ∞|x,i
∥∥∥∥
L∞(T)
≤ C
and ‖∂x,yVi‖L∞ ≤M . Furthermore, with the use of the Csiszar-Kullback inequality, we have
|A′t(x) −A′(x)| ≤ C
1∑
i=0
∣∣∣∣ψξ,Iψξ − ψ
ξ,I
∞
ψξ∞
∣∣∣∣+M
1∑
i=0
ψξ,I
ψξ
∫
R×R
|y − y′|pi(dy, dy′)
≤ C
√
2H(µIt|x, µ
I
∞|x) +M
1∑
i=0
ψξ,I
ψξ
∫
R×R
|y − y′|pi(dy, dy′).
Next, by the Talagrand inequality (21) and the concavity of the function x 7→ √x,
|A′t(x) −A′(x)| ≤ C
√
2H(µIt|x, µ
I
∞|x) +M
1∑
i=0
ψξ,I
ψξ
√
2
ρ
H(µt|x,i, µ∞|x,i)
≤ C
√
2H(µt|x, µ∞|x) +M
√√√√2
ρ
1∑
i=0
H(µt|x,i, µ∞|x,i)
ψξ,I
ψξ
≤ C
√
2H(µt|x, µ∞|x) +M
√
2
ρ
H(µt|x, µ∞|x)
Therefore
|A′t(x)−A′(x)|2 ≤ 2
(
C +Mρ−1/2
)2
em(t, x).
The result follows immediately, since Em(t) =
∫
T
em(t, x) ψ
ξdx. ♦
We are now equipped with the right tools to control dE/dt, and are left to handle the evolution of
the macroscopic entropy.
3.2 Controlling EM
Due to the free diffusion equation (16) satisfied by ψξ, the macroscopic entropy EM is easily
controlled.
Lemma 7 The macroscopic entropy satisfies
dEM
dt
= −
∫
T
∣∣∣∣∂xln
(
ψξ
ψξ∞
)∣∣∣∣
2
ψξ = −F (ψξ|ψξ∞). (33)
Proof : Using (16) and integration by parts
dEM
dt
=
d
dt
∫
T
ln
(
ψξ
ψξ∞
)
ψξ
=
∫
T
ln
(
ψξ
ψξ∞
)
∂xxψ
ξ
= −
∫
T
∣∣∣∣∂xln
(
ψξ
ψξ∞
)∣∣∣∣
2
ψξ.
Lemma 8 The Fisher information for the marginal density ψξ decays exponentially fast with rate
r = 8pi2
F (ψξ(t, ·)|ψξ∞) ≤ F0 exp(−8pi2t),
where F0 = F (ψ
ξ(0, ·)|ψξ∞).
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Proof : See Lemma 12 of reference [14].
♦
In light of the lemmas presented above, hypotheses [H1]-[H4] may now be used to control the
evolution of the microscopic entropy.
3.3 Controlling Em
The aim of this section is to obtain an estimation on the evolution of th microscopic entropy Em,
see (36) below. We first begin by using the fact that the channel-local conditional measures µ∞|x,i
satisfy LSI(ρ) to bound the microscopic entropy.
Lemma 9 Under the hypothesis [H3], the microscopic entropy Em satisfies
Em ≤ 1
2ρ
1∑
i=0
∫
T×R
∣∣∣∣∂yln
(
ψ
ψ∞
)∣∣∣∣
2
ψ dx dy + Ec,
where Ec is defined in (24).
Proof : We fist consider the local entropy em(t, x), which can be decomposed into the sum of the
channel-local entropy and the entropy of the Bernoulli measures.
em(t, x) = H(µt|x|µ∞|x)
=
1∑
i=0
∫
R
ln
(
ψ
ψξ
/ψ∞
ψξ∞
)
ψ
ψξ
dy
=
1∑
i=0
[∫
R
ln
(
ψ
ψξ,I
/ ψ∞
ψξ,I∞
)
ψ
ψξ
dy +
∫
R
ln
(
ψξ,I
ψξ
/ψξ,I∞
ψξ∞
)
ψ
ψξ
dy
]
≤
1∑
i=0
[
1
2ρ
∫
R
∣∣∣∣∂yln
(
ψ
ψ∞
)∣∣∣∣
2
ψ
ψξ
dy
]
+
1∑
i=0
[
ln
(
ψξ,I
ψξ
/ψξ,I∞
ψξ∞
)
ψξ,I
ψξ
]
=
1
2ρ
1∑
i=0
∫
R
∣∣∣∣∂yln
(
ψ
ψ∞
)∣∣∣∣
2
ψ
ψξ
dy + ec(t, x),
where the inequality is a direct result of [H3]. The microscopic entropy is then
Em(t) =
∫
T
em(t, x)ψ
ξ dx
≤ 1
2ρ
1∑
i=0
∫
T×R
∣∣∣∣∂yln
(
ψ
ψ∞
)∣∣∣∣
2
ψ dx dy + Ec,
as required. ♦
The time evolution of Em may now be expressed using results of Lemmas 3 and 7.
dEm
dt
=
dE
dt
− dEM
dt
≤ −
1∑
i=0
∫
T×R
∣∣∣∣∇ln
(
ψ
ψ∞
)∣∣∣∣
2
ψ −
1∑
i=0
∫
T×R
(A′ −A′t)∂xln
(
ψ
ψ∞
)
ψ +
∫
T
∣∣∣∣∂xln
(
ψξ
ψξ∞
)∣∣∣∣
2
ψξ.
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We may now apply Lemma 5 and use integration by parts
dEm
dt
= −
1∑
i=0
∫
T×R
∣∣∣∣∂yln
(
ψ
ψ∞
)∣∣∣∣
2
ψ −
1∑
i=0
∫
T×R
∣∣∣∣∂xln
(
ψ
ψ∞
)∣∣∣∣
2
ψ
+
1∑
i=0
∫
T×R
(
1∑
i=0
∫
R
∂xln
(
ψ
ψ∞
)
ψ
ψξ
dy − ∂xln
(
ψξ
ψξ∞
))
∂xln
(
ψ
ψ∞
)
ψ
+
∫
T
∣∣∣∣∂xln
(
ψξ
ψξ∞
)∣∣∣∣
2
ψξ
= −
1∑
i=0
∫
T×R
∣∣∣∣∂yln
(
ψ
ψ∞
)∣∣∣∣
2
ψ
−
1∑
i=0
∫
T×R
∣∣∣∣∂xln
(
ψ
ψ∞
)∣∣∣∣
2
ψ +
∫
T
(
1∑
i=0
∫
R
∂xln
(
ψ
ψ∞
)
ψ dy
)2
1
ψξ
(34)
−
1∑
i=0
∫
T×R
∂xln
(
ψξ
ψξ∞
)
∂xln
(
ψ
ψ∞
)
ψ +
∫
T
∣∣∣∣∂xln
(
ψξ
ψξ∞
)∣∣∣∣
2
ψξ.
Notice that (34) is non-positive by the Cauchy-Schwartz inequality. We therefore have
dEm
dt
≤ −
1∑
i=0
∫
T×R
∣∣∣∣∂yln
(
ψ
ψ∞
)∣∣∣∣
2
ψ
−
1∑
i=0
∫
T×R
∂xln
(
ψξ
ψξ∞
)
∂xln
(
ψ
ψ∞
)
ψ +
∫
T
∣∣∣∣∂xln
(
ψξ
ψξ∞
)∣∣∣∣
2
ψξ
= −
1∑
i=0
∫
T×R
∣∣∣∣∂yln
(
ψ
ψ∞
)∣∣∣∣
2
ψ −
∫
T
[
∂xln
(
ψξ
ψξ∞
)
ψξ
]
(A′t −A′) (35)
≤ −2ρEm + 2ρEc +
√∫
T
|A′t −A′|2 ψξ
√∫
T
∣∣∣∣∂xln
(
ψξ
ψξ∞
)∣∣∣∣
2
ψξ.
Line (35) is a result of Lemma 5 and the last inequality is due to Lemma 9 and a further application
of the Cauchy-Schwartz inequality. Now, using Lemmas 6 and 8, we obtain
dEm
dt
≤ −2ρEm + 2ρEc +R
√
2Em
√
F0e−8pi
2t, .
where we recall F0 = F (ψ
ξ(0, ·)|ψξ∞). Finally, using Young’s inequality: ∀ε > 0, ∀a, b ∈ R,
ab < εa2 + 14εb
2, we obtain
dEm
dt
≤ −2 (ρ−R2ε)Em + 2ρEc + 1
4ε
F0e
−8pi2t, (36)
where ε > 0 will be chosen optimally later in the proof. We are left to control the channel entropy
term Ec in order to conclude.
3.4 Controlling Ec
The aim of this section is to obtain a control on the evolution of Ec defined by (38), and more
precisely an upper bound of Ec, denoted P , which is the weighted χ
2-distance between ψξ,I and
ψξ,I∞ , see (38) and (49) below.
19
Recall that Ec =
∫
T
H(µIt|x|µI∞|x)ψξ dx, where the integrand is the relative entropy of a
Bernoulli measure. Poincare´ and logarithmic Sobolev inequalities have been studied for Bernoulli
measures [1]. In order to obtain an exponentially decaying relative entropy, however, a suitable
semi-group and its infinitesimal generator is needed for the measure. In the case of the bi-channel
model (in particular [H1]), we face problems due to the region E ⊂ T, where no exchange is per-
mitted between the two channels: in this region, the speed at which the measure µIt|x reaches
equilibrium cannot directly be controlled. To circumvent this issue, we consider the spectral gap
of an adequate operator and resort to the Poincare´ inequality.
By the definition of Ec and using the inequality ∀x > 0, xln(x) ≤ x(x − 1) and the fact that∑1
i=0
∫
T
ψξ,I(t, x, i) dx = 1, we obtain
Ec =
1∑
i=0
∫
T
ln
(
ψξ,I
ψξ
/
ψξ,I∞
ψξ∞
)
ψξ,I
=
1∑
i=0
∫
T
ln
(
ψξ,I/ψξ,I∞
)
ψξ,I − EM
≤
1∑
i=0
∫
T
(
ψξ,I
ψξ,I∞
− 1
)2
ψξ,I∞ dx− EM . (37)
We therefore have
Ec ≤ P, (38)
where
P =
1∑
i=0
∫
T
(
ψξ,I
ψξ,I∞
− 1
)2
ψξ,I∞ dx. (39)
In order to proceed and consider the time derivative of P , we will need some further results to
express the evolution of the marginal density ψξ,I . The idea is to compare the evolution of ψξ,I
with the dynamics of this density if A′t and
∫
T
∂xV dµt|x,i were already at equilibrium (see Section
2.4).
Lemma 10 The Fokker-Planck equation (15) for ψξ,I can be rewritten as
∂tψ
ξ,I = ∂x
(
ψξ,I∞ ∂x
(
ψξ,I
ψξ,I∞
))
+ ∂x
((∫
R
∂xViψ
ψξ,I
−
∫
R
∂xViψ∞
ψξ,I∞
)
ψξ,I
)
+∂x((A
′ −A′t)ψξ,I)− λ(x)(ψξ,I − ψξ,I1−i)
(40)
Proof : First we will show that
∂tψ
ξ,I = ∂x
(∫
R
ψ∞∂x
(
ψ
ψ∞
)
dy
)
+ ∂x((A
′ −A′t)ψξ,I)− λ(x)(ψξ,I − ψξ,I1−i). (41)
By developing the right hand side, we have
∂tψ
ξ,I = ∂x
(∫
R
∂xψ − ψ
ψ∞
∂xψ∞
)
+ ∂x
∫
R
(A′ −A′t)ψ − λ(x)(ψξ,I − ψξ,I1−i)
= ∂x
(∫
R
∂x(Vi −A ◦ ξ)ψ
)
+ ∂xxψ
ξ,I + ∂x
∫
R
(A′ − A′t)ψ − λ(x)(ψξ,I − ψξ,I1−i)
=
∫
R
∂x (∂x(Vi −At ◦ ξ)ψ) + ∂xxψξ,I − λ(x)(ψξ,I − ψξ,I1−i)
which is indeed the Fokker-Planck equation (15) associated to ψξ,I .
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Next, we show that ∀x ∈ T, ∀i ∈ {0, 1}∫
R
ψ∞∂x
(
ψ
ψ∞
)
dy = ψξ,I∞ ∂x
(
ψξ,I
ψξ,I∞
)
+
(∫
R
∂xViψ
ψξ,I
−
∫
R
∂xViψ∞
ψξ,I∞
)
ψξ,I . (42)
To prove the above, notice that∫
R
ψ∞∂x
(
ψ
ψ∞
)
dy − ψξ,I∞ ∂x
(
ψξ,I
ψξ,I∞
)
=
∫
R
∂xψ dy −
∫
R
ψ
ψ∞
∂xψ∞ − ∂xψξ,I + ψ
ξ,I
ψξ,I∞
∂xψ
ξ,I
∞
=
∫
R
(∂x(Vi −A ◦ ξ))ψ dy −
∫
R
∂x(Vi −A ◦ ξ)e−(Vi−A◦ξ)dy∫
R
e−(Vi−A◦ξ) dy
ψξ,I
=
∫
R
(∂xVi)ψ dy −A′(x)ψξ,I −
∫
R
∂xVie
−(Vi−A◦ξ) dy∫
R
e−(Vi−A◦ξ) dy
ψξ,I +A′(x)ψξ,I
Finally, by using the fact that the free energy A is independent of y, we obtain∫
R
ψ∞∂x(ψ/ψ∞) dy − ψξ,I∞ ∂x(ψξ,I/ψξ,I∞ ) =
(∫
R
∂xViψ
ψξ,I
−
∫
R
∂xViψ∞
ψξ,I∞
)
ψξ,I , (43)
as required. The final result (40) is obtained by substituting (42) into (41). ♦
Notice that (40) is comparable to (25), only with additional terms due to the fact that At and∫
T
∂xV dµt|x,i have not yet converged. The difference of the biasing force and mean force, A
′
t −A′,
was already estimated in Lemmas 5 and 6. We are therefore left to control the remaining term.
Lemma 11 ∀x ∈ T, ∀i ∈ {0, 1},∣∣∣∣
∫
R
∂xViψ
ψξ,I
−
∫
R
∂xViψ∞
ψξ,I∞
∣∣∣∣ ≤M
√
2
ρ
H
(
µt|x,i
∣∣µ∞|x,i ).
As a consequence,
1∑
i=0
∫
T
∣∣∣∣
∫
R
∂xViψ
ψξ,I
−
∫
R
∂xViψ∞
ψξ,I∞
∣∣∣∣
2
ψξ,I dx ≤ 2M
2
ρ
Em. (44)
Proof : Let Π(µt|x,i, µ∞|x,i) be the set of coupling measures on R × R with marginals µt|x,i and
µ∞|x,i respectively and let pi ∈ Π . Then∣∣∣∣
∫
R
(
∂xVi
ψ
ψξ,I
− ∂xVi ψ∞
ψξ,I∞
)∣∣∣∣ =
∣∣∣∣
∫
R×R
(∂xVi(x, y)− ∂xVi(x, y′)) pi(dy, dy′)
∣∣∣∣
≤ ‖∂x,yVi‖L∞
∫
R×R
|y − y′| pi(dy, dy′)
≤ M
√
2
ρ
H(µt|x,i|µ∞|x,i)
where we have used Lemma 1 since µ∞|x,i satisfies LSI(ρ). Equation (44) follows immediately from
the fact that
∑1
i=0
∫
T
H(µt|x,i|µ∞|x,i)ψξ,I dx ≤ Em. ♦
One result that is now needed to derive estimates on the evolution of P is the existence of a
spectral gap of the operator describing the dynamics once A′t and
∫
R
∂xVidµt|x,i have converged
(see (25)). We now justify the existence of such a spectral gap.
In order to do so, let us define the vector spaces
Vl =
{
v : T× {0, 1} → R
∣∣∣∣∣ ∀i ∈ {0, 1}, viψξ,I∞ (x, i) ∈ L2
(
T, ψξ,I∞ (x, i) dx
)
,
1∑
i=0
∫
T
vi(x) dx = l
}
and
Wl =
{
w ∈ Vl
∣∣∣∣∣ ∀i ∈ {0, 1}, wiψξ,I∞ (x, i) ∈ H1
(
T, ψξ,I∞ (x, i) dx
)
,
1∑
i=0
∫
T
wi(x) dx = l
}
.
A function φ in Vl (or inWl) will also be considered as a vector valued function as φ :
{
T→ R2
x 7→ (φ0(x), φ1(x)) .
Notice that φ ∈ W1 if and only if f := φ− ψξ,I∞ ∈ W0.
Lemma 12 Recall the operator  L = ( L0,  L1), with  Li defined as in (25),
 Liφ = −
[
∂x
(
ψξ,I∞,i∂x
(
φi/ψ
ξ,I
∞,i
))
− λ(x)(φi − φ1−i)
]
.
Then
i) The operator  L is symmetric and positive definite with respect to the inner product
〈f, g〉 =
1∑
i=0
∫
T
fi(x)gi(x)
1
ψξ,I∞ (x, i)
dx.
ii)  L has a spectral gap θ > 0 in the sense that
inf
f∈W0,f 6=0
〈f,  Lf〉
〈f, f〉 = θ > 0. (45)
Proof : i) To show symmetry of the operator  L, consider functions ϕ, φ ∈ W0. Now, using
the fact that ∀x ∈ T \ E , ψξ,I∞,0(x) = ψξ,I∞,1(x),
1∑
i=0
∫
T
ϕi  Liφ
1
ψξ,I∞,i
dx
= −
1∑
i=0
∫
T
ϕi∂x
(
ψξ,I∞,i∂x
(
φi
ψξ,I∞,i
))
1
ψξ,I∞,i
dx+
1∑
i=0
∫
T
λ(x)ϕi(φi − φ1−i) 1
ψξ,I∞,i
dx
=
1∑
i=0
∫
T
∂x
(
ϕi
ψξ,I∞,i
)
∂x
(
φi
ψξ,I∞,i
)
ψξ,I∞,i dx+
∫
T
λ(x)(ϕ0 − ϕ1)(φ0 − φ1) 1
ψξ,I∞,0
dx (46)
= −
1∑
i=0
∫
T
φi∂x
(
ψξ,I∞,i∂x
(
ϕi
φ∞,i
))
1
ψξ,I∞,i
dx+
∫
T
λ(x)(φ0 − φ1)(ϕ0 − ϕ1) 1
ψξ,I∞,0
dx
=
1∑
i=0
∫
T
φi  Liϕ
1
ψξ,I∞,i
dx.
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From (46), we conclude positive definiteness of  L
1∑
i=0
∫
T
φi  Liφ
1
ψξ,I∞,i
dx =
1∑
i=0
∫
T
∣∣∣∣∣∂x
(
φi
ψξ,I∞,i
)∣∣∣∣∣
2
ψξ,I∞,i dx+
∫
T
λ(x)(φ0 − φ1)2 1
ψξ,I∞,0
dx > 0. (47)
Notice that the above is strictly positive for any φ ∈ W0, since 〈φ,  Lφ〉 = 0 if and only if
φ0 = φ1 = 0.
ii) In fact, one can check that ∃κ > 0, such that ∀φ ∈ W0, φ 6= 0,
1∑
i=0
∫
T
φi  Liφ
1
ψξ,I∞
dx ≥ κ
1∑
i=0
∫
T
(
|φi|2 + |∇φi|2
) 1
ψξ,I∞
dx.
Therefore, by the Lax-Milgram theorem,  L−1 is well defined from V0 to W0 and thus compact
from V0 to V0. From the symmetry and positive definiteness of  L, and the fact that its inverse is a
compact operator from V0 to V0, it has a strictly positive and discrete spectrum. There exists a set
of eigenvectors (vn)n≥1, orthonormal with respect to the inner product 〈·, ·〉, forming a basis of V0
and W0, and associated to an increasing sequence of eigenvalues (σn)n≥1, such that lim
n→∞
σn =∞.
In particular, there exists a spectral gap: θ = σ1 > 0. ♦
Remark 4 In the case where a function φ ∈ W1 satisfies ∂tφ =  Lφ, a consequence of Lemma 12
is
∀t ≥ 0, ‖φ(t, ·)− ψξ,I∞ ‖2 ≤ Ke−2θt, (48)
where ‖ · ‖2 = 〈·, ·〉 and K =
∑
n≥1
〈φ(0, ·) − ψξ,I∞ , vn〉2. This is easily obtained by noticing that
φ− ψξ,I∞ ∈ W0 and therefore can be expressed in terms of the orthonormal eigenvectors (vn)n≥1
φ(t, ·) − ψξ,I∞ =
∑
n≥1
〈φ(0, ·) − ψξ,I∞ , vn〉vne−σnt.
The result (48) follows immediately since ∀n ≥ 2, σn ≥ σ1 = θ.
Notice in particular that the Fokker-Planck equation (40) satisfied by ψξ,I can be written as
∂tψ
ξ,I(t, x, i) =  Liψ
ξ,I + ∂x
((∫
R
∂xViψ
ψξ,I
−
∫
R
∂xViψ∞
ψξ,I∞
)
ψξ,I
)
+ ∂x((A
′ −A′t)ψξ,I .
We will show that the last two terms can be controlled by Em, see (49).
With these tools at hand, let us consider the time evolution of the functional P defined in (39)
1
2
dP
dt
=
1∑
i=0
∫
T
(
ψξ
ψξ,I∞
− 1
)
∂t
(
ψξ
ψξ,I∞
)
ψξ,I∞ dx
=
1∑
i=0
∫
T
ψξ,I∂t
(
ψξ
ψξ,I∞
)
dx−
1∑
i=0
∫
T
∂tψ
ξ,I dx
=
1∑
i=0
∫
T
ψξ,I∂tψ
ξ,I 1
ψξ,I∞
dx.
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Using equation (40) of Lemma 10, we get
1
2
dP
dt
=
1∑
i=0
∫
T
ψξ,I∂tψ
ξ,I 1
ψξ,I∞
dx
= −
1∑
i=0
∫
T
∣∣∣∣∂x
(
ψξ
ψξ,I∞
)∣∣∣∣
2
ψξ,I∞ dx −
1∑
i=0
∫
T
λ(x)ψξ,Ii (ψ
ξ,I
i − ψξ,I1−i)
1
ψξ,I∞,i
dx
−
1∑
i=0
∫
T
∂x
(
ψξ
ψξ,I∞
)
(A′ −A′t)ψξ,I dx−
1∑
i=0
∫
T
∂x
(
ψξ
ψξ,I∞
)(∫
R
∂xV ψ
ψξ,I
−
∫
R
∂xV ψ∞
ψξ,I∞
)
ψξ,I dx.
Notice that, by developing the sum and using the fact that ψξ,I∞,0 = ψ
ξ,I
∞,1 for λ(x) 6= 0, the second
term may be replaced by
∫
T
λ(x)
∣∣∣ψξ,I0 − ψξ,I1 ∣∣∣2 1
ψξ,I∞,0
dx. Finally by using Young’s inequality on
the last two terms, we obtain for a parameter α > 0 to be chosen later on,
1
2
dP
dt
= −
1∑
i=0
∫
T
∣∣∣∣∂x
(
ψξ
ψξ,I∞
)∣∣∣∣
2
ψξ,I∞ dx−
∫
T
λ(x)
∣∣∣ψξ,I0 − ψξ,I1 ∣∣∣2 1
ψξ,I∞,0
dx
+
1
4α
1∑
i=0
∫
T
∣∣∣∣∂x
(
ψξ
ψξ,I∞
)∣∣∣∣
2
ψξ,I dx+ α
∫
T
|A′ − A′t|2ψξ dx
+
1
4α
1∑
i=0
∫
T
∣∣∣∣∂x
(
ψξ
ψξ,I∞
)∣∣∣∣
2
ψξ,I dx+ α
1∑
i=0
∫
T
∣∣∣∣
∫
R
∂xV ψ
ψξ,I
−
∫
R
∂xV ψ∞
ψξ,I∞
∣∣∣∣
2
ψξ,I dx.
Next, by Lemmas 6 and 11,
1
2
dP
dt
= −
1∑
i=0
∫
T
∣∣∣∣∂x
(
ψξ
ψξ,I∞
)∣∣∣∣
2
ψξ,I∞ dx−
∫
T
λ(x)
∣∣∣ψξ,I0 − ψξ,I1 ∣∣∣2 1
ψξ,I∞
dx
+
1
2α
1∑
i=0
∫
T
∣∣∣∣∂x
(
ψξ
ψξ,I∞
)∣∣∣∣
2
ψξ,I dx+ 2α
M2
ρ
Em + 2αR
2Em.
Notice that, in the third term, ψξ,I ≤ ψξ ≤ M˜ for M˜ = ∥∥ψξ(0, ·)∥∥
L∞
and 1 ≤ ψξ,I∞ /c for
c = min
x,i
ψξ,I∞ . This gives
1
2
dP
dt
≤ −
1∑
i=0
∫
T
∣∣∣∣∂x
(
ψξ
ψξ,I∞
)∣∣∣∣
2
ψξ,I∞ dx−
∫
T
λ(x)
∣∣∣ψξ,I0 − ψξ,I1 ∣∣∣2 1
ψξ,I∞
dx
+
M˜
2αc
1∑
i=0
∫
T
∣∣∣∣∂x
(
ψξ
ψξ,I∞
)∣∣∣∣
2
ψξ,I∞ dx+ 4αR
2Em.
Finally, by grouping terms together and using the fact that α may be chosen such that M˜/2αc < 1
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(an appropriate choice for α is given later in the proof), we have
1
2
dP
dt
≤ −
(
1− M˜
2αc
)
1∑
i=0
∫
T
∣∣∣∣∂x
(
ψξ
ψξ,I∞
)∣∣∣∣
2
ψξ,I∞ dx −
∫
T
λ(x)
∣∣∣ψξ,I0 − ψξ,I1 ∣∣∣2 1
ψξ,I∞
dx + 4αR2Em
≤ −
(
1− M˜
2αc
)[
1∑
i=0
∫
T
∣∣∣∣∂x
(
ψξ
ψξ,I∞
)∣∣∣∣
2
ψξ,I∞ dx+
∫
T
λ(x)
∣∣∣ψξ,I0 − ψξ,I1 ∣∣∣2 1
ψξ,I∞
dx
]
+ 4αR2Em
≤ −
(
1− M˜
2αc
)
1∑
i=0
∫
T
(ψξ,I  Liψ
ξ,I)
1
ψξ,I∞
dx + 4αR2Em
≤ −
(
1− M˜
2αc
)
θP + 4αR2Em, (49)
where the last line is a result of (45), with f := ψξ,I − ψξ,I∞ . Notice that f ∈ W0 since the
normalization for ψξ,I is
1∑
i=0
∫
T
ψξ,Idx = 1.
To complete the proof of Theorem 1, we now need to study the system of inequalities (36)
and (49).
3.5 Completing the proof
To show that Em decays exponentially fast, we study the system of two inequalities (36) and (49).
Since, from (38), Ec ≤ P , the system to be studied is

dEm
dt
≤ −2 (ρ−R2ε)Em + 2ρP + 1
4ε
F0 e
−8pi2t,
dP
dt
≤ 8αR2Em − 2
(
1− M˜
2αc
)
θP.
(50)
The parameters α > M˜2c and ε > 0 remain to be chosen in order to obtain an exponential con-
vergence with the best possible rate. To fix α, let us first study the eigenvalues of the matrix of
coefficients, neglecting the terms in ε.
Lemma 13 Let us assume [H4]. The matrix
A =
( −ρ ρ
4αR2 −
(
1− M˜2αc
)
θ
)
is negative definite and α may be chosen so that the eigenvalues −λ± of A are such that
−λ− ≤ −λ+ = −Λ(θ) < 0
where Λ : (θmin,∞) → (0, ρ) is a positive, increasing function. We recall that θmin = 8M˜R
2
c
,
where R = C +Mρ−1/2. The function Λ is such that Λ → 0 as θ → θmin and Λ → ρ as θ → ∞.
Moreover, Λ(ρ+ 2θmin) =
ρ
2
.
Proof : In order to prove the negative definiteness of the matrix A, we show that for certain values
of α > 0, tr(A) < 0 and det(A) > 0. In the following, we only consider positive values of α (which
is imposed by the previous computations). We have
tr(A) = −ρ−
(
1− M˜
2αc
)
θ < 0 iff α >
M˜θ
2c(ρ+ θ)
(51)
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and
det(A) = θρ
(
1− M˜
2αc
)
− 4αR2ρ > 0 iff α ∈ (α−, α+), α± = θc±
√
θ2c2 − 8M˜θR2c
8R2c
. (52)
The interval (α−, α+) is indeed well defined and included in [0,∞) since θ > θmin = 8M˜R2/c
(hypothesis [H4]). We seek an optimal α that minimizes eigenvalue −λ+ and satisfies (51) and (52).
An analytical solution cannot be easily obtained. We choose
α = α∗ :=
M˜
c
,
which appears to be very close to the optimal choice, from numerical computations. Notice that α∗
satisfies (51) and (52) since, for α = α∗, tr(A) = −ρ−θ/2 < 0 and det(A) = θρ/2−4R2M˜ρ/c > 0.
The eigenvalues of the matrix are now given by
−λ± = 1
2

−(ρ+ θ
2
)
±
√(
ρ− θ
2
)2
+
16R2M˜ρ
c

 < 0.
The rate of convergence of the system is given by the largest of the two eigenvalues −λ+. Let us
introduce the function
Λ(θ) = −1
2

−(ρ+ θ
2
)
+
√(
ρ− θ
2
)2
+
16R2M˜ρ
c


such that λ+ = Λ(θ). It is easily shown that Λ is an increasing function of θ with
Λ(θ)→
{
0 as θ → 8M˜R2c ,
ρ as θ →∞.
Moreover, it is easy to check that Λ(ρ+ 2θmin) =
ρ
2
, which concludes the proof. ♦
We are now in position to complete the proof of Theorem 1. Let us define Y (t) = (Em(t), P (t)).
Using (50) the fact that Em ≤ ‖Y ‖2 (where ‖Y ‖2 denotes the Euclidean norm of the two-
dimensional vector Y ), we obtain
1
2
d
dt
‖Y ‖22 =
1
2
d
dt
(E2m + P
2)
≤ 2Y TAY + 2R2εE2m +
1
4ε
F0 e
−8pi2tEm
≤ −2Λ(θ) ‖Y ‖22 + 2R2ε‖Y ‖22 +
1
4ε
F0 e
−8pi2t‖Y ‖2,
and as a result,
d‖Y ‖2
dt
≤ −2(Λ(θ)−R2ε)‖Y ‖2 + 1
4ε
F0 e
−8pi2t. (53)
For arbitrary small ε > 0, let us consider λε = Λ(θ) − R2ε < Λ(θ). We may assume without loss
of generality that λε 6= 4pi2. Then, from (53), one gets:
Em ≤ ‖Y ‖2 ≤ Kε e−2min{λε,4pi2}t, (54)
where
Kε = 2 max
{√
E2m(0) + P
2(0),
F0
8ε|λε − 4pi2|
}
,
26
which concludes the proof of (27).
The exponential convergence of the total entropy E results from the relation E = EM + Em,
(54) and Lemmas 7 and 8. The Csiszar-Kullback inequality implies the same for ‖ψ(t, ·)−ψ∞‖2L1 .
Finally, the convergence results on A′t are easily obtained from Lemma 6 and the fact that ψ
ξ is
bounded from below by a positive constant for times larger than an arbitrary small positive time,
see the beginning of Section 3.3.2 in [14] for more details.
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