The three-stage Clos-network switch architecture has attractive scalability features that makes it appealing as an alternative for scalable switches. However, scheduling packets in a Clos-network switch is complex. This complexity can be simplified by adding buffers to the first and third stages. By adding these buffers, the scheme used for dispatching packets from the first stage of the switch becomes important. Several dispatching schemes for Clos-network, without internal expansion, that deliver high throughput under uniform traffic model have been proposed. However, there is a need of dispatching schemes that provide high throughput under several admissible traffic patterns, including those with nonuniform distributions, with a small number of matching iterations and without internal expansion. In this paper, we propose two frame-occupancy based dispatching schemes to increase throughput performance in Closnetwork switches without using internal expansion. We show that frame-occupancy based schemes deliver high throughput under uniform and nonuniform traffic patterns.
I. INTRODUCTION
There are two broad approaches to implement a highperformance switch: single and multiple stages. Single-stage switches are mainly based on crossbar switch fabrics. Several single-stage high-speed switch are described in [1] , [2] . However, the single-stage approach makes it difficult to implement a large-scale switch, in terms of the number of ports, because a larger number of switch chips are needed to form a bidimensional array of chips.
A multiple-stage switch, such as a three-stage Clos-network switch [3] , needs fewer switch chips for implementing a switch with large number of ports. This makes the Clos-network switch very attractive for scalable switches.1 We consider two broad types of Clos-network switches: bufferless and buffered. A bufferless Clos-network switch has no memory in any of the three stages. Although the design of the switch modules is rather simple, this switch may require a complex matching process and a long resolution time. A variety of matching schemes for bufferless Clos-network switches have been proposed [41, [5] .
Here, we consider that variable-length packets are segmented into fixed-size packets or cells at the input side of the switch, and re-assembled at the output side of the switch, before departure.
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Within the buffered Clos-network switches, we can categorize a switch into two types: one has the buffers in the secondstage modules and the other has no buffers in the second-stage modules. Implementing buffers in the second-stage modules helps to resolve contention among cells from different firststage modules [6] . However, switches with buffers in the second-stage modules may suffer from serving packets in outof-sequence order, which is undesirable as re-sorting packets might increase the switch complexity and cost. The other option is to use a switch with bufferless second-stage modules, where buffers are only placed in the first and third stages. This architecture, which avoids the out-of-sequence problem, is called a buffered Clos-network switch [7] . We usC this definition in the remainder of this paper. By adding buffers to the first stage of the switch, a dispatching scheme needs to be used to avoid contention within the input module. This matching is implemented as a matching process.
There are several studies on matching schemes for dispatching packets from the first stage of buffered Clos-network switches. As in single-stage switches, a maximum-weight matching dispatching (MWMID) scheme has been used in Clos-network switches to provide high throughput under admissible traffic [8] , but the MiWMD scheme has high computation complexity that could slow down high-speed switches. An alternative is to use maximal-weight matching dispatching schemes. However, the hardware and time complexity of these schemes can be considered high for the ever increasing data rates. Schemes based in round-robin dispatching matching, which are maximal-size matching schemes, such as CRRD [9], have been proposed to deliver 100% throughput under uniform traffic and with a low implementation complexity. CRRD showed that the desynchronization effect, where arbiters reach the point where each of them prefers to match with different input/outputs, improves switching performance under uniform traffic. However, CRRD has a limited throughput under some nonuniform traffic patterns.
Frame-based scheduling with fixed-size frames has been shown to improve switching performance [10] . However, how to choose a suitable frame size is complex. In this paper, we apply framing, based on queue occupancy citerrc, to improve throughput under under nonuniform traffic patterns, without allocating any buffers in the second stage to avoid the out-of-sequence problem, and to offer a low implementation complexity. Here, we introduce the frame occupancy-based random dispatching (FRD), which is based on random dispatching [7], and the frame-occupancy concurrent round-robin dispatching (FCRRD) scheme, which is based on the CRRD scheme and on the captured-frame concept [11] . This paper shows that the captured-frame concept, used for matching 1-4244-0000-7/05/$20.00 02005 IEEE. eligibility, improves the performance of dispatching schemes. We use the RD scheme and FRD for this purpose. In addition, our results show that FCRRD can achieve higher throughput than that of CRRD under nonuniform traffic patterns, while retaining the high performance under uniform traffic and the low implementation complexity of round-robin schemes. This paper is organized as follows. Section II presents the Clos-network switch model and preliminary definitions, used along this paper. Section III proposes the captured frame eligibility and the frame occupancy-based round-robin dispatching scheme. Section IV presents the performance study of the proposed scheme under uniform and nonuniform traffic patterns. Section V presents the conclusions.
II. CLOS-NETWORK SWITCH MODEL AND PRELIMINARY DEFINITION The Clos-network switch is a three-stage switch architecture
[3], as Figure 1 shows. We use the same terminology in [9], as follows:
n: number of input/output ports in each IM/OM, respectively. k: number of IMs/OMs. m: number of CMs.
VOQ(i, j, 1): Virtual output queue at IM(i) that stores cells destined for OP(j, 1). LI (i, r): output link of IM(i) that is connected to CM(r). Lc(r,j): output link at CM(r) that is connected to OM(j).
The switch has k input modules (IM), m central modules (CM), and k output modules (OM). An IM(i) has n input ports, each of which is denoted as IP(i, h). Each IM(i) has n x k VOQs to eliminate head-of-line (HOL) blocking. A VOQ(i,j, 1) stores cells going from IM(i) to OP(1) at OM(j). In an IM, there are m output links. An output-link L.(i, r) is connected from IM(i) to CM(r). A CM(r) has k output links, each of which is Lc(r, j), which are connected to k OMs. An OM(j) has n output ports, each of which is denoted as OP(j, 1), and has an output buffer.
The following definitions, adapted from [11] , are used in the description of the proposed dispatching scheme. Frame. A frame is related to a VOQ. A frame is the set of one or more cells in a VOQ that are eligible for dispatching. Only the HOL cell of the VOQ is eligible per time slot. On-service status. A VOQ is said to be in on-service status if the VOQ has a frame size of two or more cells and the first cell of the frame has been matched. Off-service status. A VOQ is said to be in off-service status if the last cell of the VOQ's frame has been matched or no cell of the frame has been matched. Note that for frame sizes of one cell, the associated VOQ is off-service during the matching of its one-cell frame.
Captured frame size. At the time t, of matching the last cell of the frame associated to VOQ(i, j, 1), the next frame is assigned a size equal to the cell occupancy at VOQ(i,j, 1). Cells arriving to VOQ(i, j, 1) at time td, where td > tc, are not considered for matching until the current frame is -totally served and a new frame is captured.
III. FRAME OCCUPANCY-BASED CONCURRENT
ROUND-ROBIN DISPATCHING SCHEME In IM(i), there are m output-link round-robin arbiters and nk VOQ round-robin arbiters. An output-link arbiter, which is associated with Li(i, r), has its own pointer PL(i, r). A VOQ has an arbiter associated with it. For the sake of simplicity, VOQs are re-denoted as VOQ(i, v), where v = hk + j and 0 < v < nk -1) and each VOQ has a pointer Pv(i,v). In CM(r), there are k round-robin arbiters, which have their own pointer Pc (r,j)
For each VOQ there is a captured frame-size counter, CFi,j,l (t). The value of CF,j,l (t), indicates the frame size at time slot t; that is, the maximum number of cells that a VOQ(i, j, 1) can have as matching candidates in the current and future time slots. CFij,l(t) takes a new value when the last cell of the current frame of VOQ(i, j, 1) is matched. CFiN,, (t) decreases its count each time a cell is matched, other than the last. The arbitration process includes two phases. This scheme follows request-grant-accept approach, as in the CRRD algorithm [9]: Phase 1: Matching within IM -First iteration
Step 1: Non-empty VOQs send a request to the outputlink arbiter LI, where each request indicates the onservice or off-service status of the VOQ. .
Step 2: If an output-link arbiter receives any request, it chooses an on-service request in a round-robin fashion starting from the position of PL (i, r). If none on-service request exists, the LI chooses an off-service request in a round-robin fashion starting from the position of PL (i, r). LI then sends a grant to the selected VOQ. . Step 3: If the VOQ arbiter receives any grant, it accepts an on-service grant in a round-robin fashion, starting from the position of Pv(i, v). If none on-service grant exists, the VOQ arbiter accepts an off-service grant that appears next in round-robin schedule, starting from the position of Pv(i,v). ith iteration * Step 1: Each unmatched VOQ sends another request to all unmatched output-link arbiters. . Step 2 and 3: The same procedure is performed as in the first iteration for matching between unmatched nonempty VOQs and unmatched output links. Phase 2: Matching between IM and CM * Step 1: After phase 1 is complete, LI (i, r) sends the request to CM(r). Each round-robin arbiter associated with OM(j) then chooses a request from the on-service LI(i, r) that appears next in a round-robin schedule, starting from the position PC (r, j) and sends the grant to Lj(i, r) of IM. Pc(r,j) is updated to one position beyond the granted one. If none on-service request exists, the OM(j) chooses an off-service request that appears next in a round-robin schedule, starting from its position Pc(r, j) and sends the grant to LI (i, r). * Step 2: If the IM receives the grant from the CM, Pv and PL are updated to one position beyond the granted link and VOQ, respectively. IM sends the corresponding cell from that VOQ at the next time slot. Otherwise, the IM cannot send the cell at the next time slot. The request from the CM that is not granted will again be attempted at the next time slot because the pointers that are related to the ungranted requests are not moved. In addition to the pointer update, the CFi,j,h counter updates the value according to the following: If an IM received a grant from a CM, the counters are updated as follows. If: i) CFi,j,1(t) > 1: CFi,j,h(t + 1) CFi,j,l(t) -1 and this VOQ(i, j, l) is set as on-service.
ii) If CFi,j,1(t) = 1: CFi,j,l(t + 1) is assigned the occupancy of VOQ(i,j,l), and VOQ(i,j,l) is set as off-service. Note that the matching within IM can have several iterations as the arbiters can be placed in the IM modules. The matching between IM and CM is considered with one iteration only as, depending on the implementation, the IM and CM modules may be located far from each other.
IV. SIMULATION EVALUATION
We studied the performance of the proposed scheme using computer simulation. We compare the performance of the RD scheme [7], and our framed version of it, FRD. Here, we consider CRRD and FCRRD with multiple iterations in IM, which are denoted as IIM, and only a single iteration between IMs and CMs. FRD, as RD, assumes that up to r non-empty VOQs are matched, disregarding of the number of iterations, and therefore, we don't indicate the number of iterations in the results. The traffic models considered have destinations with uniform and nonuniform distrbutions and Bernoulli and bursty arrivals. The bursty traffic follows an on-off Markov modulated process and has an average burst length, 1, of 10 cells. The simulation does not consider the segmentation and re-assembly delays for variable size packets. Simulation results are obtained with a 95% confidence interval, not greater than 5% for the average cell delay.
A. Uniform Traffic Figure 2 shows the simulation results of RD, FRD, CRRD and FCRRD, all under uniform traffic with Bernoulli arrivals in a nm k = 8 switch (i.e., 64 x 64 switch without internal expansion). This figure shows that FRD delivers higher performance than RD, and therefore, showing the improving effect of occupancy-based framing. This figure also shows that FCRRD, as CRRD, delivers 100% throughput with any number of iterations under this traffic type. The average delay of FCRRD with 2 iterations is lower than that of CRRD with 4 iterations. Different from CRRD, FCRRD converges when the number of iterations in the IM reaches two. The reason for this improvement is that once a match is achieved, the match is kept during the frame duration. Therefore, contention in IM is reduced as the number of participant VOQs is reduced with each match. Figure 3 shows that FCRRD provides 100% throughput under Bernoulli uniform traffic while using different switch sizes nmk ={2, 4, 8, 16}. The average delay increases when the switch size increases. Figure 4 shows that FCRRD provides 100% throughput even when the input traffic is bursty, with 1 = 10. As the figure shows, the average delay of FCRRD with one and 2 iterations is smaller than that of CRRD with any number of iterations.
B. Nonuniform Traffic
We simulated the RD, FRD, CRRD and FCRRD schemes with multiple iterations under four different nonuniform traffic patterns: unbalanced [12], Chang's [13] , asymmetric [141 and bi-diagonal [15] . The unbalanced traffic model uses a probability, w, as the fraction of the input load directed to a single predetermined output, while the rest of the input load is directed to all outputs with uniform distribution. Let us consider input port s, output port d, and the offered input load for each input port is p. The traffic load from input port s to output port d, Ps,d is given by,
Where N (i.e., nk) is the switch size. When w = 0, the offered traffic is uniform. On the other hand, when w = 1, the traffic is completely directional. This means that all traffic of input port s is destined for output port d, where s = d. Figure 5 shows the throughput performance of RD, FRD, CRRD, and FCRRD under unbalanced traffic. The throughput of RD when w = 0 is about 65% and starts increasing as w increases. However, FRD is above 90% when w = 0 and increases to 100% as w increases, because of the effect of the occupancy-based framing. This figure also shows that the throughput of FCRRD with 2 iterations is higher than that of CRRD with 4 iterations under the complete range of w. The high throughput of FCRRD under this traffic model is the product of considering the VOQ occupancy and traffic isolation. FCRRD ensures service to queues with high load by capturing a large frame size for each, and to the queues with low load by using round-robin selection. The capturedframe size allows the scheduler isolate the buffered cells from incoming cells that could make the queuing delay longer.
Another non-uniform traffic pattem is Chang's traffic model, which is defined as pi,j = 0 when i = j, and Pi,j = l/(N-1), otherwise, where N = rnk is switch the size and Pi,j is the input load. Figure 6 shows that RD has about 63% throughput while FRD can achieve about 91% throughput under this traffic pattern. This figure also shows that the average cell delay of FCRRD with 2 iterations is higher than that of CRRD with 4 iterations under Chang's traffic, as seen in the previous traffic models. Figure 7 shows the simulation results under asymmetric traffic. This figure shows that RD delivers about 75% throughput as CRRD with 4 iterations, while CRRD and FCRRD, both with I iteration, deliver below 45% throughput. FRD The last non-uniform traffic pattern considered here is the bi-diagonal traffic model, which is defined as pi,j -0.5 for j i and j -(i + 1) mod N, and pi,j = 0 otherwise. Figure 8 shows that FCRRD, with 2 iterations, delivers higher throughput than FCRRD with 1 iteration and than CRRD with any number of iterations. Also, RD and FRD show higher throughput than round-robin based schemes. The performance of FRD is comparable to that of the FCRRD with 2 iterations, of about 95% throughput. One of the reasons for this improvement is that the pointer update in round-robin schemes might not provide effective desynchronization of pointers as traffic is directed to only two different outputs per input. The use of the captured frame and the service concepts make FRD and FCRRD deliver high switching performance under uniform and nonunifrom traffic patterns. This is because when a VOQ is on-service status, the matched VOQ remains having service for the next time slots until the current frame is depleted.
V. CONCLUSIONS In this paper, we proposed two dispatching schemes for Clos-network switches FRD and FCRRD. These schemes use random and round-robin selection, respectively, and the concept of unlimited captured frame-size, where the frame size depends on VOQ occupancy at completed-service time. As compared to RD and CRRD, FRD and FCRRD show higher performance under several nonuniform traffic patterns. Furthemore, FCRRD keeps 100% throughput under uniform traffic as CRRD does. We also showed that FCRRD, with 2 iterations, is sufficient to achieve a high switching performance. The reduction of the number of iterations is important in Clos-network switches as the input modules are located in different physical locations from the central modules. The FRD and FCRRD schemes do not need to compare the status of different VOQs as they are based in random and round-robin selection, respectively. The hardware and timing complexity of FCRRD is comparable to that of CRRD because only the frame counters and the on/off service flags are added.
