This work presents a parallel context-modeling coding architecture and a matching arithmetic coder (MQ-coder) for the embedded block coding (EBCOT) unit of the JPEG2000 encoder. Tier-1 of the EBCOT consumes most of the computation time in a JPEG2000 encoding system. The proposed parallel architecture can increase the throughput rate of the context modeling. To match the high throughput rate of the parallel context-modeling architecture, an efficient pipelined architecture for context-based adaptive arithmetic encoder is proposed. This encoder of JPEG2000 can work at 180 MHz to encode one symbol each cycle. Compared with the previous context-modeling architectures, our parallel architectures can improve the throughput rate up to 25%.
INTRODUCTION
The newest international standard of JPEG2000 (ISO/IEC 15444-1) [1] [2] [3] [4] was proposed in December 2000. It has better quality at low bit rate and higher compression ratio than the widely used still image compression standard JPEG. The decompressed image is more refined and smoother [2] . Furthermore, JPEG2000 has more novel functions such as progressive image transmission by quality or resolution, lossy and lossless compressions, region-of-interest encoding, and good error resilience. Based on these advantages, JPEG2000 can be used in many applications such as digital photography, printing, mobile applications, medical imagery, and Internet transmissions.
The architecture of JPEG2000 consists of discrete wavelet transform (DWT), scalar quantization, context-modeling arithmetic coding, and postcompression rate allocation [1] [2] [3] [4] . The block diagram of the JPEG2000 encoder is shown in Figure 1 . It handles both lossless and lossy compressions using the same transform-based framework, and adopts the idea of the embedded block coding with optimized truncation (EBCOT) [5] [6] [7] . Although the EBCOT algorithm offers many benefits for JPEG2000, the EBCOT entropy coder consumes most of the time (typically more than 50%) in software-based implementations [8] . In EBCOT, each subband is divided into rectangular blocks (called code blocks), and the coding of the code blocks proceeds by bit-planes. To achieve efficient embedding, the EBCOT block coding algorithm further adopts the fractional bit-plane coding ideas, and each bit-plane is coded by three coding passes. However, each sample in a bit-plane is coded in only one of the three coding passes and should be skipped in the other two passes. Obviously, considerable computation time is wasted in the straightforward implementations due to the multipass characteristics of the fractional bit-plane coding of the EBCOT.
Recently, many hardware architectures have been analyzed and designed for EBCOT to improve the coding speed [9] [10] [11] . A speedup method, sample skipping (SS) [9] , was proposed to realize the EBCOT in hardware to accelerate the encoding process. Since the coding proceeds column by column, a clock cycle is still wasted whenever the entire column is empty. In order to solve the empty column problems of SS, a method called group-of-column skipping (GOCS) [10] was proposed. However GOCS is restricted by its predefined group arrangement and it requires an additional memory block. An enhanced method of GOCS called multiplecolumn skipping (MCOLS) [11] was also proposed. MCOLS performs tests through multiple columns concurrently to determine whether the column can be skipped. The MCOLS method has to modify the memory arrangements to supply status information for determining the next column to be coded, and it limits the number of simultaneously combined columns. Besides the intensive computation, EBCOT needs massive memory locations. In conventional architectures, the block coder requires at least 20 Kbit memory. Chiang et al. proposed another approach to increase the speed of computation and reduce the memory requirement for EBCOT [12] . They use pass-parallel context modeling (PPCM) technique for the EBCOT entropy encoder. The PPCM can merge the multipass coding into a single pass, and it can also reduce memory requirement by 4 Kbits and requires less internal memory accesses than the conventional architecture.
In order to increase the throughput of the arithmetic coder (MQ-coder), people like to design MQ-coder by pipelined techniques [13] . However, the pipelined approach needs a high-performance EBCOT encoder, otherwise the efficiency of the MQ-coder may be reduced. This paper proposes a parallel context-modeling scheme based on the PPCM technique to generate several CX-D data each cycle, and a matched pipelined MQ-coder is designed to accomplish a high-performance Tier-1 coder. Since the EBCOT encoder takes most of the computation time, our proposed parallel context-modeling architecture can further be applied to the multirate approach [14] to reduce the power consumption.
The rest of this paper is organized as follows. Section 2 describes the embedded block coding algorithm. Section 3 introduces the speedup scheme of our proposed context modeling. Section 4 describes the pipelined arithmetic encoder architecture. The experimental results and performance comparisons are shown in Section 5. Finally, the conclusion of this paper is given in Section 6.
BLOCK CODING ALGORITHM
In this section, we will focus on the concept of EBCOT. EBCOT consists of two major parts: context modeling and arithmetic encoder (Tier-1), and rate-distortion optimization (Tier-2). Figure 2 shows the block diagram of the embedded block coder. As introduced in the previous section, the EBCOT block coder of Tier-1 consumes most of the time in the JPEG2000 encoding flow. At the beginning, the discrete wavelet transform and scalar quantization are applied to the input image data. After that, the quantized transform coefficients are coded by the context modeling and the adaptive binary arithmetic coder to generate the compressed bitstream. Finally, the bit stream is truncated by a postcompression rate-distortion optimization algorithm to achieve the target bit-rate. The key algorithms about the context modeling and arithmetic encoder are described in the following sections.
Context modeling
The encoding method in the context modeling is bit-plane coding. In this module, each wavelet coefficient is divided into one-sign bit-plane and several magnitude bit-planes. Each bit-plane is coded by three coding passes to generate a context-decision (CX-D) pair.
The concept of bit-plane coding is to encode the data according to the contribution for data recovery. The most important data for data recovery is encoded firstly. Figure 3 is an example of bit-plane coding. All data can be divided into one-sign bit-plane and several magnitude bit-planes. Since the most significant bit (MSB) is more important than least Jen-Shiun Chiang et al. significant bits (LSBs), the scanning order is from MSB to LSB. During the process of the bit-plane coding, every four rows form a stripe. A bit-plane is divided into several stripes, and each bit-plane of the code block is scanned in a particular order. In each stripe, data are scanned from left to right. The scanning order is stripe by stripe from top to bottom until all bit-planes are scanned. The scanning order of each bit-plane is shown in Figure 4 . In order to improve the embedding of the compressed bit-stream, a fractional bitplane coding is adopted. Under this fractional bit-plane coding method, each bit-plane is encoded by three passes. These three passes are significance propagation (Pass 1), magnitude refinement (Pass 2), and cleanup (Pass 3). For the EBCOT algorithm, each bit in the code block has an associated binary state variable called "significant state." Symbols "0" and "1" represent insignificant and significant states, respectively. The significant state is set to significant after the first 1 is met. The pass type is determined according to these "significant" states. The conditions for each pass are described as follows.
Pass 1.
The coded sample is insignificant and at least one of the neighbor samples is significant.
Pass 2.
The relative sample of the previous bit-plane is set significant. These three passes are composed of four coding primitives: zero coding (ZC), sign coding (SC), magnitude refinement coding (MR), and run-length coding (RLC). These primitives are determined according to the neighbor states. Figure 5 depicts the different neighborhood states used for each type of coding primitives. There are total 19 contexts defined in the JPEG2000 standard. The MQ-coder encodes every sample in each bit-plane according to these data pairs. The details about these primitives are described as follows.
ZC is used in Passes 1 and 3. The samples that are insignificant must be coded in ZC. SC is used in Passes 1 and 3. The sample set to significant just now must be coded by this operation. MR is only used in Pass 2. The samples that have been significant in the previous bit-plane must be coded by this operation. RLC is only used in Pass 3. This operation is used when four consecutive samples in the same stripe column are uncoded and all neighboring states of these samples are insignificant.
During the process of coding, we need two types of memory to store the bit-plane data and the neighboring states, respectively. For the bit-plane data, the memory requirement is two; while for the state variable, the memory requirement is three. The functions about the memory requirements are described as follows.
Current stripe (c) Bit-plane data
is used to store the sign bit-plane data of each code block. V p [n] is used to store the magnitude bit-plane of each code block.
State variable σ[n]
is used to store the significant state of each sample in a code block. Π[n] is used to record whether or not the sample has been coded by one of the three coding passes. γ[n] is used to record whether or not the sample has been processed by MR operation.
Each memory is 4 Kbits in size to support the maximum block size, and therefore the total internal memory is 20 Kbits.
Adaptive context-based arithmetic encoder
The compression technique adopted in JPEG2000 standard is a statistical binary arithmetic coding, which is also called MQ-coder. The MQ-coder utilizes the probability (CX) to compress the decision (D).
In the MQ-Coder, symbols in a code stream are classified as either most-probable symbol (MPS) or least-probable symbol (LPS). The basic operation of the MQ-coder is to divide the interval recursively according to the probability of the input symbols. Figure 6 shows the interval calculation of MPS and LPS for JPEG2000. We can find out whether MPS or LPS is coded, and the new interval will be shorter than the original one. In order to solve the finite-precision problems when the length of the probability interval falls below a certain minimum size, the interval must be renormalized to become greater than the minimum bound.
SPEEDUP ALGORITHM FOR CONTEXT MODELING
As introduced in the previous section, the block coding algorithm adopts the fractional bit-plane coding idea, in which three individual coding passes are involved for each bitplane. In a JPEG2000 system, each sample in the bit-plane is coded by one pass and skips the other two. These skipped samples are called "wasted samples." Table 1 shows the number of "wasted samples" obtained from the coding of three 512 × 512 gray-scale images. For the "Boat" image, 1 646 592 samples need to be coded, but only 391 001 (1 646 592-1 255 591) samples are encoded by Pass 1. The EBCOT algorithm consumes a great number of times due to the tedious coding process. Besides, the multipass bit-plane coding also increases the frequency of memory access state variables that may cause much dynamic power of internal memory. From these observations, we use two speedup methods to reduce the execution time. The first method is to process three coding passes of the same bit-plane in parallel. The second method is to encode several samples concurrently. The techniques about these two methods are discussed in the following sections.
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Pass-parallel algorithm
Because of the inefficiency of the context-modeling of EBCOT, the pass-parallel method, pass-parallel context modeling (PPCM) [12, 15] , can increase the efficiency by merging the three coding passes to a single one. If we want to process the three passes in parallel, there are two problems that must be solved. First, the scanning order of the original EBCOT is Passes 1, 2, and then Pass 3, and this scanning order may become disordered in the parallel-coding process [15] . Since the significant state may be set to one in Passes 1 and 3, the sample belonging to Pass 3 may become significant earlier than the other two prior coding passes and this situation may confuse the subsequent coding for samples belonging to Passes 1 and 2. Second, in parallel coding, those uncoded samples may become significant in Pass 1, and we have to predict the significant states of these uncoded samples correctly while Passes 2 and 3 are executed. Figure 7 gives an example about the location needed to be predicted. In order to solve these problems, some algorithmic modifications are required. Here the Causal mode is adopted to eliminate the significance dependent on the next stripe. In order to prevent the samples belonging to Pass 3 to be coded prior to the other two coding passes, the coding operations of Pass 3 are delayed by one stripe column. Figure 8 shows an example of the scanning order of the pass-parallel algorithm. The numbers shown in Figure 8 are the pass numbers. At the first-column scanning, samples belonging to Passes 1 and 2 are scanned, but samples belonging to Pass 3 are skipped. At the second-column scanning, the scanning procedure goes to the next column and scans from top to bottom, and then goes to the previous column to scan the samples belonging to Pass 3. The samples belonging to Pass 3 in the current column should be skipped for the next-column scanning. Therefore in Figure 8 (a), the scanning order starts from the first two samples of the current column C N (Passes 2 and 1), respectively, and then goes to the previous column C N−1 to finish the scanning of the unscanned samples (Passes 3 and 3), respectively. Then the scanning procedure goes to the next column as shown in Figure 8 (b). In the same manner, the scanning order starts from the first 3 samples in the current column C N+1 (Passes 2, 1, and 1), respectively, and then scans the last two samples in the previous column C N (Passes 3 and 3), respectively.
Moreover, in PPCM two significant state variables σ 0 and σ 1 are used to represent the significant states of Passes 1 and 3, respectively. Besides, both the significant states are set to "1" immediately after the first MR primitive is applied. Since 6 EURASIP Journal on Applied Signal Processing Coded sample
the refinement state variable γ[n] can be replaced by the logic operation
the memory requirement is not increased even if two significant states are introduced. The significant state and refinement state can be calculated as shown in Table 2 . Because two significant states are used, the significant state σ[n] of the original one must be modified. We divide the significant states into two parts, coded sample and uncoded sample. For samples belonging to Pass 1, the significant states of the coded samples are equal to σ 0 [n]; the significant states of the uncoded samples are
For samples belonging to Pass 2, the significant states of the coded samples are equal to σ 0 [n]. By utilizing the property that a sample will become significant if and only if its magnitude bit is "1," the significant states of the uncoded samples are determined by
For samples belonging to Pass 3, the significant states of all neighbors are determined by
The significant state for Passes 1, 2, and 3 can be calculated as shown in Table 3 . 
Parallel coding
As introduced in the previous section, the pass-parallel algorithm can process three passes in parallel, and therefore no samples will be skipped. However, the operation speed can be increased further. In order to increase the computation efficiency further, we propose a parallel-coding architecture to process several samples concurrently. In the parallel architecture, the encoder will generate several CX-D pairs a time, however we have only one MQ-coder, and the MQ-coder can only encode a CX-D pair a time. Therefore a parallel-in-serial-out (PISO) buffer is needed for the MQcoder to store the CX-D data generated by the parallel encoder temporarily. Before discussing the suitable size of the PISO buffer, we must determine the number of samples to be coded concurrently in a stripe column. For the parallel processing, as shown in Figure 9 , we can either process two samples (Group 2) or four samples (Group 4) concurrently. Since two samples (Group 2) or four samples (Group 4) are encoded concurrently, the system must detect how many CX-D pairs are generated in a clock cycle. Group 2 or Group 4 generates different numbers of CX-D pair in a clock cycle, and the quantity of the generated CX-D pairs is called the output number of CX-D pair. A Group 4 process cycle may have output numbers from 1 to 10, and a Group 2 process cycle may have output numbers from 1 to 6. In Group 4, if the four encoded samples belong to Pass 3 and the magnitudes are all 1, respectively, under the run-length coding condition, it will generate 10 CX-D pairs. The 10 CX-D pairs include one RLC datum, 2 UNIFORM data, 3 ZC data, and 4 SC data. In the similar manner, Group 2 will generate 6 CX-D pairs at most, and the 6 CX-D pairs include one RLC datum, 2 UNIFORM data, one ZC datum, and 2 SC data.
A statistical analysis is used to determine which one, different sizes are used to find the probability of each output number (from 1 to 10). Table 4 shows the simulation result. In order to increase the operation speed, the MQcoder proposed in this paper is a pipelined approach. For the pipelined approach, the frequency of the MQ-coder can operate about twice faster than the original context modeling. From the simulation results of Table 4 , around 44.141% (39.011% + 5.130%) possibilities can be processed by the MQ-coder immediately, however more than half of the possibilities cannot be processed immediately and a large size of PISO buffer is needed. Therefore the size of PISO buffer must be very large. Besides the size of the PISO buffer, there is another problem to be considered. Since the output number of CX-D is not constant, the encoder must determine the output state at the current clock cycle before the CX-D pairs are put into the PISO buffer. For four samples coded concurrently, there are 1024 possibilities and it must be determined within one clock cycle, and it is a long clock cycle. On the other hand, let us analyze the effect of Group 2. Table 5 In fact, even though the MQ-coder is faster than the context modeling, the valid data still can be overwritten in the limited size of the buffer. Therefore a "stop" signal is needed to halt the operation of the context modeling. Figure 10 is the block diagram of our proposed block coder. The size of the PISO buffer decides the stop time of the context modeling. According to Figure 10 , we use the six images with different buffer sizes to analyze the stop times. Table 6 shows the stop times and gate counts for different buffer sizes. Each buffer is with a 9-bit register. Since the maximum number of output is 6, the buffer size to simulate starts from 6. From Table 6 , increasing the buffer size may reduce the stop times. However, the larger the buffer size is, the less the effect reaches. For example, the buffer size changes from 6 to 7 and it has 70.7%, ((3931 − 1150)/3931), improvement. When the buffer size changes from 14 to 15, there is only 11%, ((71 − 63)/71), improvement. Considering the hardware cost and efficiency, we select the buffer size to be 10.
In order to code two samples concurrently, the significant states of Table 3 must be modified. Figure 11 shows the parallel-coding status. There are two parts (Part I and Part II) in the parallel-coding status. At the beginning, both samples A and B are coded concurrently and then both samples C and D are coded subsequently. Let us use Part I as an example to explain the modification of the significant state. The neighbor states of A and B are included in the coding window (shaded area). The area circled by the dotted line is the neighbor states of sample A. The significant states referred to by sample A are the same as that we introduced in Table 3 . The area circled by the solid line is the neighbor states of sample B. Since A and B are coded concurrently, the neighbor significance of A that sample B refers to must be predicted. If 
The detail operations of the proposed parallel context modeling are described in Figure 12 , and the block diagram of the proposed parallel context-modeling architecture is described in Figure 13 .
ARITHMETIC ENCODER DESIGN
For a general EBCOT, the order of the CX-D pairs sent into the MQ-coder is Passes 1, 2, and 3, respectively. If the passparallel method is applied, the system needs a very large buffer to store the CX-D pairs belonging to Passes 2 and 3.
The data dependency on coding order can be cut off if RESET 6  764  3502  4397  2591  4221  4252  4624  3931  7  850  979  1409  604  1215  1326  1369  1150  8  970  413  647  182  537  599  527  484  9  1105  235  362  74  309  317  240  256  10  1185  162  221  41  224  199  124  161  11  1241  129  154  26  190  163  73  122  12  1323  106  112  17  172  126  48 and RESTART modes are used. By RESET and RESTART modes we can use three MQ-coders to replace the large buffer. Since the CX-D data pairs of each coding pass generated by the context modeling are interleaved rather than concurrent, as shown in Figure 14 , instead of using three MQ-coders, a low-hardware-cost pass switching arithmetic encoder (PSAE) was proposed in our previous work [12] . It uses three sets of context registers and coding state registers to achieve resource sharing of the MQ-coder for interleaved data. Based on this concept, a pipelined MQ-coder is proposed, as shown in Figure 15 . There are four stages in our design. The operation for each stage is described as follows. In Stage 1, in order to process the CX data belonging to different passes, respectively, it must increase the number of the context registers in the "CX table." However, there are only 14 contexts generated in Pass 1, 3 contexts in Pass 2, and 16 contexts in Pass 3. At the beginning, CX and "pass" are sent to the CX table to select an index and the MPS symbol. The MPS symbol is used to determine whether LPS or MPS is coded. The index is used to find the probability (Qe) of the current symbol and two new indexes (NLPS and NMPS). The correct updated index of current CX is not known until Stage 2 is finished. Therefore, the predicting scheme must be used to select the correct index when the next CX and "pass" are the same as the current CX and "pass." In Stage 2, the new interval (A) is calculated. After calculating the interval, the shift number of A is obtained according to the leading zeros of A. In order to increase the clock rate, the 28-bit lower bound (C) is divided into 16 bits and 12 bits. The operation of the low 16 bits is calculated in Stage 2 and the other is in Stage 3. This technique has been adopted in [10] . In Stage 3, the Byteout procedure and final calculation of C are executed. Note that the sizes of the coding state registers (A, C, CT, B) in Stage 2 and Stage 3 must be triple of the original ones. In Stage 4, since the output from the Byteout procedure is 0, 1, or 2 bytes, a FIFO is needed to make the last bit string in order. For a compression system, a large amount of input data are compressed into a smaller amount of output data. The probability of a 2-byte output is low. Therefore, a large size of the FIFO is not needed, and in general five bytes are enough. The maximum frequency of this MQ-coder can reach 180 MHz.
EXPERIMENTAL RESULTS
Based on the proposed techniques and architecture, we designed a test chip for the context modeling and MQ-coder. The chip features are summarized in Table 7 .
Execution time
In order to increase the performance of the context modeling, both pass-parallel and coding-parallel (CP) are used in our proposed architecture. The execution time of our proposed architecture is compared with sample skipping (SS) and pass-parallel methods. The results of MCOLS are not compared here, since the number of the columns in a group and the number of simultaneously examined columns for MCOLS may affect the coding speed by an extra cost. We use six images of size 512×512 to simulate, and the experimental results are shown in Tables 8 and 9 . 
Compression performance
In our design, since three particular modes (RESET, RE-START, and Causal) are used, the image quality may be affected by these modes. In order to find the affection, three images with size 512 × 512 (Lena, Baboon, Jet) and three images with size 2048 × 2560 (Bike, Cafe, Woman) are used to evaluate the effects. between the default mode and particular mode in different compression ratios. The combination of these modes introduces degradation on image quality as small as 0.0037 to 0.4805 dB that depends on the content of the encoded image.
CONCLUSION
There are two parts in our design: context-modeling and arithmetic encoder. For context-modeling, the pass-parallel method is adopted to merge the three-pass coding into a single-pass coding and reduce the frequency of memory access. Moreover, the coding-parallel method is used to reduce the execution time further. The throughput rate of the context-modeling is 45% better than SS method and is 25% better than the pass-parallel method. For the arithmetic encoder, we use a 4-stage pipelined architecture to reduce the clock cycle time. In order to process the interleaved data, a three-input multiplexer is used to replace three MQ-coders, and therefore the hardware cost can be reduced dramatically.
