Abstract. We generalize the factorization method for inverse medium scattering using a particular factorization of the difference of two far field operators. While the factorization method has been used so far mainly to identify the shape of a scatterer's support, we show that factorizations based on Dirichlet-to-Neumann operators can be used to compute bounds for numerical values of the medium on the boundary of its support. To this end, we generalize ideas from inside-outside duality to obtain a monotonicity principle that allows for alternative uniqueness proofs for particular inverse scattering problems (e.g., when obstacles are present inside the medium). This monotonicity principle indeed is our most important technical tool: It further directly shows that the boundary values of the medium's contrast function are uniquely determined by the corresponding far field operator. Our particular factorization of far field operators additionally implies that the factorization method rigorously characterizes the support of an inhomogeneous medium if the contrast function takes merely positive or negative values on the boundary of its support independently of the contrast's values inside its support. Finally, the monotonicity principle yields a simple algorithm to compute upper and lower bounds for these boundary values, assuming the support of the contrast is known. Numerical experiments show feasibility of a resulting numerical algorithm.
1. Introduction. The factorization method is well known to identify the shape of scattering objects from measurements of near or far field data for various models of time-harmonic wave propagation [KG08] . It is notably able to detect regions where known inhomogeneous media are perturbed by changes either in the wave speed or in the density, or by obstacles [NPT07, CH15] . In particular, in the latter case, classical uniqueness proofs in inverse scattering theory based on Calderon's property of completeness of products of solutions typically fail. The method's flexibility with respect to the model, however, faces a crucial positivity assumption on the middle operator in the data operator's factorization that gives the method its name. Additionally, it seems complicated to extend the method toward reconstructing information on numerical values of material parameters. (See [KS11] for such an attempt in impedance tomography.)
In this paper, we use a factorization of the far field operator for a smooth, scalar, and real-valued contrast (i.e., an isotropic nonabsorbing inhomogeneous medium) from [LV13] in function spaces on the boundary of the scatterer to obtain a signdefinite factorization if the contrast function is, roughly speaking, strictly positive or strictly negative on the boundary of the scatterer. This factorization first implies that the factorization method is rigorously applicable to inhomogeneous media if the smooth, real-valued contrast takes strictly positive or strictly negative boundary values, independently of the values the contrast takes inside its support. Second, we deduce a uniqueness theorem for the values of contrast on the boundary of its support given far field data of the scattering object, and third, we obtain a simple monotonicity-type algorithm computing upper and lower bounds for these boundary values, which is briefly sketched and demonstrated via numerical examples. Further consequences include, for instance, uniqueness results for scattering problems involving obstacles inside inhomogeneous media.
Our approach can be roughly described as follows: We compare a measured far field operator F 1 corresponding to an unknown, real-valued contrast q 1 with an auxiliary far field operator F 2 corresponding to a second artificial, real-valued contrast q 2 . Writing S 2 for the scattering operator for q 2 , it is easy to show that operator S * 2 (F 1 − F 2 ) is normal. We further show that the real part of its quadratic form is sign-definite if q 1 − q 2 0 in R d . Via techniques from pseudodifferential operator theory we refine this result by demonstrating that this form is, roughly speaking, sign-definite if and only if q 1 − q 2 ≷ 0 on the boundary of the common support D of q 1,2 . This is one of the few monotonicity results in scattering theory: If q 1 > q 2 (or q 1 < q 2 ) on ∂D, then the real part of the quadratic form of S * 2 (F 1 − F 2 ) is negative (positive) up to a finite-dimensional perturbation. It is based on a factorization of F 1,2 via Dirichlet-to-Neumann (DtN) operators from [LV13] .
The rest of this paper is structured as follows: We briefly review theory on the direct scattering problem in section 2 and show in section 3 that the real parts of the eigenvalues of S * 2 (F 1 − F 2 ) relate to the sign of q 1 − q 2 in R d . Section 4 then characterizes the sign of all but finitely many real parts of these eigenvalues by the sign of q 1 − q 2 on the boundary of their joint support. Finally, section 5 treats several applications of this result, providing algorithms for particular inverse scattering problems. [CK13] . Under these assumptions, the evaluation of the far field u ∞ = u ∞ q : S → C of the scattered field u s at the pointx ∈ S is defined by 
where ν here and elsewhere denotes the outer unit normal to D. For incident plane waves u i (x, θ) = exp(ik x·θ) of direction θ ∈ S we denote from now on the dependence of u = u(·, θ), u s = u s (·, θ), and u ∞ = u ∞ (·, θ) on the incident direction θ explicitly. The far field pattern (x, θ) → u ∞ (x, θ) then defines the far field operator
We recall that the far field operator is normal if the contrast q has compact support and is real-valued; see [CK13] . For simplicity we denote this set of functions by
, q is real-valued, and supp(q) is compact and assume that all contrasts considered in what follows belong to this set. We further define the scattering operator
with associated far field and scattering operators F 1,2 and S 1,2 , then S *
Proof. For any far field operator with real-valued contrast, the corresponding scattering operator is unitary. Thus,
3. Factorization via Herglotz operators. We prove in this section a factorization of S * 2 (F 1 − F 2 ) using Herglotz operators which shows that the real parts of the eigenvalues of that operator are sign-definite if, roughly speaking, q 1 − q 2 is either greater than or less than zero on supp(q 1 − q 2 ). For scattering from a penetrable medium modeled by the differential equation div(A∇u) + k 2 (1 + q)u = 0 and additionally containing an inclusion, a related factorization can be found in [CH15, Theorems 3.1 and 4.7]. We formulate this lemma using two contrasts q 1,2 as parameters in the Helmholtz equation (1) and denote the corresponding total, scattered, and far fields for incident plane waves of direction
, and u ∞ 1,2 (·, θ), as well as the corresponding far field and scattering operators by F 1,2 and S 1,2 , respectively.
is the weak, radiating solution to 
Proof.
(1) Set D = supp(q 1 −q 2 ), and denote by v 
is the unique radiating solution to
This motivates us to define G :
the radiating solution to (7) with v (2) g on the right replaced by f (extended by zero to all of R d ). Consequently, the definition of H 2 in (5) shows that
as well as on the exterior DtN operator Λ for radiating solutions to the Helmholtz equation Δw+k 2 w = 0 in the exterior of the ball B R ; see [CK13] . A partial integration in B R and the far field representation (3) show that
where the last term follows by the radiation condition (2) for the radiating function w. Thus,
shows that the radiating solution w to (8) with righthand side f replaced by −k 
The differential equation (6) then shows that v is the radiating solution to Δv + k
) and extend this function by zero to all of
is the radiating solution to (6). Thus, abbreviating the scalar product of L 2 (D) by (·, ·),
since q 1,2 are both real-valued. We reformulate the equation for v as Δv+k
The radiation condition (2) implies that ∂BR (∂v/∂ν)v dS
Due to normality and compactness of S * 2 (F 1 −F 2 ), this operator possesses eigenvalues λ j = λ j (q 1 , q 2 ) and a complete orthonormal system of eigenvectors Proof. (a) Assume for a moment that we have already proven that Re
As the arguments for negative definite T 0 are analogous to those for positive T 0 , we merely consider positive definite T 0 from now on and abbreviate D := supp(q 1 − q 2 ). The factorization 
If an infinite number of eigenvalues λ j has negative real part, −K would be positive on an infinite-dimensional subspace, which is impossible by compactness of K.
We still need to show that Re T 1&2 = T 0 + K is the sum of a self-adjoint positive definite operator T 0 plus a compact self-adjoint perturbation K. As in part (4) of the proof of Lemma 2,
the radiating solution to (6), and R so large that
hence shows compactness of the sesquilinear form on the right-hand side of (12) 
. This motivates us to define the self-adjoint positive definite operator 
such that λ j vanishes. Thus, no eigenvalue can belong to R \ {0}. Assume next for contradiction that Re λ j = 0 for infinitely many j ∈ N. Without loss of generality, we can hence assume that Re λ j = 0 for all j > N ∈ N. As H 2 is injective by Lemma 2, the closure of span{H 2 ψ j , j ∈ N} in L 2 (D) has infinite dimension. Thus, (11) implies for the infinite-dimensional set of unit vectors
. The compactness argument from the end of part (a) again yields a contradiction.
The last result shows the following monotonicity result: The assumption q 1 −q 2 0 implies, roughly speaking, that the real part of all but a finite number of the eigenvalues of S * 2 (F 1 − F 2 ) is positive (or negative) as well. If supp(q 1 ) = supp(q 2 ), we will substantially refine this result in the next section by proving an even stronger monotonicity between the values of q 1 − q 2 on the boundary of supp(q 1,2 ) and the real parts of the eigenvalues of S * 2 (F 1 − F 2 ) (see Theorem 9). Moreover, if 1 + q 2 is the refractive index of a known background medium that is perturbed by q 1 , the results from this section show the following characterization of supp(q 1 − q 2 ) via F 1 or via S * 2 (F 1 − F 2 ), as F 2 and S 2 can be computed from q 2 (see also [CH15] for related results). To this end, we denote by G(·, z) ∈ H 1 loc (R d \ {z}) the Green's function for the known background medium 1 + q 2 , i.e., the distributional solution to 
Proof. We treat only the case that q 1 ≥ q 2 in R d and q 1 − q 2 ≥ c 0 > 0 in supp(q 1 − q 2 ); the other case follows analogously. Lemmas 2 and 3 show that H 2 is compact and injective and that T 1&2 is injective with nonnegative imaginary part; moreover, Re T 1&2 is a compact perturbation of a coercive operator, as shown in the proof of Lemma 3. The factorization S * 2 (F 1 − F 2 ) = H * 2 T 1&2 H 2 then shows that the ranges of H * 2 and of the square root of M = |Re M | + Im M are equal; see Theorem 2.15 in [Lec09] . (Since M is nonnegative, compact, and self-adjoint, such a square root can be defined, e.g., using a functional calculus for compact and self-adjoint operators.) In addition, Theorem 4.5 in [CH15] shows that S * 2 G(·, z) belongs to the range of H * 2 if and only if z ∈ supp(q 1 − q 2 ), which yields the claim.
Factorization via Dirichlet-to-Neumann operators.
In this section we prove a second factorization of S * 2 (F 1 − F 2 ) using DtN operators. This factorization requires more smoothness than the one from the last section; under these assumptions, however, it shows a monotonicity relation between the real part of all but a finite number of the eigenvalues of S * 2 (F 1 − F 2 ) and the sign of the restriction of q 1 − q 2 to the boundary of, roughly speaking, the union of the joint support of q 1,2 .
Despite the fact that we require more smoothness later on, assume for the moment that the contrasts q 1,2 ∈ L ∞ cmp (R d ) are bounded and measurable with supports D 1,2 := supp q 1,2 ⊂ R d for Lipschitz domains D 1,2 . Further, we set G to be the unbounded connected component of the complement of 
As the transmission problem (16) is uniquely solvable, the mapping ϕ → ψ is bounded from
. We now prove a relation between DtN operators and far field operators F 1,2 where the link between far fields on the sphere and quantities on the boundary of the scatterer is played by the operator L j :
This is hence the restriction of a Herglotz wave function v g from (5) to ∂D j where
Theorem 5. For j = 1, 2, the far field operator F j satisfies 
Green's second identity applied to Φ(x, ·) and the solution of the Helmholtz equation in D with the Dirichlet data u s | ∂D at the boundary implies that
Thus,
As the far field of
It remains to express u s on ∂D via the Herglotz wave operator Lg from (18) that defines the restriction of the incident field u i to ∂D. Note that the total field Corollary 6. For j = 1, 2, the far field operator F j satisfies
The following property of the outer operators L 1&2 and L * 1&2 is well known (see [LV15, KG08] ) and holds of course also for D 1,2 instead of D 1&2 .
Lemma 7. If −k 2 is not an eigenvalue of the negative Dirichlet-Laplacian in
are injective, and their ranges are dense.
The last lemma shows that F j can be written as 
with a bounded operator M 1&2 mapping H 1/2 (∂D 1&2 ) into H −1/2 (∂D 1&2 ). The latter middle operator can be analyzed by pseudodifferential calculus. To this end, we suppose from now on that the two contrasts q 1,2 are infinitely often differentiable functions inside their joint support D := supp q 1,2 ⊂ R d , and that all partial derivatives possess continuous extensions to D. The domain D is moreover assumed to be smooth and bounded with connected complement. (These assumptions avoid technicalities and imply in particular that D 1&2 = D. It would be sufficient to assume that q 1,2 are both C 3 (D) and that D is a domain of class C 4 ; see [LV13] .) Writing L = L 1,2 , the factorization in (23) hence simplifies to 
∂D). (d) If q j is identically zero on the boundary ∂D and its normal derivative does not vanish anywhere on the boundary, then the operator
is an elliptic pseudodifferential operator of order minus two with principal symbol
More generally, if we suppose that there exists m ∈ N 0 such that [LV13] and has been justified in [VG67] ; see also [Esk11, Ch. VII] and [LU89] . Note that the coefficient const m of the principal symbol is calculated rigorously in [LV13] for m = 0 and m = 1 only. For general m > 0, calculating const m reduces to calculating two determinants of a band matrix of size m × m and band width two; we omit this calculation since it requires a significant amount of notation that is not going to be used again.
) from Lemma 6 into pseudodifferential operators with principal symbols introduced in the last lemma allows us to compute the principal symbol of
In particular, this operator is irrelevant for computing the principal symbol of M 1&2 . As the principal symbols of N 
We next use the representation S *
Since M 1&2 is an elliptic operator of order one with a negative principal symbol, there is c 0 > 0 such that
and therefore
Thus, for all ψ in the closure of L(T + ) = ψ = Lϕ for some ϕ ∈ T + in the norm of H 1/2 (∂D) there holds the inequality
On any infinite-dimensional subset of H 1/2 (∂D), the H 1/2 (∂D)-norm cannot be estimated from above by the L 2 (∂D)-norm due to the open mapping theorem. Consequently, (31) implies that the linear space L(T + ) is finite-dimensional. Now, Lemma 7 implies that the space T + is finite-dimensional, too, such that the first statement of the theorem is proved. 
The smoothness of q 1,2 implies that there is an ε > 0 so small that the set Γ − = {x ∈ ∂Ω, q 1 (x) − q 2 (x) < ε} is not empty. Let χ be an infinitely smooth function included in 
As χ − 1 vanishes in the neighborhood U of Γ − , standard boundary estimates for the solutions of elliptic equations show that z H (U) ≤ C( ) ψ H 1/2 (∂D) for all arbitrary ∈ N, as long as ψ is supported in Γ − . Thus, we introduceH
(We implicitly extend functions inH 1/2 (Γ − ) by zero to elements of H 1/2 (Γ).) If we merely consider ψ ∈H 1/2 (Γ − ), then estimate (29) consequently holds not only for M 1&2 but also for M 1&2 , defined by replacing q 1 and q 2 in M 1,2 by χq 1 and χq 2 , respectively. As in part (2) of the proof, we conclude by (32) that
where the closure of L((T − ) ⊥ ) is taken in the norm of H 1/2 (Γ). The latter inequality implies by the same arguments as in the end of part (2) 
⊥ must be finite-dimensional. This contradicts our initial assumption that T − itself is a finite-dimensional subspace. The proof that T + cannot be finite-dimensional follows analogously.
Applications.
As a corollary of the factorization of F 1 in Theorem 5, we establish a factorization method for sign-changing contrasts. As always, in this section, we require that the DtN operators N 
∂D) can be represented as the sum of a coercive operator plus a compact perturbation, since its principal symbol is either positive or negative due to Lemma 8(a)-(c). is not an interior Dirichlet eigenvalue (since N D,0 is assumed to be well defined), Theorems 1.12 and 1.24 in [KG08] show that the function ϕ z belongs to the range of L * if and only if z ∈ D, which shows the claim.
The last theorem typically is exploited to define an indicator function for the support of the contrast function q by noting that Picard's criterion [KG08] implies for the complete eigensystem (λ j , ϕ j ) j∈N of F that
see [KG08] . Let us briefly illustrate the latter criterion numerically for the signchanging contrast function q 1 shown in Figure 2 Proof. If F 1 = F 2 for two far field operators corresponding to two smooth contrast functions q 1,2 , then S * 2 (F 1 − F 2 ) = 0, such that Theorem 9 implies that (q 1 − q 2 )| ∂D cannot take positive or negative values.
The following result considers a contrast q with support D that is analytic and possibly contains obstacles with prescribed nonabsorbing boundary conditions. 
for x ∈ R 2 ; and third, 2 ). The relative error of these synthetic far field operators is less than 10 −4 . Computing one far field operator takes about 10 seconds on a Linux workstation with 4 cores and 16 GB RAM); if the support of the contrast is known in advance, one can precompute these auxiliary far field data. Note that we do not add artificial noise to the simulated far field patterns, such that our numerical experiments do not allow for any statement on stability of the investigated technique. Note that again that these far field data can be precomputed if the shape of the scattering object is known a priori. More generally, we could also consider polynomials of higher degree, but the amount of work to precompute far field operators increases exponentially with each degree. Figure 5 shows the resulting approximations q The extrema of the above-mentioned differences' maxima are always attained in one of the four corners, which, arguably, is natural as theory requires smooth domains. Clearly, both bounds do not approximate the exact contrasts inside the domain D unless that exact contrast is constant in D. Since we deal with linear test contrasts, the upper and lower bounds q (±) are however concave and convex, respectively, as the pointwise minimum and maximum over linear functions (see, e.g., Figure 5 (e) and (g)). Thus, approximating boundary values that fail to be either concave or convex certainly requires quadratic comparison functions to obtain a comparable accuracy. 
