The detection performance of maritime radars is restricted by the unwanted sea echo or clutter. Although the number of these target-like data is small, they may cause false alarm and perturb the target detection. K-distribution is known as the best fit probability density function for the radar sea clutter. This paper proposes a novel approach to estimate the parameters of K-distribution, based on fuzzy Gustafson-Kessel clustering and fuzzy Takagi-Sugeno Kang modelling. The main contribution of the proposed method is the ability to estimate the parameters, given a small number of data which will usually be the case in practical applications. This is achieved by a pre-estimation using fuzzy clustering that provides a prior knowledge and forms a rough model to be fine tuned using the least square method. The algorithm also improves the calculations of shape and width of membership functions by means of clustering in order to improve the accuracy. The resultant estimator then acts to overcome the bottleneck of the existing methods in which it achieves a higher performance and accuracy in spite of small number of data.
Introduction
K-distribution model has been demonstrated to fit the sea clutter [1] and successfully has been used in many signal processing and radar detection applications [2] . The statistics of a K-distributed random variable x have been described in [3] by the probability density function as p(x) = 2 a ( )
where a is the scale parameter, is the shape parameter, (·) denotes the gamma function and K (·) is modified Bessel function of order . For high resolution sea clutters, the shape parameter ( ) is typically in the range 0.1 ≤ ≤ ∞, where close to 0.1 represents a very spiky clutter and = ∞ corresponds to thermal noise [4] . For an accurate parameter estimation of K-distribution, a lot of field data is required. However, only a small number of data is available for the said purpose in real practice [5] [6] [7] . Therefore, the estimator needs to be able to accurately estimate the parameters in given a small number of samples. In the critical situations on the other hand, the targeting must be performed as fast as possible. Thus, besides the accuracy, the researchers also endeavour to simplify the algorithm in order to reduce the program cycle time.
There are many methods to estimate K-distribution parameters. Maximum likelihood (ML) method can be used to estimate a and [8] . This method yields an efficient estimate but it involves a complex computation and it is inappropriate to be implemented in real-time system [9] ; however, it is suitable for applications with large amounts of data while only a high accurate estimation is required. Method of moments (MOM) have been proposed in [10] , that leads to accurate estimate but it still involves with computational complexity problem. The simplest type of the moment methods is composed of the second and fourth order moments (SFMOM) or Raghvavan's method [10] . Fractional lower order moment (FLOM) is another type of moment method which is proposed by Iskander [9] . These approaches perform well when the number of sample data is large. In terms of accuracy, so far the ML/MOM method [7] and Hadamard-transformation-based method [3] , show higher accuracy than the others. The existing methods have looked into increasing the accuracy and simultaneously reducing the computational complexity of the algorithm. However, the bottleneck that the methods seem to suffer is due to small number of data.
This paper proposes a novel approach through the design of an accurate and fast estimator to estimate the parameter of the K-distribution, given a very small set of sample data. A combination of GK-clustering and TSK modelling has been chosen to take the advantage of clustering as a pre-estimator and later fine-tuning by least square regression. The main contribution of the proposed method is the capability of handling the estimation using a small number of data.
The rest of the paper is outlined as follows. The preliminaries including Takagi-Sugeno Kang (TSK) fuzzy modelling and Gustafson-Kessel (GK) clustering are addressed in Section 2. The estimation of K-distribution parameter based on GK-clustering and TSK modelling is proposed in Section 3. The simulation results and comparisons with the previous methods are illustrated in Section 4. Finally, the paper is concluded in Section 5.
Preliminaries

Takagi-Sugeno Kang (TSK) fuzzy modelling
Fuzzy set theory has been introduced by Zadeh [11] , addressing the partial membership in set theory. The application of fuzzy set theory in control systems was pioneered by Mamdani [12] . An alternative fuzzy system was introduced by Takagi and Sugeno [13] to facilitate the fuzzy system with mathematical consequents. The TSK modelling has been demonstrated to function as an efficient model for systems that can be fully represented by their input/output relationships. Decision can be made depending on a "rule base", where the rule consequents are linear parametric equations in terms of inputs of the system. Theoretically, the consequents part could be any function, even a non-linear one. However, linear functions have been employed in most cases due to their simplicity. A typical rule of TSK model with M rules, each rule having p antecedents can be expressed as where l are rule firing strengths of the rules. If product is used as T-norm, in premise of the rules, the applicability degree can be derived as
The construction of a TSK model is usually done in two steps. At first, the fuzzy sets (membership functions) in the rule antecedents are determined. This can be done manually, using knowledge of the process, or by some data-driven techniques. Next, the parameters of the consequent functions are estimated which will be discussed in the following sections.
Gustafson-Kessel (GK) clustering
Fuzzy clustering uses the fuzzy set theory and clustering techniques based on objective functions on distances between clusters and distances between data and clusters. The early works on fuzzy clustering [14, 15] were based upon the Euclidean distance [16] that could not capture the correlation between data. This problem has been solved in GK-clutering [18] by using Mahalanobis distance [17] to consider the distribution of data by incorporating the covariance of data. The Mahalanobis distance takes the correlation of the dataset into account and is scale-invariant, i.e. not dependent on the scale of measurements. An improved version of fuzzy GK-clustering was introduced in [19] to tackle singularity and overfitting.
Assume Z ∈ R n×N is the identification data, where n is the number of dimensions in the feature space and N is the number of data. The aim is to classify N data into c clusters. Therefore, the partition matrix can be denoted as [18] 
where ik represent the membership degree of k-th data to i-th cluster. The cluster centres are called "prototype". Prototypes are denoted as
These parameters are derived through out the algorithm by minimizing the cost function
where e > 1 is the degree of fuzzification and is typically set to 2, D ik is Mahalanobis distance between k-th data to i-th prototype, and is calculated as
Thus given the dataset Z, the number of clusters 1 < c < N , the weighting exponent e > 1 (usually 2), the termination tolerance > 0 (usually 10 −3 ) and the cluster volumes i (usually 1) are the parameters to be chosen. Covariance matrix is considered to take the distribution of data into account through the process of minimizing of the cost function, as Eqs. (2.7)-(2.10).
The implementation of GK-clustering algorithm is represented in the following steps [18, 19] :
Step 1: Determine the number of clusters in terms of priori knowledge about the system. Then initialize partition matrix u = [ ik ] with random values taken from [0,1] interval. Rows of partition matrix correspond to clusters while its columns associate with data. Hence each row of partition matrix has to include at least one non-zero entry and the summation of each column of this matrix should be 1;
Step 2: Calculate prototypes using
11)
Step 3:
values by using Eqs. (2.8)-(2.10).
Step 4: Update partition matrix based on
; (2.12)
Step 5: Go to step 2 and repeat the procedures, until convergence inequality u (l+1) − u (l) < is satisfied, where
is the change in the norm of partition matrix, l is the number of iterations and is a small real positive value (e.g. 0.001).
The GK-clustering algorithm is a powerful clustering technique; however, numerical problems may occur frequently often in the standard GK-clustering when the number of data in some cluster is small or when the data within a cluster are almost linearly correlated. In such cases, the cluster covariance matrix becomes singular and cannot be inverted to compute the matrix determinant as well as norm-inducing matrix. Babuska in [19] presented a method to overcome the singularity problem by fixing the ratio between the maximal and minimal eigenvalues of the covariance matrix. The other problem is overfitting in which some clusters are formed extremely long in the direction of the largest eigenvalues. In this instance the covariance matrix does not reflect the actual distribution of data and consequently a poor model will be obtained. The following modification for GK algorithm has been proposed in [19] to overcome this problem:
where ∈ [0, 1] is a tuning parameter and F 0 is the covariance matrix of the whole dataset. The scaling parameter should be big enough to overcome the overfitting problem. On the other hand when is close to 1, all the covariance matrices converge to the same matrix det(F 0 ) 1/n I . In this case GK-clustering is reduced to K-means clustering in which no covariance matrix is taken into account. A partitional fuzzy clustering method based on adaptive quadratic distances has been introduced in [20] . It uses Babuska's method [19] in order to overcome the singularity. Although this method is able to modify the clustering distances adaptively in each iteration, it suffers from the overfitting problem for the application of K-distribution parameter estimation, especially when experimenting with small number of samples. Moreover, it utilises the Euclidean distance that has a limitation to capture a fair distance due to the fact that the correlation of dataset is not considered.
To benefit the expressivity of Mahalanobis distance as well as overcoming the singularity and overfitting, Karimoddini et al. in [21] , proposed an improvement on Eq. (2.13) to overcome the over fitting problem as well as to keep the ability of GK-clustering algorithm. The main idea is that the scaling parameter needs to be increased when the number of data in a cluster is too small to cope with the overfitting problem while it is necessary to be decreased when the cluster is rich enough to keep the effect of covariance matrix in Mahalanobis distance. Therefore, the scaling parameter is required to be updated subject to the value of contribution of data in each cluster as
where i represents the value of contribution (density of presence or probability) of data in i-th cluster, u i j denotes membership value of j-th data in i-th cluster and N is number of all data. Now, Eq. (2.13) can be modified as
where ∈ [0, 1] is chosen to be close to 1 (e.g. = 0.9). In this way, GK-clustering algorithm is facilitated to do clustering regardless of the number of data in each cluster.
Parameter estimation based on GK-clustering and TSK modelling
This section proposes a novel estimator for parameter estimation of K-distributed random variables (RVs) by using fuzzy TSK modelling and GK-clustering. At first, a set of 's is considered, where for each different sets of K-distributed samples are randomly generated and their respective means and variances are calculated. The set of all secondary variables (means and variances) together with 's are then stored. A fuzzy TSK modelling is then used to model the relationship between 's and corresponding means and variances. The GK-clustering is used to obtain the membership functions of the antecedent part and least square method is used to estimate the parameters of the consequents part of the fuzzy rules in a super matrix. Each page of this super matrix contains the information of the respective . The model is trained and the matrix of consequent parameters and the matrix of membership function centres are stored to be used later in the test stage. In the testing stage, a different set of K-distributed random variables are considered and their means and variances are calculated. Each is then estimated based on the train matrices, and the estimation error is calculated. Finally, the accuracy and the performance for the proposed method are compared with the existing methods.
The K-distributed samples are randomly generated [4, 22] by using
where G = ( , 1, m, n) denotes gamma random variables (RV) with shape parameter , scale parameter 1 and size of G ∈ R m×n . Then, the respective means and variances of each set of K-distributed RVs are calculated as the secondary data to be fed as inputs to the estimator. Fuzzy TSK modelling is used to model the relationship between 's and corresponding means and variances. The mean and variance are considered as inputs of fuzzy model, since these two statistics are related to , monotonically. Moreover, they are simple to calculate and well-known to be used. A typical rule of TSK model can be represented as where
For each set of crisp inputs (m,q), total output is the weighted average of individual outputs i and is calculated as
where i and i are the fuzzy output set and applicability degree of the i-th rule, respectively. Using product as T-norm in premise and consequent parts of rules, the applicability degree which is a quantity that determines the degree of firing of the output of each rule can be derived as
The consequents can be easily calculated by mean of matrix operations. Now, the main issue is to take care of the accuracy of the model. If the antecedent parts can be determined based on a prior knowledge, then the error will be reduced, significantly. The prior knowledge to build the fuzzy sets in the antecedent parts can be acquired through clustering technique. GK-clustering classifies the samples not only based on the distance, but also with respect to the covariance between the variables. Each cluster centre is determined using GK-clustering while the individual width of membership functions is designed directly using the centroid matrix. The range of the field data is also considered in the design of the membership functions to improve the accuracy and performance. Therefore, improved GK-clustering is used to obtain the membership functions (MF) of the antecedent parts.
The estimator uses triangular membership functions instead of Gaussian ones to ensure the completeness and consistency of universe of discourse. Furthermore, in reality the clusters are not distributed uniformly and symmetrically. The triangular membership functions can easily express asymmetric distributions. Moreover, unlike Gaussian functions, triangular functions can converge to zero in finite distance, representing clear boundaries for adjacent clusters. Therefore, the width of membership functions can be calculated accurately using the adjacent cluster centres. The first and the last clusters would be illustrated using trapezoidal membership functions instead of triangular ones in order to cover the data smaller (greater) than the first (last) cluster centre. The completed model is now ready to be trained.
In training stage, the parameter matrix of the consequent part ( ) can be obtained by using least square method in order to test the algorithm and consequently to estimate the parameter in the real field.
Eq. (3.6) can be represented as
By substituting i from Eq. (3.3) in Eq. (3.8), the d-th train is obtained as
Therefore, the results of N train can be expressed as
where N is the number of training data (m d and q d ; the mean and variance of d-th train samples, d = 1, 2, ... , N ) and R is number of rules. Therefore, the consequent parameters of TSK model are the entries of matrix which are calculated as
where, X is the pseudo-inverse matrix defined as
Results and discussion
A comparison is made between the proposed algorithm and previous methods. Figs. 1 and 2 show the bias and variance of the estimation errors for different numbers of sample data (N=512 and 64) with scale parameter a=1 and shape parameter ranging from 0.1 to 1.5. The figures also suggest that in the conventional methods the bias and variance are dramatically increased as the number of data is decreased. The proposed method yields significantly less bias and standard deviation in comparison with the other methods especially for large 's and small number of data where the other methods fail to estimate accurately and precisely. Fig. 3 (a) and (b) illustrate the independent trials of estimates of parameter for N=32 and 64, respectively. The estimates for 50 independent trails were successfully obtained, where in both cases was estimated to be 1. A comparison with Mlmom and Hadamard-variance method shows that the estimates obtained by using the proposed method are always better than those of any other methods. It can also be seen that the Hadamard-variance method shows a large variability at this sample size where, in one case out of 50 trials (N=32), was estimated as 42. Table 1 shows the comparison of the proposed method with Mlmom, Hadamard-based, Raghavan and Flom methods in terms of accuracy and execution time for the shape parameter = 1.5 and N=100 sample data. As this table suggests, the execution time of the proposed method is in the same range as two successful previous methods; Mlmom and Hadamard-based methods. Flom has the smallest execution time; however, as highlighted earlier, this method is not suitable to be used at this sample size, due to its large value for bias and variance. The proposed method is therefore almost as fast as the previous methods with the merit of significant improvements in bias and standard deviation. For example, in comparison with the Hadamard method, the proposed method is 39.6% slower, but it has 98.7% and 95% improvement in bias and standard deviation, respectively.
Conclusions
One of the most important issues in maritime remote sensing and surveillance is estimation of sea clutter among radar data. It has been found that K-distribution is the most suitable PDF to model the probability of sea clutters. Many statistical methods have been introduced to estimate the K-distribution parameter and some of them have acceptable bias and variance of error. However, they need a large number of data to achieve a reasonable performance while in practical applications only a small number of samples is available.
A novel fuzzy estimation approach to overcome the problem of small number of data is discussed in this paper. The method uses TSK fuzzy modelling which utilizes GK-clustering as a pre-estimator in order to determine the antecedent membership functions and least square method to estimate the consequent parameters. GK-clustering classifies the samples not only based on the distance, but also with respect to the covariance between the variables, leading to more accurate estimation. In addition, the centres of clusters are determined directly by the method while the widths of membership functions are designed by using the centroid matrix. The range of field data is also taken into account in the design of the membership functions, aimed at improving the accuracy and performance.
The proposed method has shown significantly lower estimation bias and standard deviation especially for the high values of parameter. It has the ability to learn from the real data and most importantly the method is capable of achieving an accurate estimation in spite of small number of data.
