The Apgar score is used to describe the clinical condition of newborns. However, clinicians show low reliability when assigning Apgar scores to video recordings of actual neonatal resuscitations. Simulators provide a controlled environment for recreating and recording resuscitations. Clinicians assigned Apgar scores to such recordings to test the representativeness of simulator and recordings. Study design was guided by Brunswik's probabilistic functionalism. Method: Judgment analysis methods were used to design 51 recordings of neonatal resuscitation scenarios, simulated with SimNewB (Laerdal, Stavanger, Norway). A step-by-step explanation of the design, preparation, and testing of the recordings is provided. Analysis: Recorded Apgar scores, calculated from the presentation of clinical signs, were compared against the designed scores. Working independently and without feedback, three experts assigned Apgar scores to confirm that the recordings could be interpreted as intended. Seventeen neonatal resuscitation clinicians scored the recordings in a separate experiment. Results: Correlations between Apgar scores assigned by the 20 viewers (experts plus clinicians) and recorded Apgar scores were high (0.78 -0.91) and significant (P Ͻ 0.01). Fourteen of the 20 viewers scored the recordings without significant bias. Correlations between viewers' scores and scores of individualized linear models calculated for each viewer were high (0.79 -0.97) and significant (P Ͻ 0.01), indicating systematic judgments. Conclusions: SimNewB provided a realistic presentation of clinical conditions that was preserved in the recordings. Clinicians could interpret clinical conditions systematically and accurately without feedback or detailed instructions. These methods are applicable to future research about accuracy of clinical assessments in actual and simulated environments.
The Apgar score was introduced more than half a century ago to support clinicians' assessments of the condition of newborn infants. 1 The score is computed by summing the contribution of five clinical signs (see Table 1 ). The original intention was that the score would be calculated 1 minute after birth to prompt the most appropriate treatment to improve or maintain the newborn's adaptation to extrauterine life. It is now usually also assessed at 5 minutes and then at 5-minute intervals for infants requiring resuscitation, to assess response. The Apgar score has stood the test of time and has become an internationally accepted method of scoring judgments about the physiological status of newborns infant in case notes. [2] [3] [4] Apgar scores are also widely used in clinical audit and research, but there has been surprisingly little research into how accurately they are assigned.
Recently, simulators have been specifically designed for healthcare practitioners to hone neonatal resuscitation skills. 5 Simulators provide an environment in which relevant clinical variables can be controlled with no risk to patient safety. [5] [6] [7] The SimNewB simulator (Laerdal, Stavanger, Norway) generates clinical signs that are analogous to the components of the Apgar score. Clinicians are expected to assess the signs to decide about appropriate treatment. The contribution of the simulator variables to the Apgar score is presented in Table 1 . However, the success of the simulator in use depends on whether practitioners can assess the clinical signs in a reliable manner or can be trained to do so. Reliability can be determined by measuring how accurately and systematically clinicians assign Apgar scores when compared with Apgar scores calculated algorithmically from clinical signs presented by the simulator.
A useful and an efficient way to make such a comparison is to ask clinicians to assign Apgar scores to recorded scenarios that they view, rather than while taking part in a hands-on simulation. Nonetheless, simulators provide an environment in which, during a short-time frame, relevant clinical variables can be controlled to produce recordings that meet an investigator's requirements with no risk to patient safety. 5, 6, 8 Moreover, many variables that could conceivably interfere with the assignment of Apgar scores are eliminated in a recording. Such recordings can be then scored by many observers without needing to spend time in hands-on simulation. If recorded scenarios can be scored reliably then they could be used to support different research and training objectives. However, to date, there has been no test of whether clinicians can reliably assign Apgar scores to video recordings of simulated resuscitations.
Although video recordings of actual clinical settings have been used for auditing purposes and training, 7,9,10 a recent study 11 found that clinicians cannot assign Apgar scores to video recordings of actual neonatal resuscitations with acceptable levels of interobserver reliability, and that observers' scores had little agreement with the original scores assigned by the clinicians who performed the resuscitation. The study 11 did not determine the sources for nonreliability, but reasons could include the subjective nature of some components of the Apgar scores, uncertainty as to how to calibrate the score for changes caused by treatment, and difficulty interpreting the video recordings. Because there is no way of knowing what the "true" Apgar scores were for the babies in the recordings, the sources of inaccuracy are hard to discern, whereas in recordings of simulated resuscitation, the true Apgars can be programmed.
To avoid the above potential limitations in our study, the content and the apparatus of recorded scenarios were carefully designed, 12, 13 and the design was guided by solid theoretical principles. The methodology we use was based on a theoretical approach developed by Brunswik 14 and on applications of judgment analysis. 15 Because Brunswik's ideas are not well known, in the next section we provide some background about his ideas and why we use them in this study.
Brunswik's Theory and Judgment Analysis
Background Brunswik argued that psychologic experiments conducted in laboratories, in which variables are omitted or controlled, create unrealistic situations for participants. Therefore, the results and conclusions of such studies cannot be generalized outside the laboratory. As an alternative, Brunswik 14, 16 introduced the theory of probabilistic functionalism, which, in his view, explains how an organism (subject) interprets cues from its ecology (environment) and makes decisions based on this interpretation. According to Brunswik, experimentsincluding experiments in laboratories-should have a representative design in which participants are exposed to situations that represent the range and distribution of situations and cues in their natural environment. Although Brunswik's ideas were controversial, 17 they have increasingly found favor in the human factors community 18, 19 and in other domains. 20, 21 Some of Brunswik's followers worked in the area of judgment analysis and introduced a quantitative model [22] [23] [24] to describe how accurately subjects make judgments about environmental situations.
A linear mathematical model, the so-called "judgment policy," can be used to predict how a clinician will judge a situation. A participant (eg, a clinician in our study) unconsciously, and therefore subjectively, associates a relative importance (weight) to each clinical sign that he or she uses when interpreting the clinical condition of the mannequin. The Apgar score that the clinician assigns reflects this subjective interpretation. To "capture" the policy, the clinician needs to assign Apgar scores to quite a few situations. The values of the cues in each situation need to be known to the researcher. The Apgar score is produced mathematically as the sum of the values of the cues, each multiplied by its relative weight. The values of the weights are computed through a regression that produces the best-fitting linear model for all the assignments made. Once the relative weights are known, the clinician's assignments can be predicted for any given set of Apgar scores. For more details about Brunswik and judgment analysis, see Hammond and Stewart, 20 Cooksey, 15 Karelaia and Hogarth, 25 Kirlik, 18, 19 and Wigton. 21 For studies in healthcare that used these concepts, see the studies by Wigton et al, 26 Beckstead and Stamp, 27 and Thompson et al. 28 Relevance Brunswik's theory was a natural choice for this study because we wanted to evaluate how accurately neonatal resuscitation practitioners can assign Apgar scores to a simulator. Results of such an evaluation can then be used to determine the representativeness of the scenarios and to demonstrate whether the simulator can be used to prepare scenarios that are relevant to neonatal resuscitation practice.
Objectives
In this article, we describe the design, production, and initial validation of a compilation of recordings of simulated neonatal resuscitations informed by the above approach. After the initial validation, we used the compilation in a study in which clinicians were tasked with assigning Apgar scores to each recording. We wanted to determine the feasibility of the overall approach, to measure the accuracy of Apgar scoring in this setting, and to determine the representativeness of the recordings and scenarios developed. Table 2 shows the terminology we used to describe different sets of Apgar scores developed during the production and the validation of the recordings. The entire process of designing, producing, and analyzing the recordings is presented in Table 3 and is described in the sections that follow. It should be noted that when designing recordings for purposes different from ours, other factors may need to be considered.
MATERIALS AND METHODS

Initial Design of the Scenarios
Number of Scenarios Following judgment analysis guidelines 15 for obtaining each viewer's judgment policy, and in order to expose viewers to the full range of relevant situations, the number of recordings should be between 5 and 10 times the number of clinical signs that are used to interpret the situation (ie, for the fivecomponent Apgar score, 25-50 recordings). Therefore, we decided to develop about 50 recordings.
Length of Scenarios
The length of each recording was designed according to two principles. First, the compilation needed to be short enough to allow a viewer to maintain concentration while studying all the scenarios. Second, each recording needed to be long enough to tell a story and engage the viewer, and to permit stable clinical assessment of the mannequin. We concluded that each recording should last about 2 minutes, allowing viewers who are used to the 30-second assessment intervals recommended in current resuscitation guidelines 29 ample time for assessments while viewing each recording. We estimated that a total viewing time of about 2 hours for the 50 recordings would let the viewers comfortably score the entire compilation while maintaining their concentration. The final length of recordings in the compilation was designed to vary between 1.45 and 2.15 minutes.
Overall Apgar Scores
The first step in designing the clinical characteristics for the scenarios was done by defining Apgar scores at the start, middle, and end of each scenario. To conform to Brunswik's concept of representative design 14 in which subjects should be exposed to a range of situations similar to their daily routine, we wanted the clinical characteristics to be typical of actual neonatal resuscitation cases. We scanned computerized birth records for all babies born in the Mater Mothers' Hospital in Brisbane, Australia, in the first 6 months of 2008. For those babies who had an Apgar score of 5 or less at 1 minute, a midwifery research assistant undertook a clinical record review and noted the Apgar score at 1, 5, and 10 minutes. Apgar scores of 5 or below at 1 minute are Table 5 4a. Test representativeness of recordings 4b. t-test, Pearson product-moment correlation, Table 6 4b. Validation of recordings by experts 4c. t-test, Pearson product-moment correlation, Table 7 4c. Clinicians' assignment of Apgar scores in an experiment usually assigned to infants who are receiving, or who are recognized to need, at least some resuscitation maneuvers. By interpolation from the obtained scores, we estimated the distributions of the Apgar scores to which clinicians were exposed during the resuscitation period and we could also estimate patterns of changes in the Apgar scores during this period. These estimations were used to define the distribution of the Apgar scores at the start, middle, and end of each recording ("Original Apgar Scores"). This process was used to define the Apgar scores for 42 scenarios.
Apgar scores for a further nine scenarios were defined in a somewhat more artificial manner. Our survey did not yield patient charts indicating actual deterioration patterns. Although deterioration in the condition of the newborn during resuscitation is not much analyzed in the literature, clinical experience suggests that it is common. To define Apgar scores for the start, middle, and end of these nine scenarios, we randomly picked nine of the cases that had been previously designed and modified them to present deterioration patterns.
Detailed Design of the Scenarios
To define the values of the clinical signs for the scenarios, we needed to know the contribution of each sign to the total Apgar score at the start, middle, and end points of each scenario. This breakdown was not available in most patient charts, and only total scores were available. Therefore, we "reverse engineered" what the corresponding clinical signs could have been, using the following procedure.
Probable Contributions of Clinical Signs to Apgar Scores
The physiological responses that comprise the Apgar score are not independent. During deterioration and recovery, they will often follow a typical sequence. 4 For example, heart rate and respiratory effort will usually deteriorate after, and recover before, color and tone. By consulting a neonatal resuscitation medical expert, we produced the probable contribution of each sign to the various total Apgar scores. These contributions are presented in Table 4 .
Calculating the Contributions of Clinical Signs to Apgar Scores
We explain this process by the following example. Consider a case in which the intended Apgar score is 5 and we are considering the contribution of heart rate to this Apgar score. First, a random number between 0 and 1.0 is generated. Second, referring to Table 4 for an overall Apgar score of 5, the contribution of the heart rate to the total Apgar score will be 2 if the random number is between 0.8 and 1.0, the contribution will be 1 if the random number is 0.8 or below, and there is 0.0 likelihood of heart rate contributing 0 if the Apgar score is to be 5. This process of defining the contribution for each of the five clinical signs was repeated for all the Original Apgar Scores.
Mapping Contributions to Clinical Signs
Once the contribution of each clinical sign was defined, we used Table 1 to link the contributions with actual values of the clinical signs. In cases in which the contribution indicates a range for the possible values (as with the heart rate, respiration rate, and oxyhemoglobin saturation) or several options (as with the vocal sound and muscle tone), the specific value was randomly selected. The change in the value of each clinical sign was designed to start at a randomly selected moment within the first 15% of the scenario length, reach its middle value at a randomly selected moment within 15% of the middle of the scenario, and reach its end value at a randomly selected moment within the last 15% of the scenario length.
Face Validity
The specifications for each simulated case were reviewed by medical experts. In response to the experts' comments, slight adjustments were made in a few cases in which the randomization process had produced a combination of values that seemed physiologically implausible. The values of the clinical signs were used for programming the scenarios into the simulator.
Production of the Scenarios and the Recordings
Programming the Simulator The Laerdal SimNewB simulator was chosen for this study because it was specifically developed to support neonatal re- suscitation practitioners and researchers. A detailed survey of the simulator, exploring its capabilities and limitations, was performed as part of the design phase. A summary of our findings is presented herein. Heart rate (manifesting as heart sounds audible with a stethoscope and pulsations palpable in the umbilical cord stump and brachial area) and breathing (breath sounds audible with a stethoscope and visible as chest wall movement) are the most realistically simulated clinical signs. Expiratory "grunting," a typical sign of respiratory distress in newborns, and crying can also be simulated. A patient monitor can be used to display heart rate and oxyhemoglobin saturation readings. Skin color over the face can be changed from bluish to pink, but this capability was difficult to see clearly in the recordings. Alterations in muscle tone and movements can also be simulated. Representing "reflex irritability" is more difficult, although some limb movement or vocalization can be used.
The clinical signs and their changes over time were programmed into the SimNewB simulator, mainly by using its object-oriented interface. The run-time algorithm of the simulator introduces slight variability to the programmed values. The variability is mainly intended to produce realism, because human heart rate and oxygen saturation levels usually vary around a constant level or trend.
Video Recording of the Scenarios
The scenarios were performed and recorded in Queensland Health's Skills Development Centre at Herston in Brisbane. Figure 1 represents the video setting of the recorded scenarios. The patient monitor was recorded as a "picture in picture" superimposed over the video recording of the mannequin. A spotlight was used to create shadows on the chest of the mannequin to accentuate chest movements in the playback. Figure 2 presents the apparatus in the recording environment.
For recording the heart and the lung sounds, a microphone was installed under the "skin" of the mannequin, and the sounds were recorded on one of the two stereo-audio channels. The patient monitor alarms and the vocal sounds generated by the mannequin were recorded on both channels. This method made it possible to play the heart and lung sounds into headsets or into modified stethoscopes to increase the realism of the presentation. To prevent situations in which a mannequin ventilated with an endotracheal tube still produced vocal sounds, we recorded the vocal sounds off-line and then edited them into the recordings.
During each recorded scenario, a resuscitation team provided the mannequin with simulated medical treatment. Only the hands and the forearms of team members were captured in the field of view of the camera. We specifically directed the team to perform some activities that were obviously insufficient or inappropriate to the situation in order to prevent viewers from assuming that the condition of the baby would usually improve on the basis that competent resuscitation was being provided. We also instructed the team members to avoid verbal communication during recording.
Viewers of the compilation who later assigned Apgar scores to the recordings were advised about these constraints and were directed to base their clinical assessment solely on the clinical signs and not on the quality or type of clinical procedures. It was also decided that data such as gestation age and presenting medical history would be concealed from later viewers, because it could bias the assignment of the Apgar scores, as happens in clinical practice. 3 To illustrate the final product of the development, an example taken from one of the recordings is provided in Video, Supplemental Digital Content 1, http://links.lww.com/SIH/A10.
Rating of the Compilation
Rating by Experts
The compilation was reviewed and independently scored by three neonatal resuscitation experts-two consultants, plus one neonatal nurse who is also a neonatal resuscitation instructor. After viewing each recording, the experts were asked to assign an Apgar score that reflected the condition of the mannequin at the end of the recording. As noted earlier, the experts were asked to base their judgment on the clinical signs and to ignore the appropriateness of the care provided by the resuscitation team. The experts were not exposed to the specific mapping that linked the simulator's clinical sign values to the Apgar score, and they were not given feedback about the correctness of their scoring.
Rating of the Compilation During a Judgment Accuracy Experiment
In the experiment for which the compilation was prepared, each recording was projected on a wide screen, allowing groups of five or six participants at a time to comfortably view the scenario. Participants used Cardionics Hertman simulated stethoscopes (Webster, TX) to listen to the heart and breath sounds of the mannequin. Other vocal sounds and alarms were displayed with a free-field speaker as well as on the simulated stethoscope. After concerns were expressed by the experts about the length of the rating process, the number of recordings was reduced, and we used only 30 recordings for the analysis. Participants were given rest breaks after every 10 recordings and did not receive any feedback about the accuracy of their scoring.
The experiment was approved by the Human Research Ethics Committees of the Mater Mothers' Hospital, Queensland Health, and by The University of Queensland.
Statistical Analysis
Testing the Representative Design of the Recordings To make sure that the effects of representative design were still in place by the end of the design and production processes, we analyzed the recorded scenarios to ensure that they had reproduced the Original Apgar Scores. Apgar scores for the mannequin were calculated for the start, middle, and end of each recording ("Recorded Apgar Scores"). The calculation was made by using Table 1 and the values of the clinical signs. There was no need for subjective interpretation in the process; some values (eg, heart rate) were taken from the recorded patient monitor and other values were obtained from the log files that were generated by the simulator while executing the scenarios that we recorded. KolmogorovSmirnov tests (Statistica version 8) and Pearson productmoment correlations were used to verify that the Recorded Apgar Scores and the Original Apgar Scores did not differ significantly from each other.
Analysis of the Compilation by Experts
We calculated Pearson product-moment correlation coefficients to determine whether the unaided experts could produce Apgar scores ("Judged Apgar Scores") that were closely positively correlated with the Recorded Apgar Scores taken at the end of the recordings. In addition, t tests for significant differences between the means of the two sets of Apgar scores were calculated to determine whether the experts' Judged Apgar Scores were biased with respect to the Recorded Apgar Scores.
We also tested whether the experts could achieve a systematic interpretation of the clinical signs. A judgment policy was calculated for each expert. By feeding the linear model with the values of the clinical signs observable at the end of each recording, a set of estimated Apgar scores ("Policy Apgar Scores") was calculated. A high correlation between an expert's Judged Apgar Scores and his or her Policy Apgar Scores indicates that the expert has a systematic and reproducible policy for combining the clinical evidence and assigning Apgar scores.
Scoring of the Compilation by Neonatal Clinicians in Judgment Accuracy Experiment
Having confirmed that the experts could reliably assign Apgar scores to the compilation, we proceeded to a judgment accuracy experiment. Participants in this experiment were 17 neonatal practitioners who had varying levels of training and experience. The participants included two neonatologists, three neonatal fellows, four pediatric registrars equivalent to postgraduate year-1 to -3 residents, and eight neonatal nurses. The participants viewed and assigned Apgar scores to 30 of the recorded scenarios. Pearson product-moment correlations were calculated between the Judged Apgar Scores of the 17 clinicians and the Recorded Apgar Scores calculated directly from the recordings. Separate t tests were used to identify any significant bias in the judgments of each clinician. Correlations between the Judged Apgar Scores and the Policy Apgar Score were calculated to test how systematic and reproducible the clinicians' judgments were.
RESULTS
Validation of Representative Design of the Scenarios
A comparison of the distributions of the Original Apgar Scores and the Recorded Apgar Scores suggests that the recordings matched the original design as intended (Table 5) . Specifically, the nonsignificant results for the KolmogorovSmirnov test and the significant positive correlation between 
Validation of Scenarios by Experts
The results for the experts' Judged Apgar Scores and Policy Apgar Scores are presented in Table 6 and are discussed below.
Judged Apgar Scores Versus Recorded Apgar Scores
The mean and standard deviation of the Recorded Apgar Scores at the end of the recordings were 3.98 and 2.31, respectively ( Table 5 ). The means and standard deviations in Table  6 indicate that expert 1 observed and responded appropriately to the variability in the recorded scenarios, but made ratings that were 2.3 Apgar units above the Recorded Apgar Scores. A t test indicated that the ratings of expert 1 were significantly higher (P Ͻ 0.001) than the recorded scores. The other two experts also responded appropriately to the variability with no significant bias in their judgments.
Fit of Judgments to Policy
The significant positive correlations between experts' Judged Apgar Scores and their Policy Apgar Scores suggest that the experts were systematic in their interpretation of the clinical signs when assigning the Apgar scores.
Clinicians' Assignments of Apgar Scores to Recordings in Judgment Accuracy Experiment
There was a significant positive correlation between the judged and the recorded Apgar scores for each of the 17 clinicians (P Ͻ 0.01; Table 7 ). The t tests between the means of the two sets of scores for each clinician indicated that five of the 17 clinicians-all of them nurses-assigned Apgar scores that were significantly higher than the recorded scores. The bias of three nurses was between ϩ0.6 and ϩ0. 8 Apgar scores and that of the other two nurses was between ϩ1.05 and ϩ1. 15 Apgar scores. An ANOVA comparing the Apgar scores assigned by doctors (n ϭ 9) versus nurses (n ϭ 8) indicated that as a group the nurses assigned significantly higher Apgar scores than did doctors (P Ͻ 0.001), despite judging exactly the same recordings.
Correlations between the 17 clinicians' Judged Apgar Scores and their Policy Apgar Scores were all positive and highly significant (P Ͻ 0.01), indicating that all clinicians had a highly systematic interpretation of the clinical signs.
DISCUSSION
When properly used, simulators provide a controlled environment for producing diverse clinical situations that can be video recorded and later used for various purposes. 8 For example, video recordings have proved to be an excellent training tool, 30 but the specific objective-research or training-must inform the design of the recordings. We demonstrated that Brunswik's theoretical framework of representative design can be merged with requirements imposed by the future use of a compilation of recordings to guide the design of scenarios and serve further studies that investigate the accuracy of judgments in other clinical settings. 21 As noted earlier, Brunswik's framework is used for design and evaluation in many other domains. The healthcare simulation community may benefit from incorporating some of Brunswik's ideas into simulator studies and applications and from collaborating with the research communities that use such ideas.
In this study, all viewers were sensitive to the variability in the clinical situations, with the result that their judgments were highly positively correlated with the clinical situations represented by the simulator.
No doctor (in either the expert or clinician group) showed significant bias between the mean of their Apgar judgments and the mean of the Apgar scores represented by the simulator in the recordings. In contrast, six of the nine nurses (one in the expert group and five in the clinician group) showed a significant bias toward making Apgar judgments that were higher than the scores represented by the simulator in the recordings. The judgment policies of the six nurses assigning higher scores did not indicate any systematic reason for this finding.
The high correlations and the accuracy of the scores that most clinicians assigned suggest that there was a good connection between the task of rating the recordings and clinicians' daily practice in the hospital, even though they received no feedback about their accuracy during the task and had no prior experience of viewing recordings of simulated neonatal resuscitation events. Such an outcome indicates that the scenarios we created provided a relevant representation of clinical events and that the recordings with SimNewB managed to preserve this relevance. We conclude that the process of assigning Apgar scores was not compromised by physical differences between how clinical signs present in the mannequin versus in a human neonate and that SimNewB provided an environment in which clinical assessments can be performed accurately as a part of training or research.
For clinicians who demonstrated significant bias, a deeper analysis of their judgment policies could elucidate the source or sources of bias. Training combined with feedback could potentially resolve these biases.
In a previous study 11 that reported low-interobserver reliability when clinicians assigned Apgar scores to video recordings of actual resuscitations, the clinicians participating in that study did not reproduce the Apgar scores assigned by the clinicians who performed the actual resuscitations. In contrast, in our study which used recordings of simulated resuscitations, we found good reliability. Possible reasons are as follows.
First, in the simulated environment, the accuracy of clinical assessments are tested against objective data, which makes it possible to identify the accuracy of each clinician over a range of recordings. In recordings of actual settings, there are no "correct" scores, and the accuracy of individuals cannot be computed.
Second, we instructed our viewers to ignore the clinical treatment when assigning the Apgar scores. If such instructions are not indicated up front, there is a possibility that medical activities may be used as indications of the illness severity of the baby. Some other indicators that are not part of the Apgar score calculation, but that exist only in recordings of actual resuscitation, may contribute to the variability of the scores (eg, a baby's size).
Third, some variability may emerge from the complicated resuscitation environment in which, for example, color and chest wall movements (indicating respiration efforts) cannot be systematically captured and presented. Such constraints are much fewer in the simulated environment.
Overall, researchers wanting to prepare a compilation of actual resuscitation events may benefit from following key aspects of the methodology we have presented for preparing and testing a compilation of recorded events. Such an approach may help researchers pinpoint sources of variability in how clinicians assign Apgar scores to actual recordings.
From a broader perspective, the processes described in this article could guide the production of video recordings intended to support other kinds of investigation. However, any application of the processes described here, although supported by a robust theoretical framework, must take into account the intended use of the recordings and must be tempered by practical concerns. These steps are essential for producing any compilation of recordings that is representative of the clinical phenomena of interest.
When clinicians without feedback or training can accurately and systematically assess the clinical condition of a mannequin by observing recorded scenarios, it is reasonable to conclude that the simulator can generate a realistic representation of clinical signs that are used in actual practice for clinical assessments. The simulator can be used with greater confidence not only for performance studies but also for training, procedure evaluation, and for evaluating new information tools and cognitive aids.
