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Abstract
The single particle energies obtained in a Kohn–Sham density functional
theory (DFT) calculation are generally known to be poor approximations to
electron excitation energies that are measured in transport, tunneling and spec-
troscopic experiments such as photo-emission spectroscopy. The correction to
these energies can be obtained from the poles of a single particle Green’s func-
tion derived from a many-body perturbation theory. From a computational
perspective, the accuracy and efficiency of such an approach depends on how
a self energy term that properly accounts for dynamic screening of electrons is
approximated. The G0W0 approximation is a widely used technique in which
the self energy is expressed as the convolution of a non-interacting Green’s
function (G0) and a screened Coulomb interaction (W0) in the frequency do-
main. The computational cost associated with such a convolution is high due
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to the high complexity of evaluating W0 at multiple frequencies. In this paper,
we discuss how the cost of G0W0 calculation can be reduced by constructing
a low rank approximation to the frequency dependent part of W0. In particu-
lar, we examine the effect of such a low rank approximation on the accuracy
of the G0W0 approximation. We also discuss how the numerical convolution
of G0 and W0 can be evaluated efficiently and accurately by using a contour
deformation technique with an appropriate choice of the contour.
1 Introduction
Electron excitations in molecules and solids that, for example, can be measured in
photo-emission spectroscopy experiments can be modeled by the theory of single
particle Green’s functions G(r, r′; t). In the frequency domain, the poles of G, which
correspond to the excitation energies of a molecule or solid, are eigenvalues of a single
particle Hamiltonian H that contains a correction to the ground-state Hamiltonian
HKS = −∇2 + Vion + VHartree + Vxc
obtained in Kohn–Sham density functional theory, where Vion is the electron-ion
interaction potential, VHartree is the Hartree potential, and Vxc is the exchange–
correlation potential, respectively. The correction is frequency (denoted by ω) de-
pendent. To be specific, we can write H as
H(ω) = HKS − Vxc + Σ(ω),
where Σ is an energy dependent self energy operator that accounts for dynamic
screening of electrons. The operator HKS is a self-adjoint operator and all its eigen-
values are real. However, in the presence of the frequency-dependent self energy
operator Σ(ω), H(ω) is in general not a self-adjoint operator.
If (εKSj , ψ
KS
j ) is a normalized eigenpair of HKS, it follows from the first order
eigenvalue perturbation theory that the corresponding eigenvalue of H can be ap-
proximated by
εj ≈ εKSj +
〈
ψKSj
∣∣ [Σ(εj)− Vxc] ∣∣ψKSj 〉, (1)
where 〈·| · |·〉 is the Dirac bra–ket notation. These approximate eigenvalues can be
obtained by solving the nonlinear scalar equation
ω = εKSj +
〈
ψKSj
∣∣ [Σ(ω)− Vxc] ∣∣ψKSj 〉
by an appropriate numerical method. These methods would require evaluating Σ(ω)
at multiple frequencies.
2
One of the challenges in this type of excited states calculation is to obtain a
computable approximation to the self energy term Σ(ε) in (1), which does not have
a closed form expression. We will use Σ(ω) and Σ(ε) interchangeably below since
energy and frequency are closely related quantities. In this paper, we assume all
Kohn–Sham orbitals ψKSj (r) are real. This corresponds to the case for molecules and
for solids with inversion symmetry. To simplify our discussion, we do not distinguish
an integral operator and its kernel unless otherwise clarified. Throughout this paper,
we use η to denote an infinitesimal real positive number. The final quasi-particle
energy obtained by solving Eq. (1) should not depend on the value of η, but the sign
of η is important due to the analytic structure of various operators in the frequency
domain in the complex plane.
A widely used approximation, called the G0W0 approximation [1, 4, 5, 9, 16,
18, 29], expresses the self energy operator Σ(r, r′;ω) as the convolution of a non-
interacting Green’s function G0 and a screened Coulomb interaction W0:
Σ(r, r′;ω) =
i
2pi
∫
R
G0(r, r
′;ω + ω′)W0(r′, r;ω′)eiω
′η dω′. (2)
Here the term eiω
′η with infinitesimally small η > 0 is needed due to causality. We
refer readers to a recent work on the mathematical analysis of the GW method [6]
for more details.
The time ordered Green’s function is defined as
G0(r, r
′;ω) =
nv∑
j=1
ψKSj (r)ψ
KS
j (r
′)
ω − εKSj − iη
+
n∑
j=nv+1
ψKSj (r)ψ
KS
j (r
′)
ω − εKSj + iη
, (3)
where nv is the number of occupied (or valence) states, n is the total number of single
particle states of a discretized HKS. Here the signs of iη in Eq. (3) have physical
meanings, and reflect the different propagation directions in time for electrons and
holes (see, e.g., [1, 6]).
The screened Coulomb interaction takes the form
W0(r, r
′;ω) =
∫
R3
−1(r, r′′;ω)v(r′′, r′) dr′′, (4)
where v(r, r′) is the bare Coulomb interaction, and (r, r′;ω) is the dielectric function
defined by
(r, r′;ω) = δ(r, r′)−
∫
R3
v(r, r′′)χ0(r′′, r′;ω) dr′′, (5)
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and χ0(r, r
′;ω) is the irreducible polarizability function
χ0(r, r
′;ω) =2
nv∑
i=1
n∑
j=nv+1
ψKSi (r)ψ
KS
j (r)ψ
KS
i (r
′)ψKSj (r
′)
×
(
1
ω − (εKSj − εKSi ) + iη
− 1
ω + (εKSj − εKSi )− iη
)
. (6)
A direct G0W0 calculation by evaluating the self energy operator Σ(ω) at multi-
ple frequencies is computationally expensive. The high cost mainly comes from two
sources: 1) Eq. (2) involves integrating a function in ω′ over the entire real axis.
The function to be integrated is singular at multiple frequencies ω′ in the limit of
η = 0. The singularity of G0 can be seen directly from Eq. (3), which has n poles
that are η-distance away from the real axis. It can also be shown that the screened
Coulomb interaction W0 has many poles close to the real axis. Hence, directly replac-
ing the integral by a numerical quadrature, even when performed carefully, requires
evaluating the integrand at many frequencies. This is not only expensive, but can
also be potentially unstable numerically when additional approximations of W0 are
made to reduce the computational cost. 2) In order to compute W0, we need to per-
form a double summation over products of occupied and unoccupied wavefunctions
ψKSi (r)ψ
KS
j (r) to obtain χ0 first. For large systems, the complexity of χ0 calculation
is O(n4). Furthermore, an explicit calculation of χ0 requires unoccupied Kohn–Sham
wavefunctions ψKSj , j = nv + 1, . . . , n to be computed in addition to the occupied
states returned from a ground-state calculation.
In order to reduce the computational cost, efforts have been made to replace
χ0 by a low rank approximation, using, for example, a truncated singular value
decomposition (SVD). However, because the singular values of χ0 decay slowly, a
relatively large number of singular vectors need to be computed to achieve sufficient
accuracy. The cost of computing these singular vectors is not significantly lower than
the cost of forming χ0 directly.
It has been observed in [15, 22] that the singular values of vχ0 decay more rapidly.
In particular, the largest few singular values, can be orders of magnitude larger
than other singular values. This is mainly due to contribution from bare Coulomb
interaction v at small wave numbers. Therefore, instead of constructing a low rank
approximation to χ0, one can construct a low rank approximation to vχ0. Such
a low rank approximation can be otained efficiently by using an iterative method
that only requires multiplying χ0 with a number of vectors. It is well known that
this type of multiplication can be carried out without constructing χ0 explicitly
first [13, 25, 34]. Because χ0 is a linear response operator, the product χ0 and a vector
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can be obtained via density functional perturbation theory [3], which requires solving
a number of linear systems of equations with a shifted Kohn–Sham Hamiltonian HKS
as the coefficient matrix. These linear systems of equations can in turn be solved
iteratively by using, for example, preconditioned Krylov subspace methods.
A low rank approximation to vχ0 yields a low rank approximation to the fre-
quency dependent part of W0, which we will denote by Wp. Although this low rank
approximation is not an optimal approximation to Wp in the matrix 2-norm, the error
introduced by such an approximation can be bounded. An optimal low rank approx-
imation to Wp should be obtained by performing a truncated SVD of Wp directly,
which is more costly. However, we should note that the integrand to be computed
in (2) is a pointwise multiplication (Hadamard product) of G0 and W0. Therefore,
an optimal low rank approximation to Wp does not necessarily give the optimal ap-
proximation to the integrand. Other low approximation schemes, such as the one
based on setting long wavelength matrix elements of the Fourier space representation
of vχ0 to zero, which is used in many existing packages such as BerkeleyGW [9], are
also valid.
We should point out that neither vχ0 nor Wp is low rank in the traditional sense,
i.e., the smallest singular values of these operators are not tiny compared to the
largest singular values. The reason that a low rank approximation of Wp can be used
in G0W0 calculation is due to the fact that the quantity we calculate is ultimately a
first order correction to Kohn–Sham eigenvalues. Thus, approximations to vχ0 and
Wp are acceptable as long as the error introduced by the approximation is comparable
or smaller than the error associated with the first order perturbation theory.
In this paper, we will examine different ways to construct a low rank approxima-
tion to Wp and analyze the effect of such low rank approximation on the accuracy of
the self energy calculation. Numerical experiments are performed to study the effec-
tiveness of using a low rank approximation of Wp in the G0W0 calculation. To assess
the accuracy related exclusively to the low rank approximation of Wp, we assume
all linear systems that must be solved to construct a low rank approximation of Wp
are solved accurately, and operations that involve working with G0 are performed
accurately also. Therefore, the only source of error in the evaluation of the integrand
in (2) originates from the low rank approximation. We also ensure that numerical
integration is performed accurately in (2) using a special technique called contour
deformation. This technique is discussed in detail in Section 3.
To simplify notation, we assume all quantities have been discretized in real space.
The operators or functions G0, W0, v, χ0, and Σ will be treated as matrices. For
instance, the integral (4) will simply be written as a matrix–matrix multiplications
W0 = 
−1v. The spatial variables r and r′ are often omitted unless otherwise clarified.
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Our convention also assumes that a function of a single variable becomes a column
vector after it is discretized.
The rest of this paper is organized as follows. In Section 2 we briefly review
the technique of splitting the self energy into frequency independent and frequency
dependent parts. In Section 3 we propose a new contour deformation strategy by
introducing the concept of residue free frequency. A numerical integration scheme
using Gaussian quadrature rules is also discussed. In Section 4 we present several
low rank approximations to Wp, and provide error estimates. Finally we show by a
numerical example the effectiveness of proposed strategies.
2 The separation of exchange from correlation in
the self energy
From the definition of the dielectric function in Eq. (5), i.e., (ω) = I − vχ0(ω), one
can derive by the Sherman–Morrison–Woodbury (SMW) formula (see, for instance,
[8]) that the inverse of the dielectric function has the form
−1(ω) = I + vχ(ω), (7)
where χ is the reducible polarizability that satisfies the equation
χ(ω) = χ0(ω) + χ0(ω)vχ(ω),
or, equivalently,
χ = [I − χ0(ω)v]−1 χ0(ω). (8)
When all Kohn–Sham orbitals ψj’s are real, both the Green’s function G0 and W0
are complex symmetric for ω ∈ C, i.e.,
G0(r, r
′;ω) = G0(r′, r;ω), W0(r, r′;ω) = W0(r′, r;ω).
Note that due to the infinitesimal complex frequency iη, neither G0 nor W0 are
Hermitian operators. The symmetry of W0 follows from
W0(ω) = 
−1(ω)v = v + vχ(ω)v, (9)
where χ(ω) can be shown to be complex symmetric due to Eq. (8) and the fact that
χ0(ω) is complex symmetric.
In order to simplify the convolution in Eq. (2), it is often convenient to use (9) to
split W0 into the frequency independent bare Coulomb interaction and the frequency
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dependent interaction vχ(ω)v, which we denote by Wp(ω). While the bare Coulomb
interaction is constant in the frequency domain, Wp(ω) decays to 0 as |ω| → ∞.
Hence the G0W0 approximation of Σ becomes
Σ(ω) =
i
2pi
∫
R
G0(ω + ω
′) veiω′η dω′ + i
2pi
∫
R
G0(ω + ω
′)Wp(ω′)eiω′η dω′, (10)
where  is used to denote an element-wise multiplication (i.e., Hadamard product).
Here we have used the complex symmetric property of W0.
By using the residue theorem and the expression (3) for the Green’s function, we
can rewrite the first term in (10) as
ΣX ≡ −
[
nv∑
j=1
ψKSj
(
ψKSj
)T] v.
It follows from the trace identity
aT(AB)b = trace (Diag(a) · A ·Diag(b) ·BT) (11)
for vectors a, b and matrices A, B, where Diag(a) denotes a diagonal matrix with the
vector a on its diagonal, that we can express the ΣX contribution to 〈ψKSi |Σ|ψKSi 〉 as
〈ψKSi |ΣX |ψKSi 〉 = − trace
[
nv∑
j=1
ρKSij
(
ρKSij
)T
v
]
= −
nv∑
j=1
(
ρKSij
)T
vρKSij , (12)
where ρKSij = ψ
KS
i  ψKSj and vT = v. Note that ρKSij is a column vector here since
ψKSi denotes the discretized ψ
KS
i (r) in the real space and is a column vector. Because
the type of calculation involved in (12), which is frequency independent, is similar to
that required in a Hartree–Fock exchange energy calculation, (12) is often referred
to as the exchange part of the self energy. This is what the subscript X in ΣX stands
for. The remaining contribution, which is defined by the second term of (10), is
referred to as the correlation part of the self energy and denoted by ΣC . In [21], the
numerical integration required to evaluate ΣC is carried out carefully on the real axis
directly. We will discuss an alternative way to perform such a numerical integration
when a low rank representation of Wp is available in Section 3.
Numerical results indicate that ΣX is often larger compared to ΣC . However, it is
the relatively small contribution from ΣC (usually on the order of eV) that gives the
quantitative prediction power of the G0W0 method for a variety of electron excitation
properties.
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Algorithm 1: Compute the correlation energy correction 〈ψKSi |ΣC(ω)|ψKSi 〉
associated with εKSi for a given ω.
Input: Ground-state Kohn–Sham eigenpairs (εKSj , ψ
KS
j ), for j =
1, 2, . . . , n; the frequency ω at which the correlation energy is
to be evaluated; the quasiparticle energy index i (e.g., HOMO
or LUMO)
Output: 〈ψKSi |ΣC(ω)|ψKSi 〉
1: for each ω′ ∈ {frequencies used to perform the integration} do
2: Construct χ0(ω
′);
3: Compute (ω′);
4: Evaluate Wp(ω
′) = −1(ω′)v − v;
5: end for
6: Perform numerical integration over ω′ to obtain an approximate ΣC(ω);
7: Compute 〈ψKSi |ΣC(ω)|ψKSi 〉.
A brief outline of the major steps required to compute 〈ψKSi |ΣC(ω)|ψKSi 〉 for a
specific i is given in Algorithm 1. Because the integrand in ΣC contains sharp
peaks and troughs on the real axis, many ω′ values need to be generated in order
to achieve sufficient accuracy when we perform numerical integration. For each ω′,
the computational complexity is dominated by Step 2 of the algorithm, which is
O(n2nvnc), where nc ≡ n− nv is the number of unoccupied Kohn–Sham states.
3 Numerical integration via contour deformation
The difficulty of performing numerical integration of 〈ψKSi |ΣC(ω)|ψKSi 〉 on the real
axis can be overcome by using a technique that reformulates the improper integration
as part of a contour integral along a closed contour Ω constructed on the complex
plane. By using the Cauchy integral theorem, we can express the integral to be
evaluated in terms of an integral along Ω \ (−∞,+∞) if the contour Ω does not
enclose any poles of G0 or Wp. This technique is often referred to as the contour
deformation technique [14, 20].
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3.1 The choice of contour
It follows from (9) that W0(ω
′) and Wp(ω′) have identical poles. When η 6= 0, it is
not difficult to verify that all poles of Wp(ω
′) are in the second and fourth quadrants
of the complex plane, and are symmetric with respect to the origin. If there exists a
δW such that
δW := min
ω′
{|Reω′| : ω′ is a pole of Wp} > 0, (13)
that is, if the distance between the poles of Wp and the imaginary axis is nonzero,
there is a stripe of nonzero width in which Wp(ω
′) is analytic. In this case, it is
possible to choose a contour for ω′ in the complex plane as shown in Figure 1 along
which G0(ω + ω
′)Wp(ω′) integrates to zero because the contour does not contain
any poles of G0 or Wp. Because |G0(ω′)| and |Wp(ω′) behave like |ω′|−1 and |ω′|−2
respectively in the limit of |ω′| → ∞ [10], the contribution to the contour integral
from the two arcs (cyan color in Figure 1) vanish as the radius of the arcs increases
towards∞. Therefore, integrating G0(ω+ω′)Wp(ω′) along the real axis (red color
in Figure 1) is equivalent to integrating −G0(ω + ω′)  Wp(ω′) along the vertical
path parallel to the imaginary axis (magenta color in Figure 1). This path consists
of frequencies µ − ω + iζ, where ζ ∈ (−∞,+∞). Because the poles of G0 and
Wp are sufficiently far from such a path, the integrand G0(ω + ω
′)  Wp(ω′) is a
well behaved function along the path. As a result, it can be integrated accurately
by an appropriate numerical quadrature scheme with a relatively small number of
quadrature points.
We should point out that the assumption given by (13) is justified for molecules
with a finite HOMO–LUMO gap
εg := εnv+1 − εnv
centered near zero. Although the poles of Wp are not exactly the same as those of χ0,
it can be shown that they are close to the poles of χ0. As a result, δW > 0 is likely
to hold for molecules. Our numerical results for the SiH4 molecule to be presented
later indicate that δW can even be larger than εg. Hence, as a first approximation,
one can use εg to estimate the value of δW .
We should also emphasize that the existence of a contour that does not enclose
any poles of G0(ω+ω
′) or Wp(ω′) depends on the choice of ω as well as the positions
of the poles of G0(ω + ω
′) and Wp(ω′). When such a contour exists, we refer to the
corresponding ω a residue free frequency in the G0W0 theory.
We now characterize the range of residue free frequencies ω along the real axis.
We denote the highest occupied state εKSnv by ε
KS
HOMO and the lowest unoccupied state
9
Re(ω′)
Im(ω′)
0
µ− ω
◦ poles of Wp(ω′)
× poles of G0(ω + ω′)
Figure 1: A contour that bypasses all poles of G0(ω + ω
′)vχ(ω′)v.
εKSnv+1 by ε
KS
LUMO. Define
ω′lb = max
{−δW , εKSHOMO − ω} , ω′ub = min{εKSLUMO − ω, δW} .
If ω′lb < ω
′
ub, we may choose the vertical path of integration ω
′ = (ω′lb + ω
′
ub)/2 + iζ,
where ζ ∈ (−∞,+∞) as the vertical path of integration. Equivalently, the condition
ω′lb < ω
′
ub can be rewritten as
εKSHOMO − δW < ω < εKSLUMO + δW . (14)
When the condition (14) does not hold (Figure 2 shows such an example), it is
not possible to construct a simple contour like the one shown in Figure 1 to exclude
all poles of G0 and Wp. Hence the condition (14) defines the set of residue free
frequencies.
We remark that if ω is not a residue free frequency, it does not mean that the
G0W0 calculation cannot proceed. If we can find a path parallel to the imaginary axis
that does not contain any poles of G0 or Wp, the integration along such a path can be
corrected by adding residues associated with the poles enclosed by the contour. For
example, if the poles of G0(ω+ω
′) and Wp(ω′) are distributed as shown in Figure 2,
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Re(ω′)
Im(ω′)
0
µ− ω
◦ poles of Wp(ω′)
× poles of G0(ω + ω′)
Figure 2: An example that (14) does not hold.
we can evaluate ΣC(ω) as
ΣC(ω) = −
p∑
j=1
lim
z→zj
G0(z−zj)Wp(z)(z−zj)− 1
2pi
∫ +∞
−∞
G0(ω+iζ)Wp(iζ) dζ, (15)
where zj, j = 1, 2, . . . , p are the poles of G0(ω+ω
′) that are enclosed by the contour
shown in the figure.
The evaluation of the first term in (15) involves computing Wp(zj) at a few poles
of G0(ω + ω
′), that is, at zj = εKSnv−j+1 − ω + iη that are inside the contour. The
integral in the second term of (15), which is performed along a path parallel to
the imaginary axis, can be evaluated numerically by using an appropriate quadra-
ture rule. In fact, the contour deformation technique presented in existing literature
almost always chooses the imaginary axis [4, 14, 15, 20] as the vertial path of inte-
gration. For small molecules, we expect such an approach to work well, since the
poles of G0(ω + ω
′) are not very clustered. However, for systems with an increasing
number of atoms, the poles of G0 can become clustered. In the case of solids, densely
clustered eigenvalues form continuous energy bands. In such a case, it becomes in-
creasingly likely that some poles of G0 can be very close to the imaginary axis on
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which numerical integration is performed. It can also be the case that the residue
term to be evaluated has a pole close to a pole of Wp. In both cases, the evaluation
of G0(ω + ω
′)W0(ω′) can become difficult, especially when the spectral function of
G0 is not available and when Wp is approximated by a low rank operator.
3.2 Gaussian quadrature
Regardless how we choose the vertical path of the contour, we need to integrate (22)
along such a path numerically. The numerical integration scheme we use depends on
how the integrand (22) behaves on such a path.
Denote by z¯ the complex conjugation of a complex number z, and A¯ the element-
wise complex conjugation of a matrix A, then from the definition of G0 and Wp,
when Imω′ 6= 0, we have
G0(r, r
′;ω′) = G0(r, r′;ω′), Wp(r, r′;ω′) = Wp(r, r′;ω′). (16)
This symmetry property suggests that the integration along ω′ = ωs + iζ, where
ζ ∈ (−∞,+∞), can be reduced to integrating along the path that is in the upper
half of the complex plane because
ΣC(ω) = − 1
2pi
∫ +∞
−∞
G0(ω + ωs + iζ)Wp(ωs + iζ) dζ
= − 1
pi
∫ +∞
0
G0(ω + ωs + iζ)Wp(ωs + iζ) dζ.
(17)
Through the change of variable
ζ =
ξ
1− ξ , (18)
we turn the integration from 0 to +∞ to that from 0 to 1 (see Figure 3), i.e.,
ΣC(ω)
ζ=ξ/(1−ξ)
======== − 1
pi
∫ 1
0
G0(ω + ωs + iζ)Wp(ωs + iζ) 1
(1− ξ)2 dξ. (19)
Due to the asymptotic decay |G0(ω′)| ∼ |ω′|−1 and |Wp(ω′)| ∼ |ω′|−2 as |ω′| → ∞, it
can be shown that the integrand of Eq. (19) has finite and nonzero limit both at ξ = 0
and ξ = 1. This observation suggests that (19) can be approximated by a Legendre–
Gauss–Radau (LGR) quadrature. Because the integrand is well behaved, it is likely
that only a small number of quadrature points is needed along the integration path.
Our numerical results shown in Section 5 confirm this prediction. However, when the
path of integration is close to poles of G0 or Wp, the number of quadrature points
may increase significantly in order to achieve the desired accuracy.
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0.2
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1
Figure 3: The curve of the transformation (18).
3.3 Estimating the poles of Wp
Choosing an appropriate contour to perform numerical integration of (22) requires
estimating the position of the pole of Wp(ω
′) with the smallest positive real part.
We define Φ to be the matrix that contains products of ψKSi and ψ
KS
j , previously
denoted by ρKSij , as its columns for i = 1, 2, . . . , nv and j = nv + 1, . . . , n, that is,
Φ =
(
ρKSij , . . .
)
, and D be the diagonal matrix that contains εKSj −εKSi on it diagonal.
It is well known [7, 33] that the poles of Wp are the eigenvalues of the matrix
Hc =
(
D +K K
−K −(D +K)
)
, (20)
where K = ΦTvΦ.
The dimension of this matrix is 2nvnc × 2nvnc. It can be shown that the desire
eigenvalue of (20) can be obtained by computing the smallest eigenvalue of the
matrix D2 + 2D1/2KD1/2. An iterative method such as the locally optimal block
preconditioned conjugate gradient (LOBPCG) method [19] can be used to accomplish
such a task. However, this calculation does require the use of unoccupied states ψKSj ,
j = nv + 1, ..., n. When these unoccupied states are not available or difficult to
compute, we may use εg as a rough estimate of δW since the poles of Wp and χ0 are
usually close to each other.
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4 Low rank approximation of Wp
Because (1) holds only approximately, it may not be necessary to evaluate 〈ψKSi |Σ(ω)|ψKSi 〉
to full accuracy. In fact, as long as the error in the evaluation of 〈ψKSi |Σ(ω)|ψKSi 〉 is
on the order O(‖Vxc −Σ(ω)‖2), the computed solution to the approximate equation
(1) may be acceptable.
4.1 Low rank approximation via truncated SVD
We are interested in approximations to (10) that can lower the cost of 〈ψKSi |Σ(ω)|ψKSi 〉
computation. One way to reduce such cost is to replace Wp(ω
′) in (10) by a low rank
approximation obtained from, for example, a truncated singular value decomposition
(SVD) of the form
Wp(ω
′) ≈ U(ω′)S(ω′)V (ω′)∗, (21)
where S is a k × k diagonal matrix that contains k largest singular values of Wp for
some k  n, and U and V are n×k matrices containing the corresponding right and
left singular vectors. When ω′ is real and the η → 0+ limit is taken, Wp(ω′) is in fact
Hermitian, and the SVD can be replaced by an eigenvalue decomposition. However,
we will use SVD to account for the general case in which ω′ is a complex number.
The choice of complex ω′ is required when contour deformation is used to evaluate
the integral in (10).
Using (11) and (21), we can rewrite 〈ψKSi |ΣC(ω)|ψKSi 〉 as
〈ψKSi |ΣC(ω)|ψKSi 〉 ≈
i
2pi
∫
R
trace
[
Diag(ψKSi )G0(ω + ω
′)Diag(ψKSi )U(ω
′)S(ω′)V (ω′)∗
]
dω′.
(22)
If we define UψKSi (ω
′) ≡ Diag(ψKSi )U(ω′) and VψKSi (ω′) = Diag(ψKSi )V (ω′), the ex-
pression (22) can be simplified to yield
〈ψKSi |ΣC(ω)|ψKSi 〉 ≈
i
2pi
∫
R
trace
[
VψKSi (ω
′)∗G0(ω + ω′)UψKSi (ω
′)S(ω′)
]
dω′. (23)
The integrand in (23) can be evaluated as the trace of a k× k matrix, which can be
calculated efficiently as long as
1. the truncated SVD of Wp can be easily obtained;
2. G0(ω + ω
′)U(ω′) can be computed efficiently.
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A truncated SVD of Wp can be computed iteratively by using a subspace iteration
(see, for example, [27]) to extract the dominant singular values and the corresponding
right and left singular vectors of Wp. This procedure involves repeatedly multiplying
Wp and W
∗
p with a block of vectors denoted by X ∈ Cn×k. If we use the expression
Wp(ω) = [I − vχ0(ω)]−1 v−v in Wp(ω)X, these multiplications would require solving
linear systems of the form
[I − vχ0(ω)]Y1 = X1, and [I − vχ0(ω)]∗Y2 = X2. (24)
These linear systems of equations can be solved iteratively by using methods such
as (block) GMRES [28], QMR [12], or BiCGSTAB [35]. Each step of these methods
requires multiplying vχ0(ω) and/or its conjugate transpose with a block of vectors.
It has been recognized [2, 15] that one of the attractive features of using iterative
methods to solve (24) is that multiplying χ0(ω) with a vector g does not require
χ0(ω) to be constructed explicitly in advance. It is well known that χ0(ω)g can be
evaluated as
χ0g =
nv∑
i=1
Diag(ψKSi )∆ψi,
where ∆ψi is the solution to the equation[
HKS − (εKSi − ω)I
]
∆ψi = −P⊥v Diag(ψKSi )g, (25)
for i = 1, 2, . . . , nv. Here P
⊥
v = I −
∑nv
i=1 ψ
KS
i (ψ
KS
i )
T is the orthogonal projection
operator that projects against the invariant subspace spanned by {ψi}nvi=1. Eq. (25)
is often referred to as the Sternheimer equation. In addition to avoiding constructing
χ0(ω) explicitly, which requiresO(n2nvnc) operations, we do not need to compute any
unoccupied (empty) Kohn–Sham orbitals. The solution of the Sternheimer equation
is the most time consuming step. One possible way to solve Eq. (25) for multiple
frequency is by the Lanczos method (e.g., see [15]). In this work we solve Eq. (25) by
direct inversion. This is inefficient for large systems, and we will study the efficient
numerical method more systematically in a future publication.
Once U(ω′) becomes available, UψKSi (ω
′) can be easily computed by row scal-
ing. The use of unoccupied states can also be avoided in the evaluation of G0(ω +
ω′)UψKSi (ω
′) if we treat G0(ω + ω′) simply as the inverse of (ω + ω′)I −HKS instead
of working with its spectral decomposition. In the limit of η → 0+, the product
G0(ω + ω
′)UψKSi (ω
′) can be computed by solving a linear system of the form
[(ω + ω′)I −HKS]X = UψKSi (ω′) (26)
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Algorithm 2: Compute 〈ψKSi |ΣC(ω)|ψKSi 〉 using a low rank approximation of
Wp
Input: Ground-state Kohn–Sham eigenpairs (εKSj , ψ
KS
j ), for j =
1, 2, . . . , nv; the frequency ω at which the correlation energy is
to be evaluated; the quasiparticle energy index i (e.g. HOMO
or LUMO)
Output: 〈ψKSi |ΣC(ω)|ψKSi 〉
1: for each ω′ ∈ {frequencies used to perform the integration of (23)} do
2: Construct a low rank approximation to Wp, i.e., Wp(ω
′) =
U(ω′)S(ω′)V ∗(ω′), where U , V are n×k, S is a k×k diagonal matrix
for k  n;
3: UψKSi
(ω′)← Diag(ψKSi )U ;
4: VψKSi
(ω′)← Diag(ψKSi )V ;
5: Compute G0(ω + ω
′)UψKSi (ω
′) by solving a number of linear systems
of the form (26);
6: Take the trace of VψKSi
(ω′)G0(ω + ω′)UψKSi (ω
′)S(ω′);
7: end for
8: Perform numerical integration over ω′ to obtain an approximation to
〈ψKSi |ΣC(ω)|ψKSi 〉;
iteratively by using MINRES/SYMMLQ [23] or COCG [30].
When a nonzero η is used in (3), we can use the alternative expression of the
Green’s function
G0(ω) = Pv [(ω − iη)I −HKS]−1 Pv + P⊥v [(ω + iη)I −HKS]−1 P⊥v ,
and solve two separate linear systems of the form
Pv [(ω + ω
′ − iη)I −HKS]PvX1 = PvUψKSi (ω′), (27)
P⊥v [(ω + ω
′ + iη)I −HKS]P⊥v X2 = P⊥v UψKSi (ω′). (28)
The sum of X1 and X2 gives the product G0(ω + ω
′)UψKSi (ω
′).
The main steps of using a low rank approximation of Wp to obtain approximate
〈ψKSi |ΣC(ω)|ψKSi 〉 for a particular frequency ω are outlined in Algorithm 2. The
overall complexity of this procedure is dominated by the complexity of Steps 2 of
the algorithm which requires solving at least knv linear systems of the form (25).
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The right-hand side of each of these equation takes at least O(nn2v) operations to
construct. The multiplication of HKS with a vector in each iteration generally has
a lower complexity if implemented efficiently. Therefore, assuming the number of
iterations required to solve each linear system is a relatively small constant, the
overall complexity of this approach is O(kn3vn), which is not necessarily lower than
that associated with Algorithm 1. However, when nv and k are significantly smaller
than n, this approach is more efficient. Furthermore, this approach is more amenable
to parallel implementation. We will defer a more detailed discussion on how to use
an iterative solver to obtain a truncated SVD of Wp to a future publication.
4.2 Alternative low rank approximations of Wp
As we can see from the discussion in the previous subsection, constructing a trun-
cated SVD of Wp requires solving a set of linear systems of equations in a nested
fashion, i.e., the solution of (24) requires the solution of (25). As a result, the error
introduced in iterative solutions of these linear systems may accumulate and make
the approximation less effective unless each linear system is solved accurately, which
can be costly.
On the other hand, even though a truncated SVD of Wp provides the best approx-
imation to Wp in 2-norm, it may not necessarily be the best low rank decomposition
for approximating the integrand in (10) because Wp appears as one of the two factors
of a Hadamard product.
There are other alternative low rank approximation strategies that are simpler,
less costly and potentially more effective. For instance, we can perform a truncated
SVD on vχ(ω) = −1(ω)− I instead to obtain Wp ≈ Uˆ Sˆ(vVˆ )∗, where
vχ(ω) ≈ Uˆ SˆVˆ ∗.
Note that, in this low rank approximation, we retain one of the bare Coulomb factors
v in Wp, but relax the orthogonality of the vVˆ factor. However, this approach would
still require us to solve equations of the form (24).
We can also construct a truncated SVD approximation to vχ0, i.e., vχ0(ω) ≈
Uˆ SˆVˆ ∗, and then obtain a low rank approximation of vχ via the Sherman–Morrison–
Woodbury formula. In this case, the approximation to Wp can be written as
Wp =
[
−1(ω)− I] v ≈ UˆOˆ−1(vVˆ )∗, (29)
where Oˆ = Sˆ−1 − Vˆ ∗Uˆ . Note that Oˆ is an k × k matrix for k  n. Inverting such
a matrix should not be too costly when k is relatively small. In this approach, we
only need to solve Sternheimer equations (25).
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In principle, we need to construct different low rank approximations to Wp(ω)
for different ω. In the recent work by Govoni and Galli [15], it is suggested that the
small dimensional subspaces constructed from low rank approximation of Wp(0) can
be used to construct low rank approximations of Wp(ω) for other nonzero ω values.
Another type of low rank approximation to Wp(ω) that is currently implemented
in many software packages such as BerkeleyGW [9] is based on truncating the bare
Coulomb operator v in the reciprocal space. If F is the matrix representation of a
discrete Fourier transform, and vˆt is the matrix representation of the bare Coulomb
operator truncated in the reciprocal space, i.e., vˆt is a k×k diagonal matrix obtained
by extracting the k largest diagonal elements of F ∗vF , this low rank approximation
has the form
Wp ≈ (FEtvˆt)
[
(χˆ0)
−1
t (ω)− vˆt
]−1
(FEtvˆt)
∗, (30)
where Et is an n × k matrix that contains k selected columns of the n × n identity
matrix, and (χˆ0)t is the projection of F
∗χ0F onto the subspace represented by Et,
i.e.,
(χˆ0)t = E
T
t F
∗χ0(ω)FEt.
The selection of k columns in Et is done conformally with the selection of the diagonal
elements of F ∗vF .
To see why (30) corresponds to a truncation of the bare Coulomb operation in
the reciprocal space, let us write the reciprocal space representation of v1/2χ0(ω)v
1/2,
which is similar to vχ0(ω), as
(F ∗v1/2F )F ∗χ0(ω)F (F ∗v1/2F ) = vˆ1/2χˆ0(ω)vˆ1/2,
where vˆ ≡ F ∗vF is a diagonal matrix. By setting diagonal elements of vˆ1/2 that
are smaller than a prescribed threshold to zeros, we effectively obtain a low rank
approximation to v1/2χ0v
1/2 in the reciprocal space:
F ∗v1/2χ0(ω)v1/2F ≈ Etvˆ1/2t [χˆ0]t (ω)vˆ1/2t ETt , (31)
where Et and vˆt are as defined previously.
Transforming (31) back to real space and multiplying it from the left and right
by v1/2 and v−1/2 yields the approximation of vχ0:
vχ0 ≈
(
v1/2FEtvˆ
1/2
t
)
[χˆ0]t (ω)
(
v−1/2FEtvˆ
1/2
t
)
∗.
It follows from the SMW formula, and the fact that v1/2FEtvˆ
1/2
t = FEtvˆt, that Wp
can be approximated by (30).
Finally, we remark that in the GW community the resolution of identity (RI)
technique is also frequently used to construct low-rank approximations. For discus-
sions with the RI technique, we refer the readers to [11, 26, 36].
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4.3 Error estimates
In the following we estimate the amount of error produced in the evaluation of
〈ψKSi |G0(ω + ω′)Wp(ω′)|ψKSi 〉, (32)
when a low rank approximation to Wp(ω
′) is used. For the sake of simplicity, we
assume that all linear equations to be solved are solved exactly, and the only source
of error originates in the low rank approximation to Wp.
If the rank-k approximation of Wp is obtained by the truncated SVD on Wp,
the amount of error we introduced in Wp can be quantified by a perturbation ∆Wp
with ‖∆Wp‖2 ≤ σk+1(vχv), where σi(·) denotes the ith largest singular value. As
a result, it follows from the inequality ‖A  B‖ ≤ ‖A‖‖B‖ (see, for example, [17,
Section 5.1]), that∣∣〈ψKSi |G0  (Wp + ∆Wp)|ψKSi 〉 − 〈ψKSi |G0 Wp|ψKSi 〉∣∣ ≤ ‖G0‖‖∆Wp‖ ≤ σk+1(vχv)‖G0‖.
(33)
Similarly, if the truncated SVD is applied to vχ instead of vχv, we have an error
estimate∣∣〈ψKSi |G0  (Wp + ∆Wp)|ψKSi 〉 − 〈ψKSi |G0 Wp|ψKSi 〉∣∣ ≤ σk+1(vχ)‖v‖‖G0‖. (34)
To estimate the error of truncating vχ0, we make use of the perturbation bound (see,
for example, [8]) ∥∥−1 − (+ ∆)−1∥∥ ≤ ‖−1‖‖−1∆‖
1− ‖−1∆‖ .
When ‖∆‖ = σk+1(vχ0) is sufficiently small (say, ‖−1∆‖ ≤ 1/2), we have∥∥−1 − (+ ∆)−1∥∥ ≤ 2σk+1(vχ0)‖−1‖2
and hence∣∣〈ψKSi |G0  (Wp + ∆Wp)|ψKSi 〉 − 〈ψKSi |G0 Wp|ψKSi 〉∣∣ ≤ 2σk+1(vχ0)‖−1‖2‖v‖‖G0‖.
(35)
Let us denote the upper bounds in (33)–(35) by
E1(k) = σk+1(vχv)‖G0‖,
E2(k) = σk+1(vχ)‖v‖‖G0‖,
E3(k) = 2σk+1(vχ0)‖−1‖2‖v‖‖G0‖,
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respectively. It is well known that truncated SVD provides the best rank-k approxi-
mation by the Eckart–Young theorem [32]. Therefore we have
E1(k) ≤ E2(k) ≤ E3(k).
However, we remark that the error bounds provided here are very pessimistic, and a
higher error bound does not necessarily imply a larger error.
So far we have assumed that the integral in (23) can be evaluated efficiently
and accurately by an appropriate numerical quadrature rule. We will see in the
subsequent section that the integrand in (23) appears to be sufficiently smooth using
the contour deformation technique. Thus we can use a Gaussian quadrature rule to
evaluate the numerical integration accurately.
4.4 Methods for solving Sternheimer equations
The Sternheimer equations that appear in both (25) and the equations results from
evaluating G0(ω + ω
′)U(ω′) can be solved iteratively. Because the coefficient matrix
is frequency dependent, we need to solve one set of equations for each frequency. This
can become expensive when the number of quadrature points used in the quadrature
rule is large. However, if ω′ is away from the real axis, the coefficient matrix is likely
to be well conditioned. In this case, we can first generate a frequency independent
subspace by using an m-step Lanczos algorithm for m n to yield
HKSVm = VmTk + βvm+1e
T
m, with (Vm, vm+1)
T(Vm, vm+1) = I,
where Tm is symmetric and tridiagonal. Approximation to the solution of a linear
system of the form
(HKS − ωI)x = b, (36)
can be obtained by standard Galerkin techniques that require solving either
(Tm − ωI)g = ‖b‖e1,
or
min
g
∥∥∥∥( TmβeTm
)
g − ‖b‖e1
∥∥∥∥ ,
and forming x = Vmg at different frequencies. Existing implementations of the
GMRES, MINRES, QMR, and BiCGSTAB algorithms can be easily modified to
account for frequency dependency without applying the standard solver to each linear
system associated with a different frequency.
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Because we need to solve multiple linear systems with different right hand sides
in (23) and (25), we can use recently developed Krylov subspace recycling tech-
niques [24, 31] to further reduce the computational cost. In a parallel implementa-
tion, we can map different right hand sides to different processor groups to improve
parallel scalability.
We should note that when ω′ is close to a pole of G0(ω + ω′) or Wp(ω′), which
can occur when a poor contour is chosen to perform the numerical integration (23),
or when ω is not a residue free frequency and the vertical path of integration comes
close to a pole of G0(ω + ω
′), the linear system (36) can become ill-conditioned.
In this case, many iterations may be required to solve this linear system unless an
effective preconditioner is identified and used. If we terminate the Lanczos procedure
too early by keeping m too small, large error may be introduced in the numerical
integration.
The computational details of developing an efficient iterative solver for Stern-
heimer equations will be described in a separate paper.
5 Numerical examples
In this section, we demonstrate the effect of low rank approximation on the accu-
racy of the self energy calculation for a small molecule, silane (SiH4). We use the
MATLAB toolbox KSSOLV [37] to obtain ground-state Kohn–Sham eigenvalues and
wavefunctions (orbitals). The number of valence (occupied) states is nv = 4. The
planewave (kinetic energy) cutoff we used in this calculation is Ecut = 15 Ry, re-
sulting in a total of ng = 939 planewaves employed to represent each Kohn–Sham
orbital. The number of unoccupied states is thus nc = ng − nv = 935.
5.1 The poles of G0 and Wp
Because this problem is relatively small, we can compute the poles of Wp(ω
′) ex-
plicitly by solving an eigenvalue problem of dimension nvnc = 3780. The smallest
positive pole is at ω′ = δW = 3.3952 eV. This is also the value of δW that ap-
pears in (14). For this problem, the gap between the HOMO and LUMO energies is
εg = ε
KS
LUMO − εKSHOMO = 3.1948 eV. Thus it serves as a good lower bound for δW . As
we discussed in Section 3.1, for ω’s that satisfy (14), there exists a path of integration
parallel to the imaginary axis that is free of any poles of G0 and Wp.
In Figure 4, we plot both the poles of G0(ω + ω
′) and Wp(ω′) for two different
ω values: ω = (εnv + εnv+1)/2 and ω = εnv+1 + δW . To see the relative positions of
these poles clearly, we use η1 = 0.01 eV for the poles of G0 and η2 = 0.02 eV for the
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Figure 4: The poles of G0(ω + ω
′) and Wp(ω′) for ω = (εnv + εnv+1)/2 (left) and
ω = εnv+1 + δW (right).
poles of Wp. We observe that when ω = (εnv +εnv+1)/2, the imaginary axis is clearly
free of any poles of G0 and Wp. When ω ≥ εnv+1 + δW , the poles of G0 and Wp start
to overlap. Any contour of the form shown in Figures 1 or 2 will enclose some poles
of either G0 or Wp.
5.2 Contour choices
When ω = (εnv + εnv+1)/2 = 0.2630 eV, there is a reasonably wide vertical stripe,
−εg/2 < Re (ω′) < εg/2, that is free of poles of G0 and Wp. In particular, we can
choose the imaginary axis as part of the contour of integration to evaluate (22).
Figure 5 shows how the real part of the integrand in (22) changes for i = 4
(HOMO), along the imaginary axis. Since the integrand is an even function as
shown in (16), we plot only the integrand in the upper half of the imaginary axis. A
change of variable of the form (18) is used to map ζ ∈ [0,+∞) to ξ ∈ [0, 1).
To illustrate the benefit of choosing a contour that is sufficiently far away from
any poles of G0 and Wp, we plot the real part of the integrand in (22) for i = 4
(HOMO) along the vertical paths, ω′ = (1 − δ)εg/2 + iζ, ζ ∈ [0,+∞), of several
different contours with δ ∈ {100, 10−1, 10−2, 10−3} in Figure 6. Again, we use the
change of variable (18) to map ζ ∈ [0,+∞) to ξ ∈ [0, 1).
The contour associated with δ = 1 is the best one in the sense of being furthest
away from any pole of G0 and Wp. The other contours become progressively closer
to a pole of G0, as δ becomes smaller.
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Figure 6: (a) The real part of 〈ψ4|G(ω + ω′)Wp(ω′)|ψ4〉 along the lines ω′ = (1−
δ)εg/2 + iζ, with δ ∈ {100, 10−1, 10−2, 10−3}. The x-axis is the transformed variable
of the imaginary part of ω′ according to (18); 64 Legendre–Gauss–Radau points are
used. (b) Zoom-in of the values of the integrand corresponding to different δ.
5.3 Quadrature error
We use the Legendre–Gauss–Radau (LGR) quadrature rule with 8, 16, 32, and 64
quadrature points to evaluate the integral (19). These numerical integrals are de-
noted by I8, I16, I32, and I64, respectively. We estimate the errors in I8, I16 and I32
by comparing them to I64. For instance, the error in I8 is estimated to be |I8 − I64|.
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Figure 7: Absolute quadrature error resulting from applying the LGR rule to the
evaluation of (19) along the vertical paths defined by (a) Re (ω′) = (1− δ)εg/2, (b)
Re (ω′) = δW − δεg/3, with δ ∈ {100, 10−1, 10−2, 10−3} for ω = (εnv + εnv+1)/2 in (a)
and ω = 5εg/6− δW in (b) respectively.
Figure 7 (a) clearly shows that quadrature error increases when the integration path
approaches a pole of G0 and the number of quadrature points is fixed. Increasing the
number of quadrature points can lead to significant improvement in accuracy when
a good contour is chosen. Also, for a good contour the number of quadrature points
required to obtain an accurate numerical integral can be as few as 8.
A similar pattern can be observed for contours that are progressively closer
to a pole of Wp. Figure 7(b) shows the quadrature errors associated with ap-
plying the LGR rule with different quadrature points to contours in which the
vertical paths are chosen along ω′ = δW − δεg/3 + iζ, where ζ ∈ [0,+∞), with
δ ∈ {100, 10−1, 10−2, 10−3}, ω = 5εg/6 − δW = −2.0641 eV. The convergence of the
numerical quadrature is similar to that shown in Figure 7(a).
5.4 Truncated SVD
Several low rank approximation schemes presented in Section 4 are based on finding
a truncated SVD of Wp, vχ or vχ0. We would like the rank of the truncated SVD
to be as small as possible without introducing too much error in the approximation.
How much we can truncate depends on how fast the singular values of these operators
decay.
In Figure 8, we plot all normalized singular values of Wp, vχ0, and vχ, at ω
′ = 0
and ω′ = 2i. The normalization is performed by dividing all singular values by the
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Figure 8: The normalized singular values of vχv, vχ0, and vχ at ω
′ = 0 (left) and
ω′ = 2i (right).
largest one. We observe that the first dozen singular values decrease rapidly. Such
rapid decrease makes it possible to construct a good low rank approximation of Wp,
vχ0, and vχ. We observe that the singular values of Wp decreases the fastest, followed
by those of vχ0, then by those of vχ.
5.5 Low rank approximation error
To examine the cumulative error introduced by both numerical integration and a low
rank approximation to Wp, we plot in Figure 9 the real part of the integrand in (19)
evaluated at 16 LGR quadrature points for ω = (ε4 +ε5)/2. We used truncated SVD
approximations to Wp with different truncation levels, i.e., we approximate Wp by
UkSkV
∗
k , where Sk contains the k largest singular values of Wp and Uk and Vk contain
the corresponding singular vectors. We can see from Figure 9 that the computed
integrands are nearly indistinguishable when the rank of the SVD approximation is
larger than 100.
In Figure 10, we plot the absolute error associated with the computed values of
the numerical integral (19) obtained by using LGR with 64 quadrature points and
different types of low rank approximations with different ranks. It is interesting to
see that for a fixed rank, a low rank approximation obtained from a truncated SVD of
vχ or vχ0 yields smaller error even though the singular values of vχ or vχ0 decreases
less rapidly than those of Wp. It appears that truncating the bare Coulomb in vχ0
based on a small energy cutoff (see discussion in Section 4.2 produces much larger
error.
We can also see from this figure that when the low rank approximation is con-
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Figure 9: The integrand 〈ψKSnv |G0(ω+ω′)Wp(ω′)|ψKSnv 〉 evaluated on the imaginary
axis (optimal contour) for ω = (ε4 + ε5)/2. The contour integration is performed in
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low rank approximations based on Fourier truncation with different energy cutoff
values (right).
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Figure 10: Absolute errors for the integral with low rank approximation.
structed from a truncated SVD of vχ0 that keeps only 50 largest singular values and
the corresponding singular vectors, the absolute error in the computed correlation
energy for the HOMO state is around 0.1 eV, which is generally acceptable. In this
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Table 1: Computed results of ΣC (eV) with different truncation levels and different
paths.
full-rank rank = 200 rank = 100 rank = 50
δ = 1 −1.4084 −1.3999 −1.3432 −1.1538
δ = 10−3 −1.4084 −1.4000 −1.3427 −1.1509
δ = −10−3 −1.4084 −1.3999 −1.3426 −1.1509
case, the number of operations required to construct the low rank approximation of
Wp, which is the dominant cost of Algorithm 2 for each ω
′, is roughly 50n3vn ≈ 3×106.
This is a lot smaller than the n2nvnc ≈ 3.3× 109 operations required to construct χ0
in Algorithm 1.
5.6 Low rank approximation on different contours
Finally, we perform a test to illustrate the effect of low rank approximation on
different choices of contours. We still use the setting ω = (ε4 + ε5)/2, and perform
integration on the paths ω′ = (1 − δ)εg/2 + iζ, where ζ ∈ (−∞,+∞), with δ ∈
{100, 10−3,−10−3}. Truncated SVD on Wp is applied in this test. We remark that
for different integration paths, the same quadrature node in terms of ξ (using the
change of variable (18)) corresponds to different ω′ with the same imaginary part.
Although we expect that choosing a contour close to a pole of G0 may result in
larger error in the integral, it turns out that there is very little difference among the
numerical integrals performed along different contours, as we can see from Table 1,
when 256 quadrature points are used in the numerical integration. We remark that
for δ = −10−3, the contour actually encloses a pole of G0. So the final result is
adjusted by the residue term in (15).
Figure 11(a) illustrates the absolute error of the integrand in terms of the variable
ξ defined in (18). Despite that the integrands are quite different for different choices
of contours (see Figure 6(a)), the errors are surprisingly close in the pointwise sense,
except for a narrow region around ξ = 0, corresponding to points that are close
to a pole of G0. In Figure 11(b) we plot the integrand scaled by the Jacobian,
(1−ξ)−2 = (1+ζ)−2, as well as the weight function of the LGR quadrature rule. The
problematic region around ξ = 0 has a tiny weight and hence has limited contribution
to the overall error of ΣC . This briefly explains why the error introduced by low rank
approximation can be insensitive to the choice of contour. However, the reason why
the errors along different paths are similar is still not clear to us. We shall investigate
this in detail in future work.
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Figure 11: The absolute errors on 256 LGR quadrature nodes in (a) Re 〈ψKSnv |G0(ω+
ω′)Wp(ω′)|ψKSnv 〉, (b) Re 〈ψKSnv |G0(ω+ω′)Wp(ω′)|ψKSnv 〉w(ζ)/(1+ζ)2, introduced by
low rank approximation, where w(ζ) is the weight function of the LGR quadrature
rule. The Wp is approximated by low rank approximations of the form (21) with
rank = 50.
6 Summary
We presented a number of ways to construct a low rank approximation of the fre-
quency dependent part of the screened Coulomb operator Wp, and examined the
effect of low rank approximation on the accuracy of the computed correlation en-
ergy. We showed by a numerical example that we can keep the error introduced by
a low rank approximation of Wp under 0.1 eV even when the rank of Wp is an order
of magnitude smaller than the dimension of Wp. We discussed how to choose an
appropriate contour when using the contour deformation technique to evaluate the
convolution between G0 and Wp. We also showed how to apply the Legendre–Gauss–
Radau (LGR) quadrature rule together with a special change of variable to perform
numerical integration on a path parallel to the imaginary axis in the complex plane.
The construction of a low rank approximation to Wp and the subsequent computation
that involves multiplying G0 with a number of vectors requires solving a number of
linear systems with a frequency shifted HKS as the coefficient matrix. We discussed
how these linear systems can be solved by an iterative method. However, in our
numerical experiments, we used the MATLAB SVD function and solved the linear
system (36) using a spectral decomposition, in order to assess the error introduced
exclusively by a low rank approximation of Wp. Solving these linear systems itera-
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tively is likely to introduce additional approximation errors that need to be carefully
examine. We will investigate this type of error in future work. In addition, we will
investigate efficient ways to solve these linear systems.
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