The variable spiking discharge of sensory neurons in response to a fixed stimulus tends to be 25 weakly correlated (spike-count correlation, r sc ). This is widely thought to reflect stochastic noise in 26 shared sensory afferents, in which case it places strict limits on the fidelity of sensory coding. 27 However, it may also be generated by changes over time in feedback from higher-order brain 28 regions. We tested this alternative directly by measuring spiking activity in populations of primary 29 visual cortical (V1) neurons in rhesus monkeys performing different visual discrimination tasks on 30 the same set of visual inputs. We found that the structure of r sc (the way r sc varied with neuronal 31 stimulus preference) changed dramatically with task instruction, despite identical retinal input. 32 This demonstrates that r sc structure primarily reflects feedback dynamics engaged by the task, not 33 noise in sensory afferents. As a consequence, previous analyses of how r sc constrains sensory 34 processing need not apply. Furthermore, these results imply that decision-related activity in 35 sensory neurons is a consequence of task-dependent changes in feedback. 36 The firing rate of neurons in sensory cortex depends on sensory input, but is also variable given a 37 fixed stimulus. This response variable is weakly correlated between neurons 1 . The origin of these spike-38 count correlations (r sc ) is not well understood. A predominant assumption is that stochastic processes, 39 such as random fluctuations in shared sensory afferent pathways, are the primary source of r sc . Consistent 40 with this proposal, r sc correlates with physical proximity and similarity in stimulus preference 2-6 , both of 41 which are predictive of greater shared afferent input.
R sc structure changes systematically with task context 138 To assess the presence of task-dependent r sc structure in the data, we first divided the recording 139 sessions into two groups based on the task context used (Fig. 3a) . Within each subset of sessions, the task 140 context was closely similar. To estimate the r sc matrix for a given subset of sessions, we used the subset 141 of recorded r sc values, along with estimates of their preferred orientations, to populate the matrix. We 142 applied a smoothing kernel to obtain a continuous, smooth estimate. We observed clearly distinct patterns 143 in the matrices derived from the two subsets of sessions. The highest values of r sc tended to occur 144 7 amongst pairs that both preferred the same discriminandum orientation and the lowest values of r sc 145 tended to occur amongst pairs preferring opposite discriminanda. Because the task context differed 146 between the two subsets, this yielded matrices with a similar lattice-like pattern, in each case offset along 147 the diagonal by an amount reflecting the task context ( Fig. 3d,e ). In other words, r sc structure changed 148 dramatically with task context, consistent with the presence of task-dependent feedback (Fig. 3b,c) and 149 inconsistent with a fixed r sc structure primarily driven by sensory afferent noise. 150 Next we generated a single r sc matrix summarizing the task-dependent structure across the entire 151 dataset. To do this, we expressed each neuron's preferred orientation relative to the discriminandum 152 orientations on its respective recording session, such that 0º and 90º always indexed the discriminandum 153 orientations. This combined matrix even more closely resembled the lattice-like pattern predicted by task-154 dependent feedback (Fig. 4a,b ). When we analyzed its eigenspectrum (Fig. 4e ), we found that its rank-1 155 eigenvalue was much greater than chance, demonstrating quantitatively that the task-dependent 156 correlations can be largely explained by a single source of covariability. Because the chance distribution 157 was obtained by randomly translating each individual r sc measurement along the diagonal, this also rules 158 out the possibility that we observed task-dependent structure simply due to noisy sampling of a fixed 159 diagonal, banded pattern (p<0.005, permutation test). Furthermore, the rank-1 eigenvector ( Fig. 4d ) 160 closely resembled a sinusoid with peak and trough at 0º and 90º. This can be interpreted as the pattern of 161 coupling across neuronal preferred orientations to this source of task-dependent covariability. Its shape 162 implies a feedback input to the V1 population that selectively targets the two task-relevant groups of 163 neurons, as described in the initial prediction. These features were also present in the task-aligned r sc 164 matrix when computed separately for each subject ( Supplementary Fig. 2 ). 165 We observed a different result during separate blocks of trials in the same recording sessions, 166 during which the subject fixated passively for reward but the same set of stimuli was shown. During 167 these blocks, the task-aligned r sc matrix could not be distinguished from a diagonal, banded pattern 168 ( Supplementary Fig. 3 ). This demonstrates that the task-dependent pattern observed during task 169 8 performance depends on active task engagement, and cannot be explained, for instance, simply as an 170 effect of recent task experience. We performed a number of additional analyses to rule out any possibility 171 that our findings could be explained as an effect of changing retinal input across task contexts (see 172 Supplementary Discussion §1 and Supplementary Figs. 4-7) . Taken together, these controls strengthen 173 our interpretation that centrally-generated signals reflecting task engagement underlie the observed 174 correlations, rather than, for instance, slow time scale changes in local V1 circuitry with learning or 175 changes in retinal input with task context. To quantify the degree to which r sc structure changed with task context, and to determine if there 179 was also a component that remained fixed, we turned to a quantitative model. The model described the r sc 180 structure across sessions using two components: a fixed component (an r sc matrix that did not change 181 with task context), and a task-dependent component (an r sc matrix whose alignment changed 182 systematically with task context). The shape of the two components was fit to the data (i.e. the set of 811 183 r sc measurements). By construction, if r sc depended only on the raw orientation preferences of neuronal 184 pairs, with no effect of task context, then the model would assign large coefficients to the fixed 185 component and coefficients of zero to the task-dependent component. If r sc was entirely task-dependent, 186 the reverse would be true.
187
When fitted to the observed r sc measurements (see Methods), the task-dependent component of 188 the model explained most of the explainable variance in the data (82%, Fig. 5a ). Not surprisingly, its 189 shape recapitulated the lattice pattern in the task-aligned r sc matrix (Fig. 4b ). The fixed component had a 190 markedly smaller amplitude, with a less organized structure ( Fig. 5b ). Removing the fixed component 191 from the model altogether had little effect, while removing the task-dependent component dramatically 192 impaired model performance ( Fig. 5c ). Thus, we failed to reliably identify a fixed source of r sc structure, 193 9 such as the limited-range correlations postulated previously 7-9,26 , during task performance. Instead, the 194 predominant feature was task-dependent changes in r sc structure. (We were also able to reproduce these 195 model results individually for one subject).
197
Effect of task-dependent r sc structure on neural coding 198 R sc in sensory neurons is typically studied as a source of noise that impacts the ability of a 199 downstream brain area to decode a sensory input 2,7-14 . Our results show that the predominant source of r sc 200 structure in V1 is top-down in origin. It is difficult to say whether this reflects an additional source of 201 uncertainty in the sensory representation or not. One possibility is that the spikes in V1 introduced by 202 feedback can be adaptively discounted by the decoder, removing any such uncertainty. Current 203 approaches for understanding the impact of r sc on neural coding have not considered this possibility. 204 Therefore, to gain quantitative insight into the potential impact of the observed r sc structure on sensory 205 information coding, we made the assumption of a standard, linear decoder (which is blind to the presence 206 of feedback) applied to V1. In this case, it has been shown 27 that a particular r sc structure places a strict 207 upper bound on decoding accuracy (although assessing the quantitative impact of spike-count 208 correlations on information coding is an area of active investigation 28 ). These so-called "differential" 209 correlations are those that mimic the correlations produced by changes in the stimulus along the axis 210 defining the task. For the task we used, the differential correlation for a neuronal pair is given by the 211 product of the slopes of their mean responses as a function of signal strength (Fig. 6a ) -a metric of 212 similarity in tuning for the task. When we plotted these values as a smooth, task-aligned matrix ( Fig. 6b) , 213 we observed a lattice-like pattern strikingly similar to the observed r sc matrix (Fig. 4b ). Confirming this 10 closely similar to the structure of covariability introduced by stimulus variation. Perhaps this is not 218 surprising, as the r sc structure was consistent with feedback that alternatingly targeted the task-relevant 219 neuronal pools, similar to the effect of varying the stimulus along the axis defining the task. However, the 220 implication is profound: task-dependent feedback appears to degrade, rather than improve, the sensory 221 representation in V1.
222
Of course, this is only true if the feedback cannot be taken into account by the decoder -a 223 decoder that had access to the activity of neurons providing the feeback would not be limited in this way.
224
As an illustration, we consider a simple algorithm for decoding V1 activity in the presence of task-225 dependent feedback that fully eliminates any deleterious effects of the resulting correlations. Because 226 feedback introduced "differential" correlations, this mean it moves the V1 population along the 227 dimension orthogonal to the optimal decision boundary for the task. This implies that, in principle, 228 subjects could simply adjust their decision criterion trial-to-trial to eliminate any influence on choice. Relationship between r sc structure and perceptual choice 235 A key motivation for our investigation was the frequent observation throughout sensory cortex of 236 choice-related activity (correlations between trial-to-trial variability of single neurons and choice) 29,30 as 237 this has been proposed to reflect the effect of trial-to-trial variability in feedback related to the upcoming 238 choice 25,31,32 . We also observed significant choice-related activity in our recorded neurons. For each 239 neuron, we calculated its Choice Probability (CP), a metric which quantifies the probability with which 240 an ideal observer could correctly predict the subject's choices from that neuron's spike count on each 241 11 trial 29,30 . Across the population, we found an average CP of 0.54 for task-relevant neurons, significantly 242 above chance level ( Fig. 8a ) and similar in magnitude to another study using the same task 21 .
243
Theoretical studies have emphasized that widespread CP across a large population of sensory 244 neurons depends on the presence of spike-count correlation [15] [16] [17] 30, 33 . After all, if many sensory neurons 245 have variability that is correlated with choice, this implies the variability of individual neurons is also 246 correlated. However, this could be compatible with either or both of two causal interpretations: 1) 247 correlated fluctuations directly affect the choices a subject makes trial to trial (a feedforward source of 248 CP); or 2) the correlated fluctuations reflect variation across trials in a feedback signal related to the 249 upcoming choice (a feedback source).
250
A feedback source of CP makes the unique prediction of r sc structure in V1 that is weaker across 251 trials in which there is less variability in choice. Consistent with this prediction, we found that the 252 amplitude of the r sc structure was attenuated on high-signal trials relative to 0% signal trials, in a manner 253 which depended systematically on signal strength ( Fig. 7 ). However, this attenuation was modest, even at 254 the highest signal level we analyzed (11% reduction) and despite the highly uneven distribution of 255 choices. These data suggest that the feedback generating the r sc structure is correlated with choice, but 256 also rule out a post-decisional mechanism in which the state of feedback is completely determined by the 257 final report. We also found that the r sc structure, when calculated using only spikes from different 200-ms 258 windows during the trial, showed a stable timecourse and did not grow in amplitude with decision 259 formation ( Supplementary Fig. 8 ). Taken together, these observations support the conclusion that the r sc 260 structure reflects variation in feedback signals only partially correlated with the subject's final choices.
261
These could include bias, attention to orientation, reward history, intertrial dependencies, and/or a 262 decision variable. fluctuations in V1. Since we were unable to reliably identify any fixed source of r sc structure, this would 266 require that CP be generated by the feedforward effect on choice of r sc structure introduced by feedback.
267
Such a self-reinforcing loop is plausible given that feedback introduced "differential" correlations, 268 mimicking the effect of varying the stimulus along the axis of the task and therefore necessarily 269 influencing choices 34 unless it can somehow be discounted. To probe this possibility quantitatively, we 270 made use of the known analytical relationship between spike-count correlations, readout weights, and 271 CPs, under the assumption of a linear decoder applied to a population of sensory neurons 15 (where CP 272 solely reflects the feedforward influence of neuronal variability). We found that the r sc structure we 273 observed would be sufficient to produce a pattern of CP across the population consistent with the data, The predominant paradigm describes r sc in populations of sensory neurons as a feature of the 282 noise corrupting feedforward sensory pathways 2,7-14 . The effect of top-down input has been studied with 283 the view that it may modify r sc in a way that adaptively reduces the noise 11, 13, 35 . The present study 284 requires a different view. We found that the pattern of correlated variability in V1 is almost entirely 285 determined by the task context, independent of any changes in retinal input. This demonstrates how r sc 286 can be, in the first place, driven by variability in top-down inputs whose dynamics change depending on 287 the context, quite different from purely stochastic noise. Furthermore, the changes we saw in the sensory 288 population do not appear to be beneficial to task performance ( Fig. 6 ), at least not in the manner this has 289 13 typically been examined (i.e. assuming a linear decoder of the sensory population alone). These results 290 reveal the need for a new functional interpretation of stimulus-independent covariability in sensory 291 populations. They also highlight the importance of considering the interconnectedness of cortical areas as 292 a crucial aspect of sensory information processing.
293
These data complement recent reports about the influence of spatial attention on r sc in visual 294 cortex 11, 13, 35 . In those studies, changes in r sc with attention appeared to adaptively improve the accuracy 295 with which a model observer of visual cortex could perform the task, reinforcing the current thinking 296 about r sc as a problematic source of noise. However, a recent reanalysis 36 of neuronal data from a classic 297 spatial attention study 11 shows how these data may require a different interpretation. The reanalysis 298 revealed that the reduction in r sc under spatial attention could be accounted for as an effect of attenuation 299 of the ongoing variability of a small number of shared gain-modulating inputs, presumably feedback in 300 origin. This demonstrates that the r sc attenuated under spatial attention is likely caused, in the first place, 301 by variation in feedback signals, which are not necessarily noise. 302 An important consequence of this emerging body of data is that the functional implications of 303 correlated variability for information transmission depend greatly on how downstream brain regions treat 304 spikes in an upstream population introduced by feedback, a complex question that has received little 305 consideration. Earlier, we showed how knowledge of feedback inputs to a sensory population could, in 306 principle, be exploited by a decoder to improve its performance. This example illustrates how past studies 307 that have simply applied a decoder to a population of neurons without regard to activity elsewhere in the 308 brain may have led to misleading conclusions about the functional implications of correlated variability.
309
On a more constructive note, our results also show how r sc can reveal important aspects of the quantitatively that choice-related activity is a consequence of task-dependent changes in rsc structure 316 introduced by feedback. We found that correlated fluctuations in V1 are more pronounced on trials where 317 the subject's choices were more variable (Fig. 7 ), indicating they reflect information related to (although 318 not completely determined by) the upcoming choice. Importantly, correlated fluctuations may 319 subsequently act as an input to the decision through feedforward pathways. If they do, this would imply 320 choice-related activity comes about through self-reinforcing loops of reciprocal connectivity between 321 cortical areas, an intriguing possibility that has also been suggested by other studies 25,32,38 . 322 We currently lack an established, normative account for our central finding: the introduction of r sc 323 structure in a sensory area by feedback. However, one emerging body of theoretical work 25,39,40 , 324 influenced by the longstanding idea of perception as probabilistic inference 41,42 , does offer an 325 explanation. This work starts with the premise that the goal of a perceptual system is to generate valid 326 inferences about the structure of the outside world. Given the highly impoverished nature of sensory 327 input, the task is impossible without bringing substantial prior knowledge to bear. The novel proposal is 328 that this computation takes place directly in sensory cortical neurons, such that their activity reflects a 329 posterior belief about the presence of a particular sensory feature, requiring both sensory input and prior 330 beliefs conveyed by feedback. Fluctuations in prior beliefs therefore introduce correlated variability. As a 331 consequence, the theory provides a powerful, normative framework for predicting the form this 332 covariability will take in the laboratory, where experimeters can directly manipulate prior beliefs with a 333 psychophysical task. With few free parameters, this framework succeeds in predicting the novel results subject had to saccade to the one of two orthogonal choice targets (Gabor patches) whose orientation 342 matched the stimulus. Two example task contexts shown (cardinal and oblique discriminations). The task 343 context was fixed in a given recording session, but varied across sessions. b. Psychometric function for 344 monkey 'lem', example session. Black curve is a probit fit, and error bars are 95% confidence intervals. c. 345 Histograms showing the distribution of psychometric thresholds across sessions for the two subjects. We used a quantitative model that described the 436 r sc structure across sessions using two components: a fixed 437 component (an r sc matrix for orientation that did not change with 438 task context), and a task-dependent component (one whose 439 alignment changed systematically with the task). The shape of the 440 two components was fit to the data (i.e. the set of 811 r sc 441 measurements; see Methods). We found the amplitude of the task- s.e.) to the stimuli used in the task at various signal strengths for two example neurons. For the purposes 460 of illustration, the two discriminanda orientations are simply labeled positive and negative. Calling these 461 response functions f 1 and f 2 , the differential correlation for this pair is proportional to the product of the 462 derivatives f 1 ʹf 2 ʹ 27 . This product can be viewed as a metric of similarity in tuning for the task. Therefore, 463 differential correlations are those that resemble the effect of changes in the stimulus along the axis 464 defining the task. b. The matrix of fʹfʹ values, as a function of task-aligned pairwise orientation 465 preference, obtained using kernel smoothing as in Fig. 4b . We observed a lattice-like pattern that was 466 extremely similar to the structure of task-dependent r sc we observed during task performance (Fig. 4b) ,
467
suggesting task-dependent feedback introduces a source of differential correlation to the V1 population. unobserved and had to be assumed. The profiles shown are averages of a large set generated from different 502 assumed readout weight profiles. Strikingly, the results were highly insensitive to the readout weights (see 503 Supplementary Fig. 10 ). The prediction using the observed r sc matrix (Fig. 4b ) closely match the observed 504 25 CP profile. This could be nearly replicated using only the task-dependent component (Fig. 5a ) of r sc 505 structure we identified. However, using only the fixed component (Fig. 5b ) produced a much smaller 506 magnitude of CP than observed. c. Mean CP (using the traditional sign convention) associated with the 507 profiles in (b), +/-1 bootstrap s.e. obtained by resampling from the data. Note that the mean observed CP 508 is lower here than in (a) because all neurons are included, regardless of their orientation preference. datasets, we included only sessions that were separated by at least 48 hours (with a median separation of 535 27 5 days). We excluded from analysis those neurons whose mean evoked firing rate did not exceed 7 536 spikes/second.
537
Visual stimuli 538 All stimuli were presented binocularly on two gamma-corrected cathode ray tube (CRT) monitors 539 viewed through a mirror haploscope, at 85 or 100Hz. The monitors subtended 24.1° x 19.3° of visual 540 angle (1280 x 1024 pixels). The stimuli presented during performance of the discrimination task 541 consisted of bandpass filtered dynamic white noise, as described previously 21 . Briefly, stimuli were 542 filtered in the Fourier domain with a polar-separable Gaussian. The peak spatial frequency was 543 optimized for the recorded neuronal population (1 and 4 cpd medians for 'lem' and 'jbe', respectively) 544 while the peak orientation could take one of two orthogonal values the animal had to discriminate in a 545 given session. The angular s.d. of the filter modulated the orientation bandwidth and was varied trial to 546 trial. A 2D Gaussian contrast envelope was applied to the stimulus so that its spatial extent was as small 547 as possible while still covering the minimum response fields of the neuronal populations being recorded.
548
The median envelope s.d. was 0.6 degrees for both animals. The median stimulus eccentricity was 5.4 549 degrees for 'lem' and 0.5 degrees for 'jbe'. In Fig. 1 , we quantify orientation bandwidth as % signal 550 strength. This was calculated as 100 * , where is the length of the resultant vector associated with the 551 angular component of the stimulus filter.
552
We estimated neuronal orientation preferences in separate blocks of trials, using 420-ms 553 presentations of the following types of stimuli, presented at a range of orientations: 1) an orientation 554 narrowband version of the stimulus described above (10° angular s.d.); 2) sinusoidal gratings; and 3) 555 circular patches of dynamic 1D noise patterns (random lines). The preferred orientation of a neuron was 556 calculated as the circular mean of its orientation tuning curve. For each neuron, from among the set of 557 tuning curves elicited by the different stimulus types described above, we chose as the final estimate of 558 preferred orientation the one with the smallest standard error, obtained by resampling trials. We excluded 559 28 from further analysis all neurons where this exceeded 5°. On a subset of sessions, we also used these 560 orientation-tuning blocks to present examples of the 0%-signal orientation-filtered noise stimuli. These 561 were presented at the same location and size as during task performance, allowing us to calculate r sc 562 structure in the absence of task engagement but with identical retinal input.
563
Orthogonal orientation discrimination task 564 The animals performed a coarse orientation discrimination task using the orientation-filtered noise 565 stimuli, as described previously 21 . To initiate a trial, the subject had to acquire a central fixation square.
566
After a delay of 50 ms, the stimulus appeared for a fixed duration of 2 seconds. The trial was aborted if 567 the subject broke fixation at any point during the stimulus presentation, defined as either 1) making a 568 microsaccade covering a distance greater than a predefined threshold (typically 0.5°) or 2) a deviation in 569 mean eye position from the center of the fixation point of more than a predefined threshold, typically to long-term firing rate nonstationarities and allowed us to combine trials at different signal levels 592 without introducing correlations related to similarity in stimulus preference. We used a balanced z-593 scoring method proposed recently to prevent bias related to differences in choice distributions across 594 signal levels 45 . We excluded pairs that were not simultaneously isolated for at least 25 trials total. The 595 median number of trials per pair during task performance was 752.
596
A main goal of the study was to measure how spike-count correlation varies with pairwise 597 orientation. We describe this relationship as a smoothed function estimated from measures of r sc 598 combined across multiple recording sessions, which we then sampled discretely with 1° resolution. The 
602
: is the i th (Fisher z-transformed) r sc measurement, : and : are the preferred orientations of the i th pair, 603 and is the von Mises dispersion parameter. We set = 1.3π, yielding a smoothing kernel closely 604 approximating a bivariate wrapped Gaussian with 15° s.d. In some cases, we expressed the r sc matrix in a 605 task-aligned coordinate frame (e.g. Fig. 4b ), for which the preferred orientations of the i th pair relative to 606 the discriminandum orientations were used for : and : . Since there were always two orthogonal task 607 30 orientations, we averaged across both possible alignments, such that , = + 90°, + 90°. All 608 angular quantities were doubled for the calculations, as orientation has a period of 180°. To generate the 609 kernel-smoothed profile of CP (Fig. 8) , we used a one-dimensional equivalent of the procedure above, in 610 which preferred orientations were parameterized only by a single parameter.
611
Regression model 612 We used a multilinear regression model to identify fixed and task-dependent components of the 613 structured correlations we observed. Our approach was to describe the set of observations (811 individual While this model did not explain more than a small percentage of the variance of the raw 648 observed r sc values, this is not surprising as the raw correlation data do not vary smoothly with preferred 649 orientation (reflecting both noise, and the fact that r sc is known to depend on parameters other than
