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Abstract
Training deep neural networks using a large batch size
has shown promising results and benefits many real-world
applications. However, the optimizer converges slowly at
early epochs and there is a gap between large-batch deep
learning optimization heuristics and theoretical underpin-
nings. In this paper, we propose a novel Complete Layer-
wise Adaptive Rate Scaling (CLARS) algorithm for large-
batch training. We also analyze the convergence rate of
the proposed method by introducing a new fine-grained
analysis of gradient-based methods. Based on our anal-
ysis, we bridge the gap and illustrate the theoretical in-
sights for three popular large-batch training techniques,
including linear learning rate scaling, gradual warmup,
and layer-wise adaptive rate scaling. Extensive experi-
ments demonstrate that the proposed algorithm outperforms
gradual warmup technique by a large margin and defeats
the convergence of the state-of-the-art large-batch opti-
mizer in training advanced deep neural networks (ResNet,
DenseNet, MobileNet) on ImageNet dataset.
1. Introduction
Deep learning has made significant breakthroughs in
many fields, such as computer vision [11, 10, 20, 31], nature
language processing [6, 12, 36], and reinforcement learning
[27, 34]. Recent studies show that better performance can
usually be achieved by training a larger neural network with
a bigger dataset [25, 30]. Nonetheless, it is time-consuming
to train deep neural networks, which limits the efficiency of
deep learning research. For example, training ResNet50 on
ImageNet with batch size 256 needs to take about 29 hours
to obtain 75.3% Top-1 accuracy on 8 Tesla P100 GPUs [11].
Thus, it is a critical topic to reduce the training time for the
development of deep learning. Data parallelism is the most
popular method to speed up the training process, where the
large-batch data is split across multiple devices [4, 18, 37].
However, the large-batch neural network training using con-
ventional optimization techniques usually leads to bad gen-
eralization errors [13, 17].
Many empirical training techniques have been proposed
for large-batch deep learning optimization. [9] proposed to
adjust the learning rate through linear learning rate scaling
and gradual warmup. By using these two techniques, they
successfully trained ResNet50 with a batch size of 8192 on
256 GPUs in one hour with no loss of accuracy. Most of the
theoretical analysis about linear learning rate scaling con-
sider stochastic gradient descent only [23, 24]. However,
the theoretical analysis for the momentum method or Nes-
terov’s Accelerated Gradient [28] is still unknown. Finding
that the ratios of weight’s `2-norm to gradient’s `2-norm
vary greatly among layers, [41] proposed the state-of-the-
art large-batch optimizer Layer-wise Adaptive Rate Scal-
ing (LARS) and scaled the batch size to 16384 for train-
ing ResNet50 on ImageNet. However, LARS still requires
warmup in early epochs of training and may diverge if it is
not tuned properly.
Above three techniques (linear learning rate scaling,
gradual warmup, and LARS) are demonstrated to be very
effective and have been applied in many related works re-
ducing the training time of deep neural networks [1, 16, 26,
40, 42]. In spite of the effectiveness of above training tech-
niques, theoretical motivations behind these techniques are
still open problems: (I) Why we need to increase the learn-
ing rate linearly as batch size scales up? (II) Why we use
gradual warm at early epochs, does there exist an optimal
warmup technique with no need to tune hyper-parameters?
(III) Why we need to adjust the learning rate layer-wisely?
In this paper, we target to remove the warmup technique
for large-batch training and bridge the gap between large-
batch deep learning optimization heuristics and theoretical
underpins. We summarize our main contributions as fol-
lows:
1. We propose a novel Complete Layer-wise Adaptive
Rate Scaling (CLARS) algorithm for large-batch deep
learning optimization. Then, we introduce a new fine-
grained analysis for gradient-based methods and prove
that the proposed method is guaranteed to converge for
non-convex problems.
2. We bridge the gap between heuristics and theoreti-
cal analysis for three large-batch deep learning op-
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timization techniques, including layer-wise adaptive
rate scaling, linear learning rate scaling, and gradual
warmup.
3. Extensive experimental results demonstrate that
CLARS outperforms gradual warmup by a large mar-
gin and defeats the convergence of the state-of-the-art
large-batch optimizer in training advanced deep neu-
ral networks (ResNet, DenseNet, MobileNet) on Ima-
geNet dataset.
2. Preliminaries and Challenges
Gradient-Based Methods: The loss function of a neural
network is minimizing the average loss over a dataset of n
samples:
min
w∈Rd
{f(w) := 1
n
n∑
i=1
fi(w)}, (1)
where d denotes the dimension of the neural network.
Momentum-based methods have been widely used in deep
learning optimization, especially computer vision, and ob-
tain state-of-the-art results [11, 14]. According to [28],
mini-batch Nesterov Accelerated Gradient (mNAG) opti-
mizes the problem (1) as follows:
vt+1 = wt − γ 1
B
∑
i∈It
∇fi(wt),
wt+1 = vt+1 + β(vt+1 − vt), (2)
where It is the mini-batch samples with |It| = B, γ is the
learning rate, β ∈ [0, 1) is the momentum constant and v is
the momentum vector. When β = 0, Eq. (2) represents the
procedures of mini-batch Gradient Descent (mGD). Learn-
ing rate γ is scaled up linearly when batch size B is large
[9]. However, using a learning rate γ for all layers may lead
to performance degradation.
Layer-Wise Learning Rate Scaling: To train neural net-
works with large batch size, [41] proposed Layer-Wise
Adaptive Rate Scaling (LARS). Suppose a neural network
has K layers, we can rewrite w = [(w)1, (w)2, ..., (w)K ]
with (w)k ∈ Rdk and d =
∑K
k=1 dk. The learning rate at
layer k is updated as follows:
γk = γscale × η × ‖(wt)k‖2∥∥ 1
B
∑
i∈It ∇kfi(wt)
∥∥
2
, (3)
where γscale = γbase × BBbase and η = 0.001 in [41].
γbase and Bbase depends on model and dataset. For ex-
ample, we set γbase = 0.1 and Bbase = 128 to train
ResNet on CIFAR10. Although LARS works well in prac-
tice, there is little theoretical understanding about it and it
converges slowly or even diverges in the beginning of train-
ing if warmup [9] is not used .
Conventional Analysis: [3, 7, 38] proved the convergence
of mGD or mNAG for non-convex problems through fol-
lowing two Assumptions:
Assumption 1 (Lipschitz Continuous Gradient) The
gradient of f is Lipschitz continuous with constant
Lg . For any w, v ∈ Rd, it is satisfied that:
‖∇f(w)−∇f(w + v)‖2 ≤ Lg‖v‖2.
Assumption 2 (Bounded Variance) There exist constants
Mg > 0 and MC > 0, for any w ∈ Rd, it is satisfied that
E ‖∇fi(w)−∇f(w)‖22 ≤MgE‖∇f(w)‖22 +MC .
Theorem 1 ([38]) Under Assumptions 1 and 2, let finf
denote the minimum value of problem f(w) and Mg =
0. As long as γ ≤ 1−β2L , the gradient norm
min
t=0,1,...,T−1
‖∇f(wt)‖22 is guaranteed to converge at the
rate of O
(
1
Tγ + LgγMC
)
.
From Theorem 1, it is natural to know that the value of γ
should be lowered because of the term O(LgγMC), which
is consistent with the learning rate decay practically. How-
ever, there are two weaknesses of the current convergence
result: (I) It cannot explain why layer-wise learning rate in
[41] is useful when there is one γ for all layers. (II) The-
oretical result doesnot show that warmup is required in the
early stage of training.
3. Complete Layer-Wise Adaptive Rate Scaling
and Fine-Grained Convergence Analysis
In this section, we propose a novel Complete Layer-wise
Adaptive Rate Scaling (CLARS) algorithm for large-batch
deep learning optimization and a new fine-grained conver-
gence analysis of gradient-based methods for non-convex
problems.
3.1. Complete Layer-Wise Adaptive Rate Scaling
Define U ∈ Rd×d as a permutation matrix where every
row and column contains precisely a single 1 with 0s every-
where else. Let U = [U1, U2, ..., UK ] and Uk corresponds
to the parameters of layer k, the relation between w and wk
is w =
∑K
k=1 Ukwk. Let ∇kfi(wt) denote the stochastic
gradient with respect to the parameters at layer k and γk de-
note its learning rate. Thus, Eq. (2) of mNAG with batch
It can be rewritten as:vt+1 = wt −
K∑
k=1
γkUk
(
1
B
∑
i∈It
∇kfi(wt)
)
wt+1 = vt+1 + β(vt+1 − vt)
. (4)
At each iteration, the learning rate γk at layer k is up-
dated using Complete Layer-wise Adaptive Rate Scaling
Algorithm 1 Complete Layer-Wise Adaptive Rate Scaling
Require: γscale: Maximum learning rate
Require: β: Momentum parameter
Require: η = 0.01
1: for t = 0, 1, 2, · · · , T − 1 do
2: Sample large-batch It randomly with batch size B;
3: Compute large-batch gradient 1B
∑
i∈It ∇fi(wt);
4: Compute the average of gradient norm for K layers
1
B
∑
i∈It ‖∇k∇fi(wt)‖
2
2;
5: Update layer-wise learning rate γk following Eq. (5);
6: Update the model wt and momentum term vt follow-
ing Eq. (4);
7: end for
8: Output wT as the final result.
(CLARS) as follows:
γk = γscale × η × ‖(wt)k‖21
B
∑
i∈It ‖∇kfi(wt)‖2
, (5)
where γscale = γbase × BBbase and η is constant. To obtain
a clear understanding of Eq. (5), we rewrite it as:
γk = γscale × η × ‖(wt)k‖2∥∥ 1
B
∑
i∈It ∇kfi(wt)
∥∥
2
×
∥∥ 1
B
∑
i∈It ∇kfi(wt)
∥∥
2
1
B
∑
i∈It ‖∇kfi(wt)‖2
.
It is equal to multiplying the LARS learning rate in Eq. (3)
with a new term
‖ 1B ∑i∈It ∇kfi(wt)‖2
1
B
∑
i∈It‖∇kfi(wt)‖2
, which plays a crit-
ical role in removing the warmup. The proposed CLARS
method is briefly summarized in Algorithm 1.
In the following section, we will show that CLARS is
supported theoretically and the learning rate at layer k is
normalized with respect to its corresponding Lipschitz con-
stant and gradient variance. In the experiments, we will also
demonstrate that the proposed method can complete large-
batch ImageNet training with no warmup for the first time
and accelerate the convergence.
3.2. Fine-Grained Micro-Steps and Assumptions
In this section, we propose a new fine-grained method for
the convergence analysis of gradient-based methods. Based
on the fine-grained analysis, we prove the convergence
rate of mini-batch Gradient Descent (mGD) and mini-batch
Nesterov’s Accelerated Gradient (mNAG) for deep learn-
ing problems. More insights are obtained by analyzing their
convergence properties.
Each step of mNAG in Eq. (4) can be regarded as the
result of updating v, w for K micro-steps, where the gradi-
ent at each micro-step is 1B
∑
i∈It ∇kfi(wt). At micro-step
t:s, we have layer index k(s) = s (mod K) + 1. For ex-
ample, when s = 0, we are updating the parameters of layer
k(0) = 1. Defining wt:0 = wt, wt:K = wt+1, we can ob-
tain Eq. (4) after applying following equations from s = 0
to s = K − 1:{
vt:s+1 = wt:s − γkB
∑
i∈It
Uk∇kfi(wt)
wt:s+1 = vt:s+1 + β(vt:s+1 − vt:s)
. (6)
Following the idea of block-wise Lipschitz continuous
assumption in [2] and regarding layers as blocks, we sup-
pose that two layer-wise assumptions are satisfied for any
K-layer neural network throughout this paper, .
Assumption 3 (Layer-Wise Lipschitz Continuous Gradient)
Assume that the gradient of f is layer-wise Lipschitz con-
tinuous and the Lipschitz constant corresponding to layer
k is Lk for any layer k ∈ {1, 2, ...,K}. For any w ∈ Rd
and v = [v1, v2, ..., vK ] ∈ Rd, the following inequality is
satisfied that for any k ∈ {1, 2, ...,K}:
‖∇kf(w)−∇kf(w + Ukvk)‖2 ≤ Lk‖vk‖2.
Lipschitz constants Lk of different layers are not equal and
can be affected by multiple factors, for example, position
(top or bottom) or layer type (CNN or FCN). [43] estimated
Lipschitz constants empirically and verified that Lipschitz
constants of gradients at different layers vary a lot. Lk rep-
resents the property at layer k and plays an essential role in
tuning learning rates. In addition, we also think the “global”
Lipschitz continuous assumption in Assumption 1 is satis-
fied and Lg ≥ Lk.
Assumption 4 (Layer-Wise Bounded Variance) Assume
that the variance of stochastic gradient with respect to
the parameters of layer k is upper bounded. For any
k ∈ {1, 2, ...,K} and w ∈ Rd, there exists Mk > 0 and
M > 0 so that:
E ‖∇kfi(w)−∇kf(w)‖22 ≤MkE‖∇kf(w)‖22 +M.
Let Mk ≤ Mg for any k, it is straightforward to get
the upper bound of the variance of gradient ∇fi(w) as
E ‖∇fi(w)−∇f(w)‖22 ≤ MgE‖∇f(w)‖22 + KM . It is
obvious that the value of MC = KM in Assumption 2 is
dependent on the neural networks depth.
Difficulties of Convergence Analysis: There are two ma-
jor difficulties in proving the convergence rate using the pro-
posed fine-grained micro-steps. (I) Micro-step induces stale
gradient in the analysis. At each micro-step t:s in Eq. (6),
gradient is computed using the stale model wt, rather than
the latest model wt:s. (II) K Lipschitz constants for K lay-
ers are considered separately and simultaneously, which is
much more complicated than just considering Lg for the
whole model.
3.3. Convergence Guarantees of Two Gradient-
Based Methods
Based on the proposed fine-grained analysis, we prove
that both of mini-batch Gradient Descent (mGD) and
mini-batch Nesterov’s Accelerated Gradient (mNAG) admit
sub-linear convergence guarantee O
(
1√
T
)
for non-convex
problems. Finally, we obtain some new insights about the
gradient-based methods by taking mNAG as an example.
At first, we let β = 0 in Eq. (4) and Eq. (6), and analyze the
convergence of mGD method.
Theorem 2 (Convergence of mGD) Under Assumptions 3
and 4, let finf denote the minimum value of prob-
lem f(w), κk =
Lg
Lk
≤ κ, γk = γLk , and∑K
k=1 qkE ‖∇kf(wt)‖22 represents the expectation of
E ‖∇kf(wt)‖22 with probability qk = 1/Lk∑K
k=1(1/Lk)
for any
k. As long as γk ≤ min
{
1
8Lk
, B8LkMk
}
and 1K
K∑
k=1
γk ≤
min
{
1
2Lg
, 12Lg
√
B
Mg
}
, it is guaranteed that:
1
T
T−1∑
t=0
K∑
k=1
qkE ‖∇kf(wt)‖22 ≤
8(f(w0)− finf)
Tγ
K∑
k=1
1
Lk
+
(4 + 2κ)Mγ
B
.
Different from Theorem 1, we use
K∑
k=1
qkE ‖∇kf(wt)‖22 to
measure convergence in the paper. Specially, if Lk = Lg
for all k, it is easy to know that qk = 1K for all k and
K∑
k=1
qkE ‖∇kf(wt)‖22 = 1KE ‖∇f(wt)‖22. From Theorem
2, we prove that mGD admits sub-linear convergence rate
O
(
1√
T
)
for non-convex problems.
Corollary 1 (Sub-Linear Convergence Rate of mGD)
Theorem 3 is satisfied and follow its notations. Sup-
pose 18Lk dominates the upper bound of γk, and let
γ = min
 18 ,
√
B(f(w0)−finf )
TM
K∑
k=1
1
Lk
, mGD is guaranteed to
converge that:
1
T
T−1∑
t=0
K∑
k=1
qkE ‖∇kf(wt)‖22 ≤
64(f(w0)− finf)
T
K∑
k=1
1
Lk
+ (12 + 2κ)
√√√√√M(f(w0)− finf)
TB
K∑
k=1
1
Lk
.
So far, we have proved the convergence of mGD method
for non-convex problems. When β 6= 0, we can also prove
the convergence of mNAG as follows:
Theorem 3 (Convergence of mNAG) Under Assumptions
3 and 4, let finf denote the minimum value of problem f(w),
κk =
Lg
Lk
≤ κ, γk = γLk , and
∑K
k=1 qkE ‖∇kf(wt)‖22
represents the expectation of E ‖∇kf(wt)‖22 with prob-
ability qk =
1/Lk∑K
k=1(1/LK)
for any k. Therefore, as
long as γk ≤ min
{
(1−β)
8Lk
, (1−β)B8LkMk
}
and 1K
K∑
k=1
γk ≤
min
{
(1−β)2
4β2Lg
, (1−β)
2
√
B
4β2Lg
√
Mg
, (1−β)
√
B
4Lg
√
Mg
, (1−β)4Lg
}
, it is satisfied
that:
1
T
T−1∑
t=0
K∑
k=1
qkE ‖∇kf(wt)‖22 ≤
8(1− β)(f(w0)− finf)
Tγ
K∑
k=1
1
Lk
+
Mγ
(1− β)B
(
4 + 2κ+
2κ
(1− β)
)
.
Similarly, we can easily prove that mNAG is guaranteed
to converge for non-convex problems with a sub-linear rate
O
(
1√
T
)
as follows:
Corollary 2 (Sub-Linear Convergence of mNAG)
Theorem 3 is satisfied and follow its notations,
Suppose 1−β8Lk dominates the upper bound of γk, if
γ = min
 1−β8 ,
√
B(f(w0)−finf )
TM
K∑
k=1
1
Lk
, mNAG is guaranteed
to converge that:
min
t∈{0,...,T−1}
K∑
k=1
qkE ‖∇kf(wt)‖22 ≤
64(f(w0)− finf)
(1− β)T
K∑
k=1
1
Lk
+
(
8
+
1
(1− β)
(
4 + 2κ+
2κ
(1− β)
))√√√√√M(f(w0)− finf)
TB
K∑
k=1
1
Lk
. (7)
According to Theorem 3, we know that the result of The-
orem 1 is a special case of Theorem 3 when Lk = Lg and
Mk = Mg .
Corollary 3 (Convergence when Lk = Lg and Mk = Mg)
Suppose Theorem 3 is satisfied and follow its notations.
If Lk = Lg , and Mk = Mg , MC = KM , we have
κk = 1, γg = γk. As long as the learning rate
γg ≤ min
{
1−β
8Lg
, B(1−β)8LgMg ,
(1−β)√B
4Lg
√
Mg
, (1−β)
2
√
B
4β2Lg
√
Mg
, (1−β)4β2Lg
}
,
it is guaranteed that:
1
T
T−1∑
t=0
E ‖∇f(wt)‖22 ≤
8(1− η)(f(w0)− finf)
Tγg
+
MCLgγg
(1− β)
(
6 +
2
1− β
)
. (8)
In Corollary 1 and 2, we ignore the upper bound of
1
K
K∑
k=1
γk for simplicity. It can be easily satisfied by making
some γk small.
3.4. Discussions About the Convergence of mNAG
According our fine-grained convergence analysis of
gradient-based methods, we take mNAG as an example and
gain more insights about the convergence of mNAG for neu-
ral networks.
Data Parallelism. Data parallelism is widely used
in the training of deep learning models, and linear
speedup can be obtained if learning rate and com-
munication can be properly handled. Suppose that
min
t∈{0,...,Tε−1}
K∑
k=1
qkE ‖∇kf(wt)‖22 ≤ ε is satisfied after op-
timizing problem f(w) using batch size B after Tε itera-
tions. Linear speedup means that when batch size scales up
by c ≥ 1 times (B → cB), we can obtain the same con-
vergence guarantee ε after only Tεc iterations (Tε → Tεc ).
From Corollary 2, if γ is dominated by
√
B2(f(w0)−finf )
TBM
K∑
k=1
1
Lk
,
the left term in Eq. (7) converges with a rate of O(
√
1
TB ).
It is guaranteed to converge to the same error as long as TB
is fixed. Therefore, we know that when B is scaled up by
c times to cB, the problem can converge to the same error
after Tc iterations, as long as γ is also scaled up by B times.
Lipschitz Constant Scaled Learning Rate. From The-
orem 3, the learning rate at layer k is computed through
γk =
γ
Lk
. It offers us a method to tune K learning rates γk
for a K-layer neural network simultaneously using just one
parameter γ.
Layer-Wise Model Scaling Factor κk. Define κk =
Lg
Lk
≥ 1 as the scaling factor at layer k. Because of the
upper bound of γk ≤ min
{
(1−β)
8Lk
, (1−β)B8LkMk
}
in Theorem 2,
we know that designing a layer with larger κk can increase
the upper bound of learning rate at layer k. In [32], authors
show that batch normalization can help to increase κk.
Layer-Wise Gradient Variance Factor Mk. Define
Mk as the gradient variance factor at layer k, which is de-
pendent on the data and the model, and varies in the pro-
cess of training. Because of the upper bound of γk ≤
min
{
(1−β)
8Lk
, (1−β)B8LkMk
}
in Theorem 2, it shows that batch
size B can be scaled up as long as B ≤ Mk. Therefore,
a larger Mk helps the algorithm obtain faster speedup. In
the following section, we will show that warmup is closely
related to Mk.
4. Experimental Results
In this section, we conduct experiments to validate our
convergence results empirically and demonstrate the supe-
rior performance of CLARS method over LARS method.
Firstly, we evaluate the necessity of using LARS on train-
ing neural networks. Secondly, we verify linear learning
rate scaling theoretically and empirically. Thirdly, we pro-
pose one hypothesis about the reason of warmup and vi-
sualize it. Finally, extensive experiments are conducted to
show that CLARS can replace warmup trick completely
and converges faster than LARS with fine-tuned warmup
steps. All experiments are implemented in PyTorch 1.0 [29]
with Cuda v10.0 and performed on a machine with Intel(R)
Xeon(R) CPU E5-2683 v4 @ 2.10GHz and 4 Tesla P40
GPUs.
4.1. Why LARS?
We test the upper bound of learning rate γk at each
layer on three models: 5-layer FCN, 5-layer CNN (layer
details in the Appendix) and ResNet8 (no batch normaliza-
tion layer) [11]. In the experiments, learning rates are fixed
γk = 0.01 for all layers except one which is selected from
{10−2, 10−1, 1, 10, 102, 103, 104, 105}. We optimize mod-
els using mNAG with B = 128 and compare epochs re-
quired to achieve the same training loss. Results in Figure
1 demonstrate that the upper bounds of learning rates can
vary greatly at different layers. Therefore, it is necessary
that each layer has its own learning rate.
From Theorem 3, we know that the upper bound of learn-
ing rate γk at each layer is dependent on 1Lk . LARS [41]
scales the learning rate of each layer adaptively at step t
by multiplying ‖(wt)k‖2‖ 1B
∑
i∈It ∇kfi(wt)‖2
in Eq. (3). From As-
sumption 3, we can think of LARS as scaling the learn-
ing rate at layer k by multiplying the approximation of
1
Lk
≈ ‖(wt)k‖2‖∇kf(wt)‖2 , where we make vk = 0 andwt+Ukvk =
0. Therefore, the procedure of LARS is consistent with
our theoretical analysis in Theorem 3 that learning rate of
layer k is dependent on the Lipschitz constant at this layer
γk =
γ
Lk
. We compare LARS with mNAG using a large
batch size. Results in Figure 2 demonstrate that LARS con-
verges much faster than mNAG when B = 8192. mNAG
even diverges in training VGG11 using CIFAR-10. In the
experiments, γbase = 0.1, Bbase = 128, and η = 0.001 for
LARS algorithm.
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Figure 1: Learning rate upper bound of each layer. We train 5-layer FCN and 5-layer CNN with sigmoid activation on
MNIST and count the epochs required reaching training loss 0.03 and 0.02 respectively. We train ResNet8 (no batch normal-
ization layer) on CIFAR-10 and count the epochs required reaching training loss 1.0. * denotes that loss diverges using the
corresponding learning rate.
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Figure 2: Training loss and Top-1 testing accuracy of training ResNet56 and VGG11 (with batch normalization layer) on
CIFAR-10. Batch size B scales up from B = 128 to B = 8192. The right figure presents the variation of γscale in Eq. (3)
when B = 2048.
4.2. Linear Learning Rate Scaling
Linear learning rate scaling has been very popular since
[9, 18, 22]. However, there is little theoretical understand-
ing of this technique for momentum methods. Based on our
analysis in Section 3.1, we know that the linear learning rate
scaling is from following two reasons:
(I) According to the discussion about Data Paral-
lelism in Section 3.4, we know that when B is scaled up
by c times to cB, the problem can converge to the same er-
ror after Tc iterations, as long as γ is also scaled up by B
times.
(II) According to Theorem 3, as long as (1−β)B8LkMk dom-
inates the upper bound of the learning rate γk at layer k, its
upper bound scales linearly with the batch size B.
The second case requires that BMk to be very small. The
layer-wise gradient variance factor Mk is closely related to
both model and data. In [33], authors find that different
models usually have different maximum useful batch size.
The variance factor Mk is highly dependent on the dataset
and close to the gradient diversity in [39]. We can draw the
same conclusion as [39] that mNAG admits better speedup
on problems with higher gradient diversity.
In Figure 2, we train ResNet56 [11] and VGG11 with
batch normalization layer [15, 35] on CIFAR-10 [19] for
200 epochs. We use LARS optimizer with gradual warmup
(20 epochs) and polynomial learning rate decay as [41],
which is also visualized in the right side of Figure 2. We
scale up the batch size from 128 to 8192 and employ the
linear learning rate scaling. Results in Figure 2 show that
the convergence rates of LARS with batch size from 128
to 8192 are similar and the linear speedup is guaranteed
when the computations are parallelized on multiple devices.
Because the learning rate schedule is tuned for large-batch
training, we may observe accuracy improvements when the
batch size scales up.
4.3. One Hypothesis About Warmup
The gradual warmup was essential for large-batch deep
learning optimization because linearly scaled γscale can be
so large that the loss cannot converge in early epochs [9]. In
the gradual warmup, γscale is replaced with a small value
at the beginning and increased back gradually after a few
epochs.
According to our analysis in Theorem 3, we guess that
the gradual warmup is to simulate the function of 1Mk in the
upper bound of learning rate. We train 5-layer FCN, 5-layer
CNN on MNIST [21] and ResNet8 on CIFAR-10 using
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Figure 3: Variation of Mk for 10 epochs. We train 5-layer FCN and 5-layer CNN with sigmoid activation on MNIST.
0 2 4 6 8 10 12 14 16 18 20
Epoch 
0
2
4
6
8
10
12
14
16
Tr
ai
ni
ng
 L
os
s
ResNet56 on CIFAR-10
LARS WP=5
LARS WP=10
LARS WP=20
CLARS
0 2 4 6 8 10 12 14 16 18 20
Epoch 
5
10
15
20
25
30
35
40
45
50
To
p-
1 
Te
st
in
g 
Ac
cu
ra
cy
ResNet56 on CIFAR-10
LARS WP=5
LARS WP=10
LARS WP=20
CLARS
0 2 4 6 8 10 12 14 16 18 20
Epoch 
0.8
1
1.2
1.4
1.6
1.8
2
2.2
2.4
Tr
ai
ni
ng
 L
os
s
VGG11 on CIFAR-10
LARS WP=5
LARS WP=10
LARS WP=20
CLARS
0 2 4 6 8 10 12 14 16 18 20
Epoch 
10
20
30
40
50
60
70
To
p-
1 
Te
st
in
g 
Ac
cu
ra
cy
VGG11 on CIFAR-10
LARS WP=5
LARS WP=10
LARS WP=20
CLARS
Figure 4: Comparison between LARS (with gradual warmup) and CLARS algorithm. We optimize ResNet56 and VGG11
on CIFAR-10 with batch size B = 8192 for 20 epochs.
mNAG for 50 epochs. Constant learning rate 0.001 is used
for all layers and batch size B = 128. After each epoch, we
approximate the gradient variance factor Mk by computing
the ratio of 1n
∑n
i=1 ‖∇kfi(wt)‖22 to ‖ 1n
∑n
i=1∇kfi(wt)‖22
on training data. Figure 3 presents the variation of Mk at
each layers. It is obvious that Mk of top layers are larger
than other layers. Thus, smaller learning rates should be
used on top layers at early epochs. Our observation matches
the result in [8] that freezing fully connected layers at early
epochs allows for comparable performance with warmup.
4.4. Warmup is Not Necessary
We evaluate the proposed Algorithm 1 by conduct-
ing extensive experiments. To reduce the time consump-
tion in computing Mk, we approximate it using Mk ≈
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Figure 5: Comparison between LARS and CLARS on ImageNet. We train ResNet50, DenseNet121 for 90 epochs with batch
size B = 16384 and γscale = 25.0. MobileNetv2 is trained for 150 epochs with batch size B = 16384 and γscale = 6.0.
‖ 1B ∑i∈It ∇kfi(wt)‖22
1
|Jt|
∑
j∈Jt‖∇kfj(wt)‖
2
2
, where |Jt| = 512. The numerator
is known after the gradient computation, and the denomina-
tor is obtained in a small size. Since |Jt|  B, the com-
putational time of approximating Mk can be ignored when
the computation is amortized on multiple devices. In Fig-
ure 4, we make a comparison between LARS (with grad-
ual warmup) and the proposed CLARS algorithm. We train
ResNet56 and VGG11 (with batch normalization layer) on
CIFAR-10 with batch size B = 8192 for 20 epochs. Stan-
dard data preprocessing techniques are used as in [11]. For
LARS with the gradual warmup, we test three warmup
epochs {5, 10, 20} and keep γscale = 6.4 after the warmup.
For CLARS, we keep γscale = 6.4 for 20 epochs. η is tuned
from {10−4, 10−3, 10−2, 10−1} for both methods Visual-
ization in Figure 4 shows that CLARS always outperforms
LARS by a large margin. Results demonstrate that warmup
is not necessary in large-batch deep learning training and
CLARS is a better option for practical implementation.
We also evaluate CLARS algorithm by training
ResNet50, DenseNet121, and MobileNetv2 on ImageNet
[5]. Because there are not enough GPUs to compute 16384
gradients at one time, we set batch size B = 512 and
accumulate the gradients for 32 steps before updating the
model as [41]. Following the official implementation1, we
1https://github.com/tensorflow/models/blob/
master/official/resnet/resnet_run_loop.py
set η = 10−3 for LARS, γscale = 25.0 for B = 16384 and
adjust the learning rate using 5-epoch warmup and polyno-
mial decay. For CLARS, there is no warmup and we set
η = 10−2 (LARS always diverges with this value). Experi-
mental results in Figure 5 present that CLARS algorithm al-
ways converges much faster than the state-of-the-art large-
batch optimizer LARS on advanced neural networks. Be-
sides, CLARS can obtain better test error than LARS.
5. Conclusion
In this paper, we propose a novel Complete Layer-
wise Adaptive Rate Scaling (CLARS) algorithm to remove
warmup in the large-batch deep learning training. Then,
we introduce fine-grained analysis and prove the conver-
gence of the proposed algorithm for non-convex problems.
Based on our analysis, we bridge the gap between several
large-batch deep learning optimization heuristics and theo-
retical underpins. Extensive experiments demonstrate that
the proposed algorithm outperforms gradual warmup by a
large margin and defeats the convergence of the state-of-
the-art large-batch optimizer (LARS) in training advanced
deep neural networks on ImageNet dataset.
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A. Fine-Grained Analysis of Mini-Batch Gradient Descent
Lemma 1 Under Assumptions 3 and 4, after applying Eq. (6) with β = 0 for K micro-steps from s = 0 to s = K − 1, we
have the upper bound of loss E[f(wt+1)] as follows:
E [f(wt+1)] ≤ E [f(wt)]−
K∑
k=1
γk
2
1− Lkγk − LkγkMkB −
L2gγkMk
K∑
k=1
γk
KB
−
L2gγk
K∑
k=1
γk
K
E ‖∇kf(wt)‖22
+
K∑
k=1
Lkγ
2
kM
2B
+
K∑
k=1
γkL
2
gM
2KB
K∑
k=1
γ2k. (9)
Proof 1 Suppose K layers are updated sequentially from s = 0 to K − 1, and we have wt = wt:0 and wt+1 = wt:K . At
micro-step t:s, we set k(s) = s (mod K) + 1. According to Assumption 3, we have:
E [f(wt:s+1)] ≤ E [f(wt:s)]− E
〈∇k(s)f(wt:s), γk(s)∇k(s)f(wt)〉+ Lk(s)γ2k(s)
2
E
∥∥∥∥∥ 1B ∑
i∈It
∇k(s)fi(wt)
∥∥∥∥∥
2
2
= E [f(wt:s)] +
Lk(s)γ
2
k(s)
2
E
∥∥∥∥∥ 1B ∑
i∈It
∇k(s)fi(wt)
∥∥∥∥∥
2
2︸ ︷︷ ︸
C1
−γk(s)
2
(
E
∥∥∇k(s)f(wt:s)∥∥22
+E
∥∥∇k(s)f(wt)∥∥22 − E∥∥∇k(s)f(wt:s)−∇k(s)f(wt)∥∥22︸ ︷︷ ︸
C2
)
. (10)
In the following context, we will prove that C1 and C2 are upper bounded. At first, we can get the upper bound of C1 as
follows:
C1 = E
∥∥∥∥∥ 1B ∑
i∈It
(∇k(s)fi(wt)−∇k(s)f(wt) +∇k(s)f(wt))
∥∥∥∥∥
2
2
=
1
B2
E
∥∥∥∥∥∑
i∈It
(∇k(s)fi(wt)−∇k(s)f(wt))
∥∥∥∥∥
2
2
+ E
∥∥∇k(s)f(wt)∥∥22
≤ 1
B2
∑
i∈It
E
∥∥∇k(s)fi(wt)−∇k(s)f(wt)∥∥22 + E∥∥∇k(s)f(wt)∥∥22
≤
(
1 +
Mk(s)
B
)
E
∥∥∇k(s)f(wt)∥∥22 + MB , (11)
where the second equality follows from E
〈∇k(s)fi(wt)−∇k(s)f(wt),∇k(s)f(wt)〉 = 0 and the first inequality follows from
E
∥∥∥∥ n∑
i=1
ξi
∥∥∥∥2
2
≤
n∑
i=1
E ‖ξi‖22 if E[ξi] = 0 and the second inequality follows from Assumption 4. Following “global” Lipschitz
continuous in Assumption 1, we can bound C2 as follows:
C2 ≤
L2g
K
E ‖wt:s − wt‖22
=
L2g
K
E
∥∥∥∥∥∥
s−1∑
j=0
γk(j)
B
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i∈It
∇k(j)fi(wt)
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2
2
=
L2g
KB2
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j=0
γ2k(j)E
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i∈It
(∇k(j)fi(wt)−∇k(j)f(wt))+B∇k(j)f(wt)
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2
2
≤ L
2
g
KB2
s−1∑
j=0
γ2k(j)
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i∈It
E
∥∥∇k(j)fi(wt)−∇k(j)f(wt)∥∥22 + L2gK
s−1∑
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γ2k(j)E
∥∥∇k(j)f(wt)∥∥22
≤ L
2
g
KB
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j=0
γ2k(j)
(
Mk(j)E
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γ2k(j)E
∥∥∇k(j)f(wt)∥∥22
≤ L
2
g
KB
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MkE ‖∇kf(wt)‖22 +M
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L2g
K
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γ2kE ‖∇kf(wt)‖22 , (12)
where the first inequality follows from Assumption 3, the second inequality follows from E
∥∥∥∥ n∑
i=1
ξi
∥∥∥∥2
2
≤
n∑
i=1
E ‖ξi‖22 if E[ξi] =
0, the third inequality follows from Assumption 4 and the last inequality is because s ≤ K − 1. Combing inequalities (10),
(11) and (12), we have:
E [f(wt:s+1)] ≤ E [f(wt:s)]−
(
γk(s)
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2
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By summing from s = 0 to K − 1, because wt = wt:0 and wt+1 = wt:K , we have:
E [f(wt+1)]
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K∑
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
Proof of Theorem 2
Proof 2 Following Lemma 1 and defining κk =
Lg
Lk
≤ κ, if γk satisfies following inequalities:
Lkγk ≤ 1
8
, (15)
LkγkMk
B
≤ 1
8
, (16)
L2gγkMk
K∑
k=1
γk
KB
≤ 1
4
, (17)
L2gγk
K∑
k=1
γk
K
≤ 1
4
, (18)
which are equivalent to γk ≤ min
{
1
8Lk
, B8LkMk
}
and 1K
K∑
k=1
γk ≤ min
{
1
2Lg
, 12Lg
√
B
Mg
}
. Therefore, it holds that:
E [f(wt+1)] ≤ E [f(wt)]−
K∑
k=1
γk
8
E ‖∇kf(wt)‖22 +
K∑
k=1
(2 + κ)MLkγ
2
k
4B
. (19)
Rearranging the above inequality and summing it from t = 0 to T − 1, we have:
1
8
T−1∑
t=0
K∑
k=1
γkE ‖∇kf(wt)‖22 ≤ f(w0)− E [f(wT )] +
(2 + κ)MT
4B
K∑
k=1
Lkγ
2
k. (20)
Because f(wT ) ≥ finf , let γk = γLk and dividing both sides by T8
K∑
k=1
γk, we have:
1
T
T−1∑
t=0
K∑
k=1
qkE ‖∇kf(wt)‖22 ≤
8(f(w0)− finf)
Tγ
K∑
k=1
1
Lk
+
(4 + 2κ)Mγ
B
, (21)
where qk =
1
Lk
K∑
k=1
1
Lk
. We complete the proof. 
Proof of Corollary 1
Proof 3 Because min
t∈{0,...,T−1}
K∑
k=1
qkE ‖∇kf(wt)‖22 ≤ 1T
T−1∑
t=0
K∑
k=1
qkE ‖∇kf(wt)‖22 suppose 18Lk dominates the upper bound
of γk, if:
γ = min

1
8
,
√√√√√B(f(w0)− finf)
TM
K∑
k=1
1
Lk
 (22)
we have:
1
T
T−1∑
t=0
K∑
k=1
qkE ‖∇kf(wt)‖22 ≤
8(f(w0)− finf)
T
K∑
k=1
1
Lk
max
8,
√√√√√ TM K∑k=1 1Lk
B(f(w0)− finf)
+
(4 + 2κ)M
B
√√√√√B(f(w0)− finf)
TM
K∑
k=1
1
Lk
≤ 64(f(w0)− finf)
T
K∑
k=1
1
Lk
+ (12 + 2κ)
√√√√√M(f(w0)− finf)
TB
K∑
k=1
1
Lk
. (23)

B. Fine-Grained Analysis of Mini-Batch Nesterov’s Accelerated Gradient
Following [38], we define pt = β1−β (wt − wt−1 + gt−1), where w−1 = w0, gt =
∑K
k=1 γkUk
(
1
B
∑
i∈It ∇kfi(wt)
)
and
g−1 = 0. Let zt = wt + pt, we prove that E[f(zt+1)] is upper bounded at each step in the following Lemma.
Lemma 2 Under Assumptions 3 and 4, after applying Eq. (6) for K micro-steps from s = 0 to s = K − 1, we have the
upper bound of loss E[f(zt+1)] as follows:
E[f(zt+1)] ≤ E[f(zt)]−
K∑
k=1
γk
2(1− β)
(
1− Lkγk
1− β −
LkγkMk
(1− β)B
− 2L
2
gγkMk
(1− β)2KB
K∑
k=1
γk −
2L2gγk
(1− β)2K
K∑
k=1
γk
)
E ‖∇kf(wt)‖22
+
ML2g
(1− β)3KB
K∑
k=1
γk
K∑
k=1
γ2k +
K∑
k=1
Lkγ
2
kM
2(1− β)2B +
K∑
k=1
L2gγk
(1− β)KE ‖pt‖
2
2 . (24)
Proof 4 We define wt:0 = wt, and at step t:s, we have layer index k(s) = s + 1. Thus, we can rewrite Eq. (6) for any
s ∈ {0, 1, ...,K − 1} as follows:
wt:s+1 = wt:s −
γk(s)
B
∑
i∈It
Uk(s)∇k(s)fi(wt) + β
(
wt:s −
γk(s)
B
∑
i∈It
Uk(s)∇k(s)fi(wt)
−wt:s−1 +
γk(s−1)
B
∑
i∈It
Uk(s−1)∇k(s−1)fi(wt)
)
, (25)
where we let wt:0 = wt:−1 and∇k(−1)fi(−1)(wt) = 0. We also define pt:s as follows:
pt:s =
β
1− β
(
wt:s − wt:s−1 +
γk(s−1)
B
∑
i∈It
Uk(s−1)∇k(s−1)fi(wt)
)
. (26)
Combining (25) and (26), we have:
wt:s+1 + pt:s+1 = wt:s + pt:s −
γk(s)
(1− β)B
∑
i∈It
Uk(s)∇k(s)fi(wt). (27)
Let zt:s = wt:s + pt:s, according to Assumption 3, we have:
E[f(zt:s+1)] ≤ E[f(zt:s)]−
γk(s)
(1− β)E
〈∇k(s)f(zt:s),∇k(s)f(wt)〉+ Lk(s)γ2k(s)
2(1− β)2 E
∥∥∥∥∥ 1B ∑
i∈It
∇k(s)fi(wt)
∥∥∥∥∥
2
2
= E[f(zt:s)] +
Lk(s)γ
2
k(s)
2(1− β)2 E
∥∥∥∥∥ 1B ∑
i∈It
∇k(s)fi(wt)
∥∥∥∥∥
2
2︸ ︷︷ ︸
C3
− γk(s)
2(1− β)
(
E
∥∥∇k(s)f(zt:s)∥∥22 + E∥∥∇k(s)f(wt)∥∥22
−E∥∥∇k(s)f(zt:s)−∇k(s)f(wt)∥∥22︸ ︷︷ ︸
C4
)
. (28)
From (11), it is easy to know that the upper bound of C3 as follows:
C3 ≤
(
1 +
Mk(s)
B
)
E
∥∥∇k(s)f(wt)∥∥22 + MB . (29)
We then obtain the upper bound of C4:
C4 ≤
L2g
K
E ‖zt:s − wt:0‖22
=
L2g
K
E ‖zt:s − zt:0 + zt:0 − wt:0‖22
≤ 2L
2
g
(1− β)2KB2E
∥∥∥∥∥∥
s−1∑
j=0
γk(j)
∑
i∈It
∇k(j)fi(wt)
∥∥∥∥∥∥
2
2
+
2L2g
K
E ‖pt:0‖22
≤ 2L
2
g
(1− β)2KB
K∑
k=1
γ2k
(
MkE ‖∇kf(wt)‖22 +M
)
+
2L2g
(1− β)2K
K∑
k=1
γ2kE ‖∇kf(wt)‖22 +
2L2g
K
E ‖pt:0‖22 , (30)
where the first inequality follows from ‖a + b‖22 ≤ 2‖a‖22 + 2‖b‖22 and the second inequality follows from inequality (12).
After combining (28), (29) and (30), we have:
E[f(zt:s+1)] ≤ E[f(zt:s)]−
(
γk(s)
2(1− β) −
Lk(s)γ
2
k(s)
2(1− β)2 −
Lk(s)γ
2
k(s)Mk(s)
2(1− β)2B
)
E
∥∥∇k(s)f(wt)∥∥22
+
L2gγk(s)
(1− β)3KB
K∑
k=1
γ2kMkE ‖∇kf(wt)‖22 +
L2gγk(s)
(1− β)3K
K∑
k=1
γ2kE ‖∇kf(wt)‖22
+
ML2gγk(s)
(1− β)3KB
K∑
k=1
γ2k +
Lk(s)γ
2
k(s)M
2(1− β)2B +
L2gγk(s)
(1− β)KE ‖pt‖
2
2 . (31)
Summing (31) from s = 0 to K − 1, because zt:0 = zt and zt:K = zt+1, we have:
E[f(zt+1)] ≤ E[f(zt)]−
K∑
k=1
γk
2(1− β)
(
1− Lkγk
1− β −
LkγkMk
(1− β)B
− 2L
2
gγkMk
(1− β)2KB
K∑
k=1
γk −
2L2gγk
(1− β)2K
K∑
k=1
γk
)
E ‖∇kf(wt)‖22
+
ML2g
(1− β)3KB
K∑
k=1
γk
K∑
k=1
γ2k +
K∑
k=1
Lkγ
2
kM
2(1− β)2B +
K∑
k=1
L2gγk
(1− β)KE ‖pt‖
2
2 . (32)

Lemma 3 Under Assumptions 3 and 4, after applying Eq. (2) from t = 0 to T − 1, the following inequality is satisfied that:
T−1∑
t=0
E ‖pt‖22 ≤
K∑
k=1
β4γ2kMT
(1− β)4B +
K∑
k=1
(
1 +
Mk
B
)
β4γ2k
(1− β)4
T−1∑
t=0
E ‖∇kf(wt)‖22 . (33)
Proof 5 We define pt as follows:
pt =
β
1− β (wt − wt−1 + gt−1) , (34)
where we let w−1 = w0, gt =
K∑
k=1
γk
B
∑
i∈It
∇kfi(wt) and g−1 = 0. According to the update of mini-batch NAG in Eq. (2), it
holds that:
wt+1 = wt − gt + β (wt − gt − wt−1 + gt−1) . (35)
According to the definition of pt, we have:
pt+1 = βpt − β
2
1− β gt. (36)
According to Eq. (36) and p0 = 0, we know that:
pt = βpt−1 − β
2
1− β gt−1
= − β
2
1− β
t−1∑
j=0
βt−1−jgj
= − β
2
1− β
t−1∑
j=0
βjgt−1−j . (37)
Let Γt−1 =
t−1∑
j=0
βj , we have:
E‖pt‖22 =
β4
(1− β)2E
∥∥∥∥∥∥
t−1∑
j=0
βjgt−1−j
∥∥∥∥∥∥
2
2
=
β4Γ2t−1
(1− β)2E
∥∥∥∥∥∥
t−1∑
j=0
βj
Γt−1
gt−1−j
∥∥∥∥∥∥
2
2
≤ β
4Γ2t−1
(1− β)2
t−1∑
j=0
βj
Γt−1
E ‖gt−1−j‖22
=
β4Γt−1
(1− β)2
t−1∑
j=0
βjE ‖gt−1−j‖22 , (38)
where the inequality is from the convexity of ‖‖22. We can get the upper bound of E ‖gt‖22 as follows:
E ‖gt‖22 = E
∥∥∥∥∥
K∑
k=1
γk
B
∑
i∈It
∇kfi(wt)
∥∥∥∥∥
2
2
=
K∑
k=1
γ2kE
∥∥∥∥∥ 1B ∑
i∈It
∇kfi(wt)−∇kf(wt) +∇kf(wt)
∥∥∥∥∥
2
2
=
K∑
k=1
γ2kE
∥∥∥∥∥ 1B ∑
i∈It
∇kfi(wt)−∇kf(wt)
∥∥∥∥∥
2
2
+
K∑
k=1
γ2kE ‖∇kf(wt)‖22
≤
K∑
k=1
Mγ2k
B
+
K∑
k=1
(
γ2k +
Mkγ
2
k
B
)
E ‖∇kf(wt)‖22 , (39)
where the third equality follows from E
〈
1
B
∑
i∈|It|
∇kfi(wt)−∇kf(wt),∇kf(wt)
〉
= 0 and the last inequality follows from
Assumption 4. Combining inequalities (38) and (39), we have the upper bound of E ‖(pt)k‖22 as follows:
E ‖pt‖22 ≤
K∑
k=1
β4γ2kΓt−1
(1− β)2
M
B
t−1∑
j=0
βj +
(
1 +
Mk
B
) t−1∑
j=0
βjE ‖∇kf(wt−1−j)‖22

≤
K∑
k=1
β4γ2kM
(1− β)4B +
K∑
k=1
(
1 +
Mk
B
)
β4γ2k
(1− β)3
t−1∑
j=0
βjE ‖∇kf(wt−1−j)‖22 , (40)
where the last inequality follows from Γt−1 =
t−1∑
j=0
βj = 1−β
t
1−β ≤ 11−β . Summing inequality (40) from t = 0 to T − 1, we
have:
T−1∑
t=0
E ‖pt‖22 ≤
K∑
k=1
β4γ2kMT
(1− β)4B +
K∑
k=1
(
1 +
Mk
B
)
β4γ2k
(1− β)3
T−1∑
t=0
t−1∑
j=0
βjE ‖∇kf(wt−1−j)‖22
=
K∑
k=1
β4γ2kMT
(1− β)4B +
K∑
k=1
(
1 +
Mk
B
)
β4γ2k
(1− β)3
T−1∑
t=0
E ‖∇kf(wt)‖22
T−1∑
j=t
βT−1−j
≤
K∑
k=1
β4γ2kMT
(1− β)4B +
K∑
k=1
(
1 +
Mk
B
)
β4γ2k
(1− β)4
T−1∑
t=0
E ‖∇kf(wt)‖22 , (41)
where the last inequality follows from
T−1∑
j=t
βT−1−j ≤ 11−β for any t ∈ {0, 1, ..., T − 1}.

Proof of Theorem 3
Proof 6 Following Lemma 2 and summing inequality (32) from t = 0 to T − 1, we have:
finf ≤ f(w0)−
K∑
k=1
γk
2(1− β)
(
1− Lkγk
1− β −
LkγkMk
(1− β)B −
2L2gγkMk
(1− β)2KB
K∑
k=1
γk −
2L2gγk
(1− β)2K
K∑
k=1
γk
) T−1∑
t=0
E ‖∇kf(wt)‖22
+
ML2gT
(1− β)3KB
K∑
k=1
γk
K∑
k=1
γ2k +
K∑
k=1
Lkγ
2
kMT
2(1− β)2B +
K∑
k=1
L2gγk
(1− β)K
T−1∑
t=0
E ‖pt‖22 . (42)
where we have zt = w0 and f(zT ) ≥ finf . According to Lemma 3 and inputting (41) in inequality (42), the following
inequality is satisfied that:
finf ≤ f(w0)−
K∑
k=1
γk
2(1− β)
(
1− Lkγk
1− β −
LkγkMk
(1− β)B −
2L2gβ
4γk
K∑
k=1
γk
(1− β)4K −
2L2gβ
4γk
K∑
k=1
γkMk
(1− β)4KB
− 2L
2
gγkMk
(1− β)2KB
K∑
k=1
γk −
2L2gγk
(1− β)2K
K∑
k=1
γk
) T−1∑
t=0
E ‖∇kf(wt)‖22
+
ML2gT
(1− β)3KB
K∑
k=1
γk
K∑
k=1
γ2k +
K∑
k=1
Lkγ
2
kMT
2(1− β)2B +
K∑
k=1
L2gγkβ
4MT
(1− β)5KB
K∑
k=1
γ2k. (43)
Defining κk =
Lg
Lk
≤ κ, if γk satisfies following inequalities:
Lkγk
1− β ≤
1
8
, (44)
LkγkMk
(1− β)B ≤
1
8
, (45)
2L2gβ
4γk
K∑
k=1
γk
(1− β)4K ≤
1
8
, (46)
2L2gβ
4γk
K∑
k=1
Mkγk
(1− β)4KB ≤
1
8
, (47)
2L2gγkMk
(1− β)2KB
K∑
k=1
γk ≤ 1
8
, (48)
2L2gγk
(1− β)2K
K∑
k=1
γk ≤ 1
8
, (49)
which is equivalent to γk ≤ min
{
(1−β)
8Lk
, (1−β)B8LkMk
}
and : 1K
K∑
k=1
γk ≤ min
{
(1−β)2
4β2Lg
, (1−β)
2
√
B
4β2Lg
√
Mg
, (1−β)
√
B
4Lg
√
Mg
, (1−β)4Lg
}
. It holds
that:
T−1∑
t=0
K∑
k=1
γk
8(1− β)E ‖∇kf(wt)‖
2
2 ≤ f(w0)− finf +
MT
(1− β)2B
(
1
2
K∑
k=1
Lkγ
2
k
+
L2g
(1− β)K
K∑
k=1
γk
K∑
k=1
γ2k +
β4L2g
(1− β)3K
K∑
k=1
γk
K∑
k=1
γ2k
)
≤ f(w0)− finf
+
MT
(1− β)2B
(
1
2
K∑
k=1
Lkγ
2
k +
1
4
K∑
k=1
Lgγ
2
k +
1
4(1− β)
K∑
k=1
Lgγ
2
k
)
. (50)
Let γk = γLk and dividing both sides by
K∑
k=1
T
8(1−β)γk, it holds that:
1
T
T−1∑
t=0
K∑
k=1
qkE ‖∇kf(wt)‖22 ≤
8(1− β)(f(w0)− finf)
Tγ
K∑
k=1
1
Lk
+
Mγ
(1− β)B
(
4 + 2κ+
2κ
(1− β)
)
. (51)
where qk =
1
Lk
K∑
k=1
1
Lk
.

Proof of Corollary 2
Proof 7 suppose 1−β8Lk dominates the upper bound of γk, if:
γ = min

1− β
8
,
√√√√√B(f(w0)− finf)
TM
K∑
k=1
1
Lk
 (52)
we have:
min
t∈{0,...,T−1}
K∑
k=1
qkE ‖∇kf(wt)‖22 ≤
8(f(w0)− finf)
T
K∑
k=1
1
Lk
max

8
1− β ,
√√√√√ TM K∑k=1 1Lk
B(f(w0)− finf)

+
M
(1− β)B
(
4 + 2κ+
2κ
(1− β)
)√√√√√B(f(w0)− finf)
TM
K∑
k=1
1
Lk
≤ 64(f(w0)− finf)
(1− β)T
K∑
k=1
1
Lk
+
(
8 +
1
(1− β)
(
4 + 2κ+
2κ
(1− β)
))√√√√√M(f(w0)− finf)
TB
K∑
k=1
1
Lk
. (53)
where the left side follows from min
t∈{0,...,T−1}
K∑
k=1
qkE ‖∇kf(wt)‖22 ≤ 1T
T−1∑
t=0
K∑
k=1
qkE ‖∇kf(wt)‖22. we complete the proof.

C. Neural Network Architectures
Sigmoid(nn.Linear(28*28, 200))
Sigmoid(nn.Linear(200, 200))
Sigmoid(nn.Linear(200, 200))
Sigmoid(nn.Linear(200, 200))
nn.Linear(200, 10)
(a) 5-layer FCN
Sigmoid(nn.Conv2d(1, 20, 4, 2))
Sigmoid(nn.Conv2d(20, 20, 5, 1))
Sigmoid(nn.Conv2d(20, 20, 5, 1))
Sigmoid(nn.Conv2d(20, 20, 3, 1))
nn.Conv2d(20, 10, 3, 1)
(b) 5-layer CNN
