We investigate the persistence of front propagation for functional reactiondiffusion equations
Introduction
The study of the existence and qualitative properties of traveling fronts for reaction-diffusion equations is a widely investigated field of research, due to several applications in various biological phenomena (see e.g. [14] ). The usual Fisher-KPP equation modeling a reactiondiffusion process (see [4, 10] ) is
where f ∈ C 1 [0, 1] satisfies f (0) = f (1) = 0, f (v) > 0 in (0, 1). The study of traveling wave solutions (t.w.s.) connecting the stationary states 0 and 1 has a great relevance in the investigation of the asymptotic behavior (for τ large) of a generic solution of the associated initial value problem since it is known that in certain cases the solution evolves (in some sense) towards the t.w.s. having minimal speed (see [9] ). More in detail, a t.w.s. is a solution of the equation having a constant profile: v(τ, x) = u(x − cτ ) for some function u ∈ C 2 (R) (the wave profile) and constant c (the wave speed). It is well-known that each t.w.s. is monotone, and that there is a threshold value c * such that there exist fronts having speed c if and only if c ≥ c * and the stable t.w.s. corresponds to the minimal speed c * . This value is unknown in general, but the following estimate holds (see, e.g., [1] ):
Of course, when f is concave, the inequalities in the previous formula are actually equalities and c * = 2 f (0). The research in this field has been carried out also for equations having non-constant diffusivity or in the presence of a convective term. We refer to the monographs [3, 5, 14, 16] and references therein contained.
Recently, some models of non-local reaction-diffusion equations have been proposed by Gourley (see [6] ), in which the reaction term contains a convolution integral In this setting the non-local term has the meaning of a weighted average of the density v and models interactions between individuals competing not only with those localized at their own point, but also with individuals in other points of the domain. A prototype kernel is the so-called Laplace exponential distribution We underline that both in the non-local setting and in the delayed one, we obtain the existence of t.w.s. when the speed c lies in a certain interval [c * 1 , c * 2 ]. We show that in both cases, when the model tends to the usual Fisher-KPP one, for instance when the delay tends to 0 or the kernel in the non-local equation tends to the Dirac delta function, then the left endpoint c * 1 tends to the threshold value c * of the non-functional equation and the right endpoint c * 2 diverges to +∞. Our approach is based on fixed point techniques combined to the method of upper and lower-solutions, following an idea considered by Ma in [11] (see Sect. 2). In Sects. 3 and 4, we present general existence results, which are applied to non-local or delayed equations in Sect. 5. Finally, in Sect. 6, we discuss the results and the open problems.
An Auxiliary Problem
This section is devoted to some preliminary results related to an auxiliary linear problem.
, in what follows we will consider the function u h : R → R defined by
where α 1 < 0 < α 2 are the solutions of the algebraic equation
The following result concerns some properties of the function u h .
Lemma 2.1 Let h ∈ L ∞ (R). Then
(i) u h is a C 1 -function on R, with u h a.e. differentiable, and 
2) holds for every t ∈ R. Therefore, u h is absolutely continuous in every compact interval and
Recalling that α 1 and α 2 satisfy the equation
for a.e. t ∈ R, and assertion (i) is proved. Property (ii) is immediate. Let us prove (iii). If h(t) ≥ −β for a.e. t ∈ R, then for every t ∈ R we have
As for property (iv), let us fix T > 0 and observe that
with σ = s − T . Thus, 
Let BC(R) denote the space of all bounded continuous maps u : R → R. For every ρ > 0, we can introduce a norm · ρ in the space BC(R) by defining
From now on, BC ρ (R) will denote the space BC(R) endowed with the norm · ρ . As it is easy to check, BC ρ (R) is a Banach space. Let us define the linear operator S in BC ρ (R) by
where u h was defined in (2.1). By virtue of property (iii) of Lemma 2.1, if h(t) ∈ [−β, 0] for every t ∈ R, then 0 ≤ S(h)(t) ≤ 1 for every t ∈ R. Moreover, from the linearity of S and property (ii) of the same Lemma we conclude that S is monotone decreasing with respect the partial ordering in BC(R) induced by the cone K := {h ∈ BC(R) : h(t) ≥ 0 for every t ∈ R}, i.e.
(2.4) Finally, from property (i) of Lemma 2.1, it follows that S(h) is a solution of the following second order linear differential equation:
The next Lemma states that S is continuous with respect to the norm · ρ for ρ > 0 small enough.
Proof By the linearity of S it suffices to prove the continuity at the origin. To this aim, notice that Then,
We now proceed distinguishing the two cases t ≥ 0 and t < 0. If t ≥ 0, by the upper limitations on ρ we have 
since being α 2 + ρ > 0 we get 0 < e (α 2 +ρ)t < 1 for every t < 0. Thus, by (2.7)
where (2.9) and the definition of S we conclude
In the sequel we will need to consider the operator S for varying values of c. In such situations, we will write S c to emphasize the dependence on the value c. The following proposition concerns the behavior of the operator S with respect to c.
Proposition 2.3
Let (c n ) n be a sequence of numbers converging to some c * ∈ R. Moreover, let (h n ) n be a sequence in BC(R) of equibounded functions, pointwise convergent to some h * . Then, the sequence (S c n (h n )) n pointwise converges to S c * (h * ).
Proof Since the sequence (h n ) n is equibounded, then there exists a positive value K > 0 such that |h n (t)| ≤ K for every t ∈ R and n ∈ N. So, denoted by α 1 (c n ) < 0, α 2 (c n ) > 0 the two roots of the algebraic equation
as n → +∞. Hence, recalling the definition of the operator S c we obtain
Our approach for finding heteroclinic solutions is based on the method of super and subsolutions, which will serve as barriers. The following result states conditions which guarantee that a function φ is a lower [upper] bound for the operator S. 
Lemma 2.4 Let φ ∈ BC(R) be given. Assume that there exist
Then we have
Proof Let us prove statement (i) (the other one being analogous).
Integrating by parts on each interval (τ i , τ i+1 ) and recalling that α 1 < 0 < α 2 are the solutions of the equation
. . , N with the convention e −α 2 (+∞) = 0. On the other hand,
Therefore, recalling that
By the continuity of φ and u h 0 , the statement holds for every t ∈ R.
An Existence Result
Consider the following functional equation:
where c > 0, and F : C(R) → C(R) is a given operator.
In the sequel we assume that there exists β > 0 such that the following conditions hold:
(H2) u monotone decreasing ⇒ F(u) + βu monotone decreasing.
Fixed a value β > 0 in such a way that conditions (H1) and (H2) hold, define F :
By using the operator F , Eq. (3.1) can be equivalently written as follows:
(3.2)
, let us consider the following subset of BC(R):
By assumption (H1), we have F (u) ∈ BC(R) for every u ∈ , so we can define the composition operator
Notice that a function u ∈ is a fixed point for the operator G if and only if it is a solution of Eq. (3.2). Hence the study of the existence of solutions of (3.1) reduces to the existence of fixed points for the operator G, as we do in the following theorem.
Theorem 3.1 Assume that conditions (H1) and (H2) are satisfied. Moreover, assume that the operator F
Proof First note that as an immediate consequence of conditions (H1), (H2) and statements (iii)-(iv) of Lemma 2.1, we have
Moreover, G is continuous in with respect to the norm · ρ , indeed if (u n ) n is a sequence in converging to u ∈ , then
where k = k(ρ) is the constant given by Lemma 2.2. Then, the continuity of G follows from the continuity of F. Observe now that is a nonempty, convex subset of the Banach space BC ρ (R), so in order to apply the Schauder fixed point theorem it remains to show that is compact.
To this purpose, let (u n ) n be a given sequence in . By the definition of we get that (u n ) n is equibounded and equiuniformly continuous. So, by the Ascoli-Arzelà theorem, its restriction to the interval
Consider now the "diagonal" subsequence (u n k,k ) k and the function v : R → R defined by v(t) = v m (t) if t ∈ I m . Clearly, v is well defined, continuous and decreasing; moreover 0 ≤ v(t) ≤ 1 for any t ∈ R, and |v(t 1 ) − v(t 2 )| ≤ M|t 1 − t 2 | for and any t 1 , t 2 ∈ R; that is, v belongs to .
Finally, fix ε > 0 and choose L ∈ N such that e −ρ|t| < ε 2 for any t with |t| > L. We have
3)
Hence, there existsk > L such that for any k >k one has
Consequently, taking (3.3) into account we get ||u n k,k − v|| ρ < ε for every k >k i.e. the sub-sequence (u n k,k ) k converges to v with respect to the norm · ρ and then is compact. By applying the Schauder fixed point Theorem we achieve the existence of a fixed point for the operator G and this concludes the proof.
The following Proposition concerning the asymptotical properties of the decreasing solutions of Eq. (3.1), will be used in the sequel. 
and by the assumption (3.4) we deduce the existence in R∪{±∞} of the limit lim t→+∞ u (t), which has to be null by the boundedness of the function u(t). Similarly we can prove that u (−∞) = 0. Moreover, from the previous equation, taking the limits as t → +∞, τ → −∞ one derives that c has the sign of the operator F. Finally, by assumptions (H1)-(H2) we have that F(u)(t) + βu(t) is a decreasing bounded function, so there exist in R the limits F(u)(±∞). Hence, by Eq. (3.1) there exist in R also the limits u (±∞), which have to be null owing to the boundedness of u as |t| → +∞.
Boundary Value Problem
In this section, we finally investigate the solvability of the following boundary value problem:
Note that the solution of Eq. (3.1) found in the proof of Theorem 3.1 may be trivial, i.e. constant. In order to obtain heteroclinic solutions we need further conditions, such as the existence of suitable super and sub-solutions. To this end, let us now introduce the following definition. 
(iii) the following differential inequality holds:
Remark 4.2
The enlargement of the class of admissible super and sub-solutions to possible non-smooth functions is motivated by the difficulty to find well-ordered smooth super and sub-solutions, due to the lack of monotonicity of F (see [13] for recent comparison results for non-functional equations). In this setting, the relation between the left and right derivatives in the non-smoothness points (condition (ii)) is fundamental. Recently, some papers appeared using a more general definition, without requiring (ii) (see [7, 8, 12, 15, 17] ), but the arguments there used do not work (see [18] ).
The following theorem provides sufficient conditions for the solvability of problem (4.1). 
For fixed 0 < ρ < min{−α 1 , α 2 }, assume that the operator F : 
If φ and ψ further satisfy
then u solves the boundary value problem (4.1) too.
Proof Let and G be as in Sect. 3. Consider the following subset of BC(R):
Of course,ˆ is also nonempty and convex. Moreover, since it is a closed subset of , which is compact,ˆ is also compact in the Banach space BC ρ (R).
Observe now that G(ˆ ) ⊆ˆ . Indeed, we already proved that G( ) ⊆ , so it suffices to show that
(4.2)
Let us prove that G(u)(t) ≥ φ(t) for every t ∈ R (the other inequality being similar). Notice that condition (H3) implies that F (u)(t) ≤ F (φ)(t) for every t ∈ R. So, defined η : R → R by η(t) = φ (t) + cφ (t) − βφ(t), a.e. t ∈ R, we have η ∈ L ∞ (R), and F (φ)(t) ≤ η(t) a.e. t ∈ R as φ is a sub-solution. Moreover, S(η)(t) ≥ φ(t) for every t ∈ R by Lemma 2.4.
Consequently, by the monotonicity the of operator S we get
G(u)(t) = S(F (u))(t) ≥ S(F (φ))(t) ≥ S(η)(t) ≥ φ(t) for every t ∈ R.
Thus, G(ˆ ) ⊆ˆ . Moreover, we already proved in Theorem 3.1 that G is continuous in . So, by applying again the Schauder fixed point theorem it follows that G has a fixed point u ∈ˆ , which results to be a solution of Eq. (3.1). Moreover, if 0 ≤ φ(t) ≤ u(t) ≤ ψ(t) ≤ 1 for every t ∈ R, the conditions φ(−∞) = 1 and ψ(+∞) = 0 respectively imply that u(−∞) = 1 and u(+∞) = 0 and, consequently, u is a solution of problem (4.1).
Concerning the properties of the set of the values of the speed c for which problem (4.1) admits solutions, we are able to prove that it is closed provided that the problem is autonomous, in the sense specified by the following definition.
Definition 4.4 We will say that the boundary value problem (4.1) is autonomous, if the following property holds: u(t) is a solution to (4.1) ⇒ u(t + k)
is a solution to (4.1) too, for every k ∈ R.
Proposition 4.5 Let F : C(R) → C(R) be a continuous operator with respect to the norm · ρ , satisfying assumptions (H1)-(H2) and (3.4). Assume that problem (4.1) is autonomous and
There exist lim 
Then C is a closed set (possibly empty).
Proof As we already observed in the previous section, a decreasing function u is a solution to Eq. (3.1) if and only if it is a fixed point for the operator G. Since now the parameter c is not fixed, from now on we use the notation G c to make explicit the dependence on the speed c. Assume that C is nonempty and take a sequence (c n ) n in C converging to a value c * . Let u n (t) denote a decreasing solution to problem (4.1) for c = c n , satisfying u n (0) = 1 2 (this is possible since the problem is autonomous). By Lemma 2.1, part (iii), we deduce that
Hence, by the same argument used in the proof of Theorem 3.1 for proving that is compact, one can show that there exists a sub-sequence, again denoted (u n ) n , uniformly converging in every compact set to a decreasing function u * . By the continuity of operator F and assumption (H1), we get that (F(u n )) n is an equibounded sequence pointwise convergent to F (u * ). So, by Proposition 2.3 we deduce
Therefore, the function u * is a fixed point for the operator G c * and this means that it is a solution of Eq. 
Remark 4.6
Notice that in the previous Proposition we have just proved that C is closed, but actually we neither know if it is connected (an interval) nor if it is bounded or unbounded (see Sect. 6 for a more detailed discussion on this subject).
Applications and Examples
In this section, we present some non-local reaction-diffusion equations which can be handled by means of the approach we introduced here. More in detail, as mentioned in the Introduction, we refer to models whose reaction term has a retarded component or depends on a convolution integral. 
Reaction-Diffusion Equations with Delay
where
In the sequel we will assume that the constant functions 0 and 1 are stationary states for the Eq. When searching for traveling wave solutions connecting the equilibria 0 and 1, put t := x − cτ, u(t) = u(x − cτ ) and consider the functional boundary value problem
where u t,c ∈ C([−T * , 0]) is the function defined by
In order to treat such a problem by means of the approach presented here, we deal with reaction terms having the following structure: 
f 2 is Lipschitzian with Lipschitz constant L.
For every c > 0 let F c : C(R) → C(R) denote the operator defined by
Of course, the operator F c is continuous (with respect to the norm · ρ ).
The following Lemma concerns the applicability of the method presented in the previous sections. 
u)(t)+ βu(t) ≥ 0 for every u ∈ C(R). Moreover, by (F2-A) and (F2-B) we have
If u is monotone decreasing, then for fixed t 1 < t 2 we have u(
Hence,
i.e. condition (H2).
condition (H3).
The following existence result shows that a pair of ordered super-and sub-solutions can be found under very mild assumptions on the non-functional term f 2 , provided that the functional term f 1 depends on a simple discrete delay. Moreover, we also obtain an estimate of the rate of decay as t → +∞. In this context, we adopt the notation 
Proof In view of Lemma 5.1 and Theorem 4.3, we only need to find a pair of ordered super and sub-solutions. To this aim, put K := f 2 (0) and let us consider the function
Since H is a continuous function satisfying
is a nonempty closed set. Put
As a consequence of the previous definition, for every c, T there exists a positive value = (c, T ) < λ, such that
Now, given M > 1, consider the function
Let t * denote the positive value such that Me − t * = 1. Of course, ψ is a decreasing function satisfying ψ(−∞) = 1, ψ(+∞) = 0. Observe that
Therefore, by (5.4) we have > 0 and recalling that λ 2 − cλ + K e −cλT = 0, the last term in the previous chain of equalities becomes
Let us now consider the function h(c) :
for such values of T we get that the term in (5.9) is negative for every t ∈ R and this means that ψ is a super-solution.
Let us now show that if we take α < 1 − 1 M , then φ(t) < ψ(t) for every t ∈ R. Such a relation is trivial for t ≤ t * , whereas for every t ≥ t * , since e −λt < e − t ≤ e − t * = 1 M , we have
1+αe λt = ψ(t) for every t ≥ t * . Therefore, by applying Theorem 4.3, we deduce that the differential equation in (5.2) admits a decreasing solution u satisfying φ(t) ≤ u(t) ≤ ψ(t) for every t ∈ R. This immediately implies that u(+∞) = 0, so it remains to show that u(−∞) = 1.
In order to do this, observe that by Proposition 3.2 we have u (−∞) = u (−∞) = 0, so also lim n→+∞ f (u −n,c ) = 0. Put := u(−∞), it is easy to see that the sequence of function (u −n,c (θ )) n uniformly converges to the constant function u(θ ) ≡ . Indeed, for every fixed > 0, lett be such that |u(t) − | < for every t <t . So, if we taken =n > cT * −t then for every n ≥n and θ ∈ [−T * , 0] we have −n − cθ ≤ −n + cT * <t , so
Thus, by the continuity of f we get f ( ) = 0 and being > 0, by assumptions (F1-A) and (F2-A) we deduce = 1. Finally, as regards the rate of decay, since φ(t), ψ(t) ≈ e −λt as t → +∞, also u(t) does.
In the previous theorem, we fixed a generic speed c > 2 √ K and show that if the delay T is sufficiently small there exists a front having speed c. In the following result we change point of view, indeed we show that for every fixed delay T > 0 there exists a bounded interval such that if the speed c belongs to it then there exists a traveling wave having speed c. Finally, as regards the behavior of c * for T small, observe that
is a continuous function of T taking value on R ∪ {+∞} and c * * (0) = +∞, by virtue of (5.10). So, the assertion follows.
We present now an example of applications of the results in this section.
Example 5.4 Let us consider the delayed reaction-diffusion equation
we can apply Theorems 5.2 and 5.3 to deduce the existence of travelling fronts.
Non-Functional Fisher-KPP Equations
Despite the present research is motivated by the study of non-local reaction-diffusion equations, we wish to show how we can fruitfully treat also the non-functional case by means of our approach. Let us consider the classical equation
Notice that F is a continuous operator with respect the norm · ρ , for every ρ > 0, since f is a continuous function.
the Lipschitz constant of f , it is immediate to verify that the operator F satisfies the assumptions (H 1) − (H 3). Moreover, as an application of Theorem 4.3, we can derive the following result, which is well-known. 
Moreover, u(t) ≈ e −λt as t → +∞ (see (5.3) ), where λ = 
Therefore, considered the function φ(t) := δ max{0, (1 − Me − t )e −λt } ≤ δ (with λ = 
Therefore, ψ is a super-solution. Finally, one can easily verify that φ(t) < ψ(t) for every t ∈ R. Hence, by applying Theorem 4.3 we deduce the existence of a decreasing solution u(t) satisfying φ(t) ≤ u(t) ≤ ψ(t) for every t ∈ R, implying u(+∞) = 0 with u ≈ e −λt as t → +∞. Being f (u) > 0 for every u ∈ (0, 1) and applying Proposition 3.2, we necessarily have u(−∞) = 1 and this concludes the proof.
Reaction-Diffusion Equations With Convolution Integrals
Let us consider the non-local reaction-diffusion equation
where : R → R is a continuous, non-negative map satisfying When searching for traveling wave solutions v(τ, x) = u(x − cτ ), the change of variable t = x − cτ leads to consider the functional boundary value problem (recall that the convolution product is commutative)
(5.14)
In order to treat such a problem by means of the approach presented here, define F :
Notice that F is a continuous operator.
The following Lemma concerns the applicability of the method presented in the previous sections.
Lemma 5.6
Assume that the function f 0 satisfies the properties listed above. Then, the operator F satisfies assumptions (H1)-(H3) with β ≥ L.
Proof As for property (H1), assume 0 ≤ u(t) ≤ 1 for any t ∈ R. Then, F(u)(t) + βu(t) ≥ 0 for any t. Moreover, by (F0-A) and (F0-B) we have
and, being β ≥ L, we deduce since β ≥ L. Hence, condition (H2) is satisfied. The proof of the validity of (H3) is analogous.
In order to present a concrete application of our existence result, let us consider the particular function 0 (t) = Then, the function ψ(t) is a super-solution.
Finally, note that φ(t) < ψ(t) for every t ∈ R. In fact, this is trivial for t ≤ t * , whereas for every t ≥ t * we have
Therefore, by applying Theorem 4.3 we deduce that the differential equation in (5.14) admits a decreasing solution u satisfying φ(t) ≤ u(t) ≤ ψ(t) for every t ∈ R. This immediately implies that u(+∞) = 0. Finally, by arguing as in the proof of Theorem 5.2, one can prove that u(−∞) = 1 and the proof is complete.
Similarly to what we done in the case of delayed equation, we present now an example of application of the previous result.
