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Abstract
We prove existence and uniqueness of mild and generalized solutions for a class
of stochastic semilinear evolution equations driven by additive Wiener and Poisson
noise. The non-linear drift term is supposed to be the evaluation operator associated
to a continuous monotone function satisfying a polynomial growth condition. The
results are extensions to the jump-diffusion case of the corresponding ones proved
in [4] for equations driven by purely discontinuous noise.
1 Introduction
The purpose of this note is to show that stochastic evolution equations of the type
du(t) +Au(t) dt+ f(u(t)) dt = B(t) dW (t) +
∫
Z
G(z, t) µ¯(dz, dt), u(0) = u0, (1)
where A is a linear m-accretive operator on a Hilbert space H, f : R → R a monotone
increasing function of polynomial growth, W is a cylindrical Wiener noise on H, and
µ¯ is a compensated Poisson random measure, admit a unique mild solution. Precise
assumptions on the space on which the equation is considered and on the data of the
problem are given in the next section.
Global well-posedness of (1) in the case of purely discontinuous noise (i.e. with
B ≡ 0) has been proved in [4] showing that solutions to regularized equations converge
to a process which solves the original equation. This is achieved proving a priori esti-
mates for the approximating processes by rewriting the regularized stochastic equations
as deterministic evolution equations with random coefficients and using monotonicity
arguments. These a priori estimates essentially rely, in turn, on a maximal inequality of
Bichteler-Jacod type for stochastic convolutions on Lp spaces with respect to compen-
sated Poisson random measures, also proved in [4].
The well-posedness results of [4] will be here extended to the more general class
of equation (1). We shall adapt the method used in [4], but instead of rewriting the
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regularized (stochastic) equations as deterministic equations with random coefficients,
we shall rewrite them as stochastic equations driven just by Wiener noise (we might say
that, in a sense, we “hide the jumps”), the solutions of which will be shown to satisfy
suitable a priori estimates allowing to pass to the limit in the regularized equations.
The result might be interesting even in the case of equations driven only by a Wiener
process (i.e. with G ≡ 0). In fact, the usual approach to establish well-posedness for
such equations (cf. e.g. [1, 2]) is to rewrite them as deterministic equations with random
coefficients and to consider them on a Banach space of continuous functions. This
approach requires the stochastic convolution to have paths in such a space of continuous
functions. The latter condition is not needed in our setting.
Let us conclude this introductory section with some words about notation used
throughout the paper: a . b stands for a ≤ Nb for some constant N (if the con-
stant N depends on parameters p1, . . . , pn we shall write N(p1, . . . , pn) and a .p1,...,pn,
respectively). For any p ≥ 0, we set p∗ := p2/2. Given two (metric) spaces E, F , we
shall denote the space of Lipschitz continuous functions from E to F by C˙0,1(E → F ).
The duality mapping of a Banach space E with dual E′ and duality form 〈·, ·〉 is the
(multivalued) map J : E → 2E
′
, J : x 7→ {x∗ ∈ E′ : 〈x∗, x〉 = ‖x‖2E}.
2 Main result
Let (Ω,F , (Ft)0≤t≤T ,P), with T > 0 fixed, be a filtered probability space satisfying the
usual conditions, and let E denote expectation with respect to P. All stochastic elements
will be defined on this stochastic basis, and any equality or inequality between random
quantities will be meant to hold P-almost surely. Let (Z,Z,m) be a measure space, µ¯ a
Poisson measure on [0, T ]×Z with compensator Leb⊗m, where Leb stands for Lebesgue
measure. Let D be an open bounded subset of Rd with smooth boundary. All Lebesgue
spaces on D will be denote without explicit mention of the domain, e.g. Lp := Lp(D).
We shall sometimes denote L2 by H. Given q ≥ 1 and a Banach space E, we shall
denote the set of all E-valued random variables ξ such that E|ξ|q < ∞ by Lq(E). We
call Hp(E) the set of all adapted E-valued processes such that
‖u‖Hp(E) :=
(
E sup
t≤T
‖u(t)‖pE
)1/p
<∞.
For compactness of notation, we shall also write Lq in place of Lq(Lq). and Hq in place
of Hq(Lq). We shall denote by W a cylindrical Wiener process on L2(D).
Let f : R → R be a monotone increasing function with f(0) = 0, for which there
exists p ≥ 2 such that |f(r)| . 1 + |r|p/2 for all r ∈ R.
Let A be a linear (unbounded) m-accretive operator in the spaces H = L2, E := Lp
and Lp∗ , and assume that S, the strongly continuous semigroup generated by −A on E,
is analytic. We shall not distinguish notationally the different realizations of A and S
on the above spaces.
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Denoting by γ(H → E) the space of γ-radonifying operators from H to E, for any
q ≥ 1, the class of adapted processes B : [0, T ]→ L(H → E) such that
‖B‖q
L
γ
q
:= E
∫ T
0
‖B(t)‖qγ(H→E) dt <∞
will be denoted by Lγq (H → E). Similarly, denoting the predictable σ-algebra by P and
the Borel σ-algebra of Rd by B(Rd), the space of P ⊗ Z ⊗ B(Rd)-measurable processes
g : [0, T ] × Z ×D → R such that
‖g‖qLm
q
:= E
∫ T
0
∫
Z
‖g(t, z)‖qLq m(dz) dt+ E
∫ T
0
(∫
Z
‖g(t, z)‖2Lq m(dz)
)q/2
dt <∞
will be denoted by Lmq . It was proved in [4] that, for any strongly continuous semigroup
of positive contractions R on Lq, q ∈ [2,∞[, one has the maximal inequality
E sup
t≤T
∥∥∥
∫ t
0
∫
Z
R(t− s)g(s, z) µ¯(ds, dz)
∥∥∥q
Lq
. ‖g‖qLmq . (2)
Let us now define mild and generalized solutions of (1).
Definition 1. Let u0 be an H-valued F0-measurable random variable. A (strongly)
measurable adapted H-valued process u is a mild solution to (1) if, for all t ∈ [0, T ],
u(t) +
∫ t
0
S(t− s)f(u(s)) ds
= S(t)u0 +
∫ t
0
S(t− s)B(s) dW (s) +
∫ t
0
∫
Z
S(t− s)G(s, z) µ¯(dz, ds)
and all integrals are well-defined.
As is well known, the stochastic convolution with respect to W is well-defined if the
operator Qt is nuclear for all t ∈ [0, T ], where
Qt :=
∫ t
0
S(t− s)B(s)B∗(s)S∗(t− s) ds.
This condition is verified, for instance, if B ∈ Lγ2 , i.e. if
E
∫ T
0
‖B(s)‖2γ(H→H) ds <∞
(recall that γ(H → H) is just the space of Hilbert-Schmidt operators from H to itself).
Similarly, the stochastic convolution with respect to µ¯ is well-defined if G ∈ Lm2 , i.e. if
E
∫ T
0
∫
Z
‖G(s, z)‖2L2 m(dz) ds <∞.
The deterministic convolution term is well-defined if f(u) ∈ L1([0, T ] → H), or if u ∈
Lp/2([0, T ]→ Lp).
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Definition 2. A process u ∈ H2(T ) is a generalized solution to (1) if there exist {u0n}n ⊂
Lp, {Bn}n ⊂ L
γ
p , {Gn}n ⊂ L
m
p∗, and {un}n ⊂ H2(T ) such that u0n → u0 in L2, Bn → B
in Lγ2 , Gn → G in L
m
2 and un → u in H2(T ) as n →∞, where un is the (unique) mild
solution of
dun(t) +Aun(t) dt+ f(un(t)) dt = Bn(s) dW (t) +
∫
Z
Gn(z) µ¯(dt, dz), un(0) = u0n.
Here are the results, which will be proved in the next sections.
Theorem 3. Assume that u0 ∈ Lp, B ∈ L
γ
p and G ∈ Lmp∗. Then there exists a unique
ca`dla`g mild solution u ∈ H2 to equation (1) such that f(u) ∈ L
1[0, T ]→ H).
Theorem 4. Assume that u0 ∈ L2, B ∈ L
γ
2 , G ∈ L
m
2 . Then there exists a unique
generalized solution to equation (1).
Remark 5. By inspection of the corresponding proof in [4], it is clear that the same
argument applies to Theorem 3 if one assumes B ∈ Lγp∗, i.e.
E sup
t≤T
‖WA(t)‖
p∗
Lp∗
<∞.
In the proof of Theorem 3 below we show that B ∈ Lγp∗ is too strong an assumption,
and that B ∈ Lγp is enough. It is natural to conjecture that also G ∈ Lmp∗ is too strong,
and it should suffice to assume G ∈ Lmp . Unfortunately, thus far we have not been able
to replace the exponent p∗ by p in the hypotheses on G of Theorem 3.
3 Proofs
3.1 Proof of Theorem 3
Let fλ := λ
−1(I − (I +λf)−1), λ > 0, be the Yosida approximation of f , and recall that
fλ ∈ C˙
0,1(R), with ‖fλ‖C˙0,1 ≤ 2/λ. Let us consider the regularized equation
duλ(t)+Auλ(t) dt+fλ(uλ(t)) dt = B(t) dW (t)+
∫
Z
G(z, t) µ¯(dz, dt), uλ(0) = u0. (3)
Assuming that B ∈ Lγp and G ∈ Lmp , one could prove by a fixed point argument that (3)
admits a unique ca`dla`g mild E-solution (by which we mean, here and in the following,
a mild solution with values in E). However, we prefer to proceed in a less direct way,
for reasons that will become apparent later. In particular, we “hide the jumps” in (3)
writing an equation for the difference between uλ and the stochastic convolution with
respect to the Poisson random measure as follows: setting, for notational compactness,
WA(t) :=
∫ t
0
S(t− s)B(s) dW (s), GA(t) :=
∫ t
0
∫
Z
S(t− s)G(s, z) µ¯(ds, dz),
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the integral form of (3) reads
uλ(t) +
∫ t
0
S(t− s)fλ(uλ(s)) ds = S(t)u0 +WA(t) +GA(t), (4)
which can be equivalently written as
uλ(t)−GA(t) +
∫ t
0
S(t− s)fλ(uλ(s)−GA(s) +GA(s)) ds = S(t)u0 +WA(t),
hence also, setting vλ := uλ −GA and f˜λ(t, y) := fλ(y +GA(t)), for y ∈ R and t ≥ 0, as
vλ(t) +
∫ t
0
S(t− s)f˜λ(vλ(s)) ds = S(t)u0 +WA(t),
which is the mild form of
dvλ(t) +Avλ(t) dt+ f˜λ(t, vλ(t)) dt = B(t) dW (t), vλ(0) = u0. (5)
It is clear that vλ is a mild E-solution of (5) if and only if vλ +GA is a mild E-solution
of (3).
In the next Proposition we show that (5) admits a unique mild E-solution vλ, hence
identifying also the unique E-mild solution of (3).
Proposition 6. If u0 ∈ Lp, B ∈ L
γ
p and G ∈ Lmp , then equation (5) admits a unique
ca`dla`g mild E-solution vλ ∈ Hp. Therefore equation (3) admits a unique ca`dla`g mild
E-solution uλ ∈ Hp, and uλ = vλ +GA.
Proof. We use a fixed point argument on the space Hp. Let us consider the operator
F : Hp ∋ φ 7→
(
t 7→ S(t)u0 −
∫ t
0
S(t− s)f˜λ(s, φ(s)) ds +WA(t)
)
.
We shall prove that F is a contraction on Hp, if T is small enough. Since u0 ∈ Lp and S
is strongly continuous on Lp, it is clear that we can (and will) assume, without loss of
generality, that u0 = 0. Then
∥∥F(φ)∥∥
Hp
≤
∥∥S ∗ f˜λ(·, φ)∥∥Hp +
∥∥WA∥∥Hp .
By a maximal inequality for stochastic convolutions we have
‖WA‖
p
Hp
. E
∫ T
0
‖B(t)‖pγ(H→E) dt,
where the right-hand side is finite by assumption. Moreover, Jensen’s inequality and
strong continuity of S on Lp yield
E sup
t≤T
∥∥∥
∫ t
0
S(t− s)f˜λ(s, φ(s)) ds
∥∥∥p
E
.T E sup
t≤T
∥∥f˜λ(t, φ(t))∥∥pE .
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Since ‖fλ‖C˙0,1 ≤ 2/λ, we have
|f˜λ(t, x)− f˜λ(t, y)| = |fλ(x+GA(t))− fλ(y +GA(t))| ≤
2
λ
|x− y|,
hence
|f˜λ(t, x)| ≤ |f˜λ(t, x)− f˜λ(t, 0)| + |f˜λ(t, 0)|
≤
2
λ
|x|+ |fλ(GA(t))| ≤
2
λ
|x|+
2
λ
|GA(t)|,
thus also
E sup
t≤T
∥∥f˜λ(t, φ(t))∥∥pE .λ E sup
t≤T
‖φ(t)‖pE + E sup
t≤T
‖GA(t)‖
p
E ,
where the right-hand side is finite because of (2) and because G ∈ Lmp by hypothesis.
We have thus proved that F(Hp) ⊆ Hp. Since x 7→ f˜λ(t, x, ω) is Lipschitz continuous,
uniformly over t ∈ [0, T ] and ω ∈ Ω, analogous computations show that F is Lipschitz
on Hp, with a Lipschitz constant that depends continuously on T . Choosing T = T0, for
a small enough T0 such that F is a contraction, and then covering the interval [0, T ] by
intervals of lenght T0, one obtains the desired existence and uniqueness of a fixed point
of F in a standard way.
Remark 7. (i) Note that we have assumed the more natural condition G ∈ Lmp for the
well-posedness of the regularized equation (3) rather than G ∈ Lmp∗. Let us show that the
latter condition also ensures that ‖GA‖Hp is finite: since D has finite Lebesgue measure
and p∗ = p2/2 ≥ p, Ho¨lder’s inequality implies
E sup
t≤T
‖GA(t)‖
p
Lp
.D E sup
t≤T
‖GA(t)‖
p
Lp∗
≤
(
E sup
t≤T
‖GA(t)‖
p∗
Lp∗
)2/p
<∞.
(ii) The previous existence and uniqueness result also follows by an adaptation of [6,
Thm. 6.2], which is a more general and more precise result about well-posedness for
equations with Wiener noise and Lipschitz coefficients. In [6] the nonlinearity in the
drift is Lipschitz continuous and satisfies a linear growth condition with a constant that
does not depend on t and ω, hence it does not apply directly to our situation. A reasoning
completely analogous to the above one permits however to circumvent this problem.
We shall need the following a priori estimate for the solution to the regularized
equation (3).
Lemma 8. Assume that u0 ∈ Lp, B ∈ L
γ
p and G ∈ Lmp∗. Then there exists a constant
N , independent of λ, such that
E sup
t≤T
‖uλ(t)‖
p
E ≤ N
(
1 + E‖u0‖
p
E
)
.
6
Proof. Let vλ be the mild E-solution to (5). For ε > 0, set
uε0 := (I + εA)
−1u0, B
ε(t) := (I + εA)−1B(t),
gλ(t) := f˜λ(t, vλ), g
ε
λ(t) := (I + εA)
−1gλ(t),
and let wελ be the mild E-solution to
dwελ +Awλ dt+ g
ε
λ dt = B
ε dW, wελ(0) = u
ε
0,
that is
wελ(t) = S(t)u
ε
0 −
∫ t
0
S(t− s)gελ(s) ds+
∫ t
0
S(t− s)Bε(s) ds
for all t ∈ [0, T ]. It is easily seen that wελ is a strong solution, i.e. that one has
wελ(t) +
∫ t
0
(
Awελ(s) + g
ε
λ(s)
)
ds = uε0 +
∫ t
0
B(s) dW (s)
for all t ∈ [0, T ], and that wελ = (I + εA)
−1vλ → vλ in Hp as ε → 0. We are going to
apply Itoˆ’s formula (in particular we shall use the version in [5, Thm. 3.1]) to obtain
estimates for ‖wελ‖
p
E . To this purpose, we have to check that
E
(∫ T
0
‖b(t)‖E dt
)p
<∞,
where b := Awελ + g
ε
λ. One has
E
(∫ T
0
‖b(t)‖E dt
)p
. E
∫ T
0
‖b(t)‖pE dt . E
∫ T
0
‖Awελ‖
p
E dt+ E
∫ T
0
‖gελ‖
p
E dt,
where
‖Awελ‖E = ‖A(I + εA)
−1vλ‖E .ε ‖vλ‖E
and
‖gελ‖E = ‖(I + εA)
−1fλ(vλ +GA)‖E ≤ ‖fλ(vλ +GA)‖E .λ ‖vλ‖E + ‖GA‖E ,
hence
E
(∫ T
0
‖b(t)‖E dt
)p
.λ,ε,T ‖vλ‖
p
Hp
+ ‖GA‖
p
Hp
<∞,
which justifies applying Itoˆ’s formula. Setting ψ(x) := ‖x‖pE , we have
ψ(wελ) +
∫ t
0
〈Awελ + g
ε
λ, ψ
′(wελ)〉 ds =
∫ t
0
ψ′(wελ)B(s) dW (s) +R(t),
where R is a “remainder” term, the precise definition of which is given in [5]. Note that
ψ(u) =
(
‖u‖2E
)p/2
and ψ′(u) = p|u|p−2u = p‖u‖p−2E J(u), where J is the duality mapping
of E,
J : u 7→ u|u|p−2‖u‖2−pE ,
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i.e. J is the Gaˆteaux (and Fre´chet) derivative of ‖ · ‖2E/2. Since A is m-accretive on E,
it holds
〈Awελ, ψ
′(wελ)〉 = p‖w
ε
λ‖
p−2
E 〈Aw
ε
λ, J(w
ε
λ)〉 ≥ 0.
Moreover, there exists δ > 0 and N = N(δ) > 0 such that (cf. [5])
E sup
t≤T
|R(t)| ≤ δE sup
t≤T
‖wελ(t)‖
p
E +NE
(∫ T
0
‖B(s)‖2γ(H→E) ds
)p/2
and, by some calculations based on Young’s and Burkholder’s inequalities,
E sup
t≤T
∣∣∣
∫ t
0
ψ′(wελ(s))B(s) dW (s)
∣∣∣
. δE sup
t≤T
‖wελ(t)‖
p
E +NE
(∫ T
0
‖B(s)‖2γ(H→E) ds
)p/2
.
We thus arrive at the estimate
E sup
t≤T
‖wελ‖
p
E . δE sup
t≤T
‖wελ‖
p
E + ‖B‖
p
L
γ
p
+ E sup
t≤T
∫ t
0
〈−gελ, w
ε
λ|w
ε
λ|
p−2〉 ds.
Letting ε→ 0, we are left with
E sup
t≤T
‖vλ‖
p
E . δE sup
t≤T
‖vλ‖
p
E + ‖B‖
p
L
γ
p
+ E sup
t≤T
∫ t
0
〈
− f˜λ(s, vλ(s)), ψ
′(vλ(s))
〉
ds.
Note that we have
〈f˜λ(t, vλ), ψ
′(vλ)〉 = p‖vλ‖
p−2
E 〈f˜λ(t, vλ), J(vλ)〉 = p‖vλ‖
p−2
E 〈fλ(GA + vλ), J(vλ)〉,
where, by accretivity of fλ,
〈fλ(GA + vλ), J(vλ)〉 = 〈fλ(GA + vλ)− f(GA), J(GA + vλ −GA)〉+ 〈fλ(GA), J(vλ)〉
≥ 〈fλ(GA), J(vλ)〉,
hence, recalling that ψ′(u) = pu|u|p−2,
〈f˜λ(t, vλ), ψ
′(vλ)〉 ≥ p〈fλ(GA), vλ|vλ|
p−2〉,
and, by Young’s inequality with conjugate exponents p and p′ = p/(p − 1),
〈fλ(GA), vλ|vλ|
p−2〉 . N‖fλ(GA)‖
p
Lp
+ δ‖vλ|vλ|
p−2‖p
′
L
p′
= N‖fλ(GA)‖
p
Lp
+ δ‖vλ‖
p
Lp
,
so that
E sup
t≤T
∣∣∣
∫ t
0
〈f˜λ(t, vλ), ψ
′(vλ)〉 ds
∣∣∣ . δE sup
t≤T
‖vλ(t)‖
p
E +NE sup
t≤T
‖fλ(GA(t))‖
p
E
. 1 + δE sup
t≤T
‖vλ(t)‖
p
E +N‖G‖Lp∗ ,
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where the last constant does not depend on λ.
Combining the above estimates and choosing δ small enough, we are left with
E sup
t≤T
‖vλ‖
p
E . 1 + E‖u0‖
p
E + ‖G‖
p∗
Lp∗
+ ‖B‖p
L
γ
p
,
with implicit constant independent of λ.
Thanks to the a priori estimate just established, we are now going to show that {uλ}λ
is a Cauchy sequence in H2, hence that there exists u ∈ H2 such that uλ → u in H2 as
λ→ 0. In particular, we have
d(uλ − uµ) +A(uλ − uµ) dt+ (fλ(uλ)− fµ(uµ)) dt = 0,
from which we obtain, using the same argument as in [4, pp. 1539-1540],
E sup
t≤T
‖uλ − uµ‖
2
L2 .T (λ+ µ)
(
E sup
t≤T
‖fλ(uλ(t))‖
2
L2 + E sup
t≤T
‖fµ(uµ(t))‖
2
L2
)
. (λ+ µ)
(
1 + E sup
t≤T
‖uλ(t)‖
p
Lp
+ E sup
t≤T
‖uµ(t)‖
p
Lp
)
.
Since
‖uλ‖Hp ≤ ‖vλ‖Hp + ‖GA‖Hp
and ‖GA‖Hp is finite because G ∈ L
m
p∗, we conclude that E supt≤T ‖uλ(t)‖
p
E is bounded
uniformly over λ, hence that there exists u ∈ H2 such that uλ → u in H2 as λ→ 0.
As in [4], one can now pass to the limit as λ→ 0 in (4), concluding that u is indeed
a mild solution of (1). Since E supt≤T ‖u‖
p
Lp
<∞, one also gets that f(u) ∈ L1([0, T ]→
H), hence, by the uniqueness results in [3], u is the unique ca`dla`g mild solution belonging
to H2.
3.2 Proof of Theorem 4
We need the following lemma, whose proof is completely analogous to the proof of [4,
Lemma 9], hence omitted.
Lemma 9. Assume that u01, u02 ∈ Lp; B1, B2 ∈ L
γ
p ; G1, G2 ∈ L
m
p∗, and denote the
unique ca`dla`g mild solutions of
du+Audt+ f(u) dt = B1 dW +
∫
Z
G1 dµ¯, u(0) = u01
and
du+Audt+ f(u) dt = B2 dW +
∫
Z
G2 dµ¯, u(0) = u02
by u1 and u2, respectively. Then one has
E sup
t≤T
‖u1(t)− u2(t)‖
2
H .T E‖u01 − u02‖
2
H
+ E
∫ T
0
‖B1(t)−B2(t)‖
2
γ(H→H) dt+ E
∫ T
0
∫
Z
‖G1(t, z) −G2(t, z)‖
2
H m(dz) dt. (6)
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Let us consider sequences {u0n}n ⊂ Lp, {Bn}n ⊂ L
γ
p and {Gn}n ⊂ L
m
p∗ such that
u0n → u0 in L2, Bn → B in L
γ
2 and Gn → G in L
m
2 as n → ∞. Denoting by un the
unique mild solution in H2 of
dun +Aun dt+ f(un) dt = Bn dW +
∫
Z
Gn dµ¯, un(0) = u0n,
the previous lemma yields
E sup
t≤T
‖un(t)− um(t)‖
2
H .T E‖u0n − u0m‖
2
H
+ E
∫ T
0
‖Bn(t)−Bm(t)‖
2
γ(H→H) dt+ E
∫ T
0
∫
Z
‖Gn(t, z) −Gm(t, z)‖
2
H m(dz) dt,
i.e. {un}n is a Cauchy sequence in H2. This implies that un → u in H2 as n→∞, and
u is a generalized solution of (1). Since the limit does not depend on the choice of u0n,
Bn and Gn, the generalized solution is unique.
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