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Kumpulan tiedekirjasto
Tässä tutkielmassa perehdytään Bornhuetter-Ferguson -menetelmään ja sen mukaiseen korvausvas-
tuun arviointiin. Vakuutusyhtiön toiminnan kannalta korvausvastuu, joka on osa vastuuvelkaa, ja
sen arviointi on erittäin merkittävä tekijä. Tässä työssä korvausvastuulla tarkoitetaan jo sattuneista
vahingoista sopimusten perusteella maksamatta olevien korvausten määrää yhdessä muiden mak-
samatta olevien määrien kanssa. Korvausvastuun arviointi on tärkeää muun muassa yhtiön vaka-
varaisuuden arvioinnin ja vakuutusten oikeanlaisen hinnoittelun takia. Vakuutuksenottajan etujen
turvaamiseksi on tärkeää, että korvausvastuulle saadaan mahdollisimman oikean suuruinen arvio.
Korvausvastuuta voidaan arvioida monilla eri tavoilla. Nämä tavat voidaan jakaa kahteen ryhmään:
deterministisiin menetelmiin ja stokastisiin malleihin. Deterministisissä menetelmissä korvausvas-
tuulle saadaan estimaatti, kun sovelletaan suoraan valittua algoritmia tarkasteltavana oleviin tilas-
toihin. Tällä tavalla estimoitaessa estimaattiin liittyvää epävarmuutta tai menetelmän tarkkuutta
ei tosin kyetä arvioimaan. Korvausvastuulle on kuitenkin saatu yksi estimaatti, jota voidaan hyö-
dyntää esimerkiksi yhdessä muilla menetelmillä saatujen estimaattien kanssa.
Stokastisissa malleissa tarkastellaan jotain tuntematonta mekanismia, joka tuottaa havaitut kor-
vaukset. Korvausvastuulle saadaan estimaatti, kun tällainen malli ja tarkasteltavana olevat tilastot
sovitetaan yhteen. Tällä tavalla estimoitaessa saadaan enemmän tietoa korvausvastuun riittävyy-
destä, sillä mallin avulla saadaan estimaatti myös ennustevirheen hajonnalle. Ennustevirheen ha-
jonnan avulla saadaan arvioitua mallin tarkkuutta sekä lisäksi sen avulla voidaan arvioida, kuinka
iso varmuuslisä tarvitaan vakuutusyhtiölakiin kirjatun turvaavuusperiaatteen varmistamiseksi.
Tutkielmassa käydään ensin läpi deterministinen Bornhuetter-Ferguson -menetelmä ja sen mukai-
nen korvausvastuun estimointi. Sen jälkeen perehdytään jakaumavapaan mallin pohjalta johdettuun
stokastiseen Bornhuetter-Ferguson -menetelmään ja lopuksi vielä perehdytään tämän menetelmän
erikoistapaukseen, jossa korvausten oletetaan noudattavan yleistä Poisson-jakaumaa ylihajonnalla.
Stokastisten mallien kohdalla esitetään keino, kuinka kehityskerroin voitaisiin estimoida ja johde-
taan kaava ehdolliselle keskineliövirheen ennusteelle.
Tutkielmassa näytetään myös keino, kuinka kehityskertoimelle saadaan laskettua suurimman uskot-
tavuuden estimaatti silloin, kun korvausten oletetaan noudattavan yleistä Poisson-jakaumaa yliha-
jonnalla. Tällöin saadaan johdettua kaava tiukalla matemaattisella tavalla myös näiden estimaattien
kovarianssin estimaatille. Lopulta näiden estimaattien avulla saadaan kaava myös ehdolliselle keski-
neliövirheen ennusteelle. Näitä tässä työssä esitettyjä kehityskertoimen, niiden kovarianssimatriisin
ja kokonaiskorvausmenon ehdollisen keskineliövirheen ennusteen estimaatin kaavoja suositellaan so-
vellettavan korvausvastuun estimoinnissa niin kauan, kun ei ole käytettävissä paremmin toimivia
estimaatteja.
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Luku 1
Johdanto
Vakuutussopimus on sopimus, jossa vakuutusyhtio¨ sitoutuu korvaamaan vakuutuksen ot-
tajalle vakuutuksen voimassaoloaikana tapahtuneista vahingoista aiheutuneet kustannuk-
set. Ilmoitus sattuneesta vahingosta ei tule va¨ltta¨ma¨tta¨ heti vakuutusyhtio¨n tietoon, vaan
korvausvaatimuksia voi tulla suhteellisen pitka¨nkin ajan kuluttua vahingon sattumises-
ta. Kaikki sattuneet vahingot on kuitenkin kirjattava yhtio¨n velkoihin riippumatta siita¨,
onko vahinko yhtio¨n tiedossa vai ei.
Vastuuvelalla tarkoitetaan vakuutusyhtio¨lle vakuutussopimusten perusteella aiheutu-
vaa vastuuta. Vakuutusyhtio¨laki [10] ma¨a¨rittelee vastuuvelan koostuvan kahdesta osasta:
vakuutusmaksuvastuusta ja korvausvastuusta. Korvausvastuu on siis osa vastuuvelkaa.
Korvausvastuulla tarkoitetaan ylla¨ mainituista jo sattuneista vahingoista sopimusten pe-
rusteella maksamatta olevien korvausten ma¨a¨ra¨a¨ yhdessa¨ muiden maksamatta olevien
ma¨a¨rien seka¨ tasoitusma¨a¨ra¨a¨n kanssa. Ta¨ssa¨ tyo¨ssa¨ korvausvastuusta puhuttaessa tarkoi-
tetaan kuitenkin pelka¨sta¨a¨n sita¨ osaa korvausvastuusta, joka ei sisa¨lla¨ tasoitusma¨a¨ra¨a¨ eli
joka on niin sanottua varsinaista korvausvastuuta. Se korvausvastuuseen liittyva¨ era¨, jonka
vakuutusyhtio¨ kirjaa velkoihinsa, on usein korvausvastuun turvaavasti arvioitu odotusarvo
[5].
Muun muassa yhtio¨n vakavaraisuuden arvioinnin ja vakuutusten oikeanlaisen hinnoit-
telun takia korvausvastuun ennustaminen ja velan suuruuden ma¨a¨ritta¨minen on ta¨rkea¨a¨.
Yhtio¨n vakavaraisuutta arvioidaan varojen ja velkojen erotuksen perusteella ja velois-
ta suurin osa on juuri vastuuvelkaa [5]. Myo¨s vakuutuksenottajan etujen turvaamisek-
si yhtio¨n on kyetta¨va¨ arvioimaan korvausvastuunsa mahdollisimman oikean suuruisek-
si. Vakuutusyhtio¨lain [10] mukaan: ”Vakuutusyhtio¨lla¨ on oltava turvaavat laskuperus-
teet vastuuvelan ma¨a¨ra¨a¨miseksi. Vastuuvelan on aina oltava riitta¨va¨ siten, etta¨ vakuu-
tusyhtio¨ kohtuudella arvioiden selviytyy vakuutussopimuksista aiheutuvista velvoitteis-
taan.”Riskienhallintaa ja korvausvastuun riitta¨vyyteen liittyva¨n riskin arviointia koroste-
taan myo¨s muun muassa vakuutusyhtio¨lakia sa¨a¨televa¨ssa¨ Euroopan Unionin vakavarai-
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suusvaatimuksia koskevassa direktiivissa¨, Solvenssi II:ssa.
Esimerkkina¨ mainittakoon, etta¨ autovakuutuksiin liittyen korvausvastuuta ei juuri-
kaan synny. Autovakuutuksiin liittyva¨t korvausvaateet tulevat usein nopeasti yhtio¨n tie-
toon ja korvaus maksetaan yleensa¨ melko nopealla aikataululla esimerkiksi korjaamol-
ta tulevan laskun perusteella. Lakisa¨a¨teisen tapaturmavakuutuksen kohdalla tilanne on
pa¨invastainen. Jotkut lakisa¨a¨teisen tapaturmavakuutuksen piiriin kuuluvat ammattitau-
dit voivat tulla vasta hyvinkin pitka¨n ajan kuluttua yhtio¨n tietoon. Viivetta¨ vahingon
sattumishetken ja korvausten maksuhetkien va¨lille lisa¨a¨ entisesta¨a¨n se, etta¨ korvausten
ka¨sittely vie aikaa ja korvauksia voidaan maksaa vakuutetun loppuela¨ma¨n ajan mittai-
sena ela¨kkeena¨. Ta¨llo¨in korvausvastuu voi ylitta¨a¨ ainakin pitka¨a¨n toimineissa yhtio¨issa¨
moninkertaisesti vuodessa maksettavat korvaukset.
Korvausvastuun ma¨a¨ra¨a¨minen on aina ennustamista, koska korvausvaatimukset tu-
levat yhtio¨n tietoon viiveella¨. Na¨in ollen korvausvastuuta on luonteensa mukaisesti pi-
detta¨va¨ satunnaismuuttujana. Korvausvastuun ennusteen laskennassa ka¨yteta¨a¨n apuna
muun muassa jo maksettuja korvauksia seka¨ sattuneisiin vahinkoihin liittyva¨a¨ muuta tie-
toa. Estimaatti pyrita¨a¨n yleensa¨ saamaan maksamattomien korvausten keskima¨a¨ra¨iselle
tasolle [6]. Na¨in ollen puhuttaessa korvausvastuun laskemisesta, tarkoitetaan vahinkoihin
liittyvien maksamatta olevien korvausten odotusarvon estimointia. Ka¨yta¨nno¨ssa¨ estimaa-
tin lisa¨ksi on ma¨a¨ra¨tta¨va¨ varmuuslisa¨ turvaamaan tilannetta, jossa toteutuvat korvaukset
ylitta¨va¨t lasketun estimaatin.
Korvausvastuun estimoimiseksi on ka¨yto¨ssa¨ erilaisia tapoja, jotka voidaan jakaa deter-
ministisiin menetelmiin ja stokastisiin malleihin. Deterministisissa¨ menetelmissa¨ korvaus-
vastuun estimaatti eli maksettavaksi tulevien korvausten odotusarvo saadaan soveltamalla
suoraan valittua algoritmia tarkasteltaviin tilastoihin. Stokastisissa malleissa puolestaan
tarkastellaan jotain tuntematonta mekanismia, joka tuottaa havaitut korvaukset. Loppu-
tuloksena ta¨llaisen mallin ja ka¨ytetta¨vissa¨ olevan tilastojen sovittamisesta saadaan esti-
maatti korvausvastuun odotusarvolle ja lisa¨ksi saadaan estimaatti myo¨s ennustevirheen
hajonalle.
Deterministisia¨ menetelmia¨ ka¨ytta¨ma¨lla¨ ei voi arvioida korvausvastuun estimaattiin
liittyva¨a¨ epa¨varmuutta eika¨ menetelma¨n tarkkuutta, koska korvausten ilmaantumisen ta-
kana oleva satunnaisuus ei tule huomioiduksi. Stokastisissa malleissa sen sijaan satunnai-
suus tulee huomioiduksi, koska korvausten oletetaan noudattavan jotain tiettya¨ jakaumaa.
Mallin tarkkuutta pa¨a¨sta¨a¨n arvioimaan ennustevirheen hajonnan avulla. Ennustevirheen
hajonnan avulla voidaan arvioida myo¨s sita¨, kuinka iso varmuuslisa¨ tarvitaan. Na¨in ol-
len deterministisiin menetelmiin verrattuna stokastisilla malleilla on mahdollista saada
enemma¨n tietoa estimoidun korvausvastuun riitta¨vyydesta¨.
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Luku 2
Tutkielman rakenne ja tavoitteet
Korvausvastuun estimoimiseksi on tarjolla useita erilaisia menetelmia¨. Ta¨ssa¨ tyo¨ssa¨ tar-
kastellaan yhta¨ ka¨ytetyimmista¨ menetelmista¨, Bornhuetter-Ferguson -menetelma¨a¨. Lu-
vun 3 alussa katsotaan ensin, mista¨ korvausvastuu muodostuu. Sen ja¨lkeen alaluvussa 3.1
ka¨yda¨a¨n la¨pi yksitta¨isen vahingon selvia¨misprosessi ja siihen liittyvia¨ ka¨sitteita¨. Vakuu-
tusyhtio¨t kirjaavat ylo¨s ta¨llaiset yksitta¨iset vahingot muun muassa korvausvastuun esti-
mointia varten. Korvausvastuun estimointia varten vahingoista saatu tilastoaineisto laji-
tellaan esimerkiksi vakuutus- tai korvauslajin mukaisiin ryhmiin ja jokaisesta ryhma¨sta¨
muodostetaan oma korvauskolmio.
Alaluvussa 3.2 tarkastellaan korvauskolmiota seka¨ siihen liittyvia¨ merkinto¨ja¨ ja ka¨-
sitteita¨. Ta¨ssa¨ tyo¨ssa¨ ka¨yteta¨a¨n korvauskolmiota, jossa tilastoaineistona on maksetut tai
aiheutuneet korvaukset eli aineistona ka¨yteta¨a¨n rahama¨a¨ria¨. Na¨in ollen, koska nyt esti-
moidaan tulevaisuudessa maksettavaksi tulevia korvauksia, joudutaan miettima¨a¨n inflaa-
tion seka¨ vakuutusmaksuista saatavan sijoitettavan pa¨a¨oman tuoton vaikutusta arvioi-
taviin rahama¨a¨riin. Niinpa¨ alaluvussa 3.2.1 ka¨yda¨a¨n la¨pi inflaation huomioon ottaminen
korvausvastuun estimoinnissa seka¨ korvausvastuun diskonttaaminen.
Luvussa 4 tutustutaan deterministiseen B-F -menetelma¨a¨n, jonka avulla voidaan las-
kea piste-estimaatti korvausvastuulle. Ensin ka¨yda¨a¨n la¨pi, miten korvausvastuun esti-
maatti saadaan laskettua kyseisella¨ menetelma¨lla¨, ja sen ja¨lkeen katsotaan, miten tar-
vittavat parametrit estimoidaan. Lopuksi esiteta¨a¨n menetelma¨n ka¨ytto¨a¨ havainnollistava
esimerkki.
Luvussa 5 tutustutaan stokastisena mallina olevaan B-F -menetelma¨a¨n. Ensin tutus-
tutaan jakaumavapaaseen stokastiseen B-F -menetelma¨a¨n. Sen ja¨lkeen tutustutaan sto-
kastiseen B-F -menetelma¨a¨n, missa¨ korvausten oletetaan noudattavan Poisson-jakaumaa
ylihajonnalla. Lopuksi ka¨yda¨a¨n la¨pi yksi esimerkki, josta na¨hda¨a¨n ka¨siteltyjen mallien
avulla saadut estimaatit korvausvastuulle seka¨ siihen liittyva¨lle ennustevirheelle.
Luvussa 6 pohditaan viela¨ lyhyesti ka¨siteltyja¨ malleja. Kokonaisuudessaan ta¨ma¨ tyo¨
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pohjautuu kolmeen pa¨a¨la¨hteeseen: Mackin tutkimukseen [4]:”The Prediction Error of
Bornhuetter/Ferguson”, Saluzin, Gislerin ja Wu¨thrichin tutkimukseen [7]: ”Development
Pattern and Prediction Error for the Stochastic Bornhuetter-Ferguson Claims Reserving
Method”ja Ropposen tutkimukseen [6]:”Kollektiivinen korvausvastuu”.
B-F -menetelma¨n kulmakivena¨ on se, etta¨ viela¨ selvia¨ma¨tta¨ olevien korvausten ei olete-
ta riippuvan havaituista korvauksista [3]. Ta¨ma¨ oletus on olennainen etenkin uusien vakuu-
tuslajien kohdalla seka¨ sellaisten vakuutuslajien, jossa vahinkojen selvia¨minen vaihtelee
merkitta¨va¨sti. Lisa¨ksi B-F -menetelma¨n ta¨rkea¨ ominaisuus on, etta¨ estimoinnissa voidaan
hyo¨dynta¨a¨ asiantuntijuutta ja kaikkea sita¨ tietoa, mita¨ arviointihetkella¨ on ka¨ytetta¨vissa¨
[4]. Estimoinnin ei siis tarvi perustua pelka¨sta¨a¨n havaituista korvauksista muodostettuun
tilastoaineistoon.
Ta¨ma¨n tyo¨n tavoitteena on katsoa, miten na¨ma¨ ominaisuudet na¨kyva¨t tai toteutuvat
deterministisen B-F -menetelma¨n seka¨ kahden eri ylla¨ mainituissa la¨hteissa¨ johdetun sto-
kastisen B-F -menetelma¨n kohdalla. Millaisia oletuksia ja rajoituksia joudutaan tekema¨a¨n,
jotta na¨ma¨ ominaisuudet lo¨ytyva¨t. Tavoitteena on katsoa, miten asetettujen oletusten ja
mallien pohjalta saadaan muodostettua B-F -menetelma¨n filosofiaan soveltuvat estimaatit
korvausvastuun arvioimiseksi.
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Luku 3
Vahingot ja korvausvastuu
Vakuutusyhtia¨lain [10] nojalla yhtio¨n taseeseen kirjattu korvausvastuu pita¨a¨ sisa¨lla¨a¨n var-
sinaisen korvausvastuun lisa¨ksi tasoitusma¨a¨ra¨n. Tasoituma¨a¨ra¨n avulla varaudutaan run-
sasvahinkoisten vuosien normaalista poikkeaviin korvausvaateisiin. Varsinainen korvaus-
vastuu voidaan jakaa Ropposen [6] mukaan kolmeen osaan: vahinkokohtaiset varaukset,
vahinkojen selvittelykuluvaraus ja kollektiivinen korvausvastuu.
Vahinkokohtaiset varaukset koostuvat nimensa¨ mukaisesti keskenera¨isten vahinkojen
maksamattomista korvauksista, jotka on arvioitu vahinkokohtaisesti siten, etta¨ vahin-
gon suuruus, luonne ja muut erityispiirteet ovat tulleet huomioiduiksi. Vahinkojen selvit-
telykuluvaraus on arvio korvausvastuun arviointivuoden loppuun mennessa¨ sattuneisiin
vahinkoihin liittyvien korvausten selvittelysta¨ aiheutuvista kustannuksista. Kolmas var-
sinaiseen korvausvastuuseen sisa¨ltyva¨ osa, kollektiivinen korvausvastuu, sisa¨lta¨a¨ arvion
tuntemattomien vahinkojen kokonaiskorvausmenosta (IBNR, incurred but not reported),
varmuuslisa¨n seka¨ arvion sellaisista tunnetuista vahingoista, joita ei ole varattu vahinko-
kohtaisesti.
Kaikkia vahinkoja ei ole ja¨rkeva¨a¨ varata vahinkokohtaisesti, vaikka vahinkokohtai-
sia varauksia tehta¨essa¨ voidaankin huomioida tarkasti tarkasteltavana olevaan vahingoon
liittyva¨t seikat ja na¨in ollen arvio kokonaisma¨a¨ra¨sta¨ on mahdollista saada hyvin la¨helle
maksettavaksi tulevia todellisia korvauksia [6]. Yhtena¨ syyna¨ ta¨ha¨n on se, etta¨ vahinko-
kohtaisten varausten laskeminen on todella tyo¨la¨sta¨ ja lisa¨ksi yhteenlasketut vahinkokoh-
taiset varaukset on kollektiivista korvausvastuuta epa¨tarkempi estimaatti maksettavaksi
tulevalle korvausvastuulle silloin, kun vahinkojen lukuma¨a¨ra¨ on suuri [9], [6].
Kollektiivisen korvausvastuun estimaatti on tarkempi, koska sen laskenta nojautuu
suurten lukujen lakiin: mita¨ enemma¨n tietylla¨ tavalla samanlaisia vahinkoja on, sita¨
la¨hempa¨na¨ keskima¨a¨rin vahinkokohtainen korvausma¨a¨ra¨ on sen odotusarvoa [9], [6]. Na¨in
ollen kooltaan keskima¨a¨ra¨isesta¨ poikkeavat vahingot voi olla ja¨rkeva¨a¨ varata vahinko-
kohtaisesti ja keskima¨a¨rin saman prosessin mukaisesti selvia¨ville ja samankaltaista suu-
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ruuden jakaumaa noudattaville vahoingoille lasketaan yhteinen arvio, joka sisa¨llyteta¨a¨n
osaksi kollektiivista korvausvastuuta. Usein ta¨ta¨ arviota ei tehda¨ erikseen, vaan arvio on
yhteinen tuntemattomien vahinkojen kokonaiskorvausmenolle ja niille vahingoille, joita ei
ole varattu vahinkokohtaisesti.
Kollektiivinen korvausvastuu sisa¨lsi yhtena¨ osana viela¨ varmuuslisa¨n. Varmuuslisa¨n
tehta¨va¨na¨ on nimensa¨ mukaisesti varmistaa vakuutuyhtio¨lakiin kirjattu turvaavuusperi-
aate eli tavoitteena on varautua siihen, etta¨ toteutuneet korvaukset voivat ylitta¨a¨ nii-
den estimaatin. Varmuuslisa¨n suuruuteen vaikuttaa korvausvastuun arviointiin liittyva¨
epa¨varmuus seka¨ valitun arviointimenetelma¨n tarkkuus.
3.1 Vahingon selvia¨misprosessi
Tarkastellaan Ropposen [6] tutkimuksessa esitetyn kuvan 3.1 mukaista aikajanaa, johon
on merkattu yhden vahingon sattumishetki, raportoimishetki seka¨ korvausten maksuhet-
ket ja ka¨yda¨a¨n la¨pi yleisia¨ vahingon selvia¨misprosessiin liittyvia¨ ka¨sitteita¨. Sattumisvuo-
deksi kutsutaan vuotta, jolloin vahinko on sattunut. Sattunut vahinko ei tule va¨ltta¨ma¨tta¨
heti vakuutusyhtio¨n tietoon, vaan vahingosta voidaan tehda¨ ilmoitus vasta suhteellisen
pitka¨nkin ajan kuluttua.
Kuva 3.1: Yksitta¨inen vahinko ja sen selvia¨misprosessi
Kuvassa 3.1 vahinko sattuu hetkella¨ t1 ja raportoituu vakuutusyhtio¨o¨n hetkella¨ t2 ≥ t1.
Sita¨ aikaa, joka menee vahingon sattumisesta vahingon raportoitumiseen eli aikaa t2 − t1
kutsutaan raportoitumisviiveeksi. Vahinko on tuntematon vahinko hetkesta¨ t1 hetkeen t2
saakka eli raportoitumisviiveen ajan. Ta¨ha¨n viitataan lyhenteella¨ IBNR, vaikka IBNR:a¨a¨
ei aina tulkitakaan na¨in kapeakatseisesti. IBNR voi sisa¨lta¨a¨ myo¨s, kuten aiemmin jo mai-
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nittiin, sellaisiin tunnettuihin vahinkoihin liittyva¨t korvausma¨a¨ra¨t, joita ei ole haluttu
varata vahinkokohtaisesti. Hetkesta¨ t2 eteenpa¨n vahinko on tunnettu vahinko.
Kuvan 3.1 mukaisessa tilanteessa korvauksia aletaan maksaa hetkesta¨ t3 la¨htien het-
keen tp saakka, jolloin vahingosta maksetaan viimeinen korvausera¨. Ta¨lla¨ va¨lilla¨ vahinkoa
kutsutaan keskenera¨iseksi ja hetken tp ja¨lkeen vahinko on loppuunka¨sitelty tai suljettu.
Loppuunka¨sitellysta¨ vahingosta yhteensa¨ maksettavaksi tulleita korvauksia kutsutaan va-
hingon kokonaiskorvausmenoksi.
Jos korvausvastuu lasketaan raportoitumisviiveen aikana, korvausvastuun tulisi sisa¨lta¨a¨
vahinkoon liittyva¨n kokonaiskorvausmenon. Sen sijaan estimoitaessa korvausvastuuta va-
hingon raportoitumishetken t2 ja¨lkeen, mutta ennen hetkea¨ tp, voidaan valita, halutaanko
vahinkoon liittyva¨t maksamatta olevat korvaukset varata vahinkokohtaisena varauksena
vai halutaanko ne sisa¨llytta¨a¨ kollektiiviseen korvausvastuuseen. Ta¨llo¨in voidaan miettia¨,
onko vahinko suuruutensa, luonteensa ja selvia¨misvaiheensa perusteella sellainen, etta¨ se
kannattaa varata vahinkokohtaisesti vai sellainen, joka kannattaa sisa¨llytta¨a¨ kollektiivi-
seen korvausvastuuseen. Hetken tp ja¨lkeen korvausvastuuta ei ole ena¨a¨ ja¨ljella¨, silla¨ vahinko
on loppuunka¨sitelty.
Yhtio¨n korvausvastuu koostuu useista ta¨llaisista kuvan 3.1 kaltaisista vahingoista. Kor-
vausvatuuta laskettaessa kunkin vahingon selvia¨misprosessi on omassa vaiheessaan. Osa
vahingoista voi olla viela¨ tuntemattomia, osa juuri raportoituja ja jotkut vahingot voivat
olla melkein loppuunka¨siteltyja¨. Usein vahingot ryhmitella¨a¨n esimerkiksi vakuutus- tai
korvauslajin mukaisiin ryhmiin, joista kera¨ta¨a¨n tilastoaineistoa korvausvastuun estimoin-
tia varten.
3.2 Korvauskolmio
Korvausvastuun laskennassa hyo¨dynneta¨a¨n muun muassa aiemmista korvausvaateista saa-
tua tilastoaineistoa, joka esiteta¨a¨n usein niin sanotun korvauskolmion (run-off -kolmio)
muodossa [6]. Korvauskolmiota muodostettaessa on syyta¨ kiinnitta¨a¨ huomiota tapaan
jaotella ka¨ytetta¨vissa¨ oleva tieto. Korvausvastuun estimaatti on ja¨rkeva¨a¨ laskea erikseen
eri vakuutuslajeille, silla¨ tappionkehitysmallit voivat olla hyvinkin erilaisia eri tyyppisissa¨
vakuutuksissa. Eri vakuutuslajeja voidaan periaatteessa tarkastella yhdessa¨ vain niin kau-
an, kun suhteellinen ilmitulo pysyy vakiona. Ka¨yto¨ssa¨ olevan tiedon ma¨a¨ra¨ asettaa kui-
tenkin rajat sille, millaiset tilastoaineiston jaottelut ovat mahdollisia tai ka¨ytto¨kelpoisia.
Jos aineistoa on saatavilla vain niukasti, aineiston jakamisesta ei saada aikaiseksi mita¨a¨n
ja¨rkeva¨a¨. [1]
Korvauskolmiossa aineisto on taulukoitu sattumis- ja kehitysjakson mukaisesti. Kor-
vauskolmio voidaan tehda¨ esimerkiksi ka¨ytta¨en vahinkojen lukuma¨a¨ria¨, maksettuja kor-
vauksia tai korvausmenoa. Korvausmeno sisa¨lta¨a¨ seka¨ maksetut korvaukset etta¨ vahin-
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kokohtaiset varaukset. Lisa¨ksi taulukko voidaan tehda¨ joko inkrementaalisessa tai kumu-
latiivisessa muodossa. Muun muassa Ropponen [6] on ka¨sitellyt tarkemmin eri tyyppisia¨
korvauskolmioita. Ta¨ssa¨ tyo¨ssa¨ ka¨sitella¨a¨n vain maksetuista tai aiheutuneista korvauksista
muodostettua inkrementaalisessa ja kumulatiivisessa muodossa olevia korvauskolmioita.
Jakson pituutena ka¨yteta¨a¨n yhta¨ vuotta.
i \ j 0 1 ... I-1 I
0 C00 C01 ... C0, I−1 C0I
1 C10 C11 ... C1, I−1
... ... ... ...
I-1 CI−1, 0 CI−1, 1
I CI0
Taulukko 3.1: Kumulatiivisessa muodossa oleva korvauskolmio.
Taulukon 3.1 mukaisista korvauskolmioista on na¨hta¨vissa¨ kuhunkin sattumisvuoteen
i liittyva¨t vuoden I lopussa maksetut korvaukset. Taulukon vasemmassa reunassa na¨kyy
tarkasteltavat sattumisvuodet i = 0, 1, ..., I ja ylha¨a¨lla¨ sattumisvuoteen suhteutetut ke-
hitysvuodet j = 0, 1, ..., J , J ≤ I. Esitetyssa¨ taulukossa J = I. Vuoden sijaan jakson
pituus voisi yhta¨ hyvin olla esimerkiksi kvartaali tai kuukausi [6]. Vakuutusyhtio¨lla¨ on siis
ka¨yto¨ssa¨a¨n vuoden k lopussa vuonna i, i ≤ k, sattuneisiin vahinkoihin liittyva¨ tilastoai-
neisto i, i + 1, i + 2, ..., k. Kehitysvuoden j, sattumisvuoden i ja vuoden k, k ≥ i, va¨lilla¨
on yhteys
k = i+ j ja vastaavasti myo¨s j = k − i.(3.1)
Taulukossa 3.1 muuttuja Cij tarkoittaa sita¨ korvausma¨a¨ra¨a¨, joka on maksettu yh-
teensa¨ vuosina i, i + 1, ..., i + j sattumisvuoden i vahingoista eli taulukon tilastoaineisto
on kumulatiivisessa muodossa. Ta¨llaisessa tapauksessa kaavassa (3.1) esitetty k tarkoit-
taa korvausera¨n maksuvuotta. Kehitysvuosi j kuvaa ta¨llo¨in korvauserien maksun viivetta¨
sattumisvuodesta. Vuoden I loppuun mennessa¨ maksetut korvaukset kuhunkin sattumis-
vuoteen liittyen saadaan la¨vista¨ja¨lta¨, korvaukset ovat C0I , C1,I−1, ..., CI−1,1, CI0.
Korvausvastuun estimointissa on kyse korvauskolmion tyhjien solujen ta¨ydenta¨misesta¨
arvioiduilla maksettavaksi tulevilla korvauksilla. Jos oletuksena on, etta¨ kaikki vahin-
got selvia¨va¨t viimeista¨a¨n J :n vuoden kuluttua vahingon sattumisesta, tehta¨va¨na¨ on es-
timoida korvausma¨a¨ra¨t C0J , C1J , ..., CIJ . Korvausvastuu on na¨iden yhteenlaskettu ma¨a¨ra¨
va¨hennettyna¨ jo maksetuilla korvauksilla. [5] Tarkemmin ilmaistuna vuonna i sattuneisiin
vahinkoihin liittyva¨ korvausvastuun estimaatti Rˆi vuoden n lopussa on
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Rˆi = CˆiJ − Ci,n−i.
Koko korvausvastuun estimaatti Rˆ vuoden n lopussa saadaan summaamalla na¨ma¨ sattu-
misvuosittaiset estimaatit yhteen:
Rˆ =
I∑
i=0
Rˆi.(3.2)
Taulukon 3.1 korvauskolmio voitaisiin yhta¨ hyvin esitta¨a¨ inkrementaalisessa muodos-
sa, jolloin muuttujien Cij tilalla ka¨ytetta¨isiin muuttujia Xij. Muuttuja Xij kuvaa sita¨
korvausma¨a¨ra¨a¨, joka on maksettu sattumisvuoden i vahingoista j. kehitysvuoden eli ka-
lenterivuoden i + j aikana. Sattumisvuoteen i liittyva¨ kumulatiivinen korvausma¨a¨ra¨ Cij
saadaan inkrementaalisten korvausten summana ja vastaavasti inkrementaalinen korvaus
saadaan kyseisen sattumisvuoden pera¨kka¨isten kehitysvuosien kumulatiivisten korvausten
erotuksena:
Cij =
j∑
k=0
Xik ja Xij = Cij − Ci,j−1.(3.3)
Vahinkojen selvia¨minen saattaa kesta¨a¨ pidempa¨a¨nkin kuin korvauskolmiossa na¨kyvien
kehitysvuosien ajan (J ′ ≥ J). Etenkin niin sanotuissa pitka¨ha¨nta¨isissa¨ vakuutuslajeissa
voi olla ta¨llainen tilanne. Nykyhetken ja¨lkeisista¨ kehitysvuosista ei ole saatavilla havaittuja
korvauksia, joiden perusteella kehitysta¨ voitaisiin arvioida. Ta¨llo¨in estimoinnissa voidaan
ka¨ytta¨a¨ apuna esimerkiksi extrapolointia tai vaihtoehtoisesti korvausvastuun voi estimoi-
da ka¨ytta¨ma¨lla¨ korvausmenokolmiota, jossa tilastoaineistona on maksettujen korvausten
lisa¨ksi vahinkokohtaiset varaukset.
Ja¨lkimma¨inen perustuu siihen, etta¨ korvausmeno la¨hestyy nopeammin kokonaiskor-
vausmenoa kuin maksetut korvaukset. Ta¨ta¨ ei ole kuitenkaan ja¨rkeva¨a¨ ka¨ytta¨a¨ varsinkaan
tilanteissa, joissa mika¨a¨n korvausmenokolmion sattumisvuosi ei ole selvinnyt lopullisesti.
Syyna¨ ta¨ha¨n on muun muassa se, etta¨ vahinkokohtaisiin varauksiin liittyva¨ epa¨tarkkuus
vain lisa¨a¨ entisesta¨a¨n korvausmenokolmiosta estimoidun korvausvastuun epa¨tarkkuutta.
3.2.1 Rahama¨a¨rien ennustamisessa huomioitavia tekijo¨ita¨
Inflaatio
Inflaation vaikutus on syyta¨ huomioida maksettavaksi tulevien korvausma¨a¨rien suuruuksia
arvioitaessa. Etenkin pitka¨ha¨nta¨isissa¨ vakuutuslajeissa inflaation vaikutus on merkitta¨va¨.
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Mita¨ myo¨hemmin jo sattuneista vahingoista aiheutuu kustannuksia, sita¨ pidempa¨a¨n ne
ovat altistuneet inflaation aiheuttamalle kustannusten kasvulle.
Inflaation vaikutus korvausma¨a¨rien kasvuun ei va¨ltta¨ma¨tta¨ vastaa yleisen kulutta-
jaindeksilla¨ mitattavan inflaation mukaista kustannusten kasvua, silla¨ korvauslaji voi vai-
kuttaa asiaan [6]. Esimerkkina¨ mainittakoon, etta¨ asianajokustannusten kasvu on mer-
kitta¨va¨ tekija¨ oikeusturvavakuutuksiin liittyvien korvausma¨a¨rien kasvussa. Ta¨ma¨n vuoksi
korvauksiin vaikuttava ja siten korvausvastuun estimoinnissa huomioon otettava inflaatio
on summa yleisesta¨ inflaatiosta ja korvauslajille tyypillisesta¨ inflaatiosta [2]. Ta¨ta¨ summaa
kutsutaan korvausinflaatioksi erotuksena kuluttajaindeksilla¨ mitattavalle yleiselle inflaa-
tiolle.
Korvausinflaation vaihtelut ja poikkeamat tulevasta inflaatiosta voivat aiheuttaa har-
haa korvausvastuun arvioinnissa ka¨ytetta¨viin estimaatteihin [5]. Ta¨ha¨n ongelmaan voi-
daan vaikuttaa huomioimalla korvausinflaation vaikutus korvauksiin joko implisiittisesti
tai eksplisiittisesti [6]. Jos korvausinflaatio huomioidaan eksplisiittisesti, ka¨yteta¨a¨n ku-
mulatiivisessa muodossa olevaa korvauskolmiota ja muutetaan kolmiossa olevat korvaus-
ma¨a¨ra¨t kyseisen arviointivuoden rahan arvoon eli inflaation vaikutus puhdistetaan pois
aineistosta [5]. Ta¨ma¨n lisa¨ksi on arvioitava tulevien vuosien korvausinflaatio ja lisa¨tta¨va¨
siita¨ aiheutuva korvausten kasvu korvausvastuun estimaattiin eli tulevina vuosina arviolta
maksettavaksi tulevat korvaukset tulee muuttaa maksuvuoden rahan arvoon. Ta¨lla¨ tavalla
arvioimalla tuleva inflaatio erikseen, varmistetaan korvausvastuun estimaatin riitta¨vyys.
Korvausma¨a¨rien muuttaminen arviointivuoden rahan arvoon saadaan seuraavalla ta-
valla: sattumisvuoden i vahingoista vuonna i + j ≤ n maksetut korvaukset vuoden n
rahan arvossa ovat
X∗ij = Xij
n∏
k=i+j
(1 + λk),
missa¨ λk on vuoden k, 0 ≤ k ≤ n, korvausinflaatio. Joskus korvaukset maksetaan vahin-
gon sattumisvuoden tasossa eli korvausten maksuhetket eiva¨t vaikuta ma¨a¨ra¨a¨n. Ta¨llo¨in
korvausinflaatio eliminoidaan kaavalla
X∗∗ij = Xij
I∏
k=i+1
(1 + λk), kun j ≤ n− i− 1.
Kun korvausinflaatio eliminoidaan ja¨lkimma¨isella¨ tavalla, sen vaikutus on na¨hta¨vissa¨
korvauskolmiosta sattumisvuosittain eli kultakin rivilta¨. Ensimma¨ista¨ ja yleisemmin ka¨y-
tetta¨vissa¨ olevaa tapaa ka¨ytta¨ma¨lla¨ korvausinflaatio na¨kyy sen sijaan diagonaalisena vai-
kutuksena, koska korvauskolmion diagonaalilla on kuhunkin sattumisvuoteen liittyva¨t
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tiettyna¨ kalanterivuonna maksetut korvaukset. Na¨ma¨ diagonaalilla olevat ma¨a¨ra¨t ovat
altistuneet samansuuruiselle korvausinflaatiolle riippumatta siita¨, mina¨ vuonna vahingot
ovat sattuneet. Kun eliminoidaan korvausinflaation vaikutus korvauskolmiosta, on hel-
pompi arvioida muiden tekijo¨iden vaikutusta maksettavaksi tulevien korvausten suuruu-
teen ja ilmituloon. Ta¨llaisia muita huomioon otettavia tekijo¨ita¨ voivat olla esimerkiksi
lakimuutokset tai korvaustoiminnassa tapahtuneet muutokset.
Jos korvauskolmiosta ei ole eliminoitu korvausinflaatiota, korvausma¨a¨rissa¨ mukana ole-
va korvausinflaatio vaikuttaa korvausvastuun estimoinnissa ka¨ytetta¨viin kehityskertoimiin
ja sita¨ kautta myo¨s itse korvausvastuun estimaattiin. Na¨in ollen korvausinflaatio sisa¨ltyy
implisiittisesti estimoituun korvausvastuuseen eika¨ sita¨ siis tarvitse erikseen siihen lisa¨ta¨.
Ta¨llainen korvausinflaation implisiittinen huomioon ottaminen sopii la¨hinna¨ vakaisiin ta-
louden jaksoihin [6].
Sijoitustoiminta
Korvausinflaation lisa¨ksi sijoitustoiminta ja sen tuotto ovat huomioon otettavia tekijo¨ita¨
vakuutustoiminnassa. Vakuutusyhtio¨lle kertyy sijoitettavia varoja, koska vakuutusmaksu-
ja korvauskassavirrat ovat eriaikaisia. Kassavirtojen eriaikaisuuden syyna¨ on se, etta¨ va-
kuutusmaksut saadaan vakuutuskauden alkupuolella ja korvauksia syntyy vasta vakuu-
tuskauden aikana. Sijoitustoiminnalla on vaikutuksensa korvausvastuun laskentaan silloin,
kun pa¨a¨teta¨a¨n korvausvastuun diskonttauksesta ja siina¨ ka¨ytetta¨va¨sta¨ tuotto-odotuksesta.
Diskonttaaminen ei kuitenkaan ole aina sallittua [6]. Vakuutusyhtio¨laki ma¨a¨rittelee ehdot,
milloin diskonttausta saa ka¨ytta¨a¨.
Korvausvastuun diskonttauksella tarkoitetaan sita¨, etta¨ estimoidusta korvausvastuus-
ta va¨henneta¨a¨n tuotto, joka on odotettavissa saatujen vakuutusmaksujen sijoituksesta
korvausten maksuhetkeen saakka. Na¨in ollen diskontatulla korvausvastuulla tarkoitetaan
estimoitujen ja tulevaisuudessa maksettavaksi tulevien korvausten kassavirran nykyarvoa.
Olettamalla, etta¨ korvaukset maksetaan vuoden lopussa, ja merkitsema¨lla¨ t:n vuoden
ajan sijoitettuna olevien varojen vuosituotto-odotusta symbolilla st seka¨ vuonna n+t, t =
1, 2, ..., I+J−n estimoitua maksettavaksi tulevaa korvausten ma¨a¨ra¨a¨ symbolilla XFˆn+t =∑I
i=0 Xˆi,n+t−i saadaan diskontatuksi korvausvastuuksi Rˆ
d vuoden n lopussa
Rˆd =
I+J−n∑
t=1
XFˆn+t
(1 + st)t
.
Jotta diskontattu korvausvastuu on vakuutusyhtio¨lain mukaisesti turvaavasti arvioitu,
ka¨yteta¨a¨n tuotto-odotuksena st riskito¨nta¨ korkoa. Usein se valitaan olevan vakio eli st = s
kaikilla t = 1, 2, ..., I + J − n. Ta¨llo¨in tuotto-odotusta st kutsutaan diskonttauskoroksi.
Yhdista¨ma¨lla¨ korvausinflaation ja diskonttauksen vaikutukset, vaikuttavaksi tekija¨ksi
korvausma¨a¨ra¨n suuruuteen ja¨a¨ na¨iden erotus [6]. Erikoistapauksena on tilanne, jossa kor-
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vausinflaatio vastaa diskonttauskorkoa eli λk = λ = st = s kaikilla k ja t. Ta¨llo¨in tar-
kasteluhetken n + t diskontattu korvausvastuu on sama kuin korvausvastuun estimaatti
vuoden n rahan arvossa
Rˆd =
I+J−n∑
t=1
XFˆn+t
(1 + st)t
=
I+J−n∑
t=1
∏n+t
k=n+1(1 + λk)
∑I
i=0 Xˆ
∗
i,n+t−i
(1 + st)t
=
I+J−n∑
t=1
I∑
i=0
Xˆ∗i,n+t−i.
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Luku 4
Deterministinen
Bornhuetter-Ferguson -menetelma¨
Ta¨ssa¨ luvussa perehdyta¨a¨n deterministiseen Bornhuetter-Ferguson -menetelma¨a¨n. Luvun
alussa kerrotaan, mista¨ menetelma¨ on saanut alkunsa. Sen ja¨lkeen alaluvussa 4.1 esitella¨a¨n
kyseisen menetelma¨n mukainen korvausvastuun estimaatti tai algoritmi, jolla estimaatti
saadaan ka¨ytetta¨vissa¨ olevasta korvauskolmiosta. Alaluvussa 4.2 ka¨yda¨a¨n la¨pi tarvittavien
parametrien estimointi. Lopuksi alaluvussa 4.3 annetaan yksi havainnollistava esimerkki
Bornhuetter-Fergus -menetelma¨n ka¨yto¨sta¨ korvausvastuun estimoinnissa.
Merkita¨a¨n sattumisvuoteen i liittyva¨a¨ j:n kehitysvuoden ja¨lkeista¨ kumulatiivista kor-
vausten (joko maksettujen tai aiheutuneiden) ma¨a¨ra¨a¨ symbolilla Cij, missa¨ 0 ≤ i, j ≤ n,
missa¨ n on tuorein sattumisvuosi. Ta¨llo¨in Ci,n−i tarkoittaa sattumisvuoteen i liittyva¨a¨
ta¨lla¨ hetkella¨ tiedossa olevaa korvausten ma¨a¨ra¨a¨. Olkoon Xij = Cij−Ci, j−1 inkrementaa-
linen sattumisvuoteen i ja kehitysvuoteen j liittyva¨ korvausten ma¨a¨ra¨ ja sovitaan, etta¨
Ci,−1 = 0. Oletetaan, etta¨ viimeisimma¨n kehitysvuoden n ja¨lkeen ei ole ena¨a¨ merkitta¨va¨a¨
kehitysta¨ havaittavissa eli kaikki vahingot ovat selvinneet n:n kehitysvuoden aikana.
Bornhuetter-Ferguson -menetelma¨ tai lyhyemmin kirjoitettuna B-F -menetelma¨, on
saanut nimensa¨ menetelma¨n kehitta¨jien mukaan. R.L. Bornhuetter ja R.E. Ferguson
julkaisivat vuonna 1972 artikkelin The Actuary and IBNR [1], jossa ihmeteltiin IBNR-
reserviin liittyva¨a¨ va¨ha¨ista¨ mielenkiintoa ja pyrittiin samalla hera¨ttelema¨a¨n sita¨ esitte-
lema¨lla¨ uudenlainen keino arvioida tarvittavaa reservia¨. Ta¨ta¨ keinoa on myo¨hemmin tut-
kittu ja tyo¨stetty paljon ja siita¨ on muodostunut yksi eniten ka¨ytetyimma¨sta¨ korvausvas-
tuun arviointimenetelmista¨.
Bornhuetter ja Ferguson kehittiva¨t menetelma¨nsa¨ vastatakseen vuonna 1934 esite-
tyn, toisen paljon ka¨ytetta¨vissa¨ olevan korvausvastuun arviointimenetelma¨n, niin sano-
tun Chain-Ladder -menetelma¨n (C-L -menetelma¨n) heikkouteen. C-L -menetelma¨n heik-
koutena on se, etta¨ arviointivuonna n havaitut kumulatiiviset korvaukset vaikuttavat
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merkitta¨va¨sti tulevien kehitysvuosien korvausvaateiden estimaatteihin. Korvausvastuu on
na¨in ollen voimakkaasti riippuvainen arviointivuoden korvausten ma¨a¨rista¨ Ci,n−i.
Ta¨ma¨ on na¨hta¨vissa¨ C-L -menetelma¨n mukaisesta sattumisvuoteen i liittyva¨sta¨ kor-
vausvastuun estimaatin kaavasta [3]
RˆCLi = Uˆ
CL
i − Ci,n−i = Ci,n−i(fˆn−i+1 · . . . · fˆn − 1).
Sattumisvuoteen i liittyva¨ lopullinen korvausvastuun estimaatti UˆCLi on siis saatu ker-
tomalla tarkasteluhetkella¨ tiedossa olevien korvausvaateiden ma¨a¨ra¨ estimoiduilla kehitys-
kertoimilla fˆj, j = n− i+ 1, . . . , n. Jos unohdetaan luvun alussa esitetty oletus vahinko-
jen selvia¨misesta¨ n:n kehitysvuoden aikana, C-L -menetelma¨n mukaiseksi korvausvastuun
estimaatiksi saadaan
RˆCLi = Uˆ
CL
i − Ci,n−i = Ci,n−i(fˆn−i+1 · . . . · fˆn · fˆ∞ − 1).
C-L -menetelma¨ ka¨ytta¨a¨ ta¨ssa¨ tunnuslukujen fˆj ja ha¨nta¨muuttujan fˆ∞ yhteytta¨ ulot-
tuakseen nykyisesta¨ korvausvaateen ma¨a¨ra¨sta¨ lopulliseen korvausvaateen ma¨a¨ra¨a¨n. Ha¨n-
ta¨muuttujaan liittyen on ajateltu, etta¨ kehitysvuoden n ja¨lkeinen inkrementaalinen kor-
vausten ma¨a¨ra¨ on Xi,n+1 = Ui − Cin.
Uusimmasta sattumisvuodesta on saatavilla vain yksi havainto, joten se vaikuttaa kaik-
kiin kyseisen sattumisvuoden korvausten estimaatteihin. Jos ta¨ma¨ ainut havainto on kes-
kima¨a¨ra¨ista¨ suurempi tai pienempi, tulevien kehitysvuosien korvausten estimaatit tulevat
joko yli- tai aliarvioiduiksi. A¨a¨rimma¨isessa¨ tapauksessa ta¨ma¨ voi johtaa jopa ja¨rjetto¨ma¨a¨n
reserviin RˆCLi = 0. Na¨in tapahtuu esimerkiksi sellaisen sattumisvuoden kohdalla, jossa ar-
viointivuonna ei ole ehditty viela¨ maksaa korvauksia. B-F -menetelma¨ssa¨ halutaan pa¨a¨sta¨
eroon ta¨sta¨ ongelmasta eli estimaatin ei haluta riippuvan havaituista ma¨a¨rista¨ Ci,n−i.
Havaittujen ja viela¨ selvia¨ma¨tto¨mien korvausten ma¨a¨rien riippumattomuus onkin B-F
-menetelma¨n kulmakivi [3].
Ta¨ssa¨ tyo¨ssa¨ ei ka¨sitella¨ ta¨ma¨n tarkemmin C-L -menetelma¨a¨. Siita¨ on saatavilla pal-
jon tietoa eri la¨hteissa¨. Monissa tutkimuksissa on muun muassa vertailtu eri menetelmilla¨
saatuja estimaatteja keskena¨a¨n, etenkin juuri C-L- ja B-F -menetelmilla¨ saatuja. Yksi
tapa korvausvastuuta estimoitaessa on laskea korvausvastuun estimaatti usealla eri me-
netelma¨lla¨ ja valita na¨ista¨ parhaiten aineistoon sopiva jatkotyo¨skentelya¨ varten [6]. Mack
[3] kuitenkin kirjoittaa vuoden 2006 tutkimuksessaan, etta¨ korvausvastuun estimoinnissa
ka¨yteta¨a¨n la¨hes aina C-L- ja/tai B-F -menetelma¨a¨. Vain, jos ne na¨ytta¨va¨t antavan vir-
heellisia¨ tuloksia, etsita¨a¨n jokin muu menetelma¨ korvausvastuun estimoimiseksi. Kyseiset
menetelma¨t ovat pysyneet suosiossa vuosi toisensa ja¨lkeen [7].
B-F -menetelma¨sta¨ itsesta¨a¨n on myo¨s kehitelty erilaisia versioita, joita soveltamalla
saadaan vaihtoehtoisia estimaatteja korvausvastuulle. Ta¨llaisia ovat esimerkiksi iteroitu
Bornhuetter-Ferguson -menetelma¨ [6] ja laajennettu Bornhuetter-Ferguson -menetelma¨
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[8]. Na¨ita¨ menetelmia¨ ei ka¨sitella¨ ta¨ssa¨ tyo¨ssa¨, lisa¨tietoa niista¨ saa esimerkiksi edella¨ mai-
nituista la¨hteista¨.
4.1 Korvausvastuun estimaatti
Sellainen menetelma¨, jossa korvausvastuun estimaatti riippuu havaituista korvauksista,
ei sovi esimerkiksi uusien tai korvausma¨a¨rilta¨a¨n vaihtelevien vakuutuslajien korvausvas-
tuun estimointiin [6]. B-F -menetelma¨lla¨ sattumisvuodelle i muodostetussa korvausvas-
tuun estimaatin kaavassa ei ole na¨hta¨vissa¨ ta¨llaista riippuvuutta nykyisista¨ korvausvaa-
teen ma¨a¨rista¨ Ci,n−i.
Perinteisen B-F -menetelma¨n mukainen korvausvastuun estimaatti sattumisvuodelle i
on
RˆBFi = Uˆi(1− bˆn−i),(4.1)
missa¨ Uˆi = viqˆi on priori-estimaatti kokonaiskorvausmenolle Ui, vi on sattumisvuoteen i
liittyva¨ vakuutusmaksutulo, qˆi priori-estimaatti sattumisvuoden i lopulliselle vahinkosuh-
teelle qi = Ui/vi ja bˆj ∈ [0, 1] on se estimoitu prosenttiosuus lopullisesta korvausvaateen
ma¨a¨ra¨sta¨, jonka oletetaan olevan tunnettu kehitysvuoden j ja¨lkeen. qi ja bj ovat paramet-
reja, joiden estimointiin tutustutaan tarkemmin alaluvussa 4.2.
Prosenttiosuudet b0, b1, ..., bn kuvaavat odotettua kumulatiivista kehitysta¨ (bn = 1,
silla¨ oletuksena on, etta¨ vahingot selvia¨va¨t n:n kehitysvuoden aikana) ja siksi 1− bˆn−i on
odotettu sattumisvuoteen i liittyvien viela¨ selvia¨ma¨tta¨ olevien korvausten prosentuaali-
nen ma¨a¨ra¨. Kehityskertoimen oletetaan olevan riippumaton sattumisvuodesta i, silla¨ kor-
vauskolmion ka¨ytto¨ korvausvastuun estimoinnissa on perusteltua vain, jos voidaan olettaa
jokaisen sattumisvuoden tappionkehityksen seuraavan samaa kehityskerrointa [8].
Vakuutusmaksutulo vi on tunnettu sattumisvuoden i ja¨lkeen, joten sita¨ ei ole tarpeen
estimoida. Koska kokonaiskorvausmenon Ui estimaatissa yhtena¨ tekija¨na¨ on vakuutusmak-
sutulo, tulee sattumisvuosittaisten vakuutusmaksutulojen ennakoida muutosta kokonais-
korvausmenossa [3]. Jos vuosien saatossa markkinatilanteet vaativat tekema¨a¨n muutok-
sia vakuutusmaksuihin eli tehta¨vien muutosten syyna¨ ei ole todellisten korvausmenojen
muutokset, ta¨llo¨in kokonaiskorvausmenon laskennassa ka¨ytetta¨va¨sta¨ vakuutusmaksutu-
losta on tarpeen puhdistaa na¨ma¨ markkinasyklien vaikutukset [6]. Vahinkosuhteet qi on
arvioitava siten, etta¨ ne vastaavat kyseisia¨ puhdistettuja vakuutusmaksutuloja.
Vakuutusmaksutulo on vakuutuskannan riskia¨ ja kokoa mittaava suure, niin sanottu
riskimitta. Jotta korvausvastuun estimaatti ei riippuisi havaituista korvauksista ja nii-
den heilahteluista, perinteisessa¨ B-F -menetelma¨ssa¨ oletetaan, etta¨ sattuisvuoden i kor-
vausvastuu voidaan ma¨a¨ra¨ta¨ suhteessa ta¨ha¨n vakuutusmaksutulolla mitattavaan riski-
mittaan. Ka¨yta¨nno¨n sovelluksissa kannan riskia¨ ja kokoa voidaan mitata myo¨s muilla
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kullekin vakuutuslajille parhaiten soveltuvilla riskimitoilla [6]. Ta¨llaisia on esimerkiksi
vuoden aikana sattuneiden vahinkojen lukuma¨a¨ra¨, vakuutusvuosien ma¨a¨ra¨ tai hinnoit-
telussa ka¨ytetyt riskimitat. Esimerkkina¨ mainittakoon, etta¨ jos riskimittana ka¨yteta¨a¨n
vahinkojen lukuma¨a¨ra¨a¨, menetelma¨a¨ kutsutaan PPCI-menetelma¨ksi (Payment Per Claim
Incurred) ja sen avulla saadaan oma estimaatti korvausvastuulle. Oleellista riskimitan
valinnassa on se, etta¨ sattumisvuosien va¨lilla¨ tapahtuvan riskimitan muutoksen tulee en-
nakoida maksettavaksi tulevien korvausten ma¨a¨rien muutoksia seka¨ se, etta¨ riskimitan
arvo on tiedossa tai ainakin arvioitavissa ennen korvausvastuun estimointia.
Vahinkosuhde qi ja kokonaiskorvausmenon priori-estimaatti Uˆi ma¨a¨riteltiin olemaan
qi =
Ui
vi
ja Uˆi = viqˆi.(4.2)
Estimaattia Uˆi kutsutaan priori-estimaatiksi, koska se on muodostettu ottamatta huo-
mioon havaittua korvausten kehitysta¨. Lopullisen vahinkosuhteen ja kokonaiskorvausme-
non posteriori estimaatit qˆBFi ja Uˆ
BF
i saadaan ka¨ytta¨ma¨lla¨ havaittuja korvauksia ja me-
netelma¨n mukaista korvausvastuun estimaattia:
qˆBFi =
Ci,n−i + RˆBFi
vi
ja UˆBFi = Ci,n−i + Rˆ
BF
i .(4.3)
Estimaattia qˆi kutsutaan myo¨s priori-estimaatiksi vastakohtana posteriori estimaatille
qˆBFi . Na¨ma¨ estimaatit eroavat toisistaan, jos ja vain jos Ci,n−i 6= bˆn−iviqˆi eli, jos nykyinen
korvausma¨a¨ra¨ poikkeaa sen arvioidusta arvosta Cˆi,n−i [3]. Perinteisessa¨ B-F -menetelma¨ssa¨
havaitun ma¨a¨ra¨n ja menetelma¨lla¨ arvioidun ma¨a¨ra¨n bˆn−iUˆi va¨lisen poikkeaman ajatellaan
olevan puhtaasti satunnainen eika¨ sen oleteta kertovan tulevasta korvausten tasosta [4].
Yleisesti sattumisvuoteen i liittyva¨ j. kehitysvuoden ja¨lkeinen kumulatiivisen korvauksen
estimaatti on
Cˆij = Uˆibˆj = qˆivibˆj(4.4)
ja vastaavasti inkrementaalisen korvauksen estimaatti on
Xˆij = Uˆi(bˆj − bˆj−1).(4.5)
Yksi vaihtoehto olisi ka¨ytta¨a¨ aiemmin esitetylle korvausvastuun estimaatille kaavaa
RˆBFi = Uˆi − Ci,n−i. Ta¨ssa¨ korvausvastuun estimaatti saadaan estimoimalla kokonaiskor-
vausmeno B-F -menetelma¨a¨ ka¨ytta¨en ja saadusta estimaatista va¨henneta¨a¨n arviointihet-
kella¨ havaitut korvaukset. Ta¨llo¨in estimaatti on kuitenkin ja¨lleen voimakkaasti riippu-
vainen nykyisesta¨ korvausvaateen ma¨a¨ra¨sta¨, silla¨ korvasvastuun estimaatista tulee sita¨
suurempi, mita¨ pienempi tiedossa oleva korvausten ma¨a¨ra¨ on. Ta¨ma¨ riippuvuus on juuri
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pa¨invastainen kuin C-L -menetema¨lla¨ saadun estimaatin kohdalla. C-L -menetelma¨n mu-
kainen estimaatti on sita¨ pienempi, mita¨ pienempi havaittu korvausvaateen ma¨a¨ra¨ on. B-F
-menetelma¨ssa¨ keskeista¨ on kuitenkin va¨ltta¨a¨ mita¨ tahansa riippuvuutta havaitun ma¨a¨ra¨n
ja estimaatin RˆBFi va¨lilla¨. La¨hto¨kohtana oli poiketa oleellisesti C-L -menetelma¨sta¨, jossa
pera¨kka¨isten kehitysvuosien korvaukset vaikuttavat suoraan kehityskertoimiin seka¨ sita¨
myo¨ten myo¨s selvia¨misjakaumaan ja korvausvastuun estimaattiin.
4.2 Parametrit ja niiden estimointi
Schmidt & Zohler [8] ovat jakaneet estimoinnissa ka¨ytetta¨va¨n tiedon sisa¨iseen ja ulkoiseen
tietoon seuraavalla tavalla: Sisa¨isella¨ tiedolla tarkoitetaan sita¨ informaatiota, joka saadaan
tutkittavana olevasta korvauskolmiosta. Ulkoinen tieto on esimerkiksi markkinatilastoista
tai muista vastaavanlaisista korvauskolmioista saatavaa tietoa seka¨ tietoa, jota saadaan
muun muassa vakuutusmaksuista tai sopimusten ma¨a¨rista¨. Ulkoisen tiedon soveltaminen
on oleellista B-F -menetelma¨ssa¨ ja sen parametrien estimoinnissa [3].
Jotta B-F -menetelma¨a¨ voidaan ka¨ytta¨a¨ korvausvastuun arvioimisessa, on estimoitava
parametrit qi ja bj kaikilla 0 ≤ i, j ≤ n.
Vahinkosuhde
Vahinkosuhde qi voidaan estimoida odotusarvotasolla monella eri tavalla, silla¨ B-F -
menetelma¨ itsessa¨a¨n ei anna objektiivista tapaa estimoida sita¨ [3]. Koska havaittua kor-
vausten ma¨a¨ra¨a¨ ei oteta huomioon vahinkosuhteen estimoinnissa, estimaatti riippuu pal-
jon arvioijasta. Vahinkosuhteen priori-estimaatti qˆi voi siis perustua joko korvauskolmios-
ta saatavaan sisa¨iseen tietoon, ulkoiseen tietoon tai na¨ihin molempiin. Ka¨yta¨nno¨ssa¨ sen
estimointi perustuu usein ulkoiseen tietoon seka¨ viimeisimpien vuosien estimaatteihin [6].
Usein etenkin tuoreimman sattumisvuoden n vahinkosuhteen estimointi voi olla vai-
keaa. Ta¨llo¨in estimointiin liittyva¨a¨ subjektiivisuutta saadaan va¨hennettya¨ esimerkiksi es-
timoimalla vahinkosuhde qn sellaisten aiempien vuosien vahinkosuhde-estimaattien qˆi, i <
n, keskiarvona, joiden vahinkosuhteen oletetaan olevan sama kuin arviointivuonna n.
[6] Mack [3] esitta¨a¨ vuonna 2006 tutkimuksessaan Parameter Estimation for Bornhuet-
ter/Ferguson yksityiskohtaisesti yhden tavan estimoida parametrit qi. Kyseinen estimoin-
titapa on sellainen, jossa parametrin estimoinnissa yhdisteta¨a¨n yleinen hinnoittelusta saa-
tu tieto seka¨ markkinatieto niihin suhteisiin ja trendeihin, joita saadaan ka¨ytetta¨vissa¨
olevasta korvauskolmiosta.
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Kehityskerroin
Kehityskertoimen estimaatti bˆj on johdettu perinteisessa¨ B-F -menetelma¨ssa¨ C-L -mene-
telma¨n kehityskertoimista seuraavasti:
bn = 1, bˆn−1 = fˆ−1n , bˆn−2 = (fˆn−1fˆn)
−1, . . . , bˆ0 = (fˆ1 · . . . · fˆn)−1.
Jos kaikkien vahinkojen ei oleteta selvia¨va¨n n:n kehitysvuoden aikana, vahinkosuhteen
estimaatti johdetaan vastaavasti C-L -menetelma¨n kehityskertoimista fˆj yhdessa¨ valitun
ha¨nta¨termin fˆ∞ kanssa
bˆn = fˆ
−1
∞ , bˆn−1 = (fˆn · fˆ∞)−1, . . . , bˆ0 = (fˆ1 · . . . · fˆn · fˆ∞)−1.
Ta¨ma¨ tapa ei ole kuitenkaan B-F -menetelma¨n havaittujen ja tulevien korvausten
va¨lilla¨ olevan riippumattomuusoletuksen mukainen. C-L -menetelma¨n tunnuslukujen ka¨y-
to¨ssa¨ oletetaan nimitta¨in, etta¨ tuntemattomat tappiot kussakin kehityspisteessa¨ on suora
monikerta jo tunnetuista tappioista. Lisa¨ksi C-L -menetelma¨n tunnuslukuja ka¨ytta¨ma¨lla¨
B-F -menetelma¨a¨ ei voida pita¨a¨ ta¨ysin itsena¨isena¨ arviointimenetelma¨na¨. Katsotaan seu-
raavaksi Mackin [3] esitta¨ma¨ va¨ha¨n perinteisesta¨ menetelma¨sta¨ poikkeava, itsena¨isempi
tapa estimoida kehityskerroin.
Jos priori-estimaatti Uˆi on jo estimoituna, parametrit bj voidaan estimoida seuraavalla
tavalla: Korvausvastuun estimaatin kaavasta (4.1) saadaan
bˆn−i = 1− Rˆ
BF
i
Uˆi
=
Uˆi − RˆBFi
Uˆi
≈ Ci,n−i
Uˆi
.
Viimeinen yhta¨suuruus on tiukka yhta¨lo¨ vain silloin, jos priori-estimaatti Uˆi on yhta¨suuri
kuin posteriori estimaatti UˆBFi = Ci,n−i + Rˆ
BF
i eli vain, jos Ci,n−i = bˆn−iUˆi. Ta¨ma¨
yhta¨suuruus ei siis va¨ltta¨ma¨tta¨ pa¨de kaikilla i, mutta se pa¨tee keskima¨a¨rin, va¨hinta¨a¨nkin
likima¨a¨ra¨isesti. Muuten olisi syyta¨ epa¨illa¨, etta¨ kertoimia bˆ0, bˆ1, ..., bˆn ei ole saatu tarkas-
teltavasta aineistosta.
Ta¨ma¨n perusteella kumulatiivisen kehityskertoimen estimaattoriksi voisi sopia tun-
nuslukujen Cij/Uˆi painotettu keskiarvo:
bˆj =
∑n−j
i=0 Cij∑n−j
i=0 Uˆi
, j = 0, 1, ..., n.(4.6)
Ta¨ssa¨ voi kuitenkin joillakin indekseilla¨ j pa¨tea¨ bˆj > bˆj+1, silla¨ parametrit bˆj perustuu
eri ma¨a¨ra¨a¨n sattumisvuosia. Ta¨ma¨n vuoksi hyo¨dynneta¨a¨n inkrementaalista korvausten
ma¨a¨ra¨a¨ eli kirjoitetaan
Bˆj =
∑n−j
i=0 Xij∑n−j
i=0 Uˆi
, j = 0, 1, ..., n.(4.7)
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Saaduile estimaateille Bˆj tulee ka¨ytta¨a¨ viela¨ tasoitusvalintaa siten, etta¨ niiden arvo
pienenee kohti nollaa. Merkita¨a¨n lopullisia, tasoitusvalinnalla saatuja estimaatteja symbo-
lilla Bˆ∗j . Ta¨llo¨in kehityskertoimen estimaatti bˆj∗ saadaan summaamalla na¨ma¨ tasoitetut
Bˆ∗j yhteen eli
bˆ∗j = Bˆ
∗
0 + Bˆ
∗
1 + ...+ Bˆ
∗
j .(4.8)
Sovitaan, etta¨ bˆ∗n+1 = 1. Mackin [3] mukaan ta¨ma¨ saatu bˆ
∗
j on estimaatti, jota B-F -
estimaatin kaava itse ehdotti. Schmidt & Zochler [8] ovat tutkimuksessaan perehtyneet
kehityskertoimen-ka¨sitteeseen ja sen olemassaoloon tarkemmin. He toteavat kehitysker-
toimen olevan tehokas ja eri menetelmia¨ yhdista¨va¨ tekija¨ tutkittaessa ja vertailtaessa
korvauskolmioon perustuvaa korvasvastuun estimointiaa.
B-F -menetelma¨ssa¨ on estimoitava useita parametreja, mika¨ voi lisa¨ta¨ estimoinnista
johtuvaa virhetta¨ korvausvastuun estimaattiin. Toinen huomioon otettava seikka on se,
etta¨ etenkin priori-estimaattien kohdalla estimaatteihin sisa¨ltyy subjektiivista arviointia.
Muun muassa tuoreimmille sattumisvuosille vahinkosuhde joudutaan usein estimoimaan
puutteellisin tiedoin aiempien sattumisvuosien vahinkosuhteiden perusteella. Jos vahin-
kosuhteen estimaatin voidaan kuitenkin olettaa olevan sama kaikille sattumisvuosille, es-
timoitavien parametrien ma¨a¨ra¨ va¨henee [6]. Katsotaan seuraavaksi esimerkki ta¨llaisesta
tilanteesta.
4.3 Esimerkki
Oletetaan, etta¨ qi = q kaikilla i = 0, 1, ...., n. Olkoon tilastoaineistona taulukon 4.2 kor-
vauskolmio ja vuosittain saadut vakuutusmaksut taulukon 4.1 mukaiset. Pideta¨a¨n voimas-
sa ta¨ma¨n luvun alussa tehty oletus, etta¨ kaikki vahingon selvia¨va¨t taulukossa na¨kyvien
kehitysvuosien (n = 6) aikana. Oletetaan, etta¨ korvausinflaatio on tarkasteltavana olevien
vuosien aikana 2%.
Edella¨ mainittujen oletusten nojalla ja kaavoja (4.1), (4.2), (4.7) ja (4.8) ka¨ytta¨ma¨lla¨
B-F -menetelma¨n mukaiseksi korvausvastuun estimaatiksi hetkella¨ n = 6 saadaan
RˆBFi = Uˆi(1− bˆn−i) = viqˆ
n∑
j=n−i+1
(bˆj − bˆj−1) = viqˆ
n∑
j=n−i+1
∑n−j
l=0 Xlj∑n−j
l=0 Uˆl
= vi
n∑
j=n−i+1
∑n−j
l=0 Xlj∑n−j
l=0 vl
.
Huomataan, etta¨ qˆ(bˆj− bˆj−1) = Bˆj, missa¨ Bˆj on kaavan (4.7) mukainen. Estimaatit Bˆj
saadaan laskettua sijoittamalla taulukoissa 4.1 ja 4.2 olevia arvoja kaavaan (4.7). Kyseiset
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arvot on na¨hta¨vissa¨ taulukossa 4.3. Vahinkosuhteen estimaatti saadaan summaamalla
estimaatit Bˆj yhteen:
qˆ = qˆ
6∑
j=0
(bˆj − bˆj−1) =
6∑
j=0
Bˆj = 0, 803712.
Vuosi i Alkupera¨inen Inflaatiokorjaus vi
vakuutusmaksutulo
0 49 284 1,12616 55 501
1 61 987 1,10408 68 439
2 59 244 1,08243 64 127
3 94 031 1,06121 99 786
4 157 758 1,0404 164 131
5 196 825 1,02 200 761
6 113 227 1 113 227
Taulukko 4.1: Vakuutusmaksut
i \ j 0 1 2 3 4 5 6
0 5904 10392 9443 5041 815 710 5
1 2861 12054 11245 4566 2887 808
2 4159 23098 18229 11754 1358
3 10701 59019 59072 16467
4 9832 93620 19406
5 5742 11101
6 1206
Taulukko 4.2: Inkrementaalinen korvauskolmio vuoden n = 6 rahan arvossa
Koska taulukon 4.2 korvauskolmio on vuoden n = 6 rahan arvossa, ta¨ytyisi estimoidut
inkrementaaliset korvaukset Xˆij korottaa maksuvuoden rahan arvoon eli ottaa huomioon
arvioitu korvausinflaatio ja mahdollisesti viela¨ diskontata se sopivalla diskonttauskorolla.
Ta¨ssa¨ esimerkissa¨ oletetaan kuitenkin yksinkertaisuuden vuoksi, etta¨ korvausinflaatio ja
diskonttauskorko kumoavat toistensa vaikutuksen (ks. luku 3.2.1).
Na¨in ollen kaavan (4.5) nojalla tulevien kehitysvuosien estimaatit saadaan laskettua
seuraavasti:
Xˆij = Uˆi(bˆj − bˆj−1) = qˆvi(bˆj − bˆj−1) = viBˆj, kaikilla i− j > n.
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Na¨iden estimaattien avulla korvauskolmio saadaan ta¨ydennettya¨ suorakaiteen muotoi-
seksi. Kyseiset estimaatit na¨kyva¨t taulukon 4.3 korvauskolmiossa lihavoituna. Taulukos-
sa 4.3 on na¨hta¨vissa¨ myo¨s saadut sattumisvuosittaiset korvausvastuun estimaatit RˆBFi ,
estimaatit Bˆj, selvia¨misjakauma Fˆj seka¨ kokonaiskorvausvastuun estimaatti Rˆ
BF . Sel-
via¨misjakauma Fˆj saadaan laskettua aiemmin tehdyn huomion perusteella:
Fˆj = 100bˆj = 100(
Bˆj
qˆ
+ bˆj−1).
i \ j 0 1 2 3 4 5 6 RˆBFi
0 5 904 10 392 9 443 5 041 815 710 3 0
1 2 861 12 054 11 245 4 566 2 887 808 4 4
2 4 159 23 098 18 229 11 754 1 358 785 3 789
3 10 701 59 019 59 072 16 467 2684 1222 5 3 911
4 9 832 93 620 19 406 21569 4415 2010 9 28 003
5 5 742 11 101 52144 26383 5400 2458 11 86 396
6 1 206 38274 29409 14880 3046 1386 6 85 029
Bˆj 0,052747 0,320621 0,259732 0,131414 0,0269 0,012244 0
Fˆj 6,6% 46,5% 78,8% 95,1% 98,5% 99,9% 100%
Taulukko 4.3: B-F -menetelma¨n soveltaminen taulukon 4.2 korvauskolmiolle. Kokonais-
korvausvastuuksi saadaan Rˆ = 204 132.
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Luku 5
Stokastinen Bornhuetter-Ferguson
-menetelma¨
Ta¨ssa¨ luvussa tutustutaan kahdella eri tavalla johdettuun stokastiseen B-F -menetelma¨a¨n.
Stokastisen mallin ka¨ytto¨ mahdollistaa arvioimaan korvausvastuun estimaattiin liittyva¨a¨
ennustevirhetta¨. Ta¨ma¨n vuoksi aluksi alaluvussa 5.1 ka¨yda¨a¨n la¨pi, mita¨ ta¨lla¨ ennustevir-
heella¨ tarkoitetaan ja miten sita¨ voidaan arvioida. Sen ja¨lkeen alaluvussa 5.2 tutustutaan
Mackin [4] esitta¨ma¨a¨n jakaumavapaaseen stokastiseen malliin. Ensin ka¨yda¨a¨n la¨pi mal-
lin oletukset ja sen ja¨lkeen katsotaan, miten tarvittavat parametrit estimoidaan. Lopuksi
johdetaan kaava keskinelio¨virheen ennusteelle. Alaluvussa 5.3 tutustutaan Saluzin, Gisle-
rin ja Wu¨thrichin [7] johtamaan stokastiseen malliin, jossa korvausten oletetaan noudat-
tavan Poisson-jakaumaa ylihajonnalla. Ta¨ma¨nkin mallin kohdalla esiteta¨a¨n ensin mallin
oletukset ja sen ja¨lkeen johdetaan kehityskertoimelle SU-estimaatti. Lopuksi johdetaan
estimaatti korvausvastuun ehdolliselle keskinelio¨virheen ennusteelle.
Ka¨yta¨nno¨ssa¨ metodit, jotka tuottavat korvausvastuulle pelka¨n piste-estimaatin, eiva¨t
aina ole riitta¨via¨. Ta¨llaiset metodit eiva¨t ole riitta¨via¨, koska on ta¨rkea¨a¨ kyeta¨ myo¨s ar-
vioimaan, poikkeaako laskettu estimaatti merkitseva¨sti lopullisesta arvosta vai ei. Lisa¨ksi
on ta¨rkea¨a¨ kyeta¨ arvioimaan, kuinka paljon todellinen korvausvastuu voi poiketa arvioi-
dusta korvausvastuusta. Ta¨llaisen epa¨varmuuden arviointi vaatii pohjalleen stokastisen
mallin. Arvioidun ja todellisen korvausvastuun va¨lista¨ eroa kutsutaan ennustevirheeksi.
Koska korvausvastuun arviointihetkella¨ ennustevirhe on satunnainen, sen avulla voidaan
arvioida mallin tarkkuutta. Mallia voidaan pita¨a¨ sita¨ tarkempana, mita¨ pienempi ennus-
tevirheen hajonnan estimaatti on.
Mack [4] esitti vuonna 2008 deterministisen B-F -menetelma¨n mukaisen korvausvas-
tuun estimaatin kaavaan pohjalta jakaumavapaan stokastisen mallin B-F -menetelma¨lle.
Saadun mallin avulla ha¨n esitti kaavan myo¨s korvausvastuun estimaatin ennustevirheel-
le. Ha¨n arvioi B-F -menetelma¨n yksinkertaisuuden olevan yhtena¨ syyna¨ sille, etta¨ ky-
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seisen menetelma¨n mukainen ennustevirheen kaava keksittiin verrattain myo¨ha¨a¨n. B-F -
menetelma¨n mukainen estimaattori ehdolliselle keskinelio¨virheen ennusteelle (mean squa-
re error of prediction eli MSEP) oli kylla¨ jo johdettu aiemminkin, mutta Mackin esitta¨ma¨
jakaumavapaa malli on ehka¨ yleisin B-F -menetelma¨n filosofiaan soveltuva malli [7].
Saluz, Gisler ja Wu¨thrich [7] kritisoivat sita¨, etta¨ kaikkia Mackin esitta¨mia¨ tuloksia
ei voi saada tiukalla matemaattisella tavalla, vaan niissa¨ on turvauduttava muun muas-
sa approksimaatioon. He esitta¨va¨t vaihtoehdoksi Mackin [4] esitta¨ma¨lle jakaumavapaalle
mallille, etta¨ stokastinen B-F -menetelma¨ pohjautuisi Poissonin ylihajontamalliin joko
vakiohajontaparametrilla tai vaihtuvalla hajontaparametrilla tai normaalimalliin. Tutki-
muksessa esiteta¨a¨n, kuinka kyseisten mallien pohjalta voidaan myo¨s johtaa estimaatit
kehityskertoimelle, kehityskertoimien korrelaatiomatriisille seka¨ ehdolliselle MSEP:lle.
Yleisesti ottaen stokastisen mallin avulla pyrita¨a¨n mallintamaan vahinkoja ja kor-
vauksia tuottavia satunnaisia mekanismeja. Ta¨llaisen mallin soveltamisen edellytyksena¨
on joitain tarkoin ma¨a¨riteltyja¨ oletuksia. Na¨iden oletusten voimassa oloa voidaan testata
erilaisilla tilastollisilla menetelmilla¨. Oletusten testauksesta saatujen tulosten perusteella
voidaan sitten tehda¨ pa¨a¨telmia¨ siita¨, sopiiko valittu malli ka¨ytetta¨vissa¨ olevaan aineistoon
vai ei.
Yhtena¨ oletuksena on, etta¨ korvausten oletetaan noudattavan jotain tiettya¨ jakau-
maa. Ta¨llo¨in korvausvastuun ma¨a¨ra¨ksi asetetaan maksamattomien korvausten odotusar-
vo. Lisa¨ksi kyseinen oletus mahdollistaa sen, etta¨ korvausvastuun estimoinnin lisa¨ksi
saadaan estimoitua ennustevirheen hajonta seka¨ mahdollisesti myo¨s koko ennustejakau-
ma. Na¨iden avulla saadaan puolestaan arvioitua korvausvastuun estimointiin liittyva¨a¨
epa¨varmuutta. Lisa¨ksi, jos halutaan tehda¨ tarkempia analyyseja¨ esimerkiksi luottamusva¨-
leista¨ tai prosenttipisteista¨, tarvitaan oletus korvausvastuun jakaumasta [6]. Ta¨llaisten
analyysien avulla voidaan puolestaan arvioida muun muassa tarvittavan varmuuslisa¨n
ma¨a¨ra¨a¨.
Stokastisessa B-F -menetelma¨ssa¨ on myo¨s kaksi olellista parametria, jotka ta¨ytyy esti-
moida: kehityskerroin ja kokonaiskorvausmenon priori-estimaatti. Mack [4] ja Saluz, Gis-
ler ja Wu¨thrich [7] esitta¨va¨t eri tavan estimoida kehityskerroin. Kokonaiskorvausmenon
priori-estimaatti saadaan usein ulkoisen tiedon avulla (esimerkiksi hinnoittelusta), joten
siihen liittyva¨n epa¨varmuuden arvioinninkin on tapahduttava ilman korvauskolmiosta saa-
tavaa tietoa. Pohjalla olevasta stokastisesta mallista voidaan johtaa ohjeita ta¨ma¨n esti-
maatin ja siihen liittyva¨n epa¨varmuuden arviointia varten. Korvausvastuun estimaattiin
liittyva¨ ennustevirhe riippuu enemma¨n tai va¨hemma¨n arvioijan subjektiivisesta arviosta,
koska korvausvastuun estimaatti itsekin on jo siita¨ riippuvainen [4]. Kokonaiskorvausme-
non priori-estimaatilla on na¨in ollen suuri vaikutus ennustevirheeseen. Ennustevirhetta¨
aiheuttaa siis korvausten satunnaisuuden lisa¨ksi mallin parametrien estimointi.
Kokonaisuudessaan stokastista mallia ka¨ytta¨ma¨lla¨ korvausvastuun estimointi tapah-
tuu seuraavasti [6]: Estimointiin valitun mallin ma¨a¨rittelyn ja¨lkeen estimoidaan mallin
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parametrit ka¨ytetta¨vissa¨ olevasta aineistosta. Ta¨ma¨n ja¨lkeen lasketaan estimaatit kor-
vausten odotusarvoille. Mallin sopivuutta tarkastellaan testaamalla mallin oletukset ja
vertaamalla havaittuja korvauksia mallin antamiin estimaatteihin. Jos oletukset ovat voi-
massa ja malli vaikuttaa muutenkin ka¨ytto¨kelpoiselta, lasketaan jokaiseen sattumisvuo-
teen liittyva¨ korvausvastuun estimaatti korvausten odotusarvojen perusteella. Laskemalla
na¨ma¨ saadut estimaatit yhteen, saadaan kokonaiskorvausvastuun estimaatti (kaava (3.2)).
Lopuksi tutkitaan ennustevirhetta¨, lasketaan sen hajonta ja varianssi. Lisa¨ksi ma¨a¨ritella¨a¨n
varmuuslisa¨. Mallin tuloksia voidaan lopuksi vertailla muilla malleilla saatuihin tuloksiin.
5.1 Ennustevirhe
Ennustevirhe koostuu kahdesta osasta, prosessivirheesta¨ ja estimointivirheesta¨. Estimoin-
tivirhe saadaan periaatteessa aina laskettua virheenetenemislain kautta, mutta arviointi-
virheen vuoksi korvausprosessin pohjalle tarvitaan stokastinen malli [4]. Ta¨ta¨ ennustevir-
heen kahtia jakautumista hyo¨dynneta¨a¨n ennustevirheen hajonnan estimoinnissa.
Ennustevirhe kuvaa estimoidun arvon ja realisoituneen arvon va¨lista¨ erotusta [6].
Ta¨ma¨n erotuksen arviointi on ta¨rkea¨a¨ etenkin vakuutusyhtio¨n riskienhallinnan takia. En-
nustevirheen hajonnan avulla saadaan ka¨sitys siita¨, miten tarkasti malli ennustaa to-
teutuvia korvauksia. Na¨in ollen ennustevirheen hajonnan estimaatin perusteella voidaan
arvioida, kuinka suuri varmuuslisa¨ tarvitaan varmistamaan yhtio¨n suoriutumisen vaadi-
tuista korvauksista halutulla todenna¨ko¨isyydella¨ [6].
B-F -menetelma¨ssa¨ hyo¨dynneta¨a¨n korvauskolmiosta saatavan tiedon lisa¨ksi paljon
ulkoista tietoa. Ulkoisen tiedon hyo¨dynta¨isella¨ ja silla¨, etta¨ ennustevirheen hajonnan
estimoinnissa joudutaan arvioimaan kokonaiskorvausmenon priori-estimaattiin liittyva¨
epa¨varmuus, voi olla positiivinen vaikutus ennustevirheen hajonnan estimaattiin [6]. B-F
-menetelma¨n mukaisen ennustevirheen hajonnan estimaatti on yleensa¨ suhteellisen pieni
etenkin tuoreiden sattumisvuosien kohdalla sellaisissa vakuutuslajeissa, joissa vahinkojen
selvia¨minen ensimma¨isten kehitysvuosien aikana on vaihtelevaa tai vaihtelee merkitta¨va¨sti
vuodesta toiseen. Selityksena¨ ta¨lle on se, etta¨ korvausten selvitessa¨ B-F -menetelma¨n riip-
pumattomuusoletuksen mukaisesti, tulevien korvausten kehitykseen ei vaikuta odotetun
kehityksen lisa¨ksi havaittuihin korvauksiin sisa¨ltyva¨ satunnainen osa. Sellaisissa menetel-
missa¨, joissa ta¨ta¨ riippumattomuusoletusta ei ole, korvausvastuuta estimoitaessa kerro-
taan myo¨s ta¨ma¨ satunnainen osa kehityskertoimilla ja siten estimointivarianssista tulee
suurempi.
Mita¨ pienempi ennustevirheen hajonnasta saadaan, sita¨ tarkemmin mallin voidaan
ajatella ennustavan maksamatta olevia korvauksia. Ta¨llo¨in realisoituvien korvausten ole-
tetaan keskima¨a¨rin olevan la¨hella¨ mallilla estimoituja odotusarvoja. Jos taas ennustevir-
heen hajonnan estimaatti on suuri, riitta¨va¨n suuren varmuuslisa¨n ma¨a¨ra¨a¨minen on erityi-
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sen perusteltua. Ta¨llo¨in varmuuslisa¨n ma¨a¨ra¨ voi olla ennustevirheen hajonnan estimaa-
tin suuruinen tai jopa kaksinkertainen, silla¨ toteutuva korvausvastuu voi poiketa mallin
tuottamasta estimaatista merkitta¨va¨sti [6]. Varmuuslisa¨n suuruuteen vaikuttaa haluttu
turvaavuustaso ja vakuutusyhtio¨n kokonaisriskiasema.
Riitta¨va¨n kokoisen varmuuslisa¨n ma¨a¨ra¨a¨miseksi tarvitaan usein myo¨s ennustejakau-
maa ja siita¨ tehtyja¨ analyyseja¨. Ennustejakaumalla tarkoitetaan korvausvastuun jakau-
maa. Ennustejakauman avulla saadaan laskettua ennustevirheen hajonnan lisa¨ksi luotta-
musva¨li korvausvastuulle seka¨ prosenttipisteet. Luottamusva¨li on nimensa¨ mukaisesti va¨li,
joka sisa¨lta¨a¨ korvausvastuun odotusarvon halutulla todenna¨ko¨isyydella¨. Prosenttipiste on
arvo, jota pienempi korvausvastuu on halutulla todenna¨ko¨isyydella¨. Ennustevirheen ha-
jonnan estimoiminen ei siis va¨ltta¨ma¨tta¨ riita¨, kun halutaan arvioida korvausvastuun esti-
maatin riitta¨vyytta¨.
Ennustejakauman ma¨a¨ra¨a¨minen analyyttisesti on kuitenkin usein haastavaa. Haasta-
vuuden syyna¨ on muun muassa se, etta¨ korvausvastuu on summa tulevista korvauksista,
joilla on omat sattumisvuodesta, kehitysvuodesta tai na¨ista¨ molemmista riippuvat jakau-
mansa. Analyyttista laskemista helpompaa voi olla arvioida ennustejakaumaa esimerkiksi
bootstrap-menetelma¨n ja simuloinnin yhdistelma¨lla¨ [6].
Ta¨rkea¨a¨ on huomata, etta¨ ennustevirheen varianssi ja hajonta eiva¨t kuvaa mallin va-
linnasta aiheutuvaa epa¨varmuutta. Ta¨ta¨ valinnasta aiheutuvaa epa¨varmuutta kutsutaan
mallivirheeksi. Mallivirhe kuvaa siis epa¨varmuutta siita¨, kuinka hyvin valitun mallin aja-
tellaan sopivan kuvaamaan korvausten taustalla olevaa satunnaisuutta. Mallivirheen ar-
viointiin ei perehdyta¨ ta¨ssa¨ tyo¨ssa¨.
5.2 Jakaumavapaa stokastinen malli
Ta¨ssa¨ vaiheessa unohdetaan epa¨realistinen oletus, etta¨ kaikki vahingot selvia¨isiva¨t kor-
vauskolmiossa olevien n:n kehitysvuoden aikana. Merkita¨a¨n nyt kehityskerrointa symbolil-
la z. Muuten jatketaan luvun 4 merkinno¨illa¨. Asetetaan lisa¨ksi kehitysvuoden n ja¨lkeiseksi
inkrementaalisen korvausvaateen ma¨a¨ra¨ksi (ha¨nna¨n kehitys) Xi, n+1 = Ui − Ci,n.
Mack [4] esitta¨a¨ perustuen luvussa 4 esitettyyn B-F -menetelma¨n mukaiseen korvaus-
vastuun estimaatin kaavaan:
RˆBFi = Uˆi(1− zˆn−i),
etta¨ sopiva malli B-F -menetelma¨n pohjalle voisi olla ristiinluokiteltua tyyppia¨
E[Cij] = xizj tai ekvivalentisti E[Xij] = xiyj, 0 ≤ i ≤ n ja 0 ≤ j ≤ n+ 1,(5.1)
missa¨ zj =
∑j
k=0 yk on kumulatiivinen kehityskerroin. Koska xiyj = (xic)(yj/c) milla¨
tahansa vakiolla c > 0, ovat xi ja yj yksiselitteisia¨ vain, jos ei huomioida vakiokerrointa.
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B-F -menetelma¨n estimaatin kaavan mukaisesti kehitysvuoteen liittyvien parametrien
yj tulee muodostaa selvia¨misjakauma. Ta¨ta¨ varten tarvitaan rajoitus y0+...+yn+yn+1 = 1.
Ta¨llo¨in E[Ui] = E[Xi0 + ... + Xi, n+1] = xi. Ta¨sta¨ na¨hda¨a¨n, etta¨ muuttujaa xi voidaan
pita¨a¨ sattumisvuoteen i liittyva¨na¨ volyymin mittana. Ta¨ma¨n vuoksi on syyta¨ viela¨ olet-
taa, etta¨ varianssi V ar(Ui) on verrannollinen volyymiin xi tai vaihtoehtoisesti V ar(
Ui
xi
) on
verrannollinen osama¨a¨ra¨a¨n 1
xi
. Ta¨ma¨ vaatimus on yleinen tapa esitta¨a¨ volyymin vaikutus
varianssiin. Lisa¨ksi B-F -menetelma¨n perustavanlaatuinen vaatimus siita¨, etta¨ havaitut ja
tulevat korvaukset ovat keskena¨a¨n riippumattomia ohjaa olettamaan, etta¨ inkrementaa-
liset korvaukset Xij samalta sattumisvuodelta tulee olla riippumattomia. Onnettomuus-
vuosien va¨linen riippumattomuus onkin jo mallin standardioletus.
5.2.1 Mallioletukset ja korvausvastuun odotusarvo
Mack [4] muotoilee B-F -menetelma¨n taustalla olevan stokastisen mallin oletukset inkre-
mentaalisille korvauksille Xij seuraavalla tavalla:
(BF1) Inkrementaaliset korvaukset Xij ovat riippumattomia kaikilla i ja j.
(BF2) On olemassa tuntemattomat parametrit xi ja yj siten, etta¨ E[Xij] = xiyj
ja y0 + ...+ yn+1 = 1.
(BF3) On olemassa verrannollisuusvakio s2j siten, etta¨ V ar(Xij) = xis
2
j .
Mallioletukset (BF1) ja (BF2) ovat siis suoria seurauksia luvussa 4 esitetysta¨ deter-
ministisesta¨ B-F -menetelma¨sta¨ ja sen mukaisesta korvausvastuun estimaatin kaavasta.
Mallioletus (BF3) on melko yleinen oletus ja sita¨ tarvitaan vain johdettaessa kaavaa en-
nustevirheelle. Ta¨ta¨ oletusta ei ole siis B-F -menetelma¨ssa¨ itsessa¨a¨n.
Na¨illa¨ oletuksilla saadan tarkasteluhetkella¨ n stokastisen B-F -menetelma¨n mukaiseksi
sattumisvuoteen i liittyva¨ksi korvausvastuun odotusarvoksi
E[Ri] = E[
n+1∑
j=n−i+1
Xij] =
n+1∑
j=n−i+1
E[Xij](5.2)
=
n+1∑
j=n−i+1
xiyj = xi
n+1∑
j=n−i+1
yj = xi(1− zn−i),
missa¨ zj := y0 + ...+ yj, ja varianssiksi
V ar(Ri) = V ar(
n+1∑
j=n−i+1
Xij) =
n+1∑
j=n−i+1
V ar(Xij) = xi
n+1∑
j=n−i+1
s2j .
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Kaavasta (5.2) na¨hda¨a¨n, etta¨ korvausvastuun odotusarvo on samaa muotoa kuin determi-
nistisen B-F -menetelma¨n mukainen korvausvastuun estimaatti. Lisa¨ksi riippumattomuus-
ja varianssioletusten (mallioletukset (BF1) ja (BF3)) nojalla
V ar(Ui) = V ar(
n+1∑
j=0
Xij) =
n+1∑
j=0
V ar(Xij) = xi
n+1∑
j=0
s2j .
Na¨in ollen varianssi V ar(Ui) on verrannollinen volyymiin xi kuten haluttiinkin.
Ta¨ma¨ malli on yksi yleisimmista¨ malleista, joka sopii B-F -menetelma¨n filosofiaan.
Malli on vahvasti parametrisoitu etenkin myo¨ha¨isille kehitysvuosille. Parametrien ma¨a¨ra¨a¨
voi halutessaan kuitenkin va¨henta¨a¨ tekema¨lla¨ ylima¨a¨ra¨isia¨ regressio-oletuksia. Mack [4]
on esitta¨nyt numeerisen esimerkin ta¨llaisesta tilanteesta.
5.2.2 Parametrien estimointi
Jotta kaavan (5.2) mukaiselle korvausvastuun odotusarvolle saadaan estimaatti, ta¨ytyy
estimoida kaavassa olevat parametrit.
Kokonaiskorvausmenon priori-estimaatti
Kokonaiskorvausmenon odotusarvon estimaatteina xˆi ka¨yteta¨a¨n priori-kokonaiskorvaus-
menoja Uˆi eli luvussa 4 esitetylta¨ estimaatilta Uˆi odotetaan, etta¨ se toteuttaa vaatimuksen
xi = E[Ui]. Na¨in ollen kirjoitetaan nyt estimaatin xˆi sijaan Uˆi.
Koska Uˆi on priori-estimaatti, sita¨ ei pita¨isi muuttaa havaittujen korvausten perusteel-
la tai ainakaan arviointihetkella¨ tiedossa olevien korvausten ma¨a¨ra¨n ei pita¨isi olla ta¨rkein
laskentaperuste kyseiselle estimaatille. Jopa todella suurten yksitta¨isten sattumisvuoteen
i liittyvien korvausvaateiden ei pita¨isi muuttaa estimaattia niin kauan kuin se sopii hin-
noittelumallissa oletettuun satunnaisuuteen. Ta¨ma¨ ei kuitenkaan tarkoita, etteiko¨ priori-
estimaattia Uˆi voisi muuttaa kehitysvuosien kuluessa.
Esimerkiksi, jos priori-estimaatti Uˆi on alunperin perustunut hinnoitteluun, voidaan
sattumisvuoden ja¨lkeista¨ korvausten kehitykseen liittyva¨a¨ uutta tietoa hyo¨dynta¨a¨ hinnoit-
telemalla uudelleen sattumisvuosi i jokaisena myo¨hempa¨na¨ vuotena ja sita¨ kautta pa¨a¨tya¨
pa¨ivitta¨ma¨a¨n kokonaiskorvausmenon priori-estimaattia. Joka tapauksessa havaituilla kor-
vauksilla tulee olla vain va¨ha¨inen vaikutus kokonaiskorvausmenon priori-estimaattiin,
muuten on pa¨a¨dytty ka¨ytta¨ma¨a¨n kokonaiskorvausmenon posteriori estimaattia. Estimaat-
ti Uˆi voi na¨in ollen muuttua vuosien kuluessa, mutta normaalisti ei suuressa ma¨a¨rin. Ei
ainakaan silloin, jos ensimma¨inen kokonaiskorvausmenon priori-estimaatti on hyvin pe-
rusteltu.
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Kehityskerroin
Kehityskertoimeen liittyen taustalla on koko ajan oletus siita¨, etta¨ kullekin kehitysvuodelle
on olemassa oma kehityskertoimensa yj, joka ei riipu sattumisvuodesta i [7]. Stokastisen
B-F -mallin avulla estimoitu korvausvastuu sisa¨lta¨a¨ koko korvausten kehitykseen liittyva¨n
ha¨nna¨n. Parametreja estimoitaessa ta¨ytyy siis pohtia myo¨s kehityksen ha¨nta¨a¨, josta ei
ole saatavilla havaintoja. Ta¨ma¨ on Mackin [4] mukaan yksi syy siihen, miksi ha¨n ei esita¨
ha¨nta¨parametreille mita¨a¨n yksiselitteista¨ kaavaa. Metodissa annetaan vapaus itse valita,
miten kehityskerrointa, ja etenkin sen ha¨nta¨a¨, halutaan kehitta¨a¨.
Kehityskertoimelle zj on johdettu estimaatti usein luvussa 4 esitetylla¨ tavalla C-L
-menetelma¨n kehityskertoimista fˆj yhdessa¨ valitun ha¨nta¨termin fˆ∞ kanssa eli
zˆn = fˆ
−1
∞ , zˆn−1 = (fˆn · fˆ∞)−1, . . . , zˆ0 = (fˆ1 · . . . · fˆn · fˆ∞)−1.
Ta¨lla¨ tavalla estimoidun kehityskertoimen ka¨ytto¨ on kuitenkin kyseenalaista, koska ta¨llo¨in
muun muassa menetelma¨a¨ ei voida pita¨a¨ ta¨ysin itsena¨isena¨ korvausvastuun arviointi-
menetelma¨na¨. Katsotaan seuraavaksi Mackin [4] johtama ta¨ha¨n menetelma¨a¨n soveltu-
va tapa estimoida kehityskerroin. Kun korvausvastuun laskennassa ka¨yteta¨a¨n kyseisella¨
tavalla saatua kehityskerrointa, pa¨a¨sta¨a¨ eroon aiemmin mainitusta ongelmasta. Koska
zj = y0 + ... + yj, niin kehityskertoimelle saadaan estimaatti estimoimalla erikseen para-
metrit yk ja summaamalla lopuksi saadut estimaatit yhteen.
Pa¨a¨ongelmana parametrien yj seka¨ toisten ja¨ljella¨ olevien parametrien s
2
j estimoin-
nissa on se, etta¨ myo¨ha¨isista¨ kehitysvuosista on saatavilla vain va¨ha¨n havaintoja. Lisa¨ksi
kehitysvuoden n ja¨lkeiselta¨ ajalta ei ole saatavilla yhta¨a¨n havaintoa, joten esimerkik-
si ha¨nta¨suhteen yn+1 estimointi vaatii lisa¨tietoa. Ha¨nta¨suhteen estimoinnissa voidaan
hyo¨dynta¨a¨ esimerkiksi ulkoista tietoa. Ulkoinen tieto voi olla pera¨isin sellaisesta korvaus-
kolmiosta, jossa on enemma¨n kehitysvuosia ja siten myo¨s n:n kehitysvuoden ja¨lkeisista¨
korvauskokemuksista on saatavilla tietoa. Toinen vaihtoehto estimoida yˆn+1 on ekstrapo-
loida estimaatti arvioista yˆ0, ..., yˆn, jotka ovat siis myo¨s tuntemattomia.
Mack [4] ehdottaa seuraavaa tapaa yhdeksi tavaksi estimoida kehityskertoimet yj, j =
0, 1, ..., n. Tunnetuilla x0, ..., xn selvia¨misjakauman muodostavan parametrien yj, j =
0, 1, ..., n, lineaarinen minimivarianssin tuottava harhaton estimaattori on
yˆj =
∑n−j
i=0 Xij∑n−j
i=0 xi
.(5.3)
Kaavaa sovelletaan parametrien estimoimiseksi siten, etta¨ kokonaiskorvausmenon odo-
tusarvoina xi ka¨yteta¨a¨n estimaatteja Uˆi. Na¨in ollen selvia¨misjakauman osuudet yj esti-
moidaan samalla tavalla kuin luvussa 4 tehtiin vastaavan selvia¨misjakaumaan liittyvien
parametrien bj kohdalla (alaluku 4.2). Na¨in ollen kehityskertoimien estimaatteina voidaan
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ka¨ytta¨a¨ estimaatteja
yˆ∗j =
∑n−j
i=0 Xij∑n−j
i=0 Uˆi
.
Ta¨ssa¨ on ka¨ytetty tasoitusvalintaa parametreille yˆ
′
0, ..., yˆ
′
n, yˆ
′
n+1 siten, etta¨ tasoitetuille
parametreille yˆ∗j pa¨tee
∑n+1
j=0 yˆ
∗
j = 1. Parametrit y
′
j ovat kaavan (5.3) mukaiset, mutta
parametrien xi tilalla on ka¨ytetty niiden estimaatteja Uˆi. Ta¨lla¨ tavalla estimoituna sat-
tumisvuoden i korvausvastuun odotusarvon estimaatti (kaava (5.2)) on sama kuin deter-
ministisen B-F -menetelma¨n mukainen korvausvastuun estimaatti (kaava (4.1)).
Verrannollisuuskerroin
Korvausten varianssin kaavassa olevia parametreja s2j , j = 0, 1, ..., n+ 1 tarvitaan ennus-
tevirheen laskennassa. Tunnetuilla x0, ..., xn parametrien s
2
j , j = 0, 1, ..., n − 1 harhaton
estimaattori on
sˆ2j =
1
n− j
n−j∑
i=0
(Xij − xiyˆj)2
xi
.
Ta¨ma¨ on mallin mukaisten ja¨nno¨sten painotettu keskiarvo [6]. Kun ka¨yteta¨a¨n ja¨lleen
kokonaiskorvausmenon odotusarvojen xi estimaatteina priori-kokonaiskorvausmenoja Uˆi,
saadaan parametrien s2j valituiksi estimaattoreiksi tasoitusvalinnan ja¨lkeen
sˆ2∗j =
1
n− j
n−j∑
i=0
(Xik − Uˆiyˆj)2
Uˆi
, 0 ≤ j ≤ n− 1.(5.4)
Estimaattia s2n kehitysvuodelle n ei voida estimoida ka¨ytta¨ma¨lla¨ kaavaa (5.4), koska ky-
seisesta¨ kehitysvuodesta on saatavilla vain yksi havainto C0n ja ta¨sta¨ yhdesta¨ havainnosta
pita¨isi siis estimoida parametrin yn lisa¨ksi parametri sn. Na¨in ollen kyseinen estimaatti
joudutaan laskemaan esimerkiksi ekstrapoloimalla ja kehitysvuoden n+ 1 estimaatti s2n+1
saadaan interpoloimalla sˆ2j :n regressiota |yˆj|:n avulla pisteessa¨ |yˆn+1|. Asiasta on esitetty
numeerinen esimerkki Mackin tutkimuksessa. Estimaattia sˆ2n+1 ei voi saada ekstrpoloi-
malla, silla¨ sen ta¨ytyy kattaa havainnot usealta kehitysvuodelta.
Mack [4] on hahmotellut saatujen estimaattoreiden ominaisuudet seuraavalla tavalla
(ominaisuuksissa (d)− (f) valittujen estimaattoreiden oletetaan olevan harhattomat):
(a) yˆ∗0, yˆ
∗
1, ..., yˆ
∗
nyˆ
∗
n+1 korreloivat pareittain (hieman) negatiivisesti, koska niiden ta¨ytyy
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summautua ykko¨seksi.
(b) yˆ∗0, ..., yˆ
∗
n+1 ja siten myo¨s zˆ
∗
0 , ..., zˆ
∗
n+1 ovat ka¨yta¨nno¨ssa¨ riippumattomia estimaateis-
ta Uˆ0, ..., Uˆn. Ta¨ma¨ johtuu siita¨, etta¨ viimeksi mainitut eiva¨t todellisuudessa vaiku-
ta minka¨a¨n estimaatin yˆ∗j kokoon, koska niiden ta¨ytyy summautua ykko¨seksi joka
tapauksessa ja, koska lopullisten estimaattien saamiseksi ka¨yteta¨a¨n valintaa ja reg-
ressiota.
(c) RˆBFi ja Ri ovat riippumattomia (johtuen mallioletuksesta (BF1)).
(d) E[Uˆi] = E[Ui] = xi, 0 ≤ i ≤ n.
(e) E[yˆ∗j ] = yj, 0 ≤ j ≤ n+ 1, ja siksi myo¨s E[zˆ∗j ] = zj, 0 ≤ j ≤ n+ 1.
(f) E[sˆ2∗j ] = s
2
j , 0 ≤ j ≤ n+ 1.
Na¨ista¨ ominaisuuksista (ominaisuudet (b), (d) ja (e)) seuraa suoraan, etta¨ ta¨ma¨n
menetelma¨n mukainen korvausvastuun estimaatti on myo¨s harhaton:
E[RˆBFi ] = E[Uˆi]E[1− zˆ∗n−i] = xi(1− zn−i) = E[Ri].(5.5)
5.2.3 Korvausvastuun estimaatin RˆBFi ennustevirhe
Huomataan aluksi, etta¨ sattumisvuoteen i liittyva¨n kokonaiskorvausmenon ja korvausvas-
tuun ennustevirhe ovat saman suuruisia:
Ui − UˆBFi = Ci, n−i +Ri − (Ci, n−i + RˆBFi ) = Ri − RˆBFi .
Na¨in ollen voitaisiin yhta¨ hyvin johtaa kaavat joko korvausvastuun estimaatin ehdolliselle
keskinelio¨virheelle tai kokonaiskorvausmenon estimaatin ehdolliselle keskinelio¨virheelle.
Mack [4] johtaa kaavat ensiksi mainitulle. Saluz, Gisler ja Wu¨thrich [7] (ks. luku 5.3)
puolestaan johtavat kaavat ja¨lkimma¨iselle.
Koska kaikki edella¨ olevassa yhta¨lo¨ssa¨ na¨kyva¨t muuttujat, kokonaiskorvausmeno Ui,
korvausvastuu Ri seka¨ na¨iden estimaattorit Uˆ
BF
i ja Rˆ
BF
i , ovat arviointihetkella¨ (vuoden
n lopussa) satunnaismuuttujia, on na¨ihin liittyva¨ ennustevirhekin satunnainen. Ta¨ma¨n
vuoksi mallin tarkkuutta arvioitaessa ollaan kiinnostuneita estimaattorin ja realisoituvan
arvon keskima¨a¨ra¨isesta¨ erosta. Keskima¨a¨ra¨ista¨ eroa tutkitaan laskemalla ennustevirheen
nelio¨n odotusarvo eli keskinelio¨virheen ennuste (MSEP) seka¨ ennustevirheen hajonta ja
varianssi.
Arviointihetkella¨ ka¨ytetta¨vissa¨ olevalla tiedolla korvausvastuun Rˆi ehdollisen keskine-
lio¨virheen ennusteen ma¨a¨ritella¨a¨n olevan
msep(Rˆi) = E
[(
Rˆi −Ri
)2 ∣∣∣∣Xi0, ..., Xi, n−i] .
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Mallioletuksen (BF1) perusteella Ri = Xi, n−i+1+ ...+Xi, n+1 on riippumaton havaituista
korvauksista Xi0, ..., Xi, n−i. Myo¨s estimaatin Rˆi voidaan katsoa olevan riippumaton ky-
seisista¨ havaituista korvauksista, silla¨ niilla¨ on vain marginaalinen rooli estimaattien Uˆi ja
yˆ∗n−i+1, ..., yˆ
∗
n+1 valinnoissa. Na¨in ollen Mack [4] pa¨a¨tyy kirjoittamaan ja johtamaan kaavat
ilman na¨kyvilla¨ olevaa ehdollistusta eli
msep(RˆBFi ) = E
[(
RˆBFi −Ri
)2]
.
Yleensa¨ korvausvastuun estimaattorilta vaaditaan, etta¨ se vastaa odotusarvotasolla kor-
vausvastuun odotusarvoa [6]. Na¨in ollen voidaan olettaa E[RˆBFi ] = E[Ri], joten
msep(RˆBFi ) = E[(Ri − RˆBFi )2] = V ar(Ri − RˆBFi ).
Sattumisvuoteen i liittyva¨n korvausvastuun ennustevirheen varianssi vastaa na¨in ollen
korvausvastuun ennusteen keskinelio¨virhetta¨.
Mallioletuksesta (BF1) seuraa edelleen, etta¨ korvausvastuu Ri on riippumaton esti-
maattoristaan RˆBFi . Ta¨sta¨ seuraa, etta¨
msep(RˆBFi ) = V ar(Ri − RˆBFi )
= V ar(Ri) + V ar(Rˆ
BF
i )(5.6)
ja siten ennustevirheen hajonnaksi saadaan
Sd(RˆBFi ) =
√
msep(RˆBFi ) =
√
E[(Ri − RˆBFi )2] =
√
V ar(Ri) + V ar(RˆBFi ).(5.7)
Varianssia V ar(Ri) kutsutaan prosessivarianssiksi. Prosessivarianssi huomioi sen eron
todellisten korvausten ja niiden odotusarvon va¨lilla¨, mika¨ on puhtaasti satunnaisuuden
aiheuttama. Varianssia V ar(RˆBFi ) puolestaan kutsutaan estimointivarianssiksi. Estimoin-
tivarianssi aiheutuu nimensa¨ mukaisesti mallin parametrien ja sita¨ kautta korvausten
odotusarvon estimoinnista. Jos mallin parametrien estimointi toistetaan useita kertoja
pera¨kka¨in siten, etta¨ estimoinnissa ka¨ytetyt havainnot vaihtelee, mutta ne ovat joka kerta
kyseisen alkupera¨iset havainnot tuottaneen mekanismin tuottamat, niin estimointivarians-
si kuvaa ta¨llaisessa tilanteessa sita¨, miten eri kerralla estimoitujen parametrien avulla las-
kettu korvausvastuun odotusarvon estimaatti vaihtelee [6]. Kaavojen (5.6) ja (5.7) perus-
teella, ennustevirheen varianssi voidaan esitta¨a¨ prosessivarianssin ja estimointivarianssin
summana ja ennustevirheen hajonta na¨iden summan nelio¨juurena.
Koska ennustevirhe riippuu ka¨ytetyn mallin parametreista, ta¨ytyy se estimoida aineis-
tosta. Edella¨ olevan kaavan (5.6) perusteella ennustevirheelle saadaan estimaatti laskemal-
la erikseen prosessi- ja estimointivarianssi ja sitten yhdista¨ma¨lla¨ saadut tulokset kyseisen
kaavan mukaisesti. Estimointivarianssin laskeminen analyyttisesti voi usein olla haastavaa
[6]. Katsotaan seuraavaksi Mackin [4] johtamat kaavat na¨ille estimaattoreille.
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Prosessivarianssin estimaattori
Prosessivarianssiksi saadaan mallioletusten (BF1) ja (BF3) nojalla
V ar(Ri) = V ar(Xi, n−i+1) + ...+ V ar(Xi, n+1) = xi(s2n−i+1 + ...+ s
2
n+1).
Kun ka¨yteta¨a¨n aiemmin johdettuja estimaatteja prosessivarianssin kaavassa oleville tun-
teattomille parametreille, saadaan prosessivarianssin estimaattoriksi
V̂ ar(Ri) = Uˆi(sˆ
2∗
n−i+1 + ...+ sˆ
2∗
n+1).(5.8)
Estimointivarianssin estimaattori
Estimointivarianssin laskemiseksi tarvitaan yleista¨ varianssin kaavaa kahden riippumat-
toman satunnaismuuttujan X ja Y tulolle:
V ar(XY ) = (E[X])2V ar(Y ) + V ar(X)V ar(Y ) + V ar(X)(E[Y ])2.(5.9)
Koska sattumisvuoden i korvausvastuun estimaattori RˆBFi = Uˆi(1− zˆ∗n−i) on kahden riip-
pumattoman satunnaismuuttujan tulo, ylla¨ olevan kaavan ja estimaattorien ominaisuuden
(e) nojalla estimointivarianssiksi saadaan
V ar(RˆBFi ) = V ar(Uˆi(1− zˆ∗n−i))
= (E[Uˆi])
2V ar(zˆ∗n−i) + V ar(Uˆi)V ar(zˆ
∗
n−i) + V ar(Uˆi)(1− E[zˆ∗n−i])2
= (x2i + V ar(Uˆi))V ar(zˆ
∗
n−i) + V ar(Uˆi)(1− zn−i).(5.10)
Estimointivarianssin estmaattorin ma¨a¨ra¨a¨miseksi ka¨yto¨ssa¨ on jo estimaattorit Uˆi odo-
tusarvolle xi ja zˆ
∗
n−i selvia¨misjakauman parametrille zn−i. Viela¨ ta¨ytyy ma¨a¨ritta¨a¨ estimaat-
tien Uˆi ja zˆ
∗
n−i tarkkuus eli laskea estimaatit na¨iden variansseille. Jos priori-kokonaiskor-
vausmenon estimaatti Uˆi on saatu vahinkosuhteen ja vakuutusmaksutulon tulona (kaava
(4.2)), paras tapa estimoida kokonaiskorvausmenon estimaattorin varianssi on hinnoitella
sattumisvuodet uudelleen ka¨ytta¨en hyva¨ksi kertynytta¨ tietoa korvauksista ja katsoa, kuin-
ka paljon estimaatit Uˆi vaihtelevat [6]. Ta¨ma¨n vaihtelevuuden arvioinnin suhteen ta¨ytyy
kuitenkin olla varovainen, koska priori-estimaatit Uˆ0, ..., Uˆn ovat tavallisesti positiivisesti
korreloivia.
Kokonaiskorvausmenon estimaattorin tarkkuus voidaan laskea siis seuraavalla kaaval-
la, joka on analoginen mallin parametreille esitettyjen harhattoman estimaatin antavien
kaavojen kanssa (kaavat (5.4) ja (5.4)):
V̂ ar(Uˆi) =
vi
n− w
n∑
j=0
vj(
Uˆj
vj
− qˆ)2, missa¨ qˆ =
∑n
j=0 Uˆj∑n
j=0 vj
.
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Tarkimman arvion saamiseksi kaavassa olevat vakuutusmaksutulot vj tulee olla sellaiset
lopulliset vakuutusmaksutulot, joista on poistettu markkinasyklien vaikutus. Jos priori-
estimaattien Uˆj voidaan olettaa olevan korreloimattomia, w = 1. Muulloin korrelaation
huomioimiseksi muuttujalle w voidaan laskea arvo kaavalla
w =
∑
i,j
ρUij
√
vi
v+
vj
v+
, missa¨ v+ =
n∑
i=0
vi.
ρUij on sattumisvuoden i ja kehitysvuoden j kokonaiskorvausmenoon liittyva¨ korrelaatio-
kerroin.
Tavallisesti kokonaiskorvausmenon estimattorin Uˆi varianssi ei muutu paljon vuosien
aikana, vain pienia¨ muutoksia tulee estimaattorin Uˆi muutoksista johtuen. Saadun esti-
maatin V̂ ar(Uˆi) uskottavuutta voidaan tutkia esimerkiksi luottamusva¨lin avulla: jos saatu
luottamusva¨li on uskottava, niin silloin myo¨s V̂ ar(Uˆi) on uskottava. Ta¨ssa¨ uskottavuuden
arvioinnissa verrataan saatua varianssia siihen ka¨sitykseen, mika¨ on muodostettu arvioi-
taessa kokonaiskorvausmenon priori-estimaattiin liittyva¨a¨ epa¨varmuutta ka¨ytetyn tausta-
tiedon, oletusten ja estimaatin valintamenetelma¨n perusteella [6]. Koska kokonaiskorvaus-
menon priori-estimaatti perustuu pitka¨lti ulkoiseen tietoon, siihen liittyva¨ epa¨varmuuskin
on arvioitava ulkoisen tiedon perusteella.
Estimaattorin zˆ∗n−i tarkkuuden ma¨a¨ritta¨miseksi on pa¨a¨tetta¨va¨, kuinka varianssia
V ar(yˆ∗n−i+1 + ...+ yˆ
∗
n+1) = V ar(1− zˆ∗n−i) = V ar(zˆ∗n−i) = V ar(yˆ∗0 + ...+ yˆ∗n−i)
estimoidaan. Ominaisuuden (a) nojalla pysyta¨a¨n turvallisella puolella, kun korvataan
V ar(yˆ∗0 + ... + yˆ
∗
n−i) summalla V ar(yˆ
∗
0) + ... + V ar(yˆ
∗
n−i). Na¨iden va¨lille ei voi kirjoit-
taa yhta¨suuruusmerkkia¨, koska viimeksi mainittu kasvaa jokaisella lisa¨tta¨va¨lla¨ termilla¨
ja ensimma¨iselle pa¨in vastoin pa¨tee V ar(yˆ∗0 + ... + yˆ
∗
n+1) = V ar(1) = 0. Ta¨ma¨n vuoksi
V ar(zˆ∗j ) korvataan pienilla¨ j:n arvoilla summalla V ar(yˆ
∗
0) + ... + V ar(yˆ
∗
j ) ja suurilla j:n
arvoilla summalla V ar(yˆ∗j+1) + ...+V ar(yˆ
∗
n+1). Tarkemmin ilmaistuna V ar(zˆ
∗
j ) korvataan
minimilla¨
min(V ar(yˆ∗0) + ...+ V ar(yˆ
∗
j ), V ar(yˆ
∗
j+1) + ...+ V ar(yˆ
∗
n+1))
Yleisten varianssin laskusa¨a¨nto¨jen, mallioletusten (BF1) ja (BF3) seka¨ kaavan (5.3)
perusteella voidaan olettaa, etta¨
V ar(yˆ∗j ) ≈ V ar(
∑n−j
k=0Xik∑n−j
k=0 xk
) =
s2j∑n−j
k=0 xk
, 0 ≤ j ≤ n.
Ta¨ma¨n nojalla varianssin V ar(yˆ∗j ) estimaatiksi saadaan
V̂ ar(yˆ∗j ) =
sˆ2∗j∑n−j
k=0 Uˆk
, 0 ≤ j ≤ n.(5.11)
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Kehitysvuodelle n+ 1 estimaatti ta¨ytyy laskea eri tavalla, yksi uskottava valinta estimaa-
tiksi on Mackin [4] mukaan V̂ ar(yˆ∗n+1) = 0.5yˆ
∗
n+1.
Na¨in ollen estimoidun kumulatiivisen kehityskertoimen varianssin estimaatiksi saa-
daan
V̂ ar(zˆ∗j ) = min(V̂ ar(yˆ
∗
0) + ...+ V̂ ar(yˆ
∗
j ), V̂ ar(yˆ
∗
j+1) + ...+ V̂ ar(yˆ
∗
n+1)).(5.12)
Kehitysvuodelle n + 1 pa¨tee V̂ ar(zˆ∗n+1) = V̂ ar(1) = 0. Saadun estimaattorin V̂ ar(zˆ
∗
j )
uskottavuus voidaan tarkistaa samalla tavalla kuin tehtiin estimaatin V̂ ar(Uˆi) kohdalla,
ja tarvittaessa voidaan korjata ka¨sin joitakin tuloksena saatuja arvoja. Kun yhdisteta¨a¨n
nyt saadut tulokset, estimointivarianssin estimaattoriksi saadaan
V̂ ar(RˆBFi ) = (Uˆ
2
i + V̂ ar(Uˆi))V̂ ar(zˆ
∗
n−i) + V̂ ar(Uˆi)(1− zˆ∗n−i)2.(5.13)
Ta¨ma¨n kaavan avulla voidaan muodostaa luottamusva¨li kokonaiskorvausmenon odo-
tusarvolle E[Ui] tai tarkistaa, eroaako ta¨lla¨ menetelma¨lla¨ saatu estimaatti merkitseva¨sti
vaihtoehtoisista korvausvastuun estimaateista. Lisa¨ksi ta¨sta¨ kaavasta on na¨hta¨vissa¨, etta¨
runsaasti vahinkoja sisa¨lta¨va¨na¨ sattumisvuonna kokonaiskorvausmenon priori-estimaat-
tiin liittyva¨ epa¨varmuus on siirretty suoraan korvausvastuun estimaattiin, silla¨
V̂ ar(RˆBFi )/Uˆi ≈
{
V̂ ar(zˆ∗n−i), kun zˆ
∗
n−i on la¨hella¨ arvoa 1
V̂ ar(Uˆi)/Uˆi, kun zˆ
∗
n−i on la¨hella¨ arvoa 0.
Yhdista¨ma¨lla¨ nyt kaavat (5.6),(5.8) ja (5.13), saadaan seuraava estimaattori sattumis-
vuoteen i liittyva¨lle korvausvastuun (ehdolliselle) keskinelio¨virheen ennusteelle.
Estimaatti 5.2.1. (MSEP yksitta¨isen sattumisvuoden korvausvastuulle) Mallioletusten
(BF1)-(BF3) voimassa ollessa yksitta¨isen sattumisvuoden i korvausvastuun estimaatin Rˆi
(ehdollisen) keskinelio¨virheen ennusteen estimaatti on
m̂sep(RˆBFi ) = Uˆi(sˆ
2∗
n−i+1 + ...+ sˆ
2∗
n+1) + (Uˆ
2
i + V̂ ar(Uˆi))V̂ ar(zˆ
∗
n−i)
+V̂ ar(Uˆi)(1− zˆ∗n−i)2.
Ta¨ma¨ kaava on oleellinen muun muassa silloin, kun lasketaan luottamusva¨lia¨ sattu-
misvuoteen i liittyva¨lle korvausvastuun ma¨a¨ra¨lle Ri. Lisa¨ksi kaavaa tarvitaan laskettaessa
vakuutusyhtio¨n riskiperusteista pa¨a¨omantarvetta seka¨ tehta¨essa¨ vakuutusmaksujen kuor-
mituslaskelmia.
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5.2.4 Korvausvastuun estimaatin RˆBF ennustevirhe
Vastaavalla tavalla kuin luvussa 5.2.3 sattumisvuoteen i liittyva¨n korvausvastuun ennus-
tevirheen varianssin ja hajonnan kohdalla, voidaan osoittaa, etta¨ korvausvastuun R =
R0 + ... + Rn harhattoman estimaatin Rˆ
BF (ks. kaava (5.5)) ennustevirheen varianssi
voidaan esitta¨a¨ prosessi- ja estimointivarianssin summana
msep(RˆBF ) = E[(R− RˆBF )2] = V ar(R) + V ar(RˆBF )(5.14)
ja ennustevirheen hajonta summan nelio¨juurena
Sd(RˆBF ) =
√
MSE(RˆBF ) =
√
V ar(R) + V ar(RˆBF ).(5.15)
Ennustevirheen varianssi ja hajonta ta¨ytyy ja¨lleen estimoida aineistosta. Hyo¨dynneta¨a¨n
myo¨s ta¨ssa¨ estimointivirheen varianssin jakautumista prosessi- ja estimointivarianssiin.
Estimoidaan kyseiset varianssit erikseen ja lasketaan saadut estimaatit yhteen, jolloin
saadaan kaava keskinelio¨virheen ennusteen estimaattorille.
Prosessivarianssin estimaattori
Koska sattumisvuodet oletettiin riippumattomiksi (BF1), korvausvastuun prosessivarians-
si voidaan esitta¨a¨ sattumisvuosittaisten prosessivarianssien summana V ar(R) = V ar(R0)+
...+V ar(Rn). Na¨in ollen prosessivarianssin estimaattoriksi saadaan kaavaa (5.8) ka¨ytta¨ma¨l-
la¨
V̂ ar(R) =
n∑
i=0
V̂ ar(Ri) =
n∑
i=0
Uˆi(sˆ
2∗
n−i+1 + ...+ sˆ
2∗
n+1).(5.16)
Estimointivarianssin estimaattori
Estimointivarianssin V ar(RˆBF ) laskeminen on hieman haastavampaa, koska sattumisvuo-
sittaiset korvausvastuun estimaatit RˆBF0 , ..., Rˆ
BF
n korreloivat positiivisesti. Ta¨ma¨ korrelaa-
tio johtuu yhteisista¨ parametriestimaateista yˆ∗j seka¨ estimaateista Uˆi. Na¨in ollen estimoin-
tivarianssi on muotoa
V ar(RˆBF ) =
n∑
i=0
V ar(RˆBFi ) + 2
∑
i<j
Cov(RˆBFi , Rˆ
BF
j ).
Tunnetusti satunnaismuuttujien X, Y, Z ja W kovarianssille, missa¨ joukot {X,W} ja
{Y, Z} ovat riippumattomia, pa¨tee seuraava yhta¨suuruus:
Cov(XY,WZ) = Cov(X,W )E[Y ]E[Z] + Cov(X,W )Cov(Y, Z) + E[X]E[W ]Cov(Y, Z).
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Ta¨ta¨ kaavaa ka¨ytta¨ma¨lla¨ saadaan edella¨ olevassa kaavassa oleva kovarianssitermi muotoon
Cov(RˆBFi , Rˆ
BF
j ) = Cov(Uˆi(1− zˆ∗n−i), Uˆj(1− zˆ∗n−j))
= ρUij
√
V ar(Uˆi)V ar(Uˆj)E[1− zˆ∗n−i]E[1− zˆ∗n−j]
+ρzij
√
V ar(zˆ∗n−i)V ar(zˆ
∗
n−j)E[Uˆi]E[Uˆj],(5.17)
missa¨ kokonaiskorvausmenojen seka¨ selvia¨misjakaumaan liittyvien parametrien va¨liset
korrelaatiokertoimet ovat
ρUij = Cov(Uˆi, Uˆj)/
√
V ar(Uˆi)V ar(Uˆj)
ρzij = Cov(1− zˆ∗n−i, 1− zˆ∗n−j)/
√
V ar(zˆ∗n−i)V ar(zˆ
∗
n−j).
Kovarianssin kaavassa oleva keskimma¨inen yhteenlaskettava on siis nolla.
Jotta estimointivarianssille saadaan estimaattori, ta¨ytyy kaavan (5.17) mukaisen ko-
varianssin estimoimiseksi laskea estimaatit ylla¨ oleville korrelaatiokertoimille. Muille ter-
meille ka¨yteta¨a¨n aiemmin johdettuja estimaatteja. Jos korrelaatiokertoimien estimaat-
teja ei ole mahdollista saada laskettua dataperusteisesti esimerkiksi uudelleenhinnoitte-
lun kautta, kokonaiskorvausmenon estimaattina voidaan ka¨ytta¨a¨ vakiokorrelaatiokerroin-
ta ρˆUij = 1/
√
n tai va¨heneva¨a¨ korrelaatiokerrointa ρˆUij = 1/(1+|i−j|). Selvia¨misjakaumaan
liittyva¨n korrelaatiokertoimen estimaatille voidaan puolestaan ka¨ytta¨a¨ kaavaa
ρˆzij =
√
zˆ∗n−j(1− zˆ∗n−i)
zˆ∗n−i(1− zˆ∗n−j)
, kaikille i < j ja zˆ∗0 ≤ ... ≤ zˆ∗n+1.
Viimeisin estimaatti perustuu oletukseen, etta¨ estimaatit yˆ∗0, ..., yˆ
∗
n noudattavat Dirichlet-
jakaumaa.
Kun hyo¨dynneta¨a¨n nyt na¨ita¨ estimaatteja, saadaan lopulta estimointivarianssin esti-
maattoriksi
V̂ ar(RˆBF ) =
n∑
i=0
V̂ ar(RˆBFi ) + 2
∑
i<j
Ĉov(RˆBFi , Rˆ
BF
j )(5.18)
missa¨
Ĉov(RˆBFi , Rˆ
BF
j ) = ρˆ
U
ij
√
V̂ ar(Uˆi)
√
V̂ ar(Uˆj)(1− zˆ∗n−i)(1− zˆ∗n−j)
+ρˆzij
√
V̂ ar(zˆ∗n−i)
√
V̂ ar(zˆ∗n−j)UˆiUˆj
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ja V̂ ar(RˆBFi ) on kaavan (5.13) mukainen.
Kun summataan yhteen prosessi- ja estimointivarianssin estimaatit (kaavat (5.16) ja
(5.18)), saadaan seuraava estimaatti korvausvastuun estimaatin Rˆ (ehdolliselle) keskine-
lio¨virheen ennusteelle.
Estimaatti 5.2.2. (Korvausvastuun MSEP) Mallioletusten (BF1)-(BF3) voimassa olles-
sa korvausvastuun estimaatin Rˆ (ehdollisen) keskinelio¨virheen ennusteen estimaatti on
m̂sep(RˆBF ) = V̂ ar(R) + V̂ ar(RˆBF )
=
n∑
i=0
Uˆi(sˆ
2∗
n−i+1 + ...+ sˆ
2∗
n+1) +
n∑
i=0
V̂ ar(RˆBFi ) + 2
∑
i<j
Ĉov(RˆBFi Rˆ
BF
j ).
5.3 Parametrin jakaumaan perustuva stokastinen mal-
li
Oletetaan, etta¨ kumulatiivisille korvauksille kehitysvuoden j lopussa pa¨a¨te Cij > 0.
Tehda¨a¨n ja¨lleen oletus, etta¨ kaikki vahingot ovat selvinneet kehitysvuoden J kuluessa.
Ta¨llo¨in sattumisvuoteen i liittyva¨a¨ kokonaiskorvausmeno on CiJ .
Kokonaiskorvausmenon priori-estimaatti on µˆi = viqˆi, missa¨ vi on ja¨lleen sattumis-
vuoden i vakuutusmaksutulo ja qˆi on lopullisen vahinkosuhteen odotusarvon estimaatti.
Estimaattia µˆi ajatellaan nyt niin sanottuna asiantuntijan arviona, parametrin µi ei siis
ajatella olevan satunnaismuuttuja sellaisella priorijakaumalla, jolla muuttujan µ odotusar-
vo on µˆi. Estimaattien µˆi ajatellaan olevan riippumattomia havaituista korvauksista Xij.
Sattumisvuoteen i liittyva¨ korvaausvastuun estimaatti saadaan laskettua nyt kaavalla
RˆBFi = µˆi(1− zˆI−i)
ja kokonaiskorvausmenon posteriori estimaatti eli yleinen ennuste hetkella¨ I on
ĈiJ = Ci,I−i + RˆBFi = Ci,I−i + µˆi(1− zˆI−i).
Merkita¨a¨n summausta, joka la¨htee nollasta, seuraavasti hakasulkeilla
X[k],j =
k∑
i=0
Xij, 0 ≤ k ≤ I, 0 ≤ j ≤ J.
Merkita¨a¨n DI = {Cij : i+j ≤ I, j ≤ J}. Hetkella¨ I on ka¨yto¨ssa¨ tieto DI ja tavoitteena on
ennustaa DcI = {Cij : i + j > I, i,≤ I, j ≤ J}. Ka¨yteta¨a¨n muuten vastaavia merkinto¨ja¨
kuin aiemminkin.
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Saluz, Gisler ja Wu¨thrich [7] la¨hteva¨t tutkimuksessaan liikkeelle B-F -menetelma¨n
perusominaisuuksista. La¨hto¨kohtana on oletus, etta¨ on olemassa kehityskerroin yj, joka
on sama kaikille sattumisvuosille, ja lisa¨ksi on olemassa estimaatti µˆi, joka on sattumis-
vuoteen i liittyva¨ kokonaiskorvausmenon odotusarvon estimaatti. Sattumisvuoteen i liit-
tyva¨n korvausvastuun ma¨a¨ra¨ saadaan kertomalla arvio µˆi kehityskertoimen yj mukaisella
yha¨ tulossa olevien korvausten prosenttiosuudella. He toteavat samoin kuin Mack, etta¨
B-F -menetelma¨n pohjalla oleva stokastisen mallin ta¨ytyy olla ristiinluokiteltua tyyppia¨
(vrt. kaava(5.1))
E[Cij] = µizj tai ekvivalentisti E[Xij] = µiyj,
missa¨ zj =
∑j
k=0 yk on kumulatiivinen kehityskerroin. Koska ja¨lleen µiyj = (µic)(yj/c)
milla¨ tahansa vakiolla c > 0, ovat µi ja yj yksiselitteisia¨ vain, jos ei huomioida vakioker-
rointa. Yleisyytta¨ menetta¨ma¨tta¨ voidaan siten olettaa, etta¨ y0 + ...+ yJ = 1.
Saluz, Gisler ja Wu¨thrich johtavat stokastisen mallin B-F -menetelma¨n pohjalle la¨hte-
ma¨lla¨ liikenteeseen Mackin [4] tavoin B-F -menetelma¨sta¨ itsesta¨a¨n esiin nousevista mal-
lioletuksista:
(BF1*) Inkrementaaliset korvaukset Xij ovat riippumattomia kaikilla i ja j seka¨
on olemassa parametrit µ0, ...µI , y0, ..., yJ , missa¨
∑J
j=0 yj = 1 siten, etta¨
E[Xij] = µiyj, 0 ≤ i ≤ I ja 0 ≤ j ≤ J .
(BF2*) Satunnaismuuttujat µˆi ovat odotusarvon µi = E[CiJ ] harhattomia estimaatteja.
Erona Mackin esitta¨miin jakaumavapaan mallin pohjalla oleviin mallioletuksiin (ks.
alaluku 5.2.1) ta¨ssa¨ ei tehda¨ viela¨ varianssiin liittyva¨a¨ oletusta (BF3). Ne parametrin ja-
kaumaan pohjautuvat stokastiset B-F -mallit, joita Saluz, Gisler ja Wu¨thrich ka¨sitteleva¨t
tutkimuksessaan, ta¨ytta¨va¨t kuitenkin ylla¨ olevien mallioletusten lisa¨ksi kyseisen jakauma-
vapaassa mallissa vaadittavan varianssioletuksen (BF3). Na¨in ollen nyt ka¨sitelta¨va¨t mallit
ovat Mackin ka¨sittelema¨n mallin erikoistapauksia.
Saluz, Gisler ja Wu¨thrich ka¨sitteleva¨t tutkimuksessaan kolmea eri jakaumamallia.
Ensimma¨isena¨ ka¨sitella¨a¨n sellaista Poisson-jakaumaan perustuvaa mallia ylihajonnalla
(Over-dispersed Poisson Model), jossa hajontaparametri on vakio. Muut kaksi ka¨siteltya¨
mallia ovat yleinen Poisson-malli ylihajonnalla ja normaalijakaumaan perustuva malli.
Ta¨ssa¨ tyo¨ssa¨ perehdyta¨a¨n vain siihen malliin, joka pohjautuu yleiseen Poisson-jakaumaan
ylihajonnalla. Ka¨yteta¨a¨n ta¨sta¨ lyhyemmin nimitysta¨ GODP-malli.
Ensin tutkittu Poisson-malli, jossa hajontaparametri on vakio, ei ole pa¨teva¨ useim-
missa ka¨yta¨nno¨n sovelluksissa. Yleinen Poisson-malli sen sijaan soveltuu hyvin tilan-
teisiin, joissa tilastoaineistona on maksetut korvaukset ja normaalimalli taas sopii par-
haiten silloin, kun tilastoaineistona ka¨yteta¨a¨n aiheutuneita korvauksia. Na¨ille kahdelle
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ja¨lkimma¨iselle mallille Saluz, Gisler ja Wu¨thrich ovat saaneet johdettua samat estimaat-
torit.
Lisa¨ksi Saluz, Gisler ja Wu¨thrich osoittavat tutkimuksessaan, etta¨ kyseisten tiettyyn
jakaumaan pohjautuvien mallien avulla voidaan johtaa B-F -filosofiaan sopiva kehitysker-
toimen estimaatti (SUE) tiukalla matemaattisella tavalla. Lisa¨ksi he lo¨yta¨va¨t explisiittisen
ratkaisun na¨iden estimaattorien korrelaatiomatriisille. Ta¨ta¨ ratkaisua tarvitaan korvaus-
vastuun keskinelio¨virheen ennusteen laskennassa. Mackin [4] esitta¨ma¨n jakaumavapaan
mallin kohdalla (alaluku 5.2) taas kaikkia tuloksia ei saada tiukalla matemaattisella ta-
valla, vaan niissa¨ joudutaan turvautumaan approksimaatioon ja ka¨yta¨nno¨sta¨ saatuihin
huomioihin [7].
Kehityskerroin yj
Mackin [4] tavoin Saluz, Gisler ja Wu¨thrich [7] kritisoivat sita¨, etta¨ B-F -menetelma¨ssa¨ ke-
hityskertoimena ka¨yteta¨a¨n C-L -menetelma¨n mukaista kehityskerrointa (ks. alaluku 5.2).
Kyseista¨ kehityskerrointa ka¨ytta¨ma¨lla¨ sivuutetaan tieto kokonaiskorvausmenon priori-
estimaatista µˆi. Koska korvausvastuun estimaatti sisa¨lta¨a¨ arvion µˆi, tulee kehityskertoi-
menkin huomioida kyseinen arvio. He kirjoittavat myo¨s, etta¨ Mackin esitta¨ma¨t kaavan
(5.4) mukaiset estimaatit eiva¨t ole ainoita B-F -filosofiaan sopivia kehityskertoimien esti-
maatteja ja lisa¨ksi lineaarisen estimaattorin ka¨ytto¨o¨n rajoittuminen ei ole heida¨n mielesta¨
va¨ltta¨ma¨tta¨ paras vaihtoehto.
Saluz, Gisler ja Wu¨thrich la¨hteva¨t johtamaan kehityskertoimen estimaattia oletuk-
sesta, etta¨ ka¨ytetta¨vissa¨ on suorakaiteeksi ta¨ydennetty korvauskolmio. Ta¨llo¨in ilmeiseksi
kehityskertoimen estimaatiksi na¨hda¨a¨n
yˆj =
X[I], j
C[I],J
.
Ta¨ta¨ muotoa olevat estimaatit yˆj summatuu automaattisesti ykko¨seksi. Koska havain-
tojen avulla suorakaiteen muotoiseksi ta¨ydennettya¨ korvauskolmiota ei kuitenkaan ole
ka¨ytetta¨vissa¨, on luonnollista korvata tuntemattomat alemmassa puolisuunnikkaassa ole-
vat korvaukset Xij ennusteilla µˆiyˆj. Ta¨ma¨ pa¨a¨ttely johtaa seuraavaan yhta¨lo¨systeemiin
yˆj =
∑I−j
i=0 Xij +
∑I
i=I+1−j µˆiyˆj∑I−J
i=0 CiJ +
∑I
i=I+1−J(Ci, I−i +
∑J
k=I+1−i µˆiyˆk)
, 0 ≤ j ≤ J.
Saluz, Gisler ja Wu¨thrich na¨yttiva¨t tutkimuksessaan, etta¨ ta¨ma¨n kaavan mukainen kehi-
tyskertoimen estimaattori vastaa SU- estimaattoria, kun mallina ka¨yteta¨a¨n Poisson-mallia
ylihajonnalla ja vakiohajontaparametrilla ja, kun tuntematon µi on korvattu estimaatil-
laan µˆi. Kun hajonta ei olekaan ena¨a¨ vakio eli ka¨yteta¨a¨n yleista¨ Poisson-mallia ylihajon-
nalla, saatu SU-estimaatti kuitenkin poikkeaa ta¨sta¨ estimaatista.
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5.3.1 Mallioletukset
Yleisten mallioletusten (BF1*) ja (BF2*) pohjalta muotoillaan juuri ta¨ta¨ mallia koskevat
oletukset. Yleisesti Poisson-jakaumaa noudattava satunnaismuuttuja saa vain positiivisia
arvoja, joten ta¨ssa¨ oletetaan inkrementaalisten korvausten Xij olevan positiivisia. Inkre-
mentaaliset korvaukset ovat nyt maksettuja korvauksia, ei aiheutuneita korvauksia. Silloin
edella¨ mainittu positiivisuusoletus on ja¨rkeva¨.
(GODP1*) Inkrementaaliset korvaukset Xij ovat riippumattomia kaikilla i ja j seka¨
on olemassa positiiviset parametrit φ0, ..., φJ , µ0, ...µI ja y0, ..., yJ , missa¨∑J
j=0 yj = 1 siten, etta¨ Xij/φj ∼ Poisson(µiyj/φj). Erityisesti pa¨tee
E[Xij] = µiyj,
V ar(Xij) = φjµiyj,
missa¨ φj on kehitysvuoteen j liittyva¨ hajontaparametri.
(GODP2*) Priori-estimaatit µˆi ovat odotusarvon µi = E[CiJ ] harhattomia estimaat-
teja ja riippumattomia inkrementaalisista korvauksista Xlj kaikilla
0 ≤ l ≤ I, 0 ≤ j ≤ J .
5.3.2 Kehityskertoimen SU-estimaatti
Johdetaan nyt kehityskertoimille yj suurimman uskottavuuden estimaatit Lagrangen me-
netelma¨lla¨. Jotta SU-estimaatti voidaan laskea, ta¨ytyy ensin olettaa, etta¨ kokonaiskor-
vausmenon odotusarvo µi on tunnettu. Mallin mukaisiin inkrementaalisiin korvauksiin
Xij liittyva¨ logaritminen uskottavuusfunktio on
1
φj
(Xij(log µi + log yj)− µiyj)− g(Xij, φj),
missa¨ g(·, φj) on normalisointifunktio, joka ei riipu parametreista µi ja yj.
Kun normalisointifunktio g ja¨teta¨a¨n huomiotta ja ka¨yteta¨a¨n rajoitefunktiolta
∑J
i=0 yj =
1, saadaan Lagrangen funktioksi Lagrangen kertoimella κ
LDI (y0, ..., yJ , κ) =
∑
i+j≤I
1
φj
(Xij(log µi + log yj)− µiyj) + κ(1−
J∑
j=0
yj).
Jotta SU-estimaatille saadaan kaava, lasketaan ylla¨ olevan funktion osittaisderivaatta
muuttujan yj, 0 ≤ j ≤ J , suhteen ja asetetaan se nollaksi:
∂LDI
∂yj
=
I−j∑
i=0
1
φj
(
Xij
yj
− µi)− κ = 0.
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Na¨in ollen SU-estimaatille saadaan kaava
y˜j =
1
φj
∑I−j
i=0 Xij
1
φj
∑I−j
i=0 µi + κ
=
X[I−j],j/φj
µ[I−j]/φj + κ
.(5.19)
Osittaisderivaataksi muuttujan κ suhteen saadaan reunaehdon perusteella
∂LDI
∂κ
= 1−
J∑
j=0
yj = 0.
Kun sijoitetaan ta¨ha¨n yhta¨lo¨o¨n kaavan (5.19) mukaiset estimaatit y˜j, saadaan κ:lle seu-
raava implisiittiyhta¨lo¨
1−
J∑
j=0
X[I−j],j/φj
µ[I−j]/φj + κ
= 0.
Ta¨sta¨ yhta¨lo¨sta¨ na¨hda¨a¨n, etta¨ κ on astetta J+1 olevan polynomiyhta¨lo¨n juuri. Nyt, koska
kehityskertoimien yj ta¨ytyy olla positiivisia ta¨ssa¨ mallissa ja koska parametrit µ[I−j] ovat
va¨henevia¨ j:n suhteen, lo¨ytyy κ:lle va¨lilta¨
(
−min0≤j≤J
{
µˆ[I−j]
φˆj
}
, ∞
)
monotonisuuden
perusteella yksika¨sitteinen ratkaisu κˆ.
Jotta kehityskertoimelle saadaan estimaatti, ta¨ytyy viela¨ olla estimaatit parametreil-
le µi ja φj. Kokonaiskorvausmenolle µi ka¨yteta¨a¨n priori-estimaattia µˆi. Hajontaparetrin
estimoimiseksi ajatellaan, etta¨ Yij = Xij/µi, jolloin mallioletuksen (GODP1*) nojalla
E[Yij] = yj ja V ar(Yij) = φj
yj
µi
=
σ2j
µi
,
missa¨ σ2j = φjyj. Parametrin σ
2
j harhaton estimaattori on (vrt. kaava (5.4))
σ˜2j =
1
I − j
I−j∑
i=0
µi(Yij − Y¯j)2, 0 ≤ j ≤ J, j 6= I,(5.20)
missa¨ Y¯j =
∑I−j
i=0
µi
µ[I−j]
Yij. Kehitysvuoteen J = I liittyva¨lle parametrille σ
2
J saadaan
estimaatti ekstrapoloimalla.
Na¨in ollen hajontaparametrin estimaatille saadaan implisiittiyhta¨lo¨
φˆj =
σˆ2j
yˆj
(5.21)
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Ta¨ssa¨ σˆ2j on saatu kaavasta (5.20) korvaamalla kyseisessa¨ kaavassa esiintyva¨ tuntema-
ton parametri µi priori-etimaatilla µˆi. Nimitta¨ja¨na¨ oleva yˆj lasketaan puolestaan kaaval-
la (5.19), kun kyseisessa¨ kaavassa esiintyva¨t tuntemattomat parametrit φj, µk ja κ on
korvattu estimaateilla φˆj, µˆk ja κˆ. Estimaatti κˆ ∈
(
−min0≤j≤J
{
µˆ[I−j]
φˆj
}
, ∞
)
saadaan
implisiittiyhta¨lo¨sta¨ (5.20), sen ja¨lkeen kun kyseisessa¨ yhta¨lo¨ssa¨ esiintyva¨t tuntemattomat
parametrit on korvattu vastaavilla estimaateillaan.
Kun sijoitetaan johdettu φˆj = σˆ
2
j/yˆj kaavasta (5.19) muokattuun estimaatin yˆj kaavaan
yˆj =
X[I−j], j/φˆj
µˆ[I−j]/φˆj + κˆ
,
saadaan kyseisen estimaatin yhta¨lo¨ksi
yˆj =
yˆjX[I−j], j/σˆ2j
yˆjµˆ[I−j]/σˆ2j + κˆ
.
Ta¨sta¨ saadaan ratkaistua yˆj:
yˆj =
X[I−j], j
µˆ[I−j]
− κˆ σˆ
2
j
µˆ[I−j]
.
Lopulta, kun ka¨yteta¨a¨n reunaehtoa
∑J
j=0 yˆj = 1, saadaan kehityskertoimien SU-estimaa-
tiksi
yˆj =
X[I−j], j
µˆ[I−j]
+
σˆ2j/µˆ[I−j]∑J
l=0 σˆ
2
l /µˆ[I−l]
(
1−
J∑
l=0
X[I−l], l
µˆ[I−l]
)
.(5.22)
Kumulatiivisen kehityskertoimen zj estimaatti on ta¨llo¨in zˆj =
∑j
k=0 yˆk, 0 ≤ j ≤ J . Kuten
aiemmin mainittiin, na¨ma¨ saadut SU-estimaatit yˆj eiva¨t toteuta yhta¨lo¨a¨ (5.19). Saluz,
Gisler ja Wu¨thrich ovat osoittaneet tutkimuksessaan, etta¨ juuri ta¨ma¨ sama estimaatti
kehityskertoimille saadaan johdettua myo¨s normaalimallin pohjalta.
Jos alussa olevaa oletusta vahinkojen selvia¨misesta¨ na¨kyvilla¨ olevien kehitysvuosien J
aikana ei tehda¨, Lagrangen funktion reunaehtona ka¨yteta¨a¨n
∑J
j=0 yj = 1− yˆJ+1. Muuten
laskut menee samalla tavalla kuin edella¨. Ha¨nna¨n kehitykseen liittyva¨ estimaatti yˆJ+1
ta¨ytyy arvioida ulkoisen tiedon avulla, koska ha¨nna¨n kehityksesta¨ ei ole saatavilla tietoa.
5.3.3 Ehdollinen MSEP
Kokonaisorvausmenoon liittyva¨n ennusteen CˆiJ ja
∑I
i=I−J+1 CˆiJ epa¨varmuuden arvioin-
nissa ka¨yteta¨a¨n ja¨lleen ehdollista keskinelio¨virheen ennustetta. Ma¨a¨ritella¨a¨n seuraavaksi,
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etta¨ annetulla tiedolla II = σ(DI , µˆ), missa¨ µˆ = (µˆ0, ..., µˆI), satunnaismuuttujan X esti-
maatin Xˆ ehdollinen MSEP on
msepX|II (Xˆ) = E[(X − Xˆ)2|II ].(5.23)
Jos estimaatti Xˆ on II-mitallinen, saadaan yhta¨lo¨ muotoon
msepX|II (Xˆ) = V ar(X|II) + (E[X|II ]− Xˆ)2.(5.24)
Jotta ta¨ma¨ ehdollinen MSEP voidaan laskea, ta¨ytyy johtaa kaava estimaattien toiselle
momentille ja kovarianssille.
Estimoitujen kehityskertoimien kovarianssimatriisi
SU-estimaattorin tunnettuja ominaisuuksia on asymptoottinen harhattomuus ja asymp-
toottinen normaalisuus. Lisa¨ksi Poisson-mallin mukaisiin estimoituihin kehityskertoimiin
yˆj liittyva¨ asymptoottinen kovarianssimatriisi saadaan Fisherin informaatiomatriisin ka¨a¨n-
teismatriisina. Merkita¨a¨n nyt Fisherin informaatiomatriisia symbolilla H(y) ja kirjoite-
taan
H(y)j,k = E
[
∂lDI
∂yj
∂lDI
∂yk
]
, 0 ≤ j, k ≤ J − 1,
missa¨ lDI on seuraava GODP-mallin mukainen logaritminen uskottavuusfunktio
lDI (y0, ..., yJ−1) =
∑
i+ j ≤ I
j ≤ J − 1
1
φj
(Xij(log µi + log yj)− µiyj)
+
I−J∑
i=0
1
φJ
(XiJ(log µi + log(1−
J−1∑
j=0
yj))− µi(1−
J−1∑
j=0
yj)) + r.
Ta¨ssa¨ r sisa¨lta¨a¨ kaikki kehityskertoimista y = (y0, ..., yJ−1) riippumattomat termit ja
viimeisimpa¨a¨n kehitysvuoteen liittyva¨ kehityskerroin on kirjoitettu ka¨ytta¨en vaatimusta∑J
j=0 yj = 1.
Lasketaan seuraavaksi Fisherin informaatiomatriisissa tarvittavat osittaisderivaatat.
Kun 0 ≤ j ≤ J − 1, diagonaalialkioiksi saadaan mallioletusten ja yleisten odotusarvon-
44
ja varianssin laskusa¨a¨nto¨jen nojalla
H(y)j,k = E
[(
∂lDI
∂yj)
)2]
= E
( I−j∑
i=0
1
φj
(
Xij
yj
− µi
)
−
I−J∑
i=0
1
φJ
(
XiJ
yJ
− µi
))2
=
I−j∑
i=0
1
φ2j
V ar
(
Xij
yj
)
+
I−J∑
i=0
1
φ2J
V ar
(
XiJ
yJ
)
=
I−j∑
i=0
1
φj
µi
yj
+
I−J∑
i=0
1
φJ
µi
yJ
=
µ[I−j]
φjyj
+
µ[I−J ]
φJyJ
.
Muut matriisin alkiot 0 ≤ j < k ≤ J − 1 saadaan laskettua vastaavalla tavalla, kun
muistetaan edelleen, etta¨ yJ = 1−
∑J−1
j=0 yj. Matriisin ei-diagonaaliset alkiot ovat siis
H(y)k,j = H(y)j,k = E
[
∂lDI
∂yj
∂lDI
∂yk
]
=
µ[I−J ]
φJyJ
.
Na¨in ollen Fisherin informaatiomatriisiksi saadaan
H(y) =
µ[I−J ]
φJyJ

µ[I]/φ0y0
µ[I−J]/yJ
+ 1 1 . . . 1
1
µ[I−1]/φ1y1
µ[I−J]/yJ
+ 1 . . . 1
...
...
. . .
...
1 1 . . .
µ[I−J+1]/φJ−1yJ−1
µ[I−J]/yJ
+ 1
 ∈ RJ×J .
Ta¨ma¨n matriisin ka¨a¨nteismatriisi on (ks. [7], Liite A)
(H(y)−1)j,k =
φjyj
µ[I−j]
(
1{j=k} −
φkyk/µ[I−k]∑J
l=0 φlyl/µ[I−l]
)
, 0 ≤ j, k ≤ J − 1.
Oletetaan nyt, etta¨ kokonaiskorvausmenon estimaatti µˆi on la¨hella¨ todellista koko-
naiskorvausmenoa µi. Ta¨llo¨in kehityskertoimien kovarianssi Cov(yˆj, yˆk) on la¨hella¨ SU-
estimaattien y˜j kovarianssia. Kun 0 ≤ j, k ≤ J − 1, SU-estimaattorien asymptoottisuuso-
minaisuuden nojalla pa¨tee ta¨llo¨in approksimaatio
Cov(yˆj, yˆk) ≈ (H(y)−1)j,k.
Kehitysvuoteen J liittyva¨a¨n kehityskertoimen estimaattiin yˆJ liittyva¨ kovarianssi saadaan
laskettua kirjoittamalla ja¨lleen yˆJ muotoon yˆJ = 1 −
∑J−1
j=0 yˆj seka¨ ka¨ytta¨ma¨lla¨ yleisia¨
kovarianssiin liittyvia¨ laskusa¨a¨nto¨ja¨.
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Kun tuntemattomat parametrit µ[I−j], yj ja φj korvataan vastaavilla estimaateilla
µˆ[I−j] (ks. mallioletus GODP2*), φˆj (kaava (5.21)) ja yˆj (kaava (5.22)), saadaan lopul-
ta kovarianssin estimaatiksi
Ĉov(yˆj, yˆk) =
φˆj yˆj
µˆ[I−j]
(
1{j=k} −
φˆkyˆk/µˆ[I−k]∑J
l=0 φˆlyˆl/µˆ[I−l]
)
, 0 ≤ j, k ≤ J.(5.25)
Ehdollinen MSEP yksitta¨iselle sattumisvuodelle
Nyt voidaan johtaa ka¨sitelta¨va¨n mallin mukaiset estimaatit kokonaiskorvausmenon esti-
maatin ĈiJ = Ci,I−i+ µˆi(1− zˆI−i) ja niista¨ muodostetun summan
∑I
i=I−J+1 Ĉij ehdollisel-
le keskinelio¨virheen ennusteelle. Olkoon nyt siis µˆ = (µˆ0, ..., µˆI) ja olkoon II = σ(DI , µˆ)
σ-algebra, joka sisa¨lta¨a¨ kaiken sen tiedon mika¨ on hetkella¨ I ka¨ytetta¨vissa¨.
Huomataan, etta¨ ehdollistajana on II eika¨ DI . Ta¨ma¨ johtuu siita¨, etta¨ oletuksen mu-
kaan estimaattia µˆ pideta¨a¨n asiantuntijan havaintona. Jos sita¨ pidetta¨isiin prioritietona,
niin silloin pita¨isi ehdollistaa joukonDI suhteen. Estimaatin µˆi tulkintatapa tai tarkemmin
sen mukainen ehdollistaminen vaikuttaa estimointivirheeseen. Vaihtoehtoisella tulkinnalla
ja ehdollistuksella saataisiin ehdolliselle keskinelio¨virheen ennusteelle samaa muotoa ole-
vat kaavat kuin luvuissa 5.2.3 ja 5.2.4 esitetyt Mackin [4] johtamat kaavat (ks. huomautus
4.10 la¨hteesta¨ [7]).
Kuten aiemmin todettiin (ks. kaava (5.23)), kokonaiskorvausmenon estimaatin ehdol-
linen keskinelio¨virheen ennuste on
msepCiJ |II (ĈiJ) = E[(CiJ − ĈiJ)2|II ] = E
( J∑
j=I−i+1
Xij − µˆi(1− zˆI−i)
)2 ∣∣∣∣II
 .
Koska µˆi ja zˆI−i ovat II-mitallisia, saadaan edelleen kaavan (5.24) ja mallioletuksen
(GODP1*) perusteella
msepCiJ |II (ĈiJ) = V ar
(
J∑
j=I−i+1
Xij
∣∣∣∣II
)
+
(
E
[
J∑
j=I−i+1
Xij
∣∣∣∣II
]
− µˆi(1− zˆI−i)
)2
= V ar
(
J∑
j=I−i+1
Xij
∣∣∣∣II
)
+
(
J∑
j=I−i+1
µiyj − µˆi(1− zˆI−i)
)2
.
Koska korvaukset Xij ovat mallioletuksen (GODP2*) mukaan riippumattomia ja
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∑J
j=I−i+1 yj = 1− zI−i, saadaan ehdollisen keskinelio¨virheen kaava lopulta muotoon
msepCiJ |II (ĈiJ) =
J∑
j=I−i+1
V ar(Xij)︸ ︷︷ ︸
Prosessivarianssi(PVi)
+ (µˆi(1− zˆI−i)− µi(1− zI−i))2︸ ︷︷ ︸
Estimointivirhe(EVi)
.
Koska ehdollinen keskinelio¨virhe voidaan esitta¨a¨ prosessivarianssin ja estimointivir-
heen summana, saadaan sille johdettua estimaatti estimoimalla summattavat erikseen ja
laskemalla lopuksi saadut estimaatit yhteen.
Prosessivarianssin estimaatti
Mallioletuksen (GODP1*) nojalla V ar(Xij) = φjµiyj. Na¨in ollen, kun ka¨yteta¨a¨n tun-
temattomien parametrien tilalla vastaavia estimaatteja, prosessivarianssin estimaatiksi
saadaan
P̂ V i =
J∑
j=I−i+1
V̂ ar(Xij) =
J∑
j=I−i+1
φˆjµˆiyˆj.(5.26)
Estimointivirheen estimaatti
Ka¨ytetta¨vissa¨ olevan tiedon II perusteella estimointivirhe EVi = (µˆi(1 − zˆI−i) − µi(1 −
zI−i))2 on tuntematon vakio. Jotta ta¨ta¨ vakiota voidaan arvioida, muokataan sita¨ aluksi
seuraavalla tavalla
(µˆi(1− zˆI−i)− µi(1− zI−i))2 = ((µˆi − µi)(1− zˆI−i) + µi(zI−i − zˆI−i))2
= (µˆi − µi)2(1− zˆI−i)2 + 2(µˆi − µi)(1− zˆI−i)µi(zI−i − zˆI−i) + µ2i (zI−i − zˆI−i)2.
Tuntemattomat termit (µˆi − µi)2, (zI−i − zˆI−i)2 ja (µˆi − µi)(zI−i − zˆI−i) voidaan arvioida
ottamalla keskiarvo yli kaikkien mahdollisten II ja tutkimalla erikseen estimaattien µˆi ja
zˆj vaihtelua todellisten arvojen µi ja zj ympa¨rilla¨. Jos ja¨teta¨a¨n huomiotta estimaattien
µˆi ja zˆj va¨liset riippuvuudet, saadaan estimaatin µˆi harhattomuuden ja estimaatin zˆj
asymptoottisen harhattomuuden nojalla estimointivirheen estimaatiksi
ÊV i = (1− zˆI−i)2V̂ ar(µˆi) + µˆ2i V̂ ar(zˆI−i),
missa¨ V̂ ar(µˆi) ja V̂ ar(zˆI−i) on varianssien V ar(µˆi) ja V ar(zˆI−i) estimaatit. Keskimma¨inen
termi menee nollaksi.
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Ja¨lkimma¨iselle varianssille saadaan estimaatti Fisherin informaatiomatriisin avulla,
kun muistetaan kovarianssin yleiset laskusa¨a¨nno¨t:
V̂ ar(zˆI−i) =
∑
0≤j,k≤I−i
Ĉov(yˆj, yˆk).(5.27)
Summattavat kovarianssin estimaatit lasketaan kaavalla (5.25).
Varianssin V ar(µˆi) estimaatti on voitu laskea samalla, kun on asetettu asiantuntijan
arviona µˆi kokonaiskorvausmenon priori-estimaatiksi. Jos na¨in ei kuitenkaan ole tehty,
tarkkuus voidaan estimoida myo¨s ka¨ytetta¨vissa¨ olevasta aineistosta seuraavalla tavalla.
Oletetaan, etta¨ estimaatin µˆi variaatiokerroin on vakio eli CoV a(µˆi) ≡ c ja korrelaation
Corr(µˆi, µˆk) estimaatti on
Ĉorr(µˆi, µˆk) =
{
n−|i−k|
n
, 0 ≤ i, k ≤ I ja |i− k| < n,
0 , muulloin
(5.28)
missa¨ 0 ≤ n ≤ I. Ta¨ma¨ kaava saadaan vakuutusmaksutulon vi ja lopullisen vahinko-
suhteen varianssin ollessa vakio silloin, jos priori- vahinkosuhde qi on estimoitu n:n vuo-
den lopullisten vahinkosuhteiden liukuvana keskiarvona (ks. [7], Liite A). Saluz, Gisler
ja Wu¨thrich ka¨ytta¨va¨t esitta¨ma¨ssa¨a¨n esimerkissa¨ arvoa n = 10, sita¨ vanhempien tieto-
jen ei ajatella vaikuttavan ennusteisiin. Ta¨rkea¨a¨ on huomata, etta¨ ta¨ssa¨ ei tehda¨ mita¨a¨n
oletusta priori-estimaattien µˆi riippumattomuudesta.
Varianssin V ar(µˆi) estimaatille la¨hdeta¨a¨n johtamaan kaavaa satunnaismuuttujan va-
riaatiokertoimen kaavaa CoV a2(X) = V ar(X)/(E[X])2 ka¨ytta¨en. Ma¨a¨ritella¨a¨n nyt, etta¨
yhteenlaskettujen korvausvaatimusten ma¨a¨ra¨ hetkella¨ I on
CI =
I−J∑
i=0
CiJ +
I∑
i=I−J+1
Ci, I−i
ja vastaavasti yhteenlaskettu teoreettinen riskivakuutusmaksujen ma¨a¨ra¨ on
ΠI = E[CI ] =
I−J∑
i=0
µi +
I∑
i=I−J+1
zI−iµi.(5.29)
Ma¨a¨ritella¨a¨n viela¨, etta¨ havaittu tappiosuhde hetkella¨ I on
QI =
CI
ΠˆI
=
CI
ΠI
ΠI
ΠˆI
,
missa¨ ΠˆI on saatu kaavalla (5.29), kun µi on korvattu priori-estimaatilla µˆi.
48
Kun kirjoitetaan QI :n kaava ylla¨ olevalla tavalla, saadaan esitettya¨ kaava vakuu-
tusmaksuihin liittyva¨n parametrin estimaatin ΠˆI variaatiokertoimen nelio¨lle. Koska en-
simma¨isen asteen Taylorin approximaatiosta pisteessa¨ ΠI saadaan
E[ΠI/ΠˆI ] ≈ 1 ja V ar(ΠI/ΠˆI) ≈ CoV a2(ΠˆI)
ja koska ΠˆI ja CI ovat riippumattomia, pa¨a¨dyta¨a¨n arvioon E[QI ] ≈ 1. Varianssin V ar(QI)
laskemiseksi ka¨yteta¨a¨n riippumattomien satunnaismuuttujien tulon laskusa¨a¨nto¨a¨ (ks. kaa-
va (5.9)). Kyseista¨ laskusa¨a¨nto¨a¨ ka¨ytta¨ma¨lla¨ varianssiksi saadaan edellisten approksimaa-
tioiden nojalla
V ar(QI) ≈ V ar(CI)/Π2I + CoV a2(ΠˆI) + V ar(CI/ΠI)V ar(ΠI/ΠˆI).
Na¨in ollen, jos viimeinen yhteenlaskettava ja¨teta¨a¨n huomiotta, saadaan positiivisuusvaa-
timuksella variaatiokertoimen nelio¨n estimaattoriksi
ĈoV a
2
(ΠˆI) = max
{
0, V̂ ar(QI)− V̂ ar(CI)/ ̂ˆΠ2I} ,
missa¨
̂ˆ
Π
2
I =
I−J∑
i=0
µˆi +
I∑
i=I−J+1
zˆI−iµˆi,
V̂ ar(QI) = (Q̂I − 1)2, missa¨ Q̂I = CI/ ̂ˆΠI ,
V̂ ar(CI) =
I−J∑
i=0
µˆiσˆ
2
[J ] +
I∑
i=I−J+1
µˆiσˆ
2
[I−i], missa¨ σˆ
2
[j] =
j∑
k=0
φˆkyˆk mallin mukaisesti.
Oletetaan, etta¨ zj = 1, kun j > J . Ta¨llo¨in
CoV a2(ΠˆI) = CoV a
2
(
I∑
i=0
µˆizI−i
)
=
V ar
(∑I
i=0 µˆizI−i
)
(∑I
i=0 µizI−i
)2
=
∑I
i=0 z
2
I−iV ar(µˆi) + 2
∑
0≤i<k≤I zI−izi−kCorr(µˆi, µˆk)µiµkCoV a(µˆi)CoV a(µˆk)(∑I
i=0 µizI−i
)2
=
c2(
∑I
i=0 z
2
I−iµi + 2
∑
0≤i<k≤I zI−izi−kCorr(µˆi, µˆk)µiµk)(∑I
i=0 µizI−i
)2
= c2
(∑I
i=0 µizI−i
)2
− 2∑0≤i<k≤I zI−izi−kµiµk(1− Corr(µˆi, µˆk))(∑I
i=0 µizI−i
)2 .
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Na¨in ollen, silloin kun zj = 1 kaikilla j > J , pa¨tee
CoV a2(µˆi) = c
2
= max
0, CoV a2(ΠˆI)
1− 2(∑I
i=0 µizI−i
)2 ∑
0≤i<k≤I
zI−izi−kµiµk(1− Corr(µˆi, µˆk))

−1
(5.30)
Silloin kun estimaatit µˆi korreloivat ta¨ysin, pa¨tee CoV a
2(µˆi) = CoV a
2(ΠˆI). Lopulta saa-
daan haluttu kaava varianssin estimaatille
V̂ ar(µˆi) = cˆ
2µˆ2i ,(5.31)
missa¨ cˆ2 on saatu kaavalla (5.30), kun tuntemattomat muuttujat CoV a2(ΠˆI) ja Corr(µˆi, µˆk)
seka¨ tuntemattomat parametrit on korvattu estimaateillaan.
Yhdista¨ma¨lla¨ nyt edella¨ johdetut kaavat, saadaan estimaatti yksitta¨isen sattumisvuo-
den kokonaiskorvausmenon estimaatin ĈiJ = Ci,I−i + Rˆi ehdolliselle keskinelio¨virheen
ennusteelle.
Estimaatti 5.3.1. (MSEP yksitta¨iselle saattumisvuodelle) Mallioletusten (GODP1*) ja
(GODP2*) voimassa ollessa yksitta¨isen sattumisvuoden kokonaiskorvausmenon estimaa-
tin ĈiJ = Ci,I−i + Rˆi ehdollisen keskinelio¨virheen ennusteen estimaatti on
m̂sepCiJ |II (ĈiJ) =
J∑
j=I−i+1
φˆjµˆiyˆj + V̂ ar(µˆi)(1− zˆI−i)2 + µˆ2i V̂ ar(zˆI−i),(5.32)
missa¨ V̂ ar(µˆi) saadaan kaavalla (5.31) ja V̂ ar(zˆI−i) kaavalla (5.27). Estimaatit µˆi, φˆj ja
yˆj ovat mallioletusten ja kaavojen (5.21) ja (5.22) mukaiset.
Ehdollinen MSEP yhteenlasketuille sattumisvuosille
Johdetaan seuraavaksi estimaatti yhteenlaskettujen sattumisvuosien kokonaiskorvausme-
non estimaatin ehdolliselle keskinelio¨virheen ennusteelle. Kyseinen keskinelio¨virheen en-
nuste on
msep∑I
i=I−J+1 CiJ |II (
I∑
i=I−J+1
ĈiJ) = E
( I∑
i=I−J+1
CiJ −
I∑
i=I−J+1
ĈiJ
)2 ∣∣∣∣II

=
I∑
i=I−J+1
msepCiJ |II (ĈiJ) + 2
∑
I−J+1≤i<k≤I
E
[
(CiJ − ĈiJ)(CkJ − ĈkJ)
∣∣II] .
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Jotta keskinelio¨virheen ennusteelle saadaan estimaatti, ta¨ytyy johtaa estimaatti ylla¨
olevan yhta¨lo¨n odotusarvolausekkeelle. Ensimma¨isen termin estimaatti on yksitta¨iseen
sattumisvuoteen liittyva¨ keskinelio¨virheen ennusteen estimaatti (kaava (5.32)). Koska es-
timaatit zˆI−i ja µˆi ovat II-mitallisia, kaikilla i < k kovarianssin ma¨a¨ritelma¨n ja yleisten
laskusa¨a¨nto¨jen perusteella pa¨tee
E
[
(CiJ − ĈiJ)(CkJ − ĈkJ)
∣∣II] = Cov( J∑
j=I−i+1
Xij,
J∑
j=I−k+1
Xkj
)
+ (µˆi(1− zˆI−i)− µi(1− zI−i)) (µˆk(1− zˆI−k)− µk(1− zI−k)) .
Ylla¨olevan yhta¨lo¨n kovarianssitermi on nolla, koska inkrementaaliset korvaukset Xij ovat
oletuksen mukaan riippumattomia. Ja¨ljelle ja¨a¨ vain yhta¨lo¨ssa¨ oleva viimeinen termi, jo-
ka on annetulla tiedolla II tuntematon vakio. Jotta ta¨ta¨ tuntematonta vakiota voidaan
arvioida, kirjoitetaan se muotoon
EVik = (µˆi(1− zˆI−i)− µi(1− zI−i)) (µˆk(1− zˆI−k)− µk(1− zI−k))
= ((µˆi − µi)(1− zˆI−i)− µi(zˆI−i − zI−i)) ((µˆk − µk)(1− zˆI−k)− µk(zˆI−k − zI−k)) .
Kuten yksitta¨iseen sattumisvuoteen liittyva¨n ehdollisen keskinelio¨virheen ennusteen
estimaattia johdettaessa, ja¨teta¨a¨n ja¨lleen huomioimatta mahdolliset riippuvuudet esti-
maattien va¨lilla¨. Ta¨llo¨in estimaattien harhattomuuden tai va¨hinta¨a¨nkin asymptoottisen
harhattomuuden nojalla esimointivirheen estimaatiksi saadaan
ÊV ik = (1− zˆI−i)(1− zˆI−k)Ĉov(µˆi, µˆk)) + µˆiµˆkĈov(zˆI−i, zˆI−k),(5.33)
missa¨
Ĉov(µˆi, µˆk)) = Ĉorr(µˆi, µˆk)
√
V̂ ar(µˆi)V̂ ar(µˆk)(5.34)
ja
Ĉov(zˆI−i, zˆI−k) =
I−i∑
j=0
I−k∑
l=0
Ĉov(yˆj, yˆl), I − J + 1 ≤ i, k ≤ I.(5.35)
Estimaatti V̂ ar(µˆj) saadaan laskettua kaavalla (5.31) ja estimaatti Ĉov(yˆj, yˆl) kaavalla
(5.25).
Yhdista¨ma¨lla¨ nyt edella¨ johdetut kaavat, saadaan estimaatti yhteenlaskettujen sattu-
misvuosien kokonaiskorvausmenon
∑I
i=I−J+1 ĈiJ ehdolliselle keskinelio¨virheen ennusteel-
le.
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Estimaatti 5.3.2. (MSEP yhteenlasketuille saattumisvuosille) Mallioletusten (GODP1*)
ja (GODP2*) voimassa ollessa yhteenlaskettujen sattumisvuosien kokonaiskorvausmenon
estimaatin
∑I
i=I−J+1 ĈiJ ehdollisen keskinelio¨virheen ennusteen estimaatti on
m̂sep∑I
i=I−J+1 CiJ |II
(
I∑
i=I−J+1
ĈiJ
)
=
I∑
i=I−J+1
m̂sepCiJ |II
(
ĈiJ
)
+2
∑
I−J+1≤i<k≤I
(
(1− zˆI−i)(1− zˆI−k)Ĉov(µˆi, µˆk) + µˆiµˆkĈov(zˆI−i, zˆI−k)
)
.
5.4 Ka¨siteltyjen mallien avulla laskettujen estimaat-
tien vertailua, esimerkki
Ka¨yda¨a¨n nyt la¨pi Saluzin, Gislerin ja Wu¨thrich’n [7] tutkimuksessa oleva menetelmia¨ ver-
taileva esimerkki, jonka aineistona on teollisoikeudellisiin vahinkoihin liittyva¨t maksetut
korvaukset. Kyseisiin vahinkoihin liittyva¨ vakuutusala on niin sanottu lyhytha¨nta¨inen ala
eli korvaukset selvia¨va¨t suhteellisen lyhyen ajan kuluessa vahingon sattumisesta. Esimer-
kissa¨ ka¨ytetty tilastoaineisto on na¨hta¨vissa¨ liitteissa¨ olevan kuvan 6.1 taulukosta. Esi-
merkissa¨ kokonaiskorvausmenon priori-estimaatti µˆi on saatu hinnoittelusta. Kokonais-
korvausmenon estimointi on suoritettu hetkella¨ i− 1, estimaatteja ei ole muutettu uudel-
leenhinnoittelun avulla. Kyseiset sattumisvuosittaiset estimaatit µˆi on na¨hta¨vissa¨ edella¨
mainitun kuvan taulukossa.
Saluz, Gisler ja Wu¨thrich ovat laskeneet luvussa 5.3 johdettujen kaavojen avulla sat-
tumisvuosiin i = 9, ..., 14 liittyva¨t estimaatit kumulatiiviselle kehityskertoimelle zˆI−i, kor-
vausvastuulle seka¨ ehdolliselle keskinelio¨virheelle ja sita¨ vastaavalle variaatiokertoimelle.
Lisa¨ksi he ovat laskeneet estimaatit prosessivarianssille ja estimointivirheelle. He ovat tau-
lukoineet na¨ma¨ estimaatit (BF) seka¨ Mackin luvussa 5.2 johdetuilla kaavoilla lasketut vas-
taavat estimaatit (BF Mack). Lisa¨ksi taulukoissa na¨kyy estimaatit (BF ODP), jotka on
saatu ka¨ytta¨ma¨lla¨ Poisson-mallia ylihajonnalla, mutta hajontaparametri on ollut vakio,
seka¨ C-L -menetelma¨lla¨ lasketut estimaatit (CL). C-L -menetelma¨lla¨ tarkoitetaan Mackin
vuonna 1993 tutkimuksessa: ”Distribution-free calculation of the standard error of chain
ladder reserve estimates”esitta¨ma¨a¨ jakaumavapaan mallin pohjalta johdettua stokastista
C-L -menetelma¨a¨. Lisa¨ksi korvausvastuulle on laskettu estimaatti (tavallinen BF) siten,
etta¨ B-F -menetelma¨ssa¨ on ka¨ytetty C-L -menetelma¨n mukaisia kehityskertoimia.
Liitteissa¨ olevan kuvan 6.2 taulukosta on na¨hta¨vissa¨ kumulatiivisten kehityskertoimien
estimaatit zˆI−i, sattumisvuoteen i liittyva¨ korvausvastuun estimaatti Rˆi seka¨ korvausvas-
tuun estimaatti Rˆ. Kehityskertoimille ei ole ka¨ytetty tasoitusvalintaa. Huomataan, etta¨
erityisesti Mackin luvussa 5.2 johtama kehityskertoimen estimaatti on hyvin la¨hella¨ Sa-
luzin, Gislerin ja Wu¨thrich’n johtamaa estimaattia. Myo¨ha¨isimpien vuosien kohdalla eroa
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tosin na¨ytta¨a¨ hieman tulevan. Lisa¨ksi kaikki B-F -menetelma¨n mukaiset kehityskertoimet
ovat la¨hella¨ C-L -menetelma¨n mukaista kehityskerrointa, kuten Saluz, Gisler ja Wu¨thrich
huomauttavat.
Mackin seka¨ Saluzin, Gislerin ja Wu¨thrich’n mallilla lasketut korvausvastuun estimaa-
tit ovat myo¨s hyvin la¨hella¨ toisiaan. Kuvasta 6.2 na¨kyy lisa¨ksi, etta¨ C-L -menetelma¨lla¨
laskettu korvausvastuun estimaatti poikkeaa nyt B-F -menetelma¨lla¨ saadusta estimaa-
teista. Ta¨ha¨n vaikuttaa se, etta¨ viimeisimma¨n sattumisvuoden kohdalla korvauskolmios-
sa on melko pieni korvausma¨a¨ra¨ ja C-L -menetelma¨ on herkka¨ ta¨lle. Sen sijaan C-L -
menetelma¨n mukaisten kehityskertoimien ka¨ytto¨ ei na¨ytta¨isi ainakaan suuresti vaikutta-
van B-F -menetelma¨lla¨ laskettuun korvausvastuun estimaattiin.
Kuvan 6.3 (ks. liitteet) taulukosta na¨kyy eri menetelmilla¨ lasketut ehdollisen kes-
kinelio¨virheen ennusteet seka¨ variaatiokertoimet, joiden avulla voidaan vertailla saatu-
ja hajontoja. Mackin mallia on sovellettu siten, etta¨ estimoidun kokonaiskorvausmenon
variaatiokertoimen estimaattina ĈoV a(µˆi) on ka¨ytetty normaalimallin avulla johdettua
estimaattia (ks. [7]).
Liitteissa¨ olevan kuvan 6.4 taulukosta na¨kyy ka¨ytettyjen menetelmien mukaiset pro-
sessihajonta ja estimointivirhe. Mackin ja Saluzin, Gislerin seka¨ Wu¨thrich’n menetelmien
mukaiset prosessihajonnat ovat hyvin la¨hella¨ toisiaan. Vanhimpien sattumisvuosien koh-
dalla niille on saatu jopa samat arvot. Tuoreimman sattumisvuoden kohdalla ne eroavat
jonkin verran toisistaan. Ta¨ma¨ johtuu siita¨, etta¨ luvussa 5.3 johdettu prosessivarianssin
estimaatti sisa¨lta¨a¨ enemma¨n estimaatteja σˆj ja vastaavasti luvussa 5.2 johdettu estimaatti
estimaatteja sˆ2j .
Saluz, Gisler ja Wu¨thrich toteavat, etta¨ Mackin johtamassa estimointivirheen kaavas-
sa oleva lisa¨termi V̂ ar(µˆi)V̂ ar(zˆI−i) on merkitykseto¨n verrattuna muihin termeihin. He
toteavat eron estimointivirheessa¨ johtuvan enimma¨kseen erosta varianssin estimaateissa
V̂ ar(zˆI−i).
Lisa¨ksi kyseisista¨ taulukoista on na¨hta¨vissa¨, etta¨ Poisson-mallin hajontaparametri vai-
kuttaa selkea¨sti viimeisen sattumisvuoden kohdalla prosessihajontaan (ks. BF ODP ja
BF) ja sita¨ kautta myo¨s ehdolliseen keskinelio¨virheen ennusteeseen. Koska Mackin joh-
taman mallin verrannollisuusvakio vastaa kyseisen sattumisvuoden kohdalla sita¨ arvoa,
joka on saatu GODP-mallin estimaatille σˆj, na¨ytta¨a¨ vakiohajontaparametrioletus kysee-
nalaiselta.
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Luku 6
Yhteenveto
Kuten Ropponenkin [6] muistuttaa, ennen korvausvastuun laskemista on hyva¨ varmis-
taa estimoinnissa ka¨ytetta¨va¨n tilastoaineiston laatu ja miettia¨, voidaanko kyseisten mak-
settujen korvausten perusteella tehda¨ pa¨a¨telmia¨ tulevaisuudessa maksettavaksi tulevista
korvauksista. Ta¨rkea¨a¨ on miettia¨, pystyyko¨ valittu menetelma¨ ennustamaan tulevia kor-
vauksia siita¨ka¨a¨n huolimatta, vaikka se kuvaisikin hyvin havaittujen korvausten kehitysta¨.
Onko esimerkiksi korvausten ka¨sittelyssa¨ tapahtunut sellaisia muutoksia, jotka aiheutta-
vat ongelmia menetelma¨n toimimisen suhteen.
Yksi vaihtoehto on pa¨a¨tya¨ ta¨llaisen pohdinnan ja¨lkeen ka¨ytta¨ma¨a¨n luvussa 4 esitet-
tya¨ B-F -menetelma¨n mukaista algoritmia ka¨ytetta¨vissa¨ olevaan tilastoaineistoon. Ta¨lla¨
tavalla saadaan yksi piste-estimaatti korvausvastuulle. Saatu estimaatti on ka¨ytetta¨vissa¨
olevan tilastoaineiston ja asiantuntijalla olevan muun korvauksiin liittyva¨n tiedon yh-
teensovittamisen avulla saatu arvio. Na¨in ollen B-F -menetelma¨n mukaiseen estimoin-
tiin liittyy asiantuntijan arvion tuottamaa subjektiivisuutta, jolla on seka¨ hyva¨t etta¨
huonot puolensa: estimoinnissa hyo¨dynneta¨a¨n laajemmin saatavilla olevaa tietoa, mut-
ta toisaalta subjektiivisuus voi lisa¨ta¨ estimointiin liittyva¨a¨ virhetta¨. Deterministisen B-
F -menetelma¨n mukaisen korvausvastuun estimoinnin na¨hda¨a¨n kuitenkin sopivan hyvin
etenkin pitka¨ha¨nta¨isille, uusille tai selvia¨miselta¨a¨n vaihteleville vakuutuslajeille [6].
On syyta¨ pita¨a¨ mielessa¨, etta¨ deterministista¨ menetelma¨a¨ ka¨ytta¨ma¨lla¨ korvausvaatei-
den taustalla oleva satunnaisuus ei tule huomioiduksi. Niinpa¨ stokastisen mallin ka¨ytto¨
korvausvastuun estimoinnissa on mielekka¨a¨mpa¨a¨, jos halutaan arvioida korvausvastuuta
tarkemmin. Korvausvastuun estimaatin ma¨a¨ra¨a¨minen stokastisen mallin avulla edellytta¨a¨
taustalla olevaan vahinkoprosessiin liittyvien oletusten tekoa, korvauksiin liittyva¨a¨ jakau-
maoletusta tai odotusarvo-, varianssi- ja kovarianssifunktioihin liittyvia¨ oletuksia. B-F
-menetelma¨n filosofiaan soveltuvia stokastisia malleja ja niiden mukaisia estimaatteja kor-
vausvastuun arvioimiseksi on johdettu monin eri tavoin. Ta¨ssa¨ tyo¨ssa¨ on ka¨sitelty kahta
ta¨llaista tapaa, Mackin [4] (alaluku 5.2) ja Saluzin, Gislerin seka¨ Wu¨thrich’n [7] (alaluku
54
5.3) esitta¨ma¨a¨ tapaa.
Mack na¨kee seuraavat asiat ta¨rkeimpina¨ etuina esitta¨ma¨nsa¨ jakaumavapaan stokasti-
sen B-F -mallin kohdalla: malli antaa joitakin neuvoja, kuinka estimoida parametrit, ja
malli sallii sellaisten eri testausmentelmien ka¨yto¨n, joiden avulla voidaan valita parhaiten
ka¨ytetta¨vissa¨ olevaan dataan soveltuva malli. Lisa¨ksi ha¨nen esitta¨ma¨nsa¨ B-F -menetelma¨n
filosofiaan soveltuvan stokastisen mallin avulla on mahdollista ma¨a¨ritta¨a¨ korvausvastuun
estimaatin vaihtelu. Mackin johtama malli antaa lisa¨ksi saman estimaatin korvausvastuul-
le kuin luvussa 4 esitetty deterministinen B-F -menetelma¨.
Mack mainitsee myo¨s esitta¨ma¨nsa¨ mallin olevan oikealla tavalla joustava, silla¨ se
mahdollistaa ulkoisen tiedon hyo¨dynta¨misen korvausvastuun laskennassa. Kun lopulli-
set parametrit on valittu, stokastisen mallin ka¨ytto¨ edellytta¨a¨ arvioimaan valintaan liit-
tyva¨a¨ epa¨varmuutta. Mack mainitsee johtamansa mallin tekeva¨n myo¨s ta¨ma¨n ratkaise-
van ta¨rkea¨n tehta¨va¨n toteuttamiskelpoiseksi. Mackin mukaan ha¨nen johtamaansa B-F
-menetelma¨n mukaista stokastista mallia ka¨ytta¨ma¨lla¨ on mahdollista saada suhteellisen
va¨ha¨n ailahteleva estimaatti korvausvastuulle. Na¨ma¨ ovatkin eritta¨in keskeisia¨ piirteita¨
valittaessa ka¨ytetta¨va¨a¨ estimointimenetelma¨a¨.
B-F -menetelma¨n la¨hto¨kohtaisena oletuksena on, etta¨ havaitut ja tulevat korvaukset
ovat toisistaan riippumattomia. Ta¨ma¨ oletus on olennainen ero, joka on B-F -menetelma¨n
ja toisen paljon ka¨ytetyn C-L -menetelma¨n va¨lilla¨. B-F -menetelma¨a¨ sovelletaan toi-
sinaan siten, etta¨ korvausten selvia¨mista¨ kuvaavina kehityskertoimina ka¨yteta¨a¨n C-L -
menetelma¨n mukaisia kehityskertoimia. Ta¨ma¨ tapa on kuitenkin ristiriidassa edella¨ mai-
nitun oletuksen kanssa, silla¨ C-L -menetelma¨n mukaiset kehityskertoimet perustuvat men-
neiden ja tulevien korvausten va¨liseen yhteyteen.
Niimpa¨ Mack [3] on johtanut kehityskertoimille estimaatin, joka perustuu determinis-
tisen B-F -menetelma¨n korvausvastuun estimaatin kaavaan ja siten soveltuu hyvin B-F
-menetelma¨n filosofiaan (ks. luku 4.2). Mack [4] ka¨ytta¨a¨ ta¨ta¨ samaa lineaarisen minimiva-
rianssin tuottavaa harhatonta kehityskertoimen estimaattia myo¨s jakaumavapaan stokas-
tisen B-F -mallin yhteydessa¨ (ks. alaluku 5.2.2). Saluz, Gisler ja Wu¨thrich [7] ovat kuiten-
kin sita¨ mielta¨, etta¨ lineaarisen estimaattorin ka¨ytto¨o¨n rajoittuminen ei ole va¨ltta¨ma¨tta¨
paras vaihtoehto. Niinpa¨ he johtavat kehityskertoimelle SU-estimaatin tiukalla matemaat-
tisella tavalla kolmen eri mallin pohjalta. SU-estimaatin johtaminen onnistuu ainakin sil-
loin, kun ka¨sitella¨a¨n inkrementaalisia korvauksia ja korvausten oletetaan noudattavan
tiettya¨ jakaumaa (ks. alaluku 5.3.2). Kehityskerroin ja sen estimointi on oleellinen osa
korvauskolmioon perustuvaa korvausvastuun estimointia [8]. Na¨in ollen kehityskertoimen
estimointiin ja ka¨ytetta¨va¨n estimaatin valintaan on syyta¨ kiinnitta¨a¨ huomiota. Eri ta-
valla estimoituja kehityskertoimia ja niiden soveltuvuutta on hyva¨ testava ka¨ytetta¨vissa¨
olevaan aineistoon.
Mackin [4] esitta¨ma¨ kehityskertoimen estimaatti seka¨ kaava MSEP:lle on johdettu il-
man oletusta korvausten jakaumasta. Se vaikuttaa hyva¨lta¨, mutta kaavojen johtaminen
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vaatii ta¨llo¨in muun muassa enemma¨n approksimaatioita. Kaavoja ei saada johdettua tiu-
kalla matemaattisella tavalla. Tietynlaisten arvioiden teko kuuluu kylla¨ B-F-menetelma¨a¨n,
onhan sen perusla¨hto¨kohtakin jo sellainen, etta¨ estimaateissa ka¨yteta¨a¨n asiantuntijan
tieta¨mysta¨. Arvioiden tekeminen kuitenkin lisa¨a¨ riskia¨ pa¨a¨tya¨ ka¨ytta¨ma¨a¨n virheellista¨
estimaattia, joten on syyta¨ va¨ltta¨a¨ ylima¨a¨ra¨isia¨ approksimaatioita.
Ne oletukset, joita Mack tekee johtaessaan esitettyja¨ kaavoja estimaateille, ovat hyvin
yleisluontoisia ja jotkut oletuksista seuraa suoraan B-F -menetelma¨sta¨ itsesta¨a¨n. Estimoi-
tavat parametrit kehityskertoimen lisa¨ksi ovat kokonaiskorvausmenon priori-estimaatti,
joka usein perustuu hinnoitteluun, seka¨ mallioletuksissa olevaan varianssioletukseen liit-
tyva¨ verrannollisuuskerroin, jonka estimaattina Mack ka¨ytta¨a¨ yleista¨ verrannollisuus-
kertoimen harhatonta estimaattia. Ka¨ytetta¨viin estimaatteihin on lopuksi sovellettu ta-
soitusvalintaa. Na¨iden yleisluontoisten oletusten ja estimoitujen parametrien avulla on
saatu johdettua estimaatti korvausvastuun estimaattiin liittyva¨lle keskinelio¨virheen en-
nusteelle. Ennen ennustevirheen kaavan soveltamista ta¨ytyy kuitenkin kyeta¨ arvioimaan
seka¨ kehityskertoimen estimaattiin etta¨ kokonaiskorvausmenon priori-estimaattiin liittyva¨
epa¨varmuus. On syyta¨ muistaa, etta¨ epa¨varmuuden arvioinnin tulee tapahtua ulkoisen tie-
don perusteella silloin, kun estimaatti perustuu ulkoiseen tietoon.
Mackin johtamassa keskinelio¨virheen ennusteen estimaatin kaavassa esiintyva¨n kehi-
tyskertoimien estimaattien tai kokonaiskorvausmenon priori-estimaattien kovarianssin las-
keminen vaatii arvioita ja tarkempaa perehtymista¨. Saluz, Gisler ja Wu¨thrich sen sijaan
lo¨yta¨va¨t eksplisiittisen ratkaisun kehityskertoimien estimaattoreiden korrelaatiomatriisil-
le, kun kehityskertoimina ka¨yteta¨a¨n yleisen Poisson-mallin ylihajonnalla (GODP) pohjal-
ta johdettua SU-estimaatteja. He tarvitsevat johtamiensa kaavojen pohjalle sen lisa¨ksi,
etta¨ korvausten oletetaan noudattavan yleista¨ Poisson-jakaumaa ylihajonnalla, myo¨s ole-
tuksen siita¨, etta¨ inkrementaaliset korvaukset ovat riippumattomia myo¨s saman sattu-
misvuoden sisa¨lla¨. B-F -menetelma¨n standardioletuksena on, etta¨ inkrementaaliset kor-
vaukset ovat riippumattomia eri sattumisvuosien va¨lilla¨. Lisa¨ksi tarvitaan oletus, etta¨
kokonaiskorvausmenon priori-estimaatti on harhaton kokonaiskorvausmenon odotusarvon
estimaatti ja se on riippumaton havaituista inkrementaalisista korvauksista.
Oletus siita¨, etta¨ korvaukset ovat riippumattomia saman sattumisvuoden sisa¨lla¨, juon-
taa juurensa vaatimuksesta, etta¨ B-F -menetelma¨n mukaisen korvausvastuun estimaatin
tulee olla riippumaton arviointihetkella¨ havaituista korvauksista. Oletus vaikuttaa na¨in
ollen ihan perustellulta. Mack myo¨s oletti esitta¨essa¨a¨n johtamiensa estimaattien ominai-
suuksia, etta¨ aktuaarin valinta kokonaiskorvausmenon priori-estimaatiksi olisi harhaton.
Viimeinen oletus, etta¨ kokonaiskorvausmenon priori-estimaatti on riippumaton inkremen-
taalisista korvauksista, on jo priori-termin ma¨a¨ritelma¨n perusteella soveliaan oloinen.
Muissakin tutkimuksissa on johdettu GODP-mallin pohjalta kaava ehdolliselle MSEP:lle,
mutta niissa¨ on ka¨ytetty C-L -menetelma¨n mukaisia kehityskertoimia. Ta¨sta¨ on halut-
tu pa¨a¨sta¨ ka¨sitellyissa¨ menetelmissa¨ eroon. C-L -menetelma¨ sivuuttaa tiedon kokonais-
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korvausmenon priori-estimaatista ja muutenkaan menetelma¨a¨ ei voida pita¨a¨ ta¨ysin it-
sena¨isena¨ arviointi menetelma¨na¨, jos ka¨yteta¨a¨n C-L -menetelma¨n mukaisia kehityskertoi-
mia.
Saluz, Gisler ja Wu¨thrich ovat johtaneet kaavat sen pohjalta, etta¨ korvausten olete-
taan noudattavan yleista¨ Poisson-jakaumaa ylihajonnalla. Poisson-jakaumaan perustuvia
malleja on ka¨ytetty paljon vahinkojen lukuma¨a¨rien mallinnuksessa. Poisson-malli yliha-
jonnalla sopii kuitenkin myo¨s maksetuille korvauksille, silla¨ oletuksena ka¨sitellyn GODP-
mallin pohjalla oli, etta¨ maksetut inkrementaaliset korvaukset ovat positiivisia.
Ka¨sitelta¨va¨na¨ oleva Poisson-malli ylihajonnalla on stokastinen malli, jonka tavoitteena
on mallintaa inkrementaalisten korvausten odousarvoa. Mallissa ma¨a¨ritella¨a¨n myo¨s inkre-
mentaalisten korvausten varianssi, joka kuvaa, miten korvaukset voivat poiketa odotusar-
vostaan. Koska inkrementaaliset korvaukset noudattavat Poisson-jakaumaa ylihajonnal-
la, ei niiden varianssi ole normaalin Poisson-jakautuneen satunnaismuuttujan tavoin sama
kuin odotusarvo: inkrementaalisten korvausten varianssi on odotusarvo kerottuna hajon-
taparametrilla. Na¨in ollen, kun varianssin ei tarvitse olla sama kuin odotusarvo, malli
sopii paremmin kuvaamaan todellisia ilmio¨ita¨ kuin tavallinen Poisson-malli. Ylihajonta ei
vaikuta parametrien eika¨ siten myo¨s inkrementaalisten korvausten odotusarvon estimaat-
tiin. Se ainoastaan lisa¨a¨ niiden hajontaa. Ta¨ma¨ tosin lisa¨a¨ estimoitavien parametrien
ma¨a¨ra¨a¨, silla¨ hajontaparametri on myo¨s estimoitava ka¨ytetta¨vissa¨ olevasta tilastoaineis-
tosta. Poisson-mallin parametrien estimoimiseksi ja mallin sopivuuden mittaamiseksi on
olemassa tietokoneohjelmia (esimerkiksi SAS ja R), joten mallin soveltaminen on helppoa
[6].
Huomionarvoinen seikka on se, etta¨ Saluz, Gisler ja Wu¨thrich ovat saaneet johdet-
tua tutkimuksessaan myo¨s normaalimallin-pohjalta samat estimaatit, mitka¨ on esitetty
luvussa 5.3 kehityskertoimelle, kehityskertoimien kovarianssimatriisille seka¨ kokonaiskor-
vausmenon estimaatin ja vastaavien estimaattien summan keskinelio¨virheen ennusteen
estimaateille.
Ta¨ma¨ puhuu sen puolesta, kuten Saluz, Gisler ja Wu¨thrich ehdottavatkin, etta¨ vaikka
inkrementaalisiin korvauksiin liittyva¨a¨ jakaumaoletusta ei saavutettaisikaan ta¨ysin, niin
kehityskertoimen, niiden kovarianssimatriisin ja kokonaiskorvausmenon ehdollinen keski-
nelio¨virheen ennusteen estimaatti laskettaisiin luvussa 5.3 johdettujen kaavojen avulla.
Ainakin niin kauan, kunnes perustellusti voidaan osoittaa joidenkin muiden estimaattien
olevan ka¨ytto¨kelpoisempia.
Ta¨ssa¨kin tilanteessa, eli ka¨ytta¨ma¨lla¨ esimerkiksi edella¨ mainittua stokastista B-F -
menetelma¨a¨, on ka¨ytetta¨vissa¨ vain yksi luku, ennustevirhe, joka kuvaa korvausvastuun
estimaatin vaihtelua todellisesta arvostaan. Senka¨a¨n avulla ei saada va¨ltta¨ma¨tta¨ tarpeek-
si selkea¨a¨ kuvaa siita¨, onko estimoitu korvausvastuu riitta¨va¨. Sen sijaan, jos saataisiin
ma¨a¨ra¨ttya¨ ennustejakauma eli korvausvastuun jakauma, olisi mahdollista arvioida kor-
vausvastuun riitta¨vyytta¨ viela¨ tarkemmin. Kuten aiemmin jo mainittiin Ropposen [6]
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kirjoittaneen, ennustejakauman laskeminen analyyttisesti on useissa stokastisissa malleis-
sa hankalaa. Ropposen [6] mukaan bootstrap-menetelma¨n ja simuloinnin yhdistelma¨lla¨
voidaan kuitenkin tuottaa arvio ennustejakaumasta. Ennustevirhe saataisiin ta¨llo¨in enus-
tejakauman hajontana.
Na¨in ollen jatkotutkimusaiheena voisi olla tutkia B-F -menetelma¨a¨ korvausvastuun
arviointimenetelma¨na¨ silta¨ pohjalta, etta¨ perehtyy ensin bootstrap-menetelma¨a¨n ja simu-
loinnin ka¨ytto¨o¨n ja tuottaa sen ja¨lkeen niiden yhdistelma¨n avulla ennustejakauman muun
muassa silla¨ oletuksella, etta¨ korvaukset on mallinnettu luvussa 5 esitetylla¨ stokastisella
mallilla.
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