This paper presents a new framework for hybrid sampled-data control systems. Instead of considering the state only at sampling instants, this paper introduces a function piece during the sampling period as the state, and gives an infinite-dimensional model with such a state space. This gives the advantage that sampled-data systems with built-in intersample behavior can be regarded as linear, time-invariant, discrete-time systems. As a result, the approach makes it possible to introduce such time-invariant concepts as transfer functions, poles and zeros to the sampled-data systems even with the presence of the intersample behavior. In particular, tracking problems can be studied in this setting in a simple and unified way, and ripples are completely characterized as a mismatch between the intersample reference signal and transmission zero directions. This leads to the internal model principle for sampled-data systems.
Introduction
It is well recognized that digital control provides various advantages over the usual time-invariant feedback controls. Deadbeat control, for example, makes a type of stabilization possible that cannot be achieved with continuous-time linear time-invariant feedback. We can also implement a much more complex logic in control actions making use of the recent advances in computer technology. For example, it is recognized that multirate sampling and/or generalized hold functions provide much greater capability in control; see, for example, [8] , [10] , etc.
On the other hand, sampled-data systems give rise to a difficulty not encountered in the classical situation. In designing sampled-data systems, one usually discretizes the continuous-time system, and then design a discrete-time controller over the discretetime domain. For example, the fundamental work of [12] shows that as far as the regulation of initial states is concerned, one needs only consider the discrete-time sys-
where h is the sampling period and the matrices (A, B, C) are the system matrices of the linear time-invariant plantẋ
(t) = Ax(t) + Bu(t), y(t) = Cx(t).
(
Certainly the stability of a sampled-data control system for the plant (2) is determined by the behavior of (1) (and the discrete-time controller), and this can be determined based only on the information at the sampled instants. However, a drawback in discretizing the continuous-time plant as above is that it looses the intersample information (or makes it implicit, at least). Since the plant is continuous-time, the overall performance must be evaluated in continuous-time, but this is difficult once we discretize the plant and make it discrete-time. A typical problem is that of ripples in servo control systems. In such a situation, the system is subject to continuous excitation by exogenous signals, and there can remain stationary ripples, even though the error tends to zero at sampled instants. One can compute the intersample behavior (after the control system design) via the modified Z-transform, but this is often very annoying due to the complexity of formulae [17] .
In view of this, recent investigations of sampled-data systems place more emphasis upon intersample behavior, and there are now a number of investigations along this line: [5] , [3] for stability analysis, [3] , [14] for H 2 -optimization, [9] , [20] , [1] for H ∞ -problem, [7] , [22] , [19] , [15] and [24] for tracking.
However, the study of sampled-data systems with built-in intersample behavior induces another technical difficulty. Even though the (continuous-time) plant and the (discrete-time) controller are both time-invariant, the underlying time sets are different, so when combined together to form a hybrid sampled-data control system, the resulting system is not time-invariant and only periodically time-varying. This mixture of two types of time sets makes the analysis of sampled-data systems technically very awkward.
In particular, it makes the classical state space formalism ineffective.
To remedy this, we introduce a new framework for sampled-data systems. Since the fundamental issue lies in incorporating the intersample behavior, we take the basic idea of taking the full histories of each sampling period of input/state/output functions as input/state/output vectors and then derive a linear, time-invariant, discrete-time transition rules. The difference here is that since we take functions as states, inputs, etc., the system becomes infinite-dimensional, but on the other hand it has the advantage that continuous-time systems can be be viewed as linear, time-invariant, discrete-time systems. Thus it is particularly suitable for the study of sampled-data systems in that both digital and analog components can be placed into the unified framework of linear, time-invariant, discrete-time framework. This technique is a generalization to continuous-time systems of the lifting employed by [13] for discrete-time periodic systems. It "lifts" the original system to that considered in a discrete-time yet with larger input/state/output spaces. However, unlike the discrete-time case [13] , the present case involves infinite-dimensional function spaces due to the continuous-time nature of the plant.
This new framework of lifting continuous-time systems has been introduced to control theory by [20] , [24] and by [2] , [1] , independently. While we use infinite-dimensional state space, [20] , [2] and [1] use a finite-dimensional state space. This difference actually induces some difference in formulas in the lifted system, and it is to be investigated in the future as to which is more advantageous. While [20] and [1] studies H ∞ -type problem for sampled-data systems, we are here concerned with tracking problems, in particular, characterization of ripples.
The paper is organized as follows: Section 2 introduces a function-space valued sequence space and Z-transforms there. We then define the lifting of the continuoustime linear system in Section 3. After giving some facts on stability, stabilizability and transfer functions in Section 4, we discuss ripple-free tracking conditions in Sections 5 and 6. Section 5 deals with the case of tracking signals generated by a simple pole. The key feature here is the notion of transmission zeros and their associated zero directions. This directional vector (naturally a function in the present setting)
gives a proper intersample tracking signal, and roughly speaking, ripple-free tracking occurs when and only when this direction coincides with the intersample behavior of the reference signal. Section 6 deals with the general case: Here the tracking problem for sampled-data systems becomes more delicate and interesting in that combination of a digital compensator and a hold element yields a continuous-time internal model, so that one can often split the internal model of the exogenous signal to the digital and analog parts. A necessity and also a sufficiency (under a mild assumption) of the internal model principle is obtained.
This is the full journal version of the conference paper [24] , in which the basic framework and preliminary tracking results were presented.
Sequence Space and Z-Transforms
Let h be a fixed sampling period. Our basic idea is to regard a trajectory x(t) as the
and give a discrete-time state transition rule of x k . In order to rigorously introduce this, we need a few preliminaries.
LetC[0, ∞) denote the space of all piecewise continuous functions on [0, ∞). Similarly,C(0, h] denote the space of all such functions ϕ(t) on (0, h] with finite right limit at 0. The latter space will be denoted X in the sequel. X is clearly a Banach space with supremum norm
Defining the mappingS as
we see thatC[0, ∞) and the sequence space X ∞ (the countably many direct product of X) are placed in one-to-one correspondence.
This mappingS "lifts" the continuous-time signal ϕ(t) to an element {ϕ k } residing in the sequence space X ∞ . The space X ∞ can also be identified with the space of formal
With slight abuse of notation, we will also denote
it may also be denoted byφ. Note that it is a function of θ.
Let us introduce the sampling and hold operations. Let δ h be the delta function
The sampling operator S is identified with δ h acting on X. It has a natural extension:
The hold operator H : IR ∞ → X ∞ is defined by
where H(θ) is a fixed hold function. We remark that
agrees with the usual Z-transform of the sampled data {ϕ(kh)}. We also remark that
so that the sample-hold operation induces a unit-time delay (backward shift) operator.
We note that the space X admits an algebra structure with respect to convolution
This naturally induces an algebra structure to X[[z 
Function Space Model
Using the liftingS : ϕ(t) → {ϕ k }, we can derive a discrete-time, time-invariant system equation for a continuous-time system. This has the obvious advantage that the underlying time set can be made the same for digital and analog elements.
We start by giving the discrete-time, time-invariant model for a continuous-time system. Let (A c , B c , C c ) be a given continuous-time systeṁ
Let (4)) etc. Suppose that system (10) is at time t = kh. Then the past h second history of the state is
is applied on the interval (kh, (k + 1)h], then the state trajectory x k+1 (θ) and the output trajectory y k (θ) follows the transition rules
Introducing the operators
equation (11) can be written simply as
It is clear that equations (10) and (11) or (13) give precisely the same inputstate/state-output correspondence. There is, however, a point that calls for more attention. On the right-hand side of (13) , the input term is u k+1 , not u k . Therefore, in the strict sense, the quantity x k+1 (θ) does not satisfy strict causality. To remedy this, one can introduce a new state variable
With respect to this new state, (13) can be rewritten as
and satisfies causality. In what follows, however, we will use mainly (13) Under the identificationS introduced in the previous section, we note that at t = kh, the sampled values of signals
respectively. It follows that the closed-loop system, denoted Σ cl in the sequel, obeys the equations:
and
The one unit time shift in the output equation in (15) is a result of hold operation (see Fig. 3 for the precise correspondence of timing of each signal). We then obtain the following model for Σ cl :
where B(θ) is given by
We will denote the first operator on the right-hand side of (17) by A. sented here is also employed by [20] , [2] and [1] , however with a finite-dimensional state space. In this model, x k := x(kh) is taken as the state, and as a result one needs an infinite-dimensional direct transmission term from u to y to describe intersample behavior. On the other hand, this is built into x k (θ) in our framework. While finitedimensionality of the state has obvious merit-typically the input operator is of finite rank, our framework also has the (dual) advantage that the output equation is simply expressed as y k (θ) = C c x k (θ), whereas an infinite-dimensional operator is needed in the former approach. The present framework also naturally exhibits the nature of sampling: it is an evaluation operator δ h (delta function). Of course, these two realizations yield entirely the same input/output behavior, and hence the transfer function. Actually, in the definition of zeros (Definition 5.2), they yield almost the same relations.
Again the difference lies in whether we allow infinite-dimensional operator either in the state or in the output equation.
Spectrum, Stability, Stabilizability and Transfer Matrices
Since our lifted model (17)- (19) is, in principle, infinite-dimensional, we need to investigate some basic system properties. Let us start by characterizing the spectrum of system Σ cl .
Theorem 4.1 The spectrum of system Σ cl (17)-(19) is the union of {0} and the spectrum of the matrix
Furthermore, except 0, they are all eigenvalues. In other words, the spectrum of the hybrid system is entirely determined by the evaluation at θ = h.
Proof Let us note that the operator A in (17) is a bounded operator. It is clearly a finite-rank operator, so it is also compact [18, Theorem 4.18] . Then A is not continuously invertible because X is infinite-dimensional so that 0 belongs to the spectrum σ(A), and any other point in the spectrum is an eigenvalue ([18, Theorems 4.18, 4.25]).
To compute the nonzero eigenvalues, suppose that λ = 0 and (w , x(θ) ) satisfy
To solve these equations, first set θ = h:
These have a nonzero solution if and only if λ is an eigenvalue of (21) and (w , x(h) ) is a corresponding eigenvector. Once these vectors are found, equation (22) can be trivially solved as
This completes the proof. 2
We now study the internal stability of Σ cl . We say that Σ cl is (asymptotically)
The norm · is the one induced from that of X n . This condition holds if and only if A k x decay to zero uniformly for all x in the unit ball of X n .
The following theorem is well known (e.g., [3] ), stating that the internal stability of Σ cl is determined by the behavior at the sampled instants, but is given in the timeinvariant operator theoretic setting here.
Theorem 4.2 The closed-loop system Σ cl (17)-(19) is internally stable if and only if the matrix A 0 in (21) is a stable matrix.
Proof Since every nonzero spectrum is an eigenvalue, the condition is clearly necessary. Conversely, suppose A 0 is a stable matrix. Theorem 4.1 implies that the spectral radius of r σ (A) of A coincides with the magnitude of the largest eigenvalue of (21), which is less than one by hypothesis. Recall the well-known formula for spectral radius
for all sufficiently large k, and hence the conclusion follows. (17) - (19) is also internally stabilized. This agrees with the classical knowledge, and it shows the consistency of the present framework.
We now discuss the preservation of stabilizability. In doing so, we make the following standard assumption:
Assumption A (Spectrum Nondegeneracy Assumption) None of the eigenvalues of
A c with nonnegative real parts differ by 2kπj/h, k = 0. Now consider the sample-holded state feedback:
This yields the feedback system
and as in Theorem 4.2, system (24) Before closing this section, we give some facts on transfer matrices. Let (F, G, H) be a given system over X:
Using the algebra structure of
, we can compute the Z-transform of both sides of (25) to obtain On the other hand, by the standard technique of considering characteristic solutions of
, one can consider substituting a complex number λ to (26), and using the fact that zx k = x k+1 = λx k , it is obvious that the solution is obtained by
In this case (λI − F ) −1 appearing in the solution is the resolvent operator. Therefore, by this formal agreement, the transfer function (26) may be computed by formally
We now compute the transfer function of Σ cl (17)- (18) . This will be given by
Suppose λ belongs to the resolvent set of matrix A 0 (21). Let (w 0 , x 0 ) be the solution
The second row of (27) yields
This correspondencer(z) →ê(z) (orŷ(z) with suitable changes) will be referred to as the closed-loop transfer matrix operator of system Σ cl . Combining (27) with (28),
This shows that, at sampled instants, the closed-loop transfer function is obtained by composing the discrete-time (finite-dimensional) transfer functions in the usual way, and this guarantees consistency of the present method with the classical approach.
Zeros and Tracking
One of the problems in digital control is that it may induce ripples. If we focus our attention only on the discrete-time model describing the behavior at the sampled instants, it is difficult to analyze ripples, since during the intersample periods the system
works as an open-loop system. This makes it difficult to obtain the internal model principle for servo control problems as obtained by [6] (see [7] , [22] for some extensions to the case of ripple-free tracking). Taking advantage of the present framework, however, we can give a much clearer view on the ripples. We first study in this section the case where the reference signals are generated by a simple pole, and give a ripplefree tracking condition for this case. The general case where the reference signals are generated by systems with multiple poles is studied in the next section.
As it turns out, making use of the fact that the present approach allows transfer matrices, we can naturally talk about zeros of the transfer matrix, and then the ripple behavior can be clearly understood as a result of the mismatch between a directional function intrinsically associated with a transmission zero and the intersample function.
To see the idea, let W (z) be a transfer matrix from the reference signal r to the error e of a finite-dimensional, discrete-time closed-loop system. Suppose that the tracking signal r is v/(z − λ) where v is a vector giving the direction into the input channels.
It is well known that the error e tends to zero if and only if
That is, not only W (z) has λ as a transmission zero, but also should admit v as a directional vector associated to this zero λ.
Precisely the same result holds in the present situation. Only that vector v must be replaced by a function v(θ). We start with the following lemma: 
In particular,
there is no stationary ripple if and only if
2. when λ = 1, the stationary ripple is given by W er (λ)v(θ). 
if |λ| > 1 and if
According to Theorem 4.2 and formula (29), the second term R(z) is analytic outside the unit disk {z; |z| < 1}. Therefore, the response (32) asymptotes
This readily yields the conclusions. In what follows we specialize Theorem 5.1 to the particular form of (29). We start with the definition of zeros. We first make the following assumption throughout: 
• for any unstable pole µ of P(s), e µh is not a transmission zero of C(z).
Since the poles ofP(z) are precisely e µh with µ being poles of P(s), this assumption simply requires that there be no unstable pole-zero cancellation between Σ d andΣ c .
Definition 5.2 A complex number λ is an invariant zero and a function v(θ) ∈ X m is an associated zero direction of the closed-loop system (17)-(18) if there exist (w , x(θ) )
such that
The operator on the left-hand side is a clear analog of the system matrix in the finitedimensional case. The difference here is that the matrix depends on the intersample parameter θ. We call this operator the closed-loop system operator.
Under Assumption B and closed-loop stability, unstable λ (i.e., |λ| ≥ 1) is an invariant zero with associated zero direction v(θ) if and only if
i.e., it is also a transmission zero. Therefore, we can identify these two notions for tracking problems. Let us start by solving equations (33). The last row of (33) yields
so that we must have
Existence of a nonzero solution to equations (34) and (35) We first consider the tracking to steps: µ = 0. is a transmission zero direction if and only if
for some w, x(θ). Since λ is not a pole ofΣ c , this implies that w must be a (nonzero) eigenvector of A d corresponding to λ, and we have a unique solution
Since λ is not an eigenvalue of e Ach , µ is not an eigenvalue of A c , so that e Acθ does not contain the mode of e µθ . Since H(t) ≡ 1, we have
so that x(θ) above cannot contain the mode of e µθ . Therefore, v(θ) = C c x(θ) cannot be a zero direction associated to λ, so stationary ripples exist.
It remains to show that tracking without ripples is possible by implementing λ as a pole ofΣ c . In this case we can solve (39)- (41) as Remark 5. 6 Related results have been studied by [7] , [22] , etc. However, we note that the present characterization in terms of poles and zeros has been made possible via the notion of transfer matrices resulting from lifting.
Tracking and The Internal Model Principle
The results in the previous section show that tracking to signals generated by a single pole can be well described by poles and zeros. In particular, when the tracking signal When the tracking signal is generated by a repeated pole, the situation is more complicated and cannot be easily described by simple pole-zero arguments. For example, take the ramp signal r(t) = t. The Z-transform (defined in Section 2) of this
.
However, since this is an output of a continuous-time plant 1/s 2 , neither 1/(z − 1) 2 nor θ/(z − 1) can appear independently as the output of this plant. Therefore, we cannot separate the treatment of simple and double poles in such a case. This situation is quite different from the standard situation in the internal model principle for the usual finite-dimensional systems, and requires a more elaborate treatment.
Obtaining a tracking condition for the general case in the sampled-data systems has attracted recent research interest: Using a mixed continuous-time/discrete-time model, Hara and Sung [19] derived a state space necessary and sufficient condition for tracking. A geometric approach was taken by Kawano et al. [15] to get a necessary and sufficient condition. Somewhat earlier than these, Franklin and Emami-Naeini [7] gave an internal model principle in a more classical setting, and Urikura and Nagata 
The integral must be understood in the sense of distributions if ϕ is a distribution. 
Laplace transform L[φ] exists for Re s > β, and
A remark on (45) is in order. According to the definition of (5),
. Here the multiplication operator by z acts as the one step left shift: {φ k } → {φ k+1 }. In the time domain, this clearly corresponds to: φ(t) → φ(t+h), so that its Laplace transform is e hs . Identity (45) claims that taking the finite Laplace transform of each piece φ k , and expanding the sum via the substitution z → e hs actually yield the Laplace transform. The multiplication by e hs on the right hand side becomes necessary to account for our definition of Z-transform starting with z −1 rather than
Proof That φ is Laplace transformable and converges absolutely for Re s > β is obvious from (44). To show (45), observe
The interchange of integral and summation in the second line is justified by the absolute convergence of the Laplace transform. 2
Let us now see the finite Laplace transforms of the transfer functions of digital and analog components in Fig. 2 . 
, we see immediately that our loop transfer matrix G is pseudorational.
Since C(z) and P(s) are both rational, they admit coprime factorizations over poly- the product of these three functions admits a coprime factorization G(s) = Q −1 (s)P (s) [23] . Now define 
s), then D(s) divides Q(s).
Proof Let r(t) be any signal generated by D −1 (s), and y(t) the corresponding output tracking r(t). Let us also write r k and y k in accordance with the notation in Section 2. We first consider the system in the discrete-time mode. If the asymptotic tracking occurs, then it follows that the error e(t) must also converge to zero at the sampling instants, i.e., e(kh) = e k (h) → 0, k → ∞. By the linearity of the system we can decompose the response as 
(See Fig. 4 for the steady-state interpretation.) Since r is an output generated by D −1 (s) and it is shift invariant and arbitrary, (46) and Fact 6.3 imply that there exists a sequence of states x k in X Q whose corresponding outputs approach r(t). But since Q −1 P is coprime, the closure of the set of outputs generated by this system is precisely X Q by Fact 6.3. Since X Q is closed, it follows that Since ψ(s) must be entire, all zeros in Ψ(s) must be cancelled by Γ(e hs ). This assumption is satisfied for most of the practical cases; for example,
Remark 6.5 A similar hypothesis is made in [15] ; see also Example 6.8.
Let us now state and prove the sufficiency of our internal model principle. 2. Q C (z) = Γ(z)Π(z) for some polynomial matrix Π(z). 
Q(s)
:
For any pole
Then the closed-loop system asymptotically tracks any signal generated by D −1 (s). 
Since D(s)|Q(s), if we look at only the sampled instants, the closed-loop system contains the discrete-time internal model. Therefore, by the internal stability, at least tracking at sampled instants occurs. Therefore, the error input to the loop transfer function tends to zero, and the sampled output y(kh) approaches the sampled reference signal r(kh). As in the same way in the proof of Theorem 6.4, we see that there must exist a sequence x j of initial states in the forward-loop system such that their corresponding responses approach the sampled reference signal r(kh). Therefore, there exists an initial state x in the forward-loop system such that its corresponding output agrees with r(t) at sampled instants kh, k = 1, 2, . . . Now by property 5, the digital part One of the consequences of the theorem above is that we can incorporate an internal model for sampled-data systems in such a way that we can split poles to analog and digital parts. A typical example is the case of tracking to ramp r(t) = t, where we can incorporate one pole λ = 1 into the digital compensator, and the other to the analog plant P(s): 
Concluding Remarks
We have given a function space approach to sampled-data control systems. The introduction of a time-invariant, though infinite-dimensional, model made it possible to discuss tracking and ripples in terms of the familiar notions of poles and zeros and associated zero directions. A new element here is that this theory enables us to regard intersample ripples as the problem of transmission zero directions just as in the case of the finite-dimensional multivarible systems where zero directional vector also governs tracking properties.
The general case allowing multiple poles is more interesting in that it exhibits a nonclassical internal model splitting into digital and analog parts. Although we have made some restrictive assumptions on the type of a hold device for the sufficiency part of the internal model principle, this assumption is satisfied for most practically encountered cases. Generalization to the case of more general hold devices is a topic for future investigation.
