In his theoretical work of the 70's, Robert May introduced a Random Matrix Theory 10 (RMT) approach for studying the stability of large complex biological systems. Unlike the 11 established paradigm, May demonstrated that complexity leads to instability in generic models of 12 biological networks. The RMT approach has since similarly been applied in many disciplines. 13 Central to the approach is the famous "circular law" that describes the eigenvalue distribution of 14 an important class of random matrices. However the "circular law" generally does not apply for 15 ecological and biological systems in which density-dependence (DD) operates. Here we directly 16 determine the far more complicated eigenvalue distributions of complex DD systems. A simple 17 mathematical solution falls out, that allows us to explore the connection between feasible 18 systems (i.e., having all equilibrium populations positive) and stability. In particular, for these 19 RMT systems, almost all feasible systems are stable. The degree of stability, or resilience, is 20 shown to depend on the minimum equilibrium population, and not directly on factors such as 21 network topology. 22 23 24 25 26 27 28 29 30
Introduction 31 Network models have become indispensable tools for helping understand the biological 32 processes responsible for the stability and sustainability of biological systems [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . Intuitively, rich 33 highly interconnected biological networks are expected to be the most stable, and are thus likely 34 to better withstand the loss of a link, or to cope in the presence of external environmental 35 perturbations. In the 70's, May 1,2 exploited random matrix theory (RMT), and the "circular law" 36 for matrix eigenvalue distributions, to challenge this paradigm. He demonstrated that more 37 complex and connected biological systems are in fact more fragile, and less likely to be stable, in 38 terms of their ability to recover after some small external perturbation. Since then, the RMT 39 framework has proved extremely useful for identifying those factors that beget stability in large 40 ecological communities of randomly interacting species [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . Moreover, in recent years, the 41 modeling approach has successfully spread to other disciplines, ranging from systems biology, 42 neurosciences, through to atomic physics, wireless, finance and banking, making this an exciting 43 and vibrant contemporary research discipline [16] [17] [18] . 44 Here I re-examine similar issues of stability versus complexity, while using a better 45 suited formulation of a biological system's "community matrix" --one that explicitly allows for 46 the standard textbook assumption of density-dependent (DD) growth 2, 19, 20 . Such growth proves 47 to be the rule rather than the exception for many biological processes, yet surprisingly, very little 48 is known about their stability properties. In principal, May's conclusions are not automatically 49 translatable to DD systems. As we shall see, the "circular law" which sits at the foundation of 50 May's analysis, and governs the eigenvalue distribution of random matrices, generally does not 51 hold for DD systems. The problem has resurfaced in recent prominent studies of ecological 52 networks 6 . 53 In this paper we develop new methods to predict eigenvalue distributions of large 54 complex DD systems. In the process, the analysis leads to and justifies new conclusions about 55 the currently topical constraint of feasibility 6, 7, 10, 15 . Feasibility requires that all equilibrium 56 populations of a system are positive, a characteristic feature that is generally to be expected for 57 any persistent system. There have been numerous reports in the literature of a strong association 58 between feasibility of DD systems and stability, similar to Roberts (1974) who found that almost 59 all feasible model systems are stable (see also . 60 61 Robert May's model of large complex systems: It is helpful to first recall the original 62 argument of May 1 . For an n-species community, let us suppose that the i'th species has 63 abundance at time t given by ( ) ( ) Here is the abundance at equilibrium (the 64 symbol * indicating equilibrium), and ( ) its perturbation from the equilibrium value. The 65 dynamics of the populations are assumed to follow some complex nonlinear differential 66 equation, which when linearized around equilibrium is of the form:
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( More formally, we are interested in the "local stability" of biological models, which 82 guarantees that a system will return to equilibrium after a "small" population perturbation. 83 Unless otherwise stated, the paper will be concerned exclusively with local stability. etc is the proportion of feasible systems in 500 runs of eqn.9. Analytical predictions from eqn.12. Figure   99 from Stone (1988 Stone ( , 2016 . The eigenvalue distribution of the community matrix : Theoretical ecologists study 103 the eigenvalues ( ) of the community matrix A to determine local stability 2 . The theory 104 underpinning the above elegant stability criterion relies on the "circular law" which is a central 105 result in RMT. In simple terms, it states that the n eigenvalues of the random matrix A are 106 distributed uniformly in a circle with radius in the complex plane, and centred at (-1,0) on the 107 real axis as shown in Fig.2a (see Ref.1) . In this paper, it is often of interest to study the 108 properties of each new matrix A as is increased incrementally from zero. If the radius is 109 increased to the point where it exceeds =1, the eigenvalues of A populate the right-hand-side 110 (RHS) of the complex plane indicating that at least one eigenvalue has a real part that is positive. 111 The latter is the well known condition for triggering instability, and explains stability criterion 112 eqn.2. In mathematical terminology, stability depends on the critical eigenvalue of the 113 community matrix that has the largest real part, i.e., 114 = ( ) (3) 115 The system is locally stable iff < 0, as in Fig.2a , since no eigenvalue has a positive real part. To see this in practice, a useful although hypothetical starting point is to assume that all n 147 population equilibria are randomly distributed in the interval (0,1), and then examine the 148 community matrix S=DA, taking A as a random matrix. While A has eigenvalues distributed in a 149 circle in the complex plane as shown in Fig.2a , this is no longer the case for the community 150 matrix S=DA which now has a "guitar-shaped" distribution as seen in Fig.2b 
The inequality specifies a well-defined region in the complex plane where the eigenvalues of S 164 lie. The region is referred to as the "support" of the eigenvalue distribution, and unlike the RMT 165 circular law, the eigenvalue density is generally not uniform in this region.
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The above inequality (5) shows that the support region of the eigenvalues is determined 167 exclusively by the equilibrium populations σ, and connectance C. Furthermore, one 168 immediately notes that T has singularities at those points where , indicating that the 169 region containing the eigenvalues of S must necessarily envelope the population equilibria . 170 This gives an important hint of the strong relationship between the eigenvalues and the 171 population equilibria. 172 It is possible to capture the complicated eigenvalue boundary that arises by evaluating 173 eqn.5 at equality. Fig.3a Note that the identical stability criteria (2) and (6) The critical eigenvalue component = ( ), is often used as a stability or 225 resiliency index 5, 23, 24 . When is negative, the system is technically locally stable. However, the 226 smaller or more negative is the more resilient is the community in terms of the time taken to 227 8 return to equilibrium after a small perturbation. Arnoldi et al (2017) write that this form of 228 "resilience is the most commonly used stability measure in theoretical ecology." eqn.8 implies 229 that the larger is the biomass of the rarest species ( ), the stronger is the stability or resilience 230 of the system since it will ensure a more negative , and faster return-time to equilibrium after 231 perturbation 5,24 . 232 Since feasibility requires that the smallest equilibrium population is classical Lotka-Volterra (LV) equations serve this purpose well, being one of the most successful 244 models for studying large complex systems [2] [3] [4] [5] [6] [7] 19 . For an n-species system, the equation for the 245 abundance of species-i is:
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As before, the community matrix for this system may be written as the matrix S=DA, 248 where now the populations in ( ) are actual equilibrium solutions of model eqn.9, 249 found by setting all rates to zero. Following conventional practice, the intrinsic growth rates 250 are all scaled to unity 7,10,12,14 (see SI1), with positive intrinsic growth rates r i reflecting the 251 implicit presence of resources. While some generality is lost with this scaling, it nevertheless 252 opens the door to the advantageous possibility of analytical calculations. 253 The simplest competition community is the "uniform model," where all coefficients are 254 fixed to the same constant , and the system is fully connected (C=1). In this 255 parameter range, the equilibrium is always feasible and stable 11 . Hence the deterministic uniform 256 model predicts that large competitive communities will satisfy two potentially advantageous 257 features of viable ecosystems, namely feasibility and stability. We will see nevertheless that 258 these seemingly stable and well-organized systems may be highly fragile in the presence of Stability of the competition system depends in the usual way, on the eigenvalues of the 266 community matrix S=DA. Fig.4a plots the eigenvalue distribution of the community matrix for a 267 typical n=400 species competition community ( =0.3, c=0.1) and we see that the red boundary 268 for the support of the eigenvalues predicted by eqn.5 at equality, is an excellent fit. Note that the 269 eigenvalues in Fig.4a are all in close vicinity, and are referred to as the "bulk" eigenvalues. The 270 support region would appear to be even more contiguous if n were increased substantially. There 
340 in which and it is assumed the matrix A is strongly connected (i.e., An underlying and unstated assumption is that all equilibrium populations are scaled to unity 359 , which effectively means we need only study the stability characteristics of the 360 interaction matrix A with . Thus from the outset, the framework assumes that a feasible 361 equilibrium exists, which may be a wrong assumption. 362 The critical eigenvalue = ( ) of S=A, for these mutualistic systems may be 363 approximated (for large n) by the row sum of S, namely ( ) . In short, 364 increases with m, and the feasible equilibrium becomes less and less resilient as m increases. A 365 sufficient condition for instability of the equilibrium is that interaction between the species whatsoever i.e., type (0,0). Two cases are examined: 415 i) the equilibrium populations are given random values drawn uniformly in the interval (0,1) 416 and kept fixed as connectance C is varied. Fig.6 
