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Abstract
Agile localization of anomalous events plays a pivotal role in enhancing the overall reliability
of the grid and avoiding cascading failures. This is especially of paramount significance in the
large-scale grids due to their geographical expansions and the large volume of data generated.
This paper proposes a stochastic graphical framework, by leveraging which it aims to localize
the anomalies with the minimum amount of data. This framework capitalizes on the strong
correlation structures observed among the measurements collected from different buses. The
proposed approach, at its core, collects the measurements sequentially and progressively updates
its decision about the location of the anomaly. The process resumes until the location of the
anomaly can be identified with desired reliability. We provide a general theory for the quickest
anomaly localization and also investigate its application for quickest line outage localization.
Simulations in the IEEE 118-bus model are provided to establish the gains of the proposed
approach.
1 Introduction
Due to the large-scale and strong inter-connectivities in the power grid, any fault or failure can
transcend its realm and disrupt operations in other parts of the grid as well. This can potentially
cause disruption of service and destabilize grid operations. Therefore, real-time monitoring of a
grid, consisting of generators, transmission lines, and transformers, is of paramount importance in
securing reliable power delivery. Specifically, agile detection and localization of system failures facil-
itate mitigating the disruptive impacts the failure can cause to the network, and prevent anomalous
events that can lead to failures in larger scales. The introduction of advanced measurement devices
∗Authors are with the Electrical, Computer, and System Engineering Department, Rensselaer Polytechnic Insti-
tute, Troy, NY 12180.
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such as phasor measurement units (PMUs) has enabled collecting real-time synchronized data from
the entire network, which allows the operators to dynamically observe the status of the system and
detect and even localize potential failures.
Transmission lines are constantly exposed to various kinds of disturbances such as equipment
malfunctioning and natural disasters. While the power system is designed to operate under single or
multiple contingencies, the monitoring task should identify those contingencies quickly to prevent
overload in one section of the grid which may lead to the cascade of events and a major blackout.
Detecting such contingencies and anomalies when they occur, and localizing them accurately can
expedite the repair of the faulty components, speed up restoration of the grid, reduce outage time,
and improve power system reliability [1]. Hence, anomaly detection and localization have been
investigated extensively in the existing literature under different settings and objectives. Detection
of anomalies, identifying their location, and specifying the type of the anomalous events are the
main objectives of fault analysis in power grids. In this paper we develop a stochastic graphical
framework for modeling the bus measurements, and devise data-adaptive data-acquisition and
decision-making processes for reliably detecting and localizing the anomalous events with the fewest
number of measurements. This is motivated by lowering the required communication and reducing
the computational complexity and delay of decision-making.
Analyzing anomalous events can be categorized into two broad classes according to the type
of information used. In one direction, detecting and localizing events are based on the changes in
the impedance of the corresponding transmission lines which are leveraged to detect and localize
the event by evaluating voltage and current measurements. The available data in this method
plays a critical role in the complexity and detection accuracy. Local approaches, according to the
number of terminals from which measurements can be taken, are categorized into single-end [2–5];
double-end [6–10]; and multi-end algorithms [11–15]. The systems that use values measured in both
line terminals give more exact results than those that only use values measured in one terminal.
Nevertheless, in double-end approaches, measurements require synchronization which makes data
acquisition more complex.
In another direction anomalous events are studied based on the high frequency contents of the
signal propagated in the network under an event [16–22]. In these approaches, signature waves
are sent along the transmission lines, and the traveling durations are determined by leveraging
the correlation between forward and backward waves. Such time durations explicitly determine
the distance from that terminal to the anomalous point. This class of localization techniques are
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insensitive to fault type, fault resistance, and source parameters of the system, and are independent
of the equipments installed in the network. For the arrival times, feature extraction techniques such
as wavelet transform are leveraged to distinguish between the normal signal and the one containing
high frequency components. Feature extraction techniques combined with classification methods
such as neural networks can also be used for anomaly detection [23], their classification [24], [25],
and localization [26–28].
All the aforementioned studies utilize a static monitoring mechanism for analyzing the events,
i.e., pre-specified locations of the grid are monitored continuously. It implies that a sufficiently
large number of measurements is required to ensure reliable detection and localization of anomalies.
Despite the effectiveness, such approaches can become inefficient in large-scale networks that are
expanded over a large geographic area, due to the costs associated with collecting and processing
large volumes of data. To circumvent this issue, a stochastic graphical framework is developed
in this paper to model the measurements collected from the grid. Generated measurements at
different buses around the network follow a certain correlation structure which depends on the
topology of the network and the status of different transmission lines. Under an anomalous event,
this correlation model changes to the one that reflects the location of the event. This framework is
leveraged to minimize the number of measurements required to ensure that all the events can be
localized with a target reliability through designing a coupled data-acquisition and decision-making
process. This leads to minimizing the amount of data required for localizing the fault. Specifically, it
develops a stochastic graphical model in which the connectivities in the graph are modeled based on
the grid parameters and capture the correlation among the measurements reported by neighboring
buses. By properly leveraging such correlation, the quality of the information provided by different
measurement units are quantified. This enables devising a data-adaptive information-gathering
process, which can dynamically form an estimate about the location of the potential event and,
accordingly, measure the buses that are most informative about the anomaly.
This paper designs a quickest coupled data-acquisition and decision-making strategy for detect-
ing and localizing anomalous events in transmission lines. The purpose of such a strategy is to
detect and localize the anomalies with the minimum number of measurements, while satisfying a
target reliability for the decisions. In contrast to the non-adaptive strategies, which collect the
data according to a pre-specified rule and in one shot, the proposed adaptive approach gradu-
ally and progressively focuses its sampling resources on the areas in the network which are most
likely to contain the anomalous line(s). Specifically, this approach starts by taking rough mea-
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surements from potentially anywhere in the network, and based on the collected measurements,
dynamically and over time it eliminates the regions considered to behave normally, and further
scrutinizes those that are stronger candidates for behaving anomalously. Designing such strategies
involves balancing a tension between the accuracy and agility of the decision, as two opposing per-
formance measures. Specifically, achieving a higher quality in decision necessitates collecting more
data, which in turn penalizes the delay of the process. This data-acquisition and decision-making
strategy involves making dynamic decisions at each time about 1) what set of measurement units
to be measures, and 2) whether a reliable decision can be formed based on the collected data, or
more measurements are still needed. Under each anomaly, it is assumed that the network remains
connected and it settles down to a steady-state quickly. Furthermore, the collected data are as-
sumed to bear no measurement noise or data injection attacks. We first review the preliminaries
on the stochastic graphical model and anomaly detection in Section 2. Quickest anomaly detection
and localization is formalized in Section 3. In Section 4 we present the theory for characterizing
the data acquisition and decision-making processes as well as the general framework for anomaly
detection, and the associated algorithms for implementing the optimal decision rules. Finally, in
Section 5 we apply the designed algorithm to the problem of line outage detection and localization
as a special anomaly detection problem. It is noteworthy that the line outage detection in power
grids is investigated extensively in the existing literature. When a transmission line is in outage,
it is assumed that the tripping log of its associated relay is not available or accessible. Hence, the
localization of the outage should be performed based on the phasor measurements from different
buses. When all the measurements are available, exhaustive search for detecting single line outage
events is studied in [29] and [30], and computing line outage distribution factors for detecting mul-
tiple line outages is studied in [31] and [32]. In [33], a quickest change point detection approach is
deployed that monitors the network sequentially in order to detect a persistent outage and identify
its location. Joint outage detection and state estimation are considered under the Bayesian setting
in [34]. In [35], measurements are modeled as a Gauss-Markov random field (GMRF) and outage
detection is performed by approximating the covariance matrix of the measurements. The study
in [36] formulates outage detection as a sparse signal recovery problem and applies compressive
sensing tools for outage detection. All these studies utilize the measurements from all the buses
and their performance degrades significantly when a subset of measurements are available. To
address this issue, the study in [37] develops an algorithm based on the ambiguity group theory for
localizing the outage event. Another approach is to estimate the unobserved PMU data prior to
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performing detection [38]. The optimal static PMU selection for minimizing the error probability
in outage detection over all possible outage events is studied in [39–42].
2 Preliminaries
2.1 Background on Markov Random Fields
A Markov random field (MRF) is a graphical model that encodes certain dependency structures
among a collection of random variables. Given an undirected graph G = (B, E) with N nodes
B 4= {1, 2, . . . , N}, the set of random variables θ 4= {θ1, . . . , θN} form a Markov random field with
respect to G if they satisfy the global Markov property. To formalize this property, for any given
set A ⊆ {1, . . . , N} we define θA 4= {θi : i ∈ A}. We also say that set C separates disjoint sets A
and B if any path starting in A and terminating in B has at least one node in C.
Definition 1 (Global Markov property). The set of random variables θ
4
= {θ1, . . . , θN} satisfies
the global Markov property associated with graph G = (B, E) if and only if for any two disjoint
subsets A,B ⊆ B and a separating subset C ⊆ B, random variables θA and θB are conditionally
independent given θC , i.e.,
P(θA | θB, θC) = P(θA | θC) . (1)
Random variables satisfying the global Markov property also satisfy the following weaker Markov
property.
Definition 2 (Local Markov property). A random variable is conditionally independent of all other
random variables, given its neighbors, i.e.,
P(θu | θv, θNu) = P(θu | θNu) ∀v /∈ (Nu ∪ u) , (2)
where Nu denotes the set of neighbors of u, i.e.,
Nu 4= {v ∈ B : (u, v) ∈ E} .
2.2 Statistical Model of Bus Measurements
Studies in [35], [43], and [44] show that the statistical relationship among the measurements col-
lected from different buses across the grid can be modeled effectively by a GMRF. Based on this
model, grid topology determines the graph underlying the GMRF, such that the buses correspond
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to the vertices of the graph and the lines constitute the edges. This model relies on the observation
that the second-neighbor correlations are dominated by those of the immediate neighbors [43].
To formalize this connection, consider a power grid consisting of N buses, abstracted by graph
G = (B, E), where B 4= {1, . . . , N} denotes the set of buses and E ⊆ B × B represents their
connectivities such that (i, j) ∈ E if buses i, j ∈ B are directly connected by a line. We define θi
and pi as the voltage phasor angle and the injected active power at bus i ∈ B. By defining xij as
the reactance of the line connecting buses i and j, from the DC power flow model we have [45]:
pi =
∑
j∈Ni
(θi − θj
xij
)
. (3)
Hence, defining p
4
= [p1, . . . , pN ]
T and θ
4
= [θ1, . . . , θN ]
T provides
p = H · θ , (4)
where H ∈ RN×N is the weighted Laplacian matrix of the connectivity graph defined as
H[ij] =

∑
(i,`)∈E
1
xi`
if i = j
− 1xij if (i, j) ∈ E
0 Otherwise
. (5)
Furthermore, from (3) it follows that θi can be represented as
θi =
∑
j∈Ni
rijθj + βipi , (6)
where we have defined
βi
4
=
( ∑
(i,j)∈E
1
xij
)−1
, and rij
4
=
βi
xij
. (7)
Equation (6) indicates that θi depends only on the voltage phasor angles at its immediate neighbors.
By accounting for the random disturbances in the system as well as the uncertainties associated
with load profiles, the aggregate injected power at different buses can be modeled as independent
random variables [46] and [47]. This assumption in conjunction with (6) shows that the set of
voltage phasor angles {θi : i ∈ B} satisfy the local Markov property.
We note that, by construction, matrix H is rank-deficient, which causes ambiguity for the
solution of θ in (4). To fix this ambiguity, one bus is selected as reference with its phasor angle set
to zero and the phasor angles of all other buses denote their differences relative to the reference bus.
By removing the row and column corresponding to the reference bus, the remaining (N−1)×(N−1)
matrix H has full rank. In the remainder of this paper, when referring to the Laplacian matrix of
the network, we always mean the modified full-rank one.
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Fig. 1: IEEE 14-bus standard system with 20 transmission lines and 5 generators. The transmission line between
bus (i, j) has reactance xij .
2.3 Anomalous Events
The grid consists of L
4
= |E| transmission lines, where the set of lines is denoted by L 4= {1, . . . , L}.
We are interested in detecting and localizing anomalous events in the transmission lines. Any
change in the reactance of transmission lines that does not conform with the expected patterns
is considered to be an anomalous event and, there exist (2L − 1) such possible events, each one
corresponding to one combination of lines experiencing anomaly. These events, in practice, occur
with different frequencies, and have different disruptive effects on grid operations. Furthermore,
we only consider the events that keep the underlying post-event graph connected. This precludes
considerable changes between pre-event and post-event bus power injections. We define M as the
number of events that represent the most critical ones, which should be localized in the quickest
fashion. Accordingly, we define R = {R1, . . . , RM} as the set of such events, where Rk ⊆ L contains
the indices of the lines experiencing anomaly under event k ∈ {1, . . . ,M}. Additionally, event R0 is
reserved to signify the event under which all lines are normal. Dynamically determining the state of
the grid, and localizing the anomaly, when the grid is deemed to be anomalous, can be abstracted
as dynamically deciding which event Rk ∈ R represents the model of the grid. By denoting the true
event by T ∈ R, detecting and localizing anomalies can be cast as the following multi-hypothesis
testing problem:
Hk : T = Rk , for k ∈ {0, . . . ,M} . (8)
When an anomaly occurs, network connectivity profile changes. We denote the connectivity graph
of the grid and the reactance of the line connecting buses i and j under event Rk by Gk(B, Ek) and
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xkij , respectively, corresponding to which for k ∈ {0, . . . ,M} we define matrix Hk such that
Hk[ij]
4
=

∑
(i,`)∈Ek
1
xki`
if i = j
− 1
xkij
if (i, j) ∈ Ek
0 Otherwise
. (9)
Hence, the multi-hypothesis model in (8) can be expressed as
Hk : θ = Bk · p , for k ∈ {0, . . . ,M} , (10)
where we have defined Bk
4
= H−1k . Under each anomalous event, θ follows a distinct correlation
structure governed by the associated topology and line reactances of the network, which is imposed
through matrix Bk. Due to the massive scale of power networks, collecting measurements from
all the buses incurs prohibitive sensing and processing costs. Hence, we devise a data-adaptive
decision-making framework that can form arbitrarily reliable decisions about the state of the grid
with minimal number of measurements.
3 Quickest Localization of Anomalies
In this section, we formalize a sequential data-acquisition and decision-making process to collect
measurements of voltage phasor angles and use these measurements to localize the anomalies,
when one is deemed to exist, with the fewest number of measurements. This is motivated by
reducing the costs associated with data-acquisition, communication, and processing, especially in
large-scale grids. This data collection and decision-making mechanism is constructed based on the
premise that when a specific anomaly occurs, it affects the measurements from different buses with
varying degrees. For instance, when the line connecting bus i and j is in outage, its effects on the
measurements generated at buses i and j can be more than those of a remote bus. By capitalizing
on such discrepancies among the level of information provided by different buses, the proposed
sampling procedure progressively forms a decision about the likely events, and takes measurements
from the buses that are expected to be more informative about these events.
The data-acquisition process sequentially collects ` measurements at-a-time from ` different
buses. The process continues until time τ ∈ N, as the stopping time of the process, at which point it
terminates and a decision about the underlying event is formed. For modeling the dynamic decisions
about the buses to be observed at time t we define the selection function ψ(t)
4
= [ψ(t, 1), . . . , ψ(t, `)],
which captures the indices of ` buses to be measured at time t ∈ {1, . . . , τ}. We denote the vector of
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measurements collected at time t by θ(t)
4
= [θ(t, 1), . . . , θ(t, `)] where θ(t, i) is the measurement col-
lected from bus ψ(t, i). Accordingly, we denote the vector of observed buses and their corresponding
measurements up to time t by ψt and θt, respectively, i.e.,
ψt
4
= [ψ(1), . . . , ψ(t)]T and θt
4
= [θ(1), . . . ,θ(t)]T . (11)
Finally, we define δ ∈ R as the decision rule at the stopping time. The quality of decision at the
stopping time is captured by the decision error probability, i.e.,
Pe = P(δ 6= T) =
M∑
i=0
P(T = i)
∑
j 6=i
P(δ = j | T = i) . (12)
Hence, the optimal sampling strategy, which aims to form the quickest decision subject to main-
taining a target decision quality is obtained as the solution to the following optimization problem.
minimize
τ , δ , ψτ
E{τ} subject to Pe ≤ β (13)
where β ∈ (0, 1) controls the probability of erroneous decisions.
4 Optimal Decision Rules
The optimal sampling strategy involves dynamically selecting the buses to be monitored and decid-
ing the time to stop the process. In the next subsections we characterize the bus selection function
ψ(t), the stopping time τ , and the final decision rule δ. We remark that these rules, collectively,
satisfy asymptotic optimality guarantees and solve the quickest detection problem of interest for-
malized in (13). In the sequel, we assume that the total number of lines that can be concurrently
anomalous is upper bounded by ηmax.
4.1 Bus Selection Rule
4.1.1 Analysis
The measurements from different buses are not equally informative about different events. Hence,
dynamically selecting buses based on real-time data for measuring their voltage phasor angles has
a critical role in striking an optimal balance between the decision quality and the quickness of the
process, as formalized in (13). In order to characterize the optimal bus selection rule ψ(t), we start
by establishing the relevant theoretical foundations, and then we provide the specific designs for
ψ(t). Solving the problem in (13) can be facilitated by using the techniques in controlled sensing,
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and specifically the Chernoff rule [48]. According to the Chernoff rule, at each time t we first
make a maximum likelihood decision about the true model Rk based on which we select the bus
that reinforces this decision to be measured at time (t + 1). The information of each observation
is quantified in terms of the Kullback-Leibler (KL) divergence between the distributions under
various hypotheses. The main advantage of the Chernoff rule is low computational complexity.
The main weakness, on the other hand, is that it can be suboptimal as it decouples the impact of
the decisions made at each time on the future decisions. To circumvent this deficiency, we propose
a new selection rule to incorporate the effect of each action on the future ones. This new decision
rule, in general, involves an exhaustive search over all buses and can have prohibitive complexity,
especially as the grid size grows. Nevertheless, we show that by properly leveraging the Markov
structure, the computational complexity can be reduced significantly and it becomes as simple as
that of the Chernoff rule. In order to prove these properties, we first focus on a binary setting,
i.e., R = {R0, R1} and consider taking one sample at-a-time, i.e., ` = 1. Under the normal event
R0, we assume that the measurements form a GMRF with mean θ¯, which represents the empirical
average of θ based on the historical data, and covariance matrix (I − Q0), where the elements
of Q0 = [rij ] are defined in (7). Under the anomalous event R1, on the other hand, we assume
that the measurements form an alternative GMRF with a different covariance matrix Q1. For the
simplicity in notations we assume Q1 = I. We define set Sit as a subset of unobserved buses prior
to time t that contain bus i, i.e.,
Sit ⊆ B \ ψt−1 and i ∈ Sit . (14)
Furthermore, at time t, and corresponding to each valid set Sit we assign the following two metrics
to each bus i:
M0i (t,Sit) =
1
2
∑
j∈ψt−1
log
1
1− r2ij
+ r2ij(∆θ
2
j − 1)
+
1
2|Sit |
∑
j∈Sit
log
1
1− r2ij
, (15)
and M1i (t,Sit) =
1
2
∑
j∈ψt−1
log(1− r2ij) +
r2ij(∆θ
2
j + 1)
1− r2ij
+
1
2|Sit |
∑
j∈Sit
log(1− r2ij) +
2r2ij
1− r2ij
, (16)
10
where we have defined ∆θi
4
= θi − θ¯i for i ∈ {1, . . . , N}. Based on these definitions, when the
maximum likelihood decision about the true model at time (t− 1) is H0, at time t we select bus
ψ(t) = arg max
i/∈ψt−1
max
Sit
M0i (t,Sit) . (17)
Similarly, when the maximum likelihood decision about the true model at time (t − 1) is H1, we
select
ψ(t) = arg max
i/∈ψt−1
max
Sit
M1i (t,Sit) . (18)
Determining the selection function in (17) and (18) is computationally prohibitive as it involves an
exhaustive search over all the possible subsets of unobserved buses. However, our analyses demon-
strate that the complexity of such an exhaustive search over GMRFs can be reduced substantially
by analytically proving that the optimal group of the buses to be measured belong to a small subset
of buses. Specifically for each node i, the choice of the set Sit \ {i} is limited to the subset of the
unobserved neighbors of i, i.e.,
U it 4= Ni \ ψt−1 . (19)
This indicates that for determining which node to select at each time in a GMRF it is sufficient
to consider a shorter future for each node, while in general, we have to decide based on all the
remaining nodes. The cardinality of the set of subsets of U it is significantly smaller than that of
unobserved nodes, which translates into significant reduction in the complexity of characterizing
the optimal selection functions. This observation is formalized in the following theorem.
Theorem 1. At each time t, for all valid sequences Sit and for u ∈ {0, 1} we have
arg max
i/∈ψt−1
max
Sit
M iu(t,Sit) = arg max
i/∈ψt−1
max
Sit⊆Uit
M iu(t,Sit) . (20)
Proof: See Appendix A.
This theorem states that it suffices to search over the neighbors of each bus to find the bus that
provides the most relevant information about the underlying event. The structure of the metric
for each bus depends on the joint distribution of voltage phasor angles. Next, we show that the
selection rule that only searches over the neighbors of one node achieves asymptotic optimality as
the size of the network grows and the frequency of erroneous decisions tends to zero. This statement
is formalized in the following theorem.
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Theorem 2. For the quickest anomaly detection and localization problem given in (13), the se-
lection functions in (17) and (18) achieve asymptotic optimality as β approaches zero, i.e., for
i ∈ {0, 1}
lim
β→0
infτ,δ,ψτ Ei{τ}
infδ Ei{τo} = 1 , (21)
where τo is the stopping time when the bus selection rules are given in (17) and (18).
Proof: See Appendix B.
Next, by leveraging the results of theorems 1 and 2 we provide an optimal bus selection rule for
the general setting with arbitrary number of anomalous events, M , and number of measurements
taken at-a-time, `.
4.1.2 Implementation
Inspired by the results for the binary setting (M = 1), we devise data-adaptive bus selection
rules that can accommodate any arbitrary number of anomalous events M . For this purpose,
corresponding to each event Rk, we assign the following time-varying metric to each bus i
Mki (t) =
1
2
∑
j∈ψt−1
log
1
1− (rkij)2
+ (rkij)
2(∆θ2j − 1)
+
1
2|Sit |
∑
j∈Sit
log
1
1− (rkij)2
, (22)
where we have defined
βki
4
=
( ∑
(i,j)∈Ek
1
xkij
)−1
, and rkij
4
=
βki
xkij
. (23)
Based on these metrics, the optimal data-adaptive bus selection rule at time t involves selecting
the buses that render the largest values in the set
{
Mki (t) : k ∈ {0, . . . ,M} and i ∈ N \ ψt−1
}
. (24)
Inspired by the observation in Theorem 2, we characterize a simple rule for implementing these
selection rules. We first note that for a fixed time t and bus i metric Mki (t) takes relatively similar
values under different events. In other words, the dynamic range of the set
{
M0i (t), . . . ,M
M
i (t)
}
(25)
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is very narrow. This is primarily due to the fact that each event Rk only affects a limited number
of buses, and consequently, the effects on Mki (t) are minor. Motivated by reducing the compu-
tational complexity, for each bus i, we retain only metric M0i (t) as a representative for the set
{M0i (t), . . . ,MMi (t)}. This leads to assigning only one metric to bus i at time t denoted by
Mi(t) =
1
2
∑
j∈ψt−1
log
1
1− r2ij
+ r2ij(∆θ
2
j − 1)
+
1
2|Sit |
∑
j∈Sit
log
1
1− r2ij
. (26)
This metric consists of three terms, where the first and third terms are functions of the correlation
structure through {rij}. While Mi(t) as defined in (26) can be used directly for the bus selection,
we offer an alternative two-stage selection rule in order to place more emphasis on the data. In
this two-stage approach, in the first stage we focus on the buses that are already observed, and
identify the buses whose measurements have the largest level of deviation from the expected values,
i.e., the buses with largest |θi − θ¯i|. This provides an estimate of the location of the underlying
anomaly event, and is equivalent to maximum likelihood decision about the true hypothesis model.
In the second stage, among the neighbors of the buses with larger |∆θ|, we identify buses with the
largest metric Mi(t). Also, at t = 1, data collection is initialized by selecting ` buses with the most
number of neighbors such that the most informative measurements are collected. The steps of bus
selection rule are presented in Algorithm 1. Figure 2 illustrates the bus selection process for IEEE
14-bus system under the outage of the line connecting buses 9 and 14. By setting ` = 2, buses 4
and 6, which have the highest degree in this system, are selected at time t = 1. Since bus 4 is a
neighbor of bus 9, it experiences larger deviation in its voltage phasor value. Therefore, at time
t = 2 among the neighbors of bus 4, which are buses {2, 3, 5, 7, 9}, the two buses with the largest
metric values are selected, and the process continues in this way.
Since the connectivity degree of the graph underlying the grids is substantially smaller than the
size of the grid (e.g., in the IEEE 118-bus model the degree is 12), the complexity of the proposed
bus selection rule is substantially lower than that of the exhaustive search.
4.2 Stopping Time and Decision Rule
The data-acquisition process is terminated as soon as a decision can be made with the desired
reliability, i.e., error probability is controlled below β. To formalize this, we define n
4
= p− p¯ as the
perturbations in the power injection incurred by an anomaly, which can be modeled as a zero-mean
Gaussian random vector [36]. We denote the covariance matrix of n under Rk by Σk. Hence, based
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Fig. 2: Bus selection process in IEEE 14-bus system under the outage of line connecting buses 9 and 14.
Algorithm 1: Data-adaptive bus selection
1 Set t = 0 and T = {1, . . . , N}
2 For i = 1, . . . , N repeat
3 deg(i)← Number of buses connected to bus i
4 M(i)← maxU⊆Ni 1|U|
∑
j∈U log
1
1−r2ij
5 End for
6 T ← Sorted T based on decreasing deg(·)
7 ψ(t)← First ` elements of T
8 While stopping criterion is not met do
9 Take measurements from buses in ψ(t)
10 S ← ψt
11 t← t+ 1
12 ψ(t)← {}
13 While |ψ(t)| < ` do
14 i← arg maxj∈S |θj − θ¯j |
15 Ni ← Neighbors of i sorted based on decreasing M(·)
16 If |Ni| < `− |ψ(t)| then
17 ψ(t)← ψ(t) ∪Ni
18 Else
19 ψ(t)← ψ(t) ∪ {Ni(1), . . . ,Ni(`− |ψ(t)|)}
20 End if
21 S ← S \ i
22 End while
23 End while
24 Set τ = t
on (4), under event Rk we have
Hθ¯ + n = Hkθ , for k ∈ {0, . . . ,M} . (27)
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We denote the incident matrix of the grid by M ∈ RN×L, which is constructed based on the
topology of the grid when there exists no anomaly in the following form. The i-th column of M ,
denoted by mi, corresponds to line i ∈ L and all its entries are zero except at two locations that
specify the buses connected by line i. Specifically, if line i connects buses m and n, then the m-th
and n-th entries of mi are +1 and −1, respectively. Hence, matrix Hk can also be generated from
the incident matrix of the network and the reactance of transmission lines as follows.
Hk =
∑
i∈L
Xk[ii]mimi
T = MXkM
T , (28)
where Xk ∈ RL×L is a diagonal matrix defined such that when the i-th transmission line connects
buses m and n we have Xk[ii] =
1
xkmn
. Hence, (28) implies that
Hk = H −
∑
i∈Rk
(
X0[ii]−Xk[ii]
)
mimi
T , (29)
which in conjunction with (27) yields
H ·∆θ =
∑
i∈Rk
(
X0[ii]−Xk[ii]
)
mim
T
i θ + n = Msk + n ,
where sk ∈ RL is defined as
sk[i]
4
=

(
X0[ii]−Xk[ii]
)
mTi θ if i ∈ Rk
0 Otherwise
. (30)
The locations of the non-zero elements of vector sk correspond to the indices of the anomalous lines.
By assuming that each anomalous event affects a small fraction of the total number of transmission
lines, sk becomes a sparse vector. Now, by defining B
4
= H−1 we obtain
∆θ = BMsk +Bn . (31)
Hence, at the stopping time τ we have
∆θτ = BτMsk +Bτn , (32)
where Bτ is the matrix constructed from B by keeping its rows corresponding to set ψτ . Since
the noise vector Bτn is colored, we include a pre-processing whitening stage. For this purpose,
we consider the following singular value decomposition (SVD) of matrix BτΣ
1
2
k , where Σk is the
covariance matrix of n under event Rk:
BτΣ
1
2
k = UkΛkV
T
k . (33)
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Then, by defining
yk
4
= Λ−1k U
T
k ∆θτ , (34)
n˜k
4
= Λ−1k U
T
kBτn , (35)
and Ak
4
= V TkM , (36)
from (32)–(36), corresponding to event Rk we obtain
yk = Aksk + n˜k , (37)
where n˜k is a white noise vector with covariance matrix I. This leads to an overcomplete repre-
sentation of sparse vector sk by measurement vector yk given in (37). Therefore, off the shelf tools
from compressed sensing can be applied to find the non-zero elements of sk to detect and localize
any anomaly event. In this paper, we use orthogonal matching pursuit (OMP) as a fast sparse re-
covery algorithm, which is summarized in Algorithm 2. In Algorithm 2, the i-th column of matrix
Ak is denoted by vector ak,i, and the matrix composed of a set of columns of matrix Ak indexed
in set T is denoted by Ak,T . The value of threshold γ depends on the power of perturbation noise
and the performance accuracy constraint β. It is noteworthy that parameter β is set according to
the error margin that the network operator can tolerate in localizing the anomalous events. Both
β and γ can be calculated based on some historical data or through a comprehensive simulation of
power grid under different events.
This data-adaptive data acquisition and decision-making strategy works based on the offline
and real-time information from the grid. The offline information includes the network topology,
the nominal values for the voltage phasor angles in the fault-free situation as well as each anomalous
event, which are computed based on the network topology and historical data. The real-time data
are the information collected from the buses during the data gathering process.
5 Case Study: Line Outage Detection
When a transmission line is overloaded, the protection devices of the grid automatically remove that
line to prevent major damages to the grid and electrical devices. Line outage can be considered a
special case of anomaly in the grid, and the devised algorithm can be applied to detect and localize
them. For the simulations, we use the software toolbox MATPOWER to generate synthetic data
for voltage phasor angles under different outage events [49]. In the simulations and by using the
IEEE standard systems, we compare the results of data-adaptive data-acquisition approach with
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Algorithm 2: OMP Algorithm
1 Inputs yk and Ak for k ∈ {0, . . . ,M}
2 Set rk = yk, sk = 0 and Tk = {}
3 While mink ‖rk‖ > γ and |T1| < ηmax do
3 For k = 1, . . . ,M Repeat
4 Ik ← arg max
i
|aTk,irk|
|ak,i|
4 Tk ← Tk ∪ {Ik}
5 sk[Tk] =
(
ATk,TkAk,Tk
)−1
ATk,Tkyk
6 rk = yk −Aksk
7 End for
7 End while
8 If mink ‖rk‖ > γ
9 Continue sampling
10 Else
11 i← arg mink ‖rk‖
11 Stop sampling and Return si
12 End if
the pre-specified bus selection method in terms of decision accuracy and the number of required
measurements. We also evaluate the interplay among delay, number of measurements, and decision
accuracy.
5.1 Gains of Dynamic Bus Selection
The proposed approach aims to detect and localize the lines under outage with the minimum
number of measurements to achieve a target reliability level. The major feature of this approach is
data-adaptive selection of buses for acquiring the measurements that are most informative about
the state of the grid. In order to assess the gain of such dynamic bus selection, we compare the
performance of our proposed approach with the pre-specified bus selection rule in the 118-bus IEEE
standard system. To this end, we fix the number of measurements in the pre-specified bus selection
rule and the data-adaptive approach to be the same and compare their accuracy in localizing the
underlying event. In the pre-specified method we select the set of buses with the most number
of neighbors, and for the data-adaptive technique we set ` = 5. Figure 3 compares the accuracy
performance of both methods under the single line outage setting when R is the set of all single
line outage events in which the network is still connected. It is assumed that the perturbation
noise vector is uncorrelated with power 1% of the average injected power before any outage, and
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the number of lines under outage is known. It is observed that for equal number of measurements,
the data-adaptive approach uniformly outperforms the pre-specified method. The reason is that in
data-adaptive approach, the correlation structure among the measurements is exploited judiciously
to collect measurements from more relevant buses that provide more relevant information about the
underlying outage event. Also, it is observed that in the data-adaptive approach the performance
gains diminishes as the number of measurements exceeds 70, which indicates that by partially
observing the grid we can achieve a performance close to the performance of full observation.
Figure 4 compares the performance for different number of lines in outage under the same
settings as in Fig. 3. We assume that multiple line outages is a result of the overloading of
neighboring lines when a single outage occurs. Hence, the lines under outage are in the same
locality of the grid. Motivated by Fig. 3, we set the number of measurements in both methods to
70 and also include the results for full observation of the network. It is observed that the data-
adaptive approach, for single and multiple line outage events, outperforms the pre-specified method
by a considerable margin and its performance, as expected, is close to the full observation of the
network.
In order to assess the computational advantage of the proposed approach for bus selection,
established in Theorem 1, we compare the simulation time required for implementing the proposed
approach with an exhaustive search for finding the most relevant buses. We denote the average
of the simulation time over all possible single line outage events for the exhaustive search and the
data-adaptive search by tES and tDA, respectively. The results, provided in Table 1, show that for
70 measurements, which performs close to observing the entire network, data-adaptive collection
of measurements is 14.2 times faster.
Table 1: Average running time comparison.
Number of measurements 30 50 70 90
tDA(sec) 0.2774 0.8069 1.4681 2.0817
tES(sec) 6.4415 14.4312 20.8759 23.398
tES/tDA 23.2 17.9 14.2 11.2
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Fig. 4: Decision accuracy versus number of lines under outage.
5.2 Trade-off Among Performance Measures
We consider single line outage setting and evaluate the interplay among different performance
measures by changing ` and the target decision quality β. In Fig. 5 the number of required
measurements to achieve a certain accuracy level is compared for different values of `. It is observed
that as ` increases we need more measurements to achieve the same decision accuracy, because larger
` means taking more measurements at the same time and they cannot incorporate the information
of the current time instant. In other words, for ` = 1 we take one measurement based on the entire
past measurements while in ` = 5 for all 5 new measurements we use the same information. Also,
it is observed that the number of required measurements for improving accuracy from 60% to 70%
is less than the one required for improving accuracy from 70% to 80%. In order to evaluate the
impact of ` on data collection delay, which is the number of time steps required to collect all the
measurements, in Fig. 6 we compare average delay for various ` and different detection accuracy
levels. It is observed that for smaller `, improving detection accuracy incurs more delay compared
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Fig. 6: Average delay versus ` for different accuracy level.
to larger `. Furthermore, for smaller ` and the same accuracy performance, decreasing ` leads to
more delay.
5.3 Scalability and Complexity
In order to evaluate the scalability of the proposed detection algorithm, we consider the Polish power
system provided by MATPOWER “case2383wp” casefile which is a 2383-bus system. We set ` = 10
and consider the noise-free case. The performance of the proposed selection approach for different
number of measurements is compared with pre-specified selection rule in Fig. 7. It is observed
that even for large-scale power systems, the data-adaptive selection rule can achieve considerable
performance by selecting a subset of buses in the grid, and outperforms the pre-specified selection
approach by a large margin. In fact, as the grid size grows the performance gain improves too.
This is primarily due to the fact that larger grids provide more freedom for selecting the buses.
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6 Conclusion
The problem of detecting and localizing anomalies in transmission lines by using the minimum
number of measurements has been considered. By adopting a stochastic graphical model for the
voltage phasor angles, a data-adaptive strategy for coupled data-acquisition and decision-making
processes is designed. Specifically, in this graphical framework the grid connectivities impose a
correlation structure among the measurements from different buses. Corresponding to each pos-
sible anomalous event, the underlying correlation structure takes a specific form according to the
associated topology and parameters of the grid. Hence, depending on the true correlation model,
the measurements collected from different buses have different information quality. Data-adaptive
monitoring of the network proposed in this paper identifies the most informative buses under each
event and minimizes the number of required measurements for a reliable decision about the existing
anomaly. A case study for line outage detection and localization confirms the gains of the proposed
approach in the IEEE 118-bus system as well as a 2383-bus system.
A Proof of Theorem 1
To prove this, we consider a node v /∈ U it at time t and show that one of these cases occurs for the
selection of node v in the future:
1. it will be independent of the sample taken from node i at time t, i.e., the data observed from
node i has no impact on the information that will be acquired by observing node v in the
future; or,
2. despite dependence of its information on the sample taken from node i, the amount of this
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information will be less than the expected information of observing the best subset of U it , i.e.,
max
Sit⊆Uit
M `i (t,Sit ∪ {v})
|Sit |+ 1
≤ max
Sit⊆Uit
M `i (t,Sit)
|Sit |
. (38)
We consider all scenarios for node v /∈ U it and show how each scenario falls into one of these two
categories. Since the graph is connected, there exists a node j ∈ Ni which belongs to the path
between nodes i and v. If node j belongs to the set Sit that maximizes the right hand side of (38),
due to the global Markov property, i and v will be conditionally independent, which makes case 1
true.
Now, we only need to show that whenever node j is outside the set Sit that maximizes the
right hand side of (38), inclusion of node v will reduce the average information. To this end, we
note that the marginal distribution of each random variable θi under both hypothesis is the same.
We prove that the information of observing node j is greater than that of observing node v which
means that if j does not belong to the set that maximizes the normalized Kullback-Leibler (KL)
divergence, node v should not be in that set, too. For this purpose, by denoting the probability
density function under Hi by fi and the KL divergence between f0 and f1 by DKL(f0‖f1), we
compute DKL(f0(θi, θj , θv)‖f0(θi)f0(θj , θv)) by following two different strategies and compare the
results.
DKL(f0(θi, θj , θv)‖f0(θi)f0(θj , θv))
= DKL(f0(θi, θj)f0(θv|θj)‖f0(θi)f0(θj)f0(θv|θj))
= DKL(f0(θi, θj)‖f0(θi)f0(θj))
= DKL(f0(θi, θj)‖f1(θi)f1(θj)) . (39)
On the other hand
DKL(f0(θi, θj , θv)‖f0(θi)f0(θj , θv))
=DKL(f0(θi, θv)f0(θj |θi, θv)‖f0(θi)f0(θv)f0(θj |θv))
=DKL(f0(θi, θv)‖f0(θi)f0(θv))
+DKL(f0(θj |θi, θv)‖f0(θj |θv))
≥DKL(f0(θi, θv)‖f0(θi)f0(θv))
=DKL(f0(θi, θv)‖f1(θi)f1(θv)) , (40)
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where the inequality holds due to the non-negativity of KL divergence. Since the left hand side of
(39) and (40) are the same, we have
DKL(f0(θi, θj)‖f1(θi)f1(θj)) ≥
DKL(f0(θi, θv)‖f1(θi)f1(θv)) . (41)
By following the same line of argument for computation of DKL(f0(θi)f0(θj , θv)‖f0(θi, θj , θv)) we
obtain
DKL(f1(θi)f1(θj)‖f0(θi, θj)) ≥
DKL(f1(θi)f1(θv)‖f0(θi, θv)) . (42)
From (41) and (42) we can conclude that the divergence of two distributions is maximal between
neighbor nodes, which concludes the proof.
B Proof of Theorem 2
In order to prove this theorem we first assume that the size of the network grows to infinity and
for any sequence of buses ψt and any sequence of measurements from those buses θt,
1
N
log
f0(θN ;ψN )∏
i∈ψN f1(θi)
→ I0 , under R0 , (43)
and
1
N
log
∏
i∈ψN f1(θi)
f0(θN ;ψN )
→ I1 , under R1 , (44)
converge completely as N →∞. We define
α0 = P(δ = 0|T = 1) ,
and α1 = P(δ = 1|T = 0) ,
and show that for the stopping time of the optimal strategy we have
lim
Pe→0
inf
τ,ψτ
E0{τ} ≥ | logα0|
I0
, (45)
and , lim
Pe→0
inf
τ,ψτ
E1{τ} ≥ | logα1|
I1
, (46)
and then we prove that the selection rule designed in (17) and (18) achieves these lower bounds. If
we show that for all 0 < ρ < 1
lim
Pe→0
inf
τ,ψτ
P0
(
τ > ρ
| logα0|
I0
)
= 1 , (47)
and , lim
Pe→0
inf
τ,ψτ
P1
(
τ > ρ
| logα1|
I1
)
= 1 , (48)
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then by applying the generalized Chebyshev inequality, we obtain
E0
{
τ
| logα0|
I0
}
≥ ρ · P0
(
τ
| logα1|
I0
> ρ
)
(47)
≥ 1 , ∀ρ > 0 (49)
which concludes (45). By following the same line of arguments (46) will be proved.
Now, we prove (48) and the procedure for (47) will follow the same line of thought. Let us
define the event
A(i, J) 4= {δ = i , τ ≤ J} , (50)
and the log-likelihood ratio
Λt
4
= log
∏t
s=1 f1(θs;ψ(s))
f0(θt;ψt)
. (51)
Then, by Wald’s identity and for any 0 < J < n and B > 0 we have
α1 = P0(δ = 1)
= E0{1(δ=1)}
= E1{1(δ=1) exp(−Λτ )}
≥ E1{1(A(1,J),Λτ<B) exp(−Λτ )}
≥ e−BP1(A(1, J),Λτ < B)
≥ e−BP1
(
A(1, J), sup
t<J
Λt < B
)
(a)
≥ e−B
(
P1(A(1, J))− P1
(
sup
t<J
Λt ≥ B
))
(b)
≥ e−B
(
P1(δ = 1)− P1(τ > J)− P1
(
sup
t<J
Λt ≥ B
))
,
where (a) and (b) hold due to the properties of set difference operation. Now we have
P1(τ > J) ≥ P1(δ = 1)− eBP0(δ = 1)− P1
(
sup
t<J
Λt ≥ B
)
= 1− α0 − eBα1 − P1
(
sup
t<J
Λt ≥ B
)
. (52)
Since (52) holds for any B > 0, we set B = cJI1 for some c > 1. Then for any 1 < K < J we
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obtain
P1
(
sup
t<J
Λt ≥ B
)
= P1
(
sup
t<J
Λt ≥ cJI1
)
≤ P1
(
sup
t<K
Λt + sup
K<t<J
Λt ≥ cJI1
)
≤ P1
(
sup
t<K
Λt + sup
K<t<J
(J
t
Λt
)− JI1 ≥ (c− 1)JI1)
≤ P1
( 1
J
sup
t<K
Λt + sup
K<t<J
(Λt
t
− I1
) ≥ (c− 1)I1)
≤ P1
( 1
J
sup
t<K
Λt + sup
t>K
∣∣Λt
t
− I1
∣∣ ≥ (c− 1)I1) . (53)
According to (44), for any  > 0 there exists a Kˆ() such that
P1
(∣∣Λt
t
− I1
∣∣ ≤ ) = 1 , ∀t > Kˆ() . (54)
Hence, we have
P1
(
sup
t<J
Λt ≥ cJI1
)
≤ P1
( 1
J
sup
t<Kˆ()
Λt ≥ (c− 1)I1 − 
)
. (55)
Since, this is true for any J < n and c > 1, we assume the case that n, J →∞ and c > 1 + I1 . In
this setting the right hand side of (55) approaches zero which indicates that for every c > 1
lim
L→∞
P1
(
sup
t<J
Λt ≥ cJI1
)
= 0 . (56)
Next, for any 0 < ρ < 1c and by defining
Jα1
4
= ρ
| logα1|
I1
, (57)
and setting J = Jα1 we obtain
P1
(
τ > ρ
| logα1|
I1
)
≥
1− α0 − α1−ρc1 − P1
(
sup
t<Jα1
Λt ≥ cI1Jα1
)
. (58)
Now, by combining (56) and (58), and for the setting in which α1 and α0 approach zero we obtain
P1
(
τ > ρ
| logα1|
I1
)
= 1 (59)
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Since (59) holds regardless of the sampling procedure and stopping rule and only depends on the
error performance of the strategy, it is valid for any strategy with the same decision quality, i.e.,
lim
α1,α0→0
inf
τ,ψτ
P1
(
τ > ρ
| logα1|
I1
)
= 1 (60)
By following the same line of arguments for α0 and the average delay under H0, (47) can be proved.
Now, we only require to show that the sequential strategy of this paper achieve the lower bounds
on delay given in (45) and (46). To this end, first we leverage the properties of complete convergence
in (43) and (44). Specifically, by defining
T0(h)
4
= sup
{
t :
∣∣∣−Λt
tI0
− 1
∣∣∣ > h} , (61)
and , T1(h)
4
= sup
{
t :
∣∣∣ Λt
tI1
− 1
∣∣∣ > h} , (62)
according to the complete convergence of (43) and (44) we have
E0{T0(h)} <∞ , ∀h > 0 , (63)
and , E1{T1(h)} <∞ , ∀h > 0 . (64)
According to the definition of stopping time
Λτ−1 < γU . (65)
Also, from (62) and when τ > T1(h) + 1 we have
Λτ−1 > (τ − 1)(1− h)I1 . (66)
By combining inequalities in (65) and (66) we obtain
τ < 1 + 1(τ>T1(h)+1)
γU
I1(1− h)
≤ 1 + 1(τ>T1(h)+1)
γU
I1(1− h) + 1(τ≤T1(h)+1)T1(h)
≤ 1 + γU
I1(1− h) + T1(h) . (67)
Therefore, by applying (62) we can conclude that
E1{τ} ≤ γU
I1
(1 + o(1)) , (68)
and by replacing γU from
γU = − logα1 (69)
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we have
E1{τ} ≤ | logα1|
I1
(1 + o(1)) . (70)
By following the same line of argument for Λτ−1 > γL we can derive
E0{τ} ≤ | logα0|
I0
(1 + o(1)) , (71)
which concludes the proof.
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