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Environments equipped with intelligent sensors can be of much help if they can recognize the actions
or activities of their users. If this activity recognition is done automatically, it can be very useful for
different tasks such as future action prediction, remote health monitoring, or interventions. Although
there are several approaches for recognizing activities, most of them do not consider the changes in how
a human performs a specific activity. We present an automated approach to recognize daily activities
from the sensor readings of an intelligent home environment. However, as the way to perform an activity
is usually not fixed but it changes and evolves, we propose an activity recognition method based on
Evolving Fuzzy Systems.
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1. Introduction
Activity recognition is an important task which
can be applied to many real-life problems such as
healthcare or eldercare.1 However, while collecting
sequences of sensor readings in an intelligent home
environment is valuable, determining what activities
these sequences represent is a more challenging task.
This task needs also to take into account the fol-
lowing aspects: human behavior is often erratic, and
sometimes individuals behave differently because of a
change in their goals. Thus, it is necessary to update
models that describe the way an individual performs
a specific activity.
In recent years, significant work has been car-
ried out for recognizing human activities; however,
most of the models created for an activity do not
change according to the moods and habits of the
individual who performs that activity. In this paper,
we propose an adaptive approach for creating mod-
els of Activities of Daily Living (ADLs) and rec-
ognizing them from the sensor readings collected
in an intelligent environment using a Fuzzy-Rule-
Based (FRB) system. It is difficult or, in general,
impossible, to build a classifier that will have a full
description of all possible ways to perform an activ-
ity because they are not static and new patterns may
emerge as well as an old habit may be forgotten or
stopped to be used. Thus, as the description of the
performance of a particular activity itself may also
evolve, we assume that each ADL is described by one
or more fuzzy rules. In addition, in order to achieve
this task we need to cope with large amounts of data
and process this information in real time because
analyzing it in an offline mode would be impracti-
cal. In order to take into account these aspects, we
propose an Evolving Fuzzy Systems-based approach
that allows to create dynamic and evolving models
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of ADLs. An Evolving Fuzzy System (EFS) is a
self-developing, self-learning fuzzy rule-based system
that have both their parameters but also their struc-
ture self-adapting on-line.
This paper is organized as follows: In the next
section it is discussed the background and related
work on the proposed problem. Section 3 details the
structure of the proposed evolving approach. How
the model of an ADL is created from a sequence
of sensor readings is explained in Sec. 4. Section 5
details the evolving ADL classifier, which is based
on Evolving Fuzzy Systems. Section 6 describes the
experimental settings and results obtained. Finally,
Sec. 7 contains future work and concluding remarks.
2. Background and Related Work
Over the last decade there has been growing interest
in the interpretation of human behavior, including
in video.2 However, most of these works are limited
because human activity is a complex process which is
difficult to model, especially its dynamic aspect. In
this research, we present an approach to recognize
a human activity directly from the sensors readings
collected in an intelligent home environment, without
complex, off-line feature extraction, model/classifier
pre-training and using user- and problem-specific
parameters and thresholds.
There are many research studies about activity
recognition in intelligent environments which can be
applied to many real-life, human-centric problems.3,4
However, several challenges need to be addressed
before intelligent home environments technologies
can be deployed. One of these main challenges is the
design of powerful activity recognition algorithms.
Most of the current research studies focus on recog-
nizing simple human activities and the recognition
of complex activities are only beginning to emerge.
Some of the recent approaches to activity recog-
nition are based on probabilistic models, such as
Hidden Markov Models5 or Bayesian Networks,6,7
because sensor readings are noisy and activities are
usually performed in a non-deterministic way. Other
models for recognizing activities are logic based8 or
hand-crafted.9
It should be emphasized that the above appro-
aches ignore the fact that the way to perform
an activity can change and evolve according to
the moods and habits of the individual. Thus, in
this research, the activity recognition is considered,
treated and modeled as a dynamic and evolving
phenomenon. This is the most important contribu-
tion of this paper.
There exist several FRB7,10–12 and Neural Net-
works13–18 systems which have been applied to dif-
ferent tasks such as modeling,19–22 monitoring,23–27
detection,28–31 clustering,32–34 or classification.35–37
However, the FRB classifier proposed in this paper
has an open structure of rule-base and the on-line
learning mechanism.
3. Our Approach
This section introduces the proposed approach for
classifying a sequence of sensor readings into an
ADL. The input of the proposed method is a
sequence of sensor readings, but this method could
be applied for modeling any task represented by
a sequence of events. Although, the sensor read-
ings are usually tagged with the time and date of
the event, this information was not used in this
study. This approach proposes a method to create
the model of an ADL only from its corresponding
sequence of ordered sensor readings (data streams)
(Sec. 4). In addition, an evolving FBR classifier
(called EvAClass - Evolving ADL Classifier) is pre-
sented which takes into account the fact that the way
an individual performs an ADL is not fixed, but is
rather changing, evolving (Sec. 5).
4. Creation of the Model of an ADL
In order to learn and construct the model of a cer-
tain ADL in an intelligent environment, we ana-
lyze the sequence of sensor readings collected while
the ADL is done by a human. As the order of the
sequence readings is essential in this task, the date
and time of a sensor readings are used for creating
the ordered sequence, but that information is not
included in it. Sequences play a crucial role in human
skill learning38 and in high-level problem solving and
reasoning.39 Thus, in this research, the human activ-
ity modeling is transformed into a sequence analysis
problem where a sequence of sensor readings rep-
resents a specific activity. This transformation can
be done because it is clear that any activity has
a sequential aspect, as sensors are activated in a
sequence.
When a person activates a sensor, it usually
depends on the previous sensors activated and it is
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related to the following ones. In order to get the
most representative and relevant set of sensor read-
ings subsequences from a sequence, we propose the
use of a trie data structure.40 This structure has been
also used for classifying behavior patterns in different
domains.41–44
The process of creation of the model of an
ADL from a sequence of sensor readings, which
is explained in detail in Ref. 45, consists of three
steps: 1. Segmentation of the sequence of sensor read-
ings, 2. Storage of the subsequences in a trie, and 3.
Creation of the model of the ADL. These steps are
detailed in the following three subsections.
For the sake of simplicity, let us consider an exam-
ple in which a specific ADL (ADL-1) is represented
by the readings of two different motion sensors (S1
and S3) symbolized by S1.On, S1.Off and S3.On
(where, for example, S1.On expresses that the sensor
S1 has detected motion and it has been activated). In
order to simplify the example, the sequence consists
of only 5 readings. The example sequence represents
in chronological order the sensor readings activated
while an individual performs ADL-1: {S1.On →
S1.Off → S1.On → S1.Off → S3.On}.
4.1. Segmentation of the sequence
of sensor readings
First, the sequence is segmented into subsequences
of equal length from the first to the last element.
Thus, the sequence A = A1A2 · · ·An (where n
is the number of sensor readings of the sequence)
will be segmented in the subsequences described by
Ai · · ·Ai+length ∀ i, i = [1, n-length+1], where length
is the size of the subsequences created and this value
determines how many sensor readings are considered
as dependent (how many sensor readings are usually
activated consecutively as part of a pattern). In the
remainder of the paper, we will use the term subse-
quence length to denote this value.
In the proposed sample sequence, let 3 be the
subsequence length, then we obtain: {S1.On →
S1.Off →S1.On}, {S1.Off → S1.On → S1.Off},
{S1.On → S1.Off → S3.On}.
4.2. Storage of the subsequences
in a trie
The subsequences of sensor readings are stored in
a special data structure, called trie, in which all
possible subsequences are accessible and explicitly
represented. Every trie-node represents a sensor
reading and its children represent the sensor read-
ings that follow it. Also, each node keeps track of the
number of times a sensor reading has been recorded
into it. As the dependencies of the sensor readings are
relevant in the model of the ADL, the subsequence
suffixes (subsequences that extend to the end of the
given sequence) are also inserted.
Considering the previous example, the first sub-
sequence ({S1.On → S1.Off → S1.On}) is added
as the first branch of the empty trie (Fig. 1(a)).
Each node is labeled with the number 1 which indi-
cates that the sensor reading has been inserted in
the node once (in Fig. 1, this number is enclosed
in square brackets). Then, the suffixes of the sub-
sequence ({S1.Off → S1.On} and {S1.On}) are
also inserted (Fig. 1(b)). Finally, after inserting the
three subsequences and its corresponding suffixes,
the completed trie is obtained (Fig. 1(c)).
(a) (b) (c)
Fig. 1. Steps of creating an example trie.
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Fig. 2. Distribution of subsequences of sensor read-
ings — Example.
4.3. Creation of the model of the ADL
Once the trie is created, the relevance of the subse-
quences that characterize the ADL can be measured
by its relative frequency or support.46 In this case,
the support of a subsequence is defined as the ratio
of the number of times the subsequence has been
inserted into the trie and the total number of subse-
quences of equal size inserted.
Thus, in this step, the trie can be transformed
into a set of subsequences labeled by its support
value. This set of subsequences is represented as a
distribution of relevant subsequences. In the previous
example, the trie consists of 9 nodes; therefore, the
corresponding model of the ADL consists of 9 differ-
ent subsequences which are labeled with its support
(Fig. 2). Once the model of an ADL has been created,
it is classified and used to update the Evolving ADL
Library (EvALib), as explained in the next section.
5. Evolving FRB Classifier (EvAClass)
A classifier is a mapping from the feature space to the
class label space. In the proposed evolving FRB clas-
sifier, the feature space is defined by distributions of
subsequences of sensor readings. On the other hand,
the class label space is represented by the most rep-
resentative distributions. Thus, a distribution in the
class label space represents a specific model of an
ADL which is one of the prototypes of the evolving
library EvALib. These prototypes are not fixed and
evolve taking into account the new information col-
lected on-line from the data stream — this is what
makes the classifier Evolving. The number of these
prototypes is not pre-fixed but it depends on the
homogeneity of the collected sequences. The differ-
ences between EvAClass and a conventional FRB
classifier are the open structure of the rule-base and
the on-line learning mechanism. These aspects make
that the classifier can be adapted to the new ways
of doing an ADL. The following subsections describe
how the model of an ADL is represented to be used
by EvAClass, and how this classifier is created in
an evolving manner.
5.1. ADL representation
EvAClass receives, in an on-line manner, a distri-
bution of subsequences (obtained from the sequence
of sensor readings) which represents an ADL. In
order to classify an ADL, these distributions must be
represented in a data space. For this reason, each dis-
tribution is considered as a data vector that defines
a point in the data space. The data space in which
these points can be represented should consist of
n dimensions, where n is the number of the differ-
ent subsequences obtained. However, this value is
unknown and the creation of this data space from the
beginning is not efficient. For this reason, in EvA-
Class, the dimension of the data space is incremen-
tally growing according to the different subsequences
that are represented in it.
5.2. Structure of the classifier
EvAClass
Once the corresponding data vector, which repre-
sents the distribution of a specific ADL, has been
created from the sequence of sensor readings, it is
processed by the classifier. As it is explained in the
next five subsections, the structure of this classifier
includes five steps: (1) Classify the new sample
in a group represented by a prototype. (2) Cal-
culate the potential of the new data sample
to be a prototype. (3) Update all the proto-
types considering the new data sample. (4) Insert
the new data sample as a new prototype
if needed. (5) Remove existing prototypes if
needed.
5.2.1. Classify the new sample
In order to classify a new data sample, we compare it
with all the prototypes stored in EvALib. This com-
parison is done using cosine distance and the small-
est distance determines the closest similarity. This
aspect is considered in Eq. (1).
Class(xz) = Class(Prot∗);
Prot∗ = MINNumProti=1 (cosDist(Proti , xz))
(1)
4
where xz represent the sample to classify, NumProt
determines the number of existing prototypes in the
EvALib, Proti represents the ith prototype, and
cosDist represents the cosine distance between two
samples in the data space.
The time-consumed for classifying a new sample
depends on the number of prototypes and its num-
ber of attributes. However, we can consider, in gen-
eral terms, that both the time-consumed and the
computational complexity are reduced and accept-
able for real-time applications (in order of millisec-
onds per data sample) because the cosine distance is
calculated recursively, as it is explained in the next
subsection.
5.2.2. Calculate the potential of the new data
sample
As in Ref. 47, a prototype is a data sample (the
model of an ADL represented by a distribution of
subsequences of sensor readings) that groups several
samples which represent a certain way to perform an
ADL. The classifier is initialized with the first data
sample, which is stored in the EvALib. Then, each
data sample is classified into one of the prototypes
defined in the classifier. Based on the potential of the
new data sample to become a prototype,48 it could
form a new prototype or replace an existing one.
The potential (P) of the kth data sample (xk) is
calculated by the Eq. (2), which represents a func-
tion of the accumulated distance between a sample
and all the other k − 1 samples in the data space.47
The result of this function represents the density of
the data that surrounds a certain data sample.
P (xk) =
1
1 +
Pk−1
i=1 distance(xk,xi)
k−1
(2)
where distance represents the distance between two
samples in the data space.
In Ref. 49 the potential is calculated using the
euclidean distance and in Ref. 47 it is calculated
using the cosine distance. EvAClass uses the cosine
distance (cosDist) to measure the similarity between
two samples, as it is described in Eq. (3), because it
tolerates different samples to have different number
of attributes (in this case, an attribute is the support
value of a subsequence of sensor readings).
cosDist(xk, xp) = 1−
∑n
j=1 xkjxpj√∑n
j=1 x
2
kj
∑n
j=1 x
2
pj
(3)
where xk and xp represent the two samples to mea-
sure its distance and n represents the number of dif-
ferent attributes in both samples.
Note that the expression in the Eq. (2) requires
all the accumulated data sample available to be cal-
culated, which contradicts to the requirement for
real-time and on-line application needed in the pro-
posed problem. For this reason, in Ref. 47 it is devel-
oped a recursive expression for the cosine distance.
This formula is as follows:
Pk(zk) =
1
2− 1
(k−1)
qP
n
j=1(z
j
k)
2
Bk
; k = 2, 3 · · ·
where
Bk =
n∑
j=1
zjkb
j
k ; b
j
k = b
j
(k−1) +
√
(zjk)2∑n
l=1(z
l
k)2
and
bj1 =
√
(zj1)2∑n
l=1(z
l
1)2
; j = [1, n + 1] ; P1(z1) = 1
(4)
where zk represents the kth data sample (xk) and
its corresponding label (z = [x, Label]). Using this
expression, it is only necessary to calculate (n + 1)
values where n is the number of different subse-
quences obtained; this value is represented by b,
where bjk, j = [1, n] represents the accumulated value
for the kth data sample.
5.2.3. Update all the prototypes
Once the potential of the new data sample has been
calculated, all the existing prototypes in the EvALib
are updated taking into account this new data sam-
ple. It is done because the density of the data space
surrounding certain data sample changes with the
insertion of each new data sample. This operation is
done really fast and it requires very little memory
space because of the use of the recursive Eq. (4).
5.2.4. Insert the new data sample as a new
prototype
EvAClass can start ‘from scratch’ (without pro-
totypes in the library) in a similar manner as
eClass evolving fuzzy rule-based classifier proposed
in Ref. 49 and further developed in Ref. 47. In
this step, the potential of the new sample (zk) is
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compared with the potential of the existing proto-
types. A new prototype is created if its value is
higher than any other existing prototype, as shown
in Eq. (5).
∃ i, i = [1, NumProt] : P (zk) > P (Proti) (5)
Thus, if the new data sample is not relevant,
the overall structure of the classifier is not changed.
Otherwise, if the new data sample has high descrip-
tive power and generalization potential, the clas-
sifier evolves by adding a new prototype in the
EvALib which represents a part of the obtained data
samples.
5.2.5. Removing existing prototypes
After adding a new prototype, we check whether any
of the already existing prototypes in the EvALib are
described well by the newly added prototype.47 By
well we mean that the value of the membership func-
tion that describes the closeness to the prototype is
a Gaussian bell function chosen due to its general-
ization capabilities:
∃ i, i = [1, NumPrototypes] : µi(zk) > e−1 (6)
The membership function between a data sample and
a prototype is calculated as follows:
µi(zk) = e
− 12 [
cosDist(zk,Proti)
σi
]
, i = [1, NumProt]
(7)
where cosDist(zk, P roti) represents the cosine dis-
tance between a data sample (zk) and the ith
prototype (Proti);σi represents the spread of the
membership function, which also symbolizes the
radius of the zone of influence of the prototype. This
spread is determined based on the scatter50 of the
data. In order to calculate the scatter without storing
all the received samples, this value can be updated
(as shown in Ref. 49) recursively by:
σi(k) =
√√√√√
[σi(k − 1)]2 +
[cosDist2(Proti, zk)
−[σi(k − 1)]2]
k
(8)
where k is the number of data samples inserted
in the data space; cosDist(Pi, zk) is the cosine dis-
tance between the ith prototype and the new data
sample.
5.3. Pseudo-code and properties of the
classifier EvAClass
5.3.1. Pseudo-code of EvAClass
Begin EvAClass
Initialization: z1 = [x1, Label1] and P1 = 1
DO for a data sample WHILE data stream ends
Read the new sample, xk (sequence of sensor
readings)
Classify xk in a class using equation 1.
Calculate P (xk) using the recursive formula 4.
Update all the prototypes (considering xk)
by 4.
IF (5 holds) THEN
Insert xk as a new prototype.
IF (6 holds) THEN
Remove the corresponding prototype/s.
End DO
End EvAClass
5.3.2. Properties of EvAClass
The proposed classifier faces an important challenge
in the human activity recognition: to evolve the cre-
ated classifier according to the new sequences of sen-
sor readings collected in the intelligent environment.
This approach does not require pre-traning and it
starts “from scratch”.
As the information of the sensors readings col-
lected from an intelligent home environment is usu-
ally quite large, EvAClass can also cope with huge
amounts of data and process streaming data in real-
time and on-line. In an intelligent environment, stor-
ing the complete data set and analyzing the data
streams in off-line mode could be impractical.
6. Experimental Setup and Results
In order to evaluate EvAClass, we use a dataset
with the sensor readings activated by a person while
s/he is doing a specific ADL. Thus, the sequence of
sensor readings is labeled.
6.1. Dataset
The dataset used in this research was created by
the CASAS Smart Home project, which is a multi-
disciplinary research project at Washington State
University focused on the creation of an intelligent
home environment.51 The data represents sensor
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Table 1. Example of a sequence of events which repre-
sents the ADL “Cook”.
ADL: “Cook”
Sensor Readings Sequence
2008-02-29 13:25:05.527 I01 ABSENT I01-ABSENT
2008-02-29 13:25:09.190 M16 OFF M16-OFF
2008-02-29 13:25:10.513 M17 ON M17-ON
2008-02-29 13:25:11.979 I07 ABSENT I07-ABSENT
. . . . . .
readings collected in a smart apartment testbed.
Sensor information includes motion, temperature,
water, burner, phone usage, and item sensor read-
ings. The data represents 24 participants perform-
ing the following five ADLs: (1) Make a phone call,
(2) Wash hands, (3) Cook, (4) Eat, and (5) Clean.
Thus, the dataset consists of 120 different samples
labeled with its corresponding ADL. Each sample
consists of a sequence from about 30 to 150 sensor
readings.
The first column of the Table 1 shows a portion of
the sensor readings that are generated by the activity
“Cook” where M16 and M17 represent motion sen-
sors and I01 AND I07 represent item sensors (these
readings report PRESENT when an item is placed
on the sensor and ABSENT otherwise). The second
column of this table reports the sequence of sensor
readings which is used for the proposed approach.
6.2. Experimental design
In the creation of the ADL model, the length of the
subsequences in which the original sequence is seg-
mented (used for creating the trie) is an important
parameter: using long subsequences, the time con-
sumed for creating the trie and the number of rele-
vant subsequences of the corresponding distribution
increase drastically. In the experiments presented in
this paper, the subsequence length varies from 2 to 6.
Although, EvAClass has been designed to be
used on-line, in order to have comparable results with
other different classifiers using the above dataset,
3-fold cross validation is used. It should be empha-
sized that EvAClass does not need to work in this
mode.
For evaluating the performance ofEvAClass, we
compare it with the following classifiers: Naive Bayes
(NB) and k-Nearest Neighbor (k-NN) (incremental
and non-incremental), C5.0, Bayesian Networks
(BN), Support Vector Machine (SVM), Learning
Vector Quantization (LVQ) and Artificial Neural
Networks (ANN). The k-NN needs to be parame-
terized with the number of neighbors (k) used for
classification; in this case, the better results are
obtained using k = 1. Using a NB classifier, the
numeric estimator precision values are chosen based
on analysis of the training data; however, the NB
incremental uses a default precision of 0, 1. The algo-
rithm implementation used in the LVQ classifier is
the enhanced version of LVQ1, the OLVQ1 imple-
mentation. The type of ANN used is a multi-layer
perceptron trained with the back-propagation algo-
rithm, in which the number of neurons is modified
according to the number of inputs.
For this comparison, these classifiers were trained
using a feature vector for each activity done by a res-
ident. Therefore, each of the 12 sample vectors are
labeled with its corresponding ADL. The correspond-
ing vector consists of the support value of all the dif-
ferent subsequences of sensor readings obtained for
all the ADLs. There are a lot of subsequences which
do not have a value because the corresponding sensor
readings subsequence was not activated doing that
ADL. In this case, in order to be able to use this
data for training the classifiers, we consider the value
0 (although its real value is null).
6.3. Results
Table 2 shows the average classification success
of different classifiers using different subsequences
lengths for segmenting the initial sequence (from 2
to 6). According to these data, the percentages of
sequences correctly classified by our approach are
better than the obtained by K-NN and very similar
to the obtained by the other classifiers. In general,
the difference between EvAClass and the NB, SVM
and ANN is considerable using long subsequences (5
or 6), but this difference decreases when this length
is smaller. Thus, using an appropriate subsequence
length, the proposed classifier can compete well with
off-line approaches. The ANN-based classifier needs a
great deal of neurons because the number of inputs
is usually very large. Thus, the training process is
very time consuming, computationally expensive and
impractical in implementation in the environment
proposed in this research.
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Table 2. Classification rates using different subsequence lengths for the creation of the model of the ADL.
Classifiers and classification rate (%)
Incremental classif. Non-incremental classifiers
k-NN
Subsequence EvAClass NB increm. C5.0 NB k-NN BN SVM LVQ ANN
lengths increm. (k = 1) (k = 1)
2 92.5 93.3 91.6 94.1 97.5 95.0 98.3 97.5 91.6 98.3
3 94.2 88.3 81.5 95.0 97.5 86.6 97.5 97.5 92.5 97.5
4 87.5 87.5 53.3 93.3 95.8 59.1 97.5 96.6 90.0 97.5
5 79.2 84.1 40.8 93.3 93.3 43.3 97.5 98.3 84.1 97.5
6 78.3 82.5 33.3 92.5 92.5 34.1 97.5 98.3 85.0 97.5
It should be noticed that only our approach can
evolve the created classifier according to the new
sequences collected in the intelligent environment.
The proposed environment needs a classifier able
to process steaming data in on-line and in real-
data. Only the incremental classifiers satisfy this
requirement, but unlike EvAClass, they assume a
fixed structure. Taking into account the incremental
classifiers, the average classification success is very
similar; besides EvAClass can cope with huge
amounts of data because it does not need to store
the entire data stream in the memory and disregards
any sample after being used. In addition, the strucu-
ture of EvAClass is open and the rule-base evolves
in terms of creating new prototypes as they occur
automatically. For this reason, EvAClass is compu-
tationally simple and efficient as it is recursive and
one pass. In fact, since the number of attributes is
very large in a real environment and it changes fre-
quently, the proposed approach EvAClass is the
only working alternative.
Considering the same goal proposed in this paper,
Cook and Schmitter52 implemented both a naive
Bayesian classifier and a Markov Model (MM) to rec-
ognize an ADL using the data set described above.
Using 3-fold cross validation on the 120 sequences
of reading sensors (activity traces), the naive Bayes
algorithm achieved 91% classification accuracy while
the MM achieved 98%.
7. Conclusions
In this paper we propose a generic and evolving
approach (EvAClass) to model and classify sequen-
ces of sensor readings which represent a certain ADL.
EvAClass is based on Evolving Fuzzy Systems and
it is one pass, non-iterative, recursive and it has the
potential to be used in an interactive mode; there-
fore, it is computationally very efficient and fast.
The test results with a real dataset demonstrate that
EvAClass performs as well as other well established
off-line classifiers in terms of correct classification on
validation data. However, the environment proposed
in this paper changes rapidly and EvAClass takes
into account this aspect since its structure is open
and its rule-base evolves.
Although it is not addressed in this paper, it
could be interesting to include, in the ADL model,
information about the date and the time when the
sensor readings have been activated. In addition, the
proposed algorithm should be included in a complete
system that performs functional assessment of indi-
viduals in their environments.
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