A new collision model with both improved physical accuracy and reduced numerical dependency has been developed and is used for engine spray calculations. A radius-of-influence of collisional interaction approach was employed in conjunction with dynamic discrete particle resolution improvement to reduce numerical dependency. The collision outcomes considered by the model include bounce, coalescence and, fragmenting and non-fragmenting separation processes, since these are the regimes of most interest in practical spray applications. The improved collision probability and collision outcome predictions were coupled to form a comprehensive collision model, which was used to simulate non-vaporizing diesel sprays produced under conditions relevant to diesel engine common-rail injection systems. Spray penetration results from visualization studies and, drop-size and velocity data from PDPA measurements were used to assess the capability of the model for different injection pressures and various chamber densities. The model gave reasonably good predictions indicating that the present improvements to the collision and spray models have increased the fidelity of spray modeling predictions, and are consequently expected to help improve the accuracy of multi-phase flow simulations.
Introduction
Inter-drop collisions, and especially the resultant coalescence and fragmentation processes, are central to determining drop-distributions and mixing processes in non-dilute spray systems. Modeling of collisions involves two distinct problems. First is the numerical problem of predicting the probability of a collision. The second is the physical problem of predicting the effect of the collision viz., the type of outcome and postcollision characteristics.
Typically, spray modeling follows the discrete particle approach [1] [2] [3] where groups of drops with identical properties, termed 'parcels', are tracked collectively. The spray dynamics are solved by Monte-Carlo techniques and accordingly, the collision modeling also follows a statistical sampling procedure. The major challenge in collision probability predictions is preserving accuracy in calculations without undesirable numerical dependencies, such as sensitivity of the results to gas-phase mesh-size and the computational timestep.
The following three non-dimensional parameters have been found to be important in predicting the outcome of inter-drop collisions, at least for low-viscosity liquids (see Fig. 1 
Drop-size ratio,
Once these parameters are known, it is possible to delineate the distinct outcomes of binary droplet interactions on a We -B plot for many test liquids of practical interest [4, 5] with reasonable accuracy (see Fig. 2 ).
Literature Review
One of the most widely used collision models is the O'Rourke collision model [2, 3] . The probability of collision is estimated from the local number density of drops and the relative velocity between the drops using arguments similar to those in the kinetic theory of gases. The gas-phase cell is defined as the collision control volume and a collision can occur only if two parcels occupy the same cell. In the absence of any mechanism to control discrete phase resolutions, predictions with this model can show dependence on the size of the gas-phase cell. An alternative to this traditional approach is the use of a secondary collision mesh that attempts to maintain a predetermined average number of parcels per collision cell, as used by Schmidt and co workers in both single sprays [6] and in multispray [7] configurations with some success. Their approach employs the No-Time-Counter method used in gas-dynamic simulations and the computations typically use large numbers of parcels (e.g., up to 160,000 or more [7] ) in an attempt to reduce statistical errors. However, using a large number of parcels at a global level [6] does not ensure that local resolution is adequately improved in under-resolved regions. The collision mesh approach has the disadvantage that two parcels which are spatially very close to each other will be prevented from colliding if they belong to different collision cells. A random rotation of the collision mesh in each time-step [7] can alleviate, but not eliminate this issue. Further, in literature, there is considerable uncertainty regarding the number of computational particles that should be maintained in a collision cell. Hou and Schmidt [7] used a value of 80, Alexander and Garcia [8] suggest a value of 50, while Schmidt and Rutland [6] set the average number of parcels per cell to 5-10.
Munnannur and Reitz [9] explored the use of a radius-of-influence methodology in estimating the collision probability for each parcel, thereby avoiding the need for a secondary mesh. Two additional strategies were also explored to further reduce numerical dependencies. Dynamic improvement to discrete particle resolution in under-resolved spatial regions was obtained either by manipulating the collision volume, or through selective parcel splitting. To obtain fidelity in the simulations, a mean collision time obtained from the specifics of the collision process was used in computations. The CFD code KIVA-3V with the proposed modifications was used to simulate a typical high velocity, nonevaporating diesel spray and adequate meshinsensitivity and reduced time-step-dependency were demonstrated.
As for the collision outcome predictions, the models found in literature differ in the range of collision outcomes considered. For instance, the classical O'Rourke model [2, 3] considers only coalescence and grazing separation as the possible outcomes. First, an efficiency of coalescence is found as,
where
. B is chosen as the square root of a uniform random number between 0 and
, the outcome of the collision is assumed to be a 'grazing' collision and the velocities of the interacting drops change obeying energy and momentum conservation. If the subscripts i and j refer to the two interacting drops, the new drop velocities are given by, , and, 
The model does not account for drop fragmentation and most of the experimentally observed outcomes of droplet collisions. Georgeon and Reitz [10] proposed a model for dropshattering collisions based on mass and energy conservation arguments. They assumed that drops that undergo grazing collisions combine to form a cylindrical liquid ligament whose temporal evolution is governed by a non-linear second order differential equation. Rayleigh's linear jet breakup theory was used to characterize satellite drops formed from the breakup of this ligament. The comparisons of post-collision velocities and drop-sizes predicted by the model with experimental results of Hung [11] showed that the model gave good qualitative agreement. However, the description of the shattering phenomenon proposed by the authors is more representative of reflexive or stretching separation processes that involve the temporal evolution of a ligament.
Post and Abraham proposed a composite collision model [12] that accounts for most of the outcomes, but they did not account for fragmentation in reflexive and stretching separation. To reduce computational time, they proposed an approximate solution to the governing equation of the stretching ligament derived by Georgeon and Reitz [10] .
Estrade et al. [13] investigated colliding monodisperse ethanol drops and provided comprehensive information about the number of satellite drops formed from the collisions. They derived a condition for bouncing by prescribing that the initial kinetic energy of the drop should not exceed the energy required to produce a limiting deformation, viz.,
where ' Φ is a shape factor of value 3.351 and 1 χ is a function of drop-sizes and impact parameter. Ko and Ryou [14] proposed models for reflexive and stretching separation processes allowing for fragmentation of the volume separated from the colliding drops using mass, momentum and energy conservation arguments. In a stretching separation, the separating volume from the colliding drops was assumed to be proportional to both the net energy required for separation and the volume of the interaction region [4] . Comparisons of the predicted number of satellite drops with available experimental data showed some agreement. However, the model did not propose a physical mechanism for the breakup.
Munnannur and Reitz [15] developed and validated a predictive sub-model for binary droplet collisions, applicable for moderate-to-high Weber numbers (typically 40 or above). Bounce, permanent coalescence, reflexive separation and stretching separation were considered as possible collision outcomes. Fragmentations in stretching and reflexive separations were modeled by assuming that the interacting droplets form an elongating ligament that either breaks up by capillary wave instability, or retracts to form a single droplet. Predictions of collision outcomes, number of satellites from separation processes and post-collision characteristics (viz. dropsize and velocity) were compared with available experimental data for deterministic collisions of monoand poly-disperse streams of fuel droplets and the agreement was found to be reasonable.
Present Model
The objective of the present work was to couple the approaches for improved collision probability [9] and collision outcome predictions [15] to form a comprehensive collision model. This model was used to simulate non-vaporizing diesel sprays produced under conditions relevant to diesel engine common-rail injection systems. The salient features of the model will be discussed, including the modifications made to the prediction of outcomes to make it suitable for stochastic spray computations. Further details can be found in Munnannur [16] .
Collision Probability Prediction
Primarily, the work uses a radius-of-influence in collision calculations in conjunction with a technique to improve particle resolution. The radius-of-influence (R) is the radial distance around a parcel within which a potential collision partner is located. This variable is also used also to define the collision control volume (see Eq. (10) 
The collision frequency of one drop in the less populous parcel with all the drops in the more populous parcel is given by [2] ,
where n is the number of drops in the parcel, r is the drop radius (assumed to be the same for all drops in a parcel), U is the relative velocity between the drops and in the present implementation V col is the spherical control volume given by
whereas in the O'Rourke model [2] V col is the computational cell volume. The probability of not having a collision in a time step dt is given by,
Following O'Rourke [2, 3] , a uniform random number X is chosen in the interval (0,1) and collision occurs only if,
For simplicity, a fixed value of R (2mm, in this study) is chosen and the discrete phase resolution is improved locally by selective parcel-splitting. The control volume for resolution improvement is a spherical volume of radius R centered on the geometrical center of the parcels in that cell. The droplet distribution function, which defines the characteristics of the spray, is multidimensional and is not easily amenable to statistical analysis. So, the number of preferred parcels is found from a simplified statistical analysis. The sample mean and standard deviation of the radii of the drops in the control volume is calculated, and the required sample size is found from the standard Gaussian distribution
where s is the sample standard deviation, τ is the tolerance in the estimated mean (assumed to be 15% of the sample mean), Z is a random variable for the normal distribution and β is the confidence level. The region of minimum liquid mass in the domain is given a confidence level of 60% (Z=0.84) and the region of maximum liquid mass is given a confidence level of 95% (Z=1.64). For the rest of the regions, the value of Z is found by linear interpolation based on liquid mass. If the number of parcels in the control volume is less than prf N , the number of parcels is increased by selective parcel-splitting. For this, all the parcels in the control volume for resolution improvement are sorted in descending order of mass and splitting is enacted sequentially on each until the desired resolution is achieved. The drops from one parent parcel are distributed equally among many child parcels which are randomly displaced over a mean distance R in space, while the remaining properties of a child parcel are the same as those of the parent parcel. To avoid annihilation, only those parcels which have more than a specified minimum mass are split.
Collision Outcome Prediction
The present collision model considers bounce, coalescence, reflexive separation and stretching separation as the outcomes. The impact parameter B was estimated using a two-step process. First, it is found deterministically from the geometry and properties of the colliding drops. If the value lies within the range (0, 1), it is accepted as the value of B. Otherwise, it is chosen as the square root of a uniform random number between 0 and 1, as in the original model of O'Rourke [2, 3] .
The criterion derived by Estrade et al. [13] (Eq. (8)) is used to determine the occurrence of bouncing. The bouncing process modifies the velocities of the interacting drops using Eq. (5), but assuming no energy dissipation, i.e., zz =1.0.
To model coalescence, the efficiency of coalescence is estimated with Eq. (4) and the post-collision characteristics are modeled using Eqs. (6) and (7), as in the O'Rourke model [2, 3] .
Stretching separation is assumed to occur if coal e B ≥ . To model this outcome, the model considers the temporal evolution of a ligament that is composed of part of the interacting volumes of the two drops. If the net stretching energy is insufficient to overcome the sum of surface energy and viscous dissipation in the region of interaction of the drops, no satellite droplet is formed. In such a non-fragmenting separation, the colliding drops undergo velocity changes that reflect momentum and energy conservation (Eq. (5)). In a stretching separation with fragmentation, the bulbous end-drops retain their original velocities but undergo a size change during the process to conserve mass. Fragmentation of the ligament formed from the interaction volume leads to satellite drop formation. Assuming the initial shape of the ligament to be a cylinder of length δ equal to its radius and the initial fluid velocity in the ligament to be proportional to the rate of stretching, an equation for ligament radius r lig is [10] , 
For the Weber numbers for which the simplified equation is valid, the capillary instability analysis for an infinite jet is a reasonable assumption and the approach used by Georgeon and Reitz [10] is followed to estimate the break-up time and radius of child droplets. Then, the non-dimensional ligament radius at break-up bu r can be expressed as,
where α and k 1 are constants of value 0.44 and 8.5, respectively [10] . r .
An inadequacy of using the approximate solution instead of the time-tracked numerical solution is that the phenomenon of retraction of the ligament and subsequent satellite drop formation cannot be predicted. An important quantity in low Weber number situations is the non-dimensional time scale:
which is the ratio of the capillary break-up time to the time scale of elongation of the fluid ligament. T <<1, is the slow extension limit with volume contraction while if T>>1 break-up occurs before any significant stretching. In their experiments with colliding propanol-2 drops, Brenn et al. [15] observed that a single satellite is the most probable event for their range of Weber numbers (47 to 350). So the present study considers the formation of a single satellite drop as the only outcome of a contraction process and if T is less than 2, it is assumed that the ligament contracts to form a single satellite drop. The velocities of the equal-sized satellite drops formed from the ligament break-up are determined from momentum and energy conservation. The occurrence of reflexive separation is predicted by using the relation proposed by Ashgriz and Poo [3] prescribing that the effective reflexive kinetic energy should be more than 75% of the nominal surface energy of the combined spherical mass. So, separation occurs if,
and 1 η , 2 η are functions of ξ and ∆ . In the present study, the process is modeled from the incipience of the prolate phase by considering the temporal evolution of a stretching ligament. It is assumed that the colliding drops form a uniform cylindrical ligament with volume equal to the sum of the volumes of the interacting drops. If T in Eq. (18) is less than 3, it is assumed that the ligament contracts to form a single child drop and two end-drops, all of the same size. By applying conservation of mass and energy and neglecting viscous dissipation, the governing equation for the ligament is obtained, which could again be simplified to Eq. (15) for high Weber numbers. Though the solution methodology is similar to stretching separation, an important consideration is the energy dissipated until the incipience of prolate phase. This dissipated energy ( dissip E ) was assumed to be 50% of the total initial kinetic energy of the droplets and this was used along with the total energy of the droplets before collision (E 0 ) (the sum of the kinetic and surface energies of the two drops) to estimate a velocity coefficient, (20) which is then used to correct the initial value of average fluid velocity within the ligament. Again, the velocities of the post-collision drops formed from fragmentation are calculated by momentum and energy conservation.
The region of coalescence becomes smaller in size as the Weber number increases (see Fig. 2 ), and hence the curves that separate reflexive and stretching separation regimes from coalescence may overlap each other. To avoid wrong predictions, if the total reflexive energy is higher than the total stretching energy in any stretching separation process, the process is treated as reflexive separation.
In high-velocity sprays, processes that compete with inter-drop collisions are also important in deciding the final drop-size and hence a comparison of the relevant time scales is important. In the case of non-vaporizing sprays, the prominent physical process that competes with drop collisions is the aerodynamic break-up. Therefore, following the approach of Georjon and Reitz [10] , the ligament break-up time for a potential fragmentation process (reflexive/stretching) was compared with the aerodynamic break-up time of the parent drops (see Beale and Reitz [18] for details). If the ligament break-up time was greater than the aerodynamic breakup time, it was assumed that there is no fragmentation.
Since the number of drops represented varies considerably across parcels, a fragmenting stretching separation can produce two new parcels: one for the satellite drops and the other for the unaffected drops in the more populous parcel. However, the addition of two new parcels for each fragmenting collision adds tremendously to the computational overhead. So, a grouping approximation, as suggested by Hou and Schmidt [19] was used in the present work, since it avoids the production of additional parcels in a fragmenting collision. In this approach, all the satellite drops are put into one parcel. The drops from the two modified parent parcels and the parcel with unaffected drops are combined to form a new parcel [19] .
Gas-Entrainment Model
Apart from the collision model, the other major source of mesh-dependency in spray computations is the calculation of droplet drag. The underlying reason is the poor resolution of velocity gradients. Using a fine mesh is not only uneconomical, but it can also violate the small cell liquid volume fraction assumption used in LDEF codes. Abani et al. [20] found that modeling the subgrid scale gas-entrainment using turbulent gas-jet theory provides consistent predictions of spray penetration and overall SMD over a wide range of mesh-sizes, and this approach is also used in the present work. The local axial component of the drop-gas relative velocity is assumed to be that between the liquid drop and a turbulent gas jet that has the same injected mass and momentum as the corresponding liquid jet. The corrected relative velocity can be used in the droplet transport and parcel trajectory calculations over the whole computational domain for simple constant volume chamber cases [20] , or in the near-nozzle region for engine simulations [21] . The gas-jet model includes an adjustable entrainment constant K entr that accounts for the spreading of the jet.
Details of Experimental Data
The injector considered in this study is a GM CRI 3.3 seven-hole piezo-electric injector with an orifice diameter of 138 µm and discharge coefficient of 0.88. In the experiments, diesel fuel was injected into a quiescent chamber and the total amount of fuel injected was 40 mg. Both macroscopic and microscopic properties of the sprays emerging from a single orifice of the injector were then studied for three injection pressures (400 bar, 800 bar, 1800 bar) and two chamber densities (40 kg/m 3 and 30 kg/m 3 ). The mass flow rate flow profiles for a single orifice of the injector for the two injection pressures of interest in this paper are shown in Fig. 3 [22] .
Spray visualization studies in a high pressure chamber at cold conditions provided the macroscopic liquid spray penetration data (cf., [22, 23] ). In order to provide high gas densities in the range of interest to engine applications, the measurements of spray penetration were made in a chamber filled with Sulfur hexafluoride (SF 6 ). Some additional measurements were also made using Nitrogen (N 2 ), but at different ambient densities. The penetration data obtained in the N 2 -filled chamber was then corrected assuming penetration to be proportional to 4 1 − G ρ [23] . This was done to match the measurements in the N 2 chamber with measurements in the SF 6 chamber and to thus extend the range of available data. The corrected N 2 data will be referred to as 'adjusted N 2 'in comparisons.
Time-resolved measurements of size and velocity of drops using a Phase Doppler Particle Analyzer were also available and provided details of the microscopic spray characteristics. Diameters and velocities of drops were measured at various locations within sprays that were injected into the pressurized chamber gas. Data was collected for 10,000 droplets [22, 23] . Sauter mean diameters and velocities measured at various radial locations at an axial station located 40 mm downstream of the nozzle exit were used to make quantitative comparisons with the present predictions. The experimental data was known to be more complete at this section and was thus used extensively. From the measured data, the Sauter Mean Diameter (SMD) and the mass averaged velocity (u mav ) were calculated at each radial location within the spray as, The total time-period of collection of samples (~7 ms) extended well beyond the duration of injection in all cases. Figure 4 (a) and 4(b) show the variation of relative sample-size with radial location for an ambient density of 40 kg/m 3 for the two injection pressures considered in this study. Relative sample-size is defined as the number of drops detected by the measurement system during the injection period, expressed as a percentage of the total number of drops detected during the entire duration of measurements (~10,000). This gives an assessment of the statistics collected during the injection period and hence the expected accuracy.
An axi-symmetric, two-dimensional, cylindrical mesh was used in the simulations, with domain size of 10 cm in the axial direction and 4 cm in the radial direction. The mesh-size was 2 mm x 2 mm and a fixed radius-of-influence of 2 mm was used unless specified otherwise. 2000 computational parcels were injected (tnparc) and the maximum allowed computational timestep (dtmax) was 1 µs. Additional studies have shown that the results are relatively insensitive to the number of injected parcels and gas-phase mesh-size and timestep [16, 20] .
Results and Discussion
The baseline code was the standard ERC-KIVA code which is a modified version of the KIVA-3V code [24] with many advanced sub-models developed at the Engine Research Center in the University of WisconsinMadison. The spray model considers the effects of drop distortion on the drag coefficient of the drop [25] and break-up is modeled by the KH-RT hybrid model [18] with the modified constants as proposed by Abani et al. [21] . The turbulent flow field within the chamber is modeled using the RNG κ -ε model [26] . Figure 5 shows the predictions made for 400 bar injection pressure and 40 kg/m 3 ambient density for entrainment constants (K entr ) of 0.6 and 0.7, as recommended by Abani et al. [20] . The PDPA data was averaged only until the end of injection (2.18 ms) to exclude the effect of the spray tail, since it is of lesser interest. In these runs, the gas entrainment model was applied over the entire computational domain. Figure 5 (a) compares the predicted spray penetration with the experimental measurements. In Fig. 5(b) , predicted SMDs at various radial locations at the axial location 40 mm downstream of the nozzle exit are compared with the measurements, while Fig 5(c) compares the predicted mass averaged velocities of the drops at these locations with the corresponding experimental data. The penetration predictions are seen to agree well with the measurements, providing confidence in the predictions of the macroscopic characteristics of the spray. The predictions of SMD are good at locations away from the spray axis, especially for K entr = 0.6. However, at the center of the spray and in the adjoining regions, drop-size predictions are not as good. Velocity predictions are reasonable, though some differences from experimental measurements are observed at the edges of the jet.
Since the averaging was done only for the duration of injection, one reason for the observed differences may be insufficient overall statistics (see Fig. 4(a) ). Observed discrepancies between the measured and predicted drop-sizes at the spray core could also be related to limitations associated with state-of-the-art PDPA systems, such as the single particle constraint and inaccuracies in measuring high number density flows and non-spherical drops. To make a further comparison of the effect of gasentrainment model constants on the results, predictions were made by applying the gas-entrainment model only within two break-up lengths (near-nozzle region). These results are shown in Fig. 6 . A comparison of Figs. 5(a) and 6(a) shows that the changes in entrainment characteristics do affect the penetration predictions. The predicted velocities in Fig. 6 (c) are significantly higher at the core as compared to the corresponding predictions in Fig. 5(c) . Drop SMDs (Fig. 6(b) ) are predicted relatively well at the spray periphery, but it is under-predicted in other regions. These results emphasize the close relationship between the predicted spray characteristics and the gas flow field details. Figure 7 shows the effect that various collision outcomes have on the predictions with the present model when results from experiments were compared with corresponding simulations. Here, the averaging was done over the entire duration of measurements (7 ms). Figure 7 (a) shows the spray penetration and Fig. 7(b) shows the overall SMD in the whole domain. In Fig  7(c) , the predicted SMDs at various radial locations at the test location 40 mm downstream of the nozzle exit are compared with the measurements. In the plots, 'Old' refers to runs with only the two outcomes of the original O'Rourke model, viz., coalescence and grazing separation [2] . 'New' refers to the present extended collision outcomes. The legends 'no bnc' and 'no frag' refer to predictions made with the extended outcome model, but by deactivating bounce and fragmentations in collisions, respectively.
The results indicate that consideration of bounce is very important in reducing the rates of coalescence, and its effect on the overall SMD (Fig. 7(b) ) is more pronounced than the effects of fragmentation. There are at least three reasons for the relatively minor effect that fragmentation has on the overall SMD. Firstly, for this relatively low injection velocity, the collision Weber numbers are lower and the percentage of the total number of collisions that result in fragmentation was only <1%. Second, the overall SMD calculation gives more weight to the larger drops in the domain. Finally, since disparities in drop-sizes increase chances of coalescence, it is possible that the drops produced from fragmentation at any instant may coalesce with larger drops in due course. However, fragmentation has a pronounced effect on the local drop-distribution as seen in Fig. 7 (c) . Figure 8 shows the predictions made for 800 bar injection pressure and 40 kg/m 3 ambient density, by changing only the domain of applicability of gasentrainment model and maintaining the entrainment constant (K entr ) to be 0.7. The PDPA data was averaged only until the end of injection (1.39 ms) to exclude the effect of the spray tail. Figure 8(a) compares the predicted spray penetration with the experimental measurements. In Fig. 8(b) , the predicted SMDs at various radial locations at an axial location 40 mm downstream of the nozzle exit are compared with the measurements, while Fig 8(c) compares the predicted mass averaged velocities of the drops at these locations with the corresponding experimental data. The predictions are seen to agree reasonably well with the measurements, considering the limited statistics and the experimental uncertainties mentioned before. Predicted penetration (Fig. 8(a) ) and spray core-velocity (Fig. 8(c) ) show higher discrepancy when the gas-entrainment model is applied over the near-nozzle region.
Comparisons between predictions and experimental measurements for a lower ambient density (30 kg/m 3 ) were also made. As the ambient density is lowered, the spray penetrates faster for the same injection pressure, making the measurements more difficult. Of course there could be corresponding inadequacies in the models too; major changes in the structure of the spray may require retuning of model constants. Thus, it is of interest to assess the performance of the model for ambient density cases. Figure 9 (a) compares the predicted spray penetration with the experimental measurements for 400 bar injection pressure and 30 kg/m 3 ambient density. In Fig.  9(b) , the predicted SMDs at various radial locations at the axial location 40 mm downstream of the nozzle exit are compared with the measurements, while Fig 9(c) compares the corresponding mass averaged velocities of the drops. In these runs, the gas-entrainment model was applied over the entire domain. The predictions show reasonably good agreement with the measurements without any changes to the model constants. Figure 10 (a) compares the predicted spray penetration with the experimental measurements for 800 bar injection pressure and 30 kg/m 3 . Again, the gas entrainment model was applied over the entire computational domain. In Fig. 10(b) , the predicted SMDs at various radial locations at the 40 mm downstream location are compared with the measurements, while Fig  10(c) compares the mass averaged velocities. The predictions show reasonably good agreement with the measurements without any changes to the model constants.
Conclusions
A comprehensive collision model that features relative insensitivity to numerical parameters and considers additional collision outcomes, including drop fragmentation and bounce, was used to simulate diesel sprays under conditions relevant for common rail fuel injection systems (without vaporization). The predicted values of spray penetration and two microscopic parameters, namely SMD and mass averaged velocity, were compared with the experimental measurements at various radial locations and the agreements were found to be reasonable over a range of injection pressures and ambient densities. It can be concluded that the reduced rates of coalescence and changes in spray structure that result from the consideration of additional collision outcomes is important in accurately predicting the microscopic spray parameters. The strategy of applying the gas-entrainment model within a limited region close to the nozzle exit, as suggested by Abani et al. [21] for realistic engine cases, introduces some inaccuracies in high-velocity cases, but the predictions are encouraging. 
