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Abstract
The compressible Navier-Stokes-Poisson system is concerned in the present paper,
and the global existence and uniqueness of the strong solution is shown in the
framework of hybrid Besov spaces in three and higher dimensions.
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1 Introduction
In the present paper, we consider the Cauchy problem of the following
compressible Navier-Stokes-Poisson equations


ρt + div(ρu) = 0,
(ρu)t + div(ρu⊗ u) +∇P (ρ) = ρ∇φ+ µ∆u+ (µ+ λ)∇divu,
∆φ = ρ− ρ¯,
(ρ,u)(0) = (ρ0,u0),
(1.1)
for (t, x) ∈ [0,+∞) × RN , N > 3. ρ, u and φ denote the electron density,
electron velocity and the electrostatic potential, respectively. P (ρ) = 1
2
ργ is
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the pressure with γ = 2. µ, λ are the constant viscosity coefficients satisfying
µ > 0 and 2µ + Nλ > 0. The constant ρ¯ stands for the density of positively
charged background ions. The Navier-Stokes-Poisson system is a simplified
model (for instance, the energy equation is not taken into granted) to de-
scribe the dynamics of a charge transport where the compressible charged
fluid interacts with its own electric field against a charged ion background [6].
Recently, many interesting researches have been devoted to many topics
of the compressible Navier-Stokes-Poisson (NSP) system. The global existence
of weak solutions of the compressible NSP system subject to large initial data
is shown [8, 19]. The quasi-neutral limits and related combining asymptotical
limits are proven [7,9,13,18]. In the case that the potential force representing
the self-gravity in stellar gases, the global existence of weak solutions and
asymptotical behaviors are also investigated recently, and the stability analysis
for compressible Navier-Stokes-Poisson and related systems is also carried out,
refer for instance to [10–12, 15] and references therein.
The global existence of the classical solution is shown recently [14] in
terms of the framework by Matsumura-Nishida. In addition, the influence of
the electric field is justified, which affects the dissipation of the viscosity and
the time-decay rate of global solutions of IVP (1.1) to the equilibrium state
(ρ¯, 0), namely,
c1(1 + t)
− 3
4 ≤ ‖(ρ− ρ¯)(t)‖L2(R3) ≤ C(1 + t)− 34 , (1.2)
c1(1 + t)
− 1
4 ≤ ‖m(t)‖L2(R3) ≤ C(1 + t)− 14 , (1.3)
where the decay rate of the momentum or the velocity is slower than the rate
(1+ t)−
3
4 for compressible Navier-Stokes equations. A natural question follows
then, that is, whether the similar phenomena can be shown for global weak
solutions or strong solutions with lower regularity.
To this end, the first step is to show the global existence of strong solutions
in some Besov space with lower regularity. In this paper, with the help of the
classical Friedrichs’ regularization method, Littlewood-Paley analysis and hy-
brid Besov spaces, we are able to construct the approximate solutions, obtain
the a-priori estimates in hybrid Besov spaces, and prove the global existence
of the unique strong solution by the compactness arguments as in [2, 4, 16].
Indeed, in terms of the div-curl decomposition we can decompose the velocity
vector field into a vector field of the compressible part and a incompressible
part. Then, the original compressible system for the density and the velocity
can be decoupled into a system involving only the compressible system for the
ir-rotational (compressible) part of velocity vector field and the electron den-
sity and the diffusion equation for the divergence free (incompressible) part of
velocity vector field as used in [4]. Thus, we can investigate the compressible
velocity field part and the incompressible velocity field part separately to get
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the expected estimates in some hybrid Besov spaces. As one can see later,
however, the appearance of the electric field leads to the rotational coupling
effect and the loss of regularity of density and the velocity vector field.
For simplicity, we only deal with the case γ = 2, the arguments used here
can be applied to show the global existence for general γ > 1. We have the
main theorem as follows.
Theorem 1.1 Let N > 3, γ = 2, µ > 0 and 2µ+Nλ > 0. Assume ρ0 − ρ¯ ∈
B˜
N
2
− 5
2
,N
2
2,1 and u0 ∈ B˜
N
2
− 3
2
,N
2
−1
2,1 . Then, there exist two positive constants α small
enough and M such that if
‖ρ0 − ρ¯‖
B˜
N
2 −
5
2 ,
N
2
2,1
+ ‖u0‖
B˜
N
2 −
3
2 ,
N
2 −1
2,1
6 α,
then (1.1) yields a unique global solution (ρ,u, φ) such that (ρ−ρ¯,u, φ) belongs
to
E := C(R+; B˜
N
2
− 5
2
,N
2
2,1 × (B˜
N
2
− 3
2
,N
2
−1
2,1 )
N × B˜
N
2
− 1
2
,N
2
+2
2,1 )
∩ L1(R+; B˜
N
2
− 1
2
,N
2
2,1 × (B˜
N
2
+ 1
2
,N
2
+1
2,1 )
N × B˜
N
2
+ 3
2
,N
2
+2
2,1 ),
and satisfies
‖(ρ− ρ¯,u, φ)‖E 6 M(‖ρ0 − ρ¯‖
B˜
N
2
−
5
2
, N
2
2,1
+ ‖u0‖
B˜
N
2
−
3
2
, N
2
−1
2,1
),
x where M is independent of the initial data and the hybrid space B˜s1,s22,1 =
B˙s12,1 ∩ B˙s22,1 for s1 6 s2.
The paper is organized as follows. We recall some Littlewood-Paley theo-
ries for homogeneous Besov spaces and give the definitions and some properties
of hybrid Besov spaces in the second section. In Sections 3-4, we are dedicated
into reformulation of the system and proving a priori estimates for a linearized
system with convection terms. In Section 5, we prove the global existence and
uniqueness of the solution.
2 Littlewood-Paley decomposition and Besov spaces
Let ψ : RN → [0, 1] be a radial smooth cut-off function valued in [0, 1]
such that
ψ(ξ) =


1, |ξ| 6 3/4,
smooth, 3/4 < |ξ| < 4/3,
0, |ξ| > 4/3.
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Let ϕ(ξ) be the function
ϕ(ξ) := ψ(ξ/2)− ψ(ξ).
Thus, ψ is supported in the ball
{
ξ ∈ RN : |ξ| 6 4/3
}
, and ϕ is also a smooth
cut-off function valued in [0, 1] and supported in the annulus {ξ ∈ RN : 3/4 6
|ξ| 6 8/3}. By construction, we have
∑
k∈Z
ϕ(2−kξ) = 1, ∀ξ 6= 0.
One can define the dyadic blocks as follows. For k ∈ Z, let
△kf := F−1ϕ(2−kξ)Ff.
The formal decomposition
f =
∑
k∈Z
△kf (2.1)
is called homogeneous Littlewood-Paley decomposition. Actually, this decom-
position works for just about any locally integrable function which has some
decay at infinity, and one usually has all the convergence properties of the
summation that one needs. Thus, the r.h.s. of (2.1) does not necessarily con-
verge in S ′(RN). Even if it does, the equality is not always true in S ′(RN).
For instance, if f ≡ 1, then all the projections △kf vanish. Nevertheless, (2.1)
is true modulo polynomials, in other words (cf. [5, 17]), if f ∈ S ′(RN ), then∑
k∈Z△kf converges modulo P[RN ] and (2.1) holds in S ′(RN)/P[RN ].
Definition 2.1 Let s ∈ R, 1 6 p, q 6∞. For f ∈ S ′(RN), we write
‖f‖B˙s2,1 =
∑
k∈Z
2ks‖△kf‖L2.
A difficulty comes from the choice of homogeneous spaces at this point.
Indeed, ‖ · ‖B˙s2,1 cannot be a norm on {f ∈ S
′(RN) : ‖f‖B˙s2,1 < ∞} because
‖f‖B˙s2,1 = 0 means that f is a polynomial. This enforces us to adopt the
following definition for homogeneous Besov spaces (cf. [4]).
Definition 2.2 Let s ∈ R and m = −[N
2
+ 1 − s]. If m < 0, then we define
B˙s2,1(R
N ) as
B˙s2,1 =
{
f ∈ S ′(RN) : ‖f‖B˙s2,1 <∞ and u =
∑
k∈Z
△kf in S ′(R2)
}
.
If m > 0, we denote by Pm the set of two variables polynomials of degree less
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than or equal to m and define
B˙s2,1 =
{
f ∈ S ′(RN)/Pm : ‖f‖B˙s2,1 <∞ and u =
∑
k∈Z
△kf in S ′(RN)/Pm
}
.
For the composition of functions, we have the following estimates.
Lemma 2.3 ( [4, Lemma 2.7]) Let s > 0 and u ∈ B˙s2,1∩L∞. Then, it holds
(i) Let F ∈ W [s]+2,∞loc (RN) with F (0) = 0. Then F (u) ∈ B˙s2,1. Moreover,
there exists a function of one variable C0 depending only on s and F , and such
that
‖F (u)‖B˙s2,1 6 C0(‖u‖L∞)‖u‖B˙s2,1.
(ii) If u, v ∈ B˙
N
2
2,1, (v−u) ∈ B˙s2,1 for s ∈ (−N2 , N2 ] and G ∈ W
[N
2
]+3,∞
loc (R
N)
satisfies G′(0) = 0, then G(v)−G(u) ∈ B˙s2,1 and there exists a function of two
variables C depending only on s, N and G, and such that
‖G(v)−G(u)‖B˙s2,1 6 C(‖u‖L∞, ‖v‖L∞)
(
‖u‖
B˙
N
2
2,1
+ ‖v‖
B˙
N
2
2,1
)
‖v − u‖B˙s2,1.
We also need hybrid Besov spaces for which regularity assumptions are
different in low frequencies and high frequencies [4]. We are going to recall the
definition of these new spaces and some of their main properties.
Definition 2.4 Let s, t ∈ R. We define
‖f‖B˜s,t2,1 =
∑
k60
2ks‖△kf‖L2 +
∑
k>0
2kt‖△kf‖L2.
Let m = −[N
2
+ 1− s], we then define
B˜s,t2,1(R
N) =
{
f ∈ S ′(RN) : ‖f‖B˜s,t2,1 <∞
}
, if m < 0,
B˜s,t2,1(R
N) =
{
f ∈ S ′(RN)/Pm : ‖f‖B˜s,t2,1 <∞
}
, if m > 0.
Lemma 2.5 We have the following inclusions for hybrid Besov spaces.
(i) We have B˜s,s2,1 = B˙
s
2,1.
(ii) If s 6 t then B˜s,t2,1 = B˙
s
2,1 ∩ B˙t2,1. Otherwise, B˜s,t2,1 = B˙s2,1 + B˙t2,1.
(iii) The space B˜0,s2,1 coincides with the usual inhomogeneous Besov space
Bs2,1.
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(iv) If s1 6 s2 and t1 > t2, then B˜
s1,t1
2,1 →֒ B˜s2,t22,1 .
Let us now recall some useful estimates for the product in hybrid Besov
spaces.
Lemma 2.6 ( [4, Proposition 2.10]) Let s1, s2 > 0 and f, g ∈ L∞∩B˜s1,s22,1 .
Then fg ∈ B˜s1,s22,1 and
‖fg‖B˜s1,s22,1 . ‖f‖L∞‖g‖B˜s1,s22,1 + ‖f‖B˜s1,s22,1 ‖g‖L∞.
Let s1, s2, t1, t2 6
N
2
such that min(s1+s2, t1+t2) > 0, f ∈ B˜s1,t12,1 and g ∈ B˜s2,t22,1 .
Then fg ∈ B˜s1+s2−1,t1+t2−12,1 and
‖fg‖
B˜
s1+s2−
N
2
,t1+t2−
N
2
2,1
. ‖f‖
B˜
s1,t1
2,1
‖g‖
B˜
s2,t2
2,1
.
For α, β ∈ R, let us define the following characteristic function on Z:
ϕ˜α,β(r) =


α, if r 6 0,
β, if r > 1.
Then, we can recall the following lemma.
Lemma 2.7 ( [4, Lemma 6.2]) Let F be an homogeneous smooth function
of degree m. Suppose that −N/2 < s1, t1, s2, t2 6 1 +N/2. The following two
estimates hold:
|(F (D)△k(v · ∇a), F (D)△ka)|
. ck2
−k(ϕ˜s1,s2(k)−m)‖v‖
B˙
N
2
+1
2,1
‖a‖B˜s1,s22,1 ‖F (D)△ka‖L2,
|(F (D)△k(v · ∇a),△kb) + (△k(v · ∇b), F (D)△ka)|
. ck‖v‖
B˙
N
2 +1
2,1
×
(
2−k(ϕ˜t1,t2 (k)−m)‖F (D)△ka‖L2‖b‖B˜t1,t22,1
+ 2−k(ϕ˜
s1,s2(k)−m)‖a‖B˜s1,s22,1 ‖△kb‖L2
)
,
where (·, ·) denotes the L2-inner product, the operator F (D) is defined by
F (D)f := F−1F (ξ)Ff and
∑
k∈Z ck 6 1.
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3 Reformulation of the Original System
Let ρ˜ = ρ− ρ¯. Then (1.1) can be rewritten as


ρ˜t + u · ∇ρ˜+ ρ¯ divu = −ρ˜ divu,
ut + u · ∇u− ρ¯−1µ∆u− ρ¯−1(µ+ λ)∇divu+∇ρ˜−∇φ
= − ρ˜
ρ¯(ρ˜+ ρ¯)
(µ∆u+ (µ+ λ)∇divu),
∆φ = ρ˜.
(3.1)
Denote Λsz := F−1 |ξ|s F z for all s ∈ R. Let c = Λ−1 divu be the
“compressible part” of the velocity and I = Λ−1 curlu be the “incompressible
part”. Then, we have
u = −Λ−1∇c− Λ−1 divI,
since div divI = 0. In fact,
divI = Λ−1 div curlu = Λ−1(∆u−∇divu),
which yields
div divI = Λ−1 div(∆u−∇divu) = Λ−1( div∆u−∆divu) = 0.
Moreover,
curl divI = ∆I.
The first equation in (3.1) is changed into
ρ˜t + u · ∇ρ˜+ ρ¯Λc = −ρ˜ divu. (3.2)
For the 2nd equation in (3.1), applying Λ−1 div and Λ−1 curl to both sides,
respectively, we get


ct − ρ¯−1(2µ+ λ)∆c− Λρ˜− Λ−1ρ˜
= −Λ−1 div
{
u · ∇u+ ρ˜
ρ¯(ρ˜+ ρ¯)
(µ∆u+ (µ+ λ)∇divu)
}
,
It − ρ¯−1µ∆I
= −Λ−1 curl
{
u · ∇u+ ρ˜
ρ¯(ρ˜+ ρ¯)
(µ∆u+ (µ+ λ)∇divu)
}
,
(3.3)
where we have used the fact
curl∇f = (∂j∂if − ∂i∂jf)ij = (0)ij = 0
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for any function f .
Because the first equation of (3.3) involves Λ−1ρ˜, we denote h = Λ−1ρ˜.
Then, we have


ht + Λ
−1(u · ∇Λh) + ρ¯c = F,
ct + u · ∇c− ρ¯−1(2µ+ λ)∆c− Λ2h− h = G,
It − ρ¯−1µ∆I = H,
u = −Λ−1∇c− Λ−1 divI,
(3.4)
where
F = −Λ−1(Λhdivu), G = u · ∇c− Λ−1 divJ, H = −Λ−1 curlJ,
J = u · ∇u+ ρ˜
ρ¯(ρ˜+ ρ¯)
(µ∆u+ (µ+ λ)∇divu).
The third equation is, up to nonlinear terms, a mere heat equation on I.
We therefore expect to get appropriate estimates for the incompressible part
of the velocity via the following lemma.
Lemma 3.1 Let s ∈ R, r ∈ [1,+∞], and u solve
{
ut − ρ¯−1µ∆u = f,
u(0) = u0.
Then there exists C > 0 depending only on N , ρ¯−1µ and r such that, for all
0 < T 6 +∞,
‖u‖
LrT (B˙
s+2/r
2,1 )
6 C
(
‖u0‖B˙s2,1 + ‖f‖L1T (B˙s2,1)
)
.
Moreover, u ∈ C([0, T ]; B˙s2,1).
For the first two equations, which is a linear coupling system, we can use
the following lemma.
Proposition 3.2 Let (h, c) be a solution of
{
ht + Λ
−1(v · ∇Λh) + ρ¯c = F,
ct + v · ∇c− ρ¯−1(2µ+ λ)∆c− Λ2h− h = G, (3.5)
on [0, T ), (3 − N)/2 < s 6 (N + 1)/2 and V (t) = ∫ t0 ‖v(τ)‖
B˙
N
2
+1
2,1
dτ . The
following estimate holds on [0, T ):
‖h(t)‖
B˜
s−1,s+3
2
2,1
+ ‖c(t)‖
B˜
s−1,s− 1
2
2,1
+
∫ t
0
(‖h(τ)‖
B˜
s+1,s+3
2
2,1
+ ‖c(τ)‖
B˜
s+1,s+3
2
2,1
)dτ
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6CeCV (t)
(
‖h(0)‖
B˜
s−1,s+32
2,1
+ ‖c(0)‖
B˜
s−1,s− 12
2,1
+
∫ t
0
e−CV (τ)
(
‖F (τ)‖
B˜
s−1,s+3
2
2,1
+ ‖G(τ)‖
B˜
s−1,s− 1
2
2,1
)
dτ
)
,
where C depends only on N and s.
Let us define the functional space for 2−N/2 < s 6 N/2 + 1:
Es = C(R+; B˜s−
3
2
,s+1
2,1 × (B˜s−
3
2
,s−1
2,1 )
N) ∩ L1(R+; (B˜s+
1
2
,s+1
2,1 )
1+N),
‖(h,u)‖Es = ‖h‖
L∞(B˜
s− 3
2
,s+1
2,1 )
+ ‖u‖
L∞(B˜
s− 3
2
,s−1
2,1 )
+ ‖h‖
L1(B˜
s+1
2
,s+1
2,1 )
+ ‖u‖
L1(B˜
s+1
2
,s+1
2,1 )
.
(3.6)
When the time variable t describes a finite length interval [0, T ], we will denote
by EsT and ‖ · ‖EsT the corresponding spaces and norms.
4 The estimates for the linear model
This section is devoted to the proof of Proposition 3.2. Let (h, c) be a
solution of (3.5) and denote f˜ := e−KV (t)f for any function f . Then the
system (3.5) can be transformed into the following form:

 h˜t + Λ
−1(v · ∇Λh˜) + ρ¯c˜ = F˜ −KV ′(t)h˜,
c˜t + v · ∇c˜− ρ¯−1(2µ+ λ)∆c˜− Λ2h˜− h˜ = G˜−KV ′(t)c˜.
(4.1)
Applying the operator △k to the system (4.1) and denoting fk := △kf ,
we have the following system

 ∂th˜k + Λ
−1(v · ∇Λh˜)k + ρ¯c˜k = F˜k −KV ′(t)h˜k,
∂tc˜k + (v · ∇c˜)k − ρ¯−1(2µ+ λ)∆c˜k − Λ2h˜k − h˜k = G˜k −KV ′(t)c˜k,
(4.2)
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4.1 Low frequencies (k 6 0)
Taking the L2 scalar product of the first equation of (4.2) with h˜k, of the
second equation with c˜k, we get the following two identities:

1
2
d
dt
‖h˜k‖2L2 + ρ¯(c˜k, h˜k) = (F˜k, h˜k)−KV ′(t)‖h˜k‖2L2
− (Λ−1(v · ∇Λh˜)k, h˜k),
1
2
d
dt
‖c˜k‖2L2 + ρ¯−1(2µ+ λ)‖Λc˜k‖2L2 − (Λh˜k,Λc˜k)− (h˜k, c˜k)
= (G˜k, c˜k)−KV ′(t)‖c˜k‖2L2 − ((v · ∇c˜)k, c˜k).
(4.3)
Now we want to get an equality involving Λh˜k. To achieve it, we take L
2 scalar
product of the first equation of (4.2) with Λ2h˜k, Λ
4h˜k and Λ
2
c˜k and of the
second equation with Λ2h˜k and then sum the last two resulting equalities,
which yields, with the Plancherel theorem, that

1
2
d
dt
‖Λh˜k‖2L2 + ρ¯(Λc˜k,Λh˜k)
= (ΛF˜k,Λh˜k)−KV ′(t)‖Λh˜k‖2L2 − ((v · ∇Λh˜)k,Λh˜k),
d
dt
(Λ2h˜k, c˜k) + ρ¯‖Λc˜k‖2L2 + ρ¯−1(2µ+ λ)(Λ2h˜k,Λ2c˜k)− ‖Λ2h˜k‖2L2
− ‖Λh˜k‖2L2 = (ΛF˜k,Λc˜k)− 2KV ′(t)(Λ2h˜k, c˜k)
− ((v · ∇Λh˜)k,Λc˜k) + (ΛGk,Λhk)− (Λ(v · ∇c˜)k,Λh˜k).
(4.4)
A linear combination of (4.3) and (4.4) yields
1
2
d
dt
[
1
ρ¯
‖h˜k‖2L2 +
1
ρ¯
‖Λh˜k‖2L2 + ‖c˜k‖2L2 − 2K1(Λ2h˜k, c˜k)
]
+K1‖Λ2h˜k‖2L2
+K1‖Λh˜k‖2L2 + [ρ¯−1(2µ+ λ)− ρ¯K1]‖Λc˜k‖2L2 − ρ¯−1(2µ+ λ)K1(Λ3h˜k,Λc˜k)
=
1
ρ¯
[
(F˜k, h˜k)−KV ′(t)‖h˜k‖2L2 − (Λ−1(v · ∇Λh˜)k, h˜k)
]
+
1
ρ¯
[
(ΛF˜k,Λh˜k)−KV ′(t)‖Λh˜k‖2L2 − ((v · ∇Λh˜)k,Λh˜k)
]
+ (G˜k, c˜k)−KV ′(t)‖c˜k‖2L2 − ((v · ∇c˜)k, c˜k)
−K1
[
(ΛF˜k,Λc˜k) + (ΛGk,Λhk)− 2KV ′(t)(Λ2h˜k, c˜k)
− ((v · ∇Λh˜)k,Λc˜k)− (Λ(v · ∇c˜)k,Λh˜k)
]
.
Noticing that ‖Λh˜k‖L2 6 832k‖h˜k‖L2 6 83‖h˜k‖L2 for k 6 0, we have
∣∣∣(Λ2h˜k, c˜k)∣∣∣ 6 32M1
9
‖Λh˜k‖2L2 +
1
2M1
‖c˜k‖2L2 ,
10
∣∣∣(Λ3h˜k,Λc˜k)∣∣∣ 6 32M2
9
‖Λ2h˜k‖2L2 +
1
2M2
‖Λc˜k‖2L2.
Thus, we have to choose K1, M1 and M2 satisfying
73
64
− 32
9
ρ¯−1(2µ+ λ)M2 > 0, K1 < M1 <
√
3
8
√
ρ¯
,
2µ+ λ− ρ¯2K1 − (2µ+ λ)K1
2M2
> 0.
Hence, we can take
M1 =
1
4
√
ρ¯
, M2 =
5ρ¯
16(2µ+ λ)
, K1 = min
(
ρ¯(2µ+ λ)
ρ¯3 + 2(2µ+ λ)2
,
1
8
√
ρ¯
)
.
Denote for k 6 0
α2k :=
1
ρ¯
‖h˜k‖2L2 +
1
ρ¯
‖Λh˜k‖2L2 + ‖c˜k‖2L2 − 2K1(Λ2h˜k, c˜k).
Then, there exist constants c3 and c4 such that
c1α
2
k 6 ‖h˜k‖2L2 + ‖Λh˜k‖2L2 + ‖c˜k‖2L2 6 c2α2k.
Thus, there exists a constant cˆ such that for k 6 0
1
2
d
dt
α2k + (cˆ2
2k +KV ′)α2k
6
1
ρ¯
[
(F˜k, h˜k)− (Λ−1(v · ∇Λh˜)k, h˜k)
]
+
1
ρ¯
[
(ΛF˜k,Λh˜k)− ((v · ∇Λh˜)k,Λh˜k)
]
+ (G˜k, c˜k)− ((v · ∇c˜)k, c˜k)−K1
[
(ΛF˜k,Λc˜k) + (ΛGk,Λhk)
− ((v · ∇Λh˜)k,Λc˜k)− (Λ(v · ∇c˜)k,Λh˜k)
]
.
(4.5)
11
4.2 High frequencies (k > 0).
Taking the L2 scalar product of the first equation of (4.2) with Λh˜k, of
the second equation with Λc˜k, we get the following two identities:

1
2
d
dt
‖Λ 12 h˜k‖2L2 + ρ¯(c˜k,Λh˜k)
= (F˜k,Λh˜k)−KV ′(t)‖Λ 12 h˜k‖2L2 − ((v · ∇Λh˜)k, h˜k),
1
2
d
dt
‖Λ 12 c˜k‖2L2 + ρ¯−1(2µ+ λ)‖Λ
3
2 c˜k‖2L2 − (Λ2h˜k,Λc˜k)− (Λh˜k, c˜k)
= (Λ
1
2 G˜k,Λ
1
2 c˜k)−KV ′(t)‖Λ 12 c˜k‖2L2 − ((v · ∇c˜)k,Λc˜k).
(4.6)
Now we want to get an equality involving Λ3h˜k. To achieve it, we take L
2
scalar product of the first equation of (4.2) with Λ3h˜k, Λ
5h˜k and Λ
3
c˜k and of
the second equation with Λ3h˜k and then sum the last two resulting equalities,
which yields, with the Plancherel theorem, that

1
2
d
dt
‖Λ 32 h˜k‖2L2 + ρ¯(Λc˜k,Λ2h˜k)
= (ΛF˜k,Λ
2h˜k)−KV ′(t)‖Λ 32 h˜k‖2L2 − ((v · ∇Λh˜)k,Λ2h˜k),
1
2
d
dt
‖Λ 52 h˜k‖2L2 + ρ¯(Λ2c˜k,Λ3h˜k)
= (Λ2F˜k,Λ
3h˜k)−KV ′(t)‖Λ 52 h˜k‖2L2 − (Λ(v · ∇Λh˜)k,Λ3h˜k),
d
dt
(Λ3h˜k, c˜k) + ρ¯‖Λ 32 c˜k‖2L2 + ρ¯−1(2µ+ λ)(Λ3h˜k,Λ2c˜k)
− ‖Λ 52 h˜k‖2L2 − ‖Λ
3
2 h˜k‖2L2
= (Λ2F˜k,Λc˜k)− 2KV ′(t)(Λ3h˜k, c˜k)− ((v · ∇Λh˜)k,Λ2c˜k)
+ (ΛG˜k,Λ
2h˜k)− (Λ(v · ∇c˜)k,Λ2h˜k).
(4.7)
A linear combination of (4.6) and (4.7) yields
1
2
d
dt
[
1
ρ¯
‖Λ 12 h˜k‖2L2 +
1
ρ¯
‖Λ 32 h˜k‖2L2 + ρ¯−2(2µ+ λ)K2‖Λ
5
2 h˜k‖2L2
+ ‖Λ 12 c˜k‖2L2 − 2K2(Λ
5
2 h˜k,Λ
1
2 c˜k)
]
+ [ρ¯−1(2µ+ λ)− ρ¯K2]‖Λ 32 c˜k‖2L2 +K2‖Λ
5
2 h˜k‖2L2 +K2‖Λ
3
2 h˜k‖2L2
=
1
ρ¯
[
(F˜k,Λh˜k)−KV ′(t)‖Λ 12 h˜k‖2L2 − ((v · ∇Λh˜)k, h˜k)
]
+
1
ρ¯
[
(ΛF˜k,Λ
2h˜k)−KV ′(t)‖Λ 32 h˜k‖2L2 − ((v · ∇Λh˜)k,Λ2h˜k)
]
+ ρ¯−2(2µ+ λ)K2
[
(Λ2F˜k,Λ
3h˜k)−KV ′(t)‖Λ 52 h˜k‖2L2 − (Λ(v · ∇Λh˜)k,Λ3h˜k)
]
+ (Λ
1
2 G˜k,Λ
1
2 c˜k)−KV ′(t)‖Λ 12 c˜k‖2L2 − (Λ
1
2 (v · ∇c˜)k,Λ 12 c˜k)
12
−K2
[
(Λ2F˜k,Λc˜k) + (Λ
1
2Gk,Λ
5
2hk)− 2KV ′(t)(Λ 52 h˜k,Λ 12 c˜k)
− (Λ(v · ∇Λh˜)k,Λc˜k)− (Λ(v · ∇c˜)k,Λ2h˜k)
]
.
Noticing that
∣∣∣(Λ 52 h˜k,Λ 12 c˜k)∣∣∣ 6 M3
2
‖Λ 52 h˜k‖2L2 +
1
2M3
‖Λ 12 c˜k‖2L2,
we have to choose K2, M3 such that
0 < K2 < M3 < ρ¯
−2(2µ+ λ).
For example, we can take
M3 =
2µ+ λ
2ρ¯2
, K2 =
2µ+ λ
4ρ¯2
.
Denote for k > 0
α2k :=
1
ρ¯
‖Λ 12 h˜k‖2L2 +
1
ρ¯
‖Λ 32 h˜k‖2L2 + ρ¯−2(2µ+ λ)K2‖Λ
5
2 h˜k‖2L2
+ ‖Λ 12 c˜k‖2L2 − 2K2(Λ
5
2 h˜k,Λ
1
2 c˜k).
Then, there are constants c1 and c2 such that
c1α
2
k 6 ‖Λ
1
2 h˜k‖2L2 + ‖Λ
3
2 h˜k‖2L2 + ‖Λ
5
2 h˜k‖2L2 + ‖Λ
1
2 c˜k‖2L2 6 c2α2k.
Thus, by Bernstein’s inequality ‖Λ2h˜k‖L2 6 832k‖Λh˜k‖L2 , there exists a con-
stant c¯ such that
1
2
d
dt
α2k + (c¯ +KV
′)α2k
6
1
ρ¯
[
(F˜k,Λh˜k)− ((v · ∇Λh˜)k, h˜k)
]
+
1
ρ¯
[
(ΛF˜k,Λ
2h˜k)− ((v · ∇Λh˜)k,Λ2h˜k)
]
+ ρ¯−2(2µ+ λ)K2
[
(Λ
5
2 F˜k,Λ
5
2 h˜k)− (Λ 32 (v · ∇Λh˜)k,Λ 52 h˜k)
]
+ (Λ
1
2 G˜k,Λ
1
2 c˜k)− (Λ 12 (v · ∇c˜)k,Λ 12 c˜k)
−K2
[
(Λ
5
2 F˜k,Λ
1
2 c˜k) + (Λ
1
2Gk,Λ
5
2hk)− (Λ(v · ∇Λh˜)k,Λc˜k)
− (Λ(v · ∇c˜)k,Λ2h˜k)
]
.
(4.8)
Now, we combine (4.5) and (4.8). At this stage, we use Lemma 2.7 to
estimate the terms involving a convection in (4.5) and (4.8), and eventually
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get the existence of a sequence (γk)k∈Z such that
∑
k∈Z γk 6 1 and
1
2
d
dt
α2k + (cmin(2
2k, 1) +KV ′)α2k
6Cγkαk2
−k(s−1)
[
‖(F˜ , G˜)‖
B˜
s−1,s+3
2
2,1 ×B˜
s−1,s− 1
2
2,1
+ V ′‖(h˜, c˜)‖
B˜
s−1,s+3
2
2,1 ×B˜
s−1,s− 1
2
2,1
]
,
(4.9)
where c = min(c¯, cˆ).
We are going to show that inequality (4.9) provides us with a decay for
h and c. We actually have a parabolic decay for c.
4.3 The damping effect for h
Let δ > 0 be a small parameter (which will tend to 0) and denote β2k =
α2k + δ
2. From (4.9) and dividing by βk, we get
d
dt
βk + (cmin(2
2k, 1) +KV ′)βk
6Cγk2
−k(s−1)
[
‖(F˜ , G˜)‖
B˜
s−1,s+3
2
2,1 ×B˜
s−1,s− 1
2
2,1
+ V ′‖(h˜, c˜)‖
B˜
s−1,s+3
2
2,1 ×B˜
s−1,s− 1
2
2,1
]
+ δ(cmin(22k, 1) +KV ′).
(4.10)
Integrating over [0, t] and making δ tend to 0, we have
αk(t) + cmin(2
2k, 1)
∫ t
0
αk(τ)dτ
6αk(0) + C2
−k(s−1)
∫ t
0
γk(τ)‖(F˜ , G˜)‖
B˜
s−1,s+3
2
2,1 ×B˜
s−1,s− 1
2
2,1
dτ
+
∫ t
0
V ′(τ)
[
C2−k(s−1)γk(τ)‖(h˜, c˜)‖
B˜
s−1,s+3
2
2,1 ×B˜
s−1,s− 1
2
2,1
−Kαk(τ)
]
dτ.
(4.11)
By the definition of α2k, we have for any k ∈ Z
2k(s−1)α2k ≈ 2k(s−1)max(1, 2
5
2
k)‖h˜k‖2L2 + 2k(s−1)max(1, 2
k
2 )‖c˜k‖2L2 . (4.12)
Thus, we have in taking K large enough such that
∑
k∈Z
[
C2−k(s−1)γk(τ)‖(h˜, c˜)‖
B˜
s−1,s+3
2
2,1 ×B˜
s−1,s− 1
2
2,1
−Kαk(τ)
]
6 0.
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Multiplying both sides of (4.11) by 2k(s−1). According to the last inequality,
and due to (4.11) and (4.12), we conclude after summation on k in Z, that
‖h˜(t)‖
B˜
s−1,s+3
2
2,1
+ ‖c˜(t)‖
B˜
s−1,s− 1
2
2,1
+ c
∫
‖h˜(τ)‖
B˜
s+1,s+3
2
2,1
+
∑
k∈Z
∫ t
0
c2k(s−
1
2
)min(2
3k
2 , 1)‖c˜k(τ)‖L2dτ
6‖(h˜(0), c˜(0))‖
B˜
s−1,s+3
2
2,1 ×B˜
s−1,s− 1
2
2,1
+
∫ t
0
‖(F˜ , G˜)(τ)‖
B˜
s−1,s+32
2,1 ××B˜
s−1,s− 12
2,1
dτ.
(4.13)
4.4 The smoothing effect for c
Once stated the damping effect for h, it is easy to get the smoothing effect
on c. Since (4.13) implies the desired estimate for low frequencies, it suffices
to prove it for high frequencies only. We therefore suppose in this part that
k > 0.
Define θk = ‖c˜k‖L2 . By the previous inequalities and using Lemma 2.7,
the second equality of (4.3) yields, for a constant c > 0, that
1
2
d
dt
θ2k + c2
2kθ2k .θk(‖Λ2h˜k‖L2 + ‖G˜k‖L2)
+ θkV
′(t)(Cγk2
−k(s−1)min(1, 2−
k
2 )‖c˜‖
B˜
s−1,s− 1
2
2,1
−Kθk).
Using β2k = θ
2
k+δ
2, integrating over [0, t] and then having δ tend to 0, we infer
θk(t) + c2
2kθk 6θk(0) + C
∫ t
0
‖G˜k‖L2dτ + C
∫ t
0
22k‖h˜k(τ)‖L2dτ
+ C
∫ t
0
V ′(τ)γk(τ)2
−k(s−1)min(1, 2−
k
2 )‖c˜(τ)‖
B˜
s−1,s− 12
2,1
dτ.
Therefore, we get
∑
k>0
2k(s−
1
2
)‖c˜k(t)‖L2 + c
∫ t
0
∑
k>0
2k(s+
3
2
)‖c˜k(τ)‖L2dτ
6‖c˜(0)‖
B˜
s−1,s− 1
2
2,1
+ C
∫ t
0
‖G˜(τ)‖
B˜
s−1,s− 1
2
2,1
dτ + C
∫ t
0
∑
k>0
2k(s+
3
2
)‖h˜k(τ)‖L2dτ
+ CV (t) sup
[0,t]
‖c˜(t)‖
B˜
s−1,s− 1
2
2,1
.
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Using (4.13), we eventually conclude that
c
∫ t
0
∑
l>0
2k(s+
3
2
)‖c˜k(τ)‖L2dτ
6(C + CV (t))
(
‖h˜(0)‖
B˜
s−1,s+3
2
2,1
+ ‖c˜(0)‖
B˜
s−1,s− 1
2
2,1
)
+
∫ t
0
(‖F˜ (τ)‖
B˜
s−1,s+3
2
2,1
+ ‖G˜(τ)‖
B˜
s−1,s− 1
2
2,1
)dτ
)
.
Combining the last inequality with (4.13), we complete the proof of Proposi-
tion 3.2 as long as we change the functions (h˜, c˜, F˜ , G˜) back into the original
ones (h, c, F, G).
5 A global existence and uniqueness result
This section is devoted to the proof of Theorem 1.1. The principle of the
proof is a very classical one. We shall use the classical Friedrichs’ regularization
method, which was used in [2,3,16] for examples, to construct the approximate
solutions (hn,un) of (3.4).
5.1 Building of the sequence (hn,un)n∈N
Let us define the sequence of operators (Jn)n∈N by
Jnf := F
−11B( 1
n
,n)(ξ)Ff.
We consider the approximate system:


hnt + JnΛ
−1(Jnu
n · ∇ΛJnhn) + ρ¯Jncn = F n,
c
n
t + Jn(Jnu
n · ∇Jncn)− ρ¯−1(2µ+ λ)∆Jncn
− Λ2Jnhn −Jnhn = Gn,
Int − ρ¯−1µ∆JnIn = Hn,
un = −Λ−1∇cn − Λ−1 divIn,
(hn, cn, In)(0) = (hn,Λ
−1 divun,Λ
−1 curlun),
(5.1)
where
hn = Jn(ρ0 − ρ¯), un = Jnu0,
F n = −JnΛ−1(ΛJnhn divJnun),
Gn = Jn(Jnu
n · ∇Jncn)−JnΛ−1 divJn,
Hn = −JnΛ−1 curlJn,
16
Jn = Jn(Jnu
n · ∇Jnun) + ΛJnh
n
ρ¯ζ(ΛJnhn + ρ¯)
(µ∆Jnu
n + (µ+ λ)∇divJnun),
where ζ is a smooth function satisfying
ζ(s) =


ρ¯/4, |s| 6 ρ¯/4,
s, ρ¯/2 6 |s| 6 3ρ¯/2,
7ρ¯/4, |s| > 7ρ¯/4.
smooth, otherwise.
We want to show that (5.1) is only an ordinary differential equation in
L2 × L2 × L2. We can observe easily that all the source term in (5.1) turn
out to be continuous in L2 × L2 × L2. For example, we consider the term
JnΛ−1 div
ΛJnhn∆Jnun
ζ(ΛJnhn+ρ¯)
. By Plancherel’s theorem, Hausdorff-Young’s inequal-
ity and Ho¨lder’s inequality, we have
‖JnΛ−1 divΛJnh
n∆Jnun
ζ(ΛJnhn + ρ¯)
‖L2 = ‖1B( 1
n
,n) |ξ|−1 ξ ·F
ΛJnhn∆Jnun
ζ(ΛJnhn + ρ¯)
‖L2
6‖ΛJnh
n∆Jnun
ζ(ΛJnhn + ρ¯)
‖L2 6 ‖ΛJnhn∆Jnun‖L2‖ 1
ζ(ΛJnhn + ρ¯)
‖L∞
6
4
ρ¯
‖ΛJnhn‖L∞‖∆Jnun‖L2 6 4n
2
ρ¯
‖ |ξ|1B( 1
n
,n)Fh
n‖L1‖un‖L2
.
4n
N
2
+3
ρ¯
‖hn‖L2‖un‖L2 .
Thus, the usual Cauchy-Lipschitz theorem implies the existence of a strictly
positive maximal time Tn such that a unique solution exists which is continu-
ous in time with value in L2×L2×L2. However, as J 2n = Jn, we claim that
Jn(hn, cn, In) is also a solution, so uniqueness implies that Jn(hn, cn, In) =
(hn, cn, In). So (hn, cn, In) is also a solution of the following system:


hnt + JnΛ
−1(un · ∇Λhn) + ρ¯cn = F n1 ,
c
n
t + Jn(u
n · ∇cn)− ρ¯−1(2µ+ λ)∆cn − Λ2hn − hn = Gn1 ,
Int − ρ¯−1µ∆In = Hn1 ,
un = −Λ−1∇cn − Λ−1 divIn,
(hn, cn, In)(0) = (hn,Λ
−1 divun,Λ
−1 curlun),
(5.2)
where
F n1 = −JnΛ−1(Λhn divun),
Gn1 = Jn(u
n · ∇cn)−JnΛ−1 divJn,
Hn1 = −JnΛ−1 curlJn,
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Jn1 = Jn(u
n · ∇un) + Λh
n
ρ¯ζ(Λhn + ρ¯)
(µ∆un + (µ+ λ)∇divun).
The system (5.2) appears to be an ordinary differential equation in the space
L2n :=
{
a ∈ L2(RN) : suppFa ⊂ B( 1
n
, n)
}
.
Due to the Cauchy-Lipschitz theorem again, a unique maximal solution exists
on an interval [0, T ∗n) which is continuous in time with value in L
2
n×L2n ×L2n.
5.2 Uniform bounds
In this part, we prove uniform estimates independent of T < T ∗n in E
N
2
for (hn,un). We shall show that T ∗n = +∞ by the Cauchy-Lipschitz theorem.
Define
E(0) :=‖Λ−1(ρ0 − ρ¯)‖
B˜
N
2 −
3
2 ,
N
2 +1
2,1
+ ‖u0‖
B˜
N
2 −
3
2 ,
N
2 −1
2,1
,
E(h,u, t) :=‖(h,u)‖
E
N
2
t
,
T˜n := sup
{
t ∈ [0, T ∗n) : E(hn,un, t) 6 AC˜E(0)
}
,
where C˜ corresponds to the constant in Proposition 3.2 and A > max(2, C˜−1)
is a constant. Thus, by the continuity we have T˜n > 0.
We are going to prove that T˜n = T
∗
n for all n ∈ N and we will conclude
that T ∗n = +∞ for any n ∈ N.
According to Proposition 3.2 and Lemma 3.1, and to the definition of
(hn,un), the following inequality holds
‖(hn,un)‖
E
N
2
T
6C˜e
C˜‖un‖
L1
T
(B˙
N
2
+1
2,1
)
(
‖Λ−1(ρ0 − ρ¯)‖
B˜
N
2 −
3
2 ,
N
2 +1
2,1
+ ‖u0‖
B˜
N
2 −
3
2 ,
N
2 −1
2,1
+ ‖F n1 ‖
L1
T
(B˜
N
2 −
3
2 ,
N
2 +1
2,1 )
+ ‖un · ∇cn‖
L1T (B˜
N
2
−
3
2
, N
2
−1
2,1 )
+ ‖Jn1 ‖
L1T (B˜
N
2
−
3
2
, N
2
−1
2,1 )
)
.
Therefore, it is only a matter of proving appropriate estimates for F n1 ,
Jn1 and the convection term. The estimate of F
n
1 is straightforward. From
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Lemma 2.6, we have
‖F n1 ‖
L1
T
(B˜
N
2 −
3
2 ,
N
2 +1
2,1 )
=‖Λhn divun‖
L1
T
(B˜
N
2 −
5
2 ,
N
2
2,1 )
6C‖Λhn‖
L∞
T
(B˜
N
2 −2,
N
2
2,1 )
‖divun‖
L1
T
(B˜
N
2 −
1
2 ,
N
2
2,1 )
6C‖hn‖
L∞
T
(B˜
N
2
−
3
2
, N
2
+1
2,1 )
‖un‖
L1
T
(B˜
N
2
+ 1
2
, N
2
+1
2,1 )
6CE2(hn,un, T ).
(5.3)
With the help of Lemma 2.6 and interpolation arguments, we have
‖un · ∇cn‖
L1T (B˜
N
2
−
3
2
, N
2
−1
2,1 )
6C‖un‖
L∞
T
(B˜
N
2 −1,
N
2 −1
2,1 )
‖∇cn‖
L1
T
(B˜
N
2 −
1
2 ,
N
2
2,1 )
6C‖un‖
L∞
T
(B˜
N
2 −
3
2 ,
N
2 −1
2,1 )
‖un‖
L1
T
(B˜
N
2 +
1
2 ,
N
2 +1
2,1 )
6CE2(hn,un, T ).
(5.4)
In the same way, we can get
‖un · ∇un‖
L1
T
(B˜
N
2 −
3
2 ,
N
2 −1
2,1 )
6 CE2(hn,un, T ). (5.5)
To estimate other terms of Jn1 , we make the following assumption on E(0):
2C1AC˜E(0) 6 ρ¯, (5.6)
where C1 is the continuity modulus of the embedding relation B˙
N
2
2,1(R
N ) →֒
L∞(RN). If T < T˜n, it implies
‖Λhn‖L∞([0,T ]×RN ) 6C1‖hn‖
L∞T (B˙
N
2
+1
2,1 )
6 C1‖hn‖
L∞T (B˜
N
2
−
3
2
, N
2
+1
2,1 )
6C1AC˜E(0) 6
1
2
ρ¯,
(5.7)
which yields
Λhn + ρ¯ ∈ [1
2
ρ¯,
3
2
ρ¯] and ζ(Λhn + ρ¯) = Λhn + ρ¯.
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From Lemma 2.6 and Lemma 2.3, we obtain
‖ Λh
n
ρ¯(Λhn + ρ¯)
(µ∆un + (µ+ λ)∇divun)‖
L1T (B˜
N
2 −
3
2 ,
N
2 −1
2,1 )
6C‖ Λh
n
Λhn + ρ¯
‖
L∞
T
(B˙
N
2
2,1)
‖un‖
L1
T
(B˜
N
2
+1
2
, N
2
+1
2,1 )
6C‖Λhn‖
L∞T (B˙
N
2
2,1)
‖un‖
L1T (B˜
N
2
+ 1
2
, N
2
+1
2,1 )
6C‖hn‖
L∞T (B˜
N
2
−
3
2
, N
2
+1
2,1 )
‖un‖
L1T (B˜
N
2
+ 1
2
, N
2
+1
2,1 )
6CE2(hn,un, T ).
(5.8)
Thus, we get
‖(hn,un)‖
E
N
2
T
6C˜eAC˜
2E(0)[1 + CA2C˜2E(0)]E(0).
So we can choose E(0) so small that
1 + CA2C˜2E(0) 6
A2
A+ 2
, eAC˜E(0) 6
A+ 1
A
, 2C1AC˜E(0) 6 ρ¯, (5.9)
which yields ‖(hn,un)‖E1T 6 A+1A+2AC˜E(0) for any T < T˜n. It follows that T˜n =
T ∗n . In fact, if T˜n < T
∗
n , we have seen that E(h
n,un, T˜n) 6
A+1
A+2
AC˜E(0). So by
continuity, for a sufficiently small constant σ > 0 we can obtain E(hn,un, T˜n+
σ) 6 AC˜E(0). This yields a contradiction with the definition of T˜n.
Now, if T˜n = T
∗
n < ∞, we have obtained F (hn,un, T ∗n) 6 AC˜E(0). As
‖hn‖LT∗n (B˜0,1+ε2,1 ) < ∞ and ‖u
n‖LT∗n (B˜0,ε2,1) < ∞, it implies that ‖h
n‖LT∗n (L2n) < ∞
and ‖un‖LT∗n (L2n) <∞. Thus, we may continue the solution beyond T
∗
n by the
Cauchy-Lipschitz theorem. This contradicts the definition od T ∗n . Therefore,
the approximate solution (hn,un)n∈N is global in time.
5.3 Existence of a solution
In this part, we shall show that, up to an extraction, the sequence (hn,un)n∈N
converges in D ′(R+×RN ) to a solution (h,u) of (3.4) which has the desired reg-
ularity properties. The proof lies on compactness arguments. To start with, we
show that the time first derivative of (hn,un) is uniformly bounded in appro-
priate spaces. This enables us to apply Ascoli’s theorem and get the existence
of a limit (h,u) for a subsequence. Now, the uniform bounds of the previous
part provides us with additional regularity and convergence properties so that
we may pass to the limit in the system.
It is convenient to split (hn,un) into the solution of a linear system with
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initial data (hn,un), and the discrepancy to that solution. More precisely, we
denote by (hnL,u
n
L) the solution to the linear system

∂th
n
L + ρ¯Λ
−1 divunL = 0,
∂tu
n
L − ρ¯−1µ∆unL − ρ¯−1(µ+ λ)∇divun +∇ΛhnL +∇Λ−1hnL = 0,
(hnL,u
n
L)t=0 = (hn,un),
(5.10)
and (h¯n, u¯n) = (hn − hnL,un − unL).
Obviously, the definition of (hn,un) entails
hn → Λ−1(ρ0 − ρ¯) in B˜
N
2
− 3
2
,N
2
+1
2,1 , un → u0 in B˜
N
2
− 3
2
,N
2
−1
2,1 as n→∞.
The Lemma 3.1 and Proposition 3.2 insure us that
(hnL,u
n
L)→ (hL,uL) in E
N
2 , (5.11)
where (hL,uL) is the solution of the linear system

∂thL + ρ¯Λ
−1 divuL = 0,
∂tuL − ρ¯−1µ∆uL − ρ¯−1(µ+ λ)∇divu+∇ΛhL +∇Λ−1hL = 0,
(hL,uL)t=0 = (Λ
−1(ρ0 − ρ¯),u0).
(5.12)
Now, we have to prove the convergence of (h¯n, u¯n). This is of course a
trifle more difficult and requires compactness results. Let us first state the
following lemma.
Lemma 5.1 ((h¯n, u¯n))n∈N is uniformly bounded in
C 12 (R+; B˙
N
2
− 3
2
2,1 )× (C
1
4 (R+; B˙
N
2
− 3
2
2,1 ))
N .
Proof. Throughout the proof, we will note u.b. for uniformly bounded. We
first prove that ∂th¯
n is u.b. in (L2+L∞)(R+, B˙
N
2
− 3
2
2,1 ), which yields the desired
result for h¯. Let us observe that h¯n verifies the following equation
∂th¯
n =−JnΛ−1(Λhn divun)−JnΛ−1(un · ∇Λhn)
− ρ¯Λ−1 divun + ρ¯Λ−1 divunL.
According to the previous part, (hn)n∈N is u.b. in L
∞(B˙
N
2
− 1
2
2,1 ) and (u
n)n∈N is
u.b. in L2(B˙
N
2
2,1) in view of interpolation arguments. Thus, JnΛ
−1(Λhn divun),
JnΛ−1(un · ∇Λhn), ρ¯Λ−1 divun is u.b. in L2(B˙
N
2
− 3
2
2,1 ). The definition of u
n
L
obviously provides us with uniform bounds for Λ−1 divunL in L
∞(B˙
N
2
− 3
2
2,1 ), so
we can conclude that ∂th¯
n is u.b. in (L2 + L∞)(B˙
N
2
− 3
2
2,1 ).
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Denote cnL = Λ
−1 divunL, c¯
n = Λ−1 divu¯n, InL = Λ
−1 curlunL and I¯
n =
Λ−1 curlu¯n. Let us prove now that ∂tc¯
n is u.b. in (L
4
3 + L∞)(R+; B˙
N
2
− 3
2
2,1 ) and
that ∂tI¯
n is u.b. in L
4
3 (R+; B˙
N
2
− 3
2
2,1 ) which give the required result for u¯
n by
using the relation un = −Λ−1∇cn − Λ−1 divIn.
Let us recall that
∂tc¯
n =ρ¯−1(2µ+ λ)∆(cn − cnL) + Λ2(hn − hnL)
+ (hn − hnL)−JnΛ−1 divJn,
∂tI¯
n =ρ¯−1µ∆(In − InL)−JnΛ−1 curlJn.
Results of the previous part and an interpolation argument yield uniform
bounds for un and cn in L
4
3 (B˙
N
2
+ 1
2
2,1 ) ∩L2(B˙
N
2
2,1). Since h
n is u.b. in L∞(B˙
N
2
+1
2,1 )
and cnL is u.b. in L
4
3 (B˙
N
2
+ 1
2
2,1 ), we easily verify that ∆(c
n−cnL) and JnΛ−1 divJn
are u.b. in L
4
3 (B˙
N
2
− 3
2
2,1 ). Because h
n is u.b. in L∞(B˙
N
2
+ 1
2
2,1 ), Λ
2hn is u.b. in
L∞(B˙
N
2
− 3
2
2,1 ). We also have Λ
2hnL u.b. in L
∞(B˙
N
2
− 3
2
2,1 ). In addition, h
n and hnL are
u.b. in L∞(B˙
N
2
− 3
2
2,1 ). So we finally get ∂tc¯
n u.b. in (L
4
3 + L∞)(R+; B˙
N
2
− 3
2
2,1 ). The
case of ∂tI¯
n goes along the same lines. As the terms corresponding to (hn−hnL)
do not appear, we simply get ∂tI¯
n u.b. in L
4
3 (B˙
N
2
− 3
2
2,1 ). ✷
Now, we can turn to the proof of the existence of a solution and use
Ascoli theorem to get strong convergence. We need to localize the spatial space
because we have some results of compactness for the local Sobolev spaces.
Let (χp)p∈N be a sequence of C∞0 (RN) cut-off functions supported in the ball
B(0, p+ 1) of RN and equal to 1 in a neighborhood of B(0, p).
For any p ∈ N, Lemma 5.1 tells us that ((χpρ¯n, χpu¯n))n∈N is uniformly
equicontinuous in C(R+; (B˙
N
2
− 3
2
2,1 )
1+N).
Let us observe that the application f 7→ χpf is compact from B˜
N
2
− 3
2
,N
2
+1
2,1
into B˙
N
2
− 3
2
2,1 , and from B˜
N
2
− 3
2
,N
2
−1
2,1 into B˙
N
2
− 3
2
2,1 . After we apply Ascoli’s theorem
to the family ((χph¯
n, χpu¯
n))n∈N on the time interval [0, p], we use Cantor’s di-
agonal process. This finally provides us with a distribution (h¯, u¯) belonging to
C(R+; (B˙
N
2
− 3
2
2,1 )
1+N) and a subsequence (which we still denote by ((ρ¯n, u¯n)n∈N)
such that, for all p ∈ N, we have
(χph¯
n, χpu¯
n)→ (χph¯, χpu¯) as n→ +∞, in C([0, p]; (B˙
N
2
− 3
2
2,1 )
1+N ). (5.13)
This obviously infers that (h¯n, u¯n) tends to (h¯, u¯) in D ′(R+ × RN).
Coming back to the uniform estimates of the previous part, we moreover
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get that (h¯, u¯) belongs to
L∞
(
R
+; B˜
N
2
− 3
2
,N
2
+1
2,1 × (B˜
N
2
− 3
2
,N
2
−1
2,1 )
N
)
∩ L1
(
R
+; (B˜
N
2
+ 1
2
,N
2
+1
2,1 )
1+N
)
and to C1/2(R+; B˙
N
2
− 3
2
2,1 )× (C1/4(R+; B˙
N
2
− 3
2
2,1 ))
N .
Let us now prove that (h,u) := (hL,uL) + (h¯, u¯) solves (3.4). We first
observe that, according to (5.1),


hnt + JnΛ
−1(un · ∇Λhn) + ρ¯cn = −JnΛ−1(Λhn divun),
unt + Jn(u
n · ∇un)− ρ¯−1µ∆un − ρ¯−1(µ+ λ)∇divun + Λ∇hn
+ Λ−1∇hn = −Jn Λh
n
ρ¯(Λhn + ρ¯)
(µ∆un + (µ+ λ)∇divun).
(5.14)
The only problem is to pass to the limit in D ′(R+ × RN ) in nonlinear
terms. This can be done by using the convergence results stemming from the
uniform estimates and the convergence results (5.11) and (5.12).
As it is just a matter of doing tedious verifications, we show, as an
example, the case of the term Jn
Λhn∆un
ρ¯(Λhn+ρ¯)
. Denote L(z) = z/(z + ρ¯). Let
θ ∈ C∞0 (R+ × RN) and p ∈ N be such that supp θ ⊂ [0, p] × B(0, p). We
consider the decomposition
Jn
θΛhn∆un
ρ¯(Λhn + ρ¯)
− θΛh∆u
ρ¯(Λh+ ρ¯)
=ρ¯−2Jn[θ(1− L(Λhn))χpΛhnχp∆(unL − uL)
+ θ(1− L(Λhn))χpΛhnχp∆(χp(u¯n − u¯))
+ θ(1− L(Λhn))(χpΛ(hn − h))∆u− θΛhχp∆u(L(χpΛhn)− L(χpΛh))]
+ (Jn − I) θΛh∆u
ρ¯(Λh+ ρ¯)
.
The last term tends to zero as n → +∞ due to the property of Jn. As
θL(Λhn) and Λhn are u.b. in L∞(B˙
N
2
2,1) and u
n
L tends to uL in L
4
3 (B˙
N
2
− 3
2
2,1 ), the
first term tends to 0 in L
4
3 (B˙
N
2
− 3
2
2,1 ). According to (5.12), χp(u¯
n − u¯) tends to
zero in L
4
3 (B˙
N
2
− 3
2
2,1 ) so that the second term tends to 0 in L
4
3 (B˙
N
2
− 3
2
2,1 ). Clearly,
χpΛh
n → χpΛh in L∞(B˙
N
2
2,1) and L(χpΛh
n) → L(χpΛh) in L∞(L∞ ∩ B˙
N
2
2,1),
so that the third and the last terms also tend to 0 in L
4
3 (B˙
N
2
− 3
2
2,1 ). The other
nonlinear terms can be treated in the same way.
We still have to prove that h is continuous in B˜
N
2
− 3
2
,N
2
+1
2,1 and that u
belongs to C(R+; B˜
N
2
− 3
2
,N
2
− 1
2
2,1 ). The continuity of u is straightforward. Indeed,
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u satisfies
ut =− u · ∇u+ ρ¯−1µ∆u+ ρ¯−1(µ+ λ)∇divu
− Λ∇h− Λ−1∇h− Λh
ρ¯(Λh+ ρ¯)
(µ∆u+ (µ+ λ)∇divu)
and the r.h.s. belongs to (L1+L∞)(R+; B˜
N
2
− 3
2
,N
2
−1
2,1 ). We have already got that
h ∈ C(R+; B˙
N
2
− 3
2
2,1 ). Indeed, ht ∈ L∞(R+; B˙
N
2
− 3
2
2,1 ) from the equation
ht = −Λ−1 div(Λhu)− ρ¯Λ−1 divu.
Thus, there remains to prove the continuity of h in B˙
N
2
+1
2,1 .
Let us apply the operator dk to the first equation of (3.4) to get
∂t△kΛh = −△k(u · ∇Λh)− ρ¯△k divu−△k(Λhdivu). (5.15)
Obviously, for fixed k the r.h.s. belongs to L1loc(R
+;L2) so that each △kΛh is
continuous in time with values in L2.
Now, we apply an energy method to (5.13) to obtain, with the help of
Lemma 2.7, that
1
2
d
dt
‖△kΛh‖2L2 6 C‖△kΛh‖L2
(
γk2
−kN
2 ‖Λh‖
B˙
N
2
2,1
‖u‖
B˙
N
2
+1
2,1
+ ‖△k divu‖L2
+ ‖△k(Λhdivu)‖L2
)
,
where
∑
k∈Z γk 6 1. Integrating in time and multiplying 2
kN
2 , we get
2k(
N
2
+1)‖△kh(t)‖L2 62k(N2 +1)‖△kΛ−1(ρ0 − ρ¯)‖L2
+ C
∫ t
0
(
γk‖h(τ)‖
B˙
N
2
+1
2,1
‖u(τ)‖
B˙
N
2
+1
2,1
+ 2k(
N
2
+1)‖△ku(τ)‖L2 + 2kN2 ‖△k(Λhdivu)(τ)‖L2
)
dτ.
Since h ∈ L∞(B˙
N
2
+1
2,1 ), u ∈ L1(B˙
N
2
+1
2,1 ) and Λhdivu ∈ L1(B˙
N
2
2,1), we can get
∑
k∈Z
2k(
N
2
+1)‖△kh(t)‖L2 .‖ρ0 − ρ¯‖
B˙
N
2
2,1
+ (1 + ‖h‖
L∞(B˙
N
2
+1
2,1 )
)‖u‖
L1(B˙
N
2
+1
2,1 )
+ ‖Λhdivu‖
L1(B˙
N
2
2,1)
<∞.
Thus,
∑
|k|6N △kh converges uniformly in L∞(R+; B˙
N
2
+1
2,1 ) and we can conclude
that h ∈ C(R+; B˙
N
2
+1
2,1 ).
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5.4 Uniqueness
Let (h1,u1) and (h2,u2) be solutions of


ht + Λ
−1(u · ∇Λh) + ρ¯Λ−1 divu = −Λ−1(Λhdivu),
ut + u · ∇u− ρ¯−1µ∆u− ρ¯−1(µ+ λ)∇divu+ Λ∇h+ Λ−1∇h
= − Λh
ρ¯(Λh+ ρ¯)
(µ∆u+ (µ+ λ)∇divu).
(5.16)
in E
N
2
T with the same data (Λ
−1(ρ0− ρ¯),u0) constructed in the previous parts
on the time interval [0, T ]. Denote (δh, δu) = (h2 − h1,u2 − u1). From the
(5.16), we can get


∂tδh+ Λ
−1(u2 · ∇Λh2) + ρ¯Λ−1 divδu = F1,
∂tδu+ u2 · ∇δu+ ρ¯−1µ∆δu− ρ¯−1(µ+ λ)∇divδu
+ Λ∇δh+ Λ−1∇δh = F2,
(δh, δu) = (0, 0),
(5.17)
where
F1 =− Λ−1(δu · ∇h1)− Λ−1(Λδhdivu2)− Λ−1(Λh1 divδu),
F2 =− δu · ∇u1 − Λh1
ρ¯(Λh2 + ρ¯)
(µ∆δu+ (µ+ λ)∇divδu)
+
(
1
Λh2 + ρ¯
− 1
ρ¯
− 1
Λh1 + ρ¯
+
1
ρ¯
)
(µ∆u1 + (µ+ λ)∇divu1).
Similar to (3.1), we can get
‖(δh, δu)‖
E
N
2
T
6Ce
C‖u2‖
L1
T
(B˙
N
2
+1
2,1
)
(
‖F1‖
L1
T
(B˜
N
2 −
3
2 ,
N
2 +1
2,1 )
+ ‖F2‖
L1
T
(B˜
N
2 −
3
2 ,
N
2 −1
2,1 )
)
.
Noticing that
h1, h2 ∈ L∞T (B˜
N
2
− 3
2
,N
2
+1
2,1 ) ∩ L1T (B˜
N
2
+ 1
2
,N
2
+1
2,1 ),
u1, u2 ∈ L∞T (B˜
N
2
− 3
2
,N
2
−1
2,1 ) ∩ L1T (B˜
N
2
+ 1
2
,N
2
+1
2,1 ),
and
‖h1‖L∞([0,T ]×RN ) 6
1
2
ρ¯, ‖h2‖L∞([0,T ]×RN ) 6
1
2
ρ¯,
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by the construction of solutions, we have with the help of interpolation argu-
ments
‖F1‖
L1T (B˜
N
2
−
3
2
, N
2
+1
2,1 )
.‖h1‖
L2T (B˜
N
2
−
1
2
, N
2
+1
2,1 )
‖δu‖
L2T (B˜
N
2
−
1
2
,N
2
2,1 )
+ ‖δh‖
L∞T (B˜
N
2
−
1
2
, N
2
+1
2,1 )
‖u2‖
L1T (B˜
N
2
+1
2
, N
2
+1
2,1 )
+ ‖h1‖
L∞T (B˜
N
2
−
1
2
, N
2
+1
2,1 )
‖δu‖
L1T (B˜
N
2
+1
2
, N
2
+1
2,1 )
,
and
‖F2‖
L1T (B˜
N
2
−
3
2
, N
2
−1
2,1 )
.‖δu‖
L∞
T
(B˜
N
2 −
3
2 ,
N
2 −1
2,1 )
‖u1‖
L1
T
(B˙
N
2 +1
2,1 )
+ (1 + ‖h2‖
L∞
T
(B˙
N
2 +1
2,1 )
)
· ‖h1‖
L∞
T
(B˙
N
2 +1
2,1 )
‖δu‖
L1
T
(B˜
N
2 +
1
2 ,
N
2 +1
2,1 )
+ (‖h1‖
L∞
T
(B˙
N
2 +1
2,1 )
+ ‖h2‖
L∞
T
(B˙
N
2 +1
2,1 )
)‖δh‖
L∞
T
(B˙
N
2 +1
2,1 )
‖u1‖
L1
T
(B˜
N
2 +
1
2 ,
N
2 +1
2,1 )
.
Thus, we obtain
‖(δh, δu)‖
E
N
2
T
6 Ce
C‖u2‖
L1
T
(B˙
N
2
+1
2,1
)
{
(1 + ‖h2‖
L∞T (B˙
N
2
+1
2,1 )
)
· ‖h1‖
L∞T (B˙
N
2
+1
2,1 )
+ Z(T )
}
‖(δh, δu)‖
E
N
2
T
,
where lim supT→0+ Z(T ) = 0.
Supposing that 2C(1+ ρ¯C−11 )AC˜E(0) <
1
4
besides the conditions in (5.9),
and taking T > 0 small enough such that C‖u2‖
L1
T
(B˙
N
2 +1
2,1 )
6 ln 2 and Z(T ) < 1
2
,
we obtain ‖(δh, δu)‖
E
N
2
T
≡ 0. Hence, (h1,u1) ≡ (h2,u2) on [0, T ].
Let Tm (supposedly finite) be the largest time such that the two solutions
coincide on [0, Tm]. If we denote
(h˜i(t), u˜i(t)) := (hi(t + Tm),ui(t+ Tm)), i = 1, 2,
we can use the above arguments and the fact that
‖h˜i‖L∞(R+×RN ) 6
1
2
ρ¯ and ‖h˜i‖
L∞(R+;B˜
N
2
−
3
2
, N
2
+1
2,1 )
6 AC˜E(0)
to prove that (h˜1, u˜1) = (h˜2, u˜2) on the interval [0, Tm] with the same Tm as
in the previous. Therefore, we complete the proofs.
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