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Resumen
En el campo de la secuenciacio´n de proyectos se ha introducido recientemente
el concepto de recursos parcialmente renovables. Desde el punto de vista teo´rico,
pueden considerarse como una generalizacio´n de los renovables y los no renovables.
Desde el pra´ctico, permiten ampliar la modelizacio´n a situaciones que no eran posibles
anteriormente, especialmente en los campos de los horarios y las situaciones labora-
les. Adema´s, este problema, como tantos que modelizan procesos reales, adquiere
ra´pidamente unas dimensiones que son dif´ıciles de tratar directamente. Por ello, aqu´ı
nos centramos en la exposicio´n de un potente preproceso que reduce notablemente la
dimensio´n de los problema y mejora la eficiencia de los me´todos de solucio´n poste-
riormente empleados que, por razones de espacio, se describen en otro trabajo. Se
muestran los resultados del preproceso utilizado con diferentes instancias existentes
en la literatura donde se consiguen excelentes resultados.
Palabras clave: Secuenciacio´n de proyectos, Preproceso, Recursos Parcialmente Renov-
ables.
Abstract
Recently, in the field of project scheduling problems the concept of partially re-
newable resources has been introduced. Theoretically, it is a generalization of both
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renewable and non-renewable resources. From an applied point of view, partially re-
newable resources allow us to model a large variety of situations that do not fit into
classical models, but can be found in real problems in timetabling and labour schedul-
ing. When modelling real problems, the problem of project scheduling with partially
renewable resources, as many other combinatorial problems, gets such large dimen-
sions that it is quite difficult to apply solution procedures. In this paper, we describe
some powerful preprocessing techniques that reduce significantly the dimension of the
problems and therefore improve the efficiency of any algorithm used for solving them.
The paper shows the excellent results obtained by these techniques on a set of test
instance taken from the literature.
Keywords: Project Scheduling, Preprocessing, Partially Renewable Resources.
Mathematics Subject Classification: 90B35.
1 Introduccio´n
La secuenciacio´n de proyectos consiste en determinar el inicio y final de un conjunto de
actividades en un proyecto. Dichas actividades esta´n ligadas entre s´ı por relaciones de
precedencia y requieren uno o ma´s recursos. La secuenciacio´n de proyectos ha sido ob-
jeto de una gran atencio´n en la investigacio´n desde que los primeros me´todos, CPM y
PERT, fueron desarrollados en los an˜os 50. Estos procedimientos fueron capaces de re-
solver grandes problemas y fueron considerados una herramienta muy u´til en el proceso
de planificacio´n. Sin embargo, ambos presuponen que los recursos son ilimitados con lo
que su aplicacio´n queda muy limitada en los problemas reales. Por esto muchos inves-
tigadores comenzaron a estudiar el caso de los recursos limitados (RCPSP) del cual se
han desarrollado hasta el momento muchos algoritmos exactos y aproximados. El libro de
Demeulemeester y Herroelen [4] muestra una excelente descripcio´n de la actual situacio´n
de la investigacio´n. El problema cla´sico del RCPSP incluye dos tipos de recursos; los reno-
vables, cuya disponibilidad se renueva en cada per´ıodo del intervalo de planificacio´n, y los
no renovables, cuya disponibilidad se va reduciendo a lo largo del proyecto a medida que
se consumen. Sin embargo estos dos tipos de recursos no son suficientes para representar
muchas situaciones reales por lo que han sido propuestos algunos otros tipos de recursos
como los comprometidos (allocatable) [6, 10] o los acumulativos [7, 8].
En nuestro trabajo consideramos los recursos parcialmente renovables, introducidos
por Bo¨ttcher et al. [3] en 1999. La disponibilidad de este tipo de recursos esta´ asociada a
un subconjunto de periodos del horizonte de planificacio´n y las actividades so´lo consumen
el recurso si son procesadas dentro de esos periodos. Este tipo de recursos pueden ser un
instrumento poderoso para resolver problemas de secuenciacio´n de actividades. Adema´s,
desde el punto de vista teo´rico, engloban como casos particulares tanto a los renovables
como a los no renovables. Por otro lado, los recursos parcialmente renovables permiten
modelizar complicadas reglas laborales y restricciones en problemas de horarios como
casos concretos de problemas de secuenciacio´n. Como ejemplo consideremos un proyecto
que involucra recursos humanos. Podemos encontrarnos con condiciones laborales tales
como trabajar a lo sumo dos d´ıas del fin de semana cada tres semanas consecutivas.
Esta restriccio´n no puede ser modelizada como un recurso renovable porque eso exigir´ıa
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considerar cada periodo por separado. Tampoco puede serlo como uno no renovable porque
tendr´ıamos que considerar todo el horizonte de planificacio´n. Sin embargo podemos hacerlo
como un recurso parcialmente renovable con un conjunto de periodos 6, 7, 13, 14, 20, 21
que incluyen los d´ıas de los tres primeros fines de semana y con una disponibilidad de
2 unidades. Cada tarea consume 1 unidad de dicho recurso durante cada d´ıa del fin de
semana en el que es procesada. Supongamos tres actividades A, B y C secuenciadas en
la escala temporal. De ellas, la actividad A esta´ en proceso en los periodos 5, 6 y 7 y,
por tanto, consume 2 unidades del recurso. La actividad B se realiza en los periodos del
9 al 12, ambos inclusive, y no consume nada. Por fin, la actividad C comienza en el 16 y
acaba en el 20 y consume u´nicamente 1 unidad en el periodo 20. Ser´ıa imposible que estas
tres tareas fueran realizadas por el mismo trabajador porque exceder´ıa la disponibilidad
de recursos.
Bo¨ttcher et al.[3] propusieron una formulacio´n entera y desarrollaron algoritmos exac-
tos y heur´ısticos. Schirmer [9] estudio´ ampliamente este nuevo tipo de recursos en su
libro sobre problemas de secuenciacio´n de actividades. En e´l presento´ muchos ejemplos
de condiciones especiales que pod´ıan ser adecuadamente modelizadas usando los recursos
parcialmente renovables y tambie´n presento´ varias familias de algoritmos aproximados para
resolver el problema de secuenciacio´n de actividades con recursos parcialmente renovables
(RCPSP/pi). En este trabajo describimos un preproceso que reduce las dimensiones del
problema tanto en los recursos como en los tiempos posibles de finalizacio´n, a partir de
aqu´ı TPF, de las actividades y, por tanto, mejora la eficiencia de los algoritmos.
En el apartado 2 definimos los elementos del problema y exponemos una formulacio´n
entera del mismo. El apartado 3 describe los aspectos principales del preproceso. En
el 4 exponemos tanto las instancias de la literatura utilizadas para las pruebas como los
resultados obtenidos. Por fin, el apartado 5 expone conclusiones y una breve idea sobre
los trabajos subsiguientes relacionados que, por razones de espacio, se exponene en otros
trabajos.
2 Formulacio´n del problema
El RCPSP/pi puede ser definido de la manera siguiente: Sea J el conjunto de n = |J |
actividades, numeradas de 1 a n, donde las actividades ficticias 1 y n representan el inicio
y final del proyecto. Sea Pj el conjunto de actividades que son predecesoras inmediatas
de la actividad j y P ′j el conjunto de todas las predecesoras de j. Cada actividad j tiene
una duracio´n dj y no puede ser interrumpida. Sea R el conjunto de recursos parcialmente
renovables. Cada recurso r ∈ R tiene una disponibilidad total Kr y un conjunto de
periodos asociado Πr. Una actividad j que necesite del recurso r consumira´ kjr unidades
del mismo en cada periodo t ∈ Πr en que este´ en proceso. Finalmente, sea T el u´ltimo
periodo del horizonte de planificacio´n. Para cada actividad j, mediante el ana´lisis del
camino cr´ıtico, obtenemos el primero y el u´ltimo de los TPF de la actividad que denotamos
EFTj y LFTj . Representamos por Ej = {EFTj , . . . , LFTj}, su conjunto de TPF, y por
Qjt = {t, . . . , t+ dj − 1}.
El RCPSP/pi consiste en secuenciar las actividades de manera que se satisfagan las
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relaciones de precedencia y las restricciones de los recursos y se minimice el tiempo total
de duracio´n del proyecto o makespan.
Si definimos las variables:
xjt =
{ 1 si la actividad j acaba en el tiempo t
0 en otro caso.
se puede formular como:
Min
∑
t∈En
txnt (1)
s.t.
∑
t∈Ej
xjt = 1 j ∈ J (2)
∑
t∈Ei
txit ≤
∑
t∈Ej
(t− dj)xjt j ∈ J, i ∈ Pj (3)
∑
j∈J
kjr
∑
t∈Πr
∑
q∈Qjt∩Ej
xjq ≤ Kr r ∈ R (4)
xjt ∈ {0, 1} j ∈ J, t ∈ Ej (5)
La funcio´n objetivo (1) minimiza el tiempo final de la u´ltima actividad y, por tanto,
la duracio´n del proyecto. Las restricciones (2) aseguran que cada actividad acaba una
sola vez. Las restricciones (3) son las de precedencia y (4) las de recursos. No´tese que
a diferencia del problema con recursos renovables donde hay una restriccio´n por cada
recurso y periodo, en este problema so´lo hay una restriccio´n global para cada recurso
r ∈ R. Otra caracter´ıstica especial de este problema es que todas las actividades deben
acabar dentro del intervalo cerrado Ej porque el conjunto Πr esta´ definido dentro del
horizonte de planificacio´n (0, T ). Por tanto, no esta´ garantizada la existencia de soluciones
posibles. De hecho, Schirmer[9] ha probado que el problema de factibilidad del RCPSP/pi
es NP-completo en sentido estricto.
La formulacio´n anterior se conoce como formulacio´n normalizada de Bo¨ttcher et al. [3]
y Schimer[9]. En sus trabajos tambie´n han considerado formulaciones alternativas pero
finalmente adoptaron la normalizada por su simplicidad.
3 El preproceso
A trave´s de la aplicacio´n del preproceso se pretende alcanzar dos objetivos: El primero
consiste en detectar si dado un problema concreto e´ste tiene o no una solucio´n factible.
En este tipo de problemas la existencia de una solucio´n posible no esta´ garantizada. El
segundo objetivo es reducir la cantidad de recursos y de TPF de las actividades. Si se con-
siguen estos dos objetivos, los procedimientos de solucio´n no perdera´n tiempo tratando de
resolver problemas imposibles y concentrara´n sus esfuerzos en los elementos significativos
del problema. El preproceso que hemos desarrollado incluye varios procedimientos:
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1. Identificar los problemas triviales. Se secuencia cada actividad j en su EFTj. Si
esta solucio´n cumple las restricciones de recursos, es la solucio´n o´ptima.
2. Reducir el horizonte de planificacio´n. Nosotros construimos una primera solucio´n
aplicando un algoritmo iterativo GRASP pero pudiera ser cualquier otro proce-
dimiento constructivo. Si el makespan de esta solucio´n, tS , coincide con el que
proporcionar´ıa el CPM, la solucio´n es o´ptima y el preproceso finaliza. En caso
contrario, hacemos T = tS. Con este nuevo T se recalculan los LFTj reducidos y
con ellos los intervalos Ej.
3. Filtros sobre los recursos: Eliminar los recursos ociosos y los no restrictivos. En
primer lugar, eliminamos recursos ociosos, es decir, aquellos recursos r que no son
utilizados por ninguna actividad. Esto puede suceder si ∀j ∈ J con krj 6= 0 →
Πr
⋂
Ej = ∅.
A continuacio´n, tratamos de detectar los recursos que no son restrictivos. Para
ello calculamos para cada uno de los recursos no eliminados una cota superior de
la cantidad ma´xima que de e´l se demanda. Lo hacemos resolviendo el siguiente
problema lineal:
Max DMDr =
J−1∑
j=2
kjr
∑
t∈Πr
∑
q∈Qjt∩Ej
xjq (6)
s.t.
LFTj∑
t=EFTj
xjt = 1 (1 ≤ j ≤ J) (7)
T∑
m=t
xim +
t+dj−1∑
s=1
xjs ≤ 1 (j ≤ J ; i ∈ Pj ; t ≤ T ) (8)
xjt ≤ 0 (1 ≤ j ≤ J ;EFTj ≤ t ≤ LFTj) (9)
Se trata de maximizar la demanda de cada recurso (6), sujeto a que cada actividad
debe acabar en un y so´lo en un instante (7), se respeten las relaciones de precedencia
(8), y todas las variables son no negativas. Si este ma´ximo no supera la disponibilidad
del recurso, no sera´ restrictivo y puede eliminarse.
4. Filtros sobre las variables: Eliminacio´n de variables. Calculamos, para cada uno de
los TPF de cada actividad j y cada recurso, el consumo que realizar´ıa esa actividad
si acabase en ese tiempo junto con el consumo que como mı´nimo realizar´ıan el resto
de actividades teniendo en cuenta que j acaba en ese TPF. Si esta estimacio´n del
consumo global excede la disponibilidad del recurso, el TPF no sera´ posible y es
eliminado. Al eliminar un TPF de una actividad se comprueba la coherencia de los
TPF de una actividad con los TPF de sus antecesoras y sus sucesoras. Si alguno
de e´stos es imposible, se suprime. Si como consecuencia de estos procesos alguna
actividad se queda sin TPF el problema es imposible.
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5. Construccio´n de una cota inferior para la duracio´n del problema. Despue´s de haber
disminuido las dimensiones del problema con las fases descritas previamente del pre-
proceso, intentamos resolver el problema como si fuera un problema lineal, es decir,
relajando la restriccio´n que obliga a que las variables sean enteras. La formulacio´n
empleada es la expuesta en la seccio´n 2. No obstante, las restricciones donde se
recogen las relaciones de precedencia, sera´n formuladas como en el problema lineal
empleado para calcular la demanda ma´xima de un recurso. Este proceso pretende
obtener una cota inferior sobre la solucio´n o´ptima del problema. Este procedimiento
funciona como sigue: una vez tenemos el problema formulado tal y como hemos
comentado, lo resolvemos aplicando un co´digo de programacio´n lineal, CPLEX. El
valor o´ptimo obtenido para el problema lineal, opl1, redondeado por exceso, es una
cota mı´nima para el valor o´ptimo del final de la u´ltima actividad, J, del proyecto.
A continuacio´n, pasamos a eliminar todos aquellos posibles tiempos de finalizacio´n
de la u´ltima actividad que sean menores que popl1q . Por tanto, las variables rela-
cionadas con esos tiempos se anulara´n, es decir, xJt := 0 para todos los t < popl1q.
Si conseguimos eliminar algu´n tiempo, de nuevo resolvemos la versio´n lineal del pro-
blema modificado. Si obtenemos una nueva solucio´n opl2 estrictamente mayor que
opl1, volvemos a suprimir las variables relacionadas con el final de la u´ltima activi-
dad. Este proceso se repetira´ hasta que ningu´n tiempo pueda ser eliminado. Tras
agotar el proceso el u´ltimo valor encontrado redondeado por exceso, Cota Lineal
= poplmq, es una cota inferior que, en ocasiones, nos va a servir para saber si una
metaheur´ıstica concreta ha encontrado o no la solucio´n o´ptima del problema.
Para acabar esta descripcio´n del preproceso, en el que se han ido eliminando recursos
y variables, hemos de hacer notar que, adema´s de identificar problemas no posibles,
es u´til para poder identificar la optimalidad de la solucio´n de valor FJ obtenida en
la fase 2. ¿Co´mo podemos saber si FJ es el o´ptimo?. Para ello compararemos este
valor con las siguientes tres cotas:
(a) Si FJ = valor proporcionado por CPM entonces FJ es o´ptimo. Para que esto
se cumpla, la composicio´n de la solucio´n proporcionada por el CPM y la de
la solucio´n inicial no tiene que ser igual necesariamente. El final de todas las
actividades, a excepcio´n de la u´ltima, puede ser diferente y so´lo el de la u´ltima
actividad debe coincidir en ambos casos.
(b) Si el final que la u´ltima actividad ten´ıa asignada en la solucio´n que inicialmente
constru´ımos es igual al mı´nimo tiempo de finalizacio´n que ha quedado tras
aplicar todos los procesos de filtrado expuestos, entonces, esa solucio´n es la
o´ptima.
(c) Si las dos cotas anteriores no prueban la optimalidad del problema, se calcula
la Cota Lineal tal y como hemos comentado. Si FJ = Cota Lineal, entonces FJ
es o´ptimo.
Todos los pasos del preproceso expuestos en esta seccio´n pueden encontrarse ma´s de-
talladamente en [1, 2].
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En la figura 1 se muestra un esquema general del funcionamiento del preproceso de-
scrito.
4 Resultados computacionales
4.1 Instancias para las pruebas
Bo¨ttcher et al.[3] generaron un primer conjunto de instancias para pruebas. Tomaron
como punto de partida PROGEN 2 [5], un generador de instancias para el cla´sico RCPSP
con recursos renovables, modificaron y agrandaron el conjunto de para´metros y generaron
un conjunto de 2160 instancias con 10 actividades no ficticias, 10 re´plicas para cada una
de las 216 combinaciones de valores de los para´metros. Como la mayor´ıa de los pro-
blemas fueron imposibles restringieron los valores de los para´metros a las 25 combinaciones
ma´s prometedoras y generaron 250 instancias con 15, 20, 25 y 30 actividades operativas,
manteniendo siempre la cantidad de 30 recursos.
Ma´s recientemente, Schirmer[9] desarrollo´ PROGEN 3, una extensio´n de PROGEN 2,
y genero´ 960 instancias de taman˜os 10, 20, 30, y 40, con 30 recursos. La mayor´ıa ten´ıan
solucio´n factible, aunque unos pocos eran infactibles y algunos se etiquetaron como no
decididos porque en el tiempo l´ımite fijado para el algoritmo de branch and bound de
Bo¨ttcher et al.[3] e´ste fue incapaz de obtener una solucio´n pero tampoco pudo probar su
infactibilidad.
4.2 Resultados del preproceso
Los procedimientos del preproceso mostrados en la seccio´n 3 son los que se han aplicado a
los problemas de Bo¨ttcher et al.[3] de 10, 15, 20, 25 y 30 actividades que estaban disponibles
solicita´ndolos a los autores. En las Tablas 1, 2 y 3 aparecen diferentes aspectos de los
resultados. La Tabla 1 muestra los logros del preproceso para determinar el estatus de los
problemas. Hemos sen˜alado como posibles aquellas instancias para las que el preproceso
encuentra una solucio´n y como imposibles aquellas que el preproceso puede demostrar
que no tienen solucio´n. Cuando no ha sido posible determinar dicho estatus los hemos
marcado como no decididos. En resumen, podemos decir que nuestro preproceso es muy
eficiente para determinar el estatus de una instancia dada.
n=10 n=15 n=20 n=25 n=30
Problemas 2160 250 250 250 250
Detectados como imposibles 1205 16 17 12 8
Detectados como possibles 879 233 231 236 239
No decididos 76 1 2 2 3
Categor´ıa real Imposibles Posible No decididos Imposibles No decididos
Tabla 1: Problemas de Bo¨ttcher et al. - Determinacio´n del estatus.
La u´ltima l´ınea de la Tabla 1 muestra el estatus que hemos sido capaces de determinar
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Figura 1: Esquema general del preproceso.
para los problemas que quedaban por decidir despue´s del preproceso. Para ello usamos
CPLEX con una formulacio´n entera del problema adaptada a partir de la expuesta en la
Seccio´n 2. Incluso en este caso para 2 instancias de taman˜o 20 y 3 de taman˜o 30 ha sido
imposible determinar su estatus, aunque suponemos que sera´n imposibles.
La Tabla 2 muestra las soluciones o´ptimas que obtiene el preproceso. En esta tabla no
se han incluido los problemas que quedaban como no decididos porque es muy improbable
que tengan solucio´n. Para ma´s del 70 % de las instancias las te´cnicas del preproceso han
obtenido los o´ptimos.
La Tabla 3 presenta la reduccio´n de recursos y variables conseguida para aquellos
problemas no resueltos por el preproceso. Las ra´pidas te´cnicas del preproceso reducen sig-
nificativamente la cantidad de recursos a considerar y, todav´ıa ma´s importante, la cantidad
de valores posibles de las variables de decisio´n.
Los resultados obtenidos para los problemas de prueba generados por Schirmer[9] son
de calidad similar. La Tabla 4 muestra los resultados del preproceso al determinar el status
de los problemas y proporcionando soluciones o´ptimas para la mayor´ıa de ellos. Hay que
resaltar que los status que quedaban pendientes en el libro de Schirmer[9] aqu´ı han sido
determinados. De hecho se prueba que todos ellos son factibles excepto para 5 instancias
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n=10 n=15 n=20 n=25 n=30
Problemas 2160 250 250 250 250
Problemas posibles 879 234 231 236 239
Problemas triviales 52 46 85 114 128
O´ptimos obtenidos por el preproceso 689 148 117 90 80
Problemas restantes 138 40 29 32 31
Tabla 2: Problemas de Bo¨ttcher et al. - Soluciones o´ptimas identificadas en el preproceso.
n=10 n=15 n=20 n=25 n=30
Problemas 138 40 29 32 31
Recursos iniciales 30 30 30 30 30
Recursos restantes (media) 20 (67%) 17 (57%) 24 (80%) 24 (80%) 24 (80%)
Variables iniciales (media) 93 264 564 885 1298
Variables restantes (media) 55 (59%) 139 (53%) 362 (64%) 624 (71%) 872 (67%)
Tabla 3: Problemas de Bo¨ttcher et al. - Reduccio´n de recursos y variables.
de taman˜o 10 que son imposibles como ya conjeturo´ Schirmer. Para ma´s del 60 % de los
problemas no triviales el preproceso es capaz de obtener una solucio´n o´ptima probada.
n=10 n=20 n=30 n=40 n=60
Problemas 951 960 960 960 960
Problemas posibles 946 960 960 960 960
Problemas triviales 143 395 507 574 614
O´ptimos obtenidos por el preproceso 502 341 291 221 202
Problemas restantes 301 224 162 165 144
Tabla 4: Problemas de Schirmer - Soluciones o´ptimas identificadas en el preproceso.
La Tabla 5 presenta las reducciones que el preproceso obtiene en el nu´mero de recursos
y variables.
5 Conclusiones
Hemos estudiado una generalizacio´n del problema cla´sico de secuenciacio´n de proyectos
con limitacio´n de recursos. Hemos considerado un tipo de recursos relativamente nuevo,
los recursos parcialmente renovables, donde la disponibilidad de un recursos esta´ asociada
a un conjunto dado de periodos y las actividades so´lo lo consumen si son procesadas en
dichos periodos. Este tipo de recursos pueden considerarse como una generalizacio´n tanto
de lo recursos renovables como de los no renovables, pero su principal intere´s proviene de
su utilidad para modelizar situaciones que aparecen en los problemas de turnos, horarios
fuerte reduccio´n de las dimensiones del rcps/pi 197
n=10 n=20 n=30 n=40 n=60
Problemas 301 224 162 165 144
Recursos iniciales 30 30 30 30 30
Recursos restantes (media) 15 (50%) 15 (50%) 18 (60%) 18 (60%) 20 (67%)
Variables iniciales(media) 211 971 2281 4256 9962
Variables restantes (media) 103 (49%) 338 (35%) 718 (31%) 1188 (28%) 2616 (26%)
Tabla 5: Problemas de Schirmer - Reduccio´n de recursos y variables.
de trabajo y calendarios que pueden ser formulados como problemas de secuenciacio´n de
proyectos.
Hemos desarrollado diferentes te´cnicas de preproceso que ayudan a determinar la exis-
tencia de soluciones posibles y a reducir la cantidad de variables y restricciones. El pre-
proceso, que ha sido probado en dos conjuntos de instancias provinientes de la literatura,
ha sido capaz de determinar el status de factibilidad de muchas de las instancias que hasta
el momento estaba sin determinar y de resolver o´ptimamente la mayor´ıa de las instancias
posibles.
Estamos convencidos que las te´cnicas de preproceso aqu´ı desarrolladas deber´ıan ser
usadas por cualquier procedimiento de solucio´n, exacto o heur´ıstico, aplicado a este pro-
blema.
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