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The Nature of Developmental Dyslexia in a Transparent Orthography
Ludo Verhoevena and Jos Keuningb
aBehavioural Science Institute Radboud University Nijmegen; bCITO, The Netherlands
ABSTRACT
The present study aimed to explore the nature of developmental dyslexia in
a language considered to have a transparent orthography, namely, Dutch.
We assessed the accuracy and efficiency of decoding words and pseudo-
words with four lengths as well as three types of phonological ability in
2,760 typical children and 397 peers with dyslexia across Grades 3–6. For
typical readers, decoding levels across the grades were found to be largely
a matter of increasing speed. For the readers with dyslexia, difficulties
manifested themselves for both accuracy and efficiency of decoding but
more for pseudowords than for words. The readers with dyslexia were also
more sensitive to word-length effects on decoding. The phonological abil-
ities of the children with dyslexia lagged behind as well. It is concluded that
in Dutch, children with dyslexia show a phonological deficit and persistent
problems with assembling phonology during the phonological recoding of
orthographic representations.
Reading involves decoding written language in order to understand it. In learning to read, children
implicitly learn how their writing system encodes their spoken language and, conversely, how to
decode printed words into spoken words to access meaning. However, many readers around the
world have problems learning to read and fail to develop fluent decoding, which leads them to be
diagnosed as developmentally dyslexic. Research suggests that a phonological deficit may underlie
this difficulty with learning to read, but the exact nature of this deficit remains unclear. Ongoing
debate concerns the question of whether the observed reading problems arise from less specified
phonological representations, an ability to assign phonology to orthographic representations, or an
inability to address stored orthographic representations (Ziegler & Goswami, 2005). A major
problem is that most of the relevant research is based on results for children learning to read in
English, which has an opaque orthography and is one of the hardest orthographies to alphabetize
(Landerl & Wimmer, 2008; Share, 2008). An urgent need thus exists for research on learning to read
in a language with a more transparent orthography than English. Only then can we better under-
stand the exact nature of the phonological deficit underlying developmental dyslexia. In the present
study, we therefore compared the reading abilities of children with and without a diagnosis of
dyslexia learning to read in Dutch as a transparent orthography.
When it comes to reading problems and developmental dyslexia, the so-called phonological
deficit hypothesis (Pugh et al., 2013; Ramus, 2004; Snowling, 2000) provides a broad theoretical
framework for considering some interrelated issues. These include the exact nature of problems with
written words, their forms, and their meaning constituents; individual differences in this knowledge;
and variability in word knowledge within the individual reader (Peterson & Pennington, 2012;
Ziegler, Perry, Ma-Wyatt, Ladner, & Schulte-Körne, 2003). With regard to this hypothesis, it is
known that phonological awareness and particularly the ability of beginning readers to segment and
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manipulate the speech sounds within words, serial rapid naming, and phonological working memory
are critical for both the establishment of orthographic representations and their later retrieval from
memory (Boada & Pennington, 2006; Krasowicz-Kupis, Borkowska, & Pietras, 2009; Verhoeven, van
Leeuwe, Irausquin, & Segers, 2016). Knowing this, however, does not necessarily imply that a
phonological representation deficit characterizes developmental dyslexia. In fact, recent neuroima-
ging suggests that the phonological representations of individuals with known dyslexia may also be
more or less intact but not accessed efficiently (Boets et al., 2013). This would lend support to the
hypothesis of a deficit in accessing phonological representations rather than a deficit in the
phonological representations themselves (cf. Ramus, 2014).
Recent neurocognitive research has indeed evidenced that words can be read via two neural
pathways working in close collaboration with each other (cf. Cohen & Dehaene, 2009; Das,
Padakannaya, Pugh, & Singh, 2011). Considering the access deficit from such a dual-route perspective,
the deficit can be hypothesized to arise in the sublexical processes associated with phonological
recoding or the lexical processes associated with addressing orthographic representations stored in
memory (Ziegler et al., 2008). Problems with the sublexical route are indicated by inaccurate, slow
reading of pseudowords, whereas problems with the lexical route are indicated by inaccurate, slow
reading of real words (Castles, 2006). In general, the decoding performance of children with dyslexia is
much more sensitive to word length than that of other children. Research has shown this length effect
to hold for both the accuracy and efficiency of the word and pseudoword reading of beginning readers
but diminish as reading experience increases and even sometimes disappear in the case of high-
frequency words (Juphard, Carbonnel, & Valdois, 2004). Other research has shown the effect of length
on particularly decoding efficiency to be more marked in readers with dyslexia when compared to
other readers. De Luca, Borrelli, Judica, Spinelli, and Zoccolotti (2002) demonstrated that in normal
readers, word length affected the number of saccades during the reading of pseudowords but not real
words, whereas both were affected for readers with dyslexia. In a follow-up study, Zoccolotti et al.
(2005) found similar effects for the speed of first- and second-grade children’s reading of words versus
pseudowords: Length increased the number of saccades for the reading of pseudowords but not real
words among children without dyslexia, whereas length lead to increases for the reading of both
pseudowords and words among children with dyslexia. The evidence of a large word-length effect on
the part of readers with dyslexia is generally taken to indicate a stronger reliance on sublexical reading
strategies among this population than among a population of readers without dyslexia.
To summarize, the phonological deficit hypothesis provides a broad framework assuming that
children with dyslexia do not develop effective—in the case of a transparent orthography, highly
phonology-based—orthographic representations and that this deficit is responsible for the difficulties
they show with both word and pseudoword decoding. However, for children being diagnosed as
dyslexic at an earlier age it is not clear if the ultimate problem lies in deficient phonological abilities
such as underdeveloped phonological awareness, impaired serial rapid naming, and limited phono-
logical working memory, in deficient sublexical strategies producing poor phonological recoding of
pseudowords, or in deficient lexical strategies producing problems with the automated decoding of
words. It is also unclear whether problems with decoding words and pseudowords concern accuracy,
speed, or both and to what extent they are associated with length as index of orthographic complex-
ity. The existing evidence is mainly based on studies of children learning to read in English, which
has an opaque orthography and is one of the hardest orthographies to master. Insofar as studies have
been conducted on languages with more transparent orthographies, the results have showed a
primary deficit for decoding speed rather than decoding accuracy (e.g., Landerl & Wimmer,
2008); it is unclear if this deficit equally applies to words and pseudowords, however (see Castles,
2006). In some of the studies, a word length effect was found: Respondents with dyslexia showed a
large length effect for decoding compared to respondents without dyslexia and independent of word
frequency (e.g., Zoccolotti et al., 2005). In the studies to date, however, no attempt has been made to
compare the accuracy and efficiency of the decoding processes for words versus pseudowords as a
function of word length among readers with dyslexia versus no dyslexia. The contribution of
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phonological abilities to the discrimination of readers identified as having dyslexia on the basis of
their decoding abilities from readers without dyslexia (and thus unimpaired decoding abilities) also
has yet to be clarified.
To better understand the nature of dyslexia in a language with a transparent orthography, we
compared the decoding and phonological abilities of a large group of previously diagnosed Dutch
children with dyslexia and Dutch children with no dyslexia across elementary grades 3 through 6 in
the Netherlands. Our primary aim was to uncover whether the main problem of the dyslexic
children would be in deficient phonological abilities, in deficient sublexical strategies producing
poor accuracy and efficiency in phonological recoding of pseudowords, or in deficient lexical
strategies producing problems with the automated decoding of words. As far as decoding is
concerned, we were interested not only in lexicality effects but also in word length effects. As already
mentioned, the Dutch language presents an interesting case because its orthography is much more
consistent than that of English. However, the basic letter-to-phoneme correspondences in Dutch are
not strictly one-to-one or invariant. A straightforward mapping of graphemes to phonemes occurs in
short Dutch word but not in longer Dutch words. Dutch syllable structure is quite complex,
moreover, due to the occurrence of consonant clusters (CC) in both onset and coda positions.
The basic task for children learning to read in Dutch is therefore to progress from the sequential
grapheme-to-phoneme decoding of short words to the fast; parallel; and, given the high transparency
of Dutch orthography, largely phonology-based decoding of longer words. For this reason, we
decided to assess the decoding abilities of Dutch children for four categories of words that varied
in a principled manner in length and accordingly also in phonological complexity and orthographic
transparency (cf. Nunn, 1998): (a) regular consonant–vowel–consonant (CVC) words, (b) complex
monosyllabic words with CC in prevocalic and postvocalic positions, (c) disyllabic words with open
and closed syllables, and (d) polysyllabic words with a mixture of open and closed syllables. For each
test category, a word and pseudoword decoding measure was constructed to assess the accuracy and
efficiency of the children’s decoding as a function of word length across grades. Furthermore, the
following phonological abilities were assessed that have also been described in the literature as
relevant to reading: phonological awareness (phoneme segmentation, phoneme manipulation), serial
rapid naming (pictures, letters, digits), and phonological working memory. The following research
questions guided our research:
(1) How do the word decoding, pseudoword decoding, and phonological abilities of children
with and without dyslexia differ from each other across Grades 3–6?
(2) How sensitive and specific are the word decoding, pseudoword decoding, and phonological
abilities of the children found to be for the identification of dyslexia?
(3) To what extent can the diagnosis of dyslexia be predicted on the basis of the children’s
phonological and decoding abilities?
To answer the first question, we compared the group of children with dyslexia to that without
across Grades 3–6 for the accuracy and efficiency of their decoding of words and pseudowords of
different lengths, associated with phonological complexity and orthographic transparency (CVC, CC,
disyllabic, polysyllabic), on one hand, and their phonology-related abilities including phonological
awareness (phoneme segmentation, phoneme manipulation), serial rapid naming (pictures, digits,
letters), and phonological working memory, on the other hand. For decoding, we expected to find a
group effect as well as effects for lexical status (real words decoded more accurately and efficiently
than pseudowords), word length (more accurate and efficient decoding as items become shorter),
and grade level (more accurate and efficient decoding as grade becomes higher). Moreover, we
expected group to interact with lexical status (showing larger differences for pseudowords), word
length (showing larger differences as word length increases), and grade level (showing larger
differences as grade increases). With respect to phonological abilities, we expected to find significant
group differences on all phonological measures with no interaction with grade level.
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To find an answer to the second question, we assessed the sensitivity and specificity of the
accuracy and efficiency measures for the four word decoding and four pseudoword decoding tests,
on one hand, and the six phonological ability measures, on the other hand. We expected the
decoding ability tests to yield better sensitivity and specificity outcomes than the phonological ability
tests. Within the decoding tests, we expected the sensitivity and specificity for the pseudoword tests
to be better than that for the real word tests.
To answer the final question, we examined if and to what extent the diagnosis of dyslexia was
predicted by the decoding and phonological ability measures. Our expectation was that the diagnosis
of dyslexia would be best predicted by the children’s measures of phonological ability and by their
measures of pseudoword decoding as a proxy of their phonological recoding efficiency.
Method
Participants
For sampling purposes, the Dutch population of elementary schools was divided into three strata:
schools with predominantly middle-class children were included in Stratum 1, schools with pre-
dominantly working-class children were included in Stratum 2, and schools with predominantly
minority children were included in Stratum 3. A stratified random sample of 75 schools was then
drawn to reflect the true distribution of the population of children across the elementary schools in
the Netherlands: 62.5% of the sample was selected from Stratum 1, 24.4% from Stratum 2, and 13.1%
from Stratum 3. Different social classes were thus represented in the final sample of 68 schools, and
the relative share of each social class in the sample was representative of the relative share in the
population of Dutch elementary schools. The children with and without dyslexia originated from the
same schools in the sample and thus shared the same variety of socioeconomic backgrounds.
A total of 2,760 children without dyslexia participated in the study: 810 were in Grade 3 (406
boys, 404 girls), 525 were in Grade 4 (253 boys, 272 girls), 780 were in Grade 5 (362 boys, 418 girls),
and 645 were in Grade 6 (292 boys, 353 girls). The mean ages of these children at testing were as
follows: third grade = 8.5 years, fourth grade = 9.5 years, fifth grade = 10.4 years, and sixth grade =
11.4 years.
A total of 397 children diagnosed as having dyslexia participated in the study as well: 70 were in
Grade 3 (42 boys, 28 girls), 206 were in Grade 4 (134 boys, 72 girls), 62 were in Grade 5 (33 boys, 29
girls), and 59 were in Grade 6 (35 boys, 24 girls). The mean ages for the children with dyslexia were
just slightly higher than the mean ages for the children without dyslexia: third grade = 9.0 years,
fourth grade = 9.7 years, fifth grade = 11.0 years, and sixth grade = 11.9 years. All of the children
with dyslexia had shown persistent reading problems as indicated by three consecutive scores in the
lowest decile on a standardized test for word reading speed (see Verhoeven & van Leeuwe, 2009)
during the first two grades of elementary school and had been subsequently referred in third grade to
a clinic by their teachers or parents. All of the children met the formal criteria for dyslexia in
accordance with the definition the Dutch Dyslexia Foundation (Stichting Dyslexie Nederland, 2008)
and the Diagnostic and Statistical Manual of Mental Disorders (4th ed., text rev.; American
Psychiatric Association, 2000).
Materials
Assessment of decoding skill
Word decoding. To assess word decoding ability, four word lists were administered with words of
varying orthographic complexity. To make sure that the words were meaningful for the children, only
frequently used content words were selected for these tests. All stimulus words occurred on a list
containing the 7,000 most frequently used spoken Dutch words, with teachers generally claiming that
most 6-year-old children will be familiar with them (Schaerlaekens, Kohnstamm, & Lejaegere, 1999).
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The words for each test were randomly selected from this list and printed in columns of 30 words. The
four groups of words were used to assess children’s decoding ability for orthographic structures that
varied in the principled manner described next (cf. Nunn, 1998; Reitsma & Verhoeven, 1990).
Word decoding 1–CVC. This test included 150 CVC words with a fully consistent mapping between
graphemes and phonemes. Thirty-four Dutch phonemes are represented.
Word decoding 2–CC. This test included 150 monosyllabic words with considerable syllabic com-
plexity due to the inclusion of CC in the onset and/or coda positions.
Word decoding 3–bisyllabic. This test included 120 bisyllabic words with incidental orthographic
inconsistencies and complexities. Examples are the differential pronunciation of the vowel e: /ε/in
closed syllables and /œ/in unstressed syllables, the differential phonological status of the schwa in
unstressed syllables, and the written reduplication of vowels and consonants in open syllables.
Word decoding 4–polysyllabic. This test included 120 polysyllabic words with similar multiple
orthographic inconsistencies and complexities involved.
For each of the word decoding tests, the participants were given 1 min to read as many of the
items correctly aloud as possible. Two measures were derived for the reading of each of the word
lists: decoding accuracy defined as the percentage of the words read correctly, and decoding
efficiency defined as the number of words pronounced correctly in 1 min. The four word decoding
tests proved to be sufficiently reliable with Cronbach’s alphas of .96, .95, .96, and .96.
Pseudoword decoding
To assess pseudoword decoding efficiency, we administered four pseudoword lists that were ortho-
graphically analogous to the four word decoding lists. Starting from the same list of 7,000 most
frequent Dutch words (Schaerlaekens et al., 1999), four sets of words were again randomly selected
and subsequently modified by altering two word constituents in such a way that the resulting
pseudowords still obeyed the orthographic rules of Dutch and were thus still pronounceable.
Pseudoword decoding 1–CVC. This test included 150 CVC pseudowords with a fully consistent
mapping between graphemes and phonemes. Thirty-four Dutch phonemes are represented in the
PD1 test. Examples are hies and zaam.
Pseudoword decoding 2–CC. This test included 150 monosyllabic words with considerable syllabic
complexity due to the inclusion of CC in the onset and/or coda positions. Examples are glees and snocht.
Pseudoword decoding 3–Bisyllabic. This test included 120 bisyllabic pseudowords with incidental
orthographic inconsistencies and complexities. Examples are aalgos and smopel.
Pseudoword decoding 4–polysyllabic words. This test included 120 polysyllabic pseudowords with
similar but multiple orthographic inconsistencies and complexities involved as in the bisyllabic
pseudowords. Examples are slortmegen and gramboline.
For each of the pseudoword tests, the participants were given 1 min to correctly read as many
of the items out loud as possible. Two measures were derived for each of the pseudoword lists:
decoding accuracy defined as the percentage of the pseudowords pronounced correctly, and
decoding efficiency defined as the number of pseudowords pronounced correctly in 1 min. The
four pseudoword decoding tests proved to be sufficiently reliable with Cronbach’s alphas of .96,
.96, .97, and .93.
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Assessment of phonological awareness
Phoneme segmentation
In the Phoneme Segmentation test, the children were orally presented 20 words containing various
phonemic structures (4×CVC, 4×CCvC, 4×CVCC, 4×CCVCC, 2×CCCVC, 2×CVCCC). They were
asked to divide the presented word up into its constituent sounds. After three practice items, the
experimental items were presented one by one. The total number of items segmented correctly and fully
constituted the score for this test. The reliability of the test was high with a Cronbach’s alpha of .85.
Phoneme manipulation
In the Phoneme Manipulation test, the children were orally presented 20 words. The test comprised
four sets of five words with consonant clusters in initial or final position in which the child was
asked to indicate the resulting word after deleting the initial, second, prefinal, or final sound of the
word. The reliability of the test was adequate with a Cronbach’s alpha of .88.
Assessment of serial rapid naming
Rapid naming pictures
The rapid naming pictures. test involved a card with four columns of 30 pictures. The 120 items
were a sequence of five recurring different pictures referring to high-frequency words presented in a
random order. The children were asked to name as many of the pictures as possible in 1 min. The
child’s score was the number of words labelled correctly. The test was sufficiently reliable with a
Cronbach’s alpha of .85.
Rapid naming letters
The rapid naming letters. test involved a card with four columns of 30 letters. The items were a
sequence of five recurring different letters presented in a random order. The children were asked to
name as many of the letters as possible in 1 min. The child’s score was the number of letters named
correctly. The test was sufficiently reliable with a Cronbach’s alpha of .83.
Rapid naming digits
The rapid naming digits. test involved a card with four columns of 30 digits. The 120 items were a
sequence of five recurring different digits presented in a random order. The children were asked to
name as many of the digits as possible in 1 min. The child’s score was the number of correctly
recalled digits. The test was sufficiently reliable with a Cronbach’s alpha of .82.
Assessment of phonological working memory
Nonword repetition
To assess phonological working memory, the Nonword Repetition Test (Verhoeven, Keuning,
Horsels, & van Boxtel, 2013) was administered. This test involved the repetition of 40 nonwords:
eight monosyllabic, eight disyllabic, eight trisyllabic, eight four-syllabic, and eight five-syllabic non-
words that all obeyed the phonological rules for Dutch. The number of correctly repeated nonwords
constituted the child’s score. The reliability of the test was adequate with a Cronbach’s alpha of .83.
Procedure
All tests were administered individually, in a quiet place outside the classroom, halfway through
Grades 3, 4, 5, and 6. Testing was conducted by one of 20 well-trained graduate students. The
decoding tests, phonological awareness tests, serial rapid naming tests, and phonological working
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memory test were presented in randomly ordered test blocks. Within each block, the order of the
tests was also randomized.
The means and standard deviations for all tests are presented in the Results section along with the
partial correlations between the tests. To investigate the first research question, multivariate analyses
of variance (MANOVAs) were conducted on the word and pseudoword decoding accuracy and
efficiency of the children with group (typical vs. dyslexic) and grade (3, 4, 5, 6) as between-subjects
factors and length (CVC, CC, DIS, POLYS) as a within-subjects factor. Similarly, MANOVAs were
conducted on the children’s phonological awareness with group (typical vs. dyslexic) and grade (3, 4,
5, 6) as between-subjects factors and test (phoneme segmentation, phoneme manipulation) as a
within-subjects factor. The same was done for serial rapid naming with group (typical vs. dyslexic)
and grade (3, 4, 5, 6) as between-subjects factors and type (picture, letters, digits) as the within-
subjects factor. Finally, phonological working memory was analyzed with group (typical vs. dyslexic)
and grade (3, 4, 5, 6) as between-subjects factors. Partial eta-squared values ηp2 were also reported to
indicate effect sizes (small if ηp2 = .01, medium if ηp2 = .06, and large if ηp2 = .14; see Cohen, 1988).
To examine the second research question, we estimated a series of binomial logistic regression
models with group (typical vs. dyslexic) as the dependent variable and the tests for word decoding,
pseudoword decoding, phonological awareness, serial rapid naming, or phonological working mem-
ory as the independent variables. To avoid specification errors, we included grade (3, 4, 5, 6) as a
control variable in all models. We used McFadden’s pseudo R2 to assess model fit (cf. McFadden,
1974), and we evaluated the predictive ability of each model by visually inspecting the ROC curves.
In addition, we computed the following summary statistics for the predictive ability of each set of
tests.
● Area under the ROC curve (AUC). This is a measure of just how well a test discriminates
between two groups: in the present study, typical versus dyslexic. An area of 1.00 represents a
perfect test and an area of .50 represents a worthless test. The following criteria are often used
to interpret AUC: < .70 poor, < .80 fair, < .90 good, ≥ .90 excellent.
● Accuracy (acc). This is the number of correct classifications (i.e., the sum of the main diagonal
in the confusion matrix) divided by the total number of classifications. In samples with equal
probabilities for typical and dyslexic, the expected agreement is 50% for random classification.
● Cohen’s Kappa (κ). This measure is similar to accuracy but then adjusted for the amount of
agreement that can be expected due to chance alone. The following guidelines are typically used
to interpret this statistic: κ < .20 poor, .20 < κ < .40 fair, .40 < κ < .60 moderate, .60 < κ < .80
good, κ ≥ .80 excellent.
● Sensitivity or true positive rate. This is the probability of a test result being positive when
dyslexia is indeed present.
● Specificity or true negative rate. This is the probability of a test result being negative when
dyslexia is not present.
● Negative predictive value. This is the probability of dyslexia not being present when the test
result is negative.
● Positive predictive value. This is the probability of dyslexia being present when the test is
positive.
In general, a model can be considered good when the values are higher than .80, acceptable when
the values are between .50 and .80, and poor when the values are below .50. To facilitate the
interpretation of the summary statistics for predictive ability, we adopted .50 as the decision
boundary (i.e., If P(y = 1|X) > 0.5 then y = 1, otherwise y = 0). In addition, we applied statistical
weighting for which all (summary) statistics were computed for a fully balanced (hypothetical)
sample with 50% typical and 50% children with dyslexia.
To answer the third research question, we ran another series of logistic regression analyses. We
started the analysis with the best predicting test and then examined the cumulative contributions of
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the other tests. As different tests were now included in a single model, we checked for multi-
collinearity. Some of the tests turned out to be highly intercorrelated (see Descriptives section). For
this reason, we decided to compute composite mean scores for word and pseudoword decoding
accuracy and efficiency by combining the mean scores for the four item lengths (CVC, CC, BIS,
POLYS). In a similar manner, we computed composite scores for serial rapid naming by combining
the mean scores for the picture, letter, and digit tests. Similar to the analyses for the other research
questions, we computed the following measures to assess the fit of a given model and the predictive
ability of that model: McFadden’s pseudo R2, AUC, accuracy, Cohen’s kappa, true positive rate
(sensitivity), true negative rate (specificity), negative predictive value, and positive predictive value.
We did this for each incremental model as well as for the full model. In addition, we compared the
sensitivity measures using McNemar’s chi-square test for paired categorical data, and the AUCs by
using DeLong’s test for two correlated ROC curves (DeLong, DeLong, & Clarke-Pearson, 1988).
Grade level was again included as a control variable in all of the models.
Results
Descriptives
Table 1 presents the group means and standard deviations for the tests of word decoding and
pseudoword decoding accuracy and efficiency using four lengths (CVC, CC, DIS, POLYS), the two
tests of phonological awareness (Phoneme Segmentation, Phoneme Manipulation), the three tests of
serial rapid naming (Pictures, Letters, Digits), and the test of phonological working memory.
Figure 1 displays the means of the decoding and phonological ability scores.
With respect to word decoding accuracy, Table 1 and Figure 1 show that typical readers make very
few errors, whereas the children with dyslexia still make a substantial amount of errors in the
intermediate grades, especially in their decoding of longer words. The MANOVA for the word
decoding accuracy tests with group (typical vs. dyslexic), grade (3-4-5-6), and length (CVC, CC,
DIS, POLYS) as independent factors revealed significant influences of group, F(1, 3150) = 524.40,
p < .001, ηp2 = .14; grade, F(3, 3150) = 101.10, p < .001, ηp2 = .09; and length, F(3, 3148) = 263.20,
p < .001, ηp2 = .20, but also significant interactions for Group × Grade, F(3, 3150) = 48.50, p < .001,
ηp2 = .04; Group × Test, F(3, 3148) = 94.00, p < .001, ηp2 = .08; Grade × Length, F(9, 7661) = 31.50,
p < .001, ηp2 = .03; and Group × Grade × Length, F(9, 7661) = 13.20, p < .001, ηp2 = .01.
With regard to pseudoword decoding accuracy, it can be seen that typical readers make relatively
small numbers of errors only in longer words in the intermediate grades, whereas the children with
dyslexia make many more errors as a function of the length of pseudowords. The MANOVA for the
pseudoword decoding accuracy tests with group (typical vs. dyslexic), Grade (3-4-5-6), and length (CVC,
CC, DIS, POLYS) as independent factors revealed significant influence of group, F(1, 3150) = 369.88,
p < .001, ηp2 = .11; grade, F(3, 3150) = 38.19, p < .001, ηp2 = .04; and length, F(3, 3148) = 311.55, p < .001,
ηp2 = .23, but also significant interactions for Group × Grade, F(3, 3150) = 11.62, p < .001, ηp2 = .01;
Group × Length, F(3, 3148) = 80.81, p < .001, ηp2 = .07; Grade × Length, F(9, 7661) = 9.02, p < .001,
ηp2 = .01; and Group × Grade × Length, F(9, 7661) = 2.81, p < .01, ηp2 = .01.
Regarding word decoding efficiency, we see progress over the grades with more or less constant
differences between children with and without dyslexia and a stronger word length effect for the
children with dyslexia. The MANOVA for the word decoding efficiency tests with group (typical vs.
dyslexic), grade (3-4-5-6), and length (CVC, CC, DIS, POLYS) as independent factors revealed
significant influence of group, F(1, 3353) = 149.56, p < .001, ηp2 = .04; grade, F(3, 3353) = 42.83,
p < .001, ηp2 = .04; and length, F(3, 3351) = 219.53, p < .001, ηp2 = .16, but also significant
interactions for Group × Length, F(3, 3151) = 33.24, p < .001, ηp2 = .03; Grade × Length, F(9,
8155) = 7.00, p < .001, ηp2 = .01; and Group × Grade × Length, F(9, 8155) = 9.8, p < .001, ηp2 = .01.
The Group × Grade interaction was not significant for the efficiency of word decoding measures.
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With reference to pseudoword efficiency, large differences between children with and without
dyslexia are evidenced withmore progress over the grades in the latter group. There is also an interaction
with pseudoword length indicating that the children with dyslexia are inefficient even in decoding
shorter pseudowords. The MANOVA for the pseudoword decoding efficiency tests with group (typical
vs. dyslexic), grade (3-4-5-6), and length (CVC, CC, DIS, POLYS) as independent factors revealed
significant influences of group, F(1, 3353) = 292.46, p < .001, ηp2 = .08; grade, F(3, 3353) = 6.26, p < .001,
ηp2 = .01; and length, F(3, 3351) = 40.93, p < .001, ηp2 = .04, but also significant interactions between
Group × Grade, F(3, 3353) = 11.88, p < .001, ηp2 = .01; Group × Test, F(3, 3351) = 141.86, p < .001,
ηp2 = .11; Grade × Test, F(9, 8155) = 5.96, p < .001, ηp2 = .01; and Group × Grade × Test,
F (9, 8155) = 6.38, p < .001, ηp2 = .01.
The multivariate analysis of phonological awareness with group, grade, and type (phoneme
segmentation, phoneme manipulation) as independent factors evidenced significant influences of
group, F(1, 2001) = 89.70, p < .001, ηp2 = .04; grade, F(3, 2001) = 6.08, p < .001, ηp2 = .01; and test,
F(2, 2000) = 53.80, p < .001, ηp2 = .02, but also significant interactions between Group × Grade, F(3,
2001) = 15.00, p < .01, ηp2 = .01; Group × Test, F(2, 2000) = 41.40, p < .001, ηp2 = .02; Grade × Test, F
(3, 2001) = 15.05, p < .001, ηp2 = .02; and Group × Grade × Test, F(3, 2001) = 9.60, p < .001, ηp2 = .01.
The multivariate analysis of serial rapid naming with group, grade, and test (pictures, letters,
digits) as independent factors showed significant influences of group, F(1, 2001) = 17.35, p < .001,
ηp2 = .01; grade, F(3, 2001) = 27.09, p < .001, ηp2 = .04; and test, F(2, 2000) = 177.03, p < .001,
ηp2 = .15, but also significant interactions for Group × Test, F(2, 2000) = 6.07, p < .01, ηp2 = .01, and
Grade × Test, F(6, 4000) = 5.05, p < .001, ηp2 = .03. The Group × Grade interaction and the Group ×
Grade × Test interaction were not significant for serial rapid naming.
The final analysis, namely, of phonological working memory (nonword repetition), showed
significant influences of group, F(1, 2001) = 16.16, p < .01, ηp2 = .01, and grade, F(1,
2001) = 11.78, p < .001, ηp2 = .02. The interaction between group and grade was not significant.
Table 2 presents the partial correlations between the tests administered. The within-cluster
correlations were generally higher than the between-cluster correlations, with the exception of the
two tests for phonological awareness that were only moderately correlated. As expected, the word
and pseudoword accuracy of decoding measures but also the word and pseudoword efficiency of
decoding measures highly correlated with each other, whereas the accuracy and efficiency measures
only did this moderately. The correlations between the phonological measures and decoding
Figure 1. Performances on word decoding, pseudoword decoding (top), serial rapid naming, phonological awareness, and
phonological working memory (bottom) of children without dyslexia (gray) versus children with dyslexia (black) according to
elementary grade. Word decoding (WD), pseudoword decoding (PD) (top), serial rapid naming (RAN).
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measures are low to intermediate with the exception of a correlation between decoding efficiency
and RAN (rapid serial naming).
Sensitivity and specificity of separate predictor measures
Table 3 presents the model fit and predictive ability as determined in a series of logistic regression
analyses to assess the sensitivity and specificity of each test. On the basis of the AIC and McFadden
R2 values, it can be concluded that the model fit is relatively good for the efficiency of pseudoword
decoding, moderate for the other decoding measures, and weak for the phonological measures. The
summary statistics for predictive ability show a similar pattern. The predictive ability of the four
measures for pseudoword decoding efficiency can be considered good, with AUC and accuracy
values (acc) above .95 and .80, respectively, and kappa and sensitivity values (tpr) of around .70. The
performance of the other decoding measures is moderate. The AUC values are still very high but
accuracy and sensitivity at a cut-off of greater than .50 are clearly lower than for pseudoword
decoding efficiency. The predictive ability of the phonological variables can be seen to be weak. The
kappas, sensitivity, and specificity scores were not meaningful for the Serial Rapid Naming–Letters
test and the Phonological Working Memory test because the scores were below .500. The other
phonological variables did a bit better although the results are not very convincing with an exception
for phoneme manipulation showing an AUC value of .81, an accuracy value of .57 and a sensitivity
value of .15.
Table 3. Summary of model fit and predictive ability for measures of accuracy and efficiency of word decoding and pseudoword
decoding, phonological awareness, serial rapid naming, and phonological working memory with McFadden’s R2, AUC, acc, κ, tpr,
tnr, npv, and ppv as fit measures.
R2 AUC acc κ tpr tnr npv ppv
Word decoding accuracy
WD1-CVC .332 .887 .675 .351 .368 .983 .609 .956
WD2-CC .326 .894 .662 .323 .343 .981 .599 .947
WD3-DIS .366 .901 .698 .395 .411 .984 .625 .963
WD4-POLYS .365 .889 .697 .394 .411 .983 .625 .961
Pseudoword decoding accuracy
PD1-CVC .305 .870 .663 .326 .345 .981 .600 .947
PD2-CC .336 .875 .676 .353 .373 .980 .610 .949
PD3-DIS .443 .921 .741 .483 .506 .976 .664 .956
PD4-POLYS .423 .903 .752 .504 .524 .980 .673 .964
Word decoding efficiency
WD1-CVC .280 .859 .628 .256 .275 .982 .575 .938
WD2-CC .316 .879 .640 .280 .302 .978 .584 .931
WD3-DIS .394 .912 .675 .350 .378 .972 .610 .931
WD4-POLYS .411 .920 .695 .391 .421 .970 .626 .934
Pseudoword decoding efficiency
PD1-CVC .608 .967 .847 .694 .720 .973 .777 .964
PD2-CC .586 .963 .834 .668 .695 .973 .761 .963
PD3-DIS .611 .968 .854 .709 .736 .973 .786 .965
PD4-POLYS .616 .969 .858 .715 .743 .972 .791 .964
Phonological awareness
Phoneme segmentation .054 .653 .516 .032 .033 .999 .508 .983
Phoneme manipulation .173 .812 .566 .133 .149 .984 .536 .905
Serial rapid naming
RAN–pictures .100 .721 .515 .030 .036 .994 .508 .863
RAN–letters .048 .663 < .500 — — — — —
RAN–digits .088 .716 .510 .021 .029 .992 .505 .782
Phonological working memory
Nonword repetition .044 .660 < .500 — — — — —
Note. For the RAN-letters and Nonword Repetition, the kappa and scores for sensitivity and specificity are not displayed because
the accuracy of the scores was below .500. AUC = area under ROC curve; acc = accuracy; κ = Cohen’s kappa; trp = true positive
rate, sensitivity; tnr = true negative rate, specificity; npv = negative predictive value; ppv = positive predictive value; WD = Word
Decoding; PD = Pseudoword Decoding; RAN = Serial Rapid Naming.
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Figure 2 presents the ROC curves for the accuracy and efficiency of both word and pseudoword
decoding for four word lengths as a function of the true positive rate (sensitivity) and false positive
rate (1-specificity). The same is done for the specificity of the phonological awareness, serial rapid
naming, and phonological working memory measures.
Figure 2. Sensitivity and specificity of word decoding, pseudoword decoding, and phonological abilities for the identification of
dyslexia. Word decoding (WD), pseudoword decoding (PD).
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Inspection of Table 3 and Figure 2 make it clear that the AUC values are moderate to high.
However, Table 3 also shows that the kappa values can be considered good for pseudoword decoding
efficiency, moderate for word decoding and pseudoword decoding accuracy but also word decoding
efficiency, fair for phoneme manipulation, and low for phoneme segmentation plus the tests of serial
rapid naming for pictures and digits. The sensitivity values point in the same direction as found for
the distribution of the kappa values. For the sensitivity of the decoding measures, the values clearly
tend to increase as word and pseudoword length increase.
Sensitivity and specificity of combined predictor measures
In Table 4, the results of the incremental set of logistic regression analyses are given. From the, we
can conclude that each model shows a reasonable fit.
The predictive value of the first model with phonological ability measures as predictor yielded fair
to moderate AUC, McFadden R2, kappa value and sensitivity and specificity values. Addition of word
decoding as a predictor value (Model 2) led to a significantly better outcome, McNemar’s χ2(1) = 82.97,
p < .001, as evidenced by the substantial increases in the R2, accuracy, Cohen’s kappa, and sensitivity
measures. Addition, however, of the pseudoword scores in Model 3, produced an even better fit,
McNemar’s χ2(1) = 184.14, p < .001). In a separate test, it was evidenced that the fit of Model 3 was
indeed better as compared to Model 2, McNemar’s χ2(1) = 71.57, p < .001. Of interest, a full model
including phonological abilities, pseudoword decoding, and word decoding did not increase the
predictive power compared to that of Model 3.
Conclusions and discussion
Several conclusions can be drawn from the present results. Our first research question concerned the
possible differences in the decoding and phonological abilities of readers with and without dyslexia
across Grades 3 through 6. When we analyzed the accuracy of word decoding and pseudoword
decoding as a function of word length, improvements in both were found to be largely a matter of
increasing speed for readers without dyslexia. These children made very few errors on the decoding
measures after the initial stages of reading instruction. For decoding efficiency, they showed
substantial progress across grades for pseudowords and even more for real words. A clear word
length effect was also evidenced in that the children in general were more accurate and faster in
reading simple CVC patterns, less efficient in reading words with consonant clusters, and least
efficient in reading (longer) disyllabic and polysyllabic words. Of interest, the length effect declined
across grades for word decoding accuracy and efficiency; this shows children to make the transition
from sublexical to lexical decoding with reading experience. These findings confirm earlier findings
for learning to read in a language with a transparent orthography (Landerl & Wimmer, 2008;
Verhoeven & van Leeuwe, 2009; Ziegler et al., 2008).
For the children with dyslexia in our study, accurate decoding was found to be particularly
challenging. Strong lexical status and length effects were evidenced showing that, compared to
typical readers, the children with dyslexia had more trouble accurately decoding pseudowords
Table 4. Fit and predictive ability of four models for the identification of dyslexia with McFadden’s R2, AUC, acc, κ, tpr, tnr, npv,
and ppv as fit measures.
Model R2 AUC acc κ tpr tnr npv ppv
1. Phonological ability measures .238 .840 .606 .213 .229 .983 .561 .932
2. + Word decoding only .465 .936 .748 .496 .519 .977 .670 .958
3. + Pseudoword decoding only .688 .979 .979 .794 .816 .978 .842 .974
4. Full model .723 .983 .914 .828 .849 .979 .866 .976
Note. AUC = area under ROC curve; acc = accuracy; κ = Cohen’s kappa; trp = true positive rate, sensitivity; tnr = true negative rate,
specificity; npv = negative predictive value; ppv = positive predictive value.
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(relative to real words) and decoding (longer as opposed to shorter) words and pseudowords.
Compared to the typical readers, the children with dyslexia also showed a larger word length effect
as indicated by decoding getting more difficult as words and pseudowords got longer for this group.
The decoding efficiency of the children with dyslexia lagged behind their typical peers for both
words and pseudowords across all grades. The stagnation of efficiency appeared greater for pseudo-
words than for real words and greater for longer than shorter words. It can thus be concluded that
children with a diagnosis of dyslexia lag behind in both the accuracy and efficiency of applying the
sublexical strategies required for pseudoword decoding and the lexical strategies involved in word
decoding. The children with dyslexia are particularly vulnerable to word length effects in decoding
tests, a finding that corresponds to earlier findings from de Luca and colleagues (2002) and
Zoccolotti and colleagues (2005).
With regard to the phonological abilities of the children learning to read, our data show that the
children with dyslexia to consistently lag behind their peers without dyslexia on phonological awareness,
serial rapid naming, and phonological working memory; the effect sizes were nevertheless small. It can
thus be tentatively concluded that the children with dyslexia in the intermediate and upper grades of
elementary school show still minor problems for their phonological abilities but that their problems
become evident when the phonological recoding of orthographic representations is required. Children
with dyslexia show problems with the application of sublexical strategies to assign the required phonol-
ogy to novel orthographic patterns, particularly as word length increases. As a consequence of this initial
lag, they subsequently have a hard time applying lexical strategies to make their word reading fluent. The
present data show typical readers to make a fast transition from using sublexical to lexical strategies in
word reading to produce accurate decoding over time while their dyslexic peers are blocked during the
early stage of analytic processing that phonological recoding requires and fail to make a smooth
transition from indirect to direct word reading strategies. These results are fully commensurate with
the sublexical decoding difficulties found for children with dyslexia by Ziegler and colleagues (Ziegler
et al., 2008; Ziegler, Perry, & Zorzi, 2014). They are also in line with the outcomes of neurocognitive
research outcomes showing serious problems with the prolonged activation of dorsal brain circuits
corresponding to persistent application of sublexical strategies during reading across the elementary
school grades for children with dyslexia (Pugh et al., 2013).
Our second research question concerned just out how sensitive and specific the separate decoding
and phonological abilities of children are for the identification of dyslexia. The data show the
specificity of the test to be high across the board but the sensitivity to differ from test to test.
With regard to decoding, sensitivity could be judged to be high for the efficiency of pseudoword
decoding and moderate for not only the accuracy of pseudoword decoding but also both the
accuracy and efficiency of word decoding. With regard to phonological abilities, sensitivity was
found to be moderate for only phoneme manipulation. It appears that at the age levels under
consideration it is not so much insight into phonological abilities that helps identify the dyslexic
reader but, rather, insight into their ability to apply their phonological knowledge during the task of
phonological recoding. These findings are in keeping with previous findings showing the core of the
reading problem encountered by children with dyslexia to lie in the use of sublexical strategies for
phonological recoding with deficiencies in the development of fluent word decoding as a conse-
quence (cf. Ramus, 2004; Ziegler et al., 2008).
Our third and final question addressed the sensitivity and specificity of combinations of measures
used in the present research for the identification of dyslexia. Here, we found fair to moderate
sensitivity and specificity indicators for the phonological ability measures to start with. The sensi-
tivity and specificity increased substantially by adding pseudoword decoding, and significantly more
so than adding word decoding to the logistic regression analysis. Of interest, the addition of word
decoding to a combined model with phonological abilities and pseudoword decoding as predictors
did not add to the prediction of the diagnosis of dyslexia. Again this shows the core problem in
learning to read for children with a diagnosis of dyslexia to lie in phonological recoding problems (as
measured by the reading of pseudowords) in addition to phonological impairment.
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To conclude, children with dyslexia learning to read in a language with a transparent orthography
show on top of a phonological deficit problems with the application of sublexical strategies and thus
problems with the accurate and efficient phonological recoding of novel orthographic representations
in particular. These problems impede the adoption of the lexical strategies subsequently needed for the
accurate and efficient reading of real words. Automation of lexical representations can be successful
only if these representations are fully specified and thus of high lexical quality (Perfetti, 2007). It is
important to note that at the ages studied the core problem is not only the children’s limited
phonological abilities in the form of phonological awareness, rapid naming, and phonological working
memory but also their inefficient phonological recoding during pseudoword reading. In line with
recent neurobiological evidence, it is not only the quality of the phonological representations but also
the accessibility of the phonological representations during the process of phonological recoding that
appears to underlie the dyslexia deficit (see Boets et al., 2013; Ramus, 2014).
The present study can be extended in various ways. First, the present data are cross-sectional, which
means that a full developmental account of the nature of reading problems in children with dyslexia
cannot be provided. To fully understand the emergence of reading problems in relation to the
phonological abilities of children, longitudinal study is obviously warranted. Second, because our
study started with children at the level of third grade, it misses the stage at which reading was being
learned. As a result, the study did not go into how dyslexia is caused but rather presented a elaborate
description of how reading problems in children are manifested after it has been diagnosed. Therefore,
the present study should be complemented with studies focusing on problems in learning to read (see
Schaars, Segers, & Verhoeven, in press). Furthermore, we did not address individual variation in the
present study. In follow-up studies, it might therefore be fruitful to examine the extent of variation in
decoding skill and the possible explanation of this variation by a broader range of child factors
including more general linguistic awareness (cf. Goswami, 2000) and general language abilities (cf.
Hammill, Mather, Allen, & Roberts, 2002). It might also be useful to make an attempt to disentangle
word length from orthographic complexity effects because the two were intertwined in the present
study. Finally, we looked at only Dutch in the present study. In future research, cross-linguistic
variation in the development of children’s decoding abilities should certainly be examined. Only
with information on contrasting orthographies can a broader understanding of the basic principles
of learning to read and developmental dyslexia be gained (Ziegler et al., 2003).
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