We present in this work a new type of classes discriminator based upon nonlinear and combinational optimization techniques: radial basis functions-simulated annealing (RBF-SA). The combinational optimization method is used here as a preestimation of some parameters of the network classifier. We compare the classifier performance with and without pre-estimation. For training the classifiers, adopting the leave-one-out procedure, we have used case examples such as mammographic masses (malignant and benign). The classifier is trained with shape factors and edge-sharpness measures extracted from 57 regions of interest (ROI) (37 malignant and 20 benign), manually delineated, that describe mammographic masses and tumor features in terms of polygonal models for shape factors (compactness [CC], Fourier description [FF], fractional concavity [F CC ] and speculated index [SI]) and edge sharpness-acutance (A) . The classifier performance is compared in terms of the area under the receive operating characteristic (ROC) curve -(A). Higher values of A correspond to a better performance of classifier. Experiments with mammographic tumor and masses show that the best result of 0.9776 is obtained with RBF-SA when RBF parameters such as centers and spread matrix are pre-estimated, which is significantly better than the results obtained with no pre-estimation or only pre-estimation of the RBF centers, which are, 0.7071 and 0.9552 respectively.
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Introduction
Radial base functions (RBF) as network classifier: the design of a classes discriminator can be viewed as solving optimization problem known in statistics as stochastic approximation.
As far as this approach is concerned, the learning process is the same as finding a surface in a multidimensional space that provides the best adaptation of data used for training the classifier.
On the other hand, the ability of generalization of the classifier is like using these multidimensional surfaces to interpolate the data used for testing the classifier. These equivalences are the motivation of using RBF (HAYKIN, 1999) to design neural network that separates classes. In the context of the artificial neural network, the hidden layers provide a set of functions that constitute the bases generators of a multidimensional space. These bases permit the representation of data connected to network input in the space generated on hidden layer (HAYKIN, 1999) . Broomhead and Lowe (1988) were the first researchers to explore the design of neural network using RBF. Other works related to that kind of ensue are: Powell (1985) , Moody and Darken (1989) , Renals (1989) and Poggio and Girosi (1990) . The architecture of a neural network implemented from the RBF has three distinct layers. The first layer is the place where the necessary data for training the network is connected. The second layer is a space that has high dimension when compared to the input layer dimension. The third layer is the output of the network. It is the place where the answers of the network are collected regarding the activations made by input data.
The transformation between input and hidden layer space is nonlinear, while the transformation between hidden and output layer space is linear (COVER, 1965) . It means that the classification of populations nonlinearly separable seems to be linear when the classification is made in a nonlinear multidimensional space (HAYKIN, 1999) . • S1: Three shape factors (F CC , C and SI) computed from 57 ROI (37 benign and 20 malignant).
• S2: Four shape factors (F CC , C, SI and FF)
computed from 57 ROI (37 benign and 20 malignant).
• S3: Four shape factors and edge-sharpness feature (F CC , C, SI, FF and A) computed from 57 ROI (37 benign and 20 malignant).
The proposed RBF-SA method
The proposed RBF-SA method is a classifier that discriminates samples (in the present study, GELATT; VECCHI, 1983; HAYKIN, 1999) .
Typical values used during the pre-optimization are:
• Fatordec = 0.01, 0.1 and 1 for, slow, moderated and fast decay, respectively;
• Itry = 100, 150, 200 etc.
In the second phase, all of the network parameters (x i , σ i , and w i ), including those pre-optimized in the first phase, are completely estimated employing a nonlinear optimization approach, such as the LM method (WILLIAM et al., 1992) .
Experiments and results
Several classification experiments were conducted with up to three sets of features (S1, S2 and S3) and different training strategy with the pro- Table 1 .
The experiments conducted can be summarized as follows:
• Train the classifier with the 57 available sets of values of F CC , C, SI, FF, and A, regarding different approach of optimization, using the classifier parameters as shown in Table 2 . Repeat until the best performance is obtained (by trial and error), using the leave-oneout procedure (KIRKPATRICK; GELATT; VECCHI, 1983; HAYKIN, 1999) . Test the classifier with the same set of features used in the training phase.
• Evaluate the performance of the classifier by using the ROC curve. An ROC curve repre- Table 2 : Results (area under the ROC curve A Z in classifying masses as benign or malignant) of RBF-SA using: Factordec = 0.1, total MetropolisMonte Carlo attempt for, respectively, centers and spread matrix pre-estimating (itry): 100 and 50, k = 0.1, total cooling interaction = 50, T i = 4, 000 and 3, 12-36, and 1 neurons in the input, hidden, and output layers, respectively. 
Discussion
Considering the curves plotted in Figure 1 and the values of A Z shown in Table 2 , the performance of RBF-SA in classifying masses as benign or malignant using features like F CC , C, SI, FF, and A is improved when, at least, one RBF parameter is pre-estimated. As can be seen on Table 2 Table 2 Font: Authors.
lected. The performance of the classifier depends upon the combination of the values of these parameters and the pre-estimated phases.
As mentioned earlier, the RBF-SA method is not only sensitive to the initial values of the training parameters but also to the number of pre-estimated RFB parameters. Its performance when trained with set features S1 with pre-estimation of center and spread matrix (A Z = 0.9776) is better than its performance without pre-estimation phases (A Z = 0.9556) or even without any SA optimization (column one from Table 2 ).
Conclusion
We 
