In this paper we discuss how to use wavelet decompositions to select a regression model. The methodology relies on a minimum description length criterion which is used to determine the number of nonzero coefficients in the vector of wavelet coefficients. Consistency properties of the selection rule are established and simulation studies reveal information on the distribution of the minimum description length selector. We then apply the selection rule to specific problems, including testing for pure white noise. The power of this test is investigated via simulation studies and the selection criterion is also applied to testing for no effect in nonparametnc regression.
INTRODUCTION
11. Outline One of the most common questions arising in statistics is to select an appropriate model for a given dataset. Possible situations include selection of covariates for inclusion in a regression model, selection of the order of an autoregressive model, determination of a particular martingale structure in time series and comparison of regression functions.
In this paper we first discuss a particular methodology for estimating a regression function nonparametrically. The basic ingredients for the methodology are a wavelet decomposition of the unknown function and a rule for selecting the nonzero coefficients in this decomposition. Fan (1996) also relies on wavelet techniques to develop testing procedures. He compares wavelet-based goodness-of-fit tests with classical nonparametric tests, such as the Kolmogorov-Smiraov test and the Cramer-von Mises test, under a variety of alternatives. These comparisons revealed that wavelet-based tests perform in general at least as well as the classical tests, but are more powerful for detecting sharp aberrations and subtle changes in distribution functions. Moreover, for a large variety of functions, wavelet decompositions typically only have a few nonzero coefficients. Hence, such decompositions are very well suited for model selection or testing problems involving these functions.
As a selection criterion we use the minimum description length criterion, proposed by Rissanen (1983 Rissanen ( , 1984 and recently discussed extensively in Saito (1994) . The selection methodology, developed for regression estimation, can be applied to several other situations, such as the testing situations mentioned above, as we illustrate with a few specific domains of applications.
The paper is organised as follows. In § 1-2 we briefly describe the idea of wavelet decomposition and its application in estimating a regression function. In § 2 we discuss the minimum description length criterion and point out how it relates to other commonlyused selection criteria. Some asymptotic properties of the minimum description length selector are provided in § 3. It is quite difficult to determine the distribution of this selector. To gain some insight into this problem some simulation studies are carried through in § 4. In that section we also apply the proposed methodology in some applications. We close with a discussion and some open questions in § 5. A technical report containing all the proofs and an additional application in time series is available from the World Wide Web sites http://www.stat.ucl.ac.be and http://www-lmc.imag.fr/SMS/sms.html.
1-2. Regression model and wavelet decomposition
We consider the fixed design model
with £ ; = (i -l)/N, and where the e/s are independent and identically Jf{ §, a 2 ) distributed. There are several techniques available for estimating the unknown regression function / based on the observations {t u Yi),..., (t N , Y N ) . See the books by Eubank (1988 ), Muller (1988 , HSrdle (1990) , Wahba (1990) , Green & Silverman (1994) and Fan & Gijbels (1996) , among others. In this paper we use wavelet techniques. For an introduction to these techniques and their applications see for example Daubechies (1992) and Meyer (1993) .
We consider the simple model (11) only for convenience. The restriction of working with equidistant fixed design points t t can be dropped, and one can work with the situation where the design points t, are either nonrandom and unequally spaced or random and satisfying some regularity conditions. See for example Antoniadis, Gregoire & McKeague (1994) and Neumann & Spokoiny (1995) .
We assume that the sample size is a power of two, namely N = 2". Here again this restriction is assumed for convenience of presentation, and can be relaxed. See for example McGill & Taswell (1993) and the unpublished 1995 Ph.D. Dissertation 'Wavelets and filter banks' of C. Herley, available via anonymous ftp at ftp.ctr.columbia.edu. In order to develop our theory we will specify some fixed class & of functions to which/is supposed to belong. We shall assume the existence of wavelet decompositions of/and the description of & by wavelet coefficients. Our interest is rather in the compression of the wavelet decomposition. Recall that a wavelet decomposition of a function / defined on R is an expression of the form
where the coefficients aj,r-aj,i(f) depend on /, and the functions i/^, are defined as I/'; > ,(X):=2 ;/2 I/'{2-/ (X-//2-')}, the dyadic dilates (by 2 j ) and translates (by l/V) of a single function \\i called a wavelet. Higher values of j correspond to higher frequency scales or higher resolution features of/. Of course, not every choice of \p allows one to decompose general functions/as in (12). Some examples of functions ip that can be used in (1-2) are the orthogonal wavelets of Meyer (1990) and Daubechies (1992) .
For notational brevity, we will sometimes index the (j, /)th term of (1-2) by a single /. Then, if we denote by 2 the set of all relevant indices, (1-2) can be rewritten as
Our list of candidate models for / in (11) will consist of functions in !F for which the infinite sum (1-2) is replaced by a finite sum in an efficient manner. We can justify this assumption as follows. For a given positive integer K let ~L K denote the nonlinear manifold consisting of all functions S = T, IeA ajij/ I , where the set A consists of at most K indices from arbitrary levels ;. We approximate functions / by elements from Y, K . The error of approximating / in a quasi-normed space 3C is It is now known that with certain conditions on i// we have, for each 0 < p < oo and for a certain range of a, that 
Conversely, we know that any fe L p with this approximation order is in &"~c for all £>0. The proof of (1-4) is provided in Devore, Jawert & Popov (1988) and implicitly gives a numerical algorithm for determining good approximations S e 2, K . Actually, there are two algorithms. The simpler of these chooses the K largest in absolute value coefficients in the decomposition (1-2). Note however that this choice results in constants in the bound of the error of approximation (1-4) that depend on p. According to the above considerations, the assumption that the unknown function / in (11) belongs to E K c^' is not very restrictive in practice, if K is chosen large enough. All of our results are obtained under the assumption that such a finite dimensional model generates the data under discussion. There is no doubt that such an assumption can be weakened, but the derivations of similar results are expected to be much more involved. More discussion on finite-dimensional models versus infinite-dimensional models can be found in § 5.
With this background we are now ready to describe the associated model selection procedure. We start with a large model, K large, which is assumed to be correct, but possibly redundant. We then subsequently eliminate coefficients which appear to be superfluous. The decomposition (1-2) of the function / involves the unknown coefficients Uj yh and in order to estimate / one needs to get access to such unknown coefficients. An approach to this issue is provided in Antoniadis (1994) , who shows that certain coefficients in the decomposition can be approximated by /(//2")/7V*, when using sufficiently regular coiflets as orthogonal compactly supported wavelets. He also determines the error of this approximation under certain smoothness conditions on the underlying function space. The advantage of this approach is that the sampled values /(//2")/iV* can be assessed via the observed values Y l+l , leading to an estimator for/. See Antoniadis (1994) for more details. Here we follow this approach and will, according to the approximation with /(//2")/JV*, work with the data fl N _, = YJ +1 /iV*. By performing the pre-conditioned, intervaladapted, pyramid wavelet transform of Cohen, Daubechies & Vial (1993) to the data f} Nl , one obtains the output vector d, containing the empirical wavelet coefficients. This leads to the following noisy wavelet decomposition of/:
( 1-5) where a {K) e R N denotes the vector of expansion coefficients of / with only its first K coefficients nonzero according to the assumptions on/, and where e,, the components of e, are independent and identically ^T(0, <T 2 /N) distributed. Thus the original formulation of the nonparametric estimation problem (11) is equivalent to the one stated in (1-5).
The model in (1-5) actually reveals a whole class of models, namely all models with a vector <x (K) e R N for which only the first K out of N coefficients are possibly nonzero. Hence this includes all such N-dimensional vectors with only k (O^k^K) nonzero coefficients located somewhere at the first K positions. Problem (1-5), or equivalently problem (11), can be solved by selecting an appropriate model from the above class and for this model estimating the vector of coefficients. Denote by a w such a vector of coefficients, having only k nonzero coefficients at the first K positions. Problem (1-5) then consists of selecting an integer k (O^k^K) and estimating the associated vector of coefficients <x w . In § 2 we explain how to select A: in a data-driven manner, as well as how to estimate a (k \
THE MINIMUM DESCRIPTION LENGTH CRITERION
There are several techniques for model selection, most of which involve estimating risk functions. Some criteria are Mallows' (1973) C p criterion, Akaike's information criterion, known as AIC, and his final prediction error criterion (Akaike, 1970 (Akaike, , 1973 , the prediction sum of squares criterion of Allen (1974) and the Bayesian-type information criterion discussed in Schwarz (1978) . See Nishii (1984) for a brief review of these criteria. Numerical studies comparing the performance of the different selection information criteria can be found in Hashimoto et al. (1981) .
The minimum description length criterion (Rissanen, 1983 (Rissanen, , 1984 ) identifies the best model as the one with the shortest description of the data and the model itself. The description length is defined as the sum of the code length needed for encoding the candidate model and the code length for encoding the data using this particular model. A nice discussion can be found in Saito (1994) . The method has properties different from those of Akaike's information criterion and the final prediction error criterion, and is useful for model selection in general. Saito (1994) also describes how the minimum description length principle can be applied in nonparametric regression, but no consistency issue is considered in his work. We next explain this selection rule in the context of our class of models (1) (2) (3) (4) (5) .
Consider a fixed model k out of the class of models (1-5). Then, an estimator for the vector of coefficients a (t) is given by
Clearly, this minimum is achieved by taking the largest k coefficients, in absolute value, of the observed vector d. Thus we can write
where 6 (k) denotes the operation which keeps the largest k coefficients in absolute value intact and sets all other coefficients equal to zero.
The minimum description length selection algorithm of Saito selects the model for which the approximate minimum description length,
is minimised. Here / is an N x N matrix corresponding to the IV-dimensional identity operator. The above criterion is fully discussed in Saito (1994). The penalty l-5/clog 2 IV may be written as 0-5/c log 2 IV + k log 2 iV, where 0-5k log 2 iV represents the code length for encoding the fractional parts of the k nonzero components of a (t) (Rissanen, 1984) , while k log 2 N is the code length for encoding the position of the k nonzero components. The term 0-5IV arises by writing down the likelihood of this particular model under a Gaussian assumption for the errors. The selected model is the model indexed by (c for which
We refer to k as the AMDL-selector. Note that selection of k not only involves selection of the k largest coefficients in magnitude, but also of their positions, somewhere among the first K positions, in an JV-dimensional vector. This selection criterion is closely related to a generalisation of the information criterion of Schwarz (1978) , used particularly in linear models and models involving time series. To see this, note that the term log 2 ||(/ -6 ik) )d\\ 2 represents the difference between the observed data vector d and the fitted vector a (k) = 6 ik) d, corresponding to the residual from the regression model indexed by k. The generalisation of Schwarz's information criterion would select the model indexed by k for which the quantity N \ogKSS {k) + a N k, is minimised, with RSS (k) the residual sum of squares after fitting model k. The sequence a N > 0 is such that lim^oo a N = + oo and lim N^00 N~1a N = 0. See also Nishii (1984) . Taking a N = 3 log N we see the correspondence between the approximate minimum description length selection rule and the above generalisation of Schwarz's selection rule.
Interestingly, as pointed out by a referee, the approximate minimum description length criterion is also closely connected to the de-noising algorithm of Donoho et al. (1995) , involving hard thresholding of wavelet coefficients. To see this, consider the finite differences of AMDL (k) with respect to k. Denote by \d\ w ^ ... ^ \d\ m the observed data, ordered according to magnitude. For k large enough, it is not difficult to see that these differences behave like This means that, for any k less than (respectively greater than) £, the approximate minimum description length functional decreases (respectively increases), where the optimal value k is the largest k ^ K such that In the discussion of Donoho et al. (1995) , and in particular in the comments by Hastie & Tibshirani, it was also suggested to use a factor higher than 2 in the threshold. This coincides with what we find here.
In § § 3 and 4 we investigate the performance of the above approximate minimum description length selection rule. We first evaluate the quadratic risk and show that it tends to zero as N tends to infinity. In § 4 we first study the distribution of the proposed selector and then apply the selection criterion in a few testing problems.
CONSISTENCY RESULTS FOR THE AMDL-SELECTOR
Recall that there are two important issues in the selection of a particular model indexed by k. First there is selection of the k largest coefficients in absolute value among the first K coefficients, and secondly their positions among these first K positions. For a fixed k we have a whole class of models/-{j l ,..., j k } with j, (i = 1,..., k) referring for example to the position of the ith largest coefficient in magnitude. For a fixed k we denote the class of possible models by J k . Hence, the estimated vector <x (t) defined in (21) can be rewritten. Indeed, note that
say, where we use the notation a(j 1; ... ,j k ) to indicate that we have an N-dimensional vector a with nonzero coefficients only in the positions j lt ..., j k . Thus the second minimisation is a minimisation over all iV-dimensional vectors having nonzero coefficients only in the positions j u ..., j k . Hence, the estimated vector can be written as
Suppose that the model indexed by k 0 and with positions $ = {j 01 ,..., j 0ko } is the true unknown model. Then a (K) is an iV-dimensional vector with only k 0 nonzero coefficients located at the positions j Oi ,..., j 0ko among the first K positions, and a (K) = a (ko) . We assess the goodness of the approximate minimum description length selection criterion in terms of the quadratic risk (k) appears. Shibata (1976) used similar measures of goodness of fit in his study on the selection of the order of an autoregressive model by Akaike's information criterion. Our study of R N and its marginals R N (f) is in the same spirit as the investigation of the risks in Nishii (1984) in the context of selecting variables in a linear multiple regression problem.
We now establish the asymptotic properties of the risk functions. Some extra notation is needed. Consider the set J 2 of all models, including the true model jl, with / CQ nonzero coefficients, namely
Similarly, let J 1 denote the set of all possible models which do not include jo an d are different from $:
Clearly, the set of all models is the union of J 1 and J 2 . Convergence of the risk function R N is established in a few stages. First we study the convergence of the marginal risk R N (f). We shall refer to the following conditions. So far we have shown that the approximate minimum description length selection criterion is consistent and asymptotically efficient. A next step would be to determine the distribution of the AMDL-selector, k, exactly or approximately, but this is in general a difficult task. Attempts to establish the asymptotic distribution of the AMDL-selector using arguments similar to these in Shibata (1976) and Eubank & Hart (1992) did not succeed. Simulation studies in § 4 will shed some light on the distribution. We also show that it is possible to calculate the exact distribution of the selector under the null hypothesis when testing for pure white noise. where c a > 0 will depend on the size of the test. If H o is true, then the above quantity is likely to be minimised at zero. Therefore, the null hypothesis H o is rejected at level a if and only if k^ 1. See also Eubank & Hart (1992) for similar ideas. The constant c x is such that pr J j o (£ = 0)-1 -a. However, in order to determine c a we need to know the distribution of the selector k under the null hypothesis. It can be shown that pr^ (k = k) is continuous and monotone in c a , for any fixed k. Hence, for each 0 < a < 1, there is a unique c a satisfying the above equation. Although exact calculation of the distribution of d under H Q seems possible, it is analytically intractable; see the technical report mentioned in § 11. We approximate the critical values for our test via simulations. The main steps of this simulation study are as follows.
Step 1. For a fixed sample size N, simulate e lt ...,e N and, for a given c a >0, find the AMDL-selector L
Step 2. For the same c a , repeat Step 1 B times, for example B -1000, leading to £, (i = 1,..., B) . Estimate pr^ (fc = 0) by B' 1 £/(£, = 0).
Step 3. Repeat Steps 1 and 2 for a grid of possible values for c a and select c a for whicĥ O)-1-a. (Fan & Gijbels, 1995) . Table 1 summarises the results and reports the empirical levels of our simulation for sample sizes 128 and 256.
4-2. Testing for no effect in nonparametric regression
When studying the relationship between the response variable and a predictor variable, all of the inference is based on the assumption that the response variable actually depends on the predictor variable. Testing for no effect is the same as checking this assumption.
A number of tests are available for the no-effect hypothesis or, more generally, for testing goodness of fit of a linear model. For example, Cox & Koh (1989) and Buckley (1991) used a Bayesian approach to construct such test statistics. Eubank & Spiegelman (1990 ), Muller (1992 , Eubank & Hart (1993) and Chen (1994) used various nonparametric smoothing techniques to find an estimator of the regression function and construct a test statistic for no effect.
Testing for no effect is equivalent to testing that the regression function is a constant. Hence, we rewrite model (11) as
where /? is an unknown constant and g is an unknown function that can be assumed, without loss of generality, to satisfy Jlg(t)dt = O. The null hypothesis H o of no effect is equivalent to H o :g = 0. Since the wavelet \\i has at least one vanishing moment, the constants are within the kernel of the wavelet transform and therefore, if a (J° denotes the wavelet coefficients of /? + g, a (K) = 0 when H o is true. Therefore, here again, the null hypothesis H o will be rejected at level a if and only if k ^ 1.
To ascertain how well a test based on k might work with fixed alternatives we conducted a small-scale simulation experiment. Normal errors were used to generate random samples of sizes 128 and 256 from model (41). Without loss of generality we took /? = 0. The error variance was equal to 1. For the function g in (41) we chose g(t) = p cos(2nvt). Since a = 1, the value used for p can be regarded as a signal to noise ratio, with smaller values indicating increasing difficulty in discriminating H o . We considered the specific choices of a signal to noise ratio, SNR = 05, 1 and 2, in our power study. In order to investigate the sensitivity of the test for various alternatives we consider v = 1, 3 and 9, so that the alternatives will be of higher frequency as v increases.
Critical values for our test with nominal level 005 were all obtained from the approximation used in the previous section. Table 2 contains the empirical powers of our test against the alternative g(t) = p cos(2nvt). Each of these entries correspond to 500 samples of sizes 128 and 256. Standard errors for non-unit entries in Table 2 ranged from 0008 to 00185. Examination of Table 2 shows that the test performs very well for SNR = 2. Even for a small value of this ratio, SNR = 1, say, the test still performs reasonably well. Looking at the rows for v = 3 or v = 9, we find that there is no evidence that the power decreases with v, showing that our test remains sensitive to higher frequency alternatives. Clearly, the power of the test increases with the sample size N as indicated by the asymptotic analysis in § 3. Note that, not surprisingly, the entries of the column with SNR = 0-5 are only slightly above the nominal level of the test.
To study further the performance of our test, we compared the power of our test with Fan's hard and soft thresholding tests for his Examples 1 and 2. As in Fan (1996) , we generated for each example a multivariate normal d ~ N(9,1) of dimension 256 and computed, based on 400 simulations, the power of our test at a sequence of alternatives indexed by m: H: 6 m+J = r\ i (j = 1,..., IQ), 0 } = 0 otherwise, where the nfs are as in Examples 1 and 2 in Fan (1996) . For Example 1 the approximate minimum description length test outperforms both tests, with a power equal to 1, whatever the value of m is. For Example 2, the power of our test remains practically constant at a level 0-82, outperforming the soft thresholding test. Fan's hard thresholding test performs a little better, with a power around 0-9. These results confirm the robustness of our procedure against the locations of large coefficients.
The previous results extend directly to the nonparametric comparison of two regression functions. More precisely, suppose that data y u y 2 ,..., y N are observed according to the model y { = /(t £ ) + e,, where/is a smooth function and e 1 ,e 2 ,-..,e N are independent and identically N(0, a 2 ) distributed, and consider a second set of data z lt ...,z N that obey the model Zi -gitt) + T] h where g is also smooth and the 7/,'s are independent and identically N(0, T 2 ) distributed. It is obvious then that the test for no effect, developed previously, can be used for comparing the two curves, that is for testing the null hypothesis H o : / = g by considering the differences yi -Zt-
DISCUSSION
Our results seem to suggest that, if testing is part of the objective of a regression analysis, then model selection carried out using the approximate minimum description length criterion has some desirable properties. As pointed out by the referees and the associate editor, there is a qualification: in deriving these results we have assumed that the model generating our data is (i) fixed through the asymptotics, (ii) finite-dimensional, (iii) belongs to the class of models being examined. However, these assumptions are at least in general agreement with a number of analyses in the literature. See for example Shibata (1981) , Venter & Steel (1992) and Speed & Yu (1993) . Moreover, as pointed out in § 2, the class of functions tested by our criterion allows us to approximate quite efficiently alternatives composed by complicated functions with inhomogeneous smoothness. Shibata's (1983) results, in the context of linear least squares regression with growth restrictions on the dimension of the candidate models and assuming that the true function is not contained in any of the candidate models, suggest that, by using other model selection criteria such as the final prediction error criterion or Akaike's information criterion, consistency results similar to ours may be obtained in situations where one or more of (i), (ii) and (iii) are dropped. Under such settings, it is known that Schwarz's criterion is not mean asymptotically efficient in the sense of Shibata, and the approximate minimum description length criterion, whose behaviour is similar to that of Schwarz's criterion, does not seem to be the appropriate criterion. However, when the true model is finite, it is known that both Akaike's information criterion and the final prediction error criterion are not consistent, in that they have a positive probability of selecting models that properly include the true model, while Schwarz's criterion and the minimum description length criterion are consistent, which explains the good performance of the approximate minimum description length criterion.
As noted by a referee, Saito's work for nonparametric de-noising incorporates a best basis search with selection of the wavelet packet coefficients by the minimum description length criterion, thus allowing competition among various kinds of approximating bases. While Saito's approach is appropriate for de-noising, its use for testing purposes may be a problem, since the task of searching through a number of bases will lead to inevitable mistakes: bases may look good, but only because of noise fluctuations. The power of our tests, based on the approximate minimum description length criterion for a fixed wavelet basis, is tied to the extent to which the wavelet basis compresses the signal to be tested and this imposes some limitation on the kind of alternatives which can adequately be tested. Note however, that, for many functions having local features such as bumps and discontinuities, whatever regular enough wavelet is used, there are only few large values of wavelet coefficients. See Donoho et al. (1995 ) or Fan (1996 . 
