ABSTRACT This paper presents Detri 2.2, an implementation for Delaunay triangulations of three-dimensional point sets. The code uses a variant of the randomized incremental-ip algorithm, and employs a symbolic perturbation scheme to achieve robustness. The algorithm's time complexity is quadratic in n, the number of input points, and this is optimal in the worst case. However, empirically, we can expect running times roughly proportional to the number of triangles in the nal triangulation, which typically is linear in n. Even though the symbolic perturbation scheme relies on exact arithmetic, the resulting code is e cient in practice. This is mainly due to a careful implementation of the geometric primitives and the arithmetic module. The source code is freely available on the Internet.
Introduction
A triangulation T of a three-dimensional point set S is a collection of nonoverlapping tetrahedra covering the convex hull of S such that each point of S is endpoint of at least one tetrahedron in T . The triangulation is called a Delaunay triangulation of S, denoted by D, if the circumsphere of each tetrahedron t a;b;c;d contains no point of S other than its endpoints p a , p b , p c , and p d . Delaunay triangulations are dual to Voronoi diagrams (also known as Dirichlet tessellations). Both concepts have a long history, going back to the works of Gauss, Dirichlet, and Voronoi 32, 33] , and there are a variety of applications in di erent sciences; for relevant surveys and bibliographies consult, among others, Aurenhammer 1], Dobkin 6] , or Yao 37] . Various 1 approaches for their construction are described in the computational-geometry literature. Naturally, it was the planar case, which was solved rst, but extensions to IR 3 and higher dimensions followed soon. 1 Delaunay triangulations are considered particularly useful for automatic three-dimensional mesh generation, 2 a key problem in scienti c computing, and a robust and e cient implementation is therefore in high demand. A classical lemma by Delaunay 5] implies that a triangulation is (globally) Delaunay if and only if each triangle is locally Delaunay. In three dimensions, a triangle f a;b;c is called locally Delaunay if it either lies on the convex hull, or it is the shared face of two tetrahedra t a;b;c;d and t a;b;c;e , and the circumsphere of t a;b;c;d does not contain point p e . This local characterization of D is the basis for the idea to construct D from some triangulation T using a sequence of local tests, that is, orientation and sphere tests, and local transformations, so-called \ ips." Lawson 25] was the rst to do so, but only for the two dimensional case: he shows that an arbitrary sequence of \edge ips" will transform an arbitrary triangulation into the Delaunay triangulation, after O(n 2 ) ips. Although, his algorithm is not optimal, 3 it is by far the easiest method to implement. Moreover, the idea of ipping can be used to prove several optimality properties of Delaunay triangulations: see, for example, Rajan 28] . Unfortunately, a na ve generalization of the algorithm from two to three dimensions does not work. Starting with an arbitrary triangulation, and using an arbitrary sequence of \ ips," it is possible to obtain a triangulation with triangles that are not locally Delaunay, but cannot be ipped. This was rst reported by Joe 22] . However, the same author derived an alternative procedure which can be proven to always succeed: the \incremental ip" algorithm 21].
Outline. For completeness, section 2 provides a more formal de nition of spatial triangulations using the terminology of simplicial complexes; it also de nes the useful lifting map. Section 3 sketches the main steps of the incremental-ip algorithm; in particular, it speci es what we mean by \ ipping" triangles and edges in three dimensions. It also discusses how the implementation enables randomization by using a simple yet e cient point-location scheme, and which geometric primitives are necessary to achieve all this. Section 4 shows how we can achieve robustness using a symbolic perturbation scheme, without any \perturbation artefacts." Section 5 presents empirical data about the implementation's actual performance. Section 6 remarks on Detri's input/output les and internal data-structure. It closes with ftp references to the freely available code. 
and negative if the determinant is negative. If the points are not a nely independent, the determinant evaluates to zero, and their orientation is not de ned.
Simplicial complexes. Let T be a set of k + 1 points in IR 3 with 0 k 3. If T is a nely independent, its convex hull, conv(T ), forms a k-simplex, denoted by T . The dimension of T is k. The empty set is, by de nition, called a (?1)-simplex. For convenience, we call a 0-simplex a vertex, a 1-simplex an edge, a 2-simplex a triangle, and a 3-simplex a tetrahedron. Note that, if T forms a simplex T , then every subset of T again forms a simplex; it is called a face of T . The empty set and T itself are, by de nition, trivial faces of T .
A collection K of k-simplices, for 0 k 3, is called a (three-dimensional) simplicial complex, if K satis es the following two properties: (i) if 2 K and is a face of , then 2 K, and (ii) if 1 , 2 2 K, then 1 \ 2 is a face of both. Delaunay Triangulations. A three-dimensional simplicial complex K is a (geometric) triangulation of a point set S in IR 3 , if the points of S are the vertices of K and the union of all simplices in K is identical to conv(S). Let T be a triangulation of S, and assume that its tetrahedra obey the so-called \empty-sphere" criterion, namely, a tetrahedron T is part of T if and only if its circumsphere does not enclose nor contain any points of S ? T . Then T = D, the Delaunay triangulation of S.
It turns out that the empty-sphere criterion speci es a unique triangulation of S, provided the points are in general position.
General position assumption. We assume that the points of S are in general position. Here, this means that (1) no four points lie on a common plane, and (2) no ve points lie on a common sphere.
3 Assumption (1) implies that all subsets, T S with jTj = k + 1,and 1 k 3, are a nely independent and form proper k-simplices; (2) assures that D is unique.
Clearly, the general position assumption is not acceptable in practice. However, it simpli es de nitions and algorithms tremendously. And it is justi ed, because we can use a symbolic perturbation scheme (as discussed in section 4) which elegantly \implements" general position even for point sets that are in arbitrary position.
Lifting map. One can use a lifting map to transform, generally speaking, the Delaunay triangulation problem in IR d to the problem of constructing the convex hull in IR d+1 . This idea goes back to Brown 3] ; details on the construction of convex hulls in d dimensions can be found texts like Edelsbrunner 9] . In this paper, we will use the lifting map for d = 2; 3. can be used for illustration. The two triangulations of S 0 correspond to the lower and upper boundary of conv(S 0 U ), which is a fourdimensional simplex. The triangulation corresponding to the lower boundary is the Delaunay triangulation. A ip replaces the triangulation that corresponds to the upper boundary by the one that corresponds to the lower boundary. We distinguish two di erent ways to ip faces that are not locally Delaunay:
1. Let f i;j;k be a triangle in T which is not locally Delaunay, and let t i;j;k;u and t i;j;k;v be the two incident tetrahedra. If the union of the two tetrahedra is convex, then they can be replaced by three tetrahedra: t u;v;i;j , t u;v;j;k , and t u;v;k;i . In other words, we ip a triangle f i;j;k , which is not locally Delaunay, to the edge e u;v , whose three incident triangles are all locally Delaunay. We call this a triangle(-to-edge) ip or 2-3 ip.
2. If there is an edge e u;v in T of degree 3, and none of the three incident triangles are locally Delaunay, then the three incident tetrahedra t u;v;i;j , t u;v;j;k , and t u;v;k;i , can be replaced by two, namely, t i;j;k;u and t i;j;k;v . 4 The new triangle f i;j;k is locally Delaunay. This is called a edge(-to-triangle) ip or 3-2 ip.
Incremental ip algorithm. Unfortunately, the straightforward generalization of Lawson's ip to IR 3 , using the above two local transformations, does not work, see Joe 22] ; however, in a follow-up paper he proves the following lemma 21]: If a single point p is added to the Delaunay triangulation of a point set S in IR 3 , then an arbitrary sequence of ips results in the Delaunay triangulation of S fpg.
Subsequently, Rajan 28] shows that ipping incrementally works in any dimension, but his constructive proof requires a priority queue to nd a speci c sequence of ips. Edelsbrunner and Shah 12] remove this technicality, and also generalize the result to regular triangulations (also known as weighted Delaunay triangulations). In three dimensions, the procedure is as follows. Start with 4 points, and form a tetrahedron; obviously this is the Delaunay triangulation of these points, call it D 4 .
Then perform the following loop. Joe's result assures that this procedure always succeeds. Its time complexity can be shown to be of O(n 2 ), which is worst-case optimal. The argument uses the lifting map and the upper-bound theorem for convex polytopes in four dimensions. 5 The original algorithm sorts the points along the x-axis and incrementally adds them in this order. This scheme has the advantage that adding point p i to D i?1 , and thus forming T i , becomes easy, 6 but it also has the tendency to produce intermediate triangulations of higher complexity than the nal triangulation. 7 This is especially true for degenerate data. 4 If an edge e u;v is incident to three triangles that are not locally Delanuay, then e u;v cannot be part of D; moreover, it implies that t i;j;k;u t i;j;k;v is convex. 5 See 9] for references to the upper-bound theorem for convex polytopes. 6 Hint: point p i will always lie outside D i?1 , and point p i?1 lies on the boundary of D i?1 and will always be visible from p i . 7 A triangulation of n points in IR 3 can have anywhere between O(n) and O(n 2 ) triangles for the very same point set; see, for example 9]. Still, Delaunay triangulations typically only have linear size; see Dwyer 8] . 6 Randomization. Randomizing the algorithm overcomes this: we follow the same procedure as above, only now we add points in a random order. There exists no rigorous expected-time analysis giving a better bound than O(n 2 ), but the arguments in 12] indicate that the expected number of ips is roughly proportional to the expected number of simplices in the nal triangulation. Empirical results with existing implementations justify this; see Facello 15] , but also section 5 here. When adding points in a random order, we can no longer rely on point p i to lie outside D i?1 , and if p i lies inside, then the enclosing tetrahedron needs to be identi ed.
In 12], this point-location problem was solved using a directed acyclic graph storing the history of all ips performed. This history dag serves as the data structure for point location and yields to an algorithm which is elegant and optimal in the worst case. However, the dag needs O(jDj) additional storage, and this severely limits the usefulness of the algorithm in practice. Section 3.1 describes an alternative, which is e cient in practice yet only uses O(1) additional storage.
3.1 A simple point-location scheme Detri 2.2 employs a simple point-location scheme; in lack of a better name, call it the \walk-through" method. We need some terminology to discuss the method and the problem. 
. A more realistic estimate is that the number of steps required to locate p is proportional to n 1 3 (imagine T with vertices on a cubic grid; see also 2, 19] ).
Empirically, it performs even better. This is especially so, if we choose the initial triangle from a random sample of size K = c log(n), for some constant c. Then, we choose a \good" starting triangle according to some fast heuristics. Our implementation selects the closest triangle with respect to the oating-point Euclidean distance function. In comparison to the long-integer arithmetic, necessary for the robust implementation of the geometric primitives (see section 3.3), this is computational inexpensive. With this, there is empirical evidence that the time complexity of the walk-through point-location scheme appears to be close to logarithmic in n. In particular, the average search length is roughly 1=2 of the average search length of the history-dag method, with only O(1) additional space 26].
Flipping link facets
After adding a new point p i to D i?1 , and thus forming T = T i , there will, in general, be triangles in T which are not locally Delaunay. However, these triangles are in some sense local around p i . They are either incident to p i , or part of the \link" of p i . We call a triangle a = T 2 T a link facet of p i if T fp i g is a tetrahedron in T , and denote this by a 2 L(p i ). To transform T to D i , it is su cient to consider only link facets as possible candidates for ipping 12]; moreover, the sequence of ips is arbitrary, and the loop listed below will always terminate with T = D. other than convenience; it could as well be a queue, a priority queue, for example, ordered by the volume of the incident tetrahedra, or a set, allowing random access. 8 Also, when we remove triangles from the triangulation during the ipping process, we mark them as \deleted" and later check the marks when selecting triangles from L. However, in order to avoid duplicates in L, we also mark triangles as \on the list" when they are added to L. 
Geometric Primitives

Robustness
The code is robust in the following sense: if S is in general position, then D is unique and Detri will compute it; if S contains degeneracies, then the computed D will be the Delaunay triangulation for a \slightly" perturbed point set S("). This is achieved by a symbolic perturbation scheme called SoS, Simulation of Simplicity 10].
In a nutshell, SoS works as follows. For each point p i 2 S, its coordinates i;j are replaced by polynomials in ", namely i;j (") = i;j + "(i; j). The "(i; j) terms are themselves short polynomials in ". Depending on the indices i and j, they are chosen in such a way that any determinant in the perturbed coordinates is nonzero; in other words, S(") is in general position. Once a given point set is indexed, the perturbation is xed; the " itself is never speci ed, but is assumed to be arbitrarily small but positive. . This is no longer true for S U ("). In particular, S U (") is no longer necessarily a convex point set. Unfortunately, this happens to be the underlying assumption for the correctness of the algorithm. Fortunately, there is only one (special) case for which S U (") is not convex, namely, if S includes coinciding points p i = p j , for i 6 = j; and it is easy to eliminate such points in a preprocessing step, without changing the overall time complexity to the worse. If, on the other hand, p i 6 = p j , for all i 6 = j, then S U (") is convex, because the unperturbed S U is convex, and the " of the perturbation is assumed to be arbitrarily small. Thus, the \cheap trick" works, and the sphere predicate can be implemented using SoS. Also, it is only fair to mention, that symbolic perturbation is under heated debate in principle; see, for example, Seidel 31] . Moreover, there exist alternative perturbation schemes, which either are more general in their scope, do not require \cheap tricks" as above, or produce theoretically shorter sequences of subdeterminants; see Yap 39, 38] , Knuth 23] , or Emiris and Canny 13, 14], respectively. Still, the original SoS method of 10] is the most \implementable" scheme, and it works well for Delaunay triangulations.
Perturbation Artefacts. Note that SoS does not allow to \selectively" remove certain degeneracies, while retaining others; rather, it fully implements what theoreticians call the \general position" of the input. Moreover, the resulting triangulation is for S(") rather than S. For nondegenerate con gurations in S, this does not matter: simply ignore the "-perturbation and use the original coordinates. However, for certain degeneracies in the data, some postprocessing might be desirable. Consider, for example, coplanar points on the boundary of the convex hull of S. The perturbation will move some of these points o the boundary, while some will remain on it. As a result, the points that were moved inside the convex hull, will be covered by \ at" tetrahedra in D of S("). After ignoring the "-terms of the coordinates, these tetrahedra will be total at, so-called volume-0 slivers. Such slivers may occur quite frequently (for example, with points on a cubic grid more than 1=3 of the tetrahedra are volume-0 slivers) and this might be awkward for certain applications. Fortunately, they can be removed in a postprocessing step, using O(1) time per sliver 26]. Another interesting \side e ect" of the perturbation is that the resulting triangulation is guaranteed not to contain any volume-0 slivers inside the convex hull. 9 In other words, after the above postprocessing, which removes the slivers on the convex hull, the resulting Delaunay triangulation D of S will not contain any volume-0 tetrahedra, no matter what input is given.
Performance
This section takes a look at the performance of Detri 2.2. Actually, all the statistical data presented here is from a predecessor version of the code, Detri 1.2; however, the di erences between the two versions concern mainly the interface; in terms of the core implementation both versions are identical. In the following, we will address the following questions about the program. What is the actual performance of the method? How e cient is the walk-through point-location scheme in practice? How large is the speedup due to randomization? What is the price for the exact arithmetic in SoS?
Hardware. The experiments were run on SiliconGraphics Indigo and Crimson workstations, with 50 Mhz R4000 RISC processors and 48 Mb and 192 Mb of main memory, respectively. The machines were chosen such that their main memory was always large enough for the data and page swapping was not a factor.
Categories of data. We gathered statistics for more than 40 di erent data sets, ranging from n = 318 to n = 26304. The data consist of points in IR 3 , given by their x 1 -, x 2 -, and x 3 -coordinates. We restrict ourselves to 32-bits integer coordinates, but only to compare the performance of the code with other implementations. Detri itself understands coordinates given in x-point format since version 1.2. The performance of the algorithm depends somewhat on the distribution of the points. We tested the code on data from several di erent categories, as listed below. It is interesting to distinguish data according to how degenerate the point set is. This is, in some sense, measured by the mean depth of SoS evaluations. Data sets with a particular high mean depth can be considered as \highly degenerate." (Most degeneracies in our experiments are due to coplanarities.) Data sets with a maximum evaluation depth of 0 are in general position. r Random points. They usually do not display any degeneracies. C Chaotic (or strange) attractors. They are used in computer graphics to model natural phenomena, such as, smoke. 10 Chaotic attractors are essentially \very complex" surfaces with points rendered in a random fashion; see, for example, Pickover 27] . In fact, concerning degeneracies, they behave much like random points, with a mean depth of more or less 0:0; however, two of our chaotic attractors have a maximum depth 2. M Molecular data. These point sets consists of the coordinates of atom centers. They are input data of a \real-life" application in molecular modeling and protein folding. 11 The molecular data used in our experiments does not contain any degeneracies. S Points on surfaces. These include points generated randomly on certain surfaces, for example, on fractal terrains. Some degeneracies exist; maximum depth: 6, means: less then 0:06. V Volumetric data. These are (random) threshold samples of \voxel" data used in volume visualization, where each grid point (x 1 ; x 2 ; x 3 ) has assigned some value f (x 1 ; x 2 ; x 3 ). 12 Volumetric data usually contains many degeneracies; maximum depth: 13, means: less then 0:1. G Geometric models. Such data sets consist of point coordinates derived from geometric models, with all the original connectivity information (that is, edges and triangles) removed. Such models can be found in public domain databases for solid modelers. SoS evaluation depths in Table 2 : CPU cycle distribution for SoS and long-integer arithmetic.
our sample: maximum: 9, with means up to 0:13 R Range data. It consists of random samples taken from images obtained with a laser range nder. 13 The data consists of surfaces of the form x 3 = f (x 1 ; x 2 ), and contains many degeneracies; maximum depth: 11, means up to 0:6. O Other, miscellaneous data. This category contains, for example, the real-life \universe" data, obtained from a simulation of the positions of galaxies within our universe, 14 or point sets on a perfect cubic grid; the latter can be considered a worst-case example in terms of degeneracies; maximum evaluation depth: 13, means of up to 0:98.
Experiments. The code of Detri 1.2 was run several times for each data set (sample size N = 13). The plots in this section show the sample means Y of the corresponding measurements. Their con dence intervals are described in relative terms as a percentage of Y . The con dence level used was 90%. We say a sample mean has a con dence interval of H% if the interval Y ? H%; Y + H%] contains the real mean value with a probability of 90%.
CPU cycle distribution. The rst question to ask is this: \Where do all the cycles go?" Table 1 lists the major procedures of the incremental-ip code and their relative share of the total number of CPU cycles. The percentages were obtained by run-time pro les generated with pixie. 15 Although, the counts will change slightly from data set to data set (and from one randomized run to the next), the variance is only marginal. Table 1 lists the CPU cycle distribution for a typical run. 13 Range data source: F. Stein, Institute for Robotics and Intelligent Systems, USC. 14 The \universe" is due to M. Dyksterhouse, Computer Science Department, UIUC. 15 See SGI's Irix man pages, for example, under http://reality.sgi.com/cgi-bin/getman/. It is not surprising that the majority of the time is spent in procedure flip, see section 3.2. Within this procedure, the tests controlling the loop are the most timeconsuming. This is where the sphere tests are performed which check incoming triangles for local Delaunayhood.
Recall from section 3.3 how the sphere test can be expressed by two determinants, one 5-by-5 one 4-by-4. The actual implementation, however, manages to eliminate the evaluation of the 4-by-4 determinant. After all, it is only a corrective term to check for the orientation of the involved points, and it is possible to implement the incremental ip algorithm such that the orientation of the points, for which the in sphere predicate is called, is always positive. Another substantial amount of time is spent on performing orientation tests; they are needed for the point location and the triangle ips. 16 The implementation of the orientation test, the positive predicate, consists of evaluating a 4-by-4 determinant. Keep in mind that both in sphere and positive are implemented with SoS, and that subdeterminants are occasionally evaluated in order to resolve degeneracies. However, degenerate cases occur with low probability, and the evaluation of k-by-k determinants, with k < 4, typically accounts for less than 0:5% of the total CPU time. Overall, SoS is responsible for roughly 85% of the CPU time; see table 2. The long-integer arithmetic implementing the exact determinant evaluation for SoS accounts for 56% of the CPU time.
Exact arithmetic. We see, that the largest chunk of CPU time is spent for the robust implementation of the geometric primitives; especially, in doing long-integer arithmetic. This is the real overhead of SoS. The code uses its own long-integer module, Lia, which is semidynamic and thus avoids the usual memory-allocation overhead. To this date, Lia appears to be the most e cient long-integer package that is freely available. Empirical comparisons of SoS code versus fast but nonrobust oating-point imple- 16 Recall that edge ips do not need any geometric tests.
14 mentations of the incremental-ip algorithm suggest a slow-down factor between 2.5 and 4.0, assuming input data with coordinates with no more than 32 bits. Moreover, consider the following experiment:
-Run Detri and store the parameters for all determinant evaluations.
-Input these to a di erent code evaluating all speci ed determinants using both long-integer as well as oating-point arithmetic. -Time the di erence. Let t(detri), t(Lia), and t(FP) denote the CPU time needed for the overall execution of Detri 1.2, and for the above long-integer and oating-point evaluations, respectively. The formula t(detri*) = t(detri) -t(Lia) + t(FP) then gives a rough estimate for the running time of a hypothetical oating-point version detri*, which (with some \magic") would produce the correct result. See gures 3 (a) and (b) for the corresponding slow-down factors, observed for the data sets in our sample with n < 16k. 17 The results show that long-integer arithmetic slows down the determinant evaluations by a factor of 11, which leads to an overall slow-down factor for Detri of roughly 3, when compared to the hypothetical oating-point implementation. We believe that this is an adequate price to pay for a compact and robust implementation of a rather involved geometric algorithm. A price, that could be reduced when even more e cient implementations for long-integer arithmetic would be available.
Performance. We now come to the the actual performance of Detri 1.2, and thus Detri 2.2, illustrated by the plots in gure 4. The plotted values constitute the sample means Y of the measurements in question. The corresponding con dence intervals are usually too small to be drawn in the plot. We simply state the worst con dence interval, with respect to the whole sample, in the captions of the gures. Figure 4 (a) plots the actual run-time measurements of Detri 1.2. There is only a slight variance between the data of di erent categories. A high degree of degeneracy does not in uence the total running time too much; this is in sharp contrast to the nonrandomized version of the algorithm. In any case, a positive correlation between the required CPU seconds and the number of necessary primitive operations (that is, the required evaluations of "-determinants) is obvious; see gure 4 (b): this plot shows the total count of 5-by-5 and 4-by-4 minor evaluations. Note that all 5-by-5 determinants occur in in sphere tests, but 4-by-4 minors are due to positive tests and to degenerate in sphere tests. In particular, we observe a high number of evaluations of 4-by-4 determinants for volumetric and range nder data, that is, the highly degenerate data. Plot (c) in gure 4 draws the number of triangle(-to-edge) and edge(-to-triangle) ips, including the number of \skips.". Adding up these numbers results in a runtime independent cost model for the incremental ip method. It measures the number of times the loop of the flip procedure is executed. Figure 4 (d) divides this number of \steps" of the algorithm by n f , the number of triangles in the nal Delaunay triangulation. We see that the performance of the algorithm is sensitive to the size of the output. Within the window of our sample data, we can say that the algorithm never needs more that 1:9n f steps to construct the Delaunay triangulation, and n f is the output size.
Comparing incremental-ip algorithms. a code implementing the incremental-ip using the history dag as described in 12]; the code is due to Facello 15] . Figure 5 shows four plots comparing the three programs, which all use the same set of geometric primitives, implemented with SoS to cope with degeneracies, and the same data structure for the triangulation; they are thus perfectly well comparable. The major di erence between our variant and the one of 12] is that they use a history dag to implement the point location. In contrast to point location with history dag, the walk-through method of section 3.1 does not use any extra memory. This explains the enormous di erence in memory requirements between the two implementations; see gure 5 (a). 18 It is also twice as fast in locating points in the 18 According to personal communications with Facello, a newer version of rdetri (which is now triangulation, provided we employ the \random sample" heuristic to nd a starting triangle relatively close to the query point as discussed. Figure 5 (b) documents this by plotting the \average search length" counting the average number of positive tests required to locate a point with respect to one run. For the data in our experiment, we see that the history dag always performs worse than the walk-through method. However, the latter seems to have a higher variance between the di erent categories of data. In the range below n = 10k, we have poorer performance for data with many points on the boundary of the convex hull and for data with a high count of degeneracies. Beyond n = 10k, three groups with di erent levels of average search length emerge. Random coordinates perform best, followed by chaotic attractors, the highly degenerated range sets of the range nder data perform the worst. A further investigation of the walk-through strategy and its performance would be interesting. The same is true for a better tuning of the size of the random sample to determine a \good" starting point for the search. The current implementation simply chooses the closest triangle out of K = 15 log(n i ) random triangles, with n i the number of points in the current triangulation. This procedure yields reasonable results. The detection of the \good" initial triangle usually accounts for no more that 15% of the time spent in the point-location procedure.
called regtri) could reduce the memory requirements by half; this is still roughly a factor of 2 overhead per triangle.
Of course, point-location itself is not responsible for more that 10% of the total running time of the program; see 21] . However, there is one di erence. Rather than inserting the points sorted along the x 1 -, or some other axis, Detri 1.1 inserts them sorted along some arbitrary direction. We observed that Joe's algorithm performs particularly badly if the data points come in planes orthogonal to the chosen direction in which these points are to be sorted. By choosing this direction in an random fashion, this problem is eased. 19 6 Input, Output, and Availability
Detri reads ASCII input les, where each data line i contains the three coordinates of point p i . The coordinates can be integers or in a user-de ned x-point format; internally, they will always be converted to long-integers. The output is a binary le, containing the \triangle-edge" data structure of the triangulation. This data structure is described in detail in 26]. It is a simpli cation of Dobkin and Laszlo's edge-facet structure 7], specialized for triangulations without duals. It uses 36 bytes per triangle, and fully represents topology and order in a three-dimensional triangulation. The user has the option to either use the binary le of the data structure directly (code for the access functions is provided in the distribution below), or use a run-time option in Detri to dump a list of the triangulation's faces to an ASCII le. The C source code is available via anonymous ftp from cs.uiuc.edu, directory /pub/edels/geometry/. This directory also contains a collection of data sets, as used in the experiments of section 5. Alternatively, the code can be downloaded as part of the three-dimensional Alpha shape software as it is distributed in ftp.ncsa.uiuc.edu, directory /Visualization/Alpha-shape/alpha-2.2/. The Detri distribution includes the above mentioned long-integer module, Lia, and the SoS implementation for the necessary set of geometric primitives.
