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The Use of the lz and lz* Person-Fit Statistics and
Problems Derived From Model Misspecification
Rob R. Meijer
Jorge N. Tendeiro
Department of Psychometrics and Statistics, University of Groningen
We extend a recent didactic by Magis, Raı̂che, and Béland on the use of the lz
and lz* person-fit statistics. We discuss a number of possibly confusing details
and show that it is important to first investigate item response theory model
fit before assessing person fit. Furthermore, it is argued that appropriate
distributions are only a first step for practical use of person-fit statistics.
Keywords: item response theory, person fit, model fit, aberrant response patterns, validity
scales
As all detective stories remind us, many of the circumstances surrounding a crime are
accidental and misleading. Equally, many of the indications to be discerned in bodies
of data are accidental and misleading. To accept all appearances as conclusive would
be destructively foolish, either in crime detection or data analysis. To fail to collect all
appearances because some—or even most—are only accidents would, however, be
gross misfeasance deserving (and often receiving) appropriate punishment.
(Tukey, 1977, p. 3)
In a recent paper in Journal of Educational and Behavioral Statistics, Magis,
Raı̂che, and Béland (2012) provided a didactic on the use of the two person-fit
statistics lz and lz*. Both statistics are standardized likelihood-based statistics that
are used to determine the likelihood of an item score pattern under a specified
item response theory (IRT; Embretson & Reise, 2000) model. We applaud the
use of person-fit statistics in educational and psychological measurement and
we certainly think that a didactic like the one provided by Magis et al. (2012) can
further popularize the use of these statistics. However, we also think that in their
study there were some places where more clarification could help readers when
applying person-fit statistics in practice. The aim of the present study is to add a
number of empirical results for these statistics and to provide some further
suggestions that may guide the further direction of person-fit research.
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The main message in Magis et al. (2012) was to allow researchers to reproduce
the rather complicated calculations for lz* and to show that lz* should be preferred
over lz (Drasgow, Levine, & Williams, 1985) because its distribution has a better
approximation to the assumed standard normal distribution than lz. Although it was
originally suggested that lz followed a standard normal distribution, several studies
showed that this does not hold when an estimated trait value is used (e.g., van
Krimpen-Stoop & Meijer, 2001). Snijders (2001), therefore, proposed an adapted
version of lz denoted lz* that corrects for the estimated trait value. Because Snijders’s
(2001) work was rather technical, in Magis et al. (2012) a useful, more practical,
guide to calculate lz
* was provided. Furthermore, an empirical example was given,
in which the distributions of lz and lz* were compared with the normal distribution
using empirical data of a language assessment test and the 2-parameter logistic
model (2PLM) to describe these data. It is here that some confusion may arise for
practitioners that may want to apply these person-fit statistics. Magis et al. (2012)
showed empirical distributions where the left tail of the distribution of the lz statistic
better fits the standard normal curve than the lz* statistic for larger negative values
than2, and lz* better fits the standard normal for values between2.0 and 1.0. It is
the left tail of the distribution that is most relevant because here are the values that
reflect misfit of an item score pattern with an IRT model. As Magis et al. (2012)
state, the worse fit of the lz* statistic for the extreme values may be due to a general
misfit of the IRT model to these language assessment data. This is plausible because
for the cognitive language assessment data the 3-parameter logistic model (3PLM)
seemed to be more appropriate than the 2PLM. In short, this empirical example is not
very illustrative with respect to the main point Magis et al. (2012)—correctly—
would like to discuss: Use lz* instead of lz. We further clarify how the distributions
of these statistics are behaving using real empirical data, we show the effect of model
misfit, and we further discuss a strategy to apply person-fit statistics in practice.
There are two points we would like to stress before we report our empirical
results. (1) In general, we think that it is a good strategy to first investigate
whether the data can be described in a reasonable way by a particular IRT model.
That is, a researcher should first investigate model and item fit. In Magis et al.
(2012), the 2PLM is chosen to estimate the likelihood functions, but there is
no check on whether the 2PLM gives a reasonable description of the data (at
least, it is not reported). As a result, the misfit of an item score pattern may be
due to the general misfit of the IRT model to the data, or due to unexpected
answering behavior of a particular person. Because model misfit also affects the
distribution of a person-fit statistic as was illustrated in Magis et al. (2012), this is
an important point in practical research projects. (2) There is, in our view, an
essential difference between person fit and item fit. It is fairly easy to remove
an item from a test because it does not fit the model, for example, because of vio-
lations of local independence. However, withholding a test score from a test taker
because the generated score pattern is unlikely under an IRT model is often pro-
blematic. In many test situations, the assessor should then have additional
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information about the underlying reasons of misfit. This does not imply that sam-
pling distributions are not important, but that a good story is perhaps more impor-
tant when applying these statistics in practice. We will elaborate on this below.
Examples
We analyzed two scales of the Dutch Personality Questionnaire–Junior
(Dutch: Junior Nederlandse Persoonlijkheidsvragenlijst, NPV-J; Luteijn, van
Dijk, & Barelds, 2005). The total scale consists of 105 mostly positively formu-
lated items and is intended to determine how adolescents between 9 and 15 years
of age judge their own behavior on five scales. We selected the Inadequacy (IN,
28 items) and the Social Inadequacy (SI, 13 items) scales because these scales
had the best psychometric properties (Weekers & Meijer, 2008). Scoring was
originally done on a 3-point scale (Agree, ?, Disagree) but because the instruc-
tions of the NPV-J discourage the use of the ? response, and because we were
afraid that many adolescents would choose the ? category, we used a 2-point
scale (Agree, Disagree). The answer Agree was scored as 1 and the answer
Disagree was scored as 0. Data were collected from 866 persons who attended
primary and secondary education in the east of the Netherlands.
Data were collected for research purposes, that is, data were only collected for a
project that was aimed at investigating the usefulness of different types of IRT mod-
els to fit personality scores. Thus, the participants had no stakes at filling out the
questionnaires and motivation may have been low for some students. Note that this
is a context that is not uncommon in test practice. For example, when data are col-
lected to assess the quality of a test, or when a test is administered to assess the qual-
ity of a group and not the individual, motivation problems may be present. In fact,
when administering the questionnaires it was clear that some students did not make a
very serious attempt to fill out the questionnaire. Thus, we expected that in this data
set there were patterns that represent random response behavior or other types of
idiosyncratic behavior, for example, choosing the yes answer for each item irrespec-
tive of the content of the item.
Results
From a psychological and data analytical perspective, it is interesting to first
study the distribution of the total scores. Both distributions were positively
skewed: For the IN scale the mean score was 6.23 (SD ¼ 5.19), and for the SI
scale the mean score was 5.01 (SD ¼ 3.17).
Before we show the person-fit statistics distributions, we first report the fit of
the 2PLM. Trait estimates and item parameters were estimated using the program
IRTPRO (Cai, Thissen, & du Toit, 2011). The 2PLM was chosen because it
seems to be a natural choice to describe the answers to a personality question-
naire. In Table 1, the item mean scores (p values), and the a-parameters and
b-parameters are given for the IN scale from the 2PLM together with the S-X2
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item level diagnostics (Orlando & Thissen, 2003); for the SI scale, this informa-
tion is presented in Table 2. For both scales, for almost all items these diagnostics
point at good fit. Furthermore, we inspected the marginal fit and the standardized
local dependence X2 statistic obtained from IRTPRO (see also, Chen & Thissen,
1997). This X2 statistic is computed by comparing the observed and expected fre-
quencies in each of the two-way cross tabulations between responses to each item
and each of the other items. For the IN scale, of the 406 item pairs, there were
only 9 X2 statistics pairs larger than 5 and 1 larger than 10. The IRTPRO manual
suggests that values larger than 5 are in a gray area of fit; values larger than 10
point at a violation of local dependence. For the SI scale, similar results were
obtained.
TABLE 1
IN Scale: Mean Item Scores (p values), Item parameters, and S-X2 Probabilities
Item Mean a Parameter b Parameter Prob. S-X2
In1 .13 1.16 1.97 .69
In4 .24 0.81 1.63 .88
In6 .20 1.03 1.64 .95
In8 .11 2.50 1.47 .74
In13 .15 0.67 2.88 .81
In14 .14 2.30 1.35 .75
In19 .17 0.85 2.12 .66
In28 .06 3.49 1.68 .92
In32 .26 0.90 1.39 .14
In34 .33 1.00 0.86 .76
In36 .19 1.50 1.31 .90
In38 .09 1.61 1.94 .51
In48 .32 1.12 0.86 .99
In50 .30 1.25 0.90 .61
In52 .40 0.86 0.53 .73
In54 .08 2.85 1.65 .64
In57 .28 1.42 0.92 .95
In59 .17 1.29 1.55 .66
In66 .09 2.85 1.58 .92
In70 .33 1.78 0.61 .66
In72 .19 1.13 1.57 .93
In75 .15 2.18 1.30 .67
In91 .11 1.27 2.05 .96
In93 .19 3.11 1.02 .93
In96 .24 1.72 1.00 .77
In98 .56 0.80 –0.33 .31
In100 .50 0.95 0.00 .74
In102 .24 2.17 0.91 .48
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Some further inspection of the characteristics of the IN dataset revealed that
the item b parameters were clustered within a limited range (with one exception
the b parameters were all positive). This results in suboptimal conditions to
classify item scores as aberrant or normal. Meijer, Molenaar, and Sijtsma
(1994) showed that the larger the spread between the item difficulties, the
higher the detection rate. This can easily be understood by realizing that almost
all person-fit statistics weigh the item scores with the item difficulty. When
there is not much spread in the item difficulties, the person-fit values for differ-
ent item score patterns will be similar. In the hypothetical case that all item dif-
ficulties are the same, every configuration of item scores will have the same
likelihood.
The good fit of the 2PLM results in an accurate empirical distribution of the
lz*. In Figure 1A we depicted the person-fit distributions for the IN scale and in
Figure 1B we depicted the distribution for the SI items. Most interesting are the
differences in the left tail of the distributions. In Figure 1B, it can be seen that the
left tail of the lz distribution is too light, whereas the left tail of the lz* distribution
is very close to the standard normal. For example, for a 5% significance level tak-
ing lz* < 1.65, the lz* distribution almost perfectly follows the normal distribu-
tion. The light tail of the lz distribution results in a conservative classification of
misfitting patterns. Note that these results are a good illustration of the superior-
ity of the lz* distribution in contrast to the results presented by Magis et al.
(2012). In Figure 1B, the distributions for the SI subtest are given and similar
conclusions hold as for the IN subtest, although the tail of the lz* distribution
is somewhat lighter than the tail of the normal distribution. Although the SI scale
TABLE 2
SI scale: Mean Item Scores (p values), Item Parameters, and S-X2 probabilities
Item Mean a Parameter b Parameter Prob. S-X2
Si21 .68 1.21 –0.80 .37
Si22 .32 1.04 0.91 .21
Si23 .44 2.32 0.22 .10
Si25 .27 1.38 0.97 .06
Si26 .25 2.03 0.91 .02
Si44 .65 0.44 –1.49 .38
Si51 .24 1.38 1.10 .34
Si62 .45 2.26 0.16 .03
Si79 .19 1.76 1.24 .17
Si80 .35 0.51 1.30 .30
Si85 .50 2.21 0.01 .74
Si89 .53 1.56 –0.08 .31
Si105 .14 1.50 1.65 .79
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only consists of 13 items, the left-tail distribution of lz* is remarkably close to the
normal. To see what happens when we have a very short test, we calculated the
distributions for two scales (Scholastic Competence, SC, and the Physical
Appearance scale, PA) consisting of 6 items each measuring self-concept (see
Meijer, Egberink, Emons, & Sijtsma, 2008). Note that Snijders’s (2001) results
were based on asymptotic theory, that is, based on long tests. As can be seen in
Figures 2A and 2B, for short tests, the distributions are far from the normal
density. As an alternative for short tests, one may use a complete enumeration
procedure, that is, one may calculate the probability for each pattern and obtain
an exact distribution (Molenaar & Hoijtink, 1990; Tendeiro & Meijer, 2012a).
However, it is debatable whether there is enough reliable information in a short
test that warrants the use of inspecting the configuration of item scores.
To study what happens when we fit the wrong IRT model, we restricted all
a-parameters to a constant. Using IRTPRO, all a-parameters were set to 1.29.
Inspecting the item fit of both the IN items and the SI items under this model resulted
in several misfitting items. The effect on the distribution of the person-fit statistics is
shown in Figure 1C. It is interesting to observe that the left tail of both the lz and the
lz* distributions are thicker than when using the 2PLM that better fits the data,
FIGURE 1. A. Distributions of person-fit statistics for the IN subtest (28 items) under
2PLM. B. Distributions of person-fit statistics for the SI subtest (13 items) under 2PLM.
C. Distributions of person-fit statistics for the IN items under 1PLM.
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although for the lz* distribution the differences are not large. The heavier tails reflect
more misfitting response patterns, due to model misfit. Inspecting this figure, it may
be argued that in the left tail the distribution of the lz statistic provides a better
approximation to the normal, but this is because the distribution is inflated due to
many misfitting response patterns due to model misfit. In fact, this figure resembles
the figure in the Magis et al. (2012) paper and illustrates why we should be careful in
classifying item score patterns as aberrant based on the wrong model.
Interpretation of Misfit: The Biggest Challenge
Thus far, we only discussed statistical issues, but the most important issue is
that there is little evidence that person-fit scores mean anything psychologically
or are useful for invalidating scores. In the present study, there was not a large
percentage of persons who filled out the IN or SI scale randomly: The percentage
of extreme negative lz* scores was as expected under the 2PLM. Similar results
were found recently by Ferrando (2011) . One of the few studies that tried to vali-
date person-fit scores was Meijer et al. (2008). They used interviews with both
children and teachers to clarify the meaning of poor person fit. This kind of
research is of critical importance in demonstrating the potential value and valid-
ity of person fit. Another interesting example was given in Conrad et al. (2010)
who identified patients with atypical item score patterns on a depression ques-
tionnaire. These patterns were characterized by high scores on severe indicators
of depression such as high scores on questions about suicidal thoughts and low
scores on less severe indicators of depression like sleeping problems. Of course,
FIGURE 2. A. Distributions of person-fit statistics for the SC scale of the SPPC (6 items).
B. Distribution of person-fit statistics for the PA scale SPPC (6 items).
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we are not against using better statistical tools, but we think that using lz* instead
of lz or similar statistics discussed in Meijer and Sijtsma (2001; see also Klauer,
1995 and Tendeiro & Meijer, 2012b) is only a first step to the more fruitful
research area of person-fit. We need more studies that show how these statistics can
be used to improve educational and psychological measurement. To paraphrase the
motto of this article, ‘‘we need to collect more appearances.’’
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