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Abstract
We consider the dynamics of N interacting bosons initially forming a Bose–Einstein con-
densate. Due to an external trapping potential, the bosons are strongly confined in two
dimensions, where the transverse extension of the trap is of order ε. The non-negative
interaction potential is scaled such that its range and its scattering length are both of
order (N/ε2)−1, corresponding to the Gross–Pitaevskii scaling of a dilute Bose gas. We
show that in the simultaneous limit N →∞ and ε→ 0, the dynamics preserve condensa-
tion and the time evolution is asymptotically described by a Gross–Pitaevskii equation in
one dimension. The strength of the nonlinearity is given by the scattering length of the
unscaled interaction, multiplied with a factor depending on the shape of the confining po-
tential. For our analysis, we adapt a method by Pickl [31] to the problem with dimensional
reduction and rely on the derivation of the one-dimensional NLS equation for interactions
with softer scaling behaviour in [4].
1 Introduction
We consider N identical bosons in R3 interacting through a repulsive pair interaction. The
bosons are trapped within a cigar-shaped potential, which effectively confines the particles in
two directions to a region of order ε. Using the coordinates
z = (x, y) ∈ R1+2 ,
the confinement in the y-directions is generated by a scaled potential 1
ε2
V ⊥
(y
ε
)
, where V ⊥ :
R2 → R and 0 < ε 1. The Hamiltonian describing the system is
H(t) =
N∑
j=1
(
−∆j + 1
ε2
V ⊥
(yj
ε
)
+ V ‖(t, zj)
)
+
∑
1≤i<j≤N
wµ(zi − zj), (1)
where ∆ denotes the Laplace operator on R3 and V ‖ is an additional unscaled external po-
tential. The units are chosen such that ~ = 1 and m = 12 .
The interaction between the particles is described by the potential
wµ(z) = µ
−2w
(
z
µ
)
with µ :=
ε2
N
(2)
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and for some compactly supported, spherically symmetric, non-negative potential w. This
scaling of the interaction describes a dilute gas in the Gross–Pitaevskii regime, which will be
explained in detail below.
We are interested in the dynamics of the system in the simultaneous limit (N, ε)→ (∞, 0).
The state ψN,ε(t) of the system at time t is given as the solution of the N -body Schro¨dinger
equation
i ddtψ
N,ε(t) = H(t)ψN,ε(t) (3)
with initial datum ψN,ε(0) = ψN,ε0 ∈ L2+(R3N ) := ⊗NsymL2(R3). We assume that the bosons
initially form a Bose–Einstein condensate. Mathematically, this means that the one-particle
reduced density matrix γ
(1)
ψN,ε0
of ψN,ε0 ,
γ
(k)
ψN,ε0
:= Trk+1,...,N |ψN,ε0 〉〈ψN,ε0 | (4)
for k = 1, is asymptotically close to a projection |ϕε0〉〈ϕε0| onto a one-body state ϕε0. Because
of the strong confinement, this condensate state factorises at low energies and is of the form
ϕε0(z) = Φ0(x)χ
ε(y) ∈ L2(R3) (see Remark 1c). Here, Φ0 denotes the wavefunction along the
x-axis and χε is the normalised ground state of −∆y + 1ε2V ⊥(yε ). Due to the rescaling by ε,
χε is given by
χε(y) = 1εχ(
y
ε ), (5)
where χ is the normalised ground state of −∆y + V ⊥(y).
In Theorem 1, we show that if the system initially condenses into a factorised state, i.e.
lim
(N,ε)→(∞,0)
TrL2(R3)
∣∣∣γ(1)
ψN,ε0
− |ϕε0〉〈ϕε0|
∣∣∣ = 0
with ϕε0 = Φ0χ
ε and Φ0 ∈ H2(R) (where the limit (N, ε)→ (∞, 0) is taken in an appropriate
way), then the condensation into a factorised state is preserved by the dynamics, i.e. for all
t ∈ R and k ∈ N
lim
(N,ε)→(∞,0)
TrL2(R3k)
∣∣∣γ(k)ψN,ε(t) − |ϕε(t)〉〈ϕε(t)|⊗k∣∣∣ = 0
with ϕε(t) = Φ(t)χε. Moreover, Φ(t) is the solution of the one-dimensional Gross–Pitaevskii
equation
i ∂∂tΦ(t, x) =
(
− ∂2
∂x2
+ V ‖(t, (x, 0)) + b|Φ(t, x)|2
)
Φ(t, x) =: h(t)Φ(t, x) (6)
with Φ(0) = Φ0 and
b = 8pia
∫
R2
|χ(y)|4 dy = 8pia ε2
∫
R2
|χε(y)|4 dy,
where a denotes the scattering length of the unscaled potential w.
To prove Theorem 1, we follow the approach developed by Pickl for the problem without
strong confinement [31], which is outlined in Section 3. To handle the singular scaling of
the interaction, he first shows the convergence for interactions with softer (but still singular)
scaling behaviour, and as a second step uses this result to prove the Gross–Pitaevskii case.
The derivation of the one-dimensional NLS equation for softer scalings of the interaction
combined with dimensional reduction was done in [4]. In the present paper, we extend the
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result from [4] to treat the Gross–Pitaevskii regime. As in [4], the strong asymmetry of
the problem requires non-trivial adjustments to the method by Pickl. A description of the
differences between our proof and [31] is given in Remark 3.
In the remaining part of the introduction, we will first motivate the scaling (2) of the in-
teraction. This scaling is physically relevant since, written in suitable coordinates, it describes
an (N, ε)-independent interaction. Subsequently, we comment on related literature.
We wish to study N three-dimensional bosons in an asymmetric trap, which confines in two
directions to a length scale L⊥ that is much smaller then the length scale L‖ of the remaining
direction1. Hence, we have
L⊥ = εL‖
with ε  1. The transverse confinement on the scale L⊥ is achieved by the potential
1
(L⊥)2V
⊥( ·
L⊥ ), where −∆ + V ⊥ is assumed to have a localised ground state. In the remaining
direction, the system is assumed to be localised in a region of length L‖. The particle density
is thus
%3d ∼ NL‖(L⊥)2 = Nε2(L‖)3 .
To observe Gross–Pitaevskii dynamics in the longitudinal direction in the limit (N, ε) →
(∞, 0), we require the kinetic energy per particle in this direction, Ekin,p.p. ∼ (L‖)−2, to
remain comparable to the total internal energy per particle, i.e. the total energy without the
contributions from the confinement. For a dilute gas, the latter is given by Ep.p. ∼ A%3d [24,
Chapter 2], where A denotes the (s-wave) scattering length of the interaction. The physical
significance of this parameter is the following: the scattering of a slow and sufficiently distant
particle at some other particle is to leading order described by its scattering at a hard sphere
with radius A. Consequently, the length scale determined by A is the relevant length scale for
the two-body correlations. The condition Ekin,p.p. ∼ Ep.p. implies the scaling condition
A
L‖ ∼ ε
2
N . (7)
It seems physically reasonable to fix A ∼ 1 since A describes the two-body scattering process
and should therefore be independent of N and ε. We will call this choice the microscopic frame
of reference. By (7), the length scales of the problem with respect to this frame are given by
L‖ = N
ε2
and L⊥ = Nε , hence both tend to infinity as (N, ε)→ (∞, 0). %3d is of order ε4N−2 and
converges to zero, which shows that we indeed consider a dilute gas. A useful characterisation
of the low density regime is the requirement that the mean (three-dimensional) inter-particle
distance %
− 1
3
3d be much larger than the scattering length, i.e. A
3%3d → 0. The gas is also dilute
with respect to the one-dimensional density %1d ∼ NL‖ because A%1d ∼ ε2 → 0, where %−11d
describes the mean one-dimensional inter-particle distance.
For the mathematical analysis, we follow the common practice to choose coordinates where
the longitudinal length scale L‖ = 1 is fixed. Consequently, L⊥ = ε and the scattering
length shrinks as A = a ε
2
N . This frame of reference arises from the microscopic frame by the
coordinate rescaling z 7→ ε2N z and t 7→ ( ε
2
N )
2t in the Schro¨dinger equation (3), which yields the
rescaled interaction (2). Note that times of order one with respect to this frame correspond
to extremely long times on the microscopic time scale, which relates to the low density of the
gas.
We admit an external field V ‖ varying on the length scale L‖. Consequently, it depends
on (N, ε) with respect to the microscopic frame of reference and is (N, ε)-independent in our
1In this paragraph, the capital letters L‖, L⊥ and A indicate length scales. In Theorem 1 and the remainder
of the paper, we use units where L‖ = 1.
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coordinates. As L‖  A, the external potential is asymptotically constant on the scale of the
interaction and therefore does not affect the scaling condition (7).
Due to this scaling condition, the system always remains within the second of the five
regions defined by Lieb, Seiringer and Yngvason in [25]. In that paper, the authors prove that
the ground state energy and density of a dilute Bose gas in a highly elongated trap can be
obtained by minimising the energy functional corresponding to the Lieb–Liniger Hamiltonian
with coupling constant g = A
ε2
∫ |χ(y)|4 dy [25, Theorem 1.1]. If g%−1 → 0, where % denotes
the mean one-dimensional density, the system can be described as one-dimensional limit of
a three-dimensional effective theory. In particular, if g%−1 ∼ N−2, which is true for our
system due to (7), the ground state is described by a one-dimensional Gross–Pitaevskii energy
functional [25, Theorem 2.2]. The other regions can be reached by scaling A differently.2
It is also instructive to consider softer scaling interactions of the form
wβ(z) := (
N
ε2
)−1+3βw
(
(N
ε2
)βz
)
, (8)
where the scaling parameter β ∈ (0, 1) interpolates between the Hartree (β = 0) and the
Gross–Pitaevskii (β = 1) regime. In this case, the scattering length still scales as (N
ε2
)−1 [9,
Lemma A.1] whereas the effective range of wβ is now of order (
N
ε2
)−β. This means that as
(N, ε)→ (∞, 0), the scattering length becomes negligible compared to the range of the inter-
action, i.e. the two-body correlations become invisible on the length scale of the interaction.
Consequently, the scattering length is well approximated by the first order Born approxima-
tion and the corresponding effective equation is the one-dimensional NLS equation (6) with b
replaced by ‖w‖L1(R3)
∫
R2 |χ(y)|4 dy [4].
Quasi one-dimensional bosons in highly elongated traps have been experimentally probed
[13, 15] and the dynamics of such systems are physically very interesting [11, 20, 27]. The
first rigorous derivation of NLS and Gross–Pitaevskii equations for three-dimensional bosons
using BBGKY hierarchies is due to Erdo˝s, Schlein and Yau [9, 10]. A different approach
was proposed by Pickl [28, 29, 31, 18], who also obtained rates for the convergence of the
reduced density matrices. A third method for the Gross–Pitaevskii case, using Bogoliubov
transformations and coherent states on Fock space, was proposed by Benedikter, De Oliveira
and Schlein [3]. Extending this approach, Brennecke and Schlein [5] recently proved an optimal
rate of the convergence. Several further results concern bosons in one [1, 7] and two [21, 16, 17]
dimensions. The problem of dimensional reduction for the NLS equation was treated by
Me´hats and Raymond [26], who study the cubic NLS equation in a quantum waveguide. In
[2], Ben Abdallah, Me´hats, Schmeiser and Weisha¨upl consider an (n + d)-dimensional NLS
equation subject to a strong confinement in d directions and derive an effective n-dimensional
NLS evolution.
There are few works on the derivation of lower-dimensional time-dependent NLS equations
from the three-dimensional N -body dynamics. Chen and Holmer consider three-dimensional
bosons with pair interactions in a strongly confining potential in one [6] and two [8] directions.
For repulsive interactions scaling with β ∈ (0, 25) in case of a disc-shaped and for attractive in-
teractions with β ∈ (0, 37) in case of a cigar-shaped confinement, they show that the dynamics
are effectively described by two- and one-dimensional NLS equations. In [19], von Keler and
2Let us assume that the external field V ‖ is given by a homogeneous function of degree s > 0 acting only in
the x-direction. The ideal gas case (region 1) is then obtained by the scaling A ε2N−1 and the Thomas–Fermi
case (region 3) by choosing ε2N−1  A  ε2N ss+2 . Also the truly one-dimensional regime can be reached:
A ∼ ε2N ss+2 corresponds to region 4 and A ε2N ss+2 yields a Girardeau–Tonks gas (region 5).
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Teufel prove this for a Bose gas which is confined to a quantum waveguide with non-trivial
geometry for β ∈ (0, 13). In [4], Boßmann considers bosons interacting through a potential
scaling with β ∈ (0, 1), but apart from this in the same setting as here, and shows that the
evolution of the system is well captured by a one-dimensional NLS equation.
Notation. We use the notation A . B to indicate that there exists a constant C > 0
independent of ε,N, t, ψN,ε0 ,Φ0 such that A ≤ CB. This constant may, however, depend on
the quantities fixed by the model, such as V ⊥, χ and V ‖. Besides, we will exclusively use the
symbol ·̂ to denote the weighted many-body operators from Definition 3.2 (see also Remark 2)
and use the abbreviations
⟪·, ·⟫ := 〈·, ·〉L2(R3N ) , ‖·‖ := ‖·‖L2(R3N ) and ‖·‖op := ‖·‖L(L2(R3N )).
2 Main Result
To study the effective dynamics of the many-body system in the limit (N, ε) → (∞, 0), we
consider families of initial data ψN,ε0 along the following sequences (Nn, εn)→ (∞, 0):
Definition 2.1. A sequence (Nn, εn) in N× (0, 1) is called admissible if
lim
n→∞(Nn, εn) = (∞, 0) and limn→∞
ε2+δn
µn
= 0 for µn :=
(
Nn
ε2n
)−1
for some 0 < δ < 25 .
The second condition ensures that the energy gap of order ε−2 above the transverse ground
state χε grows sufficiently fast. In the proof, this will be used to control transverse excitations
into states orthogonal to χε (see also Remark 1e). Since
ε2+δ
µ = Nε
δ → 0,
δ must be strictly positive, otherwise Nεδ → 0 would be impossible.
To formulate our main theorem, we need two different one-particle energies:
• The “renormalised” energy per particle: for ψ ∈ D(H(t) 12 ),
Eψ(t) := 1N ⟪ψ,H(t)ψ⟫− E0ε2 , (9)
where E0 denotes the lowest eigenvalue of −∆y + V ⊥(y). By rescaling, the lowest
eigenvalue of −∆y + 1ε2V ⊥(yε ) is E0ε2 .
• The effective energy per particle: for Φ ∈ H1(R),
EΦ(t) :=
〈
Φ,
(
− ∂2
∂x2
+ V ‖(t, (x, 0)) + b2 |Φ|2
)
Φ
〉
L2(R)
. (10)
Further, define the function e : R→ [1,∞) by
e2(t) := 1+ |EψN,ε0 (0)|+ |EΦ0(0)|+
t∫
0
‖V˙ ‖(s, ·)‖L∞(R3) ds+ sup
i,j∈{0,1}
k∈{1,2}
‖∂it∂jykV ‖(t, ·)‖L∞(R3) . (11)
5
Note that e(t) is for each t ∈ R uniformly bounded in N and ε because we will assume that
Eψ
N,ε
0 (0)→ EΦ0(0) as (N, ε)→ (∞, 0) (see assumption A4 below) and boundedness of V ‖ and
its derivatives (see assumption A3). The function e will be useful because, by the fundamental
theorem of calculus,∣∣EψN,ε(t)(t)∣∣ ≤ e2(t)− 1 and ∣∣EΦ(t)(t)∣∣ ≤ e2(t)− 1 (12)
for any t ∈ R. Note that for a time-independent external field V ‖, it follows that e2(t) . 1 for
any t, hence Eψ
N,ε(t)(t) and EΦ(t)(t) are in this case bounded uniformly in time.
Let us now state our assumptions.
A1 Interaction. Let the unscaled interaction w ∈ L∞(R3,R) be spherically symmetric,
non-negative and let suppw ⊆ {z ∈ R3 : |z| ≤ 1}.
A2 Confining potential. Let V ⊥ : R2 → R such that −∆y + V ⊥ is self-adjoint and has
a non-degenerate ground state χ with energy E0 < inf σess(−∆y + V ⊥). Assume that
the negative part of V ⊥ is bounded and that χ ∈ C2b(R2), i.e. χ is bounded and twice
continuously differentiable with bounded derivatives. We choose χ normalised and real.
A3 External field. Let V ‖ : R × R3 → R such that for fixed z ∈ R3, V ‖(·, z) ∈ C1(R).
Further, assume that for each fixed t ∈ R, V ‖(t, (·, 0)) ∈ H4(R), V ‖(t, ·), V˙ ‖(t, ·) ∈
L∞(R3) ∩ C1(R3) and ∇yV ‖(t, ·),∇yV˙ ‖(t, ·) ∈ L∞(R3).
A4 Initial data. Assume that the family of initial data, ψN,ε0 ∈ D(H(0)) ∩ L2+(R3N ) with
‖ψN,ε0 ‖2 = 1, is close to a condensate with condensate wavefunction ϕε0 = Φ0χε for some
normalised Φ0 ∈ H2(R) in the following sense: for some admissible sequence (N, ε), it
holds that
lim
(N,ε)→(∞,0)
TrL2(R3)
∣∣∣γ(1)
ψN,ε0
− |Φ0χε〉〈Φ0χε|
∣∣∣ = 0 (13)
and
lim
(N,ε)→(∞,0)
∣∣∣EψN,ε0 (0)− EΦ0(0)∣∣∣ = 0. (14)
Theorem 1. Assume that w, V ⊥ and V ‖ satisfy A1 – A3. Let ψN,ε0 be a family of initial data
satisfying A4, let ψN,ε(t) denote the solution of (3) with initial datum ψN,ε(0) = ψN,ε0 and let
γ
(k)
ψN,ε(t)
denote its k-particle reduced density matrix as in (4). Then for any T ∈ R and k ∈ N,
lim
(N,ε)→(∞,0)
sup
t∈[−T,T ]
TrL2(R3k)
∣∣∣γ(k)ψN,ε(t) − |Φ(t)χε〉〈Φ(t)χε|⊗k∣∣∣ = 0 (15)
and
lim
(N,ε)→(∞,0)
sup
t∈[−T,T ]
∣∣∣EψN,ε(t)(t)− EΦ(t)(t)∣∣∣ = 0, (16)
where Φ(t) is the solution of (6) with initial datum Φ(0) = Φ0 and with
b = 8pia
∫
R2
|χ(y)|4 dy . (17)
Here, a denotes the scattering length of w and the limits in (15) and (16) are taken along the
sequence from A4.
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Remark 1. (a) Assumption A4 differs from the corresponding statement in [4] in that we
impose a weaker admissibility condition than the condition ε2/µ → 0 from [4], which
cannot hold for β = 1.
(b) A2 is fulfilled, e.g., by a harmonic potential or by any smooth potential with at least one
bound state below the essential spectrum. According to [14, Theorem 1], A2 implies that
the ground state χ of −∆y +V ⊥ decays exponentially. Thus, χε is indeed exponentially
localised on a scale of order ε. The regularity condition on V ‖(t, (·, 0)) is needed to ensure
the global existence of H2 solutions of (6) (see [4, Appendix A]). Due to assumptions
A1–A3, the operators H(t) are for any t ∈ R self-adjoint on the time-independent domain
D(H) and generate a strongly continuous unitary evolution on D(H).
(c) In [25], it is shown that the ground state of H(0) with a homogeneous external field
V ‖(z, 0) satisfies assumption A4 (Theorem 2.2 and Theorem 5.1). Note that to observe
non-trivial dynamics in this case, it is important that we admit a time-dependent external
potential V ‖.
(d) Our proof yields an estimate of the rate of convergence of (15), which is given in Corol-
lary 3.5. This rate is not uniform in time but, contrarily, depends on it in form of a
double exponential.
(e) Our result is restricted to sequences where εδ  N−1 for some δ ∈ (0, 25) (Assump-
tion A4). Similar conditions appear also in comparable works [4, 6, 8] for β < 1. How-
ever, for the ground state analysis in [25], no analogue of this admissibility condition
is required. On a formal level, together with the result of the strong confinement limit
of the three-dimensional NLS in [2], this suggests that our dynamical result could be
extended to hold without imposing a condition on the rate of convergence of ε. As re-
marked before, in our proof this condition is crucial to control the transverse excitations
by an a priori energy estimate. A possible approach to weaken the condition might be
to replace the transverse ground state χε of the linear operator −∆y + 1ε2V ⊥( ·ε) by the
x-dependent ground state of the nonlinear functional〈
χ˜ε(x, ·),
(
−∆y + 1ε2V ⊥( ·ε) + ε28pia|Φ(x)|2|χ˜ε(x, ·)|2
)
χ˜ε(x, ·)
〉
L2(R2)
and to prove the smallness of transverse excitations by adiabatic-type arguments.
(f) We expect that our proof can be extended to cover systems that are trapped to quantum
waveguides with non-trivial geometry as in [19]. However, this is not straightforward as
a Taylor expansion of the interaction was used in [19] and the kinetic term now includes
an additional vector potential due to the twisting of the waveguide.
(g) Further, we expect the same strategy to be applicable to one-dimensional confining
potentials resulting in effectively two-dimensional condensates. The solution of this
problem is not obvious since many of our estimates depend on the dimension and cannot
be directly transferred. For instance, Green’s function is different in two dimensions and
the ratio of N and ε changes (the corresponding effective range is µ2d = ε/N), making
some key estimates invalid.
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3 Proof of the main theorem
To prove Theorem 1, we must show that the expressions in (15) and (16) vanish in the limit
(N, ε) → (∞, 0) for suitable initial data. Instead of directly estimating these differences, we
follow the approach of Pickl [28, 29, 30, 31]. As one crucial first step, we define a functional
α<ξ : R× L2(R3N )× L2(R3)→ R , (t, ψN,ε, ϕε) 7→ α<ξ (t, ψN,ε, ϕε)
measuring the part of ψN,ε which has not condensed into ϕε. This functional is chosen in
such a way that α<ξ (t, ψ
N,ε(t), ϕε(t)) → 0 is equivalent to (15) and (16). While we roughly
follow [31], the strong asymmetry of the setup and the more singular scaling of the interaction
require a non-trivial adaptation of the formalism. We also heavily rely on the result in [4] for
the case β ∈ (0, 1). The functional α<ξ is constructed as follows:
Definition 3.1. Let ϕ ∈ L2(R3) be of the form ϕ(z) = Φ(x)χ(y) for some Φ ∈ L2(R) and
χ ∈ L2(R2) and let
pϕ := |ϕ〉〈ϕ| and qϕ := 1− pϕ ∈ L (L2(R3)) .
Further, define the orthogonal projections on L2(R3)
pΦ := |Φ〉〈Φ| ⊗ 1L2(R2), qΦ := 1L2(R3) − pΦ,
pχ := 1L2(R) ⊗ |χ〉〈χ|, qχ := 1L2(R3) − pχ .
Note that pϕ = pΦpχ, qΦ/χqϕ = qΦ/χ, qϕ = qχ + qΦpχ and pΦ/χqϕ = pΦ/χqχ/Φ.
These one-body projections are lifted to many-body projections on L2(R3N ) by defining
pϕj := 1⊗ · · · ⊗ 1︸ ︷︷ ︸
j−1
⊗ pϕ ⊗ 1⊗ · · · ⊗ · · ·1︸ ︷︷ ︸
N−j
and qϕj := 1− pϕj for j ∈ {1, . . . , N},
and analogously pΦj , q
Φ
j , p
χ
j and q
χ
j . We will also write p
ϕ
j = |ϕ(zj)〉〈ϕ(zj)|.
Finally, for 0 ≤ k ≤ N , define the symmetrised many-body projections
Pϕk =
(
qϕ1 · · · qϕk pϕk+1 · · · pϕN
)
sym
:=
∑
J⊆{1,...,N}
|J |=k
∏
j∈J
qϕj
∏
l /∈J
pϕl
and Pϕk = 0 for k < 0 and k > N .
Definition 3.2. Let f : N0 → R+0 and d ∈ Z. Using the projections Pϕk from Definition 3.1,
we define the operators f̂ϕ, f̂ϕd ∈ L
(
L2(R3N )
)
by
f̂ϕ :=
N∑
k=0
f(k)Pϕk , f̂
ϕ
d :=
N−d∑
j=−d
f(j + d)Pϕj .
Definition 3.3. For ξ ∈ (0, 12), define the functional
α<ξ : R× L2(R3N )× L2(R3) ⊃ R×D(H
1
2 )× (H1(R)× L2(R2))→ R
by
α<ξ (t, ψ, ϕ = Φχ) := ⟪ψ, m̂ϕψ⟫+ ∣∣∣Eψ(t)− EΦ(t)∣∣∣ ,
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where the weight function m : N0 → R+0 is given by
m(k) :=

√
k
N for k ≥ N1−2ξ,
1
2
(
N−1+ξk +N−ξ
)
else.
For simplicity, we will not explicitly indicate the ξ-dependence of the weight m in the
notation. For the proof of Theorem 1, we will choose some fixed ξ within a suitable range.
The operators Pϕk project onto states with k particles outside the condensate described by
ϕ. Consequently, ⟪ψ, m̂ϕψ⟫ is a weighted measure of the relative number of such particles in
the state ψ. Note that the weight function m is increasing and m(0) ≈ 0, hence only the parts
of ψ outside the condensate contribute significantly to ⟪ψ, m̂ϕψ⟫. For a sequence (ψN )N∈N
of N -body wavefunctions, [4, Lemma 3.2]3 implies that ⟪ψN , m̂ϕψN⟫ → 0 as N → ∞ is
equivalent to the convergence of the one-particle reduced density matrix of ψN to |ϕ〉〈ϕ| in
trace norm or in operator norm. Further, convergence of the one-particle reduced density
matrix implies convergence of all k-particle reduced density matrices. This is summarised in
the following lemma:
Lemma 3.1. Let t ∈ R, k ∈ N, ϕ = Φχ ∈ H1(R) × L2(R2) with Φ and χ normalised. Let
(ψN )N∈N ⊂ L2(R3N ) be a sequence of normalised N -body wavefunctions and denote by γ(k)ψN
the k-particle reduced density matrix of ψN . Then the following statements are equivalent:
(a) lim
N→∞
α<ξ (t, ψ
N , ϕ) = 0 for some ξ ∈ (0, 12),
(b) lim
N→∞
α<ξ (t, ψ
N , ϕ) = 0 for any ξ ∈ (0, 12),
(c) lim
N→∞
Tr
∣∣∣γ(k)ψN − |ϕ〉〈ϕ|⊗k∣∣∣ = 0 and limN→∞ ∣∣∣EψN (t)− EΦ(t)∣∣∣ = 0 for all k ∈ N,
(d) lim
N→∞
Tr
∣∣∣γ(1)ψN − |ϕ〉〈ϕ|∣∣∣ = 0 and limN→∞ ∣∣∣EψN (t)− EΦ(t)∣∣∣ = 0.
The relation between the rates of convergence of α<ξ (t, ψ
N , ϕ) and γ
(1)
ψN
is
Tr
∣∣∣γ(1)ψN − |ϕ〉〈ϕ|∣∣∣ ≤√8α<ξ (t, ψN , ϕ),
α<ξ (t, ψ
N , ϕ) ≤
∣∣∣EψN (t)− EΦ(t)∣∣∣+√Tr ∣∣∣γ(1)ψN − |ϕ〉〈ϕ|∣∣∣+ 12N−ξ.
Proof. [4], Lemma 3.2 and Lemma 3.3.
To prove Theorem 1, we evaluate the functional α<ξ on the solution ψ
N,ε(t) of (3) with
initial datum ψN,ε0 given by assumption A4, the solution Φ(t) of the Gross–Pitaevskii equation
(6) with initial datum Φ0 from A4, and the ground state χ
ε of −∆y + 1ε2V ⊥(yε ) from A2. For
simplicity, we will abbreviate
α<ξ (t) := α
<
ξ
(
t, ψN,ε(t), ϕε(t) = Φ(t)χε
)
.
3Lemma 3.2 in [4] collects different statements somewhat scattered in the literature. The respective proofs
can be found e.g. in [19, 22, 30, 31, 32].
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Due to Lemma 3.1, α<ξ (t)→ 0 is equivalent to (15) and (16); conversely, (13) and (14) imply
α<ξ (0)→ 0. Hence, to prove Theorem 1, it suffices to show the convergence of α<ξ (t)→ 0 for
all t ∈ R.
In [4], the functional α<ξ (t) is used as counting measure for the interaction (8) scaling with
β ∈ (0, 1). For the proof in that case, one first shows an estimate of the kind | ddtα<ξ (t)| .
α<ξ (t) + O(1) and subsequently applies Gro¨nwall’s inequality, using that α
<
ξ (0)→ 0.
For the Gross–Pitaevskii scaling of the interaction, we cannot simply estimate ddtα
<
ξ (t) for
β = 1 because this derivative is not controllable with the methods used in [4]. To understand
why this is the case, let us first give a heuristic argument why the NLS equation with coupling
parameter bβ = ‖w‖L1(R3)
∫
R2 |χ(y)|4 dy is the right effective description for β ∈ (0, 1) but not
for β = 1. To this end, we compute the renormalised energy per particle with respect to the
trial state ψprod(t, z1, ..., zN ) = ϕ
ε(t, z1)ϕ
ε(t, z2) · · ·ϕε(t, zN ), i.e. the state where all particles
are condensed into the single-particle orbital ϕε(t). For simplicity, we will ignore the external
potential V ‖ and drop the time-dependence of ϕε in the notation. Making use of the fact that(−∆y + 1ε2V ⊥(yε )− E0ε2 )χε(y) = 0 and that ϕε is normalised, we obtain
1
N ⟪ψprod, Hψprod⟫− E0ε2
=
〈
Φ(x1), (−∂2x1)Φ(x1)
〉
+ N−12N
∫
dz1|Φ(x1)|2|χ(y1)|2
∫
dz|Φ(x1 − µβx)|2|χ(y1 − µβε y)|2w(z)
→
〈
Φ(x1),
(
−∂2x1 + 12
(∫
|χ(y1)|4 dy1
∫
w(z) dz
)
|Φ(x1)|2
)
Φ(x1)
〉
= EΦβ∈(0,1)
in the limit (N, ε) → (∞, 0), where we have chosen the limiting sequence in such a way that
µβ
ε → 0.4 Here, EΦβ∈(0,1) is the effective energy per particle for β ∈ (0, 1), i.e. it equals (10)
with V ‖ = 0 and b replaced by bβ.
For the Gross–Pitaevskii scaling β = 1, this very argument yields the same one-particle
energy EΦβ∈(0,1), which differs from the correct expression (10) by an error of O(1) as bβ 6= b.
The reason for this error is that for β = 1, the scattering length aµ of wµ is of the same order
as its range µ, i.e. the inter-particle correlations live on the scale of the interaction and thus
decrease the energy per particle by an amount of O(1).
Hence, an initial state ψN,ε0 that is a pure product state is excluded by assumption A4.
This reasoning suggests to include the pair correlations in our trial function. To do so, let us
first recall the definition of the scattering length: the zero energy scattering equation for the
interaction wµ = µ
−2w(·/µ) is given by{(−∆ + 12wµ(z)) jµ(z) = 0 for |z| <∞,
jµ(z)→ 1 as |z| → ∞.
(18)
By [24, Theorems C.1 and C.2], the unique solution jµ ∈ C1(R3) of (18) is spherically sym-
metric, non-negative, non-decreasing in |z| andjµ(z) = 1−
aµ
|z| for |z| > µ,
jµ(z) ≥ 1− aµ|z| else.
(19)
4This condition in [4], called moderate confinement, ensures that the extension ε is always large compared
to the range µβ = (N
ε2
)−β of the interaction wβ . As µ
β
ε
= N−βε2β−1, this is a restriction only for β < 1
2
; in
particular, it is satisfied for β = 1.
10
The number aµ ∈ R is by definition the scattering length of wµ. Equivalently,
8piaµ =
∫
R3
wµ(z)jµ(z) dz. (20)
By the scaling behaviour of (18), we obtain
µ−2
(−∆ + 12w(z)) jµ(µz) = 0
for |z| <∞, hence jµ(z) = j1(z/µ) and
aµ = µa, (21)
where a denotes the scattering length of the unscaled interaction w = w1. From (19) and (21),
one immediately concludes that jµ differs from one by an error of O(1) on suppwµ. Hence,
(20) implies that the first order Born approximation 18pi
∫
wµ(z) dz is no valid approximation
to the scattering length aµ in the Gross–Pitaevskii regime, whereas this approximation was
justified for interactions wβ as in (8) with β ∈ (0, 1).
For practical reasons, we will in the following consider a function f
β˜
which asymptotically
coincides with jµ on suppwµ but is defined in such a way that fβ˜(z) = 1 for |z| sufficiently
large. This is achieved by constructing a potential U
β˜
in such a way that the scattering length
of wµ−Uβ˜ equals zero; fβ˜ is then defined as the scattering solution of wµ−Uβ˜. The advantage
of using f
β˜
instead of jµ is that ∇fβ˜ and 1− fβ˜ have compact support, which is not true for
jµ.
Definition 3.4. Let β˜ ∈ (13 , 1). Define
U
β˜
(z) :=
{
µ1−3β˜a for µβ˜ < |z| < R
β˜
,
0 else,
where R
β˜
is the minimal value in (µβ˜,∞] such that the scattering length of wµ − Uβ˜ equals
zero.
In Section 4.2, we show by explicit construction that a suitable R
β˜
exists and that it is of
order µβ˜. We will abbreviate
U
(ij)
β˜
:= U
β˜
(zi − zj) and w(ij)µ := wµ(zi − zj).
Definition 3.5. Let f
β˜
∈ C1(R3) be the solution of
(
−∆ + 12
(
wµ(z)− Uβ˜(z)
))
f
β˜
(z) = 0 for |z| < R
β˜
,
f
β˜
(z) = 1 for |z| ≥ R
β˜
.
(22)
Further, define
g
β˜
:= 1− f
β˜
.
We will in the sequel abbreviate
g
(ij)
β˜
:= g
β˜
(zi − zj) and f (ij)
β˜
:= f
β˜
(zi − zj).
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Definitions 3.4 and 3.5 imply in particular that∫
R3
(
wµ(z)− Uβ˜(z)
)
f
β˜
(z) dz = 0. (23)
We now repeat the above heuristic estimate for the renormalised energy per particle with
the trial function5 ψcor(z1, ..., zN ) :=
∏N
k=1 ϕ
ε(zk)
∏
1≤l<m≤N fβ˜(zl − zm), where the product
state is overlaid with a microscopic structure characterised by f
β˜
. For V ‖ = 0, this yields
1
N ⟪ψcor, Hψcor⟫− E0ε2
= ⟪∏
k≥1
ϕε(zk)
∏
l<m
f
(lm)
β˜
, (−∂2x1ϕε(z1))
∏
k′≥2
ϕε(z′k)
∏
l′<m′
f
(l′m′)
β˜
⟫
+ (N − 1)⟪∏
k≥1
ϕε(zk)
∏
l<m
f
(lm)
β˜
,
(
−∆1f (12)
β˜
+ 12w
(12)
µ f
(12)
β˜
) ∏
k′≥1
ϕε(z′k)
∏
l′<m′
(l′,m′) 6=(1,2)
f
(l′m′)
β˜
⟫
+ 2(N − 1)⟪∏
k≥1
ϕε(zk)
∏
l<m
f
(lm)
β˜
,
(
∇1ϕε(z1) · ∇1f (12)
β˜
) ∏
k′≥2
ϕε(z′k)
∏
l′<m′
(l′,m′)6=(1,2)
f
(l′m′)
β˜
⟫
+ (N − 1)(N − 2)⟪∏
k≥1
ϕε(zk)
∏
l<m
f
(lm)
β˜
,
(
∇1f (12)
β˜
· ∇1f (13)
β˜
) ∏
k′≥1
ϕε(z′k)
∏
l′<m′
(l′,m′)/∈
{(1,2),(1,3)}
f
(l′m′)
β˜
⟫ .
Very roughly speaking, we may substitute f
β˜
≈ 1 unless we integrate against wµ, which is
peaked on the set where f
β˜
6= 1, or apply the Laplacian to f
β˜
. For the last line, also note that
supp∇f
β˜
⊆ BR
β˜
(0) with R
β˜
= O(µβ˜) (Lemma 4.9), which is for β˜ > 13 negligible compared
to the mean inter-particle distance µ
1
3 . Thus, the measure of the set supp∇1fβ˜(· − z2) ∩
supp∇1fβ˜(· − z3) vanishes sufficiently fast in the limit (N, ε) → (∞, 0). For the second line,
note that (22) implies −∆1f (12)
β˜
+ 12w
(12)
µ f
(12)
β˜
= 12U
(12)
β˜
f
(12)
β˜
. Besides, 1 ≥ f
β˜
≥ 1− aµ1−β˜ on
the support of U β˜ and f
β˜
≈ jµ on the support of wµ (Lemma 4.9). Hence ‖fβ˜Uβ˜fβ˜‖L1(R3) ≈
‖U
β˜
f
β˜
‖L1(R3) ≈
∫
R3 wµ(z)jµ(z) dz = 8piµa according to (23) and (21). Thus, the second line
gives to leading order
N−1
2
∫
dz1|ϕε(z1)|2
∫
dz|ϕε(z1 − z)|2Uβ˜(z)fβ˜(z)→ 4pia
∫
dx1|Φ(x1)|4
∫
dy1χ(y1)|4 ,
and the renormalised energy per particle is consequently given by the correct expression
1
N ⟪ψcor, Hψcor⟫− E0ε2 → 〈Φ(x1),(−∂2x1 + 12 (8pia∫ |χ(y)|4 dy) |Φ(x1)|2)Φ(x1)〉 .
This heuristic argument indicates that the state of the system is asymptotically close to
ψcor. We will therefore modify the counting functional such that p
ϕ
1 p
ϕ
2 · · · pϕN = |ψprod〉〈ψprod|
5Note that this trial function is not normalised. However, a reasoning similar to Lemma 4.10 leads to the
estimate 0 ≤ 1 − ‖ψcor‖2 . Nµ2β˜ . As β˜ > 13 , the normalisation error is thus irrelevant for our heuristic
argument.
12
is replaced by |ψcor〉〈ψcor|, i.e. P0 is replaced by the projection onto the product state overlaid
with a microscopic structure minimising the energy. We substitute in the first term of α<ξ (t)
⟪ψ, m̂ϕεψ⟫ 7→ ⟪ψ,∏
k<l
f
(lk)
β˜
m̂ϕ
ε
∏
r<s
f
(rs)
β˜
ψ⟫ ≈ ⟪ψ, m̂ϕεψ⟫−N(N−1)<⟪ψ, g(12)
β˜
m̂ϕ
ε
ψ⟫ , (24)
where we have used the symmetry of ψN,ε(t) ≡ ψ and expanded the products by writing
f
β˜
= 1− g
β˜
and keeping only the terms which are at most linear in g
β˜
.
This correction in the functional effectively leads to the replacement of wµ by Uβ˜fβ˜ in the
time derivative of the new functional. The underlying physical idea is that the low energy
scattering is essentially described by the s-wave scattering length, hence the scattering at wµ
is to leading order equivalent to the scattering at U
β˜
f
β˜
. The terms containing U
β˜
f
β˜
can be
controlled by the result from [4]; the remainders from this substitution must be estimated
additionally. To understand how the substitution works, let us for simplicity consider the
case N = 2 with V ‖ = 0. The full argument is given in Section 4.4. Abbreviating Z(12) :=
w
(12)
µ − b(|Φ(x1)|2 + |Φ(x2)|2), we obtain
d
dt ⟪ψ, m̂ϕεψ⟫ = i⟪ψ, [Z(12), m̂ϕε ]ψ⟫ = −2=⟪ψ,Z(12)m̂ϕεψ⟫ ,
−2 ddt<⟪ψ, g(12)β˜ m̂ϕεψ⟫ = 2=⟪ψ,(g(12)β˜ [Z(12), m̂ϕε ] + (w(12)µ − U (12)β˜ )f (12)β˜ m̂ϕε
+4∇1f (12)
β˜
· ∇1m̂ϕε
)
ψ⟫.
Adding these expressions and using that g
β˜
= 1−f
β˜
, we observe that the term ⟪ψ,Z(12)m̂ϕεψ⟫
cancels. It remains, among other contributions,
−2=⟪ψ,(U (12)
β˜
f
(12)
β˜
− b
β˜
(|Φ(x1)|2 + |Φ(x2)|2)
)
m̂ϕ
ε
ψ⟫ ,
where wµ is replaced by Uβ˜fβ˜.
Remark 2. To simplify the notation, we will in the following drop the index ϕ in all projections
and (weighted) many-body operators from Definitions 3.1 and 3.2. From now on, p = pΦpχ
ε
always projects onto ϕε(t) = Φ(t)χε, where Φ(t) is the solution of the Gross–Pitaevskii equa-
tion (6) with initial datum Φ0 from A4, and χ
ε is the ground state of −∆y + 1ε2V ⊥(yε ) from
A2.
In our proof, we will use a slightly modified variant of the correction term in (24). The
reason for the modification is that Lemma 3.1 establishes the equivalence of (15) and (16)
with α<ξ (t) → 0, hence we must ensure that the correction term converges to zero in the
limit (N, ε)→ (∞, 0). To make the correction term in (24) controllable, we replace m̂ by the
weighted many-body operator r̂, which is defined as follows:
Definition 3.6. Define the weight functions
ma(k) := m(k)−m(k + 1), mb(k) := m(k)−m(k + 2),
mc(k) := ma(k)−ma(k + 1), md(k) := ma(k)−ma(k + 2),
me(k) := mb(k)−mb(k + 1), mf (k) := mb(k)−mb(k + 2).
The corresponding weighted many-body operators are denoted by m̂], ] ∈ {a, b, c, d, e, f}.
Further, define
r̂ := m̂bp1p2 + m̂
a(p1q2 + q1p2).
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Note that the weight functions m] correspond to discrete derivatives of m, which appear
in the computations when taking commutators with two-body operators such as [Z(12), m̂].
When replacing m̂ by r̂ in (24), we gain an additional projection p1, which allows us to
estimate g
(12)
β˜
p1 instead of g
(12)
β˜
(Lemma 4.10b). This change does not affect the replacement
of wµ by Uβ˜ because [Z
(12), m̂] = [Z(12), r̂ ] by Lemma 4.2c. The modified functional is now
defined as follows:
Definition 3.7.
αξ(t) := α
<
ξ (t)−N(N − 1)<⟪ψN,ε(t), g(12)β˜ r̂ ψN,ε(t)⟫ .
In Proposition 3.2, the time derivative of the new functional αξ(t) is explicitly calculated,
following essentially the steps sketched for N = 2.
Proposition 3.2. Under assumptions A1 – A4,∣∣ d
dtαξ(t)
∣∣ ≤ ∣∣γ<(t)∣∣+ ∣∣γa(t)∣∣+ |γb(t)|+ |γc(t)|+ |γd(t)|+ |γe(t)|+ |γf (t)|
for almost every t ∈ R, where
γ<(t) :=
∣∣∣∣⟪ψN,ε(t), V˙ ‖(t, z1)ψN,ε(t)⟫− 〈Φ(t), V˙ ‖(t, (x, 0))Φ(t)〉L2(R)
∣∣∣∣ (25)
−2N=⟪ψN,ε(t), q1m̂a−1(V ‖(t, z1)− V ‖(t, (x1, 0)))p1ψN,ε(t)⟫ (26)
−N(N − 1)=⟪ψN,ε(t), Z˜(12)m̂ψN,ε(t)⟫, (27)
γa(t) := N
2(N − 1)=⟪ψN,ε(t), g(12)
β˜
[
V ‖(t, z1)− V ‖(t, (x1, 0)), r̂
]
ψN,ε(t)⟫ , (28)
γb(t) := −N=⟪ψ, b(|Φ(x1)|2 + |Φ(x2)|2)g(12)
β˜
r̂ ψ⟫ (29)
−N=⟪ψN,ε(t), (b
β˜
− b)(|Φ(x1)|2 + |Φ(x2)|2) r̂ ψN,ε(t)⟫ (30)
−N(N − 1)=⟪ψN,ε(t), g(12)
β˜
r̂ Z(12)ψN,ε(t)⟫ , (31)
γc(t) := −4N(N − 1)=⟪ψN,ε(t), (∇1g(12)
β˜
) · ∇1r̂ ψN,ε(t)⟫ , (32)
γd(t) := −N(N − 1)(N − 2)=⟪ψN,ε(t), g(12)
β˜
[
b|Φ(x3)|2, r̂
]
ψN,ε(t)⟫ (33)
+2N(N − 1)(N − 2)=⟪ψN,ε(t), g(12)
β˜
[
w(13)µ , r̂
]
ψN,ε(t)⟫ , (34)
γe(t) :=
1
2N(N − 1)(N − 2)(N − 3)=⟪ψN,ε(t), g(12)β˜ [w(34)µ , r̂ ]ψN,ε(t)⟫ , (35)
γf (t) := −2N(N − 2)=⟪ψN,ε(t), g(12)
β˜
[
b|Φ(x1)|2, r̂
]
ψN,ε(t)⟫ . (36)
Here, we have used the abbreviations
Z(ij) := w(ij)µ − bN−1
(|Φ(xi)|2 + |Φ(xj)|2) ,
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Z˜(ij) := U
(ij)
β˜
f
(ij)
β˜
− bβ˜N−1(|Φ(xi)|2 + |Φ(xj)|2),
where
b
β˜
:= lim
(N,ε)→(∞,0)
µ−1
∫
R3
U
β˜
(z)f
β˜
(z) dz
∫
R2
|χ(y)|4 dy.
The first expression γ< equals | ddtα<ξ (t)| with wµ replaced by the interaction Uβ˜fβ˜. The
terms γa to γf collect all remainders resulting from this replacement. Whereas γa arises from
the strong confinement, γb to γf are comparable to the corresponding terms from the problem
without strong confinement in [31].
Proposition 3.3. Let µ be sufficiently small and let assumptions A1 – A4 be satisfied. Then
there exist 56 < d < β˜ <
2
2+δ and 0 < ξ < min{1− β˜, β˜6 } such that for any t ∈ R∣∣γ<(t)∣∣ . e(t) exp{e2(t) + ∫ t
0
e2(s) ds
}(
α<ξ (t) + (Nε
δ)1−β˜ +N−1+β˜+ξ + µd−
1
3
− β˜
2
)
,∣∣γa(t)∣∣ . e3(t) ε2,∣∣γb(t)∣∣ . e3(t)(ε1+β˜ +N−1+β˜+ξ) ,∣∣γc(t)∣∣ . e2(t)N−1+β˜+ξ,∣∣γd(t)∣∣ . e3(t)(ε1+β˜ + (Nεδ)1−β˜+ξ) ,∣∣γe(t)∣∣ . e3(t) ε1+β˜,∣∣γf (t)∣∣ . e2(t) ε.
To control γ<, we first prove that the interaction U
β˜
f
β˜
is of the kind considered in [4] and
subsequently apply [4, Proposition 3.5]. This provides a bound of |γ<(t)| in terms of
⟪ψN,ε(t), m̂ψN,ε(t)⟫+ ∣∣EψN,ε(t)U
β˜
f
β˜
(t)− EΦ(t)U
β˜
f
β˜
(t)
∣∣,
where EψU
β˜
f
β˜
(t) and EΦU
β˜
f
β˜
(t) denote the quantities corresponding to (9) and (10), respectively,
but where wµ is replaced by Uβ˜fβ˜ and b by lim(N,ε)→(∞,0) µ
−1‖U
β˜
f
β˜
‖L1(R3)
∫ |χ(y)|4 dy. The
potential U
β˜
is chosen in such a way that lim(N,ε)→(∞,0)‖Uβ˜fβ˜‖L1(R3) = 8pia, hence EΦ(t) =
EΦU
β˜
f
β˜
(t) but ∣∣∣EψN,ε0U
β˜
f
β˜
(0)− EψN,ε0 (0)
∣∣∣ ∼ O(1). (37)
To explain why one expects the energy difference (37) to be of order one, let us again consider
the trial funciton ψcor. Following the same heuristic reasoning as before (i.e. fβ˜ ≈ 1 unless
we integrate against wµ or apply the Laplacian, fβ˜ ≈ jµ on suppwµ, and fβ˜ ≈ 1 on suppUβ˜),
this difference is to leading order given by
N−1
2
∣∣∣⟪ψcor,(w(12)µ − (Uβ˜fβ˜)(12))ψcor⟫∣∣∣ ∼ N ∣∣∣∣∫ dz1|ϕε(z1)|4 ∫ dz fβ˜(z)2(wµ(z)− Uβ˜(z))∣∣∣∣
(23)∼ µ−1
∫
dz g
β˜
(z)wµ(z)fβ˜(z)
≥ µ−1g
β˜
(µ)
∫
dz wµ(z)fβ˜(z)
(20)∼ 8pia2 ∼ O(1).
15
In the first line, we have substituted z2 7→ z := z2 − z1, approximated ϕε(z1 + z) ≈ ϕε(z1)
for z ∈ supp(wµ − Uβ˜) and used the estimate ‖ϕε‖2L∞(R3) . ε−2 (Lemma 4.5). Further, we
have decomposed f
β˜
= 1− g
β˜
and used that g
β˜
is decreasing in |z|, g
β˜
(µ) ∼ a and g
β˜
≈ 0 on
suppU
β˜
. Note that by (22), this difference between the potential energies equals exactly the
part of the kinetic energy ⟪ψcor, (−∆1)ψcor⟫ that is due to the correlations.
As a consequence of (37), [4, Proposition 3.5] does not immediately provide a bound of
|γ<(t)| in terms of α<ξ (t). However, the energy difference enters merely in the single term in
this proposition6 whose control requires a bound of the kinetic energy ‖∂x1qΦ1 ψN,ε(t)‖. For
interactions wβ scaling with β ∈ (0, 1), one shows that (neglecting some terms that vanish in
the limit)
|Eψwβ (t)− EΦwβ (t)| & ⟪ψ, (−∆1 + 1ε2 (V ⊥(y1ε )− E0ε2 )ψ⟫− ‖Φ′‖2
& ‖∂x1qΦ1 ψ‖2 + (‖∂x1pΦ1 ψ‖2 − ‖Φ′‖2)
≥ ‖∂x1qΦ1 ψ‖2 − ‖Φ′‖2 ⟪ψ, n̂ψ⟫ . (38)
Hence, essentially ‖∂x1qΦ1 ψN,ε(t)‖2 . α<ξ (t) [4, Lemma 4.17], which is why the energy difference
enters the estimate of |γ<(t)|.
Turning back to the Gross–Pitaevskii regime, let us apply (38) to the interaction U
β˜
f
β˜
.
Making use of the fact that EΦ(t) = EΦU
β˜
f
β˜
(t), we obtain
|EψU
β˜
f
β˜
(t)− Eψ(t)|+ |Eψ(t)− EΦ(t)| ≥ |EψU
β˜
f
β˜
(t)− EΦ(t)| & ‖∂x1qΦ1 ψ‖2 − ‖Φ′‖2 ⟪ψ, n̂ψ⟫ .
Since |EψU
β˜
f
β˜
(t)−Eψ(t)| ∼ O(1) already at time zero by (37) and |Eψ(t)−EΦ(t)| ≤ α<ξ (t), we
expect
‖∂x1qΦ1 ψ‖2 . α<ξ (t) +O(1)
for the Gross–Pitaevskii scaling of the interaction. The additional O(1)-contribution arises
because one of the terms7 we have neglegted in (38) is not small for β = 1.
The part of the kinetic energy orthogonal to the condensate ‖∂x1qΦ1 ψ‖ is not small since
the microscopic structure does not vanish in the limit but carries a kinetic energy of order
O(1). This energy is the reason for the factor 8pia in the effective equation, which is O(1)
different from the factor ‖w‖L1(R3) for scalings β ∈ (0, 1) with negligible microscopic structure.
To estimate the one problematic term in γ<(t), one notes that the predominant part of
the kinetic energy is localised around the scattering centers, where the microscopic structure
is non-trivial. Therefore, we define the set A1 (Definition 4.1) as R3N where sufficiently
large balls around the scattering centers are cut out, and show that ‖1A1∂x1qΦ1 ψN,ε(t)‖2 .
|Eψ(t) − EΦ(t)| + ⟪ψN,ε(t), n̂ψN,ε(t)⟫ plus some terms vanishing in the limit (Lemma 4.12).
Subsequently, we adapt the estimate from [4, Proposition 3.5] to this new energy lemma,
making use of the fact that the complement of A1 is very small.
The remainder of the proof consists of estimating the terms γa to γf arising from the
effective replacement of wµ by Uβ˜fβ˜. The key tool for this is our knowledge of the microscopic
structure (Lemma 4.9 and Lemma 4.10).
6It enters in (24) in [4], which is a part of γ
(3)
b in Proposition 3.4. The estimate is given in [4, Section 4.4.4].
7This is the term ⟪ψ, ((N − 1)w(12)µ − b|Φ(x1)|2)ψ⟫. In the proof of Lemma 4.12, we cope with this term
essentially by adding and subtracting the potential Uβ˜ . The term containing the difference wµ − Uβ˜ together
with the part of the kinetic energy close around the scattering centers is non-negative (Lemma 4.9d). The
terms containing Uβ˜ can be shown to vanish in the limit as in (38).
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Remark 3. In principle, we adjust the method from [31] to the situation with strong confine-
ment and to the associated more singular scaling of the interaction. We give a new proof for
Lemma 4.9a-c (concerning the microscopic structure) by exploiting the spherical symmetry of
the scattering problem to reduce it to an ODE and explicitly construct its solution.
The proof of Lemma 4.12 (providing an estimate for the kinetic energy) becomes more in-
volved due to the confinement, since one must show that the positive expression ‖∇y1ψN,ε(t)‖2
compensates not only for a sufficient share of the negative part of ⟪ψN,ε(t), (wµ − Uβ˜)ψN,ε(t)⟫
as in [31] but also for the large negative part of 1
ε2
⟪ψN,ε(t), (V ⊥(y1ε )− E0)ψN,ε(t)⟫.
For the control of γd, we follow [16]. The estimate of γc is different from the problem
without confinement because each ∇ contributes a factor ε−1. To handle this, we prove a new
Lemma 4.11 which provides estimates for ∇g
β˜
, and combine this with the new estimate in
Lemma 4.10e.
The last proposition ensures that the correction term converges to zero as (N, ε)→ (∞, 0),
which is required for the Gro¨nwall argument.
Proposition 3.4. Under assumptions A1 – A4, the correction term in αξ(t) is for all t ∈ R
bounded as ∣∣∣∣N(N − 1)<⟪ψN,ε(t), g(12)β˜ r̂ ψN,ε(t)⟫∣∣∣∣ . ε1+β˜N ξ− β˜2 .
Proof of Theorem 1. From Propositions 3.2 and 3.3, we gather that for sufficiently small µ,
there exist suitable β˜, ξ and d such that∣∣ d
dtαξ(t)
∣∣ . C(t)(α<ξ (t) + (Nεδ)1−β˜+ξ +N−1+β˜+ξ + µd− 13− β˜2)
for almost every t ∈ R. We have simplified the expression by noting that ε1+β˜ < ε <
(Nεδ)1+ξ−β˜ because δ(1 + ξ− β˜) < δ(1 + ξ) < 1 as δ < 25 and ξ < 1− β˜ < 16 . Besides, we have
used the abbreviation
C(t) := e(t) exp
{
e2(t) +
∫ t
0
e2(s) ds
}
. (39)
Recall that e(t) is for each t ∈ R bounded uniformly in N and ε by assumption A4. Let us
introduce the abbreviations
R(t) := −N(N − 1)<⟪ψN,ε(t), g(12)
β˜
r̂ ψN,ε(t)⟫ ,
B := (Nεδ)1−β˜+ξ +N−1+β˜+ξ + µd−
1
3
− β˜
2 .
By Proposition 3.4, |R(t)| < B uniformly in t. αξ(t) +B is thus non-negative and
α<ξ (t) = αξ(t)−R(t) ≤ αξ(t) + |R(t)| . αξ(t) +B,
αξ(t) +B = α
<
ξ (t) +R(t) +B . α<ξ (t) +B,
hence
d
dt(αξ(t) +B) . C(t) (αξ(t) +B)
for almost every t ∈ R. By the differential form of Gro¨nwall’s inequality,
0 ≤ α<ξ (t) . αξ(t) +B .
(
α<ξ (0) +B
)
exp
{
2
∫ t
0
C(s) ds
}
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for all t ∈ R. The sequence (N, ε) is admissible and ξ < 1− β˜, hence lim(N,ε)→(∞,0)B = 0 and
(13) and (14) imply by Lemma 3.1 that
0 ≤ lim
(N,ε)→(∞,0)
(αξ(0) +B) . lim
(N,ε)→(∞,0)
(
α<ξ (0) +B
)
3.1
= 0,
which by Lemma 3.1 concludes the proof.
Corollary 3.5. Let t ∈ R. Then for any ρ ∈ (0, 112),
Tr
∣∣∣γ(1)ψN,ε(t) − |ϕε(t)〉〈ϕε(t)|∣∣∣ . (A(0) +N− 112+ρ + (Nεδ) 312−3ρ)
1
2
exp
{∫ t
0
C(s) ds
}
,
with C(t) as in (39) and where
A(0) :=
∣∣∣EψN,ε0 (0)− EΦ0(0)∣∣∣+√Tr∣∣∣γ(1)
ψN,ε0
− |ϕε0〉〈ϕε0|
∣∣∣.
Proof. Follows from Lemma 3.1 after optimisation over ξ, β˜ and d.
Remark 4. For V ‖ = 0, one obtains ‖Φ(t)‖H2(R) . C(‖Φ0‖H2(R)) uniformly in t, where
C(‖Φ0‖H2(R)) denotes some expression depending only on ‖Φ0‖H2(R) [33, Exercise 3.36]8.
Defining e˜ := 1 + |EψN,ε0 (0)| + |EΦ0(0)| + (C(‖Φ0‖H2(R)))2 in analogy to (11), we obtain the
rate
Tr
∣∣∣γ(1)ψN,ε(t) − |ϕε(t)〉〈ϕε(t)|∣∣∣ . (A(0) +N− 112+ρ + (Nεδ) 312−3ρ)
1
2
exp { e˜ t} ,
where the growth in time is exponential instead of doubly exponential.
4 Proofs of the propositions
4.1 Preliminaries
In this section, we collect some useful lemmata, which are for the most part taken from [4] and
we refer to this work for the proofs. Lemma 4.7 contains additional statements following [31,
Proposition A.2]. We will from now on always assume that assumptions A1 – A4 are satisfied.
Lemma 4.1. Let f : N0 → R+0 , d ∈ Z, ρ ∈ {a, b} and ν ∈ {c, d, e, f}. Then
(a) ‖f̂‖op = ‖f̂d‖op = ‖f̂ 12 ‖2op = sup
0≤k≤N
f(k),
(b) ‖m̂ρ‖op ≤ N−1+ξ, ‖m̂ν‖op . N−2+3ξ and ‖r̂‖op . N−1+ξ,
(c) ‖m̂ρq1ψN,ε(t)‖ . N−1,
(d) ‖f̂ q1q2ψN,ε(t)‖2 . ‖f̂ n̂2ψN,ε(t)‖2.
8To prove this, one observes that the quantity E2(Φ) :=
∫
R
(|∂2xΦ|2 + c1|∂xΦ|2|Φ|2 + c2<((Φ∂xΦ)2) + c3|Φ|6)dx
is conserved for solutions of (6) with V ‖ = 0, where c1, c2 and c3 denote some absolute constants.
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Proof. Assertions (a), (c) and (d) are proven in [4], Lemma 4.1 and 4.4. For part (b), note
that
m′(k) =
{
1
2
√
kN
for k ≥ N1−2ξ,
1
2N
−1+ξ else
and m′′(k) =
{− 1
4
√
k3N
for k ≥ N1−2ξ,
0 else,
where ′ ≡ ddk . Hence |m′(k)| ≤ 12N−1+ξ and |m′′(k)| ≤ 14N−2+3ξ for any k ≥ 0. By the
mean value theorem, this implies e.g. |ma(k)| . N−1+ξ and |mc(k)| . N−2+3ξ. The other
expressions work analogously.
Lemma 4.2. Let f, g : N0 → R+0 be any weights and i, j ∈ {1, . . . , N}.
(a) For k ∈ {0, . . . , N},
f̂ ĝ = f̂g = ĝf̂ , f̂pj = pj f̂ , f̂ qj = qj f̂ , f̂Pk = Pkf̂ .
(b) Define Q0 := pj, Q1 := qj, Q˜0 := pipj, Q˜1 ∈ {piqj , qipj} and Q˜2 := qiqj. Let Sj be an
operator acting only on factor j in the tensor product and Tij acting only on i and j.
Then for µ, ν ∈ {0, 1, 2}
Qµf̂SjQν = QµSj f̂µ−νQν and Q˜µf̂TijQ˜ν = Q˜µTij f̂µ−νQ˜ν .
(c)
[Tij , f̂ ] = [Tij , pipj(f̂ − f̂2) + (piqj + qipj)(f̂ − f̂1)].
Proof. [4], Lemma 4.2.
Lemma 4.3. Let f : N0 → R+0 . Then
(a) Pk, f̂ ∈ C1
(
R,L (L2(R3N )) ) for 0 ≤ k ≤ N ,
(b)
[
−∆yj + 1ε2V ⊥(
yj
ε ), f̂
]
= 0 for 1 ≤ j ≤ N ,
(c) ddt f̂ = i
[
f̂ ,
N∑
j=1
hj(t)
]
,
where hj(t) denotes the one-particle operator corresponding to h(t) from (6) acting on
the jth factor in L2(R3N ).
Proof. [4], Lemma 4.3.
Lemma 4.4. Let Γ,Λ ∈ L2(R3N ) be symmetric in the coordinates {z2, ..., zN}, let r2 and s2
denote operators acting only on the second factor of the tensor product, and let F : R3×R3 →
Rd for d ∈ N. Then
|⟪Γ, r2F (z1, z2)s2Λ⟫| ≤ ‖Γ‖(‖s2F (z1, z2)r2Λ‖2 + 1N−1‖r2F (z1, z2)s2Λ‖2) 12 .
Proof. [4], Lemma 4.7.
Lemma 4.5. The nonlinear equation (6) is well-posed and H2(R) solutions exist globally,
i.e. for any initial datum Φ0 ∈ H2(R), it follows that Φ(t) ∈ H2(R) for any t ∈ R. Besides,
for sufficiently small ε,
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(a) ‖Φ(t)‖L2(R) = 1, ‖Φ(t)‖H1(R) ≤ e(t),
‖Φ(t)‖L∞(R) ≤ e(t), ‖Φ′‖L∞(R) ≤ ‖Φ(t)‖H2(R) . exp
{
e2(t) +
∫ t
0 e
2(s) ds
}
,
(b) ‖ϕε(t)‖L∞(R3) . e(t)ε−1, ‖∇ϕε(t)‖L∞(R3) . e(t)ε−2.
Proof. [4], Lemma 4.8.
Lemma 4.6. Let t ∈ R be fixed and let j, k ∈ {1, ..., N}. Let g : R3×R3 → R and h : R×R→
R be measurable functions such that |g(zj , zk)| ≤ G(zk−zj) and |h(xj , xk)| ≤ H(xk−xj) almost
everywhere for some G : R3 → R, H : R→ R. Then
(a) ‖pjg(zj , zk)pj‖op . e2(t)ε−2‖G‖L1(R3) for G ∈ L1(R3),
(b) ‖g(zj , zk)pj‖op = ‖pjg(zj , zk)‖op . e(t)ε−1‖G‖L2(R3) for G ∈ L2 ∩ L∞(R3),
(c) ‖g(zj , zk)∇jpj‖op . e(t)ε−2‖G‖L2(R3) for G ∈ L2(R3),
(d) ‖h(xj , xk)pΦj ‖op = ‖pΦj h(xj , xk)‖op ≤ e(t)‖H‖L2(R) for H ∈ L2 ∩ L∞(R).
Proof. [4], Lemma 4.9.
Lemma 4.7. Let ε be sufficiently small and t ∈ R be fixed. Then
(a) ‖∂x1pΦ1 ‖op ≤ e(t), ‖∇y1pχ
ε
1 ‖op . ε−1, ‖∂2x1p1‖op ≤ ‖Φ(t)‖H2(R),
‖qχε1 ψN,ε(t)‖ ≤ e(t)ε, ‖∂x1qΦ1 ψ‖ . e(t), ‖∇y1qχ
ε
1 ψ
N,ε(t)‖ . e(t),
‖∂x1ψN,ε(t)‖ ≤ e(t), ‖∇y1ψN,ε(t)‖ . ε−1, ‖∇1ψN,ε(t)‖ . ε−1,
(b)
∥∥∥∥√w(12)µ ψN,ε(t)∥∥∥∥ . e(t)N− 12 ,
(c) ‖w(12)µ ψN,ε(t)‖ . e(t)N 12 ε−2,
(d) ‖p11suppwµ(z1 − z2)‖op = ‖1suppwµ(z1 − z2)p1‖op . e(t)N−
3
2 ε2,
(e) ‖p1w(12)µ ψN,ε(t)‖ . e2(t)N−1,
(f) ‖(V ‖(t, z1)− V ‖(t, (x1, 0)))ψN,ε(t)‖ . e3(t)ε.
Proof. Part (a) is proven in [4, Lemma 4.10.]. E0
ε2
is the smallest eigenvalue of −∆y+ 1ε2V ⊥(yε ),
hence ⟪ψN,ε(t), (−∆y1 + 1ε2V ⊥(y1ε )− E0ε2 )ψN,ε(t)⟫ ≥ 0. This implies (b) as
e2(t) ≥ |EψN,ε(t)(t)| ≥ N−12
∥∥∥√w(12)µ ψN,ε(t)∥∥∥2 − ‖V ‖(t)‖L∞(R3) & N‖√w(12)µ ψN,ε(t)‖2 − e2(t).
For part (c), observe that
‖w(12)µ ψN,ε(t)‖ ≤ ‖wµ‖
1
2
L∞(R3)
∥∥∥√w(12)µ ψN,ε(t)∥∥∥ . µ−1e(t)N− 12 .
Assertion (d) follows from Lemma 4.6b because ‖1suppwµ‖2L2(R3) . µ3. Part (e) is a conse-
quence of
‖p1w(12)µ ψN,ε(t)‖ = ‖p11suppwµ(z1 − z2)w(12)µ ψN,ε(t)‖ ≤ ‖p11suppwµ(z1 − z2)‖op‖w(12)µ ψN,ε(t)‖.
Finally, (f) is proven in [4, Lemma 4.11].
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Lemma 4.8. Let ψ ∈ L2+(R3N ) be normalised and f ∈ L∞(R). Then∣∣∣⟪ψ, f(x1)ψ⟫− 〈Φ(t), fΦ(t)〉L2(R)∣∣∣ . ‖f‖L∞(R) ⟪ψ, n̂ψ⟫ .
Proof. [4], Lemma 4.6.
4.2 Microscopic structure
In this section, we prove some important properties of the solution f
β˜
of the zero-energy
scattering equation (22) and of its complement g
β˜
.
Lemma 4.9. Let f
β˜
as in Definition 3.5, jµ as in (18) and Rβ˜ as in Definition 3.4. Then
(a) f
β˜
is a non-negative, non-decreasing function of |z|,
(b) f
β˜
(z) ≥ jµ(z) for all z ∈ R3 and there exists κβ˜ ∈
(
1, µ
β˜
µβ˜−µa
)
such that for |z| ≤ µβ˜,
f
β˜
(z) = κ
β˜
jµ(z),
(c) R
β˜
. µβ˜.
(d) ‖1|z1−z2|<Rβ˜∇1ψ‖2 +
1
2 ⟪ψ, (w(12)µ − U (12)β˜ )ψ⟫ ≥ 0 for any ψ ∈ D(∇1).
Proof. We prove this Lemma by explicitly constructing a spherically symmetric, continuously
differentiable solution f
β˜
of (22). This solution is unique by [12, Chapter 2.2, Theorem 16].
Consider f˜ : R+0 → R with
f˜(r) := rf
β˜
(r), (40)
where r := |z|. f
β˜
∈ C1(R3) solves (22) precisely if f˜ solves the corresponding ODE
f˜ ′′(r) = 12
(
wµ(r)− Uβ˜(r)
)
f˜(r) for 0 < r < R
β˜
,
f˜(r) = r for r ≥ R
β˜
,
f˜(r) = 0 for r = 0,
(41)
where ′ ≡ ddr . Analogously, (18) is equivalent to
j˜′′(r) = 12wµ(r)j˜(r) for 0 < r < µ,
j˜(r) = r − µa for r ≥ µ,
j˜(r) = 0 for r = 0,
(42)
where j˜ : R+0 → R+0 is defined as j˜(r) := rjµ(r) and depicted in Figure 1.
For 0 ≤ r ≤ µβ˜, f˜ ′′(r) = 12wµ(r)f˜(r) and f˜(0) = 0. Clearly, both conditions are fulfilled
by the choice f˜κ(r) = κ j˜(r) for some κ ≥ 1. Consequently,
f˜κ(µ
β˜) = κ(µβ˜ − µa) and f˜ ′κ(µβ˜) = κ. (43)
For µβ˜ < r < R
β˜
, f˜κ solves f˜
′′
κ (r) = −12Uβ˜(r)f˜κ(r) and is subject to the boundary condi-
tions (43). As U
β˜
is constant over this region, the solution for µβ˜ < r < R
β˜
is
f˜κ(r) = κ
[
A sin(ur) +B cos(ur)
]
,
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Figure 1: Construction of the solution f˜κ
β˜
of (41). The lower black curve represents the
solution j˜ of (42), the dashed graphs mark the straight lines r and r − µa. The functions
f˜1 and f˜κ2 drawn in grey are exemplary members of the one-parameter family {f˜κ}κ≥1 with
1 < κ1 < κ2. For 0 < r < µ
β˜, f˜κ(r) = κj˜(r) is a multiple of j˜(r). This implies in particular
that f˜κ(r) is a straight line with slope κ for µ < r < µ
β˜. In the region r > µβ˜, f˜κ is concave.
The solution to (41) must become tangential to the straight line r at some point r > µβ˜,
which will be called R
β˜
. It is clear that f˜1 and f˜κ1 will not touch the straight line r (at least
not before they decrease and increase again). Contrarily, f˜κ2 already intersects r at µ and is
therefore ruled out as well. As the family is strictly increasing in κ, there must be a curve
in between f˜1 and f˜κ2 that is tangential to r at some point. This is the solution f˜κβ˜ of (41),
drawn in black.
where u :=
√
1
2aµ
1−3β˜ and
A :=
(
(µβ˜ − µa) sin(µβ˜u) + u−1 cos(µβ˜u)
)
,
B :=
(
(µβ˜ − µa) cos(µβ˜u)− u−1 sin(µβ˜u)
)
,
i.e. A and B depend on the quantities µ, a and µβ˜ but are independent of κ. The two
parameters κ and R
β˜
must be chosen such that
f˜κ(Rβ˜) = Rβ˜ and f˜
′
κ(Rβ˜) = 1. (44)
Denote the position of the first maximum of f˜κ by rmax. Clearly, rmax is independent of κ.
R
β˜
is defined as the minimal value where the scattering length of wµ − Uβ˜ equals zero. This
means
R
β˜
:= min{r ∈ (µβ˜, rmax] : f˜κ(r) = r and f˜ ′κ(r) = 1},
i.e. R
β˜
is defined as the first value of r where f˜κ is tangential to the straight line f˜(r) = r.
This implies in particular that f˜κ is increasing. Clearly, Rβ˜ depends on κ, hence it remains to
prove that suitable κ, R
β˜
exist. To this end, consider the one-parameter family {f˜κ}κ≥1.
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• For κ = 1, we have f˜1(r) = j˜(r) ≤ j˜(µβ˜) = µβ˜ − µa for r ≤ µβ˜. As f˜1 is concave for
µβ˜ < r < R
β˜
, this implies f˜1(r) < r for all r ∈ (µβ˜, rmax]. Consequently, the choice
κ = 1 cannot be a solution of (41).
• On the other hand, κ = µβ˜
µβ˜−µa > 1 can neither yield a solution because in this case,
f˜κ(µ
β˜) = µβ˜ and f˜ ′κ(µβ˜) > 0, hence f˜κ > r for all r ∈ (µβ˜, rmax].
• Since f˜κ(r) = κf˜1(r), the one-parameter family is strictly increasing in κ. Together with
f˜κ(r) < r for κ = 1 and f˜κ(r) > r for κ ≥ µβ˜
µβ˜−µa , this implies that there must be a
unique κ
β˜
∈ (1, µβ˜
µβ˜−µa) such that f˜κβ˜ satisfies (44).
To obtain an upper bound for R
β˜
, recall that f˜κ
β˜
is increasing and, by construction, C2 in
[µβ˜, R
β˜
], hence
κ
β˜
− 1 = f˜ ′κ
β˜
(µβ˜)− f˜ ′κ
β˜
(R
β˜
) = −
R
β˜∫
µβ˜
f˜ ′′κ
β˜
(r) dr = 12aµ
1−3β˜
R
β˜∫
µβ˜
f˜κ
β˜
(r) dr
≥ 12aµ1−3β˜ f˜κβ˜ (µβ˜)(Rβ˜ − µβ˜) & κβ˜µ1−3β˜(µβ˜ − µa)(Rβ˜ − µβ˜).
With
κ
β˜
−1
κ
β˜
< µa
µβ˜
. µ1−β˜, this yields
R
β˜
− µβ˜ .
κ
β˜
− 1
κ
β˜
(µβ˜ − µa)
µ−1+3β˜ . µ
2β˜
µβ˜ − µa
=
µβ˜
1− µa
µβ˜
. µβ˜
for sufficiently small µ. Due to the respective properties of f˜κ
β˜
, it is immediately clear that
f
β˜
is non-negative, that f
β˜
≥ jµ and that fβ˜(z) = κβ˜ jµ(z) for |z| ≤ µβ˜. To see that fβ˜ is
non-decreasing, observe that for µβ˜ ≤ r ≤ R
β˜
, f˜ ′κ
β˜
(R
β˜
) ≤ f˜ ′κ
β˜
(r) as f˜κ
β˜
is concave, hence
1 = f˜ ′κ
β˜
(R
β˜
) ≤ f˜ ′κ
β˜
(r) = r(f
β˜
)′(r) + f
β˜
(r) ≤ r(f
β˜
)′(r) + 1
for µβ˜ ≤ r ≤ R
β˜
as f
β˜
(r) = r−1f˜κ
β˜
(r) ≤ 1. Thus (f
β˜
)′(r) ≥ 0 for all r ≥ 0.
Finally, for the proof of part (d), we refer to [31, Lemma 5.1(3)] and the analogous two-
dimensional statement in [16, Lemma 7.10]. The idea of the proof is the following: one
shows first that the one-particle operator HZn := −∆ + 12
∑
zk∈Zn(wµ − Uβ˜)(· − zk) is for
each n ∈ N a positive operator, where Zn is an n-elemental subset of R3 such that BR
β˜
(zk)
are pairwise disjoint for any two zk ∈ Zn. This first assertion follows from the definition
of f
β˜
and from the fact that if the ground state energy of HZn was negative, the ground
state would be strictly positive. The next step is to prove that the quadratic form Q(ψ) :=
‖1|·|≤R
β˜
∇ψ‖2 + 12
〈
ψ, (wµ − Uβ˜)ψ
〉
for ψ ∈ H1(R3) is nonnegative. Assuming that there
exists a ψ˜ such that Q(ψ˜) < 0, one constructs a set Zn and a function χR ∈ H1(R3) such that〈
χR, H
ZnχR
〉
< 0 for some n, contradicting the positivity of HZn which holds for all n ∈ N.
The function χR is constructed in such a way that the part of
〈
χR, H
ZnχR
〉
inside a ball with
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radius R containing a sufficiently large neighbourhood of Zn equals nQ(ψ˜) < 0. The decay of
χR outside the ball is chosen such that its positive kinetic energy is not large enough to cancel
this negative term for sufficiently large n.
The next two lemmata provide estimates for expressions containing g
β˜
or ∇g
β˜
.
Lemma 4.10. For g
β˜
as in Definition 3.5 and sufficiently small ε,
(a) |g
β˜
(z)| . µ|z| ,
(b) ‖g
β˜
‖L2(R3) . ε2+β˜N−1−
β˜
2 , ‖p1g(12)
β˜
‖op = ‖g(12)
β˜
p1‖op . e(t)ε1+β˜N−1−
β˜
2 ,
(c) ‖g(12)
β˜
ψN,ε(t)‖ . εN−1,
(d) ‖p11supp g
β˜
(z1 − z2)‖op = ‖1supp g
β˜
(z1 − z2)p1‖op . e(t)ε−1+3β˜N− 32 β˜,
(e) ‖1supp g
β˜
(z1 − z2)ψN,ε(t)‖ . e(t)ε2β˜− 23N−β˜.
Proof. By Lemma 4.9b, f
β˜
(z) ≥ jµ(z), hence
g
β˜
(z) = 1− f
β˜
(z) ≤ 1− jµ(z) ≤ µa|z|
and, since supp g
β˜
⊆ {z ∈ R3 : |z| ≤ R
β˜
. µβ˜},
‖g
β˜
‖2L2(R3) =
∫
|z|≤R
β˜
|g
β˜
(z)|2 dz . µ2
∫
|z|.µβ˜
1
|z|2 dz . µ
2+β˜.
The second part of (b) then follows immediately from Lemma 4.6b. For part (c), observe that
‖g(12)
β˜
ψ‖ . µ‖ 1|z1−z2|ψ‖ and∥∥∥ 1|z1−z2|ψ∥∥∥2 = ∫
R3(N−1)
dzN ··· dz2
∫
R3
dz1ψ(z1, ..., zN )
(
∇1 · z1−z2|z1−z2|2
)
ψ(z1, ..., zN )
= −2<⟪∇1ψ, z1−z2|z1−z2|2ψ⟫ ≤ 2‖∇1ψ‖ ∥∥∥ 1|z1−z2|ψ∥∥∥ .
Consequently,
‖g(12)
β˜
ψN,ε(t)‖ . µ‖∇1ψN,ε(t)‖
4.7a
. µε−1.
The proof of (d) works analogously to the proof of Lemma 4.7d. Finally, using Ho¨lder’s
inequality with p = 3, q = 32 in the dz1-integration, we obtain for (e)
‖1supp g
β˜
(z1 − z2)ψ‖2 =
∫
dzN ··· dz2
∫
dz11supp g
β˜
(z1 − z2)|ψ(z1, ..., zN )|2
≤
∫
dzN ··· dz2
(∫
dz11supp g
β˜
(z1 − z2)
) 2
3
(∫
dz1|ψ(z1, ..., zN )|6
) 2
6
. µ2β˜
∫
dzN ··· dz2
(∫
dz1|ψ(z1, ..., zN )|6
) 2
6
.
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Substituting z1 7→ z˜1 = (x1, y1ε ) and using Sobolev’s inequality in the dz˜1-integral, we obtain(∫
dz1|ψ(z1, ..., zN )|6
) 2
6
=
(
ε2
∫
dz˜1|ψ((x1, εy˜1), z2, ..., zN )|6
) 2
6
. ε 23
∫
dz˜1|∇z˜1ψ((x1, εy˜1), z2, ..., zN )|2
= ε−
4
3
∫
dz1
(|∂x1ψ(z1, ..., zN )|2 + ε2|∇y1ψ(z1, ..., zN )|2)
as ∇z˜1 = (∂x1 , ε∇y1) and dz1 = ε2 dz˜1. Hence by Lemma 4.7a,
‖1supp g
β˜
(z1 − z2)ψN,ε(t)‖2 . µ2β˜ε− 43
(‖∂x1ψN,ε(t)‖2 + ε2‖∇y1ψN,ε(t)‖2) . µ2β˜ε− 43 e2(t).
Lemma 4.11. For g
β˜
as in Definition 3.5, it holds that
(a) ‖∇g
β˜
‖L2(R3) . N−
1
2 ε,
(b) ‖(∇1g(12)
β˜
)p1‖op . e(t)N− 12 ,
(c) ‖(∇1g(12)
β˜
) · ∇1p1‖op . e(t)N− 12 ε−1.
Proof. Denote r ≡ |z| and ′ ≡ ddr . As gβ˜ is spherically symmetric, we define g˜(r) := rgβ˜(r).
Consequently,
|∇g
β˜
(r)| = |g
β˜
′(r)| = |g˜
′(r)−g
β˜
(r)|
r ≤ |g˜
′(r)|
r +
|g
β˜
(r)|
r ,
g˜′(r) = 1− f˜ ′(r) and g˜′′(r) = −f˜ ′′(r) with f˜ from (40). Hence g˜′(R
β˜
) = 0 by (44) and
|g˜′(r)| = |g˜′(r)− g˜′(R
β˜
)| =
∣∣∣∣∣∣∣
R
β˜∫
r
f˜ ′′(ρ) dρ
∣∣∣∣∣∣∣ ≤ 12
R
β˜∫
r
wµ(ρ)ρ dρ+
1
2
R
β˜∫
r
U
β˜
(ρ)ρdρ (45)
by (41) and as f˜(ρ) ≤ ρ. For 0 ≤ r ≤ µ,
|g˜′(r)| ≤ 12‖wµ‖L∞(R3)
µ∫
0
ρdρ+ 12aµ
1−3β˜
R
β˜∫
µβ˜
ρ dρ
4.9c
. 1 + µ1−β˜ . 1
and |g
β˜
(r)| ≤ 1, hence |g
β˜
′(r)| . 1r . For µ ≤ r ≤ Rβ˜, the first term in (45) equals zero, hence
|g
β˜
′(r)| . µ1−β˜r + µr2 by Lemma 4.10a. Thus
‖∇g
β˜
‖2L2(R3) =
µ∫
0
|g
β˜
′(r)|2r2 dr +
R
β˜∫
µ
|g
β˜
′(r)|2r2 dr . µ+ µ2−β˜ . µ.
The two remaining inequalities follow by Lemma 4.6.
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4.3 Estimate of the kinetic energy
In this section, we provide a bound for the kinetic energy of qΦ1 ψ
N,ε(t). The main part of the
kinetic energy results from the microscopic structure, which is localised around the scattering
centres (on the sets Cj in Definition 4.1 below). We show that the kinetic energy in regions
where sufficiently large neighbourhoods around these centres (the sets Aj ⊃ Cj) are cut out
is of lower order. To prove this, we will also need the sets Bj , which consist of all N -particle
configurations where at most two particles interact (one of which is particle j).
Definition 4.1. Let d ∈ (56 , β˜), j, k ∈ {1, ..., N} and define
aj,k :=
{
(z1, ..., zN ) : |zj − zk| < µd
}
,
cj,k :=
{
(z1, ..., zN ) : |zj − zk| < Rβ˜
}
,
axj,k :=
{
(z1, ..., zN ) : |xj − xk| < µd
}
.
Then the subsets Aj , Bj , Cj and Axj of R3N are defined as
Aj :=
⋃
k 6=j
aj,k, Bj :=
⋃
k,l 6=j
ak,l, Cj :=
⋃
k 6=j
cj,k, Axj :=
⋃
k 6=j
axj,k
and their complements are denoted by Aj , Bj , Cj and Axj , i.e. Aj := R3N \ Aj etc.
Note that the characteristic functions 1B1 and 1B1 do not depend on z1, and 1Ax1 and
1Ax1 do not depend on any y-coordinate. Hence, 1B1 and 1B1 commute with all operators
acting exclusively on the first slot of the tensor product, and 1Ax1 and 1Ax1 commute with
all operators acting only the y-coordinates. The main result of this section is given by the
following lemma:
Lemma 4.12.
‖1A1∂x1qΦ1 ψN,ε(t)‖ . exp
{
e2(t) +
∫ t
0
e2(s) ds
}(
α<ξ (t) + (Nε
δ)1−β˜ +N−1+β˜
) 1
2
.
To prove Lemma 4.12, we need several estimates on the cutoff functions 1A1 , 1Ax1 and 1B1 .
Lemma 4.13. Let A1, Ax1 and B1 as in Definition 4.1. Then
(a) ‖1A1p1‖op . e(t)µ
3d
2
− 1
2 , ‖1A1∂x1p1‖op . ‖Φ(t)‖H2(R) µ
3d
2
− 1
2 ,
(b) ‖1A1ψ‖ . µd−
1
3 (‖∂x1ψ‖+ ε‖∇y1ψ‖) for any ψ ∈ L2(R3N ),
(c) ‖1A1∇y1p
χε
1 ψ
N,ε(t)‖ . e(t)N− 12 ,
(d) ‖1B1ψ‖ . µd−
1
3
(
N∑
k=2
(‖∂xkψ‖2 + ε2‖∇ykψ‖2)
) 1
2
for any ψ ∈ L2(R3N ),
(e) ‖1B1ψN,ε(t)‖ . εe(t),
(f) ‖1Ax1 q
χε
1 ψ
N,ε(t)‖2 . e2(t)ε2(Nεδ)1−β˜.
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Proof. In the sense of operators, 1A1 = 1
⋃
k≥2
a1,k ≤
N∑
k=2
1a1,k . Hence, for any ψ ∈ L2(R3N )
‖1A1p1ψ‖2 ≤
N∑
k=2
⟪ψ |ϕε(z1)〉(∫
R3
dz1|ϕε(z1)|21a1,k(z1, zk)
)
〈ϕε(z1)|ψ⟫
4.5b
. e2(t)Nε−2µ3d‖p1ψ‖2
and the second part of assertion (a) follows analogously with Lemma 4.5a. Part (b) is proven
analogously to Lemma 4.10e, noting that
(∫
R3 dz11A1(z1, ..., zN )
) 2
3 . N 23µ2d. Part (c) follows
from this with 13 − d < −12 and 2d− 53 > 0 and as ‖∇y1pχ
ε
1 ∂x1ψ‖2 . e2(t)ε−2 by Lemma 4.7a
and
‖∇y1∂y(1)1 p
χε
1 ψ‖2 + ‖∇y1∂y(2)1 p
χε
1 ψ‖2 . ε−4,
where we have put y1 = (y
(1)
1 , y
(2)
1 ). For assertion (d), note that 1B1 ≤
∑N
k=2 1Ak , hence
‖1B1ψ‖2 ≤
∑N
k=2‖1Akψ‖2, and (e) follows from Lemma 4.7a and since d > 56 . Finally,
‖1Ax1 q
χε
1 ψ‖2 ≤
∫
R3N−1
dzN ··· dy1
∫
R
dx11Ax1 (x1, ..., xN )
( sup
x1∈R
|qχε1 ψ(z1, ..., zN )|2
)
.
Note that
∫
R dx11Ax1 (x1, ..., xN ) . Nµ
d analogously to above. For the second factor in the
integral, the one-dimensional Gagliardo-Nirenberg-Sobolev inequality [23, Theorem 8.5],
sup
x∈R
|f(x)|2 ≤ ‖f ′‖L2(R)‖f‖L2(R) for f ∈ H1(R),
implies
sup
x1∈R
|qχε1 ψ(z1, ..., zN )|2 ≤ ‖qχ
ε
1 ∂x1ψ(·, y1, ..., zN )‖L2(R)‖qχ
ε
1 ψ(·, y1, ..., zN )‖L2(R).
Using Cauchy-Schwarz in the dy1 ··· dzN -integration, we obtain
‖1Ax1 q
χε
1 ψ
N,ε(t)‖2 . Nµd‖qχε1 ∂x1ψN,ε(t)‖‖qχ
ε
1 ψ
N,ε(t)‖
4.7a
. e2(t)N1−dε2d+1 = e2(t)(Nεδ)1−dε2ε2d−1+δ(d−1).
Assertion (f) follows from this because d < β˜ and since the last exponent is positive as
0 < δ < 25 and d >
5
6 .
We will use some techniques and intermediate results from [4], which are listed in Lemma 4.14
below. In [4], one considers a class of interaction potentials W
β˜,η
([4, Definition 2.2]), which,
recalling that µ(N, ε) = ε
2
N , can be characterised in the following way:
Definition 4.2. Let η > 0. The set W
β˜,η
is defined as the set containing all families of
interaction potentials
v : (0, 1)→ L∞(R3,R), µ 7→ v(µ),
such that it holds for all µ ∈ (0, 1) that ‖v(µ)‖L∞(R3) . µ1−3β˜, v(µ) is non-negative and spher-
ically symmetric, supp v(µ) ⊆
{
z ∈ R3 : |z| . µβ˜
}
and lim
µ→0
µ−η |b(µ, v)− b(v)| = 0, where
b(µ, v) := µ−1
∫
R3
v(µ, z) dz
∫
R2
|χ(y)|4 dy and b(v) := lim
µ→0
b(µ, v).
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Lemma 4.14. Let v ∈ W
β˜,η
for some η > 0.
(a) Let hε : {z ∈ R3 : |z| ≤ ε} → R be the unique solution of ∆hε = v(µ) with boundary
condition hε
∣∣
|z|=ε = 0 and denote h
(ij)
ε := hε(zi − zj). Then
‖p1(∇1h(12)ε )‖op . e(t)N−1µ−
β˜
2 ε.
(b) Let R . µβ˜ such that supp v(µ) ⊆ {z ∈ R3 : |z| ≤ R}. Let Θε ∈ C∞(R3, [0, 1]) be
spherically symmetric such that Θε(z) = 1 for |z| ≤ R, Θε(z) = 0 for |z| ≥ ε, and Θε is
decreasing for R < |z| < ε. Denote Θ(ij)ε := Θε(zi − zj). Then
‖∇Θε‖L∞(R3) . ε−1.
(c) Let β1 ∈ [0, β˜]. Define
v(µ, x) :=
∫
R2
dy1|χε(y1)|2
∫
R2
dy2|χε(y2)|2v(µ, (x, y1 − y2))
and let hβ1 : [−N−β1 , N−β1 ]→ R be the unique solution of d
2
dx2
hβ1 = v(µ) with boundary
condition hβ1(±N−β1) = 0. Then
‖pΦ1 ( ddx1h
(12)
β1 )‖op . e(t)N−1−
β1
2 .
(d) Let R . µβ˜ such that supp v(µ) ⊆ {z ∈ R3 : |z| ≤ R}. For β1 ∈ [0, β˜], let Θβ1 ∈
C∞(R, [0, 1]) be an even function such that Θβ1(x) = 1 for |x| ≤ R, Θβ1(x) = 0 for
|x| ≥ N−β1 and Θβ1 is decreasing for R < |x| < N−β1. Denote Θ(ij)β1 := Θβ1(xi − xj).
Then
‖ ddxΘβ1‖L∞(R) . Nβ1 , ‖pΦ1
(
d
dx1
Θ
(12)
β1
)
‖op . e(t)N
β1
2 .
(e) Let ψ ∈ L2(R3N ) be symmetric in {z1, ..., zN}. Then∣∣⟪ψ, p1p2 ((N − 1)v(µ, z1 − z2)) p1p2ψ⟫− ⟪ψ, b(v)|Φ(x1)|2ψ⟫∣∣
. e2(t)
(µβ˜
ε +N
−1 + µη + ⟪ψ, n̂ψ⟫ ).
(f) Let ψ, ψ˜ ∈ L2(R3N ) and t2 ∈ {q2, qΦ2 pχ
ε
2 }. Then
N
∣∣∣⟪ψ, qχε1 t2v(µ, z1 − z2)p1p2ψ˜⟫∣∣∣ . e(t)µ− β˜2 (‖qχε1 ψ‖+ ε‖∇1qχε1 ψ‖)‖ψ˜‖.
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(g) Let ψ ∈ L2(R3N ) be symmetric in {z1, ..., zN}. Then
N
∣∣∣⟪ψ, pχε1 pχε2 qΦ1 qΦ2 ( ddx1Θ(12)β1 )( ddx1h(12)β˜ )p1p2ψ⟫∣∣∣ . e2(t) ⟪ψ, n̂ψ⟫ .
Proof. Parts (a) and (b) follow from Lemma 4.12, Lemma 4.13 and Corollary 4.14 in [4] and
assertions (c) and (d) are taken from Lemma 4.15 and Corollary 4.16 in [4]. Parts (e) and (f)
are (69)-(71) and (74) in [4], and (g) follows from the estimate of (75) in [4].
Lemma 4.15. Let η > 0. Then the family U
β˜
is contained in W
β˜,η
.
Proof. Note that µ−1
∫
R3 Uβ˜(z) dz =
4pi
3 a(R
3
β˜
µ−3β˜ − 1) = 4pi3 ac for some c > 0 by Lemma 4.9c,
hence b(µ,U
β˜
) = b(U
β˜
). The remaining requirements are easily verified.
Lemma 4.16. Let 0 < η < 1− β˜. Then the family U
β˜
f
β˜
is contained in W
β˜,η
.
Proof. We drop the µ-dependence of the family members and write U
β˜
f
β˜
instead of (U
β˜
f
β˜
)(µ).
By Lemma 4.9, f
β˜
is spherically symmetric, 0 ≤ f
β˜
(z) ≤ 1 andR
β˜
. µβ˜, hence ‖U
β˜
f
β˜
‖L∞(R3) .
µ1−3β˜ and suppU
β˜
f
β˜
⊆ {z ∈ R3 : |z| . µβ˜} by Definition 3.4 of U
β˜
. Further,
µ−1
∫
R3
U
β˜
(z)f
β˜
(z) dz
(23)
= µ−1
∫
Bµ(0)
wµ(z)fβ˜(z)
4.9b
= µ−1κ
β˜
∫
Bµ(0)
wµ(z)jµ(z)
(20)
= κ
β˜
8pia,
which yields b(µ,U
β˜
f
β˜
) = κ
β˜
8pia
∫
R2 |χ(y)|4 dy and consequently
b(U
β˜
f
β˜
) = lim
µ→0
b(µ,U
β˜
f
β˜
) = 8pia
∫
R2
|χ(y)|4 dy = b (46)
by Lemma 4.9b. This implies
|b(µ,U
β˜
f
β˜
)− b(U
β˜
f
β˜
)| = 8pia(κ
β˜
− 1)
∫
R2
|χ(y)|4 dy . µa
µβ˜ − µa
4.9b
. µ1−β˜.
Proof of Lemma 4.12. We will in the following abbreviate ψN,ε(t) ≡ ψ and Φ(t) ≡ Φ.
Eψ (t)− EΦ(t)
= ‖1A1∂x1q1ψ‖2 + ‖1A1∂x1p1ψ‖2 + 2< ⟪∂x1p1ψ,1A1∂x1q1ψ⟫+ ‖1A11B1∂x1ψ‖2
+‖1A11B1∂x1ψ‖2 + ⟪ψ, (−∆y1 + 1ε2V ⊥(y1ε )− E0ε2 )ψ⟫+ N−12 ∥∥∥1B1√w(12)µ ψ∥∥∥2
+N−12 ⟪ψ,1B1 (w(12)µ − U (12)β˜ )ψ⟫+ N−12 ⟪ψ,1B1p1p2U (12)β˜ p1p21B1ψ⟫
+N−12 ⟪ψ,1B1(1− p1p2)U (12)β˜ (1− p1p2)1B1ψ⟫
+(N − 1)<⟪ψ,1B1p1p2U (12)β˜ (1− p1p2)1B1ψ⟫+ ⟪ψ, V ‖(t, z1)ψ⟫
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−‖Φ′‖2L2(R) −
〈
Φ, b2 |Φ|2Φ
〉− 〈Φ, V ‖(t, (x, 0))Φ〉
≥ ‖1A1∂x1q1ψ‖2
+‖1A11B1∂x1ψ‖2 + ⟪ψ, (−∆y1 + 1ε2V ⊥(y1ε )− E0ε2 )ψ⟫
+N−12 ⟪ψ,1B1 (w(12)µ − U (12)β˜ )ψ⟫ (47)
+2< ⟪∂x1p1ψ,1A1∂x1q1ψ⟫ (48)
+‖1A1∂x1p1ψ‖2 − ‖Φ′‖2L2(R) (49)
+ b2
(⟪ψ, |Φ(x1)|2ψ⟫− 〈Φ, |Φ|2Φ〉)+ ⟪ψ, V ‖(t, z1)ψ⟫− 〈Φ, V ‖(t, (x, 0))Φ〉 (50)
+N−12 ⟪ψ,1B1p1p2U (12)β˜ p1p21B1ψ⟫− b2 ⟪ψ, |Φ(x1)|2ψ⟫ (51)
+(N − 1)<⟪ψ,1B1(p1q2 + q1p2)U (12)β˜ p1p21B1ψ⟫ (52)
+(N − 1)<⟪ψ,1B1q1q2U (12)β˜ p1p21B1ψ⟫ . (53)
We will now estimate these expressions separately. For (47), recall that χε is the ground
state of −∆y + 1ε2V ⊥(yε ) with eigenvalue E0ε2 , hence (−∆y1 + 1ε2V ⊥(y1ε ) − E0ε2 )pχ
ε
1 = 0 and
−∆y + 1ε2V ⊥(yε ) − E0ε2 ≥ 0 as operator. Using further that 1Ax1 = (1Ax1 )
2, 1B1 = (1B1)
2 and
their complements commute with −∆y1 + 1ε2V ⊥(y1ε )− E0ε2 and with qχ
ε
1 , we conclude
⟪ψ, (−∆y1 + 1ε2V ⊥(y1ε )− E0ε2 )ψ⟫ ≥ ⟪1Ax11B1qχε1 ψ, (−∆y1 + 1ε2V ⊥(y1ε )− E0ε2 )1Ax11B1qχε1 ψ⟫
≥ ‖1Ax11B1∇y1q
χε
1 ψ‖2
− 1
ε2
‖(V ⊥ − E0)−‖L∞(R2)‖1Ax1 q
χε
1 ψ‖2
4.13f
& ‖1A11B1∇y1q
χε
1 ψ‖2 − e2(t)(Nεδ)1−β˜
because 1Ax1 ≥ 1A1 in the sense of operators since A
x
1 ⊃ A1. Further,
‖1A11B1∇y1ψ‖2 ≤ ‖1A11B1∇y1p
χε
1 ψ‖2 + ‖1A11B1∇y1q
χε
1 ψ‖2
+2‖1A11B1∇y1p
χε
1 ψ‖‖∇y1qχ
ε
1 ψ‖
. ‖1A11B1∇y1q
χε
1 ψ‖2 + e2(t)N−
1
2
by Lemma 4.7a and Lemma 4.13c. Together, this implies
(47) & ‖1A11B1∇1ψ‖2 + N−12 ⟪ψ,1B1 (w(12)µ − U (12)β˜ )ψ⟫− e2(t)(N− 12 + (Nεδ)1−β˜) .
As d < β˜, it follows that R
β˜
< 2R
β˜
< µd for sufficiently small µ, and consequently C1 ⊂ A1
and (c1,k ∩ B1) ∩ (c1,l ∩ B1) = ∅ for k, l 6= 1, l 6= k. Hence,
1A11B1 ≥ 1C11B1 = 1 ⋃
k≥2
c1,k∩B1 =
N∑
k=2
1c1,k∩B1 = 1B1
N∑
k=2
1c1,k
in the sense of operators, which implies
(47) & (N − 1)‖1c1,2∇11B1ψ‖2 + N−12 ⟪1B1ψ,(w(12)µ − U (12)β˜ )1B1ψ⟫
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−e2(t)
(
N−
1
2 + (Nεδ)1−β˜
)
& −e2(t)
(
N−
1
2 + (Nεδ)1−β˜
)
by Lemma 4.9d because 1B1ψ ∈ D(∇1) and as 1c1,2 = 1|z1−z2|<Rβ˜ . Next, observe that
|(48)| ≤ |⟪∂x1q1ψ, ∂x1p1ψ⟫|+ ∣∣∣⟪∂x1q1ψ,1A1∂x1p1ψ⟫∣∣∣
4.2b≤
∣∣∣∣⟪n̂− 12 q1ψ, ∂2x1p1n̂ 121 ψ⟫∣∣∣∣+ ‖1A1∂x1p1‖op‖∂x1q1ψ‖
. ‖Φ‖H2(R)
(⟪ψ, n̂ψ⟫+ e(t)µ− 12+ 3d2 )
by Lemma 4.7a and Lemma 4.13a. Due to the identity ‖∂x1p1ψ‖2 = ‖Φ′‖2L2(R)‖p1ψ‖2,
|(49)| =
∣∣∣−‖1A1∂x1p1ψ‖2 + ‖∂x1p1ψ‖2 − ‖Φ′‖2L2(R)∣∣∣ . ‖Φ‖2H2(R)µ−1+3d + e2(t)‖q1ψ‖2.
Applying Lemma 4.8 and Lemma 4.7f to (50) yields |(50)| . e2(t) ⟪ψ, n̂ψ⟫+ e3(t)ε. Using the
identity f
β˜
+ g
β˜
= 1 and decomposing 1B1 = 1− 1B1 , we estimate (51) as
|(51)| ≤ 12
∣∣∣⟪ψ, p1p2 ((N − 1)(Uβ˜fβ˜)(12)) p1p2ψ⟫− ⟪ψ, b|Φ(x1)|2ψ⟫∣∣∣
+N−12
∣∣∣⟪1B1ψ, p1p2(Uβ˜gβ˜)(12)p1p21B1ψ⟫∣∣∣
+N−12
∣∣∣⟪ψ,1B1p1p2(Uβ˜fβ˜)(12)p1p21B1ψ⟫∣∣∣
+(N − 1)
∣∣∣⟪ψ,1B1p1p2(Uβ˜fβ˜)(12)p1p2ψ⟫∣∣∣
4.14e
. e2(t)
(
µβ˜
ε +N
−1 + ⟪ψ, n̂ψ⟫)+N‖1B1ψ‖‖p1(Uβ˜fβ˜)(12)p1‖op
+N‖p1(Uβ˜gβ˜)(12)p1‖op
. e2(t)
(
µβ˜
ε + ⟪ψ, n̂ψ⟫+ e(t)ε+ µ1−β˜ + µη)
for any η < 1 − β˜ by Lemma 4.13e and Lemma 4.6a. Here, we have used that U
β˜
f
β˜
∈ W
β˜,η
for η < 1− β˜ by Lemma 4.16, ‖U
β˜
f
β˜
‖L1(R3) . µ and
‖U
β˜
g
β˜
‖L1(R3) = aµ1−3β˜
∫
suppU
β˜
dz|g
β˜
(z)| . µ2−β˜
because |g
β˜
(z)| ≤ g
β˜
(µβ˜) ≤ κ
β˜
aµ1−β˜ on suppU
β˜
by Lemma 4.9b and (19). Decomposing 1B1
as before and abbreviating Q0 := p1p2 and Q1 := p1q2 + q1p2, we find
|(52)| . N
∣∣∣∣⟪1B1ψ,Q1U (12)β˜ Q0ψ⟫∣∣∣∣+N ∣∣∣∣⟪ψ,Q1U (12)β˜ Q01B1ψ⟫∣∣∣∣
+N
∣∣∣∣⟪1B1ψ,Q1U (12)β˜ Q01B1ψ⟫∣∣∣∣+N ∣∣∣∣⟪ψ,Q1U (12)β˜ Q0ψ⟫∣∣∣∣
4.2b
. N‖1B1ψ‖‖p1U
(12)
β˜
p1‖op +N
∣∣∣∣⟪n̂− 12 q2ψ, p1U (12)β˜ p1p2n̂ 121 ψ⟫∣∣∣∣
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. e2(t) (e(t)ε+ ⟪ψ, n̂ψ⟫)
by Lemma 4.1d and Lemma 4.13e. For the last term, we decompose q = qχ
ε
+ pχ
ε
qΦ, hence
|(53)| . N
∣∣∣∣⟪1B1ψ, qχε1 q2U (12)β˜ p1p21B1ψ⟫∣∣∣∣+N ∣∣∣∣⟪ψ, qχε1 qΦ2 pχε2 U (12)β˜ p1p21B2ψ⟫∣∣∣∣ (54)
+N
∣∣∣∣⟪1B1ψ, qχε2 qΦ1 pχε1 U (12)β˜ p1p21B1ψ⟫∣∣∣∣ (55)
+N
∣∣∣∣⟪1B1ψ, qΦ1 qΦ2 pχε1 pχε2 U (12)β˜ p1p21B1ψ⟫∣∣∣∣ , (56)
where we have exchanged 1↔ 2 in the second term of (54). As 1B1 and 1B1 are functions of
(z2, ..., zN ) but not of z1, ‖∇1qχ
ε
1 1B1ψ‖ = ‖1B1∇1qχ
ε
1 ψ‖ ≤ ‖∇1qχ
ε
1 ψ‖ . e(t) and analogously
‖qχε1 1B1ψ‖ . e(t)ε by Lemma 4.7a, hence Lemma 4.14f implies (54) . e2(t)
(
ε2
µβ˜
) 1
2
. By
Lemma 4.14a, U
(12)
β˜
= Θ
(12)
ε ∆1h
(12)
ε . Integrating by parts in z1 yields
(55) ≤ N
∣∣∣⟪1B1∇1pχε1 qΦ1 ψ, qχε2 Θ(12)ε (∇1h(12)ε )p1p21B1ψ⟫∣∣∣
+N
∣∣∣⟪1B1ψ, qχε2 qΦ1 pχε1 (∇1Θ(12)ε ) · (∇1h(12)ε )p1p21B1ψ⟫∣∣∣
+N
∣∣∣⟪1B1ψ, qχε2 qΦ1 pχε1 Θ(12)ε (∇1h(12)ε )p2 · ∇1p11B1ψ⟫∣∣∣
. N‖(∇1h(12)ε )p1‖op
(
‖1B1ψ‖
(‖∇Θε‖L∞(R3) + ‖∇1p1‖op)+ ‖1B1∇1pχε1 qΦ1 ψ‖)
. e2(t)
(
ε2
µβ˜
) 1
2
,
where we have used Lemmas 4.13e, 4.7a, 4.14b and 4.14c and the fact that
‖1B1∇1p
χε
1 q
Φ
1 ψ‖2 = ‖1B1p
χε
1 ∂x1q
Φ
1 ψ‖2 + ‖qΦ1 ∇y1pχ
ε
1 1B1ψ‖2
≤ ‖∂x1qΦ1 ψ‖2 + ‖∇y1pχ
ε
1 ‖2op‖1B1ψ‖2 . e2(t).
Finally, choosing β1 = β˜ such that p
χε
1 p
χε
2 U
(12)
β˜
pχ
ε
1 p
χε
2 = Θ
(12)
β˜
( d
2
dx21
h
(12)
β˜
)pχ
ε
1 p
χε
2 by Lemma 4.14c,
we find with the abbreviations Q0 := p1p2 and Q2 := q
Φ
1 q
Φ
2 p
χε
1 p
χε
2
(56) ≤ N
∣∣∣∣⟪1B1∂x1Q2ψ,Θ(12)β˜ ( ddx1h(12)β˜ )Q01B1ψ⟫∣∣∣∣
+N
∣∣∣∣⟪1B1ψ,Q2Θ(12)β˜ ( ddx1h(12)β˜ )∂x1Q01B1ψ⟫∣∣∣∣
+N
∣∣∣∣⟪1B1ψ,Q2( ddx1Θ(12)β˜ )( ddx1h(12)β˜ )Q01B1ψ⟫∣∣∣∣
+N
∣∣∣∣⟪ψ,Q2( ddx1Θ(12)β˜ )( ddx1h(12)β˜ )Q01B1ψ⟫∣∣∣∣
+N
∣∣∣∣⟪ψ,Q2( ddx1Θ(12)β˜ )( ddx1h(12)β˜ )Q0ψ⟫∣∣∣∣
4.14g
≤ N‖( ddx1h
(12)
β˜
)pΦ1 ‖op
(
‖∂x1qΦ1 ψ‖+ ‖∂x1pΦ1 ‖op + ‖1B1ψ‖‖ ddxΘβ˜‖L∞(R)
)
+e2(t) ⟪ψ, n̂ψ⟫
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. e2(t)
(
N−
β˜
2 + εβ˜
(
ε2
µβ˜
) 1
2
+ ⟪ψ, n̂ψ⟫) .
Thus, |(53)| . e2(t)(N− β˜2 + ( ε2
µβ˜
) 1
2
+ ⟪ψ, n̂ψ⟫ ). The estimates for (47) to (53) imply∣∣∣Eψ(t)− EΦ(t)∣∣∣ & ‖1A1∂x1q1ψ‖2 − ‖Φ‖2H2(R) (⟪ψ, n̂ψ⟫+ (Nεδ)1−β˜ +N−1+β˜)
because µβ˜ε−1 < N−β˜, εµ−
β˜
2 < (Nεδ)
β˜
2 , β˜2 > 1 − β˜ and µη < N−1+β˜ for sufficiently large
η < 1 − β˜. As ‖1A1∂x1qΦ1 ψ‖ ≤ ‖1A1∂x1q1ψ‖ + ‖∂x1pΦ1 ‖op‖qχ
ε
1 ψ‖ . ‖1A1∂x1q1ψ‖ + e2(t)ε by
Lemma 4.7a, this proves the claim with Lemma 4.5a.
4.4 Proof of Proposition 3.2
Also in this proof, we will abbreviate ψN,ε ≡ ψ and Φ(t) ≡ Φ. We need to estimate
d
dtαξ(t) =
d
dtα
<
ξ (t)−N(N − 1)<
(
d
dt ⟪ψ, g(12)β˜ r̂ψ⟫) . (57)
Proposition 3.4 in [4] provides a bound for | ddtα<ξ (t)| for almost every t ∈ R. This bound
implies ∣∣ d
dtαξ(t)
∣∣ ≤ |γ<a (t)|+ ∣∣∣∣γ<b (t)−N(N − 1)<( ddt ⟪ψ, g(12)β˜ r̂ψ⟫)∣∣∣∣
for almost every t, where we have added the superscript < to the notation to avoid confusion.
The two first terms are given by
γ<a (t) :=
∣∣∣⟪ψ, V˙ ‖(t, z1)ψ⟫− 〈Φ, V˙ ‖(t, (x, 0))Φ〉
L2(R)
∣∣∣
− 2N=⟪ψ, q1m̂a−1(V ‖(t, z1)− V ‖(t, (x1, 0)))p1ψ⟫ , (58)
γ<b (t) := −N(N − 1)=⟪ψ,Z(12)m̂ψ⟫ = −N(N − 1)=⟪ψ,Z(12)r̂ψ⟫ . (59)
The last equality in (59) follows by Lemma 4.2c as[
Z(12), m̂
]
=
[
Z(12), p1p2(m̂− m̂2) + (p1q2 + q1p2)(m̂− m̂1)
]
=
[
Z(12), r̂
]
(60)
since p1p2PN−1 = p1p2PN = (p1q2 + q1p2)PN = 0. For the second term in (57), we compute
with the aid of Lemma 4.3c
−N(N − 1)<
(
d
dt ⟪ψ, g(12)β˜ r̂ψ⟫) = N(N − 1)=⟪ψ, g(12)β˜ [H(t)− N∑
j=1
hj(t), r̂
]
ψ⟫ (61)
+N(N − 1)=⟪ψ, [H(t), g(12)
β˜
]
r̂ψ⟫ . (62)
We expand the pair interaction in (61) as
∑
i<j
w(ij)µ = w
(12)
µ +
N∑
j=3
(
w(1j)µ + w
(2j)
µ
)
+
∑
3≤i<j≤N
w(ij)µ
33
and use
w(12)µ − b(|Φ(x1)|2 + |Φ(x2)|2) = Z(12) − N−2N−1b(|Φ(x1)|2 + |Φ(x2)|2),
hence by Lemma 4.3b and the symmetry of ψ,
(61) = N2(N − 1)=⟪ψ, g(12)
β˜
[
V ‖(t, z1)− V ‖(t, (x1, 0)), r̂
]
ψ⟫ (63)
+N(N − 1)=⟪ψ, g(12)
β˜
[
Z(12), r̂
]
ψ⟫ (64)
−2N(N − 2)=⟪ψ, g(12)
β˜
[
b|Φ(x1)|2, r̂
]
ψ⟫ (65)
+2N(N − 1)(N − 2)=⟪ψ, g(12)
β˜
[
w(13)µ , r̂
]
ψ⟫ (66)
+12N(N − 1)(N − 2)(N − 3))=⟪ψ, g(12)β˜ [w(34)µ , r̂]ψ⟫ (67)
−N(N − 1)(N − 2)=⟪ψ, g(12)
β˜
[
b|Φ(x3)|2, r̂
]
ψ⟫ . (68)
For (62), note that[
H(t), g
(12)
β˜
]
r̂ψ = −
[
H(t), f
(12)
β˜
]
r̂ψ
= (∆1f
(12)
β˜
+ ∆2f
(12)
β˜
)r̂ψ + 2(∇1f (12)
β˜
) · ∇1r̂ψ + 2(∇2f (12)
β˜
) · ∇2r̂ψ
=
(
w(12)µ − U (12)β˜
)
f
(12)
β˜
r̂ψ − 2(∇1g(12)
β˜
) · ∇1r̂ψ − 2(∇2g(12)
β˜
) · ∇2r̂ψ,
hence
(62) = −4N(N − 1)=⟪ψ, (∇1g(12)
β˜
) · ∇1r̂ψ⟫ (69)
+N(N − 1)=⟪ψ,(w(12)µ − U (12)β˜ ) f (12)β˜ r̂ψ⟫ . (70)
We now identify some of the terms in | ddtαξ(t)| with the expressions in Proposition 3.2: (63) =
γa(t), (69) = γc(t), (66) + (68) = γd(t), (67) = γe(t) and (65) = γf (t). The remaining terms
are γ<a (t), γ
<
b (t), (64) and (70). The latter yield
γ<b (t) + (64) + (70)
= N(N − 1)=
(
− ⟪ψ,Z(12)r̂ψ⟫+ ⟪ψ, (1− f (12)
β˜
)
[
Z(12), r̂
]
ψ⟫
+⟪ψ, (w(12)µ − U (12)β˜ )f (12)β˜ r̂ψ⟫)
= N(N − 1)=
(
− ⟪ψ, g(12)
β˜
r̂Z(12)ψ⟫− ⟪Z(12)f (12)
β˜
ψ, r̂ψ⟫
+⟪(w(12)µ − U (12)β˜ )f (12)β˜ ψ, r̂ψ⟫).
Observing that
Z(12)f
(12)
β˜
=
(
w(12)µ − U (12)β˜
)
f
(12)
β˜
+ U
(12)
β˜
f
(12)
β˜
− bN−1
(|Φ(x1)|2 + |Φ(x2)|2) f (12)
β˜
,
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we conclude
γ<b (t) + (64) + (70) (71)
= −N(N − 1)=⟪ψ, g(12)
β˜
r̂Z(12)ψ⟫
−N(N − 1)=⟪ψ,(U (12)
β˜
− bN−1
(|Φ(x1)|2 + |Φ(x2)|2)) (1− g(12)
β˜
)r̂ψ⟫
= −N(N − 1)=⟪ψ, g(12)
β˜
r̂Z(12)ψ⟫ (72)
−N=⟪ψ, b(|Φ(x1)|2 + |Φ(x2)|2)g(12)
β˜
r̂ψ⟫ (73)
−N=⟪ψ, (b
β˜
− b)(|Φ(x1)|2 + |Φ(x2)|2)r̂ψ⟫ (74)
−N(N − 1)=⟪ψ, Z˜(12)m̂ψ⟫ , (75)
where we have used the fact that =⟪ψ, Z˜(12)r̂ψ⟫ = =⟪ψ, Z˜(12)m̂ψ⟫ as in (60). Hence (72) +
(73) + (74) = γb(t) and γ
<
a (t) + (75) = γ
<(t).
4.5 Proof of Proposition 3.3
4.5.1 Proof of the bound for γ<(t)
The main tool for the estimate of γ<(t) is Proposition 3.5 from [4], which we apply to the
interaction potential U
β˜
f
β˜
(which, given w, is completely determined by a choice for µ and β˜,
cf. Definitions 3.4 and 3.5). Let us therefore first verify that the assumptions of this proposition
are fulfilled, i.e. that
(a) µβ˜/ε→ 0, ε2/µβ˜ → 0 and ξ ≤ β˜4 (for ξ from Definition 3.3),
(b) the family U
β˜
f
β˜
is contained in W
β˜,η
for some η > 0.
We will in the sequel drop the µ-dependence of the family members and simply write U
β˜
f
β˜
instead of (U
β˜
f
β˜
)(µ). Part (a) is satisfied since µβ˜/ε → 0 because β˜ > 56 > 12 . Further,
ε2/µβ˜ =
(
Nεδ
)β˜
ε2−β˜(2+δ) <
(
Nεδ
)β˜ → 0 because β˜ ≤ 22+δ , and finally ξ < β˜6 by assumption.
Part (b) is proven in Lemma 4.16.
Proposition 3.5 in [4] implies that for any β1 ∈ (0, β˜], γ<a (t) and γ<b (t) are bounded by
|γ<a (t)|+ |γ<b (t)| . e(t) exp
{
e2(t) +
∫ t
0
e2(s) ds
}(∣∣EψU
β˜
f
β˜
(t)− EΦU
β˜
f
β˜
(t)
∣∣+ ⟪ψ, n̂ψ⟫
+ µ
β˜
ε +
(
ε2
µβ˜
) 1
2
+N−
β1
2 +N−1+β1+ξ + µη
)
,
(76)
where EψU
β˜
f
β˜
(t) and EΦU
β˜
f
β˜
(t) denote the respective quantities corresponding to (9) and (10)
but with wµ replaced by Uβ˜fβ˜ and b by b(Uβ˜fβ˜). Note that the energy difference
∣∣EψU
β˜
f
β˜
(t)−
EΦU
β˜
f
β˜
(t)
∣∣ enters only in the estimate of γ<b (t), exclusively in the term (24) in [4, Proposi-
tion 3.4], which is given by
−2N(N − 1)=⟪ψN,ε(t), qΦ1 qΦ2 m̂a−1pχε1 pχε2 (Uβ˜fβ˜)(12)p2pχε1 qΦ1 ψN,ε(t)⟫ . (77)
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To obtain a bound in terms of |Eψ(t)−EΦ(t)| instead of |EψU
β˜
f
β˜
(t)−EΦU
β˜
f
β˜
(t)|, we need a new
estimate of (77) by means of Lemma 4.12.
Define l̂ := Nm̂a−1. We apply Lemma 4.14c and 4.14d with the choice β1 = 0, i.e.
Θ0
d2
dx2
h0 = Uβ˜fβ˜, where p
χε
1 p
χε
2 (Uβ˜fβ˜)
(12)pχ
ε
1 p
χε
2 = p
χε
1 p
χε
2 Uβ˜fβ˜(x1 − x2). Integrating by parts
and subsequently inserting the identity 1A1 + 1A1 before ∂x1q
Φ
1 ψ yields
(77) . N
∣∣∣⟪l̂qΦ1 qΦ2 ψ,Θ(12)0 ( d2dx21h(12)0 )p2pχε1 qΦ1 ψ⟫∣∣∣
≤ N
∣∣∣⟪1A1∂x1qΦ1 ψ, qΦ2 Θ(12)0 ( ddx1h(12)0 )p2pχε1 l̂1qΦ1 ψ⟫∣∣∣ (78)
+N
∣∣∣⟪l̂qΦ1 qΦ2 ψ,Θ(12)0 ( ddx1h(12)0 )p2pχε1 1A1∂x1qΦ1 ψ⟫∣∣∣ (79)
+N
∣∣∣⟪∂x1qΦ1 ψ,1A1qΦ2 ( ddx1h(12)0 )Θ(12)0 pχε1 pχε2 pΦ2 l̂1qΦ1 ψ⟫∣∣∣ (80)
+N
∣∣∣⟪1A1pΦ2 ( ddx1h(12)0 )Θ(12)0 pχε1 pχε2 qΦ2 l̂qΦ1 ψ, ∂x1qΦ1 ψ⟫∣∣∣ (81)
+N
∣∣∣⟪l̂qΦ1 qΦ2 ψ, ( ddx1Θ(12)0 )( ddx1h(12)0 )p2pχε1 qΦ1 ψ⟫∣∣∣ . (82)
To estimate (78), note that 1A1∂x1qΦ1 ψ and l̂1p
χε
1 q
Φ
1 ψ are symmetric in {z2, ..., zN}, hence
Lemma 4.4 implies
(78) . N‖1A1∂x1qΦ1 ψ‖‖pΦ2 ( ddx1h
(12)
0 )‖op
(
‖l̂1qΦ1 qΦ2 ψ‖+N−
1
2 ‖l̂1qΦ1 ψ‖
)
4.14c
. e(t)
(
‖1A1∂x1qΦ1 ψ‖2 + ⟪ψ, n̂ψ⟫+N− 12 ‖1A1∂x1qΦ1 ψ‖)
by Lemma 4.14c because ‖l̂1qΦ1 ψ‖ . 1 by Lemma 4.1c and ‖l̂qΦ1 qΦ2 ψ‖ . ‖n̂ψ‖ by Lemma 4.1d.
(79) is immediately controlled by
(79) . e(t)‖1A1∂x1qΦ1 ψ‖ ⟪ψ, n̂ψ⟫ 12 . e(t) (‖1A1∂x1qΦ1 ψ‖2 + ⟪ψ, n̂ψ⟫) .
Similarly, (82) . e(t) ⟪ψ, n̂ψ⟫. To estimate the two remaining terms, let
(sΦ2 , t
Φ
2 ) ∈ {(pΦ2 , qΦ2 ), (qΦ2 , pΦ2 )}
and l̂j ∈ {l̂, l̂1}. By Lemma 4.13b and Lemma 4.7a,
(80) + (81) . N‖∂x1qΦ1 ψ‖‖1A1sΦ2 ( ddx1h
(12)
0 )Θ
(12)
0 t
Φ
2 p
χε
2 p
χε
1 l̂jq
Φ
1 ψ‖
. Ne(t)µd− 13
(
‖sΦ2 ( d
2
dx21
h
(12)
0 )Θ
(12)
0 t
Φ
2 p
χε
2 p
χε
1 l̂jq
Φ
1 ψ‖
+ ‖sΦ2 ( ddx1h
(12)
0 )(
d
dx1
Θ
(12)
0 )t
Φ
2 p
χε
2 p
χε
1 l̂jq
Φ
1 ψ‖
+ ‖sΦ2 ( ddx1h
(12)
0 )Θ
(12)
0 t
Φ
2 p
χε
2 p
χε
1 ∂x1 l̂jq
Φ
1 ψ‖
+ ε‖sΦ2 ( ddx1h
(12)
0 )Θ
(12)
0 t
Φ
2 p
χε
2 ∇y1pχ
ε
1 l̂jq
Φ
1 ψ‖
)
. e(t)Nµd− 13 ‖pΦ2 Uβ˜fβ˜(x1 − x2)‖op
+e(t)Nµd−
1
3 ‖( ddx1h
(12)
0 )p
Φ
2 ‖op
(
‖ ddxΘ0‖L∞(R) +N ξe2(t) + ε‖∇y1pχ
ε
1 ‖op
)
as ‖∂x1 l̂jqΦ1 ψ‖ . ‖l̂j‖op‖∂x1qΦ1 ψ‖ . N ξe(t) by Lemma 4.2b and Lemma 4.1. The last line
is bounded by e3(t)µd−
1
3N ξ by Lemma 4.14c and 4.14d and Lemma 4.7a. Finally, note that
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|x1 − x2| < Rβ˜ . µβ˜ for (x1 − x2) ∈ suppUβ˜fβ˜, hence
‖pΦ2 Uβ˜fβ˜(x1 − x2)‖op = ‖pΦ2 1|·|<Rβ˜ (x1 − x2)‖op‖Uβ˜fβ˜‖L∞(R)
4.6d
. e(t)‖U
β˜
f
β˜
‖L∞(R)‖1|·|<R
β˜
‖L2(R) . e(t)N−1µ−
β˜
2 .
The last bound follows since ‖1|x1−x2|<Rβ˜‖L2(R) . µ
β˜
2 and as
∣∣∣Uβ˜fβ˜(x)∣∣∣ = ∫
R2
dy1|χε(y1)|2
∫
R2
dy2|χε(y2)|2(Uβ˜fβ˜)(x, y1 − y2)
≤ ε−2
∫
R2
dy1|χε(y)|2
∫
|y|<R
β˜
dy‖U
β˜
f
β˜
‖L∞(R3) . ε−2µ1−β˜,
where we have used that |y| < R
β˜
for (x, y) ∈ suppU
β˜
f
β˜
as above and that χε is normalised
and ‖U
β˜
f
β˜
‖L∞(R3) . µ1−3β˜. Hence,
(77) . e(t) exp
{
e2(t) +
∫ t
0
e2(s) ds
}(
α<ξ (t) + (Nε
δ)1−β˜ +N−1+β˜ + µd−
1
3
− β˜
2
)
, (83)
where we have used Lemma 4.12 and the fact that µd−
1
3N ξ < µd−
1
3
− β˜
2 and N−
1
2 < µd−
1
3
− β˜
2 .
Combining this new bound for (77) with the remaining estimates of [4, Proposition 3.5],
we find
|γ<(t)| . e(t) exp
{
e2(t) +
∫ t
0
e2(s) ds
}(
α<ξ (t) +
(
Nεδ
)1−β˜
+N−1+β˜+ξ + µd−
1
3
− β˜
2
)
,
where we have chosen β1 = β˜ and used that −1 + 3β˜2 + ξ > 0, µ1−β˜ < N−1+β˜+ξ, µ
β˜
ε < N
− β˜
2 <
N−1+β˜+ξ and εµ−
β˜
2 < (Nεδ)
β˜
2 < (Nεδ)1−β˜.
4.5.2 Proof of the bound for γa(t)
By definition of r̂ and with Lemma 4.7f, Lemma 4.10b and Lemma 4.1b, we compute
|(28)| . N3
∣∣∣∣⟪(V ‖(t, z1)− V ‖(t, (x1, 0)))ψ, g(12)β˜ (p1p2m̂b + (p1q2 + q1p2)m̂a)ψ⟫∣∣∣∣
+N3
∣∣∣∣⟪ψ, g(12)β˜ (p1p2m̂b + (p1q2 + q1p2)m̂a)(V ‖(t, z1)− V ‖(t, (x1, 0)))ψ⟫∣∣∣∣
≤ 2N3‖(V ‖(t, z1)− V ‖(t, (x1, 0)))ψ‖‖g(12)
β˜
p1‖op
(
‖m̂a‖op + ‖m̂b‖op
)
. e3(t)N1+ξ−
β˜
2 ε2+β˜ = e3(t)
(
Nεδ
)1+ξ− β˜
2
ε2+β˜−δ(1+ξ−
β˜
2
) < e3(t)ε2
as β˜ − δ(1 + ξ − β˜2 ) > 0 and since 1 + ξ − β˜2 > 0.
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4.5.3 Proof of the bound for γb(t)
Estimate of (29). By Lemma 4.10b, Lemma 4.1b and Lemma 4.5a and as −1− β˜2 + ξ < 0,
|(29)| . N‖Φ‖2L∞(R)‖g(12)β˜ p1‖op
(
‖m̂a‖op + ‖m̂b‖op
)
. e3(t)N−1−
β˜
2
+ξε1+β˜ < e3(t)ε1+β˜.
Estimate of (30). Note that b
β˜
= b(U
β˜
f
β˜
) = b by (46), hence (30) = 0.
Estimate of (31). By definition of r̂ and due to the symmetry of ψ,
|(31)| ≤ N2
∣∣∣∣⟪ψ, g(12)β˜ p1m̂bp2Z(12)ψ⟫+ 2⟪ψ, g(12)β˜ p1q2m̂ap1Z(12)ψ⟫∣∣∣∣
. N2‖p1g(12)
β˜
‖op
(
‖m̂a‖op + ‖m̂b‖op
)
‖p1
(
w(12)µ − bN−1(|Φ(x1)|2 + |Φ(x2)|2)
)
ψ‖
. e(t)N−
β˜
2
+ξε1+β˜
(
‖p1w(12)µ ψ‖+N−1‖Φ‖2L∞(R)
)
. e3(t)N−1−
β˜
2
+ξε1+β˜ < e3(t)ε1+β˜
as a consequence of Lemma 4.10b, Lemma 4.1b, Lemma 4.7e and Lemma 4.5a.
4.5.4 Proof of the bound for γc(t)
|(32)| . N2
∣∣∣∣⟪1supp gβ˜ (z1 − z2)ψ, (∇1g(12)β˜ ) · (p2∇1(p1m̂b + q1m̂a)ψ +∇1p1q2m̂aψ)⟫∣∣∣∣
≤ N2‖1supp g
β˜
(z1 − z2)ψ‖
(
‖(∇1g(12)
β˜
)p2‖op‖∇1p1‖op‖m̂b‖op
+‖(∇1g(12)
β˜
)∇1p1‖op‖m̂a‖op + ‖(∇1g(12)
β˜
)p2‖op‖∇1q1m̂aψ‖
)
. e2(t)ε2β˜− 53N 12+ξ−β˜ < e2(t)N 12+ξ−β˜ < e2(t)N−1+ξ+β˜
because 2β˜− 53 > 0 and 12−β˜ < −1+β˜ as β˜ > 56 . In the third step, we have used Lemma 4.10e,
Lemma 4.1b, Lemma 4.7a, Lemma 4.11 and the fact that
‖∇1q1m̂aψ‖
4.2b≤ ‖p1m̂a1∇1(1− p1)ψ‖+ ‖q1m̂a∇1(1− p1)ψ‖
4.1a
. ‖m̂a‖op (‖∇1ψ‖+ ‖∇1p1ψ‖)
4.7a
. N−1+ξε−1.
4.5.5 Proof of the bound for γd(t)
Estimate of (33). With Lemma 4.10b, Lemma 4.1b and Lemma 4.5a,
|(33)| . N3
∣∣∣∣⟪ψ, g(12)β˜ p1p2b [|Φ(x3)|2, m̂b]ψ⟫∣∣∣∣
+N3
∣∣∣∣⟪ψ, g(12)β˜ (p1q2 + q1p2) b [|Φ(x3)|2, m̂a]ψ⟫∣∣∣∣
. N3‖g(12)
β˜
p1‖op‖Φ‖2L∞(R)
(
‖m̂a‖op + ‖m̂b‖op
)
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. e3(t)N1+ξ−
β˜
2 ε1+β˜ < e3(t)
(
Nεδ
)1+ξ− β˜
2
analogously to the estimate of γa(t).
Estimate of (34). Observe first that
r̂ = m̂bp1p2 + m̂
a(p1(1− p2) + (1− p1)p2) = m̂a(p1 + p2) + (m̂b − 2m̂a)p1p2.
As a consequence,
|(34)| . N3
∣∣∣∣⟪ψ, g(12)β˜ [w(13)µ , r̂ ]ψ⟫∣∣∣∣
≤ N3
∣∣∣∣⟪ψ, g(12)β˜ p2[w(13)µ , m̂a]ψ⟫∣∣∣∣ (84)
+N3
∣∣∣∣⟪ψ, g(12)β˜ w(13)µ p1m̂aψ⟫∣∣∣∣ (85)
+N3
∣∣∣∣⟪ψ, g(12)β˜ p1(m̂a + p2(m̂b − 2m̂a))p1w(13)µ ψ⟫∣∣∣∣ (86)
+N3
∣∣∣∣⟪ψ, g(12)β˜ w(13)µ p2p1(m̂b − 2m̂a)ψ⟫∣∣∣∣ . (87)
We estimate (84) to (87) separately.
(84) = N3
∣∣∣∣⟪ψ, g(12)β˜ p2 [w(13)µ , p1p3(m̂a − m̂a2) + (p1q3 + q1p3)(m̂a − m̂a1)]ψ⟫∣∣∣∣ .
By definition of m̂c and m̂d,
p1p3(m̂
a − m̂a2) = p1p3m̂d + p1p3 (ma(N + 1)PN−1 +m(N + 2)PN ) = p1p3m̂d,
(p1q3 + q1p3)(m̂
a − m̂a1) = (p1q3 + q1p3)m̂c.
This leads to
(84) ≤ N3
∣∣∣∣⟪w(13)µ ψ, g(12)β˜ p21suppwµ(z1 − z3)(p1p3m̂d + (p1q3 + q1p3)m̂c)ψ⟫∣∣∣∣
+N3
∣∣∣∣⟪ψ, g(12)β˜ p2(p1p3m̂d + (p1q3 + q1p3)m̂c)w(13)µ ψ⟫∣∣∣∣
. N3‖g(12)
β˜
p2‖op
(
‖m̂d‖op + ‖m̂c‖op
)(
‖w(13)µ ψ‖‖1suppwµ(z1 − z3)p1‖op + ‖p1w(13)µ ψ‖
)
. e3(t)N−1+3ξ−
β˜
2 ε1+β˜ < e3(t)ε1+β˜
by Lemma 4.7, Lemma 4.10b and Lemma 4.1b. In order to estimate (85), observe first
that g
(12)
β˜
w
(13)
µ 6= 0 implies |z2 − z3| . Rβ˜. This can be seen as follows: g
(12)
β˜
6= 0 implies
|z1 − z2| ≤ Rβ˜ and w
(13)
µ 6= 0 implies |z1 − z3| ≤ µ. Together, this yields
|z2 − z3| ≤ |z1 − z2|+ |z1 − z3| ≤ Rβ˜ + µ ≤ 2Rβ˜.
Consequently, (85) can be written as
(85) = N3
∣∣∣∣⟪ψ, g(12)β˜ w(13)µ 1B2Rβ˜ (0)(z2 − z3)p1m̂aψ⟫
∣∣∣∣
39
= N3
∣∣∣∣⟪p11suppwµ(z1 − z3)w(13)µ g(12)β˜ ψ,1B2Rβ˜ (0)(z2 − z3)m̂aψ⟫
∣∣∣∣
≤ N3‖p11suppwµ(z1 − z3)‖op‖gβ˜‖L∞(R3)‖w(13)µ ψ‖‖1B2R
β˜
(0)(z2 − z3)m̂aψ‖
. e3(t)N1+ξ−β˜ε2β˜− 23 < e3(t)
(
Nεδ
)1+ξ−β˜
by Lemma 4.7 and as 2β˜ − 23 − δ(1 + ξ − β˜) > 0. We have used that as in the proof of
Lemma 4.10e,
‖1B2R
β˜
(0)(z2 − z3)m̂aψ‖2 . ε−
4
3µ2β˜(‖∂x1m̂aψ‖2 + ε2‖∇y1m̂aψ‖2) . N−2+2ξ−2β˜ε4β˜−
4
3 e2(t)
because by Lemma 4.1b, Lemma 4.2b and Lemma 4.7,
‖∂x1m̂aψ‖ . ‖m̂a‖op (‖∂x1p1ψ‖+ ‖∂x1(1− p1)ψ‖) . N−1+ξe(t)
and analogously ‖∇y1m̂aψ‖ . N−1+ξε−1. The remaining two terms (86) and (87) can be
estimated as
(86) . N3‖g(12)
β˜
p1‖op
(
‖m̂a‖op + ‖m̂b‖op
)
‖p1w(13)µ ψ‖
. e3(t)N−
β˜
2
+ξε1+β˜ < e3(t)ε1+β˜,
(87) = N3
∣∣∣∣⟪w(13)µ ψ, g(12)β˜ p21suppwµ(z1 − z3)p1(m̂b − 2m̂a)ψ⟫∣∣∣∣
≤ N3‖w(13)µ ψ‖‖g(12)β˜ p2‖op‖1suppwµ(z1 − z3)p1‖op
(
‖m̂b‖op + 2‖m̂a‖op
)
. e3(t)N−
β˜
2
+ξε1+β˜ < e3(t)ε1+β˜,
where we have used that ξ < β˜6 as well as Lemma 4.7, Lemma 4.1b and Lemma 4.10b.
4.5.6 Proof of the bound for γe(t)
Using again Lemma 4.2c, |γe(t)| can be written as
|(35)| . N4
∣∣∣∣⟪ψ, g(12)β˜ [w(34)µ , p3p4(r̂ − r̂2) + (p3q4 + q3p4)(r̂ − r̂1)]ψ⟫∣∣∣∣ . (88)
By definition of r̂ and m̂c/d/e/f , we obtain
p3p4(r̂ − r̂2) + (p3q4 + q3p4)(r̂ − r̂1) = (p1q2 + q1p2)(p3q4 + q3p4)m̂c + (p1q2 + q1p2)p3p4m̂d
+p1p2(p3q4 + q3p4)m̂
e + p1p2p3p4m̂
f .
Due to the symmetry of (88) under the exchanges 1↔ 2 and 3↔ 4, this yields
|(35)| . N4
∣∣∣∣⟪ψ, g(12)β˜ p1q2 [w(34)µ , p3q4m̂c + p3p4m̂d]ψ⟫∣∣∣∣ (89)
+N4
∣∣∣∣⟪ψ, g(12)β˜ p1p2 [w(34)µ , p3q4m̂e + p3p4m̂f]ψ⟫∣∣∣∣ , (90)
where by Lemma 4.7e, Lemma 4.10b and Lemma 4.1b,
(89) ≤ N4
∣∣∣∣⟪ψ,w(34)µ p3g(12)β˜ p1q2(q4m̂c + p4m̂d)ψ⟫∣∣∣∣
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+N4
∣∣∣∣⟪ψ, g(12)β˜ p1q2(q4m̂c + p4m̂d)p3w(34)µ ψ⟫∣∣∣∣
. N4‖p3w(34)µ ψ‖‖g(12)β˜ p1‖op
(
‖m̂c‖op + ‖m̂d‖op
)
. e3(t)N−
β˜
2
+3ξε1+β˜ < e3(t)ε1+β˜
as ξ < β˜6 . Analogously, one derives the same bound for (90).
4.5.7 Proof of the bound for γf (t)
Finally, as a consequence of Lemma 4.1, Lemma 4.5a and Lemma 4.10,
|(36)| . N2
∣∣∣∣⟪ψ, g(12)β˜ p2 [b|Φ(x1)|2, m̂bp1 + m̂aq1]ψ⟫∣∣∣∣
+N2
∣∣∣∣⟪ψ, g(12)β˜ [b|Φ(x1)|2, p1m̂a] q2ψ⟫∣∣∣∣
. N2‖Φ‖2L∞(R)
(
‖p2g(12)
β˜
‖op
(
‖m̂a‖op + ‖m̂b‖op
)
+ ‖g(12)
β˜
ψ‖‖q2m̂aψ‖
)
. e3(t)N−
β˜
2
+ξε1+β˜ + e2(t)ε . e2(t)ε.
4.6 Proof of Proposition 3.4
Using Lemma 4.1b and Lemma 4.10b, we estimate
N(N − 1)<⟪ψ, g(12)
β˜
r̂ψ⟫ . N2‖g(12)
β˜
p1‖op
(
‖m̂a‖op + ‖m̂b‖op
)
. e(t)N ξ−
β˜
2 ε1+β˜.
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