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Input-output equations and identifiability of linear ODE models
Alexey Ovchinnikov∗ Gleb Pogudin† Peter Thompson‡
Abstract
Structural identifiability is a property of a differential model with parameters that allows for the pa-
rameters to be determined from the model equations in the absence of noise. The method of input-output
equations is one method for verifying structural identifiability. This method stands out in its importance
because the additional insights it provides can be used to analyze and improve models. However, its
complete theoretical grounds and applicability are still to be established. A subtlety and key for this
method to work is knowing if the coefficients of these equations are identifiable.
In this paper, to address this, we prove identifiability of the coefficients of input-output equations
for types of differential models that often appear in practice, such as linear models with one output and
linear compartment models in which, from each compartment, one can reach either a leak or an input.
This shows that checking identifiability via input-output equations for these models is legitimate and,
as we prove, that the field of identifiable functions is generated by the coefficients of the input-output
equations. Finally, we show that, for a linear compartment model with an input and strongly connected
graph, the field of all identifiable functions is generated by the coefficients of the equations obtained
from the model just using Cramer’s rule.
1 Introduction
1.1 Background
Structural identifiability (in what follows, we will say just “identifiability” for simplicity) is a property of
a differential model with parameters that allows for the parameters to be uniquely determined from the
model equations, noiseless data and sufficiently exciting inputs (also known as the persistence of excitation,
see [25, 40]). Performing identifiablity analysis is an important first step in evaluating and, if needed,
adjusting the model before a reliable practical parameter identification is performed. There are different
approaches to assessing identifiability (see [10, 19] for descriptions of methods).
One of these approaches, which is widely used, is based on input-output equations [3, 37, 29, 16, 4, 6,
36, 38, 28, 30], and has appeared in software packages such as COMBOS and DAISY. Roughly speaking,
these are “minimal” equations that depend only on the input and output variables and parameters (see [24]
for applications other than identifiability). We will describe a typical algorithm based on this approach using
the following linear compartment model as a running example:

x′1 =−(a01+a21)x1+a12x2+u,
x′2 = a21x1−a12x2,
y= x2.
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In the above system,
• x1 and x2 are unknown state variables;
• y is the output observed in the experiment;
• u is the input (control) function to be chosen by the experimenter;
• a01,a12,a21 are unknown scalar parameters.
The question is whether the values of the parameters a01,a12,a21 can be determined from y and u. A typical
algorithm operates as follows:
Step 1 Find input-output equations, representing them as (differential) polynomials in the input and out-
put variables. For (1), a calculation shows that the input-output equation is
y′′+(a01+a12+a21)y
′+a01a12y−a21u= 0. (2)
Step 2 Use the following Assumption (A): a function of parameters is identifiable if and only if it can be
expressed as a rational function of the coefficients of the input-output equations. In our example,
this amounts to assuming that a function of parameters is identifiable if and only if it can be
expressed as a rational function of a01+a12+a21, a01a12, and a21.
One possible rationale behind this assumption is the “solvability” condition from [37, Remark 3]:
due to the “minimality” of the input-output equations, one would expect that there exist N and
t1, . . . , tN ∈R such that the linear system

y′′(t1)+ c1y
′(t1)+ c2y(t1)+ c3u(t1) = 0
...
y′′(tN)+ c1y
′(tN)+ c2y(tN)+ c3u(tN) = 0
(3)
in c1,c2,c3 has a unique solution in terms of y(ti),y
′(ti),y
′′(ti),u(ti), 16 i6 N, so the coefficients
of (2) are identifiable. However, [19, Example 2.14] and [34, Section 5.2] show that the assumption
is not always satisfied and, consequently, such N and t1, . . . , tN might not exist at all.
Step 3 Set up a system of polynomial equations in the parameters setting the coefficients of (2) equal to
new variables, 

a01+a12+a21 = c1
a01a12 = c2
−a21 = c3,
(4)
and verify if (4) as a system in the a’s with coefficients in the field C(c1,c2,c3) has a unique
solution. This can be done, for example, using Gro¨bner bases. Alternatively, for the system (4),
one can see that a21 = −c3 can be uniquely recovered, but the values of a01 and a12 are known
only up to exchange due to the symmetry of (4) with respect to a01 and a12.
Even though there are complete algorithms (that is, not relying on any assumption like Assumption (A)
above) for assessing structural identifiability (see, e.g., [18]), establishing when the input-output equation
method is valid is important for the following reasons:
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• This method can produce all identifiable functions (also referred to as “true parameters” in [24, Re-
mark 2]), not just assess identifiability of specific parameters. More precisely, Corollary A.17 shows
that the field generated by the coefficients of the input-output equations contains all of the identifiable
functions. In example (1), the field of identifiable functions is generated by the coefficients of (2), so it
is equal to
C(a01+a12+a21, a01a12, a21) =C(a01+a12, a01a12, a21).
Generators of the field of identifiable functions can be further used to reparametrize the model [3, 7, 27].
• This method can be used for proving general theorems about classes of models [29, 16].
• For a large class of linear compartment models, there are efficient methods for computing their input-
output equations [29, 30, 16].
1.2 The problem
As was described above, the approach to assessing identifiability via input-output equations has been
used much in the last two decades and has its own distinctive features. However, it heavily relies on
Assumption (A), which is not always true (see [19, Example 2.14] and [34, Section 5.2]). It can be ver-
ified by an algorithm [12, Section 4.1] and [31, Section 3.4] but is not verified in any implementation we
have seen (including [6, 28]). The general problem studied in this paper is: to determine classes of ODE
models that satisfy Assumption (A) a priori; consequently, the approach via input-output equations gives
correct result for these models.
1.3 Our results
The first part of our results shows that Assumption (A) is a priori satisfied for the following classes of models
often appearing in practice [2, 5, 13, 14, 15, 28, 39, 41]:
• linear models with one output (Theorem 1);
• linear compartment models such that, from every vertex of the graph of the model, at least one leak or
input is reachable (Theorem 2).
Checking whether the model is of one of these types can be done just by visual inspection. For instance, as
we will see in Example 2.10, each of these theorems is applicable to model (1). Note that Theorem 1 cannot
be strengthened to more than one output if all linear models are allowed, see [19, Example 2.14].
The second part is devoted to relaxing the “minimality” condition on the input-output equations. For
linear compartment models, elegant relations involving only parameters, inputs, and outputs were proposed
in [29, Theorem 2] based on Cramer’s rule (see also [16, Proposition 2.3]). In general, using these equa-
tions instead of the “minimal” relations in the algorithm above would give incorrect results (see [16, Re-
mark 3.11]). However, in Theorem 3, we show that, for linear compartment models with an input and whose
graph is strongly connected, one can use these equations as the input-output equations and obtain the full
field of identifiable functions.
We state the consequences of our results for algorithms for computing identifiable functions in Sec-
tion 3.2 and illustrate the conditions in our main results in Section 3.3.
1.4 Structure of the paper
Basic notions and notation from differential algebra, identifiability, and linear compartment models are
given in Section 2. The main results in a brief form are stated in Section 3 and then are stated and proved in
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Sections 4 and 5 using results for general nonlinear models from Appendix A. We include results connect-
ing input-output identifiability with another notion present in the literature, the identifiability from initial
conditions, in Appendix B.
2 Preliminaries
In this section, we recall the notation/notions found in the literature and introduce our own notation/notions
that we will use to state our main results in Section 3. Some technical results on identifiability of general
nonlinear models that we use in this paper are stated and proved in Appendix A. All fields are assumed to
have characteristic zero.
2.1 Identifiability of linear models
Fix positive integers λ, n, m, and κ for the remainder of the paper. Let µ = (µ1, . . . ,µλ), x = (x1, . . . ,xn),
y= (y1, . . . ,ym), and u= (u1, . . . ,uκ). Consider a system of ODEs
Σ =


x′ = f(x,µ,u),
y= g(x,µ,u),
x(0) = x∗,
(5)
where f = ( f1, . . . , fn) and g = (g1, . . . ,gm) are tuples of polynomials in x,u over C(µ) of degree at most
one.
For a rational function h(µ) ∈ C(µ), we will define two notions of identifiability: identifiability and
IO-identifiability, where the former is meaningful from the modeling standpoint, and the latter is what the
algorithm outlined in the introduction will check. We will first introduce some notation to give rigorous
definitions:
Notation 2.1 (Auxiliary analytic notation).
(a) Let C∞(0) denote the set of all functions that are complex analytic in some neighborhood of t = 0.
(b) Let Ω ⊂ Cλ be the complement to the set where at least one of the denominators of the coefficients
of (5) in C(µ) vanishes.
(c) For every h ∈ C(µ), we set
Ωh := C
n×{µˆ ∈Ω | h(µˆ) well-defined}× (C∞(0))κ.
(d) For (xˆ∗, µˆ, uˆ) such that µˆ ∈ Ω, let X(xˆ∗, µˆ, uˆ) and Y (xˆ∗, µˆ, uˆ) denote the unique solution over C∞(0) of
the instance of Σ with x∗ = xˆ∗, µ = µˆ, and u= uˆ (see [17, Theorem 2.2.2]).
(e) For any positive integer s, a subset U ⊂ Cs is called Zariski open if there exists a polynomial P on Cs
such thatU is the complement to the zero set of P.
(f) For any positive integer s, a subset U ⊂ (C∞(0))s is called Zariski open if there exists a polynomial P
in z1, . . . ,zs and their derivatives such thatU = {zˆ ∈ (C∞(0))s | P(zˆ)|t=0 6= 0}.
(g) For any positive integer s and X = Cs or (C∞(0))s, the set of all nonempty Zariski open subsets of X
will be denoted by τ(X).
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Definition 2.2 (Identifiability, see [19, Definition 2.5]). We say that h(µ) ∈ C(µ) is identifiable if
∃Θ ∈ τ(Cn×Cλ) ∃U ∈ τ((C∞(0))κ)
∀(xˆ∗, µˆ, uˆ) ∈ (Θ×U)∩Ωh |Sh(xˆ
∗, µˆ, uˆ)|= 1,
where
Sh(xˆ
∗, µˆ, uˆ) := {h(µ˜) | ∃ (x˜∗, µ˜, uˆ) ∈ Ωh such that Y (xˆ
∗, µˆ, uˆ) = Y (x˜∗, µ˜, uˆ)}.
The field {h ∈C(µ) | h is identifiable} will be called the field of identifiable functions.
Remark 2.3. The above definition can be extended to functions h(x∗,µ) ∈ C(x∗,µ) (see Definition A.3).
There are software tools that can assess identifiability of initial conditions (e.g. SIAN [18]). Any such tool
can be used to assess identifiability of a given function h(x∗,µ) ∈ C(x∗,µ) by means of the transformation
described in (17) in the proof of Proposition A.13.
The notion of IO-identifiability can be defined for systems with rational right-hand side (see Ap-
pendix A). Here we give a specialization of the general definition to the linear case (the equivalence of
Definition 2.6 and Definition A.4 restricted to the linear case is established in Proposition A.5). For this, we
will first recall several standard notions from differential algebra:
Notation 2.4 (Differential rings and ideals).
(a) A differential ring (R,δ) is a commutative ring with a derivation ′ : R→ R, that is, a map such that, for
all a,b ∈ R, (a+b)′ = a′+b′ and (ab)′ = a′b+ab′.
(b) The ring of differential polynomials in the variables x1, . . . ,xn over a field K is the ring K[x
(i)
j | i >
0, 1 6 j 6 n] with a derivation defined on the ring by (x
(i)
j )
′ := x
(i+1)
j . This differential ring is denoted
by K{x1, . . . ,xn}.
(c) For a differential polynomial P ∈ K{x1, . . . ,xn} and 1 6 i 6 n, the order of P with respect to xi is the
order of the highest derivative of xi appearing in P (−∞ if xi does not appear in P). It is denoted by
ordxi P.
(d) An ideal I of a differential ring (R,δ) is called a differential ideal if, for all a ∈ I, δ(a) ∈ I. For F ⊂ R,
the smallest differential ideal containing set F is denoted by [F ].
(e) Given Σ as in (5), we define the differential ideal of Σ as IΣ = [x
′− f,y−g]⊂C(µ){x,y,u}. Informally,
this is the ideal of all relations between the components of a generic solution of Σ.
Definition 2.5 (a full set of input-output equations). For the system Σ as in (5), a tuple (p1, . . . , pm) of
differential polynomials from C(µ){y,u} is called a full set of input-output equations if there exists an
ordering of the output variables which we will assume to be y1 < y2 < .. . < ym to simplify notation such
that
(1) p1 is the linear differential polynomial in y1 and u in IΣ of the smallest possible order in y1 such that
the coefficient of the highest derivative of y1 is one.
(2) For every ℓ > 1, pℓ is the linear differential polynomial in y1, . . . ,yℓ and u in IΣ such that
• ordy j pℓ < ordy j p j for every 16 j < ℓ;
• the coefficient of the highest derivative of yℓ in pℓ is one;
• ordyℓ pℓ is the smallest possible.
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Definition 2.6 (IO-identifiable function). For a system Σ consider a full set E of input-output equations.
Then the subfield of C(µ) generated by the coefficients of E over C is called the field of input-output
identifiable (IO-identifiable) functions. We call h ∈ C(µ) IO-identifiable if h ∈ k.
Remark 2.7. Proposition A.5 establishes the equivalence of this definition to Definition A.4, which is
applicable to a general rational ODE systems. Proposition A.5 also implies that the field of input-output
identifiable functions does not depend on the choice of a full set of input-output equations.
For examples of input-output equations and IO-identifiable functions, see Section 3.3.
Remark 2.8 (Meaning of IO-identifiability). One can see that the field of IO-identifiable functions is ex-
actly what will be computed by the first two steps of the algorithm outlined in the introduction (see also
Algorithm 3.1). The general problem as stated in Section 1.2 can be restated as: Determine classes of ODE
models for which
identifiable ⇐⇒ IO-identifiable.
Proposition A.18 together with [19, Example 6] (see also Example 3.4 with non-constant dynamics and
outputs) imply that:
Identifiable ( IO-identifiable . (6)
2.2 Linear compartment models
In this section, we discuss linear compartment models [1]. Such a model consists of a set of compartments
in which material is transfered from some compartments to other compartments. We also allow for leakage
of material from some compartments out of the system, and for input of material into some compartments
from outside the system.
We use the notation of [29, Section 2]. Let G be a simple directed graph with n vertices V and edges
E . Let In, Out, and Leak be subsets of V . The coefficients of material transfer are {a ji | j← i ∈ E} and
{a0i | i ∈ Leak}. For i = 1, . . . ,n, let xi be the quantity of material in compartment i. If i ∈ In, let ui be the
rate at which the experimenter inputs material into the i-th compartment. If i ∈ Out, let yi = xi. Without
loss of generality, we assume Out = {1, . . . ,m}. Now the system of equations governing the dynamics of
x1, . . . ,xn is given by
Σ =
{
x′ = A(G)x+u,
yi = xi, for every i ∈Out,
(7)
where x= (x1, . . . ,xn)
T , u is the n×1 matrix whose i-th entry is ui if i ∈ In and 0 otherwise, and A(G) is the
matrix defined by
A(G)i j =


−a0i− ∑
k:i→k∈E
aki, i= j, i ∈ Leak
− ∑
k:i→k∈E
aki, i= j, i 6∈ Leak
ai j, j→ i ∈ E
0, otherwise.
(8)
In the notation of (16), we have x= {x1, . . . ,xn}, y= {y1, . . . ,ym}, u= {ui | i ∈ In}, and
µ = {a ji | j← i ∈ E}∪{a0i | i ∈ Leak}.
It was observed in [29, Theorem 2] that, for a linear compartment model, one can obtain relations among
inputs, outputs, and parameters as follows. Let ∂ be the operator of differentiation. Let M ji(G) denote the
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submatrix of ∂I−A(G) obtained by deleting the j-th row and i-th column. Then [29, Theorem 2] yields that
system (7) implies that
det(∂I−A)(yi)− ∑
j∈In
(−1)i+ j det(M ji)(u j) = 0 for every i ∈ Out . (9)
Definition 2.9 (Reachability). We say vertex v is reachable from vertex w or one can reach vertex v from
vertex w if there exists a directed path from w to v. For example, in the graph 1→ 2, vertex 2 is reachable
from vertex 1. We say a leak (resp. input) is reachable from w if there exists a vertex v in Leak (resp. In)
such that v is reachable from w.
Example 2.10. Consider the graph
1 2
u
a12
a21
a
01
Here G is the graph given by V = {1,2} and E = {1 → 2, 2 → 1}. The arrow leaving compartment 1
indicates that Leak= {1}, the arrow entering compartment 1 indicates that In= {1}, and the other decoration
to compartment 2 indicates that Out = {2}. Note that the input and leak arrows, as well as the output
decoration, are not considered part of the graph. One can see that the corresponding system of differential
equations coincides with (1) and can be written as
(
x1
x2
)′
=
(
−(a01+a21) a12
a21 −a12
)(
x1
x2
)
+
(
u
0
)
, y= x2.
One can see that this system satisfies the conditions of Theorems 1, 2, and 3. A direct computation shows
that the input-output equation (2) is a special case of (9).
3 Main results
In this section, we will state our main results in a condensed form in Section 3.1. For the detailed state-
ments, see the corresponding theorems in the following sections. In Section 3.2, we show how our main
results apply to justifying an algorithm computing all identifiable functions of an ODE model. We end with
Section 3.3, in which we present examples (both of applied and of purely mathematical nature) illustrating
the conditions in the statements of our main results.
3.1 Statements
Theorem 1 (see Theorem 4.2). If system Σ as in (5) has exactly one output, then IO-identifiable functions
coincide with identifiable functions.
Theorem 2 (see Theorem 5.3). If the graph of a linear compartment model is such that one can reach a
leak or an input from every vertex, then IO-identifiable functions coincide with identifiable functions.
Problem 3.1. Will Theorem 2 remain true if the condition on the graph is removed or relaxed? (For a
discussion, see Remark 3.6 and Example 3.7.)
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In other words, Theorems 1 and 2 provide classes of models for which the approach via input-output
equations outlined in the introduction gives the correct result.
Theorem 3 (see Theorem 5.6). For a linear compartment model
• with at least one input and
• whose graph is strongly connected,
the field of all identifiable functions is generated by the coefficients of equations (9).
3.2 Application to algorithms
In this section, we will rephrase Theorems 1, 2, and 3 as statements about the correctness of two versions
of the algorithm outlined in Section 1.1 appearing in literature: Algorithm 3.1 is one of the key components
of, e.g., DAISY [6], and Algorithm 3.2 summarizes the approach from [16, Definition 3.9].
Algorithm 3.1 Computing identifiable functions
Input System Σ as in (16)
Output Generators of the field of identifiable functions of Σ (see Corollary 3.1)
(Step 1) Compute a full set C of input-output equations of Σ.
(Step 2) Return the coefficients of C considered as differential polynomials in y and u.
Corollary 3.1. Assume that Σ satisfies one of the following conditions
(1) Σ is as in (5) and has exactly one output;
(2) Σ is a linear compartment model such that one can reach a leak or an input from every vertex.
Then Algorithm 3.1 will produce a correct result for Σ.
Proof. Algorithm 3.1 will compute generators of the field of IO-identifiable functions. Theorems 1 and 2
imply that, for Σ that we consider, the field of IO-identifiable functions coincides with the field of identifiable
functions.
Algorithm 3.2 Computing identifiable functions
Input System Σ as in (16) corresponding to a linear compartment model with graph G
Output Generators of the field of identifiable functions of Σ (see Corollary 3.2)
(Step 1) For every i ∈ Out, compute an input-output equation pi as in (9).
(Step 2) Return the coefficients of {pi | i ∈ Out} considered as differential polynomials in y and u.
Corollary 3.2. In the notation of Algorithm 3.2, if graph G is strongly connected and has at least one input,
then Algorithm 3.2 will produce a correct result.
Proof. Follows from Theorem 3.
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3.3 Examples
In this section, we will consider several examples to illustrate the importance of conditions in our main
results and their corollaries.
Example 3.3 (Kinetics of lead in humans and our results for one output). The following system of equations
is used in [1, Section 4A] to model the kinetics of lead in the human body:

x′1 = k1x1+ k2x2+ k3x3+ k4
x′2 = k5x1+ k6x2
x′3 = k7x1− k3x3
y1 = x1
A full set of input-output equations is unique in this case and consists of a single differential polynomial:
y′′′1 − (k1+ k3+ k6)y
′′
1 +(−k1k3+ k1k6− k2k5− k3k6− k3k7)y
′
1+(k1k3k6− k2k3k5+ k3k6k7)y1+ k3k4k6.
By Corollary 3.1 (condition (1)), the field of identifiable functions is generated by
(k1+ k3+ k6), (−k1k3+ k1k6− k2k5− k3k6− k3k7), k3(k1k6− k2k5+ k6k7), k3k4k6.
In other words, these parameter combinations are identifiable, and moreover any other identifiable combi-
nation of parameters can be written as a rational combination of these.
Example 3.4 (Mathematical examples for Theorem 1). This example illustrates that the conclusion of The-
orem 1 may not hold if the system has more than one output. A somewhat smaller example of this is [19,
Example 2.14], in which a constant is measured. In the following system, both outputs have non-constant
dynamics. Consider the system 

x′1 = 0
x′2 = x2
x′3 = 2x3
y1 = x1+ x2
y2 = k1x1+ k2+ x3.
The full set of input-output equations with respect to the ordering y1 > y2 is
p2 = y
′
1− y1−
1
2k1
y′2+
1
k1
y2−
k2
k1
, p1 = y
′′
2−2y
′
2.
The system is linear but it does not satisfy the hypotheses of Theorem 1 because it has two outputs. By
Corollary A.17, the field of IO-identifiable functions is C(k1,k2). However, neither k1 nor k2 is identifiable.
Indeed, the observable solutions are y1(t) = x1(0) + x2(0)e
t and y2(t) = k1x1(0) + k2 + x3(0)e
2t , and so,
increasing k1 by λ and decreasing k2 by λx1(0) will result in the same measurements of y1(t) and y2(t).
An interested reader could construct additional examples in which Assumption (A) is not satisfied but
the non-satisfiability is much less obvious to check (see, e.g., [34, Section 5.2]).
To show that the condition that there is only one output in Theorem 1 is not necessary for Assumption (A)
to be satisfied, one can consider the following system

x′1 = x1+ k1
y1 = x1
y2 = x1+1.
9
The input-output equations with respect to y1 > y2 are: y1−y2+1 and y′2−y2−k1+1, and so the field of IO-
identifiable functions is C(k1), which coincides with the field of identifiable functions as k1 is identifiable.
Example 3.5 (Lack of strong connectedness and our theory, see also [16, Remark 3.11]). Consider the linear
compartment model
u 1 3 2a31 a32
in which an input function u is applied to compartment 1, the quantity in compartment 1 is measured, and
material flows from compartment 1 to compartment 3 and from compartment 2 to compartment 3. The
corresponding system of equations is given by
x1x2
x3


′
=

−a31 0 00 −a32 0
a31 a32 0



x1x2
x3

+

u0
0

 , y1 = x1. (10)
Note that the hypotheses of Corollary 3.2 and Theorem 3 are not satisfied since the graph is not strongly
connected. We will see that the conclusion of Theorem 3 does not hold and also that Algorithm 3.2 will
produce an incorrect result if applied to this model, that is, the conclusion of Corollary 3.2 does not hold.
For this system, equation (9) is
y′′′1 +(a31+a32)y
′′
1 +a31a32y
′
1−u
′′
1−a32u
′
1 = 0.
It is clear that a32, the coefficient of u
′
1, is not identifiable, since the flow of material from compartment 2
to compartment 3 cannot be detected by observing compartment 1. The system does, however, satisfy the
hypotheses of Corollary 3.1 (condition (1)), so we can use Algorithm 3.1 to compute a generating set of
the field of identifiable functions. A full set of input-output equations is unique and equal to y′1+a31y1−u.
Thus, the field of identifiable functions is C(a31).
Consider now a modification of this example by moving the output to compartment 3, and so y1 = x3
replaces y1 = x1 in system (10). In this case, the full set of input-output equations is
y′′′1 +(a31+a32)y
′′
1 +a31a32y
′
1−a31a32u−a31u
′,
which is the same as what (9) gives. So, even though the graph is not strongly connected, the conclusion of
Theorem 3 holds. Therefore, the conclusion of Corollary 3.2 holds.
Finally note that, for both models in this example, the assumption of Theorem 2 does not hold but the
conclusion holds by Theorem 1.
Remark 3.6. Theorem 2 remains valid for more general linear compartment models, e.g., with output
of the form y = C · x for some matrix C with entries in C(µ), which were considered, e.g., in [9]. An
academic Example 3.7 below shows that, in this more general statement, the condition on the graph cannot
be removed. It is an open problem (Problem 3.1) whether the condition on the graph can be removed (or
relaxed) in Theorem 2 as it is stated in the paper.
Example 3.7 (Leak is not reachable and Theorem 2). Consider the following linear compartment model
x1x2
x3


′
=

0 0 00 −a02 0
0 0 0



x1x2
x3

 ,

y1y2
y3

=

 1 1 0k1 0 k2
0 0 1

 ·

x1x2
x3

 . (11)
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On the one hand, one can show that the parameters k1 and k2 are not identifiable and the parameter a01 is
identifiable. On the other hand, a calculation shows that
y′1+a02y1+
a02k2
k1
y3−
a02
k1
y2, y
′
2, y
′
3
is a full set of input-output equations. Hence, C(k1,k2,a02) is the field of IO-identifiable functions. In the
graph corresponding to (11), one cannot reach a leak (there are no inputs) from either vertex 1 or vertex 3,
so the assumption of Theorem 2 is not satisfied. Since, for instance, k1 is IO-identifiable but not identifiable,
the conclusion of Theorem 2 is not satisfied either.
4 “Identifiability ⇐⇒ IO-identifiability” for linear systems with one output
(proof of Theorem 1)
In this section, we prove one of the main results, Theorem 4.2, which shows that, for a linear system with
one output, IO-identifiability and identifiability are equivalent. We begin with showing a preliminary result.
Lemma 4.1. Let K be a field. Consider
• the differential polynomial ring K{y,u} with derivation ∂ satisfying ∂(K) = 0,
• P ∈ K{y,u} of the form
P= DP(y)+UP,
where DP ∈ K[∂] is a linear differential operator over K with leading coefficient 1 and UP ∈ K{u}.
Let W be the Wronskian of all the monomials of P except for the one of the highest order with respect to y.
Then W does not belong to differential ideal [P].
Proof. Since the coefficients of P andW are in K, the membershipW ∈ [P] would be the same considered
over K or its algebraic closure. Therefore, replacing K with its algebraic closure if necessary, we will
assume that K is algebraically closed. Consider a lexicographic monomial ordering induced by an ordering
of the variables such that y(i+i) > y(i) for every i > 0 and y is greater than any derivative of u. Since for
all r P,P′, . . . ,P(r) is a Gro¨bner basis for [P]∩K[y,y′, . . . ,y(r),u,u′, . . . ,u(r)], it follows from [21, Lemma
1.5] that P,P′, . . . form a Gro¨bner basis of [P] with respect to this ordering as defined by [21, Definition
1.4]. Since the leading terms of a Gro¨bner basis are linear, [P] is a prime ideal. Thus, we can introduce
L := Frac(K{y,u}/[P]). The field of constants of L will be denoted byC(L). We denote the images of y and
u in L by y¯ and u¯, respectively. Since none of derivatives of u appear in the leading terms of the Gro¨bner
basis, u¯ and their derivatives are algebraically independent over K.
Assume that the statement of the lemma is not true. Due to [22, Theorem 3.7, p. 21], this implies that
the images in L of the monomials of P except for the one of the highest order in y are linearly dependent
over C(L). Therefore, there exists a nonzero polynomial Q = DQ(y)+UQ, where DQ ∈ C(L)[∂] is monic
and UQ ∈C(L){u}, such that Q(y,u) = 0 and ordDQ < ordDP. Let D0 be the gcd of DP and DQ with the
leading coefficient 1. Then ordD0 < ordDP.
If F is an algebraically closed field and p ∈ F[X ] and p is divisible by a q ∈ E[X ] with the leading
coefficient 1, where E is an extension of F , then q ∈ F [X ]. Therefore, since D0 divides DP and K is
algebraically closed, D0 ∈ K[∂] and there exists D1 ∈ K[∂] such that DP = D1D0. There also exist A,B ∈
C(L)[∂] such that D0 = ADP+BDQ. Consider
R := A(P)+B(Q) = D0(y)+UR,
11
where UR = A(UP)+B(UQ). Then R(y,u) = 0. Since P−D1(R) ∈C(L){u} vanishes on u and u is differ-
entially independent overC(L), it follows that P= D1(R).
Considering a basis ofC(L) over K, we can write
UR =U0+ e1U1+ . . .+ eNUN ,
where U0, . . . ,UN ∈ K{u} and 1,e1,e2, . . . ,eN ∈C(L) are linearly independent over K. Since D1(UR) =UP
and D1 ∈ K[∂], U1, . . . ,UN ∈ kerD1, where we consider D1 as a function from C(L){y,u} to C(L){y,u}.
There are two cases:
• D1 is not divisible by ∂. Then kerD1 = {0}. HenceU1 = . . .=UN = 0.
• D1 is divisible by ∂. Then kerD1 =C(L). Thus,U1, . . . ,UN belong to K. However, sinceUP =D1(UR),
UP does not contain a term in K. HenceUQ does not contain a term inC(L) and, consequently, UR does
not contain a term inC(L). Thus,U1 = . . .=UN = 0.
In both cases, we have shown thatUR ∈K{u}. Thus, R∈K{y,u} and R∈ [P]. But this is impossible because
P,P′,P′′, . . . is a Gro¨bner basis of [P] with respect to the monomial ordering introduced in the beginning of
the proof, and ordD0 < ordDP, so R is not reducible with respect to this basis.
Theorem 4.2 (Main Result 1). For every Σ as in (5) with m= 1 (that is, single output), for all h ∈ C(µ),
h is identifiable ⇐⇒ h is IO-identifiable.
Proof. Proposition A.18 implies that identifiable functions are always IO-identifiable, so it remains to show
the reverse inclusion. Consider a full set of input-output equations for Σ. Since m = 1, it will consist of
a single linear differential polynomial p ∈ C(µ){y,u}. Then, Lemma 4.1 and Lemma A.19 imply that its
coefficients are identifiable, so the reverse inclusion holds as well.
5 Applications to linear compartment models
In this section, we will prove our two main results for linear compartment models, Theorems 5.3 and 5.6.
For the notation that we will use for such models, see Section 2.2.
5.1 Sufficient condition for “identifiability ⇐⇒ IO-identifiability” for linear compartment
models (proof of Theorem 2)
Lemma 5.1. Let F = Frac(C(µ){x,y,u}/IΣ). The field of constants of F lies in the subfield of F generated
by C, µ and x.
Proof. Observe that F as a field is generated by µ, x, and all the derivatives of u, and all these elements are
algebraically independent. Assume that there exists ℓ > 0 and h ∈ C(µ,x,u, . . . ,u(ℓ)) such that h′ = 0 and,
without loss of generality, ∂
∂u
(ℓ)
κ
h 6= 0. Then we have
h′ =
ℓ
∑
i=0
κ
∑
r=1
u
(i+1)
r
∂
∂u
(i)
r
h+
n
∑
j=1
x′j
∂
∂x j
h= u
(ℓ+1)
κ
∂
∂u
(ℓ)
κ
h+a,
where a ∈ C(µ,x,u, . . . ,u(ℓ),u
(ℓ+1)
1 , . . . ,u
(ℓ+1)
κ−1 ). Since u
(ℓ+1)
κ is transcendental over
C(µ,x,u, . . . ,u(ℓ),u
(ℓ+1)
1 , . . . ,u
(ℓ+1)
κ−1 ) and
∂
∂u
(ℓ)
κ
h 6= 0, h′ = 0 yields a contradiction.
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Lemma 5.2. Consider a graph G such that, from every vertex, at least one leak can be reached. Then the
eigenvalues of A(G) are distinct and algebraically independent over Q.
Proof. Let H be a directed spanning forest of G constructed by a breadth-first search (depth-first search
would work as well) with the set Leak as the source such that, from every vertex, there is a path to some
element of Leak. Relabeling vertices if necessary, A(H) is upper triangular with algebraically independent
diagonal entries. It is well known that a breadth-first search on a graph will construct a spanning forest
containing all vertices reachable from the source set (cf. [11, Section 22.2]). We illustrate our procedure
with an example. Let G be the graph shown below, with Leak= {1,6}:
1 2 3
4 5 6
The steps of a breadth-first search with source set {1,6} are the first three graphs shown below. The fourth
graph is a relabeling of the third as described above.
1
6
1 2 3
5 6
1 2 3
4 5 6
1 2 4
6 5 3
Taking H to be the fourth graph, we have
A(H) =


−a01 a12
−a12
−a03 a34 a35
−a34
−a35 a56
−a56


.
Since the diagonal entries are algebraically independent over Q and algebraic over the field extension of
Q generated by the coefficients of the characteristic polynomial of A(H), it follows that the coefficients of
the characteristic polynomial of A(H) are algebraically independent over Q.
For all i, j, if the coefficients of the characteristic polynomial of A(G)|ai, j=0 are algebraically indepen-
dent, then the coefficients of the characteristic polynomial of A(G) are algebraically independent. Since
A(H) can be obtained from A(G) by setting equal to 0 those ai, j such that H has no edge from j to i, it
follows that the coefficients of the characteristic polynomial of A(G) are non-zero and algebraically in-
dependent. Since these n coefficients belong to the field extension of Q generated by n eigenvalues, the
eigenvalues must be algebraically independent as well.
Theorem 5.3 (Main Result 2). Let Σ be a linear compartment model with graph G such that, from every
vertex of G, at least one leak or input is reachable. Then the fields of identifiable and IO-identifiable
functions coincide.
Proof. Let K := Frac(C(µ){x,y,u}/IΣ). We will show that Σ does not have a rational first integral, that is
C(K) = C(µ). Then the theorem will follow from Proposition A.21. Consider a model Σ∗ with a graph G∗
obtained from G by replacing every input with a leak (if there was a vertex with an input and a leak, we
simply remove the input). The theorem will follow from the following two claims.
Claim: If Σ has a rational first integral, then Σ∗ also does. Consider a first integral of Σ, that is, an ele-
ment of c ∈ C(K) \C(µ). Lemma 5.1 implies that there exists R ∈ C(µ,x)\C such that c is the image of
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R in K. Since C[µ,x]{u}∩ IΣ = 0 due to [19, Lemma 3.1] and the image of R in K is a constant, the Lie
derivative of R with respect to Σ,
LΣ(R) :=
n
∑
i=1
∂R
∂xi
fi,
where f1, . . . , fn are as in (16), is zero. If there exists i ∈ In such that xi appears in R, then LΣ(R) will be of
the form
LΣ(R) =
∂R
∂xi
ui+(something not involving ui) 6= 0.
Thus, R does not involve any xi with i ∈ In. Then, due to the construction of G∗, LΣ∗(R) = LΣ(R) = 0, so Σ∗
also has a rational first integral.
Claim: Σ∗ does not have rational first integrals. Lemma 5.2 implies that the eigenvalues of A(G∗) are
algebraically independent. Then [33, Theorem 10.1.2, p. 118] implies that Σ∗ does not have rational first
integrals.
5.2 Using more convenient input-output equations (proof of Theorem 3)
Lemma 5.4. Let K be a field. For all a,b,c ∈ K[x] such that gcd(a,b) = 1, there exists at most one pair
(p,q) of elements of K[x] such that
• ap+bq= c and
• deg p< degb.
Proof. Suppose (p,q) and (p1,q1) are distinct pairs satisfying the two properties above. It follows that
a(p− p1)+b(q−q1) = 0. (12)
Since (p,q) 6= (p1,q1), (12) implies that p 6= p1. Since deg(p− p1)< degb, (12) implies that gcd(a,b) 6= 1,
which contradicts our hypothesis.
Corollary 5.5. Let K be a field containing C. Let a,b,c ∈ K[x] be such that gcd(a,b) = 1. If there exists a
pair of polynomials (p,q) such that ap+ bq = c and deg p < degb, then the coefficients of p and q belong
to the field extension of C generated by the coefficients of a, b, and c.
Proof. Suppose some coefficient of p or q does not belong to the field generated by the coefficients of a, b,
and c. By [32, Theorem 9.29, p. 117], there is a field automorphism σ of K that fixes the field extension of
C generated by the coefficients of a, b, and c and moves this coefficient. We extend σ to K[x] by σ(x) = x.
Applying σ to both sides of ap+ bq = c gives us aσ(p)+ bσ(q) = c. Using K for K in Lemma 5.4, we
arrive at a contradiction.
Theorem 5.6 (Main Result 3). Let Σ be a linear compartment model with a graph G. Let A = A(G) and
M ji be the submatrix of ∂I−A obtained by deleting the j-th row and the i-th column of ∂I−A. Recall that
(see (9)), for every solution of Σ, we have
det(∂I−A)(yi) = ∑
j∈In
(−1)i+ j det(M ji)(u j) for every i ∈Out .
If G is strongly connected and has at least one input, then the coefficients of these differential polynomials
with respect to y’s and u’s generate the field of identifiable functions of Σ.
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Proof. Without loss of generality, assume Out= {1, . . . ,m}. We set, for i= 1, . . . ,m,
hi := det(∂I−A)(yi)− ∑
j∈In
(−1)i+ j det(M ji)u j. (13)
Let also D= det(∂I−A) and, for i= 1, . . . ,m, let Qi be the 1×n matrix of operators defined by{
(Qi) j = (−1)i+ j det(M ji), j ∈ In,
(Qi) j = 0, j /∈ In .
(14)
Observe that, for i= 1, . . . ,m,
hi = D(yi)−Qi ·u,
where u is the n×1 matrix defined by u j = u j if j ∈ In and u j = 0 otherwise.
First we show that the coefficients of h1, . . . ,hm are IO-identifiable. Fix i. Consider an ordering of
the outputs such that yi is the smallest one. Let p1, . . . , pm be a full set of input-output equations with
respect to this ordering (see Definition 2.5) which exists due to Proposition A.5. Then p1 is of the form
g = E(yi) +B · u, where E is a linear differential operator and B is a 1× n matrix of linear differential
operators, both with coefficients in C(µ). Since hi ∈ IΣ and hi involves only yi and u, the second part
of Proposition A.5 implies that hi ∈ [p1], so there exists a differential operator D0 ∈ C(µ)[∂] such that
hi = D0p1. Since G is strongly connected and has an input, by [16, Proposition 3.19],
gcd(D∪{(Qi) j | (Qi) j 6= 0}) = 1.
Thus D0 has order zero, so hi and p1 are proportional. Therefore, the coefficients of (13) are IO-identifiable.
Next, we show that the field generated by the coefficients of h1, . . . ,hm contains the field of IO-
identifiable functions. Fix an ordering on the outputs ym > .. . > y1. We will show that the full set p1, . . . , pm
of input-output equations with respect to this ordering has the following property:
ordy1 p1 = n, ordyi pi = 0 for every 26 i6 m. (15)
The fact that ordy1 p1 = n is implied by the previous paragraph. From (5), we see that the transcendence
degree of C(µ){x,y,u}/IΣ over C(µ){u} is equal to n, so the transcendence degree of C(µ){y,u}/(IΣ ∩
C(µ){y,u}) over C(µ){u} is less than or equal to n. From the form of p1, we have that y1,y′1, . . . ,y
(n−1)
1
are algebraically independent over C(µ){u}, so for i = 2, . . . ,m, the elements yi,y1,y′1, . . . ,y
(n−1)
1 must be
algebraically dependent over C(µ){u}. Therefore, the equation for yi has order 0 in yi. Thus, we have
p1 = D(y1)−Q1 ·u and, for every, 26 i6 m, we can write
pi = yi+Di(y1)+Pi ·u,
where Pi is a 1×n matrix of linear differential operators and the order of operator Di is at most n−1.
We show that the coefficients of p1, . . . , pm can be written in terms of the coefficients of h1, . . . ,hm.
Since h1 equals D(y1)−Q1 ·u, this is true for the coefficients of D and Q1. It remains to show this for the
coefficients of D2, . . . ,Dm and P2, . . . ,Pm. Note that for all i and for j 6∈ In we have (Pi) j = 0, so we need
only address the coefficients of (Pi) j for j ∈ In.
Fix i> 1 and let g= yi+Di(y1)+Pi(u). We have that
D(g)−Di(h1) = D(yi)+ (DPi+DiQ1)(u) ∈ IΣ.
It follows that
D(yi)+ (DPi+DiQ1)(u) = hi,
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and therefore, for all j,
D(Pi) j+Di(Q1) j =−(Qi) j.
By the hypothesis of the theorem, In 6=∅. Fix j ∈ In. We apply [16, Proposition 3.19] to the model obtained
from Σ by deleting all the inputs except for j and obtain, using D 6= 1, that
gcd(D,(Q1) j) = 1 for every j ∈ In .
By Corollary 5.5, we have that the coefficients of (Pi) j and Di belong to the field extension of C generated
by the coefficients of D, (Q1) j, and (Qi) j.
We have shown that the field extension of C generated by the coefficients of h1, . . . ,hm is the field of
IO-identifiable functions. By Theorem 5.3, this is the field of identifiable functions.
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A General facts about identifiability and IO-identifiability
A.1 General definition of identifiability
In this section, we will generalize the notions from Section 2.1 to ODE systems with rational right-hand side.
Fix positive integers λ, n, m, and κ for the remainder of the appendix. Let µ = (µ1, . . . ,µλ), x= (x1, . . . ,xn),
y= (y1, . . . ,ym), and u= (u1, . . . ,uκ). Consider a system of ODEs
Σ =


x′ =
f(x,µ,u)
Q(x,µ,u)
,
y=
g(x,µ,u)
Q(x,µ,u)
,
x(0) = x∗,
(16)
where f= ( f1, . . . , fn) and g= (g1, . . . ,gm) are tuples of elements of C[µ,x,u] and Q ∈C[µ,x,u]\{0}.
Notation A.1 (Ideal IΣ ).
(a) For an ideal I and element a in a ring R, we denote I : a∞ = {r ∈ R | ∃ℓ : aℓr ∈ I}. This set is also an
ideal in R.
(b) Given Σ as in (16), we define the differential ideal of Σ as IΣ = [Qx
′− f,Qy−g] : Q∞ ⊂ C(µ){x,y,u}.
For the case of a linear system as in (5), this ideal coincides with the one from Notation 2.4.
Notation A.2 (Auxiliary analytic notation).
(a) Let Ω = {(xˆ∗, µˆ, uˆ) ∈Cn×Cλ× (C∞(0))κ | Q(xˆ∗, µˆ, uˆ(0)) 6= 0} and
Ωh = Ω∩ ({(xˆ
∗, µˆ) ∈ Cn+λ | h(xˆ∗, µˆ) well-defined}× (C∞(0))κ)
for every given h ∈C(x∗,µ).
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(b) For (xˆ∗, µˆ, uˆ) ∈ Ω, let X(xˆ∗, µˆ, uˆ) and Y (xˆ∗, µˆ, uˆ) denote the unique solution over C∞(0) of the instance
of Σ with x∗ = xˆ∗, µ = µˆ, and u= uˆ (see [17, Theorem 2.2.2]).
Definition A.3 (Identifiability, see [19, Definition 2.5]). We say that h(x∗,µ) ∈C(x∗,µ) is identifiable if
∃Θ ∈ τ(Cn×Cλ) ∃U ∈ τ((C∞(0))κ)
∀(xˆ∗, µˆ, uˆ) ∈ (Θ×U)∩Ωh |Sh(xˆ
∗, µˆ, uˆ)|= 1,
where
Sh(xˆ
∗, µˆ, uˆ) := {h(x˜∗, µ˜) | (x˜∗, µ˜, uˆ) ∈ Ωh and Y (xˆ
∗, µˆ, uˆ) = Y (x˜∗, µ˜, uˆ)}.
In this paper, we are interested in comparing identifiability and IO-identifiability (Definition A.4), and the
latter is defined for functions in µ, not in µ and x∗. Thus, just for the purpose of comparison, we will restrict
ourselves to the field {h ∈ C(µ) | h is identifiable}, which we will call the field of identifiable functions.
Definition A.4 (IO-identifiability). The smallest field k such that C ⊂ k ⊂ C(µ) and IΣ ∩C(µ){y,u} is
generated (as an ideal or as a differential ideal) by IΣ∩k{y,u} is called the field of IO-identifiable functions.
We call h ∈ C(µ) IO-identifiable if h ∈ k.
A.2 Specialization to the linear case
Proposition A.5. For every system Σ of the form (5):
(1) for every ordering of output variables, there exists a unique full set of input-output equations with
respect to this ordering;
(2) if p1, . . . , pm is the full set of input-output equations with respect to y1 < .. . < ym, then the derivatives
of p1, . . . , pm form a Gro¨bner basis of IΣ∩C(µ){y,u} with respect to any lexicographic monomial
ordering such that
• any derivative of any of y’s is greater any derivative of any of u’s;
• y
( j1)
i1
> y
( j2)
i2
iff i1 > i2 or i1 = i2 and j1 > j2.
An analogous statement holds for any other ordering of outputs.
(3) Definitions A.4 and 2.6 define the same field. In particular, the field defined in Definition 2.6 does
not depend on the choice of a full set of input-output equations.
Proof. We fix an ordering y1 < .. . < ym of outputs. Assume that there are full sets of input-output equations
p1, . . . , pm and q1, . . . ,qm with respect to this ordering. Let ℓ be the smallest integer such that pℓ 6= qℓ. By the
definition, ordyℓ pℓ = ordyℓ qℓ. Then ordyi(pℓ− qℓ) < ordyi pi for every i 6 ℓ; this contradicts the definition
of a full set of input-output equations. To finish the proof part (1) of the proposition, it remains to show the
existence of a full set of input-output equations.
Let J := IΣ∩C(µ){y,u}. Consider the set of differential polynomials S := {x′− f,x′′− f′, . . . ,y−g,y′−
g′, . . .}. By the definition of IΣ, these polynomials generate IΣ. Since these generators are linear, IΣ has
a linear Gro¨bner basis (see [21, Definition 1.4]) with respect to any monomial ordering. Since J is an
elimination ideal of IΣ, it also has a linear Gro¨bner basis with respect to any monomial ordering. Moreover,
consider any lexicographic monomial ordering on C(µ){x,y,u} such that
• any derivative of any of y1, . . . ,ym is greater than any derivative of any of x1, . . . ,xn;
• any derivative of any of x1, . . . ,xn is greater than any derivative of any of u1, . . . ,uκ;
17
• for a= x,y, a
( j1)
i1
> a
( j2)
i2
iff i1 > i2 or i1 = i2 and j1 > j2.
Observe that S is a Gro¨bner basis of IΣ with respect to any such monomial ordering. Therefore, u and their
derivatives are algebraically independent modulo IΣ, and the transcendence degree of C(µ){x,y,u} over
C(µ){u} modulo IΣ is finite.
Consider the restriction of the ordering described above to C(µ){y,u}. Consider the reduced Gro¨bner
basis B of J with respect to this ordering. As we have shown, it is linear. Since the transcendence degree
of C(µ){y,u} over C(µ){u} modulo J is finite, for every 1 6 i 6 m, there is a derivative of yi among the
leading terms of B. Moreover, by differentiating the corresponding element of B, we see that all higher
derivatives of yi will appear as leading terms of B. For each 16 i6m, we set pi to be the element in B with
the leading term being y
( j)
i such that j is the smallest possible. Then the fact that p1, . . . , pm are a part of the
reduced Gro¨bner basis implies that they form a full set of input-output equations with respect to the ordering
y1 < y2 < .. . < ym. This finishes the proof of part (1) of the proposition.
To prove part (2) of the proposition, observe that the derivatives of p1, . . . , pm form a Gro¨bner basis of
[p1, . . . , pm] with respect to the described ordering. Thus, it remains to show that [p1, . . . , pm] = J. Assume
that there is q ∈ J \ [p1, . . . , pm]. By reducing it with respect to appropriate derivatives of p1, . . . , pm, we can
assume that ordyi q < ordyi pi for every 1 6 i 6 m. But this would imply that p1, . . . , pm is not a full set of
input-output equations, so part (2) of the proposition is proved.
To prove part (3) of the proposition, observe that, since a full set of input-output equations is a part of a
reduced Gro¨bner basis of J, its coefficients belong to the field of definition of J. On the other hand, since the
set of all derivatives of p1, . . . , pm forms a Gro¨bner basis of J and the coefficients of these derivatives are the
same as the coefficients of p1, . . . , pm, the coefficients of p1, . . . , pm generate the field of definition of J.
A.3 Differential algebra preliminaries
We will use the following notation and definitions standard in differential algebra (see, e.g., [23, Chapter I],
[35, Chapter I], and [8, Section 2]):
Notation A.6.
• For a differential ring (R,δ), its ring of constants isC(R) := {r ∈ R | δ(r) = 0}.
• For elements a1, . . . ,aN of a differential ring, let WrM(a1, . . . ,aN) denote the M×N Wronskian matrix
of a1, . . . ,aN , that is,
WrM(a1, . . . ,aN)i, j = a
(i−1)
j , 16 j 6 N, 16 i6M.
Definition A.7. A differential ranking on K{x1, . . . ,xn} is a total order > on X := {δix j | i> 0, 1 6 j 6 n}
satisfying:
• for all x ∈ X , δ(x)> x and
• for all x,y ∈ X , if x> y, then δ(x) > δ(y).
It can be shown that a differential ranking on K{x1, . . . ,xn} is always a well order.
Notation A.8. For f ∈ K{x1, . . . ,xn}\K and differential ranking >,
• lead( f ) is the element of {δix j | i> 0,16 j 6 n} appearing in f that is maximal with respect to >.
• The leading coefficient of f considered as a polynomial in lead( f ) is denoted by in( f ) and called the
initial of f .
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• The separant of f is ∂ f∂ lead( f ) , the partial derivative of f with respect to lead( f ).
• The rank of f is rank( f ) = lead( f )deglead( f ) f .
• For S⊂ K{x1, . . . ,xn}\K, the set of initials and separants of S is denoted by HS.
• for g ∈ K{x1, . . . ,xn}\K, say that f < g if lead( f ) < lead(g) or lead( f ) = lead(g) and deglead( f ) f <
deglead(g) g.
Definition A.9 (Characteristic sets).
• For f ,g ∈ K{x1, . . . ,xn}\K, f is said to be reduced w.r.t. g if no proper derivative of lead(g) appears in
f and deglead(g) f < deglead(g) g.
• A subset A ⊂ K{x1, . . . ,xn}\K is called autoreduced if, for all p ∈ A , p is reduced w.r.t. every element
of A \{p}. One can show that every autoreduced set has at most n elements (like a triangular set but
unlike a Gro¨bner basis in a polynomial ring).
• Let A = {A1, . . . ,Ar} and B = {B1, . . . ,Bs} be autoreduced sets such that A1 < .. . < Ar and B1 < .. . <
Bs. We say that A < B if
– r > s and rank(Ai) = rank(Bi), 16 i6 s, or
– there exists q such that rank(Aq)< rank(Bq) and, for all i, 16 i< q, rank(Ai) = rank(Bi).
• An autoreduced subset of the smallest rank of a differential ideal I ⊂ K{x1, . . . ,xn} is called a charac-
teristic set of I. One can show that every non-zero differential ideal in K{x1, . . . ,xn} has a characteristic
set. Note that a characteristic set does not necessarily generate the ideal.
Definition A.10 (Characteristic presentation).
• A polynomial is said to be monic if at least one of its coefficients is 1. Note that this is how monic is
typically used in identifiability analysis and not how it is used in [8]. A set of polynomials is said to be
monic if each polynomial in the set is monic.
• Let C be a characteristic set of a prime differential ideal P ⊂ K{z1, . . . ,zn}. Let N(C ) denote the set
of non-leading variables of C . Then C is called a characteristic presentation of P if all initials of C
belong to K[N(C )] and none of the elements of C has a factor in K[N(C )]\K.
Remark A.11. The proof of [19, Lemma 3.2] shows that IΣ is prime.
Definition A.12 (Monomial). Let K be a differential field and let X be a set of variables. An element of
the differential polynomial ring K{X} is said to be a monomial if it belongs to the smallest multiplicatively
closed set containing 1, X , and the derivatives of X . An element of the polynomial ring K[X ] is said to be a
monomial if it belongs to the smallest multiplicatively closed set containing 1 and X .
A.4 Algebraic criterion for identifiability
Proposition A.13 extends the algebraic criterion for identifiability [19, Proposition 3.4] to identifiability of
functions of parameters rather than identifiability of just specific parameters themselves.
Proposition A.13. For every h ∈C(x∗,µ), the following are equivalent:
• h is identifiable;
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• the image of h in Frac(C(µ){x,y,u}/IΣ) lies in the field generated by the image of C{y,u} in
Frac(C(µ){x,y,u}/IΣ).
Proof. Write h= h1/h2, where h1,h2 ∈C[x∗,µ]. Let F = Frac(C(µ){x,y,u}/IΣ) and E the subfield gener-
ated by the image of C{y,u} in F . Let Σ1 be the system of equations obtained by adding
x′n+1 = 0,
ym+1 = xn+1−h,
xn+1(0) = x
∗
n+1
(17)
to Σ, where xn+1 is a new state variable and ym+1 is a new output. We define F1 =
Frac(C(µ){x,xn+1,y,ym+1,u}/IΣ1), and let E1 be the subfield generated by the image of C{y,ym+1,u} in
F1. We will talk about Σ-identifiability of h and Σ1-identifiability of x
∗
n+1. The proof will proceed in the
following three steps.
Step 1. h is Σ-identifiable ⇐⇒ x∗n+1 is Σ1-identifiable. Assume that h is Σ-identifiable. Let Θ andU be the
corresponding open subsets from Definition A.3. We set
Θ1 := {(xˆ
∗, xˆ∗n+1, µˆ) | (xˆ
∗, µˆ) ∈Θ & h2(xˆ
∗, µˆ) 6= 0}.
We will show that x∗n+1 is identifiable with the open sets from Definition A.3 being Θ1 and U . Let Ω1 be
the set Ω for the model Σ1, and consider (xˆ
∗, xˆ∗n+1, µˆ, uˆ) ∈ (Θ1×U)∩Ω1. Since, for a fixed known value of
ym+1, the values of x
∗
n+1 and h(x
∗,µ) uniquely determine each other, we have
|Sx∗n+1(xˆ
∗, xˆ∗n+1, µˆ, uˆ)|= |Sh(xˆ
∗, µˆ, uˆ)|= 1.
Thus, x∗n+1 is Σ1-identifiable.
For the other direction, assume that x∗n+1 is Σ1-identifiable, and Θ1 and U1 are the corresponding open sets
from Definition A.3. Let Θ be the projection of Θ1 onto all of the coordinates except for x
∗
n+1. We will show
that h is Σ-identifiable with the open sets being Θ andU1. Consider (xˆ
∗, µˆ, uˆ) ∈ (Θ×U1)∩Ωh. Let xˆ∗n+1 ∈C
be such that (xˆ∗, xˆ∗n+1, µˆ) ∈ Θ1. Then, in the same way as above, we have
|Sh(xˆ
∗, µˆ, uˆ)|= |Sx∗n+1(xˆ
∗, xˆ∗n+1, µˆ, uˆ)|= 1.
Step 2. h ∈ E ⇐⇒ xn+1 ∈ E1. Observe that we have natural embeddings F →֒ F1 and E →֒ E1. If h ∈ E ,
then xn+1 = ym+1+h ∈ E1.
Assume that xn+1 ∈E1. Then h= xn+1−ym+1 ∈E1. Observe that F1 = F (xn+1), and xn+1 is transcendental
over F . Since xn+1 is a constant, there is a differential automorphism α : F1 → F1 such that α(xn+1) =
xn+1+1 and α|F = id. Since α(ym+1)= ym+1+1, we have α(E1)⊂E1. Since E1 =E(ym+1) and α(ym+1)=
ym+1+1, every α-invariant element of E1 belongs to E . Since α(h) = h, we have h ∈ E .
Step 3. From Step 1., h is identifiable if and only if x∗n+1 is Σ1-identifiable. By [19, Proposition 3.4 (a) ⇐⇒
(c); Remark 2.2], x∗n+1 is Σ1-identifiable if and only if xn+1 ∈ E1. Finally, Step 2. implies that xn+1 ∈ E1 if
and only if h ∈ E .
A.5 Constructive definition of IO-identifiable functions
Corollary A.17 shows how the field of IO-identifiable functions can be computed via input-output equations.
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Definition A.14 (Field of definition). Let L ⊆ K be fields and let X be a (possibly infinite) set of variables.
Let I be an ideal of K[X ]. We say the field of definition of I over L is the smallest (with respect to inclusion)
field k, L⊆ k ⊆ K, such that I is generated by I∩ k[X ].
Remark A.15. For a given X and I, the field of definition of K overQ is what is called the field of definition
of K (with no reference to a subfield) in [26, Definition and Theorem 3.4, p. 55]. By [26, Theorem 3.4], for
every K and I, there is a smallest field k0 ⊆ K such that I is generated by I∩k0[X ]. The smallest intermediate
field k, L⊆ k⊆ K, such that I is generated by I∩k[X ] is equal to the smallest subfield of K containing L and
k0. Therefore, for every L, K, and I, the field of definition of I over L is well defined.
Proposition A.16. Let L ⊆ K be differential fields and let X be a finite set of variables. Let P be a
prime non-zero differential ideal of K{X} such that the ideal generated by P in K{X} is prime. If C is
a monic characteristic presentation of P, then the field of definition of P over L is the field extension of L
generated by the coefficients of C .
Proof. Let A be the set of coefficients of C and let k be the field of definition of P over L.
Suppose A 6⊂ k. Let P1 be the ideal generated by the image of P in K{X}. We show that C is a monic
characteristic presentation for P1. We have that C is a characteristic set for P1. Since the initials of C lie
in K[N(C )], they also lie in K[N(C )]. The property of not having a factor in the nonleading variables does
not depend on the coefficient field as well. By [20, Definition 2.6] and the paragraph thereafter, we have
that P= [C ] : H∞C in K{X}, and therefore [C ] : H
∞
C ⊂ P1, where the differential ideal operation is taken over
K{X}. Since C is a characteristic set of P1, the paragraph following [20, Definition 2.4] implies that P1
is contained in [C ] : H∞C , so P1 = [C ] : H
∞
C . Hence, [8, Corollary 1, p. 42], we conclude that C is a monic
characteristic presentation for P1.
By [32, Theorem 9.29, p. 117], there is an automorphism α of K that fixes k but moves some element of
A. Extend α to a differential ring automorphism on K{X} that fixes X . We show that α(C ) is a monic
characteristic presentation of P1. Since the initials of C lie in K[N(C )] and no element of C has a factor in
K[N(C )]\K, it follows that the initials of α(C ) lie in K[N(α(C ))] and no element of α(C ) has a factor in
K[N(α(C ))]\K. Since the rank of α(C ) is the same as that of C , it remains to show that α(C ) ⊂ P1. Let
f ∈ C . Since P is defined over k, it follows that P1 is defined over k. Therefore, there exist ai ∈ k{X}∩P1
and bi ∈ K{X} such that f = ∑i aibi. Thus,
α( f ) = ∑
i
aiα(bi) ∈ P1.
We conclude that α(C )⊂ P1 and thus is a characteristic set of P1.
We have shown that C and α(C ) are monic characteristic presentations of P1. By [8, Theorem 3, p. 42],
α(C ) = C . However, since α moves some coefficient appearing in C , we have a contradiction. We conclude
that our assumption that A 6⊂ k is false.
It remains to show that k ⊆ L(A). Let {hi}i∈B be a monic generating set of P1 as an ideal such that, for all
i ∈ B and for all g ∈ P1\{hi}, the support of hi−g is not a proper subset of the support of hi. We argue that
such a generating set exists. We describe a map φ : P1 → P (P1), where P (P1) denotes the power set of P1,
such that ∀b ∈ P1
– b belongs to the ideal generated by φ(b) and
– ∀a ∈ φ(b) ∀d ∈ P1\{0} the support of d is not a proper subset of the support of a.
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Let b ∈ P1. Construct φ(b) recursively as follows. If there is no element of P1\{0} whose support is a proper
subset of the support of b, let φ(b) = {b}. If there is an a ∈ P1\{0} whose support is a proper subset of the
support of b, let φ(b) = φ(a)∪ φ(b− ca), where c ∈ C is such that b− ca has smaller support than b. This
completes the construction of φ. Note that the procedure terminates since for each non-terminal step, the
support of each element of the output is smaller than the support of the input. Let {bi}i∈B0 be a generating
set for P1 as an ideal. Now
⋃
i∈B0 φ(bi), after normalization so that each element is monic, has the desired
properties.
Fix i and suppose that some coefficient of hi does not belong to L(A). Then by [32, Theorem 9.29, p. 117],
there is an automorphism α of K such that α fixes L(A) and α(hi) 6= hi. Since hi is monic, we have that
hi−α(hi) has smaller support than hi. Now we show that hi−α(hi) ∈ P1. Since hi ∈ P1, we have that
hi ∈ [C ]:HC ∞. Therefore, since α fixes the coefficients of C , we have
α(hi) ∈ [C ] : H
∞
C .
Hence,
hi−α(hi) ∈ [C ] : H
∞
C = P1.
This contradicts the definition of {hi}i∈B. Since the coefficients of hi belong to L(A), {hi}i∈B is also a
generating set for P. Therefore, P is generated by P∩ L(A){X}. By the definition of k, it follows that
k ⊆ L(A).
Corollary A.17. If C is a monic characteristic presentation of IΣ ∩ C(µ){y,u}, then the field of IO-
identifiable functions (as in Definition A.4) is generated over C by the coefficients of the elements of C .
Proof. The proof of [19, Lemma 3.2] shows that both IΣ and the ideal generated by the image of IΣ
in C(µ){x,y,u} are prime, since the argument does not depend on the coefficient field. Therefore
IΣ ∩C(µ){y,u} and the ideal generated by IΣ ∩C(µ){y,u} in C(µ){y,u} are prime. By Proposition A.16
with L = C, K = C(µ), and P = IΣ ∩C(µ){y,u}, we have that the field of definition of P over C is equal
to the field extension of C generated by the coefficients of C . This is exactly the field of IO-identifiable
functions.
A.6 Identifiability =⇒ IO-identifiability
Proposition A.18. For all Σ and h ∈C(µ),
h is identifiable =⇒ h is IO-identifiable
Proof. Let h ∈ C(µ) be identifiable. By Proposition A.13, there exist g ∈ C{y,u}\IΣ and w ∈ C{y,u} such
that gh+w ∈ IΣ. Therefore, there exist m1, . . . ,mr ∈ C(µ){y,u} and p1, . . . , pr ∈ IΣ∩ k{y,u} such that
gh+w= m1p1+ . . .+mrpr. (18)
Suppose h 6∈ k. By [32, Theorem 9.29, p. 117], there exists an automorphism σ on C(µ) that fixes k
pointwise and such that σ(h) 6= h. Let R1 := C(µ){x,y,u}. We extend σ to R1 by letting σ fix x, y, and u.
Applying σ to (18) and subtracting the two equations yields
g(h−σ(h)) = (m1−σ(m1))p1+ . . .+(mr−σ(mr))pr (19)
in R1. Let P denote the differential ideal generated by Σ in R1. Since P is a prime differential ideal and the
right-hand side of (19) belongs to P, it follows that either g ∈ P or h−σ(h) ∈ P. But since h−σ(h) is a
non-zero element of C(µ) and P is a proper ideal, it cannot be that h−σ(h) ∈ P. Therefore, g ∈ P. Hence,
g ∈ P∩R= IΣ, contradicting our assumption on g.
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A.7 Sufficient condition for “identifiable ⇐⇒ IO-identifiable”
The aim of this section is Proposition A.21, which gives a sufficient condition for the fields of identifiable
and IO-identifiable functions to coincide. We use this condition for proving Theorem 2.
Lemma A.19 (cf. [12, Section 4.1] and [31, Section 3.4]). Let g∈ IΣ be such that we can write g= ∑
N
i=1 aizi,
where N > 2, ai ∈ C(µ)\{0}, a1 = 1, and z1, . . . ,zN are distinct monomials in C{y,u}. If for some Z (
{z1, . . . ,zN} of size N−1 it holds that detWrN−1(Z) 6∈ IΣ, then ai is identifiable for all i= 1, . . . ,N.
Proof. Suppose detWrN−1(z1, . . . ,zt−1,zt+1, . . . ,zN) 6∈ IΣ. Modulo IΣ, we have
∑
i6=t
ai
at
zi =−zt (20)
Since IΣ is a differential ideal, the derivatives of (20) are also true. Differentiating (20) N− 2 times, we
obtain the following linear system:
M
(
a1
at
, . . . ,
at−1
at
,
at+1
at
, . . . ,
aN
at
)T
=−(zt , . . . ,z
(N−2)
t )
T ,
whereM =WrN−1(z1, . . . ,zt−1,zt+1, . . . ,zN). SinceM is nonsingular modulo IΣ, in Frac(C(µ){x,y}/IΣ), we
have (
a1
at
, . . . ,
at−1
at
,
at+1
at
, . . . ,
aN
at
)
= (−zt , . . . ,z
(N−2)
t )(M
−1)T .
Since the entries of the right-hand side belong to the subfield generated by C{y,u}, the entries of the left-
hand side are identifiable by Proposition A.13. Since a1 = 1, at is identifiable and it follows that a2, . . . ,aN
are identifiable.
LemmaA.20. Let K be a constant field and X a finite set of variables. Let C be a characteristic presentation
for a prime differential ideal I in K{X}. Let C ∈ C and write C = ∑ri=1 aimi, where each ai ∈ K\{0}, and
the mi are distinct monomials. Then no proper subset of {m1, . . . ,mr} is K-linearly dependent modulo I.
Proof. Write C =C1, . . . ,Cs. SayC=C j = ∑
r
i=1 aimi and suppose D=∑
r−1
i=1 bimi ∈ I, where b1, . . . ,br−1 ∈K
are not all 0. Without loss of generality, we can assume that either D<C j or rank(D) = rank(C j) and in(D)
is not a K-multiple of in(C j). Observe that, since C is a characteristic set, C j is reduced with respect to
C1, . . . ,C j−1 and hence D is reduced with respect toC1, . . . ,C j−1.
Suppose D<C j. Then D is reducible to 0 by C1, . . . ,C j−1, we have a contradiction.
Suppose rank(D) = rank(C j) and in(D) is not a K-multiple of in(C j). We can represent D as D0D1,
where D0 ∈ K[N(C )] and D1 does not have a factor in K[N(C )]. Since D ∈ I and I is prime, we have D1 ∈ I.
Since D is reduced with respect to C1, . . . ,C j−1, it must be that D1 is reduced with respect to them too.
Since D1 has the same leader as C j, it follows that C j+1, . . . ,Cs are reduced with respect to D1. Therefore,
C1, . . . ,C j−1,D1,C j+1, . . . ,Cs is a different characteristic presentation of I. This contradicts [8, Theorem 3,
p. 42].
Proposition A.21. Assume that model Σ does not have rational first integrals (i.e., first integrals that are
rational functions in the parameters and state variables), that is, the constants of Frac(C(µ){x,y,u}/IΣ)
coincide with C(µ). Then, for every h ∈C(µ),
h is identifiable ⇐⇒ h is IO-identifiable.
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Proof. Proposition A.18 implies that the field of all identifiable functions is contained in the field of all
IO-identifiable functions. Let C be a monic characteristic presentation of IΣ ∩C(µ){y,u}. Corollary A.17
implies that the field of all IO-identifiable functions is generated over C by the coefficients of C . Thus, it
remains to show that the coefficients of C are identifiable. Consider p ∈ C . Lemma A.20 implies that every
proper subset of the monomials of p is linearly independent over C(µ) modulo IΣ. Hence, the image of
every proper subset of monomials of p in Frac(C(µ){x,y,u}/IΣ) is linearly independent over the constants
of Frac(C(µ){x,y,u}/IΣ). Thus, [22, Theorem 3.7, p. 21] implies that the Wronskian of every proper subset
of monomials of p does not belong to IΣ. Lemma A.19 implies that the coefficients of p are identifiable.
B Identifiability from initial conditions and IO-identifiability
Definition B.1 (Identifiability from initial conditions, cf. [37, Definition 3]). We say that h(µ) = h1(µ)
h2(µ)
∈
C(µ) is identifiable from initial conditions (IC-identifiable) if
∃Θ ∈ τ(Cλ) ∀µˆ ∈Θ
(
h2(µˆ) 6= 0 =⇒ (∃uˆ ∈ (C
∞(0))κ |Th(µˆ, uˆ)|= 1)
)
,
where
Th(µˆ, uˆ) :=
{
h(µ˜) |∃xˆ∗ ∈ Cn (xˆ∗, µ˜, uˆ) ∈ Ωh and
∀xˆ∗ ∈ Cn
(
(xˆ∗, µ˜, uˆ) ∈Ωh =⇒ Y (xˆ
∗, µˆ, uˆ) =Y (xˆ∗, µ˜, uˆ)
)}
.
Remark B.2 (cf. [19, (a)⇐⇒ (b) in Proposition 3.4]). Let h(µ) = h1(µ)
h2(µ)
∈ C(µ). The proof of Proposi-
tion B.3 shows that, if ∃r ∈ Z>1 such that h is identifiable in Σr, then
∃Θ ∈ τ(Cλ) ∃U ∈ τ((C∞(0))κ) ∀µˆ ∈ Θ
(
h2(µˆ) 6= 0 =⇒ (∀uˆ ∈U |Th(µˆ, uˆ)|= 1)
)
,
where Th(µˆ, uˆ) is as in Definition B.1 (informally speaking “there exists uˆ” is replaced with “for almost all
uˆ”).
Proposition B.3. For all h ∈C(µ) and Σ,
∃r ∈ Z>1 such that h is identifiable in Σr =⇒ h is IC-identifiable in Σ,
where
Σr =


x′i =
f(xi,µ,u)
Q(xi,µ,u)
, i= 1, . . . ,r,
yi =
g(xi,µ,u)
Q(xi,µ,u)
, i= 1, . . . ,r.
where for i= 1, . . . ,r, xi = xi1, . . . ,xin and yi = yi1, . . . ,yim.
Proof. We will first prove the proposition for r = 1. Assume that h is identifiable in Σ = Σ1. Let Θ and U
be the corresponding open sets from Definition A.3. We will show that h is IC-identifiable with the same set
Θ. Fix µˆ ∈ Θ and uˆ ∈U . Assuming that h2(µˆ) 6= 0, we will show that
Th(µˆ, uˆ) = {h(µˆ)}.
Suppose L ∈ Th(µˆ, uˆ). Then there is a µ˜ ∈ Cλ such that h(µ˜) = L and µ˜ satisfies the description of Th(µˆ, uˆ).
By the first conjunct in the description of Th(µˆ, uˆ), there exists xˆ
∗ ∈Cn such that (xˆ∗, µ˜, uˆ) ∈Ωh. Fix this xˆ∗.
By the second conjunct in the description of Th(µˆ, uˆ), we have that
Y (xˆ∗, µˆ, uˆ) = Y (xˆ∗, µ˜, uˆ).
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This implies that h(µ˜) ∈ Sh(xˆ∗, µˆ, uˆ). Since (xˆ∗, µˆ, uˆ) ∈ (Θ×U)∩Ωh, it follows from the identifiability of h
that |Sh(xˆ∗, µˆ, uˆ)|= 1. Because h(µˆ) ∈ Sh(xˆ∗, µˆ, uˆ), it follows that h(µˆ) = h(µ˜). Therefore, |Th(µˆ, uˆ)|= 1, so
h is IC-identifiable in Σ = Σ1.
Now consider arbitrary positive integer r > 1. We use Ωh,Σr ,Th,Σr , and YΣr to denote Ωh,Th, and Y for
system Σr. For every µ˜, µˆ, and uˆ, it holds that
∃xˆ∗ ∈ Crn (xˆ∗, µ˜, uˆ) ∈ Ωh,Σr ⇐⇒ ∃xˆ
∗ ∈ Cn (xˆ∗, µ˜, uˆ) ∈ Ωh
and
∀xˆ∗ ∈Crn
(
(xˆ∗, µ˜, uˆ) ∈Ωh,Σr =⇒ YΣr (xˆ
∗, µˆ, uˆ) = YΣr(xˆ
∗, µ˜, uˆ)
)
m
∀xˆ∗ ∈ Cn
(
(xˆ∗, µ˜, uˆ) ∈Ωh =⇒ Y (xˆ
∗, µˆ, uˆ) = Y (xˆ∗, µ˜, uˆ)
)
.
Therefore, Th(µ˜, uˆ) = Th,Σr (µ˜, uˆ). Thus, h is IC-identifiable in Σ if and only if it is IC-identifiable in Σr. From
the first part of the proof, we have that the latter is implied by the identifiability of h in Σr. This concludes
the proof.
Lemma B.4. For all
• positive integers M > N,
• ordinary differential fields F,
• a1, . . . ,aN ∈ F,
the F-vector space of F-linear dependences of the columns of W :=WrM(a1, . . . ,aN) is defined over C(F)
(see Notation A.6).
Proof. We will prove the lemma by induction on the column corank of W denoted by corankW . If
corankW = 0, then the statement is true. Assume that corankW > 0. By [23, Theorem 1, p. 86], there exist
c1, . . . ,cN ∈ C(F), not all 0, such that c1a1 + . . .+ cNaN = 0. Reordering a1, . . . ,aN if necessary, we will
assume that cN 6= 0. Then any dependence among the columns ofW is a linear combination of (c1, . . . ,cN)
and a linear dependence of the first N− 1 columns. The matrix consisting of the first N− 1 columns has
smaller corank than W , so the space of dependences among its columns is defined over C(F). Thus, the
space of column dependences ofW is also defined over C(F).
Lemma B.5. Let n be a positive integer and p1, . . . , pn ∈ K[X1, . . . ,Xn,u], where K is a field and u is a tuple
of variables. We introduce tuples of variables xi = (xi,1, . . . ,xi,n) for i = 1, . . . ,n. If there exists a nontrivial
K(x1, . . . ,xn)-linear dependence among the columns of
M :=


p1(x1,u) . . . pn(x1,u)
...
. . .
...
p1(xn,u) . . . pn(xn,u)

 ,
then there is a nontrivial K-linear dependence among the columns of M.
Proof. Let w ∈ K(x1, . . . ,xn)n×1 be such that at least one entry is 1 andMw= 0. Let σ be an automorphism
of K(x1, . . . ,xn,u) that fixes K(u) and permutes x1, . . . ,xn. Since σ permutes the rows of M, it follows that
σ(Mw) =Mσ(w) = 0n×1.
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Now ∑σ σ(w), where the summation ranges over all σ as described above, gives a nontrivial linear depen-
dence among the columns of M over the field extension of K generated by the functions fixed by all such
σ.
Let v be such a dependence, and, without loss of generality, assume that one coefficient of v is 1. Let L
be the field extension over K generated by the coefficients of v. We show that the set x1 is transcendental
over L. Suppose x1 is algebraic over L. Then tr.degK L> 1. By the symmetry of L, we have that, for all ℓ, xℓ
is algebraic over L, and hence tr.degK L > n. However, since L is generated by the coefficients of v and one
of the coefficients of v is 1, tr.degK L6 n−1. This is a contradiction, hence x1 is transcendental over L.
Since x1 and u are algebraically independent over L, p1(x1,u), . . . , pn(x1,u) can be considered as poly-
nomials in L[x1,u]. Since they are linearly dependent over L and their coefficients belong to K ⊂ L, they are
linearly dependent over K. This gives a nontrivial K-dependence among the columns of M.
Proposition B.6. For all Σ and h ∈ C(µ),
h is IO-identifiable =⇒ h is IC-identifiable
Example B.7. In this example, we will see that being IC-identifiable does not imply being IO-identifiable.
Let
Σ =
{
x′ = x
y= µx.
Observe that y′− y is a monic characteristic presentation for IΣ ∩C(µ){y}. Hence k = C and µ is not IO-
identifiable.
However, µ is IC-identifiable. Observe that Ωµ =C. Take Θ =C\{0}. Note that since u does not appear
in the system, the choice of uˆ has no effect. For any choice of µˆ and xˆ∗, the solution to y isY (µˆ, xˆ∗)(t) = µˆxˆ∗et .
Fix µˆ ∈ Θ, take uˆ = 1, fix µ˜ ∈ Ωµ, and suppose ∀xˆ∗ ∈ C µˆxˆ∗et = µ˜xˆ∗et . In particular, we have µˆet = µ˜et .
Therefore, µˆ= µ˜.
Proof of Proposition B.6. Let C be a monic characteristic presentation for IΣ∩C(µ){y,u}. Let p ∈ C , and
write
p= a1z1+ . . .+arzr+ zr+1.
where a1, . . . ,ar ∈ C(µ) and z1, . . . ,zr+1 are distinct monomials. We show that a1, . . . ,ar are identifiable
in Σr (as defined in Proposition B.3). View z j as z˜ j(y1, . . . ,ym,u) = z˜ j(y,u), where z˜ j(T1, . . . ,Tm,U) ∈
C(µ){T1, . . . ,Tm,U}. For i= 1, . . . ,r and j = 1, . . . ,r+1, let zi, j = z˜ j(yi,u). Now for i= 1, . . . ,r, define
pi = a1zi,1+ . . .+arzi,r+ zi,r+1.
Observe that p1, . . . , pr ∈ IΣr . Modulo IΣr , we have

W1
...
Wr




a1
...
ar

=


−U1
...
−Ur

 , (21)
whereWi =Wrr(zi,1, . . . ,zi,r) and Ui =Wrr(zi,r+1) for every i = 1, . . . ,r. Let M denote the r
2× r matrix in
(21). We show that M has full rank. Let
F = Frac(C(µ){x1, . . . ,xr,y1, . . . ,yr,u}/IΣr )
and let C(F) denote its subfield of constants. Suppose that M does not have full rank. Then there is a non-
trivial F-linear dependence among the columns of M. The space of F-linear dependences of the columns
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of M is the intersection of the spaces of F-linear dependences of the columns ofW1, . . . ,Wr. Denote these
spaces by V1, . . . ,Vr , respectively. By Lemma B.4, each Vi is defined over C(F). Because the intersection
of finitely many varieties defined over the same subfield is also defined over that subfield, V1 ∩ . . .∩Vr is
defined overC(F). Therefore, there is a non-trivial C(F)-linear dependence among the columns ofM. Note
that the submatrix 

z1,1 . . . z1,r
...
...
zr,1 . . . zr,r


of M is equivalent modulo IΣr to a matrix
M1 :=


zˆ1,1 . . . zˆ1,r
...
...
zˆr,1 . . . zˆr,r

 ,
where each zˆi, j is inC(µ)[x1, . . . ,xr]{u}. By Lemma 5.1, there is aC(µ,x1, . . . ,xr)-linear dependence among
the columns of M1. Since, by [19, Lemma 3.1 and Remark 2.2], x1, . . . ,xr,u,u
′, . . . are algebraically inde-
pendent over C(µ), Lemma B.5 implies that there is a C(µ)-linear dependence among the columns of M1.
However, since z1,1, . . . ,z1,r+1 are the monomials of an element of a characteristic presentation, this is im-
possible by Lemma A.20. This contradicts our assumption that M does not have full rank.
Therefore, a1, . . . ,ar belong to the differential subfield of F generated by y1, . . . ,yr,u. By Proposi-
tion A.13, a1, . . . ,ar are identifiable in Σr. By Proposition B.3, a1, . . . ,ar are IC-identifiable in Σ. By
Corollary A.17, every IO-identifiable function is IC-identifiable.
References
[1] D. H. Anderson. Compartmental Modeling and Tracer Kinetics. Lecture Notes in Bioinformatics.
Springer, 1983. URL https://doi.org/10.1007/978-3-642-51861-4.
[2] S. Audoly, L. D’Angio´, M. Saccomani, and C. Cobelli. Global identifiability of linear compartmental
models – a computer algebra algorithm. IEEE Transactions on Biomedical Engineering, 45(1):36–47,
1998. URL https://doi.org/10.1109/10.650350.
[3] J. Baaijens and J. Draisma. On the existence of identifiable reparametrizations for lin-
ear compartment models. SIAM Journal on Applied Mathematics, 76(4), 2016. URL
https://doi.org/10.1137/15M1038013.
[4] D. Bearup, N. Evans, and M. Chappell. The input-output relationship approach to structural identi-
fiability analysis. Computer Methods and Programs in Biomedicine, 109(2):171–181, 2013. URL
https://doi.org/10.1016/j.cmpb.2012.10.012.
[5] R. Bellman and K. A˚stro¨m. On structural identifiability. Mathematical Biosciences, 7(3-4):329–339,
1970. URL https://doi.org/10.1016/0025-5564(70)90132-X.
[6] G. Bellu, M. P. Saccomani, S. Audoly, and L. D’Angio´. DAISY: A new software tool to test
global identifiability of biological and physiological systems. Computer Methods and Programs in
Biomedicine, 88(1):52–61, 2007. URL https://doi.org/10.1016/j.cmpb.2007.07.002.
[7] A. Ben-Zvi, P. McLellan, and K. McAuley. Identifiability of linear time-invariant differential-algebraic
systems. 2. The differential-algebraic approach. Industrial & Engineering Chemistry Research, 43(5):
1251–1259, 2004. URL https://doi.org/10.1021/ie030534j.
27
[8] F. Boulier and F. Lemaire. Computing canonical representatives of regular differential ideals. In
Proceedings of the 2000 International Symposium on Symbolic and Algebraic Computation (ISSAC),
pages 38–47. ACM, 2000. URL https://doi.org/10.1145/345542.345571.
[9] M. Chapman and K. Godfrey. Some extensions to the exhaustive-modeling approach
to structural identifiability. Mathematical Biosciences, 77(1-2):305–323, 1985. URL
https://doi.org/10.1016/0025-5564(85)90103-8.
[10] O.-T. Chis, J. R. Banga, and E. Balsa-Canto. Structural identifiability of systems biol-
ogy models: A critical comparison of methods. PLoS ONE, 6(11):1–16, 11 2011. URL
https://doi.org/10.1371/journal.pone.0027755.
[11] T. H. Cormen, C. E. Leiserson, R. L. Rivest, and C. Stein. Introduction to Algorithms, Third Edition.
The MIT Press, 2009.
[12] L. Denis-Vidal, G. Joly-Blanchard, C. Noiret, and M. Petitot. An algorithm to test iden-
tifiability of non-linear systems. IFAC Proceedings Volumes, 34(6):197–201, 2001. URL
https://doi.org/10.1016/S1474-6670(17)35173-X.
[13] J. DiStefano. Dynamic Systems Biology Modeling and Simulation. Academic Press, 2014.
[14] K. Godfrey and M. Chapman. Identifiability and indistinguishability of linear compart-
mental models. Mathematics and Computers in Simulation, 32(3):273–295, 1990. URL
https://doi.org/10.1016/0378-4754(90)90185-L.
[15] K. Godfrey and J. DiStefano. Identifiability of model parameters. IFAC Proceedings Volumes, 18(5):
89–114, 1985. URL https://doi.org/10.1016/S1474-6670(17)60544-5.
[16] E. Gross, H. A. Harrington, N. Meshkat, and A. Shiu. Linear compartmental models: input-output
equations and operations that preserve identifiability. SIAM Journal on Applied Mathematics, 79(4):
1423–1447, 2019. URL https://doi.org/10.1137/18M1204826.
[17] E. Hille. Ordinary Differential Equations in the Complex Domain. Dover, 1997.
[18] H. Hong, A. Ovchinnikov, G. Pogudin, and C. Yap. SIAN: software for structural
identifiability analysis of ODE models. Bioinformatics, 35(16):2873–2874, 2019. URL
https://doi.org/10.1093/bioinformatics/bty1069.
[19] H. Hong, A. Ovchinnikov, G. Pogudin, and C. Yap. Global identifiability of differential models. Com-
munications on Pure and Applied Mathematics, 2020. URL https://doi.org/10.1002/cpa.21921.
[20] E. Hubert. Factorization-free decomposition algorithms in differential algebra. Journal of Symbolic
Computation, 29(4):641–662, 2000. URL https://doi.org/10.1006/jsco.1999.0344.
[21] K. Iima and Y. Yoshino. Gro¨bner bases for the polynomial ring with infinite vari-
ables and their applications. Communications in Algebra, 37(10):3424–3437, 2009. URL
https://doi.org/10.1080/00927870802502878.
[22] I. Kaplansky. An Introduction to Differential Algebra. Hermann, Paris, 1957.
[23] E. Kolchin. Differential Algebra and Algebraic Groups. Academic Press, New York, 1973.
[24] M. Komatsu, T. Yaguchi, and K. Nakajima. Algebraic approach towards the exploitation of “softness”:
the input-output equation for morphological computation. The International Journal of Robotics Re-
search, 2020. URL https://doi.org/10.1177/0278364920912298.
[25] L. Ljung and T. Glad. On global identifiability for arbitrary model parametrizations. Automatica, 30
(2):265–276, 1994. URL https://doi.org/10.1016/0005-1098(94)90029-9.
28
[26] D. Marker. Model Theory of Differential Fields, volume 5 of Lecture Notes in Logic, pages 38–113.
Springer-Verlag, Berlin, 1996. URL https://doi.org/10.1017/9781316716991.003.
[27] N. Meshkat and S. Sullivant. Identifiable reparametrizations of linear compartment models. Journal of
Symbolic Computation, 63:46–67, 2014. URL https://doi.org/10.1016/j.jsc.2013.11.002.
[28] N. Meshkat, C. Kuo, and J. DiStefano. On finding and using identifiable parameter combinations in
nonlinear dynamic systems biology models and COMBOS: A novel web implementation. PLoS ONE,
9(10):e110261, 2014. URL https://doi.org/10.1371/journal.pone.0110261.
[29] N. Meshkat, S. Sullivant, and M. Eisenberg. Identifiability results for several classes of lin-
ear compartment models. Bulletin of Mathematical Biology, 77:1620–1651, 10 2014. URL
https://doi.org/10.1007/s11538-015-0098-0.
[30] N. Meshkat, Z. Rosen, and S. Sullivant. Algebraic tools for the analysis of state space models. In
T. Hibi, editor, The 50th Anniversary of Gro¨bner Bases, July 1–10, 2015, Osaka, Japan, volume 77 of
Advances in Pure Mathematics, pages 171–205, Tokyo, Japan, 2018. Mathematical Society of Japan.
URL https://doi.org/10.2969/aspm/07710171.
[31] H. Miao, X. Xia, A. S. Perelson, and H. Wu. On identifiability of nonlinear ODE
models and applications in viral dynamics. SIAM Review, 53(1):3–39, 2011. URL
https://doi.org/10.1137/090757009.
[32] J. S. Milne. Fields and Galois theory (v4.60), 2018. URL
https://www.jmilne.org/math/CourseNotes/ft.html.
[33] A. Nowicki. Polynomial derivations and their rings of constants. Uniwersytet Mikołaja Kopernika,
Torun´, 1994.
[34] A. Ovchinnikov, A. Pillay, G. Pogudin, and T. Scanlon. Computing all identifiable functions for ODE
models, 2020. URL https://arxiv.org/abs/2004.07774.
[35] J. F. Ritt. Differential Algebra. Colloquium Publications. American Mathematical Society, 1950.
[36] M. Saccomani and L. D’Angio´. Examples of testing global identifiability with
the DAISY software. IFAC Proceedings Volumes, 42(10):48–53, 2009. URL
https://doi.org/10.3182/20090706-3-FR-2004.00007.
[37] M. Saccomani, S. Audoly, and L. D’Angio´. Parameter identifiability of nonlin-
ear systems: the role of initial conditions. Automatica, 39:619–632, 2003. URL
https://doi.org/10.1016/S0005-1098(02)00302-3.
[38] M. P. Saccomani and G. Bellu. DAISY: An efficient tool to test global identifiability. Some case
studies. In 2008 16th Mediterranean Conference on Control and Automation, pages 1723–1728, 2008.
URL https://doi.org/10.1109/MED.2008.4602152.
[39] J. van den Hof. Structural identifiability of linear compartmental systems. IEEE Transactions on
Automatic Control, 43(6):800–818, 1998. URL https://doi.org/10.1109/9.679020.
[40] A. F. Villaverde, N. D. Evans, M. J. Chappell, and J. R. Banga. Sufficiently exciting inputs for
structurally identifiable systems biology models. IFAC-PapersOnLine, 51(19):16–19, 2018. URL
https://doi.org/10.1016/j.ifacol.2018.09.015.
[41] E. Walter and Y. Lecourtier. Unidentifiable compartmental models: what to do? Mathematical Bio-
sciences, 56(1-2):1–25, 1981. URL https://doi.org/10.1016/0025-5564(81)90025-0.
29
