Analytic and approximate solutions for the energy eigenvalues generated by the hyperbolic potentials
I. INTRODUCTION
We study the one-dimensional Schrödinger equation
with a double-well potential that has two physical parameters, U 0 and d, representing the potential's depth and width. This problem has been the subject of several recent studies [1] [2] [3] [4] [5] . Besides being a useful model for a wide variety of applications, from heterostructure physics to the trapping of Bose-Einstein condensates, it becomes an algebraically solvable system when certain constraints on the potential parameters U 0 and d are satisfied. Under suitable transformations of the dependent and independent variables, the equation itself transforms into the poorly understood confluent Heun-type equation. The interesting spectral problem studied in this paper illuminates the contribution of the confluent Heun equation to mathematical physics, and bridges an elusive physics problem to mathematical analysis. In the present work, we introduce a concrete approach to find both analytic and approximate solutions for a class of hyperbolic potentials given by:
This potential family includes, for m = 0, the classical modified Pöschl-Teller potential V (x) = −U 0 / cosh 2 (x), one of the few exactly solvable potentials in quantum mechanics [6, 7] .
II. A CLASS OF POTENTIALS
Although the potential family V (x; U 0 , d) characterized by the two parameters U 0 and d, a simple change of variable z = x/d transforms the equation into the following one-parameter Schrödinger equation
where v = 2µ U 0 d 2 / 2 and ε = 2µ E d 2 / 2 . The graph of the potential V m (z; 1) for different values m = 0, 1, 2 is displayed in Fig. 1 . Clearly, V m+1 (z) > V m (z) for all m. The minimum of the potential occurs at z = ±(cosh −1 (1 + 2m))/2, with a minimum value of V min (z; v) = −m m /(1 + m) 1+m v. We observe that lim m→∞ V min (z, v) = 0. Since 
the potential V m (z; v) has at least one negative eigenvalue [8] for any positive value of v with eigenvalues ǫ satisfying V min (z, v) < ε < 0. For each m ≥ 0, the hyperbolic potential (3) has a finite number of bound-states N with degeneracy one, and an upper bound on N given [9] by:
However, for the hyperbolic potential (2), , m = 0, 1, 2, . . . .
For example, for the modified Pöschl-Teller potential, the number of the bound states is bounded above by N < 1 + √ 2πv/3 1/4 .
III. GENERAL DIFFERENTIAL EQUATION
The change of variable η = 1/ cosh 2 (z) maps the infinite interval −∞ < z < ∞ into 0 < η ≤ 1. Since the potential V (z) is an even function, the energy eigenfunctions may be classified as even ψ + (z) or odd ψ − (z) functions of z. If we write ψ(z) = φ(η), the boundary condition requirement ψ(±∞) = 0 is equivalent to the condition φ(0) = 0. Thus, the mapping has the feature that the change of variable z → η covers the interval (0, 1) twice and vanishes at the end point η = 1 only once corresponding to z = 0. Thus, for both even and odd cases, for each zero of the wave function φ(η), where η ∈ (0, 1), there are two zeros of the wave function ψ(z) for z ∈ (−∞, ∞); whereas, in the odd case, ψ(z) has one extra zero ψ − (0) = φ(1) = 0. This change of variable reduces equation (3) to
with boundary condition(s) φ(0) = 0 and φ(1) = 0 or φ(0) = 0 and φ(1) = 0. For each m ≥ 0, the differential equation (7) has two regular singular points at η = 0 with exponents {± √ −ε/2} where ε < 0 and at the singular point η = 1 with exponents {0, 1/2}. For the singular point at η = ∞, the transformation ξ = 1/η is used and the resulting equation is examined for the regularity at ξ = 0. It is not difficult to deduce that the resulting equation has a regular singular point at ξ = 0 with exponents {(1 ± √ 1 + 8v)/4} if m = 0. On other hand, the transformed equation has an irregular singular point at ξ = 0 for all m ≥ 1. Consequently, the general solution of (7) may assume the form
where α = √ −ε/2 and β takes either the value of β = 0 or β = 1/2. The parameter γ = 0 for m = 0 is used to sustain the regularity at infinity, and γ ≥ 0 for m ≥ 1. Again, because of the two possible values of the parameter β, we have to distinguished between two cases: For β = 0, the wave function (8) vanishes at η = 0 and since η = 1, the boundary condition φ(0) = 0 equivalent to ψ(±∞) = 0 and the resulting wave function (8) is even ψ + . For β = 1/2, the wave function (8) vanishes at η = 0 in addition to η = 1, the boundary conditions φ(0) = φ(1) = 0, in this case, equivalent to ψ(±∞) = ψ(0) = 0 and the resulting wave function ψ − (z) is odd with respect to z. On substituting (8) into (7), the unknown function f (η) has the following differential equation
Since α = √ −ε/2 for either value of β = 0 or β = 1/2, the term β(2β − 1) = 0 and the equation (9) reduce to
This is the general differential equation that we attempt to solve, either analytically or approximately, for the nonnegative integer m = 0, 1, 2, . . . .
IV. THE MODIFIED PÖSCHL-TELLER POTENTIAL
For m = 0, the potential V m=0 (z) = −v/ cosh 2 (z) is the classical modified Pöschl-Teller potential often used as a realistic model for molecular potentials. The one-dimensional Schrödinger equation with this potential has been analyzed long ago [6, 10] and has been studied extensively ever since. Thus, we briefly outline our solution within the application of the general equation (10) . For m = 0, γ = 0 and the equation (10) reduces to
Equation (11) has three regular singular points at η = 0, 1, ∞, and according the general theory of the hypergeometric equation [11] , the general solution is expressible in terms of Gauss's hypergeometric function 2
is not difficult to show that the differential equation has the solution, see also [12] ,
where β(2β − 1) = 0 and 4α 2 + ε = 0 have been employed. The infinite series representation of (12) terminates to an n-degree polynomial if
that yields
Since the left-hand side of this equation is positive, it is necessary that −1 − 4n − 4β + √ 1 + 4v > 0 which bounds on the number of the eigenenergies given by the formula n < −1 − 4β + √ 1 + 4v /4. Thus, in summary, the exact solutions of Schrödinger's equation
are given explicitly by
where
for n < −1 − 4β + √ 1 + 4v /4 or v > 2(β + n)(1 + 2β + 2n) where β = 0, 1/2. The exact number of the bound-states of the modified Pöschl-Teller potential, given v and β, is precisely
where ⌊x⌋ is the greatest integer less than or equal to x.
V. THE ASYMPTOTIC ITERATION METHOD
The asymptotic iteration method (AIM) is an iterative algorithm originally introduced [13] to investigate the analytic and approximate solutions of a second-order linear differential equation
where λ ≡ λ 0 (r) and s 0 ≡ s 0 (r) are C ∞ (a, b)−differentiable functions. AIM states [13] : Given λ 0 and s 0 in C ∞ (a, b), the differential equation (18) has the general solution
where C 1 and C 2 are the integration constants, if for sufficiently large n > 0
The AIM sequences λ n and s n , n = 1, 2, . . . , are computed recursively using
Over the past decade, AIM has proved to be an efficient and effective algorithm for solving many eigenvalue problems that occur in relativistic and non-relativistic quantum mechanics. The first step in applying the AIM algorithm is to construct a product of an asymptotic solution to the given boundary-value problem with an unknown function (to be determine by AIM). Thus the original problem is transformed into the eigenvalue problem with the form (18). The second step is to evaluate the termination condition (20) by using the AIM sequences {λ n (r)} and {s n (r)} recursively, as given by (21). The resulting expressions for δ n are usually functions of the (unknown) eigenvalue E and the independent variable r. A one-dimensional root-finding method is then employed to evaluate the roots of the equation δ n (E, r) = 0 for a suitable initial value r 0 of r. If the eigenvalue problem is solvable, the number of wave function zeros is equal to the iteration number n and the roots of the termination condition Eq.(19) are precisely the exact eigenvalues ε n regardless of the given initial value r 0 . In other cases, the iteration sequence is arbitrarily stopped and AIM is employed as an approximation method with the advantage of being a simple programmable algorithm. The number of iterations N , in this case, does not generally correspond to the energy level, but, as the iteration number N increases, the sequence of roots of the termination condition converges to the desired eigenvalue. The rate of convergence, however, depends mainly on the asymptotic solution initially employed and on a suitable initial value r 0 of r [14] . There is as yet no reliable general criterion to determine such a value. AIM users currently apply various approaches to choose r 0 , such as the position of the deepest point of the potential (if it is not zero), the location of the maximum of an approximate ground-state wave function, or the centre of the bounded region. If the domain of the problem is initially unbounded, it helps first to transform it to a bounded domain, as we have done for the present application. Fortunately the quality of the eigenvalue approximations is usually found to be stable with respect to choices of r 0 .
The modified Pöschl-Teller potential serves as a perfect test example to examine the accuracy of the AIM algorithm and as a benchmark for the more difficult problems to be solved. In Table I , we check our computer program, written using Maple 16 running on a MacBook Pro 2.5 GHz Intel Core 17 with 8GB RAM against the exact values as given by formula (16) . The number of the bound-states indicated by AIM is in complete agreement with the exact number as given by (17). I: Exact eigenenergies β = 0 evaluated using formula (16) comparing with AIM results. Number of iterations along with the computational times in seconds, used by AIM, are given as subscripts of the column εn(AIM ). In all of our computations, the iterative process started with the value r0 = 1/2.
VI. A CLASS OF HYPERBOLIC DOUBLE-WELL POTENTIALS
In this section, the case m = 1 is analyzed, namely Schrödinger's equation
For this equation, the assumed general solution (8) leads in general to the differential equation (10) , that is to say
and we find in this case
where β(2β − 1) = 0 and 4α 2 + ε = 0 has been used. Equation (24) does not admit any polynomial solution [16] , as the criterion for polynomial solutions is not satisfied. Further, since η = ∞ is an irregular singular point for arbitrary value of γ ≥ 0, we set γ = 0 and this reduces equation (24) to
For this differential equation, the coefficients of the infinite series solution
by Frobenius's method obey the recurrence relation
These coefficients have an interesting property that allows us to evaluate the series coefficients of (26) as
where for β = 0, the polynomials {P n (α)} ∞ n=0 satisfy the three-term recurrence relation
while for β = 1/2, the series solution (26) takes the form
where now the polynomials {P n (α)} ∞ n=0 satisfy the recurrence relation
The discrete spectrum of the Hamiltonian (21) evaluated using AIM initiated with
, and
are reported in Tables II and III . Starting with r 0 = 1/2 ∈ (0, 1), in Table II we report our finding of ε using the roots of the termination condition (19) determined accurately to the first 24 decimal places, along with the number of iteration N used by AIM. In Table III , we also report the eigenvalues for higher values of the parameter v. AIM converges fast as indicated by the low number of iterations for very high precision of the eigenvalues for the given potential strength v. With this finding, the coefficients of the wave function are easily computed using Eqs. (29) and (31). 
VII. ANOTHER CLASS OF HYPERBOLIC DOUBLE-WELL POTENTIAL
In this section, the case m = 2 is examined and both the quasi-exact and the approximate solutions for the entire discrete spectrum are evaluated for the Schrödinger equation
For this equation, the assumed solution (8) of the differential equation (10),
becomes explicitly
where we have used the relations 2β 2 − β = 0, 4α 2 + ε = 0, and 4γ 2 − v = 0. As noticed earlier [1] , this is Heun's confluent-type differential equation [15] . It has a solution around the regular singular point η = 0 given in terms of the confluent Heun function [1] that can be explicitly expressed using, for example, Maple computing software. However, we introduce in Theorem VIII.1 a slightly easier method for evaluating the exact solutions in terms of a recurrence relation instead of the correlation between polynomial equations and matrix determinants usually used [15] . We first give a general result valid for a class of differential equations.
Theorem VII.1. The necessary condition for the existence of N -degree polynomial solutions of the differential equation
and the polynomial solutions are give explicitly by
where, for each N , the finite sequence of the polynomials {P k (τ 0 )} N k=0 satisfies a three-term recurrence relation, for 0 ≤ k ≤ n + 1,
initialized with P −1 (τ 0 ) = 0, P 0 (τ 0 ) = 1.
The proof of this theorem is given in the appendix along the explicit forms of the first few polynomial solutions. Direct comparison of equation (35) with (36) gives the necessary condition for polynomial solutions of (34) as
from which we obtain for the following formula for exact eigenvalues
It should be clear that N is the degree of polynomial solution, not necessary the number of nodes n of the full wave function, as discussed earlier. For each N , the polynomial solution is given by
where the polynomial coefficients {P k } N k,0 are evaluated in terms of ε and v using
initialized by P −1 = 0 and P 0 = 1. The sufficient condition for the polynomial solution is given explicitly by (43) for k = N + 1. In the next subsections, the polynomial solutions of degree N = 0, 1, 2, are discussed in detail. Higher order polynomial solutions may be constructed similarly.
A. Zero-degree polynomial solution
We note that although only ψ(z) are even or odd functions, the corresponding φ(η) functions will be written with the same symmetry subscripts: thus ψ ± (z) ←→ φ ± (η).
In the case N = 0, the constant solution
is subject to the following two conditions, relating ε and v,
The non-zero solutions of this system yields, for β = 0, v = 29 + 8 √ 13, and ε = −(7 + √ 13)/2 with wave function φ(η) given by
while for β = 1/2, the polynomial solution (44) is subject to the constraints v = 125 + 16 √ 61 and ε = −(35 + 3 √ 61)/2, with the odd wave function
The corresponding full wave functions of Schrödinger's equation (32) are then The graph of these exact bound-state wave functions are displayed in Fig. 2 along with the plot of the associated potential and the exact eigenvalue. We note that the minimum of the potential V (x) = −v sinh 4 (z)/ cosh 6 (z) is V min = −4v/27, if the potential strength is fixed at v = 29 + 8 √ 13 and at v = 125 + 16 √ 61, the minimum of the potential is, respectively, V min = −4(29 + 8 √ 13)/27 ∼ −8.569 5 . . . and V min = −4(125 + 16 √ 61)/27 = −37.0317. It is natural to ask whether the potential supports the existence of other bound-states beside the exact ψ + (z) and ψ − (z). To find out, we rely on AIM to evaluate all the possible (discrete) eigenvalues, including the exact ones, as a test example. Writing Eq. (34) as f
. (48) The eigenvalues evaluated using the roots of the termination condition (19) by means of the AIM sequences λ n (η) and s n (η), n = 0, 1, 2, . . . , initiated with λ 0 and s 0 as given by equation (47) with r 0 is fixed at r 0 = 1/2, are reported in Table IV . In this table, N refers to the state level not the number of possible nodes of the exact wave function.
B. First-degree polynomial solutions
In the case N = 1, the first-degree polynomial solution reads, see Theorem VIII.1, subject to the following two constraints
and
The non-zero solutions of this constraint system, for β = 0, are 
respectively. For β = 1/2, the solution of the constraint system, (51) and (52) 
The plot of the exact wave functions (52)-(55) are displayed in Figures 3-4 . For each exact case, the rest of the discrete spectrum can be evaluated by using AIM and some of the eigenvalues are displayed in Table V . The accuracy of the eigenvalues to much higher number of decimal places can be obtain with some patience specially for higher iteration numbers for which the AIM computations may become tedious. 
C. Second-degree polynomial solution
In the case N = 2, the second-degree polynomial solutions for β = 0 is For β = 1/2, the second-order polynomial solution reads Plots of the exact wave functions are displayed in Fig. 5 and in Fig. 6 along with potential. For each exact case, the rest of the discrete spectrum can be approximated by the use of AIM, and some are displayed in Table V . The accuracy of the eigenvalues to a much higher number of decimal places can be obtained by using more iterations provided the numerical computing environment can support it. 
VIII. CONCLUSION
In this work, the exact and approximate solutions of Schrödinger's equation with various hyperbolic potentials (3), m = 0, 1, 2 are discussed. For m = 2, the corresponding Schrödinger equation admits polynomial solutions provided and the polynomial solutions are give explicitly by
Proof
The differential equation
with real constants a j , j = 1, 2, b k , k = 2, 1, 0 has two regular singular points, namely at z = 0 and z = −a 1 /a 2 , in addition to an irregular singular point at z = ∞. The domain of definition is z ∈ (0, −a 1 /a 2 ) if a 2 a 1 < 0 or z ∈ (−a 1 /a 2 , 0) if a 2 a 1 > 0. In the neighbourhood of the singular point z = 0, the formal series solution takes the form y(z) = ∞ k=0 c k z k since the exponents of the regular point z = 0 are s = 0 and s = 1 − b 0 /a 1 . On substituting this expression for y(z) into the differential equation and employing all the necessary shifting of the summation indices, the recurrence relation for the coefficients c k reads
for k = 0, 1, 2 . . . , with the convention c −1 = 0, c 0 = 1. For an N th degree polynomial solution, this linear system can be expressed as • N = 4: the fourth-degree solution is 
