In this paper, we study general questions about the solvability of the Kruppa equations and show that, in several special cases, the Kruppa equations can be renormalized and become linear. In particular, for cases when the camera motion is such that its rotation axis is parallel or perpendicular to translation, we can obtain linear algorithms for self-calibration. A further study of these cases not only reveals generic di culties with degeneracy in conventional self-calibration methods based on the nonlinear Kruppa equations, but also clari es some incomplete discussion in the literature about the solutions of the Kruppa equations. We demonstrate that Kruppa equations do not provide su cient constraints on camera calibration and give a complete account of exactly what is missing in Kruppa equations. In particular, a clear relationship between the Kruppa equations and chirality is revealed. The results then resolve the discrepancy between the Kruppa equations and the necessary and su cient condition for a unique calibration. Simulation results are presented for evaluation of the sensitivity and robustness of the proposed linear algorithms.
Introduction
The problem of camera self-calibration refers to the problem of obtaining intrinsic parameters of a camera using only information from image measurements, without any a priori knowledge about the motion between frames and the structure of the observed scene. The original question of determining whether the image measurements only are su cient for obtaining intrinsic parameters of a camera was initially answered in 11]. The proposed approach and solution utilize invariant properties of the image of the so called absolute conic. Since the absolute conic is invariant under Euclidean transformations (i.e., its representation is independent of the position of the camera) and depends only on the camera intrinsic parameters, the recovery of the image of the absolute conic is then equivalent to the recovery of the camera intrinsic parameter matrix. The constraints on the absolute conic are captured by the so called Kruppa equations initially discovered by Kruppa in 1913. In Section 3, we will provide a much more concise derivation of the Kruppa equations.
Certain algebraic and numerical approaches for solving the Kruppa equations were rst discussed in 11]. Some alternative and additional schemes have been explored in 7, 17] . Nevertheless, it has been well-known that, in the presence of noise, these Kruppa equation based approaches are not guaranteed to provide a good estimate of the camera calibration and many erroneous solutions will occur 1]. Because of this, we decide to revisit the Kruppa equation based approach in this paper. More speci cally, we address the following two questions:
1. Under what conditions do the Kruppa equations become degenerate or ill-conditioned? 2. When conditions for degeneracy are satis ed, how do the self-calibration algorithms need to be modi ed?
In this paper, we show that the answer to the former question is rather unfortunate: for camera motions such that the rotation axis is parallel or perpendicular to the translation, the Kruppa equations become degenerate. This explains why conventional approaches to self-calibration based on the (nonlinear) Kruppa equations often fail. Most practical images are, in fact, taken through motions close to these two types. The parallel case shows up very frequently in motion of aerial mobile robots such as an helicopter. The perpendicular case is interesting in robot navigation, where the main rotation of the on-board camera is yaw and pitch, whose axes are perpendicular to the direction of robot heading. Nevertheless, in this paper, we take one step further to show that when such motions occur, the corresponding Kruppa equations can be renormalized and become linear! This fact allows us to correct (or salvage) classical Kruppa equation based self-calibration algorithms so as to obtain much more stable linear self-calibration algorithms, other than the pure rotation case known to Hartley 4] . Our study also clari es and completes previous analysis and results in the literature regarding the solutions of the Kruppa equations 17]. This is discussed in Section 3.2.
Relations to Previous Works: Besides the Kruppa equation based self-calibration approach, alternative methods have also been studied extensively. For example some of them use the so called absolute quadric constraints 16] , modulus constraints 13] and chirality constraints 5] . Some others restrict to special cases such as stationary camera 4] or to time-varying focal-length 6, 14] . We hope that, by a more detailed study of the Kruppa equations, we may gain a better understanding of the relationships among the various self-calibration methods. This is discussed in Section 3.3.
Epipolar Geometry Basics
To introduce the notation, we rst review in this section the well-known epipolar geometry and some properties of fundamental matrix to aid the derivation and study of Kruppa equations.
The camera motion is represented by (R; p) where R is a rotation matrix as an element in the special orthogonal group SO(3) and p 2 R 3 is a three dimensional vector representing the translation of the camera. That is, (R; p) represents a rigid body motion as an element in the special Euclidean group SE(3). The three dimensional coordinates (with respect to the camera frame) of a generic point q in the world are related by the following Euclidean transformation: q(t 2 ) = R(t 2 ; t 1 )q(t 1 ) + p(t 2 ; t 1 ); 8t 1 ; t 2 2 R: (1) We use the matrix A 2 R 3 3 to represent the intrinsic parameters of the camera, which we also refer to as the calibration matrix of the camera. In this paper, without loss of generality, we will assume det(A) = 1, i.e., A is an element in the special linear group SL(3). SL(3) is the group consisting of 3 3 real matrices with determinant equal to 1. This choice of A is slightly di erent from (and more general than) the traditional choice in the literature, but, mathematically, it is more natural to deal with. Then the (uncalibrated) image x (on the image plane in R 3 ) of the point q at time t is given through the following equation:
(t)x(t) = Aq(t); 8t 2 R: (2) where (t) 2 R is a scalar encoding the depth of the point q. Note that this model does not di erentiate the spherical or perspective projection.
Since we primarily consider the two-view case in this paper, to simplify the notation, we will drop the time dependency from the motion (R(t 2 ; t 1 ); p(t 2 ; t 1 )) and simply denote it as (R; p), and also use x 1 ; x 2 as shorthand for x(t 1 ); x(t 2 ) respectively. Also, for a three dimensional vector p 2 R 3 , we can always associate to it a skew symmetric matrix b p 2 R 3 3 such that p q = b pq for all q 2 R 3 . 1 Then it is well known that the two image points x 1 and x 2 must satisfy the so called epipolar constraint:
The This simple lemma will be frequently used throughout the paper. By this lemma, we have:
where p 0 = Ap 2 R 3 is the so called epipole. This equation in fact has a more fundamental interpretation: an uncalibrated camera in a calibrated world is mathematically equivalent to a calibrated camera in an uncalibrated world (for more details see 9]). As we will soon see, the last form of the fundamental matrix in the above equation is the most useful one for deriving and solving the Kruppa equations.
The Kruppa Equations
Without loss of generality, we may assume that both the rotation R and translation p are non-trivial, i.e., R 6 = I and p 6 = 0 hence the epipolar constraint (3) 
Alternative means of obtaining the Kruppa equations are by utilizing algebraic relationships between projective geometric quantities 11] or via SVD characterization of F 3]. Here we obtain the same equations from a quite di erent approach. Equation (7) further reveals the geometric meaning of the Kruppa ratio 2 : it is the square of the length of the vector p 0 in the fundamental matrix F. This discovery turns out to be quite useful when we later discuss the renormalization of Kruppa equations.
In general, each fundamental matrix provides at most two algebraic constraints on ! ?1 , if the two equations in (7) happen to be independent. Since the symmetric matrix ! has ve degrees of freedom, in general at least three fundamental matrices are needed to uniquely determine !. Nevertheless, as we will soon see, this is not the case for many special camera motions.
Comments 1 One must be aware that solving Kruppa equations for camera calibration is not equivalent to the camera self-calibration problem in the sense that there may exist solutions of Kruppa equations which are not solutions of a \valid" self-calibration. Given a non-critical set of camera motions, the associated Kruppa equations do not necessarily give enough constraints to solve for the calibration matrix A. See Section 3.3 for a complete account. 2 Here k k represents the standard 2-norm.
The above derivation of Kruppa equations is straightforward, but the expression (7) 
(9) This equation is equivalent to the scalar version given by (7) and is independent of the choice of the rotation matrix R 0 . In fact, the matrix form reveals that the nature of Kruppa equations is nothing but inner product invariants of the group ASO(3)A ?1 (for more details see 9]).
Solving Kruppa Equations
Algebraic properties of Kruppa equations have been extensively studied (see e.g. 11, 17]). However, conditions on dependency among Kruppa equations obtained from the fundamental matrix have not been fully discovered. Therefore it is hard to tell in practice whether a given set of Kruppa equations su ce to guarantee a unique solution for calibration. As we will soon see in this section, for very rich classes of camera motions which commonly occur in many practical applications, the Kruppa equations will become degenerate. Moreover, since the Kruppa equations (7) or (9) are highly nonlinear in ! ?1 , most self-calibration algorithms based on directly solving these equations su er from being computationally expensive or having multiple local minima 1, 7] . These reasons have motivated us to study the geometric nature of Kruppa equations in order to gain a better understanding of the di culties commonly encountered in camera self-calibration. Our attempt to resolve these di culties will lead to simpli ed algorithms for self-calibration. These algorithms are linear and better conditioned for these special classes of camera motions. (11) This interpretation of Kruppa equations clearly decomposes e ects of the rotational and translational parts of the motion: if there is no translation i.e., p = 0, then there is no map ; if the translation is non-zero, the kernel is enlarged due to the composition with map . In general, the symmetric real kernel of the composition map is 3 dimensional { while the kernel of is only 2 dimensional (see 9]). The solutions for the unnormalized Kruppa are much more complicated due to the unknown scale . However, we have the following lemma to simplify things a little bit. 
where E i = R T i b p i are essential matrices associated to the given fundamental matrices. Note that these essential matrices are determined only by the camera motion. Therefore, the conditions of uniqueness of the solution of Kruppa equations only depend on the camera motion. Our next task is then to study how the solutions of Kruppa equations depend on the camera motion.
Renormalization and Degeneracy of Kruppa Equations
From the derivation of the Kruppa equations (7) or (9), we observe that the reason why they are nonlinear is that we do not usually know the scale . It is then helpful to know under what conditions the matrix Kruppa equation will have the same solutions as the normalized one, i.e., with set to 1. Here we will study two special cases for which we are able to know directly what the missing is. The fundamental matrix can then be renormalized and we can therefore solve the camera calibration from the normalized matrix Kruppa equations, which are linear! These two cases are when the rotation axis is parallel or perpendicular to the translation. That is, if the motion is represented by (R; p) 2 SE(3) and the unit vector u 2 R 3 is the axis of R, 4 then the two cases are when u is parallel or perpendicular to p. As we will soon see, these two cases are of great theoretical importance: Not only does the calibration algorithm become linear, but it also reveals certain subtleties of the Kruppa equations and explains when the nonlinear Kruppa equations are most likely to become ill-conditioned.
Lemma 3 Consider a camera motion (R; p) 2 SE(3) where R = e b u , 2 (0; ) and the axis u 2 R 3 is parallel or perpendicular to p. If Then for these two types of special motions, the associated fundamental matrix can be immediately normalized by being divided by the scale . Once the fundamental matrices are normalized, the problem of nding the calibration matrix ! ?1 from normalized matrix Kruppa equations (8) becomes a simple linear one! A normalized matrix Kruppa equation in general imposes three linearly independent constraints on the unknown calibration matrix given by (6) . However, this is no longer the case for the special motions that we are considering here. According to this theorem, although we can renormalize the fundamental matrix when rotation axis and translation are parallel or perpendicular, we only get two independent constraints from the resulting (normalized) Kruppa equation corresponding to a single fundamental matrix. Hence for these motions, in general, we still need three such fundamental matrices to uniquely determine the unknown calibration. On the other hand, if we do not renormalize the fundamental matrix in these cases and directly use the unnormalized Kruppa equations (7) to solve for calibration, the two nonlinear equations in (7) are in fact algebraically dependent! Therefore, one can only get one constraint, as opposed to the expected two, on the unknown calibration ! ?1 . This is summarized in Table 1 . Although, mathematically, motion involving translation either parallel or perpendicular to the rotation is only a zero-measure subset of SE(3), they are very commonly encountered in applications: Many images sequences are usually taken by moving the camera around an object in trajectory composed of orbital motions, in which case the rotation axis and translation direction are likely perpendicular to each other. Another example is a so called screw motion, whose rotation axis and translation are parallel. Such a motion shows up frequently in aerial mobile motion. Our analysis shows that, for these types of motions, even if the su cient conditions for a unique calibration are satis ed, a self-calibration algorithm based on directly solving the Kruppa equations (7) is likely to be ill-conditioned 1]. To intuitively demonstrate the practical signi cance of our results, we give an example in Figure 1 . Our analysis reveals that in these cases, it is crucial to renormalize the Kruppa equation using Theorem 3: once the fundamental matrix or Kruppa equations are renormalized, not only is one more constraint recovered, but we also obtain linear (normalized Kruppa) equations. Comments 4 (Number of Solutions) Although Theorem 2 claims that for the perpendicular case is one of the two non-zero eigenvalues of F b p 0 T , unfortunately, there is no way to tell which one is the right one { simulations show that it could be either the larger or smaller one. Therefore, in a numerical algorithm, for given n 3 fundamental matrices, one needs to consider all possible 2 n combinations. According to Theorem 1, in the noise-free case, only one of the solutions can be positive de nite, which corresponds to the the true calibration.
Kruppa Equations and Chirality
It can be shown that if the scene is rich enough (with to come), then the necessary and su cient condition for a unique camera calibration (see 9]) says that two general motions with rotation around di erent axes already determine a unique Euclidean solution for camera motion, calibration and scene structure. However, the two Kruppa equations obtained from these two motions will only give us at most four constraints on !, which is not enough to determine ! which has ve degrees of freedom.
We (15) Notice that this is a constraint on !, not like the Kruppa equations which are constraints on ! ?1 .
Combining the Kruppa equations given in (7) with (15) (16) Is the last equation algebraically independent of the two Kruppa equations? Although it seems to be quite di erent from the Kruppa equations, it is in fact dependent on them. This can be shown either numerically or using simple algebraic tools such as Maple. Thus, it appears that our e ort to look for It is known that, in general, all A's which make ARA ?1 a rotation matrix form a one parameter family 9]. Thus, following Theorem 4, a camera calibration can be uniquely determined by two independent rotations regardless of translation if enough feature points are available. An intuitive example is provided in Figure 2 .
Figure 2: A camera undergoes two motions (R 1 ; p 1 ) and (R 2 ; p 2 ) observing a rig consisting of three straight lines L 1 ; L 2 ; L 3 . Then the camera calibration is uniquely determined as long as R 1 and R 2 have independent rotation axes and rotation angles in (0; ), regardless of p 1 ; p 2 . This is because, for any invalid solution A, the associated plane N (see the proof of Theorem 4) must intersect the three lines at some point, say q. Then the reconstructed depth of point q with respect to the solution A would be in nite (points beyond the plane N would have negative recovered depth). This gives us a criteria to exclude all such invalid solutions.
The signi cance of Theorem 4 is that it explains why we get only two constraints from one fundamental matrix even in the two special cases when the Kruppa equations can be renormalized { extra ones are imposed by the structure, not the motion. The theorem also resolves the discrepancy between the Kruppa equations and the necessary and su cient condition for a unique calibration: the Kruppa equations, although convenient to use, do not provide su cient conditions for a valid calibration which allows a valid Euclidean reconstruction of both the camera motion and scene structure. However, the fact given in Theorem 4 is somewhat di cult to harness in algorithms. For example, in order to exclude invalid solutions, one needs feature points on or beyond the plane N. 6 Alternatively, if such feature points are not available, one may rst obtain a projective reconstruction and then use the so called absolute quadric constraints to calibrate the camera 16]. However, in such a method, the camera motion needs to satisfy a stronger condition than requiring only two independent rotations, i.e., it cannot be critical in the sense speci ed in 15].
Simulation Results
In this section, we test the performance of the proposed algorithms through di erent experiments.
The error measure between the actual calibration matrix A and the estimated calibration matrix A was chosen to be error = kA?Ãk kAk 100. Table 2 shows the simulation parameters used in the experiments. 7 The calibration matrix A is simply the transformation from the original 2 2 (in unit 6 Some possible ways of harnessing the constraints provided by chirality have been discussed in 5]. Basically they give inequality constraints on the possible solutions of the calibration. 7 u.f.l. stands for unit of focal length. Figures 3 and 4 it can be observed that the algorithm performs very well in the presence of noise, reaching errors of less than 6% for a noise level of 5 pixels. Figure 5 shows the e ect of the amount of translation. This experiment is aimed to test the robustness of the pure rotation algorithm with respect to translation. The T=R ratio was varied from 0 to 0.5 and the noise level was set to 2 pixels. It can be observed that the algorithm is not robust with respect to the amount of translation. Translation parallel to rotation axis: Figures 6 and 7 show the experiments performed for our algorithm 8 when translation is parallel to the axis of rotation. 9 The non-isotropic normalization procedure proposed by Hartley 2] estimate the fundamental matrix. Figure 6 shows the e ect of noise in the estimation of the calibration matrix for T=R = 1 and a rotation of = 20 o between consecutive frames. It can be seen that the normalization procedure improves the estimation of the calibration matrix, but the improvement is not signi cant. This result is consistent with that of 12], since the e ect of normalization is more important for large noise levels. On the other hand, the performance of the algorithm is not as good as that of the pure rotation case, but still an error of 5% is reached for a noise level of 2 pixels. Figure  7 shows the e ect of the angle of rotation in the estimation of the calibration matrix for a noise level of 2 pixels. It can be concluded that a minimum angle of rotation between consecutive frames is required for the algorithm to succeed. Translation perpendicular to rotation axis: Figures 8 and 9 show the experiments performed for our algorithm when translation is perpendicular to the axis of rotation. It can be observed that this algorithm is much more sensitive to noise. The noise has to be less than 0.5 pixels in order to get an error of 5%. Experimentally it was found that Kruppa equations are very sensitive to the normalization of the fundamental matrix F and that the eigenvalues 1 Another experimental problem is that more than one non-degenerate solution to Kruppa equations can be found. This is because, when taking all possible combinations of eigenvalues of F b p 0 T in order to normalize F, the smallest eigenvalue of the linear map associated to \incorrect" Kruppa equations can be very small. Besides, the eigenvector associated to this eigenvalue can eventually give a nondegenerate matrix. Thus in the presence of noise, you can not distinguish between the correct and one of these incorrect solutions. The results presented here correspond to the best match to the ground truth when more than one solution is found. Finally it is important to note that large motions can signi cantly improve the performance of the algorithm. Figure 9 shows the error in the estimation of the calibration matrix for a rotation of 30 o . It can be observed that the results are comparable to that of the parallel case with a rotation of 20 o .
Robustness: We denote the angle between the rotation axis and translation by . The two linear algorithms we have studied in the above are only supposed to work for the cases = 0 o and = 90 o . In order to check how robust these algorithms are, we run them anyway for cases when varies from 0 o to 90 o . The noise level is 2 pixels, amount of rotation is always 20 o and the T=R ratio is 1. Translation and rotation axes are given by Figure 10 . Surprisingly, as we can see from the results given in Figure  11 , for the range 0 o 50 o , both algorithms give pretty close estimates. Heuristically, this is because, for this range of angle, the eigenvalues of the matrix F b p 0 T are complex and numerically their norm is very close to the norm of the matrix F b p 0 F T . Therefore, the computed renormalization scale from both algorithms is very close, as is the calibration estimate. For > 50 o , the eigenvalues of F b p 0 T become real and the performance of the two algorithms is no longer the same. Near the conditions under which these algorithms are designed to work, the algorithm for the perpendicular case is apparently more sensitive to the perturbation in the angle than the one for the parallel case: As clear from the gure, a variation of 10 o degree of results an increase of error almost 50%. We are currently conducting experiments on real images and trying to nd ways to overcome this di culty. 
Conclusions
In this paper, we have revisited the Kruppa equations based approach for camera self-calibration. Through a detailed study of the cases when the camera rotation axis is parallel or perpendicular to the translation, we have discovered generic di culties in the conventional self-calibration schemes based on directly solving the nonlinear Kruppa equations. Our results not only complete existing results in the literature regarding the solutions of Kruppa equations but also provide brand new linear algorithms for self-calibration other than the well-known one for a pure rotating camera. Simulation results show that, under the given conditions, these linear algorithms provide good estimates of the camera calibration despite the degeneracy of the Kruppa equations. The performance is close to that of the pure rotation case.
