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Universality for 1d random band matrices: sigma-model
approximation
Mariya Shcherbina ∗ Tatyana Shcherbina †
This paper is dedicated to Tom Spencer on the occasion of his 70th birthday.
Abstract
The paper continues the development of the rigorous supersymmetric transfer matrix
approach to the random band matrices started in [19], [20]. We consider random Hermitian
block band matrices consisting of W ×W random Gaussian blocks (parametrized by j, k ∈
Λ = [1, n]d ∩ Zd) with a fixed entry’s variance Jjk = δj,kW−1 + β∆j,kW−2, β > 0 in
each block. Taking the limit W → ∞ with fixed n and β, we derive the sigma-model
approximation of the second correlation function similar to Efetov’s one. Then, considering
the limit β, n→∞, we prove that in the dimension d = 1 the behaviour of the sigma-model
approximation in the bulk of the spectrum, as β ≫ n, is determined by the classical Wigner
– Dyson statistics.
1 Introduction
Random band matrices (RBM) represent quantum systems on a large box in Zd with random
quantum transition amplitudes effective up to distances of orderW , which is called a bandwidth.
They are natural intermediate models to study eigenvalue statistics and quantum propagation
in disordered systems as they interpolate between Wigner matrices and random Schro¨dinger op-
erators: Wigner matrix ensembles represent mean-field models without spatial structure, where
the quantum transition rates between any two sites are i.i.d. random variables; in contrast, ran-
dom Schro¨dinger operator has only a random diagonal potential in addition to the deterministic
Laplacian on a box in Zd.
The density of states ρ of a general class of RBM with W ≫ 1 is given by the well-known
Wigner semicircle law (see [3, 16]):
ρ(E) = (2π)−1
√
4− E2, E ∈ [−2, 2]. (1.1)
The main feature of RBM is that they can be used to model the celebrated Anderson metal-
insulator phase transition in d ≥ 3. Moreover, the crossover for RBM can be investigated even
in d = 1 by varying the bandwidth W .
More precisely, the key physical parameter of RBM is the localization length ℓψ, which
describes the length scale of the eigenvector ψ(E) corresponding to the energy E ∈ (−2, 2). The
system is called delocalized if for all E in the bulk of spectrum ℓψ is comparable with the system
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size, ℓψ ∼ n, and it is called localized otherwise. Delocalized systems correspond to electric
conductors, and localized systems are insulators.
In the case of 1d RBM there is a fundamental conjecture stating that for every eigenfunction
ψ(E) in the bulk of the spectrum ℓψ is of orderW
2 (see [5, 14]). In d = 2, the localization length
is expected to be exponentially large in W , in d ≥ 3 it is expected to be macroscopic, ℓψ ∼ n,
i.e. system is delocalized (for more details on these conjectures see [24]).
The questions of the localization length are closely related to the universality conjecture
of the bulk local regime of the random matrix theory. The bulk local regime deals with the
behaviour of eigenvalues of N ×N random matrices on the intervals whose length is of the order
O(N−1). According to the Wigner – Dyson universality conjecture, this local behaviour does
not depend on the matrix probability law (ensemble) and is determined only by the symmetry
type of matrices (real symmetric, Hermitian, or quaternion real in the case of real eigenvalues
and orthogonal, unitary or symplectic in the case of eigenvalues on the unit circle). In terms of
eigenvalue statistics the conjecture about the localization length of RBM in d = 1 means that
1d RBM in the bulk of the spectrum changes the spectral local behaviour of random operator
type with Poisson local eigenvalue statistics (for W ≪ √N) to the local spectral behaviour of
the GUE/GOE type (for W ≫ √N).
The conjecture supported by physical derivation due to Fyodorov and Mirlin (see [14]) based
on supersymmetric formalism, and also by the so-called Thouless scaling. However, there are
only a few partial results on the mathematical level of rigour. At the present time only some
upper and lower bounds for ℓψ for the general class of 1d RBM are proved rigorously. It is known
from the paper [18] that ℓψ ≤ W 8. Recently this bound was improved in [17] to W 7. On the
other side, for the general Wigner matrices (i.e. W = n) the bulk universality has been proved
in [12, 25], which gives ℓψ ≥ W . By a development of the Erdo˝s-Yau approach, there were also
obtained some other results, where the localization length is controlled in a rather weak sense,
i.e. the estimates hold for “most” eigenfunctions ψ only: ℓψ ≥ W 7/6 in [10] and ℓψ ≥ W 5/4 in
[11]. GUE/GOE gap distributions for W ∼ n was proved recently in [4].
The study of the decay of eigenfunctions is closely related to properties of the Green function
(H−E− iε)−1 with a small ε. For instance, if (H−E− iε)−1ii (without expectation) is bounded
for all i and some E ∈ (−2, 2), then the normalized eigenvector ψ(E) of H is delocalized on
scale ε−1 in a sense that
max
i
|ψi(E)|2 . ε,
and so ψ is supported on at least ε−1 sites. In particular, if (H − E − iε)−1ii can be controlled
down to the scale ε ∼ 1/N , then the system is in the complete delocalized regime. Moreover, in
view of the bound
E{|(H − E − iε)−1jk |2} ∼ Cε−1 e−‖j−k‖/ℓ
which is supposed to be valid for localized regime, the problem of localization/delocalization
reduces to controlling
E{|(H − E − iε)−1jk |2}
for ε ∼ 1/N . As will be shown below, similar estimates of E{|Tr (H −E − iε)−1|2} for ε ∼ N−1
are required to work with the correlation functions of RBM.
Despite many attempts, such control has not been achieved so far. The standard approaches
of [12] and [11] do not seem to work for ε ≤W−1, and so cannot give an information about the
strong form of delocalization (i.e. for all eigenfunctions). Classical moment methods, even with
a delicate renormalization approach [23], could not break the barrier ε ∼W−1 either.
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Another method, which allows to work with random operators with non-trivial spatial struc-
tures, is supersymmetry techniques (SUSY) based on the representation of the determinant as
an integral over the Grassmann variables. Combining this representation with the representa-
tion of the inverse determinant as an integral over the Gaussian complex field, SUSY allows to
obtain an integral representation for the main spectral characteristics (such as density of states,
second correlation functions, or the average of an elements of the resolvent) as the averages of
certain observables in some SUSY statistical mechanics models containing both complex and
Grassmann variables (so-called dual representation in terms of SUSY). For instance, according
to the properties of the Stieljes transform, the second correlation function R2 defined by the
equality
E
{ ∑
j1 6=j2
ϕ(λj1 , λj2)
}
=
∫
R2
ϕ(λ1, λ2)R2(λ1, λ2)dλ1dλ2, (1.2)
where {λj} are eigenvalues of a random matrix, the function ϕ : R2 → C is bounded, continuous
and symmetric in its arguments, and the summation is over all pairs of distinct integers j1, j2 ∈
{1, . . . , N}, can be rewritten as follows
R2(λ1, λ2) =(πN)
−2 lim
ε→0
E{ℑTr (H − λ1 − iε)−1ℑTr (H − λ2 − iε)−1} (1.3)
=(2iπN)−2 lim
ε→0
E
{(
Tr (H − λ1 − iε)−1 − Tr (H − λ1 + iε)−1
)
×
(
Tr (H − λ2 − iε)−1 − Tr (H − λ2 + iε)−1
)}
,
and since
E{Tr (H − z1)−1Tr (H − z2)−1} = d
2
dz′1dz
′
2
E
{det(H − z1) det(H − z2))
det(H − z′1) det(H − z′2))
}∣∣∣
z′=z
, (1.4)
R2 can be represented as a sum of derivatives of the expectation of the ratio of four determinants,
which we will call the generalized correlation function.
The derivation of SUSY integral representation is basically an algebraic step, and usually can
be done by the standard algebraic manipulations. SUSY is widely used in the physics literature,
but the rigorous analysis of the obtained integral representation is a real mathematical chal-
lenge. Usually it is quite difficult, and it requires a powerful analytic and statistical mechanics
techniques, such as a saddle point analysis, transfer operators, cluster expansions, renormaliza-
tion group methods, etc. However, it can be done rigorously for some special class of RBM.
For instance, by using SUSY the detailed information about the averaged density of states of a
special case of Gaussian RBM in dimension 3 including local semicircle low at arbitrary short
scales and smoothness in energy (in the limit of infinite volume and fixed large band width W )
was obtained in [7]. The techniques of that paper were used in [6] to obtain the same result in
2d. A similar result in 1d was obtained by the SUSY transfer matrix approach in [19]. More-
over, by applying the SUSY approach in [21], [20] the crossover in this model (in 1d) was proved
for the correlation functions of characteristic polynomials. In addition, the rigorous application
of SUSY to the Gaussian RBM which has the special block-band structure was developed in
[22], where the universality of the bulk local regime for W ∼ n was proved. The block band
matrices are the special class of Wegner’s orbital models (see [27]), i.e. Hermitian matrices HN
with complex zero-mean random Gaussian entries Hjk,αβ, where j, k ∈ Λ = [1, n]d ∩ Zd (they
parameterize the lattice sites) and α, γ = 1, . . . ,W (they parameterize the orbitals on each site),
such that
〈Hj1k1,α1γ1Hj2k2,α2γ2〉 = δj1k2δj2k1δα1γ2δγ1α2Jj1k1 (1.5)
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with
J = 1/W + β∆/W, (1.6)
where W ≫ 1 and ∆ is the discrete Laplacian on Λ. The probability law of HN can be written
in the form
PN (dHN ) = exp
{
− 1
2
∑
j,k∈Λ
W∑
α,γ=1
|Hjk,αγ|2
Jjk
}
dHN . (1.7)
Combining the approach of [22] with Green’s function comparison strategy the delocalization
(in a strong sense) for W ≫ n6/7 has been proved in [1] for the block band matrices (1.5) with
rather general non-Gaussian element’s distribution.
As it was mentioned above, the main advantage of SUSY techniques is that the main spectral
characteristics of the model (1.5) – (1.6) such as a density of states, R2, E{|Gjk(E + iε)|2}, etc.
can be expressed via SUSY as the averages of certain observables in nearest-neighbour statistical
mechanics models on Λ. This in particular in 1d case allows to combine the SUSY techniques
with a transfer matrix approach. The supersymmetric transfer matrix formalism in this context
was first suggested by Efetov (see [9]) and on a heuristic level it was adapted specifically for
RBM in [15] (see also references therein), although its rigorous application to the main spectral
characteristics is quite difficult due to the complicated structure and non self-adjointness of the
corresponding transfer operator. The rigorous application of this method to the density of states
and correlation function of characteristic polynomials was done in [19], [20]. In this paper we
make the next step in the developing of this approach and apply the technique to the so-called
sigma-model approximation, which is often used by physicists to study complicated statistical
mechanics systems. In such approximation spins take values in some symmetric space (±1 for
Ising model, S1 for the rotator, S2 for the classical Heisenberg model, etc.). It is expected
that sigma models have all the qualitative physics of more complicated models with the same
symmetry (for more detailes see, e.g., [24]). The sigma-model approximation for RBM was
introduced by Efetov (see [9]), and the spins there are 4 × 4 matrices with both complex and
Grassmann entries (this approximation was studied in [14], [15]). Let us mention also that the
average conductance for 1d Efetov’s sigma-model for RBM was computed in [8]. The aim of this
paper is to derive the sigma-model approximation for the second correlation function for RBM
and then analyse it rigorously in the dimension one by the transfer matrix formalism.
The mechanism of the crossover for the sigma-model is essentially the same as for the corre-
lation functions of characteristic polynomials (see [20]). It is based on the fact that the spectral
gap between two largest eigenvalues of the transfer operator is β−1 (it corresponds to W−2
in [20]). This implies that for n/β ≫ 1 the n-th degree of the transfer operator converges to
the rank one projection on the eigenvector corresponding to the largest eigenvalue, while for
n/β ≪ 1 the n-th degree of the transfer operator behaves like the multiplication operator. But
the structure of the transfer operator for the sigma-model is more complicated: now it is a
6× 6 matrix kernel whose entries are kernels depending on two unitary 2× 2 matrices U,U ′ and
two hyperbolic 2 × 2 matrices S, S′. Hence the spectral analysis in the case of sigma-model is
much more involved (see Section 5). We would like to mentioned that in the case of the second
generalized correlation function of the 1d block band matrices ((1.5)-(1.6) with β = αW ), the
transfer operator becomes 70 × 70 matrix, whose spectral analysis provides serious structural
problems. Thus the analysis of the sigma-model approximation is an important intermediate
step.
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Set
z1 = E + iε/N + ξ1/Nρ(E), z2 = E + iε/N + ξ2/Nρ(E), (1.8)
z′1 = E + iε/N + ξ
′
1/Nρ(E), z
′
2 = E + iε/N + ξ
′
2/Nρ(E),
where E ∈ (−2, 2), ε > 0, ρ(E) is defined in (1.1), and ξ1, ξ2, ξ′1, ξ′2 ∈ [−C,C] ⊂ R and define
R+−Wnβ(E, ε, ξ) = E
{
det(HN − z1)det(HN − z2)
det(HN − z′1)det(HN − z′2)
}
, (1.9)
R++Wnβ(E, ε, ξ) = E
{
det(HN − z1)det(HN − z2)
det(HN − z′1)det(HN − z′2)
}
for ξ = (ξ1, ξ2, ξ
′
1, ξ
′
2).
To derive the sigma-model approximation for the model (1.5) – (1.6), we take β in (1.6) of
order 1/W , i.e. put
J = 1/W + β∆/W 2, β > 0. (1.10)
The main result states that in the model (1.10) with fixed β and |Λ|, and with W → ∞,
the correlators R+−Wnβ and R++Wnβ of (1.9) converge to the values given by the sigma-model
approximation. More precisely, we get
Theorem 1.1. Given R+−Wnβ of (1.9) ,(1.5) and (1.10), with any dimension d, any fixed β, |Λ|,
ε > 0, and ξ = (ξ1, ξ¯2, ξ
′
1, ξ¯
′
2) ∈ C4 (|ℑξj | < ε · ρ(E)/2) we have, as W →∞:
R+−Wnβ(E, ε, ξ)→ R+−nβ (E, ε, ξ),
∂2R+−Wnβ
∂ξ′1∂ξ
′
2
(E, ε, ξ) →
∂2R+−nβ
∂ξ′1∂ξ
′
2
(E, ε, ξ), (1.11)
where R+−nβ (E, ε, ξ) = CE,ξ
∫
exp
{ β˜
4
∑
StrQjQj−1 − c0
2|Λ|
∑
StrQjΛξ,ε
}
dQ,
β˜ = (2πρ(E))2β, Uj ∈ U˚(2), Sj ∈ U˚(1, 1) (see notation (1.19) below),
CE,ξ = e
E(ξ1+ξ2−ξ′1−ξ
′
2)/2ρ(E),
and Qj are 4× 4 supermatrices with commuting diagonal and anticommution off-diagonal 2× 2
blocks
Qj =
(
U∗j 0
0 S−1j
)(
(I + 2ρˆj τˆj)L 2τˆj
2ρˆj −(I − 2ρˆj τˆj)L
)(
Uj 0
0 Sj
)
, (1.12)
dQ =
∏
dQj , dQj = (1− 2nj,1nj,2) dρj,1dτj,1 dρj,2dτj,2 dUj dSj
with
nj,1 = ρj,1τj,1, nj,2 = ρj,2τj,2,
ρˆj = diag{ρj1, ρj2}, τˆj = diag{τj1, ρj2}, L = diag{1,−1}
Here ρj,l, τj,l, l = 1, 2 are anticommuting Grassmann variables,
Str
(
A σ
η B
)
= TrA− TrB,
and
Λξ,ε = diag {ε− iξ1/ρ(E),−ε − iξ2/ρ(E), ε − iξ′1/ρ(E),−ε − iξ′2/ρ(E)}.
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Theorem 1.2. Given R++Wnβ of (1.9) ,(1.5) and (1.10), with any dimension d, any fixed β, |Λ|,
ε > 0, and ξ = (ξ1, ξ2, ξ
′
1, ξ
′
2) ∈ C4 (|ℑξj | < ε · ρ(E)/2) we have, as W →∞:
R++Wnβ(E, ε, ξ)→ eia+(ξ
′
1+ξ
′
2−ξ1−ξ2)/ρ(E), (1.13)
∂2R++Wnβ
∂ξ′1∂ξ
′
2
(E, ε, ξ) → −a2+/ρ2(E) · eia+(ξ
′
1+ξ
′
2−ξ1−ξ2)/ρ(E), a+ = (iE +
√
4− E2)/2.
Note that Q2j = I for Qj of (1.12) and so the integral in the r.h.s of (1.11) is a sigma-model
approximation similar to Efetov’s one (see [9]).
The next theorem describes the behaviour of R+−nβ (E, ε, ξ) of the sigma-model (1.11) in the
regime n→∞, β > Cn log2 n:
Theorem 1.3. If n, β → ∞ in such a way that β > Cn log2 n, then for any fixed ε > 0 and
ξ = (ξ1, ξ2, ξ
′
1, ξ
′
2) ∈ C4 (|ℑξj | < ε · ρ(E)/2) we have
R+−nβ →CE,ξ · e−c0(α1+α2)
(
δ1δ2(e
2c0α1 − 1)/α1α2 − (δ1 + δ2)e2c0α1/α2 + e2c0α1α1/α2
)
, (1.14)
where α1 = ε− i(ξ1 − ξ2)/2ρ(E), α2 = ε− i(ξ′1 − ξ′2)/2ρ(E), (1.15)
δ1 = i(ξ
′
1 − ξ1)/2ρ(E), δ2 = i(ξ2 − ξ′2)/2ρ(E).
Now Theorems 1.1 – 1.3 and (1.3) – (1.4) imply the main result of the paper:
Theorem 1.4. In the dimension d = 1 the behavior of the sigma-model approximation of the
second order correlation function (1.2) of (1.5), as β ≫ n, in the bulk of the spectrum coincides
with those for the GUE. More precisely, if Λ = [1, n] ∩ Z and HN , N = Wn are matrices (1.5)
with J of (1.10), then for any |E| < √2
(Nρ(E))−2R2
(
E +
ξ1
ρ(E)N
,E +
ξ2
ρ(E)N
)
−→ 1− sin
2(π(ξ1 − ξ2))
π2(ξ1 − ξ2)2 , (1.16)
in the limit first W →∞, and then β, n→∞, β ≥ Cn log2 n.
Remark 1.1. Notice that to prove universality of bulk local regime from the delocalization side
of random block band matrices (1.5) – (1.7) without a sigma-model approximation one have to
take J of (1.6), fix β, and prove (1.16) in the limit W,n→∞, W ≫ n, which is different from
the asymptotic regime considered in the current paper (first W →∞ with fixed β, then β ≫ n,
β, n→∞).
The paper is organized as follows. In Section 2 we obtain a convenient SUSY integral
representation for R+−Wnβ and R++Wnβ of (1.9). In Section 3 we prove Theorems 1.1 and 1.2, in
Section 4 we derive Theorem 1.4 from Theorems 1.2 and 1.3, in Section 5 we prove Theorem 1.3
modulo some auxiliary result proven in Section 6.
Acknowledgement. We are grateful to Yan Fyodorov for his suggestion of this particular
model for the derivation of sigma-model approximation for RBM. TS would like to thank Tom
Spencer for his explanation of the nature of sigma-model approximation and for many fruitful
discussions without that this paper would never have been written.
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1.1 Notation
We denote by C, C1, etc. various |Λ|, β, W -independent quantities below, which can be different
in different formulas. Integrals without limits denote the integration (or the multiple integration)
over the whole real axis, or over the Grassmann variables.
Moreover,
• N =W |Λ|;
• indices i, j, k vary in Λ and correspond to the number of the site (or the number of the
block), index l is always 1 or 2 (this is the field index), and Greek indices α, γ vary from
1 to W and correspond to the position of the element in the block;
• variables φ and Φ with different indices are complex variables or vectors correspondingly;
if xj means some variable (vector or matrix) which corresponds to the site j ∈ Λ, then x
means vector {xj}j∈Λ, dx =
∏
dxj , and dxj means the product of the differentials which
correspond to functionally independent coefficients of xj;
• variables ψ, Ψ, ρ, and τ with different indices are Grassmann variables or vectors or ma-
treces correspondingly; if ρj corresponds to the site j ∈ Λ, then ρ means vector {ρj}j∈Λ,
dρ =
∏
dρj, and dρj means the product of the differentials which correspond the compo-
nents (for vectors) or entries (for matrices) taken into the lexicographic order;
• a± = iE ±
√
4− E2
2
, c± = 1 + a
−2
± , c0 =
√
4− E2 = 2πρ(E); (1.17)
L = diag {1,−1}, L± = diag {a+, a−}; (1.18)
• U˚(2) = U(2)/U(1) × U(1), U˚(1, 1) = U(1, 1)/U(1) × U(1), (1.19)
where U(p) is a group of p× p unitary matrices, and U(1, 1) is a group of 2× 2 hyperbolic
matrices S such that S∗LS = L;
• L±(E) =
{
r
(
iE/2 ±
√
4− E2/2
)
|r ∈ [0,+∞)
}
; (1.20)
• β˜ = c20 β; (1.21)
• Z1 = E · I + iε · L/N + ξˆ/Nρ(E), Z2 = E · I + iε · L/N + ξˆ′/Nρ(E), (1.22)
Z+1 = E · I + iε · I/N + ξˆ/Nρ(E), Z+2 = E · I + iε · I/N + ξˆ′/Nρ(E), (1.23)
ξˆ = diag{ξ1, ξ2}, ξˆ′ = diag{ξ′1, ξ′2}. (1.24)
2 Integral representations
In this section we perform the standard algebraic manipulations to obtain an integral represen-
tation for the determinant ratio R+−Wnβ(E, ε, ξ) of (1.9).
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Proposition 2.1. For any dimension d, the determinant ratio R+−Wnβ(E, ε, ξ) of (1.9) can be
written as follows:
R+−Wnβ(E, ε, ξ) =
det2J · (−1)|Λ|W
(2π3)|Λ|
(
(W − 1)!(W − 2)!)|Λ|
∫
dXdY · exp{i∑
j∈Λ
TrYjLZ2
}
(2.1)
× exp
{
− 1
2
∑
j,k∈Λ
JjkTr (YjL)(YkL)− 1
2
∑
j,k∈Λ
(J−1)jkTrXjXk
}
× det{J−1jk 14 − δjk(iZ1 +Xj)−1 ⊗ (YjL)}j,k∈Λ∏
j∈Λ
detW (iZ1 +Xj)det
WYj
det2Yj
,
where {Xj}j∈Λ are Hermitian 2 × 2 matrices with standard dXj , {Yj}j∈Λ are 2 × 2 positive
Hermitian matrices with dYj of Proposition 7.1, and Z1,2 are defined in (1.22).
A similar formula is valid for R++Wnβ(E, ε, ξ) with Yj instead of YjL and Z+l instead of Zl,
l = 1, 2 (see (1.23)).
Proof. Introduce complex and Grassmann fields:
Φl = {φjl}tj∈Λ, φjl = (φjl1, φjl2, . . . , φjlW ), l = 1, 2, − complex,
Ψl = {ψjl}tj∈Λ, ψjl = (ψjl1, ψjl2, . . . , ψjlW ), l = 1, 2, − Grassmann.
Using (7.3) – (7.4) (see Appendix) we can write
R+−Wnβ(E, ε, ξ) = π−2W |Λ|E
{∫
exp{iΨ+1 (z′1 −HN)Ψ1 − iΨ+2 (z′2 −HN )Ψ2}
× exp{iΦ+1 (z1 −HN )Φ1 − iΦ+2 (z2 −HN )Φ2}dΦdΨ
}
=
∫
dΦdΨ exp
{
i(z′1Ψ
+
1 Ψ1 + z1Φ
+
1 Φ1)− i(z′2Ψ+2 Ψ2 + z2Φ+2 Φ2)
}
×E
{
exp
{
− ∑
j≤k
∑
α,γ
(
iℜHjk,αγχ+jk,αγ −ℑHjk,αγχ−jk,αγ
)}}
,
where zl, z
′
l are defined in (1.8),
χ±jk,αγ = ηjk,αγ ± ηkj,γα,
ηjk,αγ = ψj1αψk1γ − ψj2αψk2γ + φj1αφk1γ − φj2αφk2γ ,
ηjj,αα = (ψj1αψj1α − ψj2αψj2α + φj1αφj1α − φj2αφj2α)/2.
Averaging over (1.7), we get
R+−Wnβ(E, ε, ξ) =π−2W |Λ|
∫
dΦdΨ exp
{
i(z′1Ψ
+
1 Ψ1 + z1Φ
+
1 Φ1)− i(z′2Ψ+2 Ψ2 + z2Φ+2 Φ2)
}
× exp
{
−
∑
j<k
∑
α,γ
Jjk ηjk,αγηkj,γα − 1
2
∑
j,α
Jjj η
2
jj,αα
}
.
Thus,
R+−Wnβ(E, ε, ξ) = π−2W |Λ|
∫
dΦdΨ exp
{
i
∑
j∈Λ
Tr X˜jLZ1 + i
∑
j∈Λ
Tr Y˜jLZ2
}
× exp
{1
2
∑
j,k∈Λ
JjkTr (X˜jL)(X˜kL)− 1
2
∑
j,k∈Λ
JjkTr (Y˜jL)(Y˜kL)
}
× exp
{
− ∑
j,k∈Λ
Jjk
(
ψj1ψk1(φk1φj1 − φk2φj2) + ψj2ψk2(φk2φj2 − φk1φj1)
)}
,
(2.2)
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where L, Z1,2 are defined in (1.18), (1.22), and
X˜j =
(
ψ+j1ψj1 ψ
+
j1ψj2
ψ+j2ψj1 ψ
+
j2ψj2
)
, Y˜j =
(
φ+j1φj1 φ
+
j1φj2
φ+j2φj1 φ
+
j2φj2
)
.
Using the standard Hubbard-Stratonovich transformation, we obtain
(
2π2
)|Λ|
det2J · exp
{1
2
∑
j,k∈Λ
JjkTr (X˜jL)(X˜kL)
}
=
∫
exp
{
− 1
2
∑
j,k∈Λ
(J−1)jkTrXjXk +
∑
j∈Λ
TrXj
(
X˜jL
)}
dX, (2.3)
where Xj are 2× 2 Hermitian matrices with the standard measure dXj .
Substituting (2.3) to (2.2) and integrating over dΨ (see (7.4)), we get
R+−Wnβ(E, ε, ξ) =
det−2J(
2π2(1+W )
)|Λ|
∫
exp
{
i
∑
j∈Λ
Tr Y˜jLZ2 − 1
2
∑
j,k∈Λ
JjkTr (Y˜jL)(Y˜kL)
}
(2.4)
× exp
{
− 1
2
∑
j,k∈Λ
(J−1)jkTrXjXk
}
· detM · dΦ dX
with M =M (1) −M (2), where M (1) and M (2) are 2W |Λ| × 2W |Λ| matrices with entries
M
(1)
jαl,kγl′ = δjkδαγ(iZ1 +Xj)ll′Lll, j, k ∈ Λ, α, γ = 1, . . . ,W, l, l′ = 1, 2,
M
(2)
jαl,kγl′ = Jjkδll′Lll
2∑
ν=1
ϕjανϕkγνLνν . (2.5)
We can rewrite
detM = detM (1) · det
(
1− (M (1))−1M (2)) =: detM (1) · det(1−M) (2.6)
with
Mjαl,kγl′ = Jjk(iZ1 +Xj)−1ll′
2∑
ν=1
ϕjανϕkγνLνν . (2.7)
Note that M = AB, where
Ajαl,kσl′ = Jjk(iZ1 +Xj)
−1
ll′ ϕjασ, j, k ∈ Λ, α, γ = 1, . . . ,W, l, l′, σ = 1, 2,
Bjσl,kαl′ = δjkδll′Lσσ ϕkασ. (2.8)
Therefore, using that det(1−AB) = det(1−BA), (2.7), and (2.8), we get
det
(
1−M
)
= det
(
1−BA
)
=: det
(
1− M˜
)
, (2.9)
where
M˜jσl,kσ′l′ =
∑
p,α,ν
Bjσl,pανApαν,kσ′l′ = Jjk(iZ1 +Xj)
−1
ll′
W∑
α=1
ϕjασϕjασ′Lσσ (2.10)
= Jjk(iZ1 +Xj)
−1
ll′ (Y˜jL)σσ′ .
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This yields
det
(
1− M˜
)
= det
{
δj,k14 − Jj,k(iZ1 +Xj)−1 ⊗ (Y˜jL)
}
j,k∈Λ
(2.11)
= det4J · det{J−1jk 14 − δjk(iZ1 +Xj)−1 ⊗ (Y˜jL)}j,k∈Λ.
Besides,
detM (1) = (−1)|Λ|W
∏
j∈Λ
detW (iZ1 +Xj). (2.12)
Now substituting (2.5) – (2.7) and (2.9) – (2.12) to (2.4) and applying the bosonization formula
(see Proposition 7.1), we obtain (2.1).
The formula for R++Wnβ(E, ε, ξ) can be obtained by the same way.
3 Derivation of the sigma-model approximation
3.1 Proof of Theorem 1.1
Let β and |Λ| be fixed, and W →∞.
Defining |Λ| × |Λ| matrix R as
J−1 =W
(
1− β
W
△+ β
2
W 2
△2 − . . . ) =:W (1− β
W
△+ 1
W 2
R
)
,
putting Bj =W
−1YjL, and shifting iZ1 +Xj → Xj , we can rewrite (2.1) of Proposition 2.1 as
R+−Wnβ(E, ε, ξ) = Q
(1)
W,|Λ|
∫
dXdB · det
{(
1− β
W
△+ 1
W 2
R
)
jk
14 − δjk ·X−1j ⊗Bj
}
j,k∈Λ
× exp
{
− W
2
∑
j∈Λ
(
Tr (Bj − iZ2)2 +Tr (Xj − iZ1)2
)}
·
∏
j∈Λ
detWXjdet
WBj
det2Bj
(3.1)
× exp
{β
2
∑
j∼k
(
Tr (Bj −Bk)2 − Tr (Xj −Xk)2
)
+
1
2W
∑
j,k
Rjk Tr (Xj − iZ1)(Xk − iZ1)
}
,
where
Q
(1)
W,|Λ|
=
det2J ·W 2(W+1)|Λ| · e−W |Λ|TrZ22/2
(2π3)|Λ|
(
(W − 1)!(W − 2)!)|Λ|
=
W 4|Λ| · e2W |Λ|−W |Λ|TrZ22/2
(2π2)2|Λ|
·
(
1 +O
(
W−1
))
.
Change the variables to
Xj = U
∗
j XˆjUj, Xˆj = diag {xj,1, xj,2}, Uj ∈ U˚(2), xj,1, xj,2 ∈ R,
Bj = S
−1
j BˆjSj , Bˆj = diag {bj,1, bj,2}, Sj ∈ U˚(1, 1), bj,1 ∈ R+, bj,2 ∈ R−.
The Jacobian of such a change is
2|Λ|(π/2)2|Λ|
∏
j∈Λ
(xj,1 − xj,2)2
∏
j∈Λ
(bj,1 − bj,2)2.
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This and (3.1) yield
R+−Wnβ(E, ε, ξ) = Q(2)W,|Λ|
∫
dSdU
∫
dx
∫
R
|Λ|
+ ×R
|Λ|
−
db ·
∏
j∈Λ
(xj,1 − xj,2)2(bj,1 − bj,2)2
b2j,1b
2
j,2
(3.2)
× detD(Xˆ, Bˆ, U, S) · exp
{
−W
∑
j∈Λ
2∑
l=1
(f(xj,l) + f(bj,l))
}
× exp
{β
2
∑
j∼k
(
Tr (S−1j BˆjSj − S−1k BˆkSk)2 − Tr (U∗j XˆjUj − U∗k XˆkUk)2
)}
× exp
{ 1
2W
∑
j,k
Rjk Tr (U
∗
j XˆjUj − iZ1)(U∗k XˆkUk − iZ1)
}
× exp
{ i
|Λ|
∑
j∈Λ
(
TrU∗j XˆjUj
(
iεL+ ξˆ/ρ(E)
)
+TrS−1j BˆjSj
(
iεL+ ξˆ′/ρ(E)
))}
,
where
detD(Xˆ, Bˆ, U, S) = det
{(
1− β
W
△+ 1
W 2
R
)
jk
14 − δjk ·X−1j ⊗Bj
}
j,k∈Λ
(3.3)
= det
{
δjk
(
1− Xˆ−1j ⊗ Bˆj
)
+
1
W
(
− β△+ 1
W
R
)
jk
· UjU∗k ⊗ SjS−1k
}
j,k∈Λ
,
Q
(2)
W,|Λ| = 2
|Λ|(π/2)2|Λ| · eW |Λ|(TrZ21+TrZ22 )/2−W |Λ|(2+E2) ·Q(1)W,|Λ|
=
W 4|Λ| · eE(ξ1+ξ2)/ρ(E)
23|Λ|π2|Λ|
·
(
1 +O
(
W−1
))
,
f(x) = x2/2− iEx− log x− (2 + E2)/4.
The constant in f(x) is chosen in such a way that ℜf(a±) = 0. Measures dUj , dSj in (3.2) are
the Haar measures over U˚(2) and U˚(1, 1) correspondingly.
Also it is easy to see that for |E| ≤ √2 we can deform the contours of integration as
• for xj,1, xj,2 to iE/2 + R;
• for bj,1 to L+(E) of (1.20);
• for bj,2 to L−(E) of (1.20).
To prove Theorem 1.1, we are going to integrate (3.2) over the “fast” variables: {xj,l}, {bj,l},
l = 1, 2, j ∈ Λ. The first step is the following lemma:
Lemma 3.1. The integral (3.2) over {xj,l}, {bj,l}, l = 1, 2, j ∈ Λ can be restricted to the integral
over the W−(1−κ)/2-neighbourhoods (with a small κ > 0) of the points
I. xj,1 = a+, xj,2 = a− or xj,1 = a−, xj,2 = a+, bj,1 = a+, bj,2 = a− for any j ∈ Λ;
II. xj,1 = xj,2 = a+, bj,1 = a+, bj,2 = a− for any j ∈ Λ;
III. xj,1 = xj,2 = a−, bj,1 = a+, bj,2 = a− for any j ∈ Λ.
Moreover, the contributions of the points II and III are o(1), as W →∞.
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Proof. The proof of the first part of the lemma is straightforward and based on the fact that
ℜf(z) for z = x+ iE/2, x ∈ R has two global minimums at z = a±, and for z ∈ L±(E) has one
global minimum at z = a±.
To prove the second part of the lemma, consider the neighbourhood of the point II (the point
III can be treated in a similar way). Change the variables as
xj,1 = a+ + x˜j,1/
√
W, xj,2 = a+ + x˜j,2/
√
W,
bj,1 = a+
(
1 + b˜j,1/
√
W
)
, bj,2 = a−
(
1 + b˜j,2/
√
W
)
.
(3.4)
This gives the Jacobian (−1)|Λ|W−2|Λ| and also the additional W−|Λ| since
xj,1 − xj,2 = (x˜j,1 − x˜j,2)/
√
W.
Together with Q
(2)
W,|Λ| this gives W
|Λ| in front of the integral (3.2). In addition, expanding f into
the series, we get
f(xj,l) = f(a+) +
c+
2
x˜2j,l
W
− 1
2a3+
x˜3j,l
W 3/2
+O
( x˜4j,l
W 2
)
, l = 1, 2 (3.5)
f(bj,1) = f(a+) +
a2+c+
2
· b˜
2
j,1
W
− 1
2
· b˜
3
j,1
W 3/2
+O
( b˜4j,1
W 2
)
,
f(bj,2) = f(a−) +
a2−c−
2
· b˜
2
j,2
W
− 1
2
· b˜
3
j,2
W 3/2
+O
( b˜4j,2
W 2
)
,
where
c± = 1 + a
−2
± , f(a+) = −f(a−) ∈ iR. (3.6)
We are going to compute the leading order of the integral over {x˜j,l}, {b˜j,l}, l = 1, 2, j ∈ Λ.
To this end, we leave the quadratic part of f (see (3.5)) in the exponent, expand everything else
into the series of x˜j,l/
√
W, b˜j,l/
√
W around the saddle-point x˜j,l = b˜j,l = 0, and compute the
Gaussian integral of each term of this expansion. We are going to prove that all this terms are
o(1).
Indeed, consider the expansion of the diagonal elements of D(Xˆ, Bˆ, U, S) of (3.3):
dj,l1 = 1− x−1j,l bj,1 = (x˜j,l/a+ − b˜j,1)/
√
W + (x˜j,lb˜j,1/a+ − x˜2j,l/a2+)W +O
(
W−3(1−κ)/2
)
,
dj,l2 = 1− x−1j,l bj,2 = c− − (x˜j,l/a+ − b˜j,2)/a2−
√
W +O
(
W−1+κ
)
, l = 1, 2. (3.7)
If we rewrite the determinant of D(Xˆ, Bˆ, U, S) in a standard way, then each summand has
strictly one element from each row and column. Because of (3.7), each element in the rows
(j, 11) and (j, 21) has at least W−1/2, and so the expansion of detD(Xˆ, Bˆ, U, S) starts from
W−|Λ|. Moreover, to obtain W−|Λ| (i.e. non-zero contribution) we must consider the summands
of the determinant expansion that have only diagonal elements dj,ls (since non-diagonal elements
of D(Xˆ, Bˆ, U, S) are O(W−1) or less), and furthermore only the first terms in the expansions
(3.7) and all other function in (3.2). Thus we get
C ·
〈∏
j∈Λ
x˜j,1/a+ − b˜j,1√
W
· x˜j,2/a+ − b˜j,1√
W
· (x˜j,1 − x˜j,2)2
〉
++
+ o(1), (3.8)
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where 〈
·
〉
++
=
∫ (
·
)
exp
{
− 1
2
∑
j∈Λ
(
c+(x˜
2
j,1 + x˜
2
j,2) + a
2
+c+b˜
2
j,1 + a
2
−c−b˜
2
j,2
)}
dx˜ db˜.
But it is easy to see that the Gaussian integral in (3.8) is zero, which completes the proof of the
lemma.
According to Lemma 3.1 the main contribution to (3.2) is given by the neighbourhoods of
the saddle points xj,1 = a+, xj,2 = a− or xj,1 = a−, xj,2 = a+. All such points can be obtained
from each other by rotations of Uj , so we can consider only xj,1 = a+, xj,2 = a− for all j ∈ Λ.
Similarly to the proof of Lemma 3.1, change variables as
xj,1 = a+ + x˜j,1/
√
W, xj,2 = a− + x˜j,2/
√
W,
bj,1 = a+
(
1 + b˜j,1/
√
W
)
, bj,2 = a−
(
1 + b˜j,2/
√
W
)
.
(3.9)
That slightly change the expansions (3.5) and (3.7). We get
f(xj,2) = f(a−) +
c−
2
· x˜
2
j,2
W
− 1
2a3−
· x˜
3
j,2
W 3/2
+O
( x˜4j,2
W 2
)
, (3.10)
dj,11 = 1− x−1j,1bj,1 =
x˜j,1/a+ − b˜j,1√
W
+
a+x˜j,1b˜j,1 − x˜2j,1
a2+W
+O
(
W−3(1−κ)/2
)
, (3.11)
dj,22 = 1− x−1j,2bj,2 =
x˜j,2/a− − b˜j,2√
W
+
a−x˜j,2b˜j,2 − x˜2j,2
a2−W
+O
(
W−3(1−κ)/2
)
,
dj,12 = 1− x−1j,1bj,2 = c+ −
x˜j,1/a+ − b˜j,2
a2+
√
W
− a+x˜j,1b˜j,2 − x˜
2
j,1
a4+W
+O
(
W−3(1−κ)/2
)
,
dj,21 = 1− x−1j,2bj,1 = c− −
x˜j,2/a− − b˜j,1
a2−
√
W
− a−x˜j,2b˜j,1 − x˜
2
j,2
a4−W
+O
(
W−3(1−κ)/2
)
.
The change (3.9) gives the Jacobian W−2|Λ|, which together with Q
(2)
W,|Λ|
gives W 2|Λ| in front of
the integral (3.2). Similarly to the proof of Lemma 3.1, we are going to compute the leading order
of the integral (3.2) over {x˜j,l}, {b˜j,l}, l = 1, 2, j ∈ Λ, and so we leave the quadratic part of f (see
(3.5) and (3.10)) in the exponent, expand everything else into the series of x˜j,l/
√
W, b˜j,l/
√
W
around the saddle-point x˜j,l = b˜j,l = 0, and compute the Gaussian integral of each term of this
expansion. We are going to prove, that the non-zero contribution is given by the terms having
at least W−2|Λ|.
Lemma 3.2. Formula (3.2) can be rewritten as
R+−Wnβ(E, ε, ξ) = (c0/2π)2|Λ|CE,ε
∫
dz dρ˜ dτ˜ dU dS (3.12)
× exp
{
− 1
2
(Mz, z) +W 1/2(z, h0) +W−1/2(z, h + ζ/|Λ)|)
}
× exp
{
β
∑
Tr
(
U∗j ρ˜jSj − U∗j−1ρ˜j−1Sj−1
)(
S−1j τ˜jUj − S−1j−1τ˜j−1Uj−1
)}
× exp
{∑(
c+nj,12 + c−nj,21 − nj,1/c0a+ + nj,2/c0a−
)
− βc20
∑
(v2j + t
2
j)
}
× exp
{ ic0
2|Λ|
∑
j∈Λ
(
TrU∗j LUj
(
iεL+ ξˆ/ρ(E)
)
+TrS−1j LSj
(
iεL+ ξˆ′/ρ(E)
))}
+ o(1),
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where
ρ˜j =
(
ρj,11 ρj,12/
√
W
ρj,21/
√
W ρj,22
)
, τ˜j =
(
τj,11 τj,12/
√
W
τj,21/
√
W τj,22
)
(3.13)
nj,12 = ρj,12τj,12, nj,21 = ρj,21τj,21,
nj,1 = ρj,11τj,11, nj,2 = ρj,22τj,22,
z = (zj,11, zj,22, zj,12, zj,21) = (x˜j,1, x˜j,2, b˜j,1, b˜j,1),
and
M =M0 +W
−1M˜ (3.14)
(M0z, z) =
∑
j∈Λ
(
c+x˜
2
j,1 + c−x˜
2
j,2 + a
2
+c+b˜
2
j,1 + a
2
−c−b˜
2
j,2
)
(3.15)
(M˜z, z) = −2β
∑(
x˜j,1x˜j−1,1 + x˜j,2x˜j−1,2 − a2+b˜j,1b˜j−1,1 − a2−b˜j,2b˜j−1,2
)
(3.16)
+ 2β
∑(
v2j (x˜j,1 − x˜j,2)(x˜j−1,1 − x˜j−1,2) + t2j (a+b˜j,1 − a−b˜j,2)(a+b˜j−1,1 − a−b˜j−1,2)
)
−
∑( 4
c20
(x˜j,1x˜j,2 − b˜j,1b˜j,2)− 2(a−3+ nj,12x˜j,1b˜j,2 + a−3− nj,21x˜j,2b˜j,1)
)
.
Here ζ = {ζj}j∈Λ, ζj = (ζj,11, ζj,22, a+ζj,12, a−ζj,21) with
ζj,11 = −ε+ iξ1/ρ(E) + 2α1u2j , ζj,22 = ε+ iξ2/ρ(E)− 2α1u2j ,
ζj,12 = −ε+ iξ′1/ρ(E) − 2α2s2j , ζj,21 = ε+ iξ′2/ρ(E) + 2α2s2j ,
where α1,2 are defined in (1.15). We also denoted
h = {hj,ls}j∈Λ,l,s=1,2, h0 = {h0j,ls}j∈Λ,l,s=1,2,
hj,11 = 2/c0 − βc0v2j − βc0v2j+1 + a−nj,12/a2+, h0j,11 = nj,1/a+,
hj,22 = −2/c0 + βc0v2j + βc0v2j+1 + a+nj,21/a2−, h0j,22 = nj,2/a−,
hj,12 = 2a+/c0 − 2− βc0a+t2j − βc0a+t2j+1 − nj,21a+/a−, h0j12 = −nj,1,
hj,21 = −2a−/c0 − 2 + βc0a−t2j + βc0a−t2j+1 − nj,12a−/a+, h0j,21 = −nj,2,
(3.17)
and
uj = |(Uj)12|, vj = |(UjU∗j−1)12|, sj = |(Sj)12|, tj = |(SjS−1j−1)12|.
Proof. Rewriting the determinant in (3.3) in a standard way, we obtain
detD(Xˆ, Bˆ, U, S) =
∑
σ¯
(−1)|σ|
∏
j∈|Λ|
Pj,σ¯j(x˜j,1, x˜j2, b˜j,1, b˜j,1), (3.18)
where σ¯ is a permutation of {(j, ls)}, l, s = 1, 2, j ∈ Λ, σ¯j is its restriction on {(j, ls)}2l,s=1, (−1)|σ|
is a sign of σ and Pj,σ¯j is an expansion in x˜j,1, x˜j2, b˜j,1, b˜j,1 of the product of four elements from
the rows {(j, ls)}2l,s=1 taken with respect to σ¯j .
Let us prove that for each j ∈ Λ and any σ¯ each term of Pj,σ¯j(x˜j,1, x˜j2, b˜j,1, b˜j,1) of (3.18)
belongs to one of the three following groups:
i. has a coefficient W−2 or lower;
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ii. has a coefficient W−3/2 and at least one of variables x˜j,1, x˜j2, b˜j,1, b˜j,1 of the odd degree;
iii. has a coefficient W−1 and at least two variables of x˜j,1, x˜j2, b˜j,1, b˜j,1 of the odd degree;
Note that each element in the expansion of the coefficients of the rows (j, 11) and (j, 22)
has a coefficient W−1/2 or lower, and so Pj,σ¯j(x˜j,1, x˜j2, b˜j,1, b˜j,1) has a coefficient W
−1 or lower.
In addition, if Pj,σ¯j (x˜j,1, x˜j,2, b˜j,1, b˜j,1) contains any terms with Rjk (see (3.3)), or at least one
off-diagonal elements in (j, 12) and (j, 21), we get a coefficient W−2 or lower (and so obtain the
group (i)).
We are left to consider terms with dj,12dj,21. If Pj,σ¯j(x˜j,1, x˜j,2, b˜j,1, b˜j,1) contains two off-
diagonal elements in rows (j, 11) and (j, 11), we get group (i). One off-diagonal element and
dj,11 (or dj,22) gives group (ii) or group (i) (since off-diagonal elements do not depend on x˜j,1, x˜j,2,
b˜j,1, b˜j,1), and it is easy to see from (3.11) that all the terms in expansion of dj,11dj,22dj,12dj,21
belongs to groups (i) – (iii).
To get a non-zero contribution, we have to complete the expression Pj,σ¯j(x˜j,1, x˜j,2, b˜j,1, b˜j,1)
by some other terms of the expansion of the exponent of (3.2) in order to get an even degree
of each variable x˜j,1, x˜j,2, b˜j,1, b˜j,1. But all such a terms have the coefficient W
−1/2 or lower,
and therefore Lemma 3.2 yields that the coefficient near each j in terms that gives a non-zero
contribution must be W−2 or lower. Since we have a coefficient W 2|Λ| in (3.2) after the change
(3.9), this means that to get a non-zero contribution each coefficient must be exactly W−2. Note
that the terms of Pj,σ¯j(x˜j,1, x˜j,2, b˜j,1, b˜j,1) that can be completed to the monomial with all even
degrees and with a coefficients W−2 does not contain any terms with Rjk, and any terms of
the expansion dj,ls, l, s = 1, 2 of order W
−3/2 or lower. They also cannot be completed to the
monomial with all even degrees and with a coefficients W−2 by any terms of the exponent of
(3.2) that has a coefficient lower then W−1/2 for some j. Thus we need to consider the terms
up to the third order in the expansions (3.5) and (3.10), the linear terms of the functions in the
second and the forth exponents of (3.2), and the linear terms in −2 log bj,l, l = 1, 2 coming from
b−2j,l = e
−2 log bj,l , l = 1, 2.
Note that the terms containing x˜j,1b˜j,1/W in dj,11 (see (3.11)) cannot contribute to the limit,
since if we complete them to the monomial with even degrees of x˜j,1, b˜j,1, then it will contain
W−2 and an additional W−1 should come from the line containing dj,22. Moreover, the terms
containing x˜2j,1 in dj,11 can give a non-zero contribution only if the resulting monomial contains
only x˜2j,1, since otherwise, taking into account the contribution of the line containing dj,22, we
again obtain at least W−3. Thus we can replace x˜2j,1 by its average via Gaussian measure
(2π/c+)
−1/2e−c+x˜
2
j,1/2, i.e. by c−1+ . The same is true for x˜j,2b˜j,2/W and for x˜
2
j,2 which could be
replaced by c−1− . Similar argument yields that the contribution of the terms with x˜
2
j,1 in the line
containing dj,12 and x˜
2
j,2 in the line containing dj,21 disappear in the limit W → ∞. Thus the
term corresponding to W 2|Λ| detD in (3.2) can be replaced by the term∫
dρ dτ exp
{
β
∑
Tr
(
U∗j ρ˜jSj − U∗j−1ρ˜j−1Sj−1
)(
S−1j τ˜jUj − S−1j−1τ˜j−1Uj−1
)
(3.19)
+
∑(
c+nj,12 + c−nj,21 − nj,1/c0a+ + nj,2/c0a−
)
+W 1/2
∑((
x˜j,1/a+ − b˜j,1)nj,1 + (x˜j,2/a− − b˜j,2)nj,2
)
−W−1/2
∑(
a−2+
(
x˜j,1/a+ − b˜j,2
)
nj,12 + a
−2
−
(
x˜j,2/a− − b˜j,1
)
nj,21
)}
+O(W−1/2),
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where ρ˜j , τ˜j, nj,12, nj,21, nj,1, nj,2 are defined in (3.13). Here we have used Grassmann variables
{ρj,ls}, {τj,ls}, j ∈ Λ, l, s = 1, 2 to rewrite the determinant (3.3) with respect to (7.4), have
substituted (3.11) and left only terms that give the contribution (according to arguments above),
and then have changed ρj,11 →
√
Wρj,11, τj,11 →
√
Wρj,11. Note also
c+a
2
+ = c0a+, c−a
2
− = −c0a−. (3.20)
Now let us prove that the contribution of the third order in the expansions (3.5) and (3.10)
is small. Indeed, the terms Pj,σ¯j(x˜j,1, x˜j,2, b˜j,1, b˜j,1) that can be completed to the monomial with
all even degrees and with a coefficients W−2 by these cubic terms can be one of two types
1. terms
(
x˜j,1/a+ − b˜j,1
) · x · c+ · c−, where c+, c− come from the zero terms of dj,12, dj,21
(see (3.11)) and x is an element of the row (j, 22) and so does not depend on x˜j,1, b˜j,1 (or similar
terms with
(
x˜j,2/a− − b˜j,2
)
);
2. terms of
(
x˜j,1/a+ − b˜j,1
)(
x˜j,2/a− − b˜j,2
)(
x˜j,1/a+ − b˜j,2
) · c− with x˜2j,1 or b˜2j,2 (or similar
terms with c+ coming from dj,12) ;
But it is easy to see that∫ (
x˜4j,1/(3a
4
+)− b˜4j,1/3
) · e− c+x˜2j,12 − a2+c+ b˜2j,12 dx˜j,1 db˜j,1 = 2π
a+c+
( 1
a4+c
2
+
− 1
a4+c
2
+
)
= 0,
and so the contribution of (1) is zero. Similarly the contribution (2) is zero.
Therefore, the contribution of the third order in the expansions (3.5) is small, and using
(3.19) and also
exp
{ i
|Λ|
∑
j∈Λ
(
TrU∗j L±Uj
(
iεL+ ξˆ1/ρ(E)
)
+TrS−1j L±Sj
(
iεL+ ξˆ2/ρ(E)
))}
=exp
{− E(ξ1 + ξ2 + ξ′1 + ξ′2)/2ρ(E)}
× exp
{ ic0
2|Λ|
∑
j∈Λ
(
TrU∗j LUj
(
iεL+
ξˆ
ρ(E)
)
+TrS−1j LSj
(
iεL+
ξˆ′
ρ(E)
))}
for L±, L defined in (1.18), we get (3.12).
Denoting the exponent in the second line of (3.12) by E(z) and taking the Gaussian integral
over dz with z of (3.13), we get∫
R4|Λ|
E(z)dz = (2π)2|Λ|det−1/2M (3.21)
exp
{1
2
(M−1(W 1/2h0 +W−1/2(h+ ζ/Λ)),W 1/2h0 +W−1/2(h+ ζ/|Λ|))
}
.
It is easy to see from (3.14) – (3.16) that
det M = det M0(1 +O(W
−1)) = (c2+c
2
−a
2
+a
2
−)
|Λ|(1 +O(W−1)) = c
4|Λ|
0 (1 +O(W
−1))
with c± of (3.6). Note now that
M−1 =
(
M0 +
1
W
M˜
)−1
=M−10 −
1
W
M−10 M˜M
−1
0 +O(W
−2).
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Since M0 is diagonal and h
0
j,ls is proportional to nj,1 or nj,2 and n
2
j,l = 0, we have
(M−10 h
0, h0) = 0.
Hence, the exponent in the r.h.s. of (3.21) takes the form
1
2
(
(M−10 h
0, h+ ζ/Λ) + (M−10 (h+ ζ/Λ), h
0)
− (M−10 M˜M−10 h0, h0)
)
+ o(1) = I1 + I2 − I3 + o(1).
Then we can rewrite (recall (3.17) and (3.20))
I1 + I2 =
∑( (hj,11 + ζj,11/|Λ|)nj,1
a+c+
+
(hj,22 + ζj,22/Λ)nj,2
a−c−
(3.22)
− (hj,12 + a+ζj,12/|Λ|)nj,1
a2+c+
− (hj,21 + a−ζj,21/|Λ|)nj,2
a2−c−
)
=
∑
nj,1
( 2
a+c0
+ β
(
t2j + t
2
j+1 − v2j − v2j+1
)
+
a−nj,12
a2+c0
+
nj,21
a−c0
+
ζj,11 − ζj,12
c0|Λ|
)
+
∑
nj,2
(
− 2
a−c0
+ β
(
t2j + t
2
j+1 − v2j − v2j+1
)− a+nj,21
a2−c0
− nj,12
a+c0
− ζj,22 − ζj,21
c0|Λ|
)
+O(W−1),
I3 =
4
c40
∑
nj,1nj,2 − 1
a2+c
2
0
∑
nj,12nj,1nj,2 − 1
a2−c
2
0
∑
nj,21nj,1nj,2
+
∑ β(v2j + t2j )
c20
(
nj,1nj+1,1 + nj,1nj+1,2 + nj,2nj+1,1 + nj,2nj+1,2
)
+O(W−1). (3.23)
Moreover,
exp
{
β
∑
Tr
(
U∗j ρ˜jSj − U∗j−1ρ˜j−1Sj−1
)(
S−1j τ˜jUj − S−1j−1τ˜j−1Uj−1
)}
(3.24)
= exp
{ β
W
∑
Tr
(
U∗j ρˆjSj − U∗j−1ρˆj−1Sj−1
)(
S−1j τˆjUj − S−1j−1τˆj−1Uj−1
)}
+O(W−1/2),
where
ρˆj = diag{ρj,11, ρj,22}, τˆj = diag{τj,11, τj,22}.
Combining (3.22) – (3.24) we can integrate the main term of (3.21) with respect to ρj,12, τj,12,
ρj,21, τj,21 according to (7.4). This integration gives∏
j∈Λ
(
c+ +
a−nj,1
a2+c0
− nj,2
a+c0
+
nj,1nj,2
a2+c
2
0
)(
c− +
nj,1
a−c0
− a+nj,2
a2−c0
+
nj,1nj,2
a2−c
2
0
)
= c20 +
c0nj,2
a−
− c0nj,1
a+
+
(
1 + 2/c20
)
nj,1nj,2 = c
2
0 · exp
{
− nj,1
a+c0
+
nj,2
a−c0
}
·
(
1 +
2
c40
nj,1nj,2
)
,
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which together with (3.22) – (3.24) yields
R+−Wnβ(E, ε, ξ) =c
4|Λ|
0 CE,ε
∫
dρˆ dτˆ dU dS
∏
j∈Λ
(
1− 2
c40
nj,1nj,2
)
exp
{
− βc20
∑
(v2j + t
2
j)
}
× exp
{
β
∑
Tr
(
U∗j ρˆjSj − U∗j−1ρˆj−1Sj−1
)(
S−1j τˆjUj − S−1j−1τˆj−1Uj−1
)}
× exp
{∑
nj,1
(
β
(
t2j + t
2
j+1 − v2j − v2j+1
)
+
ζj,11 − ζj,12
c0|Λ| |
))}
× exp
{∑
nj,2
(
β
(
t2j + t
2
j+1 − v2j − v2j+1
)− ζj,22 − ζj,21
c0|Λ|
))}
+ o(1),
where we have used
(1 + 2nj,1nj,2/c
4
0) · e−4nj,1nj,2/c
4
0 = 1− 2nj,1nj,2/c40.
Now changing
ρj,11 → c0ρj,1, τj,11 → c0τj,1, ρj,22 → c0ρj,2, τj,22 → c0ρj,2
with an appropriate change in nj,1, nj,2, ρˆj , τˆj, and recalling (1.21), we get
R+−Wnβ(E, ε,ξ) = CE,ε
∫
dρˆ dτˆ dU dS
∏
j∈Λ
(
1− 2nj,1nj,2
)
exp
{
− β˜
∑
(v2j + t
2
j)
}
× exp
{
β˜
∑
Tr
(
U∗j ρˆjSj − U∗j−1ρˆj−1Sj−1
)(
S−1j τˆjUj − S−1j−1τˆj−1Uj−1
)}
× exp
{∑
nj,1
(
β˜
(
t2j + t
2
j+1 − v2j − v2j+1
)
+ c0(ζj,11 − ζj,12)/|Λ|
))}
× exp
{∑
nj,2
(
β˜
(
t2j + t
2
j+1 − v2j − v2j+1
)− c0(ζj,22 − ζj,21)/|Λ|))}
× exp
{ ic0
2|Λ|
∑
j∈Λ
(
TrU∗j LUj
(
iεL+ ξˆ/ρ(E)
)
+TrS−1j LSj
(
iεL+ ξˆ′/ρ(E)
))}
,
which can be rewritten as (1.11). The second relation of (1.11) follows from the uniform in ξ
convergence of R+−Wnβ(E, ε, ξ), as W →∞.

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3.2 Proof of Theorem 1.2.
Theorem 1.2 can be proved in a similar way. First of all we can write an analogue of (3.2):
R++Wnβ(E, ε, ξ) = Q(2)W,|Λ|
∫
dV dU
∫
dx
∫
R
2|Λ|
+
db
∏
j∈Λ
(xj,1 − xj,2)2(bj,1 − bj,2)2
b2j,1b
2
j,2
(3.25)
× exp
{
−W
∑
j∈Λ
2∑
σ=1
(f(xj,σ) + f(bj,σ))
}
· detD(Xˆ, Bˆ, U, V )
× exp
{β
2
∑
j∼k
(
Tr (V ∗j BˆjVj − V ∗k BˆkVk)2 − Tr (U∗j XˆjUj − U∗k XˆkUk)2
)}
× exp
{ 1
2W
∑
j,k
Rjk Tr (U
∗
j XˆjUj − iZ1)(U∗k XˆkUk − iZ1)
}
× exp
{ i
|Λ|
∑
j∈Λ
(
TrU∗j XˆjUj
(
iε · I + ξˆ1/ρ(E)
)
+TrV ∗j BˆjVj
(
iε · I + ξˆ2/ρ(E)
))}
.
Note that (3.25) has unitary Vj instead of hyperbolic Sj and iε · I instead of iε · L. Then we
deform the contours of integration as
• for xj,1, xj,2 to iE/2 + R;
• for bj,1, bj,2 to L+(E) of (1.20)
and prove the following lemma in the same way as Lemma 3.1):
Lemma 3.3. The integral (3.25) over {xj,l}, {bj,l}, l = 1, 2, j ∈ Λ can be restricted to the
integral over the neighbourhood of the points
I. xj,1 = a+, xj,2 = a− or xj,1 = a−, xj,2 = a+, bj,1 = bj,2 = a+ for any j ∈ Λ;
II. xj,1 = xj,2 = a+, bj,1 = bj,2 = a+ for any j ∈ Λ;
III. xj,1 = xj,2 = a−, bj,1 = bj,2 = a+ for any j ∈ Λ.
Moreover, the contributions of the points I and II are o(1), as W →∞.
Indeed, the contribution of the point II is small, since after an appropriate change of variables
similar to (3.4) (which gives W−2|Λ|) the expression
(xj,1 − xj,2)2(bj,1 − bj,2)2
gives W−2|Λ|, and the expansion of detD(Xˆ, Bˆ, U, V ) starts from W−2|Λ| (see (3.11)).
For the points I the expression for detD(Xˆ, Bˆ, U, V ) starts from W−|Λ|, and another W−|Λ|
comes from (bj,1− bj,2)2. Therefore similarly to (3.8) we get that the main contribution around
these saddle-points is given by
C ·
〈∏
j∈Λ
(
x˜j,1/a+ − b˜j,1
) · (x˜j,1/a+ − b˜j,2) · (b˜j,1 − b˜j,2)2〉+ o(1), (3.26)
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where 〈
·
〉
=
∫ (
·
)
exp
{
− 1
2
∑
j∈Λ
(
c+x˜
2
j,1 + c−x˜
2
j,2 + a
2
+c+(b˜
2
j,1 + b˜
2
j,2)
)}
dx˜db˜.
But it is easy to see that the Gaussian integral in (3.26) is zero.
Thus we are left to compute the contribution of the point III. Doing again an appropriate
change of variables similar to (3.4) , we see that the expression
(xj,1 − xj,2)2(bj,1 − bj,2)2
already gives W−2|Λ|, and hence to obtain a non-zero contribution we have to compute∫ ∏
j∈Λ
(x˜j,1 − x˜j,2)2(b˜j,1 − b˜j,2)2 exp
{
− 1
2
∑
j∈Λ
(
c−(x˜
2
j,1 +−x˜2j,2) + a2+c+(b˜2j,1 + b˜2j,2)
)}
dx˜db˜
=
(
(2π)2 · 4(c+c−a+)−2
)|Λ|
and take only zero terms in the expansions of all other functions in (3.25). That gives the first
relation of (1.13). The second relation of (1.13) follows from the uniform in ξ convergence of
R++Wnβ(E, ε, ξ) as W →∞. 
4 Proof of Theorem 1.4
According (1.3), (1.9), (1.11), and (1.13), to prove Theorem 1.4, it is sufficient to show that
(2π)−2 lim
ε→0
lim
β,n→∞
∂2
∂ξ′1∂ξ
′
2
(
R+−nβ (E, ε, ξ) +R+−nβ (E, ε, ξ) (4.1)
−R++nβ (E, ε, ξ) −R++nβ (E, ε, ξ)
)∣∣∣
ξ′=ξ
= 1− sin
2(π(ξ1 − ξ2))
π2(ξ1 − ξ2)2 .
Using (1.13) we get
lim
ε→0
lim
β,n→∞
∂2
∂ξ′1∂ξ
′
2
(
R++nβ (E, ε, ξ) +R++nβ (E, ε, ξ)
) ∣∣∣
ξ′=ξ
= −a
2
+ + a
2
−
ρ2(E)
. (4.2)
In addition, R+−nβ (E, ε, ξ) are analytic functions in any of ξ1, ξ2, ξ′1, ξ′2 for ℑξ′1,ℑξ′1 > −ε, and they
are uniformly bounded in n, β for ξ1, ξ2, ξ
′
1, ξ
′
2 varying in any compacts satisfying this condition.
Hence, we can replace the order of the derivative and the limiting transition and by (1.14) obtain
lim
β,n→∞
∂2
∂ξ′1∂ξ
′
2
R+−nβ (E, ε, ξ)
∣∣∣
ξ′=ξ
=
∂2
∂ξ′1∂ξ
′
2
CE,εe
−c0(α1+α2)
(
δ1δ2(e
2c0α1 − 1)/α1α2 − (δ1 + δ2)e2c0α1/α2 + e2c0α1α1/α2
)∣∣∣
ξ′=ξ
.
Computing the derivative, we get
lim
β,n→∞
∂2
∂ξ′1∂ξ
′
2
R+−nβ (E, ε, ξ)
∣∣∣
ξ′=ξ
=
1
ρ2(E)
− 1− e
2πiθε
θ2ε
,
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where
θε = 2iα1ρ(E) = 2iερ(E) + ξ1 − ξ2.
This yields
lim
β,n→∞
∂2
∂ξ′1∂ξ
′
2
(
R+−nβ (E, ε, ξ) +R+−nβ (E, ε, ξ)
) ∣∣∣
ξ′=ξ
=
2
ρ2(E)
+
(eiπθε − e−iπθε)2
θ2ε
,
and hence
lim
ε→0
lim
β,n→∞
∂2
∂ξ′1∂ξ
′
2
(
R+−nβ (E, ε, ξ) +R+−nβ (E, ε, ξ)
) ∣∣∣
ξ′=ξ
=
2
ρ2(E)
− 4 sin
2(π(ξ1 − ξ2))
(ξ1 − ξ2)2 ,
which combined with (4.2), and
a2+ + a
2
− + 2 = (a+ − a−)2 = 4π2ρ(E)2,
gives (4.1), thus Theorem 1.4.
5 Proof of Theorem 1.3
Let us note that to prove Theorem 1.3, it suffices to prove it only for ξ such that
ℜξ1 = ℜξ2, ℜξ′1 = ℜξ′2, ξ1, ξ2, ξ′1, ξ′2 ∈ Ωcε (5.1)
Ωcε = {ξ : ℑξ > −cε}, (0 < c < 1).
Indeed, assume that {R+−nβ (E, ε, ξ)} are uniformly bounded in n, β for ξ1, ξ2, ξ′1, ξ′2 ∈ Ωcε. Con-
sider {R+−nβ (E, ε, ξ)} as functions on ξ1 with fixed ξ2, ξ′1, ξ′2 such that ℜξ′1 = ℜξ′2. Since these
functions are analytic in Ωcε, the standard complex analysis argument yields that (1.14) on the
segment ℜξ1 = ℜξ2 implies (1.14) for any ξ1 ∈ Ωcε, hence for any ξ1, ξ2 ∈ Ωcε. Then, fixing any
ξ1, ξ2, ξ
′
2, we can consider {R+−nβ (E, ε, ξ)} as a sequence of analytic functions on ξ′1. Since, by
the above argument, (1.14) is valid on the segment ℜξ′1 = ℜξ′2, the same argument yields that
(1.14) is valid for any ξ′1, ξ
′
2. Therefore, it is enough to prove Theorem 1.3 for real α1 > ε/2,
α2 > ε/2, which means that we take c = ρ(E) (see the definition (1.15)).
To check that {R+−nβ (E, ε, ξ)} are uniformly bounded in n, β for ξ1, ξ2, ξ′1, ξ′2 ∈ Ωcε, we apply
the Schwartz inequality to R+−Wnβ(E, ε, ξ) in the form (1.9). Then we get
|R+−Wnβ(E, ε, ξ)|2 ≤ |R+−Wnβ(E, ε, ξ1)| |R+−Wnβ(E, ε, ξ2)|
⇒R+−nβ (E, ε, ξ)|2 ≤ |R+−nβ (E, ε, ξ1)| |R+−nβ (E, ε, ξ2)|
where ξ1 = (ξ1, ξ1, ξ
′
1, ξ
′
1), ξ2 = (ξ2, ξ2, ξ
′
2, ξ
′
2). Since ξ1, ξ2 satisfy (5.1), the uniform boundedness
of the r.h.s. follows from the uniform convergence (in ξ, satisfying (5.1)) of (1.14) (see Section
5.2).
5.1 Representation of R+−nβ in the operator form
Now we are going to represent R+−nβ in 1d case in the operator form. Put n = |Λ|, and set
M(Q,Q′) = F(Q)H(Q,Q′)F(Q′),
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where
H(Q,Q′) = exp
{ β˜
4
StrQQ′
}
(1− n1n2)(1− n′1n′2) (5.2)
F(Q) = exp
{
− c0
4n
StrQΛξ,ε
}
= F (U,S) · exp
{
n1 · F1(U,S) + n2 · F2(U,S)
}
with Q, Q′ of the form (1.12) and
F (U,S) = exp
{− c0
n
(
α1(1− |U12|2) + α2 · |S12|2
)}
, (5.3)
F1(U,S) = −c0
(
δ1 − α1 · |U12|2 − α2 · |S12|2
)
/n,
F2(U,S) = −c0
(
δ2 − α1 · |U12|2 − α2 · |S12|2
)
/n,
nl = ρlτl, n
′
l = ρ
′
lτ
′
l , l = 1, 2,
and α1,2, δ1,2 defined in (1.15). Hence, by (1.11)
R+−nβ (E, ε, ξ) =CE,εec0(α1−α2)
∫
(1− n1n2)F(Q)Mn−1(Q,Q′)F(Q′)(1 − n′1n′2)dQdQ′ (5.4)
with
dQ = dρ1dτ1dρ2dτ2dUdS.
Note that M, H, F can be considered as operators acting on the space of polynomials of
Grassmann variables ρ′l, τ
′
l , l = 1, 2 with coefficients from L2(U) ⊗ L2(S), where L2 are taken
with respect to the Haar measures on U˚(2), U˚(1, 1). It is easy to see these that operators
transform any even Grassmann polynomial into an even polynomial and an odd one into an
odd one. In addition, they preserve the modulo of the difference between the number of ρl and
the number of τl. Since we are going to apply these operators only to even polynomials which
contain equal numbers of ρl and τl, we need to study a restriction of M, H, F to the space
P6 ∼= (L2(U(2)) ⊗ L2(U(1, 1)))6 of polynomials
q̂ = q0 + q1n
′
1 + q2n
′
2 + q3n
′
1n
′
2 + q4ρ
′
1τ
′
2 + q5ρ
′
2τ
′
1. (5.5)
Thus M is represented by a 6 × 6 matrix P6 → P6 (which we also denote M) of the form
FHF∣∣
P6
, the entries of the matrix H are the integral operators on L2(U) ⊗ L2(S) with the
kernels of the form v(U(U ′)∗, S(S′)−1) (the integrals are taken with respect to dU ′dS′), and the
entries of the matrix F are operators of multiplication in L2(U) ⊗ L2(S). Then (5.4) takes the
form
R+−nβ (E, ε, ξ) = CE,εec0(α1−α2)
∫
(Mn−1f˜(U ′, S′), g˜(U,S))6dUdSdU ′dS′, (5.6)
f˜(U,S) := F · (1− n1n2), g˜(U,S) := F · (1− n1n2),
where by (·, ·)6 we mean the ”scalar” product in P6 which gives the coefficient in front of n1n2
in the product of two polynomials of the form (5.5).
5.2 Proof of Theorem 1.3 for α1, α2 > ε/2
As it was mentioned in the beginning of Section 5, it suffices to prove Theorem 1.3 for real
α1, α2 > ε/2.
The proof of (1.14) is based on the following representation of R+−nβ (E, ε, ξ).
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Proposition 5.1. For any ξ such that α1, α2 > ε/2 (see (1.15)) we have
R+−nβ (E, ε, ξ) =
CE,εe
c0(α1−α2)
2πi
∮
ωA
zn−1(Ĝ(z)f̂ , ĝ)dz, ωA = {z : |z| = 1 +A/n}, (5.7)
Ĝ(z) = (M̂ − z)−1, M̂ = F̂ K̂F̂ , K̂ = K̂0 +O(β−1), (5.8)
where operators K̂0, F̂ and the vectors f̂ , ĝ have the form
K̂0 =


KUS K˜1 K˜2 K˜3
0 KUS 0 K˜2
0 0 KUS K˜1
0 0 0 KUS

 , F̂ = F


1 F1 F2 F1F2
0 1 0 F2
0 0 1 F1
0 0 0 1

 (5.9)
fˆ = F̂ (e4 − e1), gˆ = F̂ (t)(e1 − e4)
with F and F1,2 being the operator on L2(U) ⊗ L2(S) of multiplication by the functions F and
F1,2 defined in (5.3), KUS = KU ⊗KS and KU and KS being the integral operators in L2(U)
and L2(S) with a ”difference” kernels
KU (U,U
′) = KU (U(U
′)∗) = β˜e−β˜|(U(U
′)∗)12|2 ,
KS(S, S
′) = KS(S(S
′)−1) = β˜e−β˜|(S(S
′)−1)12|2 .
Here K˜p, p = 1, 2, 3 are normal operators on L2(U)⊗ L2(S), they commute with KUS and with
the Laplace operators ∆˜U , ∆˜S on the corresponding groups and satisfy the bounds
|K˜p| ≤ C(1−KUS) ≤ −C(∆˜U + ∆˜S)/β, (5.10)
where the Laplace operators ∆˜U , ∆˜S for the functions depending only on |S12|2 and |U12|2 have
the form
∆˜S(ϕ) = − d
dx
x(x+ 1)
dϕ
dx
(x = |S12|2), ∆˜U(ϕ) = − d
dx
x(1− x)dϕ
dx
(x = |U12|2).
We postpone the proof of the proposition to Section 6 and now derive (1.14) from it. To this
end, set
M̂0 = F̂
2, Ĝ0 = (M̂0 − z)−1,
and consider
∆G := Ĝ− Ĝ0 = −Ĝ0(M̂ − M̂0)Ĝ0 − Ĝ0(M̂ − M̂0)Ĝ(M̂ − M̂0)Ĝ0.
We apply the following lemma, which we will prove later:
Lemma 5.1. For any z ∈ ωA (see (5.7)) we have the bounds
‖(M̂ − M̂0)Ĝ0f̂‖2 ≤ C(n/β˜)2, ‖(M̂ − M̂0)Ĝ0ĝ‖2 ≤ C(n/β˜)2 (5.11)
|(Ĝ0(M̂ − M̂0)Ĝ0f̂ , ĝ)| ≤ nβ˜−1/|z − 1|, ‖Ĝ‖ ≤ C log2 n/|z − 1|.
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The lemma implies that∣∣∣ 1
2πi
∮
ωA
zn−1(∆Gf̂, ĝ)dz
∣∣∣ ≤ C ∮
ωA
|(Ĝ0(M̂ − M̂0)Ĝ0f̂ , ĝ)| |dz|
+ C
∮
ωA
‖Ĝ(z)‖ · ‖(M̂ − M̂0)Ĝ0(z)f̂‖ · ‖(M̂ − M̂0)Ĝ0(z¯)ĝ‖ |dz|
≤ C(n/β˜)
∮
ωA
|dz|
|z − 1| ≤ Cn log n/β˜ → 0,
where we used n log2 n≪ β˜ and ∮
ωA
|dz|
|z − 1| ≤ C log n.
Thus we have proved that (recall (5.9))
R+−
nβ˜
(E, ε, ξ) =
CE,εe
c0(α1−α2)
2πi
∮
ωA
zn−1(Ĝ0(z)f̂ , ĝ)dz + o(1) = CE,εe
c0(α1−α2)(F̂ 2n−2f̂ , ĝ) + o(1)
= CE,εe
c0(α1−α2)
∫ (
4n2F1F2 − 2)F 2ndUdS + o(1).
Performing the integration with respect to dU , dS we obtain (1.14). 
Proof of Lemma 5.1. To prove the first inequality of (5.11), observe that since F̂ is bounded
we have
‖(M̂ − M̂0)Ĝ0f̂‖2 = ‖F̂ (K̂ − 1)F̂ Ĝ0f̂‖2 ≤ C‖(K̂0 − 1)F̂ Ĝ0f̂‖2.
Moreover, since K˜α and 1−KUS commute with ∆˜U , ∆˜S , (5.10) implies
(K̂0 − 1)∗(K̂0 − 1) ≤ Cβ˜−2(∆˜U + ∆˜S)2
⇒‖(M̂ − M̂0)Ĝ0f̂‖2 ≤ Cβ˜−2‖(∆˜U + ∆˜S)F̂ Ĝ0f̂‖2 ≤ C ′β˜−2(‖∆˜U Ĝ0F̂ f̂‖2 + ‖∆˜SĜ0F̂ f̂‖2)
≤ C ′β˜−2 max
µ,ν≤4
(‖∆˜U (Ĝ0)µν(F̂ f̂)ν‖2 + (‖∆˜S(Ĝ0)µν(F̂ f̂)ν‖2).
It is easy to see that Ĝ0 has the same form as the matrices in (5.9) with zeros below the main
diagonal and
(Ĝ0)ii = G0 := (F
2 − z)−1, (Ĝ0)23 = 0, (Ĝ0)12 = (Ĝ0)34 = −2F1G20F 2
(Ĝ0)13 = (Ĝ0)24 = −2F1G20F 2, (Ĝ0)14 = 8F1F2G30F 4 − 4F1F2G20F 2
(recall that here all operators commute with each other). In addition (F̂ f̂)ν , ν = 1, .., 4 are the
linear combinations of the functions (F1)
γ1(F2)
γ2F σ with γ1,2 = 0, 1, 2, σ = 1, 2. Let us estimate
the term which appears after the application of ∆˜SF
4F1F2G
3
0 to the function F
2 (the other
terms can be estimated similarly). Rewrite
β˜−2‖∆˜SF1F2(F 2 − z)−3F 6‖2
=Cβ˜−2
∫ ∞
0
dx
∣∣∣ d
dx
(x2 + x)
d
dx
(x+ c1)(x+ c2)
n2
e−3αx/n
(e−αx/n − z)3
∣∣∣2,
24
where c1 and c2 correspond to the terms of (5.3), which do not depend on x = |S12|2, end
α = 2c0α2 > 0. Changing x˜ = x/n we get
β˜−2n
∫ ∞
0
dx˜
∣∣∣ d
dx˜
x˜(x˜+ 1/n)
d
dx˜
(x˜+ c1/n)(x˜+ c2/n)
e−3αx˜
(e−αx˜ − z)3
∣∣∣2
≤Cβ˜−2n
∫ ∞
0
dx˜
∣∣∣ (x˜+ c/n)2|e−αx˜ − z|3 + (x˜+ c/n)
3
|e−αx˜ − z|4 +
(x˜+ c/n)4
|e−αx˜ − z|5
∣∣∣2e−6αx˜
≤Cβ˜−2n
∫ ∞
0
e−6αx˜
|e−αx˜ − z|2dx˜ ≤ C(n/β˜)
2, |z| ≥ 1 +A/n.
Here c = max{|c1|, |c2|, 1}.
The second and the third inequality in (5.11) can be obtained similarly.
To obtain the bound for ‖Ĝ‖, we introduce
M̂1 := F̂ K̂0F̂ , Ĝ1 := (M̂1 − z)−1
and prove that
‖Ĝ1‖ ≤ C log2 n/|z − 1|,
or, equivalently,
‖Ĝ1,ij‖ ≤ C log2 n/|z − 1|. (5.12)
Observe that M̂1 have the same form as the matrices in (5.9) with KUS → FKUSF , K˜i → Li,
where
L1 =FKUSFF1 + F1FKUSF + FK˜1F, (5.13)
L2 =FKUSFF2 + F2FKUSF + FK˜2F
L3 =FK˜3F + F1F2FKUSF + FKUSFF1F2 + F1FKUSFF2 + F2FKUSFF1
+ FK˜1FF2 + F1FK˜2F + FK˜2FF1 + F2FK˜1F.
Then the matrix Ĝ1 := (F̂ K̂0F̂ − z)−1 has zeros at the same places as in (5.9) and
Ĝ1,ii = G := (FKUSF − z)−1, Ĝ1,1i = Ĝ1,(4−i)4 = −GLi−1G, i = 2, 3,
Ĝ1,14 = GL1GL2G+GL2GL1G−GL3G,
Since the spectrum of FKUSF belongs to [0, 1], it is evident that
‖G1,ii‖ = ‖G‖ ≤ C/|z − 1|. (5.14)
To estimate the non-diagonal entries, we set
G∗ := G(z)
∣∣∣
z=1+A/n
and prove the bounds
‖G1/2∗ FK˜αFG1/2∗ ‖ ≤ ‖G1/2∗ F |K˜α|FG1/2∗ ‖ ≤ C, ‖G−1/2∗ G1/2‖ ≤ C, α = 1, 2, 3, (5.15)
‖G1/2∗ FαFKUSFG1/2∗ ‖ ≤ C log n, α = 1, 2 (5.16)
‖G1/2∗ F1F2FKUSFG1/2∗ ‖ ≤ C log2 n, ‖G1/2∗ F1FKUSFF2G1/2∗ ‖ ≤ C log2 n
‖G1/2∗ F 2αFG1/2∗ ‖ ≤ C log2 n, α = 1, 2.
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It is easy to see from (5.13) thatGL1,2G, GL1GL2G and GL2GL1G can be represented as a linear
combination of the terms G1/2ΠG1/2, where Π is some product of the operators whose bounds are
given in (5.15) and the first line of (5.16) or operators similar to them (e.g., G
1/2
∗ FKUSFFαG
1/2
∗
instead of G
1/2
∗ FαFKUSFG
1/2
∗ , etc.). For instance,
GFKUSFF1G = G
1/2 · (G1/2G−1/2∗ ) · (G1/2∗ FKUSFF1G1/2∗ ) · (G−1/2∗ G1/2) ·G1/2.
Therefore (5.14) and the first line of (5.16) yield
‖GL1,2G‖ ≤ C log n · ‖G‖ ≤ C log n/|z − 1|, ‖GL1GL2G‖+ ‖GL1GL2G‖ ≤ C log2 n/|z − 1|.
To estimate GL3G, we use the bounds from the last two lines of (5.16), combined with the
inequality (recall that G∗ and F are self-adjoint, and F commutes with F2)
‖G1/2∗ FK˜1FF2G1/2∗ ‖ ≤‖G1/2∗ FK˜1FK˜∗1FG1/2∗ ‖1/2 · ‖G1/2∗ F2FF¯2G1/2∗ ‖1/2 (5.17)
≤‖G1/2∗ F |K˜1|FG1/2∗ ‖1/2 · ‖G1/2∗ |F2|2FG1/2∗ ‖1/2.
The terms in the r.h.s. above can be estimated with the first inequality of (5.15) and the last
inequality of (5.16). In the last inequality of (5.17) we used that since F ≤ 1 and K˜1K˜∗1 ≤ c·|K˜1|,
G
1/2
∗ FK˜1FK˜
∗
1FG
1/2
∗ ≤ G1/2∗ FK˜1K˜∗1FG1/2∗ ≤ c ·G1/2∗ F |K˜1|FG1/2∗ .
The expression ‖G1/2∗ FK˜2FF1G1/2∗ ‖ can be estimated similarly.
Now we are left to show (5.15) – (5.16). To prove the first inequality of (5.15), we recall first
that for any normal A and B
|B∗AB‖ ≤ ‖B∗|A|B‖ (5.18)
Indeed, for any normal A we have
|(Ax, y)|2 ≤ (|A|x, x)(|A|y, y).
and so putting Bx and By instead of x and y we get (5.18).
Now (5.18), the first inequality in (5.10), and the bound F ≤ 1 yield
F |K˜α|F ≤ F (1−KUS)F ≤ 1− FKUSF
⇒ ‖G1/2∗ F |K˜α|FG1/2∗ ‖ ≤ ‖G1/2∗ (1− FKUSF )G1/2∗ ‖ ≤ C,
since the spectrum of FKUSF belongs to [0, 1] and
max
0≤λ≤1
1− λ
1 +A/n − λ ≤ 1. (5.19)
Moreover, since G and G∗ commute we have
‖G1/2(z)G−1/2∗ ‖2 = ‖G(z)G−1∗ ‖ ≤ max
|z|=1+A/n,0≤λ≤1
1 +A/n− λ
|z − λ| ≤ C,
which gives the second inequality of (5.15).
To prove the first inequality (5.16), take n-independent B > 0 and introduce the projection
Πn = 1|S12|2≤Bn logn.
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From the definition (5.3) it is evident that for sufficiently big B we can write
‖(1−Πn)FFα‖ ≤ C max
x>B′ logn
xe−x ≤ C/n3, (5.20)
0 ≤ c0α2|S12|
2
n
(1− F 2)−1Πn = max
0≤x≤B′ logn
x(1− e−2x)−1 ≤ C(B) log n
⇒|Fα|Πn ≤ C/n+ C(B) log n(1− F 2) ≤ C/n+ C(B) log n(1− FKUSF )
with B′ = c0α2B. Using the first inequality above, the bound ‖G∗‖ ≤ Cn, and the fact that
FKUSF commute with G∗, we get
G
1/2
∗ FαFKUSFG
1/2
∗ = G
1/2
∗ Fα((1−Πn) + Πn)FKUSFG1/2∗
= O(n−2) +G
1/2
∗ FαΠnG
1/2
∗ FKUSF.
In addition the third line of (5.20) and (5.19) yield
G
1/2
∗ |Fα|ΠnG1/2∗ ≤ C + C ′ log nG1/2∗ (1− FKUSF )G1/2∗ ≤ C log n.
The proofs of the other inequalities of (5.16) are similar to the proof of the first one.
Thus we obtain (5.12). Since by (5.8) Kˆ = Kˆ0 +O(β˜
−1), we have
Ĝ = Ĝ1(1 +O(β˜
−1)Ĝ1)
−1 = Ĝ1
(
1 +O(log2 n(n/β˜))
)
.
Combined with (5.12) the relation finishes the proof of Lemma 5.1. 
6 Proof of Proposition 5.1.
We start with a detailed study of the operator H of (5.2). Set
U = U1U
∗
2 , S = S1S
−1
2
and use two simple formulas, valid for any diagonal 2× 2 matrices A and B,
TrAUBU∗ = TrAB − |U12|2(A11 −A22)(B11 −B22),
TrASBS−1 = TrAB + |S12|2(A11 −A22)(B11 −B22).
Using (1.12) and changing
ρˆ→ β˜−1/2ρˆ, ρˆ′ → β˜−1/2ρˆ′ (6.1)
τˆ → β˜−1/2τˆ , τˆ ′ → β˜−1/2τˆ ′,
in (5.2) (note that this gives the Jacobian β˜2), we get
H =β˜2 · e−β˜·w(1− n1n2/β˜2)(1 − n′1n′2/β˜2)
· exp
{
(n1 + n2 + n
′
1 + n
′
2)d− Tr ρˆU τˆ ′S−1 − Tr ρˆ′U∗τˆS − (n1 + n2)(n′1 + n′2)w/β˜
}
d =1− |U12|2 + |S12|2, w = |U12|2 + |S12|2.
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Writing
Tr ρˆU τˆ ′S−1 = (ρ,Aτ ′), Tr ρˆ′U∗τˆS = (ρ′, Bτ)
Aij = UijS
−1
ji , Bij = U
∗
ijSji
and using that
(ρ,Aτ ′)2 = −2 detAρ1ρ2τ ′1τ ′2, (ρ′, Bτ)2 = −2 detB ρ′1ρ′2τ1τ2,
we obtain
H
∣∣
P6
=β˜2 · exp
{
− β˜ · w + (n1 + n2 + n′1 + n′2)d− (n1 + n2)(n′1 + n′2)w/β˜
}
(6.2)
× (1 + (ρ,Aτ ′)(ρ′, Bτ) + detA · detB n1n2n′1n′2) · (1− n1n2/β˜2)(1− n′1n′2/β˜2).
Introduce the basis e1 = 1, e2 = n1, e3 = n2, e4 = n1n2, e5 = ρ1τ2, e6 = ρ2τ1 of P6. Denote
the space spanned on the first 4 vectors as P4 and represent H in this basis by the block 6× 6
matrix with H(11) corresponding to the projection on P4. Then using (6.2) we obtain
H =
(
H(11) H(12)
H(21) H(22)
)
, H(22) = KUS
(
A11B22 A12B12
A21B21 A22B11
)
=
(
h11 h12
h21 h22
)
, (6.3)
H(21) =
(
2xd x x 0
−2xd −x −x 0
)
, H(12) =


0 0
y −y
y −y
2yd −2yd

 .
Here and below hij , x, y, xd, yd are ”difference” operators whose kernels are defined with the
functions
hij =hijUhijS , hijU = U
2
ijKU , hijS = S¯
2
ijKS (6.4)
x =xUxS, xU = U11U12KU , xS = S¯11S¯12KS , xd = x · d,
y =yUyS , yU = U11U¯12KU yS = S¯11S12KS , yd = y · d,
and x¯, y¯, x¯d, y¯d mean the complex conjugate kernels. Now let us study the structure of H
(11).
Using (6.2) and the relations
detA = detB = d, (Aρ, τ ′)(Bρ′, τ)
∣∣
P4
= −d(n1n′1 + n2n′2) + |U12|2|S12|2(n1 + n2)(n′1 + n′2)
we continue to transform H as
H
∣∣
P4
= KUS · ed(n1+n2+n′1+n′2)
(
1− w(n1 + n2)(n′1 + n′2)/β˜ + 2w2n1n2n′1n′2/β˜2
)
× (1− (n1n2 + n′1n′2)/β˜2 + n1n2n′1n′2/β˜4)
× (1− d(n1n′1 + n2n′2) + |U12|2|S12|2(n1 + n2)(n′1 + n′2) + d2n1n2n′1n′2)
=KUS · ed(n1+n2+n′1+n′2)
(
1−w(n1 + n2)(n′1 + n′2)/β˜ − (n1n2 + n′1n′2)/β˜2
− d(n1n′1 + n2n′2) + |U12|2|S12|2(n1 + n2)(n′1 + n′2)
+ (d2 + 2w2/β˜2 + 2dw/β˜ + 1/β˜4 − 4w|U12|2|S12|2/β˜)n1n2n′1n′2
)
.
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Represent H(11) = KUS ·K and observe that to find the coefficients of K we can represent H
as a polynomials with respect to n1, n2, n
′
1, n
′
2 and the coefficients of this polynomials gives the
coefficients of K. In particular,
K11 ∼ n′1n′2, K21 ∼ n1n′1n′2, K31 ∼ n2n′1n′2, K41 ∼ n1n2n′1n′2,
K42 ∼ n1n2n′2, K43 ∼ n1n2n′1, K24 ∼ n1, K34 ∼ n2, K44 ∼ n1n2,
Evidently these and the other coefficient of K can be found as the respective derivatives, taken
at the point (n1, n2, n
′
1, n
′
2) = (0, 0, 0, 0).
Now we return to the proof of Proposition 5.1. In order to transform (5.6) to (5.7) with an
appropriate M̂ and K̂ satisfying (5.8) – (5.9) we are going to consider the matrix K after the
transformation
KT = TKT, T =


0 0 0 β˜
0 0 1 0
0 1 0 0
β˜−1 0 0 0


It is easy to see that
KT12 = β˜K43, KT13 = β˜K42, KT24 = β˜K31, KT34 = β˜K21, KT14 = β˜
2K41.
All the rest coefficients K change the places or are multiplied by 1, β˜−1 or even β˜−2. Thus,
to obtain representation (5.7)- (5.9), we need to control the elements of K̂ written above. The
following lemma allows to understand the order of the operators, which will appear in the
coefficients of K.
Lemma 6.1.
KUS |U12|2 = β˜−1 +O((1−KUS)β˜−1), KUS |S12|2 = β˜−1 +O((1−KUS)β˜−1), (6.5)
KUS |U12|4 = 2β˜−2 +O((1−KUS)β˜−2), KUS|S12|4 = 2β˜−2 +O((1−KUS)β˜−2),
KUS |U12|2|S12|2 = β˜−2 +O((1−KUS)β˜−2).
We recall that all operators here are self adjoint and commute with each other, hence the relations
mean the ones for the corresponding eigenvalues.
The proof or the lemma will be given at the end of the proof of Lemma 6.2 (see the argument
above (6.17)).
Coming back to the coefficients of K, compute first
KUS ·K41 = KUS · ∂
4K
∂n1∂n2∂n
′
1∂n
′
2
∣∣∣
(0,0,0,0)
= KUS
(
d4 − 2d3 + d2 + 4d2|U12|2|S12|2
− 4d2wβ˜−1 − 2d2β˜−2 + 2dwβ˜−1 + 2w2β˜−2 − 4w|U12|2|S12|2/β˜ + β˜−4
)
= KUS
(
d2w2 − 2d2β˜−2 − 2dwβ˜−1
)
+O(β˜−3)
= β˜−2K˜ ′, K˜ ′ = O(1−KUS).
Here we have used the relation (which follows from the definition of d and w)
d4 − 2d3 + d2 + 4d2|U12|2|S12|2 = d2w2, 4d2w − 4dw = 4dw(|S12|2 − |U12|2),
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and the lemma above.
Similarly
KUS ·K21 = KUS ·K31 = KUS ·K42 = KUS ·K43
= KUS(d
3 − d2 − 2dw/β˜ − d/β˜2 + 2d|U12|2|S12|2) = β˜−1K˜
with
K˜ = O(1−KUS).
In addition,
Kii = 1 +O(β˜
−1), i = 1, . . . 4,
Kij = O(β˜
−1), (i, j) = (2, 3) or (3, 2).
Observe now that the operator F˜ = F
∣∣
P6
in (5.6) after the change (6.1) in our basis have the
block diagonal form, where a 4 × 4 upper left block has the form T F̂T , where F̂ is given by
(5.9), and a 2 × 2 bottom left block is I. In addition, f˜ and g˜ are spanned on e1, e2, e3, e4 and
after the change (6.1) their restriction on P4 have the form f˜ = β−1T fˆ , g˜ = β−1T gˆ. Thus we
are interested in the upper left block G(11) of the resolvent G = (F˜HF˜ − z)−1, and so (5.6)
yields
R+−nβ (E, ε, ξ) =
CE,εe
c0(α1−α2)
2πi
∮
ωA
zn−1(TĜ(11)(z)T f̂ , ĝ)dz.
But by the Schur compliment formula
TG(11)(z)T =
(
F̂ T
(
H(11) −H(12)(H(22) − z)−1H(21))T F̂ − z)−1,
and so we are left to prove that
M̂ = F̂ T (H(11) −H(12)(H(22) − z)−1H(21))T F̂ (6.6)
satisfies (5.8) – (5.9).
According to the consideration above, TH(11)T has the form (5.8) – (5.9). The estimate on
H(12)(H(22) − z)−1H(21) is given in the following lemma
Lemma 6.2. Set G(2)(z) := (H(22) − z)−1. Then for any z : |z| = 1 + A/n the operator
H(12)G(2)(z)H(21) has the form
H(12)G(2)H(21) =


0 0 0 0
2R1d R R 0
2R1d R R 0
4Rdd 2Rd1 2Rd1 0

 ,
where
R =yG
(2)
11 x+ yG
(2)
22 x− yG(2)12 x− yG(2)21 x, (6.7)
R1d can be obtained from R, if we replace x with xd, to obtain Rd1, one should replace y with
yd, to obtain Rdd, one should replace x, y with xd yd, and the operators x, y, xd, yd are the same
as in (6.3).
The operators R,R1d, Rd1, Rdd are normal and satisfy the bound
|R|+ |R1d|+ |Rd1|+ |Rdd| ≤ Cβ˜−2(1−KUS) +O(β˜−3), 1−KUS ≤ C(∆˜U + ∆˜S)/β˜ (6.8)
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The lemma gives that (6.6) indeed satisfies (5.8) – (5.9), and (5.10), which finishes the proof
of Proposition 5.1.

Proof of Lemma 6.2. Let us prove (6.8) for R of (6.7). For R1d, Rd1, Rdd the proof is the
same. To simplify notations set
H(22) = h = hˆ+ h˜,
where hˆ is the diagonal part of H(22), and h˜ is its off diagonal part, and denote
G
(2)
0 := (hˆ− z)−1.
It is easy to see that
‖h12‖ ≤
∫
|U12|2|S12|2KUKSdUdS ≤ β˜−2, ‖x‖ ≤ β˜−1, ‖y‖ ≤ β˜−1, (6.9)
(recall that by (6.3) hij = U
2
ij S¯
2
ijKUKS). Hence, writing
G(2) = G
(2)
0 −G(2)0 h˜G(2)0 + r, r := G(2)0 h˜G(2)0 h˜G(2),
and using the bounds above combined with (6.3), we get
‖r‖ ≤ Cn3β˜−4 ⇒ ‖H(12)rH(21)‖ ≤ n3β˜−6 < β˜−3.
Consider R̂ which has the same form as (6.7) but with G(2) replaced by G
(2)
0 . Then the second
two terms become zeros and
R̂ = y(h11 − z)−1x+ y¯(h22 − z)−1x¯ = R̂1 + R̂2.
Let us study the operator
R̂1 =
∞∑
p=0
y(h11)
px
zp
=
∞∑
p=0
(yU(h11U )
pxU )⊗ (yS(h11S)pxS)
zp
,
where yU , h11U , xU (see (6.4)) are integral operators on L2(U) with the ”difference” kernels of
the form v(U1U
−1
2 ), and yS , h11S , xS are the ”difference” integral operators on L2(S). Here
L2(U) and L2(S) denote the subspaces of even functions ϕ(U) = ϕ(−U) (or ϕ(S) = ϕ(−S)).
Since our operators preserve the evenness, it suffices to study only these subspaces. It is known
that
L2(U) = ⊕∞l=0L(l)U , L(l)U = Lin {t(l)Umk }lm,k=−l
where {t(l)Umk (U)}lm,k=−l are the coefficients of the irreducible representation of the shift operator
TU U˜ = UU˜ . It follows from the properties of the unitary representation that
t
(l)U
mk (U
−1) = t
(l)U
km (U), t
(l)U
mk (U1U2) =
∑
t
(l)U
mj (U1)t
(l)U
jk (U2).
According to [26], Chapter III,
t
(l)U
mk (U) = e
−i(mφ+kψ)/2P
(l)
mk(θ),
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where
P
(l)
mk(cos θ) =
cmk
2π
∫ 2π
0
dϕ(cos(θ/2) + i sin(θ/2)eiϕ)l+k(cos(θ/2) + i sin(θ/2)e−iϕ)l−kei(m−k)ϕ,
cmk =
((l −m)!(l +m)!
(l − k)!(l + k)!
)1/2
, U =
(
cos(θ/2)ei(φ+ψ)/2 i sin(θ/2)ei(φ−ψ)/2
i sin(θ/2)e−i(φ−ψ)/2 cos(θ/2)e−iφ+ψ)/2
)
. (6.10)
In addition (see [26], Chapter III),
P (l)mm(1− x) = 1− x(l +m)(l +m+ 1)/2 +O(x2). (6.11)
It is known also that {t(l)Umk (U)}lm,k=−l make an orthonormal basis in L(l)U .
For any function v(U) consider the matrix v(l)U = {v(l)Umk } defined as
v
(l)U
mk :=
∫
v(U)t
(l)U
mk (U)dU.
It is easy to see that if we consider an integral operator v̂ with the kernel v(U1U
−1
2 ), then for
any ϕ(U) ∈ L(l)U
(v̂ϕ)(U) =
∫
v(UU−11 )
∑
mk
ϕmkt
(l)U
mk (U1)dU1 =
∫
v(U˜ )
∑
mk
ϕmkt
(l)U
mk (U˜
−1U)dU˜
=
∫
v(U˜ )
∑
mkj
ϕmkt
(l)U
mj (U˜
−1)t
(l)U
jk (U)dU˜ =
∑
v
(l)U
jm ϕmkt
(l)U
jk (U).
Hence, denoting Πl the orthogonal projection on L
(l)U , one can see that L(l)U reduces v̂ and
v̂(l)U = Πlv̂Πl is uniquely defined by the matrix v
(l)U . Moreover, for any functions v1 and v2 it is
evident that v̂1v̂2 is also a ”difference” operator, hence it commutes with Πl, and if the matrices
v
(l)U
1 and v
(l)U
2 correspond to v̂1 and v̂2, then
(v̂1v̂2)
(l)U = v
(l)U
1 v
(l)U
2 .
Let us find the matrices, corresponding to h11U , yU , xU (see (6.4)) in L
(l)U . Using (6.10) it is
easy to see that
(x
(l)U
U )km =
∫
U11U12KU (|U12|2)t(l)Umk (U)dU = β˜
∫ π
0
sin θdθ
∫ 2π
0
dφdψ sin(θ/2) cos(θ/2)
× e−β˜ sin2(θ/2))eiφeimφ+inψP (l)−1,0(cos θ) = δm,−1δn,0λ(l)U−1,0,
where we set
λ
(l)U
−1,0 =
β˜
2
∫ π
0
e−β˜ sin
2(θ/2)P
(l)
−1,0(cos θ) sin
2 θdθ. (6.12)
Hence, denoting Eij the matrix which has only ijth entry equal to 1, and all other entries equal
to 0, we get
x
(l)U
U = E−1,0λ
(l)U
−1,0.
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Introduce also the eigenvalues λ(l)U of KU . Repeating the argument above, we have
K
(l)U
U = E0,0λ
(l)U ,
where, using (6.11), we obtain
λ(l)U =β˜
∫ π
0
e−β˜ sin
2(θ/2)P
(l)
0,0(cos θ) sin θdθ = β˜
−1
∫ 1
0
e−β˜xP
(l)
00 (1− 2x)dx (6.13)
=1− l(l + 1)/β˜ +O(l4/β˜2).
To find an asymptotic behaviour of λ
(l)U
−1,0, observe that formulas (6.10) and (6.11 ) yield
2i(1 + 1/l)1/2 sin(θ/2) cos(θ/2)P
(l)
−1,0(cos θ)
=
∫ 2π
0
dϕ
2π
(cos(θ/2) + i sin(θ/2)eiϕ)l cos(θ/2) + i sin(θ/2)e−iϕ)l2i cosϕ sin(θ/2) cos(θ/2)
=
∫ 2π
0
dϕ
2π
(cos(θ/2) + i sin(θ/2)eiϕ)l(cos(θ/2) + i sin(θ/2)e−iϕ)l
×
(
(cos(θ/2) + i sin(θ/2)eiϕ)(cos(θ/2) + i sin(θ/2)e−iϕ)− cos2(θ/2) + sin2(θ/2)
)
=P
(l+1)
0,0 (cos θ)− P (l)0,0(cos θ)(1− 2 sin2(θ/2)).
Hence
(1 + 1/l)1/2λ
(l)U
−1,0 =(λ
(l+1)U − λ(l)U )/2 +O(β˜−1) = −(l + 1)/β˜ +O(l2β˜−2) +O(β˜−1)
⇒|λ(l)U−1,0|2 ≤ C0(1− λ(l)U )/β˜.
Similarly
y
(l)U
U = E0,−1λ
(l)U
−1,0, h
(l)U
11U = E−1,−1λ
(l)U
−1,−1,
where we set
λ
(l)U
−1,−1 = β˜
∫ π
0
e−β˜ sin
2(θ/2) cos2(θ/2)P l−1,−1(cos θ) sin θdθ = λ
(l)U +O(β˜−1) (6.14)
and in the last relation we used (6.11). Thus, for any p
(yU (h11U )
pxU )
(l)U = |λ(l)U−1,0|2(λ(l)U−1,−1)pE00. (6.15)
The analysis of (yS(h11S)
pxS) is very similar, the difference is that for the hyperbolic group
the irreducible representations are labelled by the continuous parameter l′ = −12 + iρ, ρ ∈ R,
t
(l′)S
mk = e
i(mφ+kψ)B(l)mk(θ), m, k ∈ Z,
and B(l)mk(θ) has the form (6.10) with cos(θ/2) replaced by cosh(θ/2), i sin(θ/2) replaced by
sinh(θ/2) and cmk replaced by 1 (see [26], Chapter VI) . Then the same argument yields that
(yS(h11V )
pxS)
(l′) = |λ(l)S−1,0|2(λ(l
′)S
−1,−1)
pE00 (6.16)
|λ(l′)S−1,0|2 ≤ C0(1− λ(l
′)S)/β˜, λ
(l′)S
−1,−1 = λ
(l′)S +O(β˜−1),
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where λ
(l)S
−1,0, λ
(l′)S , and λ
(l′)S
−1,−1, are defined similarly to (6.12), (6.13), and (6.14). Here the
bound for |O(β˜−1)| < C0β˜−1 is uniform in l.
This relation combined with (6.15) yields that R̂1 : L
(l)U ⊗ L(l′)S → L(l)U ⊗ L(l′)S and the
only non zero eigenvalue of R̂1 in this subspace has the form
λ(ll
′) = |λ(l)U−1,0|2|λ(l
′)S
−1,0|2(z − λ(l)U−1,−1λ(l
′)S
−1,−1)
−1
The bounds (6.15) and (6.16) yield for |z| > 1 + 2C0β˜−1
|λ(ll′)| ≤ Cβ˜−2 (1− λ
(l)U ) · (1− λ(l′)S)
|z| − λ(l)Uλ(l′)S +O(β˜−1) ≤ Cβ˜
−2|1− λ(l)Uλ(l′)S |.
Here we have used that for any 0 < a, b < 1
ab ≤ a2 + b2 − ab < a2 + b2 − a2b2,
hence, taking a2 = 1− λ(l)U , b2 = 1− λ(l′)S , we obtain the last inequality for |λ(ll′)|.
Note that (6.13) and a similar relation for λ(l
′)S combined with the facts that
∆˜UL
(l)U = l(l + 1)L(l)U , ∆˜SL
(l′)S = −l′(l′ + 1)L(l′)S
prove the second inequality in (6.8).
Assertions of Lemma 6.1 can be obtained from the fact that the operators in the l.h.s. of
(6.5) are tensor products of the ”difference” operators on L2(U) and L2(S). Hence they are
reduced by L(l)U ⊗ L(l′)S , and since the kernels depend on |U12|2 and |S12|2, the corresponding
matrices have the form µ(l)ν(l
′)E00 ⊗ E00, where µ(l), ν(l′) -are corresponding eigenvalues. For
example, for the first operator in (6.5) ν(l
′) = λ(l
′)S and
µ(l) =β˜
∫ π
0
sin2(θ/2)e−β˜ sin
2(θ/2)P
(l)
0,0(cos θ) sin θdθ = β˜
−1
∫ 1
0
xe−β˜xP
(l)
00 (1− 2x)dx (6.17)
=1/β˜ − 2l(l + 1)/β˜2 +O(l4/β˜3).
The first relation of (6.5) follows from the above one combined with the analogue of (6.13) for
λ(l
′)S . The other relations of (6.5) can be obtained similarly.
To complete the proof of the lemma we are left to consider the part of R which can be
obtained if we replace G(2) with G
(2)
0 h˜G
(2)
0 . For this replacement the first two terms of (6.7) are
zero. Set
R3 = y(h11 − z)−1h12(h22 − z)−1x¯.
Repeating the above argument we obtain that R3 : L
(l)U ⊗ L(l′)S → L(l)U ⊗ L(l′)S and the only
non zero eigenvalue λ˜(ll
′) of R3 in this subspace has the form
λ˜(ll
′) =
|λ(l)U−1,0|2|λ(l
′)S
−1,0|2λ(l)U−1,1λ(l
′)S
−1,1
(z − λ(l)U−1,−1λ(l
′)S
−1,−1)
2
,
where λ
(l)U
−1,1 and λ
(l′)S
−1,1 by (6.9) satisfy the trivial bound
|λ(l)U−1,1λ(l)S−1,1| ≤ ‖h12‖ ≤ β˜−2.
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The bound, (6.15) and (6.16) yield
|λ˜(ll′)| ≤ Cβ˜−4 |1− λ
(l)U | · |1− λ(l)V |
||z| − λ(l)Uλ(l′)V +O(β˜−1)|2 ≤ Cn/β˜
4 < β˜−3.
The same bound is valid for
R4 = y¯(h22 − z)−1h21(h11 − z)−1x.
These bounds complete the proof of the lemma for R. For R1d, Rd1, Rdd the proof is the same.

7 Appendix
7.1 Grassmann integration
Let us consider two sets of formal variables {ψj}nj=1, {ψj}nj=1, which satisfy the anticommutation
conditions
ψjψk + ψkψj = ψjψk + ψkψj = ψjψk + ψkψj = 0, j, k = 1, . . . , n. (7.1)
Note that this definition implies ψ2j = ψ
2
j = 0. These two sets of variables {ψj}nj=1 and {ψj}nj=1
generate the Grassmann algebra A. Taking into account that ψ2j = 0, we have that all elements
of A are polynomials of {ψj}nj=1 and {ψj}nj=1 of degree at most one in each variable. We can
also define functions of the Grassmann variables. Let χ be an element of A, i.e.
χ = a+
n∑
j=1
(ajψj + bjψj) +
∑
j 6=k
(aj,kψjψk + bj,kψjψk + cj,kψjψk) + . . . . (7.2)
For any sufficiently smooth function f we define by f(χ) the element of A obtained by substi-
tuting χ−a in the Taylor series of f at the point a. Since χ is a polynomial of {ψj}nj=1, {ψj}nj=1
of the form (7.2), according to (7.1) there exists such l that (χ − a)l = 0, and hence the series
terminates after a finite number of terms and so f(χ) ∈ A.
Following Berezin [2], we define the operation of integration with respect to the anticom-
muting variables in a formal way:∫
dψj =
∫
dψj = 0,
∫
ψjdψj =
∫
ψjdψj = 1,
and then extend the definition to the general element of A by the linearity. A multiple integral is
defined to be a repeated integral. Assume also that the “differentials” dψj and dψk anticommute
with each other and with the variables ψj and ψk. Thus, according to the definition, if
f(ψ1, . . . , ψk) = p0 +
k∑
j1=1
pj1ψj1 +
∑
j1<j2
pj1,j2ψj1ψj2 + . . .+ p1,2,...,kψ1 . . . ψk,
then ∫
f(ψ1, . . . , ψk)dψk . . . d ψ1 = p1,2,...,k.
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Let A be an ordinary Hermitian matrix with positive real part. The following Gaussian
integral is well-known
∫
exp
{
−
n∑
j,k=1
Ajkzjzk
} n∏
j=1
dℜzjdℑzj
π
=
1
detA
. (7.3)
One of the important formulas of the Grassmann variables theory is the analog of this formula
for the Grassmann algebra (see [2]):
∫
exp
{
−
n∑
j,k=1
Ajkψjψk
} n∏
j=1
dψjdψj = detA, (7.4)
where A now is any n× n matrix.
We will also need the following bosonization formula
Proposition 7.1. (see [13] )
Let F be some function that depends only on combinations
φ¯φ :=
{ W∑
α=1
φ¯lαφsα
}2
l,s=1
,
and set
dΦ =
2∏
l=1
W∏
α=1
dℜφlαdℑφlα.
Assume also that W ≥ 2. Then∫
F
(
φ¯φ
)
dΦ =
π2W−1
(W − 1)!(W − 2)!
∫
F (B) · detW−2B dB,
where B is a 2× 2 positive Hermitian matrix, and
dB = 1B>0dB11dB22dℜB12dℑB12.
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