A control technique based on Reinforcement Learning is proposed for the thermal sterilization of canned food. The proposed controller has the objective of ensuring a given degree of sterilization during Heating (by providing a minimum temperature inside the cans during a given time) and then a smooth Cooling, avoiding sudden pressure variations. For this three automatic control valves are manipulated by the controller: a valve that regulates the admission of steam during Heating, and a valve that regulate the admission of air, together with a bleeder valve, during Cooling. As dynamical models of this kind of processes are too complex and involve many uncertainties, controllers based on learning are proposed. Thus based on the control objectives and the constraints on input and output variables, the proposed controllers learn the most adequate control actions by looking up a certain matrix that contains the state-action mapping, starting from a preselected state-action space. This state-action matrix is constantly updated based on the performance obtained with the applied control actions. Experimental results at laboratory scale show the advantages of the proposed technique for this kind of processes.
(IMC) was reported by Alonso et al. (1997 Alonso et al. ( , 1998 is still, therefore, a manual supervision of PID controllers.
108
To deal with problems of batch to batch variations and the complexity of proach can be extended to more complex multiple-input multiple-output sys-135 tems using the ideas of Riedmiller (1997) . 
Process Description

142
The sterilization process is assumed to be carried out in batch steam retorts as 143 depicted in Figure 2 by providing a precise definition of symbolic states and actions, based on 
MFLC Architecture
177
The MFLC architecture is represented in Figure 3 : as with most Reinforcement
178
Learning algorithms, it is based on describing the system in terms of symbolic 
Q-matrix 200
Mathematically, the objective in MFLC is to maximize the expected return
201
(Sutton and Barto, 1998) taking into account the control and state constraints. 
This function is stored in a matrix Q(s t , a t ), the Q-matrix. in the form of an iterative averaging.
219
-The discount factor, γ ∈ (0, 1], is used as a factor to weight the effect more 220 heavily in the near future: If γ is small, the agent learns to behave only for 221 short-term reward; the closer γ is to 1 the greater the weight assigned to 222 long-term reinforcements.
223
-A s t+1 is the finite set of possible actions in the new state. 
242 Thus, the positive bound parameter can be presented as:
244
(For negative errors, the bound parameter is trivial by changing signs). Thus,
245
the vector of symbolic states can be presented as follows:
where e is the tracking error. The symbolic current state, s t , is just: 
Action Representation
250
In the single-input single-output version of MFLC, the control signal u t ∈ R 251 is calculated by varying the previous control signal in a magnitude calculated 252 from the difference of the numerical values of the selected optimal action, a t ∈ 253 N, with respect to the wait action, a w (action corresponding to maintaining 254 the previous control signal). That is:
256
where k is the tuning parameter. This gives a PI-like structure, which simplifies 
263 where ∆u and ∆u are known bounds. The number of total actions needed to 264 satisfy the constraints can be calculated as follows:
266
where the round-up function is used. From (8), (9) and (10), the value corre-267 sponding to the wait action a w , can be calculated as follows:
269
If there is no overlapping, the number of actions in each state can be calculated
. However, to increase the number of available actions and 271 represent nonlinear action-to-space relations (important in process control),
272
a degree of overlapping must be included (see Figure 5 ). 
280
The idea is presented in Figure 5 
285
The strategy for selecting one action from those available ones is through has the maximum Q-value will be selected with 1 − ε probability and the rest 290 will explore trial actions selected from those available in the state. Heating and Cooling stages of these sterilization processes.
296
As discussed in Section 3, there are three crucial steps in controlling the ster-297 ilization process: Venting, Heating and Cooling.
298
The proposed control strategy for these cycles is shown in Figure 6 . 
Heating Control Strategy
304
During Heating, the control objective is to maintain the temperature inside 
317 Thus, the Q matrix size is 1601×21, where the wait action is action #801 (this 318 matrix will be denoted Q H ). The tuning parameter is selected to be k = 10 
Plant Description
370
A schematic of the batch retort unit used for testing the algorithms developed 371 in this paper is presented in Figure 2 . The vessel, built in steel, has an approx- 
Initial Training of the Agent
382
The detailed model of the thermal canned-food process using a retort proposed and no air is present in the retort after venting.
397
After the lethality time t l is satisfied, the system enters the Cooling stage.
398
In this stage, the temperature is not controlled. In other words, there is no 
414
The agent is also trained for some environment changes, such as changes in Table 3 . 
