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ABSTRACT
Quadcopters are used in a wide variety of applications, almost all of which re-
quire flying in turbulent conditions. Especially for small quadcopters, whose
velocities are of the same order as those of the velocity fluctuations caused by
wind or proximity to obstacles, understanding the effects of turbulence is of vi-
tal importance in developing better control and design strategies. To this end,
an experiment was designed and conducted in a wind tunnel to systematically
analyze the susceptibility of small quadcopter flight to disturbances due to ho-
mogeneous turbulence. A framework relating turbulence properties and this
susceptibility was developed and compared to experimental results. The initial
results are found to agree with this framework, and are used to develop a plan
for future experiments.
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CHAPTER 1
INTRODUCTION
When the Wright brothers searched for a site to attempt the first powered hu-
man flight, they were looking for a place with the conditions that could provide
any possible advantage to their experimental aircraft. They settled on a beach in
Kitty Hawk, North Carolina, whose constant, fast wind they hoped would pro-
vide a boost in lift that would give them the best chance of success [1]. Yet, as
the jittery nature of their first flight showed, however constant the wind seemed
there is no such thing as a truly steady wind. Even wind of a constant velocity is
still inherently unsteady due to the turbulent nature of the atmospheric bound-
ary layer, and therefore, any flight that takes place in earth's atmosphere will be
subject to the effects of this unsteadiness [2].
Especially as smaller and smaller aircraft are becoming commonplace, un-
derstanding how turbulence affects the flight of quadcopters is of vital impor-
tance. For many different types of civilian and military applications, small
quadcopters are being used due to their simplicity and ease of use. However,
as these types of aircraft decrease in size, their velocities decrease to the same
scales as turbulent fluctuations [3]. In addition, their power capacity similarly
decreases based on the size of the battery they are able to carry [4]. By under-
standing the effects of turbulence at these scales on small quadcopters and the
types of factors that make them more or less susceptible to these effects, con-
trol and design strategies can be employed to not only increase the efficiency
of quadcopter flight in the atmosphere, but also enable longer missions in more
turbulent environments that would not otherwise have been possible.
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The problems facing quadcopters and other small aircraft in turbulence have
been known for some time. Conventional aircraft fly in a regime of Reynolds
numbers greater than 105, where aerodynamic forces such as lift and drag are
well studied [3]. However, as shown in Figure 1.1, small aircraft fly more slowly
and are subject to a different regime of aerodynamic forces than conventional
aircraft. Below Reynolds numbers of 105, lift and drag are affected by much
more complex phenomena, since separation, transition, and reattachment can
occur on the same length scales as those of the rotors [5]. Understanding the
flight of quadcopters with respect to turbulence therefore requires understand-
ing the effects of phenomena on both large and small scales.
To connect the effects of these regimes, investigations have been made into
the effects on quadcopter flight of frame drag when subjected to wind distur-
bances [7] and the the effects of the interaction of propellers with wind [8]. A
body of work also exists that specifically explores quadcopter dynamics and
control when subjected to wind disturbances [9][10][11][12]. Most works that
pertain to control of quadcopters in these contexts, simulation and experimental
alike, have treated turbulence and wind as disturbances to reject [8]. However,
an important area of research going forward relates to finding ways to exploit
the energy present in turbulent flows.
For small fixed wing unmanned aircraft, a large body of work exists in this
regard. Using the flight of birds as inspiration, the ability to use thermal up-
drafts to aid in the endurance of unmanned aircraft has been demonstrated by
Boslough [13], Allen [14], Langelaan [15], and Lawrance [16]. The exploitation
of atmospheric turbulence in the form of wind gusts using dynamic control sys-
tems has also been explored [17][18]. Exploiting turbulence within thermal up-
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Figure 1.1: Great Flight Diagram [3]. A line marking 10m/s is shown, along with
a dashed line for u′ for a representative atmospheric turbulence intensity of 20%
[6].
3
drafts has also been investigated using machine learning [19]. To aid unmanned
vehicles in exploiting energy in the atmosphere, work has been done to use
onboard sensors to estimate wind fields [20]. When it comes to quadcopters,
however, such work is missing. For one, the aerodynamics of quadcopters are
different than those of fixed wing unmanned aircraft, particularly in terms of
the inability of quadcopters to glide [8]. Quadcopters are also expected to fly
in different environments, such as urban settings or closely packed swarms [3].
Extending and applying the results of previous work to quadcopters therefore
requires an understanding of the effects of turbulence specific to quadcopters.
Therefore, in order to understand how to exploit turbulence for the purposes
of more efficient quadcopter flight, a fundamental understanding is needed
with respect to exactly how turbulence affects quadcopters and which prop-
erties of turbulence and the quadcopter itself are responsible for those effects.
A wide range of parameters are relevant, such as the properties of the turbu-
lence (e.g. velocity, time scales, length scales, intermittent effects), the size of
the quadcopter, and the control scheme [3][10][12]. Determining the effects of
these different parameters requires isolating them as much as possible. By ex-
perimentally testing very small quadcopters flying under the command of a
simple control scheme in very tightly controlled homogeneous turbulent flows,
this project seeks to provide a framework for quantifying how susceptible quad-
copters are to the effects of these different parameters. After providing the basis
for this framework, future investigations are proposed to make the framework
more comprehensive and to investigate questions left unanswered.
4
CHAPTER 2
TURBULENCE
Turbulence refers to flows characterized by unsteady and chaotic changes in
velocity and pressure with both position and time. Turbulence is a three-
dimensional phenomenon, and is composed of rotational structures known as
eddies. The Reynolds number, or ratio of inertial to viscous forces within the
flow, for turbulence is typically high, though the Reynolds number at which the
transition from laminar to turbulent flow occurs depends on the situation. To
analyze and describe the chaotic, multi-scale behavior of turbulence, statistical
tools have been developed, several of which will be discussed below [2].
2.1 Terminology
In this investigation, a few terms relating to turbulence are of particular impor-
tance. The first is U, which is the time average of velocity, or mean wind speed.
The second is u′, which is the root mean square of velocity fluctuations relative
to the mean, which quantifies the strength of the turbulent fluctuations. These
two terms together can be used to express the relative strength of the velocity
fluctuations, known as turbulence intensity [2]:
T.I. =
u′
U
(2.1)
A velocity signal from a measurement recorded during this project is shown in
Figure 2.1.
An important property of the turbulent velocity is that it is correlated in time
and space. Using Taylor's hypothesis, or the assumption that the advection of
5
Figure 2.1: Velocity signal excerpt of a turbulent flow of 13% intensity used in
this experiment. This flow was generated using an active grid in a wind tunnel
during the course of this project. More specifics regarding the active grid, the
wind tunnel, and the velocity measurement techniques are in section 3.6.
turbulent structures is entirely due to the mean flow, temporal measurements
can be converted to spatial ones by
x = t × U (2.2)
This assumption is generally valid when u′/U  1 [2]. The correlation of turbu-
lent velocity can be quantified by the autocorrelation function (ACF) f due to
spatial separation, which is defined as
f (∆x) =
〈u′(x)u′(x + ∆x)〉〈
u′2
〉 (2.3)
Where x is position and ∆x is spatial separation [2]. Another measure of this cor-
relation is the integral length scale, which is calculated by integrating under the
spatial autocorrelation function (Figure 2.2) [2]. This length scale corresponds
to the the size of the largest eddies in the flow, and is calculated by
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Figure 2.2: Autocorrelation Function (ACF) f of turbulent velocity vs. spatial
separation for flow whose excerpt is in Figure 2.1. The inset shows the ACF
over a longer spatial domain. Time measurements can be converted to spatial
ones using Taylor's hypothesis, ∆x = ∆t × U, which is generally valid when
u′/U  1 [2].
L =
∫ ∞
0
f (r)dr (2.4)
where r is spatial separation [2]. However, since the autocorrelation function
oscillates about 0 , integrating to infinity resulted in L = 0. To rectify this, the
domain of integration was taken to be from ∆x = 0 until the first time the auto-
correlation function crossed 0.
The largest eddies in a turbulent flow are where kinetic energy enters the
flow, and constitute what is known as the energy injection range [2]. Energy
from the energy injection range is passed down to eddies of progressively
smaller and smaller sizes until it is dissipated in the form of heat due to vis-
cosity [21]. The energy content across the length scales of a turbulent flow can
be analyzed using the turbulent kinetic energy spectrum, an example of which
is shown in Figure 2.3. To calculate the energy spectrum, the velocity signal is
7
Figure 2.3: Turbulet Kinetic Energy spectrum for the signal whose excerpt is
shown in Figure 2.1. The −5/3 power law and the location of integral scale are
shown for comparison [2].
converted to the frequency domain using a Fourier transform, and frequency is
then converted to wavenumber by
k =
2pi f
U
(2.5)
where f is frequency in Hertz. The spectrum is normalized to satisfy Parseval's
Theorem, meaning that ∫ ∞
0
E(k)dk =
〈
(u′)2
〉
(2.6)
Where E(k) is the energy spectrum [2]. The spectrum signal was smoothed using
a moving average filter to remove noise.
Homogeneous turbulence refers to turbulence for which the average char-
acteristics are independent of position within the fluid [2]. This property was
desirable, since by flying the quadcopters at fixed positions in the wind tun-
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nel, the properties of the turbulence affecting the quadcopter could be assumed
to be uniform for the entirety of a given flight. In designing this experiment,
turbulent intensities and length scales were varied from as small to as large as
possible given the constraints of the tools available in the laboratory. The lower
limit on turbulence intensity was approximately 0.75%, and the upper limit was
approximately 13%. Integral length scales varied from 3.3 to 8.8cm. These limits
were set by the wind speeds the quadcopters could fly at and the turbulence
generation tools described in section 3.6.
2.2 Model of Quadcopter Displacement in Turbulence
As an initial guide to this exploration, a theoretical framework was developed
from dimensional arguments to provide a way to quantify the susceptibility of
a quadcopter to turbulence as well as to predict which parameters would be
relevant.
Consider a quadcopter of mass m and cross-sectional area A in a turbulent
flow of mean velocity U, that is displaced a distance ∆h by a turbulent gust with
some characteristic length L∗ and a velocity u∗ (Figure 2.4). The acceleration of
the quadcopter during the displacement scales as
a ∼ ∆h
τ2
(2.7)
where the time scale τ is the eddy interception time, or the amount of time the
gust has to affect the quadcopter before being swept past by the mean flow,
given by
τ = Te ≈ L
∗
U
(2.8)
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The acceleration then can be expressed as
a ∼ ∆h
(U
L∗
)2
(2.9)
Assuming that this displacement is caused only by the effects of drag on the
body of the quadcopter, a force balance can be performed:
Fd =
1
2
CdρAu∗2 (2.10)
Fd = ma ∼ m∆h
(U
L∗
)2
(2.11)
where Fd is the drag force, Cd is the drag coefficient, and ρ is the density of the
fluid. The displacement can then be expressed as
∆h ∼ 1
2
ρAL∗2
m
Cd
(
u∗
U
)2
(2.12)
Instead of measuring individual displacements and gust velocities, these quan-
tities can be expressed and measured statistically. The statistical measure for
displacement is taken as the standard deviation of position x, or
∆h⇒
〈
x2
〉1/2
(2.13)
and the statistical measure of characteristic velocity of the gust as the root mean
square velocity of the turbulence, or
u∗ ⇒ u′ (2.14)
Using the statistical terms to replace their respective terms in equation (2.12),
the scaling relation can be re-expressed in terms of an equality:
〈
x2
〉1/2
L∗
= C
(
ρAL∗
m
) (
u′
U
)2
(2.15)
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Figure 2.4: Quadcopter displacement when subjected to a turbulent gust, in the
frame of the quadcopter
The right hand term ρAL∗/m represents the ratio of the mass of the column of air
that affects the quadcopter to the mass of the quadcopter itself. The term u′/U
is the turbulence intensity, and the coefficient C represents a measure of the sus-
ceptibility of the quadcopter to displacement due to turbulence, and combines
information such as the drag coefficient (CD) and the effect of feedback control.
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CHAPTER 3
EXPERIMENTAL SETUP
3.1 System Architecture
A closed-loop system was constructed so that a quadcopter could be flown in
the wind tunnel without requiring human input. A schematic is shown in Fig-
ure 3.1. A camera was used to acquire images of the quadcopter, which an
image-processing algorithm converted into position information. This position
information was then used as the input for a control algorithm to determine the
appropriate commands to send the the quadcopter, which were delivered using
a wireless transceiver. The workings of each of these components are discussed
in detail below.
Figure 3.1: System Architecture for autonomous flight of quadcopter in a wind
tunnel. A camera acquires images of the quadcopter, which are used by the
computer to determine the quadcopter's position and the necessary flight com-
mands. These commands are sent to the quadcopter using a wireless communi-
cation module. More details regarding each component are given below.
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3.2 Quadcopter Selection
The first key decision that had to be made when designing this experiment was
the selection of a quadcopter. A major consideration for this decision was size.
To limit the effects of the quadcopter's propeller wakes interacting with the
wind tunnel walls and the flow, a small quadcopter relative to the size of the
wind tunnel was preferred. A small quadcopter would also be smaller relative
to the structures within the turbulent flows generated by the wind tunnel, al-
lowing for the analysis of the effects of length scales on the same order as its
length.
A second consideration was the sophistication of the quadcopter's internal
electronics. More expensive quadcopters, particularly those intended for use
with on-board cameras, tend to contain sophisticated automatic stabilization
protocols, which would operate independently from and potentially interfere
excessively with external control algorithms. So, for this project, a cheaper
quadcopter, with the bare minimum of internal control, was desired. Work-
ing from these considerations, the quadcopter selected for this project was the
Cheerson CX-10 Mini, which along with its controller can be seen in Figure 3.2.
The physical specifications for this quadcopter can be seen in Table 3.1.
Due to the short flight time and fragility of this type of quadcopter, a fleet of
16 quadcopters was used over the course of this project. For identification pur-
poses, each individual quadcopter was named after a type of bird. The six quad-
copters that survived until the end of this project were dubbed Puffin, Sparrow,
Magpie, Finch, Swift, and Robin.
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Figure 3.2: Cheerson CX-10 and Controller (Coin for scale)
Table 3.1: Cheerson CX-10 Specifications. The dimensions refer to the distances
between the edges of the airframe and the distance between where the quad-
copter rests on the ground and the top of the propeller axles, respectively.
Weight: 12g
Dimensions: 40x40x22mm
Lipo Battery: 3.7V 100mAh
Flight Time: 3-5 minutes
Max Speed: ≈ 4m/s
3.3 Quadcopter Communication
As outlined in section 3.1, a method was needed to relay commands from the
flight control algorithm on the computer directly to the quadcopter. The Cheer-
son CX-10 is controlled with a 4-channel 2.4GHz radio transmitter, which con-
verts the instructions from the controllers joysticks into Pulse Position Modula-
tion (PPM) signals that can be interpreted by the quadcopter. To fly the quad-
copter without the controller, a setup was constructed that was able to masquer-
ade as the original controller by converting the output of the control algorithm
directly into PPM signals and transmitting them wirelessly to the quadcopter.
A search of open source quadcopter projects uncovered a way to communi-
cate with the Cheerson CX-10 [22]. This setup operated on an Arduino Uno mi-
crocontroller, to which a 2.4GHz wireless transceiver module was wired (Figure
14
Figure 3.3: Arduino Uno Microcontroller with nRF24L01+ 2.4GHz wireless
transceiver
3.3). Some open source Arduino code re-created the communication protocol
of the original controller to allow for the Arduino to bind with the quadcopter,
and, when connected to the computer through a serial connection, converted the
instructions from the control algorithm into Pulse Position Modification (PPM)
signals to be transmitted by the antenna [22]. The PPM signal for each channel
consisted of an integer value between 1000 (minimum) and 2000 (maximum).
3.4 Quadcopter Control
3.4.1 Control Overview
Due to the nature of the quadcopter's internal electronics, control was limited
to the degrees of freedom governed by the original controller, and could not
be done by altering the rotational speeds of the quadcopters propellers individ-
ually. These degrees of freedoms and the names of the channels that control
each one can be seen in Table 3.2. This limitation somewhat restricted control
by adding another layer of control between the control algorithm and the be-
havior of the quadcopter itself, but it also simplified it. Since the quadcopter's
15
Figure 3.4: Degrees of freedom of quadcopter control
Table 3.2: Degrees of Freedom and Command Names
Degree of Freedom Command name
Z Throttle
X Aileron
Y Elevator
Yaw angle Rudder
internal gyroscopes automatically kept its attitude stable, only the position of
the quadcopter had to be considered when designing the control algorithm.
Each degree of freedom was controlled independently and simultaneously
using a Proportional-Integral-Derivative (PID) controller. A PID controller op-
erates using a continuously calculated value of error e(t), which is the difference
between the measured value of the variable being controlled, also known as the
Process Variable (PV), and the desired value for that process variable, typically
called the setpoint. The value of e(t) is then used to calculate a correction signal
u(t) for the system being controlled, known as the plant, based on Proportional,
Integral, and Derivative terms given by
u(t) = Kpe(t) + Ki
∫ t
0
e(t′)dt′ + Kd
de(t)
dt
(3.1)
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Figure 3.5: Block Diagram for PID controller. The value of the process variable
(output) for the system being controlled (plant) is measured and compared to
the desired value (setpoint). The difference between the output and the setpoint
(error) is used to calculate a command signal by summing the proportional (P),
integral (I) and derivative (D) terms from equation (3.1). The output is measured
again and fed back into the loop.
Where Kp, Ki, and Kd are the known as the proportional, integral, and derivative
gains, respectively. A block diagram for a PID controller is shown in Figure 3.5
[23].
This method of control is widely applicable, and was selected because of
the simplicity of its design. However, while the implementation of this type of
controller is straightforward, the process of determining the specific values for
the PID gains for a given system, known as tuning, is not. Several iterations
of design were necessary before the algorithm was robust enough to perform
experiments in the wind tunnel.
3.4.2 Controller Tuning
Before the quadcopter could be flown in a turbulent flow, a few intermediate ob-
jectives had to be attained. The first of these was hovering in place in a quiescent
flow. The process of achieving this objective involved a good deal of trial and
error. A major challenge involved was that the interaction of the quadcopter's
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propeller wake with the ground meant that any attempts at observing the ef-
fects of tuning changes could only be made away from the ground. Addition-
ally, since the quadcopter was light and responsive to very small perturbations,
efforts to tether the quadcopter in place even with very light string interfered
significantly. To make matters yet more difficult, air circulation from the climate
control in the lab added another layer of disturbances, requiring strategic bar-
ricades to be erected to shelter the test area. Nevertheless, once trial and error
had produced a tuning configuration with proper gain scheduling that allowed
the quadcopter to take off and then hover within the field of view of the camera,
a more robust tuning procedure could be applied.
The first method of tuning that was applied was the Ziegler-Nichols (Z-N)
method [23]. This method consists of first experimentally finding a proportional
gain that when applied to the system produces oscillations of constant ampli-
tude (i.e. Kp = KU ,Ki = Kd = 0). This gain and the period of the oscillations (TU)
are then used to directly compute the values of Kp, Ki, and Kd from a table. This
method makes some simplifying assumptions regarding the nature of the sys-
tem being controlled that almost certainly were not true of the quadcopter, but
applying this procedure did produce a set of PID gains that allowed the quad-
copter to hover until the batteries died [23]. However, when the quadcopter was
subjected to the very light wind of a desk fan and crashed immediately, it was
judged that the response time of the quadcopter using the gains determined by
Z-N was too slow to even attempt flight in the wind tunnel.
Instead of returning to the time consuming and imprecise process of trial
and error, an investigation was first made to understand and quantify how each
degree of freedom was affected by the command responsible for controlling it.
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By formulating a mathematical model approximating the behavior of the quad-
copter, system performance characteristics such as rise time, settling time, and
overshoot for a given controller tuning could be predicted virtually instanta-
neously using software tools. To this end, each degree of freedom was tested
and modeled using transfer functions, which are mathematical functions that
relate the output of a system to the input.
To determine the transfer function for each of the quadcopters' degrees of
freedom, the assumption was made that each could be modeled as a second or-
der system. This assumption means that the relationship between the input to
a system and its corresponding output can be formed using only two proper-
ties: the natural frequency ωn, which is the frequency at which the system will
oscillate in the absence of an external force, and the damping ratio ζ, which is a
measure of how oscillations of the system decay after being subjected to a dis-
turbance [23]. Once these two parameters have been determined, the transfer
function G(s) can then be written as
G(s) =
ω2n
s2 + 2ζωns + ω2n
(3.2)
In the case of this analysis, the inputs to the system were taken to be the value
of the PPM signals sent by the communication module, and the outputs were
taken to be the change in position of the quadcopter for the respective degree of
freedom. While the actual dynamics of the quadcopter are certainly more com-
plicated and interrelated, this model was determined to be sufficient to design
a preliminary control algorithm.
To experimentally estimate ωn and ζ, the quadcopter was subjected to a va-
riety of step tests. These tests were carried out for each degree of freedom,
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and were conducted by instantaneously changing the setpoint by one unit, in
this case, 1 inch. Immediately before the step input was applied, the control
for the degree of freedom being analyzed was changed to purely proportional
control (i.e. Ki = Kd = 0), with the value of Kp selected such that the once the
step input was applied the position of the quadcopter would oscillate about the
new setpoint. The gains for the remaining degrees of freedom were selected so
that they would provide the minimum amount of control necessary to keep the
quadcopter hovering in view of the camera so as to avoid interfering as much as
possible. The frequency and the growth/decay of those oscillations could then
be used to estimate the transfer function of the system, which has the form
G(s) =
Kpω2n
s2 + 2ζωns + (1 + Kp)ω2n
(3.3)
where ωn and ζ refer to those of the proportionally controlled system and not
those of the quadcopter itself. However, these quantities can be used to calculate
those of the quadcopter directly by the following relations [23]:
ωn,system = ωn,copter
√
1 + Kp (3.4)
ζsystem =
ζcopter
1 + Kp
(3.5)
For each degree of freedom, these tests were performed several times with
different values of Kp in order to validate these estimates. Examples of this
estimation process and comparisons between the behavior of the quadcopter
and the behavior predicted by the model are shown in Figure 3.6.
During the course of these tests it was determined that frequent changes ap-
plied to the rudder had the effect of destabilizing the flight of the quadcopter.
As a result, a much simpler method to control the yaw angle was used that did
20
(a) Estimation of natural frequency (b) Estimation of damping ratio and
model prediction
Figure 3.6: Results from unit step test in Z-direction. The quadcopter is unstable
under proportional control regardless of the value of Kp, indicating a negative
value for ζ.
Table 3.3: Estimates of natural frequency and damping ratio from unit step tests
such as the one shown in Figure 3.6. These estimates were made using multiple
quadcopters with multiple values of Kp.
Degree of Freedom ωn (rad/s) ζ
Z 0.7 (0.11Hz) -0.15
X,Y 0.43 (0.07Hz) -0.75
not require frequent changes to the rudder command: if the yaw angle exceeded
a set threshold, a constant signal was sent to rotate the quadcopter until it re-
turned to within a certain tolerance of the setpoint. The threshold, signal value,
and tolerance were determined through trial and error.
The estimates of ωn and ζ for the remaining degrees of freedom can be seen
in Table 3.3. Having obtained these models, it was then possible to use Matlab's
PID Tuning tool to design and optimize the PID controllers for each degree of
freedom of the quadcopter. Note that the damping ratios are negative, indicat-
ing that control is needed to keep disturbances from growing in an unbounded
manner.
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To give the quadcopter the best chance of flying successfully in turbulence,
the response time of the controller was brought as close as possible to a char-
acteristic time scale of the turbulence. The parameter used to characterize the
response time of the quadcopter was rise time tR, or the amount of time taken to
move from 10 to 90 percent from low value to high value when subjected to a
step test [23]. The characteristic time scale of the turbulence was taken to be the
eddy interception time based on the integral length scale, or
Te =
L
U
(3.6)
For a turbulent flow with a mean flow velocity of 1m/s and a correlation length
of 10cm, which is representative of the experimental conditions, the eddy inter-
ception time would be
Te =
0.1m
1m/s
= 0.1s (3.7)
Due to limitations of the hardware and the simplifications made by the model,
not every tuning suggested by the software actually resulted in stable flight. As
a result, some trial and error was still needed even when using the software
tools. Given the limitations of the model and of the hardware itself, the fastest
achievable rise time while maintaining stable flight was the same for all con-
trolled degrees of freedom, and was ≈ 0.25s. Once the control algorithm was
tuned, it was tested in a quiescent flow, a laminar flow in the wind tunnel, and,
having succeeded in both scenarios, was flown in a flow as fast and turbulent
as possible. Having succeeded in flying in a turbulent flow with U ≈ 3.5m/s
and a turbulence intensity of ≈ 17%, the control algorithm was deemed ready
for experimental trials. The same PID gains were used for all quadcopters for
all trials, and are reported in Table 3.4.
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Table 3.4: PID gains from transfer function approximation. These gains were
used for all quadcopters for all trials. A separate, empirically determined con-
trol scheme was used for takeoff.
Degree of Freedom Kp Ki Kd
Z 10.3 2.90 9.14
X,Y 40.8 13.06 31.87
3.5 Motion Tracking System
The effectiveness of the quadcopter control system was dependent on accurate
and timely measurements of the quadcopter's position. To this end, an optical
motion tracking system was designed and implemented.
3.5.1 Image Capture
The quantity of interest used to estimate the rate of image capture necessary
was the inverse of the eddy interception time, or
fe ≈ U/L (3.8)
The rate of image capture needed to measure accurately on this time scale is the
Nyquist frequency, or double this frequency. Using an initial estimate of a mean
flow velocity of 5m/s and an integral length scale of 10cm, an estimate of
fs = 2 × 5m/s0.1m = 100 f ps (3.9)
was used. The implication of this estimate was that, in order for the whole
system to run in real time, all image capture, image processing, and quadcopter
control operations would have to take place in the span of 10ms. In order to
meet this requirement, careful considerations had to be made with regards to
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image type and resolution so that the image processing burden could be as low
as possible while maintaining adequate precision.
The camera selected was the Mightex SME-B012-U, which has fully ad-
justable resolution and frame rate and captures black and white images. Be-
cause of data transfer rate limitations from the camera itself, the maximum res-
olution at 100fps was 640 × 480 pixels, which was judged to allow sufficient
precision given the predicted range of quadcopter motions. This camera has the
added feature of being compatible with an external trigger, allowing for multi-
ple cameras to be synchronized. The camera was used in conjunction with an
adjustable focal length wide-angle lens so that the whole width of the tunnel
floor could be seen with the end of the lens flush with the tunnel ceiling.
The original plan was to use two of these cameras to determine the position
of the quadcopter in three dimensions, with an external trigger signal being
used to synchronize the image capture. The hardware and code necessary to
implement this scheme were developed, but because of the limited ports of vi-
sion into the wind tunnel and the complexity of calibrating the conversion of
image data into coordinates of physical space in real time, motion tracking was
implemented using only one camera located directly above the quadcopter. This
system will be explored in more detail below.
An unforeseen consideration for frame rate arose from the lighting scheme
used to illuminate the interior of the wind tunnel, which was done using a single
LED floodlight that was plugged into wall power. Because of the 60Hz oscilla-
tion of the A/C wall power, capturing images with an exposure time of less
than the period of the wall power oscillation (≈ 16.67ms) resulted in oscillating
light levels in successive images. To remedy this issue, the exposure time for
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each image had to be increased to as close to the period of the wall power as
possible. Along with latencies in the shutter and data transfer, the the added
exposure time reduced the frame rate to approximately 53fps. While the frame
rate was reduced, the wind speed used for experiments was reduced by a fac-
tor of almost five from the wind speed used in the initial estimate in equation
(3.9). Given the increased time scale from the change in wind speed, the reduced
frame rate remained sufficiently fast to capture the relevant time scales.
3.5.2 Image Processing
Once an image of the quadcopter in flight was captured by the camera, it
was necessary to extract the position of the drone for each degree of freedom
(X,Y ,Z,yaw) to pass to the control algorithm. To extract the necessary data, an
image processing algorithm was developed using C++ and OpenCV, an open
source library of image processing functions. C++ was chosen because of its ef-
ficiency and its compatibility with image processing libraries and the camera's
developer SDK.
The first step in the image processing algorithm was to eliminate the effects
of image distortion which occur due to the optical design of lenses. These ef-
fects cause pixels throughout the image to correspond non-uniformly to phys-
ical space, and can introduce significant errors. Especially since a wide angle
lens was used to obtain the necessary field of view inside the wind tunnel, the
effects of image distortion, particularly towards the edges of the image, could
not be ignored. To correct for the effects of distortion, a camera calibration pro-
cess was performed.
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This process corrects for two types of distortion: radial, which occurs when
light rays bend more at the edge of the frame than the center, and tangential,
which occurs when the image plane is not parallel to the lens [24]. To correct for
radial distortion, an OpenCV algorithm uses the following relations to correct
the position of a pixel originally at position (x, y):
xcorrected = x(1 + k1r2 + k2r4 + k3r6) (3.10)
ycorrected = y(1 + k1r2 + k2r4 + k3r6) (3.11)
where r is the distance of the pixel (in pixels) from the distortion center. To
correct for tangential distortion, the following relations are applied:
xcorrected = x + [2p1xy + p2(r2 + 2x2)] (3.12)
ycorrected = y + [p1(r2 + 2y2) + 2p2xy] (3.13)
The coefficients k1, k2, k3, p1, and p2, are called the distortion coefficients. Two
additional parameters are needed, the camera's focal length ( fx, fy) and optical
center (cx, cy). These two parameters are used to form a camera matrix, which
can be used remove distortion for a camera independent from individual lenses.
This matrix has the form
camera matrix =

fx 0 cx
0 fy cy
0 0 1

The distortion coefficients and camera matrix are calculated using a set of im-
ages of a black and white chessboard pattern (Figure 3.7) in various locations
of the camera's field of view. This calibration process only has to be performed
once for a given camera setup, and once the coefficients are calculated they can
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Figure 3.7: Chessboard pattern used for camera distortion calibration. This pat-
tern was printed to fill an 8.5×11” sheet of paper. [24]
be saved and used to quickly ”re-map” the positions of the pixels of all images
taken by the camera, ensuring a uniform mapping of pixel space to physical
space [24].
The second step of the image processing algorithm was to reduce the effects
of noise by blurring the image. A simple Gaussian blur was applied, with the
kernel size being determined using trial and error in conjunction with the steps
that follow.
With the image sufficiently free of distortion and noise, the position of the
drone could be extracted. Since the camera captured gray-scale images, a
scheme was developed that used contrast between light and dark. To promote
contrast, as much of the quadcopter as possible was painted white, white pro-
pellers were used, and the background was covered with a white material. Two
black dots were affixed to the quadcopter for the algorithm to track, with one at
the center of the top of the body and one behind the quadcopter affixed to the
blade guard. The placement of these dots can be seen in Figure 3.8.
To determine the location of these dots using image data, two methods were
tried and were compared using criteria of accuracy, defined using the error of
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Figure 3.8: Quadcopter configuration for motion tracking system. The quad-
copter has been painted white to promote contrast with the black dots, which
are used by the motion tracking system to determine the location of the quad-
copter. The white plastic frame protects the propellers in the (likely) event of a
crash.
the method relative to both actual position and repeated measurements; robust-
ness, defined by how often the method failed to return the position of a dot; and
how long the process took to run. The first method applied used contour detec-
tion, which finds the edges of the dots and uses them to fit circles and calculate
their centers. The second method used ”blob” detection, which finds contigu-
ous regions of pixels based on a variety of criteria (e.g. pixel value, circularity,
convexity, minimum area). The contour-finding method proved to be the most
accurate and the fastest, and acceptably robust for a stationary or slowly mov-
ing quadcopter. However, during flight, with the propellers spinning and the
quadcopter moving rapidly, this method had issues consistently finding dots.
Therefore, the blob detection method was pursued.
When using the blob detection method, every additional criterion used adds
to computation time. The key way of reducing the number of criteria needed
was carefully setting up the field of view. By ensuring that there was a large
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degree of contrast between the black dots and the light quadcopter and back-
ground, accurate and robust dot detection was possible using thresholding
based on pixel value alone. To do this, a binary image was created from the
original image. In an 8-bit gray-scale image, all pixels have an integer value be-
tween 0 and 255, with 0 corresponding to black and 255 corresponding to white.
In a binary image, all pixels have a value of exactly either 0 or 255. With an ap-
propriate threshold applied to the original image, the new binary image consists
only of black dots against a white background, making the blob detection quick
and easy. Once the positions of the centers of the two blobs were found, the vec-
tor between the dots was calculated. A visualization for the steps of the image
processing algorithm can be seen in Figure 3.9.
In order to determine the actual position of the quadcopter in physical space,
the measurements had to be converted from pixel space. A non-constant corre-
lation was needed, since as the position of the quadcopter changes vertically, the
relation of pixel space to physical space changes. To make this conversion, the
magnitude of the vector between the dots was used to determine the distance
of the quadcopter from the camera. Because the dots are a fixed physical dis-
tance apart, they would appear to be closer together the farther the quadcopter
moved away from the camera. For each individual quadcopter used, an exper-
imental relation was determined between the distance of the quadcopter from
the camera and the magnitude in pixels of the vector between the two dots. An
additional empirical relation was determined between the distance of the image
plane from the camera and the pixel density (i.e. pixels per unit distance). This
relation was determined by calculating the average magnitude of the vectors
between nine dots equal distance apart at known distances from the camera.
Sample calibration curves can be seen in Figure 3.10.
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(a) Original image (b) Binary image
(c) Detected blobs (d) Vector between blobs
Figure 3.9: Image Processing steps. First, the original image is corrected for
distortion. A Gaussian blur is applied to remove noise, and then the image is
thresholded to create a binary image. The blob detection algorithm finds the
centers of the two dots and calculates the vector connecting them. The angle
and magnitude of this vector in conjunction with the location of the centroid of
the dot at the quadcopter's center are used to calculate 3D position.
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(a) Vertical (Z) position calibration (b) Spatial resolution calibration
Figure 3.10: Sample curves for image processing spatial calibration. These two
relations used in conjunction allow for direct conversion of measurements from
pixel space to physical space using a single image. (b) is used for all quad-
copters, while (a) must be determined for each individual one.
At this point, no more information was needed to determine the position of
the quadcopter relative to each of the four degrees of freedom. The yaw angle
was independent of vertical position and was simply the angle of the vector
between the two dots, Z position was calculated directly from the magnitude
of the vector between the two dots, and X and Y position were calculated by
dividing their position in pixels by the spatial pixel density at the corresponding
Z position.
3.6 Turbulence Generation and Measurement
This project was carried out using a low speed, low background turbulence
wind tunnel which has many features that made it desirable for use in this
investigation. The ability to run at low speeds with low background turbu-
lence was of particular importance, since it allowed for confidence that the only
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turbulence in the tunnel was turbulence that had been intentionally generated.
The test section has a square cross section of 91 × 91cm2 and a length of 9.1m.
This large cross-section area maintained a large homogeneous core of the flow
through the end of the tunnel despite the growth of the boundary layer [25],
meaning that flight testing was possible at any desired location within the tun-
nel. As discussed below, since the properties of turbulence generated by grids
evolve as the flow moves downstream, the long test section allowed for a wider
range of turbulent conditions to be utilized than would have been possible for
wind tunnels with shorter test sections. The diagram for the wind tunnel is
shown in Figure 3.11, and photographs are shown in Figure 3.14.
In order to run produce a stable low wind speed free from oscillation as
desired for this experiment, a small modification was made to the tunnel. A
plywood board was used to cover a portion of the wind tunnel's fan exhaust,
which by decreasing its area decreased the mean wind speed for a given fan
speed. The uniformity of the flow and the homogeneity of the turbulence for
this configuration was verified using hot wire measurements as discussed be-
low. A picture is shown in Figure 3.15.
3.6.1 Turbulence Generation
To provide as many data points as possible for testing the susceptibility model
laid out, turbulent flows with a variety of intensities and integral length scales
were desired. In terms of turbulence intensity, both very low and very high
cases were desired. Given the capabilities of the wind tunnel, low turbulence
cases (< 1% ) were easy to generate. The upper bound on turbulence intensity
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Figure 3.11: Sketch of wind tunnel [25]. This suction-driven wind tunnel was
specifically designed to generate flows with low background turbulence at low
speeds with a large homogeneous core throughout the entirety of the test sec-
tion.
was the maximum that could be generated using the techniques available in the
laboratory.
To create the desired experimental conditions, turbulence in the wind tunnel
was generated using several different grids. Two of these grids were classical
grids composed of evenly spaced bars, and one was an active grid, which is
composed spinning vanes powered by servo motors. The characteristics of the
turbulence generated by these types of grids have been well studied and were
selected to produce homogeneous turbulence as desired for this experiment [2]
[26]. An example of each type of grid used in this experiment can be seen in
Figure 3.12.
Each grid produces turbulence with different intensities and integral length
scales, which are quantified in section 3.6.2. The properties of the flow evolve
relative to the distance away from the grid, so by changing grids as well as po-
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(a) Classical Grid (1” Spacing) (b) Active Grid
Figure 3.12: Turbulence Generation Grids. When placed at the beginning of the
test section as shown in Figure 3.11, they create homogeneous turbulence with
different intensities and integral length scales. An additional classical grid with
4.5” spacing was used but is not pictured here. The active grid generates the
most intense turbulence and the longest length scales.
sition within the tunnel, a range of turbulence conditions could be generated
[2] [26]. Turbulence intensities higher than the highest value reported here were
generated by fixing alternating vanes of the active grid in place, but this config-
uration was discarded since it was found to not produce uniform flow profiles.
3.6.2 Turbulence Measurement
The mean speeds, turbulence intensities, and integral length scales of the differ-
ent flows in this experiment were determined by measurements obtained using
constant temperature hot wire anemometry. Measurements were taken when
quadcopters were not flying in the tunnel.
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Figure 3.13: Circuit diagram for constant temperature hot wire anemometer.
The resistance Rw is temperature dependent and changes with the velocity of
the flow passing over it. The voltage difference between E1 and E2 is used by
the feedback circuit A to send a current to maintain a constant temperature of
the wire. Voltage E is used to directly calculate flow velocity [27].
A circuit diagram for a constant temperature hot wire anemometer can be
seen in Figure 3.13. The probe itself is composed of a thin cylindrical wire strung
between two prongs, and the anemometer circuit is composed of a Wheatstone
bridge and an operational amplifier. By setting the resistance of the Overheat
Resistor (R3) and running a current through the circuit, the temperature of the
wire is raised above room temperature. As flow passes over the wire, the tem-
perature of the wire drops. Since the resistance of the wire is a function of its
temperature, there is a corresponding change in the voltage between E1 and E2.
The feedback portion of the circuit uses this voltage difference to determine a
correction current to send to keep the wire at a constant temperature, and the
voltage E can be directly related to flow velocity using an empirical relation
called King's Law [28].
The measurements for the grid/tunnel position configurations used in the
experiment can be seen in Table 3.5. Two testing stations were used, correspond-
ing to the locations in the tunnel where the quadcopters were flown: Window
6, which was located 3m downstream from the grid, and Window 14, which
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Table 3.5: Hotwire Measurements for different grids shown in order of increas-
ing turbulence intensity. U was maintained at a constant value of 1.15m/s. These
measurements were taken separately from quadcopter flight trials.
Grid Window u′/U(%) L (in/cm)
1” 14 0.75 1.85 (4.7)
6 1.31 1.3 (3.3)
4.5” 14 1.85 2.28 (5.8)
6 3.25 1.81 (4.6)
Active 14 7.05 3.46 (8.8)
6 13.15 3.26 (8.3)
was located 7m downstream from the grid. The locations of these windows are
shown in Figure 3.14. For a given grid, turbulence intensity decreases in the
downstream direction, while the integral length scale increases. Window 14
was chosen to allow the integral length scale to grow as much possible since it
was the farthest window downstream, and Window 6 was chosen to provide
maximum turbulence intensity since it was positioned farthest upstream.
The mean speed was chosen due to practical limitations of the quadcopters.
The maximum speed the quadcopters were able to successfully fly in the wind
tunnel was around 3.75m/s, but they had to accelerate gradually to that speed.
Running the tunnel at a constant speed for all portions of a quadcopter's flight
precluded the need to know the wind speed at any given point of time, so a
mean wind speed that the quadcopters could take off into was preferred. By
attempting takeoffs with the tunnel running at different speeds, a mean speed
of 1.15m/s was chosen.
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Table 3.6: Time scales for components of system architecture. The camera was
found to capture images at a regular interval, and the image processing and
communication took place in a consistent amount of time. The only variability
in timing arose from the operating system task scheduler.
Component ∆t (ms)
Image capture interval 18.9
Image processing 4.6
Quadcopter communication 1.9
3.7 Time Scales
To ensure that the system would run consistently in the time frame needed, the
relevant portions of the system were tested individually. Testing the timing of
the camera was straightforward, since it recorded a time stamp as part of the
image data. The image processing algorithm was timed using the computer's
internal clock. The response time of the microcontroller/quadcopter commu-
nication was tested using a simple program that switched between two com-
mands in decreasing intervals until the quadcopter stopped responding to the
commands. The results from these tests are reported in Table 3.6.
An important note in regards to these results is that the software needed to
run the camera could only run on the Windows 7 operating system. Windows
7 is not a real-time operating system, meaning that the timing for the execution
of functions was subject to a variable buffer delay. As such, provisions had
to be made to handle the fact that different portions of the system ran in the
same amount of time but at varying intervals. One such provision was that
the time associated with quadcopter position data was determined using image
time stamps instead of the computer's internal clock. Additionally, a safeguard
had to be implemented when sending commands to the quadcopter to ensure
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that commands would not be sent in too quick of succession and overload the
connection.
The time scale of the turbulence was taken to be the eddy interception time
as defined in equation (2.8). The maximum value for this quantity was for the
case of the active grid at Window 14, of
Te =
8.8cm
1.15m/s
= 0.08s (3.14)
The minimum value was for the case of the 1” passive grid at Window 6, with a
value of
Te =
3.3cm
1.15m/s
= 0.03s (3.15)
3.8 Final Layout
The layout for all components described in the system architecture can be seen
in Figure 3.14.
38
(a) Wind tunnel (side view) (b) Wind Tunnel (other side).
(c) Inside of the wind tunnel. (d) Crash pad and LED floodlight
Figure 3.14: Final Layout. The wind speed inside the tunnel was controlled by
changing the speed of the suction fan. The computer along with the communi-
cation module was placed on a cart that could be wheeled between the testing
stations at Window 6 and Window 14. A camera was mounted at each station,
and looked straight down into the tunnel through a porthole, with the end of
the lens flush with the inner wall of the tunnel. Quadcopters were placed inside
and removed from the tunnel through the portholes. To soften the landings of
the quadcopters, a white foam ”crash pad” was used. The LED floodlight is
shown, and is oriented to provide even light with no shadows in the test area.
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Figure 3.15: Plywood board used to modify the wind tunnel's exhaust area. This
modification allowed for testing at stable low wind speeds.
40
CHAPTER 4
RESULTS
With the control algorithm and turbulence generation in place, the fleet of quad-
copters was ready for flight in the wind tunnel. The degrees of freedom of the
quadcopter relative to the wind tunnel are shown in Figure 4.1, with Y into the
wind, Z vertical, and X horizontal perpendicular to the wind.
Figure 4.1: Quadcopter Axis Orientation. The quadcopter axes were oriented so
that Y points into the wind, Z points up vertically, and X is horizontal perpen-
dicular to the flow.
For each turbulence case, each quadcopter was flown for a total of approx-
imately 10 to 15 minutes. Given the limitations of the battery life of the quad-
copters, multiple flights for a given case were conducted with each quadcopter
to reach this amount of flight time. To allow for comparison of statistics across
multiple flights with the same quadcopter, the data for individual flights were
combined for each turbulence case. For each individual flight, the portion of
the flight data corresponding to the takeoff and crash landing were removed so
that only the ”steady-state” portions of flight were considered, and the mean of
each measured quantity was subtracted out to prevent artificial skewing.
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Figure 4.2: Sample trajectory for the quadcopter called Puffin. Position is rela-
tive to the setpoint, and is normalized by quadcopter length Lqc. Like the tur-
bulent velocity signal shown in Figure 2.1, the signal appears to be chaotic but
correlated with respect to time.
Surprisingly, fewer individual flights were needed to reach the desired du-
ration of flight time for the higher turbulence cases than low turbulence cases.
A sample trajectory for a single quadcopter is shown in Figure 4.2. The initial
results for all quadcopters are shown in Figure 4.3, with displacements normal-
ized by the length of the quadcopter, Lqc.
From these initial results, an important caveat arises with respect to equation
(2.15): the data do not appear to intersect 0 displacement. The quadcopters
each appear to have a baseline instability which needs to be accounted for. An
adjustment is thereby made:
〈
x2
〉1/2
L∗
= C
(
ρAL∗
m
) (
u′
U
)2
+ b (4.1)
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Figure 4.3: Quadcopter displacement normalized by quadcopter length Lqc. The
displacements appear to vary as turbulence intensity squared. However, the
data do not appear to intersect 0 displacement, requiring the addition of an
offset term to equation (2.12). Error bars represent standard error.
with b representing a base instability for a given quadcopter. A more rigorous
definition for b is a subject for future investigation. An initial attempt to bench-
mark this instability was done by flying the quadcopters in a quiescent flow, but
the displacements were larger than for the low turbulence cases across quad-
copters and axes. This occurrence was likely due to interactions of the quad-
copter with its own wake while flying in quiescent flow, the effects of which
were mitigated when the flow swept the quadcopters' wake downstream. While
a quadratic relation with turbulence intensity as earlier proposed seems plausi-
ble, turbulence intensity was not the only variable changing across trials.
With the model thus adjusted, the next step was the determination of the rel-
evant length scale L∗. A first guess regarding this length scale was the integral
length scale. However, the experimental tools used in this investigation did not
allow for turbulence intensity and integral length scale to be varied indepen-
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(a) Comparing left to right: L = 1.85in and
L = 1.81in.
(b) Comparing left to right: L = 3.46in
and L = 3.26in
Figure 4.4: Comparing cases of similar integral length scales. While more clear
in (b), all that can be shown is that displacement increases with turbulence in-
tensity when L is approximately constant. Further investigation is needed to
determine effects of changing L.
dently while maintaining the same mean wind speed. As such, there were only
two sets of two cases where the integral length scales were approximately the
same, the comparisons for which are shown in Figure 4.4. From only these two
sets of cases, it is difficult to make a definitive claim regarding the role of the
integral length scale.
In the absence of data to determine the relevance of the integral length scale,
another method was needed to make an estimate of the length scale L∗ from
equation (4.1). Just as correlation functions and kinetic energy spectra can be
used to provide information regarding energetic length scales in turbulence,
these techniques were applied to the trajectories and velocities of the quad-
copters to provide insight in estimating the relevant length scale. Velocities
were calculated by fitting second order polynomials to position data, with the
number of points chosen such that the kurtosis of velocity converged. A more
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detailed explanation of velocity and acceleration estimates can be seen in the
Appendix.
The first step was to examine the autocorrelation functions of position and
velocity, which can be seen in Figure 4.5. Correlation times were estimated by
fitting a curve of form
e−t/τ (4.2)
to the autocorrelation functions, with τ used as the estimate for correlation time.
Across turbulence cases, and across different axes, the correlation times for posi-
tion were found to vary significantly, ranging from 0.5s to 3.5s. However, across
all turbulence cases and axes, the correlation times for velocity were found to be
the same within 0.05s, which would seem to indicate a time scale independent of
turbulence intensity or integral length scale. To validate this observation, a com-
parison was made between the turbulent kinetic energy spectra and the power
spectral densities of quadcopter velocities. One such comparison is shown in
Figure 4.6, along with the frequency corresponding to the frequency of the inte-
gral length scale for the higher turbulence case. A −5/3 power law, which is the
slope of the inertial subrange for a turbulent flow, is shown for comparison [2].
The most pronounced difference in the shape of the quadcopter velocity
spectra appeared to occur at a time scale slower than that of integral length
scale. Additionally, both quadcopter velocity spectra appeared to have a spike
at a frequency of approximately 1Hz. As shown in Figure 4.7, comparing quad-
copter velocity spectra across different turbulence cases showed that this peak
increased in value but remained at the same frequency as the turbulence inten-
sity increased.
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(a) Autocorrelation function vs. time for
Y-position. τ = 2.25s.
(b) Autocorrelation function vs. time for
Y-velocity. τ = 0.75s
Figure 4.5: Autocorrelation functions for Y-position and velocity. The absolute
value of the ACF for velocity is shown because of its oscillatory nature. While
the autocorrelation functions for position varied across turbulence cases and
axes, those for velocity remained constant. This implied a velocity correlation
time, and therefore relevant length scale, independent of the properties of the
turbulence used in this investigation. Integrating under the velocity ACF until
it reached a value of 1/e returned a correlation time within 0.05s of the rise time
tR of the quadcopter for all axes.
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Figure 4.6: Turbulent Kinetic Energy (TKE) spectra compared with quadcopter
power spectral density (PSD) for Y-velocity. The TKE spectra are scaled by the
same factor to facilitate comparison with the quadcopter PSDs. The slopes of
the quadcopter spectra appear similar to those of the turbulence at frequencies
faster than that of the integral length scale, but the energy content in this region
is several orders of magnitude lower than at lower frequencies. The region of
interest regarding quadcopter spectra shapes is therefore at frequencies around
and below 1Hz.
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Figure 4.7: Power spectral density for Y velocity at different turbulence intensi-
ties to observe effects of changing turbulence intensity on the 1Hz peak initially
found in Figure 4.6. The peak remained at the same frequency, implying that its
location was due to a factor other than turbulence intensity or integral length
scale.
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With evidence implying a constant relevant time scale independent of tur-
bulence intensity or integral length scale, the possibility was explored that the
time scale of the response of the quadcopter to perturbations was more domi-
nant than the time scale of the perturbations themselves. Due to the limitations
of the quadcopter as discussed in section 3.7 and the maximum integral length
scale able to be generated, the ratios of these time scales were a minimum of
tR
Te
=
0.25s
0.08s
≈ 3.1 (4.3)
where Te is the eddy interception time as defined in equation (2.8). A rich area
for possible exploration exists regarding what happens when this ratio is less
than or equal to 1, as will be discussed in a later section.
As would be done in estimating a correlation length scale in turbulence, a
correlation time scale for the quadcopters was estimated by integrating under
the velocity autocorrelation function [2]. Since the autocorrelation function os-
cillated, the absolute value of this function was used. The cutoff value for the
integration domain was taken to be where the autocorrelation function reached
a value of 1/e, which is a common choice when estimating the integral length
scale [2]. Performing this calculation returned a correlation time of 0.30s, which
was within 0.05s of the estimated rise time tR of the quadcopter. Therefore, us-
ing the rise time of the quadcopter as the relevant time scale, the relevant length
scale for equation (4.1) was estimated as the length of the air column in the flow
swept past the quadcopter during its rise time, or
L∗ = tR × U (4.4)
49
Figure 4.8: Quadcopter displacement normalized by estimated length scale for
Y displacement. A curve of the form of equation (4.1) was fit to the data for each
quadcopter. As in Figure 4.3, error bars represent standard error. The values for
C are reported in Table 4.1.
With a flow mean speed in all cases of 1.15m/s, and a rise time of 0.25s, the
estimated length scale becomes
L∗ = Lest = 0.25s × 1.15m/s = 0.29m (4.5)
With this estimate for the relevant length scale, equation (4.1) could be applied
to use the displacement results to estimate the susceptibility C (Figure 4.8, Ta-
ble 4.1). The area of the quadcopter was taken to be the area of the rectangle
projected by the edges of the airframe in the relevant direction (i.e. X, Y , Z). The
actual area is difficult to measure, due to the curvature of the airframe and the
fact that the propellers are spinning. For the X-axis, the coefficients for two of
the quadcopters were negative, implying that their displacement due to turbu-
lence decreased with turbulence intensity.
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Table 4.1: Estimates for the susceptibility C for the displacement of the quad-
copters within a 95% confidence interval. These coefficients were the largest for
Y , the direction into the wind. The coefficients for Z were the most consistent
across all quadcopters. The coefficients for X showed more variation, includ-
ing the unexpected negative dependence on turbulence intensity for Puffin and
Swift.
Quadcopter CX CY CZ
Puffin -0.11 67.2 17.1
Sparrow 21.1 50.0 13.8
Magpie 12.8 47.8 8.5
Robin 16.5 37.2 1.7
Swift -4.5 47.3 14.7
Finch 14.4 87.4 10.3
A general expectation regarding the values of C for different quadcopters
was that higher susceptibility in one direction would imply higher susceptibility
in other directions as well. To test this expectation, the values of C were plotted
against one another, as shown in Figure 4.9. From these comparisons, however,
the correlation between the values of C across different axes remains unclear.
Susceptibility in the Z-direction appeared to be loosely negatively correlated
with that of X, but loosely positively correlated with that of Y . Meanwhile,
the susceptibilities in the X and Y-directions do not appear to be correlated.
More data is likely needed to determine the correlation of these coefficients, in
addition to a more rigorous definition of the offset b in equation (4.1).
With the correlation of susceptibility across different axes unclear, the dis-
placements for each quadcopter were averaged for each turbulence intensity to
get an estimate of susceptibility that depended less on the differences among
the individual quadcopters. These graphs are shown in Figures 4.10, 4.11, and
4.12.
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(a) Susceptibility C in Z-direction vs. in
x-direction
(b) Susceptibility C in Z-direction vs. in
Y-direction
(c) Susceptibility C in X-direction vs. in
Y-direction
Figure 4.9: Comparison of susceptibility C in different directions with least-
squares linear fits. Because of the low R2 values and variations in the signs of
the slopes of the lines, a correlation between susceptibilities for different axes is
unclear.
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Figure 4.10: Displacement in X-direction averaged for all quadcopters. C = 10.0.
The outlier was from the 4.5” passive grid at Window 6, the third data point
from the left. This was the most difficult point to collect data at, since the flight
times where uncharacteristically short for all quadcopters. The flights were as
expected for the same grid at Window 14.
Figure 4.11: Displacement in Y-direction averaged for all quadcopters. C = 56.2.
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Figure 4.12: Displacement in Z-direction averaged for all quadcopters. C = 11.1.
To form a more comprehensive estimate of susceptibility, a total 3D displace-
ment was calculated using the displacements for the X, Y , and Z-axes:
〈x2〉1/2 =
√
〈x2〉 + 〈y2〉 + 〈z2〉 (4.6)
Using 3D displacement in equation 4.1, as shown in Figure 4.13, a susceptibility
coefficient of C = 19.4 was predicted.
The case for which the total displacement least matches the trend, the 4.5”
grid at window 6 (third data point from the left), was the most difficult case to
acquire data for, since for an undetermined reason the flight times for individual
trials were uncharacteristically short before crashing for all quadcopters. The
quadcopters flew as expected for the same grid at window 14.
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Figure 4.13: Total displacement vs. turbulence intensity averaged across all
quadcopters. A susceptibility coefficient of 19.4 was predicted. Error bars rep-
resent standard error propagated across all quadcopters and directions.
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CHAPTER 5
CONCLUSIONS
During the course of this project, an experiment was designed and conducted
to determine the susceptibility of a small quadcopter to disturbances due to tur-
bulence in a wind tunnel. A closed loop system was developed for flying quad-
copters autonomously in order to conduct these experiments, which required
designing an image processing and PID algorithm. A model for quantifying
susceptibility statistically was developed and subsequently analyzed after fly-
ing the quadcopters in flows with a variety of turbulence intensities and integral
length scales.
Experimental results corroborated the model of susceptibility developed
during this project, laying the foundation for future investigations to better
understand the effects of turbulence on quadcopters. This model provides a
broadly applicable method for quantifying susceptibility to turbulence, allow-
ing for different quadcopters and control schemes to be directly and concretely
compared. By continuing this investigation, the susceptibility model can con-
tinue to be developed, and aid in the design of control schemes for more stable
and efficient quadcopter flight in turbulence.
56
CHAPTER 6
FUTURE WORK
The results of this experiment demonstrate the plausibility of the susceptibility
model laid out during this project, but open questions remain. The main open
question pertains to identifying the relevant length scale, and answering this
question requires determining the effects of the control algorithm response time
and the turbulence integral length scale. The experiment as laid out can be used
to investigate the effects of increasing the ratio of rise time to eddy interception
time by slowing down the response time of the quadcopter, but additional work
would need to be done to determine how to bring that ratio closer to or below
1. Additionally, a wider range of turbulence intensities should be explored than
done thus far in this project to further strengthen the estimates of the suscepti-
bility coefficients.
6.1 Control Algorithm Comparison
Now that a framework for a meaningful measurement of susceptibility has been
developed, the relative performances of different control algorithms can now
be compared. For PID controllers, the tunings can be altered to compare the
behavior of the quadcopter with different ratios of rise time to eddy intercep-
tion time. Other controller types such as Linear-Quadratic Regulator (LQR) or
more predictive PID controllers with the addition of a feed-forward term can be
developed and tested as well.
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Figure 6.1: Vortex Ring [29]
6.2 Behavior of Quadcopter Disturbed by Vortex Rings
As discussed in section 3.7, there was a significant difference in scale between
the eddy interception time based on the integral length scale and the response
time of the quadcopter. A possible way to investigate the effects when these
two time scales are the same would be to carry out a similar experiment with
vortex rings instead of a homogeneous turbulent flow. A vortex ring, as shown
in Figure 6.1, is straightforward to generate with specific velocity characteristics
and dimensions. By placing the setpoint of the quadcopter at a specific location
relative to the vortex ring, the direction of the velocity disturbance as well as
the length scale of the disturbance would be known. As a result, much more
specific information could be obtained regarding the nature of the disturbances
to which the quadcopter was subjected. The results of such an experiment could
be used in comparison with those from the one conducted here to estimate the
length scale and time scales that affect the quadcopter in turbulence.
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6.3 Quadcopter Modifications
While the quadcopters used in this project were suitable for acquiring the base-
line results presented here, quadcopters with different characteristics would im-
prove this investigation and allow it to move in other directions.
One limitation of the Cheerson CX-10 was its size. Despite its small size
relative to most quadcopters, it remained very slow relative to the time scales of
the turbulence. An even smaller and lighter quadcopter might be able to react
more quickly to the flow and allow for the investigation of effects of length
scales shorter than the integral length scale.
Another limitation was the manner in which the quadcopters had to be con-
trolled. While the embedded orientation control was very helpful in getting
this experiment off the ground both literally and figuratively, it added a layer
of uncertainty with regards to how the quadcopter was actually responding to
command signals. A quadcopter with a more flexible control scheme, or at least
one that allowed access to knowledge of individual propeller speeds, would
provide more clarity when designing and testing control algorithms.
Thirdly, a quadcopter that could be flown for longer would be helpful. While
the cheap cost of the Cheerson CX-10 allowed for a fleet of 6 or more to be flown
continuously without a battery charging bottleneck, building a data set for an
individual quadcopter was very time consuming. The addition of a quadcopter
with a longer battery life, or the ability to be connected to external power during
flight, would streamline the process of data acquisition immensely.
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APPENDIX A
APPENDIX
A.1 Additional Work
In addition to the work presented in the body of this report, a few avenues of
research were pursued in the process of determining the ultimate direction of
this investigation. A brief description of this work is provided below.
A.1.1 Comparisons to Other Turbulent Statistics
An investigation was made to see if any statistical properties of turbulence car-
ried over into the statistics of the trajectory of the quadcopters. While a quad-
copter is much more dense than the fluid in which it flies, it was thought that
perhaps the thrust of the quadcopter and the ”brains” imparted by the con-
trol algorithm might make it behave statistically in some ways like a particle in
turbulence. Two properties in particular were investigated: velocity structure
functions and acceleration distributions.
Analysis of both of these quantities required estimates for the derivatives
of position. Derivatives, and higher order derivatives in particular, are highly
sensitive to noise, so some amount of care was needed in the estimation process.
Since the use of only one camera made distinguishing between noise and real
signal challenging, two different methods of derivative calculation were applied
and compared.
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Figure A.1: Kurtosis of velocity using 2nd order fit for quadcopter in 13% tur-
bulence intensity
The first method simply involved fitting parabolas to a window of a certain
number of points, and then using the equations of the parabolas to calculate
the derivatives. The choice of window size, also called filter width, can have a
significant impact on the statistical properties of the derivatives. Since smaller
windows are closer to the underlying data, but more susceptible to noise, strik-
ing the correct balance is key. A way to determine the proper filter width is to
look at the kurtosis and variance of the values of the derivatives. For example,
looking at the variance and kurtosis of velocity, the first derivative of position,
(Figures A.2 and A.1), the kurtosis plateaus but the variance does not. The ap-
propriate filter width was therefore taken to be where the kurtosis stopped de-
creasing, which corresponded to a filter width in the example of approximately
7 points. The same process was carried out for acceleration, but larger filter
widths were needed before the kurtosis converged.
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Figure A.2: Variance of velocity using 2nd order fit for quadcopter in 13% tur-
bulence intensity
The second method involved fitting cubic splines to the position data and
using the equations of the splines to calculate the derivatives. Matlab's function
csaps was used, which takes as an argument the smoothing parameter p, which
is between 0 and 1. A value of p closer to 0 prioritizes smoothness, and a value
closer to 1 prioritizes matching the data points. From visual inspection, only
values of the smoothing parameter greater than 0.99 fit the position data well
enough to be considered. As seen in Figures A.3 and A.4, the kurtosis did not
stop decreasing until p was very close to 1, and the variance increased continu-
ously before diverging sharply at p = 1. The appropriate smoothing parameter
was taken to be approximately 0.999, with small adjustments made in each case
depending on the data. Across both methods the values for variance and kur-
tosis of both velocity and acceleration appeared to agree reasonably well for the
chosen values relevant parameters.
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Figure A.3: Kurtosis of velocity using cubic spline fit for quadcopter in 13%
turbulence intensity
Figure A.4: Variance of velocity using cubic spline fit for quadcopter in 13%
turbulence intensity
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Figure A.5: Probability Density Function for Y-position with a Gaussian (nor-
mal) PDF for comparison.
An investigation was then done into the probability density functions (PDF)
of position, velocity, and acceleration to see if any inherently turbulent statistics
could be detected. As was already shown earlier with position, the variances
of velocity and acceleration also increased with turbulence intensity. The PDF's
of position, velocity, and acceleration are shown in Figures A.5, A.6, and A.7,
and are normalized by the standard deviation to compare the shapes of the dis-
tributions for different turbulence intensities. Since these PDFs all appeared
Gaussian, the search for intermittent statistics was inconclusive.
The velocity structure function in turbulence is a measure of how velocity
differs as a function of spatial separation [2]. A similar analysis was carried out
with the trajectory of the quadcopters, but using temporal separation instead.
Under this definition, the structure function for velocity u is
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Figure A.6: Probability Density Function for Y-velocity with a Gaussian (nor-
mal) PDF for comparison.
Figure A.7: Probability Density Function for Y-acceleration with a Gaussian
(normal) PDF for comparison.
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Figure A.8: Second-order velocity structure function vs. time lag for quadcopter
in 13% turbulence intensity
δu(t, τ) = u(t + τ) − u(t) (A.1)
where t is a given time and τ is the time lag. To get a measure of how time lag
affects this function, the variance of δu for all t is calculated for different values
of time lag. This is known as the second-order structure function, calculated as
S 2(τ) =
〈
δu2
〉
(A.2)
A sample of this is shown in Figure A.8.
While the slopes of the beginning of these curves appeared to be the same as
would be expected for a velocity structure function of a turbulent flow, this slope
and the frequency of the oscillations were the same across all turbulence cases,
both low and high. As a result, this measure was inconclusive with regards to
whether or not turbulent statistics were demonstrated.
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In order to have a chance at observing demonstrably turbulent statistics in
quadcopter trajectory, it is suspected that as discussed earlier the response time
of the quadcopter must be brought well below the eddy interception time.
A.1.2 Quadcopter Power Consumption
In addition to the effect of turbulence on a quadcopter's position, a prelim-
inary investigation was done to analyze the effect of turbulence on a quad-
copter's power consumption. Without the ability measure the power output
of the battery, another method was needed. It was hypothesized that tracking
the speed of the quadcopter's propellers would give a measure of how much en-
ergy the quadcopter was consuming during its flight. Since the propeller speeds
could not be directly measured by the control system, they were instead tracked
acoustically using a small microphone. By isolating the peaks in the audio spec-
trum, the propeller speeds over the course of flight could be estimated and used
to compare the energy consumption of a quadcopter at different turbulence lev-
els. Because of time constraints, work remains to be done with regards to vali-
dating the signal processing algorithm and applying it to the data from different
turbulence cases. A sample audio spectrum can be seen in Figure A.9.
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(a) Full spectrogram from a quadcopter
flight. The background noise from the
tunnel has been removed to isolate the
signal of the quadcopter.
(b) Section of spectrogram from (a). In
the region of interest, between approx-
imately 1kHz and 1.6kHz, two distinct
bands can be see which correspond to the
front two propellers (lower frequency)
and the rear two (higher frequency).
Figure A.9: Audio spectrum for quadcopter flight at TI = 13.15%. By comparing
the location of the frequency bands shown in (b) for the same quadcopter at
different turbulence intensities, a baseline estimate can be made as to whether
flying in higher turbulence requires more or less energy.
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