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Abstract
Baksalary and Baksalary [Linear Algebra Appl. 321 (2000) 3] established a complete solu-
tion to the problem of when a linear combination of two different projectors is also a projector
by listing all situations in which nonzero complex numbers c1, c2 and nonzero complex ma-
trices P1, P2 (P1 /= P2) satisfying P2i = Pi , i = 1, 2, form a matrix P = c1P1 + c2P2 such
that P2 = P. In the present paper, the same problem is considered for generalized projectors
G1 and G2 defined by Groß and Trenkler [Linear Algebra Appl. 264 (1997) 463] as matri-
ces satisfying G2
i
= G∗
i
, i = 1, 2. Their results concerning the sum G1 + G2 and difference
G1 − G2 appear to be very special cases of the general solution established herein.
© 2003 Elsevier Inc. All rights reserved.
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1. Introduction
LetC andCm,n denote the sets of complex numbers and m × n complex matrices.
For given c ∈ C and K ∈ Cm,n, the symbols c¯ and K∗ will mean the conjugate of c
and the conjugate transpose of K. Moreover, CPn and CGPn will stand for the subsets
of Cn,n consisting of projectors and generalized projectors, respectively, i.e., CPn =
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{P ∈ Cn,n : P2 = P} and CGPn = {G ∈ Cn,n : G2 = G∗}. The latter concept has been
introduced by Groß and Trenkler [2, p. 465].
It is well known (cf. Theorem in [3, § 42]) that for any P1, P2 ∈ CPn the sum
P1 + P2 and difference P1 − P2 are projectors if and only if P1P2 = 0 = P2P1 and
P1P2 = P2 = P2P1, respectively. Groß and Trenkler [2, Section 4] solved the same
problems for generalized projectors G1, G2 ∈ CGPn , establishing that the criterion
concerning the sum is the same as for projectors, i.e.,
G1 + G2 ∈ CGPn ⇔ G1G2 = 0 = G2G1, (1.1)
while that concerning the difference changes to the form
G1 − G2 ∈ CGPn ⇔ G1G2 = G∗2 = G2G1. (1.2)
Baksalary and Baksalary [1, Theorem] provided a complete solution to the prob-
lem of when a linear combination of two different projectors is also a projector by
listing all situations in which nonzero c1, c2 ∈ C and nonzero P1, P2 ∈ CPn (P1 /=
P2) form a matrix P = c1P1 + c2P2 such that P2 = P. Moreover, they pointed out
that in the particular case where P1 and P2 are orthogonal projectors, i.e., P2i = Pi =
P∗i , i = 1, 2, there are no linear combinations P on the list mentioned above other
than P = P1 + P2, P = P1 − P2, and P = −P1 + P2. The purpose of the present
paper is to consider the same problem for generalized projectors. The results in The-
orems 5 and 6 of Groß and Trenkler [2] appear to be very special cases of the general
solution established herein. Moreover, it is emphasized how substantially the number
of solutions decreases when the class of linear combinations under consideration is
restricted by the requirement that the scalars involved in them are real.
2. Main result and corollaries
A complete solution to the problem considered in this paper is given in the fol-
lowing.
Theorem. For nonzero c1, c2 ∈ C and nonzero generalized projectors G1 and G2,
G1 /= G2, let G be the linear combination of the form
G = c1G1 + c2G2. (2.1)
Moreover, let
γi = c¯i − c
2
i
c1c2
, i = 1, 2, (2.2)
and let
S0 =
{
1,− 12 −
√
3
2 i,− 12 +
√
3
2 i
}
, (2.3)
S1 =
{
−1,− 32 −
√
3
2 i,− 32 +
√
3
2 i
}
, (2.4)
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S2 =
{√
3i, 12 +
√
3
2 i,
3
2 +
√
3
2 i
}
, (2.5)
S3 =
{
−√3i, 12 −
√
3
2 i,
3
2 −
√
3
2 i
}
. (2.6)
When G1G2 = G2G1, then G is a generalized projector if and only if any of the
following disjoint sets of conditions holds:
(a) G1G2 = 0 and c1 ∈S0, c2 ∈S0;
(b) G1G2 = G∗2 and c1 = 1, c2 ∈S1 or c1 = − 12 −
√
3
2 i, c2 ∈S2 or c1 = − 12 +√
3
2 i, c2 ∈S3;
(c) G1G2 =
(
− 12 −
√
3
2 i
)
G∗2 and c1 = 1, c2 ∈S2 or c1 = − 12 −
√
3
2 i, c2 ∈S3
or c1 = − 12 +
√
3
2 i, c2 ∈S1;
(d) G1G2 =
(
− 12 +
√
3
2 i
)
G∗2 and c1 = 1, c2 ∈S3 or c1 = − 12 −
√
3
2 i, c2 ∈S1
or c1 = − 12 +
√
3
2 i, c2 ∈S2;
(e) G1G2 = G∗1 and c1 ∈S1, c2 = 1 or c1 ∈S2, c2 = − 12 −
√
3
2 i or c1 ∈S3,
c2 = − 12 +
√
3
2 i;
(f) G1G2 =
(
− 12 −
√
3
2 i
)
G∗1 and c1 ∈S1, c2 = − 12 +
√
3
2 i or c1 ∈S2, c2 = 1
or c1 ∈S3, c2 = − 12 −
√
3
2 i;
(g) G1G2 =
(
− 12 +
√
3
2 i
)
G∗1 and c1 ∈S1, c2 = − 12 −
√
3
2 i or c1 ∈S2, c2 =
− 12 +
√
3
2 i or c1 ∈S3, c2 = 1;
(h) G1G2 = −(G∗1 + G∗2) and c1, c2 are any nonzero solutions to the equations
c¯1 − c21 = −2c1c2 = c¯2 − c22;
(i) G1G2 =
(
1
2 −
√
3
2 i
)
G∗1 +
(
1
2 +
√
3
2 i
)
G∗2 and c1, c2 are any nonzero solutions to
the equations (1 + √3i)(c¯1 − c21) = 4c1c2 = (1 −
√
3i)(c¯2 − c22);
(j) G1G2 =
(
1
2 +
√
3
2 i
)
G∗1 +
(
1
2 −
√
3
2 i
)
G∗2 and c1, c2 are any nonzero solutions to
the equations (1 − √3i)(c¯1 − c21) = 4c1c2 = (1 +
√
3i)(c¯2 − c22);
(k) G1G2 = 12 (γ1G∗1 + γ2G∗2) and c1, c2 ∈S0 are any nonzero solutions to the
equation γ 21 + 2γ2 =
(
− 12 −
√
3
2 i
)
(γ 22 + 2γ1) or to the equation γ 21 + 2γ2 =(
− 12 +
√
3
2 i
)
(γ 22 + 2γ1), where γ 21 + 2γ2 /= 0 and (consequently) γ 22 + 2γ1
/= 0.
On the other hand, when G1G2 /= G2G1, then G is a generalized projector if and
only if
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(l) c1c2(G1G2 + G2G1) = (c¯1 − c21)G∗1 + (c¯2 − c22)G∗2 and c1, c2 are any nonzero
solutions to the equation (c¯1 − c21)(c¯2 − c22) = c21c22.
Proof. When c1, c2 ∈ C and G1, G2 ∈ CGPn , then the matrix (2.1) satisfies G2 = G∗
if and only if
(c¯1 − c21)G∗1 + (c¯2 − c22)G∗2 = c1c2(G1G2 + G2G1),
which with the use of notation (2.2) may be reexpressed as
γ1G∗1 + γ2G∗2 = G1G2 + G2G1. (2.7)
Premultiplying and postmultiplying (2.7) by G1 yields
γ1G1G∗1 + γ2G1G∗2 = G∗1G2 + G1G2G1 (2.8)
and
γ1G∗1G1 + γ2G∗2G1 = G1G2G1 + G2G∗1, (2.9)
respectively. In view of
GiG∗i = G3i = G∗i Gi , i = 1, 2,
comparing (2.8) with (2.9) leads to
γ2(G1G∗2 − G∗2G1) = G∗1G2 − G2G∗1. (2.10)
Since (2.7) is invariant with respect to interchanging the subscripts “1” and “2”, it
also follows that
γ1(G∗1G2 − G2G∗1) = G1G∗2 − G∗2G1. (2.11)
Combining (2.10) and (2.11) leads to
G∗1G2 − G2G∗1 = γ1γ2(G∗1G2 − G2G∗1),
thus showing that a necessary condition for (2.7) is the alternative
G∗1G2 = G2G∗1 or γ1γ2 = 1.
On account of
G4i = (G∗i )2 = (G2i )∗ = Gi , i = 1, 2, (2.12)
it is seen that
G∗1G2 = G2G∗1 ⇒ G1G2 = G∗1G2G∗1 = G2G1
⇒ G∗1G2 = G1G2G1 = G2G∗1.
Consequently, from the considerations above it follows that G2 = G∗ if and only if
either G1G2 = G2G1 and
γ1G∗1 + γ2G∗2 = 2G1G2, (2.13)
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which in this theorem leads to characterizations (a)–(k), or G1G2 /= G2G1 and (2.7)
holds for c1, c2 satisfying
γ1γ2 = 1, (2.14)
which corresponds to case (l).
Every generalized projector is a partial isometry, and hence GiG∗i = G∗i Gi is the
orthogonal projector onto R(Gi ) = R(G∗i ), i = 1, 2, where R(·) denotes the range
(column space). Combining (2.13) with the equality
γ1G2G∗2G∗1 + γ2G∗2 = 2G1G2,
obtained by projecting the matrices on both sides of (2.13) ontoR(G2) and utilizing
G1G2 = G2G1, leads to
γ1(In − G2G∗2)G∗1 = 0.
This condition is fulfilled if and only if
c¯1 − c21 = 0 or G2G∗2G1 = G1, (2.15)
where G1 in the second part of (2.15) stands instead of G∗1 due to the fact that
R(G∗1) = R(G1). Similarly it follows that a consequence of (2.13) is also the al-
ternative
c¯2 − c22 = 0 or G1G∗1G2 = G2. (2.16)
Since c ∈ C is a nonzero solution to the equation c¯ − c2 = 0 if and only if c ∈S0,
where S0 is specified in (2.3), combining (2.15) and (2.16) shows that if G1G2 =
G2G1, then Eq. (2.13) is to be considered in the following four disjoint cases:
c1 ∈S0, c2 ∈S0, (2.17)
c1 ∈S0, c2 ∈S0, G1G∗1G2 = G2, (2.18)
c1 ∈S0, c2 ∈S0, G2G∗2G1 = G1, (2.19)
c1 ∈S0, c2 ∈S0, G1G∗1G2 = G2, G2G∗2G1 = G1. (2.20)
In the case (2.17), Eq. (2.13) reduces to G1G2 = 0, thus leading to part (a). In the
next case, Eq. (2.13) may be expressed in the form
G∗2 = 2γ −12 G1G2, (2.21)
whence it is seen that the third condition in (2.18) is actually redundant. Since
every generalized projector is a quadripotent matrix, combining (2.21) with G1G2 =
G2G1 leads to
G2 = (G∗2)2 = 4γ −22 G∗2G∗1. (2.22)
From (2.21) and (2.22) it follows that (2γ¯ −12 − 4γ −22 )G∗2G∗1 = 0, and because
G1G2 = G2G1 must be nonzero, this equation is fulfilled if and only if 2γ¯ −12 −
(2γ −12 )2 = 0, i.e., if and only if 2γ −12 ∈S0. In view of (2.2) and the fact that, ac-
cording to (2.3), c ∈S0 ⇔ c−1 ∈S0, this means that 12γ2 ∈S0, where, on account
of (2.2),
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1
2γ2 =
c¯2−c22
2c1c2 . (2.23)
It follows, therefore, that solutions should be sought in nine different situations, cor-
responding to all possible pairs
(
c1,
1
2γ2
) ∈S0 ×S0.
First notice that if 12γ2 specified in (2.23) is equal to 1, then the equation for c2
takes the form
c¯2 − c22 = 2c2 (2.24)
when c1 = 1, the form
c¯2 − c22 = (−1 −
√
3i)c2 (2.25)
when c1 = − 12 −
√
3
2 i, and the form
c¯2 − c22 = (−1 +
√
3i)c2 (2.26)
when c1 = − 12 +
√
3
2 i. Straightforward calculations show that the sets of solutions
to the Eqs. (2.24)–(2.26) areS1,S2, andS3 specified in (2.4)–(2.6), respectively.
Substituting 2γ −12 = 1 into (2.21) yields G1G2 = G∗2, thus completing the set of
conditions in part (b). Further, it follows that if 12γ2 = − 12 −
√
3
2 i, then (2.21) takes
the form G1G2 =
(
− 12 −
√
3
2 i
)
G∗2 and, on account of (2.23), the corresponding
equations for c2 are: (2.25) when c1 = 1, (2.26) when c1 = − 12 −
√
3
2 i, and (2.24)
when c1 = − 12 +
√
3
2 i. Similarly, if
1
2γ2 = − 12 +
√
3
2 i, then (2.21) takes the form
G1G2 =
(
− 12 +
√
3
2 i
)
G∗2 and the corresponding equations for c2 are: (2.26) when
c1 = 1, (2.24) when c1 = − 12 −
√
3
2 i, and (2.25) when c1 = − 12 +
√
3
2 i. These ob-
servations conclude the proofs of (c) and (d).
From (2.18) and (2.19) it is clear that parts (e)–(g) are counterparts to (b)–(d),
respectively. Consequently, only the case (2.20) remains to be examined for com-
pleting considerations concerning the situation where G1G2 = G2G1. On account
of (2.12) and G∗1G1G2 = G2, G1G2G∗2 = G1, premultiplying and postmultiplying
(2.13) by γ1G∗1 and γ2G∗2 yields
γ 21 G1 + γ1γ2G∗1G∗2 = 2γ1G2 and γ1γ2G∗1G∗2 + γ 22 G2 = 2γ2G1,
and hence
(γ 21 + 2γ2)G1 = (γ 22 + 2γ1)G2. (2.27)
Since G1 and G2 are assumed to be nonzero, if any of the equations
γ 21 + 2γ2 = 0 and γ 22 + 2γ1 = 0 (2.28)
holds, then the other must hold as well. There are four such possibilities: γ1 = 0,
γ2 = 0; γ1 = −2, γ2 = −2; γ1 = 1 −
√
3i, γ2 = 1 +
√
3i; γ1 = 1 +
√
3i, γ2 = 1 −√
3i. The first of them corresponds to c1 ∈S0, c2 ∈S0, which is in a contradic-
tion with (2.20), while the remaining three lead to (h)–(j) by quite straightforward
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computations referring to (2.2) and (2.13). On the other hand, if γ 21 + 2γ2 /= 0 and
γ 22 + 2γ1 /= 0, then also γ12 specified as
γ12 = γ
2
1 + 2γ2
γ 22 + 2γ1
is nonzero and (2.27) may be reexpressed as
G2 = γ12G1. (2.29)
Hence R(G1) = R(G2), and therefore the orthogonal projectors G1G∗1 = G31 and
G2G∗2 = G32 are identical. Consequently, (2.29) implies that (1 − γ 312)G31 = 0, which
on account of G41 = G1 and G1 /= 0 is equivalent to γ12 ∈S0. It is clear that γ12 can-
not be equal to one, for then (2.29) would yield G1 = G2, contrary to the assumption.
The remaining two possibilities, comprised in this theorem in (k), follow by setting
γ12 = − 12 −
√
3
2 i and γ12 = − 12 +
√
3
2 i, respectively, into (2.29).
Since the characterization provided in part (l) is straightforwardly obtainable by
substituting (2.2) into (2.7) and (2.14), and the sufficiency of each of the sets of
conditions in parts (a)–(l) follows by direct verification of (2.7), the proof is com-
plete. 
From (2.3) it is seen that part (a) of Theorem covers the result (1.1) concerning
the sum G1 + G2, originally established by Groß and Trenkler [2, Theorem 5]. Sim-
ilarly, part (b) covers a version of their result concerning the difference G1 − G2,
reexpressed in the present paper in form (1.2). In this context, it is interesting to
show how substantially the number of solutions to the problem decreases when c1
and c2 are restricted to be real.
Corollary 1. For nonzero c1, c2 ∈ R and nonzero generalized projectors G1 and
G2, G1 /= G2, a linear combination G = c1G1 + c2G2 is a generalized projector if
and only if it admits any of the following characterizations:
(a) G = G1 + G2, provided that G1G2 = 0 = G2G1;
(b) G = G1 − G2, provided that G1G2 = G∗2 = G2G1;
(c) G = −G1 + G2, provided that G1G2 = G∗1 = G2G1;
(d) G = −G1 − G2, provided that G1G2 = −(G∗1 + G∗2) = G2G1;
(e) G = cG1 + (1−c)G2 for any c ∈R\{0, 1}, provided that G1G2 /= G2G1 and
G1G2 +G2G1 = G∗1 +G∗2, the latter condition being equivalent to (G1 −G2)2= 0.
Proof. Parts (a)–(c) of this corollary follow straightforwardly by noting that c1 =
1, c2 = 1 is the only pair of real numbers satisfying the conditions in part (a) of
Theorem, that c1 = 1, c2 = −1 and c1 = −1, c2 = 1 are the only such pairs corre-
sponding to its parts (b) and (e), and that there are no pairs of real numbers which
fulfill conditions involved in (c), (d), (f), and (g). Part (d) of the present corollary
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follows by replacing c¯1 and c¯2 in the equations in (h) by c1 and c2, which in view of
c1 /= 0 and c2 /= 0 leads to the pair of linear equations
c1 − 2c2 = 1 and 2c1 − c2 = −1
having the unique solution c1 = −1, c2 = −1. Further, it is clear that if c1, c2 ∈ R,
then the equations for c1 and c2 in (i) and (j) cannot be fulfilled unless c1c2 = 0,
which contradicts the assumption c1 /= 0, c2 /= 0. Moreover, it follows that there is
also no positive answer to the problem in question when it is considered in the situ-
ation labeled in Theorem as (k). In fact, if γ1, γ2 ∈ R, which is an immediate conse-
quence of c1, c2 ∈ R, then each of two scalar equations occurring in (k) is equivalent
to the conjunction (2.28), thus having γ1 = −2, γ2 = −2 as the unique nonzero real
solution. But then γ 21 + 2γ2 = 0, contrary to the requirement involved in that part
of Theorem. Finally, it can easily be verified that for real c1 and c2 the equation
(c¯1 − c21)(c¯2 − c22) = c21c22 characterizing these scalars in part (l) of Theorem yields
c1 + c2 = 1. Then it immediately follows that the matrix equation involved therein
simplifies to the form revealed in part (e) of this corollary. 
It is clear that if the problem considered in this paper is restricted to convex com-
binations of G1 and G2, then merely part (e) of Corollary 1 can be taken into account,
thus leading to the following solution.
Corollary 2. For any c ∈ (0, 1), a convex combination G = cG1 + (1 − c)G2 of
nonzero generalized projectors G1 and G2, G1 /= G2, is also a generalized projector
if and only if G1G2 /= G2G1 and G1G2 + G2G1 = G∗1 + G∗2, the latter condition
being equivalent to (G1 − G2)2 = 0.
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