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Abstract—The opportunistic routing has great advantages on 
improving packet delivery probability (𝑷𝒔𝒄 ) between the source 
node and candidate forwarding set. For improving 𝑷𝒔𝒄  and 
reducing energy consumption and network interference, in this 
paper, we propose an efficient and reliable transmission power 
control based opportunistic routing (ERTO) for wireless ad hoc 
networks. In ERTO, the network interference and fading, which are 
critical to routing performances but not taken into account in 
previous works, are considered during the prediction of 𝑷𝒔𝒄. The 
𝑷𝒔𝒄, the expected energy consumption, and the relationship between 
transmission power and node degree are considered to optimize the 
optimal transmission power and forwarding node degree jointly. 
For improving routing effectiveness and reducing computational 
complexity, we introduce the multi-objective optimization and 
Pareto optimal into ERTO. During the routing process, nodes 
calculate the optimal transmission power and forwarding node 
degree according to the properties of the Pareto optimal solution set. 
Based on these innovations, the energy consumption, the 
transmission delay, and the throughout have been improved greatly.  
Keywords—Topology control, Opportunistic routing, Ad Hoc 
network, Multi-objective optimization 
I. INTRODUCTION 
In ad hoc network, the routing algorithm design is important 
because it guarantees reliable and efficient data transmission 
between source node and destination node. There are two 
different kinds of routing strategies: deterministic routing and 
opportunistic routing. The main disadvantage of deterministic 
routing is that it simply applies the operations and principles 
inherited from legacy routing solutions which were initially 
conceived for wired networks. So, it cannot adapt well on wireless 
applications [1]. Thus, opportunistic routing has been proposed. 
Compared with deterministic routing, it can improve network 
capability successfully, especially packet delivery probability [2-
3] between the sender and candidate forwarding set (CFS) [1-3]. 
Many opportunistic routing algorithms have been proposed in 
recent years, such as [4-8]. 
However, there are some limitations on these previous works. 
First, in the previous works which improve packet delivery 
probability by power control, network interference or fading 
(which cannot be neglected in practical) is not taken into account. 
For instance, in [4], [5], and [7], both interference and fading 
channel are not considered; in [6] and [8], the interference 
between different nodes are ignored. Second, in previous works 
(such as [6] and [8]), one-hop energy consumption is not 
considered. Even in [4] and [5], the one-hop energy consumption 
is taken into account, the model used in these algorithms is not 
practical. For instance, during estimating one-hop energy 
consumption, the interference and fading are not used in these two 
algorithms, so the performance in practice is not as good as that 
in simulation. Finally, in previous works, the transmission power 
and relay node degree are optimized separately. However, 
considering the conclusions in [9], when nodes are uniformly 
distributed, the number of nodes in the coverage area under 
specific transmission power follows a specific distribution. So, 
during topology control, the transmission power and the number 
of nodes in CFS should be optimized jointly rather than separately. 
For instance, if the optimal transmission power is P and the 
optimal forwarding node number is n by mathematical calculation, 
but the combination of this transmission power and number of 
nodes in CFS may not exist or exist with low probability in 
practice, the routing performance will deteriorate. 
For solving the limitations of prior arts, in this paper, we 
propose a probability prediction based effective and reliable 
topology control algorithm for opportunistic routing, shorted as 
ERTO. Our proposed algorithm can solve the limitations of prior 
arts. First, compared with previous works, our proposed 
algorithm does not need probe packets, so the cost of 
communication resources is reduced. Second, during the 
prediction of 𝑃𝑠𝑐 and one-hop energy consumption, our proposed 
algorithm takes both fading and network interference into account. 
Third, note the fact that the transmission power and the number 
of forwarding nodes are related, so we optimize the transmission 
power and the number of forwarding nodes jointly to increase 𝑃𝑠𝑐 
and reduce one-hop energy consumption. Finally, for solving the 
NP-hard problem presented in Section I.B, we introduce the 
Pareto optimal solution set into this algorithm to achieve tradeoff 
between these three optimization objectives and reduce the 
computational complexity. 
II. NETWORK MODEL 
Suppose the nodes in network are deployed uniformly [9]. 
Two nodes can communicate with each other only when the 
distance between these two nodes is smaller than their 
transmission ranges. For instance, as shown in the Fig. 1, the node 
s and node r can communicate with each other when 𝑑𝑠𝑟 ≤ 𝑟𝑠 and 
𝑑𝑠𝑟 ≤ 𝑟𝑟 , where 𝑑𝑠𝑟  is the Euclidean distance between node s and 
node r, 𝑟𝑠 and 𝑟𝑟  are the transmission ranges of node s and node r, 
respectively. In this paper, we assume that the nodes in the 
network know their locations and can exchange their locations 
periodically. Only the neighbor nodes whose distances to 
destination node are smaller than source node have chance to be 
selected as candidate forwarding nodes. Therefore, we define the 
candidate forwarding area as follows. 
Definition 1: The candidate forwarding area of node s for 
transmitting data to destination node d is defined as the 
intersection area of two circles 𝐶(𝑠, 𝑟𝑠) and 𝐶(𝑑, 𝑑𝑑𝑠), i.e., the red 
area in Fig.1; 𝐶(𝑑, 𝑑𝑑𝑠)  means the circle with the center is 
destination node d and radius is 𝑑𝑑𝑠. 
Definition 2: The CFS of node s when transmits data packet to 
the destination node d is defined as the set of nodes which locate 
in the candidate forwarding area, which can be expressed as: 
𝑅𝑠→𝑑(𝑠, 𝑑𝑑𝑠) = {1,2, . . . , 𝑖|𝑑𝑑𝑖 ≤ 𝑑𝑑𝑠}. 
Definition 3: The forwarding node degree of node s is defined as 
the number of nodes whose distances to the destination node are 
smaller than node s, denoted by 𝑛𝑟𝑒𝑙. 
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Fig. 1. The network model for opportunistic routing. 
III. OPTIMIZATION MODEL 
A. Packet delivery probability between sender and CFS (𝑃𝑠𝑐) 
There are two different kinds of packet delivery probabilities: 
1) the packet delivery probability between the sender and one 
forwarding node i in CFS, known as 𝑃𝑠𝑖; 2) the packet delivery 
probability between the sender and CFS, known as 𝑃𝑠𝑐 . Notice 
that in opportunistic routing, the forwarding nodes in CFS are all 
one-hop neighbors of the sender. According to the definition of 
𝑃𝑠𝑐, which is the probability that the data packet sent by the sender 
can be received by at least one forwarding node in CFS 
successfully. The 𝑃𝑠𝑐  can be calculated as: 
 𝑃𝑠𝑐 = 1 − ∏ (1 − 𝑃𝑠𝑖)
𝑛𝑟𝑒𝑙
𝑖=1     (1) 
where 𝑛𝑟𝑒𝑙 is the forwarding node degree that is defined in the 
Definition 3. According to (1), we can conclude that 𝑛𝑟𝑒𝑙 and 𝑃𝑠𝑖  
can affect 𝑃𝑠𝑐 . So in the following of this section, we will 
investigate the effects of these two parameters on the 
performances of 𝑃𝑠𝑐 in detail.  
In the wireless network, whether the packet can be received 
successfully by the receiver relates to both the sender’s 
transmission power and the interference at the receiver [10]. The 
interference at the receiver is defined as the summation of 
interference nodes’ transmission power at the receiver [11]. The 
interference node is defined as the node whose transmission range 
covers this receiver. This is the natural properties of wireless 
communication. The nodes not only can affect their neighbors’ 
data transmission but also can be affected by their interference 
nodes. Therefore, the 𝑃𝑠𝑖  shown in (1) is affected by both the 
transmission power of sender s and the interference of receiver i. 
Moreover, not only interference but also fading has a great effect 
on 𝑃𝑠𝑖; however, calculating 𝑃𝑠𝑖  and 𝑃𝑠𝑐 in opportunistic routing 
under the fading environment has not been investigated in 
previous works. Based on these facts, we propose the  𝑃𝑠𝑖  and 𝑃𝑠𝑐 
prediction algorithm for opportunistic routing under interference 
and fading environment.  
Corollary 1. In interference and fading environment, the 
probability that the data packet sent by the sender can be received 
successfully by CFS is: 
𝑃𝑠𝑐(𝑃𝑇𝑠, 𝑛𝑟𝑒𝑙)  
= 1 − ∏ (1 − 𝑒𝑥𝑝 [−
𝛽𝑃𝑛𝑑𝑟𝑠
𝜂
𝑃𝑇𝑠𝐾
] ∏
1
1+
𝛽𝑃𝑇𝑖
𝐺𝑃𝑇𝑠(𝑑𝑟𝑖/𝑑𝑟𝑠)
𝜂
𝑚
𝑖=1 )
𝑛𝑟𝑒𝑙
𝑖=1     (2) 
where 𝑃𝑇𝑠  is the transmission power of sender s; 𝑑𝑠𝑟  is the 
distance between sender and receiver; 𝜂 is the propagation loss 
coefficient, where 2 ≤ 𝜂 ≤ 5  depends on the geometry of 
propagation environment [12]; K is the overall antenna gain and 
equals to (𝐺𝑡𝐺𝑟𝜆
2)/((4𝜋)2𝛤) , where 𝐺𝑡  and 𝐺𝑟  are the 
transmission and reception antenna gain, respectively; 𝛤  is the 
system loss;   is signal wavelength; G is the processing gain [13], 
𝑃𝑛 is the noise power at receiver, 𝑃𝑇𝑖 is the transmission power of 
ith interference nodes (except sender s), 𝑑𝑟𝑖  is the distance 
between receiver and its interference node. 
Proof. In the fading environment, given the transmission power 
of sender and CSMA/CA channel access, the received power at 
the receiver can be expressed as [14]: 
 𝑃𝑅𝑑 =
𝐾𝛼𝑟𝑠
2
𝑑𝑠𝑟
𝜂 𝑃𝑇𝑠    (3) 
where 𝛼𝑟𝑠
2  is transmission exponential variable with unit mean 
due to Rayleigh fading [14].  
Assuming that node s wants to send packet to node r and there 
are m interference nodes around node r, and their distances to 
node r are 𝑑𝑟1 , 𝑑𝑟2 , …,  𝑑𝑟𝑚 , respectively; the exponential 
variables characterizing the fluctuations in the powers of these 
nodes at node d due to Rayleigh fading are 𝛼𝑟1
2 , 𝛼𝑟2
2 ,….𝛼𝑟𝑚
2 ; 
therefore, the interference and noise at node d can be calculated 
as: 
 𝐼𝑑 =
1
𝐺
∑
𝐾𝛼𝑟𝑖
2
𝑑𝑟𝑖
𝜂 𝑃𝑇𝑖
𝑚
𝑖=1 + 𝑃𝑛    (4) 
Therefore, the signal interference noise ratio (SINR) 𝑆𝑑(𝑃𝑇𝑠) 
at the receiver can be calculated as: 
𝑆𝑑(𝑃𝑇𝑠) =
𝑃𝑅𝑑
𝐼𝑑
=
𝐾𝛼𝑠
2
𝑑𝑟𝑠
𝜂 𝑃𝑇𝑠
1
𝐺
∑
𝐾𝛼𝑖
2
𝑑
𝑟𝑖
𝜂 𝑃𝑇𝑖
𝑚
𝑖=1 +𝑃𝑛
=
𝛼𝑠
2
1
𝐺
∑
𝛼𝑖
2
(𝑑𝑟𝑖/𝑑𝑟𝑠)
𝜂
𝑃𝑇𝑖
𝑃𝑇𝑠
𝑚
𝑖=1 +
𝑃𝑛𝑑𝑟𝑠
𝜂
𝑃𝑇𝑠𝐾
        (5) 
In the wireless networks, if the receiver can decode the 
received packet correctly, the SINR should above a certain 
threshold level 𝛽. According to (5) and the conclusions in [13], 
the predicted probability that SINR is above the given threshold 
in fading environment can be calculated as: 
𝑃(𝑆𝑑 ≥ 𝛽) = 𝑃𝑠𝑖 = 𝑃 [
𝛼𝑠
2
1
𝐺
∑
𝛼𝑖
2
(𝑑𝑟𝑖/𝑑𝑟𝑠)
𝜂
𝑃𝑇𝑖
𝑃𝑇𝑠
𝑚
𝑖=1 +
𝑃𝑛𝑑𝑠𝑟
𝜂
𝑃𝑇𝑠𝐾
≥ 𝛽]   
= ∫ ∫ . . . .
∞
0
∞
0 ∫ 𝑒𝑥𝑝 (−𝛽 [
1
𝐺
∑
𝛼𝑖
2
(𝑑𝑟𝑖/𝑑𝑟𝑠)
𝜂
𝑃𝑇𝑖
𝑃𝑇𝑠
𝑚
𝑖=1 +
𝑃𝑛𝑑𝑠𝑟
𝜂
𝑃𝑇𝑠𝐾
])
∞
0
∏ 𝑒−𝛼𝑖𝑑𝛼𝑖
𝑚
𝑖=1   
= 𝑒𝑥𝑝 [−
𝛽𝑃𝑛𝑑𝑠𝑟
𝜂
𝑃𝑇𝑠𝐾
] ∏
1
1+
𝛽𝑃𝑇𝑖
𝐺𝑃𝑇𝑠(𝑑𝑟𝑖/𝑑𝑟𝑠)
𝜂
𝑚
𝑖=1                                          (6) 
Therefore, according to (1) and (6), the Corollary 1 holds.  ■ 
Note that, as shown in (2), the more nodes in CFS and the 
larger transmission power of the sender, the higher 𝑃𝑠𝑐  is. 
However, in wireless ad hoc networks, on the one hand, the node 
energy is limited, so the smaller transmission power, the better 
performances; on the other hand, large transmission power causes 
much more serious interference, duplicate transmissions and 
heavier overhead than the small one. Therefore, the transmission 
power should be limited under the constraint of high packet 
delivery probability. 
B. Forwarding node degree 
As shown in (1), one parameter which can affect 𝑃𝑠𝑐  is 
forwarding node degree. The forwarding node degree has been 
defined in Definition 3. Moreover, the number of nodes and 
transmission power are relevant [9]. When the nodes are 
uniformly distributed in the event area, the probability that the 
number of neighbors of node s is n can be expressed as [9]: 
𝑃(𝑛) = (
(𝜌𝛹)𝑛
𝑛!
) 𝑒−𝜌𝛹                            (7) 
where 𝛹 is the coverage area of node s and can be calculated by 
𝛹 = 𝜋𝑟𝑠
2 ,  𝑟𝑠  is the transmission range of node s; 𝜌  is node 
density. 
However, in ERTO, not the whole coverage area of the sender 
is taken into account during forwarding node selection. The 
interesting area is the candidate forwarding area which has been 
defined in Definition 1. So the (7) cannot be used directly to 
calculate the probability of forwarding node degree under specific 
transmission power. Therefore, we give the corollary 2 as follows. 
Corollary 2. In ERTO, the candidate forwarding area   can be 
calculated as: 
𝛥 = 𝑟𝑠
2 ⋅ 𝑎𝑟𝑐𝑐𝑜𝑠
𝑟𝑠
2𝑑𝑑𝑠
+ 𝑑𝑑𝑠
2 [(𝜋 − 2 𝑎𝑟𝑐𝑐𝑜𝑠
𝑟𝑠
2𝑑𝑑𝑠
) − 𝑠𝑖𝑛 (𝜋 −
                                         2 𝑎𝑟𝑐𝑐𝑜𝑠
𝑟𝑠
2𝑑𝑑𝑠
)]                                         (8) 
where the transmission range of sender s is 𝑟𝑠  and the distance 
between sender s and destination d is 𝑑𝑑𝑠. 
Proof. This can be gotten easily based on the Fig. 1 and 
Geometry Theory. For saving space, we omit the proof.   ■ 
Therefore, the probability that there are 𝑛𝑟𝑒𝑙  nodes in the 
candidate forwarding area when the transmission power is 𝑃𝑇𝑠  
can be calculated as: 
                           𝑃𝑟𝑛𝑑(𝑃𝑇𝑠, 𝑛𝑟𝑒𝑙) = (
(𝜌𝛥)𝑛𝑟𝑒𝑙
𝑛𝑟𝑒𝑙!
) 𝑒−𝜌𝛥                   (9) 
The forwarding node degree and transmission power of the 
sender should make 𝑃𝑟𝑛𝑑(𝑃𝑇𝑠, 𝑛𝑟𝑒𝑙) as large as possible. 
C. Expected energy consumption 
As discussed in Section 1, the larger transmission power, the 
higher packet delivery probability. However, when the 
transmission power is large, the energy consumption will be 
serious. This is not suitable for wireless nodes whose energy is 
limited. Therefore, in this section, we investigate the expected 
energy consumption model between the sender and CFS based on 
the conclusions in Section IV.A and Section IV.B. The conclusion 
is expressed by the Corollary 3. 
Corollary 3. In ERTO, the one-hop expected energy cost that 
incurred by the node s (with transmission power is 𝑃𝑇𝑠) sending a 
packet to the nodes in 𝑅𝑃𝑇𝑠(𝑠), can be calculated as: 
 ℂ𝑠(𝑃𝑇𝑠, 𝑛𝑟𝑒𝑙) =
(𝑛𝑟𝑒𝑙𝐸𝑟+𝜉𝑃𝑇𝑠)𝛿
(1−∏ (1−𝑃𝑠𝑖)
𝑛𝑟𝑒𝑙
𝑖=1
)
2       (10) 
where 𝛿 = 𝐿/𝐵;  L is the data packet size and B is bandwidth; 𝜉 is 
the consumption coefficient for data packet transmission; 𝑃𝑠𝑖  can 
be calculated based on (10), which has taken fading and 
interference into account; 𝐸𝑟  is the energy consumption for the 
reception.  
Proof. Considering sender s and its CFS 𝑅𝑃𝑇𝑠(𝑠)  with 
transmission power 𝑃𝑇𝑠 . Let ℂ𝑠(𝑃𝑇𝑠, 𝑛𝑟𝑒𝑙)  denotes the one-hop 
expected energy cost incurred by node s sends a packet to the 
nodes in 𝑅𝑃𝑇𝑠(𝑠). Therefore, according to [4] and [5], ℂ𝑠(𝑃𝑇𝑠, 𝑛𝑟𝑒𝑙) 
can be calculated as: 
 ℂ𝑠(𝑃𝑇𝑠, 𝑛𝑟𝑒𝑙) =
𝐸𝑠
𝑃𝑠𝑐(𝑃𝑇𝑠,𝑛𝑟𝑒𝑙)
   (11) 
where 𝐸𝑠  is the energy needed by the packet transmission and 
reception from the sender to CFS. Based on the conclusion in [4] 
and [5], the 𝐸𝑠 can be calculated as: 
 𝐸𝑠 = (|𝑅𝑃𝑇𝑠(𝑠)|𝐸𝑟 + 𝐸𝑃𝑇𝑠)𝐸{𝑇𝑃𝑇𝑠(𝑠)} ⋅
𝐿
𝐵
   (12) 
where 𝐸𝑃𝑇𝑠 is the energy consumption for data transmission with 
power 𝑃𝑇𝑠.  
In this paper, for simplifying the calculation, we assume that 
the L and B keep constant during the calculation. 𝐸{𝑇𝑃𝑇𝑠(𝑠)} is 
the mean energy consumption that the packet transmitted by the 
sender can be received by the receiver successfully by 𝑇𝑃𝑇𝑠(𝑠) 
times attempt, which can be calculated as [4]: 
𝐸{𝑇𝑃𝑇𝑠(𝑠)} = ∑ 𝑙 ×
∞
𝑙=0 𝑃𝑡𝑟{𝑇𝑃𝑇𝑠(𝑠) = 𝑙} =
1
(1−∏ (1−𝑝𝑖)
𝑛𝑟𝑒𝑙
𝑖=1
)
       (13) 
where 𝑃𝑡𝑟{𝑇𝑃𝑇𝑠(𝑠) = 𝑙} is the probability that 𝑇𝑃𝑇𝑠(𝑠) equals to l 
and can be calculated as: 𝑃𝑡𝑟{𝑇𝑃𝑇𝑠(𝑠) = 𝑙} = (∏ (1 − 𝑝𝑖)
𝑛𝑟𝑒𝑙
𝑖=1 )
𝑙−1
(1 −
∏ (1 − 𝑝𝑖)
𝑛𝑟𝑒𝑙
𝑖=1 ). Since 𝑃𝑠𝑐(𝑃𝑇𝑠, 𝑛𝑟𝑒𝑙) has been calculated by (1), so 
the Corollary 3 holds.             ■ 
IV. TOPOLOGY CONTROL BASED OPPORTUNISTIC ROUTING 
A. Optimal Solution Calculation 
As shown in Section III.A, in opportunistic routing, the 𝑃𝑠𝑐 
relates to both forwarding node degree and 𝑃𝑇𝑠. Since the larger 
forwarding node degree is, the higher 𝑃𝑠𝑐 is, the forwarding node 
degree should as large as possible. However, a large forwarding 
node degree needs large transmission power, which consumes 
more energy than the small transmission power. Unfortunately, 
on the one hand, the node energy is limited in wireless ad hoc 
networks; on the other hand, large transmission power causes 
much more serious interference than that in the small one; thus, 
the transmission power should be minimized as far as possible. 
These two optimal objectives are totally opposite and finding the 
optimal solutions for these issues has been proved a NP-hard 
problem [10]. This means that it is impossible to find an optimal 
solution that can make forwarding node degree and 𝑃𝑠𝑐 maximum, 
while network interference and energy consumption minimal at 
the same time. Therefore, in this paper, we introduce the multi-
objective optimization into the calculation of the optimal 
solutions to find the tradeoff between these optimal objectives. 
The issues introduced in Section I can be expressed as: 
 {
max(𝑃𝑠𝑐(𝑃𝑇𝑠, 𝑛𝑟𝑒𝑙), 𝑃𝑟𝑛𝑑(𝑃𝑇𝑠, 𝑛𝑟𝑒𝑙))
min(ℂ𝑠(𝑃𝑇𝑠, 𝑛𝑟𝑒𝑙))
}    
𝑠𝑡. 0 ≤ 𝑃𝑇𝑠 ≤ 𝑃𝑚𝑎𝑥 
0 ≤ 𝑛𝑟𝑒𝑙 ≤ 𝑛                                           (14)  
According to the multi-objective optimization theory [15-16], 
(14), it can be rewritten as: 
min
𝑥∈𝑋0
𝐟(𝐱) = (𝑓1(𝐱), 𝑓2(𝐱), … , 𝑓𝑚(𝐱) )                   (15) 
where 𝐗0 = {𝐱 ∈ ℝ𝑛|𝑔𝑖(𝐱) ≥ 0, 𝑖 = 1,2, … , 𝑝} is the feasible region; 
𝐱 = (𝑥1, 𝑥2, … , 𝑥𝑛)  are the decision variables; 𝑔𝑖(𝐱) ≥ 0, 𝑖 =
1,2, … , 𝑝 are the constraint functions. In this paper, according to 
(14), we have: 𝐱 = (𝑃𝑇𝑠, 𝑛𝑟𝑒𝑙) , 𝑥1 = 𝑃𝑇𝑠 , 𝑥2 = 𝑛𝑟𝑒𝑙 ; these 
functions represent the decision variables that we used in multi-
objective optimization of (15); 𝐟(𝐱) =
(−𝑃𝑠𝑐(𝑃𝑇𝑠, 𝑛𝑟𝑒𝑙), −𝑃𝑟𝑛𝑑(𝑃𝑇𝑠, 𝑛𝑟𝑒𝑙), ℂ𝑠(𝑃𝑇𝑠, 𝑛𝑟𝑒𝑙)) , 𝑓1(𝐱) =
−𝑃𝑠𝑐(𝑃𝑇𝑠, 𝑛𝑟𝑒𝑙) , 𝑓2(𝐱) = −𝑃𝑟𝑛𝑑(𝑃𝑇𝑠, 𝑛𝑟𝑒𝑙) , 𝑓2(𝐱) = ℂ𝑠(𝑃𝑇𝑠, 𝑛𝑟𝑒𝑙) , 
these functions demonstrate the optimization objectives that will 
be calculated in (15) and they can be derived according to (2), (9), 
and (10), respectively; 𝑔1(𝐱) = 𝑃𝑚𝑎𝑥 − 𝑃𝑇𝑠 , 𝑔2(𝐱) = 𝑛 − 𝑛𝑟𝑒𝑙 , 
these functions show the constraint functions of decision variables, 
i.e., the limitations of decision variables. So, the definition of 
Pareto optimal solutions is shown as follwos. 
Definition 4. Assuming that (?̅?𝑇𝑠, ?̅?𝑟𝑒𝑙) ∈ 𝐗
0 , if there is no 
(𝑃𝑇𝑠, 𝑛𝑟𝑒𝑙) ∈ 𝐗
0  which can make 𝑓𝑖(𝑃𝑇𝑠, 𝑛𝑟𝑒𝑙) < 𝑓𝑖(?̅?𝑇𝑠, ?̅?𝑟𝑒𝑙)  (𝑖 =
1,2,3) true, then (?̅?𝑇𝑠, ?̅?𝑟𝑒𝑙) is the Pareto Optimal Solution of (14); 
the set of all Pareto Optimal Solutions is Pareto Optimal Solution 
Set, denoted as R. 
The solutions in Pareto optimal solution do not mean that they 
can satisfy all the optimal objectives shown in (14) 
simultaneously. These optimal solutions can improve the 
performances of optimal objectives on at least one aspect 
compared with the solutions which are not in Pareto optimal 
solution set [15-16]. Moreover, the solutions in Pareto optimal 
solution set do not have comparability [15, 17-18]. For instance, 
solutions A and B are all in Pareto optimal solution set, then we 
cannot say solution A is better (or worse) than solution B. 
There are two different kinds of approaches to calculate the 
Pareto optimal solution set of multi-objective optimization issues 
[15]: 1) the traditional approach; such as, method of objective 
weighting, method of distance functions, min-max formulation, 
etc.; the drawbacks of these traditional algorithms have been 
introduced in [15]; 2) the intelligent optimization approach; the 
intelligent optimization approach includes the genetic algorithm, 
the particle swarm optimization, etc. Since intelligent 
optimization approaches are much more accurate and effective 
than the traditional approach [16], in this paper, we use a genetic 
algorithm (GA) to calculate the Pareto optimal solution set of the 
issues shown in (14). For the GA based algorithms, the NSGA-II 
algorithm is the most popular and accurate one that used to 
calculate the Pareto optimal set. Moreover, the NSGA-II 
algorithm is simple and fast, which can reduce computational 
complexity further. The details of NSGA-II can be found in [16].  
According to Definition 4, there are more than one solution in 
Pareto optimal solution set, so the Pareto optimal solution set R 
can be expressed as: 
𝐑 = {(?̅?𝑇𝑠1, ?̅?𝑟𝑒𝑙1), (?̅?𝑇𝑠2, ?̅?𝑟𝑒𝑙2), … , (?̅?𝑇𝑠𝑛, ?̅?𝑟𝑒𝑙𝑛)}      (16) 
The solutions shown in (16) can be chosen as the optimal 
solution of (14). Notice that not all the optimal solutions in 𝐑 can 
be chosen as the optimal solution of (14). This will be explained 
in the next section. 
B. Topology control algorithm 
In network, the nodes exchange information with their one-
hop neighbors periodically; this information includes location and 
interference, which can be utilized to estimate 𝑃𝑠𝑐 and expected 
energy consumption. The local information is updated based on 
the latest time-stamp in these periodic packets. When the nodes 
get the required information, they will calculate the Pareto 
optimal solution set. Based on the NSGA-II [16], the Pareto 
optimal solution set R can be got. According to the characteristics 
of the solutions in Pareto optimal solution set (which has been 
introduced in Section V.A), any solution in Pareto optimal 
solution set can be chosen as the final optimal solution. However, 
in practice, each node only has one transmission power and 
forwarding node degree, which means that not all the solutions in 
R can be selected. Therefore, according to the Pareto optimal 
solution set, current transmission power, and forwarding node 
degree, there are two different topology control strategies as 
follows. 
1. The current transmission power and forwarding node degree 
are not in Pareto optimal solution set R. 
In this scenario, since the current transmission power and 
forwarding node degree are not in Pareto optimal solution set R, 
the transmission power needs to be adjusted. As shown in [19], 
the relationship between transmission power and forwarding node 
degree is probabilistic in practice, i.e., when the transmission 
power is 𝑃𝑇𝑠
∗ , the forwarding node degree is 𝑛𝑟𝑒𝑙
∗  with the 
probability 𝑃𝑟𝑛𝑑(𝑃𝑇𝑠
∗ , 𝑛𝑟𝑒𝑙
∗ ), which is shown in (9) and Fig. 2. This 
means that the optimal solutions (𝑃𝑇𝑠, 𝑛𝑟𝑒𝑙) in R may not exist or 
exist with low probability in reality. For instance, assuming that 
the current forwarding node degree is 𝑛𝑟𝑒𝑙1 , if the forwarding 
node degree needs to be reduced to 𝑛𝑟𝑒𝑙2, there are many different 
values of 𝑃𝑇𝑠  that can meet this requirement with different 
probabilities. Moreover, as shown in the Fig. 2, assuming that 
(𝑃𝑇𝑠1, 𝑛𝑟𝑒𝑙1) ∈ 𝐑 can make 𝑃𝑠𝑐 maximal and the expected energy 
consumption minimal at the same time, but the probability of  
(𝑃𝑇𝑠1, 𝑛𝑟𝑒𝑙1) calculated by (14) is very low, then if 𝑃𝑇𝑠1 is chosen 
as the optimal transmission power, it is highly probable that the 
forwarding node degree does not equal to 𝑛𝑟𝑒𝑙1 . So, the 
performances of 𝑃𝑠𝑐  and expected energy consumption will 
deteriorate. Therefore, we choose the optimal solutions in R 
which can make (9) with the optimal value as the candidate 
optimal solutions of (14). However, according to the (9) and the 
Fig. 2, the (𝑃𝑇𝑠, 𝑛𝑟𝑒𝑙)  in R (which can make 𝑃𝑟𝑛𝑑(𝑃𝑇𝑠, 𝑛𝑟𝑒𝑙) 
acquired the optimal value) is non-uniqueness. 
 
Fig. 2. The relationship between node degree and transmission power 
As shown in the Fig. 2, if the optimal value of 𝑃𝑟𝑛𝑑  that 
calculated based on the solutions in Pareto optimal solution set is 
P, then the solutions (𝑃𝑇𝑠, 𝑛𝑟𝑒𝑙) are not uniqueness; for instance, 
the solutions in the red area of the Fig. 2 have the same probability 
of P. So, the final the optimal transmission power during these 
solutions needs to be decided based on the values of 𝑃𝑠𝑐  and 
expected energy consumption. Therefore, we define the optimal 
feasible solution set as follows. 
Definition 5. When the optimal probability shown in (9) is P, 
which is calculated based on the solutions in Pareto optimal 
solution set, then the solutions which can make 𝑃𝑟𝑛𝑑 equal to P 
are the elements of the optimal feasible solution set, denoted by 
𝑅∗, where 𝑅∗ ∈ 𝐑. 
For instance, as shown in the Fig.3, the solutions in the red 
area are all the elements of the optimal feasible solution set. 
According to the Definition 5, the feasible region has been 
reduced from Pareto optimal solution set to the optimal feasible 
solution set. The optimal transmission power and forwarding 
node degree will be chosen from the optimal feasible solution set 
𝑅∗. Considering the fact that node performance will be decided 
by the worst node parameter, so for getting a balanced solution 
and reducing computational complexity, we propose the balanced 
optimal solution selection algorithm as follows.   
In the balanced optimal solution selection algorithm, when the 
optimal solution is (𝑃𝑇𝑠𝑖 , 𝑛𝑟𝑒𝑙𝑖), then the corresponding 𝑃𝑠𝑐, 𝑃𝑟𝑛𝑑, 
and ℂ𝑠  will be 𝑃𝑠𝑐𝑖(𝑃𝑇𝑠𝑖 , 𝑛𝑟𝑒𝑙𝑖) , 𝑃𝑟𝑛𝑑𝑖(𝑃𝑇𝑠𝑖 , 𝑛𝑟𝑒𝑙𝑖) , and 
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ℂ𝑠𝑖(𝑃𝑇𝑠𝑖 , 𝑛𝑟𝑒𝑙𝑖), respectively. For different optimal solutions, these 
values are different. The optimal feasible solution set is 
[(𝑃𝑇𝑠1, 𝑛𝑟𝑒𝑙1), (𝑃𝑇𝑠2, 𝑛𝑟𝑒𝑙2), … , (𝑃𝑇𝑠𝑚, 𝑛𝑟𝑒𝑙𝑚)], and the corresponding 
performance set can be expressed as (since the values of  𝑃𝑟𝑛𝑑 are 
equal in optimal feasible solution set, so this set will not include 
it): [(𝑃𝑠𝑐1, ℂ𝑠1), (𝑃𝑠𝑐2, ℂ𝑠2), ⋯ , (𝑃𝑠𝑐𝑚, ℂ𝑠𝑚)], where m is the number 
of solutions in optimal feasible solution set. The variance matrix 
of 𝑃𝑠𝑐 and ℂ𝑠 can be expressed as: 𝜈 = [𝜈𝑃𝑠𝑐, 𝜈ℂ𝑠]. The parameters 
(i.e., 𝑃𝑠𝑐 and ℂ𝑠) whose variance is larger will have a greater effect 
on the optimal solution selection than that of the smaller one [20-
21].  
Since the optimal solutions in the Pareto solution set do not 
have comparability and the values of 𝑃𝑟𝑛𝑑 are equal in the optimal 
feasible solution set, so the 𝑃𝑠𝑐 and ℂ𝑠 shown in performance set 
have properties as follows. 
Corollary 4. In optimal feasible solution set, if 𝑃𝑠𝑐𝑖(𝑃𝑇𝑠𝑖 , 𝑛𝑟𝑒𝑙𝑖) >
𝑃𝑠𝑐𝑗(𝑃𝑇𝑠𝑗 , 𝑛𝑟𝑒𝑙𝑗)  or 𝑃𝑠𝑐𝑖(𝑃𝑇𝑠𝑖 , 𝑛𝑟𝑒𝑙𝑖) < 𝑃𝑠𝑐𝑗(𝑃𝑇𝑠𝑗 , 𝑛𝑟𝑒𝑙𝑗) , there must 
exist ℂ𝑠𝑖(𝑃𝑇𝑠𝑖 , 𝑛𝑟𝑒𝑙𝑖) > ℂ𝑠𝑗(𝑃𝑇𝑠𝑗 , 𝑛𝑟𝑒𝑙𝑗)  or ℂ𝑠𝑖(𝑃𝑇𝑠𝑖 , 𝑛𝑟𝑒𝑙𝑖) <
ℂ𝑠𝑗(𝑃𝑇𝑠𝑗 , 𝑛𝑟𝑒𝑙𝑗) , 𝑖, 𝑗 ∈ (1,2,3, … , 𝑚) , respectively; vice versa. 
Moreover, if 𝑃𝑠𝑐𝑖(𝑃𝑇𝑠𝑖 , 𝑛𝑟𝑒𝑙𝑖) = 𝑃𝑠𝑐𝑗(𝑃𝑇𝑠𝑗 , 𝑛𝑟𝑒𝑙𝑗) , there must exist 
ℂ𝑠𝑖(𝑃𝑇𝑠𝑖 , 𝑛𝑟𝑒𝑙𝑖) ≠ ℂ𝑠𝑗(𝑃𝑇𝑠𝑗 , 𝑛𝑟𝑒𝑙𝑗), vice versa.   
Proof. As shown in (14), the purpose of multi objective 
optimization is to get large 𝑃𝑠𝑐  and small ℂ𝑠  as far as possible. 
Assuming that (𝑃𝑇𝑠1, 𝑛𝑟𝑒𝑙1)  and (𝑃𝑇𝑠2, 𝑛𝑟𝑒𝑙2)  are in optimal 
feasible solution set 𝑅∗ , then 𝑃𝑟𝑛𝑑1(𝑃𝑇𝑠1, 𝑛𝑟𝑒𝑙1) =
𝑃𝑟𝑛𝑑2(𝑃𝑇𝑠2, 𝑛𝑟𝑒𝑙2). Moreover, since 𝑅
∗ ∈ 𝐑, so according to the 
Definition 5, to 𝑃𝑠𝑐1(𝑃𝑇𝑠1, 𝑛𝑟𝑒𝑙1) , ℂ𝑠1(𝑃𝑇𝑠1, 𝑛𝑟𝑒𝑙1) , and 
𝑃𝑟𝑛𝑑1(𝑃𝑇𝑠1, 𝑛𝑟𝑒𝑙1), at least one of these parameters is better than 
that of 𝑃𝑠𝑐2(𝑃𝑇𝑠2, 𝑛𝑟𝑒𝑙2) , ℂ𝑠2(𝑃𝑇𝑠2, 𝑛𝑟𝑒𝑙2) , and 𝑃𝑟𝑛𝑑2(𝑃𝑇𝑠2, 𝑛𝑟𝑒𝑙2) ; 
meanwhile, at least one parameter of 𝑃𝑠𝑐1(𝑃𝑇𝑠1, 𝑛𝑟𝑒𝑙1) , 
ℂ𝑠1(𝑃𝑇𝑠1, 𝑛𝑟𝑒𝑙1) , and 𝑃𝑟𝑛𝑑1(𝑃𝑇𝑠1, 𝑛𝑟𝑒𝑙1)  is worse than that of 
𝑃𝑠𝑐2(𝑃𝑇𝑠2, 𝑛𝑟𝑒𝑙2) , ℂ𝑠2(𝑃𝑇𝑠2, 𝑛𝑟𝑒𝑙2) , and 𝑃𝑟𝑛𝑑2(𝑃𝑇𝑠2, 𝑛𝑟𝑒𝑙2) . Since 
𝑃𝑟𝑛𝑑1(𝑃𝑇𝑠1, 𝑛𝑟𝑒𝑙1) = 𝑃𝑟𝑛𝑑2(𝑃𝑇𝑠2, 𝑛𝑟𝑒𝑙2), so the Corollary 4 holds.                     
■  
Corollary 5. In optimal feasible solution set, the order of 𝑃𝑠𝑐 from 
large to small is the same as that of the corresponding expected 
energy consumption, i.e., large 𝑃𝑠𝑐 means large expected energy 
consumption.  
Proof. The meaning of Corollary 5 can be explained as follows: 
in 𝑅∗ , when 𝑃𝑠𝑐  is the largest, then the corresponding ℂ𝑠  is the 
largest, too; when 𝑃𝑠𝑐 is the second largest, then the corresponding 
ℂ𝑠 is the second largest, too; and so on. For proving the Corollary 
5, we assume that the second largest 𝑃𝑠𝑐 is 𝑃𝑠𝑐2(𝑃𝑇𝑠2, 𝑛𝑟𝑒𝑙2) and the 
corresponding expected energy consumption is ℂ𝑠2(𝑃𝑇𝑠2, 𝑛𝑟𝑒𝑙2). If 
ℂ𝑠2(𝑃𝑇𝑠2, 𝑛𝑟𝑒𝑙2) is not the second largest, then according to the 
properties of Pareto optimal solutions [15], there must exist 
𝑃𝑠𝑐𝑥(𝑃𝑇𝑠𝑥, 𝑛𝑟𝑒𝑙𝑥)  and ℂ𝑠𝑥(𝑃𝑇𝑠𝑥, 𝑛𝑟𝑒𝑙𝑥)  which satisfy 
𝑃𝑠𝑐2(𝑃𝑇𝑠2, 𝑛𝑟𝑒𝑙2) > 𝑃𝑠𝑐𝑥(𝑃𝑇𝑠𝑥, 𝑛𝑟𝑒𝑙𝑥)  and ℂ𝑠2(𝑃𝑇𝑠2, 𝑛𝑟𝑒𝑙2) <
ℂ𝑠𝑥(𝑃𝑇𝑠𝑥 , 𝑛𝑟𝑒𝑙𝑥); this conclusion does not conform the conclusion 
of the Corollary 4. So, the Corollary 5 is proved.    ■ 
The conclusion of Corollary 5 means that in 𝑅∗, when 𝑃𝑠𝑐 is 
large, the corresponding ℂ𝑠 is large, too; vice versa. However, our 
purpose is to find an optimal solution that can make 𝑃𝑠𝑐  the largest 
while ℂ𝑠 is the smallest, which is impossible in 𝑅
∗ according to 
the conclusion of the Corollary 5. So, we need to find a tradeoff 
between 𝑃𝑠𝑐  and ℂ𝑠 . For getting the balanced optimal solution, 
based on the conclusion of the Corollary 5, we choose the 
intermediate value of 𝑃𝑠𝑐  and corresponding ℂ𝑠  in optimal 
feasible solution set as the optimal solution, because this solution 
is more balanced than the other solutions in optimal feasible 
solution set. The intermediate value can be calculated based on 
the principles shown as follows: 
 (1) when the number of solutions in 𝑅∗ is odd, then the optimal 
solution is (𝑃
𝑇𝑠
(𝑚+1)
2
, 𝑛
𝑟𝑒𝑙
(𝑚+1)
2
), where m is the number of solutions 
in 𝑅∗;  
(2) when m is even, two intermediate values can be gotten: 
(𝑃𝑠𝑐𝑚
2
(𝑃𝑇𝑠𝑚
2
, 𝑛𝑟𝑒𝑙𝑚
2
), ℂ𝑠𝑚
2
(𝑃𝑇𝑠𝑚
2
, 𝑛𝑟𝑒𝑙𝑚
2
))  and 
(𝑃𝑠𝑐(𝑚+2)
2
(𝑃
𝑇𝑠
(𝑚+2)
2
, 𝑛
𝑟𝑒𝑙
(𝑚+2)
2
), ℂ
𝑠
(𝑚+2)
2
(𝑃
𝑇𝑠
(𝑚+2)
2
, 𝑛
𝑟𝑒𝑙
(𝑚+2)
2
)). So, we need 
to choose the most appropriate one as the optimal solution. In this 
algorithm, the selection of optimal solution is based on the fact 
that the parameters whose variance are larger having greater 
effects on the algorithm’s performances than the smaller one [20-
21]; therefore, for these two intermediate values, if 𝑣𝑃𝑠𝑐 > 𝑣ℂ𝑠 and 
𝑃𝑠𝑐𝑚
2
(𝑃𝑇𝑠𝑚
2
, 𝑛𝑟𝑒𝑙𝑚
2
) > 𝑃𝑠𝑐 (𝑚+2)
2
(𝑃
𝑇𝑠
(𝑚+2)
2
, 𝑛
𝑟𝑒𝑙
(𝑚+2)
2
)  (where ν𝑃𝑠𝑐  means 
the variance of 𝑃𝑠𝑐), (𝑃𝑇𝑠𝑚
2
, 𝑛𝑟𝑒𝑙𝑚
2
) will be chosen as the optimal 
solution; otherwise, if 𝑣𝑃𝑠𝑐 > 𝑣ℂ𝑠  and 𝑃𝑠𝑐 𝑚
2
(𝑃𝑇𝑠𝑚
2
, 𝑛𝑟𝑒𝑙𝑚
2
)  < 
𝑃𝑠𝑐(𝑚+2)
2
(𝑃
𝑇𝑠
(𝑚+2)
2
, 𝑛
𝑟𝑒𝑙
(𝑚+2)
2
), (𝑃
𝑇𝑠
(𝑚+2)
2
, 𝑛
𝑟𝑒𝑙
(𝑚+2)
2
) will be chosen as the 
optimal solution. If 𝑣𝑃𝑠𝑐 < 𝑣ℂ𝑠 and ℂ𝑠𝑚
2
(𝑃𝑇𝑠𝑚
2
, 𝑛𝑟𝑒𝑙𝑚
2
)  > 
ℂ
𝑠
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2
(𝑃
𝑇𝑠
(𝑚+2)
2
, 𝑛
𝑟𝑒𝑙
(𝑚+2)
2
), (𝑃
𝑇𝑠
(𝑚+2)
2
, 𝑛
𝑟𝑒𝑙
(𝑚+2)
2
) will be chosen as the 
optimal solution; otherwise, if 𝑣𝑃𝑠𝑐 > 𝑣ℂ𝑠 andℂ𝑠𝑚
2
(𝑃𝑇𝑠𝑚
2
, 𝑛𝑟𝑒𝑙𝑚
2
)  < 
ℂ
𝑠
(𝑚+2)
2
(𝑃
𝑇𝑠
(𝑚+2)
2
, 𝑛
𝑟𝑒𝑙
(𝑚+2)
2
) ,  (𝑃𝑇𝑠𝑚
2
, 𝑛𝑟𝑒𝑙𝑚
2
)   will be chosen as the 
optimal solution.  
2. The current transmission power and forwarding node degree 
are in Pareto optimal solution set R.  
In this situation, since the current transmission power and 
forwarding node degree are in Pareto optimal solution set R, 
which are better than the solutions that are not in Pareto solution 
set, for reducing the control cost, the nodes do not adjust their 
transmission power. The reasons that the nodes in this scenario do 
not adjust their transmission powers are: on the one hand, the 
network topology in ad hoc network changes frequently due to 
node mobility or node failure, so the frequent transmission power 
adjustment will consume a large amount of network resources that 
could have been used in packet transmission; on the other hand, 
the current transmission power and forwarding node degree in 
Parte optimal solution set R means that the current network 
performance is good. So, considering the energy consumption and 
control cost by controlling network topology, this tradeoff is 
worthy.  
C. Topology control based opportunistic routing algorithm 
When the optimal transmission power and forwarding node 
degree have been gotten, the sender adjusts its transmission power 
and transmits a data packet to the candidate forwarding set. For 
achieving high 𝑃𝑠𝑐, all the nodes in the candidate forwarding area 
will be chosen as forwarding nodes. Because the 𝑃𝑠𝑖  of each 
forwarding node i has been calculated during topology control, so 
for reducing the computational costs, in ERTO, we use except 
transmission account (ETX) as the performance metric to 
determine the priority of each forwarding node in the candidate 
set. The ETX used in this paper is similar but different from the 
traditional ETX which is defined in ExOR [22]. Because in this 
paper, the calculation of ETX takes both network interference and 
fading into account. Therefore, the ETX can be calculated as: 
                                    𝐸𝑇𝑋(𝑖) = 1 𝑃𝑠𝑖⁄                         (17)  
where 𝑃𝑠𝑖  can be calculated by (6). 
In the candidate set, the node which has small ETX has a high 
priority for packet transmission. Similar to that shown in ExOR, 
this process continues until the packet is received by the 
destination node.  
Corollary 6. The computational complexity of ERTO by using 
NSGA-II is 𝑂(𝑀𝑁2) , where M is the number of optimization 
objectives and N is the population size. 
Proof. As introduced in Section IV.A, the main computational 
complexity of ERTO is the calculation of Pareto optimal solutions. 
In ERTO, the Pareto optimal solution is calculated by NSGA-II 
[16], in which the computational complexity is 𝑂(𝑀𝑁2), so the 
computational complexity of ERTO is 𝑂(𝑀𝑁2)， where M is the 
number of optimization objectives and N is the population size.      
■  
V. SIMULATION AND DISCUSSION 
The constant bit rate (CBR) [2, 23-24] is used in this 
simulation to generate data packet; each CBR data packet is 
transmitted between two nodes which are chosen randomly. The 
number of CBR connection pairs represents the traffic load in the 
network. The larger number of CBR connection pairs, the higher 
traffic load is. The simulation parameters can be found in the 
Table 1. For comparing the performances of ERTO, three 
opportunistic routing algorithms are implemented in this 
simulation: 1) ExOR [22]; 2) TCOR [4]; 3) EEOR [5]. 
TABLE 1. SIMULATION CONFIGURATION 
Parameter Value 
deployment area 1000m×1000m 
initial node transmission range 200m 
packet length 1024bits 
data rate 15Kbps 
initial energy 5J 
maximum transmission power 0.8W 
minimum transmission power 0.1W 
number of nodes 40-120 
receiving power 0.05W 
number of CBR pairs 20-100 
A. Performance under different number of nodes 
The Fig. 3 illustrates the packet delivery probability of these 
four opportunistic routing algorithms. In the Fig. 3, the packet 
delivery probability of ERTO is much higher than that of the other 
three algorithms, such as 40% higher than ExOR and 20% higher 
than EEOR when the number of nodes is 100. With the 
increasement of the number of nodes, the packet delivery 
probability increases obviously in ExOR and ERTO, while the 
growth is slight in TCOR and EEOR. Moreover, when the number 
of nodes is large, the increase in ExOR is smaller than that in 
ERTO. Two parameters can explain this conclusion: the node 
degree and network interference. When the network density is 
small, the node degree is the domain parameter on determining 
packet delivery probability; when the node degree increases, the 
packet delivery probability will also increase. However, with the 
rise of the node density, the network interference becomes more 
and more serious than that in the sparse network; then the network 
interference will be the domain parameter. Since ERTO takes 
network interference into account, the packet delivery probability 
of ERTO increases even in the dense network.  
  
Fig. 3. Packet delivery probability 
under different node densities 
Fig. 4. End-to-end delay under 
different node densities 
  
Fig. 5. Throughput under different 
node densities  
Fig. 6. Packet delivery probability 
under different traffic load 
The performances of end-to-end delay is presented in Fig. 4. 
On the one hand, high packet delivery probability means low 
probability of packet retransmission, which reduces transmission 
delay; so with the increasement of node density, the transmission 
delay decreases. On the other hand, the number of transmission 
hops can also affect the performances of end-to-end delay. Large 
hop numbers mean long transmission delay. Therefore, 
considering both the packet delivery probability and the number 
of transmission hops, the decrease of transmission delay in ExOR 
is larger than that in the other three algorithms. Moreover, since 
the packet delivery probability in ERTO is better than that in 
ExOR, EEOR, and TCOR, the transmission delay in ERTO is the 
smallest. 
In Fig. 5. The throughput of ERTO is the highest among these 
four algorithms. With the increasement of network density, the 
rise of throughput is slight in these four algorithms. The 
throughput of ERTO grows faster with the increasement of node 
density than the other three algorithms. This can be explained as 
follows. On the one hand, when the network density rises, the 
packet delivery probability also increases, so the throughput 
increases with the increasement of the node density; on the other 
hand, the more nodes in the network, the more serious 
interference, which deteriorates the performances of throughput. 
B. Performance under different traffic load 
In Fig. 6, with the increase of traffic load, both the packet 
delivery probabilities of these four algorithms decrease. 
Moreover, the decrease ratio is the largest in ExOR, while it is the 
smallest in ERTO. Similar results can also be found in Fig. 7. In 
Fig. 7, when traffic load increases, on the one hand, the network 
congestion and contention increase, so transmission delay 
increases; on the other hand, due to the packet delivery probability 
decreases, the transmission delay increases further. However, 
since ERTO can adjust transmission power during the routing 
process based on the network interference, the performances of 
packet delivery probability and transmission delay in ERTO are 
all better than that in the other three algorithms. 
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Fig. 7. End-to-end delay under 
different traffic load 
Fig. 8. Throughput under different 
traffic load 
  
Fig. 9. Residual energy of ExOR, 
TCOR, EEOR, and ERTO 
Fig. 10. CFS sizes under low 
network densities 
The throughput of these four algorithms under different traffic 
load has been shown in Fig. 8. In Fig. 8, the performances of 
throughput in ERTO is also the best. When the traffic load 
increases, the throughput decreases. These can be explained as: 1) 
similar to the performances of packet delivery probability and 
transmission delay, when the traffic load increases, the network 
congestion and contention increases, which deteriorates the 
performances of network throughput; 2) when the traffic load 
increases, both packet delivery probability and transmission delay 
become worse than that when the traffic load is small, so the 
throughput decreases further.  
C. Performances of energy consumption under different 
simulation time 
The energy consumption of ERTO is less than that of the other 
three algorithms, which is present in Fig. 9. In Fig. 9, with the 
increasement of simulation time, the residual energy of these four 
algorithms reduces. However, the reduction of ERTO is smaller 
than that of ExOR, EEOR, and TCOR. Even EEOR, TCOR, and 
ERTO take energy consumption into account during the routing 
process, considering the performances of packet delivery 
probability and transmission delay, the energy consumption in 
ERTO is less than that in EEOR and TCOR. In Fig. 10, the CFS 
sizes in different routing algorithms under different network 
densities are presented. With the increasement of the network 
density, the CFS sizes in these four routing algorithms also 
increase. If network density is large enough, the CFS sizes of 
ERTO, TCOR, and EEOR become stable. However, the CFS size 
of ExOR will keep increasing. This is because ERTO, TCOR, and 
EEOR can control transmission power, while ExOR cannot. 
Moreover, since the packet delivery probability of ERTO is 
higher than that of the other three algorithms, the CFS size of 
ERTO is also larger than the other algorithms. 
REFERENCES 
[1] N. Chakchouk, “A Survey on Opportunistic Routing in Wireless 
Communication Networks,” IEEE Communication Survey and Tutorials, 
vol. 17, no. 4, 2015, pp: 2214-2241. 
[2] K. Zeng, W. Lou, H. Zhai, “Capacity of Opportunistic routing in multi-rate 
and multi-hop wireless networks,” IEEE Transactions on Wireless 
Communications, vol. 7, no. 12, pp: 5118-5128, 2008. 
[3] K. Zeng, Z. Yang, W. Lou, “Opportunistic routing in multi-radio multi-
channel multi-hop wireless networks,” IEEE Transactions on Wireless 
Communications, vol. 9, no. 11, pp: 3512-3521, 2010. 
[4] W.L. Rodolfo, A. Boukerche, F.M. Luiz, and A.F.L. Antonio, 
“Transmission power control-based opportunistic routing for wireless 
sensor networks,” in Proceedings of the 17th ACM international conference 
on Modeling, Analysis and simulation of wireless and Mobile systems, 
Montreal, Canada, September. 2014, pp: 219-226. 
[5] X. Mao, S. Tang, X. Xu, X.Y. Li, and H. Ma, “Energy-Efficient 
Opportunistic Routing in Wireless Sensor Networks,” IEEE Transactions 
on Parallel and Distributed Systems, vol. 22, no. 11, 2011, pp: 1934-1942. 
[6] R.W.L. Coutinho, A. Boukerche, L.F.M. Vieira, A.A.F. Loureiro, 
“Geographic and opportunistic routing for underwater sensor networks,” 
IEEE Transactions on Computers, vol. 65, no. 2, 2016, pp: 548-561.  
[7] X. Lv, J. Hao, X. Jia, Z. Han, B. Yang, “Optimal power control based 
opportunistic routing in linear wireless sensor network,” in Proceedings of 
35th Chinese Control Conference, Chengdu, China, 2016, pp: 8402-8407. 
[8] R.W.L. Coutinho, A. Boukerche, A.A.F. Loureiro, “PCR: A power control-
based opportunistic routing for underwater sensor networks,” in 
Proceedings of MSWIM’18, Montreal, Candan, 2018, pp: 173-180. 
[9] C. Bettstetter, “On the minimum node degree and connectivity of a wireless 
multihop network”, In Proceedings of the 3rd ACM International 
Symposium on Mobile Ad Hoc Networking and Computing, Lausanne, 
Switzerland, June 2002, pp: 80-91. 
[10] J. Ma, Q. Zhang, C. Qian, L.M. Ni, “Energy-Efficient Opportunistic 
Topology Control in Wireless Sensor Networks,” in Proceedings of 
MobiOpp’07, San Juan, USA, June 2007, pp: 33-38. 
[11] Z. Lotker, M. Parter, D. Peleg, Y. Pignolet, “Distributed power-first control 
in the SINR model,” in Proceedings of IEEE Conf. Comput. Commun., 
2011, pp: 2525-2533. 
[12] M. Lillat, H. Hartenstein, “An empirical model for probability of packet 
reception in vehicular ad hoc networks,” EURASIP J. Wireless 
Commun.Netw., vol. 2009, no. 1, pp: 1-12, 2009. 
[13] D. Hoang, and R.A. Iltis, “Performance Evaluation of Multi-Hop 
CSMA/CA Networks in Fading Environments,” IEEE Transactions on 
Communication, vol. 56, no. 1, 2008, pp: 112-125. 
[14] B. Sklar, “Rayleigh fading channels in mobile digital communication 
systems part I: characterization,” IEEE Communication Magazine, vol. 35, 
no. 7, 1997, pp: 90-100. 
[15] N. Srinivas, K. Deb, “Multi-objective optimization using nondominated 
sorting in genetic algorithms,” Evolutionary Computation, vol. 2, no. 3, 
1994, pp: 221-248. 
[16] K. Deb, A. Pratap, S. Agarwal, T. Meyarivan, “A Fast and Elitist Multi-
objective Genetic Algorithm: NSGA-II,” IEEE Transactions on 
Evolutionary Computation, vol. 6, no. 2, 2002, pp: 182-197.  
[17] V. Chankong, Y.Y. Haimes, “Multi-objective decision-making theory and 
methodology,” New York: North-Holland, 1983. 
[18] A.E. Hans, “Multi-criteria optimization for highly accurate systems,” in 
Multi-criteria Optimization in Engineering and in the Sciences, vol.37, pp: 
309-354. 
[19] J. Zuo, C. Dong, H.V. Nguyen, S.X. Ng, L.L. Yang, L. Hanzo, “Cross-
Layer Aided Energy-Efficient Opportunistic Routing in Ad Hoc Networks,” 
IEEE Transactions on Communications, vol. 62, no. 2, 2014, pp: 522-535. 
[20] N. Li, J.F.M. Ortega, V.H. Diaz, J.A.S. Fernandez, “Probability prediction 
based reliable opportunistic routing algorithm for VANETs,” IEEE/ACM 
Transactions on Networking, vol. 26, no. 4, pp: 1933-1947, 2018. 
[21] N. Li, J.F.M. Ortega, V.H. Diaz, “Cross-layer and reliable opportunistic 
routing algorithm for Mobile Ad Hoc Networks,” IEEE Sensors Journal, 
vol. 18, no. 13, pp: 5595-5609, 2018. 
[22] S. Biswas, R. Morris, “ExOR: opportunistic multi-hop routing for wireless 
networks,” in Proceeding of the 2005 conference on Applications, 
technologies, architectures, and protocols for computer communications, 
August. 2005, NY, USA, pp: 133-144. 
[23] J.F. Lee, J.M. Chen, W. Liao, H.H. Lee, M.C. Chen, “A practical cross-
layer QoS Mechanism for voice over IP in IEEE 802.11.e WLANs,” in Proc. 
IEEE Multimedia Expo, 2007, pp: 1067-1070. 
[24] D. Kumar, Y. Ryu, H. Jang, “Quality of service (QoS) of voice over MAC 
protocol 802.11 using ns-2,” in Proc. ACM int. Workshop Commun. Des. 
Eval. Cultural Ecological Multimedia Syst., 2008, pp: 39-44. 
 
20 40 60 80 100
0.5
1
1.5
2
2.5
3
3.5
4
Number of CBR connections
E
n
d
-t
o
-e
n
d
 d
e
la
y
(s
)
 
 
ExOR
TCOR
EEOR
ERTO
20 40 60 80 100
0
0.1
0.2
0.3
0.4
0.5
Number of CBR connections
T
h
ro
u
g
h
p
u
t(
%
)
 
 
ExOR
TCOR
EEOR
ERTO
0 50 100 150 200 250 300
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
Simulation time
R
e
s
id
u
a
l 
e
n
e
rg
y
(%
)
 
 
ExOR
TCOR
EEOR
ERTO
10 15 20 25 30 35 40
0
2
4
6
8
10
Number of nodes
C
F
S
 S
iz
e
 
 
ExOR
TCOR
EEOR
ERTO
