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EXPLICIT CONSTRUCTION OF OPTIMAL LOCALLY
RECOVERABLE CODES OF DISTANCE 5 AND 6 VIA BINARY
CONSTANT WEIGHT CODES
LINGFEI JIN
Abstract. It was shown in [7] that the length n of a q-ary linear locally recoverable
code with distance d > 5 is upper bounded by O(dq3). Thus, it is a challenging problem
to construct q-ary locally recoverable codes with distance d > 5 and length approaching
the upper bound. The paper [7] also gave an algorithmic construction of q-ary locally
recoverable codes with locality r and length n = Ωr(q
2) for d = 5 and 6, where Ωr means
that the implicit constant depends on locality r. In the present paper, we present an
explicit construction of q-ary locally recoverable codes of distance d = 5 and 6 via binary
constant weight codes. It turns out that (i) our construction is simpler and more explicit;
and (ii) lengths of our codes are larger than those given in [7].
1. Introduction
Motivated by the problem of designing efficient codes for distributed storage systems,
locally recoverable (or repairable) codes have recently attracted great attention of re-
searchers. A local repairable code is a block code with an additional parameter called
locality.
A block code is called a locally repairable code (LRC for short) with locality r if
every symbol in the encoding is a function of r other symbols (see the precise definition
of locally repairable codes in Section 2.1). This enables recovery of any single erased
symbol in a local fashion by downloading at most r other symbols. On the other hand,
one would like the code to have a good minimum distance to enable recovery of many
erasures in the worst-case. LRCs have been the subject of extensive study in recent
years [8, 6, 16, 18, 10, 13, 5, 15, 19, 20, 3, 11]. LRCs offer a good balance between very
efficient erasure recovery in the typical case in distributed storage systems where a single
node fails (or becomes temporarily unavailable due to maintenance or other causes), and
still allowing recovery of the data from a larger number of erasures and thus safeguarding
the data in more worst-case scenarios.
A Singleton-type bound for LRCs relating its length n, dimension k, minimum dis-
tance d and locality r was first shown in the highly influential work [6]. It states that a
linear locally repairable code C must obey
(1) d(C) 6 n− k −
⌈
k
r
⌉
+ 2.
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Note that any linear code of dimension k has locality at most k, so in the case when r = k
the above bound specializes to the classical Singleton bound d 6 n−k+1, and in general
it quantifies how much one must back off from this bound to accommodate locality.
A linear LRC that meets the bound (1) with equality is said to be an optimal LRC.
This paper focuses on the trade-off between alphabet size and code length for linear codes
that are optimal LRCs. One is thus tempted to make an analogy between optimal LRCs
and MDS codes. The famous MDS conjecture says that there are no non-trivial (meaning,
distance d > 2) MDS codes with length exceeding q+1 where q is its alphabet size, except
in two corner cases (q even and k = 3, or k = q − 1) where the length is at most q + 2.
This conjecture was famously resolved in the case when q is prime by Ball [2].
In view of the result given in [7], we define the following.
Definition 1. Given a prime power q, locality r > 2 and d > 5, define
Nq(d, r) = max{n > 2 : there exists a q-ary linear optimal LRC of length n, distance d and locality r}.
The main purpose of this paper is to give an explicit construction of LRCs that
provides lower bounds on Nq(5, r) and Nq(6, r).
1.1. Known results. The early constructions of optimal LRCs produced codes with
alphabet size that is exponential in code length (see [9, 18]). In [16], another construction
of optimal LRCs was proposed with alphabet size comparable to code length. But the
construction in [16] only produced a specific value of the length n =
⌈
k
r
⌉
(r + 1) which
indicates the rate of the code is very close to 1. Besides, there are some existence results
showed in [16] and [19] where there are less restriction on locality r. However, large
alphabet size which is an exponential function of the code length is required for those
results. A breakthrough construction given in [19] produced optimal LRCs with length
linear in alphabet size although the length of codes is upper bounded by alphabet size.
The idea is to use subcodes of Reed-Solomon codes. Few years later, the construction
in [19] was extended in [10] by using automorphism group of rational function fields. It
turns out that more flexibility on locality can be achieved and the code length can go up
to q + 1, where q is the alphabet size.
Similar to the classical MDS conjecture, one natural question is whether the length of
a q-ary optimal LRC can go beyond q+1. Recently, this question was positively answered
in [13]. By using elliptic curve, it was shown that there exist q-ary optimal LRCs with
length n bigger than q+1 and distance linear in length n. More surprisingly, it was shown
in [14] that there exist q-ary optimal LRCs of distance 3 or 4 and arbitrarily large length,
i.e., there is a family of optimal LRCs of distance 3 or 4 with length tending infinity. Very
recently, it was shown in [7] that the length of an optimal linear LRC of distance d > 5 is
upper bounded by O(dq3). In particular, the length of an optimal linear LRC of distance
5 (and 6, respectively) is upper bounded by O(q2) (and O(q3), respectively). Thus, it is a
challenging problem to construct q-ary LRCs with distance d > 5 and length approaching
the upper bound.
Furthermore, the paper [7] gave an algorithmic construction of q-ary optimal LRCs
with locality r and length n = ηq2 subject to the constraints r > d − 1, (r + 1)|(n + 1)
and η 6
(
1
2(d−1)d−1(r+1)(d−1)/2
)1/⌊ d−3
2
⌋
. Thus, the paper [7] produced (i) a q-ary LRCs with
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locality r > 4, distance d = 5 and length n = (r + 1)⌊ q
2
210×(r+1)3
⌋ ≈ q
2
210×(r+1)2
; and (ii) a
q-ary LRCs with locality r > 5, distance d = 6 and length n = (r + 1)⌊ q
2
2×55×(r+1)3.5
⌋ ≈
q2
2×55×(r+1)2.5
. Precisely speaking, [7] gave the following lower and upper bounds.
Lemma 1.1. If (r + 1)|n and r > 5, then
(r + 1)
⌊
q2
210 × (r + 1)3
⌋
≈
q2
210 × (r + 1)2
6 Nq(5, r) 6
r + 1
r
·
q
q − 1
· q2
and
(r + 1)
⌊
q2
2× 55 × (r + 1)3.5
⌋
≈
q2
2× 55 × (r + 1)2.5
6 Nq(6, r) 6
r + 1
r
·
q
q − 1
· q3.
1.2. Our result and comparison. By making use of parity-check matrices, we present
an explicit construction of optimal LRCs of distance 5 and 6. The key ingredients of
our construction is a family {Ii}
m
i=1 of subsets of {1, 2, . . . , n} such that |Ii| = r + 1 and
|Ii ∩ Ij | 6 1 for all 1 6 i < j 6 m. This turns out that we require a binary constant
weight code with specific parameters. Precisely speaking, our main result is
Theorem 1.2. One has the following results.
(i) (see Corollary 3.5) If r + 1 > 5 is a prime power, then for any t > 1 there exists
an explicit construction of a family of optimal q-ary [n, k, 5]-LRCs with locality r,
where q = (r + 1)t, n = (r + 1)m and k = n −m − 3 and m = (r+1)
t−1((r+1)t−1)
r
.
Hence, Nq(5, r) >
1
r
q(q − 1).
(ii) (see Corollary 3.6) If r + 1 > 8 is a power of 2, then for any t > 1 there exists
an explicit construction of a family of optimal q-ary [n, k, 6]-LRCs with locality r,
where q = (r + 1)t, n = (r + 1)m and k = n −m − 4 and m = (r+1)
t−1((r+1)t−1)
r
.
Hence, Nq(6, r) >
1
r
q(q − 1).
(iii) (see Corollary 3.7) For 4 6 r 6 q − 1 with (r + 1)|n, there exists an explicit
construction of an optimal q-ary [n, k, 5]-LRC with locality r, where k = n− n
r+1
−3
and n >
( qr+1)
qr−1−1
. Hence, Nq(5, r) > Ωr(q
2).
(iv) (see Corollary 3.8) Let q be a power of 2. For 4 6 r 6 q − 1 with (r + 1)|n,
there exists an explicit construction of an optimal q-ary [n, k, 6]-LRC with locality
r, where k = n− n
r+1
− 4 and n >
( qr+1)
qr−1−1
. Hence, Nq(6, r) > Ωr(q
2).
Lower bounds on Nq(d, r) given in Theorem 1.2(i) and (ii) are better than those in
Lemma 1.1, but Lemma 1.1 has less constraint on locality r. Furthermore, the bounds
in Theorem 1.2 are constructive, while the bounds in Lemma 1.1 are algorithmically
constructive.
1.3. Organization. In Section 2, we introduce some basic definitions and results on
LRCs, binary constant weight codes and Moore matrices. In Section 3, we present our
explicit construction of LRCs via binary constant weight codes. Furthermore, we apply
this construction to various binary constant weight codes to obtain our main result.
OPTIMAL LOCALLY RECOVERABLE CODES OF DISTANCE 5 AND 6 3
2. Preliminaries
In this section, we introduce some basic definitions and results on LRCs, binary
constant weight codes and Moore matrices.
2.1. Locally repairable codes. Let Fq be the finite field of q elements. We denote by
[n] the set {1, 2, . . . , n}. For a vector u = (u1, u2, . . . , un) ∈ F
n
q and a subset I ⊆ [n], we
denote by uI the projection of u on I, i.e., uI = (ui)i∈I . For a subset C ⊆ F
n
q , we denote
by RI the set {cI : c ∈ C}.
Definition 2. A q-ary block code C ⊆ Fnq of length n is called a locally recoverable code
or locally repairable code (LRC for short) with locality r if for any i ∈ [n], there exists a
subset I ⊂ [n] \ {i} of size r such that for any c = (c1, . . . , cn) ∈ C, ci can be recovered
by {cj}j∈I , i.e., for any i ∈ [n], there exists a subset I ⊂ [n] \ {i} of size r such that for
any u,v ∈ C, uI∪{i} = vI∪{i} if and only uI = vI . The set I is called a recover set of i.
Remark 1. In literature, there are various definitions of LRCs and they are equivalent.
For instance, we have the following equivalence definitions of a locally recoverable code.
(i) For any i ∈ [n], there exists a subset I ⊂ [n] \ {i} of size r such that position i of
every codeword c ∈ C is determined by cI .
(ii) For any i ∈ [n], there exists a subset I ⊂ [n] \ {i} of size r such that
C(i, α)I ∩ C(i, β)I = ∅
for any α 6= β ∈ Fq, where C(i, α) = {c ∈ C : ci = α}.
Remark 2. If C is a q-ary linear code with a parity-check matrix of the following form
(2) H =


1 0 · · · 0
0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
D1 D2 · · · Dm


for some matrices Di ∈ F
(n−k−n/(r+1))×(r+1)
q , where 1 and 0 stand for the all-one vector and
the zero vector of length r+1, respectively, then C is an [n,> k]-LRC with locality r. To
show the locality r, let c = (c1, c2, . . . , cn) be a codeword and suppose we want to repair ci.
Write i = (r+1)a+ b for some 0 6 a 6 n
r+1
−1 and 1 6 b 6 r+1. As H is a parity-check
matrix, we must have
∑r+1
j=1 c(r+1)a+j = 0, i.e., ci = −
∑
16j6r+1,j 6=b c(r+1)a+j . This implies
that ci is determined by cI , where I = {(r+1)a+1, (r+1)a+2, . . . , (r+1)a+r+1}\{i}.
2.2. Constant-weight codes. A binary constant-weight code of length n is a subset of
F
n
2 with each codeword having a fixed Hamming weight. A binary constant-weight code
of length n, size M , minimum distance d, and weight w is denoted as (n,M, d;w). It is a
well-known fact that the followings are equivalent
(i) There is a binary constant-weight code of length n, sizeM , weight w and minimum
distance at least 2w − 2t;
(ii) There is a set {Ii}
M
i=1 of subsets of [n] such that |Ii| = w and |Ii ∩ Ij | 6 t for all
1 6 i 6= j 6M .
4 LINGFEI JIN
For given n, d, w, it is a central coding problem to determine the maximum M such
that there is a binary (n,M, d;w) constant weight code. In view of this, we define
A(n, d, w) := max{M : there exists a binary (n,M, d;w) constant weight code}.
It is a challenging task to determine the exact value of A(n, d, w) in general. Until
now, the exact values of A(n, d, w) have been determined for either some special values
n, d, w or some small n, d, w. Instead, researchers have made great effort on establishing
some reasonable upper and lower bounds on A(n, d, w) [4].
For our application, we are interested in constant weight codes of weight r + 1 and
minimum distance 2r, namely the value A(n, 2r, r+1) only. Binary constant weight codes
are closely related to Steiner systems (the reader may refer to [1, Chapter 8] for details
on Steiner systems). Precisely speaking, we have the following result.
Lemma 2.1. (see [17] and [12, pp.528]) There is a Steiner system S(w − δ + 1, w, n) if
and only if one has
(3) A(n, 2δ, w) =
(
n
w−δ+1
)
(
w
w−δ+1
) = n(n− 1) · · · (n− w + δ)
w(w − 1) · · · δ
.
In particular, a Steiner system S(2, w, n) exists if and only if one has
(4) A(n, 2w − 2, w) =
n(n− 1)
w(w − 1)
.
Various values of A(n, d, w) have been obtained via existence of Steiner systems. By
using projective geometry, we obtain the following explicit construction of binary constant
weight codes.
Lemma 2.2. One has
A(ℓt, 2ℓ− 2, ℓ) =
ℓt−1(ℓt − 1)
ℓ− 1
for any prime power ℓ and integer t > 1. Furthermore, the above binary constant-weight
codes can be explicitly constructed through Steiner system based on the projective geometry.
Lemma 2.3. [21] If δ > 3 and q is a prime power, then
A(q, 2δ, w) >
(
q
w
)
qδ−1 − 1
.
In particular, for a prime power q and an integer r > 3, one has
(5) A(q, 2r, r + 1) >
(
q
r+1
)
qr−1 − 1
= Ωr(q
2).
2.3. Moore determinant. Let ℓ be a power of q. For elements α1, . . . , αh ∈ Fℓ, the
Moore matrix is defined by
M =


α1 α2 · · · αh
α
q
1 α
q
2 · · · α
q
h
...
...
. . .
...
α
qh−1
1 α
qh−1
2 · · · α
qh−1
h

 ∈ Fh×hℓ .
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The determinant det(M) is given by the following formula
det(M) =
∏
(c1,...,ch)
(c1α1 + · · ·+ chαh),
where (c1, . . . , ch) runs through all non-zero direction vectors in F
h
q . Thus, det(M) 6= 0 if
and only if α1, . . . , αh are Fq-linearly independent.
3. Explicit construction
In this section, we make use of the parity-check matrix of the form given in Remark
2 to construct LRCs of distances 5 and 6. Firstly, we present an important Lemma which
is essential for the construction of LRCs.
Let I and J be two subsets of Fq with size r + 1 such that |I ∩ J | 6 1. Denote
I = {a1, · · · , ar+1} and J = {b1, · · · , br+1}. Define the following two matrices over Fq
(6) A =


1 1 · · · 1
0 0 · · · 0
a1 a2 · · · ar+1
a21 a
2
2 · · · a
2
r+1
a31 a
3
2 · · · a
3
r+1

 B =


0 0 · · · 0
1 1 · · · 1
b1 b2 · · · br+1
b21 b
2
2 · · · b
2
r+1
b31 b
3
2 · · · b
3
r+1

 .
Write A = [a1, · · · , ar+1] and B = [b1, · · · ,br+1], where ai,bi are column vectors.
Lemma 3.1. Let A and B be the two matrices defined above. Then any four column
vectors consisting of two columns from matrix A and the other two columns from matrix
B are linearly independent.
Proof. Without loss of generality, we prove that a1, a2,b1,b2 are linearly independent.
Suppose that λi ∈ Fq such that λ1a1 + λ2a2 + λ3b1 + λ4b2 = 0. It is clear that λ1 + λ2 =
λ3+λ4 = 0. If one of λi is zero, say λ1 = 0, then λ2 = 0 as well. This gives λ3b1+λ4b2 = 0.
This implies that λ3 = λ4 = 0 as b1 and b2 are linearly independent. Suppose that none
of λi were zero. Put a = λ1 and b = λ3, then λ2 = −a and λ4 = −b. Thus, considering the
last three coordinates of the column vector λ1a1 + λ2a2 + λ3b1 + λ4b2 gives the following
three identities
a(a1 − a2) = b(b1 − b2)
a(a21 − a
2
2) = b(b
2
1 − b
2
2)
a(a31 − a
3
2) = b(b
3
1 − b
3
2).
Dividing the second and third identities by the first identity in the above display gives
(7) a1 + a2 = b1 + b2, a
2
1 + a1a2 + a
2
2 = b
2
1 + b1b2 + b
2
2.
The equations (7) are equivalent to
(8) a1 + a2 = b1 + b2, a1a2 = b1b2.
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This implies that both {a1, a2} and {b1, b2} are the two roots of the same quadratic
equation, i.e., {a1, a2} = {b1, b2} . On the other hand, {a1, a2} ⊆ I and {b1, b2} ⊆ J . This
implies that |I ∩ J | > 2 which is a contradiction. 
Theorem 3.2. Let r > 4 be an integer. If there is a binary (q,m, 2r; r + 1) constant
weight code A, then there exists an optimal q-ary [n, k, 5]-LRC C with locality r, where
n = (r+1)m and k = n−m− 3. Furthermore, C can be explicitly constructed as long as
A is explicitly given.
Proof. As there is a binary (q,m, 2r; r + 1) constant weight code A, one has a family
{Ii}
m
i=1 of subsets of Fq such that |Ii| = r + 1 and |Ij ∩ Ij | 6 1 for all 1 6 i 6= j 6 m.
Label elements of Ii by {αi1, αi2, . . . , αi,r+1}. Define the following 3× (r + 1) matrices
(9) Di =

 αi1 αi2 · · · αi,r+1α2i1 α2i2 · · · α2i,r+1
α3i1 α
3
i2 · · · α
3
i,r+1


for i = 1, 2, . . . , m. Now we define a (3 +m)× n matrix
(10) H =


1 0 · · · 0
0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
D1 D2 · · · Dm

 ,
where 1 and 0 stand for the all-one vector and the zero vector of length r+1, respectively.
We claim that the q-ary linear code C with H as a parity-check matrix is the desired
optimal q-ary [n, k, 5]-LRC with locality r. Length and locality are clear. The dimension
of C is at least n − m − 3 = k. Thus, we may assume that the dimension of C is k
(otherwise one can increase rows of H if the dimension of C is less than k). By the
Singleton bound, the minimum distance is upper bounded by
d 6 n− k −
⌈
k
r
⌉
+ 2 = 5.
Thus, it is sufficient to show that the minimum distance is at least 5, i.e., any four columns
of H are Fq-linearly independent. We are going to prove d = 5 in five cases.
Note that every column of H can be indexed by a pair (i, j) for 1 6 i 6 m and
1 6 j 6 r + 1 with the (i, j)th column hij = (0, · · · , 0, 1, 0, · · · , 0, αij, α
2
ij, α
3
ij)
T , where 1
is located at position i. We say that hij and hts belong to the same block if i = t.
Consider the four columns hi1,j1, hi2,j2, hi3,j3 and hi4,j4 and define the matrix D =
(hi1,j1,hi2,j2, hi3,j3,hi4,j4).
Case (i) {hit,jt}
4
t=1 belong to the same block, i.e, i1 = i2 = i3 = i4. Then it is clear
that they are Fq-linearly independent as the i1th row together with the last three rows of
D forms a Vandermanond matrix. Hence, they are Fq-linearly independent.
Case (ii) {hit,jt}
4
t=1 belong to four distinct blocks. Then they are Fq-linearly indepen-
dent as rows i1 to i4 of D from the 4× 4 identity matrix.
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Case (iii) {hit,jt}
4
t=1 belong to three distinct blocks. Without loss of generality, we may
assume that 1 6 i1 = i2 < i3 < i4 6 m. Suppose that λt ∈ Fq such that
∑4
t=1 λthit,jt =
0. Then positions i3 and i4 of the column vector
∑4
t=1 λthit,jt are equal to λ3 and λ4,
respectively. Hence, λ3 = λ4 = 0. Thus, we have λ1hi1,j1 + λ2hi2,j2 = 0. This implies
that λ1 = λ2 = 0 as hi1,j1 and hi2,j2 belong to the same block and hence are linearly
independent by Case (i).
Case (iv) Three of {hit,jt}
4
t=1 belong to the same block and the other one lies in a
different block. Without loss of generality, we may assume that 1 6 i1 = i2 = i3 < i4 6 m.
Suppose that λt ∈ Fq such that
∑4
t=1 λthit,jt = 0. Then position i4 of the column vector∑4
t=1 λthit,jt is equal to λ4. Hence, λ4 = 0. Thus, we have
∑3
t=1 λthit,jt = 0. This implies
that λ1 = λ2 = λ3 = 0 as hi1,j1, hi2,j2 and hi3,j3 belong to the same block are hence are
linearly independent by Case (i).
Case (v) Two of {hit,jt}
4
t=1 belong to one block and the other two lie in a different
block. Then they are also linearly independent by Lemma 3.1. 
Theorem 3.2 shows that one can construct an LRC with distance 5 as long as there
exists a constant-weight code with the required parameters. Now we are going to give
another construction of LRC with distance 6. Similarly, we present the following lemma
first which is crucial for the construction.
Again let I and J be two subsets of Fq with size r + 1 such that |I ∩ J | 6 1. Denote
I = {a1, · · · , ar+1} and J = {b1, · · · , br+1}. Define the following two matrices over Fq.
(11) A′ =


1 1 · · · 1
0 0 · · · 0
a1 a2 · · · ar+1
a21 a
2
2 · · · a
2
r+1
a31 a
3
2 · · · a
3
r+1
a41 a
4
2 · · · a
4
r+1


B′ =


0 0 · · · 0
1 1 · · · 1
b1 b2 · · · br+1
b21 b
2
2 · · · b
2
r+1
b31 b
3
2 · · · b
3
r+1
b41 b
4
2 · · · b
4
r+1


.
Denote by A′ = [a′1, · · · , a
′
r+1] and B
′ = [b′1, · · · ,b
′
r+1] where a
′
i,b
′
i are column vectors.
Lemma 3.3. Let A′, B′ be the two matrices defined above. If q is a power of 2, then any
five column vectors consisting of three columns from A′ and the other two columns from
B′ are linearly independent.
Proof. Without loss of generality, we only need to prove a′1, a
′
2, a
′
3,b
′
1,b
′
2 are linearly in-
dependent.
Suppose that λt ∈ Fq such that λ1a
′
1 + λ2a
′
2 + λ3a
′
3 + λ4b
′
1 + λ5b
′
2 = 0. If one of λt
is 0, then proof is reduced to that of case (iv) or (v) of Theorem 3.2. Now suppose that
none of λt were 0. By considering the first and second coordinates of λ1a
′
1+λ2a
′
2+λ3a
′
3+
λ4b
′
1 + λ5b
′
2, we have λ1 + λ2 + λ3 = λ4 + λ5 = 0. Let λ2 = a, λ3 = b and λ4 = c. Then
λ1 = a+ b and λ5 = c.
Thus, the identity λ1a
′
1+λ2a
′
2+λ3a
′
3+λ4b
′
1+λ5b
′
2 = 0 becomes a(a
′
1+a
′
2)+b(a
′
1+a
′
3) =
c(b′1+b
′
2). Therefore, a
′
1+a
′
2, a
′
1+a
′
3 and b
′
1+b
′
2 are Fq-linearly dependent. This implies
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that the following matrix
B =


a1 + a2 a1 + a3 b1 + b2
a21 + a
2
2 a
2
1 + a
2
3 b
2
1 + b
2
2
a31 + a
3
2 a
3
1 + a
3
3 b
3
1 + b
3
2
a41 + a
4
2 a
4
1 + a
4
3 b
4
1 + b
4
2


consisting of the last four positions of these three vectors a′1+a
′
2, a
′
1+a
′
3 and b
′
1+b
′
2 has
rank at most 2. Thus, the 3× 3 submatrix of B consisting of rows 1, 2 and 4 has rank at
most 2 as well. Since this submatrix is a Moore matrix, a1 + a2, a1 + a3 and b1 + b2 are
F2-linearly dependent. This implies that b1 + b2 is equal to a1 + a2, a1 + a3 or a2 + a3.
Without loss of generality, we may assume that b1 + b2 is equal to a1 + a2. Subtracting
the third column by the first column of B, one gets a matrix
B1 =


a1 + a2 a1 + a3 0
a21 + a
2
2 a
2
1 + a
2
3 0
a31 + a
3
2 a
3
1 + a
3
3 (a1 + a2)(a1a2 + b1b2)
a41 + a
4
2 a
4
1 + a
4
3 0

 .
Note that the elements at entry (3, 3) of B1 is
b31+b
3
2−(a
3
1+a
3
2) = b
3
1+b
3
2+a
3
1+a
3
2 = (a1+a2)
3+(b1+b2)
3+(a1+a2)(a1a2+b1b2) = (a1+a2)(a1a2+b1b2).
As the submatrix of B1 consisting of rows 1 and 2 and columns 1 and 2 is a 2× 2 Moore
matrix and a1 + a2, a1 + a3 are F2-linearly independent, the first two rows of B1 are
Fq-linearly independent. This forces that (a1 + a2)(a1a2 + b1b2) = 0, i.e., a1a2 = b1b2.
Combining with the fact that b1 + b2 = a1 + a2, we must have {a1, a2} = {b1, b2}. This is
a contradiction since |I ∩ J | 6 1. 
Theorem 3.4. Let r > 5 be an integer and let q be a power of 2. If there is a binary
(q,m, 2r; r+1) constant weight code A, then there exists an optimal q-ary [n, k, 6]-LRC C
with locality r, where n = (r + 1)m and k = n−m− 4. Furthermore, C can be explicitly
constructed as long as A is explicitly given.
Proof. Again, let {Ii}
m
i=1 be a family of subsets of Fq such that |Ii| = r+1 and |Ij∩Ij | 6 1
for all 1 6 i 6= j 6 m. Label elements of Ii by {αi1, αi2, . . . , αi,r+1}. Define the following
4× (r + 1) matrices
(12) Di =


αi1 αi2 · · · αi,r+1
α2i1 α
2
i2 · · · α
2
i,r+1
α3i1 α
3
i2 · · · α
3
i,r+1
α4i1 α
4
i2 · · · α
4
i,r+1


for i = 1, 2, . . . , m. Now we define a (4 +m)× n matrix
(13) H =


1 0 · · · 0
0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
D1 D2 · · · Dm

 ,
where 1 and 0 stand for the all-one vector and the zero vector of length r+1, respectively.
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We claim that the q-ary linear code C with H as a parity-check matrix is the desired
optimal q-ary [n, k, 6]-LRC with locality r. Length and locality are clear. The dimension
of C is at least n − m − 4 = k. Thus, we may assume that the dimension of C is k
(otherwise one can increase rows of H if the dimension of C is less than k). By the
Singleton bound, the minimum distance is upper bounded by
d 6 n− k −
⌈
k
r
⌉
+ 2 = 6.
Thus, it is sufficient to show that the minimum distance is at least 6, i.e., any five columns
of H are Fq-linearly independent.
Now every column of H is indexed by a pair (i, j) with 1 6 i 6 m and 1 6 j 6 r + 1
with the (i, j)th column hij = (0, · · · , 0, 1, 0, · · · , 0, αij, α
2
ij, α
3
ij, α
4
ij)
T , where 1 is located
at position i.
As in Theorem 3.2, to show that any five columns of H are Fq-linearly independent,
we can discuss different cases. In this theorem, we have the following cases: (i) all five
columns belong to the same block; (ii) four columns belong to one block and the remaining
column lies in a different block; (iii) five columns lie in three different blocks; (iv) five
columns lie in four different blocks; (v) five columns lie in five different blocks; (vi) three
columns belong to one block and the remaining two columns lie in anthor block.
For cases (i)-(v), one can prove it by using the similar arguments as in Theorem 3.2.
Case (vi) follows from the results in Lemma 3.3.

From Theorems 3.2 and 3.4, we can see that one can construct an LRC with distance
5 or 6 as long as there exists a constant-weight code with the required parameters. The
topic of constant-weight codes has been studied a lot and many results have been known.
Therefore, we can make use of the known results on the construction of constant-weight
codes to produce LRCs via Theorems 3.2 and 3.4.
Combining Theorem 3.2 with Lemma 2.2 gives the following result immediately.
Corollary 3.5. If r + 1 > 5 is a prime power, then for any t > 1 there exists an explicit
construction of a family of optimal q-ary [n, k, 5]-LRCs with locality r, where q = (r+1)t,
n = (r + 1)m and k = n−m− 3 and m = (r+1)
t−1((r+1)t−1)
r
. Hence, n = 1
r
q(q − 1).
Combining Theorem 3.2 with Lemma 2.2 gives the following result immediately.
Corollary 3.6. If r + 1 > 8 is a power of 2, then for any t > 1 there exists an explicit
construction of a family of optimal q-ary [n, k, 6]-LRCs with locality r, where q = (r+1)t,
n = (r + 1)m and k = n−m− 4 and m = (r+1)
t−1((r+1)t−1)
r
. Hence, n = 1
r
q(q − 1).
Combining Theorem 3.4 with Lemma 2.3 gives the following result immediately.
Corollary 3.7. For 4 6 r 6 q − 1 with (r + 1)|n, there exists an explicit construction of
an optimal q-ary [n, k, 5]-LRC with locality r, where k = n− n
r+1
− 3 and n = Ωr(q
2).
Combining Theorem 3.4 with Lemma 2.3 gives the following result immediately.
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Corollary 3.8. Let q be a power of 2. For 4 6 r 6 q − 1 with (r + 1)|n, there exists an
explicit construction of an optimal q-ary [n, k, 6]-LRC with locality r, where k = n− n
r+1
−4
and n = Ωr(q
2).
By applying Theorems 3.2 and 3.4 to various other binary constant weight, one could
obtain more optimal LRCs with distance d = 5 or 6.
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