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1. Introduction
In 1976, Lim [1] introduced a concept of convergence in a general metric space setting which he called ‘4-convergence’
(see Definition 2.6). Kuczumow [2] introduced an identical notion of convergence in Banach spaces, which he called ‘almost
convergence’. Recently, Kirk and the second author [3] specialized Lim’s concept to CAT(0) spaces and showed that many
Banach space results which involve weak convergence have precise analogs in this setting; for instance, the Opial property,
the Kadec–Klee property and the demiclosedness principle for LANE mappings. In this paper, we obtain more results, i.e.,
we show that many weak convergence theorems in a Banach space setting can be extended to a CAT(0) space setting. First,
we collect some known lemmas and prove some new lemmas that will be used in the proofs of our main theorems. Second,
we give an analog of weak convergence of the Picard iterate sequence for a nonexpansive asymptotically regular mapping
considered byOpial [4]. Third, we prove a4-convergence theoremof theMann iteration process under the same restrictions
as those of Ishikawa [5]. Fourth, we give an analog of weak convergence of the Ishikawa iterate sequence for a nonexpansive
mapping with the restrictions of Tan and Xu [6]. Finally, we briefly discuss the strong convergence theorems of the Ishikawa
iteration in a CAT(0) space.
2. Preliminaries and lemmas
A metric space X is a CAT(0) space (the term is due to M. Gromov — see, e.g., [7], p. 159) if it is geodesically connected,
and if every geodesic triangle in X is at least as ‘thin’ as its comparison triangle in the Euclidean plane. The precise definition
is given below. For a thorough discussion of these spaces and of the fundamental role they play in various branches of
mathematics, see Bridson and Haefliger [7] or Burago, et al. [8]. We note in particular that the complex Hilbert ball with a
hyperbolic metric (see [9]; also inequality (4.2) of [10] and subsequent comments) is a CAT(0) space.
Let (X, d) be ametric space. A geodesic path joining x ∈ X to y ∈ X (or, more briefly, a geodesic from x to y) is a map c from
a closed interval [0, l] ⊂ R to X such that c(0) = x, c(l) = y, and d(c(t), c(t ′)) = |t − t ′| for all t, t ′ ∈ [0, l]. In particular,
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c is an isometry and d(x, y) = l. The image α of c is called a geodesic (or metric) segment joining x and y. When it is unique
this geodesic segment is denoted by [x, y]. The space (X, d) is said to be a geodesic space if every two points of X are joined
by a geodesic, and X is said to be uniquely geodesic if there is exactly one geodesic joining x and y for each x, y ∈ X . A subset
Y ⊆ X is said to be convex if Y includes every geodesic segment joining any two of its points.
A geodesic triangle 4(x1, x2, x3) in a geodesic metric space (X, d) consists of three points x1, x2, x3 in X (the vertices of
4) and a geodesic segment between each pair of vertices (the edges of 4). A comparison triangle for the geodesic triangle
4(x1, x2, x3) in (X, d) is a triangle 4(x1, x2, x3) := 4(x¯1, x¯2, x¯3) in the Euclidean plane E2 such that dE2
(
x¯i, x¯j
) = d(xi, xj)
for i, j ∈ {1, 2, 3} .
A geodesic space is said to be a CAT(0) space if all geodesic triangles of appropriate size satisfy the following comparison
axiom.
CAT(0) : Let4 be a geodesic triangle in X and let4 be a comparison triangle for4. Then4 is said to satisfy the CAT(0)
inequality if for all x, y ∈ 4 and all comparison points x¯, y¯ ∈ 4,
d(x, y) ≤ dE2(x¯, y¯).
If x, y1, y2 are points in a CAT(0) space and if y0 is themidpoint of the segment [y1, y2], then the CAT(0) inequality implies
d(x, y0)2 ≤ 12d(x, y1)
2 + 1
2
d(x, y2)2 − 14d(y1, y2)
2. (CN)
This is the (CN) inequality of Bruhat and Tits [11]. In fact (cf. [7], p. 163), a geodesic space is a CAT(0) space if and only if it
satisfies the (CN) inequality.
We now collect some elementary facts about CAT(0) spaces.
Lemma 2.1. Let (X, d) be a CAT(0) space. Then
(i) (X, d) is uniquely geodesic (see [7, p. 160]).
(ii) Let p, x, y be points of X, let α ∈ [0, 1], and let m1 and m2 denote, respectively, the points of [p, x] and [p, y] satisfying
d(p,m1) = αd(p, x) and d(p,m2) = αd(p, y).
Then
d(m1,m2) ≤ αd(x, y) (1)
(see [12, Lemma 3]).
(iii) Let x, y ∈ X, x 6= y and z, w ∈ [x, y] such that d(x, z) = d(x, w). Then z = w.
(iv) Let x, y ∈ X. For each t ∈ [0, 1], there exists a unique point z ∈ [x, y] such that
d(x, z) = td(x, y) and d(y, z) = (1− t)d(x, y). (2)
Proof. Let c be the geodesic path joining x and y and let l = d(x, y).
(iii) Since z, w ∈ [x, y], there are t1, t2 ∈ [0, l] such that c(t1) = z and c(t2) = w. Thus, d(x, z) = d(c(0), c(t1)) =
|0− t1| = t1, and similarly d(x, w) = t2. Since d(x, z) = d(x, w), we have t1 = t2. That is z = w.
(iv) If x = y, then the conclusion is obvious. Suppose that x 6= y. Take z = c(tl). Thus z ∈ [x, y] and
d(x, z) = d(c(0), c(tl)) = td(x, y)
and
d(y, z) = d(c(l), c(tl)) = |l− tl| = (1− t)d(x, y).
The uniqueness of z follows from (iii). 
For convenience, from now on we will use the notation (1 − t)x⊕ ty for the unique point z satisfying (2). By using this
notation, the following is easy to verify.
Remark 2.2. Let X be a CAT(0) space and let x, y ∈ X such that x 6= y and s, t ∈ [0, 1]. Then
(1− t)x⊕ ty = (1− s)x⊕ sy if and only if s = t.
Lemma 2.3. Let X be a CAT(0) space and let x, y ∈ X such that x 6= y. Then
(i) [x, y] = {(1− t)x⊕ ty | t ∈ [0, 1]}.
(ii) d(x, z)+ d(z, y) = d(x, y) if and only if z ∈ [x, y].
(iii) The mapping f : [0, 1] → [x, y], f (t) = (1− t)x⊕ ty is continuous and bijective.
Proof. (i) The inclusion⊇ follows from definition. For the converse inclusion⊆, let z ∈ [x, y] and t = d(x, z)/d(x, y). Thus
z = (1− t)x⊕ ty.
(ii) For the implication ( ⇒), see Lemma 1.2 of [13]. For the conversion (⇐), let z ∈ [x, y]. By (i), there exists t ∈ [0, 1]
such that z = (1− t)x⊕ ty, consequently d(x, z)+ d(z, y) = td(x, y)+ (1− t)d(x, y) = d(x, y).
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(iii) Applying (i) and Remark 2.2, we get that f is well defined and bijective. Let c be the geodesic path joining x and y and
let l = d(x, y). Since c : [0, l] → [x, y] is continuous and the map [0, 1] → [0, l], t → tl is also continuous, it follows
that g : [0, 1] → [x, y], t → c(tl) is continuous. Applying Lemma 2.1(iv), f = g. Therefore f is continuous. 
Lemma 2.4. Let X be a CAT(0) space. Then
d((1− t)x⊕ ty, z) ≤ (1− t)d(x, z)+ td(y, z) (3)
for all x, y, z ∈ X and t ∈ [0, 1].
Proof. The proof closely follows the proof of the remark in page 374 of [14]. For convenience of the readers, we include the
details. Let x, y, z ∈ X and t ∈ [0, 1]. Suppose that d(z, y) ≤ d(z, x). Let u = (1 − t)x ⊕ ty and let x0 be the point of [z, x]
such that d(z, x0) = d(z, y). Put v = (1− t)x0 ⊕ ty andw = (1− t)x0 ⊕ tz. By Lemma 2.1(ii),
d(z, v) ≤ d(z, w)+ d(w, v)
≤ (1− t)d(x0, z)+ td(z, y)
= d(z, y).
Suppose that (3) does not hold. Then
(1− t)d(z, x)+ td(z, y) < d(z, u)
≤ d(z, v)+ d(v, u)
≤ d(z, y)+ d(v, u)
yielding
d(u, v) > (1− t)[d(z, x)− d(z, y)]
= (1− t)d(x, x0).
This contradicts (1). 
Using the (CN) inequality, it is possible to prove the following fact which we use in our subsequent development. This
fact is likely known, but we include the proof since its role is crucial.
Lemma 2.5. Let (X, d) be a CAT(0) space. Then
d((1− t)x⊕ ty, z)2 ≤ (1− t)d(x, z)2 + td(y, z)2 − t(1− t)d(x, y)2 (4)
for all t ∈ [0, 1] and x, y, z ∈ X .
Proof. (This proof is patterned after the proof of Proposition 2.11 of [15]). We first prove the result for t = k2n , where
k, n ∈ N are such that k ≤ 2n. We use induction on n. If n = 0, then k2n = k and k ∈ {0, 1}. If k = 0, then (4)
⇔ d(1x ⊕ 0y, z)2 ≤ d(x, z)2 ⇔ d(x, z) ≤ d(x, z). If k = 1, then (4)⇔ d(0x ⊕ 1y, z)2 ≤ d(y, z)2 ⇔ d(y, z) ≤ d(y, z).
Hence, (4) is true for n = 0.
Now, suppose that (4) is true for t = k2n . Hence,
d
((
1− k
2n
)
x⊕ k
2n
y, z
)2
≤
(
1− k
2n
)
d(x, z)2 + k
2n
d(y, z)2 − k
2n
(
1− k
2n
)
d(x, y)2 (5)
for all k ∈ N, k ≤ 2n and for all x, y, z ∈ X .
We have to prove (4) for t = k
2n+1 , where k ∈ N, k ≤ 2n+1. If we denote u := (1 − k2n+1 )x ⊕ ( k2n+1 )y, then we have to
prove
d(u, z)2 ≤
(
1− k
2n+1
)
d(x, z)2 + k
2n+1
d(y, z)2 − k
2n+1
(
1− k
2n+1
)
d(x, y)2. (6)
First, we show (6) for k ≤ 2n, that is, k2n ∈ [0, 1]. Letα := (1− k2n )x⊕( k2n )y and β := 12x⊕ 12α. Then d(x, β) = 12d(x, α) =
( k
2n+1 )d(x, y) = d(x, u). Since α ∈ [x, y] and β ∈ [x, α], then β ∈ [x, y]. Since u ∈ [x, y] and d(x, β) = d(x, u), u = β by
Lemma 2.1(iii). Now, applying (CN) and the induction hypothesis, it follows that
d(u, z)2 = d
(
1
2
x⊕ 1
2
α, z
)2
≤ 1
2
d(x, z)2 + 1
2
d(α, z)2 − 1
4
d(x, α)2
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≤ 1
2
d(x, z)2 + 1
2
[(
1− k
2n
)
d(x, z)2 + k
2n
d(y, z)2 − k
2n
(
1− k
2n
)
d(x, y)2
]
− 1
4
[
k
2n
d(x, y)
]2
=
(
1− k
2n+1
)
d(x, z)2 + k
2n+1
d(y, z)2 − k
2n+1
(
1− k
2n+1
)
d(x, y)2.
Now, suppose that 2n < k ≤ 2n+1 and let p := 2n+1 − k. Then p ≤ 2n, by applying (6) for p, we obtain
d(u, z)2 = d
( p
2n+1
x⊕
(
1− p
2n+1
)
y, z
)2
= d
((
1− p
2n+1
)
y⊕ p
2n+1
x, z
)2
≤
(
1− p
2n+1
)
d(y, z)2 + p
2n+1
d(x, z)2 − p
2n+1
(
1− p
2n+1
)
d(x, y)2
=
(
1− k
2n+1
)
d(x, z)2 + k
2n+1
d(y, z)2 − k
2n+1
(
1− k
2n+1
)
d(x, y)2.
In the following, we use the fact that the set D := {k/2n : k, n ∈ N, k ≤ 2n} is dense in [0, 1]. Let t ∈ [0, 1]. Then, there
exists a sequence {tk} in D such that limk→∞ tk = t . Now, we have
d((1− tk)x⊕ tky, z)2 ≤ (1− tk)d(x, z)2 + tkd(y, z)2 − tk(1− tk)d(x, y)2.
Letting k →∞ and using Lemma 2.3(iii) and the fact that d is continuous, we get (4). 
Let {xn} be a bounded sequence in a CAT(0) space X . For x ∈ X , we set
r (x, {xn}) = lim sup
n→∞
d (x, xn) .
The asymptotic radius r ({xn}) of {xn} is given by
r ({xn}) = inf {r (x, {xn}) : x ∈ X} ,
and the asymptotic center A ({xn}) of {xn} is the set
A ({xn}) = {x ∈ X : r (x, {xn}) = r ({xn})} .
It is known (see, e.g., [16], Proposition 7) that in a CAT(0) space, A({xn}) consists of exactly one point.
We now give the definition and collect some basic properties of the4-convergence.
Definition 2.6 ([1,3]). A sequence {xn} in X is said to 4-convergeto x ∈ X if x is the unique asymptotic center of {un} for
every subsequence {un} of {xn}. In this case we write4-limn xn = x and call x the4-limit of {xn}.
Lemma 2.7. (i) Every bounded sequence in X has a4-convergent subsequence (see [3, p. 3690]).
(ii) If C is a closed convex subset of X and if {xn} is a bounded sequence in C, then the asymptotic center of {xn} is in C (see [17,
Proposition 2.1]).
(iii) If C is a closed convex subset of X and if f : C → X is a nonexpansive mapping, then the conditions, {xn} 4-converges to x
and d(xn, f (xn))→ 0, imply x ∈ C and f (x) = x (see [3, Proposition 3.7]).
Lemma 2.8. If {xn} is a bounded sequence in X with A({xn}) = {x} and {un} is a subsequence of {xn} with A({un}) = {u} and
the sequence {d(xn, u)} converges, then x = u.
Proof. Suppose that x 6= u. By the uniqueness of asymptotic centers,
lim sup
n
d(un, u) < lim sup
n
d(un, x)
≤ lim sup
n
d(xn, x)
< lim sup
n
d(xn, u)
= lim sup
n
d(un, u),
a contradiction, and hence x = u. 
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From now on, X is a complete CAT(0) space, C is a nonempty convex subset of X and T : C → C is a mapping. T is called
nonexpansive if for each x, y ∈ C,
d(Tx, Ty) ≤ d(x, y).
A point x ∈ C is called a fixed point of T if x = Tx. We shall denote with F(T ) the set of fixed points of T . The existence of
fixed points for nonexpansive mappings in a CAT(0) space was proved by Kirk [18] as follows:
Theorem 2.9. Let C be a bounded closed convex subset of a complete CAT(0) space X. Then any nonexpansivemapping T : C → C
has a fixed point.
The Mann iterate sequence [19] is defined in a CAT(0) space by
xn+1 = tnTxn ⊕ (1− tn)xn, n = 0, 1, 2, . . . (M)
where {tn} is a sequence in [0, 1].
The Ishikawa iterate sequence [20] is defined by
xn+1 = tnT (snTxn ⊕ (1− sn)xn)⊕ (1− tn)xn, n = 0, 1, 2, . . . (I)
where {tn} and {sn} are sequences in [0, 1].
Lemma 2.10. Let C be a closed convex subset of X, and let T : C → X be a nonexpansive mapping. Suppose {xn} is a
bounded sequence in C such that limn d(xn, Txn) = 0 and {d(xn, v)} converges for all v ∈ F(T ), then ωw(xn) ⊂ F(T ). Here
ωw(xn) := ⋃ A({un}) where the union is taken over all subsequences {un} of {xn}. Moreover, ωw(xn) consists of exactly one
point.
Proof. Let u ∈ ωw(xn), then there exists a subsequence {un} of {xn} such that A({un}) = {u}. By Lemma 2.7(i) and (ii) there
exists a subsequence {vn} of {un} such that 4- limn vn = v ∈ C . By Lemma 2.7(iii), v ∈ F(T ). By Lemma 2.8, u = v. This
shows that ωw(xn) ⊂ F(T ). Next, we show that ωw(xn) consists of exactly one point. Let {un} be a subsequence of {xn}with
A({un}) = {u} and let A({xn}) = {x}. Since u ∈ ωw(xn) ⊂ F(T ), {d(xn, u)} converges. By Lemma 2.8, x = u. This completes
the proof. 
The following lemma is crucial in the study of iteration processes in both metric and Banach spaces and it was proved by
Tan and Xu [6].
Lemma 2.11. Suppose that {an} and {bn} are two sequences of nonnegative numbers such that
an+1 ≤ an + bn for all n ≥ 1.
If
∑
n bn converges, then limn an exists.
The following lemma is an analog of Lemma 3 of [6].
Lemma 2.12. Let C be a nonempty bounded closed convex subset of X, T : C → C be a nonexpansive mapping and {xn}
be the sequence of Ishikawa iteration defined by (I) with sequences {tn} and {sn} in [0, 1] such that ∑∞n=0 tn(1 − tn) = ∞,∑∞
n=0 sn(1− tn) <∞, and lim supn sn < 1. Then
lim
n→∞ d(Txn, xn) = 0.
Proof. For each n, let yn = snTxn ⊕ (1 − sn)xn, thus xn+1 = tnTyn ⊕ (1 − tn)xn. Let p ∈ F(T ). By Lemma 2.5 and the
nonexpansiveness of T , we have
d(xn+1, p)2 = d(tnTyn ⊕ (1− tn)xn, p)2
≤ tnd(Tyn, p)2 + (1− tn)d(xn, p)2 − tn(1− tn)d(Tyn, xn)2
≤ tnd(yn, p)2 + (1− tn)d(xn, p)2 − tn(1− tn)d(Tyn, xn)2, (7)
and
d(yn, p)2 = d(snTxn ⊕ (1− sn)xn, p)2
≤ snd(Txn, p)2 + (1− sn)d(xn, p)2 − sn(1− sn)d(Txn, xn)2
≤ snd(xn, p)2 + (1− sn)d(xn, p)2 − sn(1− sn)d(Txn, xn)2
= d(xn, p)2 − sn(1− sn)d(Txn, xn)2
≤ d(xn, p)2.
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That is
d(yn, p)2 ≤ d(xn, p)2. (8)
From (7) and (8), we get
d(xn+1, p)2 ≤ d(xn, p)2 − tn(1− tn)d(Tyn, xn)2. (9)
Therefore
tn(1− tn)d(Tyn, xn)2 ≤ d(xn, p)2 − d(xn+1, p)2.
This implies
∞∑
n=1
tn(1− tn)d(Tyn, xn)2 ≤ d(x1, p)2 <∞.
But, since
∑∞
n=1 tn(1− tn) diverges, we have lim infn d(Tyn, xn)2 = 0 and thus
lim inf
n
d(Tyn, xn) = 0. (10)
The proof of the remaining part closely follows the proof of Lemma 3 of [6]. For convenience of the readers, we include
the details. Since
d(Txn, xn) ≤ d(Txn, Tyn)+ d(Tyn, xn)
≤ d(xn, yn)+ d(Tyn, xn)
= snd(Txn, xn)+ d(Tyn, xn),
that is,
d(Txn, xn) ≤ 11− sn d(Tyn, xn),
we have from (10) that
lim inf
n
d(Txn, xn) = 0. (11)
Since
d(Txn+1, xn+1) ≤ tnd(Txn+1, Tyn)+ (1− tn)d(Txn+1, xn)
≤ tnd(xn+1, yn)+ (1− tn)[d(Txn+1, xn+1)+ d(xn+1, xn)]
≤ tn[tnd(Tyn, yn)+ (1− tn)d(xn, yn)] + (1− tn)[d(Txn+1, xn+1)+ tnd(Tyn, xn)],
we have
d(Txn+1, xn+1) ≤ tnd(Tyn, yn)+ (1− tn)[d(Tyn, xn)+ d(xn, yn)]
≤ tn[snd(Tyn, Txn)+ (1− sn)d(Tyn, xn)] + (1− tn)[d(Tyn, xn)+ d(xn, yn)]
≤ (1+ tnsn − tn)d(xn, yn)+ (1− tnsn)d(Tyn, xn)
≤ sn(1+ tnsn − tn)d(xn, Txn)+ (1− tnsn)[d(Tyn, Txn)+ d(Txn, xn)]
≤ [sn(1+ tnsn − tn)+ (1− tnsn)(1+ sn)]d(xn, Txn)
= [1+ 2sn(1− tn)]d(xn, Txn).
Since
∑
n sn(1 − tn) converges and the sequence {d(xn, Txn)} is bounded, it follows from Lemma 2.11 that limn d(Txn, xn)
exists and equals zero by (11). 
Lemma 2.13. For each p ∈ F(T ), limn d(xn, p) exists.
Proof. We observe from (9) that the sequence {d(xn, p)} is decreasing and hence it is convergent. 
Before presenting our main theorems, we will state a result similar to Lemma 2.12 for Mann iteration which is proved
by Goebel and Kirk [21] in a more abstract framework of spaces of hyperbolic type.
Lemma 2.14 ([21, Theorem 1]). Let (M, d) be a space of hyperbolic type, let x0 ∈ M, let b < 1, and let {αn} ⊂ [0, b] satisfy∑∞
n=1 αn = ∞. Suppose T : M → M is nonexpansive, and for each n, suppose xn+1 is the point of [xn, Txn] which satisfies
d(xn, xn+1) = αnd(xn, Txn), n = 0, 1, . . . .
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If {xn} is bounded, then
lim
n→∞ d(xn, Txn) = 0.
3. Main results
We first give an analog of a result of Opial [4]. Recall that a mapping T of a metric space (X, d) into itself is said to be
asymptotically regular [22] if, for any x ∈ X , the sequence {d(T n+1(x), T n(x))} converges to zero as n →∞.
Theorem 3.1. Let C be a bounded closed convex subset of X and let T : C → C be a nonexpansive asymptotically regular
mapping. Then, for any x0 ∈ C, the Picard iterate sequence {T nx0} is4-convergent to an element of F(T ).
Proof. For each n ≥ 1, let xn = T nx0. By the asymptotic regularity of T , it follows that
lim
n→∞ d(Txn, xn) = limn→∞ d(T
n+1x0, T nx0) = 0.
Since T is nonexpansive, {d(xn, v)} is decreasing for each v ∈ F(T ), so it is convergent. By Lemma 2.10, ωw(xn) consists of
exactly one point and is contained in F(T ). This shows that {xn} 4-converges to an element of F(T ). 
Now, we prove the 4-convergence theorem of Mann iteration process in CAT(0) spaces under the same restrictions as
those of Ishikawa [5].
Theorem 3.2. Let C be a bounded closed convex subset of X, and T : C → C a nonexpansive mapping. Then for any initial
point x0 in C, the Mann iterate sequence {xn} defined by (M), with the restrictions that ∑∞n=0 tn diverges and lim supn tn < 1,4-converges to a fixed point of T .
Proof. By Lemma 2.14, limn d(xn, Txn) = 0. As in the proof of Theorem 3.1, apply the fact that {d(xn, v)} is convergent for
each v ∈ F(T ) and Lemma 2.10 to conclude that {xn} 4-converges to an element of F(T ). 
We now show the 4-convergence theorem of the Ishikawa iteration process in CAT(0) spaces which is an analog of a
result of Tan and Xu [6].
Theorem 3.3. Let C be a bounded closed convex subset of X, and T : C → C a nonexpansive mapping. Then for any initial point
x0 in C, the Ishikawa iterate sequence {xn} defined by (I), with the restrictions that ∑∞n=0 tn(1 − tn) diverges,∑∞n=0 sn(1 − tn)
converges and lim supn sn < 1,4-converges to a fixed point of T .
Proof. By Lemma 2.12, limn d(xn, Txn) = 0. As in the proof of Theorem 3.1, apply the fact that {d(xn, v)} is convergent for
each v ∈ F(T ) and Lemma 2.10 to conclude that {xn} 4-converges to an element of F(T ). 
Finally, we briefly discuss the strong convergence of the Ishikawa iteration scheme in a CAT(0) space setting.
Theorem 3.4. Suppose that X, C, T , {xn} are as in Theorem 3.3. Suppose also that C is a compact subset of X. Then the Ishikawa
iterates {xn} converges strongly to a fixed point of T .
Proof. By the compactness of C , we see that {xn} has a strongly convergent subsequence {xnk}whose limit we shall denote
by z. Then, by Lemma 2.12 and the nonexpansiveness of T ,
d(z, Tz) ≤ d(z, xnk)+ d(xnk , Txnk)+ d(Txnk , Tz)
≤ 2d(z, xnk)+ d(xnk , Txnk)→ 0 as k →∞.
Therefore z ∈ F(T ). By Lemma 2.13 limn d(xn, z) exists, thus z is the strong limit of the sequence {xn} itself. 
Recall that a mapping T : C → C is said to satisfy Condition A [23] if there exists a nondecreasing function f :
[0,∞) → [0,∞) with f (0) = 0 and f (r) > 0 for all r > 0 such that d(x, Tx) ≥ f (d(x, F(T ))) for all x ∈ C , where
d(x, F(T )) = infz∈F(T ) d(x, z).
Theorem 3.5. Suppose that X, C, T , {xn} are as in Theorem 3.3. If T satisfies Condition A, then {xn} converges strongly to a fixed
point of T .
Proof. We can prove by following the steps of the argument of Theorem 3 of [6], simply replacing ‖ · ‖with d(·, ·). 
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