We establish trace theorems for function spaces de ned on general Ahlfors regular metric spaces Z. The results cover the Triebel-Lizorkin spaces and the Besov spaces for smoothness indices s < , as well as the rst order Hajłasz-Sobolev space M ,p (Z). They generalize the classical results from the Euclidean setting, since the traces of these function spaces onto any closed Ahlfors regular subset F ⊂ Z are Besov spaces de ned intrinsically on F. Our method employs the de nitions of the function spaces via hyperbolic llings of the underlying metric space.
Introduction
A classical fact, originally due to Gagliardo [9] , states that the traces of the Sobolev space W for p ≥ and s > /p. We refer [20, 31, 32, 37] and the references therein for these facts, as well as generalizations to some classes of subdomains of R d . The Besov spaces, and later on the Triebel-Lizorkin spaces, have been studied in the fairly general setting of doubling metric measure spaces; we refer to e.g. [3, 8, 13, 14, 26] and the references therein, although this list is by no means comprehensive. Especially the full scales of these spaces in the setting of doubling metric spaces were introduced in [26] , and in this paper we shall work with the equivalent de nitions given in [2, 35] in terms of the "hyperbolic llings" of the underlying metric space -the actual de nitions are given in the next section.
In order to describe our results, let Z := (Z, d, µ) be a Q-Ahlfors regular metric measure space for some Q > , and let F ⊂ Z be a closed λ-Ahlfors regular subset, where λ ∈ ( , Q]. We equip F with the metric d |F Finally, our trace theorem for the Hajłasz-Sobolev spacesṀ ,p reads as follows. A similar but much weaker result was established in [7] . One should observe that Theorems 1.1, 1.4 and 1.5 are exactly of the same form as the classical results in the Euclidean setting, and that Theorems 1.4 and 1.5 (along with their non-homogeneous counterparts below) are completely new in this generality. A (very incomplete) list of previous results in the setting where F is a subset of an Euclidean space includes [4, 12, 19, 21, 22, 33, 34, 36] -the trace spaces appearing in these papers are sometimes de ned in a non-intrinsic manner, however e.g. [19, 33, 34] employ intrinsic characterizations in terms of optimal polynomial approximations. Recently trace theorems for BV functions in the setting of metric measure spaces were also obtained in [27, 28] . We further refer to [15] for metric results concerning the restriction and extension of Besov and Triebel-Lizorkin functions to subsets which are su ciently "thick", i.e. have positive µ-measure and satisfy a certain measure density condition.
We point out that something like porosity needs to be assumed in Theorems 1.4 and 1.5 -F can not be properly Q-dimensional e.g. in terms of the measure density condition considered in [15] . Example 1.6. Let us give a simple application of our results illustrating a curious phenomenon concerning smoothness spaces de ned on fractal subsets of an Euclidean space.
Consider a self-similar fractal subset Z of R d in the sense of Hutchinson [18] generated by a collection of similitudes S i : We nally point out that the Ahlfors regularity of the spaces Z and F is not strictly needed in these results, and a property known in previous literature as Ahlfors co-regularity of F with respect to Z would su ce. Section A is an appendix where we elaborate on this, as well as on some technicalities that are needed in the proofs of our main results.
Preliminaries
In this section we give the de nitions of the relevant function spaces and some details concerning them. In the rest of this section, Z := (Z, d, µ) is assumed to be a doubling metric measure space such that the measure µ is Borel regular and every ball B(ξ , r) := {η ∈ Z : d(η, ξ ) < r} has positive and nite µ-measure. The doubling assumption means that there exists a constant c ∈ [ , ∞) such that µ B(ξ , r) ≤ cµ B(ξ , r) for all ξ ∈ Z and r > . It follows from this assumption that there exist constants C ≥ and Q > such that the measure µ satis es
for all ξ ∈ Z, r > and R > r. Q is in a sense an upper bound for the dimension of Z, and it will be xed from now on. Let us introduce some notation conventions that will be used in this section, as well as in the later sections with obvious modi cations. For an arbitrary ball B ⊂ Z with a distinguished center point ξ ∈ Z and radius r > , we write tB := B(ξ , tr) for t > . If f is a complex-valued function on Z and E ⊂ Z, we write − E fdµ := µ(E)ˆE fdµ whenever the latter quantity is well-de ned. The notation L loc (Z) will (instead of the usual one) stand for the space of complex-valued µ-measurable functions on Z that are integrable on every ball B ⊂ Z. Finally, we will use the notations , and ≈ when dealing with unimportant multiplicative constants. More precisely, when f and g are non-negative functions with the same domain, the notations f g or g f mean that there exists a positive constant c, usually independent of some parameters obvious from the context, such that f ≤ cg on the domain of f and g. The notation f ≈ g means that f g and g f .
The construction referred to above as the hyperbolic lling of Z is roughly speaking a graph (X, E) such that if Z is nice enough and (X, E) is endowed with its natural path metric, (X, E) is hyperbolic in the sense of Gromov and its boundary at in nity coincides with Z. We refer to the introduction section of [2] for a detailed explanation of the motivation of this construction in the context of function spaces. We shall next explain the actual construction of (X, E).
For all n ∈ Z, let (ξx) x∈Xn , where Xn is a suitable index set, be a maximal set of points in Z such that
It is easily seen that the balls − B(x), x ∈ Xn, cover Z, and the doubling assumption implies that the balls B(x), x ∈ Xn, have bounded overlap (uniformly in n). Write |x| := n for all x ∈ Xn (the "level" of x). We then consider the disjoint union X := n∈Z Xn, and denote by (X, E) the graph such that the vertices x, x ∈ X are joined by an edge in
for all x ∈ X. We equip the edges in E with an orientation and denote by e x,x the directed edge from x to x for any two neighbors x and x in X. The orientation is chosen so that if x ∼ x and |x| < |x |, then x is the endpoint of the edge joining x and x . For an edge e ∈ E, denote by e− the starting point and by e+ the endpoint of e. For a sequence u : X → C, we de ne the discrete derivative du : is nite.
is nite.
(iii) Let < s ≤ and < p < ∞. The homogeneous Hajłasz-Sobolev spaceṀ s,p (Z) is de ned as the class of µ-measurable functions f : Z → C such that there exists a function g :
for all ξ , η ∈ Z. The quasi-norm f Ṁs,p (Z) of a function f ∈Ṁ s,p is obtained as the in mum of g L p over all admissible g. Remark 2.2. (i) Strictly speaking the spacesḂ s p,q (Z),Ḟ s p,q (Z) andṀ s,p (Z) become quasi-normed spaces after dividing out the functions f such that f = , i.e. the functions that are constant µ-almost everywhere. In the sequel we shall abuse notation by writing f ∈Ḃ s p,q (Z) for both functions f and equivalence classes f satisfying f Ḃs p,q (Z) < ∞, and similarly for the other two families of function spaces introduced above. The precise meaning will be obvious from context.
and [35] respectively. We refer to these papers for all basic properties concerning these spaces. Let us only mention here that these two function spaces are quasi-Banach spaces for all admissible values of the parameters, and re exive Banach spaces for < p, q < ∞. While the sequence spaces J s p,q (E) and I s p,q (E) obviously depend on the choice of the hyperbolic lling (X, E), the spacesḞ s p,q (Z) andḂ s p,q (Z) do not -we refer to Remark 2.3 below for more information.
(iii) The Besov spacesṄ s p,q (Z) and the Triebel-Lizorkin spacesṀ s p,q (Z) were introduced in [26] in the generality of all metric measure spaces. Under our assumptions and in the parameter ranges given in the definition above, they coincide withḂ s p,q (Z) andḞ s p,q (Z) respectively; see [2, 
(iv) The spacesṀ ,p (Z) were introduced in [10]; see also [11] . For < p < ∞ they are one of the more well-known generalizations of the standard Sobolev spaces to the setting of metric measure spaces. In [24] it was shown thatṀ ,p (R d ) for d/(d + ) < p ≤ coincides with the homogeneous Hardy-Sobolev space with the same indices.
(v) We have the restriction p > Q/(Q + s) in the de nitions of the spacesḂ s p,q (Z) andḞ s p,q (Z). This is because the de nitions of these spaces require a priori local integrability, and generally speaking it is for p > d/(d + s) that the Besov and Triebel-Lizorkin distributions on R d are locally integrable functions. We also impose a similar restriction on the parameter q for the spacesḞ s p,q (Z) because of certain technical reasons which are common in the study of these spaces; see e.g. the proofs in [2] or [37] for more information.
(vi) It will be useful to note that we have the following equivalent quasinorm on the space I s p,q (E) for all admissible parameters: Remark 2.3. As mentioned above, the choice of the hyperbolic lling (X, E) is not unique, but this has no essential bearing on the classesḂ s p,q (Z) andḞ s p,q (Z) or their quasi-norms -any two admissible choices yield equivalent quasi-norms for both spaces, with the equivalence constants independent of these two choices. However, in this paper we shall need even more exibility in the choice of (X, E) -we want to choose the hyperbolic lling of Z in such a way that a hyperbolic lling of a xed subspace F is obtained in a natural way as the "restriction" of (X, E) to the edges corresponding to balls that lie "above" F. This choice is formulated as Lemma 2.4 below.
To elaborate on the admissible exibility, it is enough that we have d(x, x ) ≥ c −n for all distinct x, x ∈ Xn, that the radii rx of the balls B(x) := B(ξx , rx) (x ∈ Xn) are comparable to −n uniformly in n, and that the balls c B(x) x∈Xn cover Z; here the constants c > and c ∈ ( , ) are uniform in n. Then (X, E) can be constructed exactly as explained above, and the resulting spacesḂ s p,q (Z) andḞ s p,q (Z) have quasinorms essentially independent of the precise choice of the hyperbolic lling. We refer to [ 
can be chosen such that the following properties hold.
(i) The balls corresponding to the vertices in X F are centered in F, i.e. ξx ∈ F for all x ∈ X F ;
Writing X Z n := X n ∪ X n and X Z := n∈Z X Z n , we are in the situation of Remark 2.3 (with c = c = − ), so the resulting graph (X Z , E Z ) is an admissible hyperbolic lling of Z. In addition, for x ∈ X Z n we have B(x) ∩ F ≠ ∅ if and only if x ∈ X n (hence also ξx ∈ F), and the balls B(x) |F ⊂ F corresponding to the vertices x ∈ X n obviously generate an admissible hyperbolic lling (X F , E F ) for the metric space (F, d |F ).
Traces of Besov spaces
In this section, we shall work with the assumptions of Theorem 1.1. In other words, the metric measure space (Z, d, µ) is assumed to be Q-Ahlfors regular (with Q as in (2.1)), which means that the measure µ satis es µ B(ξ , r) ≈ r Q uniformly in ξ ∈ Z and < r < diam Z. We assume that F is a closed subset of Z of Hausdor dimension λ ∈ ( , Q], equipped with the metric d |F . We denote its λ-Hausdor measure by ν, and assume it to be λ-Ahlfors regular. Write (X Z , E Z ) for the hyperbolic lling of Z, and similarly with F in place of Z. The hyperbolic llings are chosen so that X F n is in a natural way a subset of X Z n for all n ∈ Z; see Lemma 2.4 above.
To make sense of the trace spaces of the Besov spacesḂ s p,q (Z), let us begin by recalling some very basic properties of locally integrable functions.
For a measurable function f : Z → C, denote by Λ f the set of points ξ ∈ Z such that there exists a number c ξ ,f ∈ C so that
It is well known ([17, Theorem 2.7]) that the doubling property (2.1) implies that if f ∈ L loc (Z), then Λ f has full µ-measure (namely it contains the Lebesgue points of f ) and that it does not depend on the precise representative of f (with respect to equality µ-almost everywhere). The point is that f as a function is essentially well-de ned in Λ f , and that under a fractional smoothness assumption on f , the set Z \ Λ f turns out to have a relatively small Hausdor dimension. This is quanti ed in the following lemma, which is well known in the Euclidean setting, so we have only included an outline of a proof that is easily adapted to our setting. Let us now consider the case of Besov spaces. Suppose that the parameters are as in the statement, and take ϵ ∈ ( , s) arbitrarily close to s. We haveḂ s p,q (Z) =Ṅ s p,q (Z) (see [26] for the de nition of the latter space), and it is easily seen that for any f ∈Ṅ s p,q (Z), we have f ∈Ṁ ϵ,p (B) for all balls B ⊂ Z. By the rst part of the proof, this means that the Hausdor dimension of Z\Λ f is at most Q − ϵp, and taking ϵ → s yields the desired upper bound. are locally inṀ ϵ,p for all ϵ ∈ ( , s) such that p > Q/ϵ. We also note that the Ahlfors regularity of Z is not strictly speaking needed here; a closer examination of the proof shows that the doubling condition (2.1) su ces.
With this in mind, we are in a position to give the proof of Theorem 1.1. Before the proof, we still make some remarks concerning the actual statement and de ne a collection of auxiliary functions. (ii) For u : X Z → C, de ne T Z n u : Z → C for all n ∈ Z by
De ne T F n u for u : X F → C and n ∈ Z analogously. Proof of Theorem 1.1. We will rst construct the trace operator R. In fact, as explained in Remark 3.3 above, we could take part (i) of the statement as the de nition of R, but we shall construct the operator in a slightly more roundabout way so that the boundedness becomes evident. Letting f ∈Ḃ s p,q (Z), we have f for all sequences u de ned on E F and integers n ∈ Z, and x ξ ∈ F. We have that
converges in L loc (F) and pointwise ν-almost everywhere (see Lemma A.1 in the Appendix below). According to [35, Proposition 4.3 ] (see also [2, Proposition 6.3]), theḂ s−γ/p p,q (F)-norm of the limit function is bounded from above by a constant times the leftmost quantity in (3.1), and hence by a constant times f Ḃs p,q (Z) . Note that we have I F n (du) = T F n+ u − T F n u for all sequences u : X → C (by de nition), and since d(Pf ) |E F (as a sequence on E F ) is simply obtained as the discrete derivative of (Pf ) |X F , we get
for all n. By Lemma A.1 in the Appendix below, we also have
for all ξ ∈ F. Combining (3.2) and (3.3) with the fact that ν-almost every point of F is a Lebesgue point of f , we get
for ν-almost all ξ ∈ F, where T F (Pf ) |X F (ξ ) is a constant. We can therefore take Rf :
We shall next construct the extension operator E with the additional assumption that q < ∞. In this case, it su ces to construct a bounded linear operator E :Ḃ s−γ/p p,q (F) →Ḃ 
so the series n< I Z n u(·) − I Z n u(ξ ) converges uniformly on bounded subsets of Z. All in all, the series de ning I Z u converges uniformly on bounded subsets of Z, and the limit function must hence be continuous in Z.
Now since u is not in general obtained as a discrete derivative of a sequence on X Z , we do not have an analog of (3.2) on Z. However, by the choices of the hyperbolic llings (see Lemma 2.4) 
. Hence for all ξ ∈ F and n ∈ Z,
By continuity, all points of Z are Lebesgue points of I Z u and all points of F are Lebesgue points of f . Combining this with the formula above and Lemma A.1 in the Appendix below we get
for ξ ∈ F; note that Lemma A.1 applies here since the Ahlfors regularity of Z means that either diam (Z) < ∞ or µ(Z) = ∞. Altogether, 
Traces of Triebel-Lizorkin and Sobolev spaces
In this section we shall give the proofs of Theorems 1.4 and 1.5. The assumptions on the metric measure spaces are as in the statements of these theorems -Z := (Z, d, µ) is Q-Ahlfors regular, and F is a closed and porous subset of Z equipped with the metric d |F and the λ-Hausdor measure ν, which is assumed to be λ-Ahlfors regular. The hyperbolic llings (X Z , E Z ) and (X F , E F ) are chosen as in the previous section. The main observation concerning the porosity of F is that now the J s p,q (E Z )-norm of a sequence living "above" F is essentially independent of q. In [6, Theorem 13.7], a similar phenomenon was observed for sequence spaces corresponding to the Fourier-analytically de ned Triebel-Lizorkin spaces in the Euclidean setting, under a slightly weaker condition called NST instead of porosity. 
R can thus be constructed as in the proof of Theorem 1.1. To construct E, note that for all f ∈Ḃ , we have f
By Lemma A.1 in the Appendix below, we therefore have that
where ξ is a xed point of F, converges in L loc (Z) and pointwise µ-almost everywhere (but not to a function inḞ p, (Z), since [2, Proposition 6.3] requires s < ). For all ξ and η outside of a set of zero µ-measure we can however use the Lipschitz continuity of the functions ψ Z y to obtain 
, and since Lipschitz functions with bounded support are dense inḂ −(Q−λ)/p p,p (F), we may proceed as in the proof of Theorem 1.1. Suppose that f ∈ L loc (Z) and take ε ∈ ( , s) (obvious modi cations for p = ∞ and/or q = ∞). The latter quantity appears on both sides of the desired estimate, so it remains to verify that the part of f Ḃs p,q (Z) corresponding to edges at levels k < is bounded by f B s p,q (Z) . To this end, for each e with |e| < choose a ball Be that contains B(e) and has radius uniformly comparable to −|e| (without loss of generality we may also assume that this radius is always ≥ ). The quantity we wish to estimate is thus If p ≥ , the desired estimate follows easily by using Hölder's inequality for each term µ(Be) −p f p L (Be) and noting that the balls Be at each xed level have uniformly bounded overlap:
If on the other hand Q/(Q + s) < p < , take ϵ ∈ ( , s) such that p = Q/(Q + ϵ). Then part (ii) of Lemma 5. We will further need the following density result, which also is of independent interest. A similar result has been recently established in [16] . , and since q < ∞, the latter quantity tends to zero as n → ∞.
With Propositions 5.2 and 5.4 in mind, we are in a position to give the proof the non-homogeneous versions of our main results. Proof of Theorem 1.7. For brevity we shall only consider the traces and extensions of Besov functions, as the analogs for Theorems 1.4 and 1.5 will then follow with more or less obvious modi cations of the original proofs. The hyperbolic llings (X Z , E Z ) and (X F , E F ) are again chosen as in the proof of Theorem 1.1, i.e so that X F n is in a natural way a subset of X Z n for all n ∈ Z. When necessary, we shall use the notations P Z f , P F f , B Z (x), B F (x) etc. with the obvious meanings to distinguish between the relevant operators and balls on di erent spaces.
First, suppose that the parameters s, p and q are admissible and f ∈ B s p,q (Z). We will construct the trace of f to F using a modi ed version of the operator R which is better suited for non-homogeneous case. Denote 
