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Abstract
Based on the Lax compatibility, the negative-order coupled Harry–Dym (ncHD) hierarchy
depending upon one parameter α is retrieved in the Lenard scheme, which includes the two-
component Camassa–Holm (2CH) equation as a special member with α = − 1
4
. By using
a symmetric constraint, it is found that only in the case of α > 1 the ncHD hierarchy can
be reduced to a family of backward Neumann type systems by separating the temporal and
spatial variables on the tangent bundle of a unit sphere. The resultant backward Neumann
type systems are proved to be completely integrable in the Liouville sense via a Lax equation.
Finally, for α > 1, the relation between the ncHD hierarchy and the backward Neumann type
systems is established, where the involutive solutions of backward Neumann type systems
yield the finite parametric solutions to the ncHD hierarchy.
1 Introduction
It has been observed that integrable peakon equations can be placed in the negative-direction
of soliton hierarchies [1–5]. There has been growing interest in the study of negative-order
integrable systems that emerge from spectral problems [6–11]. Quite often, most negative-
order flows can only be realized in the form of nonlocal integrable nonlinear evolution equations
(INLEEs). The cases where the negative-order flows can be expressed in the form of local
INLEEs with physical backgrounds will be of special interest, such as the Camassa–Holm (CH)
equation [1], the Degasperis–Procesi (DP) equation [2], and some others with cubic nonlinearity
[3–5]. Note that the negative-order INLEEs are intractable due to the characteristic feature of
nonlocality [11]. Compared with positive-order INLEEs, the study of negative-order INLEEs
has received less attention. However, it is the nonlocality that greatly enhances the variety
of negative-order integrable systems, such as the emergence of peakons, cuspons, kinks, and so
on [1,5,8,12,13]. In this paper, we report that a nonlocal INLEE can be reduced to a pair of local
finite-dimensional integrable systems (FDISs) by separating its temporal and spatial variables,
and thus the derivation of explicit solutions of negative-order INLEEs can be simplified to solving
some FDISs of solvable ordinary differential equations.
∗cjb@seu.edu.cn;
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The CH equation
mt + ωu˜x + 2mu˜x +mxu˜ = 0, m = u˜− u˜xx, (1.1)
arises as a model describing the unidirectional propagation of shallow water waves over a flat
bottom [1], and that of axially symmetric waves in a hyperelastic rod [14,15]. It is noteworthy
that the CH equation not only possesses stable solitons if ω > 0 [16] and peaked solitary waves
(peakons) if ω = 0 [1], but also allows the presence of wave breaking [17]. Soon later, the study
of peakons yielded various generalizations and modifications of the CH equation [3–5]. One
of the multicomponent generalizations is the 2CH equation encountered in the framework of
deformation of a hydrodynamic-type bi-Hamiltonian structure [3],
mt + 2mu˜x +mxu˜+ ρρx = 0, ρt + (ρu˜)x = 0, m = u˜− u˜xx. (1.2)
This extension has been demonstrated to be relevant to the context of shallow-water theory [18].
The 2CH equation has attracted much interest in the past few years [8–10, 18–23]. Regarding
connections to other integrable systems, it has been found that the 2CH equation is related via a
reciprocal transformation to negative-order Ablowitz–Kaup–Newell–Segur (AKNS) flows [24,25],
from which some multikink solutions and traveling wave solutions have been abtained for the
2CH equation [8–10, 26]. Different from the above treatments, the aim of the present work
is to demonstrate that the 2CH equation can be embedded into the negative-order coupled
Harry–Dym (ncHD) hierarchy.
Based on isospectral natures [27], INLEEs always appear together with a hierarchy of high-
order members in the sense of Lax compatibility, and they can be formally depicted by the
Lenard operator pair K, J and the Lenard gradients. Therein, the kernel of J usually gives
rise to a positive-direction hierarchy of INLEEs, while the kernel of K results in a sequence
of negative-order INLEEs [28]. Moreover, the positive- and negative-order integrable systems
share the spatial part of Lax representations, the commutable phase flows, and a pair of bi-
Hamiltonian operators [29]. On one hand, the exact solutions to INLEEs known so far all have
a finite number of parameters, which means that they may satisfy FDISs of solvable ordinary
differential equations upon canceling the existing parameters. On the other hand, it has been
noticed that INLEEs can be represented as the compatibility condition of two spectral problems.
Then, the finite-dimensional integrable reduction is motivated in view of the nonlinearization
of Lax pairs [30]. Forward FDISs have been used to deduce soliton solutions, quasi-periodic
solutions, rogue periodic waves, and polar expansion solutions for the positive-order INLEEs
in various cases [31–36]. Referring to the fruitful application of forward FDISs, we turn our
attention to the finite-dimensional integrable reduction for negative-order INLEEs, which will
not only enrich the content of FDISs themselves [37, 38] but also provide an effective way to
solve negative-order INLEEs.
The primary purpose of this study is to reduce the ncHD hierarchy to a family of backward
Neumann type systems and then present its finite parametric solutions. Let us briefly explain the
treatment of the ncHD hierarchy [11]. In accordance with the Lax compatibility [27], we begin
with the cHD spectral problem [39] to reconstruct the ncHD hierarchy in the Lenard scheme,
and we further specify Lax representations of the ncHD hierarchy in terms of a set of backward
Lenard gradients. From the nonlinearizaiton of Lax pairs [30], we point out that the ncHD
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hierarchy with a single parameter α > 1 is decomposed into a family of backward Neumann
type systems by separating the temporal and spatial variables on the tangent bundle of a unit
sphere, while finite-dimensional integrable reduction can not be implemented for the case of
α ≤ 1, at least for the real space. The reduced backward Neumann type systems are rewritten
as canonical Hamiltonian equations under the Dirac-Poisson bracket. Using a special solution
of the Lenard eigenvalue equation, we obtain a Lax matrix that provides a sufficient number of
conserved integrals for the backward Neumann type systems. The Lax matrix is shown to be
satisfied by a Lax equation along with the backward Neumann type flows, which implies that two
arbitrary backward Neumann type flows are consistent on the tangent bundle of a unit sphere.
The relation between the ncHD hierarchy and the backward Neumann type systems is specified
for α > 1, where the involutive solutions of backward Neumann type systems lead to the finite
parametric solutions for the ncHD hierarchy. Based on our technical treatment, it is seen that
the problem of obtaining solutions for nonlocal INLEEs is transferred to that of solving some
FDISs of the Neumann type, which enhances the efficiency of solving negative-order integrable
systems.
The present article is organized as follows. In Sec. 2, starting from the kernel of the Lenard
operator K, we deduce the ncHD hierarchy together with the 2CH equation, and then specify
its Lax integrability. In Sec. 3, an explicit formalism of decomposition is presented for the ncHD
hierarchy. Section 4 bridges the gap between the ncHD hierarchy and the backward Neumann
type systems that results in finite parametric solutions to the ncHD hierarchy for α > 1.
2 ncHD Hierarchy and Its Lax Integrability
In this section, using the backward Lenard gradients, we retrieve the ncHD hierarchy de-
pending on one parameter α [11] and then specify its Lax integrability. It will be seen that the
first nontrivial member in the list takes the local shape, and can be transformed to the previously
known 2CH equation for α = −14 [3, 8, 18]. Our point of departure is the cHD spectral problem
attached with a single parameter α ∈ R [39], expressed as
ϕx = Uϕ, U = σ2 − (α+ λu+ λ
2v)σ3, ϕ = (ϕ1, ϕ2)
T , (2.1)
where λ is the spectral parameter, u and v are the potentials, and
σ1 =
(
1 0
0 −1
)
, σ2 =
(
0 1
0 0
)
, σ3 =
(
0 0
1 0
)
.
Consider the stationary zero-curvature equation with respect to the spectral problem in Eq.
(2.1),
Vx = [U, V ], V =


aσ1 + bσ2 + cσ3 =
∑
j≥0
(ajσ1 + bjσ2 + cjσ3)λ
−j , j ≥ 0,
−aσ1 − bσ2 − cσ3 = −
∑
j≤−1
(ajσ1 + bjσ2 + cjσ3)λ
−j , j ≤ −1,
(2.2)
which can be reformulated as
ajx = αbj + ubj+1 + vbj+2 + cj , bjx = −2aj , cjx = −2αaj − 2uaj+1 − 2vaj+2,
−(2α∂ + 12∂
3)bj = (∂u+ u∂)bj+1 + (∂v + v∂)bj+2, ∂ = ∂/∂x, j ∈ Z.
(2.3)
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Let a0 = b0 = 0, c0 = v
1
2 be the initial datum, and w = b−2 [which is related to the parameter
α through the recursive formula (2.3)]. Using the recurrence chain (2.3), aj , bj, and cj can be
uniquely determined up to the constants of integration, for instance,
a1 = 0, a2 = −
1
4v
− 3
2 vx, a3 =
3
8uvxv
− 5
2 − 14uxv
− 3
2 , a−1 = 0, a−2 = −
1
2wx,
b1 = 0, b2 = −v
− 1
2 , b3 =
1
2uv
− 3
2 , b−1 = −1, b−2 = w,
c1 =
1
2uv
− 1
2 , c−1 = α, c−2 = u− αw −
1
2wxx.
(2.4)
To deduce the ncHD hierarchy, we now convert the recursive formula (2.3) into a pattern of
Lenard gradients {gj} (j ∈ Z) and the Lenard operator pair K and J as
Kgj = Jgj+1, gj = (−bj+2,−bj+3)
T , j ∈ Z, (2.5)
where
K =
(
0 −(2α∂ + 12∂
3)
−(2α∂ + 12∂
3) −(∂u+ u∂)
)
, J =
(
−(2α∂ + 12∂
3) 0
0 ∂v + v∂
)
(2.6)
are two skew-symmetric operators. It is known from Eqs. (2.4)-(2.6) that
g−4 =
(
−w
1
)
, g−3 =
(
1
0
)
, g−2 =
(
0
0
)
,
g−1 =
(
0
v−
1
2
)
, g0 =
(
v−
1
2
−12uv
− 3
2
)
,
(2.7)
ker J = {̺1g−1 + ̺2g−3|∀̺1, ̺2 ∈ R}, (2.8)
kerK = {̺−1g−3 + ̺−2g−4|∀̺−1, ̺−2 ∈ R}. (2.9)
Clearly, up to the kernel of J , the recursive formula gj+1 = J
−1Kgj (j ≥ −1) leads to the
forward Lenard gradients g0, g1, · · · , etc., and up to the kernel of K, the recursive formula
gj = K
−1Jgj+1 (j ≤ −5) results in the backward Lenard gradients g−5, g−6, · · · , etc., which
coincides with the recursive relation (2.3).
Let g− be a generating function of the backward Lenard gradients {g−j} (j ≥ 3),
g− = (g
(1)
− , g
(2)
− )
T =
n−1∑
j=1
g−j−2λ
j−n, n ≥ 3. (2.10)
We postulate that the time-dependent ϕ also solves the following spectral problem determined
by the backward Lenard gradients:
ϕt−n = V
(−n)ϕ, V (−n) = −
1
2
∂g
(1)
− σ1+g
(1)
− σ2−(
1
2
∂2g
(1)
− +(α+λu+λ
2v)g
(1)
− )σ3, n ≥ 3, (2.11)
After a direct calculation, we arrive at the identity
Ut−n = V
(−n)
x − [U, V
(−n)] = U∗[(K − λJ)g−], (2.12)
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where
U∗[ξ] =
d
dε
∣∣∣∣
ε=0
U(u+ εξ1, v + εξ2), ξ = (ξ1, ξ2)
T .
The combination of Eqs. (2.5), (2.10), and (2.12) gives a sequence of negative-order integrable
systems, i.e., the ncHD hierarchy in the two-component version [11] formally expressed by
(ut−n , vt−n)
T = Jg−n−2, n ≥ 3. (2.13)
It follows from Eqs. (2.3)-(2.6) that the first INLEE in Eq. (2.13) can be represented as the
following local form (up to a constant of integration) by virtue of an additional potential w:
ut−3 = −2uwx − uxw + vx, vt−3 = −2vwx − vxw, u = (2α+
1
2
∂2)w, (2.14)
which are the compatibility conditions of the Lax pair (2.1), and
ϕt−3 = V
(−3)ϕ, (2.15)
V (−3) =
1
2
wxσ1 + (λ
−1 − w)σ2 +
(
1
2
wxx + α
(
w − λ−1
)
− u+ λ(uw − v) + λ2vw
)
σ3. (2.16)
To fix α = −14 and also identify the constant of integration as zero, from Eqs. (2.3) and (2.4)
we know that u = −(1 − ∂2)w/2. Let w → 2u˜, v → ρ2, t−3 →
1
2t. The first ncHD equation
(2.14) can be transformed to the following standard 2CH equation [or the equivalent form Eq.
(1.2)] [3, 8, 18]:
u˜t − u˜xxt + 3u˜u˜x − 2u˜xu˜xx − u˜u˜xxx + ρρx = 0,
ρt + ρu˜x + ρxu˜ = 0.
(2.17)
On the other hand, by using the trace formula [40], we compute
(
δ
δu
,
δ
δv
)T
tr
(
V
∂U
∂λ
)
=
(
λ−s
∂
∂λ
λs
)(
tr
(
V
∂U
∂u
)
, tr
(
V
∂U
∂v
))T
, (2.18)
where (δ/δu, δ/δv)T is the variational derivative and s is an absolute constant to be determined.
Replacing b with the expansion of
∑+∞
j=1 b−jλ
j in Eq. (2.18), we compare the coefficients of λ
on both sides of Eq. (2.18) and obtain
s = −1,
(
δ
δu
,
δ
δv
)T
(ub−j−1 + 2vb−j) = (j + 1)(b−j−1, b−j)
T , j ≥ 1. (2.19)
It follows from Eq. (2.5) that the ncHD hierarchy can be rewritten as the bi-Hamiltonian formula
(ut−n , vt−n)
T = J
(
δ
δu
,
δ
δv
)T
H−n = K
(
δ
δu
,
δ
δv
)T
H−n−1, n ≥ 3, (2.20)
where
H−n = −
1
n
(b−n + 2vb−n+1), n ≥ 3. (2.21)
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3 Nonlinearization of Lax Pairs
A natural way to solve INLEEs is to reduce their dimensions to yield simpler lower-dimensional
equations and then try to solve the reduced lower-dimensional equations. The nonlinearization
of Lax pairs [30] provides an effective way to keep the integrability of INLEEs while reducing
their dimensions. The subsequent objective is to generalize the nonlinearization of Lax pairs to
negative-order INLEEs, which produces backward Neumann type systems, for the purpose of
solving negative-order INLEEs.
In doing so, we first introduce some notions and symbols for later use. Let λ1, λ2, · · · , λN be
N distinct nonzero eigenvalues and (pj , qj) be the eigenfunction corresponding to λj (1 ≤ j ≤ N).
For brevity, we denote Λ = diag(λ1, · · · , λN ), p = (p1, p2, · · · , pN )
T , and q = (q1, q2, · · · , qN )
T .
The standard symplectic structure in R2N is assumed to be ω2 = dp ∧ dq, and the Poisson
bracket of two smooth functions f = f(p, q) and g = g(p, q) is defined by [41]
{f, g} =
N∑
j=1
(
∂f
∂qj
∂g
∂pj
−
∂f
∂pj
∂g
∂qj
)
=
〈
∂f
∂q
,
∂g
∂p
〉
−
〈
∂f
∂p
,
∂g
∂q
〉
,
where the diamond bracket 〈·, ·〉 represents the inner product in RN .
We put the spectral problem (2.1) into the component form(
pj
qj
)
x
=
(
0 1
−α− λju− λ
2
jv 0
)(
pj
qj
)
, 1 ≤ j ≤ N. (3.1)
It is known from [30] that the functional gradient of λj with respect to the potentials u and v is
∇λj = (δλj/δu, δλj/δv)
T = (λjp
2
j , λ
2
jp
2
j)
T , (3.2)
which solves the Lenard eigenvalue equation
(K − λjJ)∇λj = 0. (3.3)
We place the following constraint on the relationship between g0 and the sum of ∇λj from 1 to
N [30]:
g0 =
N∑
j=1
∇λj, (3.4)
which connects the potentials u and v with the eigenfunctions p and q,
u = −2〈Λ2p, p〉〈Λp, p〉−3, v = 〈Λp, p〉−2. (3.5)
By direct calculation using Eqs. (3.1) and (3.5), we have
(2α∂ + 12∂
3)〈p, p〉 = 0,
(2α∂ + 12∂
3)〈Λkp, p〉+ (∂u+ u∂)〈Λk+1p, p〉+ (∂v + v∂)〈Λk+2p, p〉 = 0, k ∈ Z.
(3.6)
From Eqs. (2.3) and (3.6), we define
b−1 = −〈p, p〉, b−j = −〈Λ
−j+1p, p〉, bj = −〈Λ
j−1p, p〉, j ≥ 2, (3.7)
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which, together with Eqs. (2.4) and (3.1), yield the geometric conditions
〈p, p〉 = 1, 〈p, q〉 = 0. (3.8)
Simply substituting Eqs. (3.5), (3.7), and (3.8) back into the Lax representations (2.1) and
(2.15), we arrive at two Neumann type systems in the vector form

px = q,
qx = −αp+
2〈Λ2p,p〉
〈Λp,p〉3
Λp− 1
〈Λp,p〉2
Λ2p,
〈p, p〉 = 1, 〈p, q〉 = 0,
(3.9)
and

pt−3 = −〈Λ
−1p, q〉p+ 〈Λ−1p, p〉q + Λ−1q,
qt−3 = −
(
〈Λ−1q, q〉 − 〈Λp, p〉−1
)
p− αΛ−1p+ 2〈Λ2p, p〉〈Λ−1p, p〉〈Λp, p〉−3Λp
−〈Λp, p〉−2Λp− 〈Λ−1p, p〉〈Λp, p〉−2Λ2p+ 〈Λ−1p, q〉q,
〈p, p〉 = 1, 〈p, q〉 = 0,
(3.10)
where we have used the identity
〈q, q〉+ 〈Λ2p, p〉〈Λp, p〉−2 = α, (3.11)
which follows from the second derivative of the sphere condition 〈p, p〉 = 1 in variable x. Actually,
the left-hand side of Eq. (3.11) is a constant of motion [see Eq. (3.30) below], which makes
sense in the process of nonlinearization of Lax pairs. Because the eigenfunctions p and q belong
to RN , if the N eigenvalues are also restricted to be real, it is clear that the parameter α is
larger than 0. On one hand, if α lies in the interval (0, 1], it is found from Eq. (3.11) that
∑
j<k
(λ2j + λ
2
k)p
2
jp
2
k =
N∑
j=1
λ2jp
2
j
N∑
k=1,k 6=j
p2k =
N∑
j=1
λ2jp
2
j(1− p
2
j)
≤
N∑
j=1
λ2jp
2
j(
1
α
− p2j) ≤ 2
∑
j<k
λjλkp
2
jp
2
k.
(3.12)
This means that the inequality (3.12) holds true only for λj = λk, which contradicts the as-
sumption of distinct nonzero eigenvalues. On the other hand, if α > 1,
N∑
j=1
λ2jp
2
j(1− αp
2
j ) ≤
N∑
j=1
λ2jp
2
j (1− p
2
j) =
∑
j<k
(λ2j + λ
2
k)p
2
jp
2
k ≤ 2α
∑
j<k
λjλkp
2
jp
2
k, (3.13)
which means that the Neumann type systems (3.9) and (3.10) may have some solutions in R2N .
Setting n = 2 in Eq. (2.11), it is seen from Eq. (2.4) that V (−2) is in fact the spectral matrix
U . Therefore, the finite-dimensional dynamical systems (3.9) and (3.10) can be regarded as the
backward Neumann type systems because the Lax pair (2.1) and (2.15) belong to the negative
Lax representations (2.11). Note that the backward Neumann type systems (3.9) and (3.10)
admit the common geometric condition (3.8) restricting themselves on the tangent bundle of a
unit sphere
TSN−1 = {〈p, q〉 ∈ R2N |F =: 〈p, p〉 − 1 = 0, G =: 〈p, q〉 = 0}, (3.14)
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we consider the Dirac-Poisson bracket
{f, g}D = {f, g}+
1
{F,G}
({f, F}{G, g} − {f,G}{F, g}) (3.15)
and rewrite the backward Neumann type systems (3.9) and (3.10) as the canonical Hamiltonian
equations
px = {p,H0}D, qx = {q,H0}D, (3.16)
pt−3 = {p,H−1}D, qt−3 = {q,H−1}D, (3.17)
where
H0 = −
1
2
(〈q, q〉 + 〈Λp, p〉−2〈Λ2p, p〉), (3.18)
H−1 = −
1
2
(〈Λ2p, p〉〈Λ−1p, p〉〈Λp, p〉−2 − 〈Λp, p〉−1 + 〈Λ−1q, q〉+ 〈Λ−1p, p〉〈q, q〉). (3.19)
Clearly, it follows from Eqs. (3.16)-(3.19) that the backward Neumann type systems (3.9) and
(3.10) are indeed constrained Hamiltonian systems over the tangent bundle of a unit sphere.
The ncHD equation (2.14) has thus been reduced to a pair of backward Neumann type
systems (3.9) and (3.10) on (TSN−1, ω2) since it is the compatibility condition of Lax represen-
tations (2.1) and (2.15). One of the important issues in the theory of integrable systems is to
solve high-order INLEEs with explicit solutions. Attention is therefore next paid to Neumann
type integrable reduction for the ncHD hierarchy (2.13) with n ≥ 4. It is known from Eqs. (2.5)
and (3.7) that
g−j = (〈Λ
−j+3p, p〉, 〈Λ−j+4p, p〉)T , j ≥ 4. (3.20)
Substituting Eqs. (3.5), (3.8), and (3.20) into the Lax representation (2.11) gives rise to the
sequence of backward Neumann type systems

pt
−k−2
= 12
k∑
j=0
(2〈Λ−jp, p〉Λj−kq − 〈Λ−jp, q〉Λj−kp− 〈Λj−kp, q〉Λ−jp),
qt
−k−2
= −〈Λ−kq, q〉p + 〈Λp, p〉−1Λ1−kp− 〈Λ1−kp, p〉〈Λp, p〉−2Λp
−〈Λp, p〉−2(〈Λ−kp, p〉Λ2p+ 〈Λ2p, p〉Λ−kp) + 2〈Λ2p, p〉〈Λ−kp, p〉〈Λp, p〉−3Λp
−12
k∑
j=0
(2〈Λj−kq, q〉Λ−jp− 〈Λ−jp, q〉Λj−kq − 〈Λj−kp, q〉Λ−jq),
〈p, p〉 = 1, 〈p, q〉 = 0, k ≥ 2.
(3.21)
Moreover, using the Dirac-Poisson bracket and the identity (3.11), the backward Neumann type
systems (3.21) can also be expressed as the canonical Hamiltonian equation
pt
−k−2
= {p,H−k}D, qt−k−2 = {q,H−k}D, k ≥ 2, (3.22)
where
H−k =
1
2 (〈Λ
1−kp, p〉〈Λp, p〉−1 − 〈Λ−kp, p〉(〈Λ2p, p〉〈Λp, p〉−2 + 〈q, q〉)
−〈Λ−kq, q〉 −
k−1∑
j=1
(〈Λ−jp, p〉〈Λj−kq, q〉 − 〈Λ−jp, q〉〈Λj−kp, q〉)).
(3.23)
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Note that each INLEE in the ncHD hierarchy has been reduced to two backward Neumann
type systems. The problem of obtaining solutions to the ncHD hierarchy (2.13) is converted to
dealing with a sequence of backward Neumann type systems (3.9), (3.10), and (3.21). To solve
the associated backward Neumann type systems, it is necessary for us to evaluate their integrals
of motion. Let us introduce the bilinear generating function
Gλ =
(
0
〈Λp, p〉
)
+
N∑
j=1
∇λj
λ− λj
=
(
Qλ(Λp, p)
〈Λp, p〉+Qλ(Λ
2p, p)
)
, (3.24)
which also satisfies the Lenard eigenvalue equation corresponding to λ,
(K − λJ)Gλ = 0, (3.25)
where
Qλ(ξ, η) =
N∑
j=1
ξjηj
λ− λj
= −
∞∑
m=0
〈Λ−m−1ξ, η〉λm, |λ| < min{|λ1|, |λ2|, · · · , |λN |}.
Simply substituting the expression for Gλ into the spectral matrix V
(−n), we attain the Lax
matrix
Vλ =
(
−Qλ(Λp, q) Qλ(Λp, p)
〈Λ2p,p〉
〈Λp,p〉2
− λ〈Λp,p〉 −Qλ(Λq, q) Qλ(Λp, q)
)
, (3.26)
which satisfies the Lax equation
(Vλ)x − [U, Vλ] = 0, (3.27)
using the identities (2.12) and (3.25). It clearly follows from [40] that the determinant of Vλ
in Eq. (3.28) is the generating function of conserved integrals for the backward Neumann type
system (3.9) with |λ| < min{|λ1|, |λ2|, · · · , |λN |},
detVλ =: F
−
λ = Qλ(Λp, p)
(
λ
〈Λp,p〉 −
〈Λ2p,p〉
〈Λp,p〉2
)
+Qλ(Λp, p)Qλ(Λq, q)−Q
2
λ(Λp, q)
= 1 +
N∑
j=1
Gj
λ−λj
= 1−
∞∑
k=0
(
N∑
j=1
λ−k−1j Gj
)
λk = F0 +
∞∑
k=1
F−kλ
k,
(3.28)
where
Gj =
λ2jp
2
j
〈Λp, p〉
−
〈Λ2p, p〉
〈Λp, p〉2
λjp
2
j +
N∑
k=1,k 6=j
λjλk(pjqk − pkqj)
2
λj − λk
, 1 ≤ j ≤ N (3.29)
and
F0 = 〈Λ
2p, p〉〈Λp, p〉−2 + 〈q, q〉, (3.30)
F−1 = −〈Λp, p〉
−1 + 〈Λ−1p, p〉〈Λ2p, p〉〈Λp, p〉−2 + 〈Λ−1q, q〉+ 〈Λ−1p, p〉〈q, q〉, (3.31)
F−k = −
〈Λ1−kp, p〉
〈Λp, p〉
+
〈Λ2p, p〉
〈Λp, p〉2
〈Λ−kp, p〉+
k∑
j=0
∣∣∣∣ 〈Λ−jp, p〉 〈Λj−kp, q〉〈Λ−jp, q〉 〈Λj−kq, q〉
∣∣∣∣ , k ≥ 2. (3.32)
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Actually, {F−k} are also the integrals of motion for the backward Neumann type systems
(3.10) and (3.21) [see Eq. (4.6)]. By considering the integrals of motion given by Eqs. (3.30)-
(3.32), it will be seen in Sec. 4 that the backward Neumann type flows commute with each other
over (TSN−1, ω2) and that the Hamiltonian vector fields (3.16), (3.17), and (3.22) are exactly
mapped into the ncHD vector fields (2.13) via the symmetric constraint (3.5).
4 From the Neumann Type Systems to the ncHD Hierarchy
Forward FDISs have been adapted to solve positive-order INLEEs [31–36]. Therein, the key
step is that the relation between the positive-order INLEEs and the forward FDISs is established,
where the symmetric constraint specifies a finite-dimensional invariant subspace for the positive-
order flows. In this section, we establish the relation between the negative-order INLEEs and
the backward Neumann type systems.
To progress further, we denote the flow variables of F−λ , F−k (k ≥ 0), and H−k (k ≥ 0) by
τ−λ , τ−k (k ≥ 0), and t−k−2 (k ≥ 0), respectively, and we regard F
−
λ as the Hamiltonian on
(TSN−1, ω2). A direct calculation leads to the following canonical Hamiltonian equation in the
Dirac-Poisson bracket:
d
dτ−λ
(
pk
qk
)
=
(
{pk, F
−
λ }D
{qk, F
−
λ }D
)
=W (λ, λk)
(
pk
qk
)
, (4.1)
where
W (λ, µ) = −
2µ
λ− µ
Vλ +
2µQλ(Λp, p)
〈Λp, p〉2
(
2〈Λ2p, p〉
〈Λp, p〉
− µ− λ
)
σ3. (4.2)
Proposition 4.1 On (TSN−1, ω2), the Lax matrix Vµ satisfies the Lax equation
dVµ
dτ−λ
= [W (λ, µ), Vµ], λ 6= µ, λ, µ ∈ C. (4.3)
Proof: For the convenience of description, we rewrite the Lax matrix Vµ as
Vµ =
(
〈Λ2p, p〉
〈Λp, p〉2
−
µ
〈Λp, p〉
)
σ3 +
N∑
k=1
ǫk
µ− λk
,
where ǫk = −λk(pkqkσ1 − p
2
kσ2 + q
2
kσ3). Starting from Eq. (4.1), after a direct calculation we
arrive at
dǫk
dτ−λ
= [W (λ, λk), ǫk],
d
dτ−λ
(
〈Λ2p, p〉
〈Λp, p〉2
−
µ
〈Λp, p〉
)
= κ,
where
κ = 4Qλ(Λp, q)
(
〈Λ2p, p〉
〈Λp, p〉2
−
λ+ µ
〈Λp, p〉
)
+
4Qλ(p, p)
〈Λp, p〉2
(λ〈Λp, q〉 + 〈Λ2p, q〉)
+4〈Λp, q〉Qλ(Λp, p)
(
µ
〈Λp, p〉2
−
2〈Λ2p, p〉
〈Λp, p〉3
)
.
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Then, we arrive at
dVµ
dτ−λ
= κσ3 +
N∑
k=1
1
µ− λk
[W (λ, λk), ǫk]
= κσ3 +
Qλ(Λp, p)
〈Λp, p〉2
N∑
k=1
2λk
µ− λk
[(
2〈Λ2p, p〉
〈Λp, p〉
− λk − λ
)
σ3, ǫk
]
−
2
λ− µ
N∑
k=1
(
1
µ− λk
−
1
λ− λk
)
[Vλ, λkǫk]
= κσ3 − 2Qλ(Λp, p)
(
2〈Λ2p, p〉
〈Λp, p〉3
−
λ
〈Λp, p〉2
)
(Qµ(Λ
2p, p)σ1 + 2Qµ(Λ
2p, q)σ3)
+
2Qλ(Λp, p)
〈Λp, p〉2
(Qµ(Λ
3p, p)σ1 + 2Qµ(Λ
3p, q)σ3)−
2
λ− µ
[Vλ, µVµ]
+2
(
λ+ µ
〈Λp, p〉
−
〈Λ2p, p〉
〈Λp, p〉2
)
(Qλ(Λp, p)σ1 + 2Qλ(Λp, q)σ3)
=
2µQλ(Λp, p)
〈Λp, p〉2
(
µ+ λ−
2〈Λ2p, p〉
〈Λp, p〉
)
(Qµ(Λp, p)σ1 + 2Qµ(Λp, q)σ3)−
2µ
λ− µ
[Vλ, Vµ]
= [W (λ, µ), Vµ],
by using the identity
Qλ(Λ
lξ, η) = λQλ(Λ
l−1ξ, η) + 〈Λl−1ξ, η〉, l ∈ Z,
which completes the proof.
Corollary 4.1
{F−µ , F
−
λ }D = 0, ∀λ, µ ∈ C, (4.4)
{F−j , F−k}D = 0, j, k = 0, 1, 2, · · · . (4.5)
Recalling Eqs. (3.18), (3.19), (3.23), and (3.30)-(3.32), it is found that H−k = −
1
2F−k, k ≥ 0.
From the Dirac-Poisson bracket, we have
dF−j
dt−k−2
= {F−j ,H−k}D = −
1
2
{F−j , F−k}D = 0, j, k = 0, 1, 2, · · · , (4.6)
which indicates that {F−k} (k ≥ 0) are also the conserved integrals for the backward Neumann
type systems (3.10) and (3.21). Note that the conserved integral Gj corresponds to the nonzero
eigenvalue λj . The choice of distinct eigenvalues ensures that {F0, F−1, · · · , F−N+2} are func-
tionally independent on (TSN−1, ω2). Therefore, we can show the Liouville integrability for the
backward Neumann type systems.
Proposition 4.2 The backward Neumann type systems (3.9), (3.10), and (3.21) are completely
integrable in the Liouville sense.
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It follows from Proposition 4.2 that the backward Neumann type flows mutually commute
over (TSN−1, ω2). Thus, there exists a smooth function in the variables of t−j−2 and t−k−2
(j, k ≥ 0) giving an involutive solution to the backward Neumann type systems (H−j, ω
2, TSN−1)
and (H−k, ω
2, TSN−1) [41]. Owing to the commutability of backward Neumann type flows, we
arrive at the following propositions.
Proposition 4.3 Let (p(x, t−3), q(x, t−3))
T be the involutive solution of backward Neumann type
systems (3.9) and (3.10). Then,
u = −2〈Λ
2p(x,t−3)),p(x,t−3))〉
〈Λp(x,t−3)),p(x,t−3))〉3
, v = 1〈Λp(x,t−3)),p(x,t−3))〉2 ,
w = −〈Λ−1p(x, t−3), p(x, t−3)〉
(4.7)
solves the ncHD equation (2.14).
Proof: Employing the backward Neumann type system (3.9), we obtain
ux =
12〈Λ2p, p〉〈Λp, q〉
〈Λp, p〉4
−
4〈Λ2p, q〉
〈Λp, p〉3
, vx = −
4〈Λp, q〉
〈Λp, p〉3
, (4.8)
and
wx = −2〈Λ
−1p, q〉, wxx = 2
(
u+ α〈Λ−1p, p〉+
1
〈Λp, p〉
− 〈Λ−1q, q〉
)
. (4.9)
On the other hand, from the backward Neumann type system (3.10), we have
〈Λp, p〉t−3 = 2(〈Λ
−1p, p〉〈Λp, q〉 − 〈Λ−1p, q〉〈Λp, p〉), (4.10)
〈Λ2p, p〉t−3 = 2(〈Λp, q〉 + 〈Λ
−1p, p〉〈Λ2p, q〉 − 〈Λ−1p, q〉〈Λ2p, p〉). (4.11)
It follows from Eqs. (4.8)-(4.11) that Eq. (4.7) satisfies the first two equations in Eq. (2.14).
Substituting Eq. (4.9) back into the third equation of Eq. (2.14), we have
u = u+
1
〈Λp, p〉
− α〈Λ−1p, p〉 − 〈Λ−1q, q〉
= u+
1
〈Λp, p〉
− 〈Λ−1p, p〉
(
〈Λ2p, p〉
〈Λp, p〉2
+ 〈q, q〉
)
− 〈Λ−1q, q〉, (4.12)
by using Eq. (3.11). It follows from Eq. (3.31) that Eq. (4.7) also satisfies the third equation in
Eq. (2.14), from which the redundant term in Eq. (4.12) is the exact constant of motion (3.31)
and hence can be set to zero.
Proposition 4.4 Let (p(x, t−n−2), q(x, t−n−2))
T (n ≥ 2) be an involutive solution of backward
Neumann type systems (3.9) and (3.21). Then
u = −
2〈Λ2p(x, t−n−2)), p(x, t−n−2))〉
〈Λp(x, t−n−2)), p(x, t−n−2))〉3
, v =
1
〈Λp(x, t−n−2)), p(x, t−n−2))〉2
(4.13)
are the finite parametric solutions to the nth ncHD equation (2.13).
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Proof: Referring to the backward Neumann type systems (3.21), a direct computation yields
〈Λp, p〉t−n−2 = 2(〈Λ
−np, p〉〈Λp, q〉 − 〈Λ−np, q〉〈Λp, p〉), (4.14)
〈Λ2p, p〉t−n−2 = 2(〈Λ
−n+1p, p〉〈Λp, q〉 − 〈Λ−n+1p, q〉〈Λp, p〉
+〈Λ−np, p〉〈Λ2p, q〉 − 〈Λ−np, q〉〈Λ2p, p〉).
(4.15)
From the backward Neumann type systems (3.9), a similar calculation gives
(∂v + v∂)〈Λ−np, p〉 = 4
(
〈Λ−np, q〉
〈Λp, p〉2
−
〈Λp, q〉〈Λ−np, p〉
〈Λp, p〉3
)
, (4.16)
and
−(2α∂ + 12∂
3)〈Λ−n−1p, p〉 = 4〈Λ−np, p〉
(
3〈Λ2p,p〉〈Λp,q〉
〈Λp,p〉4 −
〈Λ2p,q〉
〈Λp,p〉3
)
− 4
〈Λp,p〉3
(
2〈Λ2p, p〉〈Λ−np, q〉+ 〈Λp, q〉〈Λ−n+1p, p〉
)
+ 4〈Λ
−n+1p,q〉
〈Λp,p〉2
.
(4.17)
By using Eqs. (2.6) and (3.20), the combination of Eqs. (4.14)-(4.17) indicates that Eq. (4.13)
solves the nth ncHD equation (2.13).
To sum up, on the basis of Propositions 4.3 and 4.4, the ncHD hierarchy with α > 1 has
been subjected to finite-dimensional integrable reduction on the tangent bundle of a unit sphere.
It is found that a nonlocal INLEE can be reduced to a pair of local FDISs by separating the
temporal and spatial variables. Moreover, the relation between the negative-order integrable
systems and the backward Neumann type systems is specified, where the involutive solutions of
backward Neumann type systems generate finite parametric solutions of negative-order INLEEs.
As a consequence, the construction of explicit solutions to negative-order INLEEs is simplified
to solving some FDISs of solvable ordinary differential equations under a symmetric constraint.
Referring to the application of forward FDISs [31–36], one may take the backward FDISs as
a basis for obtaining explicit solutions of nonlocal INLEEs. Based on the results given in
this paper, we hope to solve some negative-order INLEEs of physical interest by means of the
backward Neumann type systems.
Acknowledgment
This work was supported by the National Natural Science Foundation of China (No.11471072).
References
[1] R. Camassa and D. D. Holm, Phys. Rev. Lett. 71, 1661 (1993).
[2] A. Degasperis and M. Procesi, Symmetry and Perturbation Theory in Ed. A. Degasperis
and G. Gaeta, (World Scientific, Singapore, 1999) p. 23.
[3] S.-Q. Liu and Y. J. Zhang, J. Geom. Phys. 54, 427 (2005).
[4] V. Novikov, J. Phys. A 42, 342002 (2009).
13
[5] X. G. Geng and B. Xue, Adv. Math. 226, 827 (2011).
[6] B. Fuchssteiner, Physica D 95, 229 (1996).
[7] A. N. W. Hone and J. P. Wang, Inverse Probl. 19, 129 (2003).
[8] M. Chen, S.-Q. Liu, and Y. J. Zhang, Lett. Math. Phys. 75, 1 (2006).
[9] G. Falqui, J. Phys. A 39, 327 (2006).
[10] H. Aratyn, J. F. Gomes, and A. H. Zimerman, Symmetry, Integrability and Geomety:
Methods and Applications 2, 070 (2006).
[11] M. B laszak and K. Marciniak, Stud. Appl. Math. 131, 211 (2013).
[12] A. Degasperis, D. D. Holm, and A. N. W. Hone, Theor. Math. Phys. 133, 1461 (2002).
[13] A. N. W. Hone and J. P. Wang, J. Phys. A 41, 372002 (2008).
[14] H.-H. Dai and Y. Huo, Proc. Roy. Soc. A 456, 331 (1994).
[15] A. Constantin and W. Strauss, Phys. Lett. A 270, 140 (2000).
[16] R. S. Johnson, Proc. Roy. Soc. A, 459, 1687 (2003).
[17] A. Constantin and J. Escher, Acta Math. 181, 229 (1998).
[18] A. Constantin and R. I. Ivanov, Phys. Lett. A 372, 7129 (2008).
[19] J. Escher, O. Lechtenfeld and Z. Yin, Discrete Cont. Dyn. Syst. 19, 493 (2007).
[20] K. Grunert, H. Holden and X. Raynaud, Commun. Part. Diff. Eq. 37, 2245 (2012).
[21] D. D. Holm and R. I. Ivanov, Inverse Probl. 27, 045013 (2011).
[22] K. Mohajer, J. Nonlinear Math. Phys. 16, 117 (2009).
[23] J. Escher, M. Kohlmann and J. Lenells, J. Geom. Phys. 61, 436 (2011).
[24] R. N. Aiyer, J. Phys. A 16, 255 (1983).
[25] A. M. Kamchatnov and M. V. Pavlov, Phys. Lett. A 301, 269 (2002).
[26] J. Ji, S. L. Zhao and D. J. Zhang, Commun. Theor. Phys. 50, 1033 (2008).
[27] P.D. Lax, Comm. Pure Appl. Math. 21, 467 (1968).
[28] R. N. Aiyer, J. Phys. A 17, 1963 (1984).
[29] M. B laszak, Multi-Hamiltonian Theory of Dynamical Systems (Springer, Heidelberg, 1998).
[30] C. W. Cao and X. G. Geng, Research Reports in Physics, (Springer, Berlin, 1990) p. 68.
14
[31] H.-H. Dai and X. G. Geng, J. Phys. Soc. Jpn. 68, 2878, (1999).
[32] R. G. Zhou, J. Math. Phys. (N.Y.) 38, 2535 (1997).
[33] C. W. Cao, Y. T. Wu and X. G. Geng, J. Math. Phys. (N.Y.) 40, 3948 (1999).
[34] M. S. Alber, R. Camassa, Y. N. Fedorov, D. D. Holm and J. E. Marsden, Commun. Math.
Phys. 221, 197 (2001).
[35] X. G. Geng, H.-H. Dai and J. Y. Zhu, Stud. Appl. Math. 118, 281 (2007).
[36] J. B. Chen and D. E. Pelinovsky, Proc. Roy. Soc. A 474, 20170814 (2018).
[37] J. B. Chen, Chaos Solitons Fractals 24, 519 (2005).
[38] J. B. Chen and X. G. Geng, Phys. Lett. A 340, 181 (2005).
[39] M. Antonowicz and A. P. Fordy, J. Phys. A 21, L269 (1998).
[40] G. Z. Tu, J. Math. Phys. (N.Y.) 30, 330 (1989).
[41] V. I. Arnold,Mathematical Methods of Classical Mechanics, (Springer-Verlag, Berlin, 1978).
15
