The perception of ensemble characteristics is often regarded as an antidote to an established bottleneck in focused attention and working memory, both of which appear to be limited in capacity to a few objects only. In order to test the associative law of summation, observers were asked to estimate the mean size of four circles relative to a reference circle. When there was no time to scrutinize each individual circle, observers discriminated the mean size difference identically, irrespective of whether the same summary size increment or decrement was added to or subtracted from the size of only one, two, or all four circles. Since observers judged the size of individual circles, the position of which was indicated after they were displayed, considerably less accurately than the mean size of the four circles, it is very unlikely that explicit knowledge of the size of the individual elements is the basis of mean size judgments. The sizes of individual elements were pooled together in an obligatory manner before size information had reached awareness. The processing of size information seems to be largely constrained to only one measure at a time, with a preference for mean size rather than the individual measures from which it is assembled.
Introduction
Ensemble characteristics are any abstract property of an incoming visual image which is computed from multiple individual measures and may not have representation in any explicit visual attribute (Alvarez, 2011) . For example, two circles with diameters 100 and 200 pixels shown on a display screen have a mean size equal to 150 pixels, which is not embodied in any visually identifiable attribute. Nevertheless, it is widely believed that these ensemble characteristics, also called 'global features' or 'statistical summaries', can be effectively computed, perceived, and stored by the human perceptual system (Alvarez, 2011; Ariely, 2001; Chong & Treisman, 2003 , 2005 Fouriezos, Rubenfeld, & Capstick, 2008; Spencer, 1961 Spencer, , 1963 . The perception of ensemble characteristics is often regarded as an antidote to an established bottleneck in focused attention and working memory, both of which appear to be limited to a few objects only (Cowan, 2001; Zhang & Luck, 2008) . These capacity limitations are believed to be compensated by massively parallel and automatic preattentive processes which are usually thought to compute these ensemble characteristics (Alvarez, 2011; Chong & Treisman, 2003; Chong et al., 2008; Oriet & Brand, 2013) . However, these claims about the perception of ensemble characteristics must be treated with caution because it was shown that relatively modest performance in mean size perception, one of the most intensively studied ensemble characteristics, can be explained through various focused-attention strategies without appealing to a new mechanism able to bypass attention and working memory bottlenecks (Allik et al., 2013; .
On the other hand, one obvious shortcoming in previous studies of ensemble characteristics is the failure to test the fundamental properties of operations that are required for the computation of ensemble characteristics. Researchers were mainly concerned with how important yet facultative properties, such as how concentration of attention (Alvarez & Oliva, 2008; Ariely, 2001) , different visual cues (Chong & Treisman, 2005) , item heterogeneity (Marchant, Simons, & de Fockert, 2013) , rapid temporal presentation (Joo et al., 2009) , external noise (Im & Halberda, 2012; Solomon, Morgan, & Chubb, 2011) , resistance to object substitution masking (Jacoby, Kamke, & Mattingley, 2012) , previous adaptation (Corbett et al., 2012) , exposure time (Whiting & Oriet, 2011) or crowding (Banno & Saiki, 2012) affect the ability to estimate mean size. Surprisingly little attention has been paid to the defining properties of the statistical averaging process itself. For example, it is well known that the order in which addends are summed does not change the end result. Similarly, the grouping of added numbers does not affect the sum (the associative law). If the observer's task, for example, is to discriminate the mean size of four circles in comparison to a reference, then it does not matter whether we add four size units to the diameter of only one of them or one size unit to diameters of all four circles. Intuitively, it is more likely that the human observer can more easily notice an outlier which is four size units larger than the reference, rather than four small increments of one size unit added to each of four circles. Albeit counterintuitive, any theory insisting that the perceptual system is capable of computing mean size must confront the challenge of showing that the two cases result in an identical perceptual outcome.
In our previous paper (Allik et al., 2013, Studies 3 and 4) , we demonstrated that grouping these size increments and decrements into different packages does not affect the perception of the mean size. However, in these two studies, we did not test the associative law of addition in the most demanding situation, where only a fraction of elements was identical in size to the reference and therefore carried no useful information about size differences. The most important novelty compared to our previous study is that we were not previously completely able to eliminate the possibility that our participants had, in fact, knowledge about the sizes of all individual elements or that they simply followed instructions and ignored the individual sizes which were, in any case, clearly above their individual discrimination threshold. In addition to the mean size task, in the present study, we asked our participants about the sizes of individual elements immediately after their exposure by presenting a marker indicating one of their locations. We believe that this is a straightforward test for whether or not the observer is able to have full cognitive access to the attributes of individual elements that are presented in the mean size judgment task.
Methods
Stimuli were presented on a flat LCD monitor at a viewing distance of about 70 cm (about 2 min of visual angle per pixel). All the stimuli were generated using MATLAB (The MathWorks, Inc.). Each trial started with a reference circle (150 pixels in diameter) which was presented at the center of the screen for 0.5 s. When the central reference circle was switched off, four test circles were presented after a 0.5 s pause, for a short 200 or a longer 1000 ms period. The test circles were presented in 4 fixed positions, as schematically depicted in Fig. 1 . Unlike the schematic figure, all circles were rendered in white on a dark background with maximal contrast. The distance of the centers of the test circles from the center of the screen was 375 pixels and from each other was 530 pixels. In each trial, a constant number of pixels was added or subtracted from the diameters of the four test circles, which initially had the same size as the reference. In one-third of all trials, 4, 12, 20, 28, or 36 pixels were added to or subtracted from only one circle, which was randomly selected from the four (4, 0, 0, 0). In another third of the trials, the size of two randomly selected circles was equally modified by adding or subtracting 2, 6, 10, 14, or 18 pixels (2, 2, 0, 0). In the remaining one-third of trials, the total increment or decrement was divided into four equal quantities (1, 3, 5, 7, or 9 pixels) and added or subtracted from the size of all four test circles (1, 1, 1, 1). All combinations of increments and decrements for the three test conditions and the positions of the modified test circles were randomized within a block. If the associative law of summation is valid for the perception of mean size, then these three different grouping schemes should lead to identical discrimination curves. Such a prediction, however, seems very unlikely since the size of one circle is conspicuously different from the reference and the remaining three circles (Fig. 1, left panel) . This appears much easier to notice than when the total size difference is equally distributed between all four elements ( Fig. 1, right panel) . The observers were instructed to indicate, by pressing the respective keys on the keyboard, whether the mean size of the four test circles was larger than the reference circle previously seen.
We also did an additional experiment using exactly the same set of stimuli, presented for a short T = 200 ms period. The only procedural difference from the previous experiment was a small green arrow which appeared 200 ms after exposure to the four test circles. This arrow indicated one of four possible test circle positions which were determined randomly before each trial. Observers were instructed to judge whether the mean size of the circle indicated was larger than the previously seen reference circle by pressing the respective keys on the keyboard. They were also instructed to ignore the size of the remaining three circles not indicated by the arrow.
Seven observers (five women and two men aged 20-63 years) with normal or corrected to normal vision took part in the experiments. Four were experienced (S1, S3, S4, and S5) and three were relatively inexperienced (S2, S6, and S7) observers who were ignorant of the details of this experimental design.
Statistical analyses
A nonlinear mixed effects regression was applied in order to ascertain whether estimation of the random effects for the slope parameter (and thus, description of the data by three psychometric Fig. 1 . A schematic view of four circles presented for 200 or 1000 ms after the reference circle (dotted) was switched off. In the left panel, the size of only one circle was increased 4 units relative to the reference and the remaining three circles (4, 0, 0, 0). In the right panel, the same total amount of change was equally distributed between all four circles (1, 1, 1, 1).
functions, separately for each condition, i.e., the full model) would give a statistically significant benefit over description of all three conditions by a single common psychometric function (i.e., the constrained model). The best fits were determined by maximum likelihood estimation. The final model selection between the full and constrained models was based on statistical significance of the log likelihood ratio (separately for each subject). Parameter confidence intervals were estimated by bootstrapping (n = 1000).
Results
As in our previous study (Allik et al., 2013) , when the exposition time was 200 ms, the three conditions led to almost identical curves of mean size discrimination for the seven observers. Fig. 2B -H demonstrates individual results for the seven observers and their summary results ( Fig. 2A ) with their choice probabilities (''The mean size was larger than that of the reference'') plotted against the mean size difference from the reference. The different symbols in Fig. 2A -H indicate the three different conditions in which one, two, or all four sizes were changed. Each data point corresponds to at least 80 replications.
Based on the log likelihood ratios of the full (separate psychometric functions for each condition) vs. the constrained model (common psychometric curve for all three conditions), all observers behaved as if the distribution of the size differences was irrelevant, and the only stimulus attribute which mattered was the mean size of all four circles. In some cases, the ability to identify equally distributed size increments or decrements (1, 1, 1, 1) was even slightly better than identification of the same total size difference added to only one outlier (4, 0, 0, 0).
In all seven observers, it was sufficient to have only one psychometric function fitted to all three stimulus conditions. Dotted curves represent theoretical cumulative normal distributions, which gave the best fit to all three sets of data points. The correlation between observed and predicted values was generally high (on average, data r 2 = 97.4%), indicating that only a relatively small amount of variance remained unexplained. The only remarkable deviance was observer S6 (Fig. 2G ) who was, for some reason, very poor in the perception of one circle which was considerably smaller than the remaining three. The average percentage of explained variance with observer S6 excluded was 98.2%. The parameters of the best fitting functions are listed in Table 1 . The slope of the function corresponds to the standard deviation (r), which is a measure of how precisely the mean size of the four circles is discriminated from the reference. The results demonstrated that, in 84.1% of the cases, the observers were able to correctly indicate in which direction (smaller or larger) the mean size of the four circles was different from the reference, with average results being 6.09 (All), ranging from 3.87 (S5) to 7.66 (S7) pixels. This precision is quite noteworthy, since from a viewing distance of 70 cm, for instance, 4 pixels subtended about 6 min of the arc at the eye. There was indeed a small advantage in the noticing of a single deviant element over a total size difference equally distributed between all four elements. However, this advantage was tiny, being equal to about one-quarter of the pixel size.
The results changed slightly when more time was given for the inspection and the test circles were exposed for T = 1000 ms (Fig. 3) . First, all average slopes of the psychometric functions became steeper, indicating that mean size discrimination performance was improved (the average r = 4.31 pixels). At least one out of seven observers (S5) benefited from a longer exposure time, being able to identify one outlier (4, 0, 0, 0) considerably better than the two other size configurations (r 1 = 2.0). Three different curves were needed to provide a good fit to the respective dataset. After averaging across all subjects, the three different conditions could be described by a single psychometric function. Thus, with a longer inspection time, for one subject, it was possible, in principle, to notice a circle the size of which was conspicuously different from the reference and the remaining three circles. For the other five observers, an even longer exposure time may have been needed to switch to a more optimal strategy for identifying an outlier.
The result that in all cases only one psychometric function was needed to describe all three size distributions when the test circles were presented for a short 200 ms period is quite astonishing. In the pooled data of all subjects ( Fig. 2A) , three separate curves for three different size distributions explained no more than an additional 0.03% of the total variance. On average, for individual subjects, three separate curves added 0.24% of explained variance (compared to when the data were described by only one curve). This indicates that most observers do indeed rely, in making their decisions, on the mean size difference, almost completely ignoring the size of the individual circles. It is important to remember that, in terms of the size of individual circles, these three conditions are radically different. In the condition where the total increment was added to or subtracted from only one element (4, 0, 0, 0), the only just detectable size difference in diameter was four times larger than when the increment or decrement was equally distributed between all four elements (1, 1, 1, 1). Had this outlying circle been presented alone, it would have been easily detected as conspicuously different from the reference. Consequently, the presence of other circles masks the outlier, at least when the observer is busy with the estimation of the mean size and has no time for scrutinizing each element in isolation.
It could be argued that, since the observers were asked to make judgments about the mean, it is not necessarily the case that they could not access the individual sizes if they wanted to. It could be claimed that they dutifully followed instructions and ignored the individual sizes, even if these sizes were clearly above their individual discrimination threshold. What is obviously needed is to demonstrate that the observers had no or only a limited access to the sizes of individual elements, even if they are directly asked about it. Fig. 4 shows the psychometric functions obtained in response to the instruction to judge whether the size of the indicated circle was larger or smaller than the previously seen reference circle. The parameters of these functions are shown in Table 2 . If the observer can attend to the size of each element separately, then it is expected that a psychometric function with a slope at least as steep as in the mean size judgment task would be obtained. However, the precision with which the size of an Table 1 The means (l), standard deviations (r), and the percentage of explained variance (%EV) of the best fitting functions shown in Figs. 2 (T = 200 ms) and 3 (T = 1000 ms). Statistical significance of the likelihood ratio between the best maximum likelihood fits for the full vs. the constrained models is denoted by p(LR).
Subject
Elements changed %EV Fig. 3 . The same as in Fig. 2 , except for exposure time, which was T = 1000 ms. Symbols marked as i = 1, 2, or 4 denote the number of circles with a changed size in the respective stimulus condition. isolated element was determined was on average about 66% higher (1 = 10.1) than the precision with which the mean size of four elements was judged (1 = 6.09). Since the observers indicated the size of individual circles considerably less accurately than the mean size, it is very unlikely that explicit knowledge of the size of individual elements is the basis of mean size judgments. In addition, three out of seven participants appeared to confuse, partly at least, the size of an individual element with the mean size of all four elements. Their data required three different cumulative normal distributions, not a single one, to fit the observers' responses. This means that the size of a specified element cannot be judged in isolation from the size of the remaining circles, which were completely irrelevant for the given task. It was considerably more difficult to discriminate the size of an increment or decrement which was added to or subtracted from only one element (4, 0, 0, 0) than the size of an increment or decrement equally distributed between all four elements (1, 1, 1, 1) .
Discussion
The fact that only one psychometric function was sufficient or nearly sufficient to describe all three distributions of the mean size judgment seems to preclude several alternative explanations. For example, it is clear that observer decisions cannot be based on computation of the increment or decrement area of the test circles relative to the reference. If the size of only one circle was changed, the increase or decrease in the relative area was four times larger than when the same total amount of change was equally distributed between all four elements. For this reason, it is the mean size (diameter or radius), not area, on which observer decisions were based.
However, the preservation of the associative law of summation was not only a suboptimal strategy, but was also not an inevitable outcome for this kind of experiment. When the presentation time was extended to 1 s, the associative law was less likely obeyed, for two observers at least. Apparently, with more time allowed for the observers to inspect individual elements in isolation, computation of ensemble characteristics is no longer compulsory. Indeed, as can be seen in Fig. 1 , an outlier (4, 0, 0, 0) pops out more easily than exactly the same amount of change distributed equally among all elements (1, 1, 1, 1) . This does not exclude the possibility that, with extensive training or even by changing the instructions, observers could overcome the more holistic processing strategy and start to pay more attention to individual elements. There is no solid evidence that compulsory averaging is a unique property Fig. 4 . The size discrimination probability of an individual element when the size of one (4, 0, 0, 0), two (2, 2, 0, 0), or four circles (1, 1, 1, 1) was changed.
Table 2
The means (l), standard deviations (r), and the percentage of the explained variance (%EV) of the best fitting functions shown in Fig. 4 . Statistical significance of the likelihood ratio between the best maximum likelihood fits for full vs. constrained models is denoted by p(LR).
Subject
Elements changed %EV of thinking fast or System 1 (Kahneman, 2011) , but it is more likely that a deliberate and slow system (System 2) can overrule the first system if there is enough time, opportunity, and training for its operation.
The fact that the size of individual elements was determined less accurately than the mean size of all four elements suggests that mean size judgments cannot be based on the knowledge that participants had about the size of individual elements. This seems, again, to suggest that the observer may have only partial knowledge about the size of individual elements (Allik et al., 2013) . This result is in agreement with previous studies which have also shown that a fairly good discrimination of the mean size can be achieved even when observers cannot exactly recall the size of individual elements (Ariely, 2001; Chong & Treisman, 2003; Corbett & Oriet, 2011) . Only when the summary size difference reached a critical level did observers reliably discriminate the mean difference from the reference size. Awareness of the size of individual elements seems to be partially blocked by the presence of other elements, at least when presentation time is short or the observer has no prior knowledge about which of the four elements is selected for judgment. The other side of the same coin is obligatory averaging (Oriet & Brand, 2013) . The presence of other elements does not lead to loss of information, as it seems to be happening as part of another perceptual phenomenon known as visual crowding (Banno & Saiki, 2012; Levi, 2008; Pelli, Palomares, & Majaj, 2004) . In the judgment of mean size, we are obviously dealing with compulsory averaging, where individual size information is not lost but rather combined into a perception of an ensemble characteristic (Allik et al., 2013; Oriet & Brand, 2013) .
A comparison between the tasks to judge individual and mean sizes reveals powerful constraints imposed on visual processing which arise when observers are instructed to carry out a task to which the visual system is not adapted (Morgan, Hole, & Glennerster, 1990) . It is remarkable that the visual system seems to be well adapted to estimate the mean size of elements, but largely constrained when observers are instructed to judge the size one of these elements. The processing of size information seems to be constrained to only one measure at a time, with a preference for mean size rather than the individual measures from which it is assembled. It cannot be excluded that there are evolutionary advantages for the preference for mean size representation over any individual representation as a more useful and reliable source of information.
One likely consequence for these representation constraints is obligatory averaging, a not unknown concept in the explanation of visual perception (Allik et al., 2013; Oriet & Brand, 2013) . For example, it was previously reported that, despite their inability to report the orientation of an individual patch, observers can reliably estimate average orientation, demonstrating that orientation information is pooled, even though components may not be individually identifiable (Parkes et al., 2001) . There is also evidence that compulsory pooling operates, for example, in selecting location for saccade landing (Van der Stigchel, Heeman, & Nijboer, 2012) and motion direction in random-dot patterns (Allik & Dzhafarov, 1984) , but a direct proof of compulsory pooling in the perception of mean size was reported only recently (Allik et al., 2013; Oriet & Brand, 2013) . Since mean size discrimination performance depends critically on total size difference, not on how this total difference is distributed among individual elements, it is also possible to conclude that compulsory pooling of size information happens before information about size reaches awareness. Also, it may not have escaped the reader's attention that, by testing the associative law of summation, this study provided rigorous proof for the perception of ensemble characteristics, which has, thus far, more often been presumed than meticulously demonstrated (Allik et al., 2013) .
One relatively surprising discovery is that the perception of ensemble characteristics happens during focused attention. Usually the computation of ensemble characteristics is perceived as a tool for surpassing the capacity limitations of focused attention. In this and previous (Allik et al., 2013) studies, however, the obligatory averaging of information is fully operational when the number of processed elements does not exceed the capacity of information processing. Four elements are clearly within the limits of both focused attention and short-term memory (Allik et al., 2013; Cowan, 2001; Miller, 1956) . This seems to suggest that researchers who have advocated for the perception of ensemble characteristics were partly wrong in assuming, tacitly at least, that the existence of this ability automatically implies an effortless and massively parallel processing capability which can surpass a focused attention bottleneck (Alvarez, 2011; Ariely, 2001) . Among the general public and some researchers, it has become fashionable to argue that intuitive and automatic methods of cognition are superior to more deliberate and analytic methods (cf. Chabris & Simons, 2010; Kahneman, 2011) . However, just as inconsistent are those researchers who may have thought that the focused attention strategy is incompatible with the perception of ensemble characteristics (Allik et al., 2013; . Perhaps the most pertinent result of this report is the observation that focused attention and the perception of ensemble characteristics do not exclude each other. The observer can concentrate on a small number of elements but nevertheless perceive them in a holistic manner by extracting attributes which belong to a group of elements, not to any of them in isolation.
