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In this paper various properties of fully indecomposable matrices are investigated. 
Several integer-valued functions of nonnegative matrices are defined and various 
relations between them are obtained and, where appropriate, related to corresponding 
concepts in graph theory. These relations are used to obtain upper bounds on the index 
of primitivity of a fully indecomposable matrix. Matrix and Kronecker products of 
fully indecomposable matrices are considered, and lastly the connection between fully 
indecomposable matrices and essentially nonsingular matrices is examined. 
INTRODUCTION 
In recent years, fully indecomposable matrices have played an interesting part in 
various topics of research. For example, they have been used in establishing a necessary 
condition for a matrix to have a positive inverse [21]; also, in the case of simultaneous 
row- and column-scaling subordinate to the /1-norm or the /~o-norm, the minimal 
condition umber is achieved for fully indecomposable matrices [6]. In [1] the existence 
of diagonal matrices D 1 and D 2 , with strictly positive diagonal elements, such that 
D1AD ~ is doubly stochastic, is established for an n x n nonnegative fully indecom- 
posable matrix A. In [17] a related scaling for fully indecomposable nonnegative 
rectangular matrices is also discussed. The scaled matrix DtAD 2 is of interest in 
estimating the transition matrix of a homogeneous Markov chain [11], which is known 
to be doubly stochastic, as well as in numerical computations. In this paper, some new 
results and characterisations for fully indecomposable matrices are obtained, and these 
are related to corresponding results in graph theory. The matrices considered 
hereinafter will be assumed to be nonnegative, unless otherwise stated. 
PRELIMINARY RESULTS AND DEFINITIONS 
An n • n matrix A is indecomposable (irreducible) if no permutation matrix P 
exists such that 
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where A u and A22 are square nonvacuous submatrices, otherwise A is decomposable 
(reducible). 
The finite directed graph associated with A (hereinafter called simply the digraph 
of A), G(A) = (X, I'A) [4], is defined to be the set X together with the multivalued 
mapping CA of X into itself, where 
and 
X = {x~ ] i = l, 2,..., n), V i, j, i :A j ~ x~ ~ xj , 
V i FA(x3 = (xs la~ > O, 1 ~ j ~ n). 
It is a well-known result that A is indecomposable if and only if G(A) is strongly 
connected or, simply, strong, i.e., given any pair of vertices there is a directed path from 
one to the other. 
If G(A) = (X, I'A) and G(B) = (X, FB) are the digraphs of the n • n matrices A
and B, respectively, having the same vertex set X, then it can easily be shown that, if 
G(AB) = (X, FAn ) is the digraph of the product matrix AB, then 
rA. = r~o/h ,  
wheref o g is the composition o f f  and g, i.e., for all x, ( f  o g)(x) = f(g(x)). 
If A is a square indecomposable matrix, then A has a positive real simple eigenvalue 
equal to its spectral radius p(A) [23]. Assume that k is the number of eigenvalues ofA of 
modulus p(A). I lk = 1, then A is primitive and there exists a least positive integer ~,(A), 
called the index of primitivity, for which Av(a) > 0. If k > 1, then A is cyclic of 
index k [23]. 
A is said to be fully indecomposable if there exist no permutation matrices P and Q 
such that 
PAQ----[A~ 1 AA;221 , (I) 
where A u and A2z are square nonvacuous submatrices, otherwise A is partly decom- 
posable [18]. Obviously, every fully indecomposable matrix is indecomposable, and 
every decomposable matrix is partly decomposable. 
It is easily seen that the following akernative definition of full indecomposability 
is equivalent to that given above: 
A is fully indecomposable if and only if there exist no proper subsets/, J c {1, 2,.., n} 
with # I  + #J  = n, such that ai~ = 0 V i ~ I, j 6 J. 
Imposing the additional restriction I ~ J = ~ yields an alternative definition for A 
being indecomposable. 
The relation between indecomposable and fully indecomposable matrices can best 
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be illustrated by considering the bipartite graph associated with A, K(A)----- 
(X u Y, AA), where 
with 
and 
X = {x~ [ i = 1, 2 ..... n}, Y ~- {yj [j = 1, 2,..., n}, 
g i, j, i v ~ j =~ xi :~ x~ and yi 4: yj 
X n Y ~ ~ (the null set) (2) 
ViAA(xi) ={y~kai~ >0,1  ~ j  ~n}. 
If (2) is relaxed and the set Y is identified with the set X, the resulting digraph will 
be called a reduction of K(A). In general, there will be n! such reductions of K(A), 
depending on the way in which the elements of Y and X are identified. In fact, for any 
permutation g ~ Sn (the symmetric group of degree n on the first n positive integers) 
a reduction can be defined by K~(A) ~ (X, A~A), where, for each j, yj is identified 
with x~(j). Consequently, 
V iA*A(Xi) = {Xo(j) ] aij > 0, 1 ~ j ~ n). 
If a = L, the identity permutation, then the corresponding reduction of K(A) is just 
the digraph of A, i.e., K~(A) -~ G(A). 
The following characterisations can now be made. 
(i) A is fully indecomposable if and only if all reductions of K(A) are strongly 
connected, i.e., K~ is strongly connected for all a ~ Sn 9 
(ii) A is indecomposable if and only if K~(A) is strongly connected. 
Following Brualdi [3], G(A) will be called ultrastrong, if A is fully indecomposable. 
Therefore, G(A) is ultrastrong if and only if K~ is ultrastrong for all a ~ Sn, 
since G(A) ~ K~(A) and the ultrastrong property is invariant under permutation. 
It is noted here that cover-irreducibility as defined in [8] is equivalent to full indecom- 
posability. 
The following equivalent definitions of full indecomposability are now stated. 
(i) and (ii) follow directly from the alternative definition of full indecomposability 
given above. 
A is fully indecomposable: 
(i) If and only if for all s, I ~ s ~ n - -  1, A contains no s • (n - -  s) zero 
submatrix. [An s • t submatrix of A, 1 ~ s, t ~ n, is the s • t matrix determined 
by any s rows and t columns of A.] 
(ii) If and only if for alls, 1 ~s  ~n- - l ,  everys • n (nXs)  submatr ixofA 
contains at least s + 1 nonzero columns (rows). [A column (row) of a matrix is said to 
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be zero, if all the elements of that column (row) are zero, otherwise it is said to be 
nonzero.] 
(iii) I f  and only if every (n -- 1) • (n --  1) submatrix of A is essentially non- 
singular, that is, has a positive permanent, or, equivalently, has a positive diagonal. 
[A diagonal is a set of elements containing exactly one element from each row and 
each column.] For this, see Lemma 1 in [2]. 
(iv) If and only if there exists a permutation matrix P such that 
diag(PA) > 0 and PA is indecomposable 
[diag(A) denotes the main diagonal of A.] This can be deduced from Remark 1 of 
Dulmage and Mendelsohn [8] together with the fact that every fully indecomposable 
matrix is essentially nonsingular, which follows from (i) and the Frobenius-K6nig 
theorem [18] or, equivalently, Hall's theorem on systems of distinct representatives 
[15, 22]. 
Define ca(k ) (ra(k)) , k = l, 2,..., n, to be the minimum number of nonzero columns 
(rows) taken over every k • n (n • k) submatrix of A. It is convenient o define 
ca(0) = rA(0) = 0 and cA(n + 1) = ra(n + I) = n -k 1. Now, let 
= max fl(A) l<k< {k + n ca(k) [ 0 ~ ca(k) < n}. (3) 
It is then easily seen that/~(A) is the maximum of the sum of the dimensions taken over 
all nonvacuous zero submatrices of A, and so the definition is still valid when ca(k) 
is replaced by rA(k), since ra(k ) = car(k). If  A is positive then fl(A) is defined to be 
equal to unity. 
Some preliminary remarks concerning ca(k), ra(k ), and/3(A) are now made. Corre- 
sponding results may be obtained by exchanging ca(k) and ra(k ). 
Remark 1. For an n • n matrix A 
0 = ca(0) ~< ca(l) ~< ca(2) ~< "- ~< ca(n -- 1) ~< ca(n) <~ n. (4) 
Remark 2. For ann  •  if 1 ~<k~<nandq(k)  :~n,  then from (3) 
ca(k ) >/n -- ~(A) + k. Therefore, if/S = rain(n, p) for any integer p, using (4) we 
may rewrite the above inequality more conveniently as 
ca(k) >~ n -- [3(A) + k, 1 <~ k <~ n. (5) 
Remark 3. The n • n matrix A is fully indecomposable if and only if 
ca(k) >/k + 1, 1 <~ k <~ n- -  1, ca(n) = n. (6) 
Therefore, using (3), A is fully indecomposable if and only if 
~(A) ~< n -- 1. 
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From the definition of CA(k), ~(A), and G(A), it can be seen that the following 
graph-theoretic definitions are equivalent to those previously given: 
cA(k ) = min{#FA(S  ) ] S C X ,  #S = k}, 0 ~ k ~ n (7) 
(note that (4) follows trivially from this definition). 
f l(A) = max(#(X  - -  _F'A(S)) + #S I S C X ,  S @ ;g, FA(S ) :/= X) .  
From (6) it follows that A is fully indecomposable if and only if 
vs  c_ x,  s ~ ~, s • x,  #rA(s)  > #s .  
Consequently, the following graph-theoretic haracterisation of the ultrastrong 
property is now obtained. 
A finite digraph G = (X, F) is ultrastrong if and only if for every proper subset S 
of X 
#V(S)  > #S.  
THEOREM 1. For an n • n matrix A,  
(a) rA(n- -  CA(k)) ~ n - -  k < rA(n- -  cA(k ) + 1),0 ~ k ~< n, 
(b) ca(n - -  rA(s)) ~ n - -  s < c,4(n - -  rA(S) + 1), 0 ~ S ~ n. 
Proof. From the definition of CA(k) and rA(k), 1 ~ k ~ n, it follows that for any 
nonvacuous k • s zero submatrix of A 
s ~ n - -  CA(k), k < n - -  rA(S ). (8) 
Furthermore, for 1 ~ k ~ n, if cA(k ) < n, then A has at least one k • (n - -  ca(k)) 
zero submatrix, and so from (8) k ~ n - -  r A(n - -  CA(k)) , i.e., 
n - -  k >/ rA(n - -  CA(k)), 1 ~ k ~ n, CA(k ) < n. 
Note that for k > O, rA(n - -  ca(k)) < n. It can easily be seen that this result also holds, 
if k -- 0 or CA(k) = n. The left side of (b) can be proved in a similar way. 
I f  1 ~< s ~< n and rA(S ) < n, then A has at least one (n - -  rA(S)) • S zero submatrix. 
For 1 ~ k ~ n, if ca(k ) ~ 0 and rA(n - -  cA(k) + 1) < n, then s = n - -  CA(k ) -~- 1 
satisfies these conditions. Consequently from (8) n - -  cA(k ) + 1 < n - -  CA(j) , where 
j = n - -  r,4(n - -  cA(k) + 1), and so from the monotonicity of CA(k ) it follows that 
j<k ,  i.e., 
n - -  k < rA(n - -  cA(k) + 1). 
The result still holds if k := 0 or cA(k ) --~ O, since rA(n + 1) = n + 1 by definition, 
and also i frA(n - -  cA(k ) + 1) = n, for then k @ 0. The right side of (b) can be proved 
in a similar fashion. 
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MAIN RESULTS 
LEMMA 1. Let X and Y be p • q and q • s matrices, respectively. I f  every column of 
X is nonzero then Y and Z = XY  contain the same number of nonzero columns. Moreover, 
the j-th column of Z is nonzero if and only if the j-th column of Y is nonzero. 
Proof. If the j-th column of Y is zero, then trivially so is the j-th column of Z. 
Suppose now that thej-th column of Y is nonzero, then for some i, 1 <~ i ~ q, Yi~ 4= O. 
The i-th column of X is also nonzero and so x~i 4= 0 for some k, 1 ~ k ~ p. Now 
q 
zk~ = ~, xkzy~j >~ xkiy,~ 4= O. 
/=1 
Therefore, the j-th column of Z is nonzero; so Z has the same number of nonzero 
columns as Y. 
In Lemma 2 of [6] it was proved that if A and B are n • n nonnegative fully 
indecomposable matrices, then AB is indecomposable. The following theorem, which 
is a consequence of this, gives a stronger esult. The theorem may also be proved 
directly using Lemma 1. 
THEOREM 2. I f  A and 13 are n • n fully indecomposable matrices, then their product 
AB is also fully indecomposable. 
Proof. Suppose that AB is not fully indecomposable. Then there exist permutation 
matrices P and Q such that 
where Uand Ware r • r and (n -- r) • (n -- r) nonvacuous submatrices, respectively. 
So PABQ is decomposable. But PA and BQ are fully indecomposable, so PABQ is 
indecomposable y Lemma 2 of [6], which leads to a contradiction. 
Alternatively, Theorem 2 may be derived from (10) and Remark 3, as indicated 
later in this paper. 
If the condition that both A and B be fully indecomposable is relaxed at all, then their 
product AB need no longer be fully indecomposable. 
EXAMPLE 1. 
[i 1 1 ] [ i  0 i] [ i  1 i]  A=   , B=  , AB=  . 
1 0 1 0 
Here A is fully indecomposable, B is indecomposable and primitive but AB is 
decomposable. 
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The converse of Theorem 2 is not true as can be seen from the following example in 
which both A and B are decomposable, yet their product AB is fully indecomposable. 
EXAMPLE 2. 
COROLLARY I. ]f A >/0 is an n X n nonsingular fully indecomposable matrix, then 
A -1 is fully indecomposable but not nonnegative. 
Proof. Suppose that A 1 is not fully indecomposable, then there exist permutation 
matrices P and Q such that 
B12] PA 
B22l' 
where B n and B22 are square nonvacuous ubmatrices. Using the same partition, let 
QTApT--.  [All AI2] 
[A21 A~2J" 
On multiplying QrAPT by pA-1Q, the relations AaxBll = I, A21Blt ---- 0 are obtained, 
and so B11 is nonsingular, thus A21 ~-- 0, which contradicts the hypothesis that A is 
fully indecomposable. 
I f  A -1 were nonnegative, then, from Theorem 2, AA -1 would be fully 
indecomposable, but this is, of course, impossible. 
TtlEOREM 3. Let A and B be n x n matrices. Then 
CA.(k) ~ c.(cA(k)), 0 ~ k ~ n. 
Proof. Let AB -- D, and, for any k such that ca(k ) ~ O, consider any k • n 
submatrix of D, say, D 1 . I f  A 1 is the corresponding submatrix of A, then A1B ~ D 1 . 
Now, since A 1 contains at least cA(k) nonzero columns, choose an n • n permutation 
matrix P such that the first CA(k) columns of AlP  are nonzero. Partition AlP  and PTB 
in the forms 
AlP  = [A 2 A3], PrB =_ B3 ' 
where A2, A3, B2, Ba have dimensions k • cA(k), k • (n -- c4(k)), CA(k) • n, 
(n -- cA(k)) • n, respectively. Then 
A2B~+AaBa=D1.  
57I]5/6-5 
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Now A S has no zero columns and B 2 is a cA(k ) • n submatrix of B, so B~ has at least 
cB(cA(k)) nonzero columns and, by Lemma 1, A2B 2 and, therefore, D 1 also have at 
least cB(cA(k)) nonzero columns. Since D t is an arbitrary k • n submatrix of D, 
cAB(k) >~ c.(cA(k)), 1 ~< k ~< n, cA(k) > 0. 
Trivially, the result also holds if k = 0 or cA(k) = O. 
The corresponding result 
rAs(k) >~ rA(rs(k)), 0 <~ k <~ n, 
can similarly be obtained. 
An alternative graph-theoretic proof of Theorem 3 is now given. 
Aliter. For any k, 0 ~ k <~ n, consider an arbitrary subset S _C X with #S = k. 
I f  T = FA(S ) and U = FB(T), then from (7), 
and, therefore, by (4), 
#T >1. cA(k), #U >~ c~(#T), 
#u/> ~(c~(k)). 
Now, since 
U = rB(rA(S)) = (rB o rA(s  ) = rA~(s), 
it follows that for all S C_ X, #S = k, 0 <~ k <~ n, #PAB(S) >~ cB(cA(k)), and so, 
using (7), 
cA~(k) ~> c~(cA(k)), 0 ~< k ~ n, 
completing the proof. 
I f  A, B are n • n fully indecomposable matrices, then, from (6), 
cA(k) >~ k + 1, 1 ~< k ~ ,,; (9) 
so, using (4), (9), and Theorem 3, 
CAB(k) >~ CB(CA(k)) >~ cB(k + 1) >~ k + 1 -t- 1 • k + 2, 1 ~ k ~ n. (10) 
From this, on using (6), Theorem 2 follows immediately. 
Now, if A 1 , A S ..... A .  are n • n fully indecomposable matrices, then by induction 
on p together with (1t3), 
cA~(k) >~ k + p, 1 <~ k <~ n, (I1) 
where An = A1A2 "'" AT. 
FULLY INDECOMPOSABLE MATRICES 615 
I f  k = 1, then CA~(1 ) >/ min(n,p -F 1), so no row of A~ can have more than 
n --  p --  1 zeros (p ~ n --  I), which generalises Corollary 2 in [19]. Also, ifp ~> n --  1, 
then c%(1) = n, which implies that d~ > 0. 
Remark 4. I f  d i - -A ,  1 <~i~p,  (p =n- -  1), then d '~q >0,  and so A is 
primitive with 7(A ) ~ n --  1, since A k > 0 for some k if and only i fA is primitive [23]. 
Remark 5. I l l  ~p  ~<n- -  1, thenfl(d~) ~n- -p .  
Proof. Suppose A~ 2> 0 (and, therefore, p < n --  1), then from (3) 
= max q- n -- /~(&) ,~_~k_< {k %(k) 10 -.< cA~(k) < <. 
Now from (11), since CA,(k ) < n implies that k + p < n, 
fi(A,~) ~ max{k@n- - (k+p) [0  ~< cA,(k ) < n}, 
"~ l~<k~n 
the maximum being taken over a nonempty set, since A,  ~> 0. Therefore, 
5(&)  ~< n - p. 
This also holds ifp -- n --  1 or A ,  > 0. 
Define the sequence XA(t) by 
X,,(O) = 1, (12) 
xA(t q- 1)  - -  CA(XA(t)), t > O. 
It is noted (but the proof is omitted} that there exists some t such that )cA(t) = n if 
and only if A is fully indecomposable. So, if A is fully indecomposable, l t 
%(A) = min{t l )cA(t ) = n}. 
It is then readily seen that ~/c(A) ~< n --  1. Similarly, replacing ca by r A in (12), ~?~(A) 
can be analogously defined. 
THEOR]~M 4. For an n • n fully indecomposable matrix A 
y(A) <~ min{7/~(A), ~(A)}. 
Proof. It is first shown by induction on t that for t >/0  
)ca(t) ~ CA,(1 ). (13) 
Since c,(t) =- t for all t, XA(0) = 1 ~ ca0(1), and so (13) is true for t = 0. Assume 
now that for some t >~ O, )ca(t) <~ cA~(1). Then from (4) and Theorem 3, 
)cA(t -}- 1) = CA(XA(t)) <~ CA(CA,(I)) ~ ca,_.(1 ) 
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and so (13) is true by induction on t. Now, since ca,0) ~- n if and only if t >/~,(A), 
it follows from (13) that if XA(t) = n, then y(A) ~ t. Therefore y(A) ~ ~c(A). 
Similarly ),(A) ~ ~r(A). 
The computation of ~/~(A) may be cumbersome; so a number of weaker bounds on 
y(A), for fully indecomposable matrices, are now derived by obtaining bounds on ~/c(A). 
COROLLARY 2. ),(A) ~. [(n -- 1)/(n --fl(A))] if_/1 is ful ly indecomposable, where Ix] 
is the least integer greater than or equal to x. 
Proof. Now from (12) and (5) 
xa(1) = cA(l) ~> n - -  3(-4) + 1. 
Consequently by induction on t together with (12) and (5) 
xA(t) >~ t(n --  fl(A)) + 1, t ~> 1. 
Therefore, 
Be(A) ~ min{t I t(n --  fl(A)) + 1 >/n}, 
t~ l  
and so 
n - -1  
from which the result follows immediately on using Theorem 4. 
COROLLARY 3. y(A) ~ 1 + [(n -- cA(l))/(n --  3(A))] i f  A is ful ly indecomposable. 
Proof. As before, by induction on t, it can be shown that 
Xa(t) ~ (t - -  1)(n - -  fl(A)) + ca(l), t ~ 1, (14) 
and the result follows in a manner similar to that of Corollary 2. 
COROLLARY 4. 7(A) ~ 2 + [(n -- ca(1 ) -- rA(1 ) + 1)/(n -- 3(A)) 1 i f  .4 is ful ly 
indecomposable. 
Proof. Let 0 = mint<l~<~_ 1 {k [ ca(k ) =-  n}. Then from Theorem 1, 
n -- 0 < rA(n -- ca(O) + 1) = rA(1). (15) 
Also, from Theorem 1, rA(n --  cA(O --  1)) ~< n -- 0 + 1; so, since CA(O --  1) ~ n -- 1, 
rA(1) ~< n - -  0 + 1 which together with (15) implies that 
0 = n -- rA(1) + 1. (16) 
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Now, 
%(A) = min{t l xA(t) ~- n) = 1 + min{t l -~- 1) = n} 
-- 1 + min{t l cA(xA(t)) = n} = 1 + min{t l xA(t ) ~ 0}. 
t ;~O " G~O"  
Therefore, from (14), i ra  • 0, i.e., 0 > 1, 
~,(A) ~ 1 + min{t l ( t - -  1)(n --  fl(A)) + cA(l) ~ 0}, 
and so 
r0 cA(l)] 
- - /3 (A) /  " I n 
Hence the result follows from (16) and Theorem 4, and this holds even if A is positive. 
Corollaries 2, 3 and 4 give progressively better upper bounds on 7(A) which may 
be easier to compute than that given in Theorem 4. The computation of fl(A) may be 
lengthy, but this can be overcome by using an upper estimate of fl(A), at worst this 
may be taken as n --  1. 
It  is noted that the bound of Corollary 3 (with CA(l ) replaced by rA(1)) was obtained 
by Dulmage and Mendelsohn [8, Theorem 3, p. 578] in a different context. The bounds 
of Corollary 4 and Theorem 4 are new and often strictly sharper than that of Corollary 3. 
Two examples are now given in which this is true. In the first, the progressive 
nature of the above bounds is illustrated and the remarks above substantiated. In the 
second, the bounds are compared with those obtained by Heap and Lynn [12]. 
EXAMPLE 3. n -~ 7, 
A = 
- 1 1 1 0 0 0 0 -  
1 1 1 0 0 0 0  
0 0 0 0 1 1 1  
0 0 0 0 1 1 1  
0 0 1 1 1 0 0  
0 1 0 1 0 1 0  
1 0 0 1 0 0 1  
The following values are easily computed: 
cA(1 ) = 3, CA(2) -- 3, CA(3) : 5, CA(4) = 6, Ca(5) : 7, 
rA(1) - -3 ,  rA(2 ) =4,  ra(3) ---5, rA(4) = 5, rA(5) = 7, 
3(A) = 6, XA(1) = 3, XA(2) = 5, XA(3) • 7. 
Corollaries 3 and 4 give the bounds 5 and 4, respectively. Also %(.//) = ~r(A) = 3; so 
Theorem 4 gives an even sharper bound. In fact, 7(A) = 3 in this case, but it may 
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easily be seen that by permuting the rows of A a matrix may be obtained with index of 
primitivity 2. The bounds obtained above are, of course, the same. 
EXAMPLE 4. n = 6, 
A 
1 
-0 
The following values are obtained: 
-000111-  
0 0 0 1 1 1  
1 0 0 0 1 1  
1 1 1 0 0 0  
1 1 0 0 0  
11100-  
ca(1 ) = 3, CA(2) = 3, CA(3 ) = 4, Ca(4) = 6, 
ra(1) = 3, rA(2) = 3, rA(3) =4,  rA(4) = 6, 
fl(A) =5,  XA(1) =3,  XA(2) =4,  Xa(3) =6,  
~c(n) =~r(A)  = 3. 
Corollaries 3 and 4, and Theorem 4 give bounds 4, 3 and 3, respectively. Theorem 4.2 
of [12] gives the bound 4, as all the mi are zero, dA = 2, and the minimum (/5 is 2. 
Theorem 7.1 of [12] also gives 4 as the upper bound, since all the mi' are zero and all 
the I[{r}] are equal to 3. It is thus seen that both Theorem 4 and Corollary 4 give 
better bounds than those of Heap and Lynn [12]. In fact, 7(A) -- 3. 
KRONECKER PRODUCTS 
If A = [aij] and B = [bkz ] are square matrices of order n and m respectively, then 
their Kronecker product A @ B is a square matrix of order nm, where, if (i, k) denotes 
m(i - -  1)+k,  1 ~ i~n,  1 <~k ~m,  then 
[A @ B] ( i , k ) (L  0 = aijbkt 9 
It is noted here that, for A, B ~> O, 
A@B>0i fandon ly i fA  >0andB>0.  (17) 
In this section, .4 and B will be taken to be defined as above. 
Remark 6. Since (A @B) t -~A*@B ~ (t a positive integer), using (17) 
(A @ B) t > 0 if and only if A t > 0 and B * > 0. Hence A @ B is primitive if and 
only if both A and B are primitive, and in this case 
7(A @ B) = max{~,(A), 7(B)}. 
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THEOREM 5. The Kronecker product of two matrices is fully indecomposable if and 
only if both are fully indecomposable. 
Proof. Only necessity is proved here. For sufficiency see Brualdi [3]. 
Suppose that A @ B is fully indecomposable, but A is not fully indecomposable, 
then there exist permutation matrices P and Q such that 
A,q, 
PAQ= [~ '  A22] 
where All and A22 are as in (1). Now 
(P | | B)(Q I) = PAg | B =-- [A'IoO B 
A22 @ B]' 
A12@B 
where the Kronecker product of nonsquare matrices is defined in the obvious way 
(see, for example, Marcus and Minc [l 8, p. 8]). Since P @ I and Q @ I are permutation 
matrices, this gives a contradiction. 
Similarly, if B is not fully indecomposable, then the permutation matrix R, where 
[R](i,~<)o,~ :  ~n 3kJ, satisfies B @ A R(A @ B)R r, from which the result follows 
as above. 
Theorem 5 can now be used to strengthen another theorem of Brualdi [3] related to 
connectivity in digraphs. 
THEOREM 6. The Kronecker product of two digraphs is ultrastrong if and only if 
both are ultrastrong. 
If A and B are fully indecomposable, then bounds can be obtained on the index of 
primitivity of A @ B using previous results. For example, from Corollary 2, 
l[ n - - '  1'[ m- -1  11 ),(A@B) ~max n ----~(-A) m fl(B) " 
Furthermore, if A and B are of the same order, i.e., n == m, then this result can be 
more succinctly expressed as 
7(A @ B) / [  n - -1  ] 
" n -- max{/~(A), fl(B)} 
Similar results may be derived from Corollaries 3 and 4, and Theorem 4. 
DISTINCT REPRESENTATIVES AND ESSENTIALLY NONSINGULAR MATRICES 
Hall's theorem on systems of distinct representatives [15, 20, 22] is now used to 
obtain certain results concerning fully indecomposable matrices and essentially 
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nonsingular matrices. Firstly, corresponding to Remark 3, an analogous result for 
essentially nonsingular matrices may be deduced using Hall's theorem. 
Remark 7. The matrix A is essentially nonsingular if and only if cA(k) >~ k, 
1 ~ k ~ n, or equivalently if and only iffl(A) ~ n. 
A quantitative r finement of Hall's theorem [20, 22] may be used to show that 
every essentially nonsingular (or alternatively, therefore, fully indecomposable) matrix 
possesses at least m! positive diagonals, where m = cA(1 ). Hence, if 
then 
o~ = min{aij l ai~ > O, 1 <~ i,j ~ n), 
per(A) ~ ~cA(1)[ 
So, in particular, every fully indecomposable matrix A has at least two positive 
diagonals, and, therefore, per(A) >~ 2a n. 
A characterisation f essentially nonsingular matrices in terms of full inde- 
composability is now obtained. The proof of the theorem that follows is similar to 
that given by Halmos and Vaughan [16, 20] to prove Hall's theorem. 
THEOREM 7. A necessary and sufficient condition for the n • n matrix A to be 
essentially nonsingular is that there exist permutation matrices P and Q such that 
ll F12 "'" Fl~] 
i F~ ... FF! ~ PAQ = 9 , (18) 
[_ 0 . . .  
where 1 ~ p ~ n -- cA(l) + 1 and Fil , 1 ~ i ~ p, are fully indecomposable square 
matrices9 [A 1 • 1 matrix is defined to be fully indecomposable if and only if it is nonzero.] 
Proof. Suppose there exist P, Q as above9 Then each Fii is fully indecomposable 
and thus has a positive diagonal, and therefore PAQ also has a positive diagonal; so A 
is essentially nonsingular. 
Conversely, suppose now that A is essentially nonsingular. Let k be the least 
integer, 1 ~ k ~ n, for which A has a k • n submatrix with just k nonzero columns. 
[In fact, k = minl<j<,{jlcA(j) =j}.] If k = n, then A is fully indecomposable; 
so p = 1, F u = A. If k < n, choose permutation matrices P1 and Q1 which permute 
the k • (n -- k) zero submatrix of A, implied above, to the bottom left-hand corner, 
i.e., 
P1iQ 1 = [A 1 B], 
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where A1, F are (n - -  k) • (n - -  k) and k • k nonvacuous ubmatrices, respectively. 
Now from Remark 7 and the choice of k it is obvious that cA(j) ~ j + 1, 1 ~ j < k, 
so from Remark 3 it follows that F is fully indecomposable. This holds even if k -~ 1 
since then F is nonzero. Also, since A is essentially nonsingular, A 1 must also be 
essentially nonsingular. This process may therefore be repeated on A 1 . Each additional 
step of this process reduces the order of the matrix under consideration by at least 
one; so the process must terminate after at most n - -  k - -  1 further steps. Termination 
occurs either when at some stage the new essentially nonsingular matrix corresponding 
to A 1 is fully indecomposable, or when it is of order one, in which case since it is 
essentially nonsingular, as the previous ~/1 is essentially nonsingular, it must be 
nonzero and therefore fully indecomposable. Thus the form given in (18) is obtained. 
This proof may alternatively be formalised as an induction on the order of A. 
Now since CA(h ) = h, by (4), k /> CA(I); SO the number of steps required does not 
exceed n - -  CA(l); therefore p ~< n - -  cA(l) + 1. 
By considering A T it is obvious that P and Q satisfying (18) may be chosen such that 
p ~<n- - rA(1  )+ 1. 
THEOREM 8. For any n • n matrix A there exist permutation matrices P and Q such 
that PAQ is of the form given by (18), where 1 <~ p ~ n -- cA(I) + 1 and Fii ,  
1 <~ i <~ p, are square matrices each of which is either fully indecomposable or a zero 
1 • 1 matrix. 
This result may be proved in an analogous manner to that of Theorem 7. 
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