




AFDELING MATHEMATISCHE BESLISKUNDE 
A.J.M. KESTER en G. ZWANEVELD 











0. 1 Si tuatie 
0.2 Situatie 2 
0.3 Samenvatting en inhoud 
1. Methode 
1 . 1 Defini ties 
1.2 De opzet 
Inhoud 
1. 3 Voorbereidende berekeningen 
1.4 Stap 1 
1. 5 Stap 2 




2.2 De toestandsruimte en het natuurlijk proces 
2,3 Beperking en voorbereidingen 
2.4 De iteratie 
2. 5 Ui tbreiden 
2.6 Afkappen 
2,7 De optimale oplossing 
2,8 De benadering 
2.9 Omschakelkosten en andere opmerkingen 
3, Berekening van de k- en t-functies voor het loketprobleem 
3,1 Een paar opmerkingen vooraf 
3,2 De bedieningstijden 
3,3 Het aankomstenproces 
3.4 Het aantal klanten dat in een bedieningstijd aankomt 
3. 5 Een "busy period" 
3,6 De bedieningskosten gedurende t. 
. 'dk -i 3,7 De wachttiJ osten gedurende ·.s_ 
3.8 Het produk.tieverlies gedurende s. 
3,9 Het produk.tieverlies in de tijd-iom van x naar 
x-1 wachtende klanten te komen 
3,10 De formules voor de k- en t-functies 
4. Berekening van de k- en t-functies voor het machineprobleem 
4. 1 Inleiding 
4.2 De reparatietijd 
4.3 De tijdsintervallen tussen de momenten waarop machines 
defect raken 
4.4 Het aantal machines dat in een reparatietijd defect 
raakt 
4,5 Laplace-Stieltjes-getransformeerde 
4.6 De werktijd tot een lege reparatielijn 
4,7 De reparatiekosten gedurende t.(x) 
4.8 Intermezzo -i 
4,9 Het produk.tieverlies gedurende s. 
, 4 .10 Het produk.tieverlies gedurende fil: ( x) 














































5, Enige numerieke resultaten 
5,1 Een loketprobleem met twee bedieningsmethoden 
5,2 Een loketprobleem met vier methoden 
5,3 Een machineprobleem met twee reparatiemethoden 
6. Een andere aanpak 
6.1 Uitgangspunten, toestandsruimte en het natuurlijk 
proces 
6.2 Het beslissingsproces en de keuze van A
0 6.3 De k- en t-functies 
6. 4 De i teratie 
6,5 Uitbreiden 
6.6 Afk.appen 
6,7 Enige opmerkingen 
Appendix 
A.1 Stochastische ordening 
A.2 Hessenberg stelsels 



















Hoofdstuk. o. Inleiding. 
0.1 Situatie 1. 
Klanten die volgens een Poissonproces met intensiteit A bij een 
loket aankomen, worden een voor een door een bediende geholpen. Deze 
bediende heeft k verschillende bedieningsmethoden M0 , M1, ... , ~-1 tot 
zijn beschikking, en wel geldt dat de tijdsduur van een bediening vol-
gens methode M1, een stochastische variabele s. is, met verdelingsfunctie -1 
B. (i=0,1, ••. ,k-1). 
1 
Veronderstel dat min 
O<i<k-1 
De wachttijdtheorie leert dan dat bij gebruik van methode M
0 
geen on-
eindig lange wachtrij ontstaat. 
Elke wachtende klant (en ook de klant die op het moment juist ge-
holpen wordt) veroorzaakt voor de beheerder van het systeem kosten, 
namelijk b gulden per tijdseenheid. De bediening van een klant volgens 
methode M. kost de beheerder een bedrag c. (i=0,1, ... ,k-1). c. 1s een 1 1 1 
constante en niet afhankelijk van de tijdsduur van de bediening, maar 
alleen van de methode. 
De beheerder wil zijn kosten minimaliseren qoor telkens op grand 
van de lengte van de rij wachtenden de bedieningsmethode te bepalen. Hij 
vraagt zich af welke strategie hij moet volgen. 
0.2 Situatie 2. 
N machines hebben elk, onafhankelijk van elkaar, een stochastische 
looptijd, die exponentieel verdeeld is met parameterµ. Aan het einde 
van een looptijd wordt een machine direct gerepareerd als hij de enige 
is die op dat moment kapot is, en in het andere geval staat hij stil 
tot hij aan de beurt is om gerepareerd te warden. Er wordt slechts een 
machine tegelijk behandeld. Na reparatie begint de machine aan een 
nieuwe van de vorige onafhankelijke looptijd, met dezelfde verdeling. 
Reparaties kunnen geschieden volgens k verschillende methoden 
M0 ,, M1, ... , ~- 1, die resp. c0 , c 1, ... , ck_ 1 kosten en een stochas-
tische tijd .§.
0
, .§.1, ... , .§.k_ 1 vergen. Bij .§_i hoort een verdelingsfunc-
2 
tie B. (i=1,2, ... ,k-1). Als een machine niet loopt, dus tijdens het 
i 
wachten en gedurende reparatie zijn er kosten van productieverlies, 
namelijk b per machine per tijdseenheid. 
De beheerder van dit systeem wil de totale kosten minimaliseren 
door op grond van het aantal wachtende machines te beslissen volgens 
welke methode gerepareerd wordt, 
0,3 Samenvatting en inhoud. 
Situatie 1 en situatie 2 beschrijven twee wachttijdproblemen, 
namelijk een loketprobleem en een machineprobieem, die alleen verschil-
len in aankomstverdeling. De twee gebezigde terminologieen zullen waar 
in de volgende hoofdstukken de aankomstverdeling niet gespecificeerd 
is, door elkaar worden gebruikt, Het blijkt mogelijk te zijn een opti-
male strategie te bepalen, d.w.z. een strategie waarvoor de verwachte 
gemiddelde kosten per tijdseenheid minimaal zijn. 
Het principe van de hier gebezigde methode wordt beschreven in [3]; 
[1] en [2] geven ervan de waarschijnlijkheidstheoretische achtergronden 
en de bewijzen. In hoofdstuk 1 zullen we een voor onze doeleinden ver-
eenvoudigde versie van de in [3] gegeven methode behandelen. Door deze 
methode toe te passen vinden we in hoofdstuk 2 een iteratieproces dat 
naar de optimale strategie convergeert. Hoofdstuk 3 en 4 geven noodza-
kelijke berekeningen, terwijl in hoofdstuk 5 enige numerieke resultaten 
worden gepresenteerd. Hoofdstuk 6 bevat de beschrijving van een andere 
iteratieprocedure voor de oplossing van het probleem, die echter ·, nume-
riek minder aantrekkelijk lijkt, Enige gebruikte begrippen en stellingen 
zijn in een appendix opgenomen, alsmede een benadering van het probleem 
vanuit puur kans~heoretisch gezichtspunt. 
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Hoofdstuk 1. Methode. 
1.1 Definities. 
Een systeem doorloopt een verzameling toestanden. In de ruimte van 
alle mogelijke toestanden, de toestandsruimte X, is voor elk punt 
x EX een verzameling D(x) van toegelaten beslissingen gedefinieerd. 
Voor elke x EX bevat D(x) tenminste de z.g. nulbeslissing, die wil zeg-
gen dat het proces niet wordt beinvloed. Eventuele andere beslissingen 
E D(x) worden interventies genoemd. Alsop zeker tijdstip het systeem 
zich in toestand x EX bevindt en we doen een interventie d E D(x) dan 
verschuift het systeem onmiddellijk naar een andere toestand. Deze 
nieuwe toestand wordt geheel door x end bepaald en is in dit verhaal 
niet stochastisch. Het proces dat het systeem doorloopt wanneer we 
steeds de nulbeslissing nemen heet het natuurlijk proces. Een statio-
naire strategie z is een functi~ die aan elk punt x EX een beslissing 
z(x) E D(x) u foulbeslissing} toekent. De toevoeging "stationair" wil 
zegge~ dat z(x) alleen afhangt van x en niet van het tijdstip waarop de 
beslissing genomen moet worden. Laat Z de verzameling van alle statio-
naire strategieen zijn. 
1 . 2 De opz et . 
Voor het bepalen van een optimale strategie gaan wiJ te werk zoals 
beschreven wordt in §1.2.t/m §1.6. Kies eerst de ruimte X zo, dat X de 
toestanden waarin het systeem kan verkeren beschrijft. Bepaal voorts 
bij elke x EX de verzameling D(x) en de toestand waarheen het systeem 
verschuift als in het punt x beslissing d genomen wordt. Voor elke z E Z 
wordt A ingevoerd als de verzameling van die toestanden x, waarin bij 
z 
strategie z een interventie z(x) E D(x) gedaan wordt, Bij strategie z 
wordt dus in X - A steeds de nulbeslissing genomen, en in A nooit de 
z z 
nulbeslissing. 
We kiezen nu uit Z een klasse Z' van strategieen en in X een deel-






b) In het natuurlijk proces komt het systeem vanuit elke toestand 
x EX met kans 1 in een eindige tijd in A0 terecht. 
Dat we de te voeren strategie op A
0 
gedeeltelijk vastleggen (voorwaarde 
a)) beperkt natuurlijk Z (tot Z'), maar door A0 handig te kiezen zal de 
optimale oplossing in Z' ook optimaal zijn in z. 
1,3 Voorbereidende berekeningen. 
Bepaal nu voor elke x EX end E D(x) de verwachting van zowel de 
kosten als de tijdsduur van twee stochastische wandelingen die het sys-
teem doorloopt,namelijk 
a) beginnend in x met beslissing den verder het natuurlijk proces 
volgend totdat voor het eerst een toestand in A
0 
bereikt is 
b) beginnend in x en steeds het natuurlijk proces volgend totdat voor 
het eerst een toestand in A
0 
bereikt is. 
We hebben nu dus verwachte kosten die we noemen ka en kb en verwachte 
tijdsduren ta en tb. Definieer nu: 
en 
Duidelijk is dat k(x,d) = t(x,d) = 0 als d de nulbeslissing is. 
De iteratieprocedure verloopt hierna als volgt: start met een willekeu-
rige strategie z E Z'. 
1. 4 Stap 1. 
Beschouw de volgende functionaalvergelijkingen in de grootheden 
r(z;x) en c(z;x): 
(1.4.1) r(z;x) voor alle x EX 
(1.4.2) c ( z ;x) = k(x; z(x)) - r( z ;x) . t (x; z(x)) + t-c( z ;.!_1) 
voor alle x EX. 
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Hierin is r 1 de eerste toestand in A die het systeem bereikt na toe-- z 
stand x, als de begintoestand xis en strategie z wordt gevolgd. 
Onder strategie z vormen de toestanden die het systeem doorleopt 
een Markov-keten. Laten E
1
, E2 , ••• ,Emde verschillende ergodische 
verzamelingen van deze Markovketen. Kies in elke E. een toestand e. en 
J J 
stel 
(1.4.3) voor J = 1, 2, •• ,, m. 
Nu heeft het st els el vergelijkingen ( 1. 4. 1 ) , ( 1 • 4. 2) en ( 1. 4. 3) precies 
een oplossing. Bepaal deze oplossing. 
Opmerking: Wij zullen allen het geval m = 1 tegenkomen. Daar r(z;x) 
constant is op elke ergodische verzameling, is in het geval 
m = 1, r(z;x) onafhankelijk van x. We .kunnen dan vergelijking (1.4.1) 
laten vervallen en in (1.4.2) en verder r(z) schrijven in plaats van 
r(z;x), De grootheid r(z) geeft aan wat de verwachte gemiddelde kosten 
per tijdseenheid zijn bij strategie z. 
1. 5 Stap 2. 
Bepaal voor alle x € X een d € D(x) waarvoor c(d.z;x) minimaal is. 
De testgrootheid c(d.z;x) is als volgt gedefinieerd: 
(1.5.1) c(d.z;x) = k(x;d) - r(z) • t(x;d) + ~c(z;u), 
waarin ~ de (mogelijk stochastische, maar bij ons deterministische) 
toestand is waarnaar het systeem wordt verschoven door de beslissing 
d € D(x). Als voor meerdere elementen van D(x) het minimum wordt be-
reikt kies dan willekeurig een element, maar kies z(x) als z(x) ook de 
minimumwaarde geeft. De.zo gekozen verzameling van c(d.z;x)-minimali-
serende d bepalen een nieuwe strategie z 1• Voor z1 geldt 
(1.5.2) 
Definieer vervolgens· 
(1.5.3) c(z;x) = c(z1(x}.z;x) 
6 
voer alle x EA 
z1 
c(z;x) is dus de waarde van het gevonden minimum. 
Formule (1,5,2) geeft aan dat het werkingsgebied van strategie z 1 groter 
of gelijk is aan dat van z. We noemen stap 2 daarom uitbreiden. 
1. 6 Stap 3, 
Bepaal nu x('z·), de klasse van verzamelingen A, die voldoen aan de 
volgende twee relaties 
(1.6.1) 
( 1.6.2) 
A CA CA 
0 - - z 
1 
c(A.z;x).::, c(z;x) voor alle x EA z, 
Hierin is c(A.z;x) = tc(Z;3!:), met 3!: de eerste toestand die het systeem 
aanneemt in A, als het start in x en het natuurlijk proces volgt. Neem 
nu 





Dan vinden wij een nieuwe strategie z' met r(z').::, r(z) als we nemen 
( 1.6.4) Z I (x) : 
nulbeslissing 
Uit (1.6.1) en (1.6,3) volgt dat 
( 1.6. 5) A' C 
z 
als x EA' 
z 
als x I. A'. 
z 
hetgeen wil zeggen dat het werkingsgebied van strategie z' kleiner of 
gelijk is aan dat van z 1• Stap 3 noemen we daarom afkappen. 
Een iteratieslag is nu beschreven; als z' ~ z begin dan opnieuw 
bij stap 1, maar met z' in plaats van z. 
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1,7 Opmerkingen. 
Een strategie z is optimaal wanneer bij het doorlopen van een ite-
ratieslag aan de volgende twee gelijkheden wordt voldaan 
(1.7.1) 
(1.7.2) A'= A. z z 
Wanneer het handiger is kan men in de iteratieprocedure een of meer 
malen stap 3 overslaan, en pas wanneer aan (1.7,1) voldaan is stap 3 
doen. Wordt dan ook aan (1.7.2) voldaan, dan is de gevonden strategie 
optimaal. Voor de strategie z 1, verkregen na stap 2 geldt namelijk 
r(z') .::_ r(z 1) .::_ r(z). 
8 
H0ofdstuk 2, Uitwerking. 
2.1 V0oronderstellingen. 
In dit en alle volgende h00fdstukken zullen we ervan uitgaan dat 
interventies alleen genomen warden op tijdstippen dat een nieuwe be-
dienings-(reparatie-)periode begint. De keuze van de toestandsruimte en 
het natuurlijk proces is bepalend voor de aard van de iteratieprocedure 
en is dus van fundamenteel belang. Bij deze keuze moet men vaststellen 
wat tot het natuurlijk pr0ces gerekend moet warden en welke de inter-
venties zullen zijn. Twee mogelijkheden doen zich voor: een voor de 
hand liggende is: 
(2.1.1) noem alleen het veranderen van methode een interventie. 
Een andere mogelijke keuze is: 
(2. 1.2) zeg dat een• be'3lissing (mogelijk, .de nulbeslissing) genomen 
wordt telkens wanneer een nieuwe bedieningsperiode begint. 
De keuze van (2.1.1) of (2.1.2) bepaalt het natuurlijk proces. Wij 
kiezen (2,1.2) omdat dat tot een prettiger en numeriek beter hanteer-
bare iteratieprocedure leidt, De opbouw van de iteratieprocedure na 
keuze van (2.1.1) zal in hoofdstuk 6 worden gegeven, 
2.2 De toestandruimte en het natuurlijk proces. 





L = {x_ I x .::_ 0 en x geheel getal} 
Li= {(x,i,t)I x.::. o, x geheel; t .::_ O; t reeel}. 







X bevat dus voor elke bedieningsmethode een copie van het product van 
de verzameling der niet-negatieve gehele getallen met de niet-negatieve 
halfrechte en daarbij nog eens een copie van de verzameling der niet-
negatieve gehele getallen. 
De punten van X hebben de volgende betekenis: 
(2.2.4) 
(2.2.5) 
We zeggen dat het systeem zich in punt x EL bevindt als er x 
klanten aanwezig zijn en zo.juist een bediening beeindigd is; 
de afgehandelde klant telt niet meer mee, 
We zeggen dat het systeem zich in punt (x,i,t) EL. bevindt 
J. 
als er x klanten aanwezig zijn, en er een tijd t verlopen is 
sinds de bediening van een van hen begonnen is, terwijl deze 
klant bediend wordt volgens methode M .• 
J. 
Alleen wanneer het systeem zich in L bevindt (en dus juist een be-
dieningsperiode is afgelopenJ kan door de beslisser warden geinterveni-
eerd. Een beslissing om de volgende bediening of reparatie volgens 
methode M. te laten plaatsvinden geven we aan met i. Hierbij definieren 
J. 
wij de beslissing O als een nulbeslissing; dus de beslissingen 
1, .•• , k-1 zijn interventies. In elk punt x ~ L bestaat dus D(x) uit 
de beslissingen O tot en met k - 1. In alle overige punten, namelijk de 
punten (x,i,t) bevat D(x,i,t) alleen de nulbeslissing. Op het moment 
dat we beslissing i nemen verschuift het systeem van L naar L. 
J. 
(i~0,1, ..• ,k-1). Hoe dit precies gebeurt volgt hieronder. 
Eerst beschrijven we het natuurlijk proces, hetgeen wil zeggen dat 
uitsluitend de nulbeslissfng wordt genomen, Stel dat het systeem zich 
in het punt x € L bevindt. Als x > 0 is, dan begint onmiddellijk een 
nieuwe bediening~periode, terwijl in het geval x = 0 de bedieningrbe-
gint zodra een nieuwe klant binnenkomt (het systeem verschuift dan naar .. 
het punt 1 EL). Deze bediening geschiedt volgens methode M
0 
en duurt 
dus ~o· Zadra de bediening start verschuift het systee~ van x EL naar 
(x,O,O) E L0 • Na een tijd t, met t < ~O is het syteem in het punt 
(x+1(t),O,t) E L0 gekomen, waarbij 1(t) het aantal klanten is dat in 
het tijdsinterval CO,t] is binnengekomen. Eventueel is 1(t) oak nag van 
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) E L0 naar x + ~(~0
) - 1 EL. De term - 1 duidt op deaf-
geholpen klant, die de wachtrij heeft verlaten. 
Wanneer wel geintervenieerd kan worden verloopt het proces als 
volgt. Stel dat het systeem zich in x EL bevindt en we interventie 
i > 1 nemen. Voor x > 0 begint dan een bediening volgens methode M. met 
l. 
een duur s., en het 
-J. 
systeem verschuift naar het punt (x,i,O) EL .• Daar-
i 
na blijft het verder gedurende de gehele bedieningsperiode in 
geldt dat na een tijd t < s. het systeem zich in (x+k(t),i,t) 
-i -
L. en wel 
l. 
bevindt, 
Hierin heeft _k(t) weer de bovenomschreven betekenis. Na een tijd s. is 
-i 
de bediening afgelopen en springt het systeem terug van 
(x+~(~i),i,~i) E Li naar x + ~(~i) - 1 EL. Zadra het systeem op L 
terug is,. herhaalt zich bovenstaand verhaal. 
2.3 Beperking en voo~bereidingen. 
We beperken ons nu tot .het geval k = 2, zodat we te maken hebben 
met twee verschillende bedieningstijden ¾ en ~ 1, en we zullen deze zo 
gerangschikt nemen dat ~~O < c~1 (voor i~0 = t~1 zie opmerking in §2,9), 
De beperking tot k = 2 is niet essentieel en alleen omwille van de een-
voud. Met k = 4 is in hoofdstuk 5 een voorbeeld uitgerekend, 
Een strategie z kan nu als volgt warden gekarakteriseerd: omdat op 
L
0 
u 1 1 alleen de nulbeslissing mogelijk is hoeven we z alleen te geven 
op L. Voor elke x EL is z(x) gelijk aan O of 1, naargelang we de nul-
beslissing nemen (dus tot een snelle bediening besluiten) dan wel be-




= {O} c L, en neem z(O) = 0 voor elke z E Z. Dit is geen 
beperking van de klasse van strategieen die we beschouwen want alleen 
als het systeem in een punt x > 0 verkeert, begint een nieuwe bedienings-
periode en dus is het in x = 0 niet van belang welke beslissing we nemen. 
Nu moeten we nog controleren of aan voorwaarde (1.2.b) voldaan is. We be-. 
handelen dit apart voor de twee genoemde problemen: het loketprobleem 
(0.1) en het macaineprobleem (0,2). 
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In het geval dat we met het machineprobleem te maken hebben vormen 
voor elke strategie de toestanden van Leen eindige irreducibele Markov-
keten. Dan geldt dat alle toestanden ergodisch zijn, he~geen wil zeggen 
dat ze volhardend zijn met eindige terugkeertijd. Vanuit elke toestand 
wordt dan toestand O in eindige tijd bereikt. Voor de gebruikte stel-
lingen zie bijvoorbeeld [4], deel I, XV.6, blz. 390 e.v. 
Voor het loketgeval wordt in appendix 3 bewezen dat alle toestanden 
ergodisch zijn mits t~
0 
< A- 1. Dit laatste is voortdurend onze aanname 
(zie 0.1). Dezelfde stellingen als boven kunnen dan warden toegepast, 
De waarden van k(x;1) en t(x;1) warden voor het loketprobleem bere-
kend in hoofdstuk 3 en voor het machineproble:em in hoofdstuk 4. Hierna 
gaan we ervan uit dat we deze waarden kennen. 
In het vervolg zullen we de overgangswaarschijnlijkheden nodig heb-
ben tussen de punten van Lin een bedieningsperiode. Laat daarom voor 
x > 1, j > 0 en i = O, 
(2,3.1) de kans dat in een bedieningsperiode volgens M., die 
i 
aanvangt terwijl de rijlengte xis, precies j klan-
ten (machines) binnenkomen. 
Voor het loketprobleem resp. het machineprobleem geldt 
(2.3.2) 
resp. 
Merk op dat (2. 3-.2) niet van x afhangt. Dit is duidelijk omdat bij het 
loketprobleem het inputproces niet afhangt van het aantal wachtenden. 
De overgangswaarschijnlijkheden op L zijn nu als volgt: als het systeem 
in toestand x EL verkeert en beslissing i wordt genomen, dan komt het 
systeem de volgende keer in L volgens een kansverdeling, die aan het 
punt x + j-1 EL de kans p~i)(x) toekent. 
J 
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2,4 De iteratie. 
Een strategie z heet aaneengesloten als er een getal xO bestaat 
0 voor x > x0 
(2.4. l) z(x) = 
voor x .::_ x0 . 
We hebben dan dat A = {x I x < x} c L. 
z - 0 
We beschouwen uitsluitend aaneengesloten strategieen, omdat onder zekere 
voorwaarden de optimale strategie aaneengesloten is (zie §2,7), 
Start met een willekeurige strategie z die aan (2.4.1) voldoet, en 
bereken zoals in 1.4 de functie c(z;x). Omdat interventies alleen in L 
gedaan kunnen warden hoeven we in de gehele iteratieprocedure geen aan-
dacht te besteden aan punten in L
0 
u L 1. 
De toestanden van L behoren tot dezelfde ergodische verzameling in 
X zodat we een c-waarde vrij kunnen kiezen. Kies 
(2.4.2) 
Uit (1,4.2) volgt, omdat k(x;z(x)) = t(x;z(x)) = 0 voor x > x
0
, dat 
(2.4.3) c(z;x) = tc(z;1_1) voor x > x0 , 
met I 
1 
de eerste toe stand E: A die het systeem bereikt. Omdat het sys-
- z 
teem echter op L met slechts een toestand tegelijk kan teruglopen, en 
in het natuurlijk proces lagere toestanden op L met kans 1 in eindige 






met kans 1. We 
hebben dus 
(2.4.4) c(z;x) = 0 
Voor een toestand x E: A geldt dat z(x) = 1 en (1.4.2) wordt dan 
z 




De kansverdeling van 1,1 is hier al ingevuld. Deze f0rmule is juist ,v0or 
x = 1, 2, •••. , xO. Voor x = o·geldt 
(2.4.6) c(z;O) 
XO ( 1) 
= k(O;l) - r(z)t(O;1) + l p. (1) c(z;j), 
j=O J • 
Met. (2.4.2) vormen de vergelijkingen (2.4,5) en (2.4.6) een stelsel 
xO + 1 lineaire vergelijkingen met xO + 1 0nbekenden namelijk 
c(z;O), c(z;1), .•• , c(z;xO-1) en r(z). Dit stelsel is een Hessenberg-
stelsel (zie appendix 2) en heeft een oplossing. Bepaal deze oplossing. 
2,5 Uitbreiden. 
In 2,5 tot en met 2.9 gaan we ervan uit dat de k- en t-functies 
zodanig zijn dat k(~,1) - r(z)t(x,1) een m0n0toon stijgende functie is 
in x voor elke strategie z die we tegenkomen. In.het loketgeval is aan 
deze voorwaarde zonder meer voldaan (zie 3,10), in het machinegeval kan 
de voorwaarde tijdens de iteratieprocedure telkens worden nagegaan. De 
onderhavige strategie z wordt nu als volgt uitgebreid. 
·Gezien (2.4.4) volgt uit (1,5.1) met d = 1 resp. d = 0 
(2.5.1) c(1.z;x) = k(x,1) - ~(z)t(x,1) voor x > xO, 
resp. 
(2.5.2) c(O.z;x) = c(z;x) = 0 voor x > xO• 
In overeenstemming met 1.5 kiezen we dus z 1(x) = 1 voor alle x > x0 
waarvoor geldt 
(2.5,3) k(x;1} - r(z)t(x;1) < O. 
Voor de overig~ x > xO kiezen we z 1(x) = O. 
Voor dis nulbeslissing geldt k(x;d) = t(x;d) = O, dus ui~ (1,5,1) 
en z(x) = voor x .::_ xO volgt 
(2.5.4) c(O.z;x) = c(z;x) = c(1.z;x) 
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Dit betekent dat z 1(x) = z(x) = 1 voor x ~ x0• 
Omdat het rechterlid van (2.5.3) een monotoon stijgende functie in 
x verondersteld is bestaat een getal x 1 .:.. x0 zo dat 
0 






k(x;1) - r(z)t(x;1) 
0 
voor x ~ x 1 
voor x > x1• 
voor x > x 1 
Door uitbreiden behoudt men dus een aaneengesloten strategie. 
2 • 6 Afkappen. 
We kiezen speciale verzamelingen A die voldoen aan (1.6.1) en 




= { x I x < x } met x < x 1 • - a a -




voor x > x 
- a 
voor x < x. 
- a 
Dit volgt onmiddellijk uit de betekenis van c(A.z;x) namelijk de 
c(z,.)-waarde van het eerste punt dat het systeem aandoet in A, als 
het start in het punt x en het natuurlijk proces volgt. Als x > xa, 
dan geldt met eenzelfde redenering als na formule (2.4.3) dat xa 
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needzakelijkerwijs het eerste punt in A is. Veor x ~ xa is de gelijki-'--
heid duidelijk, 
De eis (1.6.2) kemt nu neer op 
(2.6.3) c(z;x) < c(z;x) 
a -
Als hieraan Yoldaan is dan is A E X(z). We dienen nu de doorsnede te 
a 





Een nieuwe, verbeterde strategie z' wordt dan gegeven door 
(2.6,5) Z I (x) : 
0 
voor x < x 
- a 
voor x > x. 
a 
Als bij uitbreiden en afkappen gevonden wordt dat x
0 
= x 1 = xa dan heb-
ben we de optimale-. aaneengesleten strategie gevenden. Dat dit ender een 
extra voorwaa~de 00k de optimale strategie is ender alle stationaire 
strategieen wordt in 2,7 bewezen. 
Een opmerking over de opeenvolging van uitbreiden en afkappen moet 
nog worden gemaakt, in aansluiting op de mededeling in 1.7. Als x1 > x0 , 
dus als er echt is uitgebreid, dan geldt in (2.6,3) voor xa = x
0
+1 het 
< teken voer alle x met x
0
+1 < x ~ x 1• Dit volgt door beide leden van 
(2.6.3) te vervangen door de in (2.5,6) gegeven waarden en de monotonie 
van k(x,1) - r{z)t(x,1) te gebruiken. Dit betekent dat bij het afkappen 
hoogstens een punt van de vorige uitbreiding overblijft, Het kan daarom 
de iteratie versnellen als pas wordt afgekapt wanneer een uitbreiding 
niets oplevert, dus wanneer x1 = x0 gevonden is. 
2,7 De optimale oplossing. 
We leggen nu een extra voorwaarde op aan de bedieningstijden 
namelijk dat de bedieningstijd met de kleinste verwachting ook stochas-
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tisch kleiner is dan de andere. Voor de definitie van het begrip sto-
chastisch kleiner en v0or de hierna te gebruiken lemma's en stelling 
zie A. 1. Onder deze voorwaarde bewij zen we dat de optimale strategie 
een aaneengesloten strategie is. 
Beschouw een willekeurige niet-aaneengesloten strategie z. Laat 
[x1+1,x0J het laatste interval zijn van Az (eventueel x1+1 = x0 ), en 
laat [x2+1,x1J het daarv66r komende interval zijn van L - Az (eventu-
eel x2+1 = x ). We hebben dus 1 . 
z(x) = t voor x 1+1 .::_ x .::_ x0 en voor x = x2 (2.7.1) 
De overige waarden van z blijven ongespecificeerd. Veronderstel dat A 
z 
in het punt x
0 
niet kan worden afgekapt (anders is een verbeterde stra-
tegie mog_elijk), We _nemen aan dat voor z de waarden van r(z) en de 
c-functie be~aald z~jn zoals beschreven in 1.4,.dus uit (1.4.2) en 





De functie c(z;x) in de variabele x voldoet aan de vergelijkingen 
(A.2.2) als we stellen 
c = c(z;x) 
X 
(z(x))( ·) = pk X (voor definitie zie (2,3.1)) 
k(x,1) - r(z)t(x,1) 
0 
en 
Stelling A.2 kunnen we dus op c(z;x) toepassen. 
We laten eerst zien 
(2.7.2) 
als z(x) = 
als z(x) = 0 
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We d0en dit in twee gedeelten. Neem aan dat x 1+1 = x0 en dat (2,7,2) 
niet geldt, Nu is aan voorwaarde (b) uit stelling A.2 voldaan en dus is 
c(z;x) m0n0t00n niet-dalend voor x2 .::_ x .::_ x0 . 
Daar in het punt x
0 
niet kan worden afgekapt geldt dat A niet 
x2 
tot X(z) beh00rt (zie 1.6). Met A bedoelen we de do0rsnede van A met . ½ z 
het interval [o,x2J. Uit (1.6.2) volgt dan dater een i ~ x2+1 bestaat 
met 
(2.7,3) 
Zeals in 2.6 geldt dat het eerste lid van deze formule gelijk is aan 
c(z;x2 ), terwijl wegens de monotonie van c(z;x) het tweede lid grater 
of gelijk is ·aan c(z;x2+1). Formule (2.7,3) geeft dus 
(2.7.4) 
Dit is een tegenspraak met de monotonie, dus (2~7.2) geldt. 
Nu het tweede deel: stel 
niet kan worden afgekapt dat 
betekent (zie (1.6.2)) 
(2.7,5) 
dat x 1+1 .::_ x0-1. Dan geldt omdat in x0 
A niet tot de klasse X(z) behoort. Dit x
0
-1 
Formule (2,7,2) volgt nu als we stelling A2c toepassen. 
Uit de monotonie van k(x,1) - r(z)t(x,1) en (2,7,1) volgt nu dat 
k(x,1) - r(z)t(x,1) < 0 voor alle x .::_ x0 en dus is aan de voorwaarde 
onder (a) van stelling A,2 voldaan met n 1 = 1. We weten dan dat c(z;x) 
een monotoon niet-stijgende functie is voor O .::_ x .::_ x
0
, en zelfs voor 
0 .::_ x < 00 omdat c(z;x) = 0 voor X ~ x0 , 
We zullen nu laten zien dat de strategie verbeterd kan warden. 




Hierin is k. voor i = O, 1 een stochastische variabele die het aantal 
-1 . 
aankomsten weergeeft gedurende een bediening volgens methode Mi. Formu-
les (2.7.6) en (2.7,7) volgen door (1,5.1) te combineren met (1.4.2) en 
de grootheid 11 uit (1.4.2) in te vullen. Bij het bepalen van een ver-
beterde strategie z 1 is z1(i) = 1 als (2.7.6) < (2.7,7), dus als 
(2.7.8) 
Nu is hiervan het 1inkerlid < 0 wegens monotonie en (2.7.2). Omdat 
.@.o c .@.1 geldt volgens stelling A. 1 dat ~O c ~ 1. De functie c ( z ;~+u) is 
monotoon niet stijgend in u, dus lemma A.2 kan worden teegepast op 
- c(z;i+u) en met lemma A,1 volgt dan 
zodat het rechterlid van (2,7.8) > 0 is. 
Hieruit volgt dat (2.7.8) geldt, dus z1(~) = 1. Daar deze redenering 
opgaat voor alle x € L-A, geldt dat uit de niet aaneengesloten strate-z 
gie z een verbeterde aaneengesloten strategie z1 wordt gevonden, 
2.8 De benadering. 
Nu we weten dat we uitsluitend aaneengesloten strategieen hoeven 
te beschouwen kunnen we zo'n strategie z identificeren met het punt x
0
, 
dat het grootste punt is waarvoor z(x) = 1. Een strategie z
0 
is aptimaal 
wanneer er nach kan warden uitgebreid noch kan warden afgekapt (farmules 
(1.7.1) en (1,7.2)). 
Als z0 niet kan worden uitgebreid, dan betekent dat voor het punt z0 
(eindpunt van de_ strategie), dat z
0 
het laatste punt is waarvoor (2.5.3) 
geldt, m.a.w. 
(2,8. l) 
Als z0 niet kan worden afgekapt, dan geldt dat c(z0;z0) het minimum J.S 
van alle c( z0;x), dus dat c(z0 ,z0
-1) positief is, want c(z
0
;z0 ) = o. 
Met stelling A.2c concluderen we dan dat 
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(2.8.2) 
Daar in het loketgeval t(x;1) voor x > 1 niet van x afhangt kunnen 
we dan schrijven 
(2.8.3) ( ) lliiJl a.x =t(x;1), 
en we weten dan dat a.(x) lineair is in x en stijgend voor x > 1. Formu-
les (2.8.1) en (2.8.2) kunnen we dan samennemen tot 
(2.8.4) 
Beschouw nu eens de functie r(x), de verwachte gemiddelde kosten van ·de 
strategie die x als eindpunt heeft. Veronderstel dat r(x) precies een 
minimum heeft. Dan kunnen we nagaan hoe in de iteratie het optimum wordt 




o<..(x) - r(z1 ) 
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We tekenen gesl0ten lijnen en kr0mmen, maar bedenken dat het alleen 
gaat 0m de gehele punten. 
1. Start met een strategie z 1• 
2. Bepaal a.(z 1) - r(z 1) en trek de lijn a.(x) r(z 1) evenwijdig aan 
a(x). De grootheid a.(x) - r(z 1) is k(x;.1) - r(z 1 )t(x; 1) uitgedrukt 
in de eenheid t(x;1). 
3, Bepaal een verbeterde strategie z2 . Deze strategie voldoet aan 
a.(z2 ) - r(z 1) < 0 en als z2 > z 1 oek aan O.::., a.(z2+1)-r(z 1). Verder 
weten we dat r(z2 ) .::._ r(z 1). 
4. Als z
2 
~ z 1 begin dan weer bij 2, 
5. Als z2 = z1 dan is z1 = z0 optimaal. 
Daar de verza.meling der strategieen discreet is, zal z
0 
na een eindig 
aantal stappen bereikt zijn. 
2.9 Omschakelkosten en andere opmerkingen. 
Tot nu toe hebben we verondersteld dat het 0mschakelen van methode 
M. naar M. geen extra kosten met zich meeqrengt. De toestand waarin het 
l. J 
systeem zich bevindt geeft geen uitsluitsel of er bij de aanvang van 
een nieuwe bediening omgeschakeld wordt of niet. Om toch deze kosten 1.n 
de beschouwing te kunnen betrekken veranderen we daarom de toestands-
ruimte. We zullen dit beschrijven voor het geval k = 2. Neem 
(2.9.1) 
waarin Len L' hetzelfde zijn als L 1.n (2.2.1) en 1
0 
en 1 1 gedefinieerd 
zijn als in (2.2_.2). 
Het natuurlijk proces verloopt hetzelfde als in 2.3 beschreven is, 
behalve dat na een bedieningsperiode het systeem vanuit 1 1 steeds te-
rugspringt naar L' en vanui t 1 0 steeds naar L. Op de.ze manier onder-
s cheiden we op het moment van beslissen of de zojuist beeindigde be-
diening volgens methode M
0 
of M1 geweest is. Zowel in L als in L' kan 
beslissing 1 worden genomen met de v0or de hand liggende betekenis. 
Kies weer A
0 
= {O} c L. We meeten nu veor alle punten x EL en x' EL' 
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k(x,1), k(x',1) t(x;1) en t(x';1) bepalen. Met k(x;1) en t(x;1) geven 
we de waarden aan van de k- en t-functies zoals die in heofdst~ 3 en 
h00fdstuk 4 zijn bepaaldRet is duidelijk dat overgangskosten geen in-
vloed hebben ep de t-functie. We hebben dus 
t(x;1) = t(x';1) = t(x;1) 
Laten de,0vergangsk0sten van me~hode Mi naar Mj 
Er geldt dan 
k(i';1) = k(x;1) 
voor x > O. 
e .. zijn (i,j=O, 1 )·. 
J.J 
voer x .::_ 0 
voor x .::_ o. 
Bij deze toestandsruimte meeten we iets ingewikkelder strategieen be~ 
schouwen namelijk functies z, gedefinie~rd op Lu L', met waarden O 
(= nulbesliss:img) of 1. Hiervan beschouwen we.de aaneengesleten strate-
gieen van de vorm 
0 
z(x) 
z(x') ={ O 
met 
veer x > x 
0 
veor x < x 
- 0 
voer x' > x' 
1 
voer x' < x' 
- 1 
Dit levert verder weinig extra moeilijkheden en we zullen dit dan ook 
niet nader uitwerken. 
In .de oorsprenkelijke opzet zijn er geen kosten wanneer het loket 
leeg is. Deze kosten kunnen gema.kkelijk word.en meeberekend. k(O;1) 
wordt dan groter. 
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Veer de aardigheid kijken we eve~ naar een l0ketpr0bleem waarin 
twee bedieningsmetheden mogelijk zijn die gelijke verwachting hebben 
maar verschillende variantie. Laat C.!o = ts 1 en var .!o <var.!,· De. 
0pti~ale strategie bestaat er dan in steeds de ene methode te gebruiken. 
en n00it de andere. Welke van de twee gebruikt wordt hangt af van de 
k0sten van de bediening. Uit (3.10,b) en'(3,10:5) vinden we dat 
t(x;1)=O voor x > 
k(x; 1) 
A va~ .!, - var .!o 
= b '2. 1 - A i.!o + c,-co v00r x > 1. 
k(x;1) is dus onafhankelijk van x voor x.:. 1, en uit §2,5 en 2.6 blijkt 
gemakkelijk dat we meth0de M
0 
(met de kleinste variantie) gebruiken als 
k(x;1) > 0 en M1 als k(x,1) < O. Uit (2.9.5) velgt dat k(x;1) > 0 is 
als 
(2.9.6) 
A var.!, - var .!o 
co - C 1 < b . -2 • ;;t 
1 - A v.!o 
De meth0de met de kleinste variantie mag dus nog iets duurder zi,lJl rum 
de andere en kan dan neg goedkoper uitkomen. 
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Hoefdstuk 3. Berekening van de k- en t-functies voor het loketprobleem. 
3.1 Een paar opmerkingen v00raf • 
. 
V00rafgaande aan de afleiding van de formules voor de k- en t-
functies geven we eerst een overzicht van de voorkomende stochastische 
variabelen en enige van hun eigenschappen die we voor die afleiding 
nodig h~bben. 
We verkeren in dit hoofdstuk in de situatie van het loketprobleem 
met twee bedieningsmethoden MO en M1, waarbij MO de "snelle" methede is. 
De k- en t-functies voor het algemene geval met k (k>2) bedienings-
methoden velgen op analoge wijze (vervang "i=O,1" overal door 
. "i= 0, 1 , 2, ••• , k-1 ") • 
3,2 De bedieningstijden. 
We bekijken eerst de bedieningstijden. Mets. wordt de lengte van 
-1 
een bedieningstijd volgens methode M. aangegeven voor i = o, 1. 
1 
We.nemen aan dat .§.o en .§.1 onderling onafhankelijk (o.o) zijn met 
respectievelijke verdelingsfuncties BO en B1, waarvoor geldt 
( ) def . ) B . 0- lim B . ( h = 0 '> 
1 = 1 
hto· 
voor i = O, 1. 
We neme~ verder aan dat van beide het tweede moment bestaat, dus 
= f 00 s2 dB . ( s ) 
0 1 
< 00' 
en bov~ndien dat geldt 
3,3 Het aankomstenproces •. 
De klanten komen volgens een stationair Poissonproces met intensi-
teit A> 0 aan bij het loket. Dit wil het volgende zeggen. We definieren 
eerst 
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0 voor k = 0 
de:f 
het tijdstip, waarop de kde klant na ~O bij 
het loket arrive~rt, voor k = 1, 2, •••• 
Vervolgens definieren we de tussenaankomsttijden 
def 
~k = .!!k - 1.k"':' 1 ' voor k = 1, 2, ••• 
T, = -k v00r k = 1 , 2 , • • • • 
De stochastische variabelen ~ zijn o.o. en hebben allen een exp0nen-
tiele verdeling met parameter A, dus v0or k = 1, 2, •.• 
' 0 , t < 0 
A(t) def P{a < t} = 
== -k - -At 
1 - e , t > o. -
Uit de onderlinge onafhankelijkheid der ~ken (3.3,1) volgt dat de .!.k 
een gammaverdeling hebben, dat wil zeggen, dat voor k = 1, 2, ••• geldt 
voor t ;:_ O, 
waarbij 
(3,3,2) , voor T > o. 
Bekend is v~rder dat, als we met ~(t) het aantal klanten aangeven 
dat in [O,t] bij het loket arriveert, dus 
1(t) = max{k I .!.k.::. t}, 
dat dan 1(t) een Poissonverdeling hee:ft met parameter At, zo dat 
P{1(t) 
-At (At)k = k} = e k! , voor k = O, 1, 2, ••• en t > 0. 
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We maken nog een aantal opmerkingen over het Poissonproces (c.q. 
de exponentiele verdeling). 
a) De exponentiele verdeling heeft als enige continu~ verdeling de 
eigenschap, dat de stochastische variabele .!:.k(t)+l - t (dus de 
tijd, die men na het tijdstip t moet wachten-tot de eerstvolgende 
binnenkomst) weer een exponentiele verdeling met dezelfde para-
meter heeft. 
b) Er geldt voor ieder natuurlijk getal n en elk n-tal reele getallen 
t 1, t 2 , ••• , t · met O < t 1 < t 2 < ••• < t < 
00 dat de stochastische · n - n 
variabelen l(t2 ) - l(t 1), l(t 3 ) - l(t2), ••• , k(tn) - l(tn_ 1) on-
derling onafhankelijk zijn (k(O) is hierbij identiek O veronder-
steld). 
c) Tenslctte gela.t dat het aantal klanten dat in een willekeurig 
tijdsinterval ter lengte t binnenkcmt dezelfde verdeling heeft.als 
l(t), dus veor t,s 2:_ 0 en k = O, 1, 2, ... geldt 
P{l(t+s)·-: l(s) = k} = P{l(t) = k}. 
Zie veor het Poissonproces en zijn eigenschappen bijv. [4], ch. I 3,4 
en ch, VI, 4. 
3,4 Het aantal klanten dat in een bedieningstijd binnenkomt. 
Op 3.2 aansluitend definieren we ii als het aantal klanten dat ge-
durende s. binnenkomt, voor i = O, 1. Met behulp van de eigenschappen 
-J. 
van he-e' Poissonproces vinden we de kansverdeling van k. gemakkelijk. Er 
-i 
geldt namelijk 




k -AS (J..s) 
= e k' d.B.(s), 
• J. 






Ten einde ervan verzekerd te zijn dat het loket in een eindige 
tijd-"leegl00pt" (en dus elke klant met kans 1 een eindige wachttijd 
heeft) nemen we voor eens en v00r altijd B
0 
en A zo dat 
0 < Ats < 1. -o 
3,5 Een "busy peri0d". 
t. is de tijdsduur van een zgn. 11busy period", waarin de eerste 
-]. 
klant geh0lpen wordt volgens bedieningsmeth0de Mi en alle v0lgende 
klanten velgens methode M
0
, dust. is de totale tijdsduur vanaf de 
-]. . 
binnenkomst van de eerste klant (0nmiddellijk daaraan voorafgaande was 
het loket dus leeg) tot het moment waar0p daarna het loket voor het 
eerst leeg kemt. 
Om de verwachting van t. te berekenen passen we een kunstgreep van 
-i 
Takacs toe. 
Eerst merken we op dat de totaaltijd t. niet beinvloed wordt door 
-]. 
verandering van de bedieningsvolgorde, nadat de eerste bediening vol-
tooid is. We _wijzigen deze nu zodanig dat steeds de laatst binnengeko-
mende het eerst wordt bediend. Laten in de eerste bedieningstijd van 
!i' dus die volgens methode Mi' ,!£i klanten binnenkomen, genaamd 
A1, A2 , .•• , ~-,. Deze klanten zetten we apart en ~- wordt dus als 
-i- -i 
eerste geholpen. Komen in zijn bedieningstijd kl_anten binnen dan deen 
we weer hetzelfde, we zetten ze apart en helpen de laatstbinnengekomene 
als eerste, enz. De tijd die nodig is em~- en allen die na hem bin-
-i 
nenkomen te helpen tot het moment, waarop alleen nog A1, A2 , ••• , ~--l (k.) -i 
wachten, noemen we _1
0
-i. Onmiddellijk daarna wordt ~.-l geholpen en 
-i 
al diegenen die in zijn bedieningstijd binnenkemen, en die in de daarop 
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volgende bedieningstijden, steeds de regel volgend dat de laatstbinnen-
gek0mene het eerst wardt bediend. De ·tijd die verstrijkt vanaf het begin 
van de bediening van~ 1 tot het moment waar0p alleen nog -i- (k.-1) 
-i 
A1, A2 , ••• , ~--2 staan te wachten noemen we .io 
-i (.) 
Algemeen geven we,met _i
0
J de tijd aan die verstrijkt tussen het 
begin van A.'s .bediening en het begin van A. 1
1 s bediening 
J ) J- . 
(j=2,3, ••• ,k.), Met ~ 1 geven we de tijd aan die verstrijkt tussen het 
-]. -v 
begin van de bediening van A1 en het moment waarop het loket leegkomt. 
Omdat de klanten volgens een Poissonproces binnengekomen'zijn, zijn 
voor vaste .k (k is een natuurlijk getal) _i
0
, .i; 1), _i;2 ), ••. , ~k) o.o. 
gelijkverdeelde stochastische variabelen (zie 3,3 a)). 
We kunnen dus konkluderen dat voor i = o, 1 






3,6 De bedieningskosten gedurende ,ii' 
De kosten van bediening gedurende ,ii geven we aan met .£i (i=D,1). 
De verwachting van c. kunnen we analoog als in 3,5 berekenen. We---her-
-i 
inneren er nog even aan dat de kosten van een bediening volgens methode 
M. c. bedragen. Dit geeft voor i = o, 
]. ]. 
(k.) (k.-1) 
+ c(2) ( 1 ) + -i 
-i 
C. = c. .£o + .£0 + ... + .£0 -]. ]. -o , 
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waarbij ~ j ) de be<iieningskosten 
v00r elk vast.natuurlijk getal k 
gedurende !~j) zijn 
(1) (2) 
( j = 1 , 2, ••• , k. ) en 
(k) -1 1 .. 
£.a, .£.o , .£ , ••• , .£.o 0.0. ge 1Jk-





3,7 De wachttijdk0sten gedurende !i· 
De totale wachttijd gedurende t. (dit is de totaaltijd van wachten 
-1 
en bediend werden van alle klanten die zich gedurende t. in het systeem 
. -1 
bevinden) geven we aan met _!!!:i, (Ter herinnering: de produktieverlies-
kosten zijn op b per tijdseenheid gesteld:,. zo dat de wachttijdkesten 
gedurende t. bm. zijn.) Analoeg met boven geven we met m
0
(j) de totale 
-1 -1 ("") - . 
wachttijd gedurende t
0
J (j=1,2, .•• ,k.) aan. We kunnen nu voor m. de 
- -1 -1 
volgende formule 0pschrijven 
oo k. (") k. (") I (~i-1.k)+ + y1 .!!!:oJ + y1 (j-1 )!aJ , 
k=1 j=1 j=2 
(3,7,1) 
waarbij -'k het tijdstip is waarop na het begin van t. (of s.) de kde 
-1 -1 
klant bij het loket arriveert en t+ voor elk reeel getal t dat gedefi-
nieerd is d.0or 
Wederom geldt dat voor elk vast natuurlijk getal k 




, !!:a , •.,, !!:a on er 1ng ona han e 1Jke stochastische varia-
belen zijn met dezelfde kansverdeling. 
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Het volgende plaatje illustreert (3,7,1) enigszins, 
1' et.anl-o.l W~lrk11aol~ 
l'Vo->"' J..e:I- I ok.e ./-
I '------::=------::!:-..._ __ -::!-__,_ _________ ....J_ ____ ...1_ _ --1...L-~~--l 
li :r~ i 
·f 
s. -, 
fig. 3, 1 m. is "de oppervlakte onder de kromme" 
-1. 
00 
We berekenen nu eerst f✓ l (~i-1.k)+. 
k=1 
Zoals in 3,2 is opgemerkt heeft _lk een gamma verdeling. Met (3,3,2) 
volgt nu voor i = O, 1 
00 
(3,7,3) c I 
k=1 
+ (s.-T ) = 
-1. -k 
Nemen we nu in (3,7,1) de verwachting en substitue-ren we daarin (3,7,3), 
(3.4.1), (3.4.2) en (3,5,1) dan krijgen we 















0 2( 1-A.~~0)2 
en 
(3,7,5) c'.,.!!!1 = l~1 + ½ e,~~ + l11 l.!!!0 + -½ c11 <1,-1) (:,!a = 
C ~, A , 2 ;\
2t.s cs 2 2t 2 -1 -0, A. ~, t~0 = 1-At.S + 2 t,~1 + + ;;( 1-At~
0




c.~, t, 2 A.2t, t 2 A ~1 
+ 
~1 ~o 






([~1c~~-t¾t~~) = 1-At,!0 
+ 
2( 1-At.s ) 2 
-0 
3.8 Het produk.tieverlies gedurende ~i' 
v.(x) is de totale wachttijd in een bediening volgens methode M., 
-i 2 
terwijl er bij het begin van die bediening x wachtende klanten zijn 
(d.w.z. x - 1 "echte" wachtende en een die bediend wordt), voor 
x = 0, 1-, 2, ... en i = 0, 1. Met (3,7,3) volgt onmiddellijk, daar 
dat 
(3,8,1) 
~ A 2 
L v. ( x) = xls. + -
2 
ts . . 
-i - -i -i 
3,9 Het produk.tieverlies in de tijd om van x naar x-1 wachtende klan-
ten te komen. 
m.(x) geeft voor x = 1, 2, ••• de totale wachttijd vanaf het moment 
-i 
dater x wachtende klanten zijn, terwijl er juist een nieuwe bediening 
volgens methode M. is gestart en alle volgende bedieningen volgens metho-
i 
de M0 gebeuren, tot het moment waarop er daarna voor het eerst x-1 wach-
tende zijn, dus m,(1) = m .• 
-i -i 
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.::l:' _...._ ___ ....__ _ 
fig. 3, 2 m. (x) is "de oppervlakte onder de kromme" 
-i 
Men ziet gemakkelijk dat voor m.(x) geldt 
-J. 
---,>. 
m.(x) = (x-1)t. + m., 
-J. -i -i 
voor x = 1, 2, ••• en J. = O, 1, 
zodat er volgt 
lm. (x) = (x-1 )t,t. + tm .• 
-J. -J. -i 
Met (3,5.1), (3,5,2), (3,7,4) en (3,7,5) vinden we 
en 
(3,9,2) ~1(x) 
voor x = 1 , 2 , . . . • 
r· 
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J.10 De formules voor de k- en t-functies. 
We definieren ten slotte voor i = o, 1 en x = 1, 2, •.• t. (x) als 
-1 
de tijd die verstrijkt vanaf het moment, dater met x wachtende klanten 
een nieuwe bediening volgens methode Mi begint, tot het moment waarop 
het loket daarna voor het eerst leegkomt, terwijl alle bedieningen, die 
op de eerste volgen, met methode M0 gedaan warden; !,1(o) nemen we gelijk 
aan 1,1 + !,1(1), waarbij 1,1 de tijd is, die we moeten wachten tot de 
eerste klant binnenkomt vanaf het moment, waarop het systeem leeggekomen 
is, terwijl we !,
0
(o) = 0 nemen. 
Met k.(x) geven we de kosten gedurende t.(x) aan (~(O) = 0). 
-J. -1 -v 
Veor x = O, 1, 2, ••• zijn de k- en t-functies nu gedefinieerd door 
en 
Er zijn twee processen die steeds bekenen warden: een 1-proces en 
een 0-proces. Beide starten met x wachtende klanten. Bij het 1-proces 
wordt alleen de eerste bediening volgens methode M1 gedaan en alle vol-
gende volgens methode M
0
, terwijl bij het 0-proces steeds met methode M
0 
gewerkt wordt. Beide processen zijn afgelopen zodra er geen klanten meer 
voor het loket staan (zie 1.3 en 2.2). Daar beide processen "identiek" 
zijn, zodra er in beide processes nog slechts x-1 wachtende zijn, redu-
ceren we (3.10.1) en (3.10,2) tot 
(3.10.3) 
en 
t(x; 1) = lt - t.t ') -1 -o voor x = 1, 2, •.• 
(3.10.4) 
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Substitueren we in {3,10.3) en (3,10.4) de formules {3.5.1), (3,5,2), 
(3.6.1), (3.6,2r, (3',7,5), (3,9,1) en (3,9,2), dan vinden we, daar 







We merken tenslotte op dat voor x = 1, 2, • • . t (x; 1) konstant is, 
dat geldt 
k ( x; 1 ) = bx + f3 
t{x;1) ' 
met f3 een konstante., onafhankelijk van x, en b natuurlijk groter dan o, 
en dat de functie 
k(x;1) - r(z)t(x;1) 
lineair en stijgend voor x = 1, 2, ••• is, daar r(z) konstant is. 
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Hoofdstuk. 4. Berekening van de k- en t-functies voor het machineprobleem. 
4.1 Inleiding. 
Aansluitend aan het vorige hoofdstuk. leiden we in dit hoofdstuk. 
stelsels vergelijkingen af met behulp waarvan de k- en t-functies te be-
palen zijn voor het machineprobleem met N machines en twee bedienin$s-
metheden. We zullen dezelfde' weg bewandelen als in hoofdstuk. 3 en eerst 
de voorkomende variabelen en enige van hun eigenschappen opsommen. 
De situatie waarin we dus verkeren is die van een bedrijf met N 
machine~ waarvan de looptijden onderling onafhankelijk zijn en die elk 
een exponentiele verdeling hebben met dezelfde parameterµ> O. Zodra 
een machine stuk. gaat wordt die, als de reparateur vrij is, gerepareerd, 
en als de reparateur met een reparatie bezig is, in een wachtrij gezet, 
De machines worden dan gerepareerd in volgorde van stuk. gaan, Zodra de 
reparatie van een machine voltooid is, begint de machine onmiddellijk 
weer met zijn werk, waarvan de duur weer exponentieel verdeeld is met 
dezelfde parameter, 
4.2 De reparatietijd, 
Zie 3,2 en vervang bedieningstijd door reparatietijd. 
4.3 De tijdsintervallen tussen de momenten waarop machines defect raken. 
Voor x = 1, 2, •.. , N-1 geven we met _!:(x) de tijd aan die verstrijkt 
vanaf het moment waarop een machine stuk.gaat, waardoor het aantal defecte 
machines op x gekomen is, tot het moment waarop er daarna weer een machi~ 
ne stuk. gaat, gegeven dater tussentijds geen reparatie klaarkomt. Met 
_!:(0) geven we de tijd aan die verstrijkt sinds het moment dater een re-
paratie voltooid is, waardoor alle N machines weer in bedrijf zijn tot 
het moment waarop de eerste machine defect raakt, 
Voor we de verdeling van _!:(x) geven, noemen we nog even de volgende 
eigenschap van de exponentiele verdeling, Als .! een stochastische varia-
bele is die exponentieel (µ) verdeeld is dan geldt voor t,t
0 
,:_ O 
P{2£ .::_ t O + t: J x 
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Voor de looptijd van een machine kunnen we dit als volgt interpreteren: 
Ge~even dat de machine al een tijd t O heeft gelopen dan is de resterende 
looptijd ervan weer exponentieel verdeeld met dezelfde parameter. 
Met behulp van deze eigenschap is de verdeling van !!;(x) niet moei-
lijk meer. De eventualiteit {!!;(x) > t} treedt dan en slechts dan 0p, als 
de resterende looptijden van de N-x niet-defecte machines alle langer 
dan t zijn, zodat 
(4.3.1) -µt(N-x) = e , 
voor x = O, 1, 2, ••• , N-1, t > O, 
Uit (4,3,1) volgt dat voor x = o, 1, 2, •.. , N-1 
0 voor t < 0 
1 -
-JJ(N..;.x)t 
e , voor t > O. 
4.4 Het aantal machines dat ,.in een reparatietijd defect raakt. 
Het aantal machines dat in een tijdsinterval ter lengte t kapot 
gaat, terwijl er aan het begin van dat tijdsinterval x (x=O,1,2, ••• ,N-1) 
machines stuk zijn, gegeven dater geen reparaties intussen voltooid 
warden, noemen we 1(t,x). De kans dat een machine stukgaat in een tijds-
interval ter lengte tis 1- - e-µt, zo dat k(t,x) een binomiale verdeling 
heeft met parameters N - x en 1 - e-µt. We vinden zo 
(4.4.1) ) } (N-x)( -µt)k -µ(N-x)t P{1(t,x = k = k 1-e e , 
voor k = O, 1, 2, 
X = 0, 1, 2, 






~(t,N) definieeren we identiek O voor alle t > O. 
V00r x = 1, 2, ••• :, N-1 is k-(x) het aantal machines dat in een 
-J. 
reparatietijd volgens methode M
1
. (i=O,1) defect raakt. k.(O) nemen we 
-J. 
gelijk aan k.(1). 
-J. 
Met (4.4.1) vol.gt de verdeling van k.(x) onmiddellijk. 
-J. 
vo0r k = o, 1 , 2, 
X = 1 , 2, 
i = o, 1. 
(4.4.2) p(i)(O) d.:_f P{k. (x) = k} = p~ i) ( 1), k - -i 
voor k = o, 1 ' 2, 
J. = o, 1 • 
p(i)(N) def P{k. (N) = o} = 1 , 0 - -J. 
voor J. = o, 1. 
4,5 Laplace-Stieltjes-getransformeerde. 
... , N-x; 
... ' N-1; 
... ' N-1; 
Van een verdelingsfunctie F met F(o;) def lim F(h) = O noteren we 
y_ V h+O 
de Laplace-Stieltjes-getransformeerde met F. Fis voor komplexe T met 
Re T > 0 gedefinieerd door 
B. is dus netjes gedefinieerd (i=O,1). 
J. 
Zo volgt uit (4.4.2) bijvoorbeeld 
en 
ttk.(x) = (N-x)(1-B.(µ)), 
-i J. 
voor x = 1, 2, •.• , N en i = O, 1. 
37 
Opmerking 4. 1 
;\ 
Indien µ = N' voer een ;\ > O, dan volgt met behulp van de stelling 
van Lebesgue over gemajoreerde k0nvergentie 
1 . (i)( ) Joo ->.t (>.t)k d.B.(t) 1m pk x = e k! .1 = 
N-+co 0 
voor x = O, 1, 2, .•• 
wat ons in de situatie van hoofdstuk 3 terugbrengt. 
4.6 De werktijd tot een lege reparatielijn. 
t.(x) is de tijd van het moment, waarop een reparatie volgens 
-i 
methode M. begint (i=0,1), terwijl er x machines a.efect zijn, en terwijl 
J. 
alle volgende reparaties met methode M
0 
worden gerepareerd, tot het 
moment waarop daarna alle machines weer in bedrijf zijn, We krijgen zo 
t.(x) = s. + t
O 
(x+k:.(x)-1), voor x = 1, 2, ••• , N en. i = O, 1. 
-1 -1 - -1 
Voor de verwachting van t.(x) vinden we a.us 
-1 





voor x = 1, 2, ••• , N en 1 = O, 1. 












-p ( 0 \ 1) 
2 
























1-p1 (N-1) 0 
-1 
t voor de getransponeerde van de rijvektor (Ct 0(o),t,!0(1), ••• ,C!o(N)) en 
s voor de getransponeerde van de rijvektor (O,t1?..0 ,t1?..0, .• ,,t1?..0), dan -
luidt (4,6,1) in deze vektornotatie 
(4.6.2) At ::1: s. 
Een eenvoudige berekening geeft dat 
N-1 
det A= rr Pbo)(x) > o, 
x=1 
zodat (4.6.2) en dus ook (4.6.1) voor i = O precies een oplossing heeft. 
Zie ook aanhangesel A.2. Is (4.6.1) voor i = 0 opgelost dan kunnen we 
met (~.6.1) voor i = 1 'C-_!
1
(x) voor x = 1, 2, .•. , N berekenen. 
4,7 De reparatiekosten gedurende !i(x). 
Definieren we c.(x) als de kosten voor de reparaties gedurende 
. -i 
t.(x), voor x = O, 1, 2, .•• , N en i = O, 1 dan vinden we analoog met 
-i 
4.6 




voor x = 1, 2, •.• , N en i = O, 1, 
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waarbij c. de kosten van een reparatie volgens methode M. is. Voor i = 0 
i i 
vinde:n we uit (4.6.1) en (4,7.1) 
(4.7.2) voor x = O, 1, 2, ... , N, 
en met behulp van (4.7.1) voor i = 
te berekenen. 
is ,£1(x) voor i = O, 1, 2, ••• , N 
4.8 Kort intermezzo. 
In dit paragraafje leiden we een resultaat af dat in paragraaf 4.9 
gebruikt zal warden 
Veronderstel dat _!1, ~2 , ... ,.!keen riJ o.o. stochastische varia-








< x} = 
- e 
hier alleen het 
4 X·, ).. -J 
i=1 
X < 0 
-Lx 
, voor A, 
J 
J X > 0 
geval A. ~ A, voor i i J 
voor J = 
dan is de simultane dichtheid van (.§..1,.§..2 , .•• ,.§_k) 
> o, J = 1 ' 2, ... , 
~ j. 
1, 2, ... , k 
(4.8.1) 
->-. s k-1 -{A.->-.. 
1
)s. 
'e k k II J J+ J 

















>.. I e = ' k j=1 
voor O .::_ sk < 00 • 
II (>... ->... ) 
. 1 J. J i= 
i;tj 
4,9 Het produktieverlies gedurende -2-i' 
v.(x) is de totale wachttijd gedurende s. met x defecte machines 
-J. -J. 
bij het begin van s., voor x = 1, 2, .•. , N en i = 0, 1. Voor v. (x) , 
-J. -i 
geldt nu de volgende formule 
(4.9.1) 
waarbij 





."£k(x) l ~(x+j-1), voor k = 1, 2, ••• , N-x, 
j=1 
de 
zodat .2_k(x) het tijdstip na het begin van -2-i is, waarop de k machine 
gedurende s. defect raakt, met x defecte machines aan het begin vans., 
-J. -J. 
gegeven .2_k(x) .::.-2.i' 
We berekenen eerst de verwachting van de tweede term in het 
rechterlid van (4.9.1). Daartoe merken we op dat, als we in 4.8 
>..j = µ(N-x-j+1) nemen, dat dan .2_k(x) en .2.k dezelfde verdeling hebben. 









= k'(N-x) -µ(N-x), 





We vinden zo, met definitie (4,5,1) 
= (N-x) 
= (N-x) 
(N-x) f' r (N-x) r, (s- 1-e -µ5 = (s-,) µe_µ, d,d.B.(s) = ) dB, (s) = i µ i 
0 0 0 
V 
.1-B.(µ) 
= (N-x) (e.s .- i ) -i µ • 
Nemen we nu in (4.9.1) de verwachting en substitueren (4.9.2), dan vinden 
we 
(4.9,3) 
voor x = 1, 2, ••. , N en i = O, 1. 
A 
We merken nog op dat, als µ = N' met Lebesgue's stelling over ge-
majoreerde konvergentie volgt 
voor alle natuurlijke x, 
wat in overeenstemming is met het resultaat van 3,8. 
4.10 Het produktieverlies gedurende ,!i(x). 
Tenslotte definieren we m.(x) als het totale produktieverlies ge-
-i 
dure;de t.(x), voor x = O, 1, ••. , N en i = O, 1. 
-i , 
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voor x = 1, 2, ... , N en i = o, 1. 





1-B. ( µ) 1-B. ( µ) 
E.m. (x) = N(r.s.-
1 
) + x 
1 
+ 
-i ·-i µ µ 
N-x . 
+ I p~ 1 ) ( x) f:...!!!
0 
( x+ k-1 ) , 
k=O 
voor x = 1, 2, ••• , N en i = o, 1. 
Voor i = 0 geeft (4.10.1) een stelsel vergelijkingen, dat precies een 
oplossing heeft, daar de matrix A weer optreedt (zie 4.6). Vervolgens 
kunnen we dan met ( 4. 10. 1 ) voor i = 1 t,,!!!
1 
( x) berekenen. 
4.11 De "formules" voor de k- en t-functies. 
Op analoge wijze als in paragraaf 3,10 is gebeurt, met dezelfde 
overwegingen als daar zijn gegeven, kunnen we nu, de bovenberekende ver-
wachtingen gebruikend, de volgende formules opschrij ven, met behulp waar-
van de k- en t-functies kunnen worden berekend, 
Er geldt namelijk (vgl. (3.10.3) en (3,10.4)) 
(4.11.1) 




voor x = 1, 2, ••• , N, 





Hoofdstuk. 5. Enige numerieke resultaten. 
Op Honeywell-Bull-timesharing werd voor enkele gevallen de optimale 
strategie berekend. 
5,1 Een loketprobleem met twee bedieningsmethoden. 
De volgende gegevens werden gekozen: 
A, = (parameter van het Poisson-input-proces) 
b = 0, 1 (wachttijdkosten per man per uur) 
co = 5 (kosten van een bediening volgens MO) 
c1 = 2 (idem volgens M1) 
¾ Homogeen verdeeld over [0.5, 1 J (tijdsduur M0 ) 
~1 Homogeen verdeeld over [0.5, 1 ._5] (idem M1). 
Gevonden werd: 
X k(x; 1) t(x; 1) 




(verder J.S k(x; 1) lineair en t(x; 1) constant). 
We beschrijven.verder schematisch het verloop van de iteratieprocedure 
(zie schema 1). Opgemerkt kan worden dat inderdaad tweemaal niet is af-
gekapt nadat er echt is uitgebreid. Daar door kon het aantal iteratie-
.. 4 d d · ( 1) · slagen beperkt bliJven tot , an ers zou e verbeterde strategie z1 in 
stappen van 1 naar de optimale zijn gewandeld (zie opmerking in 2.6). 






















0 13,9038 24.2015 
1 7. 10608 16.2272 
2 2.54450 9,95123 
3 0 5.18889 
4 0 1. 75560 
5 0 - 0,53328 
6 0 - 1. 86234 
7 0 - 2.41621 
8 0 - 2,37951 
9 0 - 1. 93687 
10 0 - 1. 27278 
11 0 - 0,57007 


















































5,2 Een loketprobleem met vier methoden. 
Gekozen werden de volgende gegevens: 
" = 
b = 0.4. 
De bedieningsmethoden zijn alle homogeen verdeeld: het volgende.lijstje 
geeft de grenzen van de verdelingen en de kosten per bediening. 
methode ondergrens bovengrens 
0 0,35 0.85 
1 0.5 1 
2 0.7 1.2 
3 0.9 1.4 













































(verder is t(x;i) constant 1 = 1, 2, 3). 
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Het volgende schema toont de iteratie. 
iteratie z(x) = r(z) = 
1 {: x.:_5 6.85532 "' x>5 
3 x<2 
2 











































5,3 Een machineprobleem met twee reparatiemethoden. 












(parameter van de exponentiele looptijd) 
(productieverlieskosten per machine per uur) 
(kosten van een reparatie volgens methode M0 ) 
(idem volgens M1). 
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Om numeriek klippen te omzeilen zijn de reparatieduren vast genomen. We 
nemen steeds de snelle reparatietijd s 0 = 0.25. Onderstaande tabel geeft 


























Voor het geval s 1 = 0.58 geven we k(x;1) en t(x;1) en het verloop van de 
iteratieprocedure in de volgende tabellen, Opgemerkt kan nog warden dat 
aan de veronderstelling dat k(x;1) - r(z)t(x;1) steeds een monotoon 
stijgende functie is in alle gevallen voldaan was behalve in het geval 
s 1 = 0.54. In dit laatste geval werd een monotoon dalend gedrag gevonden. 
De iteratieprocedure levert dan dat methode M1 overheerst. ~ 
De rekentijden van de 5,1, 5,2 en 5,3 besproken problemen liggen 
alle rond 15 seconden. Hierbij is inbegrepen de tijd nodig voor compilatie 
en controle van het programma, 
X k(x; 1) t(x;1) 
0 19.2775 1. 25579 
1 14. 3261 1. 09531 
2 12.0639 0.919871 
3 10.3735 0.788774 
4 9.07370 0.687973 
5 8.04961 0.608552 
6 7.22566 0.544652 
7 6.55066 o.492303 
8 5,98896 o.448742 
9 5,51514 o.411995 
10 5.11066 0.380626 
11 4.76171 0.353564 
12 4.45786 0.33 
i teratieslag 1; r(z) = 13,2210 iteratieslag 2; r(z) = 13.1735 
1 1<x<6 1 1 <x.::_3 --z(x) = z(x) = 
0 7.::_x,::_ 12 0 4<x<12 --
X c(z;x) ; k(x;1)-r(z)t(x;1) c(z;x) k(x;1)-r(z)t(x;1) 
0 3.10346- 2.6747 3. 4621 i 2. 73ll39 
1 0;273726 -0.155056 0.624715 -0.102991 
2 -0.214555 -0.097751 0.083469 -0.054026 
3 -0.235091 -0.054929 0 -0.017435 
4 -0.157801 -~.022003 0 0.010699 
5 -0. oro479 0.003939 0 0.032866 
6 0 0.024812 0 0.050702 
7 0 0.041911 0 0.065313 
8 0 0.056140 0 0.077471 
9 0 0.068143 0 0.087727 
10 0 0.078390 0 0.096483 
11 0 0.087230 0 0.104036 
1::; 0 0.094927 0 0.110613 
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Hoofdstuk 6. Een andere aanpak. 
6. 1 Uitgangspunten, toestandsruimte en het natuurlijk proces. 
Een andere keuze van wat we een interventie noemen dan gedaan is 
in hoofdstuk 2 levert een andere toestandsruimte en daarom ook een an-
dere iteratieprocedure. In plaats van (2.1.2) kiezen we nu (2.1.1): 
we zeggen dat alleen het veranderen van bedienings- of reparatiemethode 
een interventie is. We behandelen deze aanpak voor k = 2 (twee methoden) 
en we veronderstellen als in 2. 3 dat t,~0 < t~1 • 
Definieer de volgende verzamelingen voor i = o, 1. 
Li= {(x,i)I x > 0 en x geheel getal} 
Li= {(x,i,t)I x > o, x geheel; t ~ o, t reeel}. 
De verzamelingen Li zijn hetzelfde als in (2.2,2) en Li zijn twee copie-
en van L uit (2.2.1). Neem als toestandsruimte 
De betekenis die we aan de punten van X toekennen is de volgende: 
(6.1.1) 
(6.1.2) 
We zeggen dat het systeem zich in punt (x,i) E Li bevindt als 
zojuist een bediening beeindigd is, de wachtrij nog x klanten 
bevat (de zojuist afgehandelde klant niet meegeteld) en de 
afgelopen bediening geschied is volgend methode M .. 
i 
We zeggen dat het systeem zich in punt (x,i,t) EL. pevindt i . 
als er x klanten aanwezig zijn en er een tijd t verlopen is 
sinds de bediening van een van hen begonnen is en deze bedie-
ning geschiedt volgens methode M .. 
i 
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Merk op dat (6.1.2) hetzelfde is als (2.2,5), Alleen wanneer het systeem 
. . 0 1 . · zich in L u L bevindt kan worden ingegrepen en omdat k = 2 genomen is, 
is er slechts een niet-nulbeslissing mogelijk, namelijk: wissel van 
methode. We zullen deze beslissing aangeven met d. De nulbeslissing in 
de punten van 1° u 1 1 wil zeggen: gebruik de methode van de vorige be-
diening. In 1 0 u 1 1 is alleen de nulbeslissing mogelijk; deze verzame-
lingen spelen daarom geen rol in de iteratieprocedure, maar dienen ter 
beschrijving van het natuurlijk proces en het beslissingsproces. We heb-
ben dus 
D(x,i) = {O,d} voor (x,i) 
D(x,i,t) = {O} voor (x,i,t) E 1 0 u 1 1• 
Evenals in 2,2 geven we met l(t) het aantal klanten aan dat in een tijds-
interval ter lengte t binnenkomt. Wegens de exponentiele verdeling van de 
aankomsttussentijden doet het begintijdstip van dit interval niet ter za-
ke. Bepalingen (6.1.1) en (6.1.2) geven nu.dat het natuurlijk proces als 
volgt verloopt. 
Stel dat het systeem zich in (x,i) E Li bevindt met x > O, Pan start 
een bediening volgens methode M. en het systeem verschuift naar 
i 
(x,i,O) EL .• Na een tijd t < s. is het systeem in (x+l(t),i,t) EL. ge-
i ~ i 
komen en na verloop vans. schuift het systeem van (x+k(s.),i,s.) EL . . -i - -i -i i 
naar (x+k(s.)-1,i) E Li. Hierna herhaalt zich dit verhaal. Als x = 0 
--i 
wordt gewacht tot de eerste klant zich aandient, Het systeem verschuift 
dan naar (1,i) E Li. 
Bovenstaande alinea dient te worden gelezen met i = 0 en met i = 1. 
6.2 Het beslissingsproces en de keuze van A0 . 
Een strategie z is een functie z: 1° u 1 1 + {O,d}. Wij beschouwen 
slechts aaneengesloten strategieen, d.w.z. strategieen waarvoor getallen 
x0 en x 1 bestaan z6 dat 
z(x,O) = 
(6.2.1) 
d voor x < x 
- 0 
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en z(x,O) = 0 voor x > x 
0 
z(x,1) = d voor x > x en z(x,1) = 0 voor x < x 1. - 1 
Deze beperking is gerechtvaardigd in 2,7, Wanneer beslissing d wordt ge-
nomen in het punt (x~i) E Li, dan verspringt het systeem naar het punt 
( . ) 1-i x, 1-i E L • 
Neem voor een geschikt gekozen natuurlijk getal M 
A
0 
= {(o,o)} u {(n,1)1 n .::_M, n geheel}. 
Noem A
0 
n Li= B .. i . 
In alle punten van A0 wordt steeds beslissing d genomen. We controleren 
voorwaarde (1.2b). Als het systeem start in (x,O) E LO voor zekere x > o, 
dan geeft de redenering in 2,3 dat het systeemmet kans 1 in eindige tijd 
in B0 terugkeert. Stel nu dat het systeem start in (x,1) E L
1, De toe-
standen in L1 vormen nu een irreducibele Markovkeren. Als wevan de verzame-
• 1 .,..,. .• 
ling toestanden B1 c L een absorberende toestand maken, ziJn alle andere 
toestanden doorgangstoestanden, dus is de terugkeertijd tot B1 met kans 1 
eindig. 
6.3 De k- en t-functies. 
We bepalen nu voor alle (x,i) E LO u L1 de fucnties k(x,i~d) en 
t(x,i;d). We dienen het verschil te nemen van verwachtingen van kosten 
resp. tijdsdurep van de wandelingen (1.3a) en(1,3b), dus voor elke 
( . ) 0 1 x,i EL u L hebben we 
k(x,i;d) = k
1 
. (x) - k. (x) 
-i i 
(6.3.1) 
t(x,i;d) = t 1 .(x) - t.(x). -i i 
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Hierin is vo0r i = O, 1 ki(x) resp. ti(x) de verwachting van de kosten 
resp. de tijd vanaf toestand (x,i) totdat het systeem via het natuurlijk 
proces een toestand in B. heeft bereikt. Verder hebben we 
1 
(6.3.2) 
voor x > M. 
Merk op dat 
k(x,1;d) = -k(x,O;d) 
(6.3,3) 
t(x,1;d) = -t(x,O;d). 
We zullen eerst k
0
(x) en t 0 (x) bepalen. Daartoe moeten we onderscheid 
maken tussen het loketprobleem en het machineprobleem. Voor het loket-
probleem definieren we de grootheden ,!
0
, .£a en ,!!!
0
(x) zoals gebeurd is 
in 3,5, 3,6 en 3,9, Dan geldt voor x ~ 1 
X 
= xC.£0 + n I t.!!!0 (y) y=1 
zodat we na invullen van (3,5,1), (3,6.1) en (3,9,1) krijgen 
XC 
k ( ) _Q + 
0 X = 1-At~O 
~ 2 
bAX ~ bx(x+1) 
2 + 2 
2 ( 1-ACS ) -o 
t,S -o 







daan is in 4.6, 4,7 en 4.10. Er geldt dan 
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In 4.6 tot en met 4.10 worden de berekeningen gegeven van deze groot~ 
heden, die neerkomen op het oplossen van enige Hessenbergstelsels. 
Vervolgens berekenen we k1(x) en t 1(x). Dit kan voor het loket-
probleem en het machineprobleem op dezelfde manier. Zoals in (2,3,1) 
definieren we 
( 1 ) pj (x) = P{in bedieningsperiode volgens M1 die aanvangt 
terwijl de rijlengte xis komen precies j klanten 
binnen}. 
Deze definitie kan ook worden gelezen met machines i.p.v. klanten en 
reparatie i.p.v. bediening. Definieer verder v1(x) zeals geqeurd is in 
3,8 en 4,9 namelijk de totale wachttijd van de rij gedurende een bedie-
ning volgens methode M1, die aanvangt terwijl de rijlengte xis (analoog 





(x) = c1 + b~1 (x) + ) Pj 
1
) (x) k 1 (x+j-1) 
J=O 
M-x ( 1) 
= 'E. s + l p . ( x) t 1 ( x+ j-1 ) • -1 j=O J 
Hierin is de tweede regel van (6.3.2) gebruikt. Voorts geldt 
(6,3,5) 
waarin ~(O) de tijd is dat de bediende (reparateur) moet wachten vanaf 
het JII.Oment dat zijn loket (werkplaats) leeg raakt, totdat een nieuwe 
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klant (machine) zich aandient, De waarde van 'ta(O) is A- 1 bij het loket~ 
probleem of (µN)- 1 bij het machineprobleem. Verder staan Pj 1)(x) vermeld 
in (2,3.2) resp. (2,3,3) en wordt C,v.(x) gegeven in (3.8,1) resp. 
-1 
(4,9.3). Nu vormen (6,3.4) en (6.3.5) twee Hessenbergstelsels namelijk 
een in de onbekenden k1 (x) (x=O, 1, ••• ,M-1) en een in de grootheden t 1 (x) 
(x=0,1, ••• ,M-1). Na oplossen van deze stelsels krijgen we de gevraagde 
k- en t-functies uit (6,3.1) met behulp van (6.3.2). 
6.4 De iteratie. 
Neem een aaneengesloten strategie z, zeals omschreven in ( 6. 2. 1.). 
Dan volgt uit (1.4.2) en (1.4.3) (waarin we e 1 = (x0,o) genomen hebben) 
dat 
(6.4,l) c(z;x,O) = 0 
Hier is dezelfde redenering gehouden als in 2.4 om tot (2.4.4) te con-
cluderen. Tevens volgen uit (1.4,2) 
(6.4.2) c(z;x,O) = k(x,O;d) r(z)t(x,O;d) + c(z;x,1) voor x < x
0 
(6.4.3) c(z;x,1) = k(x,1;d) - r(z)t(x,1;d) voor x .:., x 1• 
In (6.4.3) is (6.4.l) verwerkt. Voor x = 1, 2, ••. , x1-1 is nu uit 





p~ 1)(x) [k(x+j-1,1;d)-r(z)t(x+j-1,1;d)]. 
J 
Ook gelden 
(6.4.5) c(z;0,1) = c(z;1,1) 
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(6.4.6) 
Formule (6.4.6) is (6.4.3) met x = x
0
• Herschrijven vari (6.4.4), (6.4.5) 
en (6.4,6) leert 0ns dat deze vergelijkingen een Hessenbergstelsel vor-
men metals onbekenden r(z) en c(z;x,1) voor x = o, 1, ••• , x 1-1. Na 0p-
lossen van dit stelsel worden de c-waarden in de overige punten gevonden 




< x < x1 gee ft ( 1 • 5. 1) 
c(d•z;x,O) = k(x,O;d) - r(z)t(x,O;d) + c(z;x,1) 
terwijl anderzijds voor deze punten 
c(O•z;x,O) = c(z;x,O) = 0. 
Overeenkomstig 1,5 kiezen we dus 
(6.5.1) z 1(x,O) = d als k(x,O;d) - r(z)t(x,O;d) + c(z;x,1) < O. 
Nu het uitbreiden op L1. Hier geldt voor x
0 
< x < x 1 
c(d•z;x,1) = k(x,1;d) - r(z)t(x,1;d) 
terwijl 
c(O•z1x,1) = c(z;x,1). 
Neem hier dus 
(6.5.2) z 1(x,1) = d als k(x,1;d) - r(z)t(x,1;d) - c(z;x,1) < 0. 
Gezien formules (6.3.3) kan aan (6,5,1) en (6.5,2) niet tegelijk worden 
voldaan door eenzelfde x. , 
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6. 6 Afkappen. 
Stel ( 6. 5. l) , ( 6. 5. 2) en ( 1 • 5. 3) geven 
(6.6.1) er bestaat een getal xe z0, dat 
c(z;x,1) = c(z;x,1) voor X < X e 
c(z;x,1) = k(x, 1 ;d) r(z)t(x, 1 ;d) veor X > X - e 
c(z;x,O) = k(x, 1 ;d) r(z)t(x,1;d) + c(z;x,1) voer X < X - e 
c(z;x,o) = 0 voer X > X . e 
Als nu 
voor zekere x en x. , met O < x < x < x.. < M, dan voldoet de verzame-a o - a- e- o 
ling A aan (1.fu,1). Nu volgt uit (1.6.2) dat 
c(z;x ,o) < c(z;x,o). 
a -
als voor alle x < x < x 
a - e 








[c(z;x,1) + k(x,O;d) - r(z)t(x,O;d)]. 
Wanneer meer getallen aan (6.6.2) voldoen, kiezen we het kleinste. 
Op 1 1 werkt het afkapmechanisme wat moeilijker, al kan men zich 
gedurende de iteratie rekenwerk besparen door wat grover te werk te 
gaan. Eerst geven we echter de exacte procedure, die in ieder geval 
moet worden uitgevoerd.om te bewijzen dat een gevonden strategie op-
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timaal is. 
Uit ( 6. 6. l) v0lgt 
Laat nu Aa = {(x,1)1 x ~ xa}, voor zekere xa met xe .::_ xa < M. We kunnen 
dat c(A •z;x,1) voor x < x < x bepalen door het volgende Hessenberg-a e - a 
stelsel op te lossen: 





voor x = 1, 2, ···~ x -1. a 
(6.6.4) 
p~ 1)(x) [k(x+j-1,1;d) - r(z)t(xtj-1,1;d)] 
J 
In dit geval zijn c(A ·z;x,1) voor x = O, 1, ..• , x -1 de onbekenden. 
a a 
Na (6.6,3) en (6.6.4) te hebben opgelost controleren we of voor alle x 
met x1 .::_ x .::_ xa-1 geldt 
(6.6.5) c(A •z;x,1) < k(x,1;d) - r(z)t(x,1;d). 
a -
Indien dit zo is dan geldt 
(6.6.6) Aa n L 1 E X( z) n L 1• 
Kap nu af tot h~t grootste punt xa < M waarvoor (6.6.6) geldt. Laat 
deze x x zijn. Als x = x, op 1° niet is afgekapt en bovendien a max max e 
niet is uitgebreid, dan is de optimale strategie gevonden, 
De hier geschetst~methode vraagt vrij veel rekentijd: voor elke 
keer dater moet worden afgekapt moet x worden bepaald, bijvoorbeeld max 
door insluiting, waarbij voor elke stap van deze insluiting een Hessen-
ber~stelsel moet worden opge4ost. 
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1 We beschrijven nu een methode om op L af te kappen, die minder 
rekenwerk geeft, maar minder scherp is. We nemen namelijk niet z0als in 
(1.6.3) geeist wordt de doorsnede over alle verzamelingen die voldoen 
aan (1.6.1) en (1.6.2), maar over een deelklasse hiervan. Laten we weer 
in de situatie van (6.6.1) verkeren. Zij 
(6.6.7) B = {(x,1)1 X > X, X ~ X} a - e a v0or zeke.re x > x ·• a e · 
We ,beschouwen dus verzamelingen, die op 1 1 de gehele AA omvatten op een z 
punt na. Nu geldt 
(6.6.8) B E X(z) als c(B •z;x ,1) < c(z;x ,1). a a a - a 
Het rechterlid van de 6ngelijkheid in (6.6.8) is 






p~ 1)(x) c(z;x +j-1,1). 
J a a 





p~ 1)(x) [k(x +j-1,1;d) - r(z)t(x +j-1,1;d)] < 
J a a a I j=0 
< k(x ,1;d) - r(z)t(x ,1;d). - a a 
Neem het grootste punt xa dat aan (6.6.10) voldoet: laat dit punt xmax 
zijn, Kap dan op t 1 af tot aan x • De bepaling van het punt x kan max max 
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eventueel geschieden d00r insluiting, want 0mdat de optimale strategie 
onder bepaalde voorwaarden aaneengesloten is zal wanneer x aan (6,6.10) a 
voldoet ook x.. voldoen als x < x.. < x. o e o a 
De~e meth0de is zwakker dan de eerst beschreven methede omdat het 
punt x zelf niet afgekapt wordt, Dit punt wordt weggelaten omdat we 
e 
een aaneengesloten strategie willen houden. Het is dan ook nodig om bij 
de volgende.iteratie~lag te controleren of r(z) is vermidnerd. Is dit 
niet het geval dan moet de exacte afkapprocedure warden toegepast. 
6.7 Enige opmerkingen. 
Macht bij de gevonden optimale strategie in de notatie van (6.~.1) 
gelden dat x 1 = M, dan was M te klein gekozen, en moeten we opnieuw be-
ginnen bij het bepalen van k- en t-functie~ met een gr0tere waarde. 
Onder dev0orwaarde genoemd in 2,7 is de optimale strategie een aan-
eengesloten strategie. In dat geval kan aan de veronderstelling in 
(6.6.1) steeds voldaan worden. De gehele aanpak in dit hoofdstuk (even-
als die in ho0fdstuk 2) kan echter worden toegepast op niet-aaneengeslo-
ten strategieen. Het rekenwerk wordt daardoor echter omvangrijker. 
Een voordeel van de hier beschreven aanpak is dat omschakelkosten 
van de ene methode naar de andere gemakkelijk in de k- en t-functies 
worden opgenomen. Dit is in de eerstgegeven aanpak in hoofdstuk 2 niet 
zonder meer mogelijk (zie 2.9). Indien we zonder omschakelkosten ons 
ertue kunnen beperken alleen aaneengesloten strategieen te beschouwen, 
dan kan dat zeker bij hetzelfde probleem met omschakelkosten. De ite+a-
tieprocedure zal namelijk die strategieen selecteren die omschakelkosten 
zoveel mogelijk beperken. 
Tenslotte merken we nog op dat ook deze aanpak met wat meer moeite 
te generaliseren is tot een iteratieprocedure voor problemen met meer 
dan twee bedieningsmethoden. 
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Appendix. 
A.1 Stochastische ordening. 
In 2,7 hebben we verondersteld dat de snelle bedieningstijd ~O 
stochastisch kleiner is dan de langza.me ~,· We leiden nu de daar ge-
bruikte stelling af. 
Definitie 
(A. 1. 1) 
Een stochastische variabele x heet stochastisch kleiner dan 
een stochastische variabele J:.. (notatie: .2S c -;J;,.), als geldt: 
voor elk reeel getal x. 
Als F resp. G de verdelingsfuncties zijn bij _2S resp. J:.., dan schrijven 
we in plaats van .2S c J:.. ook wel F c G. 
Formule (A.1,1) zegt dat de verdelingsfunctie van _2S geheel links (al-
thans niet rechts) ligt van de verdelingsfunctie van z.. 
Dit is bijvoorbeeld het geval wanneer de verdelingen van x en J:.. hetzelf~ 
de zijn behoudens een locatiepara.meter. 
Lemma 1. Als .2S c J:.. dan is G_2S c t.-;[_. 
Bewijs: Met partiele integratie en gebruik makend van (A.1.1) vinden 
we 
tx = - J
o 
F(x)dx + 
_oo JooO 1 - F(x)dx .:_ 
~ - f0 G(x)dx + f
00 
1 - G(x)dx = GJ:.., 
- -oo O 
Lemma 2. Als _2S c z en his een monotoon niet-dalende functie op R dan 
is h(,2S) c h(;y). 
Bewijs: Neem voor h eerst een monotoon niet-dalende trapfunctie t. 
Schrijf: 
n 
t(u) = I ak t(u-sk), 
k=1 
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< ·U < I 
j=1 
als x < 0 
als x,::. o. 
a. dat 
J 
(A,1.2) P{ l aJ. 1(2£,-SJ.) < u} = P{x < sk} ,:_ P{.z < sk} = 
j=1 
n 
= p{ I 
j=1 
a. t ( v-s . ) < u}. 
J .ll.. J -
n 
Verder geldt voor u < 0 en voor u > L aj dat 
j=1 
(A. 1. 3) 
Formules (A,1.2) en (A,1,3) geven dat voor elke reele u geldt 
Duidelij k is dat voor will~keurige f3 E IR t (1S) +1 f3 c t (z) + f3. 
Zij nu h een willekeurige monotoon niet-dalende functie. Kies een 
00 
rij trapfuncties (t) 1, van de vorm n n= 
en zo., 
m 
tn(u) = ln ak t(u-sk ) + f3 ,n ,n n k=1 
dat lim t (u) = h(u) voor elke reele u. 
n-+«> n 
Dan geldt 
P{h(2£) .::_ u} = lim P{tn(.3f) < u} ,:_ lim P{tn(l) < u} = 
n➔oo n+oo 
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Hiermee is dit lemma 0ewezen, We komen nu aan 
Stelling 1. Zij k.(j) het aantal klanten (machines), dat binnenkomt 
-]. 
gedurende een bedieningstijd -2.i volgens methode Mi, die 





* Laat B. de verdelingsfunctie ziJn bij s. en laat B. de ver-
i -J. ]. 




(x) ~ B1 (x) voor elke reele x. 
* B. (x) 
J. . 
[x] Joo 





P{hoogstens [x] aankemsten in [O,s]} dBi(s) •. 
0 
Eenvoudig is in te zien dat de integrand in het laatste lid een mono-
toon niet stijgende functie is ins. Noem deze functie h(s). Dan is 
:a~(x) = J
00 
h(s) dl3.(s) =t,h(s.). 
J. ]. -]. 
0 
Uit -2.o c _2.1, iemma 2 en lemma 1 volgt nu formule (A.1.4). 
We merken nog op dat in het loketgeval li(j) niet van j afhangt, 
in het machinegeval wel (zie 3,4 en 4.4). 
A.2 Hessenbergstelsels. 
Definitie. Een n x n matrix H met elementen h .. heet een Hessenberg-
J.J 
matrix als 
h. . = 0 voor alle ( i , j ) met 1 ~ j ~ i-2 en 3 ~ i ~ n. 
J.J 
Deze voorwaarde wil zeggen dat ender de onderste nevendiagonaal alleen 





h .. x. = u. 
J.J J J 
v0or i = 1, 2, ••• , n, 
waarbij hij elementen zijn van een Hessenbergmatrix H, noemen we een 
Hessenbergstelsel. Wanneer ~et H ~ 0 is dan is zo'n stelsel numeriek 
eenvoudig op te lossen. 
Verenderstel namelijk eerst dat alle elementen van de onderste 
nevendiagonaal niet nul zijn. Los achtereenvolgens voor 
k = n-1, n-2, ••• , 2 en 1 uit de (k+1)-ste regel van.(A,2.1) ~opals 
lineaire uitdrukking in xn' met behulp van de al eerder verkregen line-
aire uitdrukkingen voor xk+ 1, ~+2, , •• , xn_ 1~ 
Bij de eerste regel .aangek0men he"b"ben we dan twee lineaire verge-
lijkingen metals onbekenden x1 en x. Na oplossing hiervan vinden we n . 
de waarden van x2, x3 , ••. , x 1 door substitutie van x. - ~t n 
Als onder de elementen van de onderste nevendiagonaal nullen voor-
komen, valt het stelsel uiteen in een'aantal Hessenbergstelsels die we 
van onder af achtereenvolgens kunnen oplossen, _Deze situatie d0et zich 
bij ans niet voor. We leiden nu een stelling af over het gedrag van de 
oplossing van een Hessenbergstelsel met bepaalde coefficienten. 
Stelling 2. Laat voor x = 1, 2, .•. , 
geven zijn met Pbx) > 0, 
het stelsel lineaire vergelijkingen 
n (x) oo 
een kansverdeling (pk )k=O ge-
Laat verder (cx):=o voldoen aan 
0Q 
(x) 
C = I pk C + u X k=O x+k-1 X 
voor x = 1, 2, , •• , n 
{A.2.2) 
C = 0 voor x > n. 
X 
Dan geldt 
( a) als er een geheel getal n 1 > 1 bestaat met u < 0 voor n 1 < X < n - x-
dan J.S C < C voor n1 < x. < n x- x-1 - -
(b) als er een geheel getal n 1 > 1 bestaat met u > 0 voor n 1 < X < n - x-
dan J.S C > C voor n 1 
< X < n x- x-1 -
(c) in het bijzonder heeft C n-1 het tegengestelde teken van u . n 
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O;pmerking: Als voor x = 1, 2, •.• , n u = v +rw met Y en-w bekende 
X X X X X 
grootheden en r onbekend dan vormen de vergelijkingen' 
(A,2.2) een Hessenbergstelsel. De stelling wordt gebruikt met 
(A,2.3) u = k(x;z(x)) - r(z)t(x;z(x)) 
X 
voor x = 1, 2, ••• , n. 
Bewijs: Uit de eerste regel van (A.2.2) volgt 
(A.2.4) 
00 
+ \' (x) 
l pk 
k=2 
C + U , 
x+k-1 X 
Als we hierin x = n nemen en de tweede regel van (A,2,2) invullen krij-
gen we 
(A.2,5) -u • n 
Hieruit volgt (c). 
We gaan nu verder met inductie. Stel gegeven 1.s- (a) en we hebben voor 
zekere m met n1 .::_m .::_ n-1 bewezen 
(A,2.6) C > C > m - m+1 - > C > C = 0, - n-1 n 
Laat nu a= 1 - Pbm) - p;m). Als a= 0 dan volgt meteen dat het rechter-
lid van (A.2.4) niet negatief is, zodat (A.2.6) is aangetoond met m - 1 
in plaats van m. 
Als a> 0 is stel dan 
(A,2,7) voor k = 1 , 2 , • • • • 
We kunnen nu (A.2.4) voor x = m schrijven als 
(A.2.8) 
waarin keen stochastische variabele is met P{1 = k} = Sk voor 
k = 1, 2, • Duidelijk geidt nu 1 ~ 0 (de ontaarde stochastische 
variabele o). !n (A,2.6) zien we dat de functie c k monotoon niet m+ 
stijgend is ink~ zodat met lemma A.1.2 volgt cm~ cm+k' Hierop passen 
we ~emma A.1.1 toe en daar u < 0 is vinden we dat het-rechterlid van m .,.. 
66 
(A.2.8) niet positief is. Dit levert wederom formule (A,2.6) met m -
in plaats van m. Hiermee is een stap van de inductie gedaan. Als (b) 
gegeven is volgt de stelling met een analoge redenering. 
A.3 Kanstheoretische benadering, 
Over het loketprobleem met twee bedieningsmethoden zullen we in 
dit aanhangsel enige kanstheoretische opmerkingen maken. Er wordt 
steeds een vaste strategie toegepast. Voor de gebruikte stochastische 
variabelen verwijzen we naar hoofdstuk 3, 
We definieren eerst de volgende riJ stochastische variabelen: ~O 
is het aantal wachtende klanten voor het loket aan het begin van de 
werktijd van het loket; z is voor n = 1, 2, ••• het aantal klanten dat -n 
na afloop van de nde bediening voor het loket achterblijft. De strate-
gie die steeds wordt toegepast bestaat hierin, dat als 
de a· . lg . ~- 1 = O, 1, 2, ••. , z, de .n be-iening vo ens methode,M1 gebeurt, en 
1 d 
de . . 
1
· 
as ~- 1 = z+1, z+2, ••• , en bediening vo gens methode M0 gebeurt. 
(Er geldt weer t!!c) < e.!!1 en O < A~O < 1.) 
De verzameling M = {z n = O, 1, 2, .•. } vormt een irreducibele -n 




worden door, voor n = 1, 2, ..• , 
(A.3.1) P .. def P{z iJ = -n = J 
z 
-n-1 
= i} = 
( 1 ) 
p. 
J 
, voor i = O; j .::o, 





voor < i .::._ z; j > i-1 
voor i > z+1; J > i-1 
anders, 
waarbij (zie 3.4) 
P (_k) -- de kans dat in een bediening volgens methode M. pre-J -1c 
cies j klanten bij het loket arriveren = 
.. 
J
oo -AS {~s)J ( ) 
= e ., dBk s , 
0 J, 
voor k = o, 1 en J =;O, 1, 2, .... 
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De Markev-keten M heeft louter ergodische toestanden. Dit velgt 
uit een kriterium van Foster, aangevuld door Moustafa, Zie [5] en [6]. 
Dit kriterium luidt: 
Een irreducibele aperiedieke Markov-keten heeft louter erg0dische 
toestanden als er een niet-negatieve oplossing bestaat veor de volgende 
ongelijkheden 
00 
L p .. y .. < oo, 
j=O J.J J 
00 
voor 1 .::_ i
0
+1 en een E met O < E < 1. 
Zoals men gemakkelijk nagaat is in ons geval aan de ongelijkheden vol-
daan met de keuze 
Z, E = 1, y. 
J 
= Pj' voor J .::_ o, 
waarbij 
1 
p = --,e~- > o. 
1-Ac-.§_
0 
Het feit dat M louter ergodische toestanden heeft, geeft dater 
00 
een unieke invariante kansverdeling (1r.). 
0 
bestaat met 1T. > 0 en 
00 J J= J 
L 
j=1 
1T, = 1, die voldoet aan 
J 
00 
(A.3.2) 7T. = 
J I 1T. p .. , J. J.J i=O 
00 
Voor ( 1T.). 0 geldt 
J J= . 
1T • = lim P{z = j 
J -n 
n➔00 
voor J = o, 1, 2, •• , • 
z = i}, voor j _> O, ongeacht wat 1 is. -o 
We definieren nu de volgende kansengenererende functies 
,, 
00 
P(s) = L 
j 
1T. s , 
j=O J 
voor Isl < 1 
00 
(i) j ,. 
A. ( s) L = p. s , J. 
j=O J 
voor i = O, 1 en Isl < 1. 
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Vermenigvuldigen we (A,3,2) beide leden met sJ en sommeren vervolgens 
ever j met gebruikmaking van (A.3,1) dan vinden we 
00 00 00 00 ( 1 ) . 
P(s) I 'IT.Sj I I J I = = 'IT.s,~ = 'IT p. SJ + 
j=O J j=O i=O 
J. ·•· ' 0 j=O . J 
z 00 . ( 1 ) 00 00 
I sj I I . <o) SJ + 'IT. I p. ·+1 + 'IT. . . ·pj-i+1 = 
i=1 J. .. 1 J-J. i=z+1 J. J=J.- J=J.-1 
voor Isl < 1, 
zodat 
(A,3.3) sP(s) 
voor I s I ,:. 1 • 
( n ) 1 d de d . . . • t . . ( n ) Laat s voor n = , 2, ••• en be iening ZJ.Jn, erwiJl c 
de bedieningskosten van s(n) zijn (dus, als O < z < z, dan is ~(n) 
- --n-1 - -
verdeeldals..§.
1 
en_£(n) = c 1, eh als~_ 1 > z 1 dan is..§.(n) verdeeld als 
s en c (n) = c
0
). We definieren dan voor n = 1, 2, ••• t als de tijd 
=o - ste . .-n . 
die verstrijkt tussen het einde van de. (n-1) bediening en het einde 
de van den bediening, en k als de totale kosten gedurende t , dus -n -n 
(n) + b(..§.(n) + 
00 
(s(n)_.(n))+) 
C I , z J. = 0 
k=1 - -k -n-k = -n (n) + b(..§.(n) 
00 
(..§. (n) -.!.~n) t), 0 z + I z > 1 C -n-1 -n-1 k=1 
en 
(n) + s(n) , z 1 = 0 .!.o -n-




k = 1, 
(n) . . . . d d ( 1) ste a· . 1'i het t1Jds1.nterval vanaf het ein van e n- · be 1.en1.ng 
-o . (n) 
het moment waarop de eerst klant binnenkomt, en .Lk ·, voer 
2, ••• , het moment is, 'Waarop de kde klant na het begin va,n .!(n) 
binnenkomt. 
00 
We merken nog op dat met kans 1 in I 
veel term.en ongelijk O zijn. .k=1 
Vervolgens definieren we r (z) als volgt -n 
r {z) -n. 
n 
\ k. 
= j~1 -J 
' 
voor n = 1 , 2 , • • • • 
Er geldt nu met een stelling van Chung (waarvan we een iets aangepast 
gebruik maken), dat 
(A,3,4) lim r (z) = r, met kans 1, voer .een reeel getal r. 
n~ -n 
Deze stelling van Chung luidt (zie [7]): 
Als {x I n = 1, 2, •.• } een irreducibele, aperiodieke Markovketen -n 
is met louter ergodische toestanden, de _invariante kansverdelin~ 
(Tij)j= 1, fen g reeelwaardige funkties zijn, gedefinieerd op de toe-
standsruimte (gemakshalve de natuurlijke getallen verondersteld), dan 
geldt, ongeacht de beginteestand 
n 00 
I f(x.) I f(n)TI 
j=1 -J n=1 . n (A,3,5) lim = met kans 1 ' n 00 n-+00 r g(x.) l. g(n)Tin 
j=1 -J n=1 
aangenomen, dat de beide reeksen in het rechterlid absoluut konvergent 
zijn en niet beide O. 
Passen we nu (A,3,5) toe voor r (z) (er geldt immers -n 
n n 
I k. I f(_~j-1) 
j=1 -J j=1 r ( z) = = ' ) , ,, -n n n 
I !· I g(~j-1) 
j=1 J j=1 
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dan vinden we met (A.3,5), na (A.3.3) tweemaal te differentieren ens 
van onder af naar 1 te laten gaan, 
lim r (z) -n 
(l() z (l() 
= b r jTI. + AC 1 r ~-+AC r j=1 J j=O J O j=z+·1 
TI . , 
J 
met kans 1. 
We merken nog op, dat de Tij van z afhangen. 
Bovenstaande berekening gaat als volgt. 
Eerst differentieren we in (A,3,3) beide leden, en vinden dan 
P ( s ) + sP ' ( s ) . 
(l() (l() 
+ A0(s) l TI.SJ+ A0(s) l jTI.sj-l j=z+1 J j=z+1 J 
Laten we nus van onder af aan naar 1 gaan, dan volgt 
z (l() 
(A~3,6) TIO + AL~1 r TI . + ACs r TI • = 1 • 
j=O J -o j=z+1 J 
Nog eenmaal dif'ferent.ieren geeft 
2P' ( s) + sP" ( s ) 
(l() • (l() 
+ Ao(s) l TI .sJ+2Ab(s) l jTI .sj-l + 
· j=z+1 J j=z+1 J 
(l() 
+ A0(s) l j{j-1)TI.sj-
2• 
· j=z+1 J 
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Nemen we weer de limiet voor st 1, dan vin.aen we 
(A.3.7) 1T. + 
J 
Z 00 00 
+ 2At~1 I j1r. + 2At~0 I j1r. = 2 I j1r .• j=1 J j=z+1 J j=1 J 
Definieren we tenslotte r(z) als de verwachte gemiddelde kosten 
per tijdseenheid dan vinden we dus 
Z 00 00 
= AC, l 1T, + ACO l 1T, + b I j1r .• 
j=O J j=z+1 J j=1 J 
= 
Met behulp van (A.3,1) en (A.3.2) zijn 1rj numeriek te bepalen wat 
ons in staat stelt voor gegeven z de r(z) te berekenen, 
Tot slot kunnen we nog opmerken dat bovenstaande afleiding op voor 
de hand liggende wijze uit te breiden is tot het geval met k (k>2) 
methoden van bediening, terwijl ook voor het machineprobleem analoog is 
aan te pakken. 
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