The choice of the computational time step (dt) value and the method for setting dt can have a bearing on the accuracy and performance of a simulation, and this effect has not been comprehensively researched across different simulation conditions. In this study, the effects of the fixed time step (FTS) method and the automatic time step (ATS) method on the simulated runoff of a distributed rainfall-runoff model were compared. The results revealed that the ATS method had less peak flow variability than the FTS method for the virtual catchment. In the FTS method, the difference in time step had more impact on the runoff simulation results than the other factors such as differences in the amount of rainfall, the density of the stream network, or the spatial resolution of the input data. Different optimal parameter values according to the computational time step were found when FTS and ATS were used in a real catchment, and the changes in the optimal parameter values were smaller in ATS than in FTS. The results of our analyses can help to yield reliable runoff simulation results.
Introduction
In the numerical analysis of water flows, the computational time step (dt) has mainly been studied from the perspective of a stable convergence of the solution. In practice, dt and control volume influence the stability and accuracy of a solution [1] . As the governing equation's time difference step, a smaller value is used for dt than for the time steps of the input and output data. To set the dt during the simulation, a numerical model can use one of the following two approaches. The first is the fixed time step (FTS) method, in which the dt is fixed for the entire simulation, and the second is the automatic time step (ATS) method [1, 2] , in which the dt value is dynamically changed during the simulation. When FTS is used in the numerical model, the dt is set by the user. However, when ATS is used, only the initial value of the dt needs to be set, and the dt is automatically calculated normally using von Neuman stability conditions [3, 4] or Courant-Friedrich-Lewy (CFL) conditions [5, 6] . The von Neuman conditions use a Fourier series when performing finite difference analysis on a linear partial differential equation, and they are mainly employed in explicit solutions. The CFL conditions entail that the dt must be smaller than the time required for a given state's wave to move through a distance of the control volume. The choice of the dt value and the method for setting dt can have a bearing on the accuracy and performance of the simulation, and this effect has not been comprehensively researched across different simulation conditions. 
Materials and Methods

GRM
GRM is a physically based distributed rainfall-runoff model for simulating short-term rainfall events, and it can simulate surface and stream runoff, subsurface runoff, and baseflow ( Figure 2 ). It uses a one-dimensional kinematic wave model for surface runoff and stream runoff simulation, and it uses the Green-Ampt model to calculate infiltration [11] . The governing equations of GRM are as follows. 
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GRM is a physically based distributed rainfall-runoff model for simulating short-term rainfall events, and it can simulate surface and stream runoff, subsurface runoff, and baseflow ( Figure 2 ). It uses a one-dimensional kinematic wave model for surface runoff and stream runoff simulation, and it uses the Green-Ampt model to calculate infiltration [11] . The governing equations of GRM are as follows. [12] . Figure 2 . Flow diagram of the grid-based rainfall-runoff model (GRM) [12] .
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where h is flow depth, q (q = uh) is flow rate per unit width, u is overland flow velocity in the x direction, r is rainfall intensity, f is infiltration rate, q r is return flow into the overland flow, ∆y is the width of control volume, A is the channel cross-sectional area, Q is the discharge in the channel, q L is the lateral flow from overland flow, q ss is subsurface flow, q b is baseflow, S 0 is surface slope, and S f is friction slope. GRM can optionally use the FTS method or the ATS method, and when the ATS method is used, the dt is calculated via CFL conditions. For the theoretical specifics of GRM, refer to Choi and Kim [12] .
CFL Condition
Because GRM simulates runoff by grid units, the distance of the control volume's flow direction is the same as the resolution of the input spatial data. The CFL condition is shown in Equation (4) . The distance of the control volume and the maximum velocity from the entire control volumes are used to calculate the maximum value of dt, which satisfies Equation (4) . This dt value is used to perform a stable runoff simulation of the entire control volumes.
where u max is the maximum value of the flow velocities for the entire grid calculated at time t, ∆t is the computational time step, and ∆x is the distance of the control volume's flow direction.
Virtual Rainfall Events, Virtual Catchments and Analysis Method
The virtual rainfall events with properties described in Table 1 and the virtual catchments with properties described in Table 2 were used to evaluate the effect of the method by which dt is set on the runoff for different virtual catchments and rainfall conditions. The virtual rainfall was 9 h of continuous rainfall with different intensities distributed over an isosceles triangle shape. The virtual catchments included five catchments with different resolutions and stream network densities. They have planar surfaces of same slope. The catchments were constructed with spatial resolutions of 200 m, 500 m, and 1000 m, and the stream network densities were between 6% and 15%. The slope of each virtual catchment was 0.005 m/m in all grids. In the analysis of the virtual catchments, (1) four virtual rainfalls were applied to the VD200_9 virtual catchment to analyze how dt settings affect runoff according to rainfall conditions; (2) the VR20 rainfall was applied to three virtual catchments (VD200_15, VD200_9, VD200_6) with the same resolution but different stream network densities to analyze the effect of stream network density; (3) the VR20 virtual rainfall was applied to three virtual catchments (VD200_9, VD500_10, VD1000_12) with different spatial resolutions to analyze the effect of resolution.
Real Catchments, Real Rainfall Events and Analysis Method
To evaluate the effect of the method by which dt is set on the variability of the simulated flow and optimal parameters in a real catchment, the Danseong and Museong catchments in South Korea were chosen as target catchments ( Figure 3 and Table 3 ). The Danseong catchment's area is 1709 km 2 , and approximately 73% of the catchment is mountainous region. The Museong catchment's area is 473 km 2 , and approximately 87% of the catchment is mountainous region. Spatial data with a resolution of 500 m × 500 m were created for the Danseong catchment, and data with a resolution of 200 m × 200 m were created for the Museong region to be used as input data for GRM. One rainfall event was used for each of the catchments. Areal rainfall created by the Thiessen polygon method were used for the rainfall data. Note that the two catchments have a monsoon climate where there is a lot of rainfall in the summer for a long period of time. In the analysis of the virtual catchments, (1) four virtual rainfalls were applied to the VD200_9 virtual catchment to analyze how dt settings affect runoff according to rainfall conditions; (2) the VR20 rainfall was applied to three virtual catchments (VD200_15, VD200_9, VD200_6) with the same resolution but different stream network densities to analyze the effect of stream network density; (3) the VR20 virtual rainfall was applied to three virtual catchments (VD200_9, VD500_10, VD1000_12) with different spatial resolutions to analyze the effect of resolution.
To evaluate the effect of the method by which dt is set on the variability of the simulated flow and optimal parameters in a real catchment, the Danseong and Museong catchments in South Korea were chosen as target catchments ( Figure 3 and Table 3 ). The Danseong catchment's area is 1709 km 2 , and approximately 73% of the catchment is mountainous region. The Museong catchment's area is 473 km 2 , and approximately 87% of the catchment is mountainous region. Spatial data with a resolution of 500 m × 500 m were created for the Danseong catchment, and data with a resolution of 200 m × 200 m were created for the Museong region to be used as input data for GRM. One rainfall event was used for each of the catchments. Areal rainfall created by the Thiessen polygon method were used for the rainfall data. Note that the two catchments have a monsoon climate where there is a lot of rainfall in the summer for a long period of time. In the analysis of the Danseong and Museong catchments, (1) the simulated flow according to the dt setting method was compared to the observed flow to evaluate its accuracy, and (2) an analysis was performed on the variability of the optimal parameter values which were calibrated by the shuffled complex evolution (SCE) algorithm [13, 14] for each dt setting method. The SCE algorithm is a widely used parameter optimization algorithm [15] that is currently employed in a variety of fields [16] [17] [18] [19] [20] . Nash-Sutcliffe efficiency (NSE) [21] was used as the objective function for parameter optimization. NSE, normalized root mean square error (nRMSE), and the peak flow's percentage error (PPE) were used as model performance evaluation statistics. In the analysis of the Danseong and Museong catchments, (1) the simulated flow according to the dt setting method was compared to the observed flow to evaluate its accuracy, and (2) an analysis was performed on the variability of the optimal parameter values which were calibrated by the shuffled complex evolution (SCE) algorithm [13, 14] for each dt setting method. The SCE algorithm is a widely used parameter optimization algorithm [15] that is currently employed in a variety of fields [16] [17] [18] [19] [20] . Nash-Sutcliffe efficiency (NSE) [21] was used as the objective function for parameter optimization. NSE, normalized root mean square error (nRMSE), and the peak flow's percentage error (PPE) were used as model performance evaluation statistics.
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where i is the order of the data, n is the total number of data, Q i o is the observed flow, Q i s is the simulated flow, Q o is mean of the observed flow, Q max is maximum value of the observed flow, Q min is minimum value of the observed flow, Q ps is the simulated peak flow, and Q po is the observed peak flow. The parameters for calibration included the initial soil saturation ratio (ISSR), the minimum slope of channel bed (MSCB), the channel roughness coefficient (CRC), and the calibration coefficient of soil hydraulic conductivity (CCHC). The range of parameter values used in the SCE algorithm optimization was such that ISSR was 0-1, MSCB was 0.001-0.01, CRC was 0.008-0.2, and CCHC was 0.05-20.
Results and Discussion
Comparison of How Peak Flow is Affected by the dt Setting for Rainfall Size in a Virtual Catchment
Rainfalls VR5, VR10, VR20, and VR40 were applied to the virtual catchment VD200_9, and the runoff hydrographs according to dt (FTS used a dt of 1, 5, 10, 20, and 30 min; ATS used these values as the initial dt) were compared ( Figure 4 and Table 4 ). As there was no observed flow for the calculation of PPE for the virtual catchment in Table 4 , the peak flow from when the dt was 1 min in each virtual rainfall was used as the observed flow. All the hydrographs in Figure 4 show similar simulation results except for the peak portion. The peak flows varied according to the dt values, and their differences became smaller as the amount of rainfall increased for both FTS and ATS. For example, at relatively small amounts of rainfall, such as for VR5 and VR10, FTS showed a maximum 16% PPE according to the dt value, and ATS showed a maximum of 8%. At relatively large amounts of rainfall, such as VR20 and VR40, FTS showed a maximum 12% PPE, and ATS showed a maximum of 2%. However, the changes in PPE according to changes in the amount of rainfall were a maximum of 5% for FTS and a maximum of 7% for ATS, indicating that changes in the amount of rainfall did not have a large effect on the changes in PPE for each dt value (see Max. diff. PPE in Table 4 ). Water 2018, 10, x FOR PEER REVIEW 7 of 13 In a comparison of changes in peak flow according to the use of FTS and ATS, FTS showed a PPE that varied from 2% to 16% according to the dt value, and the dt value had a significant effect on the changes in the peak flow. However, ATS showed a PPE that varied from 1% to 8% according to the initial dt value; therefore, the changes in the peak flow in ATS were smaller than those in FTS. In addition, in FTS, when a dt of 5 min was used, a PPE of less than 3% was observed in all rainfall events. When a dt of 10 min was used, a maximum PPE of 6% was observed. However, when a dt of 20 min was used, a maximum PPE of 11% was observed, which showed a rapid increase in PPE. Therefore, when FTS was used, it was possible to simulate peak flow in a relatively stable way without regard to the amount of rainfall if a dt of less than 10 min was used. However, when ATS was used, a maximum PPE of 8% was seen during a small amount of rainfall (VR5), but in different amounts of rainfall, the PPE was always below 5% regardless of the initial dt value. Therefore, when ATS is used, a more stable peak flow can be simulated for any dt value than when FTS is used, regardless of the amount of rainfall.
Comparison of How Peak Flow is Affected by the dt Setting for Stream Network Density In Virtual Catchments
In GRM, the target of the stream runoff simulations is a grid that has river properties. In stream runoff, unlike surface runoff, the stream's conveyance capacity affects the flow propagation, and the water depth and flow velocity are greater than in surface runoff. Therefore, the density of the grid that has river properties has a significant effect on the runoff simulation. This study evaluated the effect of the method by which the dt is set on the runoff, for different stream network densities ( Table 5 ). The VD200_15, VD200_9, and VD200_6 virtual catchments were used, and the ratios of each virtual catchment occupied by a stream grid were 15%, 9%, and 6%, respectively. VR20 was used as the virtual rainfall. The results revealed that the maximum difference in PPE between stream networks with different densities for each dt value was a maximum of 3% in the case of FTS and 2% in the case of ATS (Table 5) . Therefore, the PPE difference for each dt in the three virtual catchments with different stream network densities was not large. This indicates that stream network density does not have a large effect on changes in PPE.
Comparison of How Peak Flow is Affected by the dt Setting for Spatial Resolution in Virtual Catchments
To analyze how the dt settings affect the peak flow for different spatial resolutions, the VD200_9, VD500_10, and VD1000_12 virtual catchments were used. Each virtual catchment has a different spatial resolution, and their stream densities are 9%, 10%, and 12%. While VD200_9, VD500_10, and VD1000_12 have different stream network densities, in Section 3.2 it was found that stream network density does not have much effect on PPE. Therefore, we can use these virtual catchments to evaluate the effect that spatial resolution has on changes in PPE according to the dt value. VR20, which was used in Section 3.2, was used as the virtual rainfall.
The results revealed that the maximum difference in PPE between resolutions for each dt value was a maximum of 3% in the case of FTS and 5% in the case of ATS ( Table 6 ), indicating that the PPE difference for the dt values in the three virtual catchments with different resolutions was not large. This implies that spatial resolution does not have a large effect on changes in PPE. Table 6 . Peak flow and PPE of each spatial resolution using FTS and ATS (VR20 was applied). 
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Evaluation of How Simulated Hydrographs and Parameters are Affected by dt Settings in Real Catchment
The FTS dt values and the ATS initial dt values used when calibrating parameters for the simulation in the real catchments were the same as in the virtual catchments at 1, 5, 10, 20, and 30 min. The parameter calibration results show that the changes in the simulated hydrographs were smaller for both the Danseong and Museong catchments when ATS was used than when FTS was used ( Figure 5 ). In the Danseong catchment, the variability of the ATS method's NSE, nRMSE, and PPE were markedly smaller than that of FTS (Table 7) . This implies that if ATS is used, the changes in the runoff simulation results caused by the dt setting are smaller than if FTS is used. In the Museong catchment, the changes in NSE, nRMSE, and PPE values were not large for FTS or ATS, but ATS showed lower variability in PPE than FTS.
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The parameter calibration results show that the changes in the simulated hydrographs were smaller for both the Danseong and Museong catchments when ATS was used than when FTS was used ( Figure 5 ). In the Danseong catchment, the variability of the ATS method's NSE, nRMSE, and PPE were markedly smaller than that of FTS (Table 7) . This implies that if ATS is used, the changes in the runoff simulation results caused by the dt setting are smaller than if FTS is used. In the Museong catchment, the changes in NSE, nRMSE, and PPE values were not large for FTS or ATS, but ATS showed lower variability in PPE than FTS. The parameter calibration results ( Figure 6 ) showed that in the Museong catchment, the ranges of variability of all optimal parameter values were similar for FTS and ATS. However, in the Danseong catchment, the variability of ISSR, MSCB, and CCHC caused by the dt value was greater when FTS was used than when ATS was used. Like the virtual catchment results seen in Section 3.1, in FTS, there are large changes in the simulated flow when the dt varies (see PPE in Table 4 ), so there was a large range of changes in the optimal parameters during parameter optimization using different dt in the real catchments. This also means that in FTS, even if the parameters are optimized using the observed flow, at a certain dt value, it can be difficult to simulate the observed flow suitably (for example, dt = 30 min in Figure 5a ). Note that the two catchments have a monsoon climate as mentioned in Section 2.4, so these results can be useful for catchments with monsoon climates. Since this study is about dt, these results can be applied to catchments with different climates, but care needs to be taken. Therefore, further studies on catchments with different climatic conditions are needed in the future.
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Conclusions
This study used a physically based distributed rainfall-runoff model that is based on a kinematic wave model to comprehensively and quantitatively analyze the effect that dt settings have on simulated flow in a variety of rainfall and catchment conditions. In the analysis of the virtual catchment, changes in the dt value had a greater effect on changes in PPE when FTS was used than when ATS was used. When FTS was used, a relatively stable peak flow simulation was obtained when a dt of less than 10 min was used. Therefore, when FTS is used, the maximum value of the dt for obtaining the appropriate simulated flow value is 10 min under the rainfall and catchment conditions used in this study. In addition, when ATS was used, changes in the initial dt value did not have a significant effect on changes in PPE. The amount of rainfall, the stream network density, and the spatial resolution of input data did not have a considerable effect on changes in PPE for each dt. Therefore, the most important factor affecting the error in the simulated flow was the dt.
When runoff was simulated in real catchments using FTS, the changes in simulated flow and optimal parameter values due to the dt were larger than when ATS was used, and this phenomenon was more distinct in the Danseong catchment than in the Museong catchment. Therefore, when the 
When runoff was simulated in real catchments using FTS, the changes in simulated flow and optimal parameter values due to the dt were larger than when ATS was used, and this phenomenon was more distinct in the Danseong catchment than in the Museong catchment. Therefore, when the dt value varies in FTS, the range of changes in the simulated runoff error and the range of changes in the optimal parameter values can vary according to the catchment. When ATS was used, the initial dt value had a small effect on changes in simulated flow and optimal parameter values for both catchments. This means that when ATS is used, stable runoff simulation results can be obtained regardless of the real catchment properties or the initial dt settings. Therefore, the results and analyses of this study on real catchments can help to obtain reasonable results for real-world practical applications. However, because this study used two real catchments, there is a limit to the generalizability of these results. Therefore, it is necessary to examine these results by applying this method to more real catchments in the future.
The results of this study show that by applying ATS rather than FTS, it is possible to obtain more valid and stable runoff simulation results when using a physically based distributed rainfall-runoff model based on a kinematic wave model. If the FTS method is used to simulate runoff, it is necessary to apply a variety of dt values to the target catchment and evaluate the validity of the model's optimal parameters and simulated flow according to the dt values, and then use dt values that are suitable for the catchment.
