I. INTRODUCTION
mobile ad hoc network (MANET) is a dynamic distributed system of wireless nodes that move independent of each other. The nodes operate with a limited battery charge and have a limited transmission range per hop. Routes are often multi-hop in nature; thus each node is capable of serving both as a forwarding node as well as a source/destination of a data communication session. MANET routing protocols could be proactive or reactive in nature. The proactive routing protocols tend to predetermine the routes between any pair of nodes irrespective of their requirement. The reactive routing protocols tend to determine routes between a pair of nodes only when required and this is accomplished through a broadcast query-reply cycle. In a dynamically mobile environment, typical of MANETs, the periodic table exchange overhead of the proactive routing protocols is significantly larger compared to that of the ondemand route discovery overhead of the reactive routing protocols [4] [7] . Hence, we restrict ourselves to on-demand reactive routing for the rest of this paper.
Based on the route selection principles of MANET routing protocols, we can classify them as either minimum-weight path based routing or stable path routing protocols [10] . Most of the routing protocols proposed for the minimum-weight category aim to minimize the number of hops in the path from a source s to destination d. The Dynamic Source Routing (DSR) protocol [8] has been observed to give the best performance among the minimum-hop routing protocols for most of the scenarios tested in several simulation based performance studies [4] [7] . The stable path routing protocols aim to minimize the number of route discoveries, but incur a relatively higher control overhead (due to periodic beacon exchange) and routing overhead (due to larger hop count paths) [11] . Performance studies [11] [12] indicate the FlowOriented Routing Protocol (FORP) [13] has been observed to yield the most stable set of routes compared to other stable path routing protocols. Even though the stable path routing protocols incur a lower number of route discoveries per path (as low as half the number of route discoveries incurred by the minimum-hop based routing protocols), performance metrics like the end-to-end delay per data packet and the energy consumed per data packet could be as large as twice to that incurred with the minimum-hop based routing protocols. This is typically attributed to the larger hop count per path for the stable path routing protocols. On the other hand, frequent flooding-based route discoveries incurred due to the minimum hop based routing protocols can significantly consume the network bandwidth and congest the network. All of these above observations form the motivation for our work.
In this paper, we propose a novel stable path MANET routing protocol that uses only the node velocity information to choose routes that have a significantly longer lifetime and yield a larger packet delivery ratio compared to that of the minimum-hop based routing protocols (such as DSR) and at the same time incur a lower end-to-end delay and energy consumption per data packet compared to that incurred with the stable path routing protocols (such as FORP). We call the proposed protocol as "Node Velocity-based Stable Path" (NVSP) routing protocol and it does not require the use of beacons unlike the other stable path routing protocols proposed so far in the literature. NVSP can be widely applicable in MANETs in which each node travels independent of the other nodes in the network. NVSP works as follows: During the broadcast of the Route-Request (RREQ) packets from the source towards the destination, each A Beaconless Node Velocity-based Stable Path Routing Protocol for Mobile Ad hoc Networks A intermediate forwarding node of the RREQ packet appends its current node velocity information in the RREQ packet. The bottleneck velocity of a path is the maximum of the node velocity values of the intermediate nodes of the path. The destination chooses the path with the smallest value for the bottleneck velocity and sends a Route-Reply (RREP) packet in the reverse direction of the chosen path, towards the source.
We choose DSR and FORP as representatives of the minimum-hop based and stable path routing protocols respectively. Through extensive simulations, we illustrate that the lifetime of NVSP routes is about 60-70% of those incurred by the FORP routes and is about 25-35% and 55-75% more than that of DSR routes in networks of low and high density respectively. Thus, though NVSP routes are not as stable as FORP routes, the protocol functions without the requirement of beacon exchange in the neighborhood. This advantage coupled with the node-velocity based route selection principle helps NVSP to choose routes that incur a significantly larger route lifetime compared to that of DSR and at the same time incur a significantly smaller end-to-end delay and energy consumed per data packet compared to that of FORP.
Rest of this paper is organized as follows: Section II briefly reviews the DSR and FORP routing protocols. Section III describes the different phases of operation of the NVSP routing protocol. In Section IV, we describe the simulation environment, illustrate and interpret the simulation results for FORP, NVSP and DSR. Section V concludes the paper.
II. LITERATURE REVIEW
This section reviews the minimum-hop based DSR [8] protocol and the stable path based FORP [13] protocol.
A. Dynamic Source Routing (DSR) Protocol DSR uses source routing: data packets carry information about the route from the source to the destination in the packet header. Route discovery is by means of the broadcast queryreply cycle, briefly described as follows: Whenever a source node s has data to send to a destination node d and does not have an s-d route to use, the source node broadcasts a RouteRequest (RREQ) packet throughout its neighborhood. Each intermediate node that receives the RREQ packet for the first time forwards the packet to its neighborhood. The RREQ packet reaching a node contains the list of intermediate nodes through which it has propagated from the source node. After receiving the first RREQ, the destination waits a short time period for any more RREQ packets, then chooses a path with the minimum hop count and sends a RREP along the selected path. Later, if any RREQ is received through a path with a lower hop count than that of the selected path, another RREP would be sent on the latest minimum hop path discovered.
B. Flow-Oriented Routing Protocol (FORP)
Each node is assumed to be able to predict the expiration time (LET) values of each of its links with neighboring nodes based on the information exchanged using the beacons regarding the current position of the nodes, velocity, direction of movement and the transmission range. FORP assumes the availability of location-update mechanisms like GPS (Global Positioning System) [6] to identify the location of the nodes and also assumes that the clocks across all nodes are synchronized. Route discovery is similar to the broadcast query-reply cycle described for DSR, with the information propagated in the RREQ packet being the predicted LET of each link in a path and the destination selects the path with the maximum route expiration time (RET). The RET of a path is defined as the minimum of the LET values of all wireless links on the path.
Given the motion parameters of two neighboring nodes, the duration of time the two nodes will remain neighbors can be predicted as follows: Let two nodes i and j be within the transmission range of each other. Let (x i , y i ) and (x j , y j ) be the co-ordinates of the mobile hosts i and j respectively. Let v i , v j be the velocities and Θ i , Θ j , where (0 ≤ Θ i , Θ j < 2π) indicate the direction of motion of nodes i and j respectively. The amount of time the two nodes i and j will stay connected, D i-j , can be predicted using the following equation:
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III. NODE VELOCITY-BASED STABLE PATH (NVSP) ROUTING PROTOCOL
The objective of the NVSP routing protocol is to choose routes with larger lifetime based on the node velocity information collected as part of the route discovery process. The routing protocol does not require periodic beacon exchange among nodes in a neighborhood, which has been an essential requirement for the stable path routing protocols proposed so far in the literature. The following sections describe in detail, the working of the NVSP routing protocol.
A. Route-Request Propagation
When the source node has a data packet to send to a destination node and is not aware of any route to that node, the source initiates a flooding-based route discovery by broadcasting a Route-Request (RREQ) packet to its neighbors. Each node on receiving the first RREQ of the current flooding process from the source to the destination (i.e., an RREQ packet with sequence number greater than those seen before), appends its "Route Record" in the RREQ packet. The Route Record of a node includes the unique node ID and the current velocity of the node. The structure of the Route Record and the RREQ packet is shown in Figures 1 and 2 respectively. The RREQ packets propagate through several paths. After receiving the first RREQ packet, the destination waits for a certain time to receive the RREQ packets from all the paths. The destination then employs the following route selection model to choose the best route to notify the source. The bottleneck velocity of a path is the maximum of the velocity values of the intermediate nodes on the path. Note that, the bottleneck velocity of a path directly connecting the source and the destination (through a wireless link) is 0. The destination selects the path that has the minimum value for the bottleneck velocity. If two or more paths have the smallest value for the bottleneck velocity, then the minimum hop path among these paths is selected. A Route-Reply (RREP) packet (structure shown in Figure  3 ) is sent on the discovered route to the source. All the nodes receiving the RREP packet update their routing tables to forward the incoming data packets (from the source to the destination) to the node that sent the RREP packet. The overhead associated with including the node velocity information (8 bytes for every node) in the RREQ packet is affordable as the number of flooding-based route discoveries are significantly reduced because of larger route lifetimes compared to that of the frequent route discovery overhead incurred with DSR. All the other information included in the RREQ and RREP packets are similar to those included in the well-known MANET routing protocols. The source starts sending the data packets (header structure shown in Figure 4 ) to the destination on the route learnt through the RREP packet. If a link failure occurs due to the two nodes constituting the link drifting away, the upstream node of the broken link informs about the broken route to the source through a Route-Error packet ( Figure 5 ). The source on learning the route failure will stop sending data packets and will initiate another global flooding-based route discovery. 
IV. SIMULATIONS
We use ns-2 (version 2.28) [3] as the simulator for our study. We implemented the NVSP and the FORP protocols and used the DSR implementation available in ns-2. Network dimensions are 1000m x 1000m. Transmission range of a node is 250m. Network density is varied by conducting simulations with 50 nodes (low density) and 100 nodes (high density). The energy level at each node is initially 1500 Joules. The MAC layer uses the distributed co-ordination function (DCF) of the IEEE Standard 802.11 [2] for wireless LANs.
Traffic sources are continuous bit rate (CBR). Number of source-destination (s-d) sessions used is 15 (low traffic load) and 30 (high traffic load). Data packets are 512 bytes in size; the packet sending rate is 4 data packets per second. In [9] , it has been shown that no real optimization in the energy consumption can be achieved when the energy lost in idle state is considered. Hence, we do not consider the energy lost in the idle state and focus only on the energy consumed during the transmission and reception of messages (the data packets, the MAC layer RTS-CTS-ACK packets and the periodic beacons), and the energy consumed due to route discoveries. There is no transmission power control. For all situations, the transmission power per hop is 1.4 W and the reception power per hop is 1 W [5] . The node mobility model used is the Random Waypoint model [1] : each node starts moving from an arbitrary location to a randomly selected destination location at a speed uniformly distributed in the range energy consumed by all the packets that originate at the source and delivered at the destination. We include the energy consumed due to transmission and reception of data packets, MAC layer packets, beacon exchange and the energy consumed due to route discoveries.
A. Average Route Lifetime
For all the simulation conditions ( Figures 6.1 through 6.4) , the average route lifetime incurred for NVSP is larger than that of DSR and smaller than that of FORP. In networks of highdensity, the average lifetime of NVSP routes is 60-65% of that . In networks of low node mobility, the end-to-end delay per data packet for FORP is significantly higher than that incurred for NVSP and this is due to the relatively higher beacon exchange overhead experienced by NVSP compared to that of FORP in networks of high mobility. The magnitude of the difference between the delays incurred with NVSP and DSR increases with increase in node mobility. This is attributed to the relatively higher route discovery overhead of DSR in networks of high node mobility. For a given offered traffic load and node mobility, NVSP incurs the smallest increase in the endto-end delay per data packet with increase in node density.
E. Energy Consumed per Data Packet
For all the simulation conditions ( Figures 10.1 through 10.4) , NVSP incurs the lowest energy consumed per data packet. For a given offered traffic load, node mobility and network density, the energy consumed per delivered data packet for FORP is 1.1-1.3 times to that of NVSP. The higher energy consumption per data packet for FORP is attributed to the larger hop count per path. The energy consumed per delivered data packet is almost the same for DSR and NVSP, except that in conditions of high mobility, DSR incurs a higher energy consumption per delivered data packet due to the larger number of route discoveries.
V. CONCLUSIONS AND FUTURE WORK
The high-level contribution of this paper is the design and development of a novel beaconless node velocity-based stable path (NVSP) MANET routing protocol. The average route lifetime of NVSP routes is 60-70% of the lifetime of routes chosen by FORP -the stable path routing protocol that yields the sequence of most stable routes. The average route lifetime of NVSP routes is 25-35% (in low density networks) and 50-75% (in high density networks) more than the lifetime of DSR routes. At the same time, NVSP incurs the lowest end-to-end delay per data packet and the lowest energy consumed per data packet compared to both FORP and DSR. The packet delivery ratio incurred with NVSP is typically equal or higher than that of DSR and is almost equal to that incurred by FORP. The average hop count of NVSP routes is more than that of DSR routes only by 4-8%. NVSP is the first stable path routing protocol that does not use beacons to determine routes. We conjecture that the stability of NVSP routes could be further improved if the route discovery procedure is modified to use only links involving slow moving nodes. We will pursue this idea to further improve the stability of NVSP routes and at the same time ensure that NVSP continues to yield routes with lower end-to-end delay and energy consumed per data packet.
