Abstract-When the grid topology is changed due to incidents and the state estimator is not updated with the topological change, it is considered a topology error. In this paper, we develop a new method for detecting topology errors in power grids. The proposed method considers the measurement data as a nonstationary Gaussian process, explores the dependence structure of the underlying process. It detects errors by testing the hypothesis of whether the mean vector of a nonstationary Gaussian process is zero and does not rely on the convergence of the standard weighted leastsquares (WLS) state estimation algorithm. It is very effective in detecting topology errors, in which multiple conforming errors may occur and the traditional state estimation algorithms may fail to converge. Simulation results show that it can accurately identify the abnormal measurements caused by the topology error.
I. INTRODUCTION
W HEN the massive blackout in New York happened in 2003 [1] , it was not because of insufficient generation. Rather, it was due to unanticipated outages of transmission, which further increased the stress of some generating units and caused cascading failure. Even without cyber security attack on the power grid [2] , large-scale cascading power outage still happened. Since then, the reliability of the power transmission system has become the top priority in power grid operation.
To ensure power transmission system reliability, the operators must have visibility on their own facilities to take appropriate action to prevent or minimize the scope of the loss of load. To accomplish this, meters are placed on a subset of those facilities, and data measurements are provided to the operators in real time for state estimation. State estimators use these data measurements as input for complex mathematical models to estimate voltage at each bus and to estimate real and reactive power flow quantities on each line or through each transformer. These data measurements include status data that reflect the configuration of the network and analog data on voltage and current.
As state estimators use data measurements and power system models to estimate unknown state variables, measurement errors as well as network parameter errors [3] and topology errors all affect the result of state estimation [4] . While great success has been achieved in mitigating the effect of measurement errors on state estimation [5] - [11] , comparable success has not been achieved to address topology errors.
Compared to other types of errors, topology errors have more detrimental impact on the power system. This is due to the fact that the state estimation model is based on an assumed network topology, and therefore, topology errors directly undermine the foundation of state estimation. For example, the main cause of the massive power outage in 2003 was a state estimation failure caused by topology errors. According to the task force report [1] , "The discrepancy between actual measured system flows (with Stuart-Atlanta offline) and the state estimation model (which assumed Stuart-Atlanta online) prevented the state estimator from solving correctly." When the software solution for state estimation was compromised, the real-time contingency reliability assessment became unavailable. This prevented midwest independent system operator (MISO) from promptly performing contingency "early warning" assessments of power system reliability.
Traditional error detection algorithms based on the weighted least-squares (WLS) method involve calculating measurement residuals-the differences between the observed measurements and the estimated measurements, and then calculating the L 2 -norm of the measurement residuals. The one with the largest normalized measurement residual is suspected to be in error. The estimated measurement is a function of the estimate of the state vector, obtained using the WLS method. For a single bad measurement, the estimate of the state vector is easy to obtain. For multiple bad measurements, this approach is applicable only when bad measurements are independent of each other. However, when topology errors exist, especially when they occur in critical branches (or critical positions in the network topology), bad measurements are correlated and the state estimate may not be available in the first place. The authors of [12] pointed out that a mistake in the breaker status can translate into multiple conforming bad measurements in the state estimation model and cause divergence of state estimation. It has been shown that the traditional state estimation algorithm, WLS, may not converge in the presence of topology errors, especially when the system load is high [13] .
To detect and identify topology errors, correlation between bad measurements must be effectively accounted for. In this paper, we propose a new detection method that takes into full consideration the correlation of bad measurements. Moreover, the new algorithm does not use the WLS algorithm to obtain the system states and therefore does not have the convergence problem as pointed out in [13] .
Although the proposed method is designed for topology error detection in power systems, the application of such a general detection method is far beyond power systems. Other networked systems, such as sensor and actuator networks, also have error detection problems. In case that there is not a governing equation of system states, or there is a governing equation but the solution to it cannot be obtained due to missing values or configuration errors, error detection can be a challenging task. In this case, applying the detection method proposed in this paper can avoid solving the governing equation all together. By using redundancy in measurements and observing the residuals, the error can be detected without resorting to the solution of system states.
II. RELATED WORK
Topology errors in power systems were first considered in [14] to enhance the capability of state estimation in the presence of network configuration errors. Since then, the research community and power industry have made a considerable effort to address network configuration errors. Most topology error detection and identification techniques fall into two categories: 1) numerical approach and 2) rule-based approach. Some are the hybrid of the two basic approaches [15] .
The numerical techniques are centered around the state estimation process. Most numerical topology error detection techniques use the result of state estimation for error detection or serve as a preprocessor or postprocessor for state estimation. WLS is the most widely used state estimation algorithm, which uses normalized measurement residuals for bad data detection. Most existing works in the literature are either alternative to WLS or improvement over conventional WLS. For example, in [16] , a geometric interpretation of the measurement residuals for topology errors' identification was provided, and a method for detecting a single topology error was presented, which is equivalent to the normalized residual test for measurement errors. In [17] , normalized Lagrange multipliers were used as a tool for topology error identification, in the same fashion as normalized measurement residuals are conventionally employed for bad analog data processing.
In the conventional state estimation model, the topology of the network along with the parameters of the lines and transformers are assumed to be known. If there is a topology error, the assumption would be wrong. An error in the assumption can directly undermine the result of state estimation. To overcome the shortcoming of this approach, methods to determine the statuses of key devices are proposed. In [18] , instead of viewing the problem as detection and identification of topology errors, it is viewed as topology determination for network elements whose status are unknown or suspected, in which the least absolute value (LAV) estimators are used instead of the WLS state estimators due to their resistance to bad data in the measurements. In [12] , the authors proposed to determine the status variables by testing the real and reactive power estimates of all the branches, irrespective of their assumed statuses, and used iteratively WLS algorithm to estimate the status variable instead of using the assumed state. Similarly, in [19] , circuit breaker status are considered as unknown state variables and are determined by the model rather than used as input to the model. In [20] , topology is estimated with mixed combinatorial and WLS bad data analysis. If topology errors are suspected, the network in their vicinity is automatically modeled at a more detailed level ("zoomed"), and mixed combinatorial and WLS bad data analysis is performed on it. In [21] , a method is proposed to utilize fuzzy clustering and pattern matching for improving the accuracy and time performance for conventional WLSs state estimator. In [22] , a hypothesis testing procedure is applied in conjunction with topology error processing via normalized Lagrange multipliers. The proposed approach is centered around the use of Bayesian-based hypothesis testing, which provides conditional probabilities for hypothesis made about the status of suspect devices.
Compared to the numerical approaches that implicitly depend on the convergence of the state estimation for error detection, the rule-based approach proposed in [23] has great advantages. It uses the temporal consistency of the analog measurements and switch positions to validate the changes in switch position. Since the time required by the algorithm to run through the list of rules is linear to the network size, it is much faster than the state estimation algorithm and is suitable for online implementation.
In [13] , Gou and Wu proposed a new method for topology error detection, in which a different approach other than WLS is used to get the state estimates. It first uses a solving tree to recover power flows and then compares the residuals of original measurements and the recovered power flows. The measurements with the biggest residuals are identified. The newly developed disruptive state estimator does not require a solution of WLS state estimation and is more robust than conventional error detection techniques.
In this paper, we continue to use the method in [13] to obtain the estimated measurements and residuals but propose to use a new hypothesis testing approach for topology error detection based on the given residuals.
III. PROPOSED APPROACH FOR TOPOLOGY ERROR DETECTION

A. Topology Error Detection as a Hypothesis Testing Problem
The data points in power grids are usually redundantly sampled to facilitate state estimation. To detect whether a specific measurement Z i is abnormal, Gou and Wu [13] designed an algorithm to compute its anticipated value z i from redundant measurements. If the measurement Z i is not abnormal, we expect that the residual X i = Z i − z i is normally distributed with mean 0. So, the problem of topology error detection can be cast as a problem of testing the hypothesis of whether the mean vector of a stochastic process is zero. In this paper, we consider the hypothesis testing problem for nonstationary Gaussian processes.
For a mathematical formulation, assuming that (X 1 , . . . , X n ) is a Gaussian random vector with marginal distribution
, where μ i is the mean and σ i is the standard deviation. We want to test the null hypothesis
If H 0 fails, we need to identify indices i for which μ i s are different from 0. These indices correspond to measurements with large values and therefore should be reinspected. We expect that the hull hypothesis H 0 holds if there is no topology error. Assume that the standard deviations σ i are known. In practice, they can be estimated from historical data. Then, we shall consider the standardized difference X i /σ i and natural test statistics
and
Intuitively, if M n or S n is large, then there exists some i such that |X i |/σ i is large, and measurement i is possibly abnormal. It is natural to adopt the following framework to the hypothesis testing problem: given a level α ∈ (0, 1), we need to find a cutoff value t n such that, under the null hypothesis H 0
where α is the significance level and it is the probability of erroneously rejecting H 0 when it is actually true (Type I error). In practice, we often choose α = 0.01 or 0.05. In the power grid application, we choose α = 0.001. With this cutoff value t n , if M n ≤ t n , then we accept the null hypothesis H 0 and conclude that, at level α, the residuals are not significantly deviated from 0. Otherwise, if M n > t n , then we reject H 0 , and consequently, we should reinspect indices i for which
A similar setting can be adopted for S n . In this paper, we shall primarily focus on M n , since it is quite challenging to develop an asymptotic theory for S n under dependence. If X i are independent, it is easy to find t n satisfying (4) and it has a close form
where Φ is the standard Gaussian distribution function: Φ(x) = 
It is well known that asymptotically t n has the following expansion [24, p. 145]:
t n =(2 log n − log log n)
In many applications, however, X i are not independent. Take the data measurements from power grids, e.g., the dependence structure can be quite complicated. In this case, it is difficult to find an exact threshold value t n . In Section III-B, we show that if the dependence is relatively mild, then the asymptotic distribution of M n is the same as the one obtained as if the observations were independent.
B. An Asymptotic Theory for M n Under Dependence
In an influential paper [25] , Berman obtained asymptotic distributions of maxima of stationary Gaussian processes. Since then, the asymptotic theory of extremes of Gaussian processes has been substantially developed. See [26] and [27] among others for some recent results. Under very mild conditions on correlations of the process, it is shown that the extremes asymptotically have the same distribution as the one obtained under independence.
In this paper, we shall generalize the above type of result to nonstationary processes. To quantify the overall dependence of a nonstationary Gaussian process, we shall introduce the concept of skeleton index set. Let X 1 , . . . , X n be a nonstationary Gaussian process; let r ij , 1 ≤ i, j ≤ n, be its correlation function. For 0 ≤ δ ≤ 1, define the skeleton index set
Note that S n (δ) is nested in the sense that, if δ 1 < δ 2 , then S n (δ 1 ) ⊆ S n (δ 2 ). The cardinality #S n (δ) is the number of pairs (i, j) such that |r ij | > δ. Hence, #S n (δ) can be interpreted as a measure of the dependence of X 1 , . . . , X n . Larger values of #S n (δ) imply stronger overall dependence. Theorem 1: Assume that there exists λ ∈ (0, 1) and C 0 , a > 0, such that
and for every δ ∈ (0, 1) the skeleton index set S n (δ) satisfies
Then, for every 0 < α < 1, we have
Proof: Let Z j = X j /σ j . Then, Z j are standard Gaussian random variables. Let Z j be i.i.d. standard Gaussian random variables. By (5) and (6), it suffices to show that
To this end, we shall apply the argument in [25] . Let Q n (c; {r ij }) ≤ φ 2 (c, c; r hl ).
By (9) ϕ 2 (c, c; r
Similarly as [25, eq. (3.13) ], by the mean value theorem, there exists numbers s ij between 0 and r ij such that
Let c = t n . By (14) and (15), it then remains to show that
where we split the sum 1≤h<l≤n into two terms I n and II n with
Since the number of summands in I n is less that n 2 , we have
Since c = t n , by (7) (10) and (9) 
Again, since
we also have II n = o (1) . Hence, by (13) and (16), (12) follows. Remark 1: If condition (9) is violated, namely, if |r ij | = 1 holds for some i and j, then (11) may be invalid. For example, consider the sequence X i = Z i/m , where Z j , j ∈ Z, are independent and identically distributed standard Gaussian random variables, and the ceiling function v = inf{k ∈ Z : k ≥ v}. Then the process (X i ) i∈Z is m dependent. Let n = ml. Then, M n = max 1≤j≤l |Z j |, and hence,
1/m and (11) fails. For stationary processes, it is easily seen that, if |r ij | = 1 holds for some i and j, then the process X i is degenerate in the sense that X i = X j for all i and j. Hence for nonstationary Gaussian processes, we do need (9) to ensure the validity of (11).
Remark 2: The dependence condition (10) is actually very mild and it in fact allows long-memory processes whose dependence can be quite strong. For example, if X i is a stationary Gaussian process with corr(X 0 , X j ) ∼ c 0 j −β , β > 0, then it is easily seen that (10) 
C. Applying Theorem 1 to Topology Error Detection in Power Grids
Due to the complicated interdependencies between different measurements in power grids, it is not easy to directly work with the joint distribution of (X 1 , . . . , X n ). Therefore, we need to resort to the asymptotic theory, Theorem 1.
Theorem 1 is applicable because the transmission lines in power grids are typically "sparsely" connected, which means that a node normally connects with several lines in power systems with thousands of hundreds of nodes. Because of this "sparse" connection, a measurement typically has a very limited, normally several redundant measurements, which are geographically close to it. Based on the latter observation, we can introduce the concept of m dependence.
Definition 1: We say that
are dependent with X j . Namely, the cardinality of the set
is no greater than m.
As a special case, if m = 1, then X i are independent. In Definition 1, the cardinality of D j , 1 ≤ j ≤ n, is allowed to be different for different j. In other words, let r ij = corr(X i , X j ) be the correlation function, then there are at most m X j s such that r ij = 0.
The m dependence introduced in Definition 1 is slightly different from the one proposed in Hoeffding and Robbins (1948), which assumes a linear order: X j is independent of X i for which |i − j| > m. In the application of power networks, we find it more convenient to use the concept of m dependence given in Definition 1 since there is no obvious linear order structure.
For power grids networks, X i is statistically dependent on only few X j s, and thus, they are m dependent in the sense of Definition 1. By Proposition 1 and Theorem 1, t n is the approximate solution to (4), see (11) in Theorem 1. The following proposition is an easy consequence of Remark 3.
Proposition 1: Let X 1 , . . . , X n be a mean zero Gaussian process which is m dependent in the sense of Definition 1. Then (10) holds. Consequently, under (9), we have (11).
IV. PERFORMANCE EVALUATION
In this section, we validate the theory on the IEEE 118 Bus Power System. There are 118 unknown state variables. We take 301 data points. Measurements are taken from meters installed in the power system. Among the 301 measurements, 118 of them are needed to solve the state variables, so there are 301 − 118 = 183 redundant measurements. By using the proposed approach in [13] , we obtain redundant measurements after the solving tree measurements have been decided. Each measurement corresponds to a measurement equation. The following equations are used to calculate the state estimates and the measurement residuals of the redundant measurements:
where y km is the admittance of branch k − m, b km is the shunt susceptance of branch k − m, V k and V m are the magnitudes of the voltages at buses k and m, θ k and θ m are the phase angles of the voltages at buses k and m, and S km is the complex power flow of the branch k − m. For the power injection measurements, the following equations are used to calculate the state estimates and the residuals of the redundant measurements:
where G km is the conductance of branch k − m, B km is the susceptance of branch k − m, V k and V m are the magnitudes of the voltages at buses k and m, θ k and θ m are the phase angles of the voltages at buses k and m, and S k is the complex power injection at bus k. Let n = 183 denote the number of redundant measurements, and set R = {X i |i = 1, . . . , n} contains the residuals of the redundant measurements. For each measurement X i in R, we can find out the dependent measurements of X i in R. As we mentioned in previous sections, the condition of m dependence is satisfied because power grids are normally "sparsely" connected. For example, X 1 is only dependent on X 9 , X 14 , X 15 , and X 17 . We choose the significance level α = 0.001. By (6), the cutoff value t n = 4.546012.
We create a topology error on the IEEE 118 Bus Power System by taking the transmission line between bus 37 and bus 38 out of service, while it is assumed in service in the state estimation model. The topology change will cause errors in more than a dozen measurements. Let J denote the index set of the measurements that are affected by the topology change.
We repeat the experiment for 500 times and plot the results in Fig. 1. The upper panel is a realization of (X 1 , . . . , X n ), the middle panel represents the estimated standard errors  (σ 1 , . . . ,σ n ) , and the lower panel shows the standardized residuals (X 1 /σ 1 , . . . , X n /σ n ). Comparing |X i |/σ i with the cutoff value t n = 4.546012, we conclude that the following set of measurements exceed t n : The proposed work focuses on the detection of topology errors. As long as there exists one index i such that |X i |/σ i > t n , we reject the null hypothesis H 0 and conclude that there exist topology errors. As far as detection is concerned, we have successfully detected the topology error.
A simulation study in matpower shows that removing line 37-38 will cause the measurements in set J to have large residuals. The strong agreement between the detected set and the predicted set leads to the recommendation that the power line between bus 37 and bus 38 should be inspected.
V. CONCLUSION AND FURTHER WORK
In this paper, we propose a new method for topology error detection in power grids. The method uses statistical hypothesis testing approach and does not rely on the convergence of the WLS state estimation algorithm as the traditional methods do; therefore, it is particularly useful for topology error detection since topology errors often cause the state estimator to fail to converge. The theoretical results obtained in this paper have profound implications in system reliability. It generalizes the asymptotic distributions of maxima to nonstationary Gaussian processes and has broad applications in fault detection and diagnosis in other systems beyond power networks. The simulation study shows that the proposed error detection method has very satisfactory performance.
Fault diagnosis in a complex system involves several steps. Detecting an error is only the first step. Identifying the error or accurately locating the error is the next step. Topology error detection in this paper is a light-weighted procedure that runs in every sampling period. Locating the topology error would be the natural next step, but it is beyond the scope of this paper. Topology error localization can be done using the machine learning approach proposed in [28] . The fault localization method in [28] was proposed to locate faulty links in communication networks. With sufficient training data from a given power system, the method can be applied here to locate which transmission line has been removed. It involves training an algorithm to learn the pattern of bad data distribution associated with a particular topology error and using the observed pattern to predict which line has been removed.
