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A Schur–Nevanlinna type algorithm for the
truncated matricial Hausdorff moment problem
Bernd Fritzsche Bernd Kirstein Conrad Mädler
The main goal of this paper is to achieve a parametrization of the solution set
of the truncated matricial Hausdorff moment problem in the non-degenerate and
degenerate situation. We treat the even and the odd cases simultaneously. Our ap-
proach is based on Schur analysis methods. More precisely, we use two interrelated
versions of Schur-type algorithms, namely an algebraic one and a function-theoretic
one. The algebraic version, worked out in our former paper [29], is an algorithm
which is applied to finite or infinite sequences of complex matrices. The construc-
tion and discussion of the function-theoretic version is a central theme of this paper.
This leads us to a complete description via Stieltjes transform of the solution set
of the moment problem under consideration. Furthermore, we discuss special solu-
tions in detail.
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1. Introduction
The main aim of this paper is to work out an algorithm of Schur–Nevanlinna type for func-
tions, which leads via Stieltjes transforms to a full description of the solution set of the ma-
tricial Hausdorff moment problem in the general case. In order to realize this goal, we use
our former investigations in [27–29] on matricial Hausdorff moment sequences, where such se-
quences were studied from the point of view of Schur analysis and an algebraic version of a
corresponding Schur–Nevanlinna type algorithm was worked out. The synthesis of these two
Schur–Nevanlinna type algorithms will provide us finally the desired result.
This strategy was already used by the authors to study the matricial Hamburger moment
problem (see [23,32]) and the matricial Stieltjes moment problem (see [24,25,31]).
It will turn out that the case of the matricial Hausdorff moment problem is much more
difficult in comparison with the matricial problems named after Hamburger and Stieltjes. This
phenomenon could be already observed in the discussion of the so-called non-degenerate case,
where the Hamburger problem (see [14, 41]) and the Stieltjes problem (see [15, 16, 18, 19])
were studied considerably earlier than the Hausdorff problem (see [10, 11]). The main reason
for the greater complexity of the Hausdorff moment problem is caused by the fact that the
localization of the measure in a prescribed compact interval of the real axis requires to satisfy
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simultaneously more conditions. This implies that the possible moment sequences have a more
complicated structure (see [27–29]).
Continuing the work done in [5, 10, 11] A. E. Choque-Rivero [6–9] investigated further as-
pects of the non-degenerate truncated matricial Hausdorff moment problem. As in [5, 10, 11]
he distinguished between the case of an odd or even number of prescribed matricial moments.
The approach used in [5, 10, 11] is based on V. P. Potapov’s method of Fundamental Matrix
Inequalities. In the scalar case q = 1 the classical method used in [43] or [42, Ch. 4, § 7]
is based on the application of orthogonal polynomials. A. E. Choque-Rivero [6] obtained a
matrix generalization of the Krein–Nudelman representation of the resolvent matrix by using
four families of orthogonal matrix polynomials on the interval [α, β]. From the point of view
of V. P. Potapov the Schur algorithm is interpreted as a multiplicative decomposition of a
J-contractive matrix function into simplest elementary factors. Such multiplicative decom-
positions were constructed for the resolvent matrix for the moment problem under study by
A. E. Choque-Rivero in [7, 8].
An important feature of this paper is to achieve a simultaneous treatment of the even and
odd truncated matricial Hausdorff moment problems in the general case. Our strategy is based
on the application of Schur analysis methods.
This paper is organized as follows. In Section 2, we state some general facts on matricial
power moment problems on Borel subsets of the real axis. In Section 3, we summarize essential
insights about the structure of matricial [α, β]-Hausdorff moment sequences, which were mostly
obtained in our former papers [17–19]. A key observation is that we do not treat the original
matricial moment problem, but an equivalent problem in the class Rq(C \ [α, β]) of holomor-
phic matrix functions. In Section 4, we summarize some facts on the class Rq(C \ [α, β]), which
are needed in the sequel. In Section 5, we formulate a problem for functions of Rq(C \ [α, β])
which is equivalent to the original matricial moment problem. This equivalence is caused
by [α, β]-Stieltjes transform. In [28], we constructed a Schur–Nevanlinna type algorithm for
non-negative Hermitian q × q measures on [α, β] by translating the Schur–Nevanlinna type al-
gorithm for matricial [α, β]-Hausdorff moment sequences into the language of measures. In Sec-
tion 6, we translate now this algorithm via [α, β]-Stieltjes transform into the classRq(C \ [α, β]).
On this way our main goal is to achieve a description of all solutions of the truncated matri-
cial [α, β]-Hausdorff moment problem via a linear fractional transformation of matrices. This
requires to find the generating matrix function of this transformation and the corresponding
domain. In the first step, we concentrate on that domain. Remember that in [10] we al-
ready studied the problem under consideration in the non-degenerate case, however by use of
Potapov’s method of fundamental matrix inequalities. Doing this, we were led to a particular
class PRq(C \ [α, β]) of ordered pairs of q × q matrix-valued functions which are meromorphic
in C\[α, β] (see [10, Def. 5.2]). In Section 7, we summarize some important facts about the class
PRq(C\[α, β]) and present an example of a remarkable element of this class (see Example 7.15).
The experiences from [10,11] teach us that it is necessary to introduce an equivalence relation
within PRq(C\ [α, β]). In order to take into account possible degeneracies of the moment prob-
lem, we have to single out an appropriate subclass of PRq(C \ [α, β]), which is adapted to the
prescribed matricial moments. Furthermore, we have to ensure that the construction of this
subclass stands in harmony with the above mentioned equivalence relation in PRq(C \ [α, β]).
The just mentioned two themes are treated in Section 8. The goal of the following considera-
tions is to prepare basic instruments for the version of our Schur–Nevanlinna type algorithm
for functions. This algorithm should stand in correspondence with the Schur–Nevanlinna type
algorithm for matricial [α, β]-non-negative definite sequences, which was developed in [29].
2
A remarkable feature of this version is that this algorithm contains two elements of differ-
ent nature. More precisely, the first step of the algorithm differs from the remaining steps.
There occur (equivalence classes) of ordered pairs of matrix-valued functions in the first step,
whereas the further steps require only matrix-valued functions. In Sections 9 and 10, we study
the corresponding transformations and its inverses for the first and remaining steps, resp. The
transformations are defined by using Moore–Penrose inverses of matrices. It will turn out that
under special conditions, which will be indeed satisfied in the case of interest for us, these
transformations can be rewritten as usual linear fractional transformations of matrices the gen-
erating matrix-valued functions of which are quadratic 2q × 2q matrix polynomials. Having a
closer look at the considerations in Sections 9 and 10 one can observe that the basic tools used
there are of rather algebraic nature. In Sections 11 and 12, we study the elementary steps of
the forward and backward algorithm in more detail, resp. Namely, we turn our attention to
the concrete classes of meromorphic matrix-valued functions occurring there. Moreover, we
demonstrate that these elementary steps of the algorithm for functions are concordant with
the elementary steps of the algebraic algorithm applied to the matricial moment sequences. In
Section 13, we check (see Theorem 13.6) that the iteration of the elementary steps leads to a
parametrization of the set of [α, β]-Stieltjes transforms of all solutions of the original matri-
cial moment problem. In Section 14, we translate Theorem 13.6 into the language of linear
fractional transformations of matrices and obtain our main results Theorems 14.2 and 14.5.
In Section 15, via [α, β]-Stieltjes transform we determine all those solutions σ of the moment
problem associated with a sequence (sj)
m
j=0 for which the sequence (sj)
m+1
j=0 , where sm+1 is the
(m+ 1)-th power moment of σ, is [α, β]-completely degenerate.
The main object of study in Section 16 is that solution of the moment problem associated
with a sequence (sj)
m
j=0 which corresponds to the central extension of (sj)
m
j=0. We determine
the position of the [α, β]-Stieltjes transform of this solution within the general parametrization
obtained in Theorem 14.2.
In several appendices we summarize some needed facts on various topics such as particular
aspects of matrix theory, non-negative Hermitian measures and corresponding integration the-
ory, Stieltjes of non-negative Hermitian measures on the real line, ordered pairs of matrices
corresponding to linear relations, linear fractional transformations of matrices, holomorphic
matrix-valued functions.
2. Matricial moment problems on Borel subsets of the real axis
In this section, we are going to formulate a certain class of matricial power moment problems.
Before doing this, we have to introduce some terminology. We denote by Z the set of all
integers. Let N := {n ∈ Z : n ≥ 1}. Furthermore, we write R for the set of all real numbers
and C for the set of all complex numbers. In the whole paper, p and q are arbitrarily fixed
integers from N. We write Cp×q for the set of all complex p× q matrices and Cp is short for
C
p×1. When using m,n, r, s, . . . instead of p, q in this context, we always assume that these
are integers from N. We write A∗ for the conjugate transpose of a complex p× q matrix A.
Denote by Cq×q< (resp. C
q×q
≻ ) the set of all complex non-negative (resp. positive) Hermitian
q × q matrices. If X is a subset of Cq×r and if A ∈ Cp×q, then let AX := {AX : X ∈ X}.
Let (X ,X) be a measurable space. Each countably additive mapping whose domain is X and
whose values belong to Cq×q< is called a non-negative Hermitian q × q measure on (X ,X). For
the integration theory with respect to non-negative Hermitian measures, we refer to Kats [38]
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and Rosenberg [47]. For the convenience of the reader, a summary concerning this matter,
sufficient for our purposes, is given in Appendix B.
Let BR (resp. BC) be the σ-algebra of all Borel subsets of R (resp. C). In the whole paper,
Ω stands for a non-empty set belonging to BR. Let BΩ be the σ-algebra of all Borel subsets of
Ω and letM<q (Ω) be the set of all non-negative Hermitian q × q measures on (Ω,BΩ). Observe
that M<1 (Ω) coincides with the set of ordinary measures on (Ω,BΩ) with values in [0,∞).
Let N0 := {m ∈ Z : m ≥ 0}. Throughout this paper, κ is either an integer from N0 or ∞. In
the latter case, we have 2κ :=∞. Given υ, ω ∈ R∪ {−∞,∞}, we set Zυ,ω := {k ∈ Z : υ ≤ k ≤
ω}. Let M<q,κ(Ω) be the set of all µ ∈ M<q (Ω) such that for each j ∈ Z0,κ the power function
x 7→ xj defined on Ω is integrable with respect to µ. If µ ∈M<q,κ(Ω), then, for all j ∈ Z0,κ, the
matrix
s
(µ)
j :=
∫
Ω
xjµ(dx) (2.1)
is called (power) moment of µ of order j. Obviously, we haveM<q (Ω) =M<q,0(Ω) ⊆M<q,ℓ(Ω) ⊆
M<q,ℓ+1(Ω) ⊆ M<q,∞(Ω) for every choice of ℓ ∈ N0 and, furthermore, s(µ)0 = µ(Ω) for all
µ ∈M<q (Ω). If Ω is bounded, then one can easily see thatM<q (Ω) =M<q,∞(Ω). We now state
the general form of the moment problem lying in the background of our considerations:
Problem MP[Ω; (sj)
κ
j=0,=]: Given a sequence (sj)
κ
j=0 of complex q × q matrices, parametrize
the set M<q,κ[Ω; (sj)κj=0,=] of all σ ∈M<q,κ(Ω) satisfying s(σ)j = sj for all j ∈ Z0,κ.
In the whole paper, let α and β be two arbitrarily given real numbers satisfying α < β and
let δ := β − α. In what follows, we mainly consider the case that Ω is the compact interval
[α, β] of the real axis R. As mentioned above, we have M<q ([α, β]) =M<q,∞([α, β]).
Since each solution of MP[[α, β]; (sj)
κ
j=0,=] generates in a natural way solutions
of MP[[α,∞); (sj)κj=0,=], MP[(−∞, β]; (sj)κj=0,=], and MP[R; (sj)κj=0,=], we will also use re-
sults concerning the treatment of these moment problems.
3. Matricial [α, β]-Hausdorff moment sequences
In this section, we recall a collection of results on the matricial Hausdorff moment problem
and corresponding moment sequences of non-negative Hermitian q × q measures on the interval
[α, β], which are mostly taken from [27–29]. To state a solvability criterion, we introduce the
relevant class of sequences of complex matrices.
Notation 3.1. Let (sj)κj=0 be a sequence of complex p× q matrices. Then let the block Hankel
matrices Hn, Kn, and Gn be given by Hn := [sj+k]
n
j,k=0 for all n ∈ N0 with 2n ≤ κ, by
Kn := [sj+k+1]
n
j,k=0 for all n ∈ N0 with 2n + 1 ≤ κ, and by Gn := [sj+k+2]nj,k=0 for all n ∈ N0
with 2n+ 2 ≤ κ, resp.
To emphasize that a certain (block) matrix X is built from a sequence (sj)
κ
j=0, we sometimes
write X〈s〉 for X.
Notation 3.2. Assume κ ≥ 1 and let (sj)κj=0 be a sequence of complex p× q matrices. Then
let the sequences (aj)
κ−1
j=0 and (bj)
κ−1
j=0 be given by
aj := −αsj + sj+1 and bj := βsj − sj+1,
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resp. Furthermore, if κ ≥ 2, then let the sequence (cj)κ−2j=0 be given by
cj := −αβsj + (α+ β)sj+1 − sj+2.
Similarly to our more algebraic considerations [27–29] it will turn out that a characteristic
feature of MP[[α, β]; (sj)
κ
j=0,=] is to analyze and organize the interplay between the four matrix
sequences (sj)
κ
j=0, (aj)
κ−1
j=0 , (bj)
κ−1
j=0 and (cj)
κ−2
j=0 under the view of corresponding block Hankel
matrices generated by them. For each matrix Xk = X
〈s〉
k built from the sequence (sj)
κ
j=0,
we denote (if possible) by Xα,k,• := X
〈a〉
k , by X•,k,β := X
〈b〉
k , and by Xα,k,β := X
〈c〉
k the
corresponding matrix built from the sequences (aj)
κ−1
j=0 , (bj)
κ−1
j=0 , and (cj)
κ−2
j=0 instead of (sj)
κ
j=0,
resp.
In view of Notation 3.1, we get in particular
Hα,n,• = −αHn +Kn and H•,n,β = βHn −Kn
for all n ∈ N0 with 2n+ 1 ≤ κ and
Hα,n,β = −αβHn + (α+ β)Kn −Gn
for all n ∈ N0 with 2n + 2 ≤ κ. In the classical case α = 0 and β = 1, we have furthermore
aj = sj+1 and bj = sj − sj+1 for all j ∈ Z0,κ−1 and cj = sj+1 − sj+2 for all j ∈ Z0,κ−2.
Remark 3.3. Let (sj)κj=0 be a sequence of complex p× q matrices. Then δsj = aj + bj and
δsj+1 = βaj +αbj for all j ∈ Z0,κ−1. Furthermore, δsj+2 = β2aj +α2bj − δcj for all j ∈ Z0,κ−2.
Definition 3.4. Let F<q,0,α,β (resp. F≻q,0,α,β) be the set of all sequences (sj)0j=0 of complex
q × q matrices, for which the block Hankel matrix H0 is non-negative (resp. positive) Hermitian,
i. e., for which s0 ∈ Cq×q< (resp. s0 ∈ Cq×q≻ ) holds true. For each n ∈ N, denote by F<q,2n,α,β
(resp. F≻q,2n,α,β) the set of all sequences (sj)2nj=0 of complex q × q matrices, for which the block
Hankel matrices Hn and Hα,n−1,β are both non-negative (resp. positive) Hermitian. For each
n ∈ N0, denote by F<q,2n+1,α,β (resp. F≻q,2n+1,α,β) the set of all sequences (sj)2n+1j=0 of complex
q × q matrices for which the block Hankel matrices Hα,n,• and H•,n,β are both non-negative
(resp. positive) Hermitian. Furthermore, denote by F<q,∞,α,β (resp. F≻q,∞,α,β) the set of all
sequences (sj)
∞
j=0 of complex q × q matrices satisfying (sj)mj=0 ∈ F<q,m,α,β (resp. (sj)mj=0 ∈
F≻q,m,α,β) for all m ∈ N0. The sequences belonging to F<q,0,α,β, F<q,2n,α,β, F<q,2n+1,α,β, or F<q,∞,α,β
(resp. F≻q,0,α,β, F≻q,2n,α,β, F≻q,2n+1,α,β, or F≻q,∞,α,β) are said to be [α, β]-non-negative definite
(resp. [α, β]-positive definite).
(Note that in [27], the sequences belonging to F<q,κ,α,β were called [α, β]-Hausdorff
non-negative definite.) A necessary and sufficient condition for the solvability of
MP[[α, β]; (sj)
κ
j=0,=] is the following:
Theorem 3.5 (cf. [10, Thm. 1.3] and [11, Thm. 1.3]). Let (sj)κj=0 be a sequence of complex
q × q matrices. Then M<q,κ[[α, β]; (sj)κj=0,=] 6= ∅ if and only if (sj)κj=0 ∈ F<q,κ,α,β.
Since Ω = [α, β] is bounded, one can easily see that M<q ([α, β]) = M<q,∞([α, β]), i. e., the
power moment s
(σ)
j defined by (2.1) exists for all j ∈ N0. If σ ∈ M<q ([α, β]), then we call
(s
(σ)
j )
∞
j=0 given by (2.1) the sequence of power moments associated with σ.
Given the complete sequence of prescribed power moments (sj)
∞
j=0, the moment problem
on the compact interval Ω = [α, β] differs from the moment problems on the unbounded sets
Ω = [α,∞) and Ω = R in having necessarily a unique solution, assumed that a solution exists:
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Proposition 3.6. If (sj)∞j=0 ∈ F<q,∞,α,β, then the set M<q,∞[[α, β]; (sj)∞j=0,=] consists of ex-
actly one element.
Proposition 3.6 is a well-known result, which can be proved, in view of Theorem 3.5, using
the corresponding result in the scalar case q = 1 (see, [34] or [1, Thm. 2.6.4]).
We can summarize Proposition 3.6 and Theorem 3.5 for κ =∞:
Proposition 3.7. The mapping Ξ[α,β] : M<q ([α, β])→ F<q,∞,α,β given by σ 7→ (s(σ)j )∞j=0 is well
defined and bijective.
For each n ∈ N0, denote by H<q,2n the set of all sequences (sj)2nj=0 of complex q × q matrices,
for which the corresponding block Hankel matrix Hn is non-negative Hermitian. Furthermore,
for each ι ∈ N0 ∪ {∞} and each non-empty set X , denote by Sι(X ) the set of all sequences
(Xj)
ι
j=0 from X . Obviously, F<q,0,α,β coincides with the set of all sequences (sj)0j=0 with s0 ∈
C
q×q
<
. Furthermore, we have
F<q,2n,α,β =
{
(sj)
2n
j=0 ∈ H<q,2n : (cj)2(n−1)j=0 ∈ H<q,2(n−1)
}
(3.1)
for all n ∈ N and
F<q,2n+1,α,β =
{
(sj)
2n+1
j=0 ∈ S2n+1(Cq×q) :
{
(aj)
2n
j=0, (bj)
2n
j=0
}
⊆ H<q,2n
}
(3.2)
for all n ∈ N0. Note that the following Propositions 3.8 and 3.9, which are proved in a purely
algebraic way in [27], can also be obtained immediately from Theorem 3.5.
Proposition 3.8 (cf. [27, Prop. 7.7(a)]). If (sj)κj=0 ∈ F<q,κ,α,β, then (sj)mj=0 ∈ F<q,m,α,β for
all m ∈ Z0,κ.
In view of Proposition 3.8, the definition of the class F<q,∞,α,β seems to be natural.
Proposition 3.9 ( [27, Prop. 9.1]). Let (sj)κj=0 ∈ F<q,κ,α,β. If κ ≥ 1, then {(aj)κ−1j=0 , (bj)κ−1j=0} ⊆
F<q,κ−1,α,β. If κ ≥ 2, then furthermore (cj)κ−2j=0 ∈ F<q,κ−2,α,β.
We write R(A) := {Ax : x ∈ Cq} and N (A) := {x ∈ Cq : Ax = Op×1} for the column space
and the null space of a complex p× q matrix A, resp. Denote by Dp×q,κ the set of all sequences
(sj)
κ
j=0 of complex p× q matrices satisfying
⋃κ
j=0R(sj) ⊆ R(s0) and N (s0) ⊆
⋂κ
j=0N (sj).
Remark 3.10 ( [29, Prop. 7.11]). Let (sj)κj=0 ∈ F<q,κ,α,β. Then (sj)κj=0 ∈ Dq×q,κ. If κ ≥ 1,
furthermore {(aj)κ−1j=0 , (bj)κ−1j=0} ⊆ Dq×q,κ−1. If κ ≥ 2, moreover (cj)κ−2j=0 ∈ Dq×q,κ−2.
The set Cq×qH := {M ∈ Cq×q : M∗ = M} of Hermitian matrices from Cq×q is a partially
ordered R-vector space with positive cone Cq×q
<
. For two complex q × q matrices A and B, we
write A 4 B or B < A if A,B ∈ Cq×qH and B −A ∈ Cq×q< are fulfilled. This partial order 4 on
the set of Hermitian matrices is sometimes called Löwner semi-ordering.
Lemma 3.11 ( [28, Lem. 5.7]). Let (sj)κj=0 ∈ F<q,κ,α,β. Then sj ∈ Cq×qH for all j ∈ Z0,κ
and s2k ∈ Cq×q< for all k ∈ N0 with 2k ≤ κ. Furthermore, αs2k 4 s2k+1 4 βs2k for all k ∈ N0
with 2k + 1 ≤ κ.
Let Op×q be the zero matrix from C
p×q and let Iq := [δjk]
q
j,k=1 be the identity matrix from
C
q×q, where δjk is the Kronecker delta. Sometimes, if the size is clear from the context, we
will omit the indices and write O and I, resp. Taking into account Remark A.27, we obtain
from Lemma 3.11:
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Remark 3.12. If (sj)κj=0 ∈ F<q,κ,α,β, then R(a2k) ∪ R(b2k) ⊆ R(s2k) and N (s2k) ⊆ N (a2k) ∩
N (b2k) for all k ∈ N0 with 2k ≤ κ− 1.
Finite sequences from F<q,m,α,β can always be extended to sequences from F<q,ℓ,α,β for all
ℓ ∈ Zm+1,∞, which is due to the fact that a non-negative Hermitian measure on the bounded
set [α, β] possesses power moments of all non-negative orders. One of the main results in [27]
states that the possible one-step extensions sm+1 ∈ Cq×q of a sequence (sj)mj=0 to an [α, β]-non-
negative definite sequence (sj)
m+1
j=0 fill out a matricial interval. In order to give an exact
description of this interval, we are now going to introduce several matrices and recall their
role in the corresponding extension problem for [α, β]-non-negative definite sequences, studied
in [27].
Given an arbitrary n ∈ N and arbitrary rectangular complex matrices A1, A2, . . . , An, we
write col (Aj)
n
j=1 = col(A1, A2, . . . , An) (resp., row (Aj)
n
j=1 := [A1, A2, . . . , An]) for the block
column (resp., block row) built from the matrices A1, A2, . . . , An if their numbers of columns
(resp., rows) are all equal.
Notation 3.13. Let (sj)κj=0 be a sequence of complex p× q matrices. For all ℓ,m ∈ N0 with
ℓ ≤ m ≤ κ, then let yℓ,m := col (sj)mj=ℓ and zℓ,m := row (sj)mj=ℓ.
The block Hankel matrix Hn admits the following block representations:
Remark 3.14. If κ ≥ 2 and if (sj)κj=0 is a sequence of complex p× q matrices, then Hn =[ Hn−1 yn,2n−1
zn,2n−1 s2n
]
and Hn =
[ s0 z1,n
y1,n Gn−1
]
for all n ∈ N with 2n ≤ κ.
In this paper, the Moore–Penrose inverse of a complex matrix plays an important role. For
each matrix A ∈ Cp×q, there exists a unique matrix X ∈ Cq×p, satisfying the four equations
AXA = A, XAX = X, (AX)∗ = AX, and (XA)∗ = XA (3.3)
(see e. g. [13, Prop. 1.1.1]). This matrix X is called the Moore–Penrose inverse of A and is
denoted by A†. Concerning the concept of Moore–Penrose inverse we refer to [46], [4, Ch. 1],
and [2, Ch. 1]. For our purposes, it is convenient to apply [13, Sec. 1.1].
If
[
A B
C D
]
is the block representation of a complex (p+ q)× (r + s) matrixM with p× r block
A, then the matrix
M/A := D −CA†B (3.4)
is called the Schur complement of A in M . Concerning a variety of applications of this concept
in a lot of areas of mathematics, we refer to [54].
In the paper, various kinds of concrete Schur complements in block matrices will play an
essential role. By virtue of Remark 3.14, we use in the sequel the following notation:
Notation 3.15. If (sj)κj=0 is a sequence of complex p× q matrices, then let L0 := H0 and let
Ln := Hn/Hn−1 for all n ∈ N with 2n ≤ κ.
We write rankA for the rank of a complex matrix A and detB for the determinant of a
square complex matrix B.
Remark 3.16 (cf. [21, Lem. 3.5]). Let n ∈ N0 and let (sj)2nj=0 ∈ H<q,2n. Then rankHn =∑n
k=0 rankLk and detHn =
∏n
k=0 detLk.
Notation 3.17. Let (sj)κj=0 be a sequence of complex p× q matrices. Then let Θ0 := Op×q and
Θn := zn,2n−1H
†
n−1yn,2n−1 for all n ∈ N with 2n − 1 ≤ κ.
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Definition 3.18. If (sj)
κ
j=0 is a sequence of complex p× q matrices, then (using Notation 3.2)
the sequences (aj)
κ
j=0 and (bj)
κ
j=0 given by a2k := αs2k+Θα,k,• and b2k := βs2k−Θ•,k,β for all
k ∈ N0 with 2k ≤ κ and by a2k+1 := Θk+1 and b2k+1 := −αβs2k +(α+β)s2k+1−Θα,k,β for all
k ∈ N0 with 2k + 1 ≤ κ are called the sequence of left matricial interval endpoints associated
with (sj)κj=0 and [α, β] and the sequence of right matricial interval endpoints associated with
(sj)
κ
j=0 and [α, β], resp.
By virtue of Notation 3.17, we have in particular
a0 = αs0, b0 = βs0, a1 = s1s
†
0s1, and b1 = −αβs0 + (α+ β)s1. (3.5)
Using Lemma 3.11 and Remark A.14, we easily obtain:
Remark 3.19. If (sj)κj=0 ∈ F<q,κ,α,β, then {aj , bj} ⊆ Cq×qH for all j ∈ Z0,κ.
Observe that for arbitrarily given Hermitian q × q matrices A and B, the (closed) matricial
interval
[[A,B]] := {X ∈ Cq×qH : A 4 X 4 B} (3.6)
is non-empty if and only if A 4 B.
Theorem 3.20 ( [27, Thm. 11.2(a)]). If m ∈ N0 and (sj)mj=0 ∈ F<q,m,α,β, then the matricial
interval [[am, bm]] is non-empty and coincides with the set of all complex q × q matrices sm+1
for which (sj)
m+1
j=0 belongs to F<q,m+1,α,β.
Definition 3.21. If (sj)
κ
j=0 is a sequence of complex p× q matrices, then we call (dj)κj=0 given
by dj := bj − aj the sequence of [α, β]-interval lengths associated with (sj)κj=0.
By virtue of (3.5), we have in particular
d0 = δs0 and d1 = −αβs0 + (α+ β)s1 − s1s†0s1. (3.7)
Remark 3.22. Let (sj)κj=0 be a sequence of complex p× q matrices with sequence of
[α, β]-interval lengths (dj)
κ
j=0. For each k ∈ Z0,κ, the matrix dk is built from the matrices
s0, s1, . . . , sk. In particular, for each m ∈ Z0,κ, the sequence of [α, β]-interval lengths associ-
ated with (sj)
m
j=0 coincides with (dj)
m
j=0.
Remark 3.23 ( [29, Rem. 7.26]). Suppose κ ≥ 1. If (sj)κj=0 ∈ Dp×q,κ, then d1 = a0s†0b0 and
d1 = b0s
†
0a0.
Definition 3.24. Let (sj)
κ
j=0 be a sequence of complex p× q matrices. Then the sequence
(Aj)
κ
j=0 given by A0 := s0 and by Aj := sj − aj−1 is called the sequence of lower Schur
complements associated with (sj)κj=0 and [α, β]. Furthermore, if κ ≥ 1, then the sequence
(Bj)
κ
j=1 given by Bj := bj−1− sj is called the sequence of upper Schur complements associated
with (sj)κj=0 and [α, β].
Because of (3.5), we have in particular
A1 = a0, B1 = b0, and B2 = c0. (3.8)
Remark 3.25. Let (sj)κj=0 be a sequence of complex p× q matrices. Then A2n = Ln for all
n ∈ N0 with 2n ≤ κ and A2n+1 = Lα,n,• for all n ∈ N0 with 2n + 1 ≤ κ. In particular, if
n ≥ 1, then A2n is the Schur complement of Hn−1 in Hn and A2n+1 is the Schur complement
of Hα,n−1,• in Hα,n,•. Furthermore, B2n+1 = L•,n,β for all n ∈ N0 with 2n + 1 ≤ κ and
B2n+2 = Lα,n,β for all n ∈ N0 with 2n+2 ≤ κ. In particular, if n ≥ 1, then B2n+1 is the Schur
complement of H•,n−1,β in H•,n,β and B2n+2 is the Schur complement of Hα,n−1,β in Hα,n,β.
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If A and B are two complex p× q matrices, then the matrix
A⊤−⊥B := A(A+B)†B (3.9)
is called the parallel sum of A and B.
Proposition 3.26 ( [27, Thm. 10.14]). If (sj)κj=0 ∈ F<q,κ,α,β, then d0 = δA0 and furthermore
dk = δ(Ak ⊤−⊥Bk) and dk = δ(Bk ⊤−⊥Ak) for all k ∈ Z1,κ.
Proposition 3.27 ( [27, Prop. 10.15(a)]). If (sj)κj=0 ∈ F<q,κ,α,β, then dj ∈ Cq×q< for all j ∈ Z0,κ.
Proposition 3.28 ( [27, Prop. 10.18]). Let (sj)κj=0 ∈ F<q,κ,α,β. Then R(d0) = R(A0) and
N (d0) = N (A0). Furthermore, R(dj) = R(Aj) ∩ R(Bj) and N (dj) = N (Aj) + N (Bj) for
all j ∈ Z1,κ, and R(dj) = R(Aj+1) + R(Bj+1) and N (dj) = N (Aj+1) ∩ N (Bj+1) for all
j ∈ Z0,κ−1.
The ranks of the matrices considered in Proposition 3.28 are connected by means of the
well-known formula for the dimension of the sum of two arbitrary finite-dimensional linear
subspaces:
Remark 3.29. If U1 and U2 are finite-dimensional linear subspaces of some vector space, then
dim(U1 + U2) = dimU1 + dimU2 − dim(U1 ∩ U2).
Corollary 3.30. Let (sj)κj=0 ∈ F<q,κ,α,β. Then rank d0 = rankA0 and rank dj−1 + rank dj =
rankAj + rankBj for all j ∈ Z1,κ.
Proof. From Proposition 3.28 we obtain rank d0 = rankA0 and, for all j ∈ Z1,κ, furthermore
rank dj−1 = dim(R(Aj) + R(Bj)) and rank dj = dim(R(Aj) ∩ R(Bj)). The application of
Remark 3.29 to the linear subspaces R(Aj) and R(Bj) of the finite-dimensional vector space
C
q yields then rank dj−1 = rankAj + rankBj − rank dj.
Using Corollary 3.30, we are able to derive certain relations between the ranks of the matrices
dj and the ranks of the underlying block Hankel matrices:
Lemma 3.31. Let (sj)κj=0 ∈ F<q,κ,α,β. Then rank d0 = rankH0. Furthermore,
∑2n+1
ℓ=0 rank dℓ =
rankHα,n,• + rankH•,n,β for all n ∈ N0 with 2n + 1 ≤ κ and
∑2n
ℓ=0 rank dℓ = rankHn +
rankHα,n−1,β for all n ∈ N with 2n ≤ κ.
Proof. Because of H0 = s0 = L0 = A0 and Corollary 3.30, we have rank d0 = rankH0. Now
consider an arbitrary n ∈ N0 with 2n+ 1 ≤ κ. From Proposition 3.8 and (3.2) we see that the
sequences (aj)
2n
j=0 and (bj)
2n
j=0 both belong to H<q,2n. Thus, we apply Remark 3.16 to obtain
rankHα,n,• =
∑n
k=0 rankLα,k,• and rankH•,n,β =
∑n
k=0 rankL•,k,β. Using Corollary 3.30 and
Remark 3.25, we get then
2n+1∑
ℓ=0
rank dℓ =
n∑
k=0
(rank d2k + rank d2k+1) =
n∑
k=0
(rankA2k+1 + rankB2k+1)
=
n∑
k=0
rankA2k+1 +
n∑
k=0
rankB2k+1 = rankHα,n,• + rankH•,n,β.
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Now consider an arbitrary n ∈ N with 2n ≤ κ. From Proposition 3.8 and (3.1) we infer
(sj)
2n
j=0 ∈ H<q,2n and (cj)2(n−1)j=0 ∈ H<q,2(n−1). Thus, Remark 3.16 yields rankHn =
∑n
k=0 rankLk
and rankHα,n−1,β =
∑n−1
k=0 rankLα,k,β. Using Corollary 3.30 and Remark 3.25, we get then
2n∑
ℓ=0
rank dℓ = rank d0 +
n∑
m=1
(rank d2m−1 + rank d2m) = rankA0 +
n∑
m=1
(rankA2m + rankB2m)
=
n∑
k=0
rankA2k +
n−1∑
k=0
rankB2k+2 = rankHn + rankHα,n−1,β.
Proposition 3.32 ( [27, Cor. 10.21]). Let (sj)κj=0 ∈ F<q,κ,α,β and assume κ ≥ 1. For all
j ∈ Z1,κ, then dj = δAjd†j−1Bj and dj = δBjd†j−1Aj .
Corollary 3.33. If (sj)κj=0 ∈ F<q,κ,α,β, then det d0 = δq detA0 and, for all j ∈ Z1,κ, further-
more
det dj−1 det dj = δ
q detAj detBj . (3.10)
Proof. Because of Proposition 3.26 we have det d0 = δq detA0. Now assume κ ≥ 1 and let
j ∈ Z1,κ. First we consider the case that det dj−1 = 0. From Proposition 3.28 we can infer
N (dj−1) ⊆ N (Aj). Consequently, detAj = 0 follows. Hence, (3.10) is fulfilled. Now we
consider the case det dj−1 6= 0. In view of Remark A.13, then (3.10) is a consequence of
Proposition 3.32.
Lemma 3.34. Let (sj)κj=0 ∈ F<q,κ,α,β. Then det d0 = δq detH0. Furthermore,
∏2n+1
ℓ=0 det dℓ =
δ(n+1)q det(Hα,n,•) det(H•,n,β) for all n ∈ N0 with 2n + 1 ≤ κ and
∏2n
ℓ=0 det dℓ =
δ(n+1)q det(Hn) det(Hα,n−1,β) for all n ∈ N with 2n ≤ κ.
Proof. Because of H0 = s0 = L0 = A0 and Corollary 3.33 we have det d0 = δq detH0. Now
consider an arbitrary n ∈ N0 with 2n+1 ≤ κ. With the same reasoning as in Lemma 3.31, we
can infer from Remark 3.16 then detHα,n,• =
∏n
k=0 detLα,k,• and detH•,n,β =
∏n
k=0 detL•,k,β.
Using Corollary 3.33 and Remark 3.25, we get then
2n+1∏
ℓ=0
det dℓ =
n∏
k=0
(det d2k det d2k+1) =
n∏
k=0
(δq detA2k+1 detB2k+1)
= δ(n+1)q
n∏
k=0
detA2k+1
n∏
k=0
detB2k+1 = δ
(n+1)q detHα,n,• detH•,n,β.
Now consider an arbitrary n ∈ N with 2n ≤ κ. With the same reasoning as in Lemma 3.31,
we can conclude from Remark 3.16 analogously detHn =
∏n
k=0 detLk and detHα,n−1,β =∏n−1
k=0 detLα,k,β. Using Corollary 3.33 and Remark 3.25, we obtain then
2n∏
ℓ=0
det dℓ = det d0
n∏
m=1
(det d2m−1 det d2m) = δ
q detA0
n∏
m=1
(δq detA2m detB2m)
= δ(n+1)q
n∏
k=0
detA2k
n−1∏
k=0
detB2k+2 = δ
(n+1)q detHn detHα,n−1,β.
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Now we state a consequence of Theorem 3.20.
Corollary 3.35 (cf. [28, Cor. 5.25]). Let m ∈ N0, let (sj)mj=0 ∈ F<q,m,α,β, let λ ∈ [0, 1],
and let sm+1 := am + λdm. Then, the sequence (sj)
m+1
j=0 belongs to F<q,m+1,α,β. Furthermore,
Am+1 = λdm, Bm+1 = (1− λ)dm, and dm+1 = δλ(1 − λ)dm.
In [28, Def. 6.1], we subsumed the Schur complements mentioned in Remark 3.25 to a
parameter sequence:
Definition 3.36. Let (sj)
κ
j=0 be a sequence of complex p× q matrices. Let the sequence
(fj)
2κ
j=0 be given by f0 := A0, by f4k+1 := A2k+1 and f4k+2 := B2k+1 for all k ∈ N0 with
2k + 1 ≤ κ, and by f4k+3 := B2k+2 and f4k+4 := A2k+2 for all k ∈ N0 with 2k + 2 ≤ κ. Then
we call (fj)
2κ
j=0 the Fα,β-parameter sequence of (sj)κj=0.
In view of (3.8) and (3.5), we have in particular
f0 = s0, f1 = a0 = s1 − αs0, and f2 = b0 = βs0 − s1. (3.11)
The [α, β]-non-negative definiteness as well as rank constellations among the non-negative
Hermitian block Hankel matrices Hn, Hα,n,•, H•,n,β, and Hα,n,β can be characterized in terms
of Fα,β-parameters (cf. [28, Propositions 6.13 and 6.14]).
Remark 3.37. Let (sj)κj=0 be a sequence of complex p× q matrices with Fα,β-parameter se-
quence (fj)
2κ
j=0. Then f0 = s0. Furthermore, for each k ∈ Z1,κ, the matrices f2k−1 and f2k are
built from the matrices s0, s1, . . . , sk. In particular, for each m ∈ Z0,κ, the Fα,β-parameter
sequence of (sj)
m
j=0 coincides with (fj)
2m
j=0.
Proposition 3.38 ( [28, Prop. 6.14]). Let (sj)κj=0 be a sequence of complex q × q matrices.
Then (sj)κj=0 ∈ F<q,κ,α,β if and only if fj ∈ Cq×q< for all j ∈ Z0,2κ.
Remark 3.39 ( [28, Rem. 6.16]). Let (sj)κj=0 be a sequence of complex p× q matrices. For all
k ∈ Z1,κ, then f2k−1 = dk−1 − f2k.
To single out all sequences (fj)
2κ
j=0 of complex q × q matrices which indeed occur as
Fα,β-parameters of sequences (sj)κj=0 ∈ F<q,κ,α,β, we introduced in [28, Notation 6.19] the
following class:
Notation 3.40. For each η ∈ [0,∞), denote by C<q,κ,η the set of all sequences (fj)2κj=0 of non-
negative Hermitian q × q matrices satisfying, in the case κ ≥ 1, the equations ηf0 = f1 + f2
and η(f2k−1 ⊤−⊥ f2k) = f2k+1 + f2k+2 for all k ∈ Z1,κ−1.
Theorem 3.41 (cf. [28, Thm. 6.20]). The mapping Γα,β : F<q,κ,α,β → C<q,κ,δ given by (sj)κj=0 7→
(fj)
2κ
j=0 is well defined and bijective.
For each matrix A ∈ Cq×q< , there exists a uniquely determined matrix Q ∈ Cq×q< with Q2 = A
called the non-negative Hermitian square root Q = A1/2 of A. To uncover relations between
the Fα,β-parameters (fj)2κj=0 and to obtain a parametrization of the set F<q,κ,α,β, we introduced
in [28, Def. 6.21 and Notation 6.28] another parameter sequence (ej)
κ
j=0 and a corresponding
class E<q,κ,δ of sequences of complex matrices. (Observe that these constructions are well defined
due to Proposition 3.27 and Remark A.25.)
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Definition 3.42. Let (sj)
κ
j=0 ∈ F<q,κ,α,β with Fα,β-parameter sequence (fj)2κj=0 and sequence
of [α, β]-interval lengths (dj)
κ
j=0. Then we call (ej)
κ
j=0 given by e0 := f0 and by ej :=
(d
1/2
j−1)
†f2j(d
1/2
j−1)
† for each j ∈ Z1,κ the [α, β]-interval parameter sequence of (sj)κj=0.
Lemma 3.43 (cf. [28, Prop. 6.27]). If (sj)κj=0 ∈ F<q,κ,α,β, then f2j = d1/2j−1ejd1/2j−1 for all j ∈ Z1,κ.
With the Euclidean scalar product 〈·, ·〉E : Cq × Cq → C given by 〈x, y〉E := y∗x, which is
C-linear in its first argument, the C-vector space Cq becomes a unitary space. Let U be an
arbitrary non-empty subset of Cq. The orthogonal complement U⊥ := {v ∈ Cq : 〈v, u〉E =
0 for all u ∈ U} of U is a linear subspace of the unitary space Cq. If U is a linear subspace
itself, the unitary space Cq is the orthogonal sum of U and U⊥. In this case, we write PU for
the transformation matrix corresponding to the orthogonal projection onto U with respect to
the standard basis of Cq, i. e., PU is the uniquely determined matrix P ∈ Cq×q satisfying the
three conditions P 2 = P , P ∗ = P , and R(P ) = U .
Notation 3.44. For each η ∈ [0,∞), let E<q,κ,η be the set of all sequences (ek)κk=0 from Cq×q<
which fulfill the following condition: If κ ≥ 1, then ek 4 PR(dk−1) for all k ∈ Z1,κ, where the
sequence (dk)
κ
k=0 is recursively given by d0 := ηe0 and
dk := ηd
1/2
k−1e
1/2
k (PR(dk−1) − ek)e1/2k d1/2k−1.
Regarding Theorem 3.20, in the case q = 1 (cf. [12, Sec. 1.3]), the (classical) canonical
moments p1, p2, p3, . . . of a point in the moment space corresponding to a probability measure
µ on [α, β] = [0, 1] are given in our notation by
pk =
sk − ak−1
bk−1 − ak−1 =
Ak
dk−1
, k ∈ N,
where the sequence (sj)
∞
j=0 of power moments sj :=
∫
[0,1] x
jµ(dx) associated with µ is [0, 1]-non-
negative definite with s0 = 1. Observe that the [0, 1]-interval parameters (ej)
∞
j=0 of (sj)
∞
j=0 are
connected to the canonical moments via
p1 = 1− e1, p2 = e2, p3 = 1− e3, p4 = e4, p5 = 1− e5, . . . (3.12)
The quantities qk = 1− pk occur in the classical framework as well (see, e. g. [12, Sec. 1.3]). In
the general case q ∈ N we have the following:
Theorem 3.45 ( [28, Thm. 6.30]). The mapping Σα,β : F<q,κ,α,β → E<q,κ,δ given by (sj)κj=0 7→
(ej)
κ
j=0 is well defined and bijective.
Proposition 3.46 (cf. [28, Prop. 6.32]). Let (sj)κj=0 ∈ F<q,κ,α,β. Then e0 < Oq×q and ej ∈
[[Oq×q,PR(dj−1)]] for all j ∈ Z1,κ. Furthermore, d0 = δe0 and dj = δd1/2j−1e1/2j (PR(dj−1) −
ej)e
1/2
j d
1/2
j−1 for all j ∈ Z1,κ.
Example 3.47 (cf. [29, Example 7.35]). Let λ ∈ (0, 1), let B ∈ Cq×q
<
, and let P := PR(B).
Then (ej)
∞
j=0 given by e0 := B and by ej := λP for all j ∈ N is the [α, β]-interval parameter
sequence of a sequence (sj)
∞
j=0 ∈ F<q,∞,α,β.
We continue by recalling the construction of a certain transformation for sequences of matri-
ces. This transformation was introduced in [29] and constitutes the elementary step of a Schur
type algorithm in the class of [α, β]-non-negative definite sequences, i. e., Hausdorff moment
sequences:
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Definition 3.48. Let (sj)
κ
j=0 be a sequence of complex p× q matrices. Further let b−1 := −s0
and, in the case κ ≥ 1, let (bj)κ−1j=0 be given by Notation 3.2. Then we call the sequence (bj)κj=0
given by bj := bj−1 the (−∞, β]-modification of (sj)κj=0.
In particular, if β = 0, then (bj)
κ
j=0 coincides with the sequence (−sj)κj=0. For an arbitrary
β ∈ R, the sequence (sj)κj=0 is reconstructible from (bj)κj=0 as well.
Let (sj)
κ
j=0 and (tj)
κ
j=0 be sequences of complex p× q and q × r matrices, resp. As usual,
the Cauchy product (xj)κj=0 of (sj)
κ
j=0 and (tj)
κ
j=0 is given by xj :=
∑j
ℓ=0 sℓtj−ℓ.
Definition 3.49. Let (sj)
κ
j=0 be a sequence of complex p× q matrices. Then we call the
sequence (s♯j)
κ
j=0 defined by s
♯
0 := s
†
0 and, for all j ∈ Z1,κ, recursively by s♯j := −s†0
∑j−1
ℓ=0 sj−ℓs
♯
ℓ
the reciprocal sequence associated to (sj)κj=0.
Remark 3.50. Let (sj)κj=0 be a sequence of complex p× q matrices with reciprocal sequence
(rj)
κ
j=0. For each k ∈ Z0,κ, then the matrix rk is built from the matrices s0, s1, . . . , sk. In
particular, for each m ∈ Z0,κ, the reciprocal sequence associated to (sj)mj=0 coincides with
(rj)
m
j=0.
Using the Cauchy product and the reciprocal sequence associated to the
(−∞, β]-modification of (aj)κ−1j=0 , we introduce now a transformation of sequences of
complex matrices:
Definition 3.51. Suppose κ ≥ 1. Let (sj)κj=0 be a sequence of complex p× q matrices. Denote
by (gj)
κ−1
j=0 the (−∞, β]-modification of (aj)κ−1j=0 and by (xj)κ−1j=0 the Cauchy product of (bj)κ−1j=0
and (g♯j)
κ−1
j=0 . Then we call the sequence (tj)
κ−1
j=0 given by tj := −a0s†0xja0 the Fα,β-transform
of (sj)κj=0.
Since, in the classical case that α = 0 and β = 1, the sequence (aj)
κ−1
j=0 coincides with the
shifted sequence (sj+1)
κ−1
j=0 , the F0,1-transform is given by tj = −s1s†0xjs1 with the Cauchy
product (xj)
κ−1
j=0 of (bj)
κ−1
j=0 and (g
♯
j)
κ−1
j=0 , where the sequence (bj)
κ−1
j=0 is given by bj = sj − sj+1
and the sequence (gj)
κ−1
j=0 is given by g0 = −s1 and by gj = sj − sj+1 for j ∈ Z1,κ−1.
Remark 3.52. Assume κ ≥ 1. Let (sj)κj=0 be a sequence of complex p× q matrices with
Fα,β-transform (tj)κ−1j=0 . Then one can see from Remark 3.50 that, for each k ∈ Z0,κ−1, the
matrix tk is built from the matrices s0, s1, . . . , sk+1. In particular, for all m ∈ Z1,κ, the
Fα,β-transform of (sj)mj=0 coincides with (tj)m−1j=0 .
Lemma 3.53 ( [29, Lem. 8.29]). Suppose κ ≥ 1. Let (sj)κj=0 ∈ Dp×q,κ. Denote by (tj)κ−1j=0
the Fα,β-transform of (sj)κj=0. Then t0 = d1, where d1 is given by Definition 3.21.
Using the parallel sum given via (3.9), the effect caused by Fα,β-transformation on the
Fα,β-parameters can be completely described:
Corollary 3.54 ( [29, Cor. 9.10]). Assume κ ≥ 1 and let (sj)κj=0 ∈ F<q,κ,α,β with Fα,β-transform
(tj)
κ−1
j=0 . Denote by (gj)
2(κ−1)
j=0 the Fα,β-parameter sequence of (tj)κ−1j=0 . Then g0 = δ(f1 ⊤−⊥ f2)
and gj = δfj+2 for all j ∈ Z1,2(κ−1).
We are now going to iterate the Fα,β-transformation:
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Definition 3.55. Let (sj)
κ
j=0 be a sequence of complex p× q matrices. Let the sequence
(s
{0}
j )
κ
j=0 be given by s
{0}
j := sj. If κ ≥ 1, then, for all k ∈ Z1,κ, let the sequence (s{k}j )κ−kj=0 be
recursively defined to be the Fα,β-transform of the sequence (s{k−1}j )κ−(k−1)j=0 . For all k ∈ Z0,κ,
then we call the sequence (s
{k}
j )
κ−k
j=0 the k-th Fα,β-transform of (sj)κj=0.
Remark 3.56. Suppose κ ≥ 1. Let (sj)κj=0 be a sequence of complex p× q matrices. Then
(s
{1}
j )
κ−1
j=0 is exactly the Fα,β-transform of (sj)κj=0 from Definition 3.55.
Remark 3.57. Let k ∈ Z0,κ and let (sj)κj=0 be a sequence of complex p× q matrices with k-th
Fα,β-transform (uj)κ−kj=0 . In view of Remark 3.52, we see that, for each ℓ ∈ Z0,κ−k, the matrix
uℓ is built only from the matrices s0, s1, . . . , sℓ+k. In particular, for each m ∈ Zk,κ, the k-th
Fα,β-transform of (sj)mj=0 coincides with (uj)m−kj=0 .
Proposition 3.58 ( [29, Thm. 9.4]). If (sj)κj=0 ∈ F<q,κ,α,β, then (s{k}j )κ−kj=0 ∈ F<q,κ−k,α,β for
all k ∈ Z0,κ.
Proposition 3.59 ( [29, Prop. 9.8]). Let (sj)κj=0 ∈ F<q,κ,α,β with Fα,β-parameter sequence
(fj)
2κ
j=0. Then f0 = s0 and furthermore f4k+1 = δ
−2ka
{2k}
0 and f4k+2 = δ
−2kb
{2k}
0 for all k ∈ N0
with 2k + 1 ≤ κ and f4k+3 = δ−(2k+1)a{2k+1}0 and f4k+4 = δ−(2k+1)b{2k+1}0 for all k ∈ N0
with 2k + 2 ≤ κ.
In the following result, we express the sequence of [α, β]-interval lengths introduced in Defi-
nition 3.21 by the Fα,β-transforms of an [α, β]-non-negative definite sequence:
Corollary 3.60 ( [29, Cor. 9.9]). If (sj)κj=0 ∈ F<q,κ,α,β, then dj = δ−(j−1)s{j}0 for all j ∈ Z0,κ.
Proposition 3.61 ( [29, Prop. 9.11]). Let k ∈ Z0,κ and let (sj)κj=0 ∈ F<q,κ,α,β with sequence of
[α, β]-interval lengths (dj)κj=0 and k-th Fα,β-transform (s{k}j )κ−kj=0 . Then (δkdk+j)κ−kj=0 coincides
with the sequence of [α, β]-interval lengths associated with (s{k}j )
κ−k
j=0 .
Theorem 3.62 ( [29, Thm. 9.14]). Let (sj)κj=0 ∈ F<q,κ,α,β with sequence of [α, β]-interval
lengths (dj)κj=0 and [α, β]-interval parameter sequence (ej)
κ
j=0. Let k ∈ Z0,κ. Then the k-th
Fα,β-transform (s{k}j )κ−kj=0 of (sj)κj=0 belongs to F<q,κ−k,α,β and the [α, β]-interval parameter
sequence (pj)
κ−k
j=0 of (s
{k}
j )
κ−k
j=0 fulfills p0 = δ
k−1dk and pj = ek+j for all j ∈ Z1,κ−k.
Now we look for a characterization of the fixed points of the Fα,β-transformation.
Corollary 3.63. Suppose κ ≥ 1. Let (sj)κj=0 ∈ F<q,κ,α,β with [α, β]-interval parameter sequence
(ej)
κ
j=0 and Fα,β-transform (tj)κ−1j=0 . Then t0 = s0 if and only if e1 − e21 = δ−2PR(s0).
Proof. Proposition 3.46 yields d0 = δe0 and d1 = δd
1/2
0 e
1/2
1 (PR(d0) − e1)e1/21 d1/20 . Because of
Lemma 3.11, the matrix s0 is non-negative Hermitian. According to (3.7), we have d0 = δs0.
In view of δ > 0, then d
1/2
0 = δ
1/2s
1/2
0 as well as R(d0) = R(s0) and N (d0) = N (s0) follow.
Consequently, we can conclude d1 = δ
2s
1/2
0 e
1/2
1 (PR(s0) − e1)e1/21 s1/20 . Using Remark A.14, we
can infer from Definition 3.42 furthermore R(e1) ⊆ R((d1/20 )†) = R((d1/20 )∗) = R(d1/20 ) =
R(d0) = R(s0) and, similarly, N (s0) ⊆ N (e1). In particular, R(e1/21 ) = R(e1) ⊆ R(s0) follows,
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implying e
1/2
1 PR(s0) = e
1/2
1 . Hence, d1 = δ
2s
1/2
0 (e1 − e21)s1/20 . Therefore, R(d1) ⊆ R(s1/20 ) and
N (s1/20 ) ⊆ N (d1). In view of Remark 3.10, the application of Lemma 3.53 yields t0 = d1.
Hence, it remains to show that δ2s
1/2
0 (e1 − e21)s1/20 = s0 is equivalent to e1 − e21 = δ−2PR(s0).
First assume that δ2s
1/2
0 (e1 − e21)s1/20 = s0 is fulfilled. Taking into account Remark A.14,
we see R(e1) ⊆ R(s0) = R(s1/20 ) = R((s1/20 )∗) = R((s1/20 )†) and similarly N ((s1/20 )†) ⊆
N (e1). Thus, we can infer from Remarks A.20, A.21, and A.14 that δ2(e1 − e21) =
(s
1/2
0 )
†s0(s
1/2
0 )
†. Because of R(s0) = R(s1/20 ) = R((s1/20 )∗), the application of Remark A.18
yields (s
1/2
0 )
†s0(s
1/2
0 )
† = P
R((s
1/2
0 )
∗)
P
R(s
1/2
0 )
= P2R(s0) = PR(s0). Consequently, e1 − e21 =
δ−2PR(s0).
Conversely, assume that e1− e21 = δ−2PR(s0) holds true. In view of R(s1/20 ) = R(s0), we have
s
1/2
0 PR(s0) = s
1/2
0 . Thus, we obtain δ
2s
1/2
0 (e1 − e21)s1/20 = s1/20 PR(s0)s1/20 = s0.
Corollary 3.64. Let (sj)∞j=0 ∈ F<q,∞,α,β with [α, β]-interval parameter sequence (ej)∞j=0 and
Fα,β-transform (tj)∞j=0. Then the following statements are equivalent:
(i) (tj)∞j=0 coincides with (sj)
∞
j=0, i. e. the sequence (sj)
∞
j=0 is a fixed point of the
Fα,β-transformation.
(ii) e1 − e21 = δ−2PR(s0) and ej = e1 for all j ∈ N.
Proof. In view of Remark 3.56, we see from Theorem 3.62 that (tj)∞j=0 belongs to F<q,∞,α,β and
that the [α, β]-interval parameter sequence (pj)
∞
j=0 of (tj)
∞
j=0 fulfills p0 = d1 and pj = ej+1 for
all j ∈ N. Because of Theorem 3.45, statement (i) holds if and only if pj = ej for all j ∈ N0.
Consequently, (i) is fulfilled if and only if d1 = e0 and ej+1 = ej for all j ∈ N. Hence, it
remains to show that d1 = e0 is equivalent to e1 − e21 = δ−2PR(s0). In view of Remark 3.10,
the application of Lemma 3.53 yields t0 = d1. By virtue of Definition 3.42 and (3.11), we have
e0 = f0 = s0. The application of Corollary 3.63 completes the proof.
Now we draw special attention to the scalar case q = 1.
Example 3.65. Let Φ: F<1,∞,α,β → F<1,∞,α,β be defined by (sj)∞j=0 7→ (tj)∞j=0, where (tj)∞j=0 is
the Fα,β-transform of (sj)∞j=0. Then:
(a) If δ < 2, then Φ has one single fixed point (s0;j)
∞
j=0 given by s0;j = 0.
(b) Suppose δ = 2. For each M ∈ [0,∞) there exists a unique fixed point (sM ;j)∞j=0 of Φ
with sM ;0 =M . IfM = 0, then (sM ;j)
∞
j=0 is given by sM ;j = 0. IfM > 0, then (sM ;j)
∞
j=0
corresponds to the [α, β]-interval parameter sequence (eM ;j)
∞
j=0 given by eM ;0 = M and
by eM ;j =
1
2 for j ∈ N.
(c) Suppose δ > 2. Then Φ has exactly one fixed point (s0;j)
∞
j=0 with s0;0 = 0, namely
(s0;j)
∞
j=0 given by s0;j = 0. For each M ∈ (0,∞), furthermore Φ has exactly two fixed
points (s±M ;j)
∞
j=0 with s
±
M ;0 = M , namely (s
±
M ;j)
∞
j=0 corresponding to the [α, β]-interval
parameter sequences (e±M ;j)
∞
j=0 given by e
±
M ;0 = M and by e
±
M ;j =
1
2 ± 12δ
√
δ2 − 4 for
j ∈ N.
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Proof. (a) Assume δ < 2. It is readily checked that the sequence (s0;j)∞j=0 defined by s0;j := 0
belongs to F<1,∞,α,β and that the sequence (e0;j)∞j=0 defined by e0;j := 0 is the [α, β]-interval
parameter sequence of (s0;j)
∞
j=0. In view of PR(s0;0) = 0, we can thus infer from Corollary 3.64
that (s0;j)
∞
j=0 is a fixed point of Φ.
Now consider an arbitrary fixed point (sj)
∞
j=0 ∈ F<1,∞,α,β of Φ. If s0 = 0, then from Re-
mark 3.10 we can conclude that sj = 0 for all j ∈ N, i. e., (sj)∞j=0 coincides with (s0;j)∞j=0.
Consider now the case s0 6= 0. Then PR(s0) = 1. Denote by (ej)∞j=0 the [α, β]-interval parame-
ter sequence of (sj)
∞
j=0. Because of Corollary 3.64, we have e1− e21 = δ−2PR(s0). Consequently,
0 < δ−2 = δ−2PR(s0) = e1 − e21 = 14 − (e1 − 12)2 ≤ 14 , contradicting δ < 2. Thus, (s0;j)∞j=0 is the
only fixed point of Φ.
(b) As above, we see that (s0;j)
∞
j=0 ∈ F<1,∞,α,β is a fixed point of Φ with [α, β]-interval
parameter sequence (e0;j)
∞
j=0 given by e0;j = 0. Consider an arbitrary M ∈ (0,∞) and let
(eM ;j)
∞
j=0 be defined by eM ;0 := M and by eM ;j :=
1
2 for j ∈ N. In view of PR(M) = 1, due
to Example 3.47 there exists a sequence (sM ;j)
∞
j=0 ∈ F<1,∞,α,β with [α, β]-interval parameter
sequence (eM ;j)
∞
j=0. According to Theorem 3.45, the sequences (s0;j)
∞
j=0 and (sM ;j)
∞
j=0 are
different. By virtue of Definition 3.42 and (3.11), we have M = eM ;0 = sM ;0. In particular
PR(sM;0) = 1. Taking additionally into account eM ;1 =
1
2 and δ = 2, hence eM ;1 − e2M ;1 = 14 =
δ−2PR(sM;0) follows. According of Corollary 3.64, then (sM ;j)
∞
j=0 is a fixed point of Φ.
Now consider an arbitrary fixed point (sj)
∞
j=0 ∈ F<1,∞,α,β of Φ. Because of Lemma 3.11, we
have s0 ∈ [0,∞). If s0 = 0, then, as above, the sequence (sj)∞j=0 coincides with (s0;j)∞j=0. Now
assume s0 > 0. Then PR(s0) = 1. Denote by (ej)
∞
j=0 the [α, β]-interval parameter sequence of
(sj)
∞
j=0. Because of Corollary 3.64, we have e1 − e21 = δ−2PR(s0) and e1 = e2 = e3 = · · · Taking
additionally into account δ = 2, then (e1− 12)2 = e21− e1+ 14 = −δ−2PR(s0)+ 14 = −2−2+ 14 = 0
follows, i. e. e1 =
1
2 . By virtue of Definition 3.42 and (3.11), we have e0 = f0 = s0. Setting
M := s0, then M ∈ (0,∞) and (ej)∞j=0 coincides with (eM ;j)∞j=0 defined as above, implying
that (sj)
∞
j=0 coincides with (sM ;j)
∞
j=0, according to Theorem 3.45.
(c) As above, we see that (s0;j)
∞
j=0 ∈ F<1,∞,α,β is a fixed point of Φ with [α, β]-interval
parameter sequence (e0;j)
∞
j=0 given by e0;j = 0. Consider an arbitrary M ∈ (0,∞) and let
(e±M ;j)
∞
j=0 be defined by e
±
M ;0 :=M and by e
±
M ;j :=
1
2± 12δ
√
δ2 − 4 for all j ∈ N. In view of δ > 2,
we have δ2−4 > 0 and consequently 0 < e−M ;j < 12 < e+M ;j < 1 for all j ∈ N. Regarding PR(M) =
1, hence, due to Example 3.47, there exist sequences (s−M ;j)
∞
j=0 and (s
+
M ;j)
∞
j=0 belonging to
F<1,∞,α,β with [α, β]-interval parameter sequence (e−M ;j)∞j=0 and (e+M ;j)∞j=0, resp. According to
Theorem 3.45, the sequences (s0;j)
∞
j=0, (s
−
M ;j)
∞
j=0, and (s
+
M ;j)
∞
j=0 are pairwise different. By
virtue of Definition 3.42 and (3.11), we have M = e±M ;0 = s
±
M ;0. In particular PR(s±M;0)
= 1.
Taking additionally into account (e±M ;1 − 12)2 = δ
2−4
4δ2
= 14 − δ−2, hence e±M ;1 − (e±M ;1)2 =
1
4−(e±M ;1− 12 )2 = δ−2PR(s±M;0) follows. According of Corollary 3.64, then the sequences (s
−
M ;j)
∞
j=0
and (s+M ;j)
∞
j=0 are both fixed points of Φ.
Now consider an arbitrary fixed point (sj)
∞
j=0 ∈ F<1,∞,α,β of Φ. Because of Lemma 3.11,
we have s0 ∈ [0,∞). If s0 = 0, then, as above, the sequence (sj)∞j=0 coincides with (s0;j)∞j=0.
Assume s0 > 0. Then PR(s0) = 1. Denote by (ej)
∞
j=0 the [α, β]-interval parameter sequence of
(sj)
∞
j=0. Because of Corollary 3.64, we get e1 − e21 = δ−2PR(s0) and e1 = e2 = e3 = · · · Then
(e1 − 12)2 = e21 − e1 + 14 = −δ−2PR(s0) + 14 = − 1δ2 + 14 = δ
2−4
4δ2 follows, i. e. e1 =
1
2 − 12δ
√
δ2 − 4
or e1 =
1
2 +
1
2δ
√
δ2 − 4. By virtue of Definition 3.42 and (3.11), we have e0 = f0 = s0.
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Setting M := s0, then M ∈ (0,∞) and (ej)∞j=0 coincides with (e−M ;j)∞j=0 or with (e+M ;j)∞j=0
defined above, implying that (sj)
∞
j=0 coincides with (s
−
M ;j)
∞
j=0 or with (s
+
M ;j)
∞
j=0, according to
Theorem 3.45.
Remark 3.66. Let m ∈ N0 and let (sj)mj=0 ∈ F<q,m,α,β. Then the following statements are
equivalent:
(i) (sj)
m
j=0 ∈ F≻q,m,α,β.
(ii) dj ∈ Cq×q≻ for all j ∈ Z0,m.
(iii) det dj 6= 0 for all j ∈ Z0,m.
(iv) dm ∈ Cq×q≻ .
(v) det dm 6= 0.
Indeed, in view of Proposition 3.27 we see that (ii) and (iii) resp. (iv) and (v) are equivalent.
Furthermore, for each j ∈ Z0,m, from [27, Prop. 10.23] we obtain dj < (4/δ)m−jdm. Thus, (iv)
implies (ii). The equivalence of (iii) and (i) is a consequence of Lemma 3.34.
Remark 3.67. Let (sj)∞j=0 ∈ F<q,∞,α,β. In view of Remark 3.66, then the following statements
are equivalent:
(i) (sj)
∞
j=0 ∈ F≻q,∞,α,β.
(ii) dj ∈ Cq×q≻ for all j ∈ N0.
(iii) det dj 6= 0 for all j ∈ N0.
4. The class Rq(C \ [α, β])
In this section, we introduce several classes of matrix-valued functions, holomorphic in the sense
explained in Appendix F. We consider the following open half-planes in the complex plane:
H−(α) := {z ∈ C : Re z < α}, H+(β) := {z ∈ C : Re z > β}, Π− := {z ∈ C : Im z < 0}, and
Π+ := {z ∈ C : Im z > 0}. Furthermore, we write ReA := 12 (A+A∗) and ImA := 12i(A−A∗)
for the real part and the imaginary part of a complex square matrix A, resp.
Notation 4.1. Denote by Rq(Π+) the set of all matrix-valued functions F : Π+ → Cq×q, which
are holomorphic and satisfy ImF (z) ∈ Cq×q< for all z ∈ Π+.
By means of
G(z) :=
{
F (z), if Im z > 0
[F (z)]∗, if Im z < 0
,
the matrix-valued functions F of the class Rq(Π+) can be extended to holomorphic matrix-
valued functions G : C \ R → Cq×q, which satisfy ImG(z)/ Im z ∈ Cq×q
<
for all z ∈ C \ R. In
the scalar case q = 1, such a function is called R-function in [39, p. 1]. The matrix-valued
functions of the class Rq(Π+) are also called Herglotz functions, Nevanlinna functions or Pick
functions. They admit a well-known integral representation, the scalar version of which can
be found, e. g., in [39, Eq. (S1.1.1)].
Using the Euclidean norm ‖x‖E :=
√
x∗x on Cq corresponding to the Euclidean scalar
product, we define the operator norm ‖A‖S := max{‖Au‖E : u ∈ Cq with ‖u‖E = 1} on Cp×q
induced by the Euclidean norms on Cq and Cp, which is also called spectral norm on Cp×q.
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Notation 4.2. Denote by R0,q(Π+) the set of all F ∈ Rq(Π+) satisfying the growth condition
supy∈[1,∞) y‖F (iy)‖S <∞.
Theorem 4.3 (cf. [10, Thm. 8.7]). (a) If F ∈ R0,q(Π+), then there exists a unique σ ∈
M<q (R) such that
F (z) =
∫
R
1
t− z σ(dt) (4.1)
holds true for all z ∈ Π+.
(b) If σ ∈M<q (R), then F : Π+ → Cq×q defined via (4.1) belongs to R0,q(Π+).
Definition 4.4. Let F ∈ R0,q(Π+). Then the unique measure σ ∈ M<q (R) such that (4.1)
holds true for all z ∈ Π+ is called the (matricial) spectral measure of F and is denoted by σF .
In certain situations, an upper bound for y‖F (iy)‖S can be obtained, using Lemma A.26:
Lemma 4.5 ( [10, Lem. 8.9]). Let M ∈ Cq×q and let F : Π+ → Cq×q be a holomorphic
matrix-valued function such that, for all z ∈ Π+, the matrix
[
M F (z)
[F (z)]∗ 1
Im z
ImF (z)
]
is non-negative
Hermitian. Then F ∈ R0,q(Π+) with supy∈(0,∞) y‖F (iy)‖S ≤ ‖M‖S and σF (R) 4 M .
Now we introduce that class of holomorphic matrix-valued functions, which is relevant for
the moment problem MP[[α, β]; (sj)
κ
j=0,=].
Notation 4.6. Denote by Rq(C \ [α, β]) the set of all matrix-valued functions F : C \ [α, β] →
C
q×q which are holomorphic and satisfy the following conditions:
(I) ImF (z) ∈ Cq×q< for all z ∈ Π+.
(II) F (x) ∈ Cq×q< for all x ∈ (−∞, α) and −F (x) ∈ Cq×q< for all x ∈ (β,∞).
Since such functions are holomorphic in C \ [α, β] with non-negative Hermitian imaginary
part in Π+, we can think of Rq(C \ [α, β]) as a subclass of Rq(Π+), by virtue of the identity
theorem for holomorphic functions:
Remark 4.7. By means of restricting matrix-valued functions of Rq(C \ [α, β]) to Π+, an injec-
tive mapping from Rq(C \ [α, β]) into Rq(Π+) is given.
Lemma 4.12 will show that the above mentioned restrictions even belong to R0,q(Π+). Since
each function fromRq(C \ [α, β]) is holomorphic in C\[α, β] with Hermitian values in R\[α, β],
we can use the Schwarz reflection principle to obtain the following relation connecting its values
on the open upper and lower half-plane:
Remark 4.8. If F ∈ Rq(C \ [α, β]), then [F (z)]∗ = F (z) for all z ∈ C \ [α, β].
The latter result can also be seen from the following integral representation:
Theorem 4.9 (cf. [10, Thm. 1.1]). (a) If F ∈ Rq(C \ [α, β]), then there exists a unique
σ¨ ∈M<q ([α, β]) such that
F (z) =
∫
[α,β]
1
t− z σ¨(dt) (4.2)
holds true for all z ∈ C \ [α, β].
(b) If σ¨ ∈M<q ([α, β]), then F : C \ [α, β]→ Cq×q defined via (4.2) belongs to Rq(C \ [α, β]).
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Definition 4.10. Let F ∈ Rq(C \ [α, β]). In view of Theorem 4.9, let σ¨ be the uniquely
determined measure from M<q ([α, β]) such that (4.2) holds true for all z ∈ C \ [α, β]. Then σ¨
is called the R[α, β]-measure of F and is denoted by σ¨F .
As already mentioned in Section 3, the power moments of a measure belonging toM<q ([α, β])
exist for each non-negative integer order:
Remark 4.11. If F ∈ Rq(C \ [α, β]), then the R[α, β]-measure σ¨F of F belongs toM<q,∞([α, β]).
In view of Remark 4.7, we infer the following relation to the class R0,q(Π+):
Lemma 4.12. Let F ∈ Rq(C \ [α, β]) with R[α, β]-measure σ¨F and denote by f the restriction
of F onto Π+. Then f ∈ R0,q(Π+) and the spectral measure σf of f fulfills σf (R \ [α, β]) =
Oq×q and σf (B) = σ¨F (B) for all B ∈ B[α,β].
Proof. Use Theorems 4.9 and 4.3.
By virtue of Theorem 4.9, the following integral representations are readily checked:
Remark 4.13. Let F ∈ Rq(C \ [α, β]). For all z ∈ C \ [α, β], then
ReF (z) =
∫
[α,β]
t−Re z
|t− z|2 σ¨F (dt) and ImF (z) =
∫
[α,β]
Im z
|t− z|2 σ¨F (dt).
Now we state a useful characterization of the functions belonging to Rq(C \ [α, β]).
Proposition 4.14. Let F : C \ [α, β]→ Cq×q be holomorphic. Then F ∈ Rq(C \ [α, β]) if and
only if the following two conditions are fulfilled:
(I) 1Im z ImF (z) ∈ Cq×q< for all z ∈ C \R.
(II) ReF (w) ∈ Cq×q< for all w ∈ H−(α) and −ReF (w) ∈ Cq×q< for all w ∈ H+(β).
Proof. If F ∈ Rq(C \ [α, β]), then (I) and (II) are readily seen from Remark 4.13.
Conversely, suppose that (I) and (II) are fulfilled. Due to (I), we have ImF (z) ∈ Cq×q< for all
z ∈ Π+. As in the proof of Lemma C.3, we can conclude from (I) that, for all x ∈ R\ [α, β], the
equation ImF (x) = Oq×q holds true, implying F (x) = ReF (x). Taking into account (II), we
thus have F (x) ∈ Cq×q
<
for all x ∈ (−∞, α) and −F (x) ∈ Cq×q
<
for all x ∈ (β,∞). Regarding
Notation 4.6, hence F ∈ Rq(C \ [α, β]).
As an immediate consequence of the following result, we see that the column space R(F (z))
and the null space N (F (z)) of a matrix-valued function F ∈ Rq(C \ [α, β]) are both indepen-
dent of the argument z ∈ C \ [α, β].
Proposition 4.15. Let F ∈ Rq(C \ [α, β]). Then:
(a) R(F (z)) = R(σ¨F ([α, β])) and N (F (z)) = N (σ¨F ([α, β])) for all z ∈ C \ [α, β].
(b) R(ImF (z)) = R(σ¨F ([α, β])) and N (ImF (z)) = N (σ¨F ([α, β])) for all z ∈ C \ R.
(c) R(ReF (w)) = R(σ¨F ([α, β])) and N (ReF (w)) = N (σ¨F ([α, β])) for all w ∈ H−(α) ∪
H+(β).
Proof. In view of Theorem 4.9, this follows from Lemma C.5 applied with Ω = [α, β].
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We recall the definitions of two well-studied classes of matrices.
Definition 4.16. Let A be a complex q × q matrix. Then A is called EP matrix if R(A∗) =
R(A). Furthermore, the matrix A is said to be almost definite if each x ∈ Cq with x∗Ax = 0
necessarily fulfills Ax = Oq×1. Denote by C
q×q
EP and C
q×q
AD the set of EP matrices and the set of
almost definite matrices from Cq×q, resp.
Proposition 4.17. If F ∈ Rq(C \ [α, β]), then F (z) ∈ Cq×qAD for all z ∈ C \ [α, β].
Proof. In view of Theorem 4.9, this follows from Lemma C.6 applied with Ω = [α, β].
According to Remark A.31, we have Cq×qAD ⊆ Cq×qEP . Hence, Proposition 4.17 implies that the
values of a function F ∈ Rq(C \ [α, β]) fulfill R([F (z)]∗) = R(F (z)) for all z ∈ C \ [α, β], a fact
that also can be seen from Proposition 4.15 in combination with Remark 4.8.
By means of Theorem 4.9, a characterization of Rq(C \ [α, β]) in terms of the class Rq(Π+)
can be obtained:
Proposition 4.18 (cf. [10, Lem. 3.6]). Let F : C \ [α, β] → Cq×q be holomorphic and let the
matrix-valued functions g, h : Π+ → Cq×q be defined by g(z) := (z − α)F (z) and h(z) :=
(β − z)F (z), resp. Then F ∈ Rq(C \ [α, β]) if and only if g and h both belong to Rq(Π+).
In view of Remark 4.11, we can associate to a given function from the class Rq(C \ [α, β])
three auxiliary functions, which are intimately connected to the three sequences of complex
matrices introduced in Notation 3.2 (cf. Remark 5.10):
Notation 4.19. Let F ∈ Rq(C \ [α, β]) with R[α, β]-measure σ¨F . Then let the functions
Fa, Fb, Fc : C \ [α, β] → Cq×q be defined by
Fa(z) := (z − α)F (z) + σ¨F ([α, β]), Fb(z) := (β − z)F (z)− σ¨F ([α, β]),
and
Fc(z) := (β − z)(z − α)F (z) + (α+ β − z)σ¨F ([α, β])−
∫
[α,β]
tσ¨F (dt).
Proposition 4.20. Let F ∈ Rq(C \ [α, β]) with R[α, β]-measure σ¨F . Then Fa, Fb, and Fc
belong to Rq(C \ [α, β]) and their R[α, β]-measures σ¨a, σ¨b, and σ¨c fulfill
σ¨a(B) =
∫
B
(t− α)σ¨F (dt), σ¨b(B) =
∫
B
(β − t)σ¨F (dt), σ¨c(B) =
∫
B
(β − t)(t− α)σ¨F (dt)
for all B ∈ B[α,β].
Proof. Because of Remark 4.11, the integrals
∫
[α,β] tσ¨F (dt) and
∫
[α,β] t
2σ¨F (dt) exist. Since
t − α > 0 and β − t > 0 hold true for all t ∈ [α, β], we can thus conclude that ∫B(t −
α)σ¨F (dt),
∫
B(β− t)σ¨F (dt), and
∫
B(β− t)(t−α)σ¨F (dt) are non-negative Hermitian matrices for
all B ∈ B[α,β]. Consequently, σ¨a, σ¨b, and σ¨c belong toM<q ([α, β]). Consider now an arbitrary
z ∈ C \ [α, β]. In view of Theorem 4.9, we have
(z − α)F (z) =
∫
[α,β]
z − α
t− z σ¨F (dt) =
∫
[α,β]
(
t− α
t− z − 1
)
σ¨F (dt) =
∫
[α,β]
t− α
t− z σ¨F (dt)− σ¨F ([α, β])
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and similarly (β − z)F (z) = ∫[α,β](t − z)−1(β − t)σ¨F (dt) + σ¨F ([α, β]). Due to Theorem 4.9,
then Fa and Fb belong to Rq(C \ [α, β]) having the asserted R[α, β]-measures. Using the
representation above, we obtain furthermore
(β − z)(z − α)F (z) =
∫
[α,β]
(β − z)(t− α)
t− z σ¨F (dt)− (β − z)σ¨F ([α, β])
=
∫
[α,β]
(
β − t
t− z + 1
)
(t− α)σ¨F (dt)− (β − z)σ¨F ([α, β])
=
∫
[α,β]
(β − t)(t− α)
t− z σ¨F (dt) +
∫
[α,β]
tσ¨F (dt)− (α+ β − z)σ¨F ([α, β]).
Hence, Fc(z) =
∫
[α,β]
1
t−z σ¨c(dt). By virtue of Theorem 4.9, thus Fc belongs to Rq(C \ [α, β])
having the asserted R[α, β]-measure.
The combination of Proposition 4.20 with Remarks 4.13 and A.2 yields:
Remark 4.21. Let F ∈ Rq(C \ [α, β]). For all z ∈ C \ [α, β], then
Im[(z − α)F (z)] = ImFa(z) = Im(z)
∫
[α,β]
t− α
|t− z|2 σ¨F (dt),
Im[(β − z)F (z)] = ImFb(z) = Im(z)
∫
[α,β]
β − t
|t− z|2 σ¨F (dt),
and
Im[(β − z)(z − α)F (z)] = ImFc(z) + Im(z)σ¨F ([α, β])
= Im(z)
[
σ¨F ([α, β]) +
∫
[α,β]
(β − t)(t− α)
|t− z|2 σ¨F (dt)
]
.
Using Remark 4.21, the following result is readily checked:
Remark 4.22. If F ∈ Rq(C \ [α, β]), then 1Im z Im[(β − z)(z − α)F (z)] < σ¨F ([α, β]) < Oq×q for
all z ∈ C \R.
5. An equivalent problem in the class Rq(C \ [α, β])
To describe the solution set of moment problems on the real axis, the transition to holomorphic
functions by means of the Stieltjes transformation considered in detail in Appendix C has
turned out to be very helpful. For the sake of a simpler description of the relation toR-functions
treated in the previous section, as usual, we choose in the case Ω = R for the Stieltjes transform
S the domain Π+ instead of C \R:
Definition 5.1. Let σ ∈ M<q (R). Then we call the matrix-valued function Sσ : Π+ → Cq×q
defined by
Sσ(z) :=
∫
R
1
t− zσ(dt)
the R-Stieltjes transform of σ.
From Theorem 4.3 and Definitions 4.4 and 5.1 we immediately see the well-known connection
of the R-Stieltjes transformation to the class R0,q(Π+):
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Proposition 5.2. (a) If F ∈ R0,q(Π+), then there exists a unique σ ∈ M<q (R) fulfilling
F = Sσ, namely σ = σF .
(b) If σ ∈M<q (R), then the R-Stieltjes transform Sσ of σ belongs to R0,q(Π+).
According to our interest in the matricial Hausdorff moment problem, we consider the in-
tegral transformation (C.1) for the particular case of non-negative Hermitian measures σ be-
longing to M<q ([α, β]):
Definition 5.3. Let σ ∈M<q ([α, β]). Then we call the matrix-valued function S¨σ : C\[α, β]→
C
q×q defined by
S¨σ(z) :=
∫
[α,β]
1
t− zσ(dt) (5.1)
the [α, β]-Stieltjes transform of σ.
The [α, β]-Stieltjes transform of a non-negative Hermitian measure from M<q ([α, β]) admits
a power series representation at z0 =∞ involving the corresponding moments:
Proposition 5.4 ( [5, Satz 1.2.16, p. 34]). Let σ ∈ M<q ([α, β]). Then the moments s(σ)j :=∫
[α,β] x
jσ(dx) exist for all j ∈ N0. For each z ∈ C with |z| > max{|α|, |β|}, furthermore
z ∈ C \ [α, β] and
S¨σ(z) = −
∞∑
j=0
z−(j+1)s
(σ)
j .
The following reformulation of Theorem 4.9 describes the relation between [α, β]-Stieltjes
transform S¨σ and R[α, β]-measure σ¨F :
Proposition 5.5. The mapping Λ[α,β] : M<q ([α, β]) → Rq(C \ [α, β]) given by σ 7→ S¨σ,
where S¨σ is given by (5.1), is well defined and bijective. Its inverse Λ
−1
[α,β] : Rq(C \ [α, β]) →
M<q ([α, β]) is given by F 7→ σ¨F , where σ¨F denotes the R[α, β]-measure of F.
By virtue of Proposition 5.5, the moment problem MP[[α, β]; (sj)
κ
j=0,=] admits a reformula-
tion as an equivalent problem for functions belonging to the class Rq(C \ [α, β]):
Problem FP[[α, β]; (sj)
κ
j=0]: Given a sequence (sj)
κ
j=0 of complex q × q matrices, parametrize
the set Rq[[α, β]; (sj)κj=0] of all F ∈ Rq(C \ [α, β]) with R[α, β]-measure σ¨F belonging to
M<q,κ[[α, β]; (sj)κj=0,=].
In particular, Problem FP[[α, β]; (sj)
κ
j=0] has a solution if and only if the moment prob-
lem MP[[α, β]; (sj)
κ
j=0,=] has a solution. From Theorem 3.5 we can therefore conclude:
Proposition 5.6. Let (sj)κj=0 be a sequence of complex q × q matrices. Then the set
Rq[[α, β]; (sj)κj=0] is non-empty if and only if the sequence (sj)κj=0 belongs to F<q,κ,α,β.
In view of Proposition 5.5, the solution set Rq[[α, β]; (sj)κj=0] of Problem FP[[α, β]; (sj)κj=0]
can also be described in the following way:
Remark 5.7. Rq[[α, β]; (sj)κj=0] = {S¨σ : σ ∈M<q,κ[[α, β]; (sj)κj=0,=]}.
In combination with Propositions 3.6 and 5.4, we can infer from Remark 5.7 in particular:
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Proposition 5.8. Let (sj)∞j=0 ∈ F<q,∞,α,β. Then the set Rq[[α, β]; (sj)∞j=0] consists of exactly
one element S. For all z ∈ C with |z| > max{|α|, |β|}, furthermore z ∈ C \ [α, β] and
S(z) = −
∞∑
j=0
z−(j+1)sj. (5.2)
In addition, we have the following result:
Proposition 5.9. Let (sj)∞j=0 ∈ F<q,∞,α,β, let F : C \ [α, β] → Cq×q be holomorphic, and let
ρ ∈ R with ρ ≥ max{|α|, |β|}. Suppose that F (z) = −∑∞j=0 z−(j+1)sj holds true for all z ∈ C
with |z| > ρ. Then F ∈ Rq[[α, β]; (sj)∞j=0].
Proof. Due to Proposition 5.8, the set Rq[[α, β]; (sj)∞j=0] consists of exactly one element S and
(5.2) holds true for all z ∈ C with |z| > max{|α|, |β|}. In particular, F (z) = S(z) for all z ∈ C
with |z| > ρ follows. Consequently, the application of the identity theorem for holomorphic
functions yields F = S. Therefore, F belongs to Rq[[α, β]; (sj)∞j=0].
In view of Proposition 4.20, the sequences (aj)
κ−1
j=0 , (bj)
κ−1
j=0 , and (cj)
κ−2
j=0 introduced in No-
tation 3.2 consist of the first power moments of the R[α, β]-measures σ¨a, σ¨b, and σ¨c of the
matrix-valued functions Fa, Fb, and Fc built, according to Notation 4.19, from a given function
F ∈ Rq[[α, β]; (sj)κj=0]:
Remark 5.10. Let (sj)κj=0 ∈ F<q,κ,α,β and let F ∈ Rq[[α, β]; (sj)κj=0]. If κ ≥ 1, then Fa ∈
Rq[[α, β]; (aj)κ−1j=0 ] and Fb ∈ Rq[[α, β]; (bj)κ−1j=0 ]. If κ ≥ 2, then Fc ∈ Rq[[α, β]; (cj)κ−2j=0 ].
6. A Schur–Nevanlinna type algorithm in the class Rq(C \ [α, β])
On the background of Proposition 3.7 and Theorem 3.45, we parametrized in [28, Sec. 8] the set
M<q ([α, β]) of non-negative Hermitian q × q measures on [α, β] and generalized several results
from the scalar theory of canonical moments (cf. [12]) to the matrix case. To that end, we
associated to such a measure the sequences built via Definitions 3.21 and 3.42 from its sequence
of power moments:
Definition 6.1. Let σ ∈ M<q ([α, β]) with sequence of power moments (s(σ)j )∞j=0. Denote
by (e
(σ)
j )
∞
j=0 the [α, β]-interval parameter sequence of (s
(σ)
j )
∞
j=0 and by (d
(σ)
j )
∞
j=0 the sequence
of [α, β]-interval lengths associated with (s
(σ)
j )
∞
j=0. Then we call (e
(σ)
j )
∞
j=0 the sequence of
matricial canonical moments associated with σ and we say that (d(σ)j )
∞
j=0 is the sequence of
matricial interval lengths associated with σ.
Theorem 6.2 ( [28, Thm. 8.2]). The mapping Π[α,β] : M<q ([α, β]) → E<q,∞,δ given by σ 7→
(e
(σ)
j )
∞
j=0 is well defined and bijective.
On the basis of Proposition 5.5, a parametrization of the class Rq(C \ [α, β]) immediately
follows:
Definition 6.3. Let F ∈ Rq(C \ [α, β]) with R[α, β]-measure σ¨F . Denote by (e[F ]j )∞j=0 the se-
quence of matricial canonical moments associated with σ¨F and by (d
[F ]
j )
∞
j=0 the sequence of ma-
tricial interval lengths associated with σ¨F . Then we call (e
[F ]
j )
∞
j=0 the sequence of R[α, β]-Schur
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parameters associated with F and we say that (d[F ]j )
∞
j=0 is the sequence of R[α, β]-interval
lengths associated with F .
Theorem 6.4. The mapping ∆[α,β] : Rq(C \ [α, β]) → E<q,∞,δ given by F 7→ (e[F ]j )∞j=0 is well
defined and bijective.
Proof. Use Proposition 5.5 and Theorem 6.2.
By means of this one-to-one correspondence, results obtained in [28,29] on matricial canoni-
cal moments associated with non-negative Hermitian measures from M<q ([α, β]) carry over to
matrix-valued functions belonging to the class Rq(C \ [α, β]) and their R[α, β]-Schur parame-
ters.
By virtue of Propositions 3.6 and 3.58, the Fα,β-transformation (see Definitions 3.51
and 3.55) for [α, β]-non-negative definite sequences of matrices gave rise to a transformation
considered in [29, Def. 10.1] for non-negative Hermitian measures from M<q ([α, β]):
Definition 6.5. Let σ ∈M<q ([α, β]) with sequence of power moments (sj)∞j=0 and let k ∈ N0.
Denote by (s
{k}
j )
∞
j=0 the k-th Fα,β-transform of (sj)∞j=0 and by σ{k} the uniquely determined
element in M<q,∞[[α, β]; (s{k}j )∞j=0,=]. Then we call σ{k} the k-th M[α, β]-transform of σ.
Remark 6.6. Let σ ∈ M<q ([α, β]). According to Definitions 6.5 and 3.55, then σ{0} = σ and
σ{k} is exactly the first M[α, β]-transform of σ{k−1} for each k ∈ N.
Remark 6.7. Let (sj)κj=0 ∈ F<q,κ,α,β, let σ ∈ M<q,κ[[α, β]; (sj)κj=0,=], and let k ∈ Z0,κ.
Then, in view of Definition 6.5 and Remark 3.57, it is readily checked that σ{k} belongs
to M<q,κ−k[[α, β]; (s{k}j )κ−kj=0 ,=].
In view of Proposition 5.5, we can define a corresponding transformation for functions be-
longing to the class Rq(C \ [α, β]):
Definition 6.8. Let F ∈ Rq(C \ [α, β]) with R[α, β]-measure σ and let k ∈ N0. Denote by
σ{k} the k-th M[α, β]-transform of σ and by F {k} the [α, β]-Stieltjes transform of σ{k}. Then
we call F {k} the k-th R[α, β]-Schur transform of F .
Remark 6.9. In the situation of Definition 6.8 we see from Proposition 5.5 that F {k} belongs
to Rq(C \ [α, β]) and that σ{k} is the R[α, β]-measure of F {k}.
Remark 6.10. Let F ∈ Rq(C \ [α, β]). Then, regarding Definition 6.8, Remark 6.6, and Propo-
sition 5.5, it is readily checked that F {0} = F and that F {k} is exactly the first R[α, β]-Schur
transform of F {k−1} for each k ∈ N.
Remark 6.11. Let (sj)κj=0 ∈ F<q,κ,α,β, let F ∈ Rq[[α, β]; (sj)κj=0], and let k ∈ Z0,κ. Because of
Remarks 6.7 and 6.9, then F {k} ∈ Rq[[α, β]; (s{k}j )κ−kj=0 ].
One of the results in [29] states that theM[α, β]-transformation of a non-negative Hermitian
measure from M<q ([α, β]) is essentially equivalent to left shifting its sequence of matricial
canonical moments:
Proposition 6.12 ( [29, Prop. 10.4]). Let k ∈ N0 and let σ ∈ M<q ([α, β]) with k-th
M[α, β]-transform µ. Then e(µ)0 = δk−1d(σ)k and e(µ)j = e(σ)k+j for all j ∈ N. Furthermore,
d
(µ)
j = δ
kd
(σ)
k+j for all j ∈ N0. In particular, µ([α, β]) = δk−1d(σ)k .
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The following analogous result for matrix-valued functions from the class Rq(C \ [α, β]) justi-
fies the notionsR[α, β]-Schur parameters andR[α, β]-Schur transform chosen in Definitions 6.3
and 6.8, resp.
Proposition 6.13. Let k ∈ N0 and let F ∈ Rq(C \ [α, β]) with k-th R[α, β]-Schur transform
G. Then e[G]0 = δ
k−1d
[F ]
k and e
[G]
j = e
[F ]
k+j for all j ∈ N. Furthermore, d[G]j = δkd[F ]k+j for
all j ∈ N0.
Proof. In view of Definitions 6.3 and 6.8 and Remark 6.9, this is an immediate consequence of
Proposition 6.12.
Let Ω ∈ BR \ {∅}. A non-negative Hermitian measure σ ∈ M<q (Ω) is said to be molecular
if there exists a finite subset B of Ω satisfying σ(Ω \B) = Oq×q. Obviously, this is equivalent
to the existence of an m ∈ N and sequences (ξℓ)mℓ=1 and (Aℓ)mℓ=1 from Ω and Cq×q< , resp., such
that σ =
∑m
ℓ=1 δξℓAℓ, where δξℓ is the Dirac measure on ([α, β],B[α,β]) with unit mass at ξℓ.
It was shown in [29, Prop. 10.5] that σ ∈ M<q ([α, β]) is molecular if and only if for some
k ∈ N0 its k-thM[α, β]-transform σ{k} coincides with the q × q zero measure on ([α, β],B[α,β]).
This leads to a characterization of rational matrix-valued functions fromRq(C \ [α, β]) in terms
of their k-th R[α, β]-Schur transforms:
Proposition 6.14. Let F ∈ Rq(C \ [α, β]). Then the following statements are equivalent:
(i) There exist complex q × q matrix polynomials P and Q such that detQ does not vanish
identically and that F coincides with the restriction of PQ−1 onto C \ [α, β].
(ii) There exists an integer k ∈ N0 such that F {k} coincides with the constant function
on C \ [α, β] with value Oq×q.
Proof. First observe that the R[α, β]-measure σ := σ¨F given via Definition 4.10 belongs to
M<q ([α, β]). According to Lemma 4.12, the restriction f of F onto Π+ belongs to R0,q(Π+).
Furthermore, the spectral measure µ := σf of f given via Definition 4.4 belongs to M<q (R)
and, in view of Lemma 4.12, fulfills µ(R \ [α, β]) = Oq×q and µ(B) = σ(B) for all B ∈ B[α,β].
In particular, µ is molecular if and only if σ is molecular. From [29, Prop. 10.5] we see that
σ is molecular if and only if, for some k ∈ N0, the k-th M[α, β]-transform σ{k} of σ given via
Definition 6.5 coincides with the q × q zero measure on ([α, β],B[α,β]). For an arbitrary k ∈ N0,
by virtue of Definitions 6.8 and 5.3 and Proposition 5.5, we infer that σ{k} is the q × q zero
measure on ([α, β],B[α,β]) if and only if F
{k} is the constant function on C \ [α, β] with value
Oq×q. Consequently, we have shown that (ii) is equivalent to the following statement:
(iii) µ is molecular.
(i)⇒(iii): Suppose there exist complex q × q matrix polynomials P and Q such that detQ
does not vanish identically and F is the restriction of PQ−1 onto C \ [α, β]. Then f coincides
with the restriction of PQ−1 onto Π+. Hence, the application of [17, Lem. B.4] yields (iii).
(iii)⇒(i): Suppose that µ is molecular. From Proposition 5.5 we see that F is exactly
the [α, β]-Stieltjes transform S¨σ of σ given via Definition 5.3. If µ is the q × q zero measure
on (R,BR), then σ coincides with the q × q zero measure on ([α, β],B[α,β]), hence S¨σ is, by
(5.1), the constant function on C \ [α, β] with value Oq×q, and, regarding F = S¨σ, thus (i)
obviously holds true. Now assume that µ is not the q × q zero measure on (R,BR), i. e.
µ(R) 6= Oq×q. Proposition 5.4 shows that the moments sj :=
∫
[α,β] x
jσ(dx) exist for all j ∈ N0
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and that we have, for each z ∈ C with |z| > max{|α|, |β|}, furthermore z ∈ C \ [α, β] and
S¨σ(z) = −∑∞j=0 z−(j+1)sj. For all j ∈ N0, obviously sj = ∫R xjµ(dx). In view of (iii) and
µ(R) 6= Oq×q, then [17, Rem. 4.6] shows that (sj)∞j=0 is, using the terminology of [17], a
completely degenerate Hankel non-negative definite sequence of order n for some n ∈ N. Thus,
from [17, Prop. 9.2 and Rem. 3.5] we obtain the existence of a constant ρ ∈ [0,∞) and specific
complex q × q matrix polynomials an and bn such that det bn does not vanish identically and∑∞
j=0 z
−(j+1)sj = (anb
−1
n )(z) holds true for all z ∈ C with |z| > ρ. Setting P := −an and
Q := bn, then detQ does not vanish identically and
F (z) = S¨σ(z) = −
∞∑
j=0
z−(j+1)sj = −(anb−1n )(z) = (PQ−1)(z)
is valid for all z ∈ C with |z| > max{|α|, |β|, ρ}. Since F is holomorphic in C\ [α, β], then poles
of the matrix-valued rational function PQ−1 can only occur in [α, β] and F coincides with the
restriction of PQ−1 onto C \ [α, β]. Consequently, (i) is valid.
7. The class PRq(C \ [α, β])
In the scalar case q = 1, the set of all solutions of problem FP[[α, β]; (sj)
2n+1
j=0 ] can be
parametrized with functions of the class R1(C \ [α, β]) augmented by the constant function
with value ∞ defined on C \ [α, β] (cf. [42, Thm. 7.2]). The corresponding approach for
the matricial situation q ≥ 1 consists of extending the class Rq(C \ [α, β]) of holomorphic
matrix-valued functions according to Appendix D to some class of regular q × q matrix pairs
of meromorphic matrix-valued functions. Such a class was already considered in [10, Sec. 5].
As a first step, we extend the class Rq(Π+), using the terminology from Appendix D and the
end of Appendix F, without explaining these notations here. We only recall that a p× q matrix
pair [P ;Q] is said to be regular if it satisfies rank
[
P
Q
]
= q. Furthermore, we observe that the
set P(F ) of poles of any meromorphic matrix-valued function F is discrete.
Notation 7.1. Denote by PRq(Π+) the set of all ordered pairs [P ;Q] consisting of Cq×q-valued
functions P and Q which are meromorphic in Π+, such that a discrete subset D of Π+ exists,
satisfying the following three conditions:
(I) P(P ) ∪ P(Q) ⊆ D.
(II) rank
[
P (z)
Q(z)
]
= q for all z ∈ Π+ \ D.
(III) Im([Q(z)]∗[P (z)]) ∈ Cq×q< for all z ∈ Π+ \ D.
Using a continuity argument, the following result is readily checked:
Remark 7.2. If [P ;Q] ∈ PRq(Π+), then Im([Q(z)]∗[P (z)]) ∈ Cq×q< for all z ∈ Π+\[P(P )∪P(Q)].
Now we supplement Notation 7.1 in the following way:
Notation 7.3. For each [P ;Q] ∈ PRq(Π+), denote by E([P ;Q]) the set of all z ∈ Π+ \ [P(P )∪
P(Q)] satisfying rank
[
P (z)
Q(z)
]
6= q.
Regarding Definition D.1, for each [P ;Q] ∈ PRq(Π+), we see that E([P ;Q]) is exactly the set
of all points z ∈ Π+ at which P and Q are both defined and the q × q matrix pair [P (z);Q(z)]
is not regular. In general, the linear subspace R([ P (z)
Q(z)
]
) depends on z, whereas its dimension
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as well as the linear subspaces R(Q(z)), R(P (z)), Q(z)(N (P (z))), P (z)(N (Q(z))), and the
difference dimR(P (z))− dim(P (z)(N (Q(z)))) are essentially independent of z:
Proposition 7.4. Let [P ;Q] ∈ PRq(Π+). Then P := P(P ) ∪ P(Q) is a discrete subset
of Π+ and E := E([P ;Q]) is a discrete subset of G := Π+ \ P admitting the representation
E = {z ∈ G : det[Q(z) − iP (z)] = 0}. The set A := P ∪ E is the smallest discrete subset
of Π+ satisfying the conditions (I)–(III) in Notation 7.1. For all z ∈ Π+ \A, the q × q matrix
pair [P (z);Q(z)] is regular. For all z,w ∈ Π+ \ A, furthermore
R(Q(z)) = R(Q(w)), R(P (z)) = R(P (w)),
Q(z)(N (P (z))) = Q(w)(N (P (w))), P (z)(N (Q(z))) = P (w)(N (Q(w))),
and dimR(P (z)) − dim(P (z)(N (Q(z)))) = dimR(P (w)) − dim(P (w)(N (Q(w)))) hold true.
Proof. Observe that the matrix-valued functions P and Q are both meromorphic in Π+. Hence,
the sets P(P ) and P(Q) of poles as well as their union P are discrete subsets of Π+. Consider
an arbitrary discrete subset D of Π+, satisfying the conditions (I)–(III) in Notation 7.1. Such
a subset exists by virtue of Notation 7.1. In view of Notation 7.1(II), and Notation 7.3, then
the set E is a subset of D and hence discrete. In particular, E is a discrete subset of G.
Because of Notation 7.3 and Remark 7.2, the conditions (I)–(III) in Notation 7.1 are fulfilled
where the set D is substituted by A . Due to Notation 7.1(I), we have P ⊆ D. Taking
additionally into account E ⊆ D, we see that the set A is a subset of D and thus a discrete
subset of Π+. Therefore, the set A is the smallest discrete subset D of Π+ satisfying the
conditions (I)–(III) in Notation 7.1. Obviously, the matrix-valued functions F := Q+ iP and
G := Q − iP are both holomorphic in G. From Lemma D.10 we infer that, for all z ∈ G
with detG(z) 6= 0, the q × q matrix pair [P (z);Q(z)] is regular, implying z /∈ E . In view of
Notation 7.3 and Definition D.1, we can conclude that, for all z ∈ G \ E , the q × q matrix pair
[P (z);Q(z)] is regular and fulfills Im([Q(z)]∗[P (z)]) ∈ Cq×q< , by virtue of Remark 7.2. Because
of Lemma D.11, we conversely have then detG(z) 6= 0 for all z ∈ G with z /∈ E . Consequently,
E = {z ∈ G : detG(z) = 0}. Hence, S : G \ E → Cp×q defined by S(z) := [F (z)][G(z)]−1 is a
holomorphic matrix-valued function. Furthermore, due to Lemma D.11, we have ‖S(z)‖S ≤ 1
for all z ∈ G\E . In particular, S and −S both belong to the class Sq×q(G\E) of Schur functions
(in G\E) introduced in Notation F.9. In view of Lemma F.10, thusR(Iq±S(z)) = R(Iq±S(w))
and N (Iq ± S(z)) = N (Iq ± S(w)) hold true for all z,w ∈ G \ E . Regarding additionally
Π+ \ A = G \ E , the application of Lemma D.10 completes the proof.
After transition to an appropriate equivalence relation, we can identify the class Rq(Π+)
of matrix-valued functions with the set of equivalence classes of pairs [P ;Q] ∈ PRq(Π+) for
which detQ does not identically vanish in Π+. The analogous considerations are worked out
in detail below for the following extension PRq(C \ [α, β]) of the class Rq(C \ [α, β]) in the
above mentioned sense.
Notation 7.5 (cf. [10, Def. 5.2]). Denote by PRq(C \ [α, β]) the set of all ordered pairs [P ;Q]
consisting of Cq×q-valued functions P and Q which are meromorphic in C \ [α, β], for which a
discrete subset D of C \ [α, β] exists, satisfying the following conditions:
(I) P(P ) ∪ P(Q) ⊆ D.
(II) rank
[
P (z)
Q(z)
]
= q for all z ∈ C \ ([α, β] ∪ D).
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(III) 1Im z Im((z − α)[Q(z)]∗[P (z)]) ∈ Cq×q< for all z ∈ C \ (R ∪ D).
(IV) 1Im z Im((β − z)[Q(z)]∗[P (z)]) ∈ Cq×q< for all z ∈ C \ (R ∪ D).
Again using a continuity argument, the following result is readily checked:
Remark 7.6. If [P ;Q] ∈ PRq(C \ [α, β]), then 1Im z Im((z − α)[Q(z)]∗[P (z)]) ∈ Cq×q< and
1
Im z Im((β − z)[Q(z)]∗[P (z)]) ∈ Cq×q< for all z ∈ C \ [R ∪ P(P ) ∪ P(Q)].
As done for Notation 7.3 above, we analogously supplement Notation 7.5 in the following
way:
Notation 7.7. For each [P ;Q] ∈ PRq(C \ [α, β]) denote by E¨([P ;Q]) the set of all z ∈ C \
([α, β] ∪ P(P ) ∪ P(Q)) satisfying rank[ P (z)Q(z) ] 6= q.
Regarding Definition D.1, we see that, for each [P ;Q] ∈ PRq(C \ [α, β]), the set E¨([P ;Q])
is exactly the set of all points z ∈ C \ [α, β] at which P and Q are both defined and for which
the q × q matrix pair [P (z);Q(z)] is not regular. The pairs belonging to PRq(C \ [α, β]) fulfill
conditions analogous to those in Proposition 4.14 for matrix-valued functions belonging to
Rq(C \ [α, β]):
Lemma 7.8. Let [P ;Q] ∈ PRq(C \ [α, β]) and let P := P(P ) ∪ P(Q). Then
1
Im z Im([Q(z)]
∗[P (z)]) ∈ Cq×q< for all z ∈ C \ (R ∪ P) and Re([Q(w)]∗[P (w)]) ∈ Cq×q< for
all w ∈ [H−(α)] \ P and −Re([Q(w)]∗[P (w)]) ∈ Cq×q< for all w ∈ [H+(β)] \ P. Furthermore,
[Q(x)]∗[P (x)] ∈ Cq×q< for all x ∈ (−∞, α)\P and −[Q(x)]∗[P (x)] ∈ Cq×q< for all x ∈ (β,∞)\P.
Proof. Consider an arbitrary z ∈ C \ (R ∪ P). We have
Im((β − z)[Q(z)]∗[P (z)]) + Im((z − α)[Q(z)]∗[P (z)]) = (β − α) Im([Q(z)]∗[P (z)]).
Regarding α < β, we obtain, by virtue of Remarks 7.6 and A.24, consequently
1
Im z Im([Q(z)]
∗[P (z)]) ∈ Cq×q< . Let A := [Q(z)]∗[P (z)]. Using Remarks A.2, A.24, and 7.6,
we infer in the case Re z < α then
ReA =
1
Im z
Im(zA)− Re z
Im z
ImA <
1
Im z
Im(zA)− α
Im z
ImA =
1
Im z
Im[(z − α)A] < Oq×q,
i. e., Re([Q(z)]∗[P (z)]) ∈ Cq×q< . In the case Re z > β, we can conclude analogously
− ReA = Re z
Im z
Im(A)− 1
Im z
Im(zA)
<
β
Im z
Im(A)− 1
Im z
Im(zA) =
1
Im z
Im[(β − z)A] < Oq×q,
i. e., −Re([Q(z)]∗[P (z)]) ∈ Cq×q
<
. Observe that the matrix-valued functions P and Q are both
meromorphic in C \ [α, β]. Since the set P is the union of the poles of P and Q, it is a discrete
subset of C\[α, β]. Furthermore, P andQ are both holomorphic in C\([α, β]∪P). Consequently,
a continuity argument shows that we have Re([Q(w)]∗[P (w)]) ∈ Cq×q< for all w ∈ [H−(α)] \ P
and −Re([Q(w)]∗[P (w)]) ∈ Cq×q< for all w ∈ [H+(β)] \ P. Regarding the continuity of the
function S : C \ ([α, β] ∪ P) → Cq×q defined by S(z) := [Q(z)]∗[P (z)], we can conclude as in
the proof of Lemma C.3 that Im([Q(x)]∗[P (x)]) = Oq×q holds true for all x ∈ R \ ([α, β] ∪ P).
Therefore, we get [Q(x)]∗[P (x)] = Re([Q(x)]∗[P (x)]) for all x ∈ R \ ([α, β] ∪ P). Taking
into account the already shown inequalities, we can infer then [Q(x)]∗[P (x)] ∈ Cq×q< for all
x ∈ (−∞, α) \ P and −[Q(x)]∗[P (x)] ∈ Cq×q< for all x ∈ (β,∞) \ P.
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By virtue of Lemma 7.8, we can think of PRq(C \ [α, β]) as a subclass of PRq(Π+) via
restricting to the open upper half-plane Π+. Analogous as done for the class PRq(Π+) in
Proposition 7.4 above, we are now going to prove that for each pair [P ;Q] ∈ PRq(C \ [α, β])
certain linear subspaces associated with the q × q matrix pair [P (z);Q(z)] are essentially inde-
pendent of z. This is in accordance with Proposition 4.15. In the proof we will use Lemma 7.8
to reduce the situation to several open half-planes, in order to apply Proposition 7.4.
Proposition 7.9. Let [P ;Q] ∈ PRq(C \ [α, β]). Let Π1 := Π+, Π2 := H−(α),, Π3 := Π−,
and Π4 := H+(β). Then P := P(P )∪P(Q) is a discrete subset of C\ [α, β] and E := E¨([P ;Q])
is a discrete subset of G := C\ ([α, β]∪P) with Πk ∩E = {z ∈ Πk \P : det[Q(z)− ikP (z)] = 0}
for each k ∈ {1, 2, 3, 4}. The set A := P ∪ E is the smallest discrete subset D of C \ [α, β]
satisfying the conditions (I)–(IV) in Notation 7.5. For all z ∈ C\([α, β]∪A), the q × q matrix
pair [P (z);Q(z)] is regular. For every choice of z and w in C \ ([α, β] ∪ A), furthermore
R(Q(z)) = R(Q(w)), R(P (z)) = R(P (w)), (7.1)
Q(z)(N (P (z))) = Q(w)(N (P (w))), P (z)(N (Q(z))) = P (w)(N (Q(w))), (7.2)
and dimR(P (z)) − dim(P (z)(N (Q(z)))) = dimR(P (w)) − dim(P (w)(N (Q(w)))) hold true.
Proof. Since P and Q are matrix-valued functions meromorphic in C \ [α, β], the union P
of their poles is a discrete subset of C \ [α, β]. Consider an arbitrary discrete subset D of
C \ [α, β] satisfying the conditions (I)–(IV) in Notation 7.5. Such a subset exists by virtue of
Notation 7.5. In view of Notation 7.5(II) and Notation 7.7, then the set E is a subset of D
and hence discrete. In particular, E is a discrete subset of G. Because of Notation 7.7 and
Remark 7.6, the conditions (I)–(IV) in Notation 7.5 are fulfilled with the set A instead of D.
Due to Notation 7.5(I), we have P ⊆ D. Taking additionally into account E ⊆ D, we see that
the set A is a subset of D and thus a discrete subset of C \ [α, β]. Therefore, the set A is
the smallest discrete subset D of C \ [α, β] satisfying the conditions (I)–(IV) in Notation 7.5.
For all z ∈ C \ ([α, β] ∪ A), we have furthermore z ∈ G and z /∈ E , implying rank[ P (z)
Q(z)
]
= q
according to Notation 7.7, which, in view of Definition D.1, shows that the q × q matrix pair
[P (z);Q(z)] is regular. Let φ1(ω) := ω, φ2(ω) := iω + α, φ3(ω) := −ω, and φ4(ω) := −iω + β.
It is readily checked that, for each k ∈ {1, 2, 3, 4}, the mapping φk : Π+ → Πk is bijective and
that the union of their images Π1,Π2,Π3,Π4 is exactly the whole domain C \ [α, β].
Consider now an arbitrary k ∈ {1, 2, 3, 4}. Since the inverse ψk := φ−1k of φk is an affine
bijection from Πk onto Π+ and since the sets P and E are discrete, we can infer that Dk :=
ψk(Πk ∩A) fulfills Dk = ψk(Πk ∩ (P ∪ E)) = ψk(Πk ∩P) ∪ψk(Πk ∩ E) and is a discrete subset
of Π+. Regarding Remark A.2 and Lemma 7.8, it is then readily checked that via
Pk(ω) := i
k−1P (φk(ω)) and Qk(ω) := Q(φk(ω)) (7.3)
matrix-valued functions Pk : ψk(Πk \P(P ))→ Cq×q and Qk : ψk(Πk \P(Q))→ Cq×q are given,
such that the pair [Pk;Qk] consists of C
q×q-valued functions, which are meromorphic in Π+,
for which Pk := P(Pk)∪P(Qk) fulfills Pk = ψk(Πk ∩P(P )) ∪ψk(Πk ∩P(Q)) = ψk(Πk ∩P) ⊆
Dk, and for which rank
[ Pk(ω)
Qk(ω)
]
= q and Im([Qk(ω)]
∗[Pk(ω)]) ∈ Cq×q< hold true for all ω in
ψk(Πk \ A) = ψk(Πk \ (Πk ∩ A)) = Π+ \ Dk. Consequently, [Pk;Qk] ∈ PRq(Π+). In view
of Proposition 7.4, then Pk we see that is a discrete subset of Π+ and Ek := E([Pk;Qk]) is a
discrete subset of Gk := Π+ \ Pk, admitting the representation
Ek = {ω ∈ Gk : det[Qk(ω)− iPk(ω)] = 0} =
{
ω ∈ Gk : det
[
Q(φk(ω)) − ikP (φk(ω))
]
= 0
}
.
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Furthermore, Ak := Pk ∪ Ek is a discrete subset of Π+ and the linear subspaces
R(Qk(ω)), R(Pk(ω)), Qk(ω)(N (Pk(ω))), Pk(ω)(N (Qk(ω))) and the difference of dimensions
dimR(Pk(ω))− dim(Pk(ω)(N (Qk(ω)))) are independent of ω ∈ Π+ \Ak. Since φk is an affine
bijection from Π+ onto Πk, we can conclude that Qk := Πk ∩ P fulfills Qk = φk(Pk) and is a
discrete subset of Πk and that Fk := φk(Ek) is a discrete subset of Hk := Πk \ Qk. We have
Hk = φk(Π+ \ Pk) = φk(Gk) and
Fk =
{
ζ ∈ Hk : det
[
Q(ζ)− ikP (ζ)
]
= 0
}
. (7.4)
Moreover, Bk := Qk∪Fk fulfills Bk = φk(Pk)∪φk(Ek) = φk(Pk∪Ek) = φk(Ak) and is a discrete
subset of Πk. Thus, Πk \Bk = φk(Π+ \Ak). Furthermore, R(Q(ζ)), R(P (ζ)), Q(ζ)(N (P (ζ))),
P (ζ)(N (Q(ζ))), and dimR(P (ζ))− dim(P (ζ)(N (Q(ζ)))) are, in view of (7.3), independent of
ζ ∈ Πk \ Bk, i. e., independent of ζ ∈ φk(Π+ \ Ak).
We are now going to verify Πk ∩ E = Fk. First consider an arbitrary ζ ∈ Πk ∩E . Because of
Hk = Πk \ Qk = Πk \ (Πk ∩ P) = Πk \ P (7.5)
and Notation 7.7, we have ζ ∈ Hk and rank
[ P (ζ)
Q(ζ)
] 6= q. To the contrary, assume ζ /∈ Fk. In
view of (7.4), then det[Q(ζ)− ikP (ζ)] 6= 0. By virtue of Lemma D.10, hence the q × q matrix
pair [P (ζ);Q(ζ)] is regular, i. e., rank
[ P (ζ)
Q(ζ)
]
= q, according to Definition D.1. Since this is a
contradiction, we necessarily have ζ ∈ Fk. Conversely, consider an arbitrary ζ ∈ Fk. Because
of (7.4) and (7.5), then ζ ∈ Hk = Πk \ P ⊆ C \ ([α, β] ∪ P). To the contrary, assume
ζ /∈ E . In view of Notation 7.7, then rank[ P (ζ)
Q(ζ)
]
= q. According to Definition D.1, hence the
q × q matrix pair [P (ζ);Q(ζ)] is regular. Regarding (7.3) and Remark D.5, for ω := ψk(ζ), we
have ω ∈ ψk(Hk) = Gk = Π+ \ Pk and
det([Pk(ω)]
∗[Pk(ω)] + [Qk(ω)]
∗[Qk(ω)]) = det([P (ζ)]
∗[P (ζ)] + [Q(ζ)]∗[Q(ζ)]) 6= 0.
Consequently, due to Remark D.5, the q × q matrix pair [Pk(ω);Qk(ω)] is regular, i. e.,
rank
[ Pk(ω)
Qk(ω)
]
= q, according to Definition D.1. By virtue of Notation 7.3, we have then
ω /∈ Ek, implying ζ /∈ Fk. Since this is a contradiction, we see that ζ necessarily be-
longs to E and therefore to Πk ∩ E . In view of (7.4) and (7.5), we obtain the equations
Πk∩E = Fk = {ζ ∈ Πk\P : det[Q(ζ)−ikP (ζ)] = 0}. As already shown, for each k ∈ {1, 2, 3, 4}
the set Bk is a discrete subset of Πk and the entities R(Q(ζ)), R(P (ζ)), Q(ζ)(N (P (ζ))),
P (ζ)(N (Q(ζ))), and dimR(P (ζ)) − dim(P (ζ)(N (Q(ζ)))) are independent of ζ ∈ Πk \ Bk. In
particular, B := B1 ∪ · · · ∪ B4 is a discrete subset of Π1 ∪ · · · ∪Π4 = C \ [α, β]. Therefore, the
sets (Π1 ∩Π2) \B, (Π2 ∩Π3) \B, and (Π3 ∩Π4) \B are non-empty. Consequently, we can infer
that the linear subspaces R(Q(ζ)), R(P (ζ)), Q(ζ)(N (P (ζ))), P (ζ)(N (Q(ζ))), and the differ-
ence of dimensions dimR(P (ζ))−dim(P (ζ)(N (Q(ζ)))) are independent of ζ in C\ ([α, β]∪B).
Because of
P =
4⋃
k=1
(Πk ∩ P) =
4⋃
k=1
Qk and E =
4⋃
k=1
(Πk ∩ E) =
4⋃
k=1
Fk,
we have furthermore A = P ∪E = (Q1 ∪F1)∪ · · · ∪ (Q4 ∪F4) = B1 ∪ · · · ∪B4 = B. Thus, (7.1),
(7.2), and dimR(P (z))− dim(P (z)(N (Q(z)))) = dimR(P (w))− dim(P (w)(N (Q(w)))) follow
for all z,w ∈ C \ ([α, β] ∪ A).
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As is easily seen, the class PRq(C\[α, β]) is closed under right multiplication by meromorphic
matrix-valued functions R with not identically vanishing determinant:
Remark 7.10. Let [P ;Q] ∈ PRq(C \ [α, β]) and let R be a Cq×q-valued function meromorphic
in C \ [α, β] such that detR does not vanish identically in C \ [α, β]. Then [PR;QR] ∈
PRq(C \ [α, β]).
In view of the remarks on meromorphic matrix-valued functions given at the end of Ap-
pendix F, it is readily checked that an equivalence relation on the set PRq(C \ [α, β]) is given.
Regarding Remark D.8, this equivalence relation is in accordance with that considered in
Appendix D for arbitrary p× q matrix pairs.
Definition 7.11. Two pairs [P ;Q], [S;T ] ∈ PRq(C \ [α, β]) are said to be equivalent if there
exists a Cq×q-valued function R meromorphic in C \ [α, β] such that detR does not vanish
identically in C\[α, β] which fulfills S = PR and T = QR. In this case, we write [P ;Q] ∼ [S;T ].
Furthermore, denote by 〈[P ;Q]〉 the equivalence class of a pair [P ;Q] ∈ PRq(C \ [α, β]) and
by 〈Q〉 := {〈[S;T ]〉 : [S;T ] ∈ Q} the set of equivalence classes of pairs belonging to a subset Q
of PRq(C \ [α, β]).
Using Remark 4.8, the following remark can be easily concluded from Proposition 4.18:
Remark 7.12 (cf. [10, Rem. 5.4]). Let F ∈ Rq(C \ [α, β]) and let the functions P,Q : C\[α, β] →
C
q×q be defined by P (z) := F (z) andQ(z) := Iq. Then the pair [P ;Q] belongs to PRq(C\[α, β])
and detQ(z) 6= 0 holds true for all z ∈ C \ [α, β].
Conversely, we have:
Lemma 7.13 (cf. [10, Prop. 5.7]). Let [P ;Q] ∈ PRq(C \ [α, β]) be such that detQ does not
identically vanish in C \ [α, β]. Then F := PQ−1 belongs to Rq(C \ [α, β]). Furthermore,
the pair [S;T ] consisting of the functions S, T : C \ [α, β] → Cq×q defined by S(z) := F (z)
and T (z) := Iq belongs to PRq(C \ [α, β]) and fulfills [P ;Q] ∼ [S;T ] and detT (z) 6= 0 for
all z ∈ C \ [α, β].
Proof. Due to [10, Prop. 5.7], we have F ∈ Rq(C \ [α, β]). In view of Remark 7.12, we get
then [S;T ] ∈ PRq(C \ [α, β]) and detT (z) 6= 0 for all z ∈ C \ [α, β]. Furthermore, R := Q−1
is a Cq×q-valued function, which is meromorphic in C \ [α, β], satisfying S = PR and T = QR.
Since detR = (detQ)−1 does not identically vanish in C\[α, β], thus [P ;Q] ∼ [S;T ] follows.
We end this section with an example of a simple family of pairs belonging to PRq(C\ [α, β]).
Remark 7.14. Let z ∈ C, let x := z − α, and let y := β − z. Involving δ := β − α, it is readily
checked that i(yx− xy) = 2δ Im(z) and |y|2x+ |x|2y = δyx.
Given two complex matrices A and B, we will use the notation
A⊕B :=
[
A O
O B
]
. (7.6)
Example 7.15. Let X,Y ∈ Cq×q satisfy rank[XY ] = q and Y ∗X ∈ Cq×q< . Let P,Q : C\[α, β] →
C
q×q be defined by P (z) := X and Q(z) := Y and let g, h : C \ [α, β] → C be given by
g(z) := z − α and h(z) := β − z, resp. Denote by Iq and Oq the constant q × q matrix-valued
functions defined on C \ [α, β] with values Iq and Oq×q, resp. Then:
(a) The pairs [P ;hQ] and [−P ; gQ] belong to PRq(C \ [α, β]).
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(b) If X = Oq×q, then [P ;hQ] and [−P ; gQ] are equivalent to [Oq;Iq].
(c) If Y = Oq×q, then [P ;hQ] and [−P ; gQ] are equivalent to [Iq;Oq].
We verify that statements (a)–(c) are true:
(a) The functions P , hQ, −P , and gQ are holomorphic in C\[α, β]. Consider an arbitrary z ∈
C\[α, β]. Let x := z−α and let y := β−z. Observe that the matrices Iq⊕(yIq) and (−Iq)⊕(xIq)
are invertible. Consequently, we get rank
[ P (z)
h(z)Q(z)
]
= rank
[
X
yY
]
= rank([Iq ⊕ (yIq)]
[
X
Y
]
) =
rank
[
X
Y
]
= q and rank
[ −P (z)
g(z)Q(z)
]
= rank
[
−X
xY
]
= rank([(−Iq) ⊕ (xIq)]
[
X
Y
]
) = rank
[
X
Y
]
= q.
From the first equation in Remark 7.14 we can conclude Im(xy) = δ Im z and Im(yx) = −δ Im z.
Taking additionally into account Y ∗X ∈ Cq×q< , we thus obtain
Im((z − α)[h(z)Q(z)]∗[P (z)]) = Im(xyY ∗X) = Im(xy)Y ∗X = δ Im(z)Y ∗X,
Im((β − z)[h(z)Q(z)]∗[P (z)]) = Im
(
|y|2Y ∗X
)
= Oq×q,
Im((z − α)[g(z)Q(z)]∗[−P (z)]) = Im
(
−|x|2Y ∗X
)
= Oq×q,
and
Im((β − z)[g(z)Q(z)]∗[−P (z)]) = Im(−yxY ∗X) = − Im(yx)Y ∗X = δ Im(z)Y ∗X.
Now assume in addition z /∈ R. Because of δ > 0 and Y ∗X ∈ Cq×q
<
, we can infer
1
Im z
Im((z − α)[h(z)Q(z)]∗[P (z)]) ∈ Cq×q< ,
1
Im z
Im((β − z)[h(z)Q(z)]∗[P (z)]) ∈ Cq×q< ,
and
1
Im z
Im((z − α)[g(z)Q(z)]∗[−P (z)]) ∈ Cq×q< ,
1
Im z
Im((β − z)[g(z)Q(z)]∗[−P (z)]) ∈ Cq×q< ,
by virtue of Remark A.24. Hence, [P ;hQ] and [−P ; gQ] belong to PRq(C \ [α, β]).
(b) Assume X = Oq×q. Then [P ;hQ] = [Oq;hQ] and [−P ; gQ] = [Oq; gQ]. Since
rank
[Oq×q
Y
]
= rank
[
X
Y
]
= q, we have detY 6= 0. Hence, det(hQ) and det(gQ) both do not
vanish identically in C \ [α, β]. Because of
[
P (hQ)−1
(hQ)(hQ)−1
]
=
[
Oq(hQ)
−1
(hQ)(hQ)−1
]
=
[
Oq
Iq
]
and
[
(−P )(gQ)−1
(gQ)(gQ)−1
]
=
[
Oq(gQ)
−1
(gQ)(gQ)−1
]
=
[
Oq
Iq
]
,
the pairs [P ;hQ] and [−P ; gQ] are then both equivalent to [Oq;Iq].
(c) Assume Y = Oq×q. Then [P ;hQ] = [P ;Oq] and [−P ; gQ] = [−P ;Oq]. Since
rank
[ X
Oq×q
]
= rank
[
X
Y
]
= q, we have detX 6= 0. Hence, detP and det(−P ) both do not
vanish identically in C \ [α, β]. Because of
[
PP−1
(hQ)P−1
]
=
[
PP−1
OqP
−1
]
=
[
Iq
Oq
]
and
[
(−P )(−P )−1
(gQ)(−P )−1
]
=
[
(−P )(−P )−1
Oq(−P )−1
]
=
[
Iq
Oq
]
,
the pairs [P ;hQ] and [−P ; gQ] are then both equivalent to [Iq;Oq].
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8. The class of parameters
The pairs belonging to the subclass of PRq(C\[α, β]) introduced below generate the equivalence
classes, which will be used in Section 14 as parameters in the description of the set of all
solutions to Problem FP[[α, β]; (sj)
m
j=0].
Notation 8.1. For each M ∈ Cq×p, let P¨[M ] be the set of all pairs [F ;G] ∈ PRq(C \ [α, β]) for
which there exists a z0 ∈ C \ ([α, β] ∪ P(F ) ∪ P(G) ∪ E¨([F ;G])) such that R(F (z0)) ⊆ R(M).
Remark 8.2. If M ∈ Cq×p fulfills rankM = q, then P¨[M ] = PRq(C \ [α, β]).
The class P¨ [M ] can be characterized by an additional equation involving the transformation
matrix PR(M) corresponding to the orthogonal projection onto the column space R(M):
Lemma 8.3. Let M ∈ Cq×p and let [F ;G] ∈ PRq(C \ [α, β]). Then [F ;G] ∈ P¨[M ] if and
only if PR(M)F = F . In this case, R(F (z)) ⊆ R(M) for all z ∈ C \ ([α, β] ∪ P(F )).
Proof. First observe that F is a matrix-valued function meromorphic in C\[α, β] and that G :=
C\([α, β]∪P(F )) is exactly the set of points at which F is holomorphic. Therefore, PR(M)F is
a matrix-valued function meromorphic in C \ [α, β] and G is exactly the set of points at which
PR(M)F is holomorphic. In view of Proposition 7.9, the set A := P(F )∪P(G)∪ E¨([F ;G]) is a
discrete subset of C \ [α, β] and R(F (z)) = R(F (w)) holds true for all z,w ∈ C \ ([α, β] ∪ A).
Assume [F ;G] ∈ P¨[M ]. Then there exists some z0 ∈ C\ ([α, β]∪A) with R(F (z0)) ⊆ R(M).
As a subset of A the set D := P(G) ∪ E¨([F ;G]) is discrete and the function F which is
holomorphic in G fulfills, for all w ∈ G \ D = C \ ([α, β] ∪ A), furthermore R(F (w)) =
R(F (z0)) ⊆ R(M), implying PR(M)F (w) = F (w). Since D is discrete, the set G \ D has an
accumulation point in G. Therefore, the identity theorem for holomorphic functions yields
PR(M)F (z) = F (z) for all z ∈ G, implying PR(M)F = F and R(F (z)) ⊆ R(M) for all z ∈ G.
Conversely, assume PR(M)F = F . Since the set A is discrete, there exists some z0 ∈
C\([α, β]∪A). In particular, z0 ∈ G and, consequently, PR(M)F (z0) = F (z0). ThusR(F (z0)) ⊆
R(M), implying [F ;G] ∈ P¨[M ].
Using Lemma 8.3, it is readily checked that the equivalence relation on the set PRq(C\[α, β])
introduced in Definition 7.11 is compatible with the here considered subclass P¨ [M ] in the
following sense:
Remark 8.4. Let M ∈ Cq×p and let [F ;G] ∈ P¨ [M ]. Then [F˜ ; G˜] ∈ P¨ [M ] for all [F˜ ; G˜] ∈
〈[F ;G]〉.
We can obtain a description of the set of equivalence classes 〈P¨ [M ]〉, depending on the rank
r of the matrix M in terms of equivalence classes of pairs belonging to PRr(C \ [α, β]):
Lemma 8.5. Let M ∈ Cq×p and let r := rankM :
(a) If r = 0, then 〈P¨[M ]〉 = {〈[F0;G0]〉} where F0, G0 : C \ [α, β] → Cq×q are defined by
F0(z) := Oq×q and G0(z) := Iq.
(b) Assume r ≥ 1. Let u1, u2, . . . , ur be an arbitrary orthonormal basis of R(M), let U :=
[u1, u2, . . . , ur], and let ΓU : 〈PRr(C \ [α, β])〉 → 〈P¨ [M ]〉 be defined by ΓU (〈[f ; g]〉) :=
〈[UfU∗;UgU∗ + P[R(M)]⊥ ]〉. Then ΓU is well defined and bijective.
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Proof. First assume r = 0, i. e., M = Oq×p. Hence, PR(M) = Oq×q. Consider now an arbitrary
pair [F1;G1] ∈ P¨ [M ]. By virtue of Lemma 8.3, then F1 = PR(M)F1 = F0 follows. Observe that
[F1;G1] belongs to PRq(C\[α, β]). In view of Notation 7.5, thus rank
[ F1(z0)
G1(z0)
]
= q for some z0 ∈
C\([α, β]∪P(F1)∪P(G1)). Because of F1(z0) = F0(z0) = Oq×q, then necessarily detG1(z0) 6= 0
holds true. In particular, detG1 does not vanish identically in C \ [α, β]. Consequently, the
application of Lemma 7.13 to the pair [F1;G1] and regarding F1G
−1
1 = F0G
−1
1 = F0, we obtain
[F1;G1] ∼ [F0;G0]. Therefore, 〈P¨ [M ]〉 ⊆ {〈[F0;G0]〉} is verified. Using Remark 7.12 and
Lemma 8.3, we can easily infer [F0;G0] ∈ P¨ [M ]. Hence, 〈P¨[M ]〉 = {〈[F0;G0]〉}.
Now assume r ≥ 1. We have U∗U = Ir and R(U) = R(M). Let N := P[R(M)]⊥ . Using
Remarks A.11 and A.12, we immediately obtain the representations
N = P[R(U)]⊥ = Iq − PR(U) = Iq − UU∗. (8.1)
In particular, we see
NU = U − UU∗U = Oq×r and U∗N = U∗ − U∗UU∗ = Or×q. (8.2)
We first consider an arbitrary pair [f ; g] ∈ PRr(C\[α, β]) and show that ΓU (〈[f ; g]〉) belongs
to 〈P¨[M ]〉: According to Notation 7.5, the Cr×r-valued functions f and g are meromorphic in
C \ [α, β] and there exists a discrete subset D of C \ [α, β] with P(f) ∪ P(g) ⊆ D such that
rank
[ f(z)
g(z)
]
= r for all z ∈ C \ ([α, β] ∪D) and furthermore 1Im z Im((z−α)[g(z)]∗[f(z)]) ∈ Cq×q<
and 1Im z Im((β − z)[g(z)]∗[f(z)]) ∈ Cq×q< for all z ∈ C \ (R ∪ D) hold true. Obviously,
F := UfU∗ and G := UgU∗ + P[R(M)]⊥ (8.3)
are Cq×q-valued functions meromorphic in C \ [α, β] with P(F ) ⊆ P(f) and P(G) ⊆ P(g).
Thus, P(F ) ∪ P(G) ⊆ D follows. Consider an arbitrary z ∈ C \ ([α, β] ∪ D). In view of
Definition D.1, the r × r matrix pair [f(z); g(z)] is regular. Furthermore, we have F (z) =
U [f(z)]U∗ and G(z) := U [g(z)]U∗ + P[R(M)]⊥ . By virtue of Lemma D.12, then [F (z);G(z)] is
a regular q × q matrix pair fulfilling R(F (z)) ⊆ R(U) and [G(z)]∗[F (z)] = U([g(z)]∗[f(z)])U∗.
According to Definition D.1, in particular rank
[ F (z)
G(z)
]
= q. In the case z /∈ R, using Remarks A.2
and A.25, we can infer 1Im z Im((z−α)[G(z)]∗[F (z)]) = U [ 1Im z Im((z−α)[g(z)]∗[f(z)])]U∗ ∈ Cq×q<
and similarly 1Im z Im((β − z)[G(z)]∗[F (z)]) ∈ Cq×q< . So D is a discrete subset of C \ [α, β] such
that the conditions (I)–(IV) in Notation 7.5 are fulfilled for [P ;Q] = [F ;G]. Consequently,
[F ;G] belongs to PRq(C \ [α, β]). Because of rank
[ F (z)
G(z)
]
= q, we see from Notation 7.7
that z /∈ E¨([F ;G]). Summarizing, we have z ∈ C \ ([α, β] ∪ P(F ) ∪ P(G) ∪ E¨([F ;G])) and
R(F (z)) ⊆ R(U) = R(M). Therefore, we obtain [F ;G] ∈ P¨ [M ] and, regarding (8.3), thus
ΓU (〈[f ; g]〉) ∈ 〈P¨ [M ]〉 follows.
Next we are going to show that ΓU(〈[f ; g]〉) is independent of the choice of the particular
representative [f ; g] of the equivalence class 〈[f ; g]〉 ∈ 〈PRr(C \ [α, β])〉: To that end, consider
two arbitrary pairs [f1; g1] and [f2; g2] from PRr(C \ [α, β]) satisfying [f1; g1] ∼ [f2; g2]. For
each j ∈ {1, 2}, let
Fj := UfjU
∗ and Gj := UgjU
∗ +N. (8.4)
According to Definition 7.11, there is a Cr×r-valued function ρ meromorphic in C \ [α, β]
such that det ρ does not vanish identically in C \ [α, β], for which f2 = f1ρ and g2 = g1ρ.
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Let R := UρU∗ +N . Then R is a Cq×q-valued function meromorphic in C \ [α, β]. Regarding
U∗U = Ir,N
2 = N , and (8.2), we get F1R = Uf1U
∗UρU∗+Uf1U
∗N = Uf1ρU
∗ = Uf2U
∗ = F2
and
G1R = Ug1U
∗UρU∗ + Ug1U
∗N +NUρU∗ +N2 = Ug1ρU
∗ +N2 = Ug2U
∗ +N = G2.
Furthermore, there exists some z0 ∈ C\[α, β] such that ρ is holomorphic at z0 with det ρ(z0) 6= 0.
In addition, we are going to check now that detR(z0) 6= 0. For this reason, consider an arbitrary
vector v ∈ N (R(z0)). Let w := U∗v. Then we have
Uρ(z0)w +Nv = [Uρ(z0)U
∗ +N ]v = R(z0)v = Oq×1, (8.5)
implying U∗Uρ(z0)w + U
∗Nv = Or×1. In view of U
∗U = Ir and (8.2), thus ρ(z0)w = Or×1
follows. Because of det ρ(z0) 6= 0, then necessarily w = Or×1 holds true. Substituting this
into (8.5), we get Nv = Oq×1. Regarding (8.1), hence v = UU
∗v = Uw = Oq×1. Therefore,
the linear subspace N (R(z0)) is trivial, implying detR(z0) 6= 0. In particular, detR does
not vanish identically in C \ [α, β]. According to Definition 7.11, then [F1;G1] ∼ [F2;G2].
Consequently, ΓU(〈[f1; g1]〉) = ΓU (〈[f2; g2]〉). Thus, the mapping ΓU is well defined. We are
now going to show that the mapping ΓU is injective. To that end, consider two arbitrary pairs
[f1; g1] and [f2; g2] from PRr(C \ [α, β]) satisfying ΓU (〈[f1; g1]〉) = ΓU(〈[f2; g2]〉). Let [F1;G1]
and [F2;G2] be given via (8.4). Then [F1;G1] ∼ [F2;G2]. Hence, according to Definition 7.11,
there exists a Cq×q-valued function R meromorphic in C\[α, β] such that detR does not vanish
identically in C \ [α, β], fulfilling F2 = F1R and G2 = G1R. Let ρ := U∗RU . Then ρ is a
C
r×r-valued function meromorphic in C\ [α, β]. Regarding U∗U = Ir, (8.4), and (8.2), we have
f1ρ = U
∗Uf1U
∗RU = U∗F1RU = U
∗F2U = U
∗Uf2U
∗U = f2 and
g1ρ = U
∗Ug1U
∗RU = U∗(G1 −N)RU = U∗G1RU = U∗G2U = U∗Ug2U∗U = g2.
Furthermore, there exists some z0 ∈ C\[α, β] such that R is holomorphic at z0 with detR(z0) 6=
0. In addition, we now prove that det ρ(z0) 6= 0. To do this, we consider an arbitrary vector
w ∈ N (ρ(z0)). Let v := Uw. Then U∗R(z0)v = U∗R(z0)Uw = ρ(z0)w = Or×1. Because
of (8.4) and (8.2), we have NGj = N
2 = N for each j ∈ {1, 2}. In view of G2 = G1R and
(8.1), we hence get N = NR = R− UU∗R. From (8.2) we infer Nv = NUw = Oq×1. Taking
additionally into account U∗R(z0)v = Or×1, we can then conclude R(z0)v = Oq×1. Since
detR(z0) 6= 0 holds true, necessarily v = Oq×1 follows. Regarding U∗U = Ir, we thus obtain
w = U∗v = Or×1. Therefore, the linear subspace N (ρ(z0)) is trivial, implying det ρ(z0) 6= 0.
In particular, det ρ does not vanish identically in C \ [α, β]. According to Definition 7.11,
consequently [f1; g2] ∼ [f2; g2], i. e., 〈[f1; g1]〉 = 〈[f2; g2]〉.
We finish the proof by showing that the mapping ΓU is surjective. To that end, consider an
arbitrary pair [F1;G1] from P¨[M ]. Then [F1;G1] ∈ PRq(C\ [α, β]). According to Notation 7.5,
the Cq×q-valued functions F1 and G1 are meromorphic in C \ [α, β]. Consequently, B :=
G1 − iF1 is a Cq×q-valued function meromorphic in C \ [α, β]. Due to Proposition 7.9, the
set A := P(F1) ∪ P(G1) ∪ E¨([F1;G1]) is a discrete subset of C \ [α, β]. Consider an arbitrary
w ∈ Π+ \A. In view of Proposition 7.9, the q × q matrix pair [F1(w);G1(w)] is regular. Using
Lemma 7.8 and Remark A.24, we get Im([G(w)]∗[F (w)]) ∈ Cq×q< . We see from Lemma 8.3
moreover R(F1(w)) ⊆ R(M). Therefore, Proposition D.13 applies to the q × q matrix pair
[F1(w);G1(w)] and we get detB(w) 6= 0. In particular, detB does not vanish identically in
C\ [α, β]. Hence, R := B−1 is a Cq×q-valued function meromorphic in C\ [α, β]. Consequently,
f := U∗F1RU and g := U
∗G1RU (8.6)
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are Cr×r-valued functions meromorphic in C\[α, β]. In addition, f and g are both holomorphic
at w with f(w) = U∗[F1(w)][B(w)]
−1U and g(w) = U∗[G1(w)][B(w)]
−1U . Thus,
F2 := UfU
∗ and G2 := UgU
∗ +N (8.7)
are Cq×q-valued functions, which are meromorphic in C \ [α, β] and holomorphic at w
with F2(w) = U [f(w)]U
∗ and G2(w) = U [g(w)]U
∗ + P[R(M)]⊥ . Due to Proposition D.13,
the q × q matrix pair [F2(w);G2(w)] is regular and satisfies F2(w) = [F1(w)][B(w)]−1 and
G2(w) = [G1(w)][B(w)]
−1. Let H(F1), H(G1), H(R), H(F2), and H(G2) be the sets of com-
plex numbers at which F1, G1, R, F2, and G2 are holomorphic, resp. Taking into account the
arbitrary choice of w ∈ Π+ \A, we can infer that Π+ \A is a subset of each of the sets H(F1),
H(G1), H(R), H(F2), and H(G2). Since A is discrete, the set Π+ \ A has in particular an
accumulation point in H(F1) ∩ H(G1) ∩ H(R) ∩ H(F2) ∩ H(G2). Using the identity theorem
for holomorphic functions, we thus can conclude
F2 = F1R and G2 = G1R. (8.8)
Observe that detR = (detB)−1 does not vanish identically in C \ [α, β]. Consequently,
Remark 7.10 yields [F2;G2] ∈ PRq(C \ [α, β]) and [F1;G1] ∼ [F2;G2]. We are now go-
ing to show that [f ; g] belongs to PRr(C \ [α, β]): Since detB does not vanish identi-
cally in C \ [α, β], we obtain from the identity theorem for holomorphic functions that
N := {ζ ∈ C\([α, β]∪P(detB)) : detB(ζ) = 0} is a discrete subset of C\[α, β]. As already men-
tioned, A is a discrete subset of C\[α, β]. Therefore, D := A∪P(R)∪P(B)∪N is a discrete sub-
set of C\[α, β] as well. In view of (8.6), we have P(f) ⊆ P(F1)∪P(R) and P(g) ⊆ P(G1)∪P(R).
Hence, P(f)∪P(g) ⊆ D follows. Consider an arbitrary z ∈ C\([α, β]∪D). Let P := U [f(z)]U∗
and Q := U [g(z)]U∗ + P[R(U)]⊥ . By virtue of (8.1), (8.7), and (8.8), we immediately see that
P = F2(z) = [F1(z)][B(z)]
−1 and Q = G2(z) = [G1(z)][B(z)]
−1. Observe that, due to Propo-
sition 7.9, the q × q matrix pair [F1(z);G1(z)] is regular. Because of Remark D.6, thus the
q × q matrix pair [P ;Q] is regular and Q∗P = [B(z)]−∗([G1(z)]∗[F1(z)])[B(z)]−1 holds true.
Regarding U∗U = Ir, we can now apply Lemma D.12 to the r × r matrix pair [f(z); g(z)] to
see that [f(z); g(z)] is regular and that Q∗P = U([g(z)]∗[f(z)])U∗ is fulfilled. In particular, we
obtain rank
[ f(z)
g(z)
]
= r, according to Definition D.1, and furthermore
[g(z)]∗[f(z)] = U∗U [g(z)]∗[f(z)]U∗U = U∗Q∗PU
= U∗[B(z)]−∗([G1(z)]
∗[F1(z)])[B(z)]
−1U =
(
[B(z)]−1U
)∗
([G1(z)]
∗[F1(z)])
(
[B(z)]−1U
)
.
In the case z /∈ R, due to Proposition 7.9, we have 1Im z Im((z − α)[G1(z)]∗[F1(z)]) ∈ Cq×q< and
1
Im z Im((β − z)[G1(z)]∗[F1(z)]) ∈ Cq×q< , implying, by virtue of Remarks A.2 and A.25, then
1
Im z Im((z−α)[g(z)]∗[f(z)]) = ([B(z)]−1U)∗[ 1Im z Im((z−α)[G1(z)]∗[F1(z)])]([B(z)]−1U) ∈ Cr×r<
and, similarly, 1Im z Im((β − z)[g(z)]∗[f(z)]) ∈ Cr×r< . According to Notation 7.5, hence [f ; g]
belongs to PRr(C \ [α, β]). Applying ΓU to the equivalence class of [f ; g], we get with (8.7)
and [F1;G1] ∼ [F2;G2] then ΓU (〈[f ; g]〉) = 〈[F2;G2]〉 = 〈[F1;G1]〉.
Example 8.6. Let M ∈ Cq×p and let F,G : C\ [α, β] → Cq×q be defined by F (z) := Oq×q and
G(z) := Iq. Then [F ;G] ∈ P¨ [M ].
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Example 8.7. Let M ∈ Cq×qH and let f, g : C \ [α, β] → C be both holomorphic and not
identically vanishing. Let U be a linear subspace of R(M) and let P := PU . Let F,G : C \
[α, β] → Cq×q be defined by F (z) := f(z)MPM and G(z) := g(z)(Iq −M †PM). Then [F ;G]
belongs to P¨[M ]. Indeed, since f and g are both holomorphic and not identically vanishing, the
matrix-valued functions F and G are holomorphic and in particular meromorphic in C \ [α, β]
and D := {z ∈ C \ [α, β] : f(z) = 0 or g(z) = 0} is a discrete subset of C \ [α, β]. Observe
that M∗ = M implies (M †)∗ = M † and M †M = MM †, by virtue of Remarks A.14 and A.18.
Consider an arbitrary z ∈ C \ ([α, β] ∪ D). Let v ∈ N ([ F (z)
G(z)
]
), i. e., f(z)MPMv = Oq×1
and g(z)(Iq −M †PM)v = Oq×1. Since f(z) 6= 0 and g(z) 6= 0, hence MPMv = Oq×1 and
v = M †PMv. Thus, taking additionally into account (3.3), we can conclude v = M †PMv =
M †MM †PMv =M †M †MPMv = Oq×1. This shows rank
[ F (z)
G(z)
]
= q. Observe that U ⊆ R(M)
implies MM †P = P , by virtue of Remarks A.11 and A.20. Taking additionally into account
P ∗ = P = P 2, we can furthermore conclude
(Iq −M †PM)∗(MPM) = (Iq −MPM †)MPM =MPM −MPM †MPM
=MPM −MPMM †PM =MPM −MP 2M = Oq×q.
Consequently, [G(z)]∗[F (z)] = g(z)f(z)(Iq −M †PM)∗(MPM) = Oq×q. If z /∈ R, thus the
matrices 1Im z Im((z−α)[G(z)]∗[F (z)]) and 1Im z Im((β− z)[G(z)]∗[F (z)]) are both non-negative
Hermitian. Hence, [F ;G] belongs to PRq(C \ [α, β]). Since obviously PR(M)F = F , then
[F ;G] ∈ P¨ [M ] follows by virtue of Lemma 8.3.
9. The Fα,β(M)-transformation and its inverse
Our next considerations are aimed at preparing the foundations for the desired function-
theoretic Schur–Nevanlinna type algorithm. This algorithm consists of two different instances,
because the first step differs from the remaining ones. In this section, we treat the algebraic for-
malism for the first step. Doing this, we take into account as well the forward as the backward
form of the algorithm.
We are now going to introduce a transformation of matrix-valued functions, which is inti-
mately connected with the Fα,β-transformation for sequences of complex matrices (see Defini-
tion 3.51).
In this section, for an arbitrarily given complex matrix E, we write
PE := PR(E) and QE := PN (E)
for the transformation matrix corresponding to the orthogonal projection ontoR(E) andN (E),
resp. In view of Remarks A.11, A.10, and A.18, we have
R(PE) = R(E), N (PE) = N (E∗), R(QE) = N (E), N (QE) = R(E∗),
P 2E = PE , P
∗
E = PE , Q
2
E = QE , Q
∗
E = QE , (9.1)
and
PE = EE
†, PE∗ = E
†E, QE = Iq − E†E, QE∗ = Ip − EE†. (9.2)
In the sequel, we will also use these identities without explicitly mentioning. Furthermore, we
consider here a complex matrix M , which in the context of the matricial Hausdorff moment
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problem will later be the non-negative Hermitian matrix s0 taken from a sequence (sj)
κ
j=0
belonging to F<q,κ,α,β.
Definition 9.1. Let G be a non-empty subset of C, let F : G → Cp×q be a matrix-valued
function, and letM be a complex p× q matrix. Then the pair [G1;G2] built with the functions
G1 and G2 defined on G by
G1(z) := (β − z)F (z) −M and G2(z) := (β − z)
[
(z − α)M †F (z) + PM∗
]
+ δQM
is called the Fα,β(M)-transformed pair of F.
In connection with the Fα,β(M)-transformation, we consider the following quadratic
(p + q)× (p+ q) matrix polynomial:
Notation 9.2. Let M ∈ Cp×q. Then let W¨M : C→ C(p+q)×(p+q) be defined by
W¨M (z) :=

 −(β − z)PM M
−(β − z)(z − α)M † −(β − z)PM∗ − δQM

 .
In what follows, we will use the notation given via (7.6) to calculate, in view of Remark A.36,
certain forms involving the signature matrix J˜q given by (A.1). For an arbitrarily given z ∈ C,
we will furthermore write abbreviatory x := z − α and y := β − z. Obviously, we have
y + x = β − α = δ and αy + βx = αβ − αz + βz − βα = (β − α)z = δz (9.3)
as well as
αx+ βy = αz − α2 + β2 − βz = (β + α)(β − α)− (β − α)z = δ(β + α− z). (9.4)
Lemma 9.3. Let M ∈ Cq×qH . Let z ∈ C, let x := z − α, and let y := β − z.
(a) Let W0 := W¨M (z). Then
W ∗0 J˜qW0 =

 −2|y|2 Im(z)M † i(yx+ |y|2)PM
−i(yx+ |y|2)PM −2 Im(z)M

 . (9.5)
(b) Let W1 := [(xIq)⊕ Iq]W0 and let W2 := [(yIq)⊕ Iq]W0. Then
W ∗1 J˜qW1 = δ
[
Oq×q iyxPM
−iyxPM −2 Im(z)M
]
=

 Oq×q i(|y|2x+ |x|2y)PM
−i(|y|2x+ |x|2y)PM −2δ Im(z)M


(9.6)
and
W ∗2 J˜qW2 = δ|y|2
[
−2 Im(z)M † iPM
−iPM Oq×q
]
. (9.7)
(c) Let W3 := [(yxIq)⊕ Iq]W0. Then
W ∗3 J˜qW3 = |y|2

−2|x|2 Im(z)M † i(yx+ |x|2)PM
−i(yx+ |x|2)PM −2 Im(z)M

 . (9.8)
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In view of (9.1), (9.2), and Remarks A.14 and 7.14, the proof of Lemma 9.3 is straightforward.
We omit the details.
In addition, we now rewrite the right-hand sides of the equations (9.5)–(9.8), using the
signature matrix J˜q:
Proposition 9.4. Let M ∈ Cq×qH . Let z ∈ C, let x := z − α, and let y := β − z.
(a) Let W0 := W¨M (z). Then
W ∗0 J˜qW0 = [(yxPM )⊕ Iq]∗J˜q[(yxPM )⊕ Iq]
+ |y|2
[
(PM ⊕ Iq)∗J˜q(PM ⊕ Iq)− 2 Im(z)(M † ⊕Oq×q)
]
− 2 Im(z)(Oq×q ⊕M).
(b) Let W1 := [(xIq)⊕ Iq]W0 and let W2 := [(yIq)⊕ Iq]W0. Then
W ∗1 J˜qW1 = δ
(
[(yxPM )⊕ Iq]∗J˜q[(yxPM )⊕ Iq]− 2 Im(z)(Oq×q ⊕M)
)
= |y|2[(xPM )⊕ Iq]∗J˜q[(xPM )⊕ Iq]
+ |x|2[(yPM )⊕ Iq]∗J˜q[(yPM )⊕ Iq]− 2δ Im(z)(Oq×q ⊕M)
and
W ∗2 J˜qW2 = δ|y|2
[
(PM ⊕ Iq)∗J˜q(PM ⊕ Iq)− 2 Im(z)(M † ⊕Oq×q)
]
.
(c) Let W3 := [(yxIq)⊕ Iq]W0. Then
W ∗3 J˜qW3 = |y|2
{
[(yxPM )⊕ Iq]∗J˜q[(yxPM )⊕ Iq]
+ |x|2
[
(PM ⊕ Iq)∗J˜q(PM ⊕ Iq)− 2 Im(z)(M † ⊕Oq×q)
]
− 2 Im(z)(Oq×q ⊕M)
}
.
Proof. Taking into account P ∗M = PM and (A.1), the asserted identities immediately follow
from Lemma 9.3.
It will be clear from Lemmata 9.13 and 9.14 below that the following transformation for pairs
of meromorphic matrix-valued functions is, under certain conditions, essentially the inversion
of the Fα,β(M)-transformation. To define this inverse transformation, we use the terminology
given at the end of Appendix F.
Definition 9.5. Let G be a domain. Let G1 be a Cp×q-valued function meromorphic in G
and let G2 be a C
q×q-valued function meromorphic in G. Let M ∈ Cp×q, let the functions
g, h : G → C be defined by
g(z) := z − α and h(z) := β − z, (9.9)
resp., and let
F1 := hPMG1 +MG2 and F2 := −hgM †G1 + hG2. (9.10)
Suppose that detF2 does not identically vanish in G. Then we call the Cp×q-valued function
F := F1F
−1
2 (, which is meromorphic in G,) the inverse Fα,β(M)-transform of [G1;G2].
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To the inverse Fα,β(M)-transform we can associate the following matrix polynomial:
Notation 9.6. Let M ∈ Cp×q. Then let V¨M : C→ C(p+q)×(p+q) be defined by
V¨M (z) :=

 (β − z)PM M
−(β − z)(z − α)M † (β − z)Iq

 .
Remark 9.7. Let M ∈ Cq×q and let z ∈ C. Then:
(a) If M = Oq×q, then V¨M (z) =
[
Oq×q Oq×q
Oq×q (β−z)Iq
]
.
(b) If M is invertible, then V¨M (z) =
[
(β−z)Iq M
−(β−z)(z−α)M−1 (β−z)Iq
]
.
Regarding y + x = δ and QM = Iq − PM∗ , it is readily checked that the matrix polynomials
V¨M and W¨M are connected in the following way by the signature matrix jpq given in (A.1):
Remark 9.8. If z ∈ C, then [V¨M (z)]jpq = −jpq[W¨M (z) + (z − α)(Op×p ⊕QM)].
Consequently, a result analogous to Proposition 9.4 follows:
Proposition 9.9. Let M ∈ Cq×qH . Let z ∈ C, let x := z − α, and let y := β − z.
(a) Let V0 := V¨M (z). Then
V ∗0 J˜qV0 = [(yxPM )⊕ Iq]∗J˜q[(yxPM )⊕ Iq]
+ |y|2
[
(PM ⊕ Iq)∗J˜q(PM ⊕ Iq) + 2 Im(z)(M † ⊕Oq×q)
]
+ 2 Im(z)(Oq×q ⊕M).
(b) Let V1 := [(xIq)⊕ Iq]V0 and let V2 := [(yIq)⊕ Iq]V0. Then
V ∗1 J˜qV1 = δ
(
[(yxPM )⊕ Iq]∗J˜q[(yxPM )⊕ Iq] + 2 Im(z)(Oq×q ⊕M)
)
= |y|2[(xPM )⊕ Iq]∗J˜q[(xPM )⊕ Iq]
+ |x|2[(yPM )⊕ Iq]∗J˜q[(yPM )⊕ Iq] + 2δ Im(z)(Oq×q ⊕M)
and
V ∗2 J˜qV2 = δ|y|2
[
(PM ⊕ Iq)∗J˜q(PM ⊕ Iq) + 2 Im(z)(M † ⊕Oq×q)
]
.
(c) Let V3 := [(yxIq)⊕ Iq]V0. Then
V ∗3 J˜qV3 = |y|2
{
[(yxPM )⊕ Iq]∗J˜q[(yxPM )⊕ Iq]
+ |x|2
[
(PM ⊕ Iq)∗J˜q(PM ⊕ Iq) + 2 Im(z)(M † ⊕Oq×q)
]
+ 2 Im(z)(Oq×q ⊕M)
}
.
Proof. Consider an arbitrary ℓ ∈ {0, 1, 2, 3}. Using the notation given in Proposition 9.4,
we obtain, by virtue of Remarks A.37 and 9.8, then Vℓjqq = −jqq[Wℓ + x(Oq×q ⊕ QM )] and
J˜qjqq = −jqqJ˜q. Taking additionally into account j2qq = I2q and j∗qq = jqq and setting Uℓ :=
Wℓ + x(Oq×q ⊕QM), we can conclude hence
V ∗ℓ J˜qVℓ = (−jqqUℓjqq)∗J˜q(−jqqUℓjqq) = jqqU∗ℓ (jqqJ˜qjqq)Uℓjqq = −jqq(U∗ℓ J˜qUℓ)jqq.
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Because of Q∗M = QM and M
∗ = M , we have QMM = (MQM )
∗ = Oq×q. Consequently,
QMPM = QMMM
† = Oq×q follows. In view of Notation 9.2, thus we obtain
(QM ⊕Oq×q)W0 = (QM ⊕Oq×q)
[
−yPM M
∗ ∗
]
=
[
−yQMPM QMM
Oq×q Oq×q
]
= O2q×2q.
In particular, (QM ⊕Oq×q)Wℓ = O2q×2q. Using J˜∗q = J˜q and Remark A.37, we get then
U∗ℓ J˜qUℓ =W
∗
ℓ J˜qWℓ + 2Re
[
x(Oq×q ⊕QM )J˜qWℓ
]
+ xx(Oq×q ⊕QM )J˜q(Oq×q ⊕QM )
=W ∗ℓ J˜qWℓ + 2Re
[
xJ˜q(QM ⊕Oq×q)Wℓ
]
+ |x|2J˜q(QM ⊕Oq×q)(Oq×q ⊕QM ) =W ∗ℓ J˜qWℓ,
implying V ∗ℓ J˜qVℓ = −jqq(W ∗ℓ J˜qWℓ)jqq. Remark A.37 yields jqq(R⊕ S)jqq = R⊕ S and
jqq(R⊕ S)∗J˜q(R⊕ S)jqq = (R⊕ S)∗(jqqJ˜qjqq)(R⊕ S) = −(R⊕ S)∗J˜q(R⊕ S)
for all R,S ∈ Cq×q. The asserted identities can now be deduced from Proposition 9.4.
We are now going to consider the composition of the transformations introduced in Defini-
tions 9.1 and 9.5.
Lemma 9.10. Let M ∈ Cp×q and let z ∈ C. Then[
V¨M (z)
][
W¨M (z)
]
= −(β − z)δ(PM ⊕ Iq) =
[
W¨M (z)
][
V¨M (z)
]
.
Proof. Let x := z − α and let y := β − z. We have then
[
V¨M (z)
][
W¨M (z)
]
=

 yPM M
−yxM † yIq



 −yPM M
−yxM † −yPM∗ − δQM


=

 −y2P 2M − yxMM † yPMM − yMPM∗ − δMQM
y2xM †PM − y2xM † −yxM †M − y2PM∗ − yδQM


and
[
W¨M (z)
][
V¨M (z)
]
=

 −yPM M
−yxM † −yPM∗ − δQM



 yPM M
−yxM † yIq


=

 −y2P 2M − yxMM † −yPMM + yM
−y2xM †PM + y2xPM∗M † + yxδQMM † −yxM †M − y2PM∗ − yδQM

 .
Consequently, in view of (9.1), (9.2), and y + x = δ, the assertion follows.
For a given non-negative Hermitian matrix M , the condition in Definition 9.5 is satisfied
for pairs belonging to the subclass P¨ [M ] of PRq(C \ [α, β]), introduced in Section 8. Hence,
for suchlike pairs the corresponding inverse Fα,β(M)-transform exists and can be written as a
linear fractional transformation, as considered in Appendix E:
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Proposition 9.11. Let M ∈ Cq×q< and let [G1;G2] ∈ P¨[M ]. In view of the functions g, h : C \
[α, β] → C defined by (9.9), let F1 and F2 be given via (9.10) as matrix-valued functions
meromorphic in C \ [α, β]. Then detF2 does not identically vanish in C \ [α, β]. Furthermore,
detF2(z) 6= 0 and F (z) = [F1(z)][F2(z)]−1 for all z ∈ C\([α, β]∪P(G1)∪P(G2)∪E¨([G1;G2])),
where F denotes the inverse Fα,β(M)-transform of [G1;G2].
Proof. According to Notation 8.1, the pair [G1;G2] belongs to PRq(C \ [α, β]). Hence, G1 and
G2 are C
q×q-valued functions, which are meromorphic in C \ [α, β]. Furthermore, by virtue of
Proposition 7.9, the set A := P(G1) ∪ P(G2) ∪ E¨([G1;G2]) is a discrete subset of C \ [α, β].
Consequently, C \ ([α, β] ∪ A) 6= ∅. Consider an arbitrary z ∈ C \ ([α, β] ∪ A). Then G1 and
G2 are both holomorphic in z. Thus F1 and F2 are both holomorphic in z as well. Consider
an arbitrary v ∈ N (F2(z)). Regarding Remark A.16, we are going to show in a first step that
‖R[G1(z)]v‖E = 0 (9.11)
holds true, where R :=
√
M †. Because of z 6= β, we have, according to (9.9) and (9.10), the
equation
(z − α)M †[G1(z)]v = [G2(z)]v. (9.12)
In view of Remark A.14, hence
v∗[G2(z)]
∗[G1(z)]v = (z − α)v∗[G1(z)]∗M †[G1(z)]v = (z − α)‖R[G1(z)]v‖2E. (9.13)
In the case z ∈ C \ R, we see from Lemma 7.8 and Remark A.2 then that
0 ≤ v∗
(
1
Im z
Im([G2(z)]
∗[G1(z)])
)
v =
1
Im z
Im(v∗[G2(z)]
∗[G1(z)]v)
=
1
Im z
Im
(
(z − α)‖R[G1(z)]v‖2E
)
= −‖R[G1(z)]v‖2E ≤ 0,
implying (9.11). If z ∈ (−∞, α), then z = z < α and we obtain, by virtue of Lemma 7.8 and
(9.13), thus
0 ≤ v∗[G2(z)]∗[G1(z)]v = (z − α)‖R[G1(z)]v‖2E ≤ 0,
implying again (9.11). In the case z ∈ (β,∞), we have z = z > β > α and, because of
Lemma 7.8 and (9.13), similarly
0 ≤ v∗(−[G2(z)]∗[G1(z)])v = −v∗[G2(z)]∗[G1(z)]v = (α− z)‖R[G1(z)]v‖2E ≤ 0,
i. e., (9.11). Thus, (9.11) is verified. Consequently, we can infer
PM [G1(z)]v =MM
†[G1(z)]v =MR
2[G1(z)]v = Oq×1.
In view of Lemma 8.3, we have furthermore PMG1 = G1. Hence, [G1(z)]v = Oq×1 follows.
Because of (9.12), this implies [G2(z)]v = Oq×1. Observe that, due to Proposition 7.9, the
q × q matrix pair [G1(z);G2(z)] is regular. According to Remark D.5, thus necessarily v = Oq×1
holds true. Therefore, the linear subspace N (F2(z)) is trivial, implying detF2(z) 6= 0. In
particular, detF2 does not identically vanish in C \ [α, β] and F (z) = [F1(z)][F2(z)]−1.
For any non-negative Hermitian matrix M , the inverse Fα,β(M)-transformation induces,
according to Definition 7.11 and Remark 8.4, a well-defined transformation for equivalence
classes from 〈P¨[M ]〉:
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Corollary 9.12. Let M ∈ Cq×q< and let the pairs [G1;G2], [G˜1; G˜2] ∈ P¨ [M ] be equivalent. Then
the inverse Fα,β(M)-transform F of [G1;G2] coincides with the inverse Fα,β(M)-transform F˜
of [G˜1; G˜2].
Proof. Using the functions g, h : C \ [α, β] → C given via (9.9), we define by (9.10) two
C
q×q-valued functions F1 and F2 meromorphic in C \ [α, β]. Because of Proposition 9.11,
then detF2 does not vanish identically in C \ [α, β]. By virtue of Definition 9.5, we thus
have F = F1F
−1
2 . Furthermore, due to Definition 7.11, there exists a C
q×q-valued function R
meromorphic in C \ [α, β] such that detR does not vanish identically in C \ [α, β] satisfying
G˜1 = G1R and G˜2 = G2R. Using again the functions g and h, we define according to (9.10)
by F˜1 := hPM G˜1 +MG˜2 and F˜2 := −hgM †G˜1 + hG˜2 two Cq×q-valued functions F˜1 and F˜2
meromorphic in C \ [α, β]. Then F˜1 = F1R and F˜2 = F2R. The application of Proposition 9.11
to the pair [G˜1; G˜2] yields furthermore that det F˜2 does not vanish identically in C \ [α, β]. By
virtue of Definition 9.5, hence F˜ = F˜1F˜
−1
2 . Consequently, F˜ = (F1R)(F2R)
−1 = F .
Furthermore, after transition to equivalence classes as mentioned above, the
Fα,β(M)-transformation turns out to be inverse to the inverse Fα,β(M)-transformation:
Lemma 9.13. Let M ∈ Cq×q< and let [G1;G2] ∈ P¨ [M ] with inverse Fα,β(M)-transform F .
Then [G1;G2] is equivalent to the Fα,β(M)-transformed pair of F .
Proof. Using the functions g, h : C \ [α, β] → C given via (9.9), we define by (9.10) two
C
q×q-valued functions F1 and F2 meromorphic in C \ [α, β]. Then PMF1 = F1. Denote
by [H1;H2] the Fα,β(M)-transformed pair of F and by W the restriction of the holomorphic
C
2q×2q-valued function W¨M onto C \ [α, β]. In view of Definition 9.1 and Notation 9.2, then[H1
H2
]
= −W [ FIq ]. Due to Proposition 9.11, the function detF2 does not vanish identically in
C \ [α, β]. According to Definition 9.5, we thus have F = F1F−12 . Denote by V the restriction
of the holomorphic C2q×2q-valued function V¨M onto C \ [α, β]. Regarding Notation 9.6, then[ F1
F2
]
= V
[G1
G2
]
. Taken all together, we get
[
H1
H2
]
= −W
[
F1F
−1
2
Iq
]
= −W
[
F1
F2
]
F−12 = −WV
[
G1
G2
]
F−12 = −WV
[
G1F
−1
2
G2F
−1
2
]
.
From Lemma 8.3 we see PMG1 = G1. Using Lemma 9.10, we thus can infer H1 =
hδPMG1F
−1
2 = hδG1F
−1
2 and H2 = hδG2F
−1
2 . Observe that R := δhF
−1
2 is a C
q×q-valued
function, which is meromorphic in C\[α, β] satisfying H1 = G1R and H2 = G2R. Furthermore,
because of δ 6= 0, the function detR does not vanish identically in C \ [α, β]. According to
Definition 7.11, consequently [G1;G2] ∼ [H1;H2].
Conversely, we have:
Lemma 9.14. Let M ∈ Cq×q< and let F : C \ [α, β] → Cq×q be a matrix-valued function
with Fα,β(M)-transformed pair [G1;G2] such that PMF = F and [G1;G2] ∈ P¨ [M ] hold true.
Then the inverse Fα,β(M)-transform of [G1;G2] coincides with F .
Proof. Since [G1;G2] belongs to P¨ [M ], we see that G1 and G2 are Cq×q-valued functions, which
are meromorphic in C \ [α, β]. Using the functions g, h : C \ [α, β]→ C given via (9.9), we can
thus define by (9.10) two Cq×q-valued functions F1 and F2, which then are meromorphic in
C \ [α, β] as well. Denote by V the restriction of the holomorphic C2q×2q-valued function
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V¨M onto C \ [α, β]. From Notation 9.6 we see
[ F1
F2
]
= V
[G1
G2
]
. Denote by W the restriction
of the holomorphic C2q×2q-valued function W¨M onto C \ [α, β]. Regarding Definition 9.1,
Notation 9.2, and PMF = F , we have furthermore W
[ F
Iq
]
= −[G1G2 ]. Taken all together, we
obtain
[ F1
F2
]
= −VW [ FIq ]. In view of Lemma 9.10, thus F1 = hδPMF = hδF and F2 = hδIq
follow. Taking into account [G1;G2] ∈ P¨[M ], we see from Proposition 9.11 that detF2 does
not vanish identically in C \ [α, β]. Denote by H the inverse Fα,β(M)-transform of [G1;G2].
According to Definition 9.5, then H = F1F
−1
2 . Consequently, H = F .
10. The Fα,β(A,M)-transformation and its inverse
In this section, we continue the preceding considerations concerning the construction of the
function-theoretic version of the Schur–Nevanlinna type algorithm. We prepare the algebraic
formalism for the remaining steps after the first one.
In what follows, we consider two complex q × q matrices A and M , which, in the context of
the matricial Hausdorff moment problem, will later be the non-negative Hermitian matrices a0
and s0 for a given sequence (sj)
κ
j=0 ∈ F<q,κ,α,β. In this reading, the matrices
B := δM −A and N := A+ αM (10.1)
correspond to b0 and s1, resp., and we have
A = −αM +N and B = βM −N, (10.2)
according to Notation 3.2. Consider an arbitrarily given z ∈ C and let x := z−α and y := β−z.
Taking additionally into account (9.3) and (9.4), we then infer
yA− xB = (y + x)N − (αy + βx)M = δ(N − zM) (10.3)
and
xA− yB = (x+ y)N − (αx+ βy)M = δ[N − (β + α− z)M ]. (10.4)
Definition 10.1. Let G be a non-empty subset of C, let F : G → Cp×q be a matrix-valued
function, and let A and M be two complex p× q matrices. Then G : G → Cp×q defined by
G(z) := AM †[(β − z)F (z)−M ]((β − z)[(z − α)F (z) +M ])†A
is called the Fα,β(A,M)-transform of F .
In connection with the Fα,β(A,M)-transformation, we consider the following complex
(p + q)× (p+ q) matrix polynomial:
Notation 10.2. Let A andM be two complex p× q matrices. Then let W¨A,M : C→ C(p+q)×(p+q)
be defined by
W¨A,M(z) :=

 −(β − z)AM † A
−(β − z)(z − α)A† −(β − z)A†M −QA

 .
Under certain conditions, we can write the Fα,β(A,M)-transform as a linear fractional trans-
formation with the generating matrix-valued function W¨A,M .
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Lemma 10.3. Let A,M ∈ Cp×q be such that N (M) ⊆ N (A). Let F : C \ [α, β] → Cp×q be
a matrix-valued function with Fα,β(A,M)-transform G and let G1, G2 : C \ [α, β] → Cq×q be
defined by
G1(w) := −(β − w)AM †F (w) +A (10.5)
and
G2(w) := −(β − w)(w − α)A†F (w)− (β − w)A†M −QA. (10.6)
Let z ∈ C \ [α, β] be such that R(F (z)) ⊆ R(M) and N (M) ⊆ N (F (z)) as well as
R((z − α)F (z) + M) = R(A) and N ((z − α)F (z) + M) = N (A) are fulfilled. Then
detG2(z) 6= 0 and G(z) = [G1(z)][G2(z)]−1.
Proof. Let X := (z − α)F (z) +M and let Y := (β − z)F (z)−M . From Remark A.21 we get
AM †M = A. Remark A.18 shows that Iq − A†A = QA. Setting y := β − z and Z := yX, we
obtain then
−AM †Y = −yAM †F (z) +AM †M = −yAM †F (z) +A = G1(z) (10.7)
and
−A†Z − (Iq −A†A) = −yA†X −QA = G2(z). (10.8)
Using Remark A.22, we get XM †Y = YM †X. In view of Remark A.18, furthermore X†X =
A†A holds true. Thus, we can infer
AM †Y = AA†AM †Y = AX†XM †Y = AX†YM †X
and, therefore,
AM †Y A†A = AX†YM †XA†A = AX†YM †XX†X = AX†YM †X = AM †Y.
Regarding y 6= 0, we have R(Z) = R(A) and N (Z) = N (A). By virtue of Remark A.18, hence
ZZ† = AA† and Z†Z = A†A. Consequently,[
−Z†A− (Iq −A†A)
][
−A†Z − (Iq −A†A)
]
= Z†AA†Z + Z†A(Iq −A†A) + (Iq −A†A)A†Z + (Iq −A†A)2
= Z†ZZ†Z + Iq −A†A = Z†Z + Iq − Z†Z = Iq.
Hence, det[−A†Z − (Iq −A†A)] 6= 0 and [−A†Z − (Iq −A†A)]−1 = −Z†A− (Iq −A†A). Thus,
−AM †Y
[
−A†Z − (Iq −A†A)
]−1
= AM †Y
[
Z†A+ (Iq −A†A)
]
= AM †Y Z†A+AM †Y (Iq −A†A) = AM †Y Z†A = G(z).
In view of (10.7) and (10.8), the proof is complete.
From Lemmata 10.12 and 10.13 we will see that the following transformation for matrix-
valued functions is in a generic situation indeed the inversion of the Fα,β(A,M)-transformation.
Against this background we introduce the following notation:
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Definition 10.4. Let G be a non-empty subset of C, let G : G → Cp×q be a matrix-valued
function, and let A and M be two complex p× q matrices. Let B := δM −A and let F : G →
C
p×q be defined by
F (z) := −
[
(β − z)MA†G(z) +A+MQAM †B
]
×
(
(β − z)
[
(z − α)A†G(z) −M †A
]
+ (z − α)QAM †B
)†
.
Then we call the matrix-valued function F the inverse Fα,β(A,M)-transform of G.
Lemma 10.5. Let A ∈ Cq×qH and let M ∈ Cq×q< with R(A) ⊆ R(M). Let G ∈ Rq(C \ [α, β])
be such that R(G(z0)) ⊆ R(A) holds true for some z0 ∈ C \ [α, β]. Let B := δM − A and
let E1, E2 : C \ [α, β] → Cq×q be defined by
E1(w) := (β − w)MA†G(w) +A+MQAM †B (10.9)
and
E2(w) := −(β − w)(w − α)A†G(w) + (β − w)M †A− (w − α)QAM †B. (10.10)
For all z ∈ C \ [α, β], then R(E1(z)) ⊆ R(M), N (M) ⊆ N (E1(z)), R(E2(z)) = R(M),
and N (E2(z)) = N (M). Furthermore, the inverse Fα,β(A,M)-transform of G is holomorphic
in C \ [α, β].
Proof. Consider an arbitrary z ∈ C \ [α, β]. Regarding Remark A.6, we have R(E1(z)) ⊆
R(MA†G(z)) +R(A) +R(MQAM †B) ⊆ R(M). From Proposition 4.15 we infer R(G(z)) =
R(G(z0)) ⊆ R(A) ⊆ R(M). Consequently, [R(M)]⊥ ⊆ [R(A)]⊥ ⊆ [R(G(z))]⊥. In view of
Remarks A.10 and 4.8, then
N (M) ⊆ N (A) ⊆ N ([G(z)]∗) = N (G(z)) (10.11)
follows. Regarding N (M) ⊆ N (A) and Remark A.6, we can conclude N (M) ⊆ N (B)
and furthermore N (M) ⊆ N (MA†G(z)) ∩ N (A) ∩ N (MQAM †B) ⊆ N (E1(z)). By virtue
of Remark A.14, we have R(A†) = R(A) ⊆ R(M) = R(M †). In view of Remark A.14,
then M †MA† = A† holds true, according to Remark A.20. Since Remark A.18 shows that
QA = Iq − A†A, we infer in particular QAM † = M †(Iq − MA†AM †). Therefore, we ob-
tain R(QAM †) ⊆ R(M †) and, regarding additionally Remark A.6, furthermore R(E2(z)) ⊆
R(A†G(z)) + R(M †A) + R(QAM †B) ⊆ R(M †) = R(M). In view of Remark A.16, let
R :=
√
M †A. Consider an arbitrary v ∈ N (E2(z)). We are now going to check that
‖Rv‖E = 0 (10.12)
holds true. Obviously,
(β − z)M †Av = (β − z)(z − α)A†[G(z)]v + (z − α)QAM †Bv. (10.13)
In view of Proposition 4.15, we have R(G(z)) = R(G(z0)) ⊆ R(A). According to Remark A.20,
thus AA†G(z) = G(z). Regarding z 6= β, we can multiply equation (10.13) from the left by
(β − z)−1A to obtain then AM †Av = (z − α)[G(z)]v. Left multiplication of this identity by
(z − α)v∗ yields
|z − α|2v∗[G(z)]v = (z − α)v∗AM †Av = (z − α)‖Rv‖2E. (10.14)
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In the case z ∈ C \ R, we can infer from Proposition 4.14 and Remark A.2 that
0 ≤ |z − α|2v∗
[
1
Im z
ImG(z)
]
v =
1
Im z
Im
(
|z − α|2v∗[G(z)]v
)
=
1
Im z
Im
[
(z − α)‖Rv‖2E
]
= −‖Rv‖2E ≤ 0,
implying (10.12). If z ∈ (−∞, α), then z = z < α and we obtain, by virtue of Notation 4.6
and (10.14), thus 0 ≤ |z − α|2v∗[G(z)]v = (z − α)‖Rv‖2E ≤ 0, implying again (10.12). In the
case z ∈ (β,∞), we have z = z > β > α and, because of Notation 4.6 and (10.14), similarly
0 ≤ |z − α|2v∗[−G(z)]v = −|z − α|2v∗[G(z)]v = (α− z)‖Rv‖2E ≤ 0,
i. e. (10.12). Hence, (10.12) is verified. Consequently, using Remark A.20, we can infer Av =
MM †Av = M
√
M †Rv = Oq×1. Regarding (10.11), we thus obtain [G(z)]v = Oq×1. Because
of (10.11) and Remark A.21, we have AM †M = A. In view of QA = Iq − A†A, in particular
QAM
†M =M †M −A†A holds true. Taking into account Av = Oq×1 and [G(z)]v = Oq×1, we
see from (10.13) then
Oq×1 = (z − α)QAM †Bv = (z − α)QAM †(δM)v = (z − α)δM †Mv.
Left multiplication of the latter by M yields (z − α)δMv = Oq×1. Since z 6= α and δ > 0
hold true, necessarily Mv = Oq×1 follows. Hence, N (E2(z)) ⊆ N (M). Because of (10.11) and
N (M) ⊆ N (B), we obtain, by virtue of Remark A.6, on the other hand N (M) ⊆ N (A†G(z))∩
N (M †A) ∩ N (QAM †B) ⊆ N (E2(z)). Consequently, N (E2(z)) = N (M) is verified. Using
Remark A.3, we can, in view of R(E2(z)) ⊆ R(M), then easily conclude R(E2(z)) = R(M).
Observe that the matrix-valued function G is holomorphic. Thus, E1 and E2 are holomorphic
in C \ [α, β] as well. Let D2 : C \ [α, β] → Cq×q be defined by D2(w) := [E2(w)]†. As already
shown, the linear subspacesR(E2(w)) and N (E2(w)) do not depend on the point w ∈ C\[α, β].
Due to Proposition F.4, thus the matrix-valued function D2 is holomorphic. Denote by F the
inverse Fα,β(A,M)-transform of G. In view of Remarks A.15 and A.13, we have E1D2 = F .
Using Remark F.2, we can conclude then that the matrix-valued function F is holomorphic in
C \ [α, β].
The following complex (p + q)× (p+ q) matrix polynomial is intimately connected to the
inverse Fα,β(A,M)-transform:
Notation 10.6. Let A and M be two complex p× q matrices and let B := δM − A. Then let
V¨A,M : C→ C(p+q)×(p+q) be defined by
V¨A,M(z) :=

 (β − z)MA† A+MQAM †B
−(β − z)(z − α)A† (β − z)(δQM +M †A)− (z − α)QAM †B

 .
Remark 10.7. Let A,M ∈ Cq×q and let z ∈ C. Let B := δM −A. Then:
(a) If A = Oq×q, then B = δM and V¨A,M (z) = δ
[
Oq×q M
Oq×q (β−z)Iq−δM†M
]
.
(b) If B = Oq×q, then A = δM and V¨A,M (z) =
[
δ−1(β−z)MM† δM
−δ−1(β−z)(z−α)M† δ(β−z)Iq
]
.
(c) If all the matrices M,A,B are invertible, then V¨A,M (z) =
[
(β−z)MA−1 A
−(β−z)(z−α)A−1 (β−z)M−1A
]
.
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Under certain conditions, we can write the inverse Fα,β(A,M)-transform as a linear frac-
tional transformation with the generating matrix-valued function V¨A,M .
Lemma 10.8. Let A ∈ Cq×qH and let M ∈ Cq×q< with R(A) ⊆ R(M). Let G ∈ Rq(C \ [α, β])
with inverse Fα,β(A,M)-transform F be such that R(G(z0)) ⊆ R(A) holds true for some
z0 ∈ C \ [α, β]. Let B := δM −A and let F1, F2 : C \ [α, β]→ Cq×q be defined by
F1(w) := (β − w)MA†G(w) +A+MQAM †B (10.15)
and
F2(w) := −(β − w)(w − α)A†G(w) + (β − w)(δQM +M †A)− (w − α)QAM †B. (10.16)
For all z ∈ C \ [α, β], then detF2(z) 6= 0 and F (z) = [F1(z)][F2(z)]−1.
Proof. Let E1, E2 : C\[α, β]→ Cq×q be defined by (10.9) and (10.10). Consider an arbitrary z ∈
C \ [α, β]. We have F1(z) = E1(z) and F2(z) = E2(z)+ (β− z)δQM . From Lemma 10.5 we get
R(E2(z)) = R(M) and N (E2(z)) = N (M). Remark A.10 yields then R(E2(z)) = R(M∗) =
R([E2(z)]∗). In view of z 6= β and δ > 0, we thus can apply Lemma A.19 with η := (β− z)δ to
see that the matrix E2(z)+ ηQM = F2(z) is invertible and that [E2(z)]
† = [F2(z)]
−1− η−1QM
holds true. By virtue of Lemma 10.5, we have N (M) ⊆ N (E1(z)). Consequently, we obtain
[F1(z)][F2(z)]
−1 = [E1(z)]
(
[E2(z)]
† + η−1QM
)
= [E1(z)][E2(z)]
† = F (z).
Lemma 10.9. Let A ∈ Cq×qH and let M ∈ Cq×q< with R(A) ⊆ R(M). Let G ∈ Rq(C \ [α, β])
with inverse Fα,β(A,M)-transform F . Suppose that R(G(z0)) ⊆ R(A) holds true for some
z0 ∈ C \ [α, β]. For all z ∈ C \ [α, β], then R(F (z)) ⊆ R(M) and N (M) ⊆ N (F (z)) and
furthermore R((z − α)F (z) +M) = R(A) and N ((z − α)F (z) +M) = N (A).
Proof. Consider an arbitrary z ∈ C \ [α, β]. Let E1, E2 : C \ [α, β] → Cq×q be defined by (10.9)
and (10.10). According to Definition 10.4, then F (z) = [E1(z)][E2(z)]
†. Lemma 10.5 yields
furthermore R(E1(z)) ⊆ R(M) and R(E2(z)) = R(M). By virtue of Remarks A.14 and A.10,
we can infer from the last identity N ([E2(z)]†) = N (M∗) = N (M). Consequently, we obtain
R(F (z)) ⊆ R(M) and N (M) ⊆ N (F (z)). Taking additionally into account Remark A.14, we
can conclude M [E2(z)][E2(z)]
† = M . Remark A.20 yields MM †A = A. Let x := z − α, let
y := β − z, and let X := xF (z) +M . Taken all together, we get
X = [xE1(z) +ME2(z)][E2(z)]
† = (xA+ yMM †A)[E2(z)]
† = δA[E2(z)]
†.
Analogous to the corresponding considerations in the proof of Lemma 10.8, we can show that
the matrix R := E2(z) + QM is invertible and that [E2(z)]
† = R−1 − QM holds true. As in
the proof of Lemma 10.5, we can obtain (10.11). Thus, X = δA(R−1 −QM ) = δAR−1 follows.
Regarding δ > 0, we see from Remark A.8 hence R(X) = R(A) and N (X) = RN (A). Let
B := δM−A. In view of (10.10) and (10.11), each v ∈ N (A) satisfies Rv = −xQAM †Bv+QMv
and thus ARv = Oq×1. Consequently, N (X) ⊆ N (A) is verified. Taking additionally into
account R(X) = R(A), we infer by virtue of Remark A.3 then easily N (X) = N (A).
Now we are going to study the composition of the two transformations introduced in Def-
initions 10.1 and 10.4. Doing this, we will take into account that, in view of Lemmata 10.3
and 10.8, these transformations can be written under certain conditions as linear fractional
transformations of matrices with generating matrix-valued functions W¨A,M and V¨A,M , resp.
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Lemma 10.10. Let A,M ∈ Cp×q with R(A) ⊆ R(M) and N (M) ⊆ N (A), let B := δM −A,
and let N := A+ αM . Let z ∈ C, let x := z − α, and let y := β − z. Then[
W¨A,M(z)
][
V¨A,M(z)
]
= −δ
(
[yPA]⊕
[
yPA∗ − βQM +QA(zIq −M †N)
])
and
yPA∗ − βQM +QA(zIq −M †N) = (M †B + PA∗M †A)− yQA − xPA∗ . (10.17)
Proof. For the block representation [W¨A,M (z)][V¨A,M(z)] =
[X11 X12
X21 X22
]
with p× p block X11, we
have
X11 = −yAM †(yMA†) +A(−yxA†),
X12 = −yAM †(A+MQAM †B) +A
[
y(δQM +M
†A)− xQAM †B
]
,
X21 = −yxA†(yMA†)− (yA†M −QA)(−yxA†),
and
X22 = −yxA†(A+MQAM †B)− (yA†M −QA)
[
y(δQM +M
†A)− xQAM †B
]
.
The application of Remarks A.20 and A.21 yields MM †A = A and AM †M = A. Regarding
(9.1), (9.2), and y + x = δ, we obtain then
X11 = −y2AM †MA† − yxAA† = −y(yAA† + xAA†) = −yδPA,
X12 = −yAM †A− yAM †MQAM †B + yAM †A = −yAQAM †B = Op×q,
X21 = −y2xA†MA† + y2xA†MA† + yxQAA† = yx(Iq −A†A)A† = Oq×p,
and
X22 = −yxA†A− yxA†MQAM †B
− y2A†MM †A+ yxA†MQAM †B + yδQAQM + yQAM †A− xQ2AM †B
= −yxA†A− y2A†A+ yδQM + yQAM †A− xQAM †B
= −yδPA∗ + (β − z)δQM + yQAM †A− xQAM †B.
(10.18)
In view of (10.3), we have
yM †A− xM †B =M †(yA− xB) = δM †(N − zM).
By virtue of QM = Iq −M †M , we thus get
yM †A− xM †B − zδQM = δ(M †N − zM †M − zIq + zM †M) = δ(M †N − zIq). (10.19)
From (10.18) we can infer then
X22 + yδPA∗ − βδQM = −zδQM + yQAM †A− xQAM †B
= yQAM
†A− xQAM †B − zδQAQM = δQA(M †N − zIq),
i. e., X22 = −δ[yPA∗ − βQM +QA(zIq −M †N)]. Because of (9.2), we have
M †B =M †(δM −A) = δM †M −M †A = δPM∗ −M †A,
PA∗ −QM = A†A− (Iq −M †M) =M †M − (Iq −A†A) = PM∗ −QA,
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and, taking additionally into account AM †M = A, furthermore
QAPM∗ = (Iq −A†A)M †M =M †M −A†A = PM∗ − PA∗ .
From (10.18) we thus can conclude
X22 = −y
[
δ(PA∗ −QM )−QAM †A
]
− xQA(δPM∗ −M †A)
= −y
[
δ(PM∗ −QA)−QAM †A
]
− x
[
δ(PM∗ − PA∗)−QAM †A
]
= −(y + x)(δPM∗ −QAM †A) + yδQA + xδPA∗
= −δ(δPM∗ −M †A+A†AM †A) + δ(yQA + xPA∗)
= −δ
[
(M †B + PA∗M
†A)− yQA − xPA∗
]
.
Comparing the two representations of X22, we can infer then (10.17).
The next result is concerned with the matrix polynomial from (10.17):
Lemma 10.11. Let A,M ∈ Cp×q with N (M) ⊆ N (A) and let z ∈ C\[α, β]. Let N := A+αM ,
let y := β−z, and let H := yPA∗−βQM+QA(zIq−M †N). Then detH 6= 0 and AH−1 = y−1A.
Proof. Consider an arbitrary v ∈ N (H). We have then
βQMv − yA†Av = (βQM − yPA∗)v = QA(zIq −M †N)v = (Iq −A†A)(zIq −M †N)v. (10.20)
Regarding z 6= β, left multiplication of the latter identity by −y−1A yields Av = Op×1. Conse-
quently, Nv = αMv. Taking into account Remark A.21, thus AM †Nv = αAM †Mv = αAv =
Op×1. From (10.20) we then infer
βQMv = (Iq −A†A)(zIq −M †N)v = (zIq −M †N)v = zv − αM †Mv. (10.21)
Left multiplying this by M , we get Op×1 = (z − α)Mv. Since z 6= α, then necessarily Mv =
Op×1. Substituting this into (10.21) and regarding QM = Iq −M †M , we obtain βv = zv.
Because of z 6= β, hence v = Op×1 follows. Consequently, the linear subspace N (H) is trivial,
implying detH 6= 0. By virtue of AH = yAPA∗ = yAA†A = yA and z 6= β, we thus have
AH−1 = y−1A.
In generic situations, the Fα,β(A,M)-transformation turns out to be inverse to the inverse
Fα,β(A,M)-transformation:
Lemma 10.12. Let A ∈ Cq×qH and let M ∈ Cq×q< with R(A) ⊆ R(M). Let G ∈ Rq(C \ [α, β])
with inverse Fα,β(A,M)-transform F . Suppose that R(G(z0)) ⊆ R(A) holds true for some
z0 ∈ C \ [α, β]. Then G is exactly the Fα,β(A,M)-transform of F .
Proof. Consider an arbitrary z ∈ C\ [α, β]. Let F1, F2 : C\ [α, β] → Cq×q be defined by (10.15)
and (10.16). Then
[ F1(z)
F2(z)
]
= [V¨A,M (z)]
[G(z)
Iq
]
. Due to Lemma 10.8, furthermore detF2(z) 6= 0
and F (z) = [F1(z)][F2(z)]
−1. Denote by H the Fα,β(A,M)-transform of F and let H1,H2 : C\
[α, β]→ Cq×q be defined by
H1(w) := −(β − w)AM †F (w) +A
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and
H2(w) := −(β − w)(w − α)A†F (w)− (β − w)A†M −QA.
Using Remark A.10, we infer N (M) ⊆ N (A). In view of Lemma 10.9, we thus can apply
Lemma 10.3 to F to obtain detH2(z) 6= 0 and H(z) = [H1(z)][H2(z)]−1. Since by construction[H1(z)
H2(z)
]
= [W¨A,M(z)]
[ F (z)
Iq
]
holds true, we have
[
H1(z)
H2(z)
]
=
[
W¨A,M (z)
] [F1(z)
F2(z)
]
[F2(z)]
−1 =
[
W¨A,M(z)
]
[V¨A,M(z)]
[
G(z)
Iq
]
[F2(z)]
−1.
Let x := z−α, let y := β − z, and let N := A+αM . Taking into account Lemma 10.10, then
H1(z) = −δyPA[G(z)][F2(z)]−1, H2(z) = −δ
[
yPA∗ − βQM +QA(zIq −M †N)
]
[F2(z)]
−1
follow by comparing both sides of the latter identity. According to Proposition 4.15, we get
R(G(z)) = R(G(z0)) ⊆ R(A). Thus, PAG(z) = G(z). Using again Proposition 4.15, we
can conclude R(G(z)) = R(G(z0)) ⊆ R(A), implying [R(A)]⊥ ⊆ [R(G(z))]⊥. In view of
Remarks A.10 and 4.8, we then obtain N (A) ⊆ N ([G(z)]∗) = N (G(z)). Due to Remark A.21,
therefore [G(z)]A†A = G(z) holds true. Regarding detH2(z) 6= 0 and Lemma 10.11, we have
furthermore
−δA[F2(z)]−1[H2(z)]−1 = A
(
−δ−1[H2(z)][F2(z)]
)−1
= y−1A.
Consequently,
H(z) = [H1(z)][H2(z)]
−1 = −δy[G(z)]A†A[F2(z)]−1[H2(z)]−1 = [G(z)]A†A = G(z).
Conversely, we have:
Lemma 10.13. Let A ∈ Cq×qH and let M ∈ Cq×q< with R(A) ⊆ R(M). Let F : C \ [α, β] →
C
q×q with Fα,β(A,M)-transform G and denote by H the inverse Fα,β(A,M)-transform of
G. Let z ∈ C \ [α, β] be such that R(F (z)) ⊆ R(M) and N (M) ⊆ N (F (z)) as well as
R((z − α)F (z) +M) = R(A) and N ((z − α)F (z) +M) = N (A) are fulfilled. Suppose that G
belongs to Rq(C \ [α, β]) and that R(G(z0)) ⊆ R(A) holds true for some z0 ∈ C \ [α, β]. Then
H(z) = F (z).
Proof. Because of Remark A.10, we have N (M) ⊆ N (A), implying AM †M = A, by virtue of
Remark A.21. Let G1, G2 : C \ [α, β] → Cq×q be defined by (10.5) and (10.6). The application
of Lemma 10.3 yields then detG2(z) 6= 0 and G(z) = [G1(z)][G2(z)]−1. Let x := z − α and let
y := β − z. Setting X := xF (z) +M and Y := yF (z) −M , we get
G1(z) = −yAM †F (z) +A = −yAM †F (z) +AM †M = −AM †Y
and
G2(z) = −yxA†F (z)− yA†M −QA = −yA†X −QA.
Taking into account the assumptions, we have XQA = Oq×q and, in view of Remarks A.20
and A.21, furthermore MM †A = A, AA†X = X, and XA†A = X. Let B := δM −A and let
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E1, E2 : C\ [α, β]→ Cq×q be defined by (10.9) and (10.10). Since AQA = Oq×q holds obviously
true, we can infer then
F (z)E2(z)− E1(z)
= F (z)
[
−yxA†G(z) + yM †A− xQAM †B
]
−
[
yMA†G(z) +A+MQAM
†B
]
= −yx[F (z)]A†G(z) + y[F (z)]M †A− x[F (z)]QAM †B − yMA†G(z)−MM †A−MQAM †B
= −yXA†G(z) + YM †A−XQAM †B = −yXA†[G1(z)][G2(z)]−1 + YM †A[G2(z)][G2(z)]−1
=
[
−yXA†(−AM †Y ) + YM †A(−yA†X −QA)
]
[G2(z)]
−1 = y(XM †Y − YM †X)[G2(z)]−1.
Regarding Remark A.22, we see XM †Y = YM †X. Consequently, F (z)E2(z) = E1(z) follows.
Observe that H(z) = [E1(z)][E2(z)]
†. Due to Lemma 10.5, we have R(E2(z)) = R(M). Using
Remarks A.14 and A.10, we thus can conclude N ([E2(z)]†) = N (M∗) = N (M). In view of
N (M) ⊆ N (F (z)), hence N ([E2(z)]†) ⊆ N (F (z)). Because of Remarks A.21 and A.14, then
F (z)[E2(z)][E2(z)]
† = F (z) holds true. Consequently, we obtain
H(z) = [E1(z)][E2(z)]
† = F (z)[E2(z)][E2(z)]
† = F (z).
In the particular completely degenerate situation B = Op×q we have A = δM , according to
(10.1). Because of (9.2), then the matrix polynomials V¨A,M and W¨A,M from Notations 10.6
and 10.2 essentially coincide with V¨M and W¨M introduced in Notations 9.6 and 9.2, resp.:
Remark 10.14. If M ∈ Cp×q, then the equations V¨δM,M = V¨M [(δ−1Ip) ⊕ (δIq)] and W¨δM,M =
[(δ−1Ip)⊕ (δIq)]W¨M hold true.
In addition to the matrices A and M and the matrices B and N built from them via (10.1),
we now consider the matrix D := AM †B, which, in view of Remark 3.23, corresponds to d1.
Because of (10.2), we have
D = (−αM +N)M †(βM −N) = −αβM + αPMN + βNPM∗ −NM †N
in analogy to the second equation in (3.7). Taking into account (10.1) and (3.9), we get
furthermore
D = A
[
1
δ
(A+B)
]†
B = δ
[
A(A+B)†B
]
= δ(A⊤−⊥B). (10.22)
Notation 10.15. Let A,M ∈ Cp×q and let B := δM−A and D := AM †B. Then let U¨A,M : C→
C
(p+q)×(p+q) be defined by
U¨A,M(z) :=

M [(β − z)PA∗M †B + (z − α)QAM †A]D† B
−(β − z)(z − α)M †AD† (β − z)(δQM +M †A)

 .
Remark 10.16. Let A,M ∈ Cq×q and let z ∈ C. Let B := δM −A and D := AM †B. Then:
(a) If D = Oq×q, then U¨A,M (z) =
[
Oq×q B
Oq×q (β−z)(δQM+M
†A)
]
.
(b) If A = Oq×q, then B = δM , D = Oq×q, and U¨A,M (z) = δ
[
Oq×q M
Oq×q (β−z)QM
]
.
(c) If B = Oq×q, then A = δM , D = Oq×q and U¨A,M(z) = δ
[
Oq×q Oq×q
Oq×q (β−z)Iq
]
.
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(d) If the matrices M,A,B,D are invertible and AM−1B = BM−1A, then U¨A,M(z) =[
(β−z)MA−1 B
−(β−z)(z−α)B−1 (β−z)M−1A
]
.
Lemma 10.17. Let A,M ∈ Cq×qH with R(A) ⊆ R(M) and let z ∈ C. Let B := δM − A,
D := AM †B, and N := A+ αM and let x := z − α and y := β − z. Then[
V¨A,M (z)
][
V¨D(z)
]
= −yδ

 [(z − α− β)M +N −MQAM †N ]D† −M
x(yIq +QAM
†N)D† zIq −M †N − βQM


=
[
V¨M (z)
][
U¨A,M(z)
]
. (10.23)
Proof. Because of Remark A.6, we have R(B) ⊆ R(M) and R(N) ⊆ R(M). Consequently,
Remark A.20 shows MM †A = A, MM †B = B, and MM †N = N . In view of QA = Iq −A†A,
then
MQAM
†N =MM †N −MA†AM †N = N −MA†AM †N (10.24)
and, by virtue of
QAM
†B =M †B −A†AM †B =M †B −A†D, (10.25)
furthermore
MQAM
†B =MM †B −MA†D = B −MA†D (10.26)
follow. Taking into account A+B = δM and δ > 0, we can inferR(A) ⊆ R(A+B). Since A and
M are Hermitian, Remark A.24 shows that B is Hermitian as well. Using [44, Thm. 2.2(b)], we
can thus conclude (A⊤−⊥B)∗ = A⊤−⊥B. In view of (10.22), then D∗ = D follows. Furthermore, we
have R(D) ⊆ R(A) ⊆ R(M). Using Remark A.14, we obtain then R(D†) ⊆ R(A†) ⊆ R(M †).
From Remarks A.20 and A.14, we can thus conclude
M †MD† = D†, M †MA† = A†, and A†AD† = D†. (10.27)
In particular,
A†AM †MD† = A†AD† = D† =M †MD†
follows. In view of (10.2), we infer then
A†DD† = A†AM †BD† = A†AM †(βM −N)D† = (βM †M −A†AM †N)D†. (10.28)
Taking into account PD = DD
† and Notations 10.6 and 9.6, the computation of the q × q ma-
trices in the block representation [V¨A,M(z)][V¨D(z)] =
[X11 X12
X21 X22
]
yields
X11 = y
2MA†PD − yx(A+MQAM †B)D† = y(yMA†D − xA− xMQAM †B)D†,
X12 = yMA
†D + y(A+MQAM
†B) = y(MA†D +A+MQAM
†B),
X21 = −y2xA†PD − yx
[
y(δQM +M
†A)− xQAM †B
]
D†
= −yx(yA†D + yδQM + yM †A− xQAM †B)D†,
and
X22 = −yxA†D + y
[
y(δQM +M
†A)− xQAM †B
]
= −y(xA†D − yδQM − yM †A+ xQAM †B).
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By virtue of (10.26), (10.28), and (10.24), we obtain
X11 = y(yMA
†D − xA− xB + xMA†D)D† = y(δMA†D − xδM)D†
= −yδ(xM −MA†D)D† = −yδ
[
(z − α)M −M(βM †M −A†AM †N)
]
D†
= −yδ
[
(z − α− β)M +MA†AM †N
]
D† = −yδ
[
(z − α− β)M +N −MQAM †N
]
D†.
Because of (10.26), we have
X12 = y(MA
†D +A+B −MA†D) = yδM = −yδ(−M).
Using (10.3), we get (10.19) by the same reasoning as in the proof of Lemma 10.10. The
combination of (10.25), (10.19), (10.28), and (9.2) yields
X21 = −yx
[
yA†D + (β − z)δQM + yM †A− xM †B + xA†D
]
D†
= −yx(δA†D + βδQM + yM †A− xM †B − zδQM )D†
= −yx
[
δA†D + βδQM + δ(M
†N − zIq)
]
D†
= −yxδ
[
βM †M −A†AM †N + β(Iq −M †M) +M †N − zIq
]
D†
= −yxδ(yIq +QAM †N)D†.
Taking into account (10.25) and (10.19), we get furthermore
X22 = −y
[
xA†D − (β − z)δQM − yM †A+ xM †B − xA†D
]
= −y(zδQM − yM †A+ xM †B − βδQM ) = −yδ(zIq −M †N − βQM ).
Hence, the first equation in (10.23) is verified.
Because of (10.4) and (10.27), we have
MA†AM †(yB − xA)D† = δMA†AM †[(β + α− z)M −N ]D†
= δ
[
(β + α− z)M −MA†AM †N
]
D†.
(10.29)
Taking into account PM =MM
† and Notations 9.6 and 10.15, the computation of the q × q ma-
trices in the block representation [V¨M (z)][U¨A,M(z)] =
[ Y11 Y12
Y21 Y22
]
yields
Y11 = yPMM(yPA∗M
†B + xQAM
†A)D† − yxMM †AD†
= y(yMPA∗M
†B + xMQAM
†A− xMM †A)D†,
Y12 = yPMB + yM(δQM +M
†A) = yPM (B +A) = yPM (δM) = yδM = −yδ(−M),
Y21 = −yxM †M(yPA∗M †B + xQAM †A)D† − y2xM †AD†
= −yxM †(yMPA∗M †B + xMQAM †A+ yA)D†,
and
Y22 = −yxM †B + y2(δQM +M †A) = −y
[
xM †B − (β − z)δQM − yM †A
]
.
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In view of PA∗ = A
†A and QA = Iq −A†A, we can infer from (10.29) and (10.24) then
Y11 = y(yMA
†AM †B + xMM †A− xMA†AM †A− xMM †A)D†
= yMA†AM †(yB − xA)D† = −yδ
[
(z − α− β)M +MA†AM †N
]
D†
= −yδ
[
(z − α− β)M +N −MQAM †N
]
D†.
Because of MM †A = A and the identities (10.29) and (10.27), we have furthermore
Y21 = −yxM †(yMA†AM †B + xMM †A− xMA†AM †A+ yA)D†
= −yxM †
[
MA†AM †(yB − xA)D† + xAD† + yAD†
]
= −yxM †
(
δ
[
(β + α− z)M −MA†AM †N
]
D† + δAD†
)
= −yxδ
[
(y + α)M †MD† −M †MA†AM †ND† +M †AD†
]
= −yxδ(yD† + αM †MD† −A†AM †ND† +M †AD†)
= −yxδ
[
yIq +M
†(αM +A)−A†AM †N
]
D† = −yxδ(yIq +QAM †N)D†.
From (10.19) moreover Y22 = −yδ(zIq −M †N − βQM ) follows. By virtue of Y12 = −yδ(−M),
thus the second equation in (10.23) is verified.
11. On the elementary steps of the forward algorithm
This section is aimed to work out the elementary step of the forward algorithm by applying
the transformations studied in the previous section.
Lemma 11.1. Let (sj)0j=0 ∈ F<q,0,α,β and let F ∈ Rq[[α, β]; (sj)0j=0]. Then the
Fα,β(s0)-transformed pair of F belongs to P¨[s0].
Proof. Denote by [G1;G2] the Fα,β(s0)-transformed pair of F . Obviously, D := ∅ is a discrete
subset of C \ [α, β]. Observe that F is holomorphic. In view of Definition 9.1, then G1 and
G2 are holomorphic as well. In particular, G1 and G2 are C
q×q-valued functions, which are
meromorphic in C\[α, β] with P(G1)∪P(G2) ⊆ D. Consequently, condition (I) in Notation 7.5
is fulfilled with the set D for the pair [P ;Q] = [G1;G2]. Consider an arbitrary z ∈ C\[α, β]. By
assumption, the R[α, β]-measure σ¨F of F belongs to M<q,0[[α, β]; (sj)0j=0,=], i. e., σ¨F ([α, β]) =
s0. Taking additionally into account Proposition 4.15, hence R(F (z)) = R(s0) follows. Thus,
PR(s0)F (z) = F (z). Regarding Notation 9.2, we can infer then
[
G1(z)
G2(z)
]
= −[W¨s0(z)]
[
F (z)
Iq
]
.
Using Lemma 9.10, we obtain
[
V¨s0(z)
] [G1(z)
G2(z)
]
= −
[
V¨s0(z)
][
W¨s0(z)
] [F (z)
Iq
]
= (β − z)δ
[
PR(s0)F (z)
Iq
]
= (β − z)δ
[
F (z)
Iq
]
.
In view of z 6= β and δ > 0, we can conclude q ≥ rank
[
G1(z)
G2(z)
]
≥ rank
[
F (z)
Iq
]
= q, implying
rank
[
G1(z)
G2(z)
]
= q. Let x := z − α and let y := β − z. Furthermore, let W0 := W¨s0(z), let
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W1 := [(xIq) ⊕ Iq]W0, and let W2 := [(yIq) ⊕ Iq]W0. As already mentioned above, we have
−W0
[
F (z)
Iq
]
=
[
G1(z)
G2(z)
]
. Consequently,
−W1
[
F (z)
Iq
]
=
[
xG1(z)
G2(z)
]
and −W2
[
F (z)
Iq
]
=
[
yG1(z)
G2(z)
]
.
Taking additionally into account PR(s0)F (z) = F (z), the application of Proposition 9.4 yields[
xG1(z)
G2(z)
]∗
J˜q
[
xG1(z)
G2(z)
]
= δ
([
yxF (z)
Iq
]∗
J˜q
[
yxF (z)
Iq
]
− 2 Im(z)s0
)
and [
yG1(z)
G2(z)
]∗
J˜q
[
yG1(z)
G2(z)
]
= δ|y|2
([
F (z)
Iq
]∗
J˜q
[
F (z)
Iq
]
− 2 Im(z)[F (z)]∗s†0[F (z)]
)
.
Because of Remark A.36, we have
[
xG1(z)
G2(z)
]∗
J˜q
[
xG1(z)
G2(z)
]
= 2 Im([G2(z)]
∗[xG1(z)]) = 2 Im((z − α)[G2(z)]∗[G1(z)]),
[
yG1(z)
G2(z)
]∗
J˜q
[
yG1(z)
G2(z)
]
= 2 Im([G2(z)]
∗[yG1(z)]) = 2 Im((β − z)[G2(z)]∗[G1(z)]),
and, furthermore,
[
yxF (z)
Iq
]∗
J˜q
[
yxF (z)
Iq
]
= 2 Im[yxF (z)] and
[
F (z)
Iq
]∗
J˜q
[
F (z)
Iq
]
= 2 Im[F (z)].
Now assume in addition z /∈ R. Taken all together, we get then
1
Im z
Im((z − α)[G2(z)]∗[G1(z)]) = δ
(
1
Im z
Im[yxF (z)]− s0
)
(11.1)
and
1
Im z
Im((β − z)[G2(z)]∗[G1(z)]) = δ|y|2
(
1
Im z
Im[F (z)]− [F (z)]∗s†0[F (z)]
)
. (11.2)
Remark 4.22 provides us 1Im z Im[yxF (z)] < s0. Taking additionally into account δ > 0 and
Remark A.24, we conclude from (11.1) then 1Im z Im((z − α)[G2(z)]∗[G1(z)]) ∈ Cq×q< . More-
over, in view of Theorem 4.9, we apply Lemma C.7 to F and obtain [F (z)]s†0[F (z)]
∗
4
(Im z)−1 Im[F (z)]. Because of Remark 4.8, we have (Im z)−1 Im[F (z)] − [F (z)]s†0[F (z)]∗ =
1
Im z Im[F (z)] − [F (z)]∗s†0[F (z)]. Taking additionally into account δ > 0 and Remark A.24,
we infer from (11.2) then similarly 1Im z Im((β − z)[G2(z)]∗[G1(z)]) ∈ Cq×q< . In view of the
choice of z in C \ [α, β] = C \ ([α, β] ∪ D), we have thus shown that the conditions (II)–(IV)
in Notation 7.5 are fulfilled with the set D for the pair [P ;Q] = [G1;G2]. Consequently,
[G1;G2] ∈ PRq(C \ [α, β]). Furthermore, PR(s0)F = F is verified. According to Definition 9.1,
then PR(s0)G1 = G1. By virtue of Lemma 8.3, hence [G1;G2] ∈ P¨[s0] follows.
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Lemma 11.2. Assume κ ≥ 1. Let (sj)κj=0 ∈ F<q,κ,α,β with Fα,β-transform (tj)κ−1j=0 and let F ∈
Rq[[α, β]; (sj)κj=0]. Further, let a0 be given via Notation 3.2. Then the Fα,β(a0, s0)-transform
of F belongs to Rq[[α, β]; (tj)κ−1j=0 ].
Proof. We first consider the case κ =∞. Let ρ := max{|α|, |β|} and let Cρ := {z ∈ C : |z| > ρ}.
Obviously, Cρ ⊆ C \ [α, β] and 0 /∈ Cρ. According to Proposition 3.9, the sequences (aj)∞j=0
and (bj)
∞
j=0 introduced in Notation 3.2 both belong to F<q,∞,α,β. Because of Remark 5.10,
the matrix-valued functions Fa and Fb given in Notation 4.19 fulfill Fa ∈ Rq[[α, β]; (aj)∞j=0]
and Fb ∈ Rq[[α, β]; (bj)∞j=0]. Consequently, Fb and Fa are holomorphic in C \ [α, β] and
Proposition 5.8 yields, for all z ∈ Cρ, the series expansions
Fb(z) = −
∞∑
j=0
z−(j+1)bj and Fa(z) = −
∞∑
j=0
z−(j+1)aj.
In accordance with Definition 3.48, denote by (gj)
∞
j=0 the (−∞, β]-modification of (aj)∞j=0.
Then g0 = −a0 and, in view of Notation 3.2, furthermore gj = βaj−1 − aj for all j ∈ N. The
matrix-valued functions Y,Z : C \ [α, β] → Cq×q defined by Y (z) := −zFb(z) and Z(z) :=
−(β − z)Fa(z), resp., are both holomorphic in C \ [α, β] with series expansions
Y (z) =
∞∑
n=0
z−nbn and Z(z) =
∞∑
n=0
z−ngn
for all z ∈ Cρ. Let R : C \ [α, β] → Cq×q be defined by R(z) := [Z(z)]†. Observe that
the R[α, β]-measure σ¨a of Fa fulfills σ¨a([α, β]) = a0. Using Proposition 4.15, we obtain, for all
z ∈ C\[α, β], thus R(Z(z)) = R(Fa(z)) = R(a0) = R(g0) and, analogously, N (Z(z)) = N (g0).
Therefore, we see from Proposition F.4 that the matrix-valued function R is holomorphic in
C \ [α, β]. Denote by (rj)∞j=0 the reciprocal sequence associated to (gj)∞j=0. The application of
Lemma F.8 yields the series expansion
R(z) =
∞∑
n=0
z−nrn
for all z ∈ Cρ. Denote by (xj)∞j=0 the Cauchy product of (bj)∞j=0 and (rj)∞j=0. From Lemma F.7
we see then that the function X := Y R is holomorphic in C \ [α, β] with series expansion
X(z) =
∞∑
n=0
z−nxn
for all z ∈ Cρ. Observe that the R[α, β]-measure σ¨F of F fulfills σ¨F ([α, β]) = s0. Denote by G
the Fα,β(a0, s0)-transform of F . Regarding Notation 4.19 and Definition 10.1, we obtain
G(z) = a0s
†
0[Fb(z)][(β − z)Fa(z)]†a0 = a0s†0[Fb(z)][−Z(z)]†a0 = −a0s†0[Fb(z)][R(z)]a0
for all z ∈ C \ [α, β]. In particular, by virtue of Remarks F.2 and F.1, thus G is holomorphic
in C \ [α, β]. Let H : C \ [α, β] → Cq×q be defined by H(z) := zG(z). We have
H(z) = −za0s†0[Fb(z)][R(z)]a0 = a0s†0[Y (z)][R(z)]a0 = a0s†0[X(z)]a0
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for all z ∈ C \ [α, β]. From Remark F.6 we see then that the matrix-valued function H is
holomorphic in C \ [α, β] with series expansion
H(z) =
∞∑
n=0
z−n(a0s
†
0xna0)
for all z ∈ Cρ. In view of Definition 3.51, consequently
G(z) =
1
z
H(z) = −
∞∑
j=0
z−(j+1)tj
for all z ∈ Cρ follows. Due to Proposition 3.58, the sequence (tj)∞j=0 belongs to F<q,∞,α,β. SinceG
is holomorphic in C\[α, β], the application of Proposition 5.9 thus yields G ∈ Rq[[α, β]; (tj)∞j=0],
completing the proof in the case κ =∞.
Now we consider the case κ < ∞. Then m := κ belongs to N. Regarding Remark 4.11,
denote by sˆj :=
∫
[α,β] ξ
j σ¨F (dξ) for all j ∈ N0 the power moments of the R[α, β]-measure σ¨F of
F . Then σ¨F ∈M<q,∞[[α, β]; (sˆj)∞j=0,=], i. e., F ∈ Rq[[α, β]; (sˆj)∞j=0]. In particular, by virtue of
Proposition 5.6, we therefore have (sˆj)
∞
j=0 ∈ F<q,∞,α,β. Denote by (tˆj)∞j=0 the Fα,β-transform
of (sˆj)
∞
j=0. Let aˆ0 := −αsˆ0 + sˆ1 and denote by G the Fα,β(aˆ0, sˆ0)-transform of F . Since the
assertion is already proved for κ = ∞, we see that G belongs to Rq[[α, β]; (tˆj)∞j=0]. Observe
that by assumption m ≥ 1 and sj = sˆj for all j ∈ Z0,m hold true. Hence, we have aˆ0 = a0 and,
because of Remark 3.52, furthermore tˆj = tj for all j ∈ Z0,m−1. Consequently, G is exactly the
Fα,β(a0, s0)-transform of F and belongs to Rq[[α, β]; (tj)m−1j=0 ].
12. On the elementary steps of the backward algorithm
This section can be considered as the analogue of the preceding one for the backward algorithm.
More precisely, we will work out the elementary step of the backward algorithm by applying
the transformation studied in Section 10.
Lemma 12.1. Let (sj)0j=0 ∈ F<q,0,α,β and let [G1;G2] ∈ P¨ [s0]. Then the inverse
Fα,β(s0)-transform of [G1;G2] belongs to Rq[[α, β]; (sj)0j=0].
Proof. According to Notation 8.1, we have [G1;G2] ∈ PRq(C \ [α, β]). In particular, G1
and G2 are C
q×q-valued functions, which are meromorphic in C \ [α, β]. Using the functions
g, h : C \ [α, β] → C given via (9.9), we define by (9.10) two Cq×q-valued functions F1 and F2
meromorphic in C \ [α, β]. From Remark 3.11 we get s0 ∈ Cq×q< . By virtue of Proposition 9.11,
thus detF2 does not vanish identically in C \ [α, β] and the inverse Fα,β(s0)-transform F of
[G1;G2] admits the representation F = F1F
−1
2 , according to Definition 9.5.
In a first step, we are now going to show that the pair [F1;F2] belongs to PRq(C \ [α, β]).
Due to Proposition 7.9, the set A := P(G1) ∪ P(G2) ∪ E¨([G1;G2]) is a discrete subset D of
C \ [α, β], satisfying the conditions (I)–(IV) in Notation 7.5 for the pair [P ;Q] = [G1;G2]. In
view of (9.10), we have P(F1) ⊆ P(G1) ∪ P(G2) and P(F2) ⊆ P(G1) ∪ P(G2). Consequently,
P(F1) ∪ P(F2) ⊆ A, i. e., condition (I) in Notation 7.5 is fulfilled with the set D = A for
the pair [P ;Q] = [F1;F2]. Consider an arbitrary z ∈ C \ ([α, β] ∪ A). Regarding s0 ∈ Cq×q< ,
Proposition 9.11 yields detF2(z) 6= 0 and
F (z) = [F1(z)][F2(z)]
−1. (12.1)
58
In particular, rank
[
F1(z)
F2(z)
]
= q. Let x := z−α and let y := β−z. Furthermore, let V0 := V¨s0(z),
let V1 := [(xIq) ⊕ Iq]V0, and let V2 := [(yIq) ⊕ Iq]V0. According to Notation 9.6, we have
V0
[
G1(z)
G2(z)
]
=
[
F1(z)
F2(z)
]
. Hence,
V1
[
G1(z)
G2(z)
]
=
[
xF1(z)
F2(z)
]
and V2
[
G1(z)
G2(z)
]
=
[
yF1(z)
F2(z)
]
.
From Lemma 8.3 we see PR(s0)G1 = G1. Using Proposition 9.9, we thus can infer
[
xF1(z)
F2(z)
]∗
J˜q
[
xF1(z)
F2(z)
]
= |y|2
[
xG1(z)
G2(z)
]∗
J˜q
[
xG1(z)
G2(z)
]
+ |x|2
[
yG1(z)
G2(z)
]∗
J˜q
[
yG1(z)
G2(z)
]
+ 2δ Im(z)[G2(z)]
∗s0[G2(z)]
and [
yF1(z)
F2(z)
]∗
J˜q
[
yF1(z)
F2(z)
]
= δ|y|2
([
G1(z)
G2(z)
]∗
J˜q
[
G1(z)
G2(z)
]
+ 2 Im(z)[G1(z)]
∗s†0[G1(z)]
)
.
Because of Remark A.36, we see that
[
ξF1(z)
F2(z)
]∗
J˜q
[
ξF1(z)
F2(z)
]
= 2 Im([F2(z)]
∗[ξF1(z)]) = 2 Im(ξ[F2(z)]
∗[F1(z)])
and [
ξG1(z)
G2(z)
]∗
J˜q
[
ξG1(z)
G2(z)
]
= 2 Im([G2(z)]
∗[ξG1(z)]) = 2 Im(ξ[G2(z)]
∗[G1(z)])
hold true for each ξ ∈ {x, y} and that
[
G1(z)
G2(z)
]∗
J˜q
[
G1(z)
G2(z)
]
= 2 Im([G2(z)]
∗[G1(z)])
is valid. Now assume in addition z /∈ R. Taken all together, we obtain then
1
Im z
Im(x[F2(z)]
∗[F1(z)]) = |y|2
[
1
Im z
Im(x[G2(z)]
∗[G1(z)])
]
+ |x|2
[
1
Im z
Im(y[G2(z)]
∗[G1(z)])
]
+ δ[G2(z)]
∗s0[G2(z)]
(12.2)
and
1
Im z
Im(y[F2(z)]
∗[F1(z)]) = δ|y|2
[
1
Im z
Im([G2(z)]
∗[G1(z)]) + [G1(z)]
∗s†0[G1(z)]
]
. (12.3)
Since the conditions (III) and (IV) in Notation 7.5 are satisfied with the set D = A for the
pair [P ;Q] = [G1;G2], we have
1
Im z
Im(x[G2(z)]
∗[G1(z)]) ∈ Cq×q< and
1
Im z
Im(y[G2(z)]
∗[G1(z)]) ∈ Cq×q< . (12.4)
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Taking into account (12.4), δ > 0, and s0 ∈ Cq×q< , we use Remarks A.24 and A.25 to in-
fer from (12.2) that 1Im z Im(x[F2(z)]
∗[F1(z)]) ∈ Cq×q< . By virtue of Lemma 7.8, the ma-
trix 1Im z Im([G2(z)]
∗[G1(z)]) is non-negative Hermitian. Because of Remark A.16, we have
s†0 ∈ Cq×q< . Regarding additionally δ > 0, from Remarks A.24 and A.25 and (12.3) we conclude
similarly 1Im z Im(y[F2(z)]
∗[F1(z)]) ∈ Cq×q< . In view of the choice of z ∈ C\ ([α, β]∪A), we thus
have verified that conditions (II)–(IV) in Notation 7.5 are fulfilled with the set D = A for the
pair [P ;Q] = [F1;F2]. Consequently, [F1;F2] ∈ PRq(C \ [α, β]). Therefore, the application of
Lemma 7.13 to the pair [P ;Q] = [F1;F2] yields
F = F1F
−1
2 ∈ Rq(C \ [α, β]). (12.5)
In a second step, we are now going to show that σ¨F ([α, β]) = s0. First we verify
σ¨F ([α, β]) < s0. (12.6)
Let W0 := W¨s0(z). Because of Lemma 9.10 and PR(s0)G1 = G1, we have
W0
[
F1(z)
F2(z)
]
=W0V0
[
G1(z)
G2(z)
]
= −yδ
[
PR(s0)G1(z)
G2(z)
]
= −yδ
[
G1(z)
G2(z)
]
. (12.7)
Setting W1 := [(xIq) ⊕ Iq]W0, hence W1
[
F1(z)
F2(z)
]
= −yδ
[
xG1(z)
G2(z)
]
follows. In view of (9.10), we
have PR(s0)F1 = F1. Thus, using Proposition 9.4, we can conclude then
|y|2δ2
[
xG1(z)
G2(z)
]∗
J˜q
[
xG1(z)
G2(z)
]
= δ
([
yxF1(z)
F2(z)
]∗
J˜q
[
yxF1(z)
F2(z)
]
− 2 Im(z)[F2(z)]∗s0[F2(z)]
)
.
Remark A.36 yields
[
xG1(z)
G2(z)
]∗
J˜q
[
xG1(z)
G2(z)
]
= 2 Im(x[G2(z)]
∗[G1(z)]). Consequently,
|y|2δ
[
1
Im z
Im(x[G2(z)]
∗[G1(z)])
]
=
1
2 Im z
[
yxF1(z)
F2(z)
]∗
J˜q
[
yxF1(z)
F2(z)
]
− [F2(z)]∗s0[F2(z)].
Taking into account δ > 0 and (12.4), we see from Remark A.24 that the matrix on the
left-hand side of the last equation is non-negative Hermitian. Since J˜q and s0 are Hermitian
matrices, we can then use Remarks A.24 and A.25 to conclude
[F2(z)]
∗s0[F2(z)] 4
1
2 Im z
[
yxF1(z)
F2(z)
]∗
J˜q
[
yxF1(z)
F2(z)
]
.
In view of (12.1) and Remarks A.25 and A.36, hence
s0 4
1
2 Im z
[
yxF (z)
Iq
]∗
J˜q
[
yxF (z)
Iq
]
=
1
Im z
Im[yxF (z)] =
1
Im z
Im[(β − z)(z − α)F (z)]
follows. Since A is a discrete set, we in particular infer
lim
η→∞
1
η
Im[(β − iη)(iη − α)F (iη)] < s0. (12.8)
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For all η > 0, we have η−2(β − iη)(iη − α) = (βη−1 − i)(i − αη−1) and therefore
limη→∞ η
−2(β − iη)(iη − α) = 1. Regarding (12.5) and Theorem 4.9, we can apply Lemma C.4
to F and obtain limη→∞ iηF (iη) = −σ¨F ([α, β]). Consequently,
−σ¨F ([α, β]) =
[
lim
η→∞
1
η2
(β − iη)(iη − α)
][
lim
η→∞
iηF (iη)
]
= lim
η→∞
i
η
[(β − iη)(iη − α)F (iη)].
Because of σ¨F ([α, β]) ∈ Cq×qH , we obtain from Remark A.2 then
σ¨F ([α, β]) = −Re
(
lim
η→∞
i
η
[(β − iη)(iη − α)F (iη)]
)
= lim
η→∞
1
η
Im[(β − iη)(iη − α)F (iη)].
In combination with (12.8), this implies (12.6).
Conversely, we now verify σ¨F ([α, β]) 4 s0. Because of (12.5) and Proposition 4.15, we have
R(F (z)) = R(σ¨F ([α, β])). Using Remark A.8 and (12.1), we infer R(F (z)) = R(F1(z)). In
view of PR(s0)F1 = F1, we have R(F1(z)) ⊆ R(s0). Consequently, R(σ¨F ([α, β])) ⊆ R(s0). Let
W2 := [(yIq) ⊕ Iq]W0. In view of (12.7), then W2
[ F1(z)
F2(z)
]
= −yδ[ yG1(z)
G2(z)
]
. Taking additionally
into account PR(s0)F1 = F1, from Proposition 9.4 we get
|y|2δ2
[
yG1(z)
G2(z)
]∗
J˜q
[
yG1(z)
G2(z)
]
= δ|y|2
([
F1(z)
F2(z)
]∗
J˜q
[
F1(z)
F2(z)
]
− 2 Im(z)[F1(z)]∗s†0[F1(z)]
)
.
Remark A.36 yields
[
yG1(z)
G2(z)
]∗
J˜q
[
yG1(z)
G2(z)
]
= 2 Im(y[G2(z)]
∗[G1(z)]). Consequently,
δ
[
1
Im z
Im(y[G2(z)]
∗[G1(z)])
]
=
1
2 Im z
[
F1(z)
F2(z)
]∗
J˜q
[
F1(z)
F2(z)
]
− [F1(z)]∗s†0[F1(z)].
Regarding δ > 0 and (12.4), we see from Remark A.24 that the matrix on the left-hand side of
the last equation is non-negative Hermitian. Since s0 is Hermitian, Remark A.14 shows that
s†0 is Hermitian as well. Taking additionally into account that J˜q is Hermitian, we can use
Remarks A.24 and A.25 to conclude
[F1(z)]
∗s†0[F1(z)] 4
1
2 Im z
[
F1(z)
F2(z)
]∗
J˜q
[
F1(z)
F2(z)
]
.
Because of (12.1), the application of Remarks A.25 and A.36 thus yields
[F (z)]∗s†0[F (z)] 4
1
2 Im z
[
F (z)
Iq
]∗
J˜q
[
F (z)
Iq
]
=
1
Im z
ImF (z).
Regarding that the setA is discrete and that, according to (12.5), the function F is holomorphic,
we can apply a continuity argument to show that [F (ζ)]∗s†0[F (ζ)] 4 (Im ζ)
−1 ImF (ζ) holds true
for all ζ ∈ Π+. In view of (12.5) and Theorem 4.9, we can apply Lemma C.8 to F . Taking
additionally into account s0 ∈ Cq×q< and R(σ¨F ([α, β])) ⊆ R(s0), then σ¨F ([α, β]) 4 s0 follows
by Lemma C.8. In combination with (12.6), this implies σ¨F ([α, β]) = s0. Because of (12.5),
thus F belongs to Rq[[α, β]; (sj)0j=0].
Lemma 12.2. Assume κ ≥ 1. Let (sj)κj=0 ∈ F<q,κ,α,β with Fα,β-transform (tj)κ−1j=0 and let G ∈
Rq[[α, β]; (tj)κ−1j=0 ]. Then the inverse Fα,β(a0, s0)-transform of G belongs to Rq[[α, β]; (sj)κj=0].
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Proof. Because of Proposition 3.58, we have (tj)
κ−1
j=0 ∈ F<q,κ−1,α,β. First we consider the case
κ =∞. By virtue of Proposition 5.8, the set Rq[[α, β]; (sj)∞j=0] consists of exactly one element,
say F . According to Lemma 11.2, the Fα,β(a0, s0)-transform of F belongs to Rq[[α, β]; (tj)∞j=0].
Since, due to Proposition 5.8, the set Rq[[α, β]; (tj)∞j=0] consists of exactly one element, we
conclude that G coincides with the Fα,β(a0, s0)-transform of F . Using Remark 3.11, we easily
infer a0 ∈ Cq×qH and s0 ∈ Cq×q< . Due to Remark 3.12, we have R(a0) ⊆ R(s0). Consider now
an arbitrary z ∈ C \ [α, β]. Observe that the R[α, β]-measure σ¨F of F fulfills σ¨F ([α, β]) = s0.
Taking into account Proposition 4.15, we obtain thus R(F (z)) = R(s0) and N (F (z)) = N (s0).
Because of Remark 5.10, the function Fa given in Notation 4.19 belongs to Rq[[α, β]; (aj)∞j=0].
Hence, we analogously get R(Fa(z)) = R(a0) and N (Fa(z)) = N (a0). In a similar way, we
can conclude R(G(z)) = R(t0). Regarding Definition 3.51, we see furthermore R(t0) ⊆ R(a0).
Consequently, R(G(z)) ⊆ R(a0). Thus, we can apply Lemma 10.13 to the function F and
its Fα,β(a0, s0)-transform G and obtain with the inverse Fα,β(a0, s0)-transform H of G then
H(z) = F (z). Hence, H = F , implying H ∈ Rq[[α, β]; (sj)∞j=0].
Now we consider the case κ < ∞. Then m := κ belongs to N. Regarding Remark 4.11, de-
note by tˆj :=
∫
[α,β] ξ
jσ¨G(dξ) for all j ∈ N0 the power moments of the R[α, β]-measure σ¨G of G.
Then σ¨G ∈ M<q,∞[[α, β]; (tˆj)∞j=0,=], i. e., G ∈ Rq[[α, β]; (tˆj)∞j=0]. By virtue of Proposition 5.6,
we have in particular (tˆj)
∞
j=0 ∈ F<q,∞,α,β. We are now going to construct the Fα,β-parameter
sequence of a sequence from F<q,∞,α,β with Fα,β-transform (tˆj)∞j=0: Due to Theorem 3.41, the
Fα,β-parameter sequence (gˆj)∞j=0 of (tˆj)∞j=0 belongs to the class C<q,∞,δ introduced in Nota-
tion 3.40. Since G belongs to Rq[[α, β]; (tj)m−1j=0 ], we have tˆj = tj for all j ∈ Z0,m−1. Denote by
(gj)
2(m−1)
j=0 the Fα,β-parameter sequence of (tj)m−1j=0 . Because of Remark 3.37, then gˆj = gj for
all j ∈ Z0,2(m−1). Denote by (fj)2mj=0 the Fα,β-parameter sequence of (sj)mj=0. Regarding δ > 0,
let the sequence (ˆfj)
∞
j=0 be given by
fˆj :=
{
fj, if j ≤ 2m
δ−1gˆj−2, if j ≥ 2m+ 1
.
Theorem 3.41 yields (fj)
2m
j=0 ∈ C<q,m,δ. Taking additionally into account δ > 0 and m ≥ 1, we
can conclude then that the sequence (ˆfj)
∞
j=0 is a sequence of non-negative Hermitian matrices
fulfilling the relations δfˆ0 = δf0 = f1 + f2 = fˆ1 + fˆ2 and
δ(ˆf2k−1 ⊤−⊥ fˆ2k) = δ(f2k−1 ⊤−⊥ f2k) = f2k+1 + f2k+2 = fˆ2k+1 + fˆ2k+2
for all k ∈ N with k ≤ m− 1, and, regarding Remark A.17, furthermore
δ(ˆf2k−1⊤−⊥ fˆ2k) = δ
[
(δ−1gˆ2k−3)⊤−⊥ (δ−1gˆ2k−2)
]
= gˆ2k−3⊤−⊥ gˆ2k−2 = δ−1(gˆ2k−1+ gˆ2k) = fˆ2k+1+ fˆ2k+2
for all k ∈ N with k ≥ m + 1. In view of Corollary 3.54, in addition g0 = δ(f1 ⊤−⊥ f2) and
gj = δfj+2 hold true for all j ∈ Z1,2(m−1). In the case m = 1, we therefore have
δ(f2m−1 ⊤−⊥ f2m) = δ(f1 ⊤−⊥ f2) = g0 = gˆ0 = δ−1(gˆ1 + gˆ2) = δ−1(gˆ2m−1 + gˆ2m),
whereas, because of Remark A.17, in the case m ≥ 2 then
δ(f2m−1 ⊤−⊥ f2m) = (δf2m−1)⊤−⊥ (δf2m) = g2m−3 ⊤−⊥ g2m−2 = gˆ2m−3 ⊤−⊥ gˆ2m−2 = δ−1(gˆ2m−1 + gˆ2m)
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follows. Consequently, δ(ˆf2m−1 ⊤−⊥ fˆ2m) = fˆ2m+1 + fˆ2m+2. Hence, the sequence (ˆfj)∞j=0 belongs
to C<q,∞,δ. According to Theorem 3.41, then there exists a sequence (sˆj)∞j=0 from F<q,∞,α,β
with Fα,β-parameter sequence (ˆfj)∞j=0. Denote by (t˜j)∞j=0 the Fα,β-transform of (sˆj)∞j=0 and by
(g˜j)
∞
j=0 the Fα,β-parameter sequence of (t˜j)∞j=0. Using Corollary 3.54, we infer
g˜0 = δ(ˆf1 ⊤−⊥ fˆ2) = δ(f1 ⊤−⊥ f2) = g0 = gˆ0 and g˜j = δfˆj+2 = δfj+2 = gj = gˆj
for all j ∈ N with j ≤ 2m − 2 and, furthermore g˜j = δfˆj+2 = gˆj for all j ∈ N with
j ≥ 2m− 1. Consequently, the Fα,β-parameter sequence (gˆj)∞j=0 of (tˆj)∞j=0 coincides with the
Fα,β-parameter sequence (g˜j)∞j=0 of (t˜j)∞j=0. Since Proposition 3.58 yields (t˜j)∞j=0 ∈ F<q,∞,α,β, we
can conclude from Theorem 3.41 that the sequences (tˆj)
∞
j=0 and (t˜j)
∞
j=0 coincide. In particular,
(tˆj)
∞
j=0 is the Fα,β-transform of (sˆj)∞j=0. The application of the already for κ = ∞ proved as-
sertion of the present lemma yields with aˆ0 := −αsˆ0+ sˆ1 for the inverse Fα,β(aˆ0, sˆ0)-transform
H of G thus H ∈ Rq[[α, β]; (sˆj)∞j=0]. In view of Proposition 3.8 and Remark 3.37, the sequence
(sˆj)
m
j=0 belongs to F<q,m,α,β and its Fα,β-parameter sequence is exactly (ˆfj)2mj=0. Consequently,
the Fα,β-parameter sequences of (sˆj)mj=0 and (sj)mj=0 coincide as well. By virtue of Theo-
rem 3.41, then the sequences (sˆj)
m
j=0 and (sj)
m
j=0 coincide. Hence, H is exactly the inverse
Fα,β(a0, s0)-transform of G and belongs to Rq[[α, β]; (sj)mj=0].
13. Parametrization of the set of all solutions
We are now going to iterate the Fα,β(M)-transformation introduced in Definition 9.1 with
the Fα,β(A,M)-transformation introduced in Definition 10.1. To that end, we use the k-th
Fα,β-transform (s{k}j )κ−kj=0 of a sequence (sj)κj=0 constructed in Definition 3.55 and, in addition,
the sequence (a
{k}
j )
κ−1−k
j=0 given by a
{k}
j := −αs{k}j +s{k}j+1, i. e., the sequence built from (s{k}j )κ−kj=0
according to Notation 3.2:
Definition 13.1. Let G be a non-empty subset of C, let F : G → Cp×q be a matrix-valued
function, and let (sj)
κ
j=0 be a sequence of complex p× q matrices. Let G¨0(F, (sj)κj=0) := F .
Recursively, for all k ∈ Z1,κ, denote by G¨k(F, (sj)κj=0) the Fα,β(a{k−1}0 , s{k−1}0 )-transform of
G¨k−1(F, (sj)
κ
j=0). In view of Definition 9.1, for all k ∈ Z0,κ, denote by PG¨k(F, (sj)κj=0) the
Fα,β(s{k}0 )-transformed pair of G¨k(F, (sj)κj=0). Then, for all m ∈ Z0,κ, we call PG¨m(F, (sj)κj=0)
the m-th Fα,β-transformed pair of F with respect to (sj)κj=0 and we call G¨m(F, (sj)κj=0) the
m-th Fα,β-transform of F with respect to (sj)κj=0.
Remark 13.2. The pair PG¨0(F, (sj)κj=0) is exactly the Fα,β(s0)-transformed pair of F . If κ ≥ 1,
then G¨1(F, (sj)
κ
j=0) is exactly the Fα,β(a0, s0)-transform of F .
Regarding Proposition 9.11, we will use the following mappings:
Notation 13.3. For each matrixM ∈ Cq×q< , let the mapping F¨M be defined on the class P¨[M ] by
F¨M ([G1;G2]) := F , where F is the inverse Fα,β(M)-transform of [G1;G2]. Furthermore, given
two matrices A,M ∈ Cp×q, let the mapping F¨A,M be defined on the set of all matrix-valued
functions G : C\[α, β] → Cp×q by F¨A,M(G) := F , where F is the inverse Fα,β(A,M)-transform
of G.
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Proposition 13.4. Let (sj)0j=0 ∈ F<q,0,α,β. Then ψ : 〈P¨[s0]〉 → Rq[[α, β]; (sj)0j=0] de-
fined by ψ(〈[G1;G2]〉) := F¨s0([G1;G2]) is a bijection with inverse ψ−1 given by ψ−1(F ) =
〈PG¨0(F, (sj)0j=0)〉.
Proof. Consider arbitrary [G1;G2] ∈ P¨ [s0] and F ∈ Rq[[α, β]; (sj)0j=0]. Due to Remark 3.11,
we have s0 ∈ Cq×q< . According to Corollary 9.12, then ψ(〈[G1;G2]〉) is independent of the
concrete representative of the equivalence class 〈[G1;G2]〉. Since, because of Lemma 12.1, fur-
thermore F¨s0([G1;G2]) belongs to Rq[[α, β]; (sj)0j=0], the mapping ψ is well defined. Regarding
Remark 13.2, we obtain from Lemma 11.1 moreover PG¨0(F, (sj)
0
j=0) ∈ P¨ [s0]. Consequently,
the mapping χ : Rq[[α, β]; (sj)0j=0] → 〈P¨ [s0]〉 defined by χ(S) := 〈PG¨0(S, (sj)0j=0)〉 is well de-
fined as well. Using Lemma 9.13 and Remark 13.2, we conclude (χ◦ψ)(〈[G1;G2]〉) = 〈[G1;G2]〉.
Because of Remark 5.7 and Lemma C.5, we get R(F (z)) = R(s0) for all z ∈ C \ [α, β]. There-
fore, PR(s0)F = F . Taking additionally into account Remark 13.2 and PG¨0(F, (sj)
0
j=0) ∈ P¨ [s0],
Lemma 9.14 then yields (ψ ◦ χ)(F ) = F . Consequently, ψ is a bijection with inverse χ.
Proposition 13.5. Let m ∈ N and let (sj)mj=0 ∈ F<q,m,α,β with Fα,β-transform (tj)m−1j=0 . Then
ψ : Rq[[α, β]; (tj)m−1j=0 ] → Rq[[α, β]; (sj)mj=0] defined by ψ(G) := F¨a0,s0(G) is a bijection with
inverse ψ−1 given by ψ−1(F ) = G¨1(F, (sj)mj=0).
Proof. In view of Lemma 12.2, the mapping ψ is well defined. Regarding Remark 13.2, we
see from Lemma 11.2 that the mapping χ : Rq[[α, β]; (sj)mj=0] → Rq[[α, β]; (tj)m−1j=0 ] given by
χ(F ) := G¨1(F, (sj)
m
j=0) is also well defined. Using Remark 3.11, we easily infer a0 ∈ Cq×qH
and s0 ∈ Cq×q< . Because of Remark 3.12, we have R(a0) ⊆ R(s0). Consider now an arbi-
trary G ∈ Rq[[α, β]; (tj)m−1j=0 ]. Then G ∈ Rq(C \ [α, β]). Taking into account Remark 5.7, we
conclude from Lemma C.5 furthermore R(G(z)) = R(t0) for all z ∈ C \ [α, β]. Regarding
Definition 3.51, we thus obtain R(G(z)) ⊆ R(a0) for all z ∈ C \ [α, β]. By construction, ψ(G)
is the inverse Fα,β(a0, s0)-transform of G. Denote by H the Fα,β(a0, s0)-transform of ψ(G).
In view of Remark 13.2, then H = χ(ψ(G)). Using Lemma 10.12, hence H = G follows. Con-
sequently, (χ ◦ ψ)(G) = G. Now we consider an arbitrary F ∈ Rq[[α, β]; (sj)mj=0]. By virtue
of Lemma 11.2, the Fα,β(a0, s0)-transform χ(F ) of F then belongs to Rq[[α, β]; (tj)m−1j=0 ]. As
above, we thus have χ(F ) ∈ Rq(C \ [α, β]) and R([χ(F )](z)) ⊆ R(a0) for all z ∈ C \ [α, β].
Observe that the R[α, β]-measure σ¨F of F satisfies σ¨F ([α, β]) = s0. Using Proposition 4.15,
we get R(F (z)) = R(s0) and N (F (z)) = N (s0) for all z ∈ C \ [α, β]. Because of Remark 5.10,
the function Fa given in Notation 4.19 belongs to Rq[[α, β]; (aj)m−1j=0 ]. Therefore, we obtain
analogously R(Fa(z)) = R(a0) and N (Fa(z)) = N (a0) for all z ∈ C \ [α, β]. Hence, we can
apply Lemma 10.13 to the function F and its Fα,β(a0, s0)-transform χ(F ) and obtain with the
inverse Fα,β(a0, s0)-transform H = ψ(χ(F )) of χ(F ) then H(z) = F (z) for all z ∈ C \ [α, β].
Thus, (ψ ◦ χ)(F ) = F . Consequently, ψ is bijective with inverse χ.
The combination of Propositions 13.4 and 13.5 now yields a first parametrization of the
solution set of the matricial Hausdorff moment problem MP[[α, β]; (sj)
m
j=0,=], where, however,
the set of parameters still depends on the given data.
Theorem 13.6. Let m ∈ N0 and let (sj)mj=0 ∈ F<q,m,α,β. Let ψm : 〈P¨ [s{m}0 ]〉 →
Rq[[α, β]; (s{m}j )0j=0] be defined by ψm(〈[G1;G2]〉) := F¨s{m}0 ([G1;G2]). In the case m ≥ 1
let, for all k ∈ Z0,m−1, furthermore ψk : Rq[[α, β]; (s{k+1}j )m−k−1j=0 ] → Rq[[α, β]; (s{k}j )m−kj=0 ]
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be given by ψk(G) := F¨a{k}0 ,s
{k}
0
(G). Then Ψm : 〈P¨ [s{m}0 ]〉 → Rq[[α, β]; (sj)mj=0] defined by
Ψm(〈[G1;G2]〉) := (ψ0 ◦ ψ1 ◦ · · · ◦ ψm)(〈[G1;G2]〉) is a bijection with inverse Ψ−1m given by
Ψ−1m (F ) = 〈PG¨m(F, (sj)mj=0)〉.
Proof. Because of Proposition 3.58, we have (s{k}j )
m−k
j=0 ∈ F<q,m−k,α,β for all k ∈ Z0,m. Ac-
cording to Proposition 13.4, then ψm is a bijection with inverse ψ
−1
m given by ψ
−1
m (F ) =
〈PG¨0(F, (s{m}j )0j=0)〉. Regarding Definition 3.55, we infer in the case m ≥ 1 for all k ∈
Z0,m−1 from Proposition 13.5 that ψk is a bijection with inverse ψ
−1
k given by ψ
−1
k (F ) =
G¨1(F, (s
{k}
j )
m−k
j=0 ). In view of Remark 13.2, we see, for all F ∈ Rq[[α, β]; (s{m}j )0j=0], that ψ−1m (F )
is exactly the equivalence class of the Fα,β(s{m}0 )-transformed pair of F . In the case m ≥ 1, for
all k ∈ Z0,m−1 and all F ∈ Rq[[α, β]; (s{k}j )m−kj=0 ], furthermore ψ−1k (F ) coincides with the equiv-
alence class of the Fα,β(a{k}0 , s{k}0 )-transform of F . Regarding Definition 13.1, we obtain in the
case m ≥ 1, for all F ∈ Rq[[α, β]; (sj)mj=0], the equation (ψ−1m−1 ◦· · · ◦ψ−10 )(F ) = G¨m(F, (sj)mj=0)
and hence (ψ−1m ◦ ψ−1m−1 ◦ · · · ◦ ψ−10 )(F ) = 〈PG¨m(F, (sj)mj=0)〉, implying that Ψm is a bijection
with inverse Ψ−1m given by Ψ
−1
m (F ) = 〈PG¨m(F, (sj)mj=0)〉.
We end this section by mentioning a relation between the k-th Fα,β-transform given in
Definition 13.1 of a matrix-valued function with respect to a sequence of matrices and the k-th
R[α, β]-Schur transform introduced in Definition 6.8. We start with the case k = 1:
Lemma 13.7. Suppose κ ≥ 1. Let (sj)κj=0 ∈ F<q,κ,α,β and let F ∈ Rq[[α, β]; (sj)κj=0] with
Fα,β(a0, s0)-transform G and first R[α, β]-Schur transform F {1}. Then G = F {1}.
Proof. By assumption we have F ∈ Rq(C \ [α, β]) with R[α, β]-measure σ := σ¨F belonging
to M<q,κ[[α, β]; (sj)κj=0,=]. Observe that σ ∈ M<q,∞([α, β]) according to Remark 4.11. Setting
sj :=
∫
[α,β] x
jσ(dx) for all j ∈ Zκ+1,∞, we have then σ ∈ M<q,∞[[α, β]; (sj)∞j=0,=] and hence
F ∈ Rq[[α, β]; (sj)∞j=0]. In particular, Theorem 3.5 shows (sj)κj=0 ∈ F<q,∞,α,β. Regarding κ ≥ 1,
the matrix a0 = −αs0+s1 is not affected by the above extension of the sequence (sj)κj=0. Thus,
we can apply Lemma 11.2 to obtain G ∈ Rq[[α, β]; (tj)∞j=0], where (tj)∞j=0 is the Fα,β-transform
of (sj)
∞
j=0. Consequently, we have G ∈ Rq(C \ [α, β]) with R[α, β]-measure ν := σ¨G belonging
to M<q,∞[[α, β]; (tj)∞j=0,=]. By virtue of Proposition 5.5, in particular G = S¨ν . According to
Definition 6.5, the first M[α, β]-transform µ := σ{1} of σ belongs to M<q,∞[[α, β]; (tj)∞j=0,=]
as well. Due to Proposition 3.6 and Theorem 3.5, the set M<q,∞[[α, β]; (tj)∞j=0,=] consists of
at most one element. Hence, ν = µ follows. Since F {1} = S¨µ by Definition 6.8, we infer then
G = S¨ν = S¨µ = F
{1}.
Proposition 13.8. Let (sj)κj=0 ∈ F<q,κ,α,β, let k ∈ Z0,κ, and let F ∈ Rq[[α, β]; (sj)κj=0] with
k-th Fα,β-transform G¨k(F, (sj)κj=0) of F with respect to (sj)κj=0 and k-th R[α, β]-Schur trans-
form F {k} of F . Then G¨k(F, (sj)κj=0) = F
{k}.
Proof. We use mathematical induction. According to Definition 13.1, we have G¨0(F, (sj)κj=0) =
F , whereas Remark 6.10 shows F {0} = F . Hence, the assertion holds true for k = 0. Now
assume that κ ≥ 1 and that G¨k−1(F, (sj)κj=0) = F {k−1} is valid for some k ∈ Z1,κ. Set-
ting T := F {k−1} and tj := s
{k−1}
j for all j ∈ Z0,κ−(k−1), then G¨k(F, (sj)κj=0) is, by Defini-
tion 13.1, exactly the Fα,β(−αt0 + t1, t0)-transform of T . Furthermore, Remark 6.11 yields
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T ∈ Rq[[α, β]; (tj)κ−(k−1)j=0 ]. From Proposition 3.58 we infer (tj)κ−(k−1)j=0 ∈ F<q,κ−(k−1),α,β. Tak-
ing additionally into account κ − (k − 1) ≥ 1, we can apply Lemma 13.7 to the sequence
(tj)
κ−(k−1)
j=0 and the function T to see that the Fα,β(−αt0+ t1, t0)-transform of T coincides with
the first R[α, β]-Schur transform of T , i. e., G¨k(F, (sj)κj=0) = T {1}. Since Remark 6.10 provides
F {k} = T {1}, the proof is complete.
In view of Lemma 13.7, a more explicit description of the Schur–Nevanlinna type algorithm
for the class Rq(C \ [α, β]) considered in Section 6 can be given by means of matricial linear
fractional transformations. For the sake of simplicity, we illustrate this for the scalar case
q = 1, where this amounts to a scalar linear fractional transformation or a continued fraction
expansion of functions belonging to R1(C \ [α, β]). These considerations are along the lines of
the classical results by Schur [50, 51] for the class S1×1(D) of holomorphic functions mapping
the open unit disc D := {z ∈ C : |z| < 1} into the closed unit disc D (cf. Notation F.9) and by
Nevanlinna [45] for the class R0,1(Π+) introduced in Notation 4.2:
Let f ∈ R1(C \ [α, β]) with R[α, β]-measure σ¨f . Then f ∈ R1[[α, β]; (sj)∞j=0] with the
sequence (sj)
∞
j=0 of power moments sj :=
∫
[α,β] x
j σ¨f (dx) associated with σ¨f belonging to
F<1,∞,α,β, by virtue of Proposition 3.7. We see from Lemma 13.7 that the first R[α, β]-Schur
transform f{1} of f is exactly the Fα,β(a0, s0)-transform of f . Consequently, Lemma 11.2
yields f{1} ∈ R1[[α, β]; (s{1}j )∞j=0] with the Fα,β-transform (s{1}j )∞j=0 of (sj)∞j=0 belonging to
F<1,∞,α,β, by virtue of Proposition 3.58. Hence, we can conclude from Proposition 5.8 that the
expansions
f(z) = −s0
z
− s1
z2
− s2
z3
− · · · and f{1}(z) = −s
{1}
0
z
− s
{1}
1
z2
− s
{1}
2
z3
− · · ·
are valid for all z ∈ C with |z| > max{|α|, |β|}. Recall that a0 = −αs0 + s1 and b0 = βs0 − s1,
according to Notation 3.2. Lemma 3.11 yields s0 ≥ 0 and a0 ≥ 0. In what follows, we assume
s0 > 0. Because of (3.7) and Corollary 3.60, we have then
d0 = δs0 and s
{1}
0 = d1 = −αβs0 + (α+ β)s1 −
s21
s0
=
a0b0
s0
.
In view of δ = β − α > 0, thus d0 > 0. Regarding Remark A.13 and a0 + b0 = δs0, we obtain,
by virtue of Definition 3.42 and (3.11), hence
e0 = f0 = s0 and e1 =
f2
d0
=
b0
δs0
=
δs0 − a0
δs0
= 1− a0
δs0
.
Taken all together, we can infer by direct calculation s0 = e0, a0 = δe0(1− e1), b0 = δe0e1, and
s
{1}
0 = δ
2e0e1(1− e1). In view of s0 = σ¨f ([α, β]), we can conclude from Remark 5.10 that the
function fa : C \ [α, β] → C given, according to Notation 4.19, by fa(z) := (z − α)f(z) + s0
belongs to R1(C \ [α, β]) with R[α, β]-measure σ¨a fulfilling σ¨a([α, β]) = a0. If a0 = 0, then
Proposition 4.15 yields fa(z) = 0, i. e., f(z) = (α − z)−1s0 for all z ∈ C \ [α, β], implying
σ¨f = s0δα, by virtue of Proposition 5.5, where δα is the Dirac measure on ([α, β],B[α,β]) with
unit mass at α. Now assume a0 > 0. Proposition 4.15 yields, for all z ∈ C \ [α, β], then
fa(z) 6= 0. In view of Definition 10.1 and Remark A.13, we thus can infer the representation
f{1}(z) =
a20/s0
β − z ·
(β − z)f(z)− s0
(z − α)f(z) + s0 =
δ2e0(1− e1)2
β − z ·
(β − z)f(z)− e0
(z − α)f(z) + e0 (13.1)
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for all z ∈ C \ [α, β]. As seen above, we have f{1} ∈ Rq(C \ [α, β]). Taking additionally
into account fa(z) 6= 0 for all z ∈ C \ [α, β] and the assumptions s0 > 0 and a0 > 0, the
conditions of Lemma 10.13 are fulfilled. So its application shows that f coincides with the
inverse Fα,β(a0, s0)-transform of f{1}. Observe that Qs0 = 0 and Qa0 = 0 by (9.2) and the
assumptions s0 > 0 and a0 > 0. From Lemma 10.8 we can conclude for all z ∈ C \ [α, β] then
a20/s0 − (z − α)f{1}(z) 6= 0 and the representation
f(z) =
s0
β − z ·
a20/s0 + (β − z)f{1}(z)
a20/s0 − (z − α)f{1}(z)
=
e0
β − z ·
δ2e0(1− e1)2 + (β − z)f{1}(z)
δ2e0(1− e1)2 − (z − α)f{1}(z)
,
which also follows by direct calculation from (13.1). Regarding (β − z)−1 + (z − α)−1 =
δ(β − z)−1(z − α)−1, we can rewrite this, for all z ∈ C \ [α, β], as
f(z) =
s0
z − α ·
a20/s0
β−z + f
{1}(z)
a20/s0
z−α − f{1}(z)
=
−s0
α− z ·
δa20/s0
(β−z)(z−α) + f
{1}(z)− a20/s0z−α
a20/s0
z−α − f{1}(z)
=
s0
[
a20/s0
z−α − f{1}(z)
]
+ (α− z) δa20
(β−z)(z−α)2
(α− z)
[
a20/s0
z−α − f{1}(z)
] = s0
α− z +
δa20
(β−z)(z−α)2
a20/s0
z−α − f{1}(z)
,
giving rise to a continued fraction expansion of functions f ∈ R1(C \ [α, β]).
14. Description via linear fractional transformation
We are now going to write the parametrization Ψm from Theorem 13.6 as a matricial linear
fractional transformation, as considered in Appendix E. The generating matrix-valued func-
tion of this transformation is a composition of certain instances of the matrix polynomials
introduced in Notations 9.6 and 10.6:
Notation 14.1. Let (sj)κj=0 be a sequence of complex p× q matrices and let m ∈ Z0,κ. Then
let V¨m := V0V1 · · ·Vm, where Vk := V¨a{k}0 ,s{k}0 for all k ∈ Z0,m−1 and Vm := V¨s{m}0 .
Regarding Notations 9.6 and 10.6, we see that V¨m is a complex (p+ q)× (p+ q) matrix
polynomial with deg V¨m ≤ 2(m + 1). As a main result of the present paper, we now obtain
a description of the set of all solutions to Problem FP[[α, β]; (sj)
m
j=0] via a matricial linear
fractional transformation generated by that matrix polynomial:
Theorem 14.2. Let m ∈ N0 and let (sj)mj=0 ∈ F<q,m,α,β. Denote by
[
w˜m x˜m
y˜m z˜m
]
the q × q block
representation of the restriction of V¨m onto C \ [α, β]:
(a) Let Γ ∈ 〈P¨ [s{m}0 ]〉 and let [G1;G2] ∈ Γ. Then det(y˜mG1 + z˜mG2) does not vanish
identically in C \ [α, β] and the function
F = (w˜mG1 + x˜mG2)(y˜mG1 + z˜mG2)
−1 (14.1)
belongs to Rq[[α, β]; (sj)mj=0].
(b) For each F ∈ Rq[[α, β]; (sj)mj=0], there exists a unique equivalence class Γ ∈ 〈P¨[s{m}0 ]〉
such that (14.1) holds true for all [G1;G2] ∈ Γ, namely the equivalence class
〈PG¨m(F, (sj)mj=0)〉 of the m-th Fα,β-transformed pair PG¨m(F, (sj)mj=0) of F with re-
spect to (sj)mj=0.
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Proof. Let the mappings ψ0, ψ1, . . . , ψm be defined as in Theorem 13.6. Let Vm := V¨s{m}0
and,
in the case m ≥ 1, let Vk := V¨a{k}0 ,s{k}0 for all k ∈ Z0,m−1. For all k ∈ Z0,m, let
[
a˜k b˜k
c˜k d˜k
]
be the
q × q block representation of the restriction of Vk onto C \ [α, β]. Because of Proposition 3.58,
we have (s
{k}
j )
m−k
j=0 ∈ F<q,m−k,α,β for all k ∈ Z0,m. Using Remarks 3.11 and 3.12, we thus easily
obtain a
{k}
0 ∈ Cq×qH and R(a{k}0 ) ⊆ R(s{k}0 ) for all k ∈ Z0,m−1 and, furthermore, s{k}0 ∈ Cq×q< for
all k ∈ Z0,m. Consider now an arbitrary pair [G1;G2] ∈ P¨ [s{m}0 ]. According to Notation 8.1,
then [G1;G2] belongs to PRq(C \ [α, β]). In particular, G1 and G2 are Cq×q-valued functions
meromorphic in C\[α, β]. Because of Proposition 7.9, the set A := P(G1)∪P(G2)∪E¨([G1;G2])
is a discrete subset of C \ [α, β]. Hence, C \ ([α, β] ∪ A) 6= ∅. Let Hm := ψm(〈[G1;G2]〉). In
view of Definition 9.5 and Notations 9.6 and 13.3, we conclude from Proposition 9.11 then
det[c˜m(z)G1(z) + d˜m(z)G2(z)] 6= 0 and[
a˜m(z)G1(z) + b˜m(z)G2(z)
][
c˜m(z)G1(z) + d˜m(z)G2(z)
]−1
= [ψm(〈[G1;G2]〉)](z) = Hm(z)
for all z ∈ C \ ([α, β] ∪ A). In the case m ≥ 1, let Hk := ψk(Hk+1) for all k ∈ Z0,m−1. By
virtue of Theorem 13.6, we have Hm ∈ Rq[[α, β]; (s{m}j )0j=0] and, in the case m ≥ 1, moreover
Hk ∈ Rq[[α, β]; (s{k}j )m−kj=0 ] for all k ∈ Z0,m−1.
In the case m ≥ 1, we now consider an arbitrary ℓ ∈ Z0,m−1. Then Hℓ+1 ∈ Rq(C \ [α, β])
and the R[α, β]-measure σ¨ℓ+1 of Hℓ+1 fulfills σ¨ℓ+1([α, β]) = s{ℓ+1}0 . Using Proposition 4.15, we
obtain in particular R(Hℓ+1(z)) = R(s{ℓ+1}0 ) for all z ∈ C \ [α, β]. Regarding Definitions 3.55
and 3.51, we infer furthermore R(s{ℓ+1}0 ) ⊆ R(a{ℓ}0 ). Consequently, R(Hℓ+1(z)) ⊆ R(a{ℓ}0 )
follows for all z ∈ C \ [α, β].
Thus, in the case m ≥ 1, Lemma 10.8 yields, in view of Notations 10.6 and 13.3, for all
k ∈ Z0,m−1, then det[c˜k(z)Hk+1(z) + d˜k(z)] 6= 0 and[
a˜k(z)Hk+1(z) + b˜k(z)
][
c˜k(z)Hk+1(z) + d˜k(z)
]−1
= [ψk(Hk+1)](z) = Hk(z)
for all z ∈ C \ [α, β]. By virtue of V¨m = V0V1 · · ·Vm, we can conclude from Proposition E.2
hence det[y˜m(z)G1(z) + z˜m(z)G2(z)] 6= 0 and
H0(z) = [(ψ0 ◦ ψ1 ◦ · · · ◦ ψm)(〈[G1;G2]〉)](z)
= [w˜m(z)G1(z) + x˜m(z)G1(z)][y˜m(z)G1(z) + z˜m(z)G2(z)]
−1
for all z ∈ C\([α, β]∪A). In particular, det(y˜mG1+z˜mG2) does not vanish identically in C\[α, β].
Consequently, (w˜mG1 + x˜mG2)(y˜mG1 + z˜mG2)
−1 is a Cq×q-valued function meromorphic in
C \ [α, β]. By virtue of H0 ∈ Rq[[α, β]; (sj)mj=0], the matrix-valued function H0 is holomorphic
in C \ [α, β]. Since the set A is discrete, we can conclude from the identity theorem for
holomorphic functions then
(ψ0 ◦ ψ1 ◦ · · · ◦ ψm)(〈[G1;G2]〉) = H0 = (w˜mG1 + x˜mG2)(y˜mG1 + z˜mG2)−1.
The application of Theorem 13.6 completes the proof.
Remark 14.3. Let m ∈ N0 and let (sj)mj=0 ∈ F<q,m,α,β. In view of δ > 0 and Corollary 3.60, we
have δm−1dm = s
{m}
0 , and consequently R(dm) = R(s{m}0 ) and N (dm) = N (s{m}0 ). According
to Notation 8.1, hence P¨[dm] = P¨[s{m}0 ].
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Now we study separately three cases depending on the rank r of the matrix dm = δ
−(m−1)s
{m}
0
determining the amount of determinacy of the truncated moment problem in question. We
distinguish between the case r = q, the case 1 ≤ r ≤ q − 1, and the case r = 0.
First we consider the so-called non-degenerate case r = q. In view of Remark 3.66, this is
exactly the case of (sj)
m
j=0 ∈ F≻q,m,α,β. For this situation Problem FP[[α, β]; (sj)mj=0] was already
considered in [10,11], applying Potapov’s method of fundamental matrix inequalities separately
for even and odd non-negative integers m, resp. The generating matrix-valued functions of
the linear fractional transformation obtained there are matrix polynomials. For the scalar case
q = 1 we refer to Krein/Nudelman [42, Ch. IV, § 7], where the generating matrix function
of the linear fractional transformation is built from orthogonal polynomials of first kind and
second kind.
Theorem 14.4. Let m ∈ N0 and let (sj)mj=0 ∈ F<q,m,α,β be such that the matrix dm is non-
singular. Then all statements of Theorem 14.2 are valid with the class PRq(C \ [α, β]) instead
of P¨ [s{m}0 ].
Proof. Use Remarks 14.3 and 8.2 and Theorem 14.2.
Now we turn our attention to the degenerate, but not completely degenerate case 1 ≤ r ≤
q − 1:
Theorem 14.5. Assume q ≥ 2. Let m ∈ N0 and let (sj)mj=0 ∈ F<q,m,α,β. Let r := rank dm
and assume 1 ≤ r ≤ q− 1. Denote by
[
w˜m x˜m
y˜m z˜m
]
the q × q block representation of the restriction
of V¨m onto C\ [α, β]. Let u1, u2, . . . , uq be an orthonormal basis of Cq with {u1, u2, . . . , ur} ⊆
R(dm) and let W := [u1, u2, . . . , uq]. Then:
(a) Let [g1; g2] ∈ PRr(C \ [α, β]). Then det[y˜mW (g1⊕O(q−r)×(q−r))+ z˜mW (g2⊕ Iq−r)] does
not vanish identically in C \ [α, β].
(b) For each [g1; g2] ∈ PRr(C \ [α, β]) let SW,[g1;g2] : C \ [α, β]→ Cq×q be defined by
SW,[g1;g2] :=
[
w˜mW (g1 ⊕O(q−r)×(q−r)) + x˜mW (g2 ⊕ Iq−r)
]
×
[
y˜mW (g1 ⊕O(q−r)×(q−r)) + z˜mW (g2 ⊕ Iq−r)
]−1
.
Then ΣW : 〈PRr(C \ [α, β])〉 → Rq[[α, β]; (sj)mj=0] defined by ΣW (〈[g1; g2]〉) := SW,[g1;g2]
is well defined and bijective.
Proof. Obviously, W is a unitary q × q matrix and U := [u1, u2, . . . , ur] is the left q × r block
of W . In view of dimR(dm) = r, we furthermore see that u1, u2, . . . , ur is an orthonormal
basis of R(dm). Due to Lemma 8.5, the mapping ΓU : 〈PRr(C \ [α, β])〉 → 〈P¨[dm]〉 defined by
ΓU (〈[f1; f2]〉) := 〈[Uf1U∗;Uf2U∗ + P[R(dm)]⊥ ]〉 is thus well defined and bijective. By virtue of
Remark 14.3, we have P¨ [dm] = P¨ [s{m}0 ]. Consider now an arbitrary pair [g1; g2] ∈ PRr(C \
[α, β]). Then g1 and g2 are C
r×r-valued functions, which are meromorphic in C\[α, β]. Observe
that w˜m, x˜m, y˜m, and z˜m, as restrictions of q × q matrix polynomials, are Cq×q-valued functions,
which are holomorphic in C \ [α, β]. Consequently, we can easily conclude that
XU,[g1;g2] := w˜mUg1U
∗ + x˜m(Ug2U
∗ + P[R(dm)]⊥)
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and
YU,[g1;g2] := y˜mUg1U
∗ + z˜m(Ug2U
∗ + P[R(dm)]⊥)
are Cq×q-valued functions which are meromorphic in C\[α, β] with P(XU,[g1;g2]) ⊆ P(g1)∪P(g2)
and P(YU,[g1;g2]) ⊆ P(g1) ∪ P(g2). Therefore, detYU,[g1;g2] is a complex-valued function which
is meromorphic in C \ [α, β] with P(detYU,[g1;g2]) ⊆ P(g1) ∪ P(g2). Similarly,
TW,[g1;g2] := w˜mW (g1 ⊕O(q−r)×(q−r)) + x˜mW (g2 ⊕ Iq−r)
and
RW,[g1;g2] := y˜mW (g1 ⊕O(q−r)×(q−r)) + z˜mW (g2 ⊕ Iq−r)
are Cq×q-valued functions which are meromorphic in C \ [α, β] with P(TW,[g1;g2]) ⊆ P(g1) ∪
P(g2) and P(RW,[g1;g2]) ⊆ P(g1)∪P(g2), and detRW,[g1;g2] is a complex-valued function which
is meromorphic in C \ [α, β] with P(detRW,[g1;g2]) ⊆ P(g1) ∪ P(g2). In view of [g1; g2] ∈
PRr(C \ [α, β]), we have ΓU(〈[g1; g2]〉) ∈ 〈P¨ [dm]〉 = 〈P¨ [s{m}0 ]〉. Due to Theorem 14.2(a),
hence detYU,[g1;g2] does not vanish identically in C \ [α, β]. Regarding the identity theorem for
holomorphic functions, then N := {ζ ∈ C \ ([α, β] ∪ P(detYU,[g1;g2])) : detYU,[g1;g2](ζ) = 0} is
a discrete subset of C \ [α, β]. Consequently, D := P(g1) ∪ P(g2) ∪ N is a discrete subset of
C \ [α, β], which fulfills P(XU,[g1;g2]) ∪ P(YU,[g1;g2]) ∪ P(detYU,[g1;g2]) ⊆ D and P(TW,[g1;g2]) ∪
P(RW,[g1;g2])∪P(detRW,[g1;g2]) ⊆ D. In particular, C\ ([α, β]∪D) is non-empty. Consider now
an arbitrary z ∈ C \ ([α, β] ∪ D). Then detYU,[g1;g2](z) 6= 0 and, furthermore,
XU,[g1;g2](z) = w˜m(z)[Ug1(z)U
∗] + x˜m(z)
[
Ug2(z)U
∗ + P[R(dm)]⊥
]
,
YU,[g1;g2](z) = y˜m(z)[Ug1(z)U
∗] + z˜m(z)
[
Ug2(z)U
∗ + P[R(dm)]⊥
]
,
TW,[g1;g2](z) = w˜m(z)W
[
g1(z)⊕O(q−r)×(q−r)
]
+ x˜m(z)W [g2(z)⊕ Iq−r],
and
RW,[g1;g2](z) = y˜m(z)W
[
g1(z)⊕O(q−r)×(q−r)
]
+ z˜m(z)W [g2(z)⊕ Iq−r].
Consequently, using Lemma E.3(b), we obtain detRW,[g1;g2](z) 6= 0 and[
XU,[g1;g2](z)
][
YU,[g1;g2](z)
]−1
=
[
TW,[g1;g2](z)
][
RW,[g1;g2](z)
]−1
.
In particular, detRW,[g1;g2] does not vanish identically in C \ [α, β], showing (a). Therefore,
SW,[g1;g2] = TW,[g1;g2]R
−1
W,[g1;g2]
is a Cq×q-valued function which is meromorphic in C \ [α, β] and
holomorphic at z with
SW,[g1;g2](z) =
[
XU,[g1;g2](z)
][
YU,[g1;g2](z)
]−1
=
(
w˜m(z)[Ug1(z)U
∗] + x˜m(z)
[
Ug2(z)U
∗ + P[R(dm)]⊥
])
×
(
y˜m(z)[Ug1(z)U
∗] + z˜m(z)
[
Ug2(z)U
∗ + P[R(dm)]⊥
])−1
.
(14.2)
Since (14.2) holds true for all z ∈ C \ ([α, β] ∪ D) and the set D is discrete, we can conclude
from the identity theorem for holomorphic functions that
SW,[g1;g2] =
[
w˜m(Ug1U
∗) + x˜m(Ug2U
∗ + P[R(dm)]⊥)
]
×
[
y˜m(Ug1U
∗) + z˜m(Ug2U
∗ + P[R(dm)]⊥)
]−1
.
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Regarding Theorem 14.2(a), for each pair [P ;Q] ∈ P¨ [dm] = P¨ [s{m}0 ], we can consider the
function F[P ;Q] := (w˜mP+x˜mQ)(y˜mP+z˜mQ)
−1. In view of Definition 7.11, it is readily checked
that, given two arbitrary pairs [P1;Q1], [P2;Q2] ∈ P¨[dm], the equivalence [P2;Q2] ∼ [P2;Q2]
implies F[P1;Q1] = F[P2;Q2]. According to Theorem 14.2, thus the mapping Π: 〈P¨[dm]〉 →
Rq[[α, β]; (sj)mj=0] defined by Π(〈[P ;Q]〉) := F[P ;Q] is well defined and bijective. By virtue of
that we have already shown, we get
ΣW (〈[g1; g2]〉) = SW,[g1;g2] = F[Ug1U∗;Ug2U∗+P[R(dm)]⊥ ]
= Π
(
〈[Ug1U∗;Ug2U∗ + P[R(dm)]⊥ ]〉
)
= Π(ΓU (〈[g1; g2]〉)).
Since this holds true for all pairs [g1; g2] ∈ PRr(C \ [α, β]), we thus verified that ΣW = Π ◦ΓU
is well defined and bijective, i. e., (b) holds true.
Now we treat the completely degenerate case r = 0. We will see in particular that in this
situation the solution is unique.
Theorem 14.6. Let m ∈ N0 and let (sj)mj=0 ∈ F<q,m,α,β with sequence of [α, β]-interval lengths
(dj)
m
j=0. Then Rq[[α, β]; (sj)mj=0] consists of exactly one element if and only if dm = Oq×q. In
this case, Rq[[α, β]; (sj)mj=0] = {x˜mz˜−1m }, where
[
w˜m x˜m
y˜m z˜m
]
denotes the q × q block representation
of the restriction of V¨m onto C \ [α, β].
Proof. Assume dm 6= Oq×q. For each ℓ ∈ {0, 1} let (sℓ,j)m+1j=0 be given by
sℓ,j :=
{
sj, if 0 ≤ j ≤ m
am + ℓdm, if j = m+ 1
.
Due to Corollary 3.35, then {(s0,j)m+1j=0 , (s1,j)m+1j=0 } ⊆ F<q,m+1,α,β. By virtue of Proposition 5.6,
thus Rq[[α, β]; (sℓ,j)m+1j=0 ] is non-empty for each ℓ ∈ {0, 1}. Consequently, we can choose, for
each ℓ ∈ {0, 1}, a function Fℓ ∈ Rq[[α, β]; (sℓ,j)m+1j=0 ]. Observe that, for each ℓ ∈ {0, 1}, the
R[α, β]-measure σℓ of Fℓ belongs to M<q,m+1[[α, β]; (sℓ,j)m+1j=0 ,=], implying
∫
[α,β] x
m+1σℓ(dx) =
sℓ,m+1. Because of s1,m+1 − s0,m+1 = dm 6= Oq×q, we have σ0 6= σ1 and hence F0 6= F1. Since
the functions F0 and F1 both belong to Rq[[α, β]; (sj)mj=0], therefore this set consists of at least
two elements. Thus, we can reversely conclude that if the set Rq[[α, β]; (sj)mj=0] consists of
exactly one element, then necessarily dm = Oq×q follows.
Assume dm = Oq×q. By virtue of Lemma 8.5, then 〈P¨[dm]〉 consists of exactly one element,
namely the equivalence class 〈[G1;G2]〉 of the pair [G1;G2] built from the functions G1, G2 : C\
[α, β] → Cq×q defined by G1(z) := Oq×q and G2(z) := Iq. Due to Remark 14.3, we have
P¨ [dm] = P¨ [s{m}0 ]. Consequently,〈
P¨ [s{m}0 ]
〉
=
〈
P¨[dm]
〉
= {〈[G1;G2]〉} (14.3)
follows. Because of Proposition 5.6, the set Rq[[α, β]; (sj)mj=0] is non-empty. Consider an
arbitrary F ∈ Rq[[α, β]; (sj)mj=0]. Taking into account (14.3), we can infer from Theorem 14.2
then
F = (w˜mG1 + x˜mG2)(y˜mG1 + z˜mG2)
−1 = x˜mz˜
−1
m ,
implying Rq[[α, β]; (sj)mj=0] = {x˜mz˜−1m }. In particular, Rq[[α, β]; (sj)mj=0] consists of exactly one
element.
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In view of Propositions 5.5 and 3.28 and Remark 3.25, we obtain from Theorem 14.6 imme-
diately the following two results:
Corollary 14.7. Let n ∈ N0 and let (sj)2n+1j=0 ∈ F<q,2n+1,α,β. Then M<q,2n+1[[α, β]; (sj)2n+1j=0 ,=]
consists of exactly one element if and only if R(Lα,n,•) ∩R(L•,n,β) = {Oq×1}.
Corollary 14.8. Let n ∈ N and let (sj)2nj=0 ∈ F<q,2n,α,β. Then M<q,2n[[α, β]; (sj)2nj=0,=] consists
of exactly one element if and only if R(Ln) ∩R(Lα,n−1,β) = {Oq×1}.
We end this section with a necessary condition for unique solvability of Prob-
lem MP[[α, β]; (sj)
m
j=0,=]:
Corollary 14.9. Let m ∈ N and let (sj)mj=0 be a sequence of complex q × q matrices such
that M<q,m[[α, β]; (sj)mj=0,=] consists of exactly one element. Then rankAm + rankBm ≤ q.
Proof. Due to Theorem 3.5, we have (sj)mj=0 ∈ F<q,m,α,β. In view of Proposition 5.5, we obtain
from Theorem 14.6 thus dm = Oq×q, i. e. rank dm = 0. Since rank dm−1 ≤ q holds true, we can
infer by virtue of Corollary 3.30 then rankAm + rankBm ≤ q.
We are now going to factorize V¨m in a way alternative to Notation 14.1. In a first step, we
derive by virtue of Lemma 10.17 a connection between V¨m and V¨m−1, which against the back-
ground of Theorem 14.2 correlates the solution sets: Rq[[α, β]; (sj)mj=0] ⊆ Rq[[α, β]; (sj)m−1j=0 ]
To that end, we make use of the sequences (a
{k}
j )
κ−1−k
j=0 and (b
{k}
j )
κ−1−k
j=0 given by a
{k}
j :=
−αs{k}j + s{k}j+1 and b{k}j := βs{k}j − s{k}j+1, resp., i. e., the sequences built from the k-th
Fα,β-transform (s{k}j )κ−kj=0 according to Notation 3.2:
Lemma 14.10. Suppose κ ≥ 1. Let (sj)κj=0 ∈ F<q,κ,α,β. Then V¨m = V¨m−1U¨a{m−1}0 ,s{m−1}0 for
all m ∈ Z1,κ.
Proof. Consider an arbitrary m ∈ Z1,κ. In view of Notation 14.1 it is sufficient to verify the
identity V¨A,M V¨D = V¨M U¨A,M with A := a
{m−1}
0 , M := s
{m−1}
0 , and D := s
{m}
0 .
Due to Proposition 3.58, the sequence (s
{m−1}
j )
κ−m+1
j=0 belongs to F<q,κ−m+1,α,β. Using Re-
marks 3.11 and 3.12, we can hence infer A,M ∈ Cq×qH and R(A) ⊆ R(M). Let B := δM − A.
Because of Remark 3.3, then B = δs
{m−1}
0 − a{m−1}0 = b{m−1}0 . According to Definitions 3.21
and 3.51, denote by (d
{m−1}
j )
κ−m+1
j=0 the sequence of [α, β]-interval lengths associated with
(s
{m−1}
j )
κ−m+1
j=0 and by (tj)
κ−m
j=0 the Fα,β-transform of (s{m−1}j )κ−m+1j=0 , resp. Remark 3.10 yields
(s
{m−1}
j )
κ−m+1
j=0 ∈ Dq×q,κ−m+1. By virtue of Remark 3.23 and Lemma 3.53, we can hence
infer AM †B = d
{m−1}
1 = t0. In view of Definition 3.55, we have t0 = s
{m}
0 = D. Conse-
quently, D = AM †B follows. Thus, we can apply Lemma 10.17 to obtain [V¨A,M(z)][V¨D(z)] =
[V¨M (z)][U¨A,M(z)] for all z ∈ C.
The above mentioned factorization alternative to Notation 14.1 results from Lemma 14.10
now by means of mathematical induction:
Proposition 14.11. Let (sj)κj=0 ∈ F<q,κ,α,β and let m ∈ Z0,κ. Then V¨m = U0U1 · · ·Um,
where Uℓ := U¨a{ℓ−1}0 ,s
{ℓ−1}
0
for all ℓ ∈ Z1,m and U0 := V¨s0.
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Lemma 14.12. Suppose κ ≥ 1. Let (sj)κj=0 ∈ F<q,κ,α,β with Fα,β-parameter sequence (fj)2κj=0
and sequence of [α, β]-interval lengths (dj)κj=0. Let k ∈ Z0,κ−1 and let z ∈ C. Then
U¨
a
{k}
0 ,s
{k}
0
(z) =
[ U11 U12
U21 U22
]
, where
U11 = dk
[
(β − z)f†2k+1f2k+1d†kf2k+2 + (z − α)(Iq − f†2k+1f2k+1)d†kf2k+1
]
d
†
k+1, U12 = δ
kf2k+2,
U21 = −(β − z)(z − α)δ−k+1d†kf2k+1d†k+1, U22 = (β − z)δ
[
(Iq − d†kdk) + d†kf2k+1
]
.
Proof. Let A := a{k}0 , let M := s
{k}
0 , and let B := δM − A. Because of Remark 3.3, then
B = δs
{k}
0 − a{k}0 = b{k}0 . Corollary 3.60 shows M = δk−1dk. Furthermore, Proposition 3.59
yields A = a
{k}
0 = δ
kf2k+1 and B = δ
kf2k+2. Let D := AM
†B and denote by (d
{k}
j )
κ−k
j=0
the sequence of [α, β]-interval lengths associated with (s
{k}
j )
κ−k
j=0 . Due to Proposition 3.58 we
have (s
{k}
j )
κ−k
j=0 ∈ F<q,κ−k,α,β. Because of Remark 3.10, in particular (s{k}j )κ−kj=0 ∈ Dq×q,κ−k.
Consequently, from Remark 3.23 we conclude d
{k}
1 = D. Proposition 3.61, then implies D =
δkdk+1. Using Remarks A.15 and A.13 and taking into account δ > 0, Notation 10.15, and
(9.2), the assertion follows.
15. On the sets Rq[[α, β]; (sj)m+1j=0 ] in the case of [α, β]-completely
degenerate extensions of a sequence (sj)
m
j=0 ∈ F<q,m,α,β
In this section, we study [α, β]-completely degenerate extensions of a sequence (sj)
m
j=0 ∈
F<q,m,α,β. First we recall the notion of [α, β]-completely degenerate sequences belonging to
F<q,m,α,β and a characterization of this class of sequences.
Definition 15.1 ( [27, Def. 10.24]). Let ℓ ∈ N0 and let (sj)ℓj=0 ∈ F<q,ℓ,α,β with sequence of
[α, β]-interval lengths (dj)
ℓ
j=0 given in Definition 3.21. Then (sj)
ℓ
j=0 is called [α, β]-completely
degenerate if dℓ = Oq×q. We denote by F<,cdq,ℓ,α,β the set of all sequences (sj)ℓj=0 ∈ F<q,ℓ,α,β which
are [α, β]-completely degenerate.
Proposition 15.2 (cf. [28, Prop. 6.38]). Let ℓ ∈ N and let (sj)ℓj=0 ∈ F<q,ℓ,α,β with [α, β]-interval
parameter sequence (ej)ℓj=0 given in Definition 3.42. Then (sj)
ℓ
j=0 is [α, β]-completely degen-
erate if and only if e2ℓ = eℓ.
Observe that in the situation of Proposition 15.2, due to eℓ < Oq×q, we have e
∗
ℓ = eℓ and
thus the condition e2ℓ = eℓ is equivalent to eℓ being a transformation matrix corresponding to
an orthogonal projection, i. e., eℓ = PR(eℓ).
Against the background of Proposition 15.2, we are looking now for a description of the set
{sm+1 ∈ Cq×q : (sj)m+1j=0 ∈ F<,cdq,m+1,α,β}.
We will show that this set stands in a bijective correspondence to the set of all linear subspaces
of R(dm).
Notation 15.3. Let m ∈ N0, let (sj)mj=0 ∈ F<q,m,α,β with sequence of [α, β]-interval lengths
(dj)
m
j=0, and let U be a linear subspace of R(dm). Then let sm,U := bm − d1/2m PUd1/2m if m is
even, and sm,U := am + d
1/2
m PUd
1/2
m if m is odd.
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Example 15.4. Let m ∈ N0 and let (sj)mj=0 ∈ F<q,m,α,β with sequence of [α, β]-interval lengths
(dj)
m
j=0. Let U0 := {Oq×1} and let U1 := R(dm). Then sm,U0 = bm and sm,U1 = am if m is even,
and sm,U0 = am and sm,U1 = bm if m is odd.
Indeed, we have PU0 = Oq×q and, in view of R(d1/2m ) = R(dm), furthermore PU1 = PR(d1/2m ).
Consequently, d
1/2
m PU0d
1/2
m = Oq×q and d
1/2
m PU1d
1/2
m = dm. Since, according to Definition 3.21,
we have dm = bm − am, the assertions follow by virtue of Notation 15.3.
Proposition 15.5. Let m ∈ N0 and let (sj)mj=0 ∈ F<q,m,α,β. Then:
(a) Let U be a linear subspace of R(dm) and let sm+1 := sm,U . Then (sj)m+1j=0 ∈ F<,cdq,m+1,α,β .
Furthermore, f2m+1 = d
1/2
m (Iq − PU)d1/2m , f2m+2 = d1/2m PUd1/2m , and em+1 = PU .
(b) Let sm+1 ∈ Cq×q be such that (sj)m+1j=0 ∈ F<,cdq,m+1,α,β. Then there exists a linear subspace U
of R(dm) such that sm+1 = sm,U , namely U = R(em+1).
(c) Let U and V be linear subspaces of R(dm). Then U = V if and only if sm,U = sm,V .
Proof. First observe that dm belongs to C
q×q
< , due to Proposition 3.27. Let D := d
1/2
m .
(a) By virtue of Definitions 3.36 and 3.24 and Notation 15.3, we have
f2m+2 = f4n+2 = B2n+1 = Bm+1 = bm − sm+1 = DPUD
in the case m = 2n for some n ∈ N0, and
f2m+2 = f4n+4 = A2n+2 = Am+1 = sm+1 − am = DPUD
in the case m = 2n + 1 for some n ∈ N0. Using Remark 3.39, we can infer then
f2m+1 = dm − f2m+2 = DD − DPUD = D(Iq − PU )D. Because of Oq×q 4 PU 4 Iq and
Remark A.25, consequently the matrices f2m+2 and f2m+1 are both non-negative Hermitian.
From Proposition 3.38, we can conclude now (sj)
m+1
j=0 ∈ F<q,m+1,α,β. According to Defini-
tion 3.42, then em+1 = D
†f2m+2D
† = D†DPUDD
†. Because of R(dm) = R(D), we have
U ⊆ R(D). Remarks A.11 and A.20 then yield DD†PU = PU . Furthermore D∗ = D im-
plies D†D = DD†, by virtue of Remark A.18. Hence, D†DPU = PU follows. Taking account
P
∗
U = PU and (3.3), we furthermore obtain PU = (DD
†
PU)
∗ = PUDD
†. Consequently, we
conclude em+1 = D
†DPUDD
† = PU . In view of P
2
U = PU , the application of Proposition 15.2
provides then (sj)
m+1
j=0 ∈ F<,cdq,m+1,α,β.
(b) According to Proposition 15.2, we have e2m+1 = em+1. From Proposition 3.46 and (3.6),
we get e∗m+1 = em+1 and Oq×q 4 em+1 4 PR(dm). Consequently, em+1 = PU with U := R(em+1).
Furthermore, PU 4 PR(dm), implying U ⊆ R(dm). Lemma 3.43 yields f2m+2 = Dem+1D. By
virtue of Definitions 3.36 and 3.24, we have then
DPUD = f2m+2 = f4n+2 = B2n+1 = Bm+1 = bm − sm+1
in the case m = 2n for some n ∈ N0, and
DPUD = f2m+2 = f4n+4 = A2n+2 = Am+1 = sm+1 − am
in the case m = 2n+ 1 for some n ∈ N0. In view of Notation 15.3, hence sm+1 = sm,U follows.
(c) Obviously, U = V implies sm,U = sm,V , according to Notation 15.3. Conversely, suppose
sm,U = sm,V . From Notation 15.3, then DPUD = DPVD follows. By the same reasoning as in
the proof of part (a), we can infer D†DPUDD
† = PU and D
†DPVDD
† = PV . Consequently,
PU = PV , implying U = V.
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Notation 15.6. Let m ∈ N0, let (sj)mj=0 ∈ F<q,m,α,β with sequence of [α, β]-interval lengths
(dj)
m
j=0, and let U be a linear subspace of R(dm). Then let Xm,U , Ym,U : C \ [α, β] → Cq×q be
defined by
Xm,U (z) := δ
m−1d1/2m PUd
1/2
m , Ym,U(z) := (β − z)[Iq − (d1/2m )†PUd1/2m ].
Example 15.7. Let m ∈ N0 and let (sj)mj=0 ∈ F<q,m,α,β with sequence of [α, β]-interval lengths
(dj)
m
j=0. Let U0 := {Oq×1} and let U1 := R(dm). For all z ∈ C \ [α, β], then Xm,U0(z) = Oq×q
and Ym,U0(z) := (β−z)Iq as well asXm,U1(z) := δm−1dm and Ym,U1(z) := (β−z)PN (dm). Indeed,
as in the proof of Example 15.4, we obtain d
1/2
m PU0d
1/2
m = Oq×q and d
1/2
m PU1d
1/2
m = dm. Taking
into account d†md
1/2
m = (d
1/2
m )
†, then (d
1/2
m )
†
PU0d
1/2
m = Oq×q and (d
1/2
m )
†
PU1d
1/2
m = d†mdm follow.
Hence, Iq−(d1/2m )†PU0d1/2m = Iq and, in view of Remark A.18, furthermore Iq−(d1/2m )†PU1d1/2m =
PN (dm). Now, the assertions follow by virtue of Notation 15.6.
Remark 15.8. Letm ∈ N0, let (sj)mj=0 ∈ F<q,m,α,β with sequence of [α, β]-interval lengths (dj)mj=0,
and let U be a linear subspace ofR(dm). In view of Notations 15.6 and 8.1 andR(dm) = R(d1/2m )
as well as Example 8.7, then [Xm,U ;Ym,U ] ∈ P¨ [dm].
Lemma 15.9. Let m ∈ N0, let (sj)mj=0 ∈ F<q,m,α,β with sequence of [α, β]-interval lengths
(dj)
m
j=0, and let U be a linear subspace of R(dm). Denote by
[
w˜m x˜m
y˜m z˜m
]
the q × q block represen-
tation of the restriction of V¨m onto C \ [α, β]. Then the function det(y˜mXm,U + z˜mYm,U ) does
not vanish identically.
Proof. In view of Remarks 15.8 and 14.3, this is a consequence of Theorem 14.2(a).
Lemma 15.9 shows that the following notation is correct.
Notation 15.10. Let m ∈ N0, let (sj)mj=0 ∈ F<q,m,α,β with sequence of [α, β]-interval lengths
(dj)
m
j=0, and let U be a linear subspace of R(dm) Denote by
[
w˜m x˜m
y˜m z˜m
]
the q × q block represen-
tation of the restriction of V¨m onto C \ [α, β]. Then let
Sm,U := (w˜mXm,U + x˜mYm,U )(y˜mXm,U + z˜mYm,U )
−1.
Lemma 15.11. Let m ∈ N0, let (sj)mj=0 ∈ F<q,m,α,β with sequence of [α, β]-interval lengths
(dj)
m
j=0, and let U be a linear subspace of R(dm). Then Sm,U ∈ Rq[[α, β]; (sj)mj=0].
Proof. In view of Remarks 15.8 and 14.3 and Notation 15.10, this is a consequence of Theo-
rem 14.2(a).
Given a sequence (sj)
m+1
j=0 ∈ F<q,m+1,α,β, now we look for the q × q matrix polynomials in the
four q × q blocks of the 2q × 2q matrix polynomial V¨m+1 defined in Notation 14.1.
Lemma 15.12. Let m ∈ N0 and let (sj)m+1j=0 ∈ F<q,m+1,α,β with Fα,β-parameter sequence
(fj)
2m+2
j=0 and sequence of [α, β]-interval lengths (dj)
m+1
j=0 . Denote by
[wm xm
ym zm
]
and
[
wm+1 xm+1
ym+1 zm+1
]
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the q × q block representations of V¨m and V¨m+1, resp. For all z ∈ C, then
wm+1(z) =
{
wm(z)dm
[
(β − z)f†2m+1f2m+1d†mf2m+2 + (z − α)(Iq − f†2m+1f2m+1)d†mf2m+1
]
− (β − z)(z − α)δ−m+1xm(z)d†mf2m+1
}
d
†
m+1,
xm+1(z) = δ
(
δm−1wm(z)f2m+2 + (β − z)xm(z)
[
(Iq − d†mdm) + d†mf2m+1
])
,
ym+1(z) =
{
ym(z)dm
[
(β − z)f†2m+1f2m+1d†mf2m+2 + (z − α)(Iq − f†2m+1f2m+1)d†mf2m+1
]
− (β − z)(z − α)δ−m+1zm(z)d†mf2m+1
}
d
†
m+1,
and
zm+1(z) = δ
(
δm−1ym(z)f2m+2 + (β − z)zm(z)
[
(Iq − d†mdm) + d†mf2m+1
])
.
Proof. From Lemma 14.10 we obtain V¨m+1 = V¨mU¨a{m}0 ,s
{m}
0
. Using the q × q block represen-
tations of V¨m+1 and V¨m as well as Lemma 14.12, a straightforward calculation completes the
proof.
Now we specify Lemma 15.12 for the case of a sequence (sj)
m+1
j=0 ∈ F<,cdq,m+1,α,β.
Lemma 15.13. Let m ∈ N0 and let (sj)m+1j=0 ∈ F<,cdq,m+1,α,β with Fα,β-parameter sequence
(fj)
2m+2
j=0 and sequence of [α, β]-interval lengths (dj)
m+1
j=0 . Denote by
[wm xm
ym zm
]
and
[
wm+1 xm+1
ym+1 zm+1
]
the q × q block representations of V¨m and V¨m+1, resp. For all z ∈ C, then wm+1(z) = Oq×q
and ym+1(z) = Oq×q as well as
xm+1(z) = δ
(
δm−1wm(z)f2m+2 + (β − z)xm(z)
[
(Iq − d†mdm) + d†mf2m+1
])
and
zm+1(z) = δ
(
δm−1ym(z)f2m+2 + (β − z)zm(z)
[
(Iq − d†mdm) + d†mf2m+1
])
.
Proof. According to Definition 15.1, we have (sj)
m+1
j=0 ∈ F<q,m+1,α,β and dm+1 = Oq×q. The
application of Lemma 15.12 completes the proof.
Let (sj)
m
j=0 ∈ F<q,m,α,β with sequence of [α, β]-interval lengths (dj)mj=0 and let U be a linear
subspace of R(dm). Using Notation 15.3 to define sm+1 := sm,U , we determine now the set
Rq[[α, β]; (sj)m+1j=0 ].
Proposition 15.14. Let m ∈ N0 and let (sj)mj=0 ∈ F<q,m,α,β with sequence of [α, β]-interval
lengths (dj)mj=0. Let U be a linear subspace of R(dm) and let sm+1 := sm,U . Then
Rq[[α, β]; (sj)m+1j=0 ] = {Sm,U}, where Sm,U is given via Notation 15.10.
Proof. Denote by (fj)
2m+2
j=0 the Fα,β-parameter sequence of (sj)m+1j=0 . Because of Proposi-
tion 15.5(a), we have (sj)
m+1
j=0 ∈ F<,cdq,m+1,α,β and furthermore f2m+1 = d1/2m (Iq − PU )d1/2m
and f2m+2 = d
1/2
m PUd
1/2
m . In particular, d†mf2m+1 = d
†
mdm − d†md1/2m PUd1/2m and, in view of
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d†md
1/2
m = (d
1/2
m )
†, consequently (Iq−d†mdm)+d†mf2m+1 = Iq− (d1/2m )†PUd1/2m . By virtue of Nota-
tion 15.6, for all z ∈ C\[α, β], hence δm−1f2m+2 = Xm,U (z) and (β−z)[(Iq−d†mdm)+d†mf2m+1] =
Ym,U (z). Denote by
[
w˜m x˜m
y˜m z˜m
]
and
[
w˜m+1 x˜m+1
y˜m+1 z˜m+1
]
the q × q block representations of the re-
strictions of V¨m and V¨m+1, resp., onto C \ [α, β]. From Lemma 15.13 we can infer then
x˜m+1(z) = δ[w˜m(z)Xm,U (z) + x˜m(z)Ym,U (z)] and z˜m+1(z) = δ[y˜m(z)Xm,U (z) + z˜m(z)Ym,U (z)]
for all z ∈ C \ [α, β]. In view of δ > 0, Lemma 15.9, and Notation 15.10, we see that det z˜m+1
does not identically vanish and that Sm,U = x˜m+1z˜
−1
m+1. By virtue of Definition 15.1, we can
apply Theorem 14.6 to complete the proof.
Now we recall some facts and notions from [27].
Proposition 15.15 ( [27, Prop. 11.4]). Let m ∈ N0, let (sj)mj=0 ∈ F<q,m,α,β, and let sm+1 ∈
{am, bm}. Then (sj)m+1j=0 ∈ F<,cdq,m+1,α,β.
Definition 15.16 (cf. [27, Def. 11.5]). Letm ∈ N0 and let (sj)mj=0 ∈ F<q,m,α,β. Let the sequence
(sj)
∞
j=m+1 be recursively defined by sj := aj−1 (resp. sj := bj−1). Then (sj)
∞
j=0 is called the
lower (resp. upper) [α, β]-completely degenerate sequence associated with (sj)mj=0.
Proposition 15.17 (cf. [27, Prop. 211]). Let m ∈ N0 and let (sj)mj=0 ∈ F<q,m,α,β. Denote
by (sj)
∞
j=0 and (sj)
∞
j=0 the lower and upper [α, β]-completely degenerate sequence associated
with (sj)mj=0, resp. Then the set M<q,∞[[α, β]; (sj)∞j=0,=] contains exactly one element σm and
the set M<q,∞[[α, β]; (sj)∞j=0,=] contains exactly one element σm.
Definition 15.18 ( [27, Def. 12.4]). Let m ∈ N0 and let (sj)mj=0 ∈ F<q,m,α,β. Then the non-
negative Hermitian q × q measure σm (resp. σm) is called the lower (resp. upper) CD-measure
associated with (sj)
m
j=0 and [α, β].
Now we are interested in the [α, β]-Stieltjes transforms of σm and σm, resp.
Definition 15.19. Let m ∈ N0 and let (sj)mj=0 ∈ F<q,m,α,β. Denote by σm (resp. σm) the lower
(resp. upper) CD-measure associated with (sj)
m
j=0 and [α, β]. Let Sm be the [α, β]-Stieltjes
transform of σm and let Sm be the [α, β]-Stieltjes transform of σm. Then we call Sm (resp.
Sm) the lower (resp. upper) R[α, β]-function associated with (sj)mj=0.
In Theorem 14.2, we obtained a complete description of the set Rq[[α, β]; (sj)mj=0] of
[α, β]-Stieltjes transforms of measures belonging to M<q,m[[α, β]; (sj)mj=0,=]. Now we are inter-
ested in the position of Sm and Sm in the set Rq[[α, β]; (sj)mj=0]. In particular, we determine
the pairs [Xm;Y m] ∈ P¨ [s{m}0 ] and [Xm;Y m] ∈ P¨[s{m}0 ] which correspond to Sm and Sm, resp.,
according to Theorem 14.2(b). It can be expected that these pairs possess certain extremal
properties within the set P¨ [s{m}0 ].
The preceding considerations lead us now quickly to explicit expressions for Sm and Sm.
Proposition 15.20. Let m ∈ N0 and let (sj)mj=0 ∈ F<q,m,α,β with sequence of [α, β]-interval
lengths (dj)mj=0. Let U0 := {Oq×1} and let U1 := R(dm). Then Sm = Sm,U1 and Sm = Sm,U0
if m is even, and Sm = Sm,U0 and Sm = Sm,U1 if m is odd.
Proof. Denote by (sj)
∞
j=0 and (sj)
∞
j=0 the lower and upper [α, β]-completely degenerate se-
quence associated with (sj)
m
j=0, resp. From Proposition 15.17 we can conclude σm ∈
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M<q,m+1[[α, β]; (sj)m+1j=0 ,=] and σm ∈ M<q,m+1[[α, β]; (sj)m+1j=0 ,=]. Remark 5.7 then shows
Sm ∈ Rq[[α, β]; (sj)m+1j=0 ] and Sm ∈ Rq[[α, β]; (sj)m+1j=0 ].
First consider the case m = 2n with some n ∈ N0. Because of Example 15.4, we have then
sm,U0 = bm and sm,U1 = am. In view of Definition 15.16, we can thus apply Proposition 15.14
to the sequences (sj)
m+1
j=0 and (sj)
m+1
j=0 , resp., to obtain Rq[[α, β]; (sj)m+1j=0 ] = {Sm,U0} and
Rq[[α, β]; (sj)m+1j=0 ] = {Sm,U1}. Thus, Sm = Sm,U0 and Sm = Sm,U1 follow.
Now consider the case m = 2n+1 with some n ∈ N0. Because of Example 15.4, we have then
sm,U0 = am and sm,U1 = bm. In view of Definition 15.16, we can thus apply Proposition 15.14
to the sequences (sj)
m+1
j=0 and (sj)
m+1
j=0 , resp., to obtain Rq[[α, β]; (sj)m+1j=0 ] = {Sm,U0} and
Rq[[α, β]; (sj)m+1j=0 ] = {Sm,U1}. Thus, Sm = Sm,U0 and Sm = Sm,U1 follow.
Finally, we want to indicate the announced extremal properties of the pairs [Xm;Y m] and
[Xm;Y m] from P¨ [dm] which correspond to Sm and Sm according to Theorem 14.2(b).
Remark 15.21. If we look back to Proposition 15.14 and Example 15.7 and consider the corre-
sponding pairs [Xm;Y m] and [Xm;Y m] belonging to P¨ [dm], then it should be mentioned that
these pairs consist of Cq×q-valued functions in C \ [α, β], which have extremal rank properties.
Indeed, the function Xm satisfies rankXm = rank dm, which is the maximal possible rank of a
q × q matrix-valued function X with R(X(z)) ⊆ R(dm) for all points z ∈ C \ [α, β] which are
points of holomorphy of X, whereas the function Xm has rank 0 which is clearly the minimal
possible rank.
16. On the [α, β]-Stieltjes transform of the central solution
corresponding to a sequence (sj)
m
j=0 ∈ F<q,m,α,β
At the beginning of this section we state the necessary background information.
Recall that the sequences (aj)
κ
j=0 and (bj)
κ
j=0 were introduced in Definition 3.18.
Definition 16.1 (cf. [27, Def. 10.11]). If (sj)
κ
j=0 is a sequence of complex p× q matrices, then
we call (mj)
κ
j=0 given by mj :=
1
2(aj + bj) the sequence of [α, β]-interval mid points associated
with (sj)κj=0.
Definition 16.2 (cf. [27, Def. 10.33]). Let (sj)
κ
j=0 be a sequence of complex p× q matrices
with sequence of [α, β]-interval mid points (mj)
κ
j=0. Assume κ ≥ 1 and let k ∈ Z1,κ. Then
(sj)
κ
j=0 is said to be [α, β]-central of order k if sj = mj−1 for all j ∈ Zk,κ.
Definition 16.3 ( [27, Def. 11.9]). Let m ∈ N0 and let (sj)mj=0 ∈ F<q,m,α,β. Let the sequence
(sj)
∞
j=m+1 be recursively defined by sj := mj−1, where mj−1 is given by Definition 16.1. Then
(sj)
∞
j=0 is called the [α, β]-central sequence associated with (sj)
m
j=0.
Proposition 16.4 ( [27, Prop. 11.10]). Let m ∈ N0 and let (sj)mj=0 ∈ F<q,m,α,β. Then the
[α, β]-central sequence associated with (sj)mj=0 is [α, β]-non-negative definite and [α, β]-central
of order m+ 1.
Proposition 16.5. Let m ∈ N0 and let (sj)mj=0 ∈ F<q,m,α,β. Denote by (˚sj)∞j=0 the [α, β]-central
sequence associated with (sj)mj=0. Then the set M<q,∞[[α, β]; (˚sj)∞j=0,=] contains exactly one
element σ˚m.
Proof. Combine Propositions 16.4 and 3.6.
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Proposition 16.5 leads us to the following notion.
Definition 16.6. Let m ∈ N0 and let (sj)mj=0 ∈ F<q,m,α,β. Then the non-negative Hermitian
q × q measure σ˚m mentioned in Proposition 16.5 is called the [α, β]-central measure associated
with (sj)mj=0.
Definition 16.7. Let m ∈ N0 and let (sj)mj=0 ∈ F<q,m,α,β. Denote by σ˚m the [α, β]-central
measure associated with (sj)
m
j=0. Then the [α, β]-Stieltjes transform S˚m of σ˚m is call the
[α, β]-central function associated with (sj)mj=0.
Our next goal is now to determine the position of the [α, β]-Stieltjes transform of σ˚m within
the parametrization ofRq[[α, β]; (sj)mj=0] obtained in Theorem 14.2. In order to realize this plan,
we continue our investigations in [29, Sec. 10] where we studied a Schur type transformation for
matrix measures on [α, β] which transforms the concrete matrix measure under consideration
in accordance with the Schur type algorithm considered in Definition 3.55, which has to be
applied to the corresponding moment sequence.
Definition 16.8 ( [29, Def. 10.6]). Let σ ∈ M<q ([α, β]) with sequence of power moments
(s
(σ)
j )
∞
j=0 and let k ∈ N. Then σ is called central of order k if (s(σ)j )∞j=0 is [α, β]-central of order
k.
Against the background of centrality of measures on [α, β], we consider now the scalar case,
in particular the following object discussed in [29, Sec. 10].
Notation 16.9. Let a, b ∈ R with a < b and let ν[a,b] : B[a,b] → [0,∞) be the arcsine distribution
on [a, b] given by ν[a,b](B) :=
∫
B hdλ, where λ : B[a,b] → [0,∞) is the Lebesgue measure on [a, b]
and h : [a, b]→ [0,∞) is defined by h(x) := 0 if x ∈ {a, b} and by h(x) := [π√(x− a)(b− x)]−1
if x ∈ (a, b).
Now we turn our attention to the ordinary and canonical moments of ν[a,b].
Example 16.10. Let a, b ∈ R with a < b. Then ν[a,b] ∈ M<1 ([a, b]). Denote by (sj)∞j=0 the se-
quence of power moments associated with ν[a,b] and by (ej)
∞
j=0 the sequence of (matricial) canon-
ical moments associated with ν[a,b] via Definition 6.1. Then sj =
∑j
k=0
(j
k
)(2k
k
)
2−2k(b−a)kaj−k
for all j ∈ N0. In particular, ν[a,b]([a, b]) = 1 and
∫
[a,b] tν[a,b](dt) = (a + b)/2. Furthermore,
e0 = 1 and ej = 1/2 for all j ∈ N.
Indeed, the measure µ := ν[0,1] is a probability measure on [0, 1] with moments∫
[0,1] x
kµ(dx) =
(2k
k
)
2−2k for all k ∈ N0 (see, e. g. [36, formula (25.1)]) and (classical) canonical
moments pk = 1/2 for all k ∈ N (see, e. g. [12, Example 1.3.6]). By virtue of (3.12), then the
sequence of matricial canonical moments associated with µ via Definition 6.1 fulfills e
(µ)
0 = 1
and e
(µ)
j = 1/2 for all j ∈ N. With d := b− a let T : [0, 1] → [a, b] be defined by T (x) = dx+ a.
Then it is readily checked that ν[a,b] is the image measure of µ under T . Consequently, we can
infer ν[a,b] ∈M<1 ([a, b]) and
∫
[a,b]
tjν[a,b](dt) =
∫
[0,1]
[T (x)]jµ(dx) =
∫
[0,1]

 j∑
k=0
(
j
k
)
dkxkaj−k

µ(dx)
=
j∑
k=0
(
j
k
)
dk
[∫
[0,1]
xkµ(dx)
]
aj−k =
j∑
k=0
(
j
k
)(
2k
k
)
2−2kdkaj−k
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for all j ∈ N0. Furthermore, the sequence of matricial canonical moments associated with ν[a,b]
coincides, according to [28, Prop. 8.12], with (e
(µ)
j )
∞
j=0.
We reformulate now Example 3.65(b) in the language of measures.
Proposition 16.11. Suppose δ = 2. Denote by µ the first M[α, β]-transform of ν[α,β]. Then
µ = ν[α,β], i. e., the measure ν[α,β] is a fixed point of the M[α, β]-transformation. In particular,
the measure ν[−1,1] is a fixed point of the M[−1, 1]-transformation.
Proof. Regarding Example 16.10, denote by (sj)∞j=0 the sequence of power moments associated
with ν[α,β]. According to Proposition 3.7, then (sj)
∞
j=0 ∈ F<1,∞,α,β. Denote by (tj)∞j=0 the
Fα,β-transform of (sj)∞j=0 and by (ej)∞j=0 the [α, β]-interval parameter sequence of (sj)∞j=0 given
in Definitions 3.51 and 3.42, resp. Taking into account Remark 3.56 and Definition 6.5, we infer
that (tj)
∞
j=0 is the sequence of power moments associated with µ. By virtue of Definition 6.1,
we see that (ej)
∞
j=0 is the sequence of matricial canonical moments associated with ν[α,β]. From
Example 16.10 we thus obtain e0 = 1 and ej = 1/2 for all j ∈ N. Using Example 3.65(b),
we can conclude then that (tj)
∞
j=0 coincides with (sj)
∞
j=0. The application of Proposition 3.7
hence yields µ = ν[α,β].
The following result indicates that the notion of [α, β]-centrality of order k of matrix mea-
sures is intimately connected via Stieltjes transform with the scalar probability measure ν[α,β]
introduced in Notation 16.9. More precisely, this property is characterized by the fact that
the (k−1)-thM[α, β]-transform of the matrix measure under consideration is a q-dimensional
inflation of ν[α,β], where the corresponding matrix coefficient is a multiple of the (k − 1)-th
matricial interval length.
Theorem 16.12 (cf. [29, Thm. 10.9]). Let σ ∈M<q ([α, β]) and let k ∈ N. Denote by (d(σ)j )∞j=0
the sequence of matricial interval lengths associated with σ given in Definition 6.1 and by
σ{k−1} the (k − 1)-th M[α, β]-transform of σ given via Definition 6.5. Let M := δk−2d(σ)k−1
and let µ : B[α,β] → Cq×q be defined by µ(B) := [ν[α,β](B)]M . Then σ is central of order k if
and only if σ{k−1} = µ.
A closer look at the proof of Theorem 16.12 given in [29] shows that one of the central points
of it is [29, Example 10.8], where we took from [12, Example 1.3.6] the observation that the
sequence (pk)
∞
k=1 of canonical moments of ν[0,1] is the constant sequence with value 1/2. This
result originates in Karlin/Shapley [36, Sec. 25]. For an updated presentation, we refer also to
Karlin/Studden [37, Ch. 4, § 4]. The essential method used by Karlin and Shapley is a careful
study of the geometry of Chebychev polynomials.
Example 16.13. Let a, b ∈ R with a < b. Then ν[a,b] is central of order 1.
Indeed, let σ := ν[a,b] and let M := (b − a)−1d(σ)0 . By virtue of Example 16.10, we see
σ ∈M<1 ([a, b]) and σ([a, b]) = 1. According to Remark 6.6, we have σ{0} = σ. Proposition 6.12
yields σ{0}([a, b]) = (b − a)−1d(σ)0 . Consequently, we can infer M = 1 and hence σ{0}(B) =
[ν[a,b](B)]M for all B ∈ B[a,b] follows. Applying Theorem 16.12 shows that ν[a,b] is central of
order 1.
Now we turn our attention via [α, β]-Stieltjes transform to functions belonging to
Rq(C \ [α, β]).
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Definition 16.14. Let F ∈ Rq(C \ [α, β]) with R[α, β]-measure σ and let k ∈ N. We call F
central of order k if σ is central of order k.
Notation 16.15. Let a, b ∈ R with a < b. Then denote by g[a,b] the [a, b]-Stieltjes transform of
ν[a,b].
The following observation is an easy consequence of the construction of the objects under
consideration.
Remark 16.16. Let M ∈ Cq×q< and let ν ∈ M<1 ([α, β]) with [α, β]-Stieltjes transform f . Then
µ : B[α,β] → Cq×q defined by µ(B) := [ν(B)]M belongs toM<q ([α, β]) and G : C\ [α, β]→ Cq×q
defined by G(z) := f(z)M coincides with the [α, β]-Stieltjes transform of µ.
Now we translate Theorem 16.12 into the language of functions belonging to Rq(C \ [α, β]).
Theorem 16.17. Let F ∈ Rq(C \ [α, β]) and let k ∈ N. Denote by (d[F ]j )∞j=0 the sequence of
R[α, β]-interval lengths associated with F given via Definition 6.3 and by F {k−1} the (k − 1)-th
R[α, β]-Schur transform of F given in Definition 6.8. Let N := δk−2d[F ]k−1 and let G : C \
[α, β] → Cq×q be defined by G(z) := g[α,β](z)N . Then F is central of order k if and only
if F {k−1} = G.
Proof. Let σ be the R[α, β]-measure of F . Denote by (d(σ)j )∞j=0 the sequence of matricial
interval lengths associated with σ and by σ{k−1} the (k − 1)-th M[α, β]-transform of σ. Let
M := δk−2d
(σ)
k−1 and let µ : B[α,β] → Cq×q be defined by µ(B) := [ν[α,β](B)]M . According
to Definitions 6.3 and 6.1, we have d
[F ]
k−1 = d
(σ)
k−1, implying N = M . From Proposition 6.12
we can infer M = σ{k−1}([α, β]). In particular, M ∈ Cq×q< . Taking additionally into account
Example 16.10 and Notation 16.15, the application of Remark 16.16 now shows that µ belongs
to M<q ([α, β]) and that G coincides with the [α, β]-Stieltjes transform of µ. Consequently, in
view of Definition 6.8, we can conclude from Proposition 5.5 that σ{k−1} = µ if and only if
F {k−1} = G. By virtue of Definition 16.14, the application of Theorem 16.12 completes the
proof.
Theorems 16.12 and 16.17 contain further results, which indicate the importance of the arc-
sine distribution introduced in Notation 16.9. For other topics in which the arcsine distribution
plays a significant role, we refer to sum rules for Jacobi matrices, which are compact perturba-
tions of the free Jacobi matrix associated with the arcsine distribution (see Killip/Simon [40]
and Simon [52]) and free probability and random matrices (see Hiai/Petz [35])
Now we are going to determine the [α, β]-central function associated with a sequence
(sj)
m
j=0 ∈ F<q,m,α,β within the description of Rq[[α, β]; (sj)mj=0] given in Theorem 14.2.
Notation 16.18. Let m ∈ N0 and let (sj)mj=0 ∈ F<q,m,α,β with sequence of [α, β]-interval lengths
(dj)
m
j=0. Then let G˚m, X˚m, Y˚m : C \ [α, β] → Cq×q be defined by G˚m(z) := δm−1g[α,β](z)dm,
X˚m(z) := δ
m−1[(β−z)g[α,β](z)−1]dm, and Y˚m(z) := (β−z)[(z−α)g[α,β](z)+1]PR(dm)+δPN (dm).
Proposition 16.19. Let m ∈ N0, let (sj)mj=0 ∈ F<q,m,α,β with sequence of [α, β]-interval lengths
(dj)
m
j=0. Then:
(a) G˚m ∈ Rq[[α, β]; (s{m}j )0j=0] and [X˚m; Y˚m] is the Fα,β(s{m}0 )-transformed pair of G˚m.
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(b) [X˚m; Y˚m] ∈ P¨ [s{m}0 ] and the inverse Fα,β(s{m}0 )-transform of [X˚m; Y˚m] coincides with
G˚m.
Proof. SettingM := δm−1dm, we have G˚m = g[α,β]M , according to Notation 16.18. From δ > 0
and Proposition 3.27, we can infer M ∈ Cq×q< . Remark 14.3 furthermore yields s{m}0 = M .
Denote by [G1;G2] the Fα,β(M)-transformed pair of G˚m.
(a) Taking into account Example 16.10 and Notation 16.15, the application of Remark 16.16
shows that µ : B[α,β] → Cq×q defined by µ(B) := [ν[α,β](B)]M belongs to M<q ([α, β]) and
that G˚m coincides with the [α, β]-Stieltjes transform of µ. In view of Example 16.10, we have
µ([α, β]) = M . Consequently, µ ∈ M<q,0[[α, β]; (s{m}j )0j=0,=] follows. Remark 5.7 then shows
G˚m ∈ Rq[[α, β]; (s{m}j )0j=0]. Taking into account M∗ = M , we can infer from Remark 14.3
moreover PR(M∗) = PR(dm) and PN (M) = PN (dm). Using Remark A.18, in particular M
†M =
PR(dm) follows. By virtue of Definition 9.1 and Notation 16.18 we have, for all z ∈ C \ [α, β],
then
G1(z) = (β − z)G˚m(z)−M = (β − z)g[α,β](z)M −M =
[
(β − z)g[α,β](z)− 1
]
M = X˚m(z)
and
G2(z) = (β − z)
[
(z − α)M †G˚m(z) + PR(M∗)
]
+ δPN (M)
= (β − z)
[
(z − α)g[α,β](z)M †M + PR(M∗)
]
+ δPN (M)
= (β − z)
[
(z − α)g[α,β](z)PR(dm) + PR(dm)
]
+ δPN (dm)
= (β − z)
[
(z − α)g[α,β](z) + 1
]
PR(dm) + δPN (dm) = Y˚m(z).
(b) By virtue of Proposition 3.58, we have (s
{m}
j )
0
j=0 ∈ F<q,0,α,β. Taking additionally
into account part (a), Lemma 11.1 yields [X˚m; Y˚m] ∈ P¨ [s{m}0 ]. Obviously, PR(M)G˚m =
g[α,β]PR(M)M = G˚m. Because of M ∈ Cq×q< and part (a), the application of Lemma 9.14
shows that the inverse Fα,β(M)-transform of [G1;G2] coincides with G˚m.
Proposition 16.20. Let m ∈ N0, let (sj)mj=0 ∈ F<q,m,α,β with sequence of [α, β]-interval lengths
(dj)
m
j=0, and let F ∈ Rq[[α, β]; (sj)mj=0]. Denote by G¨m(F, (sj)mj=0) the m-th Fα,β-transform
of F with respect to (sj)mj=0 and by PG¨m(F, (sj)
m
j=0) the m-th Fα,β-transformed pair of F
with respect to (sj)mj=0 given in Definition 13.1. Regarding Notation 16.18 and Definition 7.11,
then the following statements are equivalent:
(i) F is central of order m+ 1.
(ii) G¨m(F, (sj)mj=0) = G˚m.
(iii) PG¨m(F, (sj)mj=0) ∼ [X˚m; Y˚m].
Proof. Denote by F {m} the m-th R[α, β]-Schur transform of F . Due to Proposition 13.8, we
have G¨m(F, (sj)
m
j=0) = F
{m}.
(i)⇔(ii): Denote by σ the R[α, β]-measure of F and by (s(σ)j )∞j=0 and (d(σ)j )∞j=0 the sequence
of power moments and the sequence of matricial interval lengths associated with σ, resp. Then
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σ ∈ M<q,m[[α, β]; (sj)mj=0,=] and hence s(σ)j = sj for all j ∈ Z0,m. By virtue of Remark 3.22,
consequently d
(σ)
m = dm. Denote by (d
[F ]
j )
∞
j=0 the sequence of R[α, β]-interval lengths associated
with F . Taking additionally into account Definitions 6.3 and 6.1, then d
[F ]
m = d
(σ)
m = dm follows.
According to Notation 16.18, thus G˚m = g[α,β]δ
m−1d
[F ]
m . Now, in view of G¨m(F, (sj)
m
j=0) =
F {m}, the application of Theorem 16.17 yields the equivalence of (i) and (ii).
(ii)⇒(iii): From Proposition 16.19(a) we see that [X˚m; Y˚m] is the Fα,β(s{m}0 )-transformed
pair of G˚m. In view of (ii) and Definition 13.1, then PG¨m(F, (sj)
m
j=0) = [X˚m; Y˚m] follows. In
particular, (iii) holds true.
(iii)⇒(ii): Setting M := s{m}0 , the combination of Proposition 3.58 and Lemma 3.11
yields M ∈ Cq×q< . From Proposition 16.19(b) we see [X˚m; Y˚m] ∈ P¨ [M ] and that G˚m
is the inverse Fα,β(M)-transform of [X˚m; Y˚m]. Because of (iii) and Remark 8.4, in par-
ticular PG¨m(F, (sj)
m
j=0) ∈ P¨[M ] follows. Denote by G the inverse Fα,β(M)-transform of
PG¨m(F, (sj)
m
j=0). Taking into account (iii), we can infer from Corollary 9.12 that G = G˚m.
Observe that PG¨m(F, (sj)
m
j=0) is the Fα,β(M)-transformed pair of G¨m(F, (sj)mj=0), accord-
ing to Definition 13.1. Remark 6.11 yields F {m} ∈ Rq[[α, β]; (s{m}j )0j=0]. Consequently, the
R[α, β]-measure µ of F {m} belongs to M<q,0[[α, β]; (s{m}j )0j=0,=], i. e., µ([α, β]) = M . Taking
additionally into account Proposition 4.15(a), hence R(F {m}(z)) = R(M) for all z ∈ C \ [α, β]
follows. In view of G¨m(F, (sj)
m
j=0) = F
{m}, hence PR(M)G¨m(F, (sj)
m
j=0) = G¨m(F, (sj)
m
j=0).
Thus, we can apply Lemma 9.14 to obtain G = G¨m(F, (sj)
m
j=0). Therefore, (ii) holds true.
Now we are able to determine the [α, β]-Stieltjes transform of the [α, β]-central measure
associated with a sequence (sj)
m
j=0 ∈ F<q,m,α,β.
Proposition 16.21. Let m ∈ N0 and let (sj)mj=0 ∈ F<q,m,α,β. Denote by
[
w˜m x˜m
y˜m z˜m
]
the q × q block
representation of the restriction of V¨m onto C\[α, β]. Then det(y˜mX˚m+z˜mY˚m) does not vanish
identically in C \ [α, β] and S˚m = (w˜mX˚m + x˜mY˚m)(y˜mX˚m + z˜mY˚m)−1.
Proof. Remark 16.19(b) shows [X˚m; Y˚m] ∈ P¨[s{m}0 ]. Consequently, we can apply Theo-
rem 14.2(a) to see that det(y˜mX˚m+ z˜mY˚m) does not vanish identically in C\ [α, β] and that the
matrix-valued function F := (w˜mX˚m+ x˜mY˚m)(y˜mX˚m+ z˜mY˚m)
−1 belongs to Rq[[α, β]; (sj)mj=0].
Theorem 14.2(b) then yields [X˚m; Y˚m] ∈ 〈PG¨m(F, (sj)mj=0)〉. From Proposition 16.20 we can
thus conclude that F is central of order m+ 1. Denote by σ the R[α, β]-measure of F . Then
σ ∈ M<q,m[[α, β]; (sj)mj=0,=]. According to Definition 16.14, furthermore σ is central of order
m + 1. In view of Definition 16.8, this means that the sequence of power moments (s
(σ)
j )
∞
j=0
associated with σ is [α, β]-central of order m + 1. Since s
(σ)
j = sj for all j ∈ Z0,m, thus Def-
initions 16.2 and 16.3 show that (s
(σ)
j )
∞
j=0 coincides with the [α, β]-central sequence (˚sj)
∞
j=0
associated with (sj)
m
j=0. Consequently, σ ∈ M<q,∞[[α, β]; (˚sj)∞j=0,=] follows. Proposition 16.5
and Definition 16.6 then yield σ = σ˚m. From Proposition 5.5 we can furthermore conclude that
F is the [α, β]-Stieltjes transform of σ. In view of Definition 16.7, the proof is complete.
In our following considerations, we concentrate on the case of a sequence (sj)
m
j=0 ∈ F≻q,m,α,β.
Before doing that we state some elementary preparations in the scalar case, which are of own
interest.
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Lemma 16.22. Let a, b ∈ R with a < b and let z ∈ C\[a, b]. Then there exists a unique w ∈ C
satisfying w2 = (z − a)(z− b) and |w− z + c| < d, where c := (a+ b)/2 and let d := (b− a)/2.
Proof. First observe that (z − a)(z − b) = (z − c)2 − d2 and that there exists either a single
one or two different solutions w ∈ C satisfying w2 = (z − a)(z − b). We choose a particular
solution w0. If w0 = 0, then z = a or z = b, contradicting z /∈ [a, b]. Thus, we have w0 6= −w0
and hence w1 := w0 and w2 := −w0 are the only solutions of the equation w2 = (z − a)(z − b).
Consequently, t1 := w1− z+ c and t2 := w2− z+ c fulfill t1 6= t2 and (t1,2+ z− c)2 = (±w0)2 =
(z− c)2 − d2. Therefore, t1 and t2 are the two solutions of the equation t2+2(z− c)t+ d2 = 0.
Hence, t1+t2 = −2(z−c) and t1t2 = d2. In particular, |t1|·|t2| = d2. We are now going to show
|t1| 6= |t2|. Assume to the contrary |t1| = |t2|. In view of t1t2 = d2 and d > 0, then t2 = t1 and
|t1| = d follow. Using t1+ t2 = −2(z− c), we can thus infer z = c−Re t1 ∈ R and furthermore
|z − c| = |Re t1| ≤ |t1|. Taking additionally into account |t1| = d, then −d ≤ z − c ≤ d follows,
contradicting z /∈ [a, b]. Thus, we have shown |t1| 6= |t2|. Since |t1| · |t2| = d2, then either
|t1| < d and |t2| > d or |t1| > d and |t2| < d. Consequently, exactly one of the two solutions of
the equation w2 = (z − a)(z − b) fulfills |w − z + c| < d.
Lemma 16.23. (a) The function g[−1,1] belongs to R1(C \ [−1, 1]) with R[−1, 1]-measure
ν[−1,1] and is central of order 1.
(b) Let z ∈ C \ [−1, 1]. Then g[−1,1](z) 6= 0 and wz := −1/g[−1,1](z) is the unique complex
number w satisfying w2 = z2 − 1 and |w − z| < 1.
Proof. (a) In view of Example 16.10 and Notation 16.15, we can infer from Proposition 5.5 that
g[−1,1] belongs to R1(C \ [−1, 1]) and that ν[−1,1] is the R[−1, 1]-measure of g[−1,1]. According
to Definition 16.14 and Example 16.13, thus g[−1,1] is central of order 1.
(b) Because of part (a), we can apply Proposition 4.15(a) to obtain N (g[−1,1](z)) =
N (ν[−1,1]([−1, 1])). From Example 16.10 we know ν[−1,1]([−1, 1]) = 1. Hence, g[−1,1](z) 6= 0
follows. According to [12, p. 125, especially formula (4.5.4)], the remaining assertion of
part (b) holds true. (Observe that in [12], for probability measures µ on [−1, 1], the inte-
gral S(z, µ) =
∫ 1
−1(z − x)−1dµ(x) = −S¨µ(z) is considered.)
Proposition 16.24. (a) The function g[α,β] belongs to R1(C \ [α, β]) with R[α, β]-measure
ν[α,β] and is central of order 1.
(b) Let z ∈ C \ [α, β]. Then g[α,β](z) 6= 0 and wz := −1/g[α,β](z) is the unique complex
number w satisfying w2 = (z − α)(z − β) and |w − z + (α+ β)/2| < (β − α)/2.
Proof. By the same reasoning as in the proof of Lemma 16.23, we can conclude that g[α,β]
belongs to R1(C \ [α, β]) and is central of order 1, that ν[α,β] is the R[α, β]-measure of g[α,β],
and that g[α,β](z) 6= 0. Let c := (α + β)/2 and let d := (β − α)/2. Let T : [−1, 1] → [α, β] be
defined by T (x) = dx+ c. Then it is readily checked that ν[α,β] is the image measure of ν[−1,1]
under T . Observe that d > 0 and that z /∈ [α, β] implies ζ /∈ [−1, 1] for ζ := (z − c)/d. By
virtue of Notation 16.15 and Definition 5.3, we thus can infer
g[α,β](z) =
∫
[α,β]
1
t− z ν[α,β](dt) =
∫
[−1,1]
1
T (x)− z ν[−1,1](dx) =
∫
[−1,1]
1
dx− z + cν[−1,1](dx)
=
1
d
∫
[−1,1]
1
x− (z − c)/dν[−1,1](dx) =
1
d
g[−1,1](ζ).
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In view of Lemma 16.23(b), consequently wz = dωζ , where ωζ is the unique complex number ω
satisfying ω2 = ζ2− 1 and |ω− ζ| < 1. Hence, w2z = d2(ζ2− 1) = (z− c)2− d2 = (z−α)(z−β)
and |wz−z+(α+β)/2| = |dωζ−z+c| = d|ωζ−ζ| < d = (β−α)/2. By virtue of Lemma 16.22,
the proof is complete.
Lemma 16.25. Suppose δ = 2. Denote by f the first R[α, β]-Schur transform of g[α,β].
Then f = g[α,β], i. e., the function g[α,β] is a fixed point of the R[α, β]-Schur transformation.
In particular, the function g[−1,1] is a fixed point of the R[−1, 1]-Schur transformation.
Proof. In view of Example 16.10 and Notation 16.15, we can infer from Proposition 5.5 that
g[α,β] belongs to R1(C \ [α, β]) and that ν[α,β] is the R[α, β]-measure of g[α,β]. Denote by µ the
firstM[α, β]-transform of ν[α,β]. According to Definition 6.8, then f is the [α, β]-Stieltjes trans-
form of µ. Since Proposition 16.11 yields µ = ν[α,β], hence f is the [α, β]-Stieltjes transform of
ν[α,β]. Regarding Notation 16.15, the proof is complete.
Proposition 16.26. Let m ∈ N0 and let (sj)mj=0 ∈ F≻q,m,α,β with sequence of [α, β]-interval
lengths (dj)mj=0. Let G1, G2 : C \ [α, β] → Cq×q be defined by G1(z) := δm−1g[α,β](z)dm and
G2(z) := Iq. For all z ∈ C \ [α, β], then
X˚m(z) = δ
m−1
[
(β − z)g[α,β](z)− 1
]
dm, Y˚m(z) = (β − z)
[
(z − α)g[α,β](z) + 1
]
Iq. (16.1)
Regarding Definition 7.11, furthermore [G1;G2] ∈ PRq(C \ [α, β]) and [X˚m; Y˚m] ∼ [G1;G2].
Proof. Remark 3.66 yields det dm 6= 0. Hence, R(dm) = Cq and N (dm) = {Oq×1}, which
imply PR(dm) = Iq and PN (dm) = Oq×q. For all z ∈ C \ [α, β], now (16.1) follows imme-
diately from Notation 16.18. By virtue of Proposition 16.19(b) and Notation 8.1, we get
[X˚m; Y˚m] ∈ PRq(C \ [α, β]). Let f : C \ [α, β] → C be defined by f(z) := (z − α)g[α,β](z) + 1.
From Proposition 16.24(a) we see that g[α,β] belongs to Rq(C \ [α, β]) and that ν[α,β] is
the R[α, β]-measure of g[α,β]. Example 16.10 furthermore shows ν[α,β]([α, β]) = 1 and∫
[α,β] tν[α,β](dt) = (α + β)/2. Taking into account Notation 4.19, we can thus infer from
Proposition 4.20 that f belongs to R1(C \ [α, β]) and that the R[α, β]-measure σ of f fulfills
σ([α, β]) =
∫
[α,β](t − α)ν[α,β](dt) = (α + β)/2 − α = (β − α)/2 6= 0. Consider now an arbi-
trary z ∈ C \ [α, β]. Using Proposition 4.15(a) we obtain then N (f(z)) = N (σ([α, β])) =
{0} and hence f(z) 6= 0. Regarding Y˚m(z) = (β − z)f(z)Iq, then det Y˚m(z) 6= 0 fol-
lows. From Proposition 16.24(b) we see g[α,β](z) 6= 0 and that wz := −1/g[α,β](z) satis-
fies w2z = (z − α)(z − β). Hence, [(β − z) + wz]wz = (β − z)[wz − (z − α)] and, in view
of wz 6= 0, therefore (β − z) + wz = (β − z)[1 − (z − α)/wz] = (β − z)f(z). Multipli-
cation by g[α,β](z) yields (β − z)g[α,β](z) − 1 = (β − z)f(z)g[α,β](z). Consequently, we get
the identity [(β − z)g[α,β](z) − 1]/[(β − z)f(z)] = g[α,β](z), from which we can conclude
[X˚m(z)][Y˚m(z)]
−1 = G1(z). The application of Lemma 7.13 completes the proof.
Proposition 16.27. Let m ∈ N0 and let (sj)mj=0 ∈ F≻q,m,α,β. Let
[
w˜m x˜m
y˜m z˜m
]
be the q × q block
representation of the restriction of V¨m onto C \ [α, β]. Then det(δm−1g[α,β]y˜mdm + z˜m) does
not vanish identically in C \ [α, β] and S˚m = (δm−1g[α,β]w˜mdm + x˜m)(δm−1g[α,β]y˜mdm+ z˜m)−1.
Proof. From Proposition 16.21 we see that det(y˜mX˚m + z˜mY˚m) does not vanish identically in
C\[α, β] and that S˚m = (w˜mX˚m+x˜mY˚m)(y˜mX˚m+z˜mY˚m)−1. Remark 16.19(b) shows [X˚m; Y˚m] ∈
P¨ [s{m}0 ]. Let G1, G1 : C\[α, β]→ Cq×q be defined by G1(z) := δm−1g[α,β](z)dm and G2(z) := Iq.
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According to Proposition 16.26, then [G1;G2] ∈ PRq(C \ [α, β]) and [X˚m; Y˚m] ∼ [G1;G2]. The
application of Definition 7.11 completes the proof.
A. Some facts from matrix theory
This appendix contains a summary of results from matrix theory, which are used in this paper.
What concerns results on the Moore–Penrose inverse A† of a complex matrix A, we refer, e. g.,
to [13, Sec. 1].
Remark A.1. Let m,n ∈ N and let A1, A2, . . . , Am and B1, B2, . . . , Bn be complex p× q ma-
trices. If M ∈ Cq×p is such that AjMBk = BkMAj holds true for all j ∈ Z1,m and all
k ∈ Z1,n, then (
∑m
j=1 ηjAj)M(
∑n
k=1 θkBk) = (
∑n
k=1 θkBk)M(
∑m
j=1 ηjAj) for all complex num-
bers η1, η2, . . . , ηm and θ1, θ2, . . . , θn.
Remark A.2. (a) If Z ∈ Cq×q and η ∈ C, then Re(ηZ) = Re(η) Re(Z) − Im(η) Im(Z) and
Im(ηZ) = Re(η) Im(Z) + Im(η) Re(Z).
(b) If Z ∈ Cq×q and X ∈ Cq×p, then Re(X∗ZX) = X∗Re(Z)X and Im(X∗ZX) =
X∗ Im(Z)X.
Remark A.3. If A ∈ Cp×q, then dimR(A) + dimN (A) = q.
Remark A.4. If A ∈ Cp×q, then R(A) = R(AA∗) and N (A) = N (A∗A).
Remark A.5. Let A ∈ Cp×r, let B ∈ Cp×s, and let C ∈ Cq×r. In view of Remark A.4, then
R(A) +R(B) = R([A,B]) = R(AA∗ +BB∗) and N (A)∩N (C) = N ([ AC ]) = N (A∗A+C∗C).
Remark A.6. Let n ∈ N and let A1, A2, . . . , An ∈ Cp×q. For all η1, η2, . . . , ηn ∈ C, then
R(∑nj=1 ηjAj) ⊆∑nj=1R(Aj) and ⋂nj=1N (Aj) ⊆ N (∑nj=1 ηjAj).
Remark A.7. If A ∈ Cp×q has rank q and B ∈ Cq×s has rank s, then rank(AB) = s.
Remark A.8. Let L ∈ Cp×p and R ∈ Cq×q be both invertible. Let A ∈ Cp×q and let X := LAR.
Then R(X) = LR(A) and N (X) = R−1N (A).
We think that the following result is well-know. However, we did not succeed in finding a
reference.
Lemma A.9. Let A ∈ Cp×q and let R ∈ Cq×r. Then R(AR) = R(A) if and only if N (A) +
R(R) = Cq.
Proof. Observe that U := N (A) + R(R) is a linear subspace of the C-vector space Cq. Let
φ : U → Cp be defined by φ(x) := Ax. Then φ is linear with ker φ = U ∩ N (A) = N (A) and
φ(U) = AR(R) = R(AR). Regarding dimkerφ+dimφ(U) = dimU , then dimU = dimN (A)+
dimR(AR) = q−rankA+rank(AR) follows. Hence, U = Cq if and only if rank(AR) = rankA.
Because of R(AR) ⊆ R(A), the latter is equivalent to R(AR) = R(A).
Remark A.10. If A ∈ Cp×q, then R(A∗) = [N (A)]⊥ and N (A∗) = [R(A)]⊥.
We write PU for the transformation matrix corresponding to the orthogonal projection onto
a linear subspace U of the unitary space Cp with respect to the standard basis.
Remark A.11. Let U be a linear subspace of Cp. Then PU is the unique complex p× p matrix
satisfying P2U = PU , P
∗
U = PU , and R(PU) = U . Furthermore, N (PU ) = U⊥ and PU +PU⊥ = Ip.
Remark A.12. If U is a linear subspace of the unitary space Cp with dimension d := dimU ≥ 1
and some orthonormal basis u1, u2, . . . , ud, then PU = UU
∗, where U := [u1, u2, . . . , ud].
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Remark A.13. If A ∈ Cq×q fulfills detA 6= 0, then A† = A−1.
Remark A.14. If A ∈ Cp×q, then (A†)† = A, (A∗)† = (A†)∗, R(A†) = R(A∗), and N (A†) =
N (A∗).
Remark A.15. Let η ∈ C and let A ∈ Cp×q. Then (ηA)† = η†A†.
Remark A.16. If A ∈ Cq×q< , then A† ∈ Cq×q< and (A†)1/2 = (A1/2)†.
Regarding (3.9), we easily obtain with Remark A.15:
Remark A.17. Let η ∈ C and let A,B ∈ Cp×q. Then (ηA)⊤−⊥ (ηB) = η(A⊤−⊥B).
Remark A.18. If A ∈ Cp×q, then PR(A) = AA†, PN (A) = Iq − A†A, PR(A∗) = A†A, and
PN (A∗) = Ip −AA†.
Lemma A.19. Let A ∈ Cp×q and let B ∈ Cq×q be such that R(B) ⊆ R(A∗) ⊆ R(B∗). Let
η ∈ C \ {0}. Then the matrix B + ηPN (A) is invertible and B† = (B + ηPN (A))−1 − η−1PN (A).
Proof. First observe that R(B) = R(A∗) = R(B∗) follows from the assumption, since
rank(B∗) = rankB holds true. In view of Remark A.18, we thus obtain BB† = A†A = B†B
and PN (A) = Iq −A†A. Taking additionally into account Remark A.11, we infer then
(B + ηPN (A))(B
† + η−1PN (A)) = BB
† + η−1BPN (A) + ηPN (A)B
† + P2N (A)
= A†A+ η−1B(Iq −A†A) + η(Iq −A†A)B† + PN (A)
= Iq + η
−1B(Iq −B†B) + η(Iq −B†B)B† = Iq.
Remark A.20. Let A ∈ Cp×q and let B ∈ Cp×m. Then R(B) ⊆ R(A) if and only if AA†B = B.
Remark A.21. Let A ∈ Cp×q and let C ∈ Cn×q. Then N (A) ⊆ N (C) if and only if CA†A = C.
The combination of Remarks A.20, A.21, and A.1 yields:
Remark A.22. Let A ∈ Cp×q and M ∈ Cq×p be such that R(A) ⊆ R(M) and N (M) ⊆ N (A).
For all η1, η2, θ1, θ2 ∈ C, then (η1A+ η2M)M †(θ1A+ θ2M) = (θ1A+ θ2M)M †(η1A+ η2M).
Regarding Remark A.20, we can easily conclude from Lemma A.9:
Remark A.23. Let A ∈ Cp×q and let B ∈ Cp×r. Then R(B) = R(A) if and only if there exists
a complex q × r matrix R fulfilling N (A) +R(R) = Cq and B = AR.
Remark A.24. The set Cq×qH is an R-vector space and C
q×q
<
is a convex cone in Cq×qH .
Remark A.25. Let A ∈ Cq×qH and let X ∈ Cq×p. Then X∗AX ∈ Cp×pH . If A ∈ Cq×q< , then
X∗AX ∈ Cp×p< .
We now state a well-known characterization of non-negative Hermitian block matrices in
terms of the Schur complement (3.4):
Lemma A.26 (cf. [13, Lem. 1.1.9 and 1.1.10]). Let
[
A B
C D
]
be the block representation of a
complex (p+ q)× (p + q) matrix M with p× p block A. Then M is non-negative Hermitian
if and only if A and M/A := D − CA†B are both non-negative Hermitian and furthermore
R(B) ⊆ R(A) and C = B∗ are fulfilled. In this case, ‖B‖2S ≤ ‖A‖S‖D‖S.
Lemma A.27 (cf. [28, Lem. A.13]). Let A,B ∈ Cq×qH with Oq×q 4 A 4 B. Then R(A) ⊆ R(B)
and N (B) ⊆ N (A). Furthermore, Oq×q 4 PR(A)B†PR(A) 4 A†.
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We continue with some observations on the classes of EP matrices and almost definite ma-
trices given in Definition 4.16. From Remark A.6 we easily see:
Remark A.28. If A ∈ Cq×qEP , then R(ReA) ⊆ R(A) and R(ImA) ⊆ R(A).
Remark A.29. If A ∈ Cq×qAD , then ηA ∈ Cq×qAD for all η ∈ C.
Remark A.30. If A ∈ Cq×qAD , then N (A∗) = N (A) and R(A∗) = R(A).
Remark A.31. Taking into account Remark A.30, one can easily check that {M ∈ Cq×q : ηM ∈
C
q×q
< } ⊆ Cq×qAD ⊆ Cq×qEP for all η ∈ C.
Lemma A.32. Let A ∈ Cq×q satisfy ImA ∈ Cq×q< . Then A ∈ Cq×qEP .
Proof. Let x ∈ N (A). Then x∗ Im(A)x = 0. Since, by virtue of Remark A.31, we have ImA ∈
C
q×q
AD , then Im(A)x = O follows. Consequently, A
∗x = Ax = O. Hence, N (A) ⊆ N (A∗),
implying R(A) = R(A∗), i. e., A ∈ Cq×qEP .
Lemma A.33. Let A ∈ Cq×q satisfy ImA ∈ Cq×q< and rank(ImA) = rankA. Then A ∈ Cq×qAD
and R(ImA) = R(A).
Proof. Lemma A.32 yields R(A∗) = R(A). In view of Remark A.28 and rank(ImA) = rankA,
we get R(ImA) = R(A). Consider an arbitrary x ∈ Cq with x∗Ax = 0. Then x∗A∗x = x∗Ax =
0. Consequently, x∗ Im(A)x = 0. Since Remark A.31 yields ImA ∈ Cq×qAD , we have Im(A)x =
Oq×1. Because of N (ImA) = [R((ImA)∗)]⊥ = [R(ImA)]⊥ = [R(A)]⊥ = [R(A∗)]⊥ = N (A),
we get Ax = Oq×1 and, thus, A ∈ Cq×qAD .
A complex p× q matrix K is said to be contractive if ‖K‖S ≤ 1.
Remark A.34. Let K ∈ Cp×q. Then the matrix K is contractive if and only if Iq − K∗K is
non-negative Hermitian.
Remark A.35. Let
[
A B
C D
]
be the block representation of a contractive complex
(p + q)× (p+ q) matrix K with p× p block A. Suppose that A or D is unitary. In view
of Remark A.34 then one can easily see that B = Op×q and C = Oq×p.
A complex square matrix J is called a signature matrix if it satisfies J∗ = J and J2 = I. In
this paper, we focus on the particular signature matrices
J˜q :=
[
Oq×q iIq
−iIq Oq×q
]
and jpq :=
[
−Ip Op×q
Oq×p Iq
]
. (A.1)
What concerns several aspects of the so-called J-Theory for arbitrary signature matrices J , we
refer to [13, §§ 1.3–1.4, p. 26–44].
Remark A.36. If P,Q ∈ Cq×p, then [ PQ ]∗J˜q[ PQ ] = 2 Im(Q∗P ) and [ PQ ]∗jqq[ PQ ] = Q∗Q− P ∗P .
Remark A.37. Let A ∈ Cp×p and let D ∈ Cq×q. Then
[
A Op×q
Oq×p D
]
jpq =
[
−A Op×q
Oq×p D
]
=
jpq
[
A Op×q
Oq×p D
]
. Furthermore, if p = q, then
[
A Oq×q
Oq×p D
]
J˜q =
[
Oq×q iA
−iD Oq×q
]
= J˜q
[
D Oq×q
Oq×p A
]
. In
particular, J˜qjqq = −jqqJ˜q.
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B. Integration with respect to non-negative Hermitian measures
Consider a measurable space (X ,X) consisting of a non-empty set X and a σ-algebra X on
X . A mapping µ : X → Cq×q< is called non-negative Hermitian q × q measure on (X ,X) if it
is σ-additive, i. e. µ(
⋃∞
n=1Xn) =
∑∞
n=1 µ(Xn) holds true for all sequences (Xn)
∞
n=1 of pairwise
disjoint sets from X. We are using the integration theory of pairs of matrix-valued functions
with respect to non-negative Hermitian measures, developed independently by Kats [38] and
Rosenberg [47–49](cf. [13, Sec. 2.2]):
First consider an arbitrary ordinary measure ν on a measurable space (X ,X). A measurable
function F : X → Cp×q is said to be integrable with respect to ν if F = [fjk]j=1,...,p
k=1,...,q
belongs
to [L1(ν)]p×q, i. e., all entries fjk belong to the class L1(ν) of functions f : X → C, which are
integrable with respect to ν. In this case, let
∫
X Fdν := [
∫
X fjkdν]j=1,...,p
k=1,...,q
for all X ∈ X.
Throughout this part of the appendix, let an arbitrary non-negative Hermitian q × q measure
µ = [µjk]
q
j,k=1 be given. Then all the entries µjk are complex-valued measures and all the
diagonal entries µjj are ordinary measures with values in [0,∞). Consequently, the trace
measure τ := trµ =
∑q
j=1 µjj of µ is an ordinary measure with values in [0,∞). For eachX ∈ X,
from τ(X) = 0 necessarily µ(X) = Oq×q follows. Consequently, there exist τ -a. e. uniquely
determined Radon–Nikodym derivatives dµjk/dτ . The τ -a. e. uniquely determined measurable
mapping µ′τ := [dµjk/dτ ]
q
j,k=1 is called trace derivative of µ and satisfies µ(X) =
∫
X µ
′
τdτ for
all X ∈ X and Oq×q 4 µ′τ (x) 4 Iq for τ -a. a. x ∈ X .
A measurable function f : X → C is said to be integrable with respect to µ if ∫X |f |dνjk <∞
holds true for all j, k ∈ Z1,q, where νjk denotes the variation of the complex measure µjk. In
this case, let
∫
X fdµ := [
∫
X fdµjk]
q
j,k=1 for all X ∈ X. Denote by L(µ) the set of all such
functions f , which are integrable with respect to µ in this sense.
Remark B.1. Let u ∈ Cq and let ν := u∗µu. Then ν is a bounded measure on (X ,X), which
is absolutely continuous with respect to τ . For all f ∈ L(µ), furthermore ∫X |f |dν < ∞ and∫
X fdν = u
∗(
∫
X fdµ)u.
Remark B.2. The mapping defined on the C-vector space L(µ) by f 7→ ∫X fdµ is C-linear.
Remark B.3. If f ∈ L(µ), then f ∈ L(µ) and ∫X fdµ = (∫X fdµ)∗.
An ordered pair (Φ,Ψ) consisting of measurable functions Φ: X → Cp×q and Ψ: X → Cr×q
is said to be left-integrable with respect to µ if the matrix-valued function Φµ′τΨ
∗ belongs to
[L1(τ)]p×r. In this case, let ∫X ΦdµΨ∗ := ∫X Φµ′τΨ∗dτ for all X ∈ X. In particular, denote
by L2p×q(µ) the set of all measurable functions Φ: X → Cp×q for which the pair (Φ,Φ) is
left-integrable with respect to µ.
Remark B.4. If Φ ∈ L2p×q(µ) and Ψ ∈ L2r×q(µ), then (Φ,Ψ) is left-integrable with respect to µ.
Remark B.5. If Φ,Ψ ∈ L2p×q(µ), then
∫
X ΦdµΨ
∗ = (
∫
X ΨdµΦ
∗)∗ and
∫
X ΦdµΦ
∗ ∈ Cp×p
<
for all
X ∈ X.
Lemma B.6. Let Φ ∈ L2p×q(µ) and let Ψ ∈ L2r×q(µ). For all X ∈ X, then
R
(∫
X
ΦdµΨ∗
)
⊆ R
(∫
X
ΦdµΦ∗
)
, N
(∫
X
ΦdµΦ∗
)
⊆ N
(∫
X
ΨdµΦ∗
)
,
and (∫
X
ΨdµΦ∗
)(∫
X
ΦdµΦ∗
)†(∫
X
ΦdµΨ∗
)
4
∫
X
ΨdµΨ∗.
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Proof. Consider an arbitrary X ∈ X. First observe that Θ := [ ΦΨ ] is a measurable function
satisfying
Θµ′τΘ
∗ =
[
Φ
Ψ
]
µ′τ [Φ
∗,Ψ∗] =
[
Φµ′τΦ
∗ ΦµτΨ
∗
ΨµτΦ
∗ Ψµ′τΨ
∗
]
.
By assumption, we have Φµ′τΦ
∗ ∈ [L1(τ)]p×p and Ψµ′τΨ∗ ∈ [L1(τ)]r×r. Due to Remark B.4, the
pairs (Φ,Ψ) and (Ψ,Φ) are both left-integrable with respect to µ, i. e., ΦµτΨ
∗ ∈ [L1(τ)]p×r and
ΨµτΦ
∗ ∈ [L1(τ)]r×p are true. Thus, we infer Θµ′τΘ ∈ [L1(τ)](p+r)×(p+r), i. e., Θ ∈ L2(p+r)×q(µ).
Setting A :=
∫
X ΦdµΦ
∗, B :=
∫
X ΦdµΨ
∗, C :=
∫
X ΨdµΦ
∗, and D :=
∫
X ΨdµΨ
∗, we get
[
A B
C D
]
=
∫
X
[
Φµ′τΦ
∗ Φµ′τΨ
∗
Ψµ′τΦ
∗ Ψµ′τΨ
∗
]
dτ =
∫
X
Θµ′τΘ
∗dτ =
∫
X
ΘdµΘ∗.
Because of Remark B.5, the matrix
∫
X ΘdµΘ
∗ is non-negative Hermitian. Using Lemma A.26,
we can conclude then R(B) ⊆ R(A), C = B∗, and that the matrices A, D, and E/A =
D − CA†B are non-negative Hermitian. By virtue of Remark A.14, thus D and CA†B are
Hermitian matrices, which satisfy CA†B 4 D. Taking into account Remark A.10, we can
furthermore infer N (A) ⊆ N (C).
Remark B.7. Let f : X → C be a measurable function and let Φ,Ψ: X → Cq×q be defined by
Φ(x) := f(x)Iq and Ψ(x) := Iq. Then f ∈ L(µ) if and only if (Φ,Ψ) is left-integrable with
respect to µ. In this case, fµ′τ ∈ [L1(τ)]q×q and
∫
X fdµ =
∫
X(fµ
′
τ )dτ =
∫
X ΦdµΨ
∗ for all
X ∈ X, where µ′τ denotes the trace derivative of µ.
Using Remark B.7 and Lemma B.6, the following result can be easily verified:
Lemma B.8 (cf. [22, Lem. B.2(b)]). If f ∈ L(µ), then R(∫X fdµ) ⊆ R(µ(X )) and N (µ(X )) ⊆
N (∫X fdµ).
Lemma B.9. Let g : X → R satisfy g ∈ L(µ) and µ({g ≤ 0}) = Oq×q. Then R(
∫
X gdµ) =
R(µ(X )) and N (∫X gdµ) = N (µ(X )).
Proof. Consider an arbitrary u ∈ N (∫X gdµ). In view of Remark B.1, then ν := u∗µu is a
bounded measure with
∫
X gdν = u
∗(
∫
X gdµ)u = 0 and ν({g ≤ 0}) = 0. Thus, ν(X ) = 0.
Therefore, u∗µ(X )u = 0. Since, by virtue of µ(X ) ∈ Cq×q< and Remark A.31, we have µ(X ) ∈
C
q×q
AD , we conclude then u ∈ N (µ(X )). So we have N (
∫
X gdµ) ⊆ N (µ(X )). Observe that, due
to Lemma B.8, furthermore N (µ(X )) ⊆ N (∫X gdµ) holds true. Hence, N (∫X gdµ) = N (µ(X )).
Using Remarks B.3 and A.10, we can then easily infer R(∫X gdµ) = R(µ(X )).
We will particularly apply the following result on integrable functions f satisfying Re f > 0
or Im f > 0.
Lemma B.10. Let f ∈ L(µ), let η, θ ∈ R, and let g := ηRe f + θ Im f . Suppose that
µ({g ≤ 0}) = Oq×q. Then g ∈ L(µ) with R((
∫
X fdµ)
∗) = R(∫X fdµ),
R
(∫
X
gdµ
)
= R(µ(X )), N
(∫
X
gdµ
)
= N (µ(X )), (B.1)
R
(∫
X
fdµ
)
= R(µ(X )), and N
(∫
X
fdµ
)
= N (µ(X )). (B.2)
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Proof. Because of Remarks B.3 and B.2, the real-valued function g belongs to L(µ). Hence,
Lemma B.9 yields (B.1). Let h ∈ {f, f}. By virtue of Remark B.3, we have h ∈ L(µ).
Consider an arbitrary u ∈ N (∫X hdµ). In view of Remark B.1, then ν := u∗µu is a bounded
measure and
∫
X hdν = u
∗(
∫
X hdµ)u = 0. Remarks B.3 and B.2 provide us
∫
X Rehdν = 0
and
∫
X Imhdν = 0. Regarding Reh = Re f as well as Im h = Im f if h = f and Imh =
− Im f if h = f , we thus obtain ∫X Re fdν = 0 and ∫X Im fdν = 0. Remark B.2 implies∫
X gdν = 0. The assumption ν({g ≤ 0}) = 0 yields then ν(X ) = 0. So we have u∗µ(X )u =
0. Since, by virtue of µ(X ) ∈ Cq×q
<
and Remark A.31, we have µ(X ) ∈ Cq×qAD , hence u ∈
N (µ(X )). Observe that, due to Lemma B.8, furthermore N (µ(X )) ⊆ N (∫X hdµ) holds true.
Consequently, N (∫X hdµ) = N (µ(X )). Using Remarks B.3 and A.10, we easily conclude
h ∈ L(µ) and R(∫X hdµ) = R((∫X hdµ)∗) = R(µ(X )). Choosing the appropriate h, we thus
obtain (B.2) and R((∫X fdµ)∗) = R(µ(X )) = R(∫X fdµ).
We end this section with a matricial version of Lebesgue’s dominated convergence theorem:
Proposition B.11 ( [26, Prop. A.6]). Let f, f1, f2, . . . : X → C be measurable functions and
let g ∈ L(µ) be such that limn→∞ fn(x) = f(x) for τ -almost all x ∈ X and |fn(x)| ≤ |g(x)|
for all n ∈ N and τ -almost all x ∈ X hold true. Then the functions f, f1, f2, . . . belong to L(µ)
and limn→∞
∫
X fndµ =
∫
X fdµ.
C. The Stieltjes transform of non-negative Hermitian measures
In this section, we consider a non-empty closed subset Ω of R and a non-negative Hermitian
q × q measure σ on (Ω,BΩ). So Ω is also a closed subset of C, whereas G := C \ Ω is
an open subset of C. Observe that, for each t ∈ Ω, the function ht : G → C defined by
ht(z) := 1/(t − z) is holomorphic. Consider an arbitrary z ∈ G and let dz := infx∈Ω|x − z|.
Then dz > 0 and 1/|t − z| ≤ 1/dz for all t ∈ Ω. Consequently, the function gz : Ω → C
defined by gz(t) := 1/(t − z) belongs to L(σ). For each closed disk K ⊆ G, we have with
dK := inf(x,w)∈Ω×K |x− w|, furthermore dK > 0 and 1/|t− z| ≤ 1/dK . By means of that, one
can check that the matrix-valued function Sˆσ : G → Cq×q defined by
Sˆσ(z) :=
∫
Ω
1
t− zσ(dt) (C.1)
is holomorphic (see, e. g. [20, Satz 5.8, p. 147, Kapitel IV]). The mapping σ 7→ Sˆσ is called
Stieltjes transformation. Accordingly, the function Sˆσ itself is called Stieltjes transform of σ.
For Ω = R, the restriction of Sˆσ onto Π+ is exactly the R-Stieltjes transform Sσ of σ introduced
in Definition 5.1. Thus, we obtain:
Lemma C.1. Denote by F the restriction of Sˆσ onto Π+. Then F ∈ R0,q(Π+) and the
spectral measure σF of F fulfills σF (R \ Ω) = Oq×q and σF (B) = σ(B) for all B ∈ BΩ.
Proof. Let χ : BR → Cq×q be defined by χ(B) := σ(B∩Ω). Then χ is a non-negative Hermitian
q × q measure on (R,BR) satisfying F (z) =
∫
R
(t − z)−1χ(dt) for all z ∈ Π+. By virtue of
Proposition 5.2, then F ∈ R0,q(Π+) and χ = σF follow.
For Ω = [α, β] the function Sˆσ coincides with the [α, β]-Stieltjes transform S¨σ of σ introduced
in Definition 5.3. By virtue of (C.1), we easily see:
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Remark C.2. For all z ∈ C \Ω, we have
Re Sˆσ(z) =
∫
Ω
t− Re z
|t− z|2 σ(dt) and Im Sˆσ(z) =
∫
Ω
Im z
|t− z|2σ(dt).
Lemma C.3. For all z ∈ C \ R, the matrix 1Im z Im Sˆσ(z) is non-negative Hermitian. Fur-
thermore, Im Sˆσ(x) = Oq×q for all x ∈ R \ Ω. Moreover, for all w ∈ C with Rew < inf Ω,
the matrix Re Sˆσ(w) is non-negative Hermitian and, for all w ∈ C with Rew > supΩ, the
matrix −Re Sˆσ(w) is non-negative Hermitian .
Proof. Except for Im Sˆσ(x) = Oq×q for all x ∈ R \ Ω, the assertions are a consequence of
Remark C.2. Consider now an arbitrary x ∈ R \ Ω. The matrix-valued function Sˆσ is holo-
morphic. Hence, the two sequences (± Im Sˆσ(x± i/n))∞n=1 converge to ± Im Sˆσ(x), resp. As
already mentioned, we have 1Im z Im Sˆσ(z) ∈ Cq×q< for all z ∈ C\R. In particular, the sequences
(± Im Sˆσ(x± i/n))∞n=1 both consist of non-negative Hermitian matrices. Consequently, we ob-
tain ± Im Sˆσ(x) ∈ Cq×q< for their limits, implying Im Sˆσ(x) = Oq×q.
Using Proposition B.11, one can easily deduce the following representations for σ(Ω) via
limits along the imaginary axis (cf. [26, Lem. A.8(c)]):
Lemma C.4. The following equations hold true:
lim
y→∞
yRe Sˆσ(iy) = Oq×q, lim
y→∞
y Im Sˆσ(iy) = σ(Ω), and lim
y→∞
iySˆσ(iy) = −σ(Ω).
The following lemma in particular shows that the matrix-valued function Sˆσ has constant
column and null space on C \ [inf Ω, supΩ].
Lemma C.5 (cf. [26, Lem. A.8(b)]). For all z ∈ C \ [inf Ω, supΩ], the equations
R(Sˆσ(z)) = R(σ(Ω)) and N (Sˆσ(z)) = N (σ(Ω)) (C.2)
hold true. Furthermore,
R(Im Sˆσ(z)) = R(σ(Ω)) and N (Im Sˆσ(z)) = N (σ(Ω)) (C.3)
are valid for all z ∈ C \ R and
R(Re Sˆσ(w)) = R(σ(Ω)) and N (Re Sˆσ(w)) = N (σ(Ω)) (C.4)
are fulfilled for all w ∈ C with Rew < inf Ω or Rew > supΩ.
Proof. For each ζ ∈ C \ Ω, let gζ : Ω → C be defined by gζ(t) := 1/(t − ζ). As already
mentioned at the beginning of this section, we have gζ ∈ L(σ) for each ζ ∈ C \ Ω. Because of
Remarks B.3 and B.2, then the functions Re gζ and Im gζ both belong to L(σ) and, in view of
Sˆσ(ζ) =
∫
Ω gζdσ, fulfill Re Sˆσ(ζ) =
∫
ΩRe gζdσ and Im Sˆσ(ζ) =
∫
Ω Im gζdσ for each ζ ∈ C \ Ω.
Furthermore, we have Re gζ(t) = (t − Re ζ)/|t − ζ|2 and Im gζ(t) = Im ζ/|t − ζ|2 for each
ζ ∈ C \ Ω. Consider now an arbitrary z ∈ C \ R. In the case Im z > 0, we have Im gz > 0
and thus the application of Lemma B.10 with f = gz, η = 0, and θ = 1 yields then (C.3) and
(C.2). If Im z < 0, then − Im gz > 0 and we can infer (C.3) and (C.2) in a similar way with
θ = −1. Now let w ∈ C with Rew < inf Ω or Rew > supΩ. In the case Rew < inf Ω, we
have Re gw > 0 and thus the application of Lemma B.10 with f = gw, η = 1, and θ = 0 yields
then (C.4) and (C.2). If Rew > supΩ, then −Re gw > 0 and we can infer (C.4) and (C.2) in
a similar way with η = −1.
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Recall that a matrix A ∈ Cq×q is called EP matrix if R(A∗) = R(A) and that A is said
to be almost definite if each x ∈ Cq with x∗Ax = 0 necessarily fulfills Ax = Oq×1. The
corresponding classes are denoted by Cq×qEP and C
q×q
AD (cf. Definition 4.16). In view of (C.1),
we obviously have [Sˆσ(z)]
∗ = Sˆσ(z) for all z ∈ C \ Ω. Consequently, from Lemma C.5 we
can infer R([Sˆσ(z)]∗) = R(Sˆσ(z)), i. e., Sˆσ(z) ∈ Cq×qEP for all z ∈ C \ [inf Ω, supΩ]. Regarding
Remark A.31, the values of Sˆσ satisfy a stronger condition:
Lemma C.6. For all z ∈ C \ [inf Ω, supΩ], we have Sˆσ(z) ∈ Cq×qAD .
Proof. First consider an arbitrary z ∈ C \ R. Let η := 1Im z . Lemma C.3 yields Im(η[Sˆσ(z)]) ∈
C
q×q
< . From Lemma C.5 we can infer rank Im Sˆσ(z) = rank Sˆσ(z), implying rank Im(η[Sˆσ(z)]) =
rank(η[Sˆσ(z)]). Thus, we can apply Lemma A.33 to obtain η[Sˆσ(z)] ∈ Cq×qAD . By virtue of
Remark A.29, then Sˆσ(z) ∈ Cq×qAD follows. Now consider an arbitrary x ∈ R \ [inf Ω, supΩ].
Assume x > supΩ. From Lemma C.3 we can infer then −Sˆσ(x) = −Re Sˆσ(x) ∈ Cq×q< . Because
of Remark A.31, hence −Sˆσ(x) ∈ Cq×qAD . By virtue of Remark A.29, thus Sˆσ(x) ∈ Cq×qAD . If
x < inf Ω, then Lemma C.3 yields Sˆσ(x) = Re Sˆσ(x) ∈ Cq×q< , implying Sˆσ(x) ∈ Cq×qAD by
Remark A.31.
Lemma C.7. For all z ∈ C \R, the following matrix inequalities hold true:
[
Sˆσ(z)
]∗[ 1
Im z
Im Sˆσ(z)
]†[
Sˆσ(z)
]
4 σ(Ω) and
[
Sˆσ(z)
]
[σ(Ω)]†
[
Sˆσ(z)
]∗
4
1
Im z
Im Sˆσ(z).
Proof. Consider an arbitrary z ∈ C \ R. Let gz : Ω → C be defined by gz(t) := 1/(t − z) and
let Λ,Ξ: Ω → Cq×q be defined by Λ(t) := |gz(t)|2Iq and Ξ(t) := Iq. As already mentioned
at the beginning of this section, we have gz ∈ L(σ). Because of Im gz/ Im z = |gz|2, we can
conclude with Remarks B.2 and B.3 then |gz|2 ∈ L(σ). According to Remark B.7, hence the
pair (Λ,Ξ) is left-integrable with respect to σ. Consequently, the matrix-valued function Λσ′τΞ
∗
belongs to [L1(τ)]q×q, where τ denotes the trace measure of σ and σ′τ is the trace derivative
of σ. Let Θ: Ω → Cq×q be defined by Θ(t) := gz(t)Iq. Then Θ is measurable and fulfills
Λσ′τΞ
∗ = Θσ′τΘ
∗. Thus, the pair (Θ,Θ) is left-integrable with respect to σ, i. e., Θ ∈ L2q×q(σ).
By virtue of Remarks B.7 and C.2, we have∫
Ω
ΘdσΘ∗ =
∫
Ω
Θσ′τΘ
∗dτ =
∫
Ω
Λσ′τΞ
∗dτ =
∫
Ω
ΛdσΞ∗ =
∫
Ω
|gz|2dσ = 1
Im z
Im Sˆσ(z).
Furthermore, Ξ belongs to L2q×q(σ) and fulfills∫
Ω
ΞdσΞ∗ =
∫
Ω
Ξσ′τΞ
∗dτ =
∫
Ω
σ′τdτ = σ(Ω).
In view of Remark B.4, then the pairs (Θ,Ξ) and (Ξ,Θ) are both left-integrable with respect
to σ. Using Remarks B.7 and B.5, we then can infer
∫
Ω
ΘdσΞ∗ =
∫
Ω
gzdσ = Sˆσ(z) and
∫
Ω
ΞdσΘ∗ =
(∫
Ω
ΘdσΞ∗
)∗
=
[
Sˆσ(z)
]∗
.
The proof is completed by applying Lemma B.6 once with Φ = Θ and Ψ = Ξ and a second
time with Φ = Ξ and Ψ = Θ.
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In combination with Lemma C.7, the following result reveals a certain minimality of the
non-negative Hermitian matrix σ(Ω) with respect to the Löwner partial order:
Lemma C.8. Let A ∈ Cq×q< be such that R(σ(Ω)) ⊆ R(A) and [Sˆσ(z)]∗A†[Sˆσ(z)] 4
1
Im z Im Sˆσ(z) for all z ∈ Π+. Then σ(Ω) 4 A.
Proof. Denote by F the restriction of Sˆσ onto Π+. Because of Lemma C.1, then F ∈ R0,q(Π+)
and σF (R) = σ(Ω). Taking additionally into account Lemma C.5 and the assumptions, we get,
for all z ∈ Π+, then R(F (z)) ⊆ R(A) and furthermore 1Im z ImF (z)− [F (z)]∗A†[F (z)] ∈ Cq×q< .
By virtue of Lemma A.26, hence the matrix
[
A F (z)
[F (z)]∗ 1
Im z
ImF (z)
]
is non-negative Hermitian for
all z ∈ Π+. The application of Lemma 4.5 thus yields σF (R) 4 A, implying the assertion.
D. Particular pairs of matrices
Regular pairs of matrices considered in this section implement the extension of the set of
complex matrices by corresponding points at infinity analogous to the transition from the affine
to the projective space. In this sense, they can be thought of as homogeneous coordinates.
Definition D.1. An ordered pair [P ;Q] of complex p× q matrices P and Q is called p× q ma-
trix pair. Such a pair is said to be regular if rank
[
P
Q
]
= q and proper if rankQ = q.
Each p× q matrix pair [P ;Q] generates a linear relation R := {(Qv,Pv) : v ∈ Cq} in
the C-vector space Cp. In accordance with that, we associate to each p× q matrix pair
[P ;Q] the linear subspaces R([ PQ ]), R(Q), R(P ), Q(N (P )), and P (N (Q)). Obviously, we
have Q(N (P )) ⊆ R(Q) and P (N (Q)) ⊆ R(P ). Consequently, we get the inequalities
0 ≤ dimR(P )− dim(P (N (Q))) ≤ q.
Lemma D.2. Let [P ;Q] be a p× q matrix pair. Then
dimR(Q) + dim(P (N (Q))) = dimR
([
P
Q
])
= dimR(P ) + dim(Q(N (P ))).
Proof. Let U := N (P ) and V := N (Q). The mappings φ : U → Cp and ψ : V → Cp defined
by φ(u) := Qu and ψ(v) := Pv, resp., are C-linear with ker φ = U ∩ V , φ(U) = Q(U), kerψ =
V ∩U , and ψ(V ) = P (V ). Regarding dimkerφ+dimφ(U) = dimU and dim kerψ+dimψ(V ) =
dimV , then dimU = dim(U ∩V )+dim(Q(N (P ))) and dimV = dim(U ∩V )+dim(P (N (Q)))
follow. The application of Remark A.3 yields dimR(P )+dimU = q and dimR(Q)+dimV = q.
By virtue of Remark A.5, we see from Remark A.3 that dimR([ PQ ])+dim(U ∩V ) = q. Taking
all together, we obtain
dimR(Q) + dim(P (N (Q))) = q − dim(U ∩ V ) = dimR
([
P
Q
])
and
dimR(P ) + dim(Q(N (P ))) = q − dim(U ∩ V ) = dimR
([
P
Q
])
.
A generalization of Remark A.3 for p× q matrix pairs immediately follows from Lemma D.2:
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Remark D.3. The equation dimR(P ) − dim(P (N (Q))) + dim(Q(N (P ))) = dimR(Q) holds
true for each p× q matrix pair [P ;Q].
Lemma D.4. Let [P ;Q] be a p× q matrix pair with dimR(P ) − dim(P (N (Q))) = q. Then
rankP = q, rankQ = q, Q(N (P )) = {Op×1}, and P (N (Q)) = {Op×1}. In particular, the
pair [P ;Q] is proper.
Proof. By assumption, we have q = dimR(P ) − dim(P (N (Q))) ≤ dimR(P ) = rankP ≤
q. Consequently, P (N (Q)) = {Op×1} and rankP = q. Thus, N (P ) = {Oq×1} and hence
Q(N (P )) = {Op×1}. We infer from P (N (Q)) = {Op×1} furthermore N (Q) ⊆ N (P ), implying
N (Q) = {Oq×1}. Therefore, rankQ = q, i. e., [P ;Q] is proper.
Each proper p× q matrix pair [P ;Q] is necessarily regular with P (N (Q)) = {Op×1} and
dimR(P )− dim(P (N (Q))) = dimR(P ). Furthermore, using Remarks A.3, A.4, and A.5, the
following result is readily checked:
Remark D.5. Let [P ;Q] be a p× q matrix pair. Then [P ;Q] is proper if and only if det(Q∗Q) 6=
0. Furthermore, the following statements are equivalent:
(i) [P ;Q] is regular.
(ii) det(P ∗P +Q∗Q) 6= 0.
(iii) N (P ) ∩ N (Q) = {Oq×1}.
Using Remark A.7, we obtain furthermore:
Remark D.6. Let [P ;Q] be a p× q matrix pair and let V ∈ Cq×s. Let φ := PV and let
ψ := QV . Then [φ;ψ] is a p× s matrix pair fulfilling ψ∗φ = V ∗(Q∗P )V . If rankV = s and
[P ;Q] is regular (resp., proper), then [φ;ψ] is regular (resp., proper).
It is readily checked that by the following definition an equivalence relation on the set of
p× q matrix pairs is given:
Definition D.7. Two p× q matrix pairs [P ;Q] and [S;T ] are said to be equivalent if
R([ PQ ]) = R([ ST ]). In this case, we write [P ;Q] ∼= [S;T ]. Furthermore, denote by 〈[P ;Q]〉 the
corresponding equivalence class of a p× q matrix pair [P ;Q].
Remark D.8. Remarks A.23 and D.5 show that two regular p× q matrix pairs [P ;Q] and [S;T ]
are equivalent if and only if there is an R ∈ Cq×q with detR 6= 0 fulfilling S = PR and T = QR.
Remark D.9. Each proper q × q matrix pair [P ;Q] satisfies detQ 6= 0 and [P ;Q] ∼= [PQ−1; Iq].
Consequently, the set of equivalence classes of proper q × q matrix pairs can be identified
with the set of complex q × q matrices by means of 〈[P ;Q]〉 7→ A := PQ−1, where R(Q) = Cq,
R(P ) = R(A), Q(N (P )) = N (A), and P (N (Q)) = {Oq×1}.
In the remaining part of this section, we are concerned with reducing certain q × q ma-
trix pairs [P ;Q], which satisfy a condition of the form R(P ) ⊆ R(M) with a given complex
q × p matrix M of rank r ≥ 1, to r × r matrix pairs [φ;ψ] without loosing any information:
Lemma D.10. Let θ ∈ C with |θ| = 1 and let [P ;Q] be a q × q matrix pair. Let Aθ := Q+θP
and let Bθ := Q− θP . Suppose that detBθ 6= 0 and let Kθ := AθB−1θ . Then
R(P ) = R(Iq −Kθ), N (P ) = B−1θ (N (Iq −Kθ)), (D.1)
R(Q) = R(Iq +Kθ), N (Q) = B−1θ (N (Iq +Kθ)), (D.2)
Q(N (P )) = N (Iq −Kθ), and P (N (Q)) = N (Iq +Kθ). (D.3)
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Furthermore, dimR(P ) − dim(P (N (Q))) = rank(Iq −Kθ) + rank(Iq +Kθ) − q and [P ;Q] is
regular.
Proof. We have KθBθ = Aθ and hence (Iq + Kθ)Bθ = Bθ + Aθ = 2Q and (Iq − Kθ)Bθ =
Bθ − Aθ = −2θP . Thus, we can easily infer (D.2) and (D.1), using Remark A.8. From (D.1)
and (D.2) we obtain
Q(N (P )) = (Q− θP )(N (P )) = BθB−1θ (N (Iq −Kθ)) = N (Iq −Kθ)
and
P (N (Q)) = (Q− θP )(N (Q)) = BθB−1θ (N (Iq +Kθ)) = N (Iq +Kθ),
i. e., (D.3). Due to Remark A.3, we have
dimR(Iq +Kθ) + dimN (Iq +Kθ) = q, dimR(Iq −Kθ) + dimN (Iq −Kθ) = q. (D.4)
Taking into account (D.1) and (D.3), we conclude from the first equation in (D.4) then
dimR(P )− dim(P (N (Q))) = dimR(Iq −Kθ)− dimN (Iq +Kθ)
= rank(Iq −Kθ) + rank(Iq +Kθ)− q.
Lemma D.2 yields dimR([ PQ ]) = dimR(P ) + dimQ(N (P )). Because of (D.1), (D.3), and the
second equation in (D.4), we infer rank
[ P
Q
]
= q, i. e., [P ;Q] is regular.
We think that the following result is well-known. However, we did not succeed in finding an
available reference.
Lemma D.11 (cf. [53, Lem. 1.6]). Let [P ;Q] be a regular q × q matrix pair satisfying
Im(Q∗P ) ∈ Cq×q< . Let A := Q + iP and let B := Q − iP . Then detB 6= 0 and the ma-
trix K := AB−1 satisfies ‖K‖S ≤ 1.
Proof. We have
A∗A = (Q∗ − iP ∗)(Q+ iP ) = Q∗Q+ i(Q∗P − P ∗Q) + P ∗P = Q∗Q+ P ∗P − 2 Im(Q∗P )
and
B∗B = (Q∗ + iP ∗)(Q− iP ) = Q∗Q− i(Q∗P − P ∗Q) + P ∗P = Q∗Q+ P ∗P + 2 Im(Q∗P ).
In view of Remarks A.24 and A.25, in particular B∗B < Q∗Q + P ∗P < Oq×q follows. Using
Remark A.4 and Lemma A.27, we infer then N (B) = N (B∗B) ⊆ N (Q∗Q + P ∗P ). From
Remark D.5 we see furthermore det(P ∗P + Q∗Q) 6= 0. Consequently, N (B) = {O}, imply-
ing detB 6= 0. Regarding KB = A, we have moreover B∗(Iq − K∗K)B = B∗B − A∗A =
4 Im(Q∗P ). Taking into account Remarks A.24 and A.25, we can conclude then Iq −K∗K =
4B−∗ Im(Q∗P )B−1 < Oq×q. Thus, the application of Remark A.34 yields ‖K‖S ≤ 1.
Lemma D.12. Assume r ≤ q. Let U ∈ Cq×r with U∗U = Ir and let [φ;ψ] be an r × r matrix
pair. Let P := UφU∗ and let Q := UψU∗ + P[R(U)]⊥ . Then [P ;Q] is a q × q matrix pair
with R(P ) ⊆ R(U) fulfilling det(P ∗P + Q∗Q) = det(φ∗φ + ψ∗ψ) and Q∗P = U(ψ∗φ)U∗. In
particular, [P ;Q] is regular if and only if [φ;ψ] is regular.
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Proof. Observe thatR(P ) = R(UφU∗) ⊆ R(U). Furthermore, we have P ∗P = Uφ∗U∗UφU∗ =
Uφ∗φU∗. Let N := P[R(U)]⊥ . By virtue of Remark A.11, then N (N) = R(U), implying
NU = O. Consequently, we infer
Q∗Q = Uψ∗U∗UψU∗ + Uψ∗(NU)∗ +NUψU∗ +N∗N = Uψ∗ψU∗ +N
and
Q∗P = Uψ∗U∗UφU∗ +N∗UφU∗ = Uψ∗φU∗ +NUφU∗ = Uψ∗φU∗.
We are now going to show that
det(P ∗P +Q∗Q) = det(φ∗φ+ ψ∗ψ) (D.5)
holds true. Observe that, because of Remark D.5, the asserted equivalence immediately follows
from (D.5). Using the already shown identities, we get
P ∗P +Q∗Q = U(φ∗φ+ ψ∗ψ)U∗ +N. (D.6)
First assume r = q. Then the matrix U is unitary, implying N = O. Thus, (D.5) is a
consequence of (D.6).
Now we consider the case r < q. Then there exists some V ∈ Cq×(q−r) such thatW := [U, V ]
is a unitary q × q matrix. In particular, we get
W ∗W =
[
U∗U U∗V
V ∗U V ∗V
]
=
[
Ir Or×(q−r)
O(q−r)×r Iq−r
]
and WW ∗ = UU∗ + V V ∗ = Iq. (D.7)
Because of U∗U = Ir and Remark A.12, we have UU
∗ = PR(U). In view of Remark A.11, we
obtain from the last equation in (D.7) thus V V ∗ = Iq − UU∗ = N . Taking additionally into
account (D.6) and (D.7), we hence can infer
W ∗(P ∗P +Q∗Q)W =
[
U∗
V ∗
]
[U(φ∗φ+ ψ∗ψ)U∗ + V V ∗][U, V ] =

 φ∗φ+ ψ∗ψ Or×(q−r)
O(q−r)×r Iq−r

 .
In particular, (D.5) holds true.
Proposition D.13 (cf. [3, Lem. 4.3]). Let M ∈ Cq×p with rank r ≥ 1, let u1, u2, . . . , ur be an
orthonormal basis of R(M), and let U := [u1, u2, . . . , ur]. Let [P ;Q] be a regular q × q matrix
pair fulfilling Im(Q∗P ) ∈ Cq×q< and R(P ) ⊆ R(M) and let B := Q − iP . Then detB 6= 0.
Let φ := U∗PB−1U and let ψ := U∗QB−1U . Then [φ;ψ] is a regular r × r matrix pair
satisfying ψ∗φ = (B−1U)∗(Q∗P )(B−1U). Let S := UφU∗ and let T := UψU∗ + P[R(M)]⊥ .
Then [S;T ] is a regular q × q matrix pair satisfying det(S∗S + T ∗T ) = det(φ∗φ + ψ∗ψ) and
T ∗S = B−∗(Q∗P )B−1. Furthermore, [P ;Q] ∼= [S;T ] with S = PB−1 and T = QB−1.
Proof. We only consider here the case r < q. Then there exists some V ∈ Cq×(q−r) such that
W := [U, V ] is a unitary q × q matrix. In particular, we get (D.7). Let A := Q + iP . From
Lemma D.11 we see detB 6= 0 and that K := AB−1 satisfies ‖K‖S ≤ 1. Consequently the
matrix L :=W ∗KW then satisfies ‖L‖S ≤ 1 as well. Furthermore, we have
L =
[
U∗
V ∗
]
K[U, V ] =
[
U∗KU U∗KV
V ∗KU V ∗KV
]
.
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Obviously, B −A = −2iP and B +A = 2Q hold true. Consequently, we obtain
i
2
(Iq −K) = PB−1 and 1
2
(Iq +K) = QB
−1. (D.8)
Remark A.12 yields UU∗ = PR(M). Hence, UU
∗P = P follows. With (D.8) and (D.7), we can
thus conclude
V ∗(Iq −K) = −2iV ∗PB−1 = −2iV ∗UU∗PB−1 = O(q−r)×q,
implying V ∗K = V ∗. Regarding (D.7), we infer for the lower blocks of L then V ∗KU = V ∗U =
O(q−r)×r and V
∗KV = V ∗V = Iq−r. In particular, the lower right block V
∗KV of L is unitary.
Consequently, the application of Remark A.35 to L yields the block representation
L =
[
U∗KU Or×(q−r)
O(q−r)×r Iq−r
]
. (D.9)
First we verify the assertions for the pair [S;T ]: Using (D.7) and (D.9), we obtain
Iq = UU
∗ + V V ∗ = UU∗UU∗ + V V ∗, K =WLW ∗ = [U, V ]L
[
U∗
V ∗
]
= UU∗KUU∗ + V V ∗
and, consequently, Iq −K = UU∗(Iq −K)UU∗ as well as Iq +K = UU∗(Iq +K)UU∗ + 2V V ∗.
Because of (D.8), then
PB−1 = UU∗PB−1UU∗ = UφU∗ and QB−1 = UU∗QB−1UU∗ + V V ∗ = UψU∗ + V V ∗
follow. In view of (D.7) and UU∗ = PR(M), we infer from Remark A.11 furthermore V V
∗ =
Iq−UU∗ = P[R(M)]⊥ . Thus, we get PB−1 = S and QB−1 = T . By virtue of Remark D.6, hence
[S;T ] is a regular q × q matrix pair fulfilling T ∗S = B−∗(Q∗P )B−1. In addition, Remark D.8
yields [P ;Q] ∼= [S;T ]. It remains to show the assertions involving the pair [φ;ψ]: Regarding
U∗U = Ir and R(U) = R(M), we can apply Lemma D.12 to the r × r matrix pair [φ;ψ] to
obtain det(S∗S + T ∗T ) = det(φ∗φ + ψ∗ψ) and to see that [φ;ψ] is regular and that T ∗S =
U(ψ∗φ)U∗ holds true. From the last equation we can infer then
ψ∗φ = U∗Uψ∗φU∗U = U∗T ∗SU = U∗(QB−1)∗(PB−1)U = (B−1U)∗(Q∗P )(B−1U).
E. Linear fractional transformations of matrices
In this appendix, we consider a matricial generalization of the transformation z 7→ az+bcz+d of the
extended complex plane. We thereby follow [13, Sec. 1.6], while restricting ourselves to the
version Z 7→ (AZ+B)(CZ+D)−1 with denominator on the right side. Let [ A BC D ] be the block
representation of a complex (p+ q)× (p + q) matrix M with p× p block A. If the set
QC,D :=
{
Z ∈ Cp×q : det(CZ +D) 6= 0}
(resp., PQC,D :=
{
(P,Q) ∈ Cp×q × Cq×q : det(CP +DQ) 6= 0})
is non-empty, then let the linear fractional transformation Φ(p,q)M : QC,D → Cp×q (resp.,
Ψ
(p,q)
M : PQC,D → Cp×q) be defined by
Φ
(p,q)
M (Z) := (AZ +B)(CZ +D)
−1 (resp., Ψ
(p,q)
M ([P ;Q]) := (AP +BQ)(CP +DQ)
−1).
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In this context, the block matrix M =
[
A B
C D
]
is called the generating matrix of the linear
fractional transformation. For each matrix Z ∈ QC,D, we obviously have (Z, Iq) ∈ PQC,D and
Φ
(p,q)
M (Z) = Ψ
(p,q)
M ((Z, Iq)). We first characterize the case, that the corresponding domain is
non-empty:
Lemma E.1 ( [31, Lem. D.2]). The following statements are equivalent:
(i) QC,D 6= ∅.
(ii) PQC,D 6= ∅.
(iii) rank[C,D] = q.
The composition of two linear fractional transformations is again a linear fractional trans-
formation with generating matrix M emerging from ordinary matrix multiplication:
Proposition E.2 (cf. [31, Propositions D.3 and D.4]). Let
[A1 B1
C1 D1
]
and
[A2 B2
C2 D2
]
be the block
representations of two given complex (p + q)× (p+ q) matrices M1 and M2 with p× p block A1
and A2, resp. Let
[
A B
C D
]
be the block representation of the product M :=M2M1 with p× p block
A.
(a) Suppose that the set Q := {Z ∈ QC1,D1 : Φ(p,q)M1 (Z) ∈ QC2,D2} is non-empty. Then
Q ⊆ QC,D and Φ(p,q)M (Z) = Φ(p,q)M2 (Φ
(p,q)
M1
(Z)) for all Z ∈ Q.
(b) Suppose that the set PQ := {[P ;Q] ∈ PQC1,D1 : Ψ(p,q)M1 ([P ;Q]) ∈ QC2,D2} is non-empty.
Then PQ ⊆ PQC,D and Ψ(p,q)M ([P ;Q]) = Φ(p,q)M2 (Ψ
(p,q)
M1
([P ;Q])) for all [P ;Q] ∈ PQ.
In connection with the particular embedding of r × r matrix pairs into the class of q × q ma-
trix pairs for r ≤ q considered in Lemma D.12, the following auxiliary result is of interest:
Lemma E.3. Suppose q ≥ 2 and let r ∈ Z1,q−1. Let [U, V ] be the block representation of
a unitary q × q matrix W with q × r block U . Let [ A BC D ] be the block representation of a
complex 2q × 2q matrix M with q × q block A and let N := [ AW BWCW DW ].
(a) Let f ∈ Cr×r and let F := f ⊕ O(q−r)×(q−r). Then UfU∗ ∈ QC,D if and only if
F ∈ QCW,DW . In this case, Φ(q,q)M (UfU∗) = Φ(q,q)N (F ).
(b) Let f, g ∈ Cr×r, let F := f ⊕O(q−r)×(q−r), and let G := g ⊕ Iq−r. Then (UfU∗, UgU∗ +
P[R(U)⊥]) ∈ PQC,D if and only if (F,G) ∈ PQCW,DW . In this case, Ψ
(q,q)
M ((UfU
∗, UgU∗+
P[R(U)⊥])) = Ψ
(q,q)
N ([F ;G]).
Proof. (a) Because of WFW ∗ = UfU∗ and W−1 = W ∗, we have [(AW )F + (BW )]W−1 =
A(WFW ∗) + B = A(UfU∗) + B and similarly [(CW )F + (DW )]W−1 = C(UfU∗) + D.
Consequently, (a) follows.
(b) As in the proof of Lemma D.12, we have (D.7) and we can conclude V V ∗ = P[R(U)]⊥ .
Beside WFW ∗ = UfU∗, we get WGW ∗ = UgU∗ + V V ∗ = UgU∗ + P[R(U)]⊥ . The equation
[(AW )F + (BW )G]W−1 = A(WFW ∗) +B(WGW ∗) = A(UfU∗) +B(UgU∗ + P[R(U)]⊥) then
follows fromW−1 =W ∗. Similarly, we obtain moreover [(CW )F+(DW )G]W−1 = C(UfU∗)+
D(UgU∗ + P[R(U)]⊥). Consequently, (b) follows.
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F. Holomorphic matrix-valued functions
Let G be a domain, i. e., an open, non-empty, and connected subset of C. A matrix-valued
function F : G → Cp×q is said to be holomorphic if all entries fjk : G → C of F = [fjk]j=1,...,p
k=1,...,q
are holomorphic functions. In this case, the matrix-valued function F admits, for each z0 ∈ G,
a unique power series representation F (z) =
∑∞
n=0(z − z0)nAn. The corresponding disk of
convergence coincides with the largest open disk with center z0 lying entirely in G. The
coefficients An = [ajk,n]j=1,...,p
k=1,...,q
are given by the Taylor series fjk(z) =
∑∞
n=0 ajk,n(z − z0)n at
z0. Setting F
(n) with the n-th derivatives f
(n)
jk of the infinitely differentiable functions fjk, we
have An =
1
n!F
(n)(z0). Basic results on holomorphic functions can be generalized to the matrix
case considered here in an appropriate way:
Remark F.1. Let F : G → Cp×q be holomorphic, let U ∈ Cr×p, and let V ∈ Cq×s. Then
H := UFV is holomorphic with H(n) = UF (n)V for all n ∈ N0.
The Cauchy product for sequences of matrices determines the coefficients of the product of
two matrix-valued power series:
Remark F.2. Let F : G → Cp×q and G : G → Cq×r be two holomorphic functions. Let z ∈ G
and let the sequences (An)
∞
n=0 and (Bn)
∞
n=0 be given by An :=
1
n!F
(n)(z) and Bn :=
1
n!G
(n)(z),
resp. Then H := FG is holomorphic and the sequence (Cn)
∞
n=0 given by Cn :=
1
n!H
(n)(z)
coincides with the Cauchy product of (An)
∞
n=0 and (Bn)
∞
n=0.
If, in the case p = q, the values F (z) of the holomorphic matrix-valued function F are
invertible matrices for all z ∈ G, then the function G : G → Cq×q defined by G(z) := [F (z)]−1 is
holomorphic as well. Now suppose that F satisfies only the weaker condition of having constant
column space R(F (z)) and constant null space N (F (z)), independent of the argument z ∈ G.
Then, even in the case p 6= q, the function G : G → Cq×p defined by G(z) := [F (z)]† turns
out to be holomorphic. Furthermore, the sequences of Taylor coefficients of G and F both
belong to the class introduced in Notation F.3 below and are mutually reciprocal in the sense
of Definition 3.49:
Notation F.3. Let Dp×q,κ be the set of all sequences (sj)κj=0 of complex p× q matrices satisfying⋃κ
j=0R(sj) ⊆ R(s0) and N (s0) ⊆
⋂κ
j=0N (sj).
The following is a specification of a result due to Campbell and Meyer [4, Thm. 10.5.4]:
Proposition F.4. Let F : G → Cp×q be holomorphic. Then the following statements are
equivalent:
(i) The function G : G → Cq×p defined by G(z) := [F (z)]† is holomorphic.
(ii) R(F (z)) = R(F (w)) and N (F (z)) = N (F (w)) for all z,w ∈ G.
(iii) ( 1n!F
(n)(z))∞n=0 ∈ Dp×q,∞ for all z ∈ G.
If (i) is fulfilled and z0 ∈ G, then ( 1n!G(n)(z0))∞n=0 is exactly the reciprocal sequence associated
to ( 1n!F
(n)(z0))
∞
n=0.
Proof. The equivalence of (i) and (ii) is an immediate consequence of [33, Prop. 8.4]. Let (i)
be fulfilled. Consider an arbitrary z0 ∈ G. Because of [33, Thm. 8.9 and 4.21], the sequence
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( 1n!F
(n)(z0))
∞
n=0 belongs to Dp×q,∞ and ( 1n!G(n)(z0))∞n=0 is exactly the reciprocal sequence as-
sociated to ( 1n!F
(n)(z0))
∞
n=0. In particular, (iii) holds true. Conversely, suppose that (iii) is
fulfilled. From [33, Thm. 8.9] we can then infer that the function G is holomorphic in all points
z ∈ G. Consequently, (i) holds true.
Next, we give analogous results for power series expansions at z0 = ∞. To that end, let
ρ ∈ (0,∞) and suppose that the improper open annulus Cρ := {z ∈ C : |z| > ρ} is entirely
contained in G. Furthermore, let a holomorphic matrix-valued function F : G → Cp×q be given,
admitting the series representation
F (z) =
∞∑
n=0
z−nCn (F.1)
for all z ∈ Cρ with certain complex p× q matrices C0, C1, C2, . . . This is the matricial version of
a special case of the general situation of a given complex-valued function f which is holomorphic
in an annulus A := {z ∈ C : r < |z − c| < R} centered at c ∈ C with radii 0 ≤ r < R ≤ ∞. As
is well known, such a function f has a Laurent series f(z) =
∑∞
ℓ=−∞ aℓ(z − c)ℓ at the point c
converging on A with uniquely determined coefficients aℓ ∈ C. In the particular situation of
interest considered here, we have c = 0, R = ∞, and aℓ = 0 for all ℓ ∈ N. This case can be
easily reduced to the ordinary power series expansion of holomorphic functions, discussed at
the beginning of this section. By means of the substitution z 7→ w := 1/z, we can proceed to
a holomorphic function Φ defined on the open disk B1/ρ := {w ∈ C : |w| < 1/ρ} with Taylor
series Φ(w) =
∑∞
n=0w
nCn at the point w0 = 0:
Lemma F.5. Let F : G → Cp×q be holomorphic, admitting for all z ∈ Cρ the series repre-
sentation (F.1) with certain complex p× q matrices C0, C1, C2, . . . Then limζ→0 F (1/ζ) = C0
and the matrix-valued function Φ: B1/ρ → Cp×q defined by Φ(w) := F (1/w) for w 6= 0 and
by Φ(0) := limζ→0 F (1/ζ) is holomorphic with
1
n!Φ
(n)(0) = Cn for all n ∈ N0.
We continue with the analogue of Remark F.1 for power series expansion at z0 =∞:
Remark F.6. Let F : G → Cp×q be holomorphic, admitting the series representation (F.1) for
all z ∈ Cρ with certain complex p× q matrices C0, C1, C2, . . . Let U ∈ Cr×p and let V ∈ Cq×s.
Then H := UFV is holomorphic and H(z) =
∑∞
n=0 z
−n(UCnV ) for all z ∈ Cρ.
Likewise, Remark F.2 can be modified in a well-known matter for power series expansion at
z0 =∞:
Lemma F.7. Let F : G → Cp×q and G : G → Cq×r be holomorphic functions, admitting the
series representations F (z) =
∑∞
n=0 z
−nCn and G(z) =
∑∞
n=0 z
−nDn for all z ∈ Cρ with certain
complex p× q matrices C0, C1, C2, . . . and certain complex q × r matrices D0,D1,D2, . . ., resp.
Let H := FG and denote by (En)∞n=0 the Cauchy product of (Cn)
∞
n=0 and (Dn)
∞
n=0. Then H
is holomorphic and H(z) =
∑∞
n=0 z
−nEn for all z ∈ Cρ.
Using Proposition F.4, we are able to expand the function z 7→ [F (z)]† under certain con-
ditions at z0 = ∞ into a series with coefficients given, according to Definition 3.49, by the
reciprocal sequence associated to the sequence (Cn)
∞
n=0 from (F.1):
Lemma F.8. Let F : G → Cp×q be holomorphic and let (Cn)∞n=0 be a sequence of complex
p× q matrices such that (F.1) and furthermore R(F (z)) = R(C0) and N (F (z)) = N (C0) hold
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true for all z ∈ Cρ. Let G : Cρ → Cq×p be defined by G(z) := [F (z)]† and denote by (Dn)∞n=0 the
reciprocal sequence associated to (Cn)∞n=0. Then G is holomorphic and G(z) =
∑∞
n=0 z
−nDn
for all z ∈ Cρ.
Proof. According to Lemma F.5, we proceed to a holomorphic function Φ: B1/ρ → Cp×q, which
satisfies 1n!Φ
(n)(0) = Cn for all n ∈ N0. Consider an arbitrary w ∈ B1/ρ. If w = 0, then Φ(w) =
C0. In the case w 6= 0, we see that z := 1/w belongs to Cρ and that Φ(w) = F (z). Consequently,
R(Φ(w)) = R(C0) and N (Φ(w)) = N (C0) for all w ∈ B1/ρ. In particular, R(Φ(w)) and
N (Φ(w)) are independent of w ∈ B1/ρ. Let Ψ: B1/ρ → Cq×p be defined by Ψ(w) := [Φ(w)]†.
From Proposition F.4 we see then that Ψ is holomorphic and that ( 1n!Ψ
(n)(0))∞n=0 is exactly
the reciprocal sequence associated to ( 1n!Φ
(n)(0))∞n=0. Hence, we have
1
n!Ψ
(n)(0) = Dn for all
n ∈ N0 and thus Ψ(w) = ∑∞n=0wnDn for all w ∈ B1/ρ. Consider an arbitrary z ∈ Cρ. Then
w := 1/z belongs to B1/ρ \ {0} and we have Ψ(w) = [F (1/w)]†, implying
G(z) = [F (z)]† = Ψ(w) =
∞∑
n=0
wnDn =
∞∑
n=0
z−nDn.
In the remaining part of this section, let G be again an arbitrary domain. Next, we consider
the matricial generalization of a special class of holomorphic functions, which is well studied,
especially in the generic case of G being the open unit disk:
Notation F.9. Denote by Sp×q(G) the set of all functions S : G → Cp×q, which are holomorphic
in G and satisfy ‖S(z)‖S ≤ 1 for all z ∈ G.
The matrix-valued functions belonging to Sp×q(G) are called Schur functions (in G).
Lemma F.10 (cf. [30, Lem. 3.9]). Let S ∈ Sp×q(G) and let U, V ∈ Cp×q with UU∗ = Ip
and V ∗V = Iq. For all z,w ∈ G, then R(U + S(z)) = R(U + S(w)) and N (V + S(z)) =
N (V + S(w)).
We end this section with some remarks concerning meromorphic matrix-valued functions. A
subset D of G is said to be discrete in G if G does not contain any accumulation point of D.
So, according to the identity theorem for holomorphic functions, two holomorphic functions
F,G : G → Cp×q coincide if and only if the set {z ∈ G : F (z) = G(z)} is not discrete in G.
Speaking in the following of a discrete subset of G, we always mean a subset of G, which is
discrete in G. For such a discrete subset D of G, the set G \ D is a domain.
A complex-valued function f is said to be meromorphic in G if there exists a discrete subset
P(f) of G such that f is a holomorphic function defined on the domain G \ P(f), which in
each point from P(f) has a pole (of positive order). In particular, each holomorphic function
f : G → C is meromorphic in G with P(f) = ∅. We call a Cp×q-valued function F meromorphic
in G if all entries fjk of F = [fjk]j=1,...,p
k=1,...,q
are complex-valued functions meromorphic in G.
In this case, the union P(F ) := ⋃pj=1⋃qk=1P(fjk) of the sets of poles of all entries fjk is a
discrete subset of G. In particular, each holomorphic function F : G → Cp×q is meromorphic
in G with P(F ) = ∅. Since G is assumed to be connected, the set of complex-valued functions
meromorphic in G has the algebraic structure of a field. Using the arithmetic of this field, the
usual operations from matrix algebra can be formally carried over to matrix-valued functions,
which are meromorphic in G. Thus, corresponding sums and products of such matrix-valued
functions are again meromorphic in G. Furthermore, it is readily checked that the determinant
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detF of a Cq×q-valued function F meromorphic in G is a complex-valued function, which
is meromorphic in G. If detF does not identically vanish, then the mapping F−1 given by
formal matrix inversion of F (seen as a matrix with entries in the field of complex-valued
functions meromorphic in G) is again a Cq×q-valued function, which is meromorphic in G with
not identically vanishing determinant.
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