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Some Bounds for the Number of Blocks II
RYUZABUROU NODA
The block sets achieving the bound β(i) with i = 2 in Proposition 0 is studied. It is proved that
such block sets exist if and only if some t-designs with prescribed parameters exist (Theorem 1).
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1. INTRODUCTION
Let  be a set with || = v and B a family of k-subsets, called blocks, of . We assume
that k < v throughout. Then we say that B is a (d, k, v) set if max{|B ∩ C | |B,C ∈ B, B 6=
C} = d.
In [2] the following bounds are given for the numbers of the blocks in (d, k, v) sets.
PROPOSITION 0. Let B be a (d, k, v) set on  with |B| = b. Then we have(
v
d + 2i − 1
)
= b
{(
k
d + 2i − 1
)
+
(
k
d + 2i − 2
)(
v − k
1
)
+ · · · +
(
k
d + i
)(
v − k
i − 1
)}
β(i)
for every integer i such that 1 5 i 5 k − d, with equality if and only if for any (d + 2i − 1)
subset X of  there exists a block B with |X ∩ B| = d + i .
We say that a (d, k, v) set B is a β(i) set if it achieves the bound β(i). Then Steiner systems
are β(1) sets and conversely. The complements of (d, k, v) sets achieving the bound β(i) are
β( j) sets with j = k − d − i + 1 [2, Theorem 1]. Therefore if we put k′ = v − k and
d ′ = v − 2k + d , the complements of Steiner systems S(d + 1, k, v) are β(i ′) sets with
i ′ = k′ − d ′ and conversely. We say that a (d, k, v) set is a trivial β(i) set if it achieves the
bound β(i) with i = k− d. Only two non-trivial β(i) sets with i = 2 are known. They are the
block sets of the Steiner system S(5, 8, 24) (i = 2) and the complement of it (i = 3). It may
be an interesting problem whether there exist non-trivial β(i) sets with i = 2 apart from the
above ones.
In this paper we study the β(2) sets and prove the following theorems.
THEOREM 1. Let B be a (d, k, v) set on . Then B achieves the bound β(2) if and only if
(,B) is a t − (v, k, λ) design where t is the smaller root of the quadratic equation
t2 − (v − 1)t + (d + 2)(v − k − 1) = 0,
and
λ =
(
v − t − 1
d − t + 2
)/
(t + 1)
(
k − t
d − t + 2
)
.
We remark that the Steiner system S(5, 8, 24) and the complements of Steiner systems
S(t, t + 1, v) are among the above t-designs.
By the above theorem and Theorem 1 in [2] we have the following.
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COROLLARY 2. Let B be a (d ′, k′, v) set on . Then B achieves the bound β(i ′) with
i ′ = k′ − d ′ − 1 if and only if (,B′) is a t − (v, k, λ) design having the parameters in
Theorem 1 with k = v − k′ and d = v − 2k′ + d ′, where B′ is the complement of B.
Theorem 1 is refined as follows.
THEOREM 3. Let B be a (d, k, v) set on . Assume that B achieves the bound β(2) and
k − d > 2. Then either of the following holds.
(1) k − d = 3 and taking the complement of B so that v > 2d + 5 holds, if necessary, we
have
v = 2ea + a − e + 1
k = ea + 1
d = ea − 2, for some positive integers e and a with a > e.
(,B) is an e(a − 1)− (v, k, λ) design with λ =
(
a(e + 1)
e
)
(ea − e + 1)(e + 1) .
(2)
k − d = 4 and
v = ea + a − e + 1
k = 1
2
ea + 2
d = 1
2
ea − 2, for some positive integers e and a with a > e.
(,B) is a 1
2
e(a − 2)− (v, k, λ) design with λ =
( 1
2 a(e + 2)
e
)
( 1
2 ea − e + 1
)( e + 2
2
) .
We remark that the complement of a β(2) set with k − d = 3 is also a β(2) set with
k′ − d ′ = 3, where k′ = v − k and d ′ = v − 2k + d. The parameters of the block set of
the Steiner system S(5, 8, 24) are given by (e, a) = (1, 12) in (2). It is shown in Section 2
that there exist no non-trivial β(2) sets except the above one with e 5 5. It is likely that the
parameters of the designs in Theorem 3(1) and (2) never satisfy the divisibility conditions if
e > 1.
As an immediate consequence of Theorem 3 we have the following.
COROLLARY 4. If a (d, k, v) set B on  achieves the bound β(i) with i = k − d − 1, then
i 5 3 and k − d 5 4.
We remark that k − d is invariant by taking the complement since k′− d ′ = (v− k)− (v−
2k + d) = k − d.
In Section 4 we prove the following.
THEOREM 5. If k − d = 4 and v is even in Theorem 3(2), then B is the block set of the
Steiner system S(5, 8, 24).
By Theorem 5 we may assume that e and a are both even in Theorem 3(2).
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2. PROOF OF THEOREM 1
PROOF OF THEOREM 1. Let B be a β(2) set on  with parameters d , k and v. Let p1 be
a point in . We count in two ways the number of the pairs {(X, B) | X ⊂ , |X | = d + 2,
X/p1 · B ∈ B, |{X ∪ p} ∩ B| = d + 2}. Then since B is a β(2) set we have(
v − 1
d + 2
)
= λ1
{(
k − 1
d + 2
)
+
(
k − 1
d + 1
)
(v − k)
}
+ (b − λ1)
(
k
d + 2
)
,
where λ1 is the number of blocks containing the point p1. Then since(
k − 1
d + 2
)
+
(
k − 1
d + 1
)
(v−k)−
(
k
d + 2
)
=
{(
k − 1
d + 1
)/
(d + 2)
}
(v−k−1) > 0 (2.1)
λ1 is determined and (,B) is a 1-design. We remark that if v−k−1 = 0, then k−d = 1 < 2,
a contradiction. Now let p2 be the point distinct from p1. Counting the number of the pairs
{(Y, B)|Y ⊂ , |Y | = d + 1, Y/p1, p2 · BB, |{Y ∪ {p1, p2}} ∩ B| = d + 2}, we have(
v − 2
d + 1
)
= λ2
{(
k − 2
d + 1
)
+
(
k − 2
d
)
(v − k)
}
+ 2(λ1 − λ2)
(
k − 1
d + 1
)
,
where λ2 is the number of blocks containing p1 and p2. Then if
( k − 2
d + 1
)
+
( k − 2
d
)
(v −
k) − 2
( k − 1
d + 1
)
6= 0, λ2 is determined and (,B) is a 2-design. Assume now that λ j , for
some integer j , is determined in the above way. Let p j+1 be the ( j + 1)th point. Counting
the number of the pairs {(W, B)|W ⊂ , |W | = d + 2 − j,W/p1, p2, . . . , p j+1 · B ∈
B, |{W ∪ {p1, p2, . . . , p j+1}} ∩ B| = d + 2}, we have(
v − j − 1
d − j + 2
)
= λ j+1
{(
k − j − 1
d − j + 2
)
+
(
k − j − 1
d − j + 1
)
(v − k)
}
+( j + 1)(λ j − λ j+1)
(
k − j
d − j + 2
)
,
whence (
v − j − 1
d − j + 2
)
− ( j + 1)λ j
(
k − j
d − j + 2
)
= λ j+1
{(
k − j − 1
d − j + 2
)
+
(
k − j − 1
d − j + 1
)
(v − k)− ( j + 1)
(
k − j
d − j + 2
)}
, Eqn (j)
where λ j+1 is the number of blocks containing p1, p2, . . . , p j+1. Then since (,B) cannot
be a (d + 2)-design, the coefficient of λ j+1 must be zero for some j , say j = t (< d + 2) in
Eqn ( j) above. Then we have(
k − t − 1
d − t + 2
)
+
(
k − t − 1
d − t + 1
)
(v − k)− (t + 1)
(
k − t
d − t + 2
)
= 0,
k − d − 2+ (d − t + 2)(v − k)− (k − t)(t + 1) = 0
and hence
t2 − (v − 1)t + (d + 2)(v − k − 1) = 0. (2.2)
Then (,B) is a t − (v, k, λt ) design, where
λt =
(
v − t − 1
d − t + 2
)/
(t + 1)
(
k − t
d − t + 2
)
(2.3)
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by putting j = t in Eqn ( j). In view of (2.1) t is the smaller root of the quadratic equa-
tion (2.2). Note that if one of the roots of quadratic equation (2) is integral so is the other.
Conversely, assume that for a (d, k, v) set B on, (,B) is a t−(v, k, λ) design with t and
λ(= λt ) given as in (2.2) and (2.3). We shall show that B achieves the bound β(2). It suffices
to show that Eqn ( j) implies Eqn ( j − 1) for 0 5 j 5 t with the convention that λ0 = b,
λ−1 = (v + 1)/(k + 1)λ0 and λt+1 = (k − t)/(v − t)λt .
The left-hand side of Eqn ( j)× (v − j)/(d − j + 3)− the left-hand side of Eqn ( j − 1)
= −{(v − j)/(d − j + 3)}( j + 1)λ j
(
k − j
d − j + 2
)
+ jλ j−1
(
k − j + 1
d − j + 3
)
=
{
λ j
(
k − j
d − j + 2
)/
(d − j + 3)
}
{−(v − j)( j + 1)+ j (v − j + 1)}
=
{
λ j
(
k − j
d − j + 2
)/
(d − j + 3)
}
(2 j − v). (2.4)
On the other hand, the right-hand side of Eqn ( j)× (v− j)/(d − j + 3)− the right-hand side
of Eqn ( j − 1)
= {(v − j)/(d − j + 3)}λ j+1
{(
k − j − 1
d − j + 2
)
+
(
k − j − 1
d − j + 1
)
(v − k)− ( j + 1)
×
(
k − j
d − j + 2
)}
− λ j
{(
k − j
d − j + 3
)
+
(
k − j
d − j + 2
)
(v − k)+ j
(
k − j + 1
d − j + 3
)}
= {(k − j)/(d − j + 3)}λ j
{(
k − j − 1
d − j + 2
)
+
(
k − j − 1
d − j + 1
)
(v − k)− ( j + 1)
×
(
k − j
d − j + 2
)}
− λ j
{(
k − j
d − j + 3
)
+
(
k − j
d − j + 2
)
(v − k)− j
(
k − j + 1
d − j + 3
)}
=
{
λ j
(
k − j
d − j + 2
)/
(d − t + 3)
}
{(d − j + 2)(v − k)− ( j + 1)(k − j)
−(d − j + 3)(v − k)+ j (k − j + 1)}
=
{
λ j
(
k − j
d − j + 2
)/
(d − t + 3)
}
(2 j − v). (2.5)
By (2.4) and (2.5) it follows that Eqn ( j) implies Eqn ( j − 1) for 0 5 j 5 t . . . , and the
proof of Theorem 1 is complete. 2
3. PROOF OF THEOREM 3
PROOF OF THEOREM 3. Assume that a (d, k, v) set B on achieves the bound β(2). Then
by (2.2) D = (v − 1)2 − 4(d + 2)(v − k − 1) = (v − 2d − 5)2 + 4(k − d − 2)(d + 2) is a
square. Put
D = (v − 2d − 5)2 + 4(k − d − 2)(d + 2) = {|v − 2d − 5| + 2e}2 (3.1)
for some non-negative integer e. By (3.1) B is trivial if and only if e = 0. 2
LEMMA 3.1. Assume that e > 0 in (3.1).
(1) If v > 2d + 5 then v = 2d + 5+ ((k − d − 2)(d + 2)/e)− e and (,B) is a
(d+2−e)−(v, k, λ) design with λ =
(
v − d + e − 3
e
)/
(d+3−e)
(
k − d + e − 2
e
)
.
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(2) If v 5 2d + 5 then k − d 5 3. If v 5 2d + 5 and k − d = 3 then the complement of B
is also a β(2) set with v > 2d ′ + 5, where d ′ = v − 2k + d.
(3) Assume that v > 2d + 5.
(a) If e = 1 then B is the block set of the Steiner system S(5, 8, 24).
(b) The case e = 2 does not occur.
(c) If e = 3 then k − d 5 7.
(d) If e = 4 or 5 then k − d 5 5.
(e) If e = 6 then k − d 5 4.
PROOF. (1) The assertions follow from (2.2) and (2.3) and (3.1).
(2) Assume that v 5 2d + 5. Then by (1) of Theorem 2 in [2] we have (d + 4)(k − d)/2 5
v 5 2d + 5, whence k − d 5 3. If v 5 2d ′+ 5 and k = d + 3, then v 5 2(v− 2k + d)+ 5 =
2(v − d − 6)+ 5, whence v = 2d + 7, contrary to the assumption.
(3) Assume that e = 1. Then by (3) v = (d + 2)(k − d), whence B is a β(1) set by
Theorem 2(1) in [2]. Then by the result of Hauck [1], (,B) is the Steiner system S(5, 8, 24).
We shall show that the case e = 2 does not occur. Assume that e = 2. Then by (1), v =
2d+3+{(k−d−2)(d+2)/2} and (,B) is a d− (v, k, λ) design with λ = (v−d−1)(v−
d − 2)/(d + 1)(k − d)(k − d − 1) = (d + 2){(d + 2)(k − d)− 2}/4(d + 1)(k − d − 1). Then
(d + 1) divides k − d − 2. Then since k − d − 2 > 0, d + 1 5 k − d − 2 hence 2d + 3 5 k,
contrary to Theorem 2(4) in [2].
Now assume that e = 3. Then by Theorem 2(1) in [2] we have (d + 2)(k − d)/2 5
2d + 5+ ((k − d − 2)(d + 2)/3)− 3, whence
k − d 5 8− (60/d + 8).
Similarly, we have
k − d 5 6− (36/d + 6) if e = 4,
k − d 5 16/3 if e = 5
and
k − d 5 5− (30/d + 5) if e = 6. 2
LEMMA 3.2. Under the assumptions of Lemma 3.1(3) the cases e = 3, 4 and 5 do not
occur.
PROOF. By Lemma 3.1(1), v = 2d + 5 + ((k − d − 2)(d + 2)/e) − e. Assume first that
e = 3. Then v = 2d+5+ (y(d+2)/3)−3, where 1 5 y = k−d−2 5 5 by Lemma 3.1(3).
Putting x = (y(d+2)/3) we have v = (6x/y)+ x−2, d = (3x/y)−2, and k = (3x/y)+ y.
By Lemma 3.1(1), (,B) is a t − (v, k, λ) design with t = (3x/y)− 3 and
λ =
( 3x
y + x
3
)/(
3x
y
− 2
)(
y + 3
3
)
. (3.2)
Assume first that y = 1. Then by (3.1) 3x − 2 divides 4x(4x − 1)(4x − 2), whence x = 4,
6 or 14. If x = 4 then (,B) is a 9 − (26, 13, 14) design by (2.1). However, λ8 = (18/5)14
is not integral, a contradiction. The cases x = 6 and 14 are eliminated similarly. In addition,
the cases y = 2, 3, 4 and 5 are ruled out similarly.
Next assume that e = 4. Then by Lemma 3.1(1) v = 2d+5+ (y(d+2)/4)−4, where 1 5
y = k−d−2 5 3, by Lemma 3.1(3). Putting x = (y(d+2)/4) we have v = (8x/y)+ x−3,
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d = (4x/y) − 2 and k = (4x/y) + y. By Lemma 3.1(1), (,B) is a t − (v, k, λ) design,
where t = (4x/y)− 4 and
λ =
( 4x
y + x
4
)/(
4x
y
− 3
)(
y + 4
4
)
. (3.3)
Assume first that y = 1. Then by (3.3) 4x − 3 divides 5x(5x − 1)(5x − 2)(5x − 3), whence
x = 6, 9, 12, 20, 27, 42, 97 or 867. Let x = 6. Then (,B) is a 26 − (51, 30, 261) design.
However λ25 = (26/5)261 is not integral, a contradiction. Other values fox x are ruled out
similarly. The cases y = 2 and 3 are eliminated similarly.
Finally assume that e = 5. Then as in the above, (,B) is a t − (v, k, λ) design with
t = (5x/y)− 5 and
λ =
( 5x
y + x
5
)/(
5x
y
− 4
)(
y + 5
5
)
(3.4)
where 1 5 y = k− d − 2 5 3 and x = y(d + 2)/5. By a similar argument as in the above we
can eliminate all the cases that y = 1, 2 and 3.
We now complete the proof of Theorem 3. By Lemma 3.1(2) we may assume that v >
2d + 5. Then by Lemmas 3.1 and 3.2 we have v = 2d + 5 + ((k − d − 2)(d + 2)/e) − e
with k − d − 2 5 2. If k = d + 3, putting a = (d + 2)/e, we have the parameters in (1) of
Theorem 3 by making use of Lemma 3.1(1). Also if k = d + 4, putting a = 2(d + 2)/e we
have the parameters in (2). Finally we have a > e since v > 2d + 5. 2
4. PROOF OF THEOREM 5
PROOF OF THEOREM 5. The complement B′ of B is a β (3) set with parameters (d ′, k′, v)
= (v − 2k + d, v − k, v). Then d ′ is even since v and d are even by the assumption and by
Theorem 2(2) in [2], respectively. Then by Lemma 3.1 in [2], B′ achieves the bound β(4) as
well. Then B achieves both the bound β(1) and β(2), whence it is the block set of the Steiner
system S(5, 8, 24) by the result of Hauck. 2
5. A SUPPLEMENTARY NOTE
Theorem 1 can be generalized to β(i) sets with i = 3 by a similar argument as employed in
the proof of Theorem 1. There t is given as the root of the equation of degree 2(i−1). Further
details are given in a forthcoming paper [3].
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