Abstract. An application of Pontryagin's Maximum Principle, data assimilation is used to blend possibly incomplete or nonuniformly distributed spatio-temporal observational data into geophysical models. Used extensively in engineering control theory applications, data assimilation has relatively recently been introduced into meteorological forecasting, natural-resource recovery modeling, and climate dynamics.
2 j. m. restrepo, g. k. leaf, a. griewank geophysical problems has not enjoyed as much success. For example, ocean forecasting has experienced a very slow rate of progress. Reasons for this are that (1) the spatial and temporal scales of the relevant oceanic dynamics are several orders of magnitude smaller and larger, respectively, than the atmospheric counterpart; (2) oceanic data gathering is, and for the foreseeable future will be, very limited in coverage and of incompatible quality; (3) boundary uxes at the air/sea interface are poorly understood and yet have a major in uence on oceanic ows; (4) some assimilation strategies make strong assumptions about the smoothness of the model's solution, its spectrum, the degree of nonlinearity, and the statistical of the solution and of the eld data, which may not be present in all practical applications; (5) the computing demands of oceanic forecasting are still climbing at a pace that keeps exceeding the increasing size and speed of available computing machinery. Some of these problems are shared by many other geophysical problems that have not enjoyed substantial progress in adopting assimilation strategies.
A speci c approach to data assimilation is called variational data assimilation (cf. 16] and references contained therein. See also 8] for a description of Pontryagin's maximum principle, on which the assimilation strategy is based). Brie y described, in variational data assimilation a cost function is de ned that provides a norm of the distance or mis t of the vector of control variables to observational data. The vector of control variables may comprise model predictions, parameters, boundary data, and/or initial conditions. The mis t is usually weighted in order to account for measurement errors, model uncertainties, etc. The eld data is usually interpolated in time and space and ltered before it is inserted into the cost function. The object is to nd the vector of control variables that extremizes the cost function. This procedure is usually carried out as a minimization problem, which is generally solved iteratively by some extension of Newton's method or a descent algorithm. Two speci c problems, related to the variational approach to data assimilation, which fall under the classi cation of item (5) mentioned above, are: the need for improvements in speed and convergence characteristics of optimization algorithms 1]; the need to control the explosive growth of computer storage requirements, characteristic of large-scale assimilation studies 19 ].
The optimization problem requires the computation of the gradient of the cost function with respect to the state set. The state set is comprised of the vector of control variables as well as the observations. There are several ways in which the gradient to a large system may be obtained. For example, by applying an automated di erentiation package 6], or by the \adjoint" method 3]. The latter method is featured in this study. Provided an adjoint to the tangent linear model is available, the process of computing the gradient involves integrating the original model forward in time (the forward problem) recording the model's history, and then using the history in the adjoint model to integrate backward in time to the point of origin (the adjoint or reverse problem). Along the way the partial di erentials that constitute the gradient of the results at some t nal with respect to the state set at some particular time step are multiplied in reverse order as the adjoint model marches back to the origin. By the chain rule, the multiplication of these partial di erentials will yield the gradient, and it will do so at a computational cost roughly twice that of the forward problem.
As described above, the adjoint method will be denoted in this study as the \conventional strategy" to the calculation of the gradient. Its main advantage, as will be shown, is its low computational cost. However, its disadvantage is that it quickly encounters computer memory storage problems, even in low-resolution studies. An circumventing storage limitations 3 alternative approach that is the same in all mathematical respects to the conventional strategy, that circumvents the storage problems of the adjoint method in a signi cant way at the expense of a possibly greater computational expense, will be denoted the \recursive strategy" in this study. The di erences between the two approaches is purely algorithmic, rather than operational, hence the two approaches will yield exactly the same answer in the gradient calculation, and will fail or succeed in yielding an answer for the same physical or mathematical reasons.
Section 2 is devoted to presenting algorithmic details of the adjoint calculation of the gradient and to deriving estimates of computing resources for the conventional strategy. The recursive strategy is presented in Section 3 and is compared with the conventional one with regards to resource utilization. Section 4 demonstrates how the recursive strategy is implemented on an ocean climate problem and to providing a comparison to the conventional strategy with regards to computational e ort and memory usage. Section 5 summarizes our ndings, provides details of the strategy's computer implementation, and describes how the reader may obtain the code that implements the recursive strategy.
2]. The Conventional Approach
In what follows it will be assumed that the numerical scheme used to solve the physical problem is well-posed. The scheme can be either an explicit or implicit numerical discretization. However, the presentation is limited to the explicit case. For simplicity, it will be assumed that the physical problem is de ned by a set of evolution equations, or more speci cally, by an explicit iterated map. The evolution equations are discretized in time so that the problem is de ned at physical time t = t p = P p l=0 t l , say. In the discrete forward/adjoint method of computing a gradient the state set is required at speci c time intervals. These time intervals may or may not be the same as the physical time steps. The state set is given by the boundary conditions, the model parameters, the interpolated data, and the solution of the evolution equations, which are required in the forward/adjoint calculations at intervals of time t i of not necessarily equal length. In practice, it is common for t l min 0 i n t i for any l. The forward-stepping index, in contrast to the time-stepping index l, is denoted as i 2 T Z + so that t = t q = P q i=0 t i , say. For simplicity, it will be assumed hereon that t l t i and are commensurate. The semi-discretized \forward problem" with physical space R R m and boundary @R is de ned as u i = F i (fu j g) where the completely or partially unknown U and V are, respectively, the initial and boundary data. Some of this data could originate from eld measurements. The integer j in (2.1) is meant to indicate that the value of u i may depend on previous values of u, a situation that arises when using certain numerical algorithms in the solution of the physical model, or when the nature of the physics demands it. The \reverse problem" is the adjoint of the tangent linear approximation of (2.1), which can be written as
If the forward problem is a semi-discretization of an evolution equation, we think of u i and u i with domain R T as vectors of the state variables and their adjoints, respectively. Equations (2.1) through (2.3) are solved on a computer using a code written in some high-level computer language such as Fortran or C. De ne S = j s j and S = k s k as the set of computer memory addresses required to represent the vector set fug and fu g at index location i, so that u j and u k have temporary memory locations s j and s k , respectively. It is assumed that s j \ s k = ;, s j \ s k = ;, and s j \ s k = ;. We call this temporary computer storage medium the \register". Let f i and f i be the representations of F i and F i , respectively, in some high level computer program, or \program" for short. These take the form of subroutines, functions, etc. The action of f i : S ! S and f i : S ! S . De ne the m-and tnorms as the memory and time of execution of some program Q as kQk m and kQk t , respectively. As will be evident in what follows, these norms are computed as simple direct sums. The size of the register memory is kSk m = R, and it is safe to assume that kS k m R. Furthermore, ku i k m kSk m since the program usually requires registers for working memory and will frequently require storage for some subset of vectors from fug in order to calculate u i . The other type of memory that will play an important role in the analysis is the available memory external to the program. This is usually some external storage device such as a memory disk or tape. This recording device is denoted as \tape" and it is assumed that it has memory of xed size T. The speci c use of the term \writing" will be reserved for the process of recording to tape. Similarly, the term \reading" is reserved for the process of accessing information from tape. The distinction between a non-reading or non-writing program procedure f i and the same procedure that reads or writes the state set on tape will be indicated asf i . The same convention is followed in de ning f i andf i . It will be convenient to de ne the following m-and t-norms: = max respectively, the maximum memory required to restore f i , given S, and the maximum computing time (wall-clock time) to execute f i . Since f i is a linear mapping on S , it may be assumed that and c^ c 0^ ; where and^ refer, respectively, to norms analogous to (2.4) for f i andf i , and the c's are positive multiplicative constants.
In the discretization and coding of typical evolution equations (for example, of a climate or meteorology problem) f i would correspond to the collection of subroutines and functions that take the state set from time t i to t i+1 (forward integration). It is typical for kf i k m and kf i k t to be approximately the same for each level 0 < i n and thus equal to and , respectively. In similar fashion f i corresponds to the collection circumventing storage limitations 5 of subroutines that take the state set from time t i to t i?1 (reverse integration) in which kf i k m and kf i k t are approximately the same for each level 0 < i n and thus equal to and respectively. Let us consider the memory and the time norms of two strategies that may be used in the n?step gradient computation by the adjoint method.
In one strategy the minimal memory norm is achieved by writing nothing on tape, hence the strategy will be called the minimal memory strategy. It requires stepping forward from u 0 to u n using f i , followed by a single reverse step from u n to u n?1 using f n . The process starts again from u 0 forward to u n?1 using f i followed by a reverse f n?1 from u n?1 to u n?2 . This process is repeated until the reverse integration reaches step 0 once again. The t-and m-norms for this strategy are, respectively, The kŜk m accounts for having to write the state set at n = 0. Notice that only register memory is used. Hereon the register memory that is used for working arrays, etc. will be ignored. For an explicit fourth-order Runge-Kutta time integration scheme, for example, this register memory can be signi cant but it is quite clear how the estimates presented in this study need to be modi ed to account for this memory resource. Another strategy is the conventional approach, which steps forward from u 0 to u n usingf i , then steps in reverse usingf i , reading the appropriate state variables from tape. (2.6) Hence the conventional approach yields the adjoint as a xed multiple of the t-norm of the forward program. However, the tape grows linearly in both number of steps and size of the state set which, for typical geophysical applications, will quickly overwhelm even the largest storage capabilities of computer facilities 19]. For example, consider a world ocean climate sensitivity study over hundreds of years at moderate resolutions. The number of physical variables and parameters would be approximately one dozen, the number of grid points could be in the neighborhood of one million, and the number of time steps, tens of thousands. In this small problem, the size of (n + 1)R would be over 10 11 oats, where a double precision oat is 32 bits on most machines.
3]. Recursive Adjoint Strategy
The primary task in the computation of the gradient by the adjoint method consists of visiting a list of n+1 elements in reverse order (the extra element accounts for the initial data at i = 0). At each of these sites, a calculation is performed, for which the state set for that location is required. The state set needs to be found either from a forward integration or by some other means. Abstractly, the primary task can be described as reversing through a linked list of n + 1 nodes, for which forward links are readily available but backward links are prohibitively expensive from a storage point of view.
A recursive strategy or \schedule" can be designed to circumvent the storage limitations of the conventional adjoint method at the expense of a larger computational e ort. The key to this strategy is to limit the tape size to dR, where 0 < d n is 6 j. m. restrepo, g. k. leaf, a. griewank the number of snapshots or records (snaps, for short) of the state set over the course of the program execution. The computational e ort will be de ned more precisely below, but it will be chosen so that the wall-clock time is directly proportional to the computational e ort, having assumed that the computer program is designed to run sequentially. Note that for problems coded to run on distributed computing architectures it will also depend on the number of processors, since can vary signi cantly with the number of processors. The basis for the recursive strategy is to combine the minimal memory norm strategy and the conventional strategy, both mentioned in the previous section, in such a way that an attractive balance betweeen the m? and t? norms is achieved.
Before describing an optimal schedule consider the following two-level recursive strategy: Assume that n > 0 and 0 < q n are commensurate integers, where n is the number of steps in the forward problem. The forward problem is divided into q equally long sub-problems of length n=q. Starting from index i = 0 a forward run is performed in the conventional mode, writing the state sets corresponding to indices nj=q for j = 0; 1; ; q ? 1. Once the index n(q ? 1)=q is reached, the forward/adjoint calculation continues, however, in the minimal memory mode described above. The calculation continues in the minimal memory mode until the last sub-problem is completed. The calculation then proceeds, rst reading the state set corresponding to index n(q?2)=q, and then covering the next-to-the-last sub-problem in the minimalmemory mode. The pattern continues until the rst sub-problem is completed.
All told, in this two-level scheme there are q sub-problems, which are calculated in the minimal memory mode, and a larger single forward/adjoint, calculated using the conventional approach. The total memory requirement for this strategy is D m (q) qR + R + R (q + 2)R which is consistent with (2.5) when q = 1 and with (2.6) when q = n. In agreement with (2.5) each sub-problem has a t-norm of 1 2 (n=q + 1) +^ n=q, so that D t (q) = 1 2 ( n q + 1)n + n which is again consistent with (2.5) and (2.6) when q = 1 and q = n, respectively.
For large n and q the norms are D m (q) R D t (q) n n 2 : Here the two fractions on the left represent the factors by which memory and time norms of the adjoint calculation exceed that of the forward problem. For the twolevel scheme just considered their product is approximately n=2. Hence, for a xed n, doubling the storage leads to halving the run-time and vice versa. While this reciprocal relationship seems quite natural, the linear growth of the product with respect to the total number of time-steps is not very satisfactory.
The two-level scheme does not utilize the memory resources very e ciently. For example, after the forward problem is completed in the conventional mode, there will be q snaps on tape. However, after the last sub-problem is completed using the minimal memory approach, the q th snap on tape is no longer needed and thus could be removed. This memory could then be used in some way to reduce the length of the calculation in the minimal memory mode run of another sub-problem. The computational e ort is far from optimal as well: the smaller the time-step index of each sub-problem, the circumventing storage limitations 7 more frequently the same step is repeated in the forward problem. In this way, the rst forward time step in each sub-problem is repeated q times, whereas the last time step is not repeated at all. Unless the f i vary widely in their t-norm, this in itself is not a serious problem. Nevertheless, an optimal schedule would have a more uniform distribution of the visited indices.
The following recursive strategy, proposed in 7], addresses the above mentioned shortcoming of the two-level method. Suppose tape storage is constrained to dR, where 0 < d n is the number of snaps. The tape will be operated as a stack, making it very easy to track the index of the state sets stored on tape. Anticipating its appearance, a second integer is introduced that will be related to tracking the computational e ort. This second parameter will be called the \reps" and denoted as r 0. The reps is actually a bound on the number of times any one of the individual links of the linked list may be traversed in the forward direction. The initial data is placed on the rst snap of the tape. A forward integration is initiated, which runs from index 0 to the nal index n. Along the way d n snaps of the state set are written on the tape. The rst snap will be occupied by the state set corresponding to i = 0, and the last snap will be occupied by the state set with index m n, say. After this forward sweep a single reverse step is performed at index n. Execution of the forward program then resumes at i = m, sweeping forward to the index i = n ? 1, followed by a single reverse step. The procedure is repeated except the forward execution stops at index i = n?2. This process is continued until the single reverse step is performed at index i = m. So far the calculation, after the last snap is written on tape, is the same as the two-level strategy above. In fact, once all snaps on tape are occupied, execution of the program is performed in the minimum memory mode until the last snap on tape is no longer needed. At that point the snap with index m is no longer of any use and thus can be removed from the tape. Enforcing the assumption that the length of the last segment n ? m may not be greater than r gives the actual value of the index, m = n ? r. After the last snap is removed, execution can resume on the next self-similar tree, which resumes at the index given by the next state set on the stack. The top snap on tape is used to place a state set in this second self-similar tree and thus reduce the computational e ort of running the problem in the minimal memory norm. Hence, whenever there is an empty snap the execution reverts to the conventional mode. In order for the distribution of indices visited to be as even as possible, the choice of the index of the state set to store on tape is chosen to depend on the depth of the self-similar structure. In this case the depth is 1, hence the index chosen will be r ? 1 locations away from the index of the state set that was popped from the stack. If the depth was 2, then the index location to store would be r ? 2 away, and so on, this pattern continues as long as r ? r 0 0, where r 0 is the depth of the self-similar structure. By induction it is possible to show that r also gives the number of self-similar structures, and thus, the depth of the recursion.
Just as in the two-stage recursive algorithm presented above, the parameters d and r are inter-related and generate an upper bound for the total length of the stepping index. This upper bound will be denoted as n(d; r). To derive an explicit expression for the bound n(d; r) n consider the problem of placing some intermediate state in the second snap (the rst snap is reserved for the initial state at i = 0), say, the state set corresponding to index m. Since it makes no sense to reset this snap before the m + 1 step has been reached on the way back it is obvious that the number of steps n ? m will not be greater than n(d ? 1; r) since one less snapshot is available during the reverse sweep. On the other hand, once the rst m steps are swept the Now, since n(0; r) = 1 and n(d; 0) = 1 it follows from standard binonial identities that n(d; r) = (d+r)! d!r! . In summary, this recursive strategy limits the tape size to dR, where d n, at the expense of an increase in calculations. In order to do so, the forward/adjoint calculation is recursively partitioned using a binomial rule which creates a tree-structured schedule of self-similar sub-problems. It requires at most an additional r-fold increase in additional full forward unrecorded computations. Theorem 6.1, due to Griewank 7], states that among the partitioning algorithms the \binomial partitioning" schedule is optimal. Furthermore, the theorem states that an n-step gradient calculation performed with the adjoint method can be solved recursively by using up to Figure 1 shows the the relationship between n and the number of snaps and reps as given by (3.1) when n = n(d; r). The gure shows the contours of the natural logarithm of n as a function of the number of snaps and reps. Since the values that the binomial takes are discrete, the contours appear jagged. The gure clearly illustrates the logarithmic rate of growth of n when d r. In fact, when d = r these grow as log 4 n. More importantly, the gure shows that, for xed n, the feasible combinations of d and r are related in such a way that reducing the m-norm by a certain factor can only be achieved with a suitable increase in the t-norm and vice versa. Since d and r are nearly hyperbolically related, however, it is possible to obtain large reductions in the m-norm, for example, with very slight increases in the t-norm.
To illustrate the binomial partitioning schedule, consider the schedule for n = 56, r = 5 reps, and d = 3 snaps, in detail. This case is shown in Figure 2 . To begin, note that n = 56 = r + d d : The number of reps, which can be thought of as the depth of the recursion, corresponds to the horizontal axis, and the step index i corresponds to the vertical axis. The tree structure of the schedule is evident. Horizontal lines are drawn at locations in which writing takes place. As is evident, when reading the gure from left to right, there are ve self-similar structures or pennants. The top pennant, and the rst to be executed, has three snaps, at i = 0; 35, and 50. A write occurs at 35 = d . At this point, the overall structure of the schedule should be obvious. The last pennant is performed when ? r?5+d d = 1. Note that at no instant will the m-norm of the tape be more than three records or snaps long. Also note that the tape is conveniently operated as a stack, since the order of the records is maintained, as a result of the last-in-rst-out nature of the writing and recording process. It is evident from the gure that the total operations are: one forward writing sweep, one reading reverse sweep, and r forward non-writing sweeps.
From Figure 2 it may be deduced that the t-norm and m-norm of the recursive schedule are, respectively, D t =^ +^ + r (2 + r)n^ ; Comparison of (3.2) with (2.6) leads to a working measure of the computational e ort, or \e ort", for short. The wall-clock time should be proportional to it. A convenient measure is the total number of forward steps. This measure will be employed in this and in the following section, in which a comparison between the recursive and Figure 2 . Schedule for n = 56, r = 5 reps, and d = 3 snaps. The horizontal axis is r, the vertical axis is 0 i n. the conventional strategies is e ected. Table 1 shows the schedule characteristics when n = n(d; r) for several values of n, d, and r. Speci cally, the table shows that the number of reverses and n are the same; the number of reads is one less than the number of reverses because every reverse requires a prior read, except for the last reverse; the number of writes is ? d?1 r so that d=(d + r) is the ratio of writes to n. The performance of this recursive strategy, as compared to the conventional case, may be assessed graphically. Figure 3 illustrates the dependence of the memory, measured in snaps, on the wall-clock time, which is proportional to the e ort. The conventional approach is represented by the left-most curve. All other curves represent di erent snap and rep combinations. In both the conventional and the recursive case, the memory required to solve a problem will be equal to dR, and it depends on the resolution and the number of spatial dimensions in the problem. The e ort for the conventional case is basically n, while in the recursive strategy it depends on the choice of snaps and reps. From left to right, the recursive strategy curves correspond to decreasing the number of snaps. The straight line-connected curve in the lower corner corresponds to the case of snaps and reps being equal. The conventional case is, in e ect, the limit of snaps d equal to n in the recursive strategy. As can be surmized, the curves re ect the previously mentioned characteristic of the recursive strategy, namely, that the e ort increases for the recursive method when fewer snaps are used. Hence, in practice, the user would want to maximize the number of snaps in the calculation rather than the number of reps. Figure 4 illustrates in greater detail the memory and computational e ort dependence on the number of snaps and reps. In this gure it is possible to gauge the relative additional e ort required by the recursive strategy over the conventional procedure for a given n. For example, for n = 50 the conventional strategy requires 50 snaps and a logarithm of the e ort of 3:9, whereas the recursive strategy for the same n requires as few as 11 snaps with an e ort of about 4:8. As a result, there is an order of magnitude increase in the wall clock time, a very reasonable price to pay for the signi cant savings in terms of tape memory. A comparison of Figure 4 and Figure 3 bears this conclusion. In Figure 4 the abrupt changes in the curves for the recursive strategy are a result of changing the value of the rep count. The jumping points correspond to places where n = n(d; r). Also notice that the computational e ort of the recursive strategy is close but not equal to the conventional case when the number of snaps equals n. This is because in the recursive strategy every adjoint step is preceeded by a single forward step. Thus, the method will accrue an extra n operations in the computational e ort over the conventional counterpart. joining the points as well as the density of points per curve is a result of the way in which the graph was generated: the maximum number of snaps and reps was limited to 20. Bounding the snaps and reps this way limits the number of points belonging to each line and the density of points corresponding to d = 2, say, is much greater than the number of points corresponding to d = 20. The slope of the recursive curves gets closer to the slope of the conventional case the more snaps are used. Note that in the conventional case the number of snaps is equal to n. Hence, this gure shows the clear advantage of the recursive method with regards to economy of memory resources. Speci cally, while the conventional case leads to an increase in tape usage the larger n is, the recursive strategy enables the user to consider any value of n while holding the tape size xed to dR. The desirability of incurring a greater computational e ort is dictated by the speed of the computing machine or the willingness of the user to pay for the higher e ort involved. It may be that the e ort required in large problems is signi cant, but this must be weighed against the fact that these problems may be simply impossible to solve using the conventional strategy.
4]. Application to a Quasi-Geostrophic Ocean Problem
The recursive procedure's viability will be demonstrated by applying it to a quasi- where (x; y; t) and (x; y; t) are the streamfunction and the vorticity, (x; y) is the wind stress, J( ; ) is the Jacobian of its arguments, is the Laplacian operator, and the x and t subscripts connote partial derivatives. The dimensionless real parameters R o , b , and h are the Rossby number, the bottom friction factor, and the horizontal friction factor, respectively. The state variables evolve in time t and are subject to no-ux and no-stress boundary conditions at the edges of the box.
The equations were discretized using multigrid nite-di erence techniques. In what follows it will be understood that the state variables are de ned only on the uniformly discretized grid in x and y. For the sake of clarity explicit mention that these quantities are discretized in space will be omitted. The model (4.1) will be integrated forward in time taking equally-spaced time intervals, hence t l = t. The recording and reading of the history will coincide with the integration time steps. Hence t = t. On a discrete time grid t i = i t, according to T&T, the state variables i and i evolve to a steady state e and e . In 19], the authors de ned an assimilation problem as follows. The observational data was taken to be the steady-state vorticity e , which is independent of time. The vector of control variables is comprised of the forcing term curl , the initial vorticity 0 , and the parameters b and h . The observations e are determined from a particular ( xed) choice of friction factors e b and e h , initial vorticity 0 , and forcing curle . The system was then integrated forward in time until a steady state was reached, at which point the observations were written. For purposes of this arti cial assimilation problem, the state set values which produced the observations are then \forgotten." The task of the assimilation will then be to reconstruct the state set that generated the observations. To this end, a cost function is chosen that measures the t of the model result to the observations. Since the observations represent the steady state, the cost function should measure the departure of the model from steady state as well as the departure from the observations. where the sum indicates a sum over all the discrete values of the variables over the unit box. The rst term measures the deviation from the observations, while the second term in conjunction with the rst measures the deviation from steady state. The matrices C and D are the inverses of the covariance matrices of the observations. The nal time step, n, is arbitrary in this problem. It is chosen to be su ciently large so that the steady state is reached. A small value of n reduces the computational cost per optimization iteration; however, it increases the number of optimization iterations. Since the number of written histories depends on the number of time steps n, the storage requirements are reduced when n is small.
The goal was to nd the optimal vector of control variables fcurl ; 0 ; b ; h g for which H n is a minimum subject to the constraints of the model equations. A common strategy for computing the minimum is to introduce Lagrange multipliers and the corresponding Lagrange functions for which an unconstrained extremum is sought. A gradient-based iterative algorithm, such as the conjugate gradient method, is then applied to this unconstrained problem. the Lagrange multipliers i used in computing the gradients of the cost function as needed by the conjugate gradient procedure. Thus, in the conventional approach, each conjugate gradient iteration requires a forward integration of n steps, which generates the value of the cost function, followed by a backward integration of the adjoint equations. This adjoint integration generates the gradients used in the conjugate gradient iteration. Note that the state set is required to e ect the calculation of the Lagrange multipliers from the adjoint equations. Thus, in the conventional approach involving n time steps, n state sets have to be recorded. Since only the state variables are time dependent in this particular problem, we need only to write the state variables i ; i at each time step. The remaining components of the state set need to be written only once during the forward-backward sweep. The observations were synthesized by running the discretized version of (4.1) to steady-state using curl = ? sin( x) sin( y), b = 0:05, h = 0:0001, and R o = 0:01.
The issue of whether (4.1) has a steady-state solution or the issue concerning the appropriateness of including transients that occur during the spin-up of the model in the state set in the assimilation procedure is beyond the scope of this study. Our aim is to illustrate the performance characteristics of the recursive algorithm and compare them to the conventional strategy using an actual code of a non-trivial geophysical problem. In T&T's study, n = 1. In their experiment, such a choice is possible since the assimilation occurs at just one time level. The role of the integration time length in connection to T&T's problem was investigated by Marotzke 9], where he concluded that in this quasi-geostrophic model, advective phenomena would not adjust quickly enough. Marotzke suggested that the assimilation be carried out over longer time spans. Hence there is some exibility in choosing the integration time, since the only requirement is that it must be longer than n , where n is the minimum number of steps for a steady-state solution. In the general case, assimilations may occur at multiple time levels, in which case the number of time steps used is determined by the problem and cannot be arbitrarily chosen.
To demonstrate the performance of the recursive forward-backward integration strategy for the calculation of the gradient, we compared model runs of this experiment using the original multigrid Fortran code against a version of the code which was identical in all respects to T&T's code, except for a subroutine that generates the schedule and for minor modi cations to the program to enable us to implement the schedule. As a rst step, we veri ed that our program yielded identical results to the conventional code. The wall-clock time was negligibly higher for the recursive program running in the conventional mode, re ecting the additional computational expense of generating the schedule and the extra n single forward steps per conjugate gradient step that are part of the recursive strategy's computational overhead (see Figure 4 and comments in Section 3).
In the experiments to be reported, the optimality tolerance for the NAG conjugate In all experiments performed, the answers from both strategies were identical. To illustrate how the two strategies compare, suppose that for a given resolution the T&T problem just \ ts" storage-wise and thus can be solved on a particular machine using the conventional approach. In order to double the spatial resolution, the conventional strategy would require a sixteenfold increase in tape storage: fourfold due to the increase in resolution, and fourfold for the increase in the number of time steps. The doubly resolved experiment no longer could be performed on this particular machine. However, the problem could be solved by using the recursive approach as long as the maximum tape length was not exceeded. Suppose that the maximum tape length on this hypothetical machine is 100000 oats. The tape storage requirement of the singly resolved T&T problem with n = 56 and a 32 32 spatial grid with four re nement levels is 60984 oats. Table 2 provides the results of a couple of runs using the recursive strategy for the doubly-resolved problem. Supposing that the conventional procedure could be carried out, for n = 224, the tape length for the doubly-resolved problem would have been 946400 oats, clearly, more storage than the machine is equipped to handle, and it would have taken 153:56 seconds to execute. The table demonstrates that the doubly-resolved problem can be succesfully carried out in approximately twice as much time as it would have taken to run the conventional procedure assuming that it could be possible to compute conventionally in the rst place. Hence, the problem could be done using the recursive strategy in twice the amount of time as the conventional strategy but with twenty times less tape storage.
A di erent situation in which tape length is a limiting factor in assimilation studies arises when the integration times are very long, causing the state set history stored on tape to be extremely large. Figure 6 shows a comparison of tape usage for the conventional and the recursive strategy. In the recursive trials the snap count was held xed at ve, explaining why its curve for tape usage is a vertical straight line. As mentioned previously, for the conventional case the tape usage is proportional to the number of time steps n. From Figure 6 the tape T = 1089n for the conventional case. It follows from this experiment that with a xed amount of tape, which is a hardware constraint, the conventional approach would quickly fail as the number of time steps increased. Figure 7 shows the wall-clock time for the same experiment. In all trials the conjugate gradient procedure converged in three iterations. The conventional strategy took a wall-clock time of t = 0:147n + 0:0571 seconds. The recursive strategy took longer to complete, and its growth is not linear. Table 3 contains further information on this particular set of trials.
5]. Conclusions and Algorithm Implementation
We have shown in this study how a recursive strategy for the adjoint-method calculation of the gradient may be applied to variational data assimilation studies of large-scale geophysical problems. The main result is that signi cantly larger assimilation studies can be performed with this recursive strategy than is possible with the conventional forward-adjoint strategy, given the physical limitations of available computer storage hardware. While the recursive strategy requires additional computational e ort (or wall-clock time) the strategy is viable.
At present, a common way to apply the conventional approach without incurring severe storage limitations is to calculate the gradient approximately. This is usu- Table 3 Ratio of the wall-clock time for the recursive (withd = 5) to the conventional approach versus n and number of reps for the T&T problem. ally accomplished by recording data far less frequently than is really required, or by taking advantage of the speci c circumstances of the problem to eliminate state set components that are known to have little in uence on the gradient and can thus be ignored. Obviously, these are tactics are only satisfactory in very speci c applications.
circumventing storage limitations
19
The recursive strategy presented in this study, on the other hand, yields the gradient without sacri cing accuracy in all sets of circumstances and without incurring storage limitations.
In practice, the strategy is best used by chosing the maximum number of snaps that the particular computer hardware can manage, thus minimizing the number of reps. This achieves the gradient computations in the shortest wall-clock time. When the number of snaps and reps (i.e., the number of storage units measured in R, and the number of additional unrecorded forward runs) is equal, these are both bounded by log 4 n, where n is the number of time steps in the evolution equation.
Insofar as computer program design, the best strategy for large-scale problems is to construct programs that are as compute-intensive as possible and the least memoryintensive. This yields the greatest variation in the computational e ort for any given choice of snaps and reps. This is especially true in parallelized programs because the computational e ort will drop as more processors are used, whereas the storage requirements remain xed independent of the number of processors.
The implementation of the recursive strategy requires minimal modi cation of conventional codes that compute forward and adjoint problems. The requirements are that four modules be provided: (1) a forward module that runs without writing the state set between a speci ed starting and an ending time step; (2) a module that computes a single unrecorded forward and a single adjoint step, given a speci c time step; (3) a module that writes to tape the state set at the current time step; and (4) a module that retrieves from tape the last recorded state set. An additional module, which is to be considered the driver, runs the above-mentioned modules according to the recursive schedule. The driver requires as input the total number of time steps n, the number of snaps d, where it is understood that the time steps are assimilation time steps rather than physical time steps and that these steps are not required to be of equal length. The number of reps r is determined once n and d are xed.
One approach in the implementation of the schedule driver is to have the schedule computed only once at the top of the program. The schedule instructions are saved in integer arrays, which are then called in sequence to drive the four modules. The bene t of precomputing the schedule is not warranted in some applications, since the schedule module increases insigni cantly the overall computational e ort. The preferred alternative is to use the schedule driver to control the above-mentioned modules, thus not wasting register memory for the schedule arrays needed in the rst approach that could otherwise be used in the adjoint problem. An estimate of the additional memory for the integer schedule arrays of the rst approach is as follows: a \schedule array" with the instruction directives of size 2rn is required, plus one or two arrays of similar size that direct the writing and reading of snaps from tape. The total register overhead is then on the order of 4rn integers. The user's particular application will clearly dictate which alternative works best.
This schedule driver is available via anonymous ftp from ftp.math.ucla.edu. The le is called /pub/restrepo/treeverse.f. The schedule driver is also available from the Word-Wide-Web http://www.math.ucla.edu/ restrepo.
