Abstract-We study the stability of a variant of Kelly's rate control scheme in a simple setting with a single flow and a single resource. The feedback signal from the resource is a function of an average rate of the flow obtained using a low pass filter. We derive a sufficient condition for asymptotic stability in the presence of an arbitrary fixed communication delay from the resource to the sender. We show that a sufficient condition derived earlier for a system without averaging suffices. We validate our result using simulation with a family of popular utility and price functions.
I. INTRODUCTION
With emerging networked control systems, control of a distributed system in the presence of communication delays is emerging as an interesting and important issue. Examples of such systems include a sensor network consisting of arrays of sensors that collect and provide feedback information for a control system, and a communication network with many end users that individually adjust their transmission rates based on the feedback information provided by active queue management (AQM) schemes [1] , [4] .
In [12] we study the stability of a rate control system proposed by Kelly et al. [10] (called a primal algorithm), and derive asymptotic stability criteria in the presence of arbitrary fixed network delays. These stability conditions are obtained using invariance-based stability results for nonlinear delay differential equations [7] , [8] .
In this article we study a variant of the rate control system proposed in [10] in a simple setting where a single flow traverses a single resource. This was first studied in [17] . Kelly's model adopts a fluid model, and the feedback signal generated by a resource is a function of users' instantaneous rates. A fluid model is shown to be a good approximation when the number of flows is large and resource capacities are high [2] , [13] , [14] , [15] . In practice, however, an instantaneous rate through a resource is difficult to measure accurately; in order to obtain a good estimate of the aggregate rate, a resource may need to rely on an average rate over a period.
We model this scenario by assuming that the feedback signal from the resource is based on an averaged rate obtained using a low pass filter [17] . This is similar in spirit to Random Early Detection (RED) [4] or Proportional controller [6] type schemes with one or more stages of low pass filtering. We also assume that the feedback signal from the resource to the user is delayed due to a network delay.
We first show the existence of a unique solution of the system. Then, we demonstrate that an approach similar to that employed in [12] can be extended to the current problem. We derive asymptotic stability criteria on utility and resource price functions with an arbitrary fixed network delay. Stability results based on a linear analysis are derived in [17] , and depend on both the network delay and user's gain parameter.
The rest of this article is organized as follows: We present our main results on asymptotic stability in Section II. Simulation results are presented in III.
II. RATE CONTROL WITH A FEEDBACK DELAY

A. Feedback signal based on low pass filtered load
In Kelly's optimization framework for rate control [9] a user receives utility U (x) when it gets a rate of x. This utility function could represent either the user's true utility or some function assigned to the user through the selected end user algorithm. We take the latter view and assume that the utility functions of the users are used to select the desired rate allocation among the users. The utility function U (x) is an increasing, strictly concave and continuously differentiable function of x over the range x ≥ 0. We denote by x(t) the user's rate at time t. Since a user's rate is bounded in practice, we assume that the user's rate belongs to a compact set [X min , X max ] ⊂ IR + := (0, ∞). Here the lower (resp. upper) bound X min (resp. X max ) can be arbitrarily close to zero (resp. arbitrarily large).
Kelly's primal algorithm [10] based on a fluid model, assumes that the price charged by a resource is a function of users' instantaneous rate. Although a fluid model is shown to be a good approximation for a large scale network [2] , [13] , [14] , [15] , it does not capture the packet level dynamics and stochastic nature of a real network. In particular, the notion of instantaneous rate used in a fluid model is an idealized concept that cannot be measured in a real network.
The rate of a flow over a round trip can be computed by dividing the number of successfully delivered bytes by the round-trip time. 1 However, there is no such pre-determined timescale at which a resource can measure its rate; the rate seen by a resource over a period depends on many factors, e.g., round-trip times of the flows, details of packet transmissions by end users, and queueing delays at the bottlenecks. Instead, a resource can divide time into short, contiguous timeslots and measure the noisy aggregate rate of the flows during each timeslot. Then, an average rate can be computed using, for example, an exponentially weighted moving average to obtain a better (or smoother) estimate.
Let γ(t) denote the average rate at the resource at time t. The price charged by the resource at time t is given by µ(t) := p(γ(t)). We assume that the price function p(·) is non-negative, increasing and continuously differentiable.
We assume that the forward delay from the sender to the resource is negligible and that the feedback signal generated by the resource is returned to the user after a fixed round trip time T ∈ IR + . As mentioned in Section I we model the averaging at the resource by introducing a low pass filter. In the presence of low pass filtering and a feedback delay the interaction between the user and the resource is given by the following delay differential equation [10] , [12] .
where κ > 0, and w(t) := x(t)U (x(t)) denotes the user's willingness to pay at time t. It is clear from (1) that the user always attempts to reach an equilibrium where its willingness to pay equals its total price. In this article we are interested in finding conditions on user's utility and resource price functions for asymptotic stability of the system in (1). First, for notational simplicity let us define g(x) and f (x) to be user's willingness to pay and total price, respectively, as a function of its rate as follows:
We make the following assumptions on the functions g(x) and f (x).
Assumption 1: (i) The function g(x) is strictly decreasing (i.e., g (x) < 0) for all x > 0, (ii) the function f (x) is strictly increasing (i.e., f (x) > 0) for all x > 0, and (iii) both g(x) and f (x) are Lipschitz continuous on [X min , X max ], and the inverse function g
Note that the inverse function g −1 (·) exists from Assumption 1(i). As stated in [12] , Assumption 1(i) implies that the user's demand is inelastic [16] . An example of a family of utility and resource price functions that satisfies Assumption 1 is used in Section III for simulation.
We rewrite (1) in a form more amenable to analysis: Define
This allows us the following change of coordinate.
Define κ(y(t)) := −κ · g (g −1 (y(t))). Clearly, κ(y(t)) > 0 under Assumption 1. We rewrite (1) in terms of y(t).
We study the system in (5) and show that there is a close correspondence between the invariance and asymptotic stability properties of a discrete-time map
and those of (5) for fixed orbits as done in [12] with no averaging. Assumption 2: 
B. Existence of a unique solution & asymptotic stability
The functions in (5) are Lipschitz continuous by Assumption 1. Therefore, a unique solution of (1) 
with an initial condition u(0) ∈ I , then u(t) ∈ I for all t ≥ 0. Proof: We prove this lemma by contradiction. Suppose that the lemma is not true. Then, let t 0 ≥ 0 be the first time at which the solution leaves I . First, suppose u(t 0 ) = b and every interval (t 0 , t 0 + δ), δ > 0, contains a point τ such that u(τ ) > b andu(τ ) > 0. However, if u(τ ) > b , from (7) we must haveu(τ ) < 0 because η(t) ≤ b . This is a contradiction. The case u(t 0 ) = a is handled similarly. This completes the proof. Lemma 1 is essentially based on [5] . Lemma 2:
is a closed interval invariant under the map F . If y(t) ∈ I and γ(t) ∈ g −1 (I ) for all t ∈ [t 1 , t 1 + T ], then y(t) ∈ I for all t ∈ [t 1 + T, t 1 + 2T ].
Proof: We first rewrite the first equation in (5):
Then, from Lemma 1, in order to prove Lemma 2 it suffices to show that the right-hand side of (8) lies in I for all t ∈ [t 1 + T, t 1 + 2T ]. This follows directly from the assumed invariance property of I under the map F and monotonicity properties of the functions g and f : First, note that the map
Recall that the price function is non-decreasing and the function g is monotonically decreasing. Thus, for all t ∈ [t 1 + T, t 1 + 2T ],
because y(t − T ) ∈ I and γ(t − T ) ∈ g −1 (I ). The invariance property of I now tells us
] ⊂ I , and the claim follows.
Theorem 1: Suppose that Assumptions 1 and 2 hold and that the initial function [φ y ; φ γ ] ∈ Y I × Y g −1 (I) . Then, the corresponding solution (y(t), γ(t); φ y , φ γ ) satisfies y(t) ∈ I and γ(t) ∈ g −1 (I) for all t ≥ 0. Proof: By Lemma 2, if φ γ ∈ Y g −1 (I) and φ y ∈ I then y(t) ∈ I for all t ∈ [0, T ]. Applying this and Lemma 1 to the second equation in (5) tells us that γ(t) belongs to the inverse image g −1 (I) for all t ∈ [0, T ]. Now the claim follows from an induction argument on time (called the method of steps [3] ).
We now consider the case where the map F has an attracting fixed point y with a domain of attraction I 0 . In other words, F n (y 0 ) → y for any y 0 ∈ I 0 . Assumption 3: There is a sequence of compact intervals
It is clear that the fixed point y is the user's willingness to pay at the equilibrium. In other words, if x is the equilibrium rate that satisfies U (x ) = p(x ), then y = g(x ) = x · U (x ).
Lemma 3:
Proof: We first show that there exists a finite time t 0 such that y(t) ∈ L for all t ≥ t 0 . Let L = (a , b ) be an open interval containing F (I k ) and whose closure L is contained in L, i.e., [a , b ] ⊂ L. We prove that there exists a finite time t 0 such that y(t 0 ) ∈ L . Suppose this is not true, i.e., y(t) ∈ L for all t ≥ 0. First, assume that y(t) ≥ sup L for all t ≥ 0.
This implies that there exists
This means y(t) ↓ −∞, and contradicts the assumption that y(t) ≥ sup L for all t ≥ 0. Hence, there exists finite t 0 such that y(t 0 ) ∈ L . The case where y(t) ≤ inf L for all t ≥ 0 can be handled similarly. Now, following the same argument in the proof of Lemma 2 one can show that y(t) ∈ L for all t ≥ t 0 . Since L ⊂ L, clearly y(t) ∈ L for all t ≥ t 0 . Thus, there exists a finite t 0 such that y(t) ∈ L for all t ≥ t 0 .
We now show that there exists finite t 1 ≥ t 0 such that
. From above we know that y(t) ∈ L for all t ≥ t 0 . Following the same argument above we can show that there exists finite
, this implies γ(t) ∈ L for all t ≥ t 1 . Thus, there exists a finite t 1 such that γ(t) ∈ g −1 (L) for all t ≥ t 1 . Now, letting t = t 1 , the lemma follows.
Theorem 2: Suppose that Assumptions 1 -3 hold. If the initial function
, then lim t→∞ (y(t), γ(t); φ y , φ γ ) = (y , g −1 (y )). Proof: By repeatedly applying Theorem 1 and Lemma 3 we can construct an increasing sequence {t k , k = 1, 2, . . .} such that, for all t ≥ t k , y(t) ∈ I k . Then, the theorem follows directly from the assumption ∩ ∞ k=1 I k = {y }. A quick look at Theorem 2 above and Theorem 2 in [12] reveals that the same stability criterion is sufficient with or without a low pass filter in the control loop. In other words, the stability of the map F is sufficient in both cases, provided that the initial function lies in an appropriate space determined by I 0 . Also, note that the stability condition does not depend on the averaging parameter α in (5) .
We have shown in [12] that without averaging, when the map F is unstable, the delay differential system loses its stability for sufficiently large delays. In Section III we show using simulation that even with filtering, when the map F is not stable, the system in (5) is unstable when the delay T is sufficiently large. Also, it is clear that the system is globally stable if I 0 can be made arbitrarily large in IR + . An example of such a case is provided in Section III.
C. Multiple stage filtering
In this subsection we extend our results in the previous subsection to the case where more than one low pass filter are added to the system. We show that a similar stability condition suffices even with multiple stages of filtering.
Suppose that there are N , N ≥ 1, stages of low pass filtering. This scenario is modeled by the following set of differential equations:
where γ i (t), i = 1, . . . , N , is the output of the i-th stage low pass filter, and α i are positive constants. Corollary 1: Suppose that Assumptions 1 -3 hold. Assume the initial function [φ y ; φ γi , i = 1, . . . , N ] satisfies φ y ∈ Y I0 and φ γi ∈ Y g −1 (I0) for all i = 1, . . . , N . Then, lim t→∞ (y(t), γ 1 (t), . . . , γ N (t); φ y , φ γ1 , . . . , φ γN ) = (y , g −1 (y ), . . . , g −1 (y )). Corollary 1 states that the stability of the discrete time map F is sufficient for the stability of (9) as long as the initial function belongs to an appropriate space determined by the domain of attraction of the map F .
III. SIMULATION
In this section we present simulation results using a family of popular utility and price functions. We simulate a fluid model as opposed to using a packet-level event driven simulator. This can be justified as follows: Consider the model described in Section II-A in which a resource measures its rate during each (short) timeslot. In this model the number of bytes that arrive during a timeslot will be random. This system can be modeled as a discrete time stochastic system where a unit time corresponds to the duration of a timeslot (e.g., [14] ). As mentioned in Section I, when the number of flows is large, the aggregate behavior of the flows (normalized by the number of flows) in this system can be well approximated using a deterministic model that resembles a fluid model [13] , [14] , [15] . Hence, the single flow studied in this article can be seen to represent the average behavior of a large number of flows. This provides a justification for using a fluid model for simulation.
The flow has a utility function U (x) = −1/(a · x a ) with a = 2.0, and the resource price function is given by p(x) = (x/C) b with b = 0.7. The link capacity C = 5. It is easy to show that the price elasticity of demand of the flow decreases with increasing a [12] , [16] . This family of utility functions is also used to achieve a wide range of different fairness in rate control [11] .
We show in [12] that with the assumed utility and price functions, the map F is stable (i.e., has an attracting fixed point) if and only if a > 1 + b with IR + as the region of attraction. Since 2.0 > 1 + 0.7, the stability condition holds in this example. Therefore, Theorem 2 tells us that the user rate will converge to the equilibrium rate, starting with any positive, continuous initial function. The equilibrium user rate is x = C b/(1+a+b) = 1.3559. The reverse delay T from the resource to the sender is set to 100 in the simulation. The gain parameter κ = 1. The low pass filter parameter α −1 is set to 0.05. The initial function is set to [x(s) γ(s)] = [3 3] for all s ∈ [-100, 0]. Fig. 1(a) shows the evolution of the instantaneous rate x(t) and the average rate γ(t). Clearly, the system exhibits stable behavior; both the instantaneous and average rates approach the equilibrium value x = 1.3559 as t goes to ∞.
In Fig. 1(b) we show the rate x(t) with the utility function parameter a = 1.4, which violates our stability condition (1.4 < 1 + 0.7). In this case, the system is unstable and the user rate shows oscillatory behavior. 
