We consider model order reduction for a free boundary problem of an osmotic cell that is parameterized by material parameters as well as the initial shape of the cell. Our approach is based on an Arbitrary-Lagrangian-Eulerian description of the model that is discretized by a mass-conservative finite element scheme. Using reduced basis techniques and empirical interpolation, we construct a parameterized reduced order model in which the mass conservation property of the full-order model is exactly preserved. Numerical experiments are provided that highlight the performance of the resulting reduced order model.
Introduction
Free boundary problems are PDE problems that involve an a priori unknown (free) interface or boundary. These type of problems arise in different applications from physics, engineering, finance and biology. Let us mention a few important application fields where free boundary problems play an important role. In physics and engineering, many situations where different fluids (or solids) are involved, e.g. water and oil in petroleum problems, can be cast into free boundary problems as in the classical Stefan problem [32] ; In finance, optimal stopping of stochastic processes is often solved by reduction to free boundary problems [24] , and in biology, the mathematical modeling of problems like tumor growth and wound healing leads to free boundary problems [9] .
While projection-based reduced order modeling techniques such as reduced basis methods have been successfully applied to a wide variety of PDE models (see, e.g., [26, 12, 6] for an overview), the reduction of problems that involve an evolving geometry Ω(t) remains challenging: Whereas traditional reduction methods are built around the idea of finding a joint linear approximation space for the entire manifold of solution state vectors, the solutions u(t) of free boundary problems naturally lie in time-dependent function spaces V (t) that depend on the a priori unknown evolution of Ω(t).
Taking an Eulerian point of view, a naive approch to resolve this issue is to consider linear embeddings Λ(t) of V (t) into a larger space V of (discontinuous) functions on some Ω * ⊃ t Ω(t) by extending the functions with zero on the complement of Ω(t), and then search for a reduced approximation space V N ⊂ V for the solution manifold M V := {Λ(t)(u(t))}. However, as is well-known from hyperbolic problems with traveling shocks, the moving jump at the boundary of Ω(t) leads to a slow decay of the Kolmogorov n-widths of M V (e.g. [22] ). Thus, a good low-dimensional linear approximation space V N for M V cannot exist.
Following ideas from [21] , the aim of this paper is to approach this problem by considering nonlinear approximations of M V where we allow transformations of functions f in V N of the form Ψ .f (x) := f (Ψ (x)) with some diffeomorphism Ψ of Ω * . If the functions Ψ (t) are chosen such that the supports of functions inM V := {Ψ (t).Λ(t)(u(t))} have a fixed boundary, the n-widths ofM V will decay fast. Given a good approximation space V N ofM V , Ψ (t) −1 .V N will then yield good approximations of Λ(t)(u(t)). Noting that such transformations Ψ (t) induce mappings of a fixed reference domain Ω to Ω(t), this leads us to reformulate the original problem onΩ and introduce Ψ (t) (as a function ofΩ) as an additional solution field. The evolution of Ψ (t) will be determined by the evolution of the boundary Γ (t) of Ω(t) as given by the free boundary problem and an harmonic extension intoΩ. In effect, we arrive at a formulation of the free boundary problem on the reference-domain using the domain transformation Ψ (t) as in Arbitrary-Lagrangian-Eulerian (ALE) methods [14, 8] . The freedom in choice of the harmonic extension to determine Ψ (t) can be seen in analogy to choosing a phase condition in context of the freezing formulation discussed in [21] .
Literature on model order reduction for free boundary problems seems to be mostly non-existent. We are only aware of the preliminary work in [13] and the following related works. In the context of fluid-structure interaction (FSI) problems a similar ALE formulation has been considered in [3] . The use of a reference domain for the reduction of models with parametrized geometry dates back to the early days of reduced basis methods, e.g. [25] . This approach has been extended to FSI problems in [15] . An increasingly popular way to deal with moving domains is based on an implicit description of the geometry through indicator functions (e.g. level sets [30, 23] ) as it often allows for a higher flexibility of the geometry handling w.r.t. large deformations and topology changes. A nonlinear approximation method based on the truncation of functions in V N via time-dependent indicator functions is discussed in [2] . Due to the lack of hyperreduction no fully online-efficient reduced order model (ROM) is obtained, however. Model order reduction of phase-field models, in which Γ (t) is approximated by an easer-to-approximate diffuse interface layer, is discussed in [34, 28, 11] .
Despite the high accuracy of projection-based ROMs, conservation properties of the original PDE model are usually only approximately preserved by the reduction process. The exact conservation of quantities such as the total mass of the system is often of particular interest, however. In this work we will derive globally mass conserving ROMs based on a carefully chosen finite element discretization of the free boundary problem in which the mass conservation constraint is implemented by testing the variational formulation with a constant function. Including the constant functions in the reduced space then ensures mass conservation of the Galerkin ROM. To preserve this property under empirical interpolation [5] , we propose a rank-one modification of the interpolated mass matrix to ensure exact yet efficient assembly of the constraint.
The inclusion of locally constant test functions in the reduced space to obtain locally mass conservative flux reconstructions is considered in [20] to improve the efficiency of a localized a posteriori error estimator in the context of localized model order reduction. In [7] an alternative approach to preserve conservation properties is presented, which is based on the inclusion of additional constraints in the least-squares Petrov-Galerkin minimization problem that is solved in the ROM.
Content and structure of the paper
The paper is structured as follows. We introduce a mathematical model for osmotic cell swelling as a model problem in Section 2. The Arbitrary-Lagrangian-Eulerian formulation of the full order model is then discussed in Section 3 before we apply model order reduction in Section 4. Based on the numerical experiments in Section 5, we discuss the performance and potential of this approach before we conclude.
Mathematical model of an osmotic cell swelling problem
As a model free boundary problem we consider a mathematical model of osmotic cell swelling that is also considered in a.o. [17, 27, 10, 36, 37, 38] . A membrane separates the interior of a cell which is filled with a fluid from the outside. Inside and outside of the cell a solute concentration is dissolved to which the membrane is impermeable. The outer concentration is assumed to be constant and known. An extension to the "two-phase" osmosis problem where the outer concentration field is also considered to be unknown can be found in [18, 27] . We, however, restrict to the simpler "one-phase" case. In this system, the membrane is subject to two acting forces: on the one hand, a surface tension force that only depends on the shape of the membrane and counteracts large curvatures; on the other hand, a force induced by the tendency to equilibrate the solute concentration across the membrane. The latter is modeled by Van't Hoff's law, which states that the pressure at the boundary is proportional to the concentration difference at the free boundary. Let us denote by u the solute concentration. Inside the cell, u is subject to a linear unsteady diffusion equation with constant diffusion coefficient α. Boundary conditions result naturally from the conservation of mass principle as the total solute concentration is constant. Let (0, T ], T > 0 be the time interval of interest and The initially homogeneous distribution of the concentration is given in the initial cell shape. The mean curvature smoothens the cell shape, which leads to local changes in the concentration field. Finally, the evolution tends to a stationary state which is a circle with a homogeneous distribution of the concentration.
motion is given by
Here, w Γ is the velocity (in normal direction) of the boundary Γ (t) := ∂Ω(t). With the mean curvature κ (positive for convex domains) the first term −βκ in (1c) models the effect of surface tension, whereas γ(u − u ext ) models the effect of the osmotic pressure. The constants β and γ are material constants depending only on the membrane and the solute. ∂ n u is the normal derivative of u with n the outer normal to Ω(t).
With Reynolds' transport theorem we easily see that (1b) implies conservation of the total solute:
We notice that in the model a higher concentration at the boundary of the cell introduces a force that tends to expand the cell. The surface tension force typically has the opposite tendency. For convex domains it tends to compress the cell. Note that in this model the domain Ω cannot degenerate. This is due to the fact that the boundary condition (1b) ensures conservation of the total solute concentration so that the concentration increases if the cell shrinks. In the case of a shrinking cell, the concentration will eventually reach a level where the second term in (1c) compensates the surface tension force. For an initially simple connected domain Ω 0 the system tends towards the stationary solution of (1) which has a spherical shaped domain Ω ∞ with a constant concentration u ∞ . In Figure 1 an example evolution is shown.
3 Arbitrary-Lagrangian-Eulerian-based finite element discretization
In this section we derive a discretization method for the osmotic cell swelling problem based on an Arbitrary-Lagrangian-Eulerian (ALE) description [14, 8] and a finite element discretization. To this end, we first introduce the geometry description and a decomposition of the coupled problem into subproblems on the continuous level in Section 3.1. In Section 3.2 we introduce some notation and a decoupling scheme consisting of discrete subproblems, the treatment of which is discussed one after another in Sections 3.3 -3.5. The conservation property (2) is ensured on the discrete level in the discretization of the time stepping for the concentration field in Section 3.5.
3.1 ALE formulation of the continuous problem
Geometry description through mappings
In an ALE description we deal with the fact that the domain is moving in time by introducing a reference configurationΩ and describe Ω(t) by a time-dependent transformation
By w = ∂ t Ψ we denote the mesh velocity. With abuse of notation, we write Ψ (t) for the restriction of Ψ to a fixed time t, i.e. the purely spatial function Ψ (t) :Ω → Ω(t).
A generic extension from boundary transformation to volume transformation
For the notation of restrictions of functions to the boundary Γ we use a subindex, e.g.
The evolution of the domain is determined by (1c),
To determine the mesh transformation Ψ (t) in the volume we use a linear extension
d to extend the boundary transformation Ψ Γ and the boundary velocity w Γ n to the volume transformations Ψ and w,
Continuous subproblems
We write the ALE formulation for the continuous problem in terms of subproblems that are coupled in a time interval (t n−1 , t n ]. These subproblems are considered separately in the description of the discretization below:
1. Fix a time t = t * . Given Ψ (t * ) and u(t * ), compute w Γ (t * ) as the solution to
2. Fix a time t = t * . Given w Γ (t * ), compute a volumetric velocity as a suitable extension w(t * ):
3. Given the mesh velocity w(t) in a time interval (t n−1 , t n ] and the initial transformation at a time step Ψ init , compute Ψ (t), t ∈ (t n−1 , t n ] as the solution to
4. Given the domain Ω(t) = Ψ (t)(Ω) in a time interval (t n−1 , t n ] and initial concentration data for this time interval u init , compute u(t) as the solution to:
Preliminaries, notation and decoupling scheme
In the discretization in this study we consider a simplicial triangulation T defining the reference domainΩ. On T we use the standard finite element spacê
with P k (T ) the space of polynomials of degree at most k. Further, we define the vector valued spaceÛ h := (Û h ) d and its trace spaceÛ For the discretization in time we consider an equidistant decomposition of (0, T ] into N time intervals and define time steps t i := i∆t with ∆t = T /N . We denote the discrete solutions at a time step
In the remainder of this study, we consider a weakly coupled first order time integration scheme for the full discretization of the ALE formulation (6a)-(6d). One time step in the scheme consists of the successive application of the following steps: given, we approximate (6c) with an explicit Euler step:
4. Take Ψ n−1 h and Ψ n h to approximate the domain evolution. With u n−1 h compute an approximation u n h to (6d), cf. Section 3.5. Below, for the application of integral transformations corresponding to a mapping Ψ , we make use of the following notations for the Jacobian F, the Jacobian determinant J which is also the ratio of volume measure between preimage and image of Ψ , the normal to the mapped domain n, the ratio of the surface measures J Γ and the tangential projection onto the mapped domain P:
We notice that det(F(Ψ )) is positive as long as Ψ is sufficiently close to the identity, i.e. as long as the deformation of the domain does not get too large. We define
Discretization of the boundary velocity
We want to approximate w Γ n with w Γ as in (6a) for t * = t n−1 . Hence, we seek for an approximationŵ
Multiplying with a test function
where κ n h (s h ) is a discrete curvature linear form. To compute the mean curvature we make use of two main ideas from [4] . First, we use the Laplace-Beltrami characterization of the mean curvature, −κ n = ∆ Γ id in a weak formulation, to avoid the computation of second derivatives. This allows to make sense of a curvature even for polygonal boundaries. Secondly, it is well-known that an explicit treatment of the curvature in free boundary problems leads to (severe) time step restrictions. These can be circumvented using an implicit approximation of the curvature. Hence, we aim at computing the curvature at time t n instead of t n−1 . As Γ n h is not known, we approximate the identity operator on the boundary to time t n by x+∆t w
which yields the discrete curvature linear form
We notice that the superscript n at the linear form indicates that the curvature computation corresponds to time t n . Hence, our discretization of (6a) is: Find w
Here, the tangential gradient acts on Γ n−1 h , i.e. ∇ Γ id = P · ∇id = P where P = I − n ⊗ n T is the tangential projection. With the notations from (9) andn the outer normal toΩ, we can write this as an equation onΓ : Findŵ
Extension of the boundary velocity
For a given boundary velocityŵ
Γ,h ) we seek for an extension w
) and use the solution operator (in a standard FEM formulation) of an harmonic extension (on the reference domain), i.e. we defineŵ
where h T (x) is the locally constant grid function assigning to each x ∈ T ∈ T the diameter of T . Note that one easily finds more sophisticated choices of the extension operator in the literature which allow to provide more control on the shape regularity of deformed mesh for larger deformations, see e.g. [8, Section 5.1.2 and 5.1.3] and the references therein. In this study we consider only moderate deformations and take the liberty to consider only the simplified choice of an harmonic extension. We notice however that this restriction is not crucial for the applicability of the model order reduction considered below but simplifies the presentation as this extension operator is linear and parameter independent.
Conservative concentration update on a moving domain
We derive a time stepping procedure tailored to preserve the global solute mass. First, let us assume that a continuous mapping Ψ :Ω ×(t n−1 , t n ] → R d is known. Tov ∈Û h , we define the mapped function v(x, t) =v(Ψ −1 (t)(x)) and apply Reynolds' transport theorem to the product u v where u is the exact solution to (6d). This gives
where we made use of ∂ t u = α∆u (from (6d)), ∂ t v = −w · ∇v (chain rule) and the boundary conditions in (6d). Integration over (t n−1 , t n ] then yields
By choosing v = 1 (v = 1) we recover the conservation of the total solute concentration (2) . To arrive at a discretization, we replace the time integral with the right hand side rule, the exact geometries with Ω n−1 h
and Ω n h and the solution u with the finite element approximations u n−1 h and u n h , respectively, yielding the discrete problem:
Equivalently, we can formulate the discretization with respect to the reference domain Ω: Findû n h ∈Û h , s.t. for allv h ∈Û h there holds
We notice that the conservation property (2) is preserved also on the discrete level.
Model order reduction 4.1 Parameterized full order model
As parameters to the problem (1) we consider the initial shape of the osmotic cell, the diffusivity α and the surface tension parameter β. We notice that with dimensional analysis one easily checks that -up to rescaling of time -γ is not an independent parameter in the model. Thus, in the following we assume γ to be constant. Possible other parameters are the initial and the exterior concentration u init = u(·, 0), u ext , which we will not consider in this study, however. For simplicity, we set u ext = 0 in the sequel. Regarding the parameterization of the initial domain Ω 0 , we consider only initial shapes which are star-shaped and can be represented as a graph in normal direction, i.e.
where S 1 is the unit sphere, n is the unit outer normal to S 1 and r is C 1 -smooth on S 1 , cf. also Figure 2 for a sketch. As reference domain we choose the unit diskΩ := D 2 (0). For simplicity we assume that r is given as a linear combination of the form
More general parameterizations could be considered using the empirical interpolation procedure described in Section 4.3. In total, the solution will depend on the parameter vector
where P is the set of admissible parameters. The dependence on µ will be signified by adding the subscript µ to the respective solution fields. The individual components of a parameter vector µ will be referred to as α µ , β µ , δ 1,µ , . . . , δ L,µ . Summarizing the discretization derived in Section 3, the discrete solution fieldŝ u n h,µ , Ψ n h,µ , n = 0, . . . N for µ ∈ P are determined as follows: As initial conditions we havê
with I h , I Γ,h denoting linear interpolation operators forÛ h ,Û Γ h and E h (ψ Γ ) denoting the solution of the extension problem defined in Section 3.4 for given boundary datâ ψ Γ .
We introduce some notation for bilinear and linear forms appearing in (14) and (19) which simplify the presentation of the model order reduction approach below: Problem (14) becomes
For the update of the transformation field we havê
where E h is the extension operator from (15) . The concentration update, cf. (19) , reads as
In these equation systems, a 1 , a 2 : 
with coefficient functions
where we made use of the notation from (9).
Reduced basis approximation
We construct a ROM for (23), (24) via Galerkin projection onto reduced order approximation spacesÛ
Many different strategies have been discussed in the literature for constructing lowdimensional reduced approximation spaces from solution snapshots of the full order model (23) , (24) . In this study we choose a basic proper orthogonal decomposition (POD, [31] ) approach:
We assume that an appropriate finite set of training parameters S train ⊂ P has been chosen and compute the snapshot sets
of the solution time trajectories of (23), (24) 
The truncation rank K is determined as the minimal K s.t. σ K+1 (Φ * )/σ 1 (Φ * ) < ε rb , where σ k (Φ * ) denotes the k-th singular value of Φ * .
Denoting the H 1 (Ω)-orthogonal projection ofÛ h ontoÛ r by P r and the (H 1 (Ω)) dorthogonal projection ofÛ h ontoÛ r by P r , the reduced order model is given as follows: For µ ∈ P, findû n r,µ ∈Û r , Ψ n r,µ ∈ id +Û r , 0 ≤ n ≤ N with initial datâ
with the boundary velocityŵ 
and with the concentration field update given by
In order to solve (28) , (29), we choose orthonormal bases ofÛ r ,Û r ,Û Γ r . We assemble the matrix of the linear operator P r • E h with respect to these bases, as well as the coefficient vectors of P r (I h (u init )), and P r (E h (I Γ,h (r l ))) for the initial condition (28) . In each time step, we then assemble the matrices and vectors of all bilinear forms a * and linear forms l * appearing in (29a), (29c). After that, the effort related to the computation of the basis coefficients ofû
where the summands correspond to the solution of (29a), (29b) and (29c). However, due to the dependence of the bilinear / linear forms on Ψ n r,µ ,ŵ n r,µ ,û n r,µ , the matrix assembly has to be carried out in each time step, requiring substantial computational effort proportional to dimÛ h . In the following section we use empirical interpolation to overcome this issue. 
After pre-assembly of the matrices of a m i and coefficient vectors of l m i , the effort for the assembly of the equation systems (33a), (33b) for an arbitrary µ ∈ P is of order
Computation of the interpolation data. We consider training sets of function evaluations
where X i = {x 1 , . . . , x |Xi| } is an appropriate finite subset ofΓ (i = 1, 2, 6, 7) resp.Ω (i = 3, 4, 5) and d i corresponds to the shape of the values of c i , i.e.
Using the C i as input for the greedy algorithm from [5] , interpreting tensor fields in is only required at the finitely many quadrature points used in the discretization scheme. Hence, it is sufficient to choose X i as the set of all these quadrature points. Also note that our approach differs from [3] in which each coefficient tensor component is interpolated separately, whereas we perform a single interpolation of the full tensor field using tensor-valued interpolation basis functions and scalar components of the tensor at given x ∈ X i as interpolation points. Since separate empirical interpolation of the tensor field components will in general select different interpolation points x ∈ X i for the individual components, we expect our approach to be more efficient in general (i.e. require less coefficient tensor evaluations).
Minimally intrusive implementation of empirical interpolation. In many cases it is technically difficult to replace in the PDE solver's matrix assembly code the analytically defined coefficient functions c i by a vector of function evaluations c m i at the given quadrature points. In the numerical example in Section 5 we have used the following less intrusive approach to implement the empirical interpolation procedure, which in addition does not require knowledge of the exact quadrature points used by the assembly routine:
Noting that c 
where the linear coefficients γ m,n i,µ can be directly obtained from the execution of the greedy algorithm. Using this representation, it immediately follows that
Since the matrices a i (·, ·; Ψ n h,µ ) have already been computed by the PDE solver, we can easily assemble the matrix of a 
Global mass conservation
As discussed in Section 3.5, choosing the test functionv h ≡ 1 in the concentration update equation (19) shows that the total mass Ω n h u n h dx is conserved by the discretization scheme, i.e. 
the same argument can be applied to the reduced concentration field given by (29c):
Here, Ω 
the total mass at time step n is only approximately given by the empirical interpolant of a 3 :
One way to recover exact mass conservation in the ROM is to apply the empirical interpolation procedure only to the coefficient functions of a 4 , a 5 , whereas a 3 (·, ·; Ψ n r,µ ) is evaluated exactly. For d = 2, we can evaluate a 3 as
whereā 3 is the 4-tensor given bȳ
The effort to assemble the matrix of a 3 (·, ·; Ψ n r,µ ) from the coefficients ofā 3 w.r.t. a basis ofÛ r is of order O((dimÛ r ) 2 · (dimÛ r ) 2 ). Although highly efficient implementations for this operation are available, the higher computational complexity in comparison to (30) , (34) will lead to dominating runtime costs for large reduced space dimensions. In three spatial dimensions (d = 3), the matrix of a 3 can be assembled exactly by the same argument with a computational effort of O((dimÛ r ) 2 · (dimÛ r ) 3 ). We expect this to be non-favorable, even for relatively small dimensions ofÛ r . However, to ensure mass conservation, only the functional a 3 (·, 1; Ψ n r,µ ) needs to be known exactly, the matrix of which can be computed by the same argument with a reduced effort of O((dimÛ r ) · (dimÛ r ) d ). Thus, choosing a basisφ i , 1 ≤ i ≤ dimÛ r forÛ r such that ϕ 1 = 1, we define the reduced bilinear formã 3 (û r ,v r ;ψ r ) onÛ r bỹ
and use as exactly mass conservative concentration update equation: In total, this equation system can then be assembled with an effort of
Numerical experiments
As a test for the developed reduced order modeling workflow we consider the parameterized model from Section 4.1 in two spatial dimensions and a two-dimensional parameterization (L = 2) of the initial boundary Γ 0 given by
where atan2(x) denotes the (−π, π]-valued angle between x and the 1 0 -axis (cf. Figure 3 ). We choose γ = 0.1 and T = 1 as final simulation time. The resulting ALE formulation is discretized using a first-order finite element approximation with 3,988 degrees of freedom per spatial variable, i.e. 11,964 degrees of freedom in total. As time step size we choose ∆t = 0.01. The solution trajectories of the solution fieldsû The discrete model and its reduction was implemented using NGSolve [29] and pyMOR [19] . All computations were performed on a single core of dual-socket Intel Xeon E5-2698 compute server with 256GB RAM.
Lagrangian vs. Eulerian viewpoint
To assess the viability of our approach, consider for the same parameter µ Figure 5a ). These functions u n h,eul can be seen as representatives for solution trajectories of discretizations of (1) that take an Eulerian viewpoint, as opposed to the presented Lagrangian formulation, e.g. phase-field discretizations with the size of the diffuse interface tending to zero.
In Figure 5b we compare the singular value decay of the Lagrangian solution field trajectoriesû 
Remark 1
We notice that exchanging the extensions Λ n h in (48), e.g. applying recent ideas from unfitted finite elements [16] to compute smooth extensions of the concentration field outside of Ω(t), may improve the approximability for the Eulerian formulation. However, even if the approximability can be improved drastically, it is unclear how hyper-reduction can be effectively applied (i.e. with a small number of interpolation points) in such an unfitted setting.
In [2] a different approach is taken, effectively considering the approximation problem over multiple spaces, by truncating approximating vectors defined on L 2 (R n ) to the respective domain Ω(t). 
Parametric model order reduction
To test the parameterized model order reduction approach discussed in Section 4, we consider the parameter domain
of which we choose a training set S train ⊂ P of 3 4 equidistant parameters. From the corresponding snapshot trajectories we compute the reduced approximation spacesÛ r , U r ,Û Γ r and empirical interpolations of c 1 , . . . , c 7 for varying relative training error tolerances ε rb , ε ei (cf. Figure 6 ). To assess the quality of the resulting ROMs, we compute the maximum relative model order reduction errors for 100 randomly chosen test parameters S test ⊂ P (cf. Figure 7) . We can observe an exponential error decay in both solution variables for simultaneously decreasing training error tolerances. For ε rb = ε ei = 10 −3 we observe errors of 1.36 · 10 −2 forû n r,µ and of 2.99 · 10 −3 for Ψ n r,µ . For ε ei ε rb we observe the usual instability of ROMs employing empirical interpolation for hyper-reduction. The computational speedup of the ROM over the finite element ALE discretization is shown in Figure 8b (surface plot). For ε rb = ε ei = 10 −3 the speedup is 41.
Next we consider the effect of not enforcing total mass conservation of the ROM: Whereas all previous computations were performed using the mass conservative concentration update equation (45), we now compute solutions of the ROM obtained using (33b) for the concentration update and consider the maximum relative mass conservation error
over all µ ∈ S test (Figure 8a ). We observe that the error decays with, but is almost always larger than ε ei , whereas it is mostly independent of ε rb . At the same time, computing (33b) instead of (45) is only slightly faster (Figure 8b , mesh plot). For 
which can be computed from the ROM as 
In Figure 9 we have computed V r,µ for ε rb = ε ei = 10 −3 and 50 × 50 equidistant values of δ 1 and δ 2 whereas α = β = 0.1 were fixed. The computation of these 2, 500 outputs took 36 minutes.
Conclusion and outlook
We presented the application of projection-based model order reduction for a model free boundary problem with unknown evolving geometry. By using ALE mappings to describe the geometry evolution of the model, we were able to apply standard reduced basis and empirical interpolation techniques. An appropriate time discretization 
Rel. Mass Conservation Error
(a) Maximum relative errors in mass conservation (50) for µ ∈ Stest when using (33b) for the concentration update. The errors were truncated at a maximum value of 1 to improve the readability of the plots. allowed us to obtain a globally mass conservative Galerkin ROM by including the constant functions in the reduced state space. Through a rank-one modification of the empirically interpolated reduced mass matrix we could preserve this property in the final fully online-efficient Galerkin-EI ROM.
In this work we have focussed on the reduced order modeling aspects specific to free boundary problems. The integration of more advanced techniques such as greedy basis generation based on a posteriori error indicators for the ROM should be straightforward.
We believe that the methodology can also be applied to different and even more complex free boundary problems. However, an obvious limitation of the presented approach lies in the dependency on one reference domain w.r.t. which all other domains can be expressed. For problems with large deformations or topology changes this will be insufficient and different discretizations with suitable reduced order modeling have to be considered.
Without changing the general approach, remeshing in the high-dimensional problem could be considered by considering multiple meshes on the reference domainΩ and using reduced basis techniques for mesh-adaptive schemes such as [35, 33, 1, 11] . However in the presence of large deformations, Ω(t)-dependent norms will have to be considered in the schemes in contrast to the currently fixed function spaces norms w.r.t. the reference domain.
Very attractive for the discretization would be the use of unfitted (or embedded) discretizations. In such a setting a naive approximation fails as we have seen in Section 5.1. It would be interesting if the slow decay of the Kolmogorov n-widths could be repaired by choosing a suitable embedding to define a joint approximation space (see also Remark 1). How hyper-reduction could be effectively applied in such an approach is unclear, however.
Software availability
The source code used to produce the numerical results in Section 5 can be obtained from https://doi.org/10.5281/zenodo.1232550 under an open source license.
