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PRIME IDEALS AND REGULAR SEQUENCES OF SYMMETRIC
POLYNOMIALS
NEERAJ KUMAR
ABSTRACT. Let S=C[x1, . . . ,xn] be a polynomial ring. Denote by pa the power
sum symmetric polynomial xa1 + · · ·+ xan. We consider the following two ques-
tions: Describe the subsets A⊂N such that the set of polynomials pa with a ∈ A
generate a prime ideal in S or the set of polynomials pa with a ∈ A is a regular
sequence in S. We produce a large families of prime ideals by exploiting Serre’s
criterion for normality [4, Theorem 18.15] with the help of arithmetic consider-
ations, vanishing sums of roots of unity [9]. We also deduce several other results
concerning regular sequences of symmetric polynomials.
1. INTRODUCTION
Let S =C[x1, . . . ,xn] be a polynomial ring. A sequence of elements y1,y2, . . . ,yd
in a ring S is called regular sequence on S if the ideal 〈y1,y2, . . . ,yd〉 is proper and
for each i, the image of yi+1 is a nonzero divisor in S/〈y1, . . . ,yi〉.
Following the notation of Macdonald [10], let pa,ha and ea denote the power
sum symmetric polynomial, complete symmetric polynomial, and the elementary
symmetric polynomial of degree a in S respectively. Let N be the set of positive
integers. For a given set A ⊂ N, we denote by the set of power sum symmetric
polynomials as pA = {pa | a ∈ A}. In this paper, we discuss the following two
questions:
Question 1.1. Let S=C[x1, . . . ,xn] be a polynomial ring. For which subsets A⊂N,
the ideal generated by the set of polynomials pA is a prime ideal in S.
Question 1.2. Let S=C[x1, . . . ,xn] be a polynomial ring. For which subsets A⊂N,
the set of polynomials pA is a regular sequence in S.
Similarly, we ask these questions for the complete symmetric polynomials and
the elementary symmetric polynomials. For obvious reasons, whenever pA is a
regular sequence generating a prime ideal and pb /∈ 〈pA〉, then pA, pb is a regular
sequence in S as well. More specifically, we will focus on Question 1.1.
These problems are fundamental in nature, and interesting, both in algebraic and
geometric point of view. In a more general setting of Question 1.1, it is mentioned
by Eisenbud that “ In general it is extremely difficult to prove that a given ideal
of polynomial is prime” [4, Chapter 10: pg.241]. The most powerful methods
known for showing primeness of ideal are Hochster’s method of “principal radical
system” [7] and Serre’s criterion for normality [4, Theorem 18.15]. We will use
the Serre’s criterion for normality in this paper.
The study of Question 1.2 began in the paper [1] in the dimention zero case by
Conca, Krattenthaler, and Watanabe. The Question 1.2 is highly non-trivial for
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n ≥ 3. For n = 3, a beautiful conjecture of Conca, Krattenthaler, and Watanabe
states that given a positive integers a < b < c with gcd(a,b,c) = 1, pa, pb, pc form
a regular sequence in C[x1,x2,x3] if and only if abc ≡ 0( mod 6), see [1, Con-
jecture 2.15]. The necessary condition follows from [1, Lemma 2.8]. For partial
evidence in support of sufficient condition, see [1, Theorem 2.11]. Similarly the
authors, also formulated a conjecture, when three complete symmetric polynomi-
als form a regular sequence in C[x1,x2,x3], see [1, Conjecture 2.17]. In a joint
paper with Martino [8], we could provide evidence for these conjectures by prov-
ing it in special instances. Then we employed the technique of Serre’s criterion
to show the primeness of an ideal. For instance, we have shown that the ideal
I = 〈pa, pa+1, . . . , pa+m−1〉 is prime in S if m < n−1, see [8, Theorem 3.3]. We
have also shown that the ideal I = 〈p1, p2m〉, where m∈N, is prime in C[x1, . . . ,x4],
see [8, Proposition 4.1]. In this way, we succeeded to give more families of reg-
ular sequences. With the help of Computer calculations, we proposed, Conjecture
4.5 and Conjecture 4.6 in [8]. One of the main result of this paper, Theorem 3.8,
partially answers the Conjecture 4.6 in [8].
In this paper, we have managed to produce families of prime ideals by exploiting
Serre’s criterion with the help of arithmetic considerations, vanishing sums of roots
of unity [9]. The main results of the paper are the following:
(i) Let S =C[x1,x2, . . . ,xn] be a polynomial ring with n≥ 4. Let I = 〈pa, pb〉,
where a,b ∈ N. Let b−a = n0. Suppose q1 is the smallest prime factor in
the factorization of n0. If q1 > max{n,a}, then I is a prime ideal in S.
(ii) Let S = C[x1,x2, . . . ,xn] be a polynomial ring with n ≥ 3. Let a ∈ N and
m < n−1. Let I = 〈pa, p2a, . . . , pma〉. Then I is a prime ideal in S.
Section 2 contains preliminary results. In Section 3, we discuss the problem of
whether two power sum symmetric polynomials generate a prime ideal in S for
n ≥ 4. We answer this to certain extent purely in terms of arithmetic conditions of
the degree of polynomials and the number of indeterminates, see Theorem 3.8. Let
I = 〈pa, p2a, . . . , pma〉, where a∈N, and m < n−1. We show that I is a prime ideal
in S for all n ≥ 3, see Theorem 3.13. For n ≥ 3, we show that ∂ha∂x1 , · · · ,
∂ha
∂xn form a
regular sequence in S for all a≥ 2. We also show that any two complete symmetric
polynomial form a regular sequence in S for all n ≥ 3. Similar results also hold
for the power sum and elementary symmetric polynomials, see Lemma 3.1 and
Proposition 3.7. Computer calculations in CoCoA [2] suggest that I = 〈h1,h2m〉,
where m ∈ N, should be a prime ideal in C[x1, . . . ,x4]. It is obvious for m = 1. We
provide evidence for m = 2 in the Example 3.16.
2. GENERALITIES AND PRELIMINARY RESULTS
Let S = C[x1, . . . ,xn] be a polynomial ring. Let pa, ha and ea be the power
sum symmetric polynomial, complete symmetric polynomial, and the elementary
symmetric polynomial of degree a in S respectively, that is,
pa(x1,x2, . . . ,xn) :=
n
∑
i=1
xai ,
ha(x1,x2, . . . ,xn) := ∑
1≤i1≤i2≤···≤ia≤n
xi1 xi2 · · ·xia ,
ea(x1,x2, . . . ,xn) := ∑
1≤i1<i2<···<ia≤n
xi1 xi2 · · ·xia .
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For instance, for n = 3 and a = 2, one has
p2(x1,x2,x3) =x21 + x
2
2 + x
2
3,
h2(x1,x2,x3) =x21 + x22 + x23 + x1x2 + x1x3 + x2x3,
e2(x1,x2,x3) =x1x2 + x1x3 + x2x3.
For these symmetric polynomials, we have the following Newton’s formula, see
[10, Equation’s 2.6′,2.11,2.11′ respectively]:
n
∑
i=0
(−1)ieihn−i = 0 for all n ≥ 1, (1)
aha =
a
∑
i=1
piha−i for all a ≥ 1, (2)
nen =
n
∑
i=1
(−1)i−1en−i pi for all n≥ 1. (3)
We will use the following lemma to prove the smoothness of symmetric polynomi-
als ha, ea, and pa in the Lemma 3.2. We will also use Lemma 2.1 in the Example
3.16.
Lemma 2.1. (Technical Lemma)
Let S = C[x1, . . . ,xn] be a polynomial ring. Then for the symmetric polynomials
ha, ea, and pa, one has the following:
(i) ∂ha∂xi = ha−1 + xi
∂ha−1
∂xi and ∑ni=1
∂ha
∂xi = (n+a−1)ha−1.
(ii) ∂ea∂xi = ea−1− xi
∂ea−1
∂xi and ∑ni=1
∂ea
∂xi = (n−a+1)ea−1.
(iii) ∂ pa∂xi = ax
a−1
i and ∑ni=1 ∂ pa∂xi = apa−1.
Proof. We can write ha = xiha−1 +g for some polynomial g not involving xi. Tak-
ing partial derivative of ha w.r.t. xi, one obtains
∂ha
∂xi
= ha−1 + xi
∂ha−1
∂xi
. (4)
By Euler’s formula, we have ∑ni=1 xi ∂ha−1∂xi = (a−1)ha−1. Thus, we conclude that
n
∑
i=1
∂ha
∂xi
= (n+a−1)ha−1.
Taking partial derivative of ea w.r.t. xi, one obtains
∂ea
∂xi
= ea−1− xi ∂ea−1∂xi . (5)
Proceeding as before, we conclude that
n
∑
i=1
∂ea
∂xi
= (n−a+1)ea−1.
The claim of (iii) is obvious. 
4 NEERAJ KUMAR
For a given natural number m, consider the m-th roots of unity in the field of
complex number C. We may ask ourself for which natural numbers n and k, do
there exist m-th roots of unity α1, . . . ,αn ∈C such that αk1 +αk2 + · · ·+αkn = 0? We
define such an equation to be Vanishing sum of k-th power of m-th roots of unity
of weight n. For k = 1, such an equation is said to be a vanishing sum of m-th
roots of unity of weight n. For instance, for m = 10 and k = 1, the set of n’s is
{0,2,4,5,6,7,8,9,10, . . . }. For a given m and k, let W (m,k) be the set of weights
n for which there exists a vanishing sum αk1 +αk2 + · · ·+αkn = 0, where αi is a m-th
roots of unity. If m has a prime factorization of the form qa11 q
a2
2 . . .q
ar
r , then by the
theorem of Lam and Leung [9, Theorem 5.2], the weight set W (m,1) is exactly
given by Nq1 + · · ·+Nqr. Poonen and Rubinstein [13] have classified all minimal
vanishing sums α1+ · · ·+αn = 0 of weight n≤ 12. For similar treatment by Mann,
one may also see [11].
Remark 2.2. Note that by [9, Theorem 5.2], for a given m ∈ N, W (m,1) depends
only on the prime divisors of m, and not on the multiplicity to which they occur
in the factorization of m. The theorem also shows that any (non-empty) vanishing
sum of m-th roots of unity must have weight ≥ q1, where q1 is the smallest prime
divisor of m.
Lemma 2.3. Let m ∈ N and α1, . . . ,αn be a subset of m-th roots of unity in C.
Suppose that q1 is the smallest prime factor in the factorization of m. Let k ∈ N be
any natural number such that q1 >max{n,k}. Then one has αk1 +αk2 + · · ·+αkn 6= 0.
Proof. The claim follows from Remark 2.2. 
3. PRIME IDEALS AND REGULAR SEQUENCES
We begin this section with a useful lemma, which states that all the partial
derivatives of a complete symmetric polynomial form a regular sequence in the
polynomial ring, see Lemma 3.1. Then we use Lemma 3.1 to show that the com-
plete symmetric polynomials and their partial derivatives are smooth polynomials,
see Lemma 3.2 and Lemma 3.3. Then we recall the irreducibility of Schur poly-
nomial in the polynomial ring, see [3, Theorem 3.1]. In a special case, we discuss
the smoothness of Schur polynomial, see Example 3.5. Then we discuss the main
results of this paper, Theorem 3.8 and Theorem 3.13 respectively. We also discuss
the case of two complete symmetric polynomials generating a prime ideal in the
polynomial ring.
Lemma 3.1. Let n ∈ N with n ≥ 3. Let S = C[x1,x2, . . . ,xn] be a polynomial ring.
Let a≥ 2. Then the following holds:
(i) ∂ha∂x1 , · · · ,
∂ha
∂xn form a regular sequence in S.
(ii) ∂ pa∂x1 , · · · ,
∂ pa
∂xn form a regular sequence in S.
(iii) ∂ea∂x1 , · · · ,
∂ea
∂xn form a regular sequence in S for all a < n.
Proof. Let the ideal generated by all the partial derivatives of ha be Ja, that is,
Ja = 〈∂ha∂x1 , · · · ,
∂ha
∂xn
〉. (6)
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We have aha = ∑xi ∂ha∂xi . Thus, clearly ha ∈ Ja. By Lemma 2.1 (i), we have
(n+a−1)ha−1 =
n
∑
i=1
∂ha
∂xi
∈ Ja.
That is, ha−1 ∈ Ja. By Lemma 2.1 (i), we have
∂ha+1
∂xi
= ha + xi
∂ha
∂xi
∈ Ja.
Thus, we observe that Ja+1 ⊂ Ja. Moreover, ha+1 ∈ Ja+1. Proceeding similarly, we
have a chain of containment of ideals
Ja+n−2 ⊂ ·· · ⊂ Ja+1 ⊂ Ja.
Therefore, we have ha−1,ha,ha+1, · · · ⊂ ha+n−2 ∈ Ja. Recall that by [1, Proposition
2.9], any n consecutive complete symmetric polynomials ha−1,ha, . . . ,ha+n−2 form
a regular sequence in S for all a≥ 2. Thus, we conclude that ht(Ja) = n, moreover
Ja is a complete intersection ideal in S. The claim (ii) is obvious. Let the ideal
generated by all the partial derivatives of ea be Ea. The proof of (iii) is similar
to above, except the fact that this time, we choose carefully a’s such that ea ∈
Ea. The reason for this is that ea = 0 for all a > n. We want to use the fact that
e1,e2, . . . ,en ∈ Ea. As we know that e1, · · · ,en form a regular sequence in S. 
In the following lemma, we discuss the smoothness of the symmetric polynomi-
als ha, ea and pa.
Lemma 3.2. Let n ∈ N with n ≥ 3. Let S = C[x1,x2, . . . ,xn] be a polynomial ring.
Then the following holds:
(i) ha is smooth, hence an irreducible element in S for all a≥ 1.
(ii) ea is smooth, hence an irreducible element in S for all 1 ≤ a ≤ n−1.
(iii) pa is smooth, hence an irreducible element in S for all a ≥ 1.
Proof. If a = 1, the claims are obvious. We will give an elementary proof of (i).
The proof of (ii) and (iii) are similar.
Proof of (i): If ha = f · g with f and g non constant polynomial, then f and g
have to be homogeneous. By Bezout theorem, the hypersurfaces f = 0 and g = 0
intersects in the projective space Pn−1, since n ≥ 3. This gives a singular point
on the hypersurface ha = 0. So, it suffices to prove that ha, ∂ha∂x1 , . . . ,
∂ha
∂xn have no
common zero in Cn−{0}. This claim follows from Lemma 3.1 (i). 
In the following lemma, we discuss the smoothness of the partial derivatives of
the complete symmetric polynomials.
Lemma 3.3. Let n ∈ N with n ≥ 3. Let S = C[x1,x2, . . . ,xn] be a polynomial ring.
Let a≥ 3. Then ∂ha∂xi is smooth, and hence irreducible in S.
Proof. It is enough to show that ∂ha∂x1 is smooth. Similar to the proof given in Lemma
3.2, it suffices to show that all its partial derivatives ∂ 2ha∂x1∂x1 ,
∂ 2ha
∂x1∂x2 , . . . ,
∂ 2ha
∂x1∂xn have
no common zero in Cn−{0}. We set few notations for convenience, for instance,
let ga,i = ∂ha∂xi . Let the ideal generated by all the partial derivatives of ga,1 be Ia:
Ia = 〈∂ga,1∂x1 ,
∂ga,1
∂x2
· · · , ∂ga,1∂xn 〉.
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Also note that ∂ga, j∂xi =
∂ga,i
∂x j . With this observation, one obtains
Ia = 〈∂ga,1∂x1 ,
∂ga,2
∂x1
· · · , ∂ga,n∂x1 〉.
Taking partial derivatives of ga,i w.r.t. x1, for i = 1, . . . ,n,
∂ga,1
∂x1
=
∂ha−1
∂x1
+ x1
∂ 2ha
∂x1∂x1
+
∂ha−1
∂xi
,
∂ga,2
∂x1
=
∂ha−1
∂x1
+ x2
∂ 2ha
∂x2∂x1
.
.
.
∂ga,n
∂x1
=
∂ha−1
∂x1
+ xn
∂ 2ha
∂xn∂x1
Then summing up, we get
n
∑
i=1
∂ga,i
∂x1
=(n+1)
∂ha−1
∂x1
+
n
∑
i=1
xi
∂
∂xi
(
∂ha−1
∂x1
)
=(♯)
∂ha−1
∂x1
,
for some integer number ♯, which is irrelevant. Thus, we conclude that ∂ha−1∂x1 ∈ Ia.
Also ga,1 ∈ Ia. We also know that ga,1 = ∂ha∂x1 = ha−1 + x1
∂ha−1
∂x1 . Thus, we get
ha−1 ∈ Ia. Now consider the ideal
Ia+1 = 〈∂ga+1,1∂x1 ,
∂ga+1,1
∂x2
· · · , ∂ga+1,1∂xn 〉.
Proceeding similarly, we obtain
n
∑
i=1
∂ga+1,i
∂x1
=(n+1)
∂ha
∂x1
+
n
∑
i=1
xi
∂
∂xi
(
∂ha
∂x1
)
=(♯1)
∂ha
∂x1
,
for some integer number ♯1, which is irrelevant. Thus, we conclude that ∂ha∂x1 ∈ Ia+1.
Also ga+1,1 ∈ Ia+1. We also know that ga+1,1 = ∂ha+1∂x1 = ha + x1
∂ha
∂x1 . Thus, we get
ha ∈ Ia+1. Also note that ∂ga+1,1∂xi ∈ Ia for all i. That is, Ia+1 ⊂ Ia. Proceeding in a
similar way, we obtain the following relations
Ia+ j+1 ⊂ Ia+ j, and ha+ j−1 ∈ Ia+ j
for all j ≥ 0. Thus, using similar argument as in the Lemma 3.1, we conclude
that ht(Ia) = n, moreover Ia is a complete intersection ideal in S. Thus the claim
follows. 
Following Macdonald [10], the Schur polynomial is defined as
sλ = sλ (x1, . . . ,xn) =
det(xλ j+n− ji )1≤i, j≤n
det(xn− ji )1≤i< j≤n
,
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where λ = (λ1,λ2, . . . ,λn) is the partition of non-negative integers with λi ≥ λi+1
for i = 1, . . . ,n−1. For Schur polynomial, we have the following relation, see [10,
Equation 3.4]:
sλ = det(hλi−i+ j)1≤i, j≤n (7)
where n≥ l(λ ).
Remark 3.4. Irreducibility of Schur polynomial is discussed by Dvornicich and
Zannier in [3]. Let n ≥ 3. For a given partition λ = (λ1,λ2, . . . ,λn), where λ1 >
λ2 > · · ·> λn with λn = 0 and gcd(λ1,λ2, . . . ,λn−1) = 1, then the Schur polynomial
sλ (x1, . . . ,xn) is irreducible in S = C[x1,x2, . . . ,xn], see [3, Theorem 3.1]. Recall
that ha and ea are special forms of a Schur polynomial. Simply note that the irre-
ducibility of ha and ea does not follow from [3, Theorem 3.1]. In the Lemma 3.2,
we not only show the irreducibility of these polynomials, but also the smoothness.
The obtained results partially extend the domain of partition for the irreducibility
of Schur polynomial.
Assuming that the Schur polynomial sλ (x1, . . . ,xn) is irreducible in S. One may
ask, whether is it true that the Schur polynomial is also smooth? The answer is
positive in the case of ha and ea. Computational evidence shows that the answer
is negative in general. However, in a special case, when the partition λ is of the
form (λ1,1,0) for λ1 ≥ 2, then the Schur polynomial sλ (x1,x2,x3) turns out to be
smooth in C[x1,x2,x3]. We discuss the proof of this in the following example:
Example 3.5. Let S = C[x1,x2,x3] be a polynomial ring. Let λ = (λ1,1,0) be the
partition. Then the Schur polynomial sλ (x1,x2,x3) is smooth in S for all λ1 ≥ 2.
Proof. By (7), we have
sλ = s(λ1,1,0) = h1hλ1 −hλ1+1.
Similar to the proof given in Lemma 3.2, it suffices to show that all its partial
derivatives ∂ sλ∂x1 ,
∂ sλ
∂x2 ,
∂ sλ
∂x3 have no common zero in C
3−{0}. Taking partial deriva-
tives of sλ w.r.t. xi, we get
∂ sλ
∂xi
=hλ1 +h1
∂hλ1
∂xi
− ∂hλ1+1∂xi
=(h1− xi)
∂hλ1
∂xi
for all i = 1,2,3.
We see that h1 6= xi, unless xi = 0 for all i. Thus the common zero of ∂hλ1∂x1 ,
∂hλ1
∂x2 ,
∂hλ1
∂x3
is also a common zero of ∂ sλ∂x1 ,
∂ sλ
∂x2 ,
∂ sλ
∂x3 . By Lemma 3.1, we conclude that 〈
∂ sλ
∂x1 ,
∂ sλ
∂x2 ,
∂ sλ
∂x3 〉
is a complete intersection ideal in S. Thus the claim follows. 
We record the following convention, which we will follow from here onwards
throughout this paper:
Conventions 3.6. When we list the symmetric polynomials fi1 , fi2 , . . . , fik with re-
spective degrees deg( fi j) = i j, we always assume that i1 < i2 < · · · < ik, unless
otherwise specified.
In the following proposition, we will see that any two complete symmetric poly-
nomials always form a regular sequence in S = C[x1, . . . ,xn] for n ≥ 3. Similar
results also hold for the power sum and elementary symmetric polynomials.
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Proposition 3.7. Let n ∈ N with n ≥ 3. Let S = C[x1,x2, . . . ,xn] be a polynomial
ring. Then the following holds:
(i) ha,hb form a regular sequence.
(ii) ea,eb form a regular sequence for all 1 ≤ a < b ≤ n−1.
(iii) pa, pb form a regular sequence.
Proof. We will prove (i). By Lemma 3.2, ha is an irreducible polynomial in S.
Hence S/〈ha〉 is a domain. Now hb being an irreducible polynomial in S, can not
be factored into lower degree complete symmetric polynomials ha. So, hb is a
nonzero divisor in S/〈ha〉 for b > a. Hence ha,hb form a regular sequence in S.
Proof of (ii) and (iii) are similar. 
We have seen that any two power sum polynomials pa, pb form a regular se-
quence in S = C[x1,x2, . . . ,xn] for n ≥ 3. We would like to know when two power
sum polynomials generate a prime ideal in S for n ≥ 4. In a special case, some
answers are known due to [8, Theorem 4.3 and Proposition 4.3]. In the following
theorem, we will answer this to certain extent, when two power sum polynomials
generate a prime ideal in S for n ≥ 4, purely in terms of arithmetic conditions of
the degree of polynomials and the number of indeterminates.
Theorem 3.8. Let S = C[x1,x2, . . . ,xn] be a polynomial ring with n ≥ 4. Let I =
〈pa, pb〉, where a,b ∈N. Let b−a = n0. Suppose q1 is the smallest prime factor in
the factorization of n0. If q1 > max{n,a}, then I is a prime ideal in S. Moreover
pa, pb, pc form a regular sequence in S for all pc /∈ 〈pa, pb〉.
Proof. If n0 = 1, then I is a prime ideal in S follows from [8, Theorem 4.3]. Thus,
we assume that n0 ≥ 2. Let R = S/I. We compute the Jacobian of I up to scalar
(We can ignore the coefficients, since we are in the field of characteristic zero.),
say Jacobian is J:
J =
(
xa−11 x
a−1
2 . . . x
a−1
n
xb−11 x
b−1
2 . . . x
b−1
n
)
.
Let J′ = I2(J), denotes the ideal generated by 2× 2 minors of Jacobian. Also
ht(I) = 2, since I is generated by a regular sequence of length 2. The determinants
of 2×2 minors of the Jacobian can be written as
J′ = 〈 xa−1j xa−1i (xb−aj − xb−ai ) 〉 for 1≤ i < j ≤ n.
Thus, we have
I + J′ = 〈 pa, pb, xa−1j xa−1i (xb−aj − xb−ai ) 〉 for 1 ≤ i < j ≤ n.
Claim:
√
I + J′ = (x1,x2, . . . ,xn).
Suppose not, that is, there exists w = (w1,w2, . . . ,wn) ∈ Pn−1 with w ∈ Z(I + J′).
Since w is in Pn−1, we may assume w = (1,y1,y2, . . . ,yn−1). As w ∈ Z(I+ J′), we
have that yb−ai = y
n0
i = 1 for all i = 1, . . .n−1, moreover w also satisfies pa, pb.
Therefore we have
1+ ya1 + ya2 + · · ·+ yan−1 = 0 and 1+ yb1 + yb2 + · · ·+ ybn−1 = 0.
Both the equations reduce to the existence of solution of 1+ya1+ya2+ · · ·+yan−1 = 0.
We use the fact that all the yi’s are n0-th roots of unity, say 1,ζ1, . . . ,ζn0−1. Suppose
q1 is the smallest prime factor in the factorization of n0. If q1 > max{n,a}, then
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it follows from Lemma 2.3 that 1+ ya1 + ya2 + · · ·+ yan−1 6= 0. So, the only possible
solution has to be the trivial solution. Hence the claim is proved.
Thus ht(I+J′) = n and dimS/(I + J′) = 0. The co-dimension of J′ in S is n−2.
By [4, Theorem 18.15], R is a product of normal domain, since n ≥ 4. Thus, we
can write R = R1×·· ·×Rk. Since R is a standard graded C-algebra with R0 = C,
also R0 = (R1)0×·· ·× (Rk)0 = Ck. Hence k = 1. Thus R is a normal domain and
I is a prime ideal in S. 
Remark 3.9. Let p1, p2, p5 ∈ C[x1, . . . ,x4]. By Newton’s formula (3), we observe
that p5 ≡ 0 mod (p1, p2). Hence p5 ∈ 〈p1, p2〉. Replacing xi by xdi , we may also
conclude that p5d ∈ 〈pd , p2d〉. Thus in the hypothesis of Theorem 3.8, we need the
condition pc /∈ 〈pa, pb〉.
Remark 3.10. Computer calculations in CoCoA [2] suggest that whenever I =
〈pa, pb〉 is a prime ideal in C[x1,x2,x3,x4], then pa, pb, pc form a regular sequence,
except pa, p2a, p5a. It is clear from Remark 3.9 that pa, p2a, p5a do not form a
regular sequence. If this computational claim can be answered, then it will prove
[8, Conjecture 4.5] to certain extent.
Proposition 3.11. Let I and J be the prime ideal in K[x1, . . . ,xn] and K[y1, . . . ,ym]
respectively, where K is an algebraically closed field. Let (I,J) be the ideal gener-
ated by elements of I and J in K[x1, . . . ,xn,y1, . . . ,ym]. Then (I,J) is a prime ideal
in K[x1, . . . ,xn,y1, . . . ,ym].
Proof. There is a standard isomorphism
K[x1, . . . ,xn]/I⊗K[y1, . . . ,ym]/J ∼= K[x1, . . . ,xn,y1, . . . ,ym]/(I,J)
by sending f ⊗g 7→ f g. We see that both K[x1, . . . ,xn]/I and K[y1, . . . ,ym]/J are
integral domains as well as K-algebras. By [12, Proposition 4.15(b)], the tensor
product of K[x1, . . . ,xn]/I and K[y1, . . . ,ym]/J is also an integral domain, since K
is algebraically closed field. Hence the claim follows. 
Remark 3.12. Note that the goal of Proposition 3.11 is to generate more families
of prime ideals from given prime ideals.
By [1, Proposition 2.9], we know that p1, p2, . . . , pn form a regular sequence in
S = C[x1,x2, . . . ,xn]. We also know that a subset of a regular sequence is again a
regular sequence. Thus p1, p2, . . . , pm also form a regular sequence for all m < n.
Then by [1, Lemma 2.2], we conclude that pa, p2a, . . . , pma also form a regular
sequence. Let I = 〈pa, p2a, . . . , pma〉, where a ∈ N, and m < n− 1. Let R = S/I.
Then R is a Cohen-Macaulay ring. In the following theorem, we will show that I
is a prime ideal in S. We show this by proving that R is a normal domain using
Serre’s criterion for normality.
Theorem 3.13. Let S=C[x1,x2, . . . ,xn] be a polynomial ring with n≥ 3. Let a∈N.
Let I = 〈pa, p2a, . . . , pma〉, where m < n−1. Then I is a prime ideal in S.
Proof. For a = 1, it follows from [8, Proposition 4.3]. Assume a > 1. Let R = S/I.
We compute the Jacobian of I up to scaler, say Jacobian is J:
J =


xa−11 x
a−1
2 · · · xa−1n
x2a−11 x
2a−1
2 · · · x2a−1n
.
.
.
.
.
. · · · ...
xma−11 x
ma−1
2 · · · xma−1n

 .
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We can ignore the coefficients, since we are in the field of characteristic zero. We
have ht(I) = m, since I is generated by a regular sequence of length m. Let J′ =
Im(J), denotes the ideal generated by m×m minors of Jacobian J. The determinants
of m×m minors of the Jacobian can be written as
J′ = 〈 x j1i1 x
j2
i2 · · ·x
jm
im ∏
1≤a<b≤m
(x jaia − x
jb
ib ) 〉 for 1 ≤ i1 < i2 < · · ·< im ≤ n,
where j1, j2, . . . , jm are some positive integers. Therefore
I+ J′ = 〈pa, p2a, . . . , pma, x j1i1 x
j2
i2 · · ·x
jm
im ∏
1≤a<b≤m
(x jaia − x
jb
ib )〉.
Claim:
√
I + J′ = (x1,x2, . . . ,xn).
Suppose not, that is, there exists w ∈ Pn−1 with w ∈ Z(I + J′). Then the vector
w can have at the most m− 1 distinct nonzero coordinates. If w has m or more
than m distinct nonzero coordinates, then w /∈ Z(J′). Say w has v distinct nonzero
coordinates. We can write
w = (w1, . . .w1,w2, . . . ,w2, . . . ,wv, . . . ,wv,0,0, . . . ,0),
where wi appears βi times and v≤m−1. Also w should satisfy pia for i = 1, . . . ,m.
Thus, we have
β1wia1 +β2wia2 + · · ·+βvwiav = 0 for i = 1,2, . . . ,m.
This is a system of equation, which can be represented in the matrix form with m
rows and v columns as

1 1 · · · 1
wa1 w
a
2 · · · wav
.
.
.
.
.
. · · · ...
w
(m−1)a
1 w
(m−1)a
2 · · · w(m−1)av




β1wa1β2wa2
.
.
.
βvwav

=


0
0
.
.
.
0

 .
We know that neither βi = 0 nor wi = 0 for i= 1, . . . ,v. So βiwai 6= 0 for i = 1, . . . ,v.
We can choose the matrix say M with first v rows out of m rows and look for
the solution. The matrix M is of full rank since wi 6= w j for i 6= j, so the only
possible solution has to be the trivial solution. Hence the claim is proved. By
similar argument as used in Theorem 3.8, we conclude that R is a normal domain
and I is a prime ideal in S. 
For n≥ 4, we know that the ideal 〈p1, p2, . . . , pm〉 is prime in S=C[x1,x2, . . . ,xn]
for all m < n−1, see [8, Theorem 4.3]. We will see in the following theorem that
similar result holds for the complete symmetric polynomials and the elementary
symmetric polynomials.
Proposition 3.14. Let pa,ha, and ea in the polynomial ring S = C[x1,x2, . . . ,xn],
with n ≥ 4. Let m < n−1. Then one has
〈p1, p2, . . . , pm〉= 〈h1,h2, . . . ,hm〉= 〈e1,e2, . . . ,em〉.
Therefore the ideals 〈h1,h2, . . . ,hm〉 and 〈e1,e2, . . . ,em〉 are also prime in S.
Proof. It follows from simple observation in the ring of symmetric polynomials
that the algebra generated by the power sum polynomials p1, p2, . . . , pm is same as
the algebra generated by h1,h2, . . . ,hm, and also by e1,e2, . . . ,em. Thus one has
〈p1, p2, . . . , pm〉= 〈h1,h2, . . . ,hm〉= 〈e1,e2, . . . ,em〉. (8)
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One may also conclude (8) from Newton’s formula (1) and (3). By [8, The-
orem 4.3], 〈p1, p2, . . . , pm〉 is a prime ideal in S. Thus, we can conclude that
〈h1,h2, . . . ,hm〉 and 〈e1,e2, . . . ,em〉 are also prime ideals in S. 
Remark 3.15. Let n = 4 in Proposition 3.14. Then h1,h2,ha form a regular se-
quence in S provided ha /∈ 〈h1,h2〉. By Newton’s formula (1), we observe that
h5 ≡ 0 mod (h1,h2). Hence h5 ∈ 〈h1,h2〉. We see that h1,h2 generate a prime
ideal in S, but h1,h2,h5 do not form a regular sequence in S. Thus, we need the
condition ha /∈ 〈h1,h2〉.
Computer calculations in CoCoA [2] suggest that I = 〈h1,h2m〉, where m ∈ N,
should be a prime ideal in S = C[x1,x2,x3,x4]. For m = 1, it follows from Proposi-
tion 3.14. We prove for m = 2 in the following example.
Example 3.16. Let S = C[x1,x2,x3,x4] be a polynomial ring. Let I = 〈h1,h4〉.
Then I is a prime ideal in S.
Proof. Let R = S/I. We compute the Jacobian of I, say Jacobian is J. Let J′ =
I2(J), denotes the ideal generated by 2× 2 minors of Jacobian. Also ht(I) = 2,
since I is generated by a regular sequence of length 2. The determinants of 2× 2
minors of the Jacobian can be written as
J′ = 〈 ∂h4∂xi −
∂h4
∂x j
〉 for 1≤ i < j ≤ 4.
By Lemma 2.1 (i), we may write J′ as
J′ = 〈 (x j − xi)h2 +(x2j − x2i )h1 +(x3j − x3i )〉 for 1 ≤ i < j ≤ 4.
Thus, we have
I+ J′ = 〈h1,h4, (x j − xi)h2 +(x2j − x2i )h1 +(x3j − x3i )〉 for 1 ≤ i < j ≤ 4.
Claim:
√
I + J′ = (x1,x2,x3,x4).
Suppose not, that is, there exists w = (w1,w2,w3,w4) ∈ P3 with w ∈ Z(I+ J′). We
assume that none of wi is zero. Also assume that wi 6= w j for i 6= j. Since w is in
P
3
, we can make w1 = 1 as w1 6= 0. So, let w = (1,x,y,z). As w ∈ Z(I + J′), we
have h1(w) = 0 = h4(w), moreover
(x j − xi)h2(w)+ (x3j − x3i ) = 0 for 1≤ i < j ≤ 4. (9)
By (9), either xi = x j or h2(w)=−(x2j +xix j+x2i ) for 1≤ i< j≤ 4. By assumption
xi 6= x j. Thus we have h2(w) = −(x2j + xix j + x2i ) for 1 ≤ i < j ≤ 4. An easy
simplification shows that it is not possible. We may argue similarly when wi = w j
for i 6= j. Hence there is no nontrivial solution. By similar argument as used in
Theorem 3.8, we conclude that R is a normal domain and I is a prime ideal. 
Simply note that by [1, Lemma 2.2 and Proposition 2.9], the sequence of polyno-
mials pa, p2a, . . . , pna and ha,h2a, . . . ,hna form a regular sequence in S=C[x1,x2, . . . ,xn]
respectively. We partially extend the above conclusion in the following proposi-
tion:
Proposition 3.17. Let S = C[x1,x2, . . . ,xn] be a polynomial ring. Let n,b,k ∈ N.
Then the following holds:
(i) pa, p2a, . . . , p(n−1)a, pb form a regular sequence in S if and only if b = nak.
(ii) ha, h2a, . . . ,h(n−1)a, hb form a regular sequences in S if and only if b= nak.
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Proof. By Newton’s formula (3), one has
pc =
{
(−1)knekn mod (p1, p2, . . . , pn−1), if c = nk;
0 mod (p1, p2, . . . , pn−1), otherwise.
Clearly p1, p2, . . . , pn−1, pc form a regular sequence in S if and only if c = nk. Thus
the claim (i) follows from [1, Lemma 2.2 ]. By Newton’s formula (1), one has
hc =
{
(−1)kekn mod (h1,h2, . . . ,hn−1), if c = nk;
0 mod (h1,h2, . . . ,hn−1), otherwise.
Clearly h1,h2, . . . ,hn−1,hc form a regular sequence in S if and only if c = nk. Thus
the claim (ii) also follows from [1, Lemma 2.2 ]. 
4. FINAL REMARKS
Following question is a special case of Question 1.1:
Question 4.1. Let S = C[x1,x2, . . . ,xn] be a polynomial ring with n ≥ 4. Let I =
〈pa, pb〉, where a,b ∈ N. For which pairs of integers a,b, I is a prime ideal in S.
We answer the previous question to some extent in the Theorem 3.8. We observe
that the Theorem 3.8 is still in weaker form, due to arithmetic condition q1 >
max{n,a}. In fact one can answer all the prime ideals which arises by using Serre
criterion for normality and vanishing sums of roots of unity, by answering the
following problem:
Problem 4.2. Let m ∈ N. Consider m-th roots of unity in the field of complex
number C. For which natural numbers n and k ≥ 2, do there exist m-th roots of
unity α1, . . . ,αn ∈C such that αk1 +αk2 + · · ·+αkn 6= 0.
Similar to Question 4.1, one may also ask the following question:
Question 4.3. Let S = C[x1,x2, . . . ,xn] be a polynomial ring with n ≥ 4. Let I =
〈ha,hb〉, where a,b ∈ N. For which pairs of integers a,b, I is a prime ideal in S.
For n = 4 in the previous question, the computational calculations in CoCoA [2]
suggest that I = 〈h1,h2m〉, where m∈N, should be a prime ideal in S=C[x1,x2,x3,x4].
Recall the following definition:
Definition 4.4. Let R =
⊕c
i=0 Ri, Rc 6= 0 be a graded Artinian algebra. We say that
R has the strong Lefschetz property (SLP) if there exists an element L ∈ R1 such
that the multiplication map
×Ld : Ri −→ Ri+1
has full rank for all 0 ≤ i ≤ c− 1 and 1 ≤ d ≤ c− i. We call an L ∈ R1 with this
property a strong Lefschetz element.
Let J = 〈pa, pa+1, . . . , pa+n−1〉 in the polynomial ring S = K[x1,x2, . . . ,xn] over
a field K. Then the Artinian ring R = S/J has the SLP, see [6, Proposition 7.1].
In the following example, we will show that for a complete intersection ideal I =
〈ha,ha+1, . . . ,ha+n−1〉, the Artinian ring R = S/I have the SLP.
Example 4.5. Let K be a field of characteristic zero. Let S = K[x1,x2, . . . ,xn]
be a polynomial ring over K with standard grading, i.e. degxi = 1 for all i. Let
I = 〈ha,ha+1, . . . ,ha+n−1〉. Then R = S/I has the SLP.
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Proof. Consider the initial ideal of I with respect to lexicographic term order, one
has
in(I) = 〈xa1,xa+12 , . . . ,xa+n−1n 〉.
Stanley [14] proved that every monomial complete intersection
K[x1,x2, . . . ,xn]/〈xa1,xa+12 , . . . ,xa+n−1n 〉
has the SLP with x1 +x2+ · · ·+xn as a strong Lefschetz element using the fact that
it is isomorphic to the cohomology ring of a direct product of projective spaces
over the complex number field. We see that S/in(I) has the SLP. Thus, by [15,
Proposition 2.9] we conclude that R has the SLP. 
Question 4.6. Let S = C[x1,x2, . . . ,xn] be a polynomial ring. Let k ∈ N. Is it true
that for the ideal I = 〈ha,h2a, . . . ,h(n−1)a,hnak〉, one has the initial ideal
in(I) = 〈xa1,x2a2 , . . . ,xnakn 〉.
If the answer to the previous question is positive. Then again one can construct
more examples of Artinian ring having the SLP. In a joint work with Martino [8],
we explicitly derive several examples of complete intersection ideal generated by
complete symmetric polynomials. Again, one can ask similar question for those
complete intersection ideals.
We conclude the section with one remark from the recent paper of Fro¨berg
and Shapiro [5], where the authors established a connection between regular se-
quences of complete symmetric polynomials and the codimention of the Vander-
monde variety. To an arbitrary pair (k; I), where k ≥ 2 is a positive integer and
I = {i0 < i1 < · · · < im−1}, m ≥ k is a sequence of integers, Fro¨berg and Shapiro
discuss the Vandermonde variety V dAk;I in [5]. Under the assumption i0 = 0 and
gcd(i1, . . . , im−1) = 1, the authors asked [5, Problem 2], for which pairs (k; I), the
variety V dAk;I has the expected codimention. In the first non-trivial case k = 3,m =
5, the authors conclude that the variety V dA3;I has the expected codimention (equal
to 3) if and only if three complete symmetric polynomials hi2−2,hi3−2,hi4−2 form a
regular sequence in C[x1,x2,x3]. The problem of when three complete symmetric
polynomials ha,hb,hc, form a regular sequence in C[x1,x2,x3] was considered in
[1, Conjecture 2.17]. In [5, Conjecture 13], in a special case, it is mentioned that
if (a,b,c) = (1,4,3k + 2),k ≥ 1, then ha,hb,hc neither is a regular sequence, nor
hc ∈ (ha,hb). This will be clear from the following proposition:
Proposition 4.7. Let S = C[x1,x2,x3] be a polynomial ring. Then h1,h4,hn form a
regular sequence in S if and only if n = 3k,k ≥ 1.
Proof. By Newton’s formula (1), one has
hn =


ek3 mod (h1,h4), if n = 3k;
0 mod (h1,h4), if n = 3k+1;
−(k+1)e2ek3 mod (h1,h4), if n = 3k+2.
Thus the claim follows from [8, Theorem 2.2]. 
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