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The reaction in solvent is common in our life. An infinite number of biochemical reactions
in our body, for example, proceed in aqueous phase. From the industrial aspect, many materials
are produced by reactions using various type of organic solvents. Although our society and
our body make use of a huge number of reactions in solvent everyday, the reaction, where
mechanism is fully elucidated by solvation theories, is very limited.
A theoretical approach to clarify the reactions in solvent was started from the end of 19th
century. The most difficult but most interesting point in the development of the solvation
theories is how to treat the infinite number of variables in solvent system. Many solvent models
have been proposed to tackle the difficulty. In the field of solvation chemistry, by using one
of the models or by combining some of the models, the reaction in solvent has been discussed
mainly based on solvation structure and the reaction field produced by solvent molecules.
Recently, a theoretical approach to study reactions in solvent from a different point of view
has been also proceeded. Thanks to the improvement of the computational system, the quan-
tum chemical calculation with solvation effect is becoming possible. In this field, the reaction
energies and the geometries of solute molecules are the main targets to be elucidated.
The theoretical study of the reaction in solvent is now active area, where the two fields of
solvation chemistry and quantum chemistry are overlapping. With computational chemistry
softwares, various type of the reactions in solvent have been studied. However the theoretical
approaches in this area seems to be biased toward one field. In most of quantum chemical
calculation with solvation effect, for example, the discussion is mainly focused on the elec-
tronic structure and solvation energies. To make clear the functions of solvent molecules, the
i
microscopic character of the solvent, such as solvation structure, must be elucidated.
In this thesis, the solvation theories focused on both of electronic structure of a solute
molecule and solvation structure were developed. With these theories, the reaction in sol-
vent can be discussed at molecular level. The author carried out this study in the hope that the
theories developed here will enlarge the overlapping area between the solvation chemistry and
quantum chemistry and will work well to elucidate the mechanism of the reactions in solvent.
The studies presented in this thesis were carried out at Department of Molecular Engineer-
ing, Graduate School of Engineering, Kyoto University from 2003 to 2008. The author would
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General Introduction
Solvent molecules play a leading part of reaction in solvent. The electric field produced by
solvent has great influence to the reactivity of many reactions and the absorption and emis-
sion spectra. In some case, the solvent molecule itself works as a key substrate for chemical
reactions and biochemical reactions. With the recent developing theoretical methods and com-





The system of the reaction in solvent consists of infinite number of molecules. To charac-
terize such complicated system, what kind of properties should be considered? Because bond
breaking and bond forming are included in most of the reactions, electronic structure ª of the
solute system is of course indispensable (scheme 1). Around the solute system, the solvent
molecules move vigorously at room temperature. By averaging the coordinates of the solvent
molecules around the solute molecule for a long time, a specific structure, such as hydrogen
bonding, is found. Because such a specific structure plays an important role to activate or
deactivate the reaction, the solvation structure g(r) is also important property to describe this
system (scheme 1).
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The electronic structure ª and solvation structure g(r) are often considered as independent
functions. However, it is not true. The structures ª and g(r) produce the electrostatic potential
V [ª] and V [g] around them. Both of V [ª] and V [g] lead to the change of the structures g(r)
and ª, respectively (see scheme 1). Therefore, the structures ª and g(r) are coupled with each
other through this potential V .
The reaction in solvent is very complicated system, where solvent system and solute system
affect each other. To study the reaction in theoretical manner, how to evaluate the structures ª
and g(r), as well as the electrostatic potential V plays key roles.
1 Electrostatic potential V
A molecule consists of the positively charged nuclei and negatively charged electrons. These
particles produce the electrostatic potential around the molecule. In this section, the author
describes how to define the electrostatic potential V as a functional of electronic structure ª
and solvation structure g(r).
1.1 V as a functional of ª







This is one of the fundamental property in quantum chemical calculation. By expanding ª
with atomic orbitals, eq. 1 can be calculated easily [1].
In the classical limit, atomic charge q is widely employed instead of ª. The electrostatic





jr¡ rij ; (2)
where Na is the number of atoms and ri is the position of the atom. In most case, the atomic
charge can be determined so that the potential calculated by eq. 2 reproduces V (r) evaluated
by eq. 1.
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1.2 V as a functional of g(r)
The electrostatic potential V generated by solvent molecules is calculated from solvation
structure. One of the most difficult points in the calculation is how to treat the solvent system,
which has infinite number of variables. To overcome (or avoid) the difficulty, many useful the-
ories such as molecular simulation, integral equation theory, and dielectric continuum model
have been proposed (Fig. 1).
(a) (b) (c)
Figure 1: Examples of solvation theories; (a) Dielectric continuum model, (b) Integral equation theo-
ries, and (c) molecular simulation.
The most simple method is dielectric continuum model. In this model, the coordinates
of all of the solvent molecules are completely averaged (or ignored) and solute molecule is
immersed into a cavity embedded in the continuum (Fig. 1(a)). Because the solvent system is
characterized solely by a dielectric constant ², the equation to be solved becomes very simple.
When a solute molecule is put into a spherical cavity with radius a, the electrostatic potential
is expressed with,
V (r; ­^) = ¡
1X
l=0
(l + 1)(²¡ 1)






where ­^ is Euler angle andMlm is the multipole moment of the solute molecule. The important
low-order terms were proposed by Born (l = 0) [2], Onsager (l = 1) [3], and Abraham et
al.(l = 2) [4]. This strategy is very simple and the microscopic properties such as solvation
structure cannot be obtained.
In molecular simulation, solvent molecules are treated explicitly (Fig. 1(c)). The coordinate
sets of the molecules (r(i)1 ; r
(i)
2 ; ¢ ¢ ¢ ; r(i)M ) at the i-th step are produced by the Metropolis method
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or equation of motion [5], where M is the number of particles in this system. The electrostatic











where qj is the atomic charge of the j-th particle and N is the number of the steps calculated
in this simulation. If N and M were infinitely large, exact potential could be obtained in
principle. However, the calculation in reality is restricted with the finite numbers of N (106 »
108) and M (102 » 104).
In integral equation theories for liquids (IETs), the coordinate of each solvent molecule is
not calculated explicitly. Instead of the coordinate set (r(i)1 ; r
(i)
2 ; ¢ ¢ ¢ ; r(i)M ), the following pair











dq3 ¢ ¢ ¢ dqNe¡
1
kBT
U(r1;r2;¢¢¢ ;qN ); (5)
where ¥ is the grand partition function, kB is Boltzmann’s constant, U is the intermolecular
interaction between molecules, and z is the activity. When a solute molecule is fixed at the
origin and the solvent system is homogeneous, the solvation structure around solute molecule
g(r) is obtained by g(r) = ½(2)(r)=½u½v, where r is the vector from the origin to the solvent
site and ½u (½v) is the number density of the solute molecules (solvent molecules). With the
solvation structure g(r), the electrostatic potential is evaluated by the following equation,








where M 0 is the number of atoms in a solvent molecule and qj is the atomic charge of these
atoms.
The information of the coordinate set (r(i)1 ; r
(i)
2 ; ¢ ¢ ¢ ; r(i)M ) used in molecular simulation is
unnecessarily detailed for many purposes. On the other hand, the coordinates are completely
averaged in dielectric continuum model. By introducing g(r), the variables in eq. 6 are dramat-
ically reduced compared to those in eq. 4. Moreover, g(r) is informative enough to analyze the
solvation structure at molecular level. The preparation of g(r) is the crucial task to compute
V [g] accurately.
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2 Solvation structure, g
Solvation structure g(r) is one of the most important properties for the system because it






3D distribution functionRadial distribution function
Scheme 2
What does the solvation structure look like? The structure of solid state is very clear. All of
the molecules take the almost fixed coordinates and the structure is completely ordered. On the
other hand, in gas phase, the molecules move randomly and the structure around a molecule is
completely uniform all over the space. The solvent structure is between them; not completely
ordered and not completely uniform.
When the probability of finding two particles at a distance is observed, the 1D solvation
structure called radial distribution function (RDF) is evaluated (scheme 2). RDF has been
employed to characterize solvation structures for a long time. By neutron scattering and X-ray
diffraction, RDFs of liquid systems were obtained by performing Fourier transformation of
the static structural factors [13–17]. They can also be obtained by theoretical methods such
as molecular simulation [5] and IETs [6]. In the case of Reference Interaction Site Model
(RISM) [11, 18], which is one of the most popular IETs, the RDF between sites ® and ¯, g®¯ ,
is calculated by the following equations,




!®± ¤ c±° ¤ !°¯(r) +
X
±°









where * denotes the spacial convolution integral, u®¯(r) is the potential between site ® and
site ¯, and c®¯(r) is the direct correlation function. !®¯(r) is the intramolecular correlation
function, which defines the molecular geometry.
RDFs have been well employed to discuss the solvation structure. However, it becomes
very difficult to imagine the solvation structure only from RDFs as the number of atoms in a
molecule increases. Even in the case of water, the assignment of some peaks in the RDF is
very difficult only with the 1D data. This is because the information about the angular part is
completely integrated out in RDF.
The computational methods which can directly evaluate 3D solvation structure have also
been developed. The solvation structure of liquid water, for example, was discussed in detail
with molecular simulation approach [19–21]. In the case of IET, three-dimensional RISM (3D-
RISM) [8, 22] has been applied to much larger and more complicated solvation systems than
those evaluated by molecular simulation, such as hydration structure around a protein. The
solvation structure of the site ® around a solute molecule g®(r) is evaluated with the following
equations,




C¯ ¤ !¯®(r) +
X
¯








where u®(r) is the potential function between site ® and the solute molecule. This method has
been applied to the solvation structures of not only the small systems [23] but also the hydration
structure around a protein [24–26]. Although the 3D solvation structure calculated by 3D-
RISM or molecular simulation is much more informative than the RDF, high computational
cost and long computational time are required to obtain accurate solvation structure.
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3 Electronic structure, ª
The wave function ª with solvation effect is determined by the following equation,h
H^0 + V^
i
jªi = E jªi ; (13)
where H^0 is the Hamiltonian of a solute molecule in isolated state and V^ is the electrostatic
interaction operator [27–30]. As shown in scheme 1, the wave function ª affects solvation
structure g(r) through V [ª] and the g(r) affects the wave function ª through V [g(r)]. The
operator V^ is introduced to incorporate the interaction.
Eq. 13 can be derived from the variation condition on free energy of the system [31, 32].





+ Enuc +Gsol [V [ª]; a1; a2; ¢ ¢ ¢ ; aM ] ; (14)
whereEnuc is the nuclear repulsion energy. Gsol is the solvation free energy evaluated under the
electrostatic potential V [ª] and some variables ai (i = 1; ¢ ¢ ¢M) characterizing solvents (ex.
h and c in RISM). The trial function to be minimized with the constrains to the orthonormality
of the wave function is defined, as follows;
L ´ G+ E(hªjªi ¡ 1): (15)

























Because Gsol is minimum with respect to faig in this scheme, the first term of eq. 16 is 0.












If the second term in brackets on the right-hand side is replaced by V^ , eq. 17 is equal to eq.
13.
Hybrid approaches have been developed by combining with many solvation theories. In
quantum mechanical/molecular mechanical (QM/MM) approach, small systems, such as the
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excitation reaction of H2CO [33], glycine [34], and SN2 reaction [35] in aqueous phase were
investigated precisely. In dielectric continuum approach, Polarizable Continuum Model (PCM)
[36–40] has been applied to various physicochemical systems, such as diazine in polar sol-
vent [41], 5-fluorouracil and uracil in acetonitrile and water [42], and solvatochromism of
betaine-30 [43]. Although these methods have been widely used, they have some weakpoints;
the former method requires much computational cost and time, and the latter method cannot























The hybrid QM calculation with RISM (RISM-SCF) [28, 32, 44, 45] is one of the powerful
method to overcome the weakpoints in the QM/MM approach and dielectric continuum model.
In the procedure of RISM-SCF, the cycle in scheme 3 is taken; 1° point charges on atoms
are evaluated after QM calculation, 2° RISM calculation is performed with the electrostatic
potentials V [ª], and 3° QM calculation is carried out with the electrostatic potential V [g]
produced by the RDFs. This cycle is repeated until self-consistent structures between ª and
g(r) are obtained. With this strategy, not only the solvation energies but also 1D solvation
structure, RDF can be evaluated. Moreover, the calculation of electrostatic potential V [g]
with RDFs is so simple that the computational cost and time are much smaller than those
of QM/MM approach. RISM-SCF has been applied to many systems in solution, such as
SN2 type reaction [46, 47], electron transfer reaction [48], proton transfer reaction [49], and
8
charging process of organic compounds [50].
4 Problems in the calculation of solvation structure and elec-
tronic structure
Effective solvation theories have been proposed and applied to many systems to investigate
solvation structure and electronic structure with solvation effect theoretically. However, there
are still some problems to be solved.
In the analysis of solvation structures, 1D solvation structure (ex. RDF) and 3D solvation
structure have been investigated. RDFs have important information about solvation structure
and have been widely employed in experimental and theoretical studies. However, because the
information of angular part is completely integrated out, it is difficult to image the orientation
of solvent molecules from only RDFs as the number of atoms in a molecule increases. 3D
solvation structure is more convenient information in this analysis than RDF, but the required
computational cost and time are huge even with the recent computer system. To obtain the
informative 3D solvation structure with reasonable cost and time, new methods are required.
In the calculation of electronic structure, RISM-SCF is very powerful tool which can calcu-
late not only the electronic structure ª but also the solvation structure g(r). The computational
cost of RISM-SCF is much smaller than that of QM/MM approach. Moreover, the method can
obtain the solvation structure, which cannot be calculated with the dielectric continuum model.
This method is becoming a powerful tool to study the reaction in solvent theoretically. How-
ever, it has been showed that the calculation of RISM-SCF for complex solute molecules such
as metal complexes doesn’t converge. To enlarge the applicability of RISM-SCF, different
strategies should be developed.
5 Survey of the present thesis
In this study, the author developed the solvation theories focused on both of the solvation
structure and electronic structure to overcome the problems. This thesis consists of two parts.
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In part I, two theoretical approaches to obtain 3D solvation structure were proposed. In
chapters 1 and 2, the method to reconstruct the 3D solvation structure from RDFs was devel-
oped. The 3D solvation structure is expanded with real solid harmonics and the expansion
coefficients are determined so that the calculated RDFs reproduces the reference RDFs. The
method was applied to the solvation structure of typical example, H2O and more complicated
system, neat methanol and DMSO solutions. The results obtained by the present method were
compared with the reference solvation structures, which were calculated by molecular dynam-
ics.
In chapter 3, a new method to calculate 3D solvation structure from a first principle was
proposed. The method which can evaluate high-quality 3D solvation structure was derived by
introducing the information of angular part. The 3D solvation structures were compared with
those obtained by previous works and molecular simulation.
In chapter 4, the method which can apply to a large system was derived based on the method
proposed in chapter 3. The strategy in this method is so efficient that the solvation structure
around a large molecule can be evaluated with reasonable computational time and cost. The
solvation structure and the partial molar volumes of amino acids calculated by the present
method were compared with those obtained by 3D-RISM. This method was also applied to the
calculation of hydration structure around a protein called Fv fragment.
In chapter 5, the hydration structure for a Bacteriorhodopsin (bR) was evaluated with the
method described in chapter 4. The bound waters inside bR was calculated and compared with
those obtained by X-ray crystallography.
In part II, the development and application of RISM-SCF and the calculation of dielectric
continuum model were carried out. In chapter 6, the electronic structures of metal complexes
in aqueous phase were evaluated using dielectric continuum model. Because the electronic
structure has both of the localized and delocalized characters in aqueous phase, the multiref-
erence nature of wave function has to be included. The author employed the two-state model
proposed by Farazdel et al [51] and combined it with dielectric continuum model. The differ-
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ence of electronic structure in aqueous phase among these complexes was explained based on
molecular orbital theory.
The dielectric continuum model in chapter 6 worked well for the system. However, it is
much better if the solvation structure can be investigated at the same time. To fulfill the re-
quirement, in chapters 7, 8, and 9, RISM-SCF approach was employed.
In chapters 7 and 8, the modified charge assignments were introduced into RISM-SCF cycle
described in scheme 3. These methods were applied to metal complexes and a charge-transfer
complex in aqueous phase, which are the difficult examples to be calculated by the original
RISM-SCF.
In chapter 9, spatial electron density distribution (SEDD) was introduced into the RISM-
SCF strategy and proposed a new generation of RISM-SCF (RISM-SCF-SEDD). With the
present strategy, the instability of the charge fitting in the original RISM-SCF was removed.
RISM-SCF-SEDD was applied to small molecules, H2O, C2H5OH, and HLi. The usefulness
of the method was clearly shown by comparing the obtained partial charges and solvation
structures with those calculated by the original RISM-SCF.
11
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A new method to reconstruct 3D spatial
distribution function from radial distribution
function in solvation structure
1.1 Introduction
To understand most of the chemical reactions correctly, solvent effects should be consid-
ered in theoretical analysis. Various methods such as dielectric continuum model, molecular
dynamics (MD), and integral equation theory of liquids (IET) [1] have been proposed to in-
vestigate solvent effects. These methods are useful to calculate solvation energy. However, 3D
information on solvent coordination such as a spatial distribution function (SDF) has not been
studied thoroughly, except for limited pioneering works [2–10], despite 3D information being
very helpful to understand chemical reactions in solution phase by visualizing the solvation
feature [11].
One of those works was reported by Soper et al. [7–9]. They expanded the SDF as a function
of position vector and orientation of solvent using spherical harmonic functions, and optimized
the coefficients, which determine the shape of SDF, with the minimum noise formalism [9].
The equation for the coefficients was solved in an iterative manner. Sato et al. [3] presented the
“most plausible solvation structure” (MPSS) using the radial distribution functions (RDFs).
Simulation techniques such as MD method, three dimensional reference interaction model
(3D-RISM) [12,13], can evaluate SDF directly. However, both of the methods need long com-
putational time to calculate SDF. There are other IETs, such as MOZ theory [14–21], that can
analyze three-dimensional structure of solvation, though those results have the approximations
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inherent in IETs.
On the other hand, RDFs, which are the most frequently used in discussion, are easily eval-
uated with much shorter computational time. Thus, it is highly desired to develop the method
that easily provides SDF from RDFs.
In this communication, we newly propose an interesting method to reconstruct approximated
SDFs of solvent site from RDFs, which are calculated by any solvation theory, by employing
the spherical harmonic expansion around each solute site. This expansion leads to simple linear
equation and we can obtain the coefficients determining the shape of approximated SDFs by
solving the equation. The efficiency of this method is clearly shown here by applying this
method to the coordination of solvent water around a water molecule.
1.2 Method and computational details
Method
We begin with SDFs of solvent site s around a solute molecule, ns(r),
½s(r) = ½ns(r); (1.1)
where ½ is the number density of solvent and r is the position vector in 3D space. The RDF






where Q´ is the position vector of the ´ site and R represents the distance between the ´ site
and the s site.
The SDF of solvent s site is well approximated by basis functions including real solid har-













+ f´;sf (jr¡Q´j); (1.3)
where fC´;s;il;m g are coefficients, f´;si and f´;sf are basis functions in radial part up to N. After
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where fC´;s;i0;0 g are fixed as 1 [22]. The basis functions f´;si (R) and f´;sf (R) in eq. 1.4 are
determined to reproduce g´;s(R). f´;si (R) and f
´;s
f (R) are used to represent solvation shell and
bulk solvent region, respectively. The function f´;sf (R) converges to 1 in R ! 1. Hereafter
we call the RDF calculated by solvation theory as reference RDF (RRDF). If we can expand
RRDFs exactly by f´;si (R) and f
´;s
f (R), RRDFs are reproduced correctly by integrating over
the angular part of n´s(r) in eq. 1.3 around solute ´ site.
It is noted that in each SDF for solvent s site, there are expanded SDFs to the number of
solute siteNa. The coefficients fC´;s;il;m g in eq. 1.3 are determined so that the difference between
all these SDFs centered on different solute site becomes the smallest; when a sufficiently large
number of real solid harmonics and basis functions are employed, all of the SDFs become








(n´s(rk)¡ n°s (rk))2; (1.5)
where Np is the number of the grid points which are prepared around the solute. As the number
of basis functions in eq. 1.3 increases, ¡s decreases. By minimizing eq. 1.5, we can obtain the
equation that determines the coefficients fC´;s;il;m g:
C = ¡A¡1B; (1.6)
whereC is the vector whose component is C´;s;il;m and the components ofA andB are given by



























(Na±´;° ¡ 1)f°;sf (jrk ¡Q°j): (1.7b)
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By solving this linear equation, we can obtain the coefficients without any iterative calculation.
In this regard, the present method provides approximated SDFs very easily.
Because we cannot use infinite number of basis functions in practice, the quality of n´s(r)s
is not uniform in all space; in other words, n´s(r) is given in high accuracy where r is close
to solute site ´, but it gets worse when r is distant from ´ site. To obtain well-balanced SDF





The computational procedure is summarized as follows: (1) The first step is to fit f´;si=f (R) to
RRDFs, (2) the second step is to evaluate eqs. 1.7a and 1.7b and to solve eq. 1.6, and (3) the
third is to take average n´s(r) with eq. 1.8.
1.2.1 Computational details
We employed the RRDFs calculated by the MD method reported by Jorgensen et al. [23].
Also, we evaluated here RRDFs with the extended RISM (XRISM) [24], where the simple
point charge (SPC)-like water model [25] was employed. The standard modification for LJ
parameters was made in the hydrogen site. The hypernetted chain (HNC)-like closure was
used in solving XRISM equation. All calculations were carried out at the temperature 298.15
K and the number density 0.033426 molecule/A˚3. Hereafter, we call the RRDFs of MD and
XRISM as RRDFs(MD) and RRDFs(XRISM), respectively.





exp(¡®´;s(R¡ ¯´;s)) + 1 ; (1.9)
to approximate RRDFs in the least square fitting technique. In this calculation, we employed
the real solid harmonics up to l = 10.
1.3 Results and discussion
The RRDFs(XRISM) and RRDFs(MD) of oxygen-oxygen and hydrogen-oxygen are shown

















































Figure 1.1: Fitted RDFs and RRDFs; (a) oxygen-oxygen and (b) hydrogen-oxygen. Solid lines I, II,
III, and IV represent fitted RDF(XRISM), RRDF(XRISM), fitted RDF(MD), and RRDF(MD), respec-
tively. Dashed lines represent basis functions used for the fit of RRDF(XRISM).
the XRISM (I) and the MD (III) methods were constructed by the fitted basis functions, as
shown in Fig. 1.1(a) and Fig. 1.1(b), in comparison with II and IV. We found that three f´;si
functions and one f´;sf function are enough to reproduce well RRDFs (II and IV). However,
we cannot reproduce the second peak (b in Fig. 1.1(a) and 1.1(b)) properly, when using only
two f´;si functions and one f
´;s
f function. One can see that I and III well reproduce II and IV,
respectively. The basis sets c and e mainly used to reproduce the peaks a and b in RRDFs. The
second basis set d seems to correspond to the distribution of the “interstitial water molecules”,
which is suggested to be around R = 3:5A˚ [5].
The resultant solvent coordinations in 3D, nO(r) and nH(r), are used to calculate the charge
density by the following equation,
½q(r) = ½qOnO(r) + 2½qHnH(r); (1.10)
where qO and qH are the charges of the oxygen and the hydrogen of solvent water, respectively.
The charge density in the plane including all the atoms (XZ-plane) is shown in Fig. 1.2(a) and
that in the bisector plane of the HOH angle (YZ-plane) is shown in Fig. 1.2(b). Because these
density maps have C2v symmetry, we divided them into two regions and show only a half of
them in these figures. The right hand side is for the MD method and the left hand side for the
XRISM. The negative density (solid line) represents nO(r) and the positive density (dashed
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Figure 1.2: Charge distribution (jej=A˚3); (a) in the plane including the oxygen and two hydrogens and
(b) in the bisector plane of HOH angle. Solid line represents negative part (oxygen), and dashed line is
for the positive part (hydrogen). The charge distributions constructed by MD and XRISM are shown in
the region (X > 0) and the region (X < 0), respectively.
line) represents nH(r). In Fig. 1.2(a), one can see the negative charge distribution around the
hydrogen of the central water (hereafter, we call it “solute water”). When RRDFs(XRISM)
were employed, the maximum of the distribution is located at (X = ¡2:5A˚, Z = 1:6A˚) and
the distance between the maximum and the hydrogen of “solute water” is evaluated to be 2.0
A˚. When RRDFs(MD) were employed, the maximum is at (X = 2:4A˚, Z = 1:4A˚) and the
distance is 1.8 A˚. Thus, these distributions are attributed to the first peak in Fig. 1.1(b). These
negative charge distributions arise from the oxygen that forms hydrogen bond with “solute
water”. Positive charge distribution and negative one are at (X = 0:0, Z = ¡2:0A˚) and
(X = 0:0, Z = ¡3:1A˚) when RRDFs(XRISM) are employed and at (X = 0:0, Z = ¡1:8A˚)
and (X = 0:0, Z = ¡2:8A˚) when RRDFs(MD) are employed. These distributions are at-
tributed to different type of hydrogen bonding solvent, as will be discussed below. Fig. 1.2(b)
shows charge distribution on the bisector plane of HOH. The positive distribution and neg-
ative one indicate that solvent water molecules are present over the average at the region of
Z < 0. The angle µ (defined in the right-upper box) of O distribution is evaluated to be
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about 102 degree when RRDFs(XRISM) are employed and 124 degree when RRDFs(MD)
are employed, respectively. The latter value agrees well with previously reported value (about
130 degree) [10, 14]. The SDF of solvent oxygen site reconstructed by RRDFs(MD) present
the µ value close to 125.3 (=cos¡1(¡ 1p
3
)) degree which is the exact value when the oxygen
takes perfect tetrahedral network. However, the µ value calculated with RRDFs(XRISM) is
somewhat smaller than that of 125.3 degree. This is because the first peak of oxygen shifts
to outer region and the first peak of hydrogen shifts to inner region in RRDF(XRISM). We
can conclude that this small µ value is attributed not to the present reconstruction method
but to RRDFs(XRISM). As shown in Fig. 1.2(a) and Fig. 1.2(b), broad distribution is ob-
served around (X;Y; Z) = (0:0; 0:0;¡1:9), (0:0; 0:0;¡3:0) when RRDFs(XRISM) were em-
ployed and around (X;Y; Z) = (0:0; 0:0;¡1:8), (0:0; 0:0;¡2:8) when RRDFs(MD) were em-
ployed. If water coordination took a simple tetrahedron structure (“standard coordination”),
there should be no distribution there and two separated distribution could be found at about
µ = §125. These broad distributions indicate a great deal of variation of solvent water from
“standard coordination”. This continuous distribution of solvent water was also reported by
Soper et al [8].
(a) (b)
Figure 1.3: Three dimensional SDF map of the oxygen in solvent water using the real solid harmon-
ics up to l = 10; (a) constructed from RRDF(XRISM) and (b) constructed from RRDF(MD). The
isodensity surface for nO(r) = 1:8 is shown. This figure was drawn with the help of MOLEKEL
package [26].
The three dimensional SDF of no(r) > 1:80 reconstructed by RRDFs (XRISM) and RRDFs
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(MD) are illustrated in Fig. 1.3(a) and Fig. 1.3(b), respectively. Both SDFs look very similar
to each other. All of the lobes correspond to the distribution of the solvent water that forms
hydrogen bond with “solute water”, as discussed above. This character of the oxygen distri-
bution is essentially the same as those reported by Svishchev et al. [10] and Soper et al [8].
These results indicate that RRDFs (XRISM) as well as RRDFs (MD) are useful to construct
SDFs.
Figure 1.4: The three dimensional SDF map of the oxygen in solvent water constructed by
RRDF(XRISM) using the real solid harmonics up to 2. The isodensity surface and the package used
are the same as in Fig. 1.3.
In order to check how much the SDFs depend on real solid harmonic expansion, we evalu-
ated the SDF of solvent oxygen site from RRDF(XRISM) using the real solid harmonics up to
l = 2. The reconstructed 3D SDF no(r) is shown as an example in Fig. 1.4. Although edge
of the lobe is ambiguous because of the insufficient azimuthal accuracy, the shape and the
position of the lobes resemble well those of Fig. 1.3 calculated up to l = 10. The XRISM cal-
culation of water followed by reconstruction of SDF with l = 2 is performed in a few minutes
in a personal computer [27]. Therefore, the present method to reconstruct SDFs from RDFs is
very powerful for investigation of solvation structures.
1.4 Conclusion
A new method to reconstruct SDFs from RDFs is presented here. This method was suc-
cessfully applied to liquid structure of water. In this method, the different expansion from that
23
by Soper et al. leads to the linearized equation with which we can easily obtain approximated
SDFs. Our method presents reliable results using a small number of real solid harmonics. This
means that the present method can be easily applied to large molecular system.
RISM-SCF can evaluate the solvent structure such as RDFs even for chemical reactions
in reasonable computational time [28, 29]. The combination of the present method with the
RISM-SCF is one of the powerful methods to evaluate 3D picture of solvation structure.
We will compare this approximated SDFs with SDFs that are directly calculated by MD
method in forthcoming full article.
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Chapter 2
New evaluation of reconstructed spatial
distribution function from radial distribution
functions
2.1 Introduction
Local solvation structure such as hydrogen bonding has great influence on the stabilities of
compounds and their electronic structures [1]. To investigate such solvation structures, three-
dimensional (3D) solvation structure is very useful.
In this regard, 3D solvation structure has been studied by theoretical methods. For instance,
3D structures of pure solvent [2,3] and binary solvent [4] were calculated directly with molec-
ular dynamics method (MD). Also, the integral equation theory (IET) [5], such as molecular
Ornstein-Zernike (MOZ) [6, 7] and 3D reference interaction site model (3D-RISM) [8–10],
were proposed to provide the 3D structures.
There is another approach to obtain 3D solvation structure [11–15]. The strategy is to recon-
struct 3D solvation structure from a set of one-dimensional (1D) solvation structures such as
radial distribution functions (RDFs). Because the 1D solvation structure that is averaged over
molecular orientations can be easily presented experimentally and theoretically, the method to
reconstruct 3D solvation structure from 1D data is very powerful to analyze solvation struc-
ture. Actually, Soper et al. expanded the angular pair-correlation functions with spherical
harmonics and determined the coefficients with the maximum-entropy method [11–13]. Sato
et al. proposed most plausible solvation structure (MPSS) method [14], in which they deter-
mined the MPSS from a set of RDFs and also represented thermal fluctuation around MPSS
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with Gaussian functions. Recently, we have proposed a new method to obtain reconstructed
spatial distribution function (RC-SDF) from RDFs [15]. In the method, we expanded spatial
distribution function (SDF) using real solid harmonics and Gaussian functions on each solute
site. This method was successfully applied to water, in which clear picture of the 3D solvation
structure was presented. In the previous work, a few Gaussian functions were employed to
represent the radial part so as to reproduce the reference RDFs of water. This strategy is very
useful when limited number of Gaussian functions are employed; for example, the RDF of
water was reproduced well, as reported. However we need to increase the number of Gaussian
functions systematically in order to improve the quality of RC-SDF when the solvation struc-
ture is not simple. In our previous method [15], the computational time becomes very long as
a number of Gaussian functions increases.
To overcome this weakness, we refined our previous method to adopt a new type of basis
sets. We applied the new method to analyze the liquid structures of methanol and DMSO.
We selected these solvents as examples, because it is said that the former solvation structure is
well-defined and the latter one is broad. The results presented here are discussed in comparison
with SDF directly calculated by the MD method.
2.2 Method
SDF of solvent site s, ns(r), can be expanded at each solute site ´ by using the real solid







where N´;snm(jr ¡Q´j) is the radial function around the ´ site. This function can be expanded






i (jr¡Q´j)(1¡ ±n0±m0) +
p
4¼f´;s(jr¡Q´j)±n0±m0 (2.2)
where fC´;si;n;mg are the coefficients to be determined, ff´;si g are spatially well localized func-
tions which reproduce anisotropic solvent structure (n;m 6= 0), and f´;s is the function which
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C´;si;n;mYnm(µ; Á) + f
´;s(jr¡Q´j): (2.3)
These coefficients fC´;si;n;mg are determined under the following conditions. By integrating
angular part of ns(r)j´ around the ´ site, the RDF must be reproduced (condition 1). The sets
of fns(r)j´g at each solute site must be consistent with each other in 3D space (condition 2).
ns(r)j´ must be positive in 3D space (condition 3).
























sin µdµYn;m(µ; Á) + f
´;s(jr¡Q´j)
= f´;s(jr¡Q´j); (2.4)
where we used the orthogonality condition of real solid harmonics. If f´;s is the RDF between
the solvent s site and the solute ´ site, (f´;s(jr¡Q´j) ´ g´;s(jr¡Q´j)), condition 1 is satisfied.









(ns(rk)j´ ¡ ns(rk)j°)2; (2.5)
where Np is the number of grid point around solute site and Na is the number of solute sites.
To keep ns(r) positive, we adopted the following strategy. In the calculation of real solid
harmonics, we divided a sphere into small regions ¢k(k = 1 » M) using a reduced grid




Uk;n;m±k(µ; Á) ; (2.6)
where the function ±k(µ; Á) is defined as,
±k(µ; Á) =
½
1 when (µ; Á) 2 ¢k





Figure 2.1: Reduced grid sphere in the case of M=254. Note we used M=12302 in the present work.
fUk;n;mg are the matrix elements which can be calculated using real solid harmonics. In this
work, we used the reduced grid system (M=12302). Insertion of eq. 2.6 into eq. 2.1 leads to




S´;sj;k ±k(µj; Áj) ; (2.8)












´;s(jrj ¡Q´j) : (2.9)












where Á is penalty function. The value of the penalty function is 0 when S´;sj;k is positive but
monotonically increases as the value of jS´;sj;k j increases. If S´;sj;k is positive all over the space,
eq. 2.10 reduces to eq. 2.5. We will discuss the penalty function in detail below. By minimizing









f®;si (jrj ¡Q®j)Uk;n;m; (2.11)
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where A ®;i;n;m(s)¯;j;n0;m0 and B
®;i;n;m
(s) are represented by eqs. 2.12 and 2.13, respectively [17],
A ®;i;n;m(s)¯;j;n0;m0 = (Na±®;¯ ¡ 1)
NpX
k
f®;si (jrk ¡Q®j)f¯;sj (jrk ¡Q¯j)








(Na±®;° ¡ 1)f°;s(jrk ¡Q°j): (2.13)
In our previous work, condition III was not considered because a set of fns(r)j´gwas positive
almost all over the space, and the equation to be solved was linear. Condition III becomes
important as the number of the functions ff´;si g increases. Because of condition III, eq. 2.11
is not a linear equation here. Thus, we solved it iteratively. The initial guess is calculated by
solving a linear equation (eq. 2.6 in ref [15]) because the results provided correct shape of SDF
as shown in our previous work.
The sets of fns(r)j´g are different from each other at r. To obtain final RC-SDF ns(r) from







w®(r) = 1 : (2.15)
The simple weight, w®(r) = 1=Na, was used through our study. Because the quality of
fns(r)j´g far from the origin atom, ´ becomes worse, better weight function will improve
results. This procedure is summarized in Scheme 2.1.
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Calculation of coefficients {C      } using eq. 2.11
η,s 
i,n,m 
(Condition II and Condition III) 
Yes 
RC-SDF 
Is the difference between {C      } and {C      }0  





Calculation of {S    } using eq. 2.9i,k 
η,s 
Calculation of initial coefficients {C      }0  
without condition III 
η,s 
i,n,m 
Determination of  f 
η,s
 and  fi
η,s 
(Condition I) 
Preparation of RDFs 
{C      }      










In the present method, any kind of functions can be used for ff´;si g in eq. 2.2. In this article,
we used roof functions for ff´;si g,
f´;si (r) =
8>>>>><>>>>>:
0 for 0 · r · ri¡1
r ¡ ri¡1
ri ¡ ri¡1 for ri¡1 · r · ri
ri+1 ¡ r
ri+1 ¡ ri for ri · r · ri+1
0 for ri+1 · r :
(2.16)
The following function was used as the penalty function in eq. 2.10.
Á(S) =
½
®S4 (S · 0)
0 (S ¸ 0) : (2.17)
The ® value can be determined arbitrary; in this work, we used ® = 15:0. Although ns(r)
becomes negative with this ® in several regions, the negative value is small enough to neglect
it (minimum value is -0.11 in this work).
In the calculation of the MD simulation, we use simple rigid potential model for methanol
and DMSO with the intermolecular pair-potential. All Lennard-Jones parameters and the frac-
tional charges used for methanol and DMSO are listed in Table 2.1.
Table 2.1: Intermolecular potential parameters
²/kcal mol¡1 ¾=A˚ charge
Methanola Oxygen 0.170 3.07 -0.700
Hydrogen 0.000 0.00 0.435
Methyl group 0.207 3.775 0.265
DMSOb Sulfur 0.23838 3.40 0.139
Oxygen 0.07152 2.80 -0.459
Methyl group 0.29397 3.80 0.160
Molecular geometry: (Methanol) rOH = 0:945A˚, rCO = 1:430A˚, \COH = 108:5 .˚
(DMSO)c rOS = 1:53A˚, rSC = 1:80A˚, \OSC = 106:75 ,˚ \CSC = 97:40 .˚
a OPLS model [18, 19]. b Reference [20]. c crystallographic data [21]
MD simulations were carried out within the NVT ensemble at T = 298:15 K under 1 atm. In
this simulation, the cubic periodic box was filled with 256 molecules. The simulation software
used was MOLDY [22]. Temperature was controlled with Nose´-Hoover thermostat [23, 24].
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All of 3D figures are drawn with the help of MOLEKEL [25].
2.4 Results and discussion
First, we performed MD calculations of methanol and DMSO to obtain their RDFs. Then,
we evaluated RC-SDFs from the RDFs. For the purpose of comparison, we also calculated the
SDF from the MD trajectory directly (SDF(MD)).
2.4.1 Methanol
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Figure 2.2: Reference RDFs of methanol calculated by MD.
The reference RDFs calculated directly by the MD method are shown in Fig. 2.2. The RDFs
between oxygen and oxygen, oxygen and hydrogen, and hydrogen and hydrogen display sharp
peaks, while the RDFs between oxygen and methyl group, hydrogen and methyl group, and
methyl group and methyl group exhibit broad peaks.
The SDF(MD) and the RC-SDF of oxygen site, hydrogen site, and methyl site are shown in
Figs. 2.3 and 2.4, respectively. In SDF(MD), the distribution of oxygen (O) lies nearer to solute
hydrogen site than the distribution of hydrogen (H) and lies more separately from oxygen site
than the distribution of hydrogen (H). These distributions of SDF(MD) are well reproduced by
RC-SDF, as shown in Fig. 2.4. The distribution of methyl group is mainly observed around
oxygen and hydrogen sites but it is more delocalized. Both SDF(MD) and RC-SDF present
essentially the same distribution of methyl group, while the distribution of RC-SDF is some-
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Figure 2.3: Three dimensional SDFs(MD) map of oxygen (a), of hydrogen (b), and of methyl group
(c) in methanol. The isosurfaces of SDFs are drawn at n(r)= 3.0.
(a) (b) (c) 
Figure 2.4: Three dimensional RC-SDFs map of oxygen (a), of hydrogen (b), and of methyl group (c)
in methanol. The isosurfaces are the same as in the Fig. 2.3.
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what more localized around solute oxygen site than that of SDF(MD) (compare Fig. 2.3(c)
with Fig. 2.4(c)). As shown by these examples, RC-SDF can produce well the distributions of
SDF(MD) except for moderately delocalized distribution of methyl group.
(a) (b) (c) 
Figure 2.5: Difference maps between RC-SDF and SDF(MD) of oxygen (a), of hydrogen (b), and of
methyl group (c) in methanol. The region where the difference (ns(r) of RC-SDF - ns(r) of SDF(MD))






































Figure 2.6: Two dimensional map of charge density; (a) The contour of SDF(MD). The interval of
contour is 0.010 for positive value and 0.015 for negative value. The region where negative value is less
than -0.210 is shaded. (b) The contour of RC-SDF. The interval is the same as in (a).
To make the difference between RC-SDFs and SDFs(MD) clearer, the difference maps
(ns(r) of RC-SDF - ns(r) of SDF(MD)) are shown in Fig. 2.5. As mentioned above, RC-
SDFs present almost same distribution with SDFs(MD).
To analyze the peak positions of these distributions, we show contour maps of charge density
calculated by ns(r) of SDF(MD) and RC-SDF in Fig. 2.6(a) and 2.6(b). The charge density is
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where ½ is the number density of solvent and q° is the charge of solvent ° site. In the case
of methanol, the negative distribution (solid line) mainly comes from the distribution (O) and
the positive one (dashed line) comes from the distributions of hydrogen and methyl group.
Because these distributions have little overlap between each other, the positive and negative
regions can be recognized as the distributions of hydrogen/methyl group and oxygen group,
respectively. By using this charge density maps, three different information can be compiled to
one figure. In Fig. 2.6(a), negative distribution is observed about X=-2.34 and Y=-0.75 A˚ (N1)
and positive distribution (P1) is outside this negative area. Another positive distribution is
observed about X=0.69 and Y=2.08 (A˚) (P2) and negative one (N2) is outside of this negative
area. The considerably localized distributions N1 and P2 and their very high peaks indicate
that oxygen and hydrogen atoms of solvent form strong bonding interaction with hydrogen and
oxygen of solute, respectively. On the other hand, the distributions N2 and P1 are very broad.
In the case of RC-SDF, the distributions N1 and P2 are more localized than the distribution
P1 and N2, as observed in the case of SDF(MD) (see Figs. 2.6(a) and 2.6(b)). Although the
peaks of these distributions are smaller than those of SDF(MD), the peak of RC-SDF are at
almost the same position as those of SDF(MD).
To investigate how much the RC-SDFs depend on the order of real solid harmonics used in
eq. 2.3, we calculated the distributions of solvent oxygen with real solid harmonics up to order
n = 2, n = 6, and n = 10, as shown in Fig. 2.7(a), 2.7(b) and 2.7(c), respectively. [26] In Fig.
2.7(d), SDF(MD) of oxygen is also shown. In Fig. 2.7(a), broad distribution is observed around
solute. As n increases, this broad distribution separates into two distributions (Fig. 2.7(b))
concomitantly with increase of the height and the distribution approaches the SDF(MD). The
difference maps of RC-SDFs between n = 2 and n = 10 and between n = 6 and n = 10
are shown on Fig. 2.8. Although the difference in shape of RC-SDF between n = 2 and RC-
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Figure 2.7: Two dimensional RC-SDF map of oxygen in methanol with different angular momentum.
The interval of contour value is 2. (a) n = 2, (b) n = 6, (c) n = 10, and (d) the result obtained by MD.
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becomes very small, as shown in Fig. 2.8(b). This result indicates that the increase in the order
n improve the shape of SDF.
(a) (b) 
Figure 2.8: Difference maps of RC-SDF (oxygen) between n=2 and n=10 (a) and n=6 and n=10 (b).
The region where the difference is larger than 5.0 is shown.
The computational time of these calculations is very short [27]; for instance, the calculation
of RC-SDF with real solid harmonics (n = 10) takes about 5 minutes for the distribution of
oxygen, about 8 minutes for that of hydrogen, and about 4 minutes for that of methyl group.
Although the basis functions and grid size are different from those employed in our previous
work [15], the computational time considerably decreases by using roof functions and discrete
real solid harmonics [28].
2.4.2 DMSO

































Figure 2.9: Reference RDFs of DMSO calculated by the MD method.
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In the case of DMSO, several broad peaks are observed in the reference RDFs (Fig. 2.9),
unlike methanol in which the reference RDFs exhibit sharp peaks attributed to hydrogen bond-


















(a) (b) (c) 
Figure 2.10: Three dimensional SDFs(MD) map of sulfur (a), of oxygen (b), and of methyl group (c).
The isosurfaces of SDFs are drawn at n(r)= 2.0 for (a) and (b), and 2.9 for (c).










Figure 2.11: Three dimensional RC-SDFs(MD) map of sulfur (a), of oxygen (b), and of methyl group
(c). The isosurfaces are the same as in the Fig. 2.10.
The SDFs(MD) and RC-SDFs are shown in Fig. 2.10 and 2.11. The solvation structure by
SDFs(MD) (Fig. 2.10) is similar to that of DMSO-water mixture reported by Vishnyakov et
al [4]. SDF(MD) of sulfur displays broad distribution near solute methyl group (D1) and very
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broad distribution distant from solute (D2) (see Fig. 2.10(a)). These distributions can be re-
produced well by RC-SDF, as shown in Fig. 2.11(a). SDF(MD) of oxygen, on the other hand,
presents relatively localized distribution around solute methyl group (D3) and broad distribu-
tion (D4) distant from solute oxygen site. The relatively localized distribution is attributed to
moderately strong electrostatic interaction between oxygen and methyl group. RC-SDF can
reproduce well this localized distribution (D3). However, the broad distribution (D4) of oxy-
gen is moderately different between SDF(MD) and RC-SDF. The broad distribution of solvent
methyl group is presented around solute by SDF(MD), as shown in Fig. 2.10(c). RC-SDF can
present well this broad one as shown in Fig. 2.11(c).
(a) (b) (c) 
Figure 2.12: Difference maps between RC-SDF and SDF(MD) of sulfur (a), of oxygen (b), and of
methyl group (c) in DMSO. The region where the difference (ns(r) of RC-SDF - ns(r) of SDF(MD))
is larger than 2.5 is drown with mesh and the region where the difference is less than -2.5 is drown with
solid surface.
The difference map (ns(r) of RC-SDF - ns(r) of SDF(MD)) are shown in Fig. 2.12. Al-
though broad distributions can not be reproduced by RC-SDF, the important distributions,




In our previous work [15], we proposed a new method to calculate RC-SDF from RDFs.
In this work, we successfully refined the method by using roof functions and discrete real
solid harmonics. Here, RC-SDF is computed under the three conditions described below. By
integrating ns(r)j´ around the solute site, the RDF must be reproduced (condition 1). The sets
of fns(r)j´g at each solute site must be consistent with each other in 3D space around solute
(condition 2). ns(r)j´ must be positive in 3D space (condition 3). Although the equation
to be solved is not linear because of condition 3, RC-SDF can be obtained iteratively with
reasonable computational time. The obtained RC-SDF can produce not only well-defined 3D
solvation structure of methanol but also diffuse one of DMSO.
This method can present RC-SDF from any kind of RDFs with reasonable computational
cost. In other words, this method can be combined with methods which present RDFs, such
as neutron scattering and RISM-SCF [29, 30]. Combination of these methods provides much
clearer understanding of solvation event than the usual RDFs.
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Chapter 3
An integral equation theory for 3D solvation
structure: A new procedure free from 3D Fourier
transform.
3.1 Introduction
Solvation has been studied in full detail by experiment and theory because of its great impor-
tance in chemistry. In theoretical studies, integral equation theory (IET) for liquids is expected
to be a powerful tool for evaluation of micro properties related to solvation structure and ther-
modynamic properties.
One of the most important and popular IET is RISM [1]. This method, as modified by
Hirata et. al. (XRISM), has been applied to many molecular liquid systems [2, 3]. Because of
the simplicity of the equation and various range of its applicability, RISM has been combined
with other theoretical methods such as quantum method (RISM-SCF) [4, 5], Monte Carlo [6],
and solvation structure analysis [7–9].
Three-dimensional Ornstein-Zernike (3D-OZ) [10], 3D-RISM [11, 12] and MSOZ [13] can
directly evaluate 3D solvation structure around a solute molecule. Although these methods can
provide more accurate local solvation structure than RISM, expensive 3D Fourier transforms
are necessary in the calculation. Ten-no et. al. proposed another IET named partial wave (PW)
equation theory, which also presents 3D information [14–16]. Recently, Sumi et. al. evaluated
molecular orientation using density functional theory (DFT) [17].
In this work, we propose a new procedure to evaluate 3D-correlation functions with real
solid harmonics around solute site. Since our procedure employs radial and angular grid struc-
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tures instead of a 3D grid, expensive 3D Fourier transforms can be avoided in the calculation
of 3D convolution by employing spherical Bessel transforms. In this procedure, a new clo-
sure equation based on 3D-HNC closure and fussy cell method proposed by Becke [18] are
employed. By decomposition of the 3D correlation function, the site-site interaction between
solute and solvent can be evaluated more easily. Such information is useful for clearer un-
derstanding of solvation. We have applied this procedure to a typical benchmark system,
non-charged/charged HCl model in the present letter. The detail of our procedure is given in
Sec. 3.2. Special techniques necessary for employing the procedure are described in Sec. 3.3.
The results and conclusions are presented in Secs. 3.4 and 3.5, respectively.
3.2 Method
3.2.1 Ornstein-Zernike type equation
In the 3D-RISM integral equation for a solute-solvent system, total and direct correlation




C± ¤ (!±° + ½h±°)(r); (3.1)
where !±° is the intra-molecular correlation function between solvent molecule sites, ± and °,
½ is the number density of solvent molecules, and ¤ denotes convolution in direct space. fh±°g
are the radial site-site correlation functions of bulk solvent and these are usually evaluated with
the XRISM theory.
To consider 3D site-site interaction explicitly, we divide the three dimensional correlation
functions into the components assigned to each solute site. This division is performed by the
following function, in which modified Voronoi cells are employed,
X
®
w®(r) = 1: (3.2)
This function, proposed by Becke [18], is commonly used for the calculation based on DFT in
many ab initio quantum chemistry packages.
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The direct correlation function, C±, is formally divided into the components around the











where superscript ® is used to show that c(®)®± (r) is a partial component of direct correlation
function. It is convenient to define an auxiliary function, c(®)®± (r), in which the position vectors
are referred to the atomic sites;
c
(®)
®± (r) ´ c(®)± (r+R®); 8®: (3.4)
where R® is the position vector pointing to solute site ®. The auxiliary function, c(®)®± (r), can









By substituting Eq. 3.3 into Eq. 3.1 and using the notation in Eq. 3.4, the total correlation






®± ¤ (!±° + ½h±°)(r): (3.6)
Equation 3.6 can be represented by the solute-site centered components, fh(®)®°;l0m0g, and real-




















The auxiliary total correlation function, H´°(r), is defined as follows:
H´°(r) ´ H°(r+R´);8´: (3.8)






By following Talman’s strategy [19], the components, fh(®)®°;l0m0g, on each solute center can be















By substituting the components, fh(®)®°;l0m0g, defined in Eq. 3.7 into Eq. 3.10, OZ-type equa-







!lm;l0m0(R´®) ¤ c(®)®¯;lm ¤ (!¯° + ½h¯°)
i
(r´): (3.12)
This equation is reduced to the RISM equation by taking a spherical limit (l0 = 0, m0 = 0) of
Eq. 3.12.
From the standpoint of 3D-RISM, the present procedure can be regarded as a 1D represen-
tation of 3D-RISM. On the other hand, Eq. 3.12 can also be derived from the partial Ornstein-
Zernike (POZ) scheme. If one of the molecular orientation of Eq. 3.5 in Ref. [16] is spherically
averaged and angular momentum indices are applied for another molecular orientation, POZ
reduces to Eq. 3.12. In this sense, we can say that the present method implements POZ with
angular functions in 2D (spherical Harmonics) for the first time.
3.2.2 Closure relation
In the present work, we start with the following 3D HNC closure [10–12]:
C±(r) = exp(¡¯u±(r) + ¿±(r))¡ ¿±(r)¡ 1; (3.13)
where ¯ = 1=kT , the ¿ bond is defined as ¿± = H± ¡ C± and u±(r) is the 3D interaction




Closure (Eqs. 3.16 and 3.17)
OZ type equation (Eq. 3.12)
Calculation of new τ-bond {τ'γ(r)|α
}
Initialize τ-bond{τγ(r)|α}
Is the difference between {τγ(r)|α} and 
{τ'γ(r)|α
} 









The auxiliary direct correlation function, C®±(r), is expanded around solute site ® using











To solve Eq. 3.12, the equation which connects fh®±;lm(r®)g with both components of direct
correlation functions fc®±;lm(r®)g and the partial direct correlation functions fc(®)®±;lm(r®)g are






[exp(¡¯u±(r) + ¿®±(r))¡ ¿®±(r)¡ 1]Sl0m0(r^®)d­r® : (3.16)
By employing the function w® and Eq. 3.3, partial direct correlation function c(®)®±;lm(r®) can be








w®(r) [exp(¡¯u±(r) + ¿®±(r))¡ ¿®±(r)¡ 1]Sl0m0(r^®)d­r® :
(3.17)
For simple liquids, c(®)®°;lm(r®) is equal to c®°;lm(r®).
The procedure to solve these equations is summarized in Scheme 3.1.
3.3 Computational details
One-dimensional functions, such as h´°;l0m0 and c®°;l0m0 , are defined on logarithmic grids.
The integral of Eqs. 3.16 and 3.17 around the solute site is calculated using Gauss-Legendre
quadrature. Spherical Bessel transformations of h´°;lm and c®¯;lm are performed using Tal-
man’s algorithm [20]. Since this grid system divides 3D space into the radial and angular
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parts, the choice of the grid size is more flexible than the cubic lattice. When the cubic lattice
is employed for 3D FFT, the number of grids must be 8N . In our method, the number of the
radial grid is 2N and that of the angular grid can be changed depending on required accuracy.
Thus, it is easy for our method to reduce the computational memory.
To apply our method to a charged solute, Ng’s method [21] is employed. The 3D interaction








where uLJ®° and uEl®° are Lennard-Jones part and electrostatic part, respectively. By using multi-











where µ® and Á® are determined around the solute site ®, qv° is the charge of the solvent site,










To employ Ng’s method (Eq. (3.5) in Ref. [21]), the long range part of the electrostatic potential


















qu® l;m = 0
0 l;m 6= 0: (3.23)








Table 3.1: Lennard-Jones interaction parameters
²/kcal mol¡1 ¾=A˚
HCl a Chloride 0.5138 3.353
(charged/non-charged) Hydrogen 0.0397 0.400
a Reference [3]









º(l)(rA; rB) = º
(l¡1)(rA; rB)
³
1:5¡ 0:5 ¡º(l¡1)(rA; rB)¢2´ (3.27)




¹(rA; rB) = (rA ¡ rB)=RAB (3.29)




(jaAB · 0:5j) (3.31)
ÂAB = ¾A=¾B: (3.32)
In this work, k is fixed to 4 and ¾A (¾B) is the Lennard-Jones parameter of atom A (B).
We calculate the radial distribution functions (RDFs), g®° = h®°;00 + 1 of charged/non-
charged HCl model. The bond length used in this model is 1.3 A˚. Calculations are carried out
at 210 K and the molecular number density of ½ = 0.0180 A˚¡3. The atomic partial charges
used for the charged model are -0.2 e for chloride and +0.2 e for hydrogen. The Lennard-
Jones interaction parameters are summarized in Table 3.1. The angular momentum of real
solid harmonics up to 5, and 512 and 800 grids for radial and angular parts, respectively, are
used.
3.4 Results and discussion
The results of non-charged/charged HCl model are shown in Figs. 3.1 and 3.2, respectively.













8.0 2.0 4.0 6.0 0.0 
r / Å 
Cl H 
HCl model 
Figure 3.1: Site-site correlation functions, (a) Cl(solute)-Cl(solvent), (b) H(solute)-Cl(solvent), (c)
H(solute)-H(solvent), of non-charged HCl model. Solid, dotted, and dashed lines show the results of
the present procedure, XRISM, and POZ [15], respectively. Circles denote the Monte Carlo results of














8.0 2.0 4.0 6.0 0.0 
r / Å 
Figure 3.2: Site-site correlation functions, (a) Cl(solute)-Cl(solvent), (b) H(solute)-Cl(solvent), (c)
H(solute)-H(solvent), of charged HCl model. See Fig. 3.1 for notations.
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agreement with the simulation (Fig. 3.1(a)). The present method can predict the Cl-Cl solva-
tion structure better than POZ for the charged model (Fig. 3.2(a)).
In the present HCl model, the hydrogen site is embedded in the Cl site, as shown in the
upper-right corner of Fig. 3.1. For preparing correct H-Cl and H-H RDFs, it is necessary for
IET to include intra-molecular interaction in the HCl molecule. The RDF of H-Cl obtained
by RISM exhibits an artificial peak at r=1:9A˚ in charged HCl (Fig. 3.2(b)). When positive
hydrogen approaches negative chloride, the hydrogen site cannot come so close to chloride
because of Cl-Cl repulsion [13, 15]. The artificial peak shows that RISM cannot evaluate
correct intra-molecular interactions. On the other hand, the correct profile of RDF is computed
by the present procedure, because it can correctly evaluate H-Cl intra-molecular interaction.
The H-H RDF of the non-charged model obtained by the present procedure can predict very
low probability of finding hydrogens within 1 A˚, which agrees well with the results of POZ
and the simulation. In the charged model, the first peak calculated by the present procedure is
almost identical to that of the simulation, though the amplitude is somewhat underestimated.















1.0 H Cl 
Figure 3.3: 3D solvation structure, GH(r), of the charged HCl model. Solute chloride and hydrogen
nuclei are positioned at (0.0, 0.0) and (-1.3,0.0), respectively.
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The present procedure can also evaluate the 3D solvation structure, G®(r) = H®(r) + 1.
The hydrogen distribution, GH(r), for charged HCl model is shown in Fig. 3.3. There is high
distribution around the Cl site (X = 1:1A˚ » 2:3A˚, Y = ¡1:5A˚ » 1:5A˚) because of the strong
electrostatic interaction between solvent hydrogen and solute chloride. On the opposite side
(X = ¡4:7A˚, Y = 0:0A˚), there is a broad distribution. This distribution is derived from the
hydrogen which is bonded with the chloride aggregating around solute hydrogen. The 3D map
is in fair agreement with the previous results [13, 15].
3.5 Conclusion
We have proposed a new procedure to evaluate 3D solvation structure based on integral
equation theory. By employing the expansion of real-solid harmonics, the present procedure
does not need expensive Fourier transformations. In the derivation of 3D-HNC like closure, the
fussy cell method proposed by Becke is employed. This facilitates the calculation and much
clearer understanding of site-site interaction. The present procedure can provide quantitatively
accurate radial distribution functions. Some of the RDFs obtained by the present method are
in better agreement with those of simulation than those of previous IETs.
In the closure defined in Eqs. (16) and (17), electrostatic potential is represented in 3D
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Chapter 4
A highly parallelizable solvation structure theory
based on Three-Dimensional Reference Interaction
Site Model: Application to biomolecules.
4.1 Introduction
Most of the biochemical reactions proceed in aqueous phase. The waters locate inside and
around a protein. Almost all of the proteins can proceed the reaction only in this environment.
For example, Bacteriorodopsin, which is a light-driven proton pump, prepare the hydrogen
bonding network between hydrated waters and residues inside. Protons are considered to be
transfered across the membrane through the network [1, 2]. To clear the functions of these
waters, the information for the distribution of them is indispensable.
The experimental study to obtain the hydration structure has been performed using several
powerful experimental techniques, such as X-ray diffraction at low temperature and the scat-
tering with very high-power neutron source. Thanks to these studies, the high resolution data,
which is accurate enough to discuss the hydration structure around protein, has become avail-
able. However, such solvation information is still very limited. Furthermore, almost all of
them are in crystal, which is believed to be essentially different from aqueous environment.
Theoretical approach to evaluate the hydration structure has been also performed. The most
popular treatment may be molecular simulation. Although the method was applied to some
solvation systems, to obtain the hydration structure inside and around protein with high-quality,
very long simulation is necessary. Recently a theoretical determination of hydration structure
around protein has been done by Imai et al. based on statistical mechanics [3]. They employed
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3D reference interaction site model (3D-RISM) [4,5] for hen egg-white lysozyme and showed
that 3D-RISM is capable of computing the solvation structure not only around protein but also
inside appropriately. Yoshida et al. showed that 3D-RISM can also correctly reproduce the
selective ion binding with human lysozyme [6].
In 3D-RISM calculation, the hydration structure is evaluated on 3D lattice grids. The size
of the protein which can be calculated is determined by the number of grid points and the
resolution of the data. In principle, it would be possible to compute high-quality hydration
structure around large size of the proteins whatever you want by increasing the number of grid
size. However, high computational cost and very long calculation are required to obtain such
results.
In this work, a new approach based on 3D-RISM, Fragment 3D-RISM, was developed, in
which 3D solvation structure is reconstructed from the solvation structures evaluated around
each solute site. Since these calculations are performed with a combination of logarithmic
grid and real solid harmonics, the number of grid points in the present scheme can be adjusted
more flexibly compared to 3D lattice grid employed in the conventional 3D-RISM. Moreover,
because the algorithm of the present method readily achieves high parallel performance, the
computational time can be reduced dramatically. The total solvation structure is reconstructed
with the calculated fragment results.
The organization of this paper is as follows. In Sec. 4.2 and 4.3, the formalism of the
present method and the computational details are presented, respectively. In Sec. 4.4, the
following three topics are described. First, the parallel performance of the present method is
checked. Second, the calculated results in this work are compared with those evaluated by the
conventional 3D-RISM in terms of hydration structure and partial molar volume. Finally, the
hydration structure around a protein called Fv fragment is evaluated. The computed results are
compared with the high-quality results obtained by X-ray crystallography.
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4.2 Method
4.2.1 Ornstein-Zernike type equation











where H® and C® are 3D total and direct correlation functions, !V is the intramolecular cor-
relation function of solvent, and hV is the total correlation function of solvent. In the present




® (r) + ¢H®(r); (4.2)
C®(r) = C
ref
® (r) + ¢C®(r): (4.3)
















where r¯ = jr ¡ R¯j and R¯ is the position of the solute atomic site ¯. Inserting eqs. 4.2,



























where w¯(r) is the weight function for solute atomic site ¯ at the position r. In this work,
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where r^¯ is a unit vector with its origin. The component of residual total correlation function
















In 1D-RISM and 3D-RISM framework, there are many closure equations. Kovalenko and
Hirata proposed the following closure (KH closure) for 3D-RISM [7],
H®(r) =
½
exp(Â®(r))¡ 1 for Â®(r) · 0
Â®(r) for Â®(r) > 0
Â®(r) = ¡¯u®(r) +H®(r)¡ C®(r); (4.12)
where ¯ = 1=kBT , kB is Boltzmann’s factor, and u®(r) is the intermolecular potential function
between solute and the solvent site ®. To solve eqs. 4.9, 4.10, and 4.11, we elaborated the





® (r°))¡ 1¡Href® (r°) for Â(°)® (r°) · 0
Â
(°)
® (r°)¡Href® (r°) for Â(°)® (r°) > 0
Â(°)® (r°) =¡¯u®(r°) + fHref® (r°) + ¢H(°)® (r°)g ¡ fCref® (r°) + ¢C(°)® (r°)g; (4.13)
where u®(r°) is the intermolecular potential function between solute and the solvent site ®
around solute site ¯. The difference between u®(r) in eq. 4.12 and u®(r°) in eq. 4.13 is only
the origins of the vectors r and r° .
The procedure of the present method is summarized as follows. The reference correlation
functions, Href® and Cref® , are calculated by eqs. 4.4 and 4.5 with the correlation functions ob-
tained by 1D-RISM [8–10] (step 1). The residual correlation functions ¢H(¯)® (r°), ¢C(¯)® (r°)
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are calculated on solute site ¯ with eqs. 4.9, 4.10, 4.11, and 4.13 (step 2). After the step, the
solvation structure for the solvent site ® (H®(r) + 1) is evaluated by eqs. 4.2, 4.4, and 4.7
(step 3). In this algorithm, step 2, which is most time demanding, is highly parallelized be-
cause the calculation of the residual correlation functions on each solute site (¯) can be treated
independently.
4.3 Computational details
The grid set employed in this work is logarithmic grid [11] for radial part and the Lebedev
grid [12] for angular part. With the grid set, the convolution in eq. 11 is performed by spherical
Bessel transformation [11]. For the weight function w¯(r), Becke’s function was employed
[13]. The calculation of the present method is parallelized with MPICH2 [14].
The geometries of the proteins were taken from PDB data and those of amino acids from
Klotho (Biochemical Compounds Declarative Database) [15]. The potential functions for
the amino acids and the proteins are united-atom OPLS parameters [16]. For solvent water
molecule, SPC-like model was employed [17] with a correction concerning the Lennard-Jones
parameters of the hydrogen sites (¾=1.0A˚, ²=0.056 kcal/mol). To visualize 3D solvation struc-
ture, VMD software was used [18].
4.4 Results and discussion
4.4.1 Computational Performance of parallelization
The computational performance of the parallelization was evaluated with a speed up ratio.
The benchmark calculation was performed using a small protein, Chignolin [19].
Speed up ratio S(N) using N processors is defined as,
S(N) =
Execution time with 1 processor
Execution time with N processors
: (4.14)
If a program is completely parallelized, S(N) = N (dashed line in Fig. 1), corresponding to
linear speed-up. Although the evaluated speed-up ratio S(N) is somewhat smaller than N






















Figure 4.1: Speed up ratio as a function of the number of used processors (N ).
time for the calculation is a sum of the times for step 1 and step 2, the ratio of step 2 S2(N) is
also separately shown in Fig. 4.1, showing the degradation of the computational performance
mainly comes from the step 1.
In step 1, the 1D correlation functions for all solute sites and solvent sites are evaluated at
the same time. These functions between solute sites are mixed through the spherical convolu-
tion integral in RISM equation. Because transfer of very large data among each processor is
required, the performance of this step is degraded. On the other hand, step 2 does not include
the convolution integral between the solute sites, allowing to calculate the functions indepen-
dently. Note that step 2 is dominative in the total time and the contributions from steps 1 and
3 are significantly small. As a consequence, virtually linear speed-up is achieved.
4.4.2 Comparison of the present method with 3D-RISM
The present method can be considered as the approximation of 3D-RISM. To evaluate the
accuracy of this scheme, comparison between the present method and the conventional 3D-
RISM was performed on hydration structure and partial molar volume (PMV).
The hydration structures around tryptophan in zwitterionic form evaluated by the present
method and 3D-RISM are shown in Fig. 4.2. Because tryptophan is a molecule including




Figure 4.2: 3D hydration structures of oxygen site (pink) and hydrogen site (blue) around tryptophan
calculated by the present method (a) and (c) and by 3D-RISM (b) and (d). The isodensity surface of the
solvation structure is 3.5 for (a) and (b) and 4.5 for (c) and (d).
pyrrole), it is a good example for the comparison. When the threshold of the isodensity is 3.5
(Figs. 4.2(a) and 4.2(b)), the broad distributions of water hydrogen (blue region) and of water
oxygen (pink region) can be seen around hydrophilic groups. The shape of the distributions
evaluated by the present method (Fig. 4.2(a)) showed good agreement with that obtained by
3D-RISM (Fig. 4.2(b)). By increasing the threshold, strongly binding hydration waters can
be drawn selectively. In Figs. 4.2(c) and 4.2(d), the hydration structures with the threshold of
4.5 are shown. Strongly binding water oxygen and water hydrogen can be seen only around
NH+3 and CO¡2 , respectively. Therefore, it is concluded that the present method reproduced
the distribution of hydration structure evaluated by the original 3D-RISM.
PMV of the solute molecule in molecular solvent, ¹V 0u , is expressed in terms of the 3D solute-
solvent direct correlation functions by the relation [20, 21]











where Â0T is the isothermal compressibility of the pure solvent. By inserting eq. 4.3 into eq.
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4.15, ¹V 0u is expressed with a sum of reference part and residual part, as follows:











































Figure 4.3: PMVs of 20 amino acids calculated by 1D-RISM, the present method, and 3D-RISM in
comparison with the corresponding experimental data [22–25].
In Fig. 4.3, the PMVs of 20 amino acids in zwitterionic form calculated by 1D-RISM, the
present method, and 3D-RISM are plotted in comparison with the corresponding experimental
data [22–25]. If a theoretical value reproduces the experimental one exactly, the data is plotted
on the solid line. As shown previously [21], the PMV calculated by 1D-RISM is much smaller
than experimental data. On the other hand, the present method considerably improves the
agreement with the experimental values. The accuracy is almost the same as that of 3D-RISM.
In both of the present method and 3D-RISM, 1D-RISM strategy is used for the description of
the solvent-solvent correlations. This may be the reason of the same accuracy of the two 3D
type methods.
4.4.3 Hydration structure around a protein
The present method was applied to a protein called Fv fragment, which is a part of an
anti-dansyl antibody. The protein was thoroughly studied with X-ray crystallography at low
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temperature and high-quality crystal structures were obtained in different conditions [26, 27].
Because the hydration structures around them were also discussed in their works, it is a good
system to evaluate the difference between calculated and experimentally observed results. In
this work, the hydration structures around only the Fv fragment (unliganded state) [26] and
around the Fv fragment which binds with ²-dansyl-L-lysine (DNS-lys) (complex state) [27]
were evaluated. The geometries for the unliganded state and the complex state were taken
from PDB data (PDBID: 2dlf.pdb and 1wz1.pdb). All the water molecules were removed
from the data before the computation.
(a) (b) (c)
Figure 4.4: 3D hydration structures of oxygen site (green area). The isodensity surfaces of these
structures are 2.5 (a) and 4.0 (b), respectively. For the sake of viewability, all of the residues are shown
with black spheres.
The hydration structures of water oxygen G(r) around the unliganded state with different
threshold of isodensity surfaces are shown in Fig. 4.4 together with the hydration waters deter-
mined by X-ray crystallography. When the threshold is 2.5 (Fig. 4.4(a)), the broad hydration
structure is observed. The broadening of the distribution reflects the fluctuation of solvent
waters at room temperature. The hydration structure with the threshold 4.0 is considerably
localized (Fig. 4.4(b)). The distribution shows the area where waters bind strongly with the
protein, corresponding to peaks in G(r). These positions are in reasonable agreement with the
experimental data, which is obtained at low temperature (Fig. 4.4(c)).
The Fv fragment has a binding pocket with DNS-lys and the structure around the site is
greatly different between the unliganded state and complex state. In Fig. 4.5, the calculated












Figure 4.5: The hydration structure of oxygen site (green area) around the binding pocket of DNS-lys
for the unliganded state (a) and complex state (b). The isodensity surface is 3.5. The residues except
HIS98, TYR96, TYR99, and TYR102 are shown with black spheres. The red, blue, and cyan spheres
corresponds to oxygen atom, nitrogen atom, and carbon atom, respectively. The waters determined by
X-ray crystallography are shown with white spheres.
perimentaly determined waters (white spheres). In the unliganded state, the binding pocket is
surrounded by TYR96, HIS98, TYR99, and TYR102. Around the residues, there are many
waters observed experimentally and the positions of them were correctly reproduced by the
present method ( green mesh area in Fig. 4.5(a)). In the case of the complex state, these
residues flip away and the pocket is opened. Along the flip, the hydrophilic groups such as
N and O are pushed away and the hydrophobic groups such as benzene rings of TYR96 and
TYR99 appear. The distribution of waters can be seen around the binding pocket and there is
a hydrophobic space where DNS-lys binds (dotted circle in Fig. 4.5(b)), which is consistent
with the previous work [27].
In Fig. 4.6, the bottom of the binding pocket in the complex state is focused to see water
oxygen (green) and water hydrogen (white). The positively charged water hydrogen sites are
around N and O site of DNS-lys and TYR102, respectively, and the negatively charged water
oxygen site is around H site of TYR102, which shows the three hydrogen bondings between
DNS-lys and TYR102 (dotted line in Fig. 4.6). These distributions correspond to the water





Figure 4.6: The hydration structure of oxygen site (green area) and hydrogen site (white area) in the
pocket of DNS-lys, where the isodensity is 3.0. The residues except ALA 101 and TYR102 are shown
with black spheres.
4.5 Conclusion
In this article, a new approach, Fragment 3D-RISM, was proposed. The solvation structure
is calculated with three steps, the calculation of the reference correlation functions (step 1),
the residual correlation functions (step 2), and the building up of solvation structure from
the results obtained by the previous steps (step 3). Because the most time demanding step
(step 2) is highly parallelized, the computational time can be reduced dramatically. Although
the present method is regarded as an approximation of 3D-RISM, the hydration structure of
tryptophan and PMV of amino acids were almost the same as those evaluated by the original
3D-RISM.
The method was applied to the hydration structure around the binding pocket between Fv
fragment and DNS-lys. By drawing the 3D solvation structure with small and large thresholds
of isodensity, the fluctuation of waters and tightly binding waters can be investigated. The
calculated hydration structure was good agreement with the experimentally observed results.
By evaluating not only water oxygen site but also water hydrogen site, which is difficult to
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Chapter 5
The position of water molecules in
Bacteriorhodopsin: A fragment
Three-Dimensional Reference Interaction Site
Model study
5.1 Introduction
The information of hydration structure is very fundamental in biosystem [1]. Hydrogen
bondings between waters and protein affect protein structure and activity of enzyme. The
information is also very useful in drag design since the position of waters in the vicinity of the
activity site has great influence on the stabilization of the drug-protein interaction [2, 3] .
The waters in biosystem can be classified into “surface” or “bound”, according to whether
they are surrounded by other water molecules or protein [4]. Some proteins contain the bound
water molecules inside, which sometimes play an essential role on their functional features.
For example, it is well known that hydrogen bonded water molecules play a key role in Bacte-
riorhodopsin (bR), which is a light-driven proton pump in Halobacterium salinarum. To reveal
the mechanism of the pump, a huge number of approaches including X-ray crystallography [5],
resonance Raman [6] and Fourier transform infrared spectroscopy [7] have been performed.
These experimental approaches have elucidated that the hydrogen-bonding networks of these
water molecules providing the proton pathway in the pump [7]. Theoretical approaches to
study the mechanism have been also performed [8–14]. In most of the studies, the mechanism
of bR function was focused and the initial positions of bound waters inside protein were taken
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from experimental data.
The theoretical prediction of the water distribution is still very limited. It is extremely diffi-
cult task for the molecular simulation such as molecular dynamics to compute the distribution
because it is necessary to sample the interaction between the protein and water molecules on
the extensive free energy hypersurface. It has been shown that an integral equation theory for
molecular liquids, three-dimensional reference interaction site model (3D-RISM) [15, 16], is
a powerful tool to study the distribution of bound and surface waters and numerous applica-
tions have been carried out [17–21]. We have recently developed a new approach based on
3D-RISM, in which the equations are elaborated so that the high parallel performance can be
achieved (fragment 3D-RISM) [22]. Similar to the original 3D-RISM, our method evaluates
the 3D solvation structure but the required computational time can be compressed. Although
the present theory is regarded as an approximation of 3D-RISM, the obtained distribution func-
tion is virtually the same as that by the original method [22]. Furthermore, the new theory is
practically free from the grid size since the distribution functions are computed by the expan-
sion around the individual solute site. Actually the functions are described in higher-resolution
than the original one.
In the present work, we applied the fragment 3D-RISM to computations of the waters’ posi-
tion in bR and compared with those obtained by X-ray crystallography as well as by previous
simulations. After brief description of the method, details of the calculation are explained in
section 5.3. The bound waters are discussed in section 5.4.
5.2 Method
3D correlation functions of a solvent site ®, H® and C® are expressed with reference and
residual correlation functions, as follows:
H®(r) = H
ref
® (r) + ¢H®(r); (5.1)
C®(r) = C
ref
® (r) + ¢C®(r): (5.2)
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For the reference correlation functions, Href® and Cref® , 1D correlation functions are employed
[22]. The residual functions, ¢H and ¢C, are 3D functions and divided into the components













where w¯(r) is the weight function for solute atomic site ¯ at the position r. In this work,
¢H
(¯)













where r^¯ is a unit vector with its origin at atom ¯. The component of residual total correlation






















® (r°))¡ 1¡Href® (r°) for Â(°)® (r°) · 0
Â
(°)
® (r°)¡Href® (r°) for Â(°)® (r°) > 0
Â(°)® (r°) = ¡u®(r°)=kBT
+
©
Href® (r°) + ¢H
(°)
® (r°)
ª¡ ©Cref® (r°) + ¢C(°)® (r°)ª ; (5.8)
where kB is Boltzmann’s factor. u®(r°) is the intermolecular potential function between solute
and the solvent site ®, which is evaluated on the grid points around solute site °.
Hypernetted chain (HNC) closure is another popular equation used in integral equation the-
ories for liquids. Site-site correlation functions, such as radial distribution functions, can be
evaluated well by HNC closure. KH closure sometimes greatly underestimates the site-site
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correlation functions, but the process of the numerical solution is much stabler than that of
HNC closure.
The flow chart of the present method is shown in Scheme 5.1.
I. Calculation of 1D correlation functions of neat 
    solvent by RISM/KH 
II. Calculation of reference correlation functions
H   (r)
 ref
α C   (r)
 ref
α
III. Calculation of residual correlation functions
Eqs. 5.5, 5.6, 5.7, and 5.8
IV. Calculation of 3D solvation structure
Eqs. 5.1 and 5.3
Scheme 5.1
5.3 Computational details
The reference correlation functions were calculated by 1D RISM/KH procedure [24, 25].
Using the converged 1D direct correlation function, the reference correlation functions Href®
and Cref® were evaluated. The residual correlation functions were then calculated by Eqs.
5.5, 5.6 and 5.7, coupled with Eq. 5.8. In this approach, the calculation was performed on
logarithmic grid for radial part and the Lebedev grid [26] for angular part. With the grid set,
the convolution integral in Eq. 5.7 can be calculated by spherical Bessel transformation [27].
To reduce the computational cost per one CPU, calculation was parallelized with MPICH2
[28]. The solvation structure was evaluated with Eqs. (1) and (3) from the obtained residual
correlation functions. For visualization of 3D solvation structure, VMD software [29] was
used.
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5.4 Results and Discussion
The geometry of bR was taken from the PDB data (PDBID: 1c3w) [5] and OPLS parame-
ters [30] were employed. All the water molecules inside the protein in PDB data were removed
before the computation. SPC-like model of water was employed [31] with a correction con-
cerning the Lennard-Jones parameters of the hydrogen sites (¾=1.0A˚, ²=0.056 kcal mol¡1). bR
is a large molecule and the number of the solute sites is 2221 for the parameter set. However,
the required memory size of the present method was about only 850 MB per one CPU, mean-
ing the allowance to perform the computation even with PC cluster. It is noted bR is in the cell
membranes in reality, but they are ignored in the the present computation. We believe that the





Figure 5.1: 3D distribution of waters inside bR. The green (white) regions correspond to the
area where the distribution function of water oxygen (hydrogen) site is larger than 3.2. The
bound waters detemined by X-ray crystallography are represented by red spheres.
bR contains all-trans retinal, which binds covalently to Lys216 through a protonated Schiff
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base linkage. The distribution of waters around retinal calculated by the present method and
the water molecules obtained by X-ray diffraction data [5] are shown in Fig. 5.1. Except for
Lys216 and retinal, bR is represented by ribbon for the sake of viewability. The scattered green
(white) areas shown in the figure indicate where the distribution function of water oxygen (hy-
drogen) site is greater than the threshold value, 3.2. The bound waters determined by X-ray
crystallography are represented by red spheres. Several positions of the comparatively-large
area coincide with the experimental data, suggesting that the water distribution is correctly re-
produced by the present method. The distribution of waters are not continuous and intermitted
by residues. In the case of aquaporins, the bound waters are continuously distributed through


































Figure 5.2: 3D solvation structure of water oxygen (green) and hydrogen (white) in A. The
positions of bound waters determined by X-ray crystallography are shown with dashed line.
The white surface show the areas where the distribution of water hydrogen is larger than 2.2
(a), 3.2 (b), and 4.2 (c). In these panels, distribution of water oxygen larger than 3.2 is shown.
In panel (c), possible hydrogen bondings are depicted with dashed line. Schematic drawing of
this area is shown in (d).
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Let us look at closely the regions A and B, which are enclosed with dashed lines. Fig.
5.2 focuses the water distribution in region A, around Schiff base. The scattered green areas
shown in the figure indicate where the distribution function of water oxygen site is greater than
the threshold value, 3.2. To display the strength of hydrogen bondings clearly, distributions of
water hydrogen greater than 2.2, 3.2, and 4.2 are respectively shown in Figs. 5.2(a), 5.2(b), and
5.2(c). The positions of bound waters obtained by X-ray diffraction are also shown with dashed
line, Wa, Wb and Wc [5]. Conspicuous localized distributions of oxygen and hydrogen are
found surrounded by LYS216, ASP85 and ASP212, which coincides with the result obtained
by X-ray crystallography. Shibata et al. proposed that waters Wa and Wb strongly bind with
oxygen site of ASP85, and water Wc strongly binds with ASP212 from the FTIR studies
[33, 34]. These strong hydrogen bondings are found in Fig. 5.2(c). The broad distributions in
Figs. 5.2(a) and 5.2(b) indicate the fluctuation of waters because the present calculation was
performed at the condition of room temperature. The schematic picture of the bound waters
drawn from these figures is illustrated in Fig. 5.2(d). The thick and thin dotted lines show
the strong and weak hydrogen bondings, respectively, which is in good agreement with the
network reported by Shibata et al. In the neighborhood of ARG82, the distribution of oxygen
site is found (Wd) but no hydrogen site can be seen, at least, with the threshold, 4.2. This
means the water Wd is captured by the residue but its orientation is relatively free compared
to aforementioned water molecules, Wa, Wb, and Wc.
Fig. 5.3(a) shows the distributions of water oxygen (green) and water hydrogen (white) sites
in region B, upside the retinal. There are two main diffuse solvation structures (distributions I
and II). By X-ray crystallography, We and Wf are detected in I and II, respectively. We in
the distribution I links ALA215 (in helix G) and TRP182. Schulten et al. reported another wa-
ter molecule in the vicinity of We (see Fig. 1 in their work [11]), although no water molecule
is reported in the X-ray crystallography except for We [5]. Fig. 5.3(a) shows that there are
interaction between water and THR178 (thick dotted line), which may correspond to the water
reported by Schulten et al. [11]. Another main distribution (II) is continued from LYS216






















































Figure 5.3: (a) 3D solvation structure of water oxygen (green) and hydrogen (white) in B.
Distributions of water oxygen and water hydrogen larger than 2.5 are shown. (b) Schematic
drawing of bound waters proposed from panel (a).
dard ®-helical conformation [5]. The water Wf binds with the carbonyl group of LYS216.
Humphrey et al. proposed other two bound waters in this area [10]. The broad green and
white distributions correspond to these waters. The hydrogen bonded waters are shown in Fig.
5.3(b).
Both of I and II make hydrogen bonding network from the Retinal to ASP96 and to THR46,
which is consistent with the previous works’ conclusions [5, 10, 11, 14].
5.5 Concluding Remarks
Fragment 3D-RISM was applied to the calculation of the distribution of bound waters in
Bacteriorhodopsin. The computed distributions show good agreement with those by X-ray
diffraction experiment. The method is highly parallelizable and can sufficiently reduce the
required computational cost and time while adequate distribution of water molecules are ob-
tained.
In the neighborhood of the Schiff base, several water molecules captured by residues were
found. ASP85 and ASP212 obviously accept hydrogen bonding from neighbor waters because
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the direction of oxygen-hydrogen bond in water can be discriminated from the distribution. On
the other hand, the water near ARG82 is also captured by the residue but rather freely oriented.
Near the G-helix backbone to ASP96, two largely continuous distributions were seen. They
are consistent with the bound water molecules reported in molecular simulation study.
The fragment 3D-RISM method is highly efficient with capability to predict the solvation
structure concerning sufficiently large bio-molecules.
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Part II




Localization or delocalization in electronic
structure of Creutz-Taube-type complexes in
aqueous solution
6.1 Introduction
Mixed-valence complexes containing several metal centers with different oxidation state
have received intense theoretical and experimental interests because of their flexible electronic
structures and potential ability of molecular electronics [1]. Their electronic structures are
explained in terms of a superposition of two localized electronic structures. Robin and Day
classified mixed-valence complexes into three classes, namely classes I, II, and III, consid-
ering the strength of metal-metal interaction which determines the magnitude of mixing of
the two localized electronic structures. In class I, the metal-metal interaction is negligibly
weak and the distribution of ‘excess electron’ or ‘hole’ is completely localized upon one of
the metal centers. In class III, the interaction is strong enough and the distribution is fully
delocalized. The interaction in class II is intermediate between them. This classification of the
mixed-valence complexes is discussed in many theoretical calculations and such experimen-
tal measurements as intervalence charge transfer spectra (IVCT) [1–4]. Both experimental
and theoretical works for mixed-valence complexes were summarized in detail by Demadis et
al. [5] Recently, Reimers et al. discussed electronic structure and some physical properties
using reorganization energy [6].
Creutz-Taube complex, [(NH3)5Ru¡ pyrazine¡Ru(NH3)5]5+ (1 in Fig. 6.1) [7,8], is one

































































Figure 6.1: Geometries of [(NH3)5Ru ¡ pyrazine ¡ Ru(NH3)5]5+ (1), [(NH3)5Os ¡ pyrazine ¡
Os(NH3)5]5+ (2), [(NH3)5Ru(4; 40 ¡ bipyridine)Ru(NH3)5]5+ (3), and [(NH3)5Os(4; 40 ¡
bipyridine)Os(NH3)5]5+ (4) used in this work. (unit; A˚)
localized its electronic structure is. In this regard, many experimental and theoretical works
have been performed so far to understand the electronic structure. For instance, the electronic
structure was investigated by Stark effect [9], near-IR-vis spectra [10], and IVCT spectra. [2]
Creutz discussed the relationship between the physical properties of these complexes and the
mechanisms of electron transfer processes in her recent review of d6 ¡ d5 iron, ruthenium and
osmium complexes, and showed that Creutz-Taube complex is delocalized while the larger
bipyridine-bridged complex is localized in aqueous solution [8]. Density functional theory
(DFT) [1, 11–13], MP2 [13], and complete active space SCF (CASSCF) calculations [14]
were performed as well. All these studies indicated that the electronic structure is delocalized
in this complex due to its strong metal-metal interaction; in other words, this complex belongs
to class III.
On the other hand, the electronic structure of 4, 40-bipyridine-bridged dinuclear Ru complex,
[(NH3)5Ru(4; 4
0 ¡ bipyridine)Ru(NH3)5]5+ (3 in Fig. 6.1), was reported to be quite different
from that of 1. Stark effect [9] and IVCT spectra [3, 4] indicated that the metal-metal inter-
action of 3 is weak and the electronic structure is substantially localized. Ferreti et al. [15]
explained this electronic structure and visible spectra by using a four-site vibronic model.
Marcus-Hush theory was also applied to evaluate the IVCT spectra of 3 [16–19]. Besides these
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studies, only a few computational studies of 3 have been reported to our knowledge, in which
DFT [1], CNDO/S [14], and CI methods [20] have been used. In these previous studies, solva-
tion effects were not taken into consideration except for one pioneering work [20], in which the
continuum model was employed to incorporate solvent effect. In reality, however, solvation
effects should be taken into consideration because the localized electronic structure is signif-
icantly stabilized by polar solvent. Another important issue is to consider its multi-reference
nature in the electronic structure, which is closely related to mixing of localized wavefunc-
tions. Standard methods such as CASSCF might not be applicable to these mixed-valence
complexes in reasonable computing time because of their large sizes; see 3 for example.
In the present article, we theoretically investigated 1, 3, pyrazine-bridged dinuclear Os com-
plex, [(NH3)5Os¡ pyrazine¡Os(NH3)5]5+(2 in Fig. 6.1), and 4, 4’-bipyridine-bridged dinu-
clear Os complex, [(NH3)5Os(4; 40¡bipyridine)Os(NH3)5]5+ (4 in Fig. 6.1). The complexes,
2 and 4, are not known experimentally to our knowledge. In fact, to understand the true na-
ture of the mixed-valence complexes, the consideration of vibration coupling and time scale
of solvation is indispensable, as reviewed recently. However, it is also important to evaluate
theoretically the electronic structure of real molecules of mixed-valence complexes without
modeling and static solvation effect. In this work, we evaluated some factors which deter-
mine the localization/delocalization of the ions without modeling and tried to relate them with
fundamental parameters such as overlap and energy gap. Though our study does not incor-
porate vibration-coupling and solvation time scale [5], we believe the knowledge of relation
between fundamental parameters and localization/delocalization nature is also worthwhile to
understand these mixed-valence complexes.
6.2 Method and Computations
6.2.1 Method
As described above, the metal-metal coupling in 1 is considered very strong and that of
3 is considered very weak. The DFT method can be applied to the complexes with strong
metal-metal interaction but seems to be difficult to apply to the mixed-valence complexes
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with weak metal-metal interaction because the DFT method tends to overestimate delocalized
character [13]. CASSCF and CASPT2 methods are believed to be most reliable for this type of
compound. However, it is noted also that the mixed-valence complexes are too large to apply
the CASSCF method.
In the present work, we employed a method proposed by Farazdel et al. [21] to treat the
multi-reference nature of the wave function. The first step of this method is to calculate two
wave functions, ªA and ªB , by the UHF method with the same geometry, where symmetry-
broken UHF orbitals are employed [22](a);(b). In ªA, the excess electron is localized on one
metal center, while in ªB it is localized on the other metal center. These ªA and ªB corre-
spond to the non-orthogonal ‘diabatic states’ [23]. The second step is to construct ‘adiabatic’
wave functions, ªE+ and ªE¡ , from ªA and ªB , as follows;
ªE+=¡ = CAªA + CBªB: (6.1)
Coefficients and the energies E+=¡ of the adiabatic states can be obtained by solving the fol-
lowing secular equation; ¯¯¯¯
HAA ¡ E HAB ¡ ESAB
HAB ¡ ESAB HBB ¡ E
¯¯¯¯
= 0; (6.2)
where HAA = hªAjHjªAi; HBB = hªBjHjªBi; HAB = hªAjHjªBi; and SAB = hªAjªBi.
The solvation effects were evaluated by considering the interaction of the point charge and
the dipole moment of solute with reaction field, in which the solute was placed in a spherical
cavity immersed in a continuous medium with a dielectric constant ². In this situation, the
solvation free energy change ¢G is given by eq. 6.3,









where q is total charge, ¹ is dipole moment, and a is a radius of the spherical cavity which is
determined by the method of Wong et al. [24]. The ² value is taken to be 78.39 throughout
the present study to represent aqueous environment. Because the complexes examined possess
positive charges, the dipole moment was evaluated with the procedure of Wong et al. They
divided dipole moment of charged molecule into two parts, ¹e and ¹N , which correspond to
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the dipole moment of electrons and that of nuclear charges, respectively. Total dipole moment




+ ¹N ; (6.4)
whereQ and ne are the total charge and the number of electrons, respectively. In the calculation









¹º + 2CACB det(U) det(V
y)P¹º ; (6.5)
where P¹º is “generalized” density matrix,U andV are unitary matrices of the corresponding
transformation [25], all of which are defined according to Farazdel et al [21]. PA¹º and PB¹º are
usual density matrices of A and B states, respectively. ¹e was calculated from the partial charge
on all the atoms, which is determined so as to reproduce the electrostatic potential evaluated
with wavefunctions at each grid point around the solute molecule.
6.2.2 Computational Details
To calculate ‘adiabatic’ states, we used GAMESS program package [26] with several mod-
ifications by us. In all the calculations, core electrons of Ru (up to 3d) and Os (up to 4f) were
replaced with effective core potentials (ECPs), where (341/321/31) set was used for valence
electrons of Ru and (341/321/21) set was used for those of Os [27]. For C, N, and O, the
6-31G(d) sets were employed and for H the 6-31G set was employed. To check the reliabil-
ity of this basis set system, electron-transfer matrix element was evaluated with larger basis
sets, in which all electron basis sets, [84333/843/75/1] [28] augmented with an f-function (®=
1.235) [29], 6-311G(d), and 6-31G were used for Ru, N, C, and H, respectively. These two
different basis set systems presented almost the same value of the electron-transfer matrix ele-
ments [21,30]. Thus, the smaller basis set system was employed throughout the present study.
In 1, the Ru ¡ NH3 and Ru ¡ pyrazine bond distances were taken from the X-ray crystal
structure [2], while geometries of NH3 and pyrazine were optimized by the DFT(B3LYP) [31]
method since structural data are not available for these moieties. In the geometry optimization,
we used Gaussian 98 program [32]. In 2, 3, and 4, metal¡N(ammonia), metal¡N(pyrazine),
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and metal ¡ N(4; 40 ¡ bipyridine) distances were taken to be the same as those of 1 because
there is no experimental data and our purpose is to compare them in the same situation.












The energy curves were calculated as function of the displacement (¢r) of the bridging
ligand from the midpoint of the two metal centers (see Scheme 6.1 for ¢r). Along the lines of
their procedure, we calculated the diabatic potential energy surface, assuming that the metal¡
NH3 distance did not change along the antisymmetric stretching motion of the bridging ligand.
These assumption is reasonable because the displacements of metal¡ NH3 groups have little
influence to the potential energy surface [33]. In 3, the dihedral angle in 4, 4’-bipyridine was
fixed to be 40 degree, which was optimized by changing the dihedral angle with an interval of
10 degree. This angle is the same as that reported previously [1]. The effect of dihedral angle
on electronic structures will be discussed below.
6.3 Results and Discussion
6.3.1 Potential Energy Curve of Diabatic States
As shown in Fig. 6.2, two symmetry-broken wave functions ªA and ªB are calculated with
the UHF method along the reaction coordinate ¢r. These two states are degenerate at the sym-
metrical structure, ¢r=0. As shown in Fig. 6.2, SOMOs of these states are almost localized
on each metal center. Here, ªA represents the state in which SOMO is almost localized on the
metal of the left hand side, and ªB represents the other state. These are ‘diabatic’ states.
The ‘adiabatic’ states of ground and excited states are calculated in gas phase by using












































































Figure 6.2: Energy curves and SOMOs of two symmetry-broken wave functions, ªA and ªB; (a)
[(NH3)5Ru ¡ pyrazine ¡ Ru(NH3)5]5+ (1), (b) [(NH3)5Os ¡ pyrazine ¡ Os(NH3)5]5+ (2), (c)
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Figure 6.3: Energy curves of diabatic states. Solid and dotted lines represent the energy curves
of ground state and excited state, respectively; ¦ [(NH3)5Ru ¡ pyrazine ¡ Ru(NH3)5]5+ (1), ²
[(NH3)5Os ¡ pyrazine ¡ Os(NH3)5]5+ (2), ¤ [(NH3)5Ru(4; 40 ¡ bipyridine)Ru(NH3)5]5+ (3 ),
and 4 [(NH3)5Os(4; 40 ¡ bipyridine)Os(NH3)5]5+ (4 ).
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minimum at the symmetrical structure (¢r=0), indicating that the electronic structures of all
these complexes are delocalized in gas phase. In Fig. 6.3, we can see the energy splitting
between two adiabatic state increases in the order 3 < 4 < 1 < 2. According to the ‘two-state’
model, the strength of the mixing depends on the difference in energies (¢H = HBB ¡HAA)
and overlap integral (SAB) between two ‘diabatic’ states: the larger the overlap is and the
smaller the difference in energy is, the mixing becomes large. At the seam of crossing between
two states, electron transfer matrix, V , is discussed in terms of overlap SAB between two states.
The value, V , is calculated by eq. 6.6 using the important parameters, SAB , HAB , HAA, and
HBB in eq. 6.2;
V = (1¡ S2AB)¡1 [HAB ¡ SAB(HAA +HBB)=2] (6.6)





















Figure 6.4: Correlation (±) between electron transfer matrix, V , and SAB and correlation (²) between
skk and SAB . Dotted lines are determined by least-square method.
ify what is the origin of the difference in SAB, or the strength of the state-mixing in these
complexes examined. In the present ‘two-state’ model, SAB is defined, as follows [21]:





where U and V are unitary matrices of the corresponding transformation. Notations used
here, except for sii, are the same as those in reference. sii represents the overlap between
corresponding orbitals, a^i and b^i, belonging to each diabatic states.
sii = hb^ija^ii : (6.8)
We found that all sii is almost 1.0 except for one overlap term, skk, between two specific
orbitals. Consequently, SAB mainly depends on this overlap, as shown in Fig. 6.4.
SAB / skk = hb^kja^ki : (6.9)
These key orbitals a^k and b^k are the corresponding orbitals that are almost same with canonical
¯-spin HOMO orbitals in 1 » 4. The similar relation was previously reported by Koga et
al [34]. These a^k and b^k orbitals are mirror image to each other; one of them is localized on
Ru1/Os1 site and the other is on Ru2/Os2 site. In these orbitals, the d¼ orbital expands to the
bridge part, as illustrated in Fig. 6.5. Apparently, the overlap integral between a^k and b^k in
1 and 2 is much larger than in 3 and 4; in the latter complexes, these orbitals are completely
separated and localized on each metal center.
























where “b”, “m”, and “o” stand for bridge ligand, metal center, and remaining part, respectively.
In all complexes, “m-m”, “b-m”, and “b-b” pairs provide dominant contributions to skk, as
shown in Fig. 6.6.
The overlap sm¡mkk depends on the metal-metal distance; the longer the distance is, the less
the overlap is. In 3 and 4, the distance is about twice as long as that of 1 and 2. The longer
metal-metal distance in 3 and 4 leads to the significantly smaller sm¡mkk than that of 1 and
2. The overlap sb¡mkk between the metal part and the bridge part is mainly determined by the













Figure 6.5: Corresponding orbitals a^k and b^k, which are almost the same as the canonical ¯-spin
HOMO orbitals; (a) [(NH3)5Ru ¡ pyrazine ¡ Ru(NH3)5]5+ (1), (b) [(NH3)5Os ¡ pyrazine ¡






























Figure 6.6: Overlap componentsa), sb¡bkk , sb¡mkk , sb¡okk , sm¡mkk , sm¡okk , and so¡okk of [(NH3)5Ru ¡
pyrazine ¡ Ru(NH3)5]5+ (1), [(NH3)5Os ¡ pyrazine ¡ Os(NH3)5]5+ (2), [(NH3)5Ru(4; 40 ¡
bipyridine)Ru(NH3)5]5+ (3), and [(NH3)5Os(4; 40 ¡ bipyridine)Os(NH3)5]5+ (4). a) b, m, and o
represent bridge part, metal center, and the other part.
a^k (b^k). Since the d¼ orbital of Os more spatially expands than that of Ru [35], the overlaps
between the Os d¼ orbital and the ¼¤ orbital on bridge ligand of 2 and 4 are larger than those
of 1 and 3. The overlap between 4, 4’-bipyridine ¼¤ orbital of b^k (a^k) and metal d¼ orbital of
a^k (b^k) in 3 and 4 is much smaller than the overlap between pyrazine ¼¤ and metal d¼ orbitals
in 1 and 2, as easily seen in Figures 5c and 5d. Therefore the order of sb¡mkk is 3 < 4 < 1 < 2.
Interestingly, a remarkable difference in sb¡bkk is observed among these complexes, whereas
the shapes of the orbitals are very similar to each other. It is likely that because the Os d¼
orbital is closer in energy to the pyrazine ¼¤ orbital than the Ru d¼ orbital, the ¼¤ orbital more
contributes to ‘diabatic’ state in the Os complex than in the Ru complex [36]. The contribution
of ¼¤ orbital to a^k and b^k was evaluated by the following equation;
Á = C¼Á¼ + C¼¤Á¼¤ ; (6.11)
where Á is the contribution of the bridge moiety to the corresponding orbital a^k (b^k). The Á¼
and Á¼¤ are canonical orbitals of 4, 4’-bipyridine calculated by the HF method. C2¼¤ of 3 and
4 are 0.006 and 0.018, respectively. This difference leads to the difference in sb¡bkk between 3
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and 4. In 1 and 2, a^k and b^k orbitals exhibit amplitude to some extent on the bridge group, as
shown in Figs. 6.5a and 6.5b, which leads to the larger sb¡bkk value of 2 than that of 1.
Summarizing the above discussion, the sm¡mkk , sb¡mkk , and s
b¡b
kk (/ SAB) increase in the order
Ru < Os and in the order 3 and 4 < 1 and 2. Thus, the energy splitting between two diabatic
states increase in the order 3 < 4 < 1 < 2. These differences in overlap SAB is one of key fac-
tors for localized vs delocalized electronic structure in aqueous solution, as will be discussed
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Figure 6.7: Free energy curves of 1, 2, 3, and 4 in aqueous solution; ¦ [(NH3)5Ru ¡
pyrazine ¡ Ru(NH3)5]5+ (1), ² [(NH3)5Os ¡ pyrazine ¡ Os(NH3)5]5+ (2), ¤ [(NH3)5Ru(4; 40 ¡
bipyridine)Ru(NH3)5]5+ (3), and 4 [(NH3)5Os(4; 40 ¡ bipyridine)Os(NH3)5]5+ (4).
Free energy curves (FEC) in aqueous solution are shown in Fig. 6.7. In 1 and 2, FEC
possesses a single minimum at the symmetric geometry (¢r=0), as is the case for gas phase.
The FEC of 3 has two minima at ¢r = §0:08A˚, showing that the electronic structure of 3
is localized in aqueous solution. The key to understand the difference in 3 from the others is
dipole moment, which is computed by eq. 6.4. Dipole moment is zero at the point of ¢r = 0
in all the complexes due to the symmetry of the total wavefunction. It increases with increase


























Figure 6.8: Changes of dipole moment along ¢r. In solid circle, the dipole moments of ’diabatic’
states at¢r = -0.10, 0.0, and + 0.10 are schematically shown; ¦ [(NH3)5Ru¡pyrazine¡Ru(NH3)5]5+
(1), ² [(NH3)5Os¡pyrazine¡Os(NH3)5]5+ (2),¤ [(NH3)5Ru(4; 40¡bipyridine)Ru(NH3)5]5+ (3),
and 4 [(NH3)5Os(4; 40 ¡ bipyridine)Os(NH3)5]5+ (4).
in Fig. 6.8. In 4, FEC is influenced by the dihedral angle (±) between two pyridyl rings. When
± is 40 ,˚ its electronic structure is delocalized, as shown in Fig. 6.9. However, it becomes
localized when ± is 80 .˚ Because the energy difference between the minima at ± =40 a˚nd
± =80 ,˚ the electronic structure of 4 is between localized and delocalized one (Class II). The
effect of the dihedral angle will be discussed below in more detail.
Oh et al. studied how much dipole moment of di-ruthenium complexes changes upon going
to excited state from ground state in water using electronic absorption (Stark effect) spec-
troscopy [9]. They reported that the change is about 0 (D) for 1 and 29 (D) for 3. As clearly
shown in Figure 7, the electronic structure of 1 is delocalized at ground state in aqueous so-
lution. In the electronic absorption, the transition should be from the delocalized electronic
structure at ground state to the delocalized structure at excited state. On the other hand, the
electronic structure of 3 is localized at the equilibrium geometry at ground state in aqueous
solution (¢r = 0:08A˚). The dipole moment was evaluated to be -17 (D) and 20 (D) at the
ground and excited states, respectively. The calculated change of dipole moment is about 37
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Figure 6.9: Free energy curves of [(NH3)5Os(4; 40 ¡ bipyridine)Os(NH3)5]5+ (4) at ±a) =40 (˚¦),
70 (˚¤), and 80 (˚4). The standard of free energy is that at 40 a˚nd ¢r = 0. a) ± is the dihedral angle
between two pyridyl planes of 4, 4’-bipyridine.
Change of dipole moment is induced by the mixing ratio of two diabatic states (see eq.
6.5) whose dipole-moment direction is opposite to each other, as illustrated in Fig. 6.8. In the








1¡ SAB tan µ ; (6.12)














When ¢r = 0, two diabatic states are in the same energy (¢H = 0), which leads to R = 0;
this means that two states mix in the same ratio (CA = CB). In this case, dipole moment is
0. At ¢r 6= 0, on the other hand, the mixing ratio is not equivalent and the dipole moment
is induced. As R increases, the localization of adiabatic wave function increases. Fig. 6.10
shows change of R as a function of ¢r. In ¢r > 0 the sign of R is positive for 1 and 2 and
negative for 3 and 4. This sign shows which of the state ªA and ªB is dominant in ¢r > 0.
In 1 and 2, ªB is dominant in the adiabatic states, as shown in Figs. 6.2(a) and 6.2(b). On
the other hand, ªA is dominant in the adiabatic states of 3 and 4. One can see that R of 3
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Figure 6.10: Mixing ratio R vs ¢r; ¦ [(NH3)5Ru ¡ pyrazine ¡ Ru(NH3)5]5+, ² [(NH3)5Os ¡
pyrazine¡Os(NH3)5]5+,¤ [(NH3)5Ru(4; 40¡bipyridine)Ru(NH3)5]5+, and4 [(NH3)5Os(4; 40¡
bipyridine)Os(NH3)5]5+.
state considerably increases with increase in ¢r; in other words, the adiabatic wavefunction
tends to localize on one center in 3 to a more extent than in the others.
Because tan and tan¡1 are monotonous functions and SAB is very small, the mixing ratio








The larger R0 is, the more localized the electronic structure is. As represented by eq. 6.13,
the mixing ratio is determined by subtle balance among several parameters such as SAB, HAB
etc. It should be emphasized that the solvation energy, which is mainly determined by the
dipole moment of the complex, increases enough to stabilize the localized electronic structure
when the two coefficients, CA, CB , are remarkably different. In 3, R0 is much larger than
in the others, because ¢H is the largest and SAB is the smallest, as discussed above. This
leads to the much larger dipole moment in 3 than in the others, which further leads to the
larger stabilization energy by polar solvent. Thus, the electronic structure of 3 is localized in
aqueous solution.
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6.3.2 FEC along Rotation of the Bridge Group
In 3 and 4, two pyridyl rings can rotate around C-N and/or N-N bond axis. The increase in
the dihedral angle (±) decreases the overlap between p¼ orbital of C4 and C 04, which further
changes the energy levels of ¼ and ¼¤ orbitals of the bridge group, and therefore, the electronic
structure of these complexes is influenced by this rotation. It is interesting to investigate how
much the localization/delocalization of the electronic structure depends on the rotation.
FEC of 4 were evaluated at ± = 40 ,˚ 70 ,˚ and 80 ,˚ as shown in Fig. 6.9. Although the elec-
tronic structure of 4 is delocalized at ± = 40 ,˚ as was discussed above, it is sufficiently localized
at 80 .˚ As previously mentioned, the dipole moment, which has great influence on the local-
ization in aqueous solution, is mainly determined by the parameter R0 (eq. 6.14). Because the
change of the dihedral angle between two pyridyl planes has little influence on the d¼ ¡ ¼¤ in-
teraction, ¢H is almost constant. From eq. 6.14, we can say that the difference in FEC among
± = 40 ,˚ 70 ,˚ and 80˚ is mainly governed by the overlap SAB and HAB . Because HAB is almost
proportional to SAB , SAB is the main factor that determines the localization/delocalization of
these complexes. SAB decreases with an increase in the dihedral angle; for instance SAB is
0:044 at ± =40˚ (¢r = 0) but significantly decreases to 0.01 at ± = 80 (˚¢r = 0). This small
SAB at ± = 80˚ induces the large dipole moment at ¢r 6= 0, which leads to the localized
electronic structure at this angle [37] .
6.4 Conclusions
We have theoretically studied the electronic structures of Creutz-Taube complex and its
analogues. They have been attracting great deal of interests in understanding its electronic
structure, namely, localization or delocalization. There are two important requirements to un-
derstand the electronic structure of the system. One is multi-configurational description in the
wave functions, which is caused by a inherent character of mixed-valence metal complex, and
the other is solvation effect, which is not negligible. In the present study, we have theoretically
investigated these complexes by consideration of “two-state model” based on ab initio molec-
ular orbital theory and dielectric continuum model, and related the localization/delocalization
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of the electronic structure with fundamental parameters, such as overlap and energy gaps. Al-
though the calculation is not sufficient for the understanding of the true nature of the ions, our
work showed the important factors which determine the localization/delocalization.
It is found that all of the electronic structure of the examined complexes would be delo-
calized in gas phase, but the electronic structure of 3 with a long bridge, [(NH3)5Ru(4, 4’-
bipyridine)Ru(NH3)5]5+, shows localized electronic structure in aqueous environment. In 4,
the electronic structure changes as the dihedral angle becomes large. The localized electronic
structures of the complexes are interpreted in terms that the magnitude of the mixing of two
diabatic states is small; because of large ¢H and small SAB, the mixing ratio R is much larger.
Thus, one of two states becomes dominant enough and the dipole moment of the complex sig-
nificantly increases, which leads to large solvation effects. In the other two complexes, 1 and
2, ¼ and ¼¤ orbitals in pyrazine and bipyridine interact well with d¼ orbital of metal center.
As a result, overlap SAB becomes sufficiently large to induce the electron delocalization. In 4,
we wish to propose the possibility that the electronic structure can be designed by introducing
some substituents at C3 and C
0
3 positions of 4, 4’-bipyridine; such substituents increases the
dihedral angle between two pyridyl plane to decrease SAB .
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Chapter 7
Electronic structure and solvation structure of
[Ru(CN)6]
4¡=3¡ in aqueous solution: A RISM-SCF
study
7.1 Introduction
The study of metal complexes in solution phase captures the researcher’s interests and their
structural properties have been extensively reporeted including experimental and theoretical
approaches. In particular, much attention has been payed to the bimetallic cyanide-bridged
complexes from the view point of electron transfer chemistry. They are widely used as an
intramolecular (inner-sphere) electron transfer system. For instance, the transfer rates have
been experimentally determined on [(NH3)5RuNCRu(CN)5]¡ complex from femtosecond-
spectroscopic investigations, and details of the process as well as the solvation dynamics have
been revealed [1]. Numerous structural studies including X-ray diffraction have been also
reported so far.
On the other hand, studies on the element of these complexes, i.e. fundamental six-coordinated
complexes are rather limited, especially for ruthenium complex [2–4], It is also surprising
that theoretical studies are further limited [5–7]. Since it is very perceivable that the elec-
tronic structure of the molecule is significantly changed in solution phase, main interests of
the current issues are the electronic structure of the complex and solvation structure around
it. It should be noted, however, the electronic and solvation structures are strongly coupled in
general. A simultaneous approach both from solvation chemistry and quantum chemistry is
required to study the present system theoretically.
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RISM-SCF theory, that combines the statistical-mechanics of molecular liquids [8, 9] with
ab intio molecular orbital theory [10–12], is a promising tool to tackle the present subject.
In the theory, electronic structure of a solute molecule in solution and solvent distribution
around the solute molecule are solved in a self-consistent manner. The methods have been
widely applied to a variety of solute-solvent system including transition metal complex [13].
In the present article, we report a theoretical study for the electronic and solvation structure of
[Ru(CN)6]4¡ and [Ru(CN)6]3¡ in aqueous solution based on the RISM-SCF theory. A serious
problem in dealing with these systems is the assignment of effective charges that are necessary
to carry out RISM calculation. Because of the specially high symmetry of the system, the con-
ventional RISM-SCF procedure can not attain the simultaneous solution of the equation. By
implementing an efficient technique, we obtain the electronic structure and solvation structure
in a self-consistent manner for the first time.
The organization of this article is as follows. After describing the computational detailes,
electronic and solvation structures of [Ru(CN)6]4¡ and [Ru(CN)6]3¡ are discussed.
7.2 Computational Details
RISM-SCF theory combines two major theoretical elements, the ab initio molecular orbital
(MO) theory and the RISM integral equation method. In the theory, the solvation effect on the
electronic structure of a solute is taken into account in a self-consistent manner, and simul-
taneous equations for the solute electronic structure and solute-solvent correlation functions
are solved by use of the variational principle for the solvation free energy of the system. We
recommend referring to the reviews and previous studies [14, 15].
In the RISM-SCF method, the electrostatic potential (ESP) charges, which are determined
so as to reproduce the electrostatic potential around a solute molecule, is usually adopted since
this set of charges is considered to be suitable to describe the electrostatic interaction between
solute and solvent molecules. However, it is widely known that the assignment of ESP charge
becomes often difficult because of the ill-posed nature of ESP fitting procedure. This difficulty
gets more strained when buried atom exists in the system. In the present case not only the
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Table 7.1: Lennard-Jones parameters
atom ¾=A˚ " / kcal mol¡1 q=jej
Ru 4.68 0.036 a —
C 3.65 0.150 a —
N 3.20 0.170 a —
water
O 3.17 0.155 -0.82
H 1.00 0.056 0.41
a determined by RISM-SCF method.
See Table 7.2.
ruthenium but also carbon atoms are buried and the charge assignment of these atoms are not
easy. To overcome this problem, we incorporate the modified charge assignment procedure
proposed by Morita et al. [16] into the RISM-SCF computation. The procedure offers a robust
definition of the ESP charges.
The MO calculations were performed at the spin-restricted Hartree-Fock (HF) level of the-
ory by using the Dunning-Huzinaga double-zeta basis sets [17] with d-polarization function
on carbon (®=0.75) and nitrogen (®=0.80). The standard effective core potential and basis
set parameters suggested by Stevens et al., in which 28 inner-shell electrons are replaced with
the core potentials, were used for Ru [18]. The density functional theory (DFT) computations
were also carried out with the hybridized HF/ Becke/ LYP using VWN formula 5 (B3LYP)
for [Ru(CN)6]3¡, in which we found very similar tendency to the HF-level computations. The
point group of the complex was taken as the octahedral symmetry (Oh), and the geometry was
fixed through the study at the X-ray structure [2–4]; R(Ru-C)=2.023A˚ and R(C-N)=1.157A˚.
The electronic structure was solved under the assumption of same symmetry for [Ru(CN)6]4¡,
while D4h was employed for [Ru(CN)6]3¡ to deal with the Jahn-Tellar effect.
The grid points to evaluate ESP were distributed around the centers of all the composing
atoms based on 194 Lebedev polyhedrons [19] with six equally spaced layers from 10 to 30
Bohr for each directions. Total numbers of grid points were 1836. ² [16] was 1:0 £ 10¡1 and
1:0 £ 10¡4 for Ru(III) and Ru(II) complexes, respectively. The constraint for the total charge
was employed to define the ESP charges.
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Table 7.2: Effective atomic charges and contributions to the solvation free energy
atom
effective chargesa /jej
¢¹ /kcal mol¡1Mulliken ESP
Ru -0.0738 (-0.0738) 0.3353 (0.3353) 35.46
C(ax) -0.0440 (-0.0443) 0.1628 (0.1628) 26.41
[Ru(CN)6]3¡ C(eq) -0.0794 (-0.0794) 0.1638 (0.1638) 26.54
N(ax) -0.4353 (-0.4347) -0.7211 (-0.7211) -93.76
N(eq) -0.4125 (-0.4126) -0.7185 (-0.7185) -93.26
total free energy -366.13
Ru -0.4356 (-0.5147) 0.5677 (0.3188) 80.56
C(ax) 0.0626 (-0.0409) 0.2998 (0.1269) 58.61
[Ru(CN)6]4¡ C(eq) 0.0626 (-0.0409) 0.2998 (0.1269) 58.61
N(ax) -0.6567 (-0.5400) -1.0611 (-0.8467) -188.50
N(eq) -0.6567 (-0.5400) -1.0611 (-0.8467) -188.50
total free energy -698.74
a Values in parenthesis are in gas phase.
RISM equation were solved with the hyper-netted-chain (HNC) approximation. SPC-like
water model [20] was employed to describe solvent water. The Lennard-Jones parameter of
carbon and nitrogen were the OPLS parameter set [21], and that of ruthenium was the same
as our previous study [13]. These are summirised in Table 7.1. The density of water (½) was
assumed to be 1.0g/cm3 at a temperature (T ) of 298.15K.
All the computations were carried out with our modified version of GAMESS program
packages.
7.3 Results and Discussion
7.3.1 The Electronic Structure
The effective charges computed by Mulliken population analysis and by the ESP procedure
are shown in Table 7.2 together with the solvation free energy (¢¹).
In all the cases, the charges of nitrogen atoms are negative and greater in absolute values
than those of the buried atoms. This trend is similar in the two population analyses, although
the effective charges derived from them are slightly different. The difference comes from
the fact that each method reflects different characteristics of the electronic structure. The
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Mulliken analysis represents the distribution of electron density in the solute, while the ESP
is determined so as to reproduce the electrostatic potential around the solute. In other words,
it is related to how the electronic distribution is seen from solvent molecules. For the results
of ESP charges, it can be said the electronic character of the two complexes are similar in
the gas phase: the effective charges on the ruthenium and carbon atoms are positive (ca. 0.3
and 0.1, respectively), whereas the charge on nitrogen atoms is notably negative (-0.7 to -0.8).
The change of charges on the central ruthenium upon the reduction is not so large, and excess
electron is de-localized over the whole complex.
The situation is changed in the solution phase. The solvation considerably affects the elec-
tronic structure of [Ru(CN)6]4¡ and the effective charges are significantly altered from the
gas phase ones. On the contrary, the electronic structure of [Ru(CN)6]3¡ is undisturbed and
the charges are virtually the same. The quadrupole moments (Qxx; Qyy; Qzz) of this complex
are (2:065; 2:065;¡4:131) and (2:092; 2:092;¡4:184) in the gas and aqueous solution phase,
respectively. This electronic structure change is closely related to the hydration structure of
these complexes as we will discussed later. In [Ru(CN)6]3¡, the axial and equatorial nitrogen
and carbon atoms are considered to be different each other in nature because of the Jahn-Tellar
effect. But the effective charges of them are almost identical and any further difference is not
seen.
How does the solvation affect the orbital energies of these complexes? Figure 7.1 illus-
trates the change of orbital energies near the frontier orbitals by the solvation. The horizontal
axis of the graph is the orbital energy in gas phase, while the vertical axis represents that in
aqueous solution. The mark denoted by the symmetry group t2g is degenerated three orbitals
in [Ru(CN)6]4¡ complex corresponding to dxy, dyz and dxz of the ruthenium 4d orbitals. The
electronic structure of [Ru(CN)6]3¡ is computed withD4h symmetry so as to allow the splitting
of these orbitals into two degenerated (eg) and one singly occupied (b2g) orbitals. The orbital
energies in both phases (including some virtual orbitals) show very good correlation in each
complex. This means that the orbital energies becomes negatively greater in aqueous solution










0 . 2 0 . 0 0 . 2 0 . 4 0 . 6
[ R u ( C N ) 6 ] 3 

























Figure 7.1: Selected orbital energies in the gas phase and in aqueous solution. The occupied orbitals
are labeled with their degeneracy (the number in parenthesis).
the specially high symmetry of the present system. It is noted that the total energy represented
by the total hamiltonian is not invariant upon transferring from the gas to aqueous solution
since the system we are considering is dissipative one. The deepening of orbital energies does
not seem to matter much.
¢¹ can be decomposed and assigned to contribution from each atom (®) composing the




















where s indicates atoms in solvent molecules, and the functions h®s and c®s are total and
direct correlation functions, respectively. h®s is essentially equivalent to the pair correlation
function (PCF). Note that ¢¹® is not the same as the solvation free energy of an isolated
atom ® in the solvent. The correlation function used to evaluate ¢¹® depends on all other
atoms in the solute. As listed in the table, the greatest contribution to the solvation free energy
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comes from nitrogens. This is quite a contrast to the hexaammine complex [13], in which
the contribution from the embedded ruthenium is dominant. Presumably, the excess electron
weakens the effect from the ruthenium and direct electrostatic interaction between nitrogen
and solvent plays central role in the solvation process.
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Figure 7.2: PCF between the ruthenium and oxygen atom of solvent water.
A big advantages of the present method is to provide the information of solvation structure
in atomic level. Figure 7.2 is PCF between the central ruthenium and oxygen atom of sol-
vent water. In the present model, direct contact of ruthenium and oxygen atoms should appear
around (¾Ru + ¾O)=2 = 3:9A˚. A small shoulder found around 3:5A˚ in [Ru(CN)6]4¡ corre-
sponds to the sovlation structure of this contact. The conspicuous peaks around R = 5A˚ in
the both complexes are attributed to the oxygen atom circling around the solute molecule. If
the oxygen approaches to the complex along C–N axis, the peak position must be longer. For
this results, the oxygen is considered to approach to nitrogen atoms perpendicular to the C–N
axis. Since the ligand cyano group in these complexes is linear, there is a space for solvent
molecule to enter the area between the ligands. Consequently, it is considered that attractive
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interaction in [Ru(CN)6]4¡ is strong enough to make a direct contact between the metal and
solvent. However, it must be reminded that counter cations are not included in the present
computations. In reality, the central metal may attract the cations and solvent molecules tend
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Figure 7.3: PCF between cyano group and hydrogen atom of solvent water. Solid lines are
[Ru(CN)6]3¡ and dashed lines represent [Ru(CN)6]4¡ .
Figures 7.3 and 7.4 are PCF around the cyano group. First thing one notices in these figures
is the peak around 2.0A˚ in the N–H PCF. This can be obviously assigned to the hydrogen
bonding of solvated water molecule. The distinct peak around 3.0A˚ in the N–O PCF is another
evidence of this hydrogen bonding. As mentioned above, the bonding is not co-linear along
the C–N axis if we consider the peak positions. In the C–O PCF, the position of the first peak
is found around 3.5A˚. It is geometrically impossible to arrange C, N and O atoms in a straight
line, since the peak positions of C–O and N–O are too close. A possible solvent location that is
consistent with these peak positions is shown in the figure. It is noted, however, that the peak in
C–O PCF is rather broad and a small shoulder is seen around 4.0A˚. This length is sufficient to
align three atoms in a straight line. In summary, there is a strong hydrogen bonding between the
nitrogen and hydrogen atoms, but solvent molecules can be placed with wide range of angles
in a continuous fashion. Two O–H moieties depicted in the figure correspond to the limits of
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these distribution. Similar to the discussion in the effective charges, axial and equatorial atoms
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Figure 7.4: PCF between cyano group and oxygen atom of solvent water. See the caption in Fig 7.3.
It is noted that all the peak positions in PCF of [Ru(CN)6]3¡ and those in [Ru(CN)6]4¡ is
very close to each other and only the peak height is slightly greater in [Ru(CN)6]4¡ than that
in [Ru(CN)6]3¡. This implies that the solvation structure around these complexes are similar.
7.4 Conclusions
Solvation and electronic structure for the two metal complexes, [Ru(CN)6]3¡ and [Ru(CN)6]4¡
in aqueous solution, are studied by means of the ab initio RISM-SCF method.
The electronic structure of these complexes in gas phase are similar from the view point
of ESP fitting charge. The electrons tend to show partiality to nitrogen atoms and the buried
atoms (ruthenium and carbon) are positively charged. The solvation effect differentiates the
electronic structure of them. [Ru(CN)6]3¡ is insensitive to the effect and the partial charges
assigned on each atom are not changed, whereas the electronic structure of [Ru(CN)6]4¡ is
significantly polarized by the solvation.
For the results of peak positions of PCF around the two complexes, we can conclude that the
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solvation structure is not greatly changed from the oxidation states of the complex although
the peak heights, i.e. solvation strength are slightly different each other.
119
Bibliography
[1] K. Tominaga, D. Kliner, A. Johnson, N. Levinger, and P. Barbara, J. Chem. Phys. 98,
1228 (1993).
[2] L. Gentil, A. Navaza, J. Olabe, and G. Rigotti, Inorganica Chim. Acta 179, 89 (1991).
[3] J. Olabe, L. Gentil, G. Rigotti, and A. Navaza, Inorg. Chem. 23, 4297 (1984).
[4] J. Kautz and R. C. Symes, Acta Cryst. C59, i89 (2003).
[5] K. Pierloot, E. V. Praet, L. Vanquickenborne, and B. Roos, J. Phys. Chem. 97, 12220
(1993).
[6] J. Zeng, N. Hush, and J. Reimers, J. Phys. Chem. 99, 10459 (1995).
[7] J. Zeng, N. Hush, and J. Reimers, J. Am. Chem. Soc. 118, 2059 (1996).
[8] D. Chandler and H. C. Andersen, J. Chem. Phys. 57, 1930 (1972).
[9] F. Hirata and P. J. Rossky, Chem. Phys. Lett. 83, 329 (1981).
[10] S. Ten-no, F. Hirata, and S. Kato, Chem. Phys. Lett. 214, 391 (1993).
[11] S. Ten-no, F. Hirata, and S. Kato, J. Chem. Phys. 100, 7443 (1994).
[12] H. Sato, F. Hirata, and S. Kato, J. Chem. Phys. 105, 1546 (1996).
[13] H. Sato and F. Hirata, J. Phys. Chem. A 106, 2300 (2002).
[14] F. Hirata, H. Sato, S. Ten-no, and S. Kato, in Combined quantum mechanical and molec-
ular mechanical methods , edited by J. Gao and M. A. Thompson (American Chemical
Society, Washington DC, 1998).
120
[15] F. Hirata, H. Sato, S. Ten-no, and S. Kato, The RISM-SCF/MCSCF Approach for the
Chemical Processes in Solutions in ”Computational Biochemistry and Biophysics” ,
edited by O. M. Becker, A. D. MacKerell Jr, B. Roux, and M. Watanabe (Marcel Dekker,
New York, 2001).
[16] A. Morita and S. Kato, J. Phys. Chem. A 106, 3909 (2002).
[17] T. H. Dunning Jr. and P. J. Hay, Chapter 1 in ”Methods of Electronic Structure Theory” ,
edited by H. F. Schaefer III (Plenum, New York, 1977).
[18] W. Stevens, H. Basch, M. Krauss, and P. Jasien, Can. J. Chem. 70, 612 (1992).
[19] V. I. Lebedev and D. Laikov, Dokl. Math. 59, 477 (1999).
[20] H. J. C. Berendsen, J. P. M. Postma, W. F. van Gunsteren, and J. Hermans, in Intermolec-
ular Forces , edited by B. Pullman (Reidel, Dordrecht, 1981).
[21] W. L. Jorgensen and C. J. Swenson, J. Am. Chem. Soc. 107, 569 (1985).
121
Chapter 8
Alternative couplings of solute–solvent interaction
in RISM-SCF method
8.1 Introduction
Electronic structure is considerably affected by solute–solvent interaction. In many cases,
the electrostatic interaction is the dominative one that governs the electronic structure of the
molecules as well as the solvation structure. Numerous representations have been proposed to
describe this Coulombic interaction. For example it is replaced with the interaction between
the electronic density of the solute and the surrounding media within the framework of dielec-
tric continuum models such as polarisable continuum model (PCM) [1, 2]. In the reference
interaction site model-self-consistent field (RISM-SCF) theory, the electrostatic potential of
the reaction field at solute atom ® produced by the surrounding molecules is expressed as the
consequence of the statistically averaged charge distribution.







where qs is the partial charge on the site s in solvent, ½ is the bulk density of solvent, and
g®s(r) is the pair correlation function (PCF) between ® and s. The interaction energy (Eint) is
described as the product of the partial charge assigned on the site in solute (q(e)® ) and (V).
Eint = V






In the original version of RISM-SCF, a set of partial charges is determined so as to reproduce
the electrostatic potential (ESP) around the solute with the least square fitting procedure, which
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is used for the charge (q(e)) in Eq.(8.2). This is presumably the most reliable choice of the
partial charge in the present purpose and RISM-SCF have been successfully applied to broad
range of chemical phenomena [3–7]. However, it is known that ESP charge set sometimes
shows ill behaviours such as multiple-valued nature.
In the present work, other types of the interaction are examined as an alternative to the
description of the solute–solvent interaction.
8.2 Method
In the conventional RISM-SCF procedure, ESP charge (q(e)ESP) set is used to represent the
solute electronic structure. Since the least square fitting is analytically employed the charge
























jri ¡ rkjjrj ¡ rkj : (8.5)
Ne is the total numbers of electrons. For the meanings of other notations, we recommend
referring to the original paper [5, 6]. The solvated Fock matrix element of the conventional
RISM-SCF method






1ta¡1B¡ S¢¸ ; (8.6)
is derived using this definition of charge set (Method A).
The simplest procedure to derive the charge set is undoubtedly Mulliken population analysis











where S is overlap matrix. The relationship between these two charge sets is discussed in the
Appendix. In the spirit of the conventional RISM-SCF procedure, the solvated Fock operator
(F solv¹º ) can be defined as follows (Method B).
Fsolv = Fgas ¡X; (8.8)




(V® + V¯)S¹º ; ¹ 2 ® and º 2 ¯: (8.9)





MPA. They are obtained from the electronic structure calculation and used for
solving RISM equation. Eqs. 8.6 and 8.8 are describing the interaction part of the electronic
hamiltonian and related to these charges, respectively. Now, ‘dual’ type procedure may be
possible to be considered (Method C). The Fock operator defined in Eq. (8.6) is used for
the electronic structure computations, whilst the Mulliken charge set derived from this Fock
operator is used for the RISM computations. The resultant PCF is used for the construction
of Eq. 8.6. It is noted that the quantity in the square brackets of Eq. 8.6 can be computed
only with the information of the basis functions and the grid points frkg, which expresses the
spatial property around the solute molecule.
The reason to choose this combination is as follows; The electrostatic interaction computed
with Eq. 8.8 is generally stronger than the ESP case, Eq. 8.6. This is because B virtually
reflects the extension of electronic clouds of the solute molecule through the grid points, thus
the solute–solvent interaction can be treated in a reliable manner. Meanwhile, the absolute
values of q(e)ESP is slightly greater than q
(e)
MPA in many molecular systems, meaning the polar-
ization of a molecule is somewhat emphasized when using q(e)ESP. Since the charge set directly
governs RISM computations, solvation structure depends on the choice of the charge set. The
present choice of combination is very pragmatic but effective way to compute the solvation
effect. Such discordance in the description of the interaction is often seen in the framework of
QM/MM and causes no problems in our experiences.
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Table 8.1: Several properties of water molecule in aqueous solution
Method gas A B C
Mulliken charge (qO) / jej -0.68 -0.82 -1.20 -0.78
dipole moment / Debye 2.24 2.84 2.71 2.67
¢¹ / kcal mol¡1 — -8.66 -17.05 -5.07
Ereorg / kcal mol¡1 0.00a 3.36 10.42 1.74
Eint / au — -0.42943 -0.52387 -0.33787
orbital energy (a1) ²1/au -20.5565 -20.5861 -20.5784 -20.5803
(a1) ²2/au -1.3463 -1.3746 -1.3857 -1.3694
(b1) ²3/au -0.7109 -0.7403 -0.7455 -0.7348
(a1) ²4/au -0.5758 -0.6185 -0.6128 -0.6093
(b2) ²5/au -0.5029 -0.5371 -0.5412 -0.5302
a Total energy is -76.04635 au in gas phase.
In the following section, these three procedures are compared from the view point of physi-
cal properties and the convergency.
8.3 Results and Discussion
8.3.1 Benchmark computations on water in aqueous solution
We have applied three types of RISM-SCF method to water molecule in aqueous solution.
Hartree-Fock method with DZP basis sets [8] was employed for the electronic structure com-
putations and SPC-like parameters [9] were adopted in the the RISM part. The experimental
geometry (ROH=0.9575A˚ and \HOH=104.51±) is used. All calculations were carried out at
the temperature 298 K and the solvent density 0.03334 molecule/A˚3.
The representative physical properties are summarised in Table 8.1. Mulliken charge as-
signed on the oxygen and the dipole moment show that the electronic structure of the water
molecule in aqueous solution is polarised in all the cases compared with the molecule in the gas
phase. The interaction between the solute and solvent in Method B is the strongest, while that
in C is the weakest. The conventional procedure (Method A) is intermediate between them.
The excess chemical potential (¢¹) becomes negatively greater while the reorganisation or
polarisation energy (Ereorg) becomes positively greater, as the interaction is strengthened. The
interaction regularly makes the orbital energies deeper except for ²4 of method A. At this mo-
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Figure 8.1: PCF around water molecule in aqueous solution computed by three different meth-
ods.
The pair correlation function (PCF) computed by the three methods are plotted in Fig. 8.1.
The positions of the first peaks in O–H and O–O look very similar, but their heights are slightly
different each other. The hydration number is one of the measures to judge the reliability
of PCFs. By integrating the O–H PCF up to the first minimum, we obtained 1.90 (Method
A), 1.86 (Method B) and 1.55 (Method C) respectively. All these values are less than two,
which is good accordance with estimation in a molecular simulation studies (1.6–1.9) [10,11].
The heights and hydration number show that the interaction computed by Method C is the
smallest among the three, which is consists with the properties discussed above. Fig. 8.2
illustrates the convergence profile of the computations of the three methods. Exactly the same
algorithm were used for computing the RISM-SCF. The convergence is judged by the root-
mean-square-deviation of the electrostatic potentials in the successive iteration cycles. Because
of its moderate interaction, computation by Method C quickly converges to the threshold. On
the other hand, convergence rate of Method B is two time slower than Method C.
All these results clearly show that the interaction by Method C is weaker than the conven-
tional method, A, while that by B is stronger than A. In other words, the electronic structure
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Figure 8.2: Convergence behaviour of the three methods.
by Method B is the most greatly distorted with respect to the gas phase one. Another point
we would like to point out is that the solute-solvent interaction is well described by the linear
response regime of solvation in many cases. The convergence rate must be faster as weaker
the interaction.
8.3.2 A charge-transfer complex NH3-BH3
NH3-BH3 is known as a typical charge-transfer complex. The sum of Mulliken charges
in NH3 moiety in the gas phase is +0:26jej at the optimized geometry, exhibiting its charge-
transfer character. According to our experience, the RISM-SCF computation diverges when
the conventional Method A is applied to this system in aqueous solution. The reason of this
behaviour originates from the effective charge assigned on the hydrogen attached to the boron
atom (HB). The value given by ESP procedure is largely negative (-0.2, for example) that
attracts hydrogen of liquid water. The height of the first peak in the HB–H PCF increases,
then the polarisation of B–HB bond is enhanced by the solvation, which again attracts water
hydrogen atoms. Because of this endless cycle, the convergence is not usually attained. The
situation is the same when using Method B due to its strong interaction.
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The convergence can be obtained only when using Method C since its interaction is the
most moderate. In the present work, Hartree-Fock method with DZP basis set is carried out.
Lennard-Jones parameters are taken from literatures ( ¾B = 3:71A˚; ²B = 0:136 kcal mol¡1
[12], ¾N = 3:42A˚; ²N = 0:170 kcal mol¡1 [13], ¾HB = 2:00A˚; ²HB = 0:070 kcal mol¡1 [14]).
The parameter for HN is set to the same as SPC-like water’s. Fig. 8.3 shows the PCFs around
the solute molecule. All peaks indicate that the description of the hydration is reasonably
obtained with this method. Because of the negative charge on the hydrogen atom attached to
the boron, HB–H PCF shows a well-marked peak around 1.5A˚. At the same time, hydrogen
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Figure 8.3: PCF around NH3BH3. HW indicates the hydrogen of solvent water
The converged Mulliken charges on HB, B, N and HN are ¡0:107jej, ¡0:160jej, ¡0:526jej
and 0:336jej, respectively. The corresponding charges in the gas phase are¡0:157jej, 0:208jej,
¡0:715jej and 0:326jej, respectively. In aqueous solution, the charge-transfer is strongly en-
hanced and the sum of Mulliken charges in NH3 moiety is +0:48jej, which is twice as large as
in the gas phase. It is of great interests that even the sign of the effective charge of the boron
atom inverts by flowing electrons from NH3 to BH3 moiety. The boron atom also attracts elec-
tron from the attached hydrogen atoms. These changes in the effective charges indicate that
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the electronic structure around the boron is significantly affected by the solvation.
8.4 Conclusions
In the present work, we proposed other type of electrostatic couplings between solute and
solvent molecules within the framework of RISM-SCF theory. It is found that the interaction
by Mulliken-type method is stronger than the conventional method based on ESP, while that
by dual-type method is much more moderate than the others. The dual-type method is very
pragmatic but effective way to compute the solvation effect.
Appendix
We consider the relationship between the two charge, q(e)ESP and q
(e)
MPA. Let us start with
considering the first term in Eq. 8.3.














jr® ¡ rgj h¹j
1
jrg ¡ rj jºiPº¹; (8.10)
where ¹ and º are atomic orbitals (basis set) belonging to atoms » and ´, respectively. Intro-
ducing Mulliken-type approximation on the matrix element,









































Note that a is symmetric matrix. Thus the q(e)ESP is reduced to q
(e)
MPA by applying Eq. 8.11 to
Eq. 8.10, since the second term in Eq. 8.3 disappears by using the same approximation.
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Chapter 9
New-generation of the reference interaction site
model self-consistent field method: Introduction of
spatial electron density distribution to the
solvation theory
9.1 Introduction
Quantum molecular orbital calculation (MO calculation) with solvation effect is a funda-
mental tool in the theoretical study of chemical physics in solution. Many solvation theories
have been proposed for investigation of chemical process in solvation phase.
In dielectric continuum model, such as polarizable continuum model (PCM) [1], solvent
molecules are replaced by macroscopic media with dielectric constant. The electronic struc-
ture is solved in vacuum cavity surrounded by the dielectric continuum. In quantum mechan-
ics/molecular mechanics simulations (QM/MM), the neighboring solvent molecules around a
solute molecule are treated explicitly. The electronic structure and solvation structure are cal-
culated by averaging over various solvent configurations. Although these methods have been
widely employed, the former oversimplifies microscopic characters of solvent and the latter
requires large computational cost for the generation of the solvent configurations. Reference
interaction site model self-consistent field (RISM-SCF) [2,3] is another method, in which sol-
vation structure is provided by an integral equation theories based on statistical mechanics of
molecular liquids (RISM) [4, 5]. RISM-SCF offers not only various macroscopic thermody-
namic quantities but also microscopic properties such as radial distribution functions (RDFs)
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with reasonable computational cost. RISM-SCF has been successfully applied to understand
the interplay between the electronic structure and solvation structure [6].
In the treatment of solvation effect, Coulomb interaction between solute and solvent molecules
is primarily important factor in most cases. A common representation for the interaction is the
sum of pairwise interactions between point charges assigned on each atom. The most popular
method to set the charges is the least-square fitting (LSF) procedure, in which the effective
charges are determined so that the electrostatic potential (ESP) derived from MO calculation
can be reproduced at a set of grid points. Although the LSF procedure, which is employed
for the original RISM-SCF [2], is very simple, several weak points have been pointed out so
far. For example, the atomic charges depend on the choice of the set of grid points. When
buried atoms exist in the molecule, the evaluation of the atomic charges are often ill-behaved.
Besides, the representation of point charges neglects spread of electron distribution.
To obtain more realistic Coulomb interaction, another strategy has been used in quantum
chemical study, especially in the field of density functional theory. In this strategy, the aux-
iliary basis sets (ABSs) on each atom are prepared to divide electron density into the com-
ponents assigned on each atom. Gill, Johnson, Pople, and Taylor proposed a procedure to
determine ABSs which reproduce the ESP provided by MO calculation (GJPT procedure) [7].
The great advantage of GJPT procedure is that it treats directly spatial electron density dis-
tribution (SEDD) and does not require the set of grid points; it is free from these artificial
parameters. As described later, GJPT procedure is very stable to determine the charges even if
a buried site is involved in the solute molecule.
In this paper, we propose the new-generation RISM-SCF, in which GJPT procedure is em-
ployed. The present method, RISM-SCF explicitly including SEDD (RISM-SCF-SEDD), is
much more robust in the connection between RISM and MO calculation than the original ver-
sion of RISM-SCF and significantly expands the versatility of the RISM-SCF family. In Sec.
9.2, the RISM-SCF-SEDD formalism and the relation between GJPT and LSF procedures are
presented. In Sec. 9.3, the computational details of this work are described. The results of
H2O, C2H5OH, and HLi evaluated by RISM-SCF-SEDD are shown in Sec. 9.4.
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9.2 Method
9.2.1 The formalism of RISM-SCF-SEDD
In GJPT procedure, model electron density ~½ is determined so that the ESP calculated by
MO calculation can be reproduced, under the constrain of conservation of total number of
electron. Gill et al. showed that ~½ can be obtained by minimizing the following quantity:
¡ = ¡2¼
Z Z







where Ne is the number of electrons and ½ is the electron density derived from MO calculation.





where NABS is the number of ABSs [8]. The expansion coefficients d in eq. 9.2 can be deter-
mined by the following equations,









ºi) calculated from MO coefficients fC¹ig and
occupation number ni. The components of the matrix X, Y, and Z are defined, as follows:
Xij =
Z Z
fi(r1)jr1 ¡ r2jfj(r2)dr1dr2; (9.5)
Y¹º;i =
Z Z




where Á is the basis function employed in MO calculation.









jr¡ r0j h®°(jr¡ r®j)drdr
0
(i 2 ®); (9.8)
where h®° is total correlation function between solute site ® and solvent site °. q° is partial
charge of solvent site °, nV is the number density of solvent, and r® is the coordinate of solute
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site ®. By employing the standard procedure in RISM-SCF [2, 3], the solvated Fock matrix is
given by,




ZtX¡1Y ¡ S¤ ; (9.9)
where Hgas is the Fock matrix in gas phase and S is overlap matrix.
9.2.2 The relationship between GJPT and LSF procedures
In this section we would like to make a brief comment on the relationship between GJPT
and LSF procedures. In the standard LSF procedure, atomic population q is determined by the
following equation [2],
















jrk ¡ r®jjrk ¡ r1jdr1; (9.13)
where rk is the coordinates of grid point and r® is those of solute site.
Comparing eqs. 9.3 and 9.10, the stability of the charge-determination depends on the
character of X¡1 and A¡1. In the case of LSF procedure, A is calculated from the grid
set around the solute molecule. Since grid point rk is far from r® (or r¯) in most cases










jrk ¡ rM j2 = Const: ; (9.14)
where rM is arbitrary point in the molecule (ex. the center of mass). Thus all the components
ofA tend to be very similar to each other and the behavior of inverse of such matrix sometimes
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becomes unstable. [9] On the other hand, the components of eq. 9.5 are much characterized
only by the center of ABSs, fi and fj . Therefore, the components ofX are very different from
each other and X¡1 is robustly given compared to A¡1 is. The advantage of GJPT procedure
relative to LSF procedure is mainly from this different character.
9.3 Computational details
In the present study, normal gaussian functions are employed for ABSs,
fi(r) = Ci exp(¡®ir2); (9.15)

















h®°(r)dr (i 2 ®) (9.16)
The exponents of the functions ®i and the number of ABSs are determined using the algorithm
employed in the GAUSSIAN 03 [8, 11].
RISM and these expressions have been implemented by us in GAMESS [12]. A robust
solver for RISM calculation is also implemented (see Appendix). The integration of eqs. 9.5
and 9.6 are calculated using the Obara-Saika recursions [13,14]. All calculations are performed
with GAMESS [12] and Gaussian 03 [11].
9.4 Results and discussion
RISM-SCF-SEDD is applied to H2O, C2H5OH, and HLi in aqueous phase. The calculation
in this article is performed by restricted Hartree-Fock (RHF) with 6-31G* [15, 16] for H2O
and C2H5OH, and with 6-31G** [17] for HLi [18]. The Lennard-Jones (LJ) parameters are
summarized in Table 9.1. For comparison in the charge determination, two sets of grid points
are prepared for the LSF procedure in the original RISM-SCF. The grid points employed in
this work consist of radial part and angular part; the radial part is prepared from 5 to 50 Bohr
(set A) and from 10 to 50 Bohr (set B) and angular part is based on deltoidal icositetrahedron
(vertex 26).
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a From Ref. [2],
b From Ref. [27],
c From Ref. [28],
d From Ref. [29]
9.4.1 H2O
H2O is one of the typical molecules studied by many chemists. In this section, electrostatic
structure (charge and dipole moment) and solvation structure calculated by RISM-SCF-SEDD
and the original RISM-SCF are presented.
Table 9.2: Charges and dipole moment for H2O derived from RISM-SCF-SEDD and the original
RISM-SCF with set A and set B.
qS qA qB
O -0.974 -0.994 -0.993
H 0.487 0.497 0.496
dipole moment (D) 2.699 2.737 2.747
The charges evaluated by RISM-SCF-SEDD (qS) and the original RISM-SCF calculated
using the set A and set B grid (qA and qB , respectively) are shown in Table 9.2, where the
dipole moment calculated by these methods are also shown. In the case of H2O, there is little
difference between qA and qB . Although absolute value of qS is somewhat smaller than qA=B,
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these are very similar to each other. The difference in the dipole moment is also very small.
By comparing with the experimental value of dipole moment (2.6 D), it is shown that RISM-


















Figure 9.1: RDFs of H2O derived form (a) RISM-SCF-SEDD and (b) the original RISM-SCF.
RDFs calculated by RISM-SCF-SEDD and those by the original RISM-SCF are shown in
Fig. 9.1. The sharp peak located around 1.9 A˚ corresponds to hydrogen bond between H and
O. These methods correctly evaluate the height and the positions of these peaks.
9.4.2 C2H5OH
C2H5OH has buried sites, C1 of CH3 group and C2 of CH2 group, and the effective charges
of these atoms in gas phase have been studied in detail [19, 20].
qS derived from RISM-SCF-SEDD and qA=B derived from the original RISM-SCF of C1,
C2, and O are shown in Fig. 9.2. They are plotted along the each RISM-SCF cycle. The charge
at iteration cycle = 1 corresponds to that in gas phase. qA=B significantly depends on the choice
of grid sets even in gas phase. qB of C1 is almost zero but qA is negative. The difference in
charges derived from the grid set becomes large as iteration cycle increases. The change of qA
from gas phase to aqueous phase is not so large. On the other hand, qB monotonously increases
or decreases and eventually diverges. Such divergence sometimes occurs in the calculation of



























Figure 9.2: The change of qS , qA, and qB of C1, C2, and O along the RISM-SCF iteration cycle.
SCF-SEDD, the grid set is not needed and the converged qS is similar to the converged qA. The
stability of qS and the independence of grid points show that RISM-SCF-SEDD is superior to
















Figure 9.3: RDFs of C2H5OH derived form (a) RISM-SCF-SEDD and (b) the original RISM-SCF.
The RDFs calculated by RISM-SCF-SEDD and the original RISM-SCF are shown in Fig.
9.3. Those computed with qS and with qA look like very similar as in the case of H2O, while
the peaks corresponding to hydrogen bonding (» 2:0A˚) by RISM-SCF-SEDD is somewhat
lower than that by the original one.
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9.4.3 HLi
Table 9.3: Charges, qS , qA, and qN for H site of HLi molecule calculated in gas phase and in aqueous
phase.
qS qA qN
H in gas phase -0.756 -0.763 -0.730
H in aqueous phase -1.044 -1.384 -0.887
HLi is a very simple molecule but the polarization induced by solvent is very large. The
natural charges [21, 22] calculated with IEF-PCM [23] (qN ), qS , and qA are shown in Table
9.3. The corresponding gas values are also shown in Table 9.3. In gas phase, the values
calculated by all these methods are almost the same with each other. However the charge














































Figure 9.4: RDFs of HLi derived form (a) RISM-SCF-SEDD and (b) the original RISM-SCF.
Schematic figures of solvation structure around Li and around H are shown.
RDFs provided by RISM-SCF-SEDD and the original RISM-SCF are shown in Figs. 9.4(a)
and (b). The schematic solvation structures are shown in the right-upper side of Fig. 9.4(a).
Sharp peaks located around 1.35 (peak a) and 2.09 A˚ (peak b) in Fig. 9.4(a) correspond to
direct interactions, H-H and O-Li, respectively. They originate from the the strong Coulomb
interaction between H-H and O-Li. Compared to peak a and peak b, the peaks located around
2.35 (peak c) and 2.80 A˚ (peak d) are broad, since they correspond to indirect interaction as
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shown in the schematic figure. Peak d is moderately broad compared to peak c. The difference
in these peaks shows that solvent H can move around a solute molecule more easily than the
solvent O can. The solvation structures by the original RISM-SCF are very different from
those by RISM-SCF-SEDD. For example, H-H (peak e) and Li-O RDFs, which correspond to
direct interaction, are too high. In particular, peak e looks like that obtained in solid state. This
is because the ESP derived from qA is very strong.
In RISM-SCF procedure, ESP is expressed by point charges or ABSs that are determined so
as to reproduce the ESP directly computed from the electron density, i.e., molecular orbitals
(UMO). The accuracy of the fitted ESP (UFit) by the point charges or ABSs can be examined by
measuring the deviation from the original ESP, ¢U = UFit ¡UMO. It should be noted that the
converged electron densities of RISM-SCF-SEDD and of the original RISM-SCF are slightly



















Figure 9.5: The difference of the ESP evaluated by RISM-SCF-SEDD and by the original RISM-SCF
from that calculated by QM calculation along HLi bond; solid and dotted line correspond to ¢USEDD
and ¢UORG. Shaded area show the region where the distance from solute site is shorter than the LJ
parameter, ¾=2.
In Fig. 9.5, the ¢USEDD and ¢UORG along the H-Li bond are shown. UFit reproduces UMO
very well in the case of RISM-SCF-SEDD. On the other hand, UFit by the original RISM-SCF
(qA) is considerably different from the UMO: ¢UORG is strongly positive, especially in the
region of X < 0 and 2:5 < X < 5:0 A˚, while it is negative in the region close to the solute H
(2:0 < X < 2:5 A˚). These discrepancies seem to be insensitive to the choice of the grid points
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and ¢UORG does not change so much even the grid range is shifted to the shorter distance
(from 5 to 20 Bohr). This deviation in the fitted ESP is very crucial to determine the RDFs and
is related to unphysical peaks in the original RISM-SCF, such as e depicted in Fig. 9.4(b).
9.5 Conclusions
We developed the new-generation of RISM-SCF, RISM-SCF-SEDD. The main advantages
of the present method are that it includes explicitly spatial distribution of electron density
and that it is grid free and robust compared to the original RISM-SCF. In this article, the
independence of the grids and the origin of the stability of the calculation are discussed from
the definition of the matrices used in the charge-determination.
RISM-SCF-SEDD was applied to H2O, C2H5OH, and HLi in aqueous phase. The charges
derived from the method are very stable and reasonable both in the case of H2O, which is
typical example, and in the case of C2H5OH, which has buried sites. In the case of HLi,
the polarization in charges between H and Li is strongly enhanced in water. With RISM-SCF-
SEDD, the origin of the polarization was clearly discussed from the solvation structures, which
is difficult with the original RISM-SCF.
Appendix: A Robust solver for RISM
In RISM, the iterative calculation is needed. When the interaction between solute and sol-
vent is very large, the calculation is sometimes diverge, especially at early stage of the compu-
tation. To solve RISM in stable manner, a robust solver is developed in this work.
Hypernetted-chain (HNC) closure is given by,
h®¯(r) = exp(Â®¯(r))¡ 1; (A1)
Â®¯(r) = ¡ 1
kBT
u®¯(r) + h®¯(r)¡ c®¯(r) (A2)
where c®¯(r) is the direct correlation function, h®¯(r) is total correlation function, kB is Boltz-
mann constant and u®¯(r) is the pair potential between sites ® and ¯. (A1) is very unstable
when Â®¯(r) is large.
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With a parameter F , (A1) is rearranged by,








When (Â®¯(r) ¡ F ) is small enough, we can truncate the expansion up to n = 1. A new
artificial ‘closure’ is then constructed, as follows;
h®¯(r) =
½
exp(F ) [1 + (Â®¯(r)¡ F )]¡ 1 (Â®¯(r) > F )
exp(Â®¯(r))¡ 1 (Â®¯(r) · F ) (A4)
When F = 0, (A4) corresponds to Kovalenko-Hirata type closure [24].
In general, the calculation of total correlation function, h®¯(r), by KH closure is more robust
than that by HNC closure is. To evaluate correlation functions in stable manner especially at
the beginning of the RISM iteration, F is gradually increased in a stepwise fashion. In each
F value, iterative calculation between RISM and (A4) is performed until the convergence is
achieved. When F becomes sufficiently large, the equation is switched from (A4) to the normal
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General Conclusion
In this thesis, the author developed the methods focused on three-dimensional (3D) solvation
structure and electronic structure. The achievements in this thesis are summarized, as follows.
In part I, the author proposed two theoretical methods; one is to reconstruct 3D solvation
structure from radial distribution functions (RDFs) and the other is to calculate 3D solvation
structure based on statistical mechanics. It was clearly shown that the 3D solvation structures
obtained by these method showed the valuable informations, such as the strength of the inter-
action between solute and solvent molecules and the fluctuation of solvent molecules around a
solute molecule.
In chapters 1 and 2, 3D solvation structure is reconstructed by RDFs. The 3D solvation
structure is expanded with real solid harmonics Slm and the coefficients are determined so
that the RDFs calculated by the coefficients can reproduce the reference RDFs. The equations
of the present method are so simple that the 3D distribution are calculated with reasonable
computational cost. Moreover, the method can be used as a tool for the analysis in experimental
studies because it is possible to employ the RDFs obtained by experimental method as the
reference RDFs.
In chapter 3, the method to calculate directly 3D solvation structure was derived based on
statistical mechanics. The 3D solvation structure is expanded with real solid harmonics, Slm
as in chapters 1 and 2. The coefficients are determined from the equation derived based on
statistical mechanics. The present method can be considered as the expansion of Reference
Interaction Site Model (RISM) because the equation with l = 0 and m = 0 corresponds to
RISM equation. The 3D distribution evaluated here correctly reproduced the results obtained
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by molecular simulation.
In chapter 4, another method to calculate 3D distribution function directly was proposed.
Although the method derived in chapter 3 can calculate 3D distribution function accurately,
the computational cost for large systems such as hydration structures around a protein becomes
very high. By approximating the method in chapter 3 and using parallel computing technique,
the author succeeded the reduction of computational cost and time in the present method. The
present method was applied to a large protein called as Fv fragment. The evaluated hydration
structures reproduced the waters determined by X-ray crystallography very well.
In chapter 5, the method derived in chapter 4 was applied to Bacteriorhodopsin (bR), which
is a light-driven proton pump. The present method made it possible to calculate the 3D distri-
bution functions of water oxygen site and water hydrogen site with reasonable computational
cost. The hydrogen bonding network obtained by the present method correctly reproduced that
proposed in previous works.
In Part II, the quantum mechanical calculation with solvation effect was performed using
dielectric continuum model and RISM-SCF scheme.
In chapter 6, the electronic structure of Creutz-Taube complexes in aqueous phase was the-
oretically studied. There are two important requirements to understand the electronic structure
of these complexes. One is a multiconfigurational description in the wave functions between
localized state and delocalized state and the other is the solvation effect. In this work, two
state model based on ab initio molecular orbital theory and dielectric continuum model were
employed. The mechanism of the localization and delocalization of the wave function and the
solvation effect on the electronic structure were elucidated by the present method.
In chapter 7, the weakpoint of the original RISM-SCF was overcome by introducing the
modified charge assignment procedure proposed by Morita and Kato into RISM-SCF. This
method was applied to the electronic structure of [Ru(CN)6]4¡=3¡ in aqueous solution. In gas
phase, the electronic structures of these complexes are similar to each other from the point
of view of fitted point charges on each solute site. The nitrogen atoms tend to be negatively
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charged and the point charges of buried sites (ruthenium and carbon atoms) become positive.
However, the solvation effect considerably affects the electronic structure of [Ru(CN)6]3¡
compared to [Ru(CN)6]4¡. The electronic distribution between the buried sites and nitrogen
atoms is more polarized in [Ru(CN)6]4¡ than in [Ru(CN)6]3¡.
In chapter 8, three algorithms of the charge assignment were examined. In addition to
the conventional method employed in the original RISM-SCF, Mulliken-type and dual-type
(Mulliken plus conventional) methods were proposed and applied to water. The interaction
between solute and solvent waters evaluated by Mulliken-type method was the strongest, while
that obtained by dual-type method was the smallest. With the dual-type method, the electronic
structure of NH3BH3 in water, which cannot be obtained by the original RISM-SCF, was
successfully evaluated.
In chapter 9, the weakpoint of the original RISM-SCF was overcome by another strategy.
In the present method, the author introduced auxiliary basis sets (ABSs) to incorporate spatial
electron density distribution (SEDD) explicitly. By replacing the point charges employed in
the original RISM-SCF by the ABSs, the instability in the charge assignment was drastically
removed. In the case of a water molecule in aqueous phase, the new generation of RISM-
SCF (RISM-SCF-SEDD) obtained reasonable solvation structures and the electronic structure,
as the original RISM-SCF does. RISM-SCF-SEDD was also applied to C2H5OH and HLi,
which cannot be calculated well by the original method. The obtained charges and solvation
structures evaluated by the present method were reasonable.
A huge number of molecules make solvent system very complicated. However the com-
plexity itself is the origin of the variety of the reactions in solvent. To tackle the interesting
system, the author developed the methods to calculate 3D solvation structure (in Part I) and the
electronic structure with solvation effect (in Part II) in this thesis. The two approaches from
the point of view of solvent structure and the electronic structure of solute molecule make it
possible to elucidate the mechanism of reactions in solvent at the molecular level theoretically.
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