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R. Mukai,1 V. A. Vilnrotter,1 and C.-W. Lau1
Earth’s atmospheric turbulence induces aberrations in the wavefront of the opti-
cal signal from a distant spacecraft. These aberrations cause diﬀusion and spreading
of the signal energy in the receiver’s focal plane, potentially resulting in an increase
in bit-error rate (BER) by several orders of magnitude when signiﬁcant background
radiation is present, such as during daytime operation. The adaptive optics (AO)
algorithms in this article use the focal-plane intensity distribution to estimate aber-
rations induced by the atmosphere and to correct these aberrations. Successful
wavefront correction concentrates the signal energy into a much smaller area in the
focal plane, greatly reducing collected background radiation and improving BER
performance.
I. Introduction
Existing adaptive optics (AO) systems, which are designed primarily for nighttime astronomical imag-
ing, rely on three critical components necessary for successful imaging [1,4]: (1) a laser guide star, which
is an artiﬁcial point source of light resembling an 8th magnitude star generated in the upper atmosphere
by ionizing sodium atoms with a powerful ground based laser; (2) a wavefront sensor, which measures
aberrations in the optical wavefront from the laser guide star; and (3) a tip/tilt mirror for ﬁne-pointing
correction. Although most wavefront aberrations are measured using light from the laser guide star,
ﬁne-pointing (tip–tilt) correction in present AO systems must be performed by diverting a portion of the
signal energy to the tip/tilt correction system since the laser guide star cannot be exactly co-located with
the desired source in the sky [1,4]. By measuring wavefront aberrations, existing AO systems determine
phase corrections to be applied to a deformable mirror placed in the optical path, compensating for some
of the turbulence-induced aberrations. This results in a tightly focused signal spot in the detector plane
and enhanced bit-error rate (BER) performance via a corresponding reduction in the collected back-
ground energy. Such AO systems have been successfully applied to the problem of astronomical imaging
for many years, operating at night when sky background interference is minimal. Deep-space optical
communications cannot rely only on nighttime operation, since data transmission usually depends on
critical mission considerations, which can occur during day or night. Therefore, the advantages of the
focal-plane-array (FPA)-based AO proposed here over existing AO systems are as follows:
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1(1) Elimination of the cost and complexity of equipment for generating a laser guide star and
of the separate wavefront sensor assembly.
(2) No diversion of signal energy away from the detector plane for tip/tilt correction, as
required in the existing AO approach. Since a focal-plane array detector is employed,
the computation of tip-tilt is accomplished automatically as part of wavefront aberration
estimation.
(3) Daytime operation is not a serious impediment to signal-based wavefront correction, since
the optical communication system will be designed to meet communications requirements
during the day if necessary. Since data communication takes place at a much higher rate
than the coherence time of the channel, it is virtually assured that the wavefront correction
subsystem has adequate integration time and hence adequate signal energy for estimating
wavefront errors during the day. The diﬃculties of using a guide star during the day are
thus avoided.
(4) The proposed system can be upgraded easily. If better stochastic optimization algorithms
are discovered in the future, replacing them with newer, more eﬃcient algorithms is a
straightforward software or ﬁrmware upgrade that avoids the need for expensive optical
hardware changes.
In this article, we start by presenting in Section II a model of the system and brieﬂy discussing previous
work carried out by Carhart et al. [2] and by the authors [3] in the area of ﬁeld correction via focal-plane
measurement. In Section III, we describe a simulation model of the atmosphere that also was used in
previous work [3] and provide details on an algorithm developed at JPL. Conclusions and future directions
are given in Section IV.
Before proceeding, we note that this article focuses on the phase acquisition problem as opposed to the
tracking problem. In this context, acquisition refers to computing with good reliability an initial estimate
of the phase that will correct for most of the phase distortion in the aperture plane while starting with
a focal-plane intensity measurement. This situation exists when the system is ﬁrst pointed toward the
desired spacecraft to receive a laser communications signal. By contrast, tracking refers to the case in
which a good phase estimate is already available and the system is only updating its phase estimates to
keep up with atmospheric change. This article focuses almost exclusively on acquisition, and tracking
will be discussed only brieﬂy.
II. AO Using Focal-Plane Intensity Measurements
Throughout this article, we will use a Fourier optics model to describe the relationship between the
optical ﬁeld at the aperture of the receiver and the ﬁeld in the focal plane. Since the FPA detector is
assumed to measure intensity via photon counting, we will assume that the FPA can measure incoming
power, but not phase, at its pixels. This is true of many, but not all, optical FPA receivers. A discussion
of a coherent FPA system that is capable of measuring phase is in [4].
Let the complex optical ﬁeld at the aperture of the receiving telescope be given by Ua(r,θ) in polar
coordinates (due to the circular aperture), and let Ra denote the radius of the telescope aperture. We
assume here that Ua(r,θ) is zero for all r>R a and that, if a central obscuration exists in the telescope
pupil, this obscuration is already present in the function Ua(r,θ) as well. Let the complex ﬁeld in the
focal plane be denoted Uf(ρ,φ). Let f denote the focal length of the telescope, and let λ denote the
wavelength of the light used to transmit the communications signal. The relationship between Ua(r,θ)
and Uf(ρ,φ) is given by
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The function Uf(ρ,φ) is the well-known Airy pattern if Ua(r,θ) is a perfect plane wave. Unfortunately,
atmospheric turbulence, which is modeled using Kolmogorov phase screen throughout this article, will
induce random phases in Ua(r,θ), meaning that Ua(r,θ) is not an ideal plane wave. This results in
spreading of the energy of the focal-plane function Uf(ρ,φ), which, in turn, results in BER performance
reductions of entire orders of magnitude [6,7] when realistic optical ﬁlters are employed. Although, in
general, atmospheric turbulence introduces random variations in the amplitude of the function Ua(r,θ),
known as scintillation, we have ignored it in our simulations by invoking aperture averaging as discussed in
[4,5]. Aperture averaging is valid for the case when the receiving aperture diameter is much greater than
the atmospheric coherence length generated by turbulence or, equivalently, when a great many spatial
modes are observed simultaneously via a focal-plane detector array. In eﬀect, we are replacing the random
ﬁeld amplitude with its average value, and focusing only on the random phase distortions. The goal of an
AO system is to estimate the complex ﬁeld Ua(r,θ) over the area of the receiver aperture and to apply
the conjugate of the complex function to a correction element (i.e., a spatial phase modulator) in order
to optimally correct the incoming wavefront. However, due to the complexity of applying both phase and
amplitude corrections to the aperture ﬁelds in a practical system, here we shall consider a suboptimum
approach that treats the scintillating amplitude as a constant, and concentrate on correcting the phase
of the received turbulence-degraded optical ﬁelds. Phase estimation is therefore the focus of this article.
A coherent FPA [4] would, assuming appropriate detector spacing and suﬃcient coverage of the focal
plane, allow one to directly sample Uf(ρ,φ). If this spatial sampling were performed at the Nyquist rate
or higher, then one could, at least in principle, reconstruct Ua(r,θ) with an inverse Fourier transform,
after correcting the external quadratic phase term prior to performing the inverse transform operation.
This would allow one to determine aperture phases induced by atmospheric turbulence and to apply
appropriate corrections. Since the FPA is assumed to measure intensity instead of complex amplitude,
we deﬁne the intensity function in the focal plane:
If(ρ,φ)=|Uf(ρ,φ)|
2 (2)
The diﬃculty in this case lies in the fact that we do not have access to Uf(ρ,φ); instead, we have access
only to If(ρ,φ). Given that only the magnitudes are available, it is easy to see that by assigning arbitrary
phases in the focal plane we could obtain many diﬀerent aperture phase functions Ua(r,θ). In general, the
inversion problem does not have a unique solution, although atmospheric turbulence may constrain the
phase suﬃciently to reduce the choices. The key engineering challenge addressed here is that of obtaining
phase estimates in the aperture plane even when only the real intensity function If(ρ,φ), and not the
complex amplitude Uf (ρ,φ), is available.
The idea of using intensity measurements in the focal plane to control an adaptive optics system has
appeared in the literature before. Carhart et al. have published much in this area, and their early paper [2]
discusses the use of intensity measurement at a single point in the focal plane of the receiver to control a
phase-correction element. This early work had several key features, including a measurement of the focal
ﬁeld intensity at a single point as the measure of goodness to be optimized; a gradient descent method to
adjust the phase-correction element in the optical path; and correction of a static phase distortion ﬁeld.
Unlike most AO systems, the gradient descent system in [2] did not require direct wavefront measure-
ment, resulting in a reduction in overall system complexity. Furthermore, it was shown in [2] that this
method does yield very good aperture phase correction, resulting in greatly enhanced image quality in
certain experiments.
3Building upon the results of [2], in [3] the authors chose to focus on the problem of improving optical
communications performance, and BER performance speciﬁcally, using an FPA and a gradient descent
algorithm. This early work showed that the technique is promising, but there is a serious technical
obstacle: gradient descent often requires many successive focal-plane measurements to converge. A
gradient descent algorithm that performs one gradient descent iteration per focal-plane measurement
may be much too slow to work in a dynamic atmosphere to yield good BER performance [3]. Hence, a
critical issue raised in [3] is the need for faster convergence to track phases in a dynamic atmosphere.
The work of Carhart et al. [2] and of the authors [3] previously relied on a new focal-plane measure-
ment for each iteration of the gradient descent algorithm. Given that signals arriving on deep-space
communications links may be of very low power, resulting in relatively few photons per symbol, there
will be an upper bound on the rate at which updates can be performed. The update rate must not be
so fast that too few photons arrive between updates. Otherwise, the algorithm will not have suﬃciently
reliable intensity information to converge. Another upper bound on update rates comes from the limited
adaptation rate of the phase-correction element itself, which may not be able to perform updates at a
rate faster than 2 kHz to 10 kHz if relying on mechanical actuators or large-capacitance devices. Hence,
the methods in [2] and [3] have an upper bound imposed on their correction update rates. However, there
is a necessary lower bound imposed by the need to track a dynamic, changing atmosphere as well, and
this requirement for faster convergence and greater processing speeds presents diﬃculties for some of the
previous methods.
III. A Single Intensity-Measurement Approach to Phase Estimation
Given the challenges described at the end of the previous section, the focus needs to be on developing
algorithms that estimate the phase vector of the received optical signal at a rate exceeding the coherence
time of turbulence, perhaps using a single measurement of the focal-plane intensity distribution [15,16]
The system repeatedly tries new phase estimates and, with high probability, acquires the aperture plane
phase within a few iterations given adequate signal energy. This allows acquisition to occur within 1 to
2 milliseconds. More importantly, it also allows the algorithm to keep trying many times per atmospheric
coherence time until a good solution is found, circumventing the weakness found in the approach in [3].
In Section III.A, we discuss one of the previous approaches to recovering an object from the modulus of
its Fourier transform and present two mean-squared error (MSE) cost functions that are minimized. In
Section III.B, we present the basics of genetic algorithms. Section III.C presents a “hybrid” algorithm,
which is a combination of a genetic algorithm and the classical Gerchberg–Saxton (GS) algorithm. In
Section III.D, results using this approach are given, and the groundwork is laid for a better approach in
Section IV.
A. Previous Approaches
One of the early approaches to the phase inversion problem based on intensity measurements was
the Gerchberg–Saxton algorithm described in [15,16], which is an iterative procedure for obtaining phase
estimates. We have already deﬁned Uf(ρ,φ) and Ua(r,θ) to be the complex focal-plane and aperture-
plane ﬁelds, respectively. Their absolute values (moduli) are given by mf(ρ,φ)=|Uf(ρ,φ)| and ma(r,θ)=
|Ua(r,θ)|. Let the best estimates of the focal-plane and aperture-plane complex ﬁelds be denoted ˆ Uf(ρ,φ)
and ˆ Ua(r,θ), and let their moduli be deﬁned as ˆ mf(ρ,φ)=|ˆ Uf(ρ,φ)| and ˆ ma(r,θ)=|ˆ Ua(r,θ)|. Note
that the magnitude of the true aperture-plane ﬁeld is simply the pupil function, which depends only on
the telescope design, and not at all on the received ﬁeld. The Gerchberg–Saxton algorithm now can be
summarized below.
4(1) Given the current estimate ˆ Ua (r,θ) of the aperture-plane complex ﬁeld, take a Fourier
transform to get an estimate ˆ Uf(ρ,φ) of the focal-plane ﬁeld.
(2) Compute the following mean-squared error in the focal plane: MSEfocal,k =
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dφρdρ, where k indicates the current Gerchberg–
Saxton iteration.
(3) Take the phases of the focal-plane ﬁeld estimate ˆ Uf(ρ,φ) obtained in step (1) and apply
them to the known absolute values mf(ρ,θ) obtained from the focal-plane array. This
yields the new focal-plane complex ﬁeld estimate ˆ Uf2(ρ,φ).
(4) Take the inverse transform of the new focal-plane ﬁeld estimate ˆ Uf2(ρ,φ) from step (3) to
get an estimate of the aperture ﬁeld ˆ Ua2 (r,θ).
(5) Compute the following mean-squared error in the aperture plane (here we assume an
unobstructed aperture): MSEaperture,k =(
√
πRa)
−2   ∞
Ra
  π
−π [ˆ ma,k(r,θ)]
2 rdrdθ, where, as
above, k indicates the current iteration and where ˆ ma,k(r,θ)=|ˆ Ua2(r,θ)|.
(6) Apply the known aperture-plane constraint to the ﬁeld ˆ Ua2 (r,θ) obtained in step (4).
Return to step (1).
(7) Continue until some error criterion (or stopping rule) is satisﬁed. The Gerchberg–Saxton
algorithm typically is stopped when one of the MSE errors computed above falls beneath
a threshold. In [9], it was shown that, for the case of the Gerchberg–Saxton algorithm,
the following relationship holds true: MSEfocal,k+1 ≤ MSEaperture,k ≤ MSEfocal,k.
The initial aperture-ﬁeld estimate could be generated in several diﬀerent ways. The simplest model
assumes it is an undistorted plane wave. Other computational approaches include randomly generated
ﬁelds using randomly assigned Zernike coeﬃcients or uniform random phase assignments over the aperture
of the object [10].
B. Background on Genetic Algorithms
Genetic algorithms represent one method of solving optimization problems [11,12]. Our presentation
of genetic algorithms will start with a high-level overview, and we will slowly move into the details. The
application of genetic algorithms to the optimization problem at hand will be discussed in Section III.C,
which is meant to be a very brief introduction to genetic algorithms.
Let f(x) be a non-negative scalar cost function of a vector input variable, and let x be anN-dimensional
vector. Our goal is to ﬁnd xopt such that f(x) is minimized. A genetic algorithm (GA) works by
maintaining a set of vectors {x1,x2,···,xM}. The “ﬁttest” vectors, deﬁned by lower cost, survive and
reproduce via the crossover operation (to be deﬁned later). The “weakest” vectors, deﬁned by higher
cost, are discarded. Vectors that are discarded due to high cost do not reproduce at all. The steps of a
genetic algorithm are given below.
(1) Generate a set of initial vectors N-dimensional {x1,x2,···,xM}. This set is called the
ﬁrst generation.
(2) Obtain a set of costs {ci} where ci = f(xi). Lower costs deﬁne “better” vectors, while
higher costs deﬁne “worse” vectors. In our application, cost is equivalent to focal-plane
MSE, deﬁned above.
5(3) The keep fraction 0 ≤ α<1 deﬁnes the fraction of vectors that survives unchanged into
the next generation. In other words, the αM lowest MSE vectors are to be kept unchanged
for the next generation.
(4) The discard fraction 0 <β<1 deﬁnes the fraction of vectors that is eliminated.
(5) After the βM worst vectors are eliminated, there are a total of (1 − β)M vectors remain-
ing. This set of (1 − β)M survivors includes the αM lowest MSE elements that survive
unchanged into the next generation as a subset. It is necessary to have (1 − β) >αfor
this condition to be met.
(6) So far, αM vectors propagate unchanged. In order to keep the population of vectors at
a constant size M, it is necessary to generate (1 − α)M new vectors. Each of the new
(1 − α)M vectors is generated by performing a crossover operation using the (1 − β)M
vectors not eliminated in step (4).
(7) Once the new (1 − α)M vectors have been generated, the new set of vectors, called the
next generation, consists of these new vectors and the αM lowest-cost vectors saved in
step (3). Return to step (2) to evaluate costs, and repeat.
The crossover operation described in step (6) generates a new vector as follows:
(1) From the population of the surviving (1 − β)M vectors, randomly choose two vectors.
These will be the parents of the child vector. Call the two randomly selected vectors p1
and p2, and call the child vector c.
(2) For each element of c, randomly select the corresponding element of either p1 or p2.
Repeat for each element of c.
(3) Add a small amount of additive white Gaussian noise (AWGN) with a standard deviation σ
to the elements of c. This is called “mutation,” and it helps the algorithm ﬁnd new
potential solutions in the search space.
The above crossover operation typically will result in c having about half of its elements from the ﬁrst
parent and half from the second. We note that this is not the only possible crossover operation. One
variant of the crossover operation will copy entire segments of either the ﬁrst or second parent vector
to the child, and the boundaries of these segments may be either ﬁxed or random [11,12]. The use of
segmentation has the advantage of allowing related portions of the vector x to be copied to the child
together. In many genetic algorithms, α is greater than zero in order to ensure that if a very good (i.e.,
nearly optimal or optimal) solution is found it will not be discarded. Furthermore, σ in step (3) of the
crossover operation is often greater than zero in order to allow the algorithm to test new vectors with
new elements as it proceeds.
The genetic algorithm described here was used in conjunction with the Gerchberg–Saxton algorithm
as explained in Section III.C.
C. Minimizing MSE
The Gerchberg–Saxton iteration described in Section III.A typically is repeated until MSEfocal falls
beneath a threshold used as a stopping criterion [9]. If the reconstructed aperture image appears to be
good, the Gerchberg–Saxton algorithm may be re-started and run another two or three times with diﬀerent
initial conditions, and if all such runs converge to the same image, then the solution found is considered
to be unique with a high degree of conﬁdence [9]. It is noted that the Gerchberg–Saxton algorithm is
potentially sensitive to initial conditions. The initial inputs used to the Gerchberg–Saxton algorithm are
generated randomly. Each initial solution xi =[ xi,1 xi,2 ··· xi,N] is a vector containing N Zernike
coeﬃcients. The ith initial phase aperture phase ﬁeld is given by
6ˆ Ua,i (r,θ)=
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where zi(r/Ra,θ) is the ith Zernike polynomial. A total of M such initial phase ﬁelds is generated as
input to the optimization algorithm, which is a genetic algorithm that works by generating entire sets
of initial conditions for the Gerchberg–Saxton algorithm, trying them, and selecting solutions with the
smallest focal-plane MSE. The basics of genetic algorithms are thoroughly discussed in [11] and [12], and
an application of genetic algorithms to the aperture phase retrieval problem is discussed in [3]. Since
the genetic algorithm used here is very similar to the one used in [3], we refer readers to it for more
information. A number of key diﬀerences between the present genetic algorithm and that in [3] need to
be pointed out.
The genetic algorithm in [3] required a new focal-plane intensity measurement for each and every cost
function evaluation. Given the large number of cost function evaluations, this algorithm would have been
infeasible for use in a real-time AO system [3]. By contrast, the present genetic algorithm requires only one
focal-plane intensity measurement. Once a single measurement is taken, the cost function evaluations are
all done using the existing measurement without any need for more focal-plane intensity data. Finally, the
present GA can be implemented in a large ﬁeld programmable gate array (FPGA), and there is evidence
that it can be made to run in real time based on resource and timing information from the data sheet for
the Xilinx Virtex-2 series FPGAs [13] and based on timing and resource requirements for a 32-point fast
Fourier transform (FFT) logic core [14].
In this hybrid GA-GS algorithm, the GA provides various test solutions to the GS, which performs the
phase-retrieval operation for each initial test vector. The resulting focal-plane MSE is evaluated for each
run of the GS, and the fraction α of the best performing initial conditions is kept. A genetic algorithm
may stop when either its best solution’s MSE falls below a threshold or after a ﬁxed number of iterations.
Given that the ﬁnal goal is a real-time algorithm, we have chosen a ﬁxed number of iterations.
In our simulations, the following parameters were used:
(1) M = 25: The ﬁrst 25 Zernike coeﬃcients were optimized.
(2) N = 10: There were 10 solutions per GA iteration.
(3) α =0 .4: The best 40 percent (best 4) solutions were always kept.
(4) β =0 .4: The worst 40 percent (worst 4) solutions were discarded without being used at
all in producing new solutions via crossover.
(5) For each solution, Gerchberg–Saxton was iterated 20 times per generation.
(6) The GA was run through only 2 generations, so a total of 40 iterations are needed for each
solution.
(7) In all cases, 32 × 32 two-dimensional FFT and inverse FFT operations were used.
The above will lead some readers to question whether this algorithm can be implemented in real
time. Although the present algorithm is a key improvement over the one in [3] in that it works on a
single snapshot and thus circumvents the entire need to take one FPA snapshot per iteration, it requires
considerable computational power. We argue here that a solution can be generated within less than one
millisecond, which is the assumed coherence time for the atmosphere.
Each of the N solutions undergoes 20 Gerchberg–Saxton iterations per GA generation. A Gerchberg–
Saxton iteration requires one FFT and one inverse FFT, and we will simply count this as two FFTs per
7Gerchberg–Saxton iteration. The result is 40 FFTs per solution × 10 solutions, for 400 FFTs per GA
iteration. The GA is only iterated twice, so there are 800 FFTs in total.
Can a 32 × 32 FFT run quickly enough? Basing resource and timing estimates on two documents
published by Xilinx corporation, it appears that the answer is “yes” [13,14]. We ﬁrst note that the
10 solutions are fully independent of each other, and a bank of 10 independent processing modules
implemented on a series of FPGAs could be used. If we assume 10 independent processing modules,
then a total of 80 FFTs must be run serially on each module. If we assume that a Xilinx Virtex-2
FPGA is used, then a new 32-point one-dimensional FFT can be computed, on average, every 96 clock
cycles. Since a 32 × 32 two-dimensional FFT is the true goal, a module should ideally contain 64 FFT
cores running in parallel. In the ﬁrst stage, the ﬁrst 32 cores could compute along the ﬁrst dimension
in parallel in 96 clock cycles. In another 96 clock cycles, the next 32 cores then could compute along
the second dimension in parallel. Thus, a single 32 × 32 two-dimensional FFT could, in principle, be
computed in 192 clock cycles, assuming pipelined execution. If we assume the worst case, in which the
FFT cores would all have to be restarted each time, it would still take just 258 clock cycles per FFT using
64 cores. Assuming 31 FPGA slices per core, approximately 1984 slices would be needed. Given that a
Virtex-2 Pro FPGA has up to 44,000 slices, one could possibly implement the entire design on a single
large Virtex-2 Pro. At 258 clock cycles per FFT with 80 serial FFTs, we need 20640 clock cycles per
iteration of the GA/Gerchberg–Saxton hybrid algorithm. A rough time estimate for this algorithm would
be on the order of 0.1 ms, assuming that FFTs dominate running time and assuming a 200-MHz clock.
Of course, the overhead required for MSE computations, comparisons, and GA operations could double
this to 0.2 ms. Even so, a computation could, with a proper hardware implementation, be performed in
much less than 1 ms using a Virtex-II Pro FPGA, meaning that the algorithm even in this early form
is feasible. In Section V, further improvements leading to faster convergence times and fewer iterations
will be discussed, and we believe that real-time implementations in aﬀordable FPGA hardware will be
feasible.
D. Early Results of MSE(x) Minimization
Both simulation trials and real-world laboratory data were used to test the above approach. In
simulations, the receiving telescope was assumed to have a diameter of 63.5 cm, and the Fried parameter
r0 was assumed to be 15 cm. Random Kolmogorov phase screens with this Fried parameter were generated,
and the hybrid genetic algorithm and classical optimization system described in Section III.C was applied.
The focal-plane ﬁeld intensities before and after correction are shown in Figs. 1(a) and 1(b).
An improvement in Strehl ratio by a factor of 2.7 was achieved with the hybrid GA-GS, with the
corrected ﬁeld having a Strehl ratio of 0.77 as shown in Figs. 1(a) and 1(b). This means that peak
intensity after correction was 77 percent of that achieved if a perfect plane wave were to replace the
corrected incoming light wave. Note also that in addition to a nearly threefold improvement in peak
intensity the focal-plane ﬁeld energy is much better concentrated, which would yield a lower BER in a
communications link [8]. By contrast, straight application of the GS algorithm for the same length of
time, without an initial search using a repeated application of the hybrid GA-GS algorithm, yields the
focal-plane intensity distribution shown in Fig. 1(c). Note that, in this case, a Strehl ratio of 0.24 was
obtained, which is substantially smaller than the Strehl ratio attained with the hybrid GA-GS algorithm.
The true aperture-plane phase distribution, the estimated aperture-plane phase distribution, and the
residual phase-error distribution are shown in Figs. 2(a), 2(b), and 2(c), respectively, for the case of
the hybrid GA-GS algorithm. For this example, the hybrid GA-GS algorithm achieved a focal-plane
mean-squared error of 5.7654. The residual phase-error distribution corresponding to the classical GS
algorithm is shown in Fig. 2(c). Note that the classical GS algorithm, starting with a phase distribution
representing a normally incident plane wave, was unable to estimate the distorted phase front, achieving
only a focal-plane mean-squared error of 11.9182 in the same length of time.
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Although MSE converges to approximately 12 in Fig. 3(a) for classical GS, the best solution obtained
with the hybrid GA-GS algorithm achieves an un-normalized focal-plane MSE of approximately 5.77 in
40 iterations, as shown in Fig. 3(b). Note that this MSE represents two generations of test vectors from
the GA; however, the same test vector was selected in the second generation, resulting in a continuous
MSE curve. Had a diﬀerent test vector been selected, there would likely be a noticeable step discontinuity
at the 20th iteration of the hybrid GA-GS algorithm.
Simulation results thus show a great deal of promise for the hybrid GA-GS algorithm. Even better,
the weakness of previous algorithms [3], the need for excessively high measurement and AO update rates,
has been eliminated since this is a single intensity measurement algorithm.
Further veriﬁcation came from laboratory data gathered by Mu˜ noz Fern´ andez [4] for her doctoral
thesis. These data came from a coherent FPA, which takes samples of the complex focal-plane ﬁeld over
time. Using such data, it is possible to obtain estimates of the aperture-plane complex ﬁeld using an
inverse Fourier transform. In our simulations, the focal-plane measurements were used to ﬁrst obtain
Uf(ρ,φ), after which the absolute value was taken to obtain mf(ρ,φ)=|Uf (ρ,φ)|. Next, the inverse
Fourier transform relationship was used to obtain Ua (r,θ) and ma (r,θ)=|Ua (r,θ)|. Finally, the intensity
measurement I (ρ,φ)=|Uf (ρ,φ)|
2 was provided to the stochastic optimization algorithm, which was used
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Fig. 3.  Focal-plane MSE for (a) the classical GS algorithm and 
(b) the hybrid GA-GS algorithm.
to estimate the ﬁrst 25 Zernike coeﬃcients in the expansion. The resulting estimate of the ﬁrst 25 Zernike
coeﬃcients then was used to construct the output estimate of the aperture-plane ﬁeld.
A comparison of the aperture phases using the inverse Fourier transform of the focal-plane ﬁeld samples
as the baseline compared to the aperture phases estimated via the stochastic optimization method under
development is shown in Fig. 4. Although the stochastic optimization method did not yield perfect
estimates, it is seen that the estimates still correspond closely.
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IV. Conclusions and Future Directions
Signiﬁcant progress has been made in the development of algorithms for AO using FPA-based intensity
measurements. In particular, the convergence time weaknesses involving the previous gradient-descent-
based approach in [3] have been addressed by using a single intensity-measurement method of aperture
phase estimation. Hence, assuming rapid single intensity-measurement phase estimation, it is possible to
acquire a good estimate of aperture phase in real time. Even though the solution to the inverse Fourier
transform problem is non-unique, the cost function MSE(x) was chosen so that any minima found will
have a suﬃciently high probability of being correct to allow rapid acquisition within several tries.
One challenge facing an actual implementation is the need for computational power, but this challenge
is already being addressed. In particular, 16×16 and 32×32 two-dimensional FFTs can be implemented
in FPGA hardware, and a large Virtex-2 Pro FPGA could be used to implement the rapid, highly parallel
evaluations of the function MSE(x) that must be optimized quickly, in real-time, for this algorithm to
work. It is likely that a Virtex-2 or Virtex-4 series FPGA would be required due to the need for hardware
resources for FFT implementation and due to the need for a high degree of parallelism in executing the
FFTs.
Reducing the number of function evaluations often requires reducing the search space. An alternate
basis can be used in place of the Zernike polynomials. In particular, if the focal-plane ﬁeld is expanded
using a series of sampling functions, the localized nature of the focal-plane ﬁeld often will allow a reduced
basis to be used in the optimization problem. This leads to faster convergence and fewer function
evaluations, signiﬁcantly reducing the demand on hardware and possibly eliminating the need for the GA
altogether, bringing an FPGA-based implementation well within the realm of feasibility. Current work
focuses on both a more eﬃcient set of expansion functions for this problem as well as on determining an
eﬃcient, highly parallel system design that can be implemented in common FPGA hardware.
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