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ABSTRACT
Aims. We study the implications of averaging methods with different reference depth scales for 3D hydrodynamical model atmo-
spheres computed with the Stagger-code. The temporally and spatially averaged (hereafter denoted as 〈3D〉) models are explored
in the light of local thermodynamic equilibrium (LTE) spectral line formation by comparing spectrum calculations using full 3D
atmosphere structures with those from 〈3D〉 averages.
Methods. We explored methods for computing mean 〈3D〉 stratifications from the Stagger-grid time-dependent 3D radiative hydro-
dynamical atmosphere models by considering four different reference depth scales (geometrical depth, column-mass density, and two
optical depth scales). Furthermore, we investigated the influence of alternative averages (logarithmic, enforced hydrostatic equilib-
rium, flux-weighted temperatures). For the line formation we computed curves of growth for Fe i and Fe ii lines in LTE .
Results. The resulting 〈3D〉 stratifications for the four reference depth scales can be very different. We typically find that in the upper
atmosphere and in the superadiabatic region just below the optical surface, where the temperature and density fluctuations are highest,
the differences become considerable and increase for higher Teff , lower logg, and lower [Fe/H]. The differential comparison of
spectral line formation shows distinctive differences depending on which 〈3D〉 model is applied. The averages over layers of constant
column-mass density yield the best mean 〈3D〉 representation of the full 3D models for LTE line formation, while the averages on
layers at constant geometrical height are the least appropriate. Unexpectedly, the usually preferred averages over layers of constant
optical depth are prone to increasing interference by reversed granulation towards higher effective temperature, in particular at low
metallicity.
Key words. convection – hydrodynamics – radiative transfer – line: formation – stars: abundances – stars: atmospheres – stars:
fundamental parameters– stars: general– stars: late-type – stars: solar-type
1. Introduction
Theoretical model atmospheres are needed in order to interpret
stellar fluxes and derive individual characteristics of stars, like
stellar parameters and chemical abundances. In recent decades,
successive improvements of the often used one-dimensional
(1D) hydrostatic atmosphere models have confirmed their pre-
dictive capabilities (see, e.g., Gustafsson et al. 2008) but also
highlighted their limitations. In fact, these 1D models make
use of several simplifications in favor of computational ease, the
most prominent one being the treatment of convection with the
mixing-length theory (MLT, Böhm-Vitense 1958; Henyey et al.
1965). The latter entails several free parameters, in particular
the free mixing-length parameter, αMLT, which is a priori un-
known, hence normally calibrated for the Sun by observations
and assumed constant for all stars. Moreover, the calculation of
synthetic spectral absorption lines in 1D requires the additional
calibration of micro- and macro-turbulence parameters (ξturb and
χturb, respectively) in order to properly account for the contri-
bution of non-thermal convective and turbulent motions to the
broadening of spectral line profiles.
Most of the limitations of 1D modeling of convection can
be overcome only by performing time-dependent, three dimen-
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sional (3D), radiative-hydrodynamical (RHD) calculations (see
Nordlund et al. 2009, and references therein). The goal of 3D
simulations is to provide realistic ab initio models where stellar
surface convection emerges self-consistently from first princi-
ples. Compared to 1D models, such 3D RHD models are able,
for the Sun in particular, to predict additional observable features
of stars associated with stellar surface velocity fields and temper-
ature and density inhomogeneities, e.g. surface granulation pat-
tern, line asymmetries, and center-to-limb variation (CLV; e.g.,
such as Asplund et al. 2000b; Pereira et al. 2013). To systemati-
cally study such properties of stars with a realistic approach, we
computed a large grid of 3D models using the Stagger-code,
covering a wide range in stellar parameters1 (Teff, logg, and
[Fe/H]) for late-type (spectral type FGK) stars (see Magic et al.
2013, hereafter Paper I).
It is advantageous to reduce the relatively large amount of
data from the full 3D atmospheric models to temporally and
spatially averaged (hereafter 〈3D〉) representations. However,
this reduction comes at the expense of physical self-consistency
(see Atroshchenko & Gadun 1994). Nonetheless, in this way
one can deal with more manageable atmospheric data structures
compared to the otherwise enormous amount of information as-
sociated with the full 3D models. These mean 〈3D〉 stratifica-
1 In the following, we always refer to stellar atmospheric parameters.
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tions are usually compared with classical 1D hydrostatic atmo-
sphere models. Nordlund & Stein (2001) point out that the large-
amplitude fluctuations in the superadiabatic region2 (SAR) leads
to deviations from the hydrostatic equilibrium. Furthermore, the
3D data sets incorporate quantities emerging from the hydro-
dynamics and associated with convection itself, such as, self-
consistent velocity fields and turbulent pressure, for which there
are no physically consistent counterparts in the case of 1D hy-
drostatic models.
The definition of the 〈3D〉 stratifications is neither unam-
biguous nor unique, but depends largely on the choice of ref-
erence depth scale. When dealing with the analysis of the at-
mospheric layers above the optical surface, monochromatic or
Rosseland optical depth scales are usually considered the appro-
priate choice since these are the natural reference depth scales
that are used to describe radiative transfer processes in the pho-
tosphere. On the other hand, the optical depth loses its use-
fulness somewhat in the very deep optically thick layers be-
low the optical surface, since here the mean free path of pho-
tons becomes very short and the radiative transfer insignificant.
Therefore, other reference scales are best suited to describing
the main properties of the stellar stratification. Also, the bi-
modal and highly asymmetric distribution of bulk upflows and
of downflows in the convective zone complicates the definition
of a meaningful unique average value, particularly near the sur-
face, at the transition between convectively unstable and stable
regions.
Uitenbroek & Criscuoli (2011) investigated the application
of 〈3D〉 models to spectral line formation. They computed and
compared continuum and atomic line intensities and their re-
spective CLV from 〈3D〉 and 3D models. They conclude that
a mean 〈3D〉 stratification is insufficient to represent the full 3D
atmosphere model in the light of spectral analysis. As reasons
for the latter they list the non-linearity of the Planck function,
formation of molecules, and the asymmetry of convective mo-
tions.
The present work constitutes the second paper in the Stag-
ger-grid series. Here, we want to explore the following key
question: which averaging method leads to the closest 〈3D〉 rep-
resentation of a full 3D data set in the light of spectral line for-
mation calculations? Therefore, we investigate spectral line ab-
sorption features by probing the latter with fictitious Fe i and Fe ii
lines with different strengths and excitation potentials for differ-
ent stellar parameters.
2. Averaging 3D models
The 3D models that form the basis of the present work were
computed with the Stagger-code. For a general description of
our grid of 3D models, we refer the reader to Paper I. In short,
the Stagger-code solves the time-dependent, 3D hydrodynam-
ical equations coupled with realistic non-gray radiative trans-
fer. We utilize an updated version of the realistic state-of-the-art
equation of state (EOS) by Mihalas et al. (1988). Continuum and
sampled line opacity are taken primarily from the MARCS pack-
age (Gustafsson et al. 2008, see also references in Paper I). The
radiative transfer is solved for nine angles along long charac-
teristics with a slightly modified version of the Feautrier (1964)
method. The opacity-binning method with 12 opacity bins is
applied to all Stagger-grid models to reduce the computational
2 The SAR can be located with the superadiabatic gradient, e.g., with
∇sad > 0.1max [∇sad] one obtains typically a range of −0.5. logτRoss .
4.0.
burden while still accounting for non-gray radiative transfer un-
der the assumption of local thermodynamic equilibrium (LTE);
in particular, the effects of scattering are neglected (see Nordlund
1982; Skartlien 2000; Collet et al. 2011). Our simulations are
of the so-called box-in-a-star type, and they cover only a small
representative volume of stellar surface that typically includes
about ten granules horizontally and spans about 14 pressure scale
heights vertically. The numerical resolution of the Cartesian grid
is 2403. It features a non-equidistant vertical axis in order to en-
hance resolution in the layers with the steepest temperature gra-
dients. The vertical boundaries are open, while the horizontal
ones are periodic.
2.1. Computing temporal and horizontal averages
We computed various temporal and horizontal averages for a
large number of physical quantities of interest. For the spatial
(horizontal) averages, we computed 〈3D〉 stratifications by con-
sidering four different reference depth scales and averaging the
various physical quantities on layers of constant
– geometrical height, z;
– column mass density, m =
∫
ρdz;
– Rosseland optical depth, τRoss =
∫
(ρκRoss)dz;
– optical depth at 500 nm, τ500 =
∫
(ρκ500)dz,
(hereafter denoted by 〈3D〉z, 〈3D〉m, 〈3D〉Ross, and 〈3D〉500, re-
spectively), where ρ is the gas density, and κRoss and κ500 are the
Rosseland mean opacity3 and opacity at 500 nm, respectively,
both defined as cross-sections per unit mass.
The geometrical averages 〈3D〉z are easily taken directly
from the output of the Stagger-code, since the numerical
mesh of this code is Eulerian in nature. For the three other
(Lagrangian-like) averages, the original data sets have to be
remapped to their respective new reference depth scale by indi-
vidually interpolating each column of each 3D simulation snap-
shot (see 2.3). Furthermore, we also considered four additional
averages:
– flux-weighted average temperature, 〈T 4〉;
– average brightness temperature at 500nm, 〈Trad〉;
– logarithmic average, 〈3D〉log; and
– enforced-hydrostatic-equilibrium average, 〈3D〉HSE.
We determine the flux-weighted temperature stratification 〈T 4〉
by evaluating the spatial averages of T 4, motivated by the
Stefan-Boltzmann law for wavelength-integrated radiative flux.
The brightness temperature average Trad is computed using the
expression B−1500 (〈B500(T )〉), where B500 and B−1500 denote the
Planck function at 500 nm and its inverse, respectively (see also
Sect. 3.1). The depth-dependent 〈Trad〉 thus needs to be inter-
preted as the equivalent brightness temperature corresponding
to the average black-body emission at 500 nm from each layer.
For 〈3D〉log we define spatial averages of a given 3D variable X
as exp
(〈
log X
〉)
. Finally, since the 〈3D〉 models do not in gen-
eral fulfill the hydrostatic equilibrium condition (see App. A.2),
for the 〈3D〉HSE averages we enforce hydrostatic equilibrium by
adjusting the density and adjusting the thermodynamic pressure
pth consistently with the EOS, until hydrostatic equilibrium is at-
tained. We emphasize that the proper enforcement of hydrostatic
equilibrium requires that one considers both the thermodynamic
pth and turbulent pturb contributions to total pressure ptot: the
gas pressure in the atmosphere is in fact significantly reduced
3 Including both line and continuum opacity.
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because of the structural support provided by turbulent pressure.
Then, a new geometrical depth z is computed (see Eq. A.2).
Classical hydrostatic 1D models of stellar atmospheres are
often defined and computed on an optical depth scale, since
this allows the numerical resolution to be easily adjusted where
it is most needed to achieve the highest accuracy in the solu-
tion of the radiative transfer equation in the atmospheric layers,
both during the modeling itself and during line-formation cal-
culations. Therefore, especially for radiative transfer-oriented
applications, these 1D models can be compared most naturally
with averages of corresponding 3D models on constant optical
depth, 〈3D〉Ross or 〈3D〉500. In Paper I, in particular, we adopted
〈3D〉Ross as our standard averaging choice. One of the main rea-
sons we chose 〈3D〉Ross over 〈3D〉500 is that during the scaling
of the simulations and the construction of the initial snapshots,
the top physical boundary of essentially all models reached up
to
〈
logτRoss
〉
top ≈ −6.0 (see Paper I). In contrast, the vertical ex-
tent of the simulations in terms of optical depth at 500 nm varies
depending on stellar parameters (logg in particular) owing to the
concomitant variations in opacity at 500 nm as a function of tem-
perature and density. Therefore, the 〈3D〉500 models in general
require a careful extrapolation at the top to be extended up to
logτ500≈−6.0 (see Sect. 2.4).
While 〈3D〉Ross or 〈3D〉500 represent natural reference depth
scales for the mean photospheric stratification, 〈3D〉z or 〈3D〉m
is better suited to describing the average physical conditions be-
low the stellar surface; e.g., only the geometrical averages fulfill
conservation of momentum and energy (see App. A.2).
In late-type stellar atmospheres, the continuum opacity κλ in
the optical is dominated by the H− bound-free absorption that is
sensitive to temperature (∼ T 10). Therefore, even small fluctua-
tions in T will result in large variations in κλ, which in turn will
lead to a high degree of spatial corrugation of layers at constant
optical depth (see Stein & Nordlund 1998). Furthermore, owing
to such highly non-linear behavior of the H− opacity, tempera-
ture fluctuations around the average will be reduced by interpo-
lation to layers of constant optical depth (see Sect. 4.1).
We note briefly that only the geometrical averages 〈3D〉z,
sampled over a sufficient time length, preserve the conservation
properties of the hydrodynamical equations, such as hydrostatic
equilibrium and conservation of energy. Furthermore, depend-
ing on the intended particular application of 〈3D〉 models, it is
very important to use these carefully, since the different types
of 〈3D〉 models vary significantly among the different averaging
methods.
2.2. Basic averaging procedure
We proceeded with the following steps in order to obtain the
〈3D〉 models:
1. Retrieval of 3D variables of interest;
2. Interpolation to new reference depth scale;
3. Computation of horizontal averages and statistics;
4. Extrapolation of horizontal averages, if necessary;
5. Computation of temporal averages.
In case of the geometrical averages 〈3D〉z, steps 2 and 4 are un-
necessary and are therefore skipped. Owing to the generally
non-linear response of the various physical quantities as a func-
tion of basic independent variables and the EOS, the interpo-
lation to a new reference depth scale should be performed af-
ter retrieving the variables. In particular, because of these non-
linearities, we caution against the derivation of thermodynamic
variables via the EOS by utilizing averaged independent vari-
ables interpolated to the new reference depth scale, since the spa-
tial averaging will inevitably break the physical self-consistency
present in the full original 3D data (see Sect. 2.3 and Appendix
A.3).
At the vertical boundaries of our simulation box are so-called
ghost zones, each consisting of five layers at the top and bottom.
Their sole purpose is to numerically define the boundary con-
ditions at both vertical ends. They do not contain physically
meaningful values, so we excluded them before the averaging
procedure.
To speed up the calculations without noticeably degrading
the statistical properties, when computing the averages we con-
sidered only every fourth column of the 3D data cubes in both
horizontal directions (x and y), which means that the initial
NxNy = 2402 columns are reduced down to 602. The vertical
extent of the columns is unchanged with Nz = 230 (geometrical)
or 101 (all other reference depth scales). Tests ensured that this
horizontal reduction does not influence the horizontal averages
owing to the still large sample of vertical columns considered
and the multiple snapshots included in the temporal averaging.
For step 3, we used an arithmetic mean to compute the aver-
age values of variable X for snapshot t at each horizontal layer z:
〈X〉z,t =
1
NxNy
Nx∑
x=1
Ny∑
y=1
Xxyz,t (1)
with Nx and Ny the number of horizontal elements. For exponen-
tially varying variables like density and pressure, we computed
also logarithmic averages, i.e., replacing Xxyz with log Xxyz in Eq.
1, denoting the models with 〈3D〉log. In the final step 5, temporal
averages are evaluated with
〈X〉z =
1
Nt
Nt∑
t=1
〈X〉z,t (2)
with Nt ≈ 100−150 being the total number of snapshots consid-
ered for each simulation, which corresponds typically to about
two turnover times. In the present work, the combined temporal
and spatial averages of variable X are always denoted with 〈X〉z˜,
where z˜ is the considered reference depth scale.
Since the 3D structures display a great plethora of details,
for each relevant 3D variable we also determine a number of ad-
ditional statistical properties (standard deviation σ, root mean
square, minimum-maximum range, and histograms of the distri-
bution of values) at each horizontal layer, which are presented
and discussed in Sect. 4. As for the spatial averages, the stan-
dard deviation and the root mean square are evaluated in step 3
for each layer z using the same basic expression as in Eq. 1 and,
if necessary, doubly extrapolated at the top as in steps 2 and 4
(see Sect. 2.4). Finally, their temporal averages are computed in
step 5.
Histograms of the distribution of values we determined sep-
arately, and we use temporal averages of the depth-dependent
extrema of variable X, 〈min X〉z and 〈max X〉z to define a depth-
dependent range rz =
[
〈min X〉z , 〈max X〉z
]
for the histograms.
For the 3D variable X at time t, we determined a set of 1D
histograms, pr,z,t (X), for each individual layer z. The depth-
dependent range rz is resolved with Nr = 200 equidistant points;
temporal averages pr,z (X) of the histograms are computed us-
ing a subset of Nt = 20 equidistant snapshots (see Sect. 4.3 for
details).
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Finally, we also computed averages and associated statistical
properties separately for up- and downflows, which we differen-
tiate based on the sign of the vertical component of the velocity.
Of course, when computing such averages and statistics, one has
to account for the correct filling factor in either case, i.e. for the
number of elements Nx,y belonging to up- or downflows, respec-
tively (Sect. 4.2).
2.3. Interpolation to the new reference depth scale
To interpolate to the new reference depth scale (hereafter de-
noted as z˜) in step 2, we defined a new equidistant logarithmic
reference optical depth scale, z˜ = log τ˜, from −5.0, . . . ,+5.0 in
steps of 0.1 for both optical depth scales τRoss and τ500. In the
case of averaging based on the column-mass density scale m, we
used the column-mass density m˜ normalized to the mean value
of m at the optical surface, i.e. z˜ = log(m˜) = log(m/ 〈m〉surf) for
the new reference depth scale, where 〈m〉surf was determined at
〈τRoss = 0〉 and considered a fixed range from −3.0, . . . ,+2.0 in
steps of 0.05 for all simulations. All variables, X, we remapped
column-wise from the original geometrical depth scale to the
new reference depth scale, namely Xxy (z) → ˜Xxy (z˜). We use
linear interpolation, since quadratic interpolation introduced nu-
merical artifacts in some 〈3D〉 models.
We note that owing to the remapping to a new reference
depth scale, points at a constant optical depth or column-mass
density will end up probing and spanning a range of geometri-
cal depths, implying that the averages (and statistical properties)
with respect to the new reference depth scale will be qualita-
tively and quantitatively different from plain horizontal averages
on constant geometrical depth (see App. A).
2.4. Extrapolation at the top
The vast majority of Stagger-grid models are sufficiently ex-
tended vertically, in particular at the top, to embrace the full
range of log τ˜ with [−5.0,+5.0]. The condition 〈logτRoss〉top ≤
−6.0, is usually fulfilled for all but a few models. More specifi-
cally, surfaces of constant optical depth can become quite corru-
gated at the top for some giant models and fall outside the physi-
cal domain of the simulations; that is, one can occasionally have
logτtopRoss > −5.0 for a limited number of columns. These particu-
lar columns are therefore linearly extrapolated to logτRoss =−5.0
to allow calculating of average quantities in the desired range of
optical depths. Exponentially varying values like density, pres-
sure opacities are extrapolated by considering their logarithmic
values. The extrapolation is needed only for a few giant models
(logg≤ 2.5), and the concerned columns are usually only a small
fraction (. 0.3%). Therefore, we regard these extrapolations as
negligible in the case of the optical depth scale τRoss.
For the optical depth scale τ500, the situation is slightly dif-
ferent. The mean optical depth at 500 nm at the top 〈logτ500〉top
deviates increasingly towards giant models from 〈logτRoss〉top,
so that
〈
logτ500
〉
top > −5.0. Therefore, the necessary extrapola-
tion at the top is considerable, in particular for giant models.
We notice that careless column-wise extrapolation at the top
can lead to a largely uncertain and erroneous stratification, which
would have a negative impact on spectral line formation. For
instance, a wrong density stratification at the top can dramati-
cally affect the ionization balance. To limit these extrapolation
errors, we first restrict the column-wise extrapolation to the re-
gion log τ˜500 ≥ log τ˜top where the value log τ˜top > −5.0 is cho-
sen so that no more than 20% of the columns would require
extrapolation up to that level. We then compute the horizontal
averages (step 3) and, after that, linearly extrapolate the 〈3D〉
models a second time to the original log τ˜top = −5.0 for each
time snapshot. This particular extrapolation procedure produces
more plausible stratifications since the horizontal 〈3D〉 averages
exhibit a smooth and monotonic behavior with depth at the top
compared to individual columns of the 3D data set.
Test calculations of data sets from the solar simulation,
which were truncated at the top, revealed the reliability of this
double extrapolation approach, since for the temperature strat-
ifications we find the maximum error around 1% at the top
(log τ˜top = −5.0). Nonetheless, we favor the use of averages on
mean Rosseland optical depth, i.e. 〈3D〉Ross rather than 〈3D〉500,
since these averages are not plagued by such extrapolation uncer-
tainties. For the extrapolated models on τ500, we kept track of
the extent of the applied extrapolation; in fact, only a few models
with the lowest gravities (logg = 1.5/2.0) exhibit a noteworthy
extrapolation (log τ˜top ≃−4.3/4.8, respectively). The 〈3D〉500 av-
erages can therefore be reduced to the extrapolation-free regime
at the top afterwards.
3. Comparison of the averaging methods
In the following, we systematically compare the different types
of averaging procedures explained in Sect. 2 over a broad range
of stellar parameters relative to Rosseland optical depth, i.e.
〈3D〉z˜−〈3D〉Ross. For the sake of clarity, we illustrate the proper-
ties of average stratifications only for a representative selection
of Stagger-grid models comprising dwarfs and giants (logg =
4.5 and 2.0) at solar and subsolar metallicity ([Fe/H] = 0.0 and
−3.0). Besides the most important thermodynamic state vari-
ables, temperature and density, we also investigate averages of
electron number density, an important quantity for, say, calcula-
tions of ionization balance and spectral line formation.
Owing to the lack of a unique common global depth scale
that is invariant between different averaging methods, we dis-
play their results jointly on the averaged Rosseland optical depth
scale, 〈τRoss〉, in order to enable a direct comparison.
3.1. Temperature
We find that the temperature stratifications of the two optical ref-
erence depth scales, 〈3D〉Ross and 〈3D〉500, are similar, therefore
we refrain from showing these. Only at the top of the metal-
poor stars do the 〈3D〉500-averages appear cooler (∼ 5%, i.e by
& 250K at Teff = 6000K). On the other hand, the geometri-
cal 〈3D〉z and column mass density 〈3D〉m averages deviate dis-
tinctively from the 〈3D〉Ross-stratification (see Fig. 1). In the
regime 1.0 < logτRoss < 3.0, both 〈3D〉z and 〈3D〉m are cooler by
∼ 5−10%. At the surface (τRoss = 0), the geometrical averages
deviate considerably, while the 〈3D〉m-averages are closer to the
optical depth scale (see Fig. 1). In the deeper layers below the
superadiabatic regime (SAR), the various averaging methods are
practically indistinguishable. In the upper atmosphere the differ-
ences are smaller at higher [Fe/H] due to relatively low horizon-
tal contrast, but, these increase significantly for lower metallic-
ity. The averages 〈3D〉z and 〈3D〉m are marginally cooler than
〈3D〉Ross by ∼ 1−2% at solar metallicity. In the metal-poor case
[Fe/H] = −3.0, the temperature stratifications are distinctively
cooler, which will certainly influence the line formation calcu-
lations with 〈3D〉 stratifications. Furthermore, the differences
increase with higher Teff and lower logg.
As mentioned earlier, in the atmospheres of late-type stars,
minor temperature fluctuations are amplified disproportionally
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Fig. 1. Relative differences in the temperature (left) and density (right panel) stratification vs. the (averaged) Rosseland optical depth for various
stellar parameters. The differences are relative to the Rosseland optical depth, i.e. 〈3D〉z˜ − 〈3D〉Ross. Orange/brown dashed lines: averages on
layers of constant geometrical height 〈3D〉z; orange/brown dotted lines: averages on layers of constant column mass density 〈3D〉m; orange/brown
solid lines: 1D MLT models. Blue solid lines: flux-weighted T 4-stratifications; blue dashed lines: brightness temperatures Trad averaged on
surfaces of constant Rosseland optical depth (left panel). Green solid lines: logarithmic density averages 〈3D〉logRoss; green dashed lines: hydrostatic
averages 〈3D〉HSERoss (right panel). We compare always cooler and hotter effective temperatures, which are distinguished by dark and bright colors
respectively. We note that the cool metal-poor dwarfs exhibit very small differences, and are therefore indistinguishable. Note the differences in
the y-axes.
into large variations in the line and continuum opacity κλ ow-
ing to the strong T -sensitivity of the H−-opacity (κλ∝T 10, see
Stein & Nordlund 1998). Therefore, surfaces of constant opti-
cal depth appear strongly corrugated in terms of the range of
geometrical heights that they span. The transformation to lay-
ers of constant optical depth will naturally even out these cor-
rugated surfaces and, at the same time, smooth the temperature
fluctuations, since the latter are the source of the former (see
App. A.1). Therefore, these are noticeably smaller on layers of
constant optical depth compared to layers of constant geomet-
rical depth, which is portrayed in the temperature contrast and
histogram (see also Figs. 3 and 6). The SAR exhibits large-
amplitude fluctuations as a result of the release of thermal and
ionization energy at the photospheric transition, which are the
reason for the observed enhanced differences between the aver-
aging methods (see Sect. 4.1).
Steffen & Holweger (2002) found a beneficial mean 〈T 〉-
representation for the Sun in the flux-weighted temperature av-
erages, T 4, taken on constant Rosseland optical depth from their
2D simulations. The idea behind this approach is that the T 4-
averages render radiation-oriented T -stratifications, therefore re-
sulting in 1D line profiles that are closer to the multidimen-
sional ones (see also Steffen et al. 1995). To allow for a simi-
lar comparison for our models, we computed such average T 4-
stratifications. In Fig. 1, the T 4Ross-stratifications generally ap-
pear hotter at the top and in the SAR compared to the sim-
ple T -stratification. Averages taken at the fourth power will
weight higher values more, which leads to hotter average tem-
peratures. This could lead to pronounced differences for molec-
ular lines that form high up in the atmosphere. At solar metal-
licity, the T 4-stratifications at the top are fairly similar to the
plain T -averages (∼ 1− 2%) in agreement with the findings of
Steffen & Holweger (2002). This is different at lower metallic-
ity ([Fe/H] = −3.0), namely the T 4-averages are clearly higher
by ∼ 5− 10%. At higher Teff and lower logg, the temperature
differences are greater, in particular for the metal-poor giants,
owing to the enhanced temperature fluctuations (see Sect. 4.1).
Under the assumption of local thermodynamic equilibrium
(LTE) and neglecting the effects of scattering, the source func-
tion is given by the Planck function, S λ = Bλ (T ). Within this
approximation, we can thus consider the brightness temperature
average Trad defined earlier in Sect. 2.1 as a good representation
of the mean temperature stratification from the point of view of
the radiative emission properties: brighter parts in each depth
layer are given more weight with this averaging method. The
differences between the average Trad at 500nm and average T -
stratifications are displayed in Fig. 1. Their variations with stel-
lar parameters are very similar to those of T 4-averages, however,
slightly more pronounced, in particular the metal-poor giants ex-
hibit hotter stratifications by up to ∼ 20% at the top.
3.2. Density
In Fig. 1, we also illustrate the results of averaging in the case
of the density stratifications. In the deeper interior, the different
〈3D〉 models converge toward the same density stratification. In
the SAR, below the optical surface at logτRoss & 0.0, the geomet-
rical averages 〈3D〉z are smaller than the 〈3D〉Ross averages by up
to∼ 30%, while at the top these are much denser by up to ∼ 40%.
The differences increase towards higher Teff and lower logg. We
find a different behavior in the metal-poor dwarfs, which turn
lower towards the top after the initial increase (∼ 10%). The
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density stratifications averaged on column mass density 〈3D〉m
are larger in the SAR and in the upper layers closer to 〈3D〉Ross.
However, we find that at lower metallicity 〈ρ〉m they are smaller
by up to ∼ 30%. We note that thermal pressure qualitatively
shows the same characteristics as the density.
The shape of the density distribution is symmetric and nar-
row on layers of constant column mass density, thanks to the
exponential stratification of the atmosphere and to the additional
damping of density fluctuations on the column mass scale (see
Fig. 6). As a result, the 〈3D〉m averages feature the narrowest
contrast and density ranges, which, on the contrary, are usually
greatest for geometrical averages 〈3D〉z; for the 〈3D〉Ross aver-
ages, these are noticeably reduced due to the mapping onto the
optical reference depth scale (Fig. 3). Overall, the density fluc-
tuations at the top of the 〈3D〉Ross stratifications are similarly as
small as those by 〈3D〉m and ∼ 20%; however, for metal-poor
dwarfs they reach up to ∼ 80% (see Fig. 3). As shown in Sect.
4.3, we find that the corrugation of the layers of constant optical
depth in the upper part of 3D model stellar atmospheres at lower
metallicity increases considerably towards higher Teff because
of an enhanced T -contrast by the so-called reversed granulation
(see Rutten et al. 2004). This in turn broadens the density distri-
bution during the remapping to the optical depth scale, shifting
the mean density value and leading to the observed deviations
between 〈ρ〉Ross and 〈ρ〉m at lower metallicity (see App. A.1),
which will affect the 〈3D〉 line formation calculations.
The highly stratified structure of stellar atmospheres features
an exponential decrease with height. Linear density averages
will therefore tend to give more weight to higher density values,
leading to a systematic overestimation of the mean densities. For
this reason we consider the logarithmic averages 〈ρ〉log, which
we compare to the linear ones in Fig. 1. As expected, we find
the logarithmic ρ-averages are smaller than the linear ones, with
the difference between the two increasing with higher Teff and
lower logg by up to ∼ 30%. The mean densities in the upper
layers are lower by ∼ 10% and ∼ 40% at solar and low metallic-
ity, respectively. For quantities that vary more moderately (e.g.,
temperature) the differences between logarithmic and linear av-
eraging are rather small.
The transformation to constant optical depth and the sub-
sequent averaging will change the physical self-consistency as
shown in App. A.2. To rectify this, we followed the recom-
mendation of Uitenbroek & Criscuoli (2011) and also computed
ρ-stratifications, which are enforced to be in hydrostatic equi-
librium, 〈ρ〉HSE (Fig. 1). These deviate significantly from the
plain 〈ρ〉-stratifications, in particular at the top. Incidentally, we
note however that their dynamic nature and the effects of con-
vective flows and turbulent pressure mean that the 3D models
themselves are not strictly speaking in hydrostatic equilibrium
at any one time.
In Fig. 1 (both panels), we also compare the 1D MLT mod-
els with the 〈3D〉Ross stratifications. The 1D models in general
show qualitatively similar behavior as the geometrical averages.
The metal-poor 1D models are distinctively hotter, since these
enforce radiative equilibrium in the upper layers.
3.3. Electron number density
We find large differences among the various averages of the
electron number density, nel, which we show in Fig. 2 (right
panel). In the SAR the geometrical averages 〈nel〉z are distinc-
tively larger than the averages on surfaces of constant Rosseland
optical depth 〈nel〉Ross, while the column mass density averages
〈nel〉m are found in between the two. The deviations increase
for higher Teff and lower logg considerably, while at lower Teff
the differences are significantly smaller. We show in App. A.1
that the interpolation to a new reference depth scale changes the
statistical properties by redistributing properties from different
heights, so the resulting mean horizontal average will look dif-
ferent depending on the reference depth scale. This effect seems
to be most pronounced in the case of electron density.
To determine the ionization fraction in spectral line calcula-
tions, the electron number density is either already provided by
the model atmosphere or looked up from an EOS using the in-
dependent thermodynamic variables (typically (T, p) or (T,ρ)).
The latter has to be done carefully in the case of the 〈3D〉 mod-
els, since, besides potential differences in the EOS compared
to the one used for calculating the model atmosphere, electron
densities derived from the EOS based on averaged independent
variables, nEOS
el = nel (〈T 〉 , 〈p〉), can deviate significantly from the
more physically consistent averaged 〈nel〉 (see App. A.3).
3.4. Vertical velocity
It is worthwhile to compare how the vertical velocity, vz,rms,
changes with the respective averaging methods. For compari-
son, we show in Fig. 2 (left panel) the rms of the vertical veloc-
ity. In the upper layers, we find the vz,rms on geometrical aver-
ages to be higher compared to other averages, while it is lower
in the deeper layers. On optical depth the peak in vz,rms below
the surface is somewhat symmetric and slightly higher, while for
averages on geometrical height and column mass density their
peaks are flatter and more skewed towards higher layers, and the
peak location is realized in slightly upper layers. For lower Teff
and higher logg, the differences diminish more and more, so that
for the coolest models, the difference are small. The differences
in the velocity arise as well due to the redistribution of velocity
during the mapping to the new reference depth scale (see App.
A.1).
4. Statistical properties
To explore the origins of the differences among the various av-
erage 〈3D〉 structures and the resulting ramifications for line for-
mation calculations, we discuss here the statistical properties of
the temperature, density, and velocity stratifications. Since the
statistical properties of 〈3D〉500 and 〈3D〉Ross are fairly similar,
we focus only on the latter.
4.1. Contrast
The 3D RHD models usually exhibit a broad range of values at a
given height thanks to the fluctuations arising from the convec-
tive motions. The amplitude of these fluctuations can be quan-
tified using the root-mean-square of the relative deviation from
the mean,
δXrms =
√
ΣNi=1
(
Xi − ¯X
)2
/
(
N ¯X2
)
, (3)
which we refer to as the contrast ( ¯X is the mean value of X). It is
equal to the normalized standard deviation; i.e., δXrms = σX/ ¯X.
The translation to another reference depth scale changes the
statistical properties as variables are remapped, which in turn is
reflected in changes in contrast. Among the various averaging
methods, geometric averages 〈3D〉z typically feature the high-
est contrast. We also find that the level of fluctuations generally
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Fig. 2. Root mean square (rms) of the vertical velocity vz,rms (left) and mean electron number density nel vs. optical depth (right panel). Dashed
lines: 〈3D〉z averages; dotted lines: 〈3D〉m; solid lines: 〈3D〉Ross.
Fig. 3. Temperature (top) and density (bottom) contrasts vs. averaged
Rosseland optical depth. Dashed lines: 〈3D〉z averages; dotted lines:
〈3D〉m; solid lines: 〈3D〉Ross.
increases with increasing Teff and decreasing logg. The high-
est contrast typically prevails in simulations with the highest Teff
and located in the vicinity of the maximum superadiabatic gradi-
ent, ∇peak
sad , and maximum rms-velocity, v
peak
z,rms. These arise from
the photospheric transition from convective to radiative energy
transport, and the resulting overturning of the entropy-depleted
plasma. At the top of the convection zone, the fluctuations reach
a minimum, and they decrease towards the bottom of the model
atmosphere.
In top and bottom panels of Fig. 3, we show the temperature
and density contrasts, δTrms and δρrms, respectively. In the case
of the optical depth 〈3D〉Ross, the temperature contrast is sig-
nificantly reduced compared to the other reference depth scales
(δT peakrms reduced by a factor of ∼ 3), while the density contrast
is slightly enhanced (δρpeakrms ∼ 20−60% compared to 10−50%).
For averages on column mass density 〈3D〉m, δρrms is lower, in
particular in the upper layers, and δTrms is slightly smaller com-
pared to the 〈3D〉z case. Fluctuations of variables that correlate
with the new reference depth scale will be reduced during the
transformation. As the translation to layers of constant optical
depth partly evens out the corrugated τ-isosurface, fluctuations
of the opacity κλ will be reduced, since the dominant H−opacity
is very sensitive to temperature. Therefore, the temperature fluc-
tuations are also smoothed out. Layers of constant column mass
density will similarly suppress density variations (see App. A.1).
At the top, δρrms is almost similar between 〈3D〉m and 〈3D〉Ross
in the case of the solar metallicity (δρtoprms ∼ 40%); however, at
lower metallicity, [Fe/H] = −3.0, we find considerable disparity
with δρtoprms ∼ 80%.
The thermal stratification in the upper atmosphere is de-
termined by adiabatic cooling thanks to mechanical expan-
sion and radiative heating because of spectral line re-absorption
(Asplund et al. 1999; Collet et al. 2007). In metal-poor stars, ra-
diative reheating in upper layers is significantly reduced owing to
the weakness of spectral line features, while the mechanical ex-
pansion cooling term is virtually unaffected. The reversed gran-
ulation takes place at increasingly lower geometrical height with
higher Teff and lower logg, causing the distribution of the ther-
modynamic variables to become increasingly broader and more
skewed (see Sect. 4.3). This is the reason for the enhancement in
δTrms and δρrms towards the top boundary in metal-poor simula-
tions in Fig. 3. Replicating the results of full 3D line formation
calculations in low-metallicity stars with 〈3D〉 models is there-
fore challenging, since the averages have to correctly account
for such temperature and density fluctuations. Interestingly, the
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temperature contrast saturates at 6500K, similar to the saturation
of the intensity contrast shown in our previous work (see Fig. 10
in Paper I).
The strength of spectral lines is sensitive to temperature, and
the remapping to constant optical depth decreases δTrms, making
〈T 〉 closer to 〈T 〉rad. However, the transformation to layers of
constant optical depth exhibits the side effect of redistributing
the other variables, too, in particular the gas density; δρrms is
thus much higher than averages on column mass density, due to
the additional influence of opacity on the depth scale (see Sect.
2.1). This in turn will likely affect the line formation calculations
with the different 〈3D〉 models.
The strong contrast in the upper part of the convection zone
(logτRoss ≥ 0) is induced by the large amplitude fluctuations ow-
ing to the radiative energy losses at the photosphere and the
asymmetry of the up- and downflows, which we discuss further
in Sect. 4.2. An interesting aspect is that the contrast in ther-
modynamic variables is very similar to the rms of the vertical
velocity (Fig. 2), which is indicative of the correlation between
the mass flux and the fluctuations in the thermodynamic vari-
ables. Namely, vertical velocity is generated by density contrast
δρ via to the buoyancy force, fB = −gδρ, which results from an
imbalance of pressure and gravity terms in the hydrodynami-
cal equation for conservation of momentum (see Paper I) in the
highly stratified atmosphere. Lighter fluid elements (δρ < 0) ex-
perience positive buoyancy and thus upward acceleration, while
denser elements (δρ > 0) experience negative buoyancy and are
pulled downward. Buoyancy forces will vanish eventually, when
the density of the up- or downflowing element levels with the
surrounding gas.
The entropy contrast δsrms (not shown here), qualitatively
depicts a very similar dependence on stellar parameter and refer-
ence depth scale as δTrms. Both are very similar in optical depth,
while for the averages 〈3D〉z and 〈3D〉m the overall amplitude is
a factor ∼ 2 smaller. In Paper I, we showed that the convective
energy flux depends on the entropy jump, density, and vertical
velocity. Interestingly, here we also find additional scaling rela-
tions concerning the peak contrast in entropy, δspeakrms , and density,
δρ
peak
rms , with the vertical peak velocity v
peak
z,rms. This can be inter-
preted as convective driving, where the radiative losses generate
large fluctuations in the entropy, temperature, and density.
For the different averaging methods, the variations in the
minimum-maximum range for the temperature and density are
qualitatively very similar to the contrast (even though with larger
amplitudes ∼ 5−8), therefore, we refrain from discussing these
explicitly.
4.2. Upflows and downflows
The properties of the convective motions in stellar atmospheres
are highly asymmetric in up- and downflows. The upflows over-
shoot into the photosphere leading to non-thermal Doppler shifts
imprinted on spectral line features. We first compute the mean
values of various variables separately for up- and downflows
based on the sign of the velocity at a given height. We then de-
termine the relative difference between up- and downflows with
δXup,dn = (Xup −Xdn)/ ¯X (Fig. 4). As expected, the buoyant up-
flows are hotter and lighter compared to the subsiding down-
flows. Furthermore, the asymmetries are especially pronounced
in the convection zone below the optical surface. Above the pho-
tosphere, the convective motions decay quickly, and the asym-
metries in δTup,dn and δρup,dn are distinctively smaller. The re-
maining asymmetries at the top stem from reverse granulation.
Fig. 4. Similar as Fig. 3 but showing the relative difference between
averages in up and downflows, δTup,dn and δρup,dn.
The convective flows in granules, slow and almost lami-
nar, radiate away their energy and overturn into the intergran-
ular lanes characterized by cool, dense, narrow turbulent down-
drafts. The subsequent large-amplitude fluctuations in the ther-
modynamical properties are caused by the turbulent mixing of
the downflows with the upflows, typically located in the inter-
granular lane below the optical surface in the SAR. These re-
gions are arranged in tubelike structures around the granules, and
can be identified with their excessive vorticity. It is remarkable
that, across all stellar parameters, the filling factor of the up- and
downflow in the convection zone remains almost constant, with
fup ∼ 2/3 and fdn ∼ 1/3, respectively (see Paper I).
The variable δTup,dn is reduced, and δρup,dn is enhanced on
the optical reference depth scale 〈3D〉Ross compared to the other
averages. The column mass density shows a smaller asymmetry
in density. This behavior, similar to what we discussed earlier for
the temperature and density contrasts, is not entirely surprising,
since the fluctuations are caused by the presence of the up- and
downflows (see also A.1).
4.3. Histograms
In Fig. 5, we illustrate temporally averaged histograms of the
temperature, p (T ), and density distributions, p (ρ) for the TO
simulation with two different [Fe/H] evaluated on layers of con-
stant Rosseland optical depth, in order to illustrate the differ-
ences in the statistical properties. The histogram of the metal-
poor case differs substantially in upper layers from the solar one.
Furthermore, in Fig. 6, we show p (T ) and p (ρ) in the upper
layers (〈logτRoss〉 = −4.0) for dwarf models with different Teff
and [Fe/H]. In both cases we compare the distributions on con-
stant geometrical height z, constant column mass density m and
constant Rosseland optical depth τRoss.
At solar metallicity (Fig. 6), the temperature distributions are
very narrow and symmetric. With increasing Teff , the average T
is as expected higher and the width of the distribution broadens
slightly. The mean values are very similar between the differ-
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Fig. 6. Histograms of the temperature (left) and density (right panel) distributions taken at 〈logτRoss〉 = −4.0. We show the histograms averaged
on constant geometrical height (top), column mass density (middle), and Rosseland optical depth (bottom). The surface gravity of displayed
models is logg = 4.5 and the metallicity is solar (dashed lines) and subsolar with [Fe/H] = −3.0 (solid lines). The mean values are indicated by
filled and open circles for [Fe/H] = −3.0 and 0.0, respectively).
Fig. 5. Histogram of the temperature (top) and density (bottom) vs.
optical depth for the TO simulation (Teff = 6500K/ log g = 4.0) with
solar and sub-solar metallicity ([Fe/H] = −3.0). Additionally, the his-
togram of a single layer (logτRoss = −4.0) is indicated for the whole
layer (black) and separated in up- and downflows (blue and red, respec-
tively). Dashed lines: 〈3D〉z averages; dotted lines: 〈3D〉m; solid lines:
〈3D〉Ross; blue solid lines: 1D MLT models.
ent 〈3D〉 methods and in principle indistinguishable, which also
agrees with Fig. 1. Furthermore, the mean values are located
very close to the mode.
At [Fe/H] = −3.0, the temperature distributions change con-
siderably. While at cooler Teff the shape is vey narrow and sym-
metric, for Teff ≥ 5500K we find a distinct broadening of the T -
distribution on geometrical reference depth scale 〈3D〉z, which
is given by a long tail at high T and a decreasing peak at lower T
(see Figs. 5 and 6). In the column mass density averages 〈3D〉m
the temperature peak is slightly more pronounced at higher Teff ,
while the high-T tail is slightly reduced. The situation is pretty
different for the averages on Rosseland optical depth 〈3D〉Ross,
where we find that the temperature peak drops faster towards
higher Teff , and at 7000K the T -distribution shows an almost
unimodal distribution. The mean values disagree at higher Teff
between the different reference depth scales.
The density distributions behave differently depending on the
reference depth scale. On 〈3D〉z the histograms are in general
slightly skewed with a fat tail towards lower ρ for all metallici-
ties (Figs. 5 and 6). The density distributions for the averages
on column mass density are very symmetric and narrow for both
solar and low metallicities. At solar metallicity, the density his-
tograms on constant optical depth are narrower and higher than
the geometrical analogs, but skewed in contrast to 〈3D〉m. In the
metal-poor case, 〈p (ρ)〉Ross becomes very narrow and symmetric
at lower Teff , but towards higher Teff we find the ρ-distribution
to also be broader. The mean density stratification varies consid-
erably among the different averaging methods.
As mentioned above, adiabatic cooling due to mechanical
expansion and radiative reheating are competing with each other
in the upper photosphere and contribute to the phenomenon of
reversed granulation. At lower metallicity, the reversed granula-
tion is enhanced, so that the optical depth is increasingly strongly
corrugated towards higher Teff , which in turn will amplify the
differences in statistical properties during the translation to the
optical depth scale from the geometrical depth scale. This leads
to the systematical broadening in the statistical distribution that
we encounter at lower metallicity.
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Fig. 7. Overview of the 〈3D〉 − 3D line formation differences given in abundances displacement ∆ logε vs. equivalent width Wλ for the Fe i
and Fe ii fictitious spectral lines with the excitation potentials χexc = 1.0 and 4.0eV including the Sun, TO, RG and dwarf simulation (from top to
bottom). The averages on layers of constant geometric height 〈3D〉z (black dashed), constant column mass density 〈3D〉m (black dotted), constant
Rosseland optical depth 〈3D〉Ross (black solid) and at 500 nm 〈3D〉500 (orange dashed triple-dotted lines) are indicated. Furthermore, we show
1D models (red solid), T Ross
rad -averages (blue dashed) and 〈3D〉HSERoss (green dashed lines). The microturbulence of ξturb = 1.0km/s has been used
throughout. Notice the different ordinates.
5. Spectral line formation: 〈3D〉 and 3D LTE
calculations
To explore the differences between the line formation based on
〈3D〉 and full 3D models, we have chosen a set of representative
models consisting of a main-sequence (MS) star (Teff/ logg =
5777 K/4.44), a turn-off (TO) star (6500/4.0), a red-giant (RG)
star (4500/2.0), and a dwarf (4500/5.0). For all these models,
we considered metal-poor analogs with [Fe/H] = −3.0 besides
the solar metallicity.
5.1. 3D line formation calculations
We used the 3D radiative transfer code Scate (Hayek et al. 2011)
to calculate full 3D synthetic spectral line disk-center intensity
and flux profiles with 3D Stagger model atmospheres. Scate
assumes local thermodynamic equilibrium (LTE). Furthermore,
in the present work, we also neglected the effects of scattering;
i.e. we approximated the source function with the Planck func-
tion, S λ = Bλ. We caution that LTE is in general a poor approx-
imation, especially for Fe i spectral line formation calculations
at low [Fe/H] (e.g. Bergemann et al. 2012), which should be
kept in mind for analyzing the LTE-based abundance corrections
presented here. For the sake of consistency, we used the same
EOS (Mihalas et al. 1988) and continuum opacity data (from the
MARCS package; see Gustafsson et al. 2008) as in the 3D Stag-
ger simulations.
To reduce the computational costs for line formation calcu-
lations, we consider a subset of Nt = 20 temporally equidistant
snapshots – the same as used for the temporal 〈3D〉 averages –
sampling the entire time spans of the individual 3D simulation
sequences. Additionally, we reduce the horizontal spatial reso-
lution from NxNy = 2402 to 602 by considering only every fourth
column in each horizontal direction. Test calculations carried out
at full resolution show that differences are negligible for all prac-
tical purposes (see Asplund et al. 2000a). Concerning the verti-
cal direction, while we did not subsample the number of depth
points, we considered only those layers with min(logτRoss)≤3.0.
The resulting disk-center intensity and flux profiles are spatially
and temporally averaged, and then normalized with the respec-
tive continuum intensity or flux.
To systematically illustrate the differences between 〈3D〉 and
3D line formation, we computed fictitious atomic lines for neu-
tral and singly ionized iron, Fe i and Fe ii, for the selected Stag-
ger-grid models and metallicities. All lines are defined at the
same wavelength, λ = 500nm, and we considered two lower-
level excitation potentials, χexc = 1.0 and 4.0eV. Furthermore,
we varied the oscillator strength, logg f , in order to cover a range
of line strengths, from weak to partly saturated lines, with equiv-
alent widths from Wλ = 5 to 80m ˚A. We assumed an iron abun-
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Fig. 8. Similar to Fig. 7 but showing overview of the abundance corrections for metal-poor models, with larger ranges for the y-scales.
dance of logǫFe = 7.51 (Asplund et al. 2009) and logǫFe = 4.51,
for the solar metallicity and [Fe/H] = −3.0 case, respectively.
The spectral line calculations with 〈3D〉 models were also
performed with Scate, to guarantee a consistent comparison.
Scate employs atmospheric structures on geometrical height and
computes the optical depth, τλ, for the individual line. There-
fore, we provide the geometrical height by integrating dz =
d 〈τλ〉/ 〈κλ〉, which is of course unnecessary for 〈3D〉z. Further-
more, tests revealed that including just an averaged velocity, e.g.
|v|/3, is insufficient to reproduce the influence of the 3D ve-
locity field on the line shape. Analyzing the influence of the
velocity field on the line formation surpasses the scope of the
present work; therefore, we will explore this aspect in a separate
study. In this paper, for the calculations with 〈3D〉 models we
neglected the information about the actual velocity field and in-
stead assumed a fixed microturbulence of ξturb = 1.0km/s for all
considered stellar parameters.
Since the line formation calculations with 〈3D〉 models are
obviously much faster, we use the 〈3D〉Ross averages first to es-
timate the logg f range, which would result in the designated
range in Wλ. We then consider ten equidistant logg f values
within that range for the 〈3D〉 and full 3D models. Finally,
we interpolate the curves of growth (logg f vs. Wλ) using
a spline interpolation and retrieve the ∆ logg f difference be-
tween 〈3D〉 and 3D synthetic lines at a given equivalent width;
i.e., ∆ logg f = 〈3D〉 − 3D. For trace elements, changes in line
strength due to ∆ logg f are equivalent to changes due to abun-
dance variations ∆ logε; hence, the ∆ logg f differences can be
interpreted as 〈3D〉−3D abundance corrections. With four ficti-
tious lines and four representative models with two metallicities,
we covered 32 cases in total.
Full 3D line profiles are marked by line shifts and asymme-
tries owing to the non-thermal Doppler broadening introduced
by the up- and downflows of the convective motions, which are
present in the photosphere due to overshooting (Asplund et al.
2000a). In 3D RHD modeling, the velocity field emerges natu-
rally from first principles. The buoyant hot rising plasma in the
granules blue-shifts the line, while the fast downdrafts introduce
a redshift. Besides the convective motions, another source of line
broadening are the inhomogeneities in the thermodynamic inde-
pendent variables, ρ and T . The ascending granules are hotter
and less dense than the downdrafts (see Fig. 4). The velocities
and inhomogeneities prevailing at formation height of the indi-
vidual lines will lead to line shifts and asymmetries. The 〈3D〉-
based lines are symmetric without any shifts, however, we can
compare the equivalent widths of lines from calculations based
on full 3D models and on the different average stratifications.
We probed different formation heights with the parameters
of our fictitious lines. The Fe ii lines form deeper in the atmo-
sphere, closer to the continuum forming layers, while the Fe i
lines are more sensitive to the intermediate heights of the atmo-
sphere. Spectral lines with lower (higher) excitation potential
form at smaller (larger) optical depths. We showed in Sect. 3
that the metal-poor model stellar atmospheres exhibit rather dif-
ferent temperature stratification at the top depending on the av-
eraging method, consequently the latter should show the largest
differences between the 〈3D〉 models.
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5.2. Comparison of 〈3D〉 and 3D line formation
We show an overview of the differences between the 〈3D〉 and
the full 3D calculations in Figs. 7 and 8. The first noticeable
observations are the systematic trends in form of a slope towards
higher line strength, which are due to the fixed value of the mi-
croturbulence, ξturb, with 1km/s in the 〈3D〉models. An increas-
ing slope with line strength indicates an underestimation of ξturb,
in particular for the TO and RG (see panel 5 to 12 in Fig. 7 and
21 to 28 in Fig. 8). By contrast, in cool dwarfs, the adopted
ξturb seem to be overestimated. These findings agree with com-
parisons of 1D models with observations (e.g., Edvardsson et al.
1993; Bensby et al. 2009). We tested this by applying a number
of ξturb values4, which showed that a fine-tuning can rectify the
present slope. However, for the sake of clarity, we prefer to limit
the already large number of stellar and line parameters to just a
single ξturb. The calibration of the microturbulence will be the
subject of a separate study.
Weak lines are insensitive to ξturb, yet they show variations in
strength, which can be attributed to differences in the mean 〈3D〉
stratifications of temperature and density. Interestingly, when
one compares this regime between the different averages in Fig.
7, the averages on column mass density are often the closest to
the full 3D spectral lines and perform in this respect often better
than the averages on constant Rosseland optical depth. The strat-
ification on constant optical depth at 500 nm always shows spec-
tral line features slightly closer to the full 3D case compared to
the Rosseland optical depth. However, this is because we chose
our fictitious iron lines at 500nm, which leads to an inherent
advantage of 〈3D〉500 over 〈3D〉Ross. The geometrical averages
show large deviations in the case of the TO and RG star at solar
metallicity (see panels 5 to 12).
The differences in the metal-poor case (Fig. 8) are clearly
greater than in the solar metallicity models (Fig. 7). It is ob-
vious that 〈3D〉 models at low [Fe/H] struggle to reproduce the
3D case properly, in particular Fe i lines with small excitation
potential, and the differences are particularly pronounced for the
hotter metal-poor TO stars (panel 21). This is in accordance
with our findings from Sects. 3 and 4: at low metallicity and
high Teff . The differences in the statistical properties among the
various 〈3D〉 averages increases at low [Fe/H]. In particular,
the widths of the temperature and density distributions become
broader at lower metallicity (Fig. 6), and their mean values be-
come increasingly less well-defined in its statistical representa-
tion. The reason for the broadening is the enhanced contrast of
the reversed granulation due to the reduced radiative re-heating
with weak spectral line features at low metallicity (see App.A.1).
To facilitate an overall comparison between the different av-
erages with respect to line formation, we show in Fig. 9 (left)
the mean abundance deviations for weak lines that are deter-
mined between Wλ = 5−20m ˚A. For the model representing the
Sun, the differences between 〈3D〉 and 3D are in general small:
. 0.1dex. For the TO stars at solar [Fe/H], the differences are
considerably larger: . 0.2dex. We find the largest deviations
for Fe i lines with small excitation potential χexc = 1.0eV, which
are the most temperature sensitive; in particular the geometrical
averages exhibit strong differences. At lower metallicity, the dif-
ferences increase in particular for the TO and RG model with
. 0.4dex, and the 〈3D〉 on optical depth shows the largest devi-
ation for metal-poor TO star. In general the deviations become
smaller at higher χexc and for Fe ii lines. The dwarfs show very
4 We find a reduction of the slope in the curve-of-growth with ξturb =
0.5, 1.5, 2.0km/s for the dwarf, RG and TO models respectively (while
a fine-tuning could flatten it completely).
small differences compared to the full 3D case. These models
exhibit the lowest velocities and temperature contrast with the
mean stratifications closely resembling the 1D models based on
same EOS and opacities.
The averages on column mass density 〈3D〉m typically
exhibit the best agreement with the predictions of the full
3D model, in particular at low metallicity. The geomet-
rical averages 〈3D〉z exhibit large deviations (in agreement
with Uitenbroek & Criscuoli 2011), especially for the TO stars.
When one considers the comparison of the temperature and den-
sity in Fig. 1, then one can deduce that the models with cooler
stratifications are closer to the full 3D line strength. Both models
averaged on constant optical depth, 〈3D〉Ross and 〈3D〉500, lead to
systematically larger deviations from the full 3D line formation
calculations than those obtained with 〈3D〉m models, in particu-
lar for low excitation Fe i for the metal-poor TO star.
The resulting spectral line features with the logarithmic av-
erages 〈3D〉log are similar to plain 〈3D〉Ross (therefore we refrain
from showing the latter), while averages enforcing hydrostatic
equilibrium, 〈3D〉HSE, clearly fail to closely reproduce the re-
sults from 3D line formation (similar to Uitenbroek & Criscuoli
2011) and lead to rather large errors in the line formation, in
particular for the metal-poor TO model (Fig. 8). Furthermore,
both the flux-weighted and brightness-temperature averages, T 4
and Trad, are in general very close to the plain average, but often
slightly less accurate, which is a somewhat surprising result (see
Trad in Fig. 9).
Another meaningful way to test the performance of the dif-
ferent averages can be accomplished by comparing the deviation
of the center-to-limb variation (CLV) of the continuum inten-
sity. In Fig. 9, we show the differences of the continuum in-
tensity, δIµ = (I〈3D〉µ − I3Dµ )/I3Dµ , i.e. between the 〈3D〉 and full
3D models. We find in general that the 〈3D〉 models overesti-
mate the continuum intensity at disk center (µ = 1), while to-
wards the limb (µ = 0.2) the 〈3D〉 often underestimate the in-
tensity. The deviations of the different averages are similar to
the above findings with the comparison of the curve of growth.
The disk-center intensities of the 3D RHD models are matched
best by the averages on column mass density 〈3D〉m, whereas the
geometrical averages 〈3D〉z display the largest discrepancies, in
particular for the RG model at solar metallicity with an overesti-
mation by ∼ 60%. The results for the averages on optical depth
are once again midway between the two other kinds of averages.
An interesting aspect is that the brightness-temperature averages
Trad fail to render the continuum intensities exactly, which has
to be interpreted as a consequence of the non-linearity of the
Planck function. Our findings are qualitatively similar to those
by Uitenbroek & Criscuoli (2011).
5.3. Cautionary remarks
We remind the reader that LTE is often a very poor assumption
at low [Fe/H] (e.g. Asplund 2005) and thus that the abundance
differences presented in Figs. 7 and 8 should not be added in-
discriminately to results from standard 1D LTE abundance anal-
yses. In LTE, the difference between 3D and 1D models can
be very substantial for metal-poor stars for especially low exci-
tation and minority species like Fe i (e.g., Asplund et al. 1999;
Collet et al. 2007), but those same lines also tend to be sensitive
to departures from LTE (e.g., Bergemann et al. 2012; Lind et al.
2012) in 1D and 〈3D〉 models, mainly due to overionization and
overexcitation in the presence of a hotter radiation field than the
local kinetic temperature (i.e., Jλ > Bλ). Although not explored
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Fig. 9. In the left figure the mean ∆ logε (evaluated between 5− 20m ˚A) is illustrated against Fe i and Fe ii given at χexc = 1.0 and 4.0eV for
the different selected models. In the right figure, the relative difference with 〈3D〉 − 3D of the continuum intensity, δIµ, vs. µ angle is displayed.
Both Figures include the solar metallicity (top) and the metal-poor (bottom) case, and the averages 〈3D〉z (black dashed), 〈3D〉m (black dotted),
〈3D〉Ross (black solid), 〈3D〉500 (orange dashed triple-dotted), T Rossrad -averages (blue dashed), and 1D models (red solid lines).
for more than Li, one would expect that the very cool upper at-
mospheric layers, hence steep temperature gradients in metal-
poor 3D models compared with classical 1D models, are even
more prone to substantial non-LTE effects (e.g., Asplund et al.
2003; Sbordone et al. 2010). In particular, neutral species of rel-
atively low ionization energy, such as Fe i, typically suffer from
significant positive NLTE abundance corrections due to overion-
ization (e.g., Asplund 2005; Bergemann et al. 2012; Lind et al.
2012) with low excitation lines are especially prone. For low-
excitation Fe i lines, one would therefore expect the 3D NLTE
line strengths to be more similar to the 1D case than the 3D
LTE results due to the positive NLTE corrections, partly com-
pensating for the negative 3D LTE corrections. We therefore
caution the reader that the 3D LTE abundance corrections pre-
sented here (3D LTE - 1D LTE) for Fe i lines are likely to be too
negative compared to the NLTE case (3D NLTE - 1D NLTE). As
a corollary, it is inappropriate to apply a 1D NLTE abundance
correction to a 3D LTE-inferred abundance when the latter is
very significant, as is often the case at low [Fe/H].
5.4. Comparison with 1D models
In Paper I we compared the 〈3D〉Ross stratifications with 1D mod-
els computed with the same EOS and opacity as used in the Stag-
ger-code, in order to quantify the differences arising solely from
1D modeling based on MLT. The line formation calculations
with 1D models perform quite well at solar metallicity, with the
exception of the cool dwarf models (Fig. 7). However, in the
metal-poor case, the lines based on the 1D models obviously do
not correctly reproduce the full 3D lines by overestimating the
T -stratifications due to the enforcement of radiative equilibrium
in the upper atmosphere (Fig. 8). This is, in particular, distinc-
tive for low-excitation neutral iron lines as previously found by
Asplund et al. (1999) and Collet et al. (2007). Kucˇinskas et al.
(2013) present similar findings for a solar-metallicity RG simu-
lation as well, namely that neutral iron lines based on 1D MLT
models are slightly closer to the full 3D lines compared to the
〈3D〉 lines.
We note that in our 1D models the turbulent pressure is ne-
glected, and the mixing length is fixed with αMLT = 1.5, both
choices that will influence the stratification significantly. Since
their effect is strongest in convective zone below the optical sur-
face and the line formation region, the influence in terms of
abundance is likely small; in fact, Kucˇinskas et al. (2013) only
found a very small effect < 0.02dex for the reduction in αMLT
from 1.5 to 1.2. However, for metal-poor giants the influence
can be greater for lines with very high excitation potential.
6. Conclusions
We have investigated the properties of different methods in de-
tail for computing temporal and horizontal average stratifications
from 3D RHD Stagger-grid simulations of stellar surface con-
vection. The choice of the reference depth is critical, as com-
parisons of the various 〈3D〉 demonstrated. We find in general
that the temperature stratifications of the 〈3D〉z and 〈3D〉m are
hotter close to the continuum forming layers and cooler in the
upper layers compared to averages on surfaces of constant opti-
cal 〈3D〉Ross and 〈3D〉500, while the density shows differences in
the opposite sense. The flux-weighted temperature average and
brightness temperature average are distinctively hotter than the
plain averages, both close to the optical surface and in the up-
per atmosphere, since the Planck function and the fourth powers
weights the larger temperatures higher. Averages obtained from
the logarithmic values lead to lower temperature and density dis-
tributions by giving more weight the lower values in the distribu-
tion. These characteristics increase with higher Teff , lower logg
and especially with lower [Fe/H].
The statistical properties change depending on the reference
depth scale, since the transformation to the new depth scale
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will inevitably imply a remapping of the values from different
heights. The translation to layers of constant optical depth will
smooth out temperature fluctuations as a byproduct: the tem-
perature is in fact the main source of spatial corrugation of the
surfaces of constant optical depth due to the strong temperature
sensitivity of the dominant H− continuum opacity source. There-
fore, the temperature contrast and extrema are distinctively re-
duced, in particular in the superadiabatic region. However, this
has also the side effect of enhancing both contrast and minimum-
maximum range of the density. The concomitant remapping of
properties from deeper or higher layers during the transforma-
tion to the new reference depth scale will in turn change the av-
erage values.
Furthermore, we examined the effects of reversed granula-
tion in the upper layers of metal-poor stars, namely the lower-
ing of temperatures above the granules in metal-poor 3D models
compared to classical 1D models. We found that the contribu-
tion of radiative reheating due to weak spectral line absorption
features relative to cooling due to mechanical expansion in the
upper atmospheric layers is reduced towards higher Teff . On the
other hand, the temperature in the regions immediately above
the intergranular lanes are primarily controlled by mechanical
expansion or compression and do not appear to be affected by
the reduced metallicity. The two combined effects result in an
enhanced contrast in the reversed granulation. This in turn leads
to an increase in the corrugation of the surfaces of constant op-
tical depth, which implies that the averages on constant optical
depth are sampling values from a very wide range in geometrical
height, thereby affecting the statistical properties such as mean
value and contrast.
The comparison of Fe i and Fe ii calculated in full 3D and
different 〈3D〉 atmosphere models reveals the surprising result
that the averages on column mass density 〈3D〉m typically pro-
vide the best representation of the 3D model with respect to the
line formation. The commonly preferred averages on layers of
constant optical depth 〈3D〉Ross or 〈3D〉500 in general perform
worse. We located the reason for the underperformance in the
predictions of 3D RHD by the 〈3D〉τ models being due to the
optical depth, dτλ = ρκλdz, which contains the additional non-
linearity of opacity κλ, in contrast to the column mass density,
dm = ρdz; therefore, the statistical properties, in particular, the
mean value, are more prone to distinctive temperature fluctua-
tions present in the superadiabatic region and the upper layers,
where the reversed granulation takes place. The differences be-
tween the lines calculated with the 〈3D〉τ models and the full 3D
RHD models are significant, in particular, for metal-poor sim-
ulations due to the enhanced reversed granulation in the upper
layers. We find that the neutral Fe i lines with low excitation po-
tential feature the largest differences between the mean 〈3D〉 and
full 3D line calculations. The 1D MLT models perform quite
well at solar metallicity; however, for metal-poor models the
mismatch is evident. Therefore, we caution against using 1D
models for metal-poor stars, which will lead to systematic errors
in the spectral analysis.
For spectral line formation calculations with 〈3D〉 models
from the Stagger-grid, we recommend using averages obtained
on layers of constant column mass density, 〈3D〉m, since these
provide the closest match to the spectral line strengths obtained
with the full 3D RHD models. Furthermore, we advise strongly
against using geometrical averages 〈3D〉z for spectral line forma-
tion calculations. For purposes of improving stellar structures
and asteroseismology, the 〈3D〉z models are, however, useful,
since these averages alone fulfill the hydrostatic equilibrium, and
therefore, comparisons with helioseismological observations are
in better agreement.
It is obvious that the temporally and spatially averaged mod-
els are incapable of substituting the full 3D atmospheric struc-
ture. The reduction due to the averaging will unavoidably
lead to sacrificing required information. A promising interme-
diate approach could be the so-called "1.5D" approximation.
This approach emulates atmospheric inhomogeneities, which
are probed by the traversing radiation, by considering a series
of perturbed 1D stratifications for spectral synthesis (e.g., see
Ayres et al. 2006). In the spirit of the latter, one could utilize
the temporal averaged histograms for an improved spectral line
synthesis, since these contain additional information on the sta-
tistical distribution of the 3D simulations.
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Fig. A.1. Temperature contours from our model with Teff = 6500K
and logg = 4.5 with [Fe/H] = 0.0 (left) and −3.0 (right). The top pan-
els display horizontal slices with the reversed granulation pattern im-
printed in the temperature map (from 3 to 7× 103 K) taken at ∼ 230km
above the surface, which is also indicated in the second panel (dashed
lines). The panels below show vertical slices (T -contours from 2 to
17× 103 K) ranging from −5.0 ≤ logτRoss ≤ 5.0 on layers of constant
geometrical height (second), column mass density (third) and Rosse-
land optical depth (last panel). These panels include isocontours of the
temperature (5, 10 and 12× 103 K; yellow lines) and density (0.1, 1.0
and 2.5×10−7g/cm3; blue lines) and both increase with decreasing ver-
tical depth. We show also lines of constant optical depth (second) and
geometrical depth (third and last) indicated with white lines.
Appendix A: Addendum to averaged models
Appendix A.1: Reversed granulation
To illustrate the effects of the remapping of the 3D atmospheric
structures on new reference depth scales, we show slices of tem-
perature contours from our TO-simulation in Fig. A.1. We show
horizontal temperature maps taken in the upper atmosphere (top
panel) and three vertical slices with different reference depth
scales, which include geometrical z (second panel), column mass
density m (third panel), and Rosseland optical depth (bottom
panel). Furthermore, we indicate three different isocontours of
the temperature (yellow) and density (blue lines) in Fig. A.1, and
we also show lines of constant optical depth τRoss (white lines in
top panel) or geometrical depth z (middle and bottom panels).
The downdrafts just below the optical surface, which are
denser and cooler than the lighter and hotter surrounding gran-
ules, are easily identified (by the prominent changes in T,ρ and
τRoss above the downflows, e.g. x≈ 1.8Mm). Owing to the lower
temperatures in the downdrafts compared with the granules, the
same optical depth value is reached at lower geometrical depths,
meaning that the emergent radiation in the intergranular lanes
originate in much deeper geometrical heights. The corrugation
of the optical depth on geometrical depth scale is therefore most
pronounced in the downdrafts (see isocontour of logτRoss = 2.0
in second panel of Fig. A.1).
The opposite is true for the upper atmospheric layers be-
cause of the phenomenon of reversed granulation (Rutten et al.
2004; Cheung et al. 2007), namely, above the granules, cooling
by adiabatic expansion is dominant, while above the inter gran-
ular lanes the radiative reheating and mechanical compression
are more important for the energy balance. At lower metallicity
and higher Teff , the radiative heating above granules is reduced
by the weakening of spectral line features. The resulting reduc-
tion in radiative reheating leads to significantly cooler temper-
atures (see top panel in A.1) and a lower pressure support, and
as a consequence the atmospheric layers at a given constant op-
tical depth subside toward lower geometrical heights, closer to
the optical surface. Therefore, the temperature contrast is en-
hanced in the upper atmosphere. The subsiding of the atmo-
sphere is similar to what we found earlier, namely that the den-
sity range spanned in the atmosphere is significantly reduced at
lower metallicity (see Fig. 16 in Paper I). Finally, the enhance-
ment of the reversed granulation and the temperature contrast
results in strongly corrugated surfaces of constant optical depth
at the top of metal-poor simulations. We note that we also found
an enhanced intensity-contrast for metal-poor stars (see Paper I).
The remapping of the individual columns of the 3D struc-
ture from geometrical depth to optical depth entails a change
of perspective between the old and the new scales in terms of
the distribution of values of a particular physical variable at a
given constant reference depth. This is again most obvious in
the downdrafts in the convection zone (see line of constant geo-
metrical depth at z = 0.2Mm in bottom panel of Fig. A.1). Prop-
erties from deeper geometrical heights are mapped onto layers
at lower optical depth, and the temperature differences between
upflowing and downflowing regions are reduced, which results
in a less of a temperature contrast and in minimum-maximum
ranges (see Sect. 4.1). On the other hand, the deviations in the
density are significantly enhanced, which will clearly alter the
statistical properties, in particular the mean values.
In the upper atmospheric layers of the solar metallicity case,
the optical depth is corrugated only a small amount, therefore the
transformation does not affect the temperature and density much
(compare the upper flat blue line with the two lower corrugated
ones in the bottom panel of Fig. A.1). However, the corrugation
of the optical depth in the upper atmosphere is rather large for
hotter metal-poor stars owing to the enhanced reversed granula-
tion. As a result, the effects of remapping on the optical depth
scale for the temperature and density is fairly substantial in these
simulations. And the distribution of the thermodynamic proper-
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Fig. A.2. Deviations from the hydrostatic equilibrium vs. optical
depth. Dashed lines: 〈3D〉z averages; dotted lines:〈3D〉m; solid lines:
〈3D〉Ross.
ties is broadened, such that the meaning of the horizontal average
is weakened (see Fig. 6).
In a similar way, the translation to column mass density nat-
urally reduces the variations in density thanks to its definition of
the reference depth scale, which is the depth-integrated density.
Therefore, the resulting density fluctuations are rather small in
layers at constant column mass density. The variation in temper-
ature is slightly lower than in the averages on geometrical depth,
but larger than in the averages on optical depth, as one would
expect.
We stress once again that the different reference depth scales
are equivalent to each other in terms of the spatial remapping
of the 3D atmospheric structures. What differs of course is the
statistical properties of physical variables on layers of constant
depth, which vary depending on the choice of reference depth
scale. One has to consider two important aspects concerning the
horizontal averaging, the first being what kind of quantity is con-
sidered, and the second which reference depth scale is accounted
for. Therefore, the statistical properties of the density and tem-
perature are relatively distinctive depending on which reference
depth scale is considered (see Sect. 4).
Appendix A.2: Hydrostatic equilibrium
The Stagger-code directly solves the discretized time-
dependent, radiative-hydrodynamical equations (see Paper I) for
the conservation of mass, momentum, and energy. The conserva-
tion properties are reflected in the mean 〈3D〉z stratifications of
relaxed, quasi-stationary 3D hydrodynamical models averaged
on layers of constant geometrical depth. In particular, the ge-
ometrical averages appear over time to be close to hydrostatic
equilibrium.5 To elucidate this further, we analyze the horizon-
5 This statement only holds when considering sufficiently long tem-
poral sequences of snapshots: the individual simulation snapshots at a
given instant in time are not in hydrostatic equilibrium.
tal and time-average of the momentum equation
〈∂tρv〉 =
〈
−∇ · (ρvv+ τ)
〉
−〈∇pth〉+ 〈ρg〉 (A.1)
with pth being the thermodynamic pressure, v the velocity field,
and τ the viscosity stress tensor. Due to the averaging, the only
remaining spatial dependence is the vertical one. Divergence
terms thus reduce to vertical derivatives, i.e., ∇ · 〈X〉 = ∂z 〈X〉.
The time derivative 〈∂tρv〉 vanishes on time average as our model
atmospheres are relaxed, hence quasi-stationary. The inertial
term reduces to turbulent pressure pturb = ρv2z , so we obtain
〈∇ · (ρvv)〉 = ∂z 〈pturb〉. The divergence of the viscous stress ten-
sor, ∇ · τ, vanishes on average. The last two terms yield ∂z 〈pth〉
and 〈ρg〉, and we retrieve the equation for hydrostatic equilib-
rium with
∂z (〈pturb〉+ 〈pth〉) = −〈ρ〉g. (A.2)
In Fig. A.2 we show the hydrostatic equilibrium in the form of
ρgdz/dptot = 1 for the temporal and geometrical averaged 〈3D〉z
stratifications, which are very close to hydrostatic equilibrium.
We emphasize that the hydrostatic equilibrium is only fulfilled
by considering the total pressure ptot, as given in Eq. A.2, which
includes the non-thermal turbulent pressure that occupies a sig-
nificant fraction of ptot at the top and in the SAR (see Fig. 21 in
Paper I).
Furthermore, one can find in Fig. A.2 that the averages on
a new reference depth scales feature distinctive deviations from
hydrostatic equilibrium (see 〈3D〉Ross and 〈3D〉m). The transfor-
mation of to a new reference depth scale maps all three com-
ponents of Eq. A.2 – geometrical depth z, density ρ, and total
pressure ptot – away from its hydrostatic equilibrium state. Also,
the geometrical depth z loses its strict physical meaning through
such a transformation as a mean value. The mean stratifications
on constant Rosseland optical depth 〈3D〉Ross deviate slightly at
the top and significantly in the SAR from the hydrostatic equi-
librium (〈3D〉500 is very similar). The largest departures can be
found in the SAR. Furthermore, the amplitude of the discrepancy
from hydrostatic equilibrium increases for higher Teff and lower
logg.
Appendix A.3: Deviations from the EOS
In 3D RHD simulations, the thermodynamic state of a simu-
lation is self-consistently determined by the EOS. This means
in particular that any thermodynamic variable depends on only
two independent variables (namely the gas density ρ and the in-
ternal energy ε) in a well-defined way. However, the internal
self-consistency is broken by reductions like temporal or spatial
averaging.
This can be easily understood by investigating the behavior
of a function f (X) on a 3D cube of quantity X. For small fluctua-
tions X′ = X−〈X〉 around the horizontal average at a given depth
in the model atmosphere, a Taylor-expansion of f up to second
order yields
f (X) = f (〈X〉+X′) (A.3)
≈ f (〈X〉)+ d fdX
∣∣∣∣∣
〈X〉
X′+
1
2
d2 f
dX2
∣∣∣∣∣∣
〈X〉
X′2. (A.4)
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Fig. A.3. Deviations between the spatially and temporally averaged
pressure (top) and opacity (bottom) and the values derived from the
EOS, i.e. X (〈ρ〉 , 〈ε〉), vs. optical depth. Dashed lines: 〈3D〉z averages;
dotted lines: 〈3D〉m; solid lines: 〈3D〉Ross.
The horizontal average of this expression evaluates to
〈 f (X)〉 ≈ 〈 f (〈X〉)〉+ d fdX
∣∣∣∣∣
〈X〉
〈
X′
〉
+
1
2
d2 f
dX2
∣∣∣∣∣∣
〈X〉
〈
X′2
〉
(A.5)
= f (〈X〉)+
[
1
2
d2 f
dX2
〈X〉2
]
δX2rms, (A.6)
where the definition of the contrast δXrms was used in the last
equation (see Eq. 3 in Sect. 4.1). The linear term in Eq. A.5
vanishes as 〈X′〉 = 0 by definition. It is immediately clear that
〈 f (X)〉 = f (〈X〉) holds for linear functions. It is thus the non-
linearity of f that causes a departure of 〈 f (X)〉 from f (〈X〉), be-
cause the departure scales with the square of the contrast δXrms.
The discussion can be easily expanded to functions of two vari-
ables f (X,Y), since they are found in the EOS.
As a consequence, deriving thermodynamic quantities from
averaged independent variables, 〈ρ〉 and 〈ε〉, will lead to incon-
sistent outcomes. The mean pressure in a given layer of the 3D
cube will deviate from the pressure calculated with the EOS from
mean density and mean internal energy, 〈pth〉 , pth (〈ρ〉 , 〈ε〉).
Therefore, with 〈3D〉 we face another level of complexity.
To quantify the deviations, we compute the temperature T ,
pressure pth, opacity κRoss, and electron number density nel
from the EOS by employing the mean independent variables
〈ρ〉 and 〈ε〉. Then, we determine the relative disagreement as
δXEOS = ( ¯XEOS − ¯X)/ ¯X. In Fig. A.3, we display the deviations
of thermal pressure δpEOSth and opacity δκ
EOS
Ross. As suggested by
Eq. A.6, we find the maximal deviations typically below the op-
tical surface in the SAR, where the large fluctuations take place
due to the overturning and to the presence of convective motions
with their highly asymmetric up and downflows. The mean value
thus toddles between the bimodal distribution. Furthermore, we
find a strong variation in the δXEOS with stellar parameter, which
increases for higher Teff and lower logg. Depending on which
reference depth scale is applied, the disagreement δXEOS are dis-
tinct.
This loss of consistency caused by dimensional reduction
means that mean 〈3D〉 models can never entirely substitute full
3D models, especially for spectral line formation applications
(Uitenbroek & Criscuoli 2011). The mean stratifications are
nothing more than statistically meaningful representations of
stellar atmospheres, while only the complete 3D data set de-
scribes their physical state completely. In 1D model atmo-
spheres, such internal consistency is maintained at all times,
since no spatial averaging of non-linear variables is involved in
the construction of 1D models.
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