Almost cyclic polytopes  by Shemer, Ido
JOURNAL OF COMBINATORIAL THEORY, Series A 46, 159-174 (1987) 
Almost Cyclic Poiytopes 
IDO SHEMER 
Institute of Mathematics, The Hebrew University of Jerusalem, Jerusalem, Israel 
Communicated by the Managing Editors 
Received March 21, 1984 
Let P be a neighborly 2m-polytope with v  > 2m -I- 3 vertices. It is known that P 
has at most v  universal edges, and the maximum v  is attained if and only if P is 
cyclic (see Shemer, Israel J. Math. 43, No 4 (1982), 291-314). We show that P 
cannot have exactly v  - 1 universal edges. We call P a/most cyclic if it has u - 2 
universal edges. We describe completely the combinatorial types of almost cyclic 
polytopes and enumerate them. For m fixed and u -+ co, there are 
V’ (2m-2 - 5 + O( 1) almost cyclic 2m-polytopes with v  vertices. 0 f987 Academic Press. 
Inc. 
1. INTR~DUCT~ON 
A 2m-polytope (m > 2) P is neighborly if every m vertices of P determine 
a face of P. An edge E of P is universal if conv(E u S) is a face of P for 
every set S of m - 1 vertices of P. 
In this paper the letter P denotes invariably 
a neighborly 2m-polytope with v vertices. 
Denote by G(P) the graph on vert P, whose edges are the universal edges 
of P. If v 6 2m + 3 then P is cyclic [GR, p. 1241. The author proved @III, 
Theorem 3. lo] : 
LEMMA 1.1. If v>,2m+3, then 
(a) G(P) is a circuit on vert P if and oniy if P is cyclic and 
(b) G(P) is the union of disjoint simple paths (including isolated 
vertices) if P is not cyclic. 
Therefore P has at most v universal edges, and the maximum v is attained 
only by cyclic polytopes. 
We shall prove (Theorem 2.1) that P cannot have exactly v - 1 universal 
edges. Hence, if P is not cyclic, then P has at most v - 2 universal edges, 
and G(P) is the union of at least two disjoint paths. 
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We say that P is almost cyclic if it has exactly v - 2 universal edges. In 
this paper we study almost cyclic polytopes. We prove that such polytopes 
exist for every m > 2 and v 2 2m + 4. In Sections 4 and 5 we give a full 
description of the combinatorial types of almost cyclic polytopes and count 
them. This is done by means of a correspondence, established in Section 3, 
between almost cyclic polytopes and certain sign-sequences. 
This work depends heavily on the theory of neighborly polytopes, 
developed in [SHl] and [SH2]. For completeness, we recall all the results 
we shall need here. 
The notations and conventions in this paper follow [GR]. In addition, 
we denote by [A,, A, ,... ] the set conv(d, uA, ,... ), where Ai, A, ,... c Rd. If 
UE rW’, then [ . . . . a ,... ] stands for [ . . . . (u} ,... 1. By a subpolytope of P we mean 
the convex hull of a subset of vert P. If T= (al ,..., a,} c vert P, define 
pT = pal-an = [vert p\ T]. 
For a graph G, denote by V(G) the vertex set of G. If G is a graph and 
Tc V(G), define GT as follows: GT is a graph with vertex set V(G)\T, and 
two distinct vertices x, y of GT form an edge of GT if and only if x and y are 
connected in G by a path whose interior vertices are all in T. (If T= {t}, 
then we write G’ for GT.) 
Recall the notion of missing face, universal face, and sewing, discussed in 
[SHl]: 
DEFINITION. Let P be a polytope. Assume that M c vert P. M is a mis- 
sing face of P if [M] # 9(P) ( = the set of all faces of P), but for all 
s 5j kf, [S] E Y(P). 
Recall that all the missing faces of P are (m + 1)-sets, and the faces of P 
are determined by the set of missing faces of P, since P is simplicial (see 
[SHl, pp. 293-2941). If P is cyclic and v 3 2m + 3, then a set M of m + 1 
vertices of P is a missing face if and only if no two vertices of M are 
adjacent in the cyclic order of vert P (see, e.g., [AP, Sect. 31). 
DEFINITION. A face F of P is k-universal if [IF, T] is a proper face of P 
for all T c vert P, 1 T/ <k. F is universal if F is k-universal with 
k = [4(2m - /vert FI )]. The l-dimensional universal faces are called univer- 
sal edges. 
Note that if F is a universal face of P, then F is a universal face of every 
2m-subpolytope Q of P that includes F. 
Recall the following results from [SHl,SH2]: 
LEMMA 1.2 (see [ SHl, Theorem 3.41). The convex hull of j pairwise 
disjoint universal edges of P is a universal face of P, provided j < m. 
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LEMMA 1.3 (see [SH2, Theorem 2.11). Assume v >, 2m + 3. Let a, b be 
two vertices of P. Then the following conditions are equivalent: 
( 1) [a, b] is a universal edge of P. 
(2) [a, b] is a universal edge of P” for at least 2m vertices x of P. 
(3) The mapping b +a and x-+x for xevert P\(a, 6) is a com- 
binatorial equivalence between the polytopes P” and Pb. 
COROLLARY 1.4. Let ao,...,a,, t > 0, be distinct vertices of a neighborly 
2m-polytope P. Zf the edges [aj- 1, aj] (0 <j < t) of P are universal, then the 
mapping 
if z=aj, O<j<t 
otherwise 
is a combinatorial equivalence between PuO and Put. 
LEMMA 1.5 (see [SHl, Corollary 3.91). Zf v>2m + 3, then for every 
x E vert P, G( P”) 3 G(P)“. 
Remark. The combinatorial structure of a neighborly 2m-polytope with 
2m + 2 vertices is described in [GR, pp. 97-981 and in [SH2, Sect. 11. 
Such a polytope is the convex hull of two m-simplices T, and, T2, whose 
relative interiors intersect in a unique point. It follows that the universal 
edges of P are precisely all the edges [a, b], a E vert T, , b E vert T,. 
In the sequel we shall describe the structure of the almost cyclic 
polytopes by their subpolytopes that have 2m + 3 vertices. For thisaim we 
shall need the following results about the connection between a neighborly 
polytope and its subpolytopes. 
LEMMA 1.6 (see [SHl, Theorem 2.121). Zf the mapping ‘p: vert P-+ 
vert P’ is a combinatorial equivalence between the neighborly 2m-polytopes 
P and P’, then for every set A of vertices of P the mapping cp IA is a 
combinatorial equivalence between the subpolytopes [A] and [q(A)]. 
LEMMA 1.7 (see [SH2, Theorem 4.2(l)]). Suppose v 3 2m + 5. Zf P has 
2m + 1 (or more) vertices x such that P” is cyclic, then P is cyclic. 
COROLLARY 1.8 (see [SH2, Corollary 4.4(3)]). Zf all the subpolytopes of 
P with w  vertices are cyclic, then P is cyclic, provided 2m + 4 < w  Q v. 
Next we give a brief account of the sewing construction. We shall use 
this construction extensively to obtain geometric realizations of all possible 
combinatorial types of almost cyclic polytopes. 
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A tower in P is a strictly increasing sequence Y = (@~}~CO of faces of P, 
with 1 vert Qjl = 2j for 0 <j < m. A tower .F = ( @j}J~! 0 is universal if Qj is a 
universal face of P for 0 <j < m. 
Given a universal tower F in P, define for 1 <j 6 m, 
Sj=vert Qj\Qji-r, $= {I? F is a facet of P, 1;~ Qj} 
We adopt the convention that 8 is the set of all facets of P forj< 0, and 
.$=q5 for j>m. 
Define U(P, F) = IJja r (5& r\4J. There is a point x which lies exactly 
beyond $? = %(P, F), that is, x lies beyond every facet of P that is in V and 
beneath all the other facets of P(see [SHl, Lemma4.41). Denote by Pt 
the polytope [P, x]. We say that P+ is obtained from P by sewing at x 
through 5, or that P+ is sewn at x. The following lemma shows how P and 
Y determine the universal edges of P+. 
LEMMA 1.9 (see [SHl, Theorems4.6 and 4.101). Assume that 
v > 2m + 1 (i.e., P is not a simplex), r is a universal tower in P and x lies 
exactly beyond %‘(P, 5) with respect to P. Then 
(1) P+ = [P, x] is a neighborly 2m-polytope. 
(2) vert P+ =vert Pu (xl. 
(3) An edge E of P+ is universal tf and only tf either 
(a) E is a universal edge of P, and either (i) E A CD, = 4, or 
(ii) En @m-1 =$, jEnSS,I = 1, or (iii) IEnS,/ = IEnS,+,J = 1 for some 
1 <p<m, or 
(b) E= [a, x], where aES1. 
(4) If 0 <j d m is even, then Qj is a universl face of P+. 
(5) IfO<j<mandpESj+l, then [ Qj, p, x] is a universal face of P +. 
The following result will be needed in the construction of almost cyclic 
polytopes. 
LEMMA 1.10. Assume that P, Y and x are as in Lemma 1.9. If Q is a 
2m-subpolytope of P and tf Q includes the facet CD,,,, then [Q, x] is sewn at x 
through the tower Y. 
Lemma 1.10 is an immediate consequence of the following lemma, which 
enables one to determine if a certain polytope is sewn at some vertex. 
LEMMA 1.11 (see [SHl, Theorem 5.61). Let P, P+ be neighborly 
2m-polytopes. Assume that vertP+=vertPu{x}, x$P, and let 
F = { cD~},“=~ be a lower in P. If 
ALMOSTCYCLIC POLYTOPES 163 
(1) Qj is a universal face of P+ for every even j, 1 <j < m and 
(2) C@pP, 1 x is a universal face of P + for every even j, 0 d j < m and 
pcvert Qj+i\Qj. 
then F is a universal tower in P, and P” is obtained from P at x by sewing 
through Y-. 
2. PRELIMINARY RESULTS 
In this section we establish various constraints on the lengths of paths of 
universal edges in non-cyclic neighborly polytopes. These can be viewed as 
refinements of Lemma 1.1 (b). 
THEOREM 2.1. Let P be a neighborly 2m-polytopes with v vertices 
(m>2). If the graph G(P) contains (as a subgraph) a path y with v- 3 
vertices, then P is cyclic. 
Proof. For v d 2m + 3 there is nothing to prove (see [GR, p. 1241). We 
shall prove, by induction on v, v >, 2m + 3, that G(P) is a circuit. 
Induction step v - 1 + v (v > 2m + 4): Denote by ci, c2 the endpoints of y 
and by d, e, f the vertices of P that are not in y. Choose a vertex u E V(y), 
u # cl, c2. The 2m-polytope P” is neighborly, with v - 1 vertices, and with a 
path y” c G(P”), / Y(y”)i = v - 4. By the induction hypotheses P” is cyclic, 
hence G(P”) is a circuit on vert P”. Assume, w.l.o.g., that cld, de, ef, fez are 
edges of G(P”). If x E V(y)\(u}, then, by Corollary 1.4, there exists a com- 
binatorial equivalence between P” and P”, that “moves” only vertices 
which lie between x and u in y (including x and u). Since / V(y)/ = 
v - 3 2 2m + 1, it follows that each of the edges ci d, de, ef, fc2 is a universal 
edge of P” for at least 2m vertices x of y. By Lemma 1.3(l)(2), ci de_f’c, 
is a path in G(P). Therefore G(P) contains a circuit on vert P, and by 
Lemma 1.1(b) P is cyclic. [ 
Let P be an almost cyclic polytope. By Theorem 2.1 and Lemma 1.1(b), 
G(P) is a union of two disjoint paths c1 and p, and j V(a)/, 1 V(,Q b 4. The 
letters a, /J will henceforth always denote the two components of the graph 
G(P), where P is an almost cyclic polytope. 
Note that there are exactly two circuits on vert P which contain a and p 
as subgraphs. Denote them by G and G. 
Assume that x E V(a). By Lemma 1.5, G(P”) contains ax and /3 as sub- 
graphs. If G(P”) has additional edges, then P” is cyclic, and then 
G(P”) = G” or G(P) = G”. If x E V(p), then the situation is similar. 
We can formulate this as follows: Let T be a subset of vert P, and 
assume that lvert P\ T] z 2m + 3. Then either 
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(1) PT is almost cyclic and G(PT) = G(P)‘, or 
(2) PT is cyclic and G(P’) = GT, or 
(3) PT is cyclic and G(P’) = GT. 
We shall show that the alternative among (l), (2), and (3) that holds for 
a given set T depends only upon the cardinalities of Tn V(a) and of 
Tn V(/3) (for a given polytope P). 
LEMMA 2.2. Let P be an almost cyclic 2m-polytope with paths a, B of 
universal edges. Let R, T be subsets of vert P. Assume that 
jvertP\TJa2m+3, lTl=IRI and ITnV(a)l=(RnV(a)I. If G(PT)=GT 
then G(PR) = GR. 
ProoJ It clearly suflices to prove the theorem in the following case: 
JT\RI = 1 and Tn V(p)= Rn V(p). 
Define S= Tn R. Assume that T= Su {t} and R= Su {r}. (Obviously 
r and t are vertices of a.) Consider the polytope K= Ps. We must prove 
that G(R) = GR. The vertices t and r are connected in G(P) by a path, and 
therefore they are connected in G(K) by a path. Consider the mapping 40 
defined in Corollary 1.4, which maps vert K’ onto vert K. By its definition, 
cp is an isomorphism between GT and GR. By Corollary 1.4, cp is a com- 
binatorial equivalence between K’ and R, hence cp maps G(R) 
isomorphically onto G(R). But G(K’) = G(P’) = GT, hence G(K) = GR. 1 
LEMMA 2.3. Let P be an almost cyclic 2m-polytope with 2m + 4 vertices. 
If tx is a component of G(P), then I V(a)1 is even. 
Proof: Without loss of generality it suffices to deal with the following 
two cases: 
Case I. For every vertex x of P, except perhaps for the endpoints of a 
and /3, G(P”) = G”. 
The circuit G consists of the paths a, p and two additional edges E, E’. 
By our assumption, E and E’ are universal edges of P” for at least 2m ver- 
tices x of P. Hence E and E’ are universal edges of P (Lemma 1.3(i)(2)). 
Thus we have: G(P) 1 G. By Lemma 1.1, the polytope P is cyclic, a con- 
tradiction. 
Case II. There are vertices a, b interior to a and 8, respectively, such 
that G(P”) = G” and G(Pb) = Gb. 
Pasb is a neighborly 2m-polytope with 2m + 2 vertices. Since G(PGh) is a 
complete bipartite graph (see the remark after Lemma 1.5), it is sufficient 
to find in G(P”sb) a cricuit of length I V(a)/. Denote by a,, a2 and by b,, b, 
the endpoints of a and 8, respectively. Assume that a, b, and a,b, are edges 
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of G and that a, b, and a2 b I are edges of G. The edge a, b i is universal in 
P” and therefore also in PGb. Similarly, azb, is a universal edge of Pa*b. The 
graph G(P@) also contains the path cP, which forms together with a,b,a, 
a circuit of length 1 V(a)\. 1 
3. THE SEQUENCE E(P, a) 
The combinatorial structure of a neighborly 2m-polytope P (in fact, of 
any 2mpolytope P) is determined by the structure of its subpolytopes with 
w  vertices, provided 2m + 2 < w  < lvert PI. The fact that every subpolytope 
of P with 2m + 3 vertices is cyclic, together with Lemma 2.2 and the remark 
that precedes it, suggest a convenient way to describe the combinatorial 
structure of an almost cyclic 2m-polytope P in terms of its subpolytopes 
with 2m + 3 vertices, as described below. 
Let m, v, k be integers. Assume that m > 2, v 2 2m + 4 and 4 6 k 6 v - 4. 
Define numbers s and Y by: s=s(k)=min{k,2m-t-l}, r=r(u,k)- 
max(2,2m+3-(v-k)). It is easy to see that 2dr~ssl<s<2m+1. 
Let P be an almost cyclic 2m-polytope with v vertices and two disjoint 
paths CI, p of universal edges, with j V(cl)l = k, 1 V(p)/ = u - k. Define a 
sequence E = E(P, a) = (Ed,..., F,) as follows: 
Choose subsets K,.,..., K, of vert P such that: 
(1) IK,l=2m+3, (K,nV(a)I=tforr6t<saand 
(2) IK,uK,+,j=2m+4 for r<tts. 
(There are such sets since tdsdk=IV(cl)J and 2m+3--t<2m+3-rd 
v--k= IV/VI.) 
Denote by G the circuit on V= vert P which contains CI and p as sub- 
graphs and satisfies: G( [K,.]) = GViKr. (Note that the circuit G is unique, 
since (K,n V(a)1 22 and (K,n V(p)1 >2 for all r<tts.) 
Denote by G the other circuit on V which contains a and /?. 
For r < t < s, define 
i 
1 if 
Et= 
G( [K,]) = GviKf 
-1 if G([K,])=c??‘\~~. 
Note that E, is well defined. From Lemma 2.2 it follows that the sequerlce 
E(P, a) does not depend on the choice of the sets K,, provided they satisfy 
condition (1). 
We shall study the properties of the sequence s(P, CY). 
LEMMA 3.1. The sequence E(P, u) satisfies: 
(1) &,= 1. 
(2) For every r < t < s, E,+ 1 = E, if and only if [K,, K, + , ] is cyclic. 
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(3) If t is even, r<t<s, then E,+~=E~. 
(4) There is an index j, r <j < s, such that &j = - 1. 
ProoJ: (1) follows from the definition of E,. 
(2) Assume that r< t <s. Define: W= K,u K,+l, Q = [WI, 
D=GViW, and 6=G ‘\ w. There are points aE V(a) and b E V(p) such 
that W=K,u(a}=K,+, u (6). Suppose Q is cyclic. We shall prove that 
& *+ 1 = 6,. 
If G(Q) = D, then G([K,]) = G(Q”) = G(Q)“= D”= Gv\%. Hence E,= 1. 
Similarly E, + 1 = 1. If G(Q) =D, then, by the same argument, 
E, = E 1+1= -1. 
Suppose E,, 1 = I - E 1. Thus G(Q”) = D” and G(Q”) = Db. Let x be in 
Wn W). W\{ x contains exactly t vertices of a, same as K,. Therefore 1 
(Lemma 2.2) G(Q”) = D”. Similarly, G(Q”) = D” for every x in Wn V(p). 
It follows, as in Case I of the proof of Lemma 2.3, that G(Q) = D, and 
therefore Q is cyclic. The same argument works when E,, I = E, = - 1. 
(3) If t < s is even, then the set K, u K,, i contains an odd number 
(t + 1) of vertices of a and odd number of vertices of /I. By Lemma 2.3, 
[K,, K,, 1] is cyclic. 
(4) By Corollary 1.8, if P is not cyclic, then it has a non-cyclic sub- 
polytope Q with 2m +4 vertices. Define: t = lvert Q n V(a)] - 1. Using 
Theorem 2.1, one can readily verify that Y < t < s. Since we can choose the 
sets K, at will, we may assume that vert Q = K, u K,, 1. By (2) above, 
E f+, #E,, hence there is an index j such that sj = - 1. 1 
DEFINITION. A sequence E = (E,,..., E,) is called an admissible sequence if 
it satisfies conditins (1 ), (3), and (4) of Lemma 3.1. 
We shall prove that for given parameters m, v, k, every admissible 
sequence is equal to E(P, a) for some pair (P, a). 
Remark 3.2. Let P, P’ be two almost cyclic 2m-polytopes. Assume that 
the graph G(P) is the union of the paths a and B, and that the graph G(P’) 
is the union of the paths ~1’ and p’. Let 40: vert P -+ vert P be a com- 
binatorial equivalence, such that ~(a) = CI’. By Lemma 1.6, cp induces a 
combinatorial equivalence betwen every subpolytope Q of P (with 2m + 4 
vertices) and the corresponding subpolytope [p(vert Q)] of P’. By 
Lemma 3.1(l)(2) it follows that E(P, a’) = E(P, a). 
The following theorem describes the connection between the sequences 
E(P, a) and &(PX, ax) for a vertex x of c(. 
LEMMA 3.3. Assume that E(P, a) = (F,,..., E,), and let x be a vertex of a. 
Then 
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(1) If k > 2m + 1, then P” is almost cyclic and e(P*, ax) = E(P, a). 
(2) Ifk = 2m + 1, then P” is almost cyclic and e(PX, ax) = (Ed,..., E,_ 1). 
(3) Ifk < 2m, then either P” is cyclic and r(P, a) = (l,..., 1, -l), or P” 
is almost cyclic and e(PX, L?) = (E *,..., E,_ 1). 
Proof. By Corollary 1.4 and Remark 3.2, the combinatorial type of P” 
and the sequence s(PX, cl*) are independent of X, provided x E V(a). 
(1) Assume that k > 2m + 1. Then v > 2m + 5 (by Theorem 2.1) and 
therefore P” is not cyclic, by Lemma 1.7. Hence P” is an almost cyclic 
polytope with v - 1 vertices, and its maximal paths of universal edges are 
c? and fi. Moreover, s(k-l)=s(k)=s=2m+l<k, and r(v-&k-l)= 
r(v, k) = r. Choose the sets K, ,..., KS that appear in the definition of e(P, a) 
in such a way that x +! KS. Then the same sets K,,..., K, can also be used for 
defining E( P”, ax). Therefore, by Lemma 3.1(2), E( P”, ax) = (E,,..., E,). 
(2), (3) The proof is similar to (1). 1 
In the following theorem we construct, for any given admissible sequence 
E, an almost cyclic polytope P with E(P, a) = E. 
THEOREM 3.4. Let m, v, k, s, Y be integers. Assume that m > 2, 
v>2m+4, 4<k<v-4, s=s(k)=min(k,2m-+l) and r=r(v,k)== 
max(2, 2m + 3 - (v -k)). If the sequence E = (E,,..., E,) is admissible, then 
there exists an almost cyclic 2m -polytope P with v vertices which has two 
disjoint paths M and /? of universal edges, such that 1 v(g)/ = k, ( V(p)/ = v - k 
and E(P, a) = E. 
Proof. Put 1 = v - k. Then 13 4, and v = k + 1. We consider a fixed value 
of 1, and proceed by induction on k, k b max{4,2m + 4 - I>. There are two 
initial cases to be checked: 
Case I. k=4. 
Here s=4 and r=2 (if 1>2m) or r=3 (if 1=2m). Hence s=(l, 1, -1) 
or E = ( 1, - 1). Sew a cyclic 2m-polytope with v - 1 vertices as in Fig. 1 
with t = 2. By Lemma 1.9, the polytope P obtained is almost cyclic, and its 
sequence E(P,cI) is necessarily (l,l, -1) (if 1>2m) or (1, -1) (if 1=2m). 
Case II. k=2m+4-1. 
Here v = 2m + 4, r = k - 1, and s = k. Since the sequence E is admissible, 
k must be even, and E = (1, - 1). By sewing cyclic 2m-polytope with 
o - 1 = 2m + 3 vertices as in Fig. 1 with t = $k, we obtain an almost cyclic 
polytope P, with the required parameters. 
The induction step: Assume that k > max(4,2m + 4 - I>. Suppose that 
the assertion holds for 1 and k - 1, and that the sequence E = (E,,..., a,) is 
admissible. Consider the following four possibilities: 
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{j,v-jj. 1 c:j <f, 
Sj = tfaf+l~aj =fs 
lj+l,v-j+lj, t  <j 52 m .  
v(p) = jt+1,, . .v-t) 
B 
FIGURE 1 
(a) s=2m+ 1 <k 
Here s(k- 1) =s. By the induction hypothesis there is an almost cyclic 
polytope Q (with parameters k - 1, u - 1, m, r, s) which has a path CI’ with 
k- 1 vertices, such that s(Q, a’) = E. Sew Q at the (new) vertex x as in 
Fig. 2. We obtain an almost cyclic polytope P= [Q, x], with a path CY. of 
universal edges, V(a) = V(a’) u {x}, and with the desired parameters. Here 
CC = a’, hence, by Lemma 3.3( 1 ), E(P, rx) = &(PX, a*) = ~((2, a’) = E. 
(b) s = k 6 2m + 1 and (E, ,..., E,- 1) = (l,..., 1) 
Here E, # E,- r, hence s = k is even. Sew ,a cyclic 2m-polytope with u - 1 
vertices as in Fig. 1 with t = $k. We obtain an almost cyclic polytope P with 
the appropriate parameters. Since P” is cyclic, E(P, a) = (l,..., 1, - 1) = E, by 
Lemma 3.3(3). 
(c) s=k<2m+1,kIsOddandzj=-lforSomer<j=cs 
The sequence (a,,..., a,- 1) is admissible. Therefore, by the induction 
hypothesis, there is an almost cyclic polytope Q with u - 1 vertices, having 
a path a’ with k- 1 vertices, such that s(Q, a’) = (E,,..., E,- 1). Sew the 
a 5 
& . . . . . . b, 
0 Sj = juj,bjj, 1 I j s m 
FIGURE 2 
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at+1 .  .  l a, b m . . . b t*1 
0 0 
FIGURE 3 
polytope Q at x through the tower Y, as in Fig. 3 with t = #k - 1). We 
have to show that the tower .Y determined by the blocks Sr,..., S, is 
universal. For 1 6~’ < t, @j is the convex hull of j pairwise disjoint universal 
edges, hence Qj is universal (Lemma 1.2). Consider the quotient polytope 
Q’= Q/Qp,. Note that Q’ is a neighborly 2(m - t)-polytope. There is a 
natural 1 to 1 correspondence between the vertices of p and those of Q’. 
The image of fl under this correspondence is a path fi’ of universal edges of 
Q’, as one can easily check. By Theorem 2.1, the image of S, + I is a univer- 
sal edge of Q’, and therefore Qi, + I is universal in (2. The same reasoning 
yields the universality of G?~ for t + 1 <j < m. 
By Lemma 1.9(3), the sewn polytope P = [Q, x] is almost cyclic with the 
required parameters m, u, k. Assume that E(P, a)= (6, ,..., 6,). By 
Lemma 3.3(2)(3), (6, ,..., 6,-r) = (E, ,..., E,- l). Since s - 1 is even and the 
sequences E(P, a) and E are admissible, 6, = 6,_ r and E,~ = E,. Therefore 
&(P, a) = E. 
(d) s=kd2m+l, k Is Even andzj= -1 for Some r<j<s 
We start with a polytope Q as in the previous case. Denote the vertices 
of Q as in Fig. 4, with t = $(k- 2). (V(cr’) consists of the vertices ai, 
1 G i< t i 1, and bj, 1 <j< t.) Define Sj= {aj, b,}(l <j< t). Define, also, 
K= (e,f} u (ai: 1 d i d t+l} u (b,:l <j < t> u Cc,: t + 1 <j d 
m > u (dj: t + 1 < j < m ). The polytope [K] is cyclic, with 2m + 3 vertices 
and with two paths a’=b;.*b,a,-*.a,+, and dr.+l~~~d,,,fec,~~~c,+, of 
universal: edges. Assume, w.l.o.g., that [a,,l, c~+~] and [b,,d,+l] are 
universal edges of [K]. Now we consider two subcases: 
2 
. . . bt 
0 Sj=fUj,bjj,lSjSt. 
Ct+1 ***Cm e f d m. . . d t+1 
l e: 0 
FIGURE 4 
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Subcase I. E, = E,_ 1. 
Define S,,, = (a,+I, d,,,} and Sj= {ciP1, dj> for t+ 1 <j<m. As in 
(c), the tower Y determined by the blocks Si,..., X, is universal. Sew Q at 
x through Y. By Lemma 1.10, the polytope L = [K, x] is obtained from 
[K] by sewing at x through Y. From Lemma 1.9 it follows that the 
universal edges of L form a circuit, thus L is cyclic. Define P = [Q, x]. The 
polytope P has the required parameters, and a path c( with 
V(a) = V(a’) u {x}. For the sets K, and K,- i, used in definition of E(P, c1), 
we can take K and (K\ {f})u {x}, respectively. Assume that 
&(P, @) = (a,,..., 6,). By Lemma 3.8(2)(3), (6 ,..., 6,-i) = (E, ,..., 8,-i). Since L 
is cyclic, 6, = 6,- I (Lemma 3.1(2)). Therefore E(P, a) = E. 
Subcase II. E, # E, _ f. 
In this subcase we define the blocks S,, , ,..., S, of 5 as follows: 
S - h+l, ct+l t+1- } and S,= {c,, djWl} for t + 1 <j<m. Now the sewn 
polytope L= [K, x] is not cyclic. As in subcase I, we obtain 
(Jr,..., cJ~-~)=(E, ,..., E,_~), but now 6,#6,-,, and thus 6,=r,. 1 
4. COMBINATORIAL STRUCTURE 
The main result of this section (Theorem 4.1) decribes how the sequence 
E(P, a), together with the basic parameters m, u, k, determines the com- 
binatorial structure of P, in terms of missing faces. In Section 6 we use this 
result to calculate the automorphisms of P from the sequence E(P, a). 
For given parameters m, 0, k, consider the collection of all pairs (P, a), 
where P is an almost cyclic 2m-polytope with v vertices, a is a component 
of the graph G(P) and 1 V(a)1 = k. Define an equivalence relation “2” 
between these pairs by: (P, a) E (P’, a’) if there is a combinatorial 
equivalence q between P and P’ which maps a onto ~1’. 
In Section 3 we proved that the mapping a, defined on the set of pairs 
(P, a), is onto the set of admissible sequences (E?,..., E,). We also proved 
that if (P, a) z (P’, CC’), then E(P, a) = E(P’, a’). 
Theorem 4.1 implies that the mapping E is one-to-one, up to equivalence 
of pairs, that is, if E(P, a) = E(P’, a) then (P, a) E (P’, a’). 
DEFINITION. A set A4 of vertices of a graph G is separated if no edge of 
G has both its endpoints in M. We say that the set R separates the set M in 
the graph G if R meets every path in G that connects any two points of M. 
THEOREM 4.1. Let P be an almost cyclic 2m-polytope with v vertices, and 
let CX, /? be the components of the graph G(P), 1 V(a)1 = k. Assume that 
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&(P, Lx) = (E,,..., Ed), and let G, G be the circuits on vert P that appear in the 
definition of E(P, a). Let M be a subset of V= vert P, lMI = m + 1. Then M 
is a missing face of P if and only if one of the following conditions holds: 
(1) M is separated in G and in G. 
(2) M is separated in G, not separated in G, and there is an index j, 
r<j<s, such that cj= 1 and [ij] = IMn V(ol)l. 
(3) M is separated in G, not separated in G, and there is an index j, 
r<j<s, such that cj= -1 and [ij] = IMn V(a)l. 
Proof: Assume that M satisfies (1). M cannot contain an endpoint of OE 
and an endpoint of p. Assume that M contains no endpoint of a. There 
exists a set R of m + 2 vertices in V\M that contains the two endpoints of 
CI and separates M in the graph CI u /L The polytope [M, R] is cyclic, M is 
separated in G( [M, R]), therefore A4 is a missing face of [M, R]. Thus M 
is a missing face of P. 
Assume that (2) holds. M contains exactly one endpoint of a and one 
endpoint of p. There exists a set R of m f 2 vertices in V\M that contains 
the two other endpoints of M and p and separates M in CIU fl. Define: 
K-MuR, t=lKnV(a)I. Clearly r<t<s. It is easy to check that ifjis 
even then j < t 6 j + 1, and if j is odd then j - 1 Q t B j. Therefore E, = sj = 1. 
Thus G( [K]) = G Vi K. M is separated in G ‘\ “, hence M is a missing face of 
[K], and, obviously, of P. 
In the same manner one can prove that if (3) holds, then M is a missing 
face of P. 
Conversely, assume that M is a missing face of P. Then there is a subset 
K of V, M c K, llyl = 2m + 3, such that A4 is a missing face of [K]. Sup- 
pose that M is not seprated in G. M is not separated in Gv\ K, but M is 
separated in G([K]), hence G([K]) = G V\K Therefore A4 is separated in . 
G. Define: j = IKn V(/(cr)l. Then sj = 1 and one can easily verify that 
IMn V(E)\ = [a j]. Hence condition (2) holds. Similarly, if A4 is not 
separated in G then (3) holds. 1 
It follows that the number of equivalence classes of pairs is equal to the 
number of admissible sequences, which is 2 ts’z1 - rr’*’ - 1. This number is at 
most 2”-l- 1. 
5. COUNTING 
Denote by acju, m, k) the number of combinatorial types of almost cyclic 
2m-polytopes with v vertices, that have a maximal path of universal edges 
with k vertices. Note that ac(u, m, u - k) = ac(u, m, k). 
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Obviously, if k < tv, then ac(v, m, k) is equal to the number 
2[““)- c”21 - 1 of equivalence classes of pairs. In order to enumerate the 
almost cyclic polytopes in the case v = 2k we need the following lemma: 
LEMMA 5.1. Let P be an almost cyclic 2m-polytope, and let CI, fi be the 
components of G(P). If E(P, a) = (E, ,..., E,) then E(P, fi) = E,(E, ,..., E,). 
ProoJ: This follows easily from the definition of Y, s and E(P, /?). (Note 
that the subscripts in E(P, /3) range from 2m + 3 -s to 2m + 3 - r.) 1 
Using the notations of Lemma 5.1, we can say that if the polytope P’ is 
combinatorially equivalent to P, but the pairs (P’, a’) and (P, CI) are not 
equivalent, then (P’, a’) z (P, 8). We obtain 
COROLLARY 5.2. If v = 2k, then two distinct admissible sequences E and 6 
represent the same combinatorial type if and only if (J,,..., 6,) = E,(E,,..., 6,). 
EXAMPLE. Take v= 12, m = 3, and k= 6. Here s= 6 and r = 3. There 
are 3 admissible sequences 
(1, 1, 1, -1) (1, -1, -121) (1, -1, -1, -1). 
The second sequence is self-adjoint; the third is adjoint to the first, and 
therefore they represent the same polytope. Hence ac( 12,3,6) = 2. Using 
the results of Sections 3-5, one can easily prove 
THEOREM 5.3. If k < iv, then ac(v, m, k) = 2A - 1, where 
(1) Zfv-k,<2m+l then 
i 
iv-m-2 
A= [+1-m-l 
if v is even, k is odd 
otherwise. 
(2) Ifk<2m+l<v-k thenA=[fk]-1. 
(3) Zfk>2m+l then A=m-1. 
Zf k = iv, then ac(v, m, k) = 2A + 2B - 1 where 
(4) Ifk<2m+l thenA=2[jk]-m-Z,B=[tk]-[i(m+l)]-1. 
(5) Ifk32m+l then.A=m-2, B=[jm]-1. 
For fixed m, define ac(v, m) = C (ac(v, m, k): 4 <k < 4 v}. Theorem 5.3 
yields easily the following explicit expression for ac(v, m): 
COROLLRY 5.4. If va4m+l, then ac(v,m)=v~(2”-2-~)-m~22m+ 
5.2”-*+e, where e=2C1/*“‘le1 - 1 if v is even, and e = -4 otherwise. 1 
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Therefore ac(v,m)=v.(2m-2-$)+0(l) as ~400. 
Remark. The notion of an almost cyclic polytope can be generalized as 
follows: Let m, v, t be integers and let k = (kl,..., k,) be a sequence of 
integers. Assume that m 3 2, v >, 2m + 4, t B 2, k, > 1 and Cf= I ki = v. We 
say that a 2m-polytope P is of type (v, m, t; k) if P is neighborly, 
lvert PJ = v and the graph G(P) is the union of t pairwise disjoint paths 
a1 ,.**, CI, with lV(aJ( = ki. An almost cyclic polytope is of type 
(v, m, 2; (k, v-k)). We can prove that the number ac,(v, m) of com- 
binatorial tpes of all polytopes of types (v, t, m; k) is equal to 
C~V’-~+V’-~.~(~) as ~-+c.o(t,mfixed), where C is a positive constant 
that depends on t and m. 
6. AUTOMORPHISMS 
Now we shall show how to compute the automorphisms of an almost 
cyclic 2m-polytope P from its sequence E(P, a). Suppose that the two com- 
ponents of G(P) are ~=a,.*.a,, 
circuit G contains the edge! = “+I 
+. . b, (v = lvert Pi ) and that the 
albktl and akb,. Assume that 
&(P, a) = (E, )...) E,). 
Note that any automorphism of P must map the graph a u fi of universal 
edges of P onto itself Denote by h the reflection of G which maps a onto a 
and fl onto /I. h maps also G onto itself, and a separated set in G(G) onto a 
separated set in G(G). Theorem 4.1 shows that h maps any missing face of 
P onto a missing face, and therefore h is an autamorphism of P. 
Next we show that h and the identity are the only automorphisms of the 
pair (P, a). Choose a set K of 2m + 3 vertices of P that contains the 
endpoints a,, ak, bk + 1, b,, and such that the subset Kn V(p) is fixed under 
h. Suppose, e.g., that al b, + 1 is an edge of G([K]). (The other case, where 
a, b, E G( [K]), is treated in the same way.) Let f be an automorphism of 
(P, a). If f 1 a = 1 a then f(K) = K. a 1 b, is not a universal edge of [K], hence 
necessarily f(bk + 1) = bk + 1. Thus f 1 B = 1 B, and f is the identity. If f reflects 
ct, then fi h joL = l,, and therefore, by the preceding argument, f = h. 
Now consider automorphisms of P that map CY onto /?. By Theorem 4.1, 
(P, CX) z (P, p) if and only if [ V(tx)l = (V(p)\ = k = v/2 and e(P, a) = E(P, ,O), 
i.e., (see Lemma 5.1) if and only if 
(*) k = v/2 and (E, ,..., E,) = ~,(a, ,..., E,). 
Suppose (*) holds, and let f be an isomorphism between (P, a) and (P, fl). 
Assume, w.l.o.g., that f (al) = bk+ 1 and f (ak) = b,; otherwise we replace J” 
by hoJ: Choose the sets K,,..., KS (s = 2m + 3 - Y) in the definition of E(P, cc) 
in such a way that KS = f (K,.). 
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If E, = 1, then G( [KS]) = GviKS, which implies f(bk+ I) = a,, j(b,) = &, 
i.e., f2 = 1 and aut P = Z, 0 Z2. If E, = - 1, then G( [KS]) = G”\ K*, which 
impliesf(bk+,)=ak,f(b,) =al, i.e., f * = h and aut P = Z,. This proves 
THEOREM 6.1. Let P be an almost cyclic polytope with parameters m, v, k 
(v > 2k) and a sequence (Ed,..., E,). Then 
(1) rfk<v/;! then aut P=Z2. 
(2) Ifk=v/2 then 
I 
Z,QZ* if (~w.., 8,) = (%.., &,I 
autP= Z, if (L..., 5) = -(-G,..., E,) 
z2 otherwise. 1 
Remark. It would be interesting to know whether every almost cyclic 
polytope P can be realized symmetrically, i.e., in such a way that all the 
automorphisms of P are induced by afline symmetries of P (see [BEK]). 
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