Abstract. We develop a factorization method to obtain an explicit characterization of a (possibly nonconvex) Dirichlet scattering object from measurements of time-dependent causal scattered waves in the far field regime. In particular, we prove that far fields of solutions to the wave equation due to particularly modified incident waves characterize the obstacle by a range criterion involving the square root of the time derivative of the corresponding far field operator. Our analysis makes essential use of a coercivity property of the solution of the Dirichlet initial boundary value problem for the wave equation in the Laplace domain. This forces us to consider this particular modification of the far field operator. The latter in fact can be chosen arbitrarily close to the true far field operator given in terms of physical measurements.
1. Introduction. Reconstructing the shape of an obstacle from measurements of time-dependent scattered waves is an important classical inverse scattering problem with many potential applications such as in nondestructive testing and medical imaging by ultrasound waves. Commonly used inversion methods, such as Kirchhoff or travel time migration (see, for instance, [6, 8, 9] and references therein), are usually based on high frequency or weak scattering approximations. More recently, new families of imaging techniques that avoid these approximations by relying on the use of multistatic measurements have been proposed (see, for instance, [1, 11, 12, 16, 29, 36] and references therein). They are commonly referred to as sampling methods. However, most of these techniques have been developed only in the frequency domain. One of the prominent members of this family is the so-called factorization method [27, 29] . The main advantage of this method, as opposed to other sampling techniques, is that it yields a mathematically rigorous characterization of the scatterer's shape in terms of the data. Therefore, in addition to suggesting a fast numerical inversion algorithm that is justified for noisy data, it also implies a uniqueness result for the associate inverse problem. Designing a mathematically justified sampling method, in particular a factorization method, in the time domain is still an open problem. Our intention here is to provide a theoretical framework that would help in clarifying why this is a hard problem. Indeed here we prove the factorization method for a (small) define the concept of the far field pattern for causal waves as well as the time domain far field operator. In section 3, we introduce the time domain retarded Herglotz function, derive the basic factorization of the far field operator, and define the analytical framework to study this factorization. The middle operator in the factorization is related to the solution operator of the initial boundary value problem, which we study in terms of retarded potentials. Here we recall important results on the properties of these potentials due to Bamberger and Ha Duong in [4] , which are obtained by intermediately using the Laplace transform framework. Section 4 is dedicated to deriving our main inversion result, which is stated in Theorem 4.5. In particular, we show that in order to obtain a symmetric factorization, we need to consider the far fields due to modified incident waves. The latter are the inverse Laplace transform of entire solutions to the Helmholtz equation with complex wave number with negative imaginary part. The corresponding far fields give rise to a perturbed far field operator, which assumes a symmetric factorization with coercive middle operator leading to the proof of the factorization method. The appendix contains some abstract known results from the literature that we use in our proofs.
The first two authors would like to add the following statement: We dedicate this paper to the memory of Professor Armin Lechleiter, with whom we started working on this project in 2017. Professor Armin Lechleiter prematurely passed away in January 2018 at the age of 35. Collaborating with Armin was a most pleasant, memorable experience and an intellectual challenge. His loss will be strongly felt by all colleagues and friends who had the privilege to know him personally.
Problem setting for Dirichlet obstacles.
We consider a Dirichlet scattering object D \subset \BbbR 3 that we suppose to be a Lipschitz domain. The obstacle D is allowed to possess several components; however, the exterior \BbbR 3 \setminu D of D is assumed to be connected. Without loss of generality we suppose that D contains the origin. Wave propagation in \BbbR 3 \setminu D is described by the wave equation (2.1) \partial 2 t u -\Delta u = 0 in \BbbR 3 \setminu D \times \BbbR , subject to a Dirichlet boundary condition on \partialD, and such that u vanishes for t \leq T . Here, T \in \BbbR is a given``initial"" time. Given an incident wave u i (x, t) solving the wave equation in \BbbR 3 \times \BbbR , and such that the restriction u i \bigm| \bigm| \partialD vanishes for t \leq T , the scattered field is defined as u s := u -u i . This wave field solves the direct scattering problem (2.1) together with the boundary condition u s = - u i on \partialD and the causality condition u s (x, t) = 0 for t \leq T . For causal solutions to the wave equation there exists the notion of an associated far field. Roughly speaking, the far field describes the behavior of the wave far away from the scatterer. Due to the time-dependence of the wave, the far field of a scattered wave depends on a direction \xi \in \BbbS 2 := \{ \theta \in \BbbR 3 , | \theta | = 1\} and on a time variable t \in \BbbR . Analysis of the far field of solutions to the wave equation goes back to Friedlander [18, 19] . For instance, in [18] 2 is a given direction. These distributional solutions to the wave equation then formally satisfy the causality condition with T < - d, where d := sup x\in D | x| . We formally associate a far field u \infty (\xi , t; \theta ) to these incident fields. The inverse problem is to reconstruct the geometry D from the knowledge of u \infty (\xi , t; \theta ) on \BbbS 2 \times \BbbR \times \BbbS 2 . Central to our method is the far field operator F defined (at least formally) as
\infty (\xi , t -t 0 ; \theta )g(\theta , t 0 ) d\theta dt 0 for \xi \in \BbbS 2 and t \in \BbbR and for regular functions g \in C \infty 0 (\BbbS 2 \times \BbbR ). Using the linearity of the forward problem, this operator maps densities g to the far field pattern u \infty associated to the incident field
As indicated in the introduction, we shall prove a characterization of the domain D in terms of a modified far field operator that can be arbitrarily close to the physical far field operator F .
3. Retarded potentials and solutions to the wave equation. Our analysis of direct and inverse time domain scattering problems relies on retarded potentials, and we would like to recall standard results concerning the retarded single-layer potential. These results give a rigorous solution theory for exterior wave propagation problems, which will allow us (in the beginning of section 3.3) to rigorously define the far field operator on smooth functions with compact support.
Let us recall that k(x, t) = \delta (t - | x| )/4\pi | x| is the fundamental solution for the wave equation in three dimensions [38] . Using this fundamental solution we can formally introduce layer potentials. Define the single-layer potential on \partialD by
4\pi | x -y| ds(y) for x \in \BbbR 3 \setminu \partialD and t \in \BbbR .
The corresponding single-layer operator is
4\pi | x -y| ds(y) for x \in \partialD and t \in \BbbR .
The importance of these potentials is obvious from the fact that for a given incident wave u i (x, t), the scattered wave u s is given by
We briefly recall the main theoretical results for the direct scattering problem, based on Laplace transform techniques [4, 31] . For a Hilbert space X we denote by \scrD (\BbbR ; X) = C \infty 0 (\BbbR ; X) smooth and compactly supported X-valued functions. Further, \scrD \prime (\BbbR ; X) are X-valued distributions on the real line and the corresponding tempered distributions are \scrS \prime (\BbbR ; X). We also set and obvious inner product (see, e.g., [4, 38] 
For T \in \BbbR we define
, such that f (t) = 0 for t < T \} , which is a closed subspace of H m \sigma (\BbbR ; X) and \ H m \sigma (\BbbR >T ; X) = \{ f | t\geq T , f \in H m \sigma (\BbbR ; X)\} endowed with the quotient norm (see, e.g., [37] ). For T \in \BbbR , m \geq 0 and \sigma > 0, we have the following inclusions:
\sigma (\BbbR >T ; X \ast ) can be identified with the dual space of H m \sigma (\BbbR >T ; X) with respect to the duality pairing defined in (3.4). Now we assume that H is a Hilbert pivot space in the duality X \ast , X, i.e., X \subset H \subset X \ast with dense inclusions, and that the duality pairing coincides with the inner product associated with H. Then we also have that
and the three spaces form a Gelfand triple with a pivot space L 2 \sigma (\BbbR >T ; H). The following theorem is proved in [4] (see also [38] ). 
If T \in \BbbR and g(\cdot , t) vanishes for t < T , then v g (\cdot , t) vanishes in D for t < T -d.
Proof. For smooth and compactly supported g \in C \infty 0 (\BbbR ; C \infty (\BbbS 2 )), the application of the Laplace transform and Fubini's theorem yields that
for k := \omega + i\sigma , \omega \in \BbbR and fixed \sigma > 0. The product rule shows that
for \beta \in \BbbN . Since | exp(ik \theta \cdot x)| \leq C(\sigma ) for all x \in D, \theta \in \BbbS , and \omega \in \BbbR , we conclude (after differentiating with respect to x) that
Due to the definition of H m \sigma (\BbbR ; H l (D)) and the transformation rules, we estimate that
for smooth g with compact support. This bound extends by density from
). Now, assume that the density g(\cdot , t) vanishes for t < T . For x \in D and t < T -d we have t - \theta \cdot x < T for all \theta \in \BbbS 2 and hence g(\cdot , t - \theta \cdot x) vanishes on \BbbS 2 . Thus, the right-hand side of (2.3) implies that v g (x, t) vanishes for x \in D and t < T -d.
Combining the above lemma with the trace theorem from
). In what follows, this mapping is called the Herglotz operator and is denoted by
Remark 3.3. If one formally takes a Laplace transform of the retarded Herglotz wave v g given by (3.5), then one finds at each k = \omega + i\sigma a Herglotz wave function in the Laplace domain with density \scrL [g](\cdot , k) and complex wave number k := \omega + i\sigma (see, e.g., [16] 
4\pi | x -y| ds(y) for x \in \BbbR 3 \setminu D and t \in \BbbR .
Lemma 3.4. Let \psi \in C \infty 0 (\BbbR ; C \infty (\partialD)) and define v by (3.6). Then 
However, for r > 2d, where
Moreover,
Hence, | r -| r\xi -y| - \xi \cdot y| \leq C(| y| )/r, which implies (3.7).
Thus we can consider the far field mapping
Motivated by (2.2), we call u \infty = R\psi the far field pattern of a retarded single-layer potential u = SL\psi . Note that the formal application of the Laplace transform to R\psi yields simply the time-harmonic far field pattern of a time-harmonic single-layer potential (see the calculations below (3.9)).
Proof. For smooth and compactly supported \psi \in C \infty 0 (\BbbR ; C \infty (\BbbS 2 )), the application of the Laplace transform and Fubini's theorem yields that for smooth functions \psi and g with compact support in time.
3.3. Factorization and mapping properties of the far field operator. Consider a smooth density g \in C \infty 0 (\BbbR ; C \infty (\BbbS 2 )) and let v g be the associated Herglotz wave. The scattered field corresponding to the incident field v g , known to exist by Theorem 3.1, is u s = - SL(\psi ), where \psi := S - 1 (v g | \partialD ). Following Lemma 3.4, we define the far field u \infty associated with u s as u \infty = - R\psi . The far field operator F is then defined to map g to u \infty , that is, F : g \mapsto \rightar u \infty . It is immediately clear that the far field operator can be factorized as
at least for smooth densities g \in C \infty 0 (\BbbR ; C \infty (\BbbS 2 )). We set (3.12)
which in fact is the operator that maps h \mapsto \rightar u \infty , where u \infty is the far field of the unique causal solution to the boundary value problem \partial 2 t u -\Delta u = 0 in (\BbbR 3 \setminu D) \times \BbbR , u = h on \partialD \times \BbbR , and u = 0 for t \leq T . Thus we can write
Proposition 3.6. The far field operator F is well-defined and bounded from H m+2 \sigma
) for m \in \BbbR , \sigma > 0. In addition, let \tau \in \BbbR . Then the truncated far field operator F \tau : g \mapsto \rightar F g| t\geq \tau defines a bounded map from
Proof. Thanks to Lemma 3.2, Theorem 3.1, and Lemma 3.5, we know that
), respectively. Now, the mapping properties of F \tau are an immediate consequence of the definitions of
As part of the above proof, we also have the following mapping properties concerning the solution-to-far field operator G. g(\theta , t -\theta \cdot x)e 2\sigma (\theta \cdot x) d\theta .
Note that v \sigma g is the time convolution of \delta (t -\theta \cdot x)e 2\sigma (\theta \cdot x) with density g(\theta , t). Following the proof of Lemma 3.2 for fixed \sigma > 0, we have that
In terms of the operator \scrH \sigma and the solution operator G given by (3.12), we now define the perturbed far field operator
If we let u \infty \sigma (\xi , t; \theta ) be the far field of the unique causal solution to the boundary value problem \partial
\sigma | \partialD\times \BbbR on \partialD \times \BbbR , and u = 0 for t \leq T , where u i \sigma (x, t; \theta ) := \delta (t -\theta \cdot x)e 2\sigma (\theta \cdot x) , \theta \in \BbbS 2 , then for smooth densities g with compact support, the far field operator can formally be written as
We remark that the Laplace transform of this``incident field"" is In the same way as for real wave numbers, it is also possible for k = \omega + i\sigma , \sigma > 0, to define the far field pattern of radiating fields and to show that vanishing far fields imply vanishing scattered fields. In this case the radial part in the corresponding asymptotic expansion is an exponentially decaying function. We refer the reader to [40] for the concept of the far field pattern and a proof of the Rellich's lemma for the Helmholtz equation with complex wave number k = \omega + i\sigma for \sigma > 0. The Laplace transform of the perturbed far field operator then reads
The operator F \sigma will play the role of the data operator in our analysis. As \sigma \rightar 0, we have that F \sigma g approaches F g for smooth compactly supported g due to the fact that u \infty \sigma approaches u \infty . Indeed this convergence can be shown to hold in the operator norm, but to carry out a rigorous analysis, one must introduce time-dependent Sobolev spaces independent of \sigma in terms of the Fourier transform.
Theorem 4.1. Let \sigma > 0 and let \widetil 
\sigma -duality product defined in (3.4) and is given by Proof. First we note that the mapping properties of the indicated operators are obtained from the above with the choice of m = 5/2. From the definition of the operator R and the factorization (3.12) it is clear that \partial t G = R\partial t (S - 1 ). The factorization of \widetil F \sigma is then a direct consequence of the definition (4.1) and (3.12). To complete the proof we only need to verify (4.3). To this end, consider g \in
Our range test in the following involves the dual the operator \F \ast \sigma : Central to the justification of the factorization method is the following coercivity property that forced us to introduce the modified far field operator in the first place.
Lemma 4.2. Let \sigma > 0 and T \in \BbbR or T = - \infty . Define \scrT := \bigl(
. Then \scrT satisfies the following coercivity property:
where \langle \cdot , \cdot \rangle denotes the L 2 \sigma -duality product defined in (3.4) with X = H 1/2 (\partialD) and C(\sigma ) > 0 such that C(\sigma ) \rightar 0 as \sigma \rightar 0.
Proof. The result is a direct consequence of [4, Propositions 2 and 4], which state that (4.7)
-
for all \psi \in C \infty 0 (\BbbR ; H 1/2 (\partialD)). Integrating by part in time then using a density argument yields (4.8)
for all \psi \in H 3/2 \sigma (\BbbR ; H 1/2 (\partialD)).
A corollary of this lemma and Theorem 4.1 is that (4.9) \widetil F \sigma = \scrH \ast \sigma \scrT \scrH \sigma and satisfies the following coercivity property:
where \langle \cdot , \cdot \rangle denotes here the L 2 \sigma -duality product defined in (3.4) with X = L 2 (\BbbS 2 ). We now need to deal with the causality property of the fields. To this end, let \tau > 0 be a fixed parameter and introduce the truncated far field operator 
We then view the operator \scrT as
We also have ( 
Applying Lemma A.3 with
Here again, the operator \scrT \ast is the dual of \scrT with respect to the L 2 \sigma (\BbbR ; L 2 (\partialD)) duality product. We then obtain from (4.12), (4.13), (4.14), and Lemma A.2 that (4.15) the ranges of (Q Proof. First we consider the case when z \in D. Fix \eta such that the support in time of \varphi \infty \eta ,z is included in \BbbR >0 and set \psi := S - 1 ( \varphi \eta ,z | \partialD\times \BbbR ). By construction, it holds that \varphi \eta ,z = SL(\psi ). Hence, \varphi 
for k := \omega + i\sigma , \omega \in \BbbR . Set \\psi (x, k) := \scrL [\psi ](x, k) and denote the single-layer potential at frequency k = \omega + i\sigma by
for \\psi \in H - 1/2 (\partialD). If equality (4.20) holds, then, using the Rellich lemma for complex wave numbers [40] and a unique continuation principle, we obtain that We are now in position to state and prove the main result of this section. To this end we recall that (
given by (4.12) with respect to the L 2 \sigma (\BbbR ; L 2 (\partialD)) duality product. Then we can prove the following result. Downloaded 05/29/19 to 165.230.224.162. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Theorem 4.5. Let \sigma > 0 be a given parameter, let z \in \BbbR 3 , and assume that \eta z \in \BbbR (fixed but z-dependent) is such that the support in time of \varphi \infty \eta z,z is included in \BbbR >0 . Then for all \tau \leq 0, \varphi
\sigma (\BbbR >\tau ;L 2 (\BbbS 2 )) < +\infty if and only if z \in D. Proof. First we remark that we have already seen that the range of (Q \tau F ) \ast coincides with the range of (\scrH \tau \sigma ) \ast Q \ast \scrT , where we recall that
is given by (4.14), and (\scrH
.
Now the inequality (4.11) implies that \Bigl\la
Re \F \tau \sigma g, g
and hence since C(\sigma ) is independent of \tau \in \BbbR , we obtain 
Then using Theorem A.1 with F := Re \F \tau \sigma , H := Q \tau F , and T := I, we conclude that \varphi \infty \eta z,z is in the range of (Q \tau F ) \ast for all \tau \in \BbbR , i.e., \varphi
). Furthermore, reasoning in the same way as above (see also the proof of the first part of Theorem A.1) we obtain for each \tau \in \BbbR and g \in X \tau \Bigl\la
On the other hand
with the equality holding for g and \varphi , which is not available from the measured data. As already explained, this is because F \sigma involves the far field of the scattered fields due to nonphysical incident waves u i \sigma (x, t; \theta ) := \delta (t -\theta \cdot x)e 2\sigma (\theta \cdot x) which aren't solutions to the wave equations (their Laplace transform solves the Helmholtz equation \Delta v + (\omega -i\sigma ) 2 v = 0), but approach the physical wave fronts u i \sigma (x, t; \theta ) := \delta (t -\theta \cdot x) as \sigma \rightar 0. Therefore in the limiting case of \sigma \rightar 0, as mentioned earlier one can easily see that, at least formally, F \sigma approaches the physical far field operator F . However, it is impossible in our analysis to let \sigma \rightar 0 because the fundamental coercivity property in Lemma 4.2 does not hold for \sigma = 0 due to the fact that the coercivity constant C(\sigma ) \rightar 0. Nevertheless, when implementing the range test of Theorem 4.5, it is reasonable to check if \varphi \infty \eta z,z is in the range of the square root of the operator \partial t F \tau + (\partial t F \tau ) \ast , where F \tau is the restriction of F to causal functions which are zero in ( - \infty , \tau ) for fixed \tau < 0 small enough.
Concluding, despite the significant step forward that our analysis makes toward a mathematically rigorous characterization of the support D in terms of time domain data, this question is still not completely resolved. It is highly desirable to investigate convergence of the range test as \sigma \rightar 0. The generalized linear sampling method developed in the frequency domain in [1, 2] (see also [12] ) could provide a mathematical framework for such convergence, but unfortunately at this time we are not able to resolve it. An acceptable approach, especially from a computational point of view, could be to find a computable way to approximate the perturbed far field operator F \sigma from the physical far field operator F , in a similar way as is being done for the justification of the factorization method in the frequency domain with near field data [20] or limited aperture data [3] .
Appendix A. Auxiliary abstract results. We state and prove here some abstract results we have used in the paper. We start with a range characterization result known as inf-criterion proved in [12, 29] . To this end, let X and Y be two (complex) reflexive Banach spaces with duals X \ast and Y \ast , respectively, and denote by \langle , \rangle a duality product that refers to \langle X \ast , X\rangle or \langle Y \ast , Y \rangle duality. We consider three bounded operators F : X \rightar X \ast , H : X \rightar Y , and T : Y \rightar Y \ast such that
We then have the following range characterization theorem. Then one has the following characterization of the range of H \ast :
\{ \psi \ast \in \scrR (H \ast ) and \psi \ast \not = 0\} if and only if inf\{ | \langle F \psi , \psi \rangle | , \psi \in X, \langle \psi \ast , \psi \rangle = 1\} > 0.
Proof. We first observe that From the second inequality in (A.2) it is sufficient to prove the existence of a sequence \psi n \in X such that \langle \psi \ast , \psi n \rangle = 1 and \| H\psi n \| Y \rightar 0 as n \rightar \infty . Since \psi \ast \not = 0 and X is reflexive, there exists \\psi \in X such that \Bigl\la \psi \ast , \\psi \Bigr\ra = 1. Setting \\psi n = \\psi -\psi n , we see that it is sufficient to show the existence of a sequence \\psi n \in X such that (A.3) \Bigl\la \psi \ast , \\psi n \Bigr\ra = 0 and H \\psi n \rightar H \\psi in Y.
Set V = \{ \psi \in X; \langle \psi \ast , \psi \rangle = 0\} = \{ \psi \ast \} \bot (where the orthogonality is to be understood in the sense of the X \ast , X duality product). Since H \\psi \in \scrR (H), in order to prove (A.3) it is sufficient to prove that H(V ) is dense in \scrR (H) and for the latter it is sufficient to prove (since Y is reflexive) that H(V ) \bot = \scrR (H) \bot (where the orthogonality is to be understood in the sense of the Y \ast , Y duality product As a corollary we also have the following well-known result on range identities (see also [28] ).
Lemma A.2. Let X, H 1 , and H 2 be separable Hilbert spaces. Assume that Q 1 : X \rightar H 1 and Q 2 : X \rightar H 2 are bounded operators with adjoints Q We also use the following abstract result on the square root of symmetric positive operators.
Lemma A.3. Let X \subset H \subset X \ast be a Gelfand triple with separable Hilbert spaces H and X and assume that T is a bounded, self-adjoint, and positive operator from X into X \ast . Then there exists a bounded operator Q : X \rightar H such that T = Q \ast Q.
Proof. Let us introduce an isometric Hilbert space isomorphism J from H onto X. (Note that both spaces are separable and hence such an isomorphism exists.) The Downloaded 05/29/19 to 165.230.224.162. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php adjoint J \ast is then an isometry from X \ast onto H. Consequently, J \ast \circ T \circ J is a bounded symmetric and nonnegative operator on H, \langle J \ast (T (J\varphi )), \varphi \rangle H = \langle T (J\varphi )), J\varphi \rangle H \geq 0, for all \varphi \in H. From Theorem 12.32 in [37] we know that a bounded, self-adjoint, and positive operator on a Hilbert space possesses a unique bounded and self-adjoint square root Q 0 . Let us define Q = Q 0 J - 1 , which is a bounded operator from X into H. Then T = Q \ast Q.
