I. Introduction
The contingent valuation method is an approach for estimation of environmental benefits. The approach dates back to Davis (1964) , who measured the benefits accruing from visiting a particular recreational area. The early development of the contingent valuation method is reviewed in Mitchell and Carson (1989) . In recent years the approach has received a rapidly growing interest. A review of some recent applications is found in Kristrom (1990) .
In the contingent valuation method a hypothetical market for trading environmental goods is created. Valuation questions are then put to individuals in order to reveal their preferences. There are several ways of framing the valuation questions (see, e.g., Kristrom (1990) for a review), one of which is the discrete valuation question, introduced by Bishop and Heberlein (1979) .
When discrete valuation questions are used m different costs, x,, . . . ,x,, are selected and distributed over n individuals in groups of n,, . . . ,n, individuals, respectively, n = Zn,. Individual i,, i = 1,. . . ,n,, j = 1,. . . ,m, is asked whether he accepts or rejects the cost x, for receiving the benefit under study. We define a binary response variable E;, to take the value 1 if he accepts the cost and 0 otherwise. According to the random maximization utility model each individual is characterized by a willingness to pay, WTP, randomly distributed over the population of individuals. Individual i, will therefore accept the cost xi presented to him if x, is less than or equal to his particular willingness to pay, WTPij. For a randomly selected individual the probability for acceptance is therefore where H is the cumulative distribution function of WTP. This suggests a generalized linear model (McCullagh and Nelder, 1989 ) with binary response
where a and p are unknown parameters and the link function g is related to the distributional assumption of WTP. Specifically, if H is the logistic distribution, then .rrj and (1) defines logistic = {I + e~~(~, ) ) -' a regression model. Another choice of H that has been used in applications is the normal distribution, which leads to = 1 -4(qj), 4 being the cumulative distri- Copyright O 1992 bution function of the standard normal distribution. Under these assumptions (1) defines a probit regression model.
The maximum likelihood estimator of a and P is asymptotically normal with covariance {I(a, p)}-', where is the Fisher information matrix, X is the n x 2 matrix with 1 in the first column and the x-values in the second column, and W is the n x n diagonal matrix of Fahmeir and Kaufman, 1988) . Note here that the weights depend on the linear predictor, and hence on the unknown model parameters a and P.
The purpose of an optimal experimental design is to select values x,, . . .,x, at which to take observations y,(xj) so that estimates of quantities of interest are "as good as possible." This means that when a single parameter is of interest the values of x are selected so as to minimize the variance or the asymptotic variance of the estimator used. In multiparameter cases, however, there is no unique criterion for what is good; several functions of the information matrix have been proposed (see Fedorov (1972) and Silvey (1980) for useful reviews). One criterion that is often used is to minimize the volume of confidence ellipsoids, leading to D-optimality. Asymptotically, the volume of the ellipsoids is inversely proportional to [det{Z(a, P)}]"~. Thus, a D-optimal design maximizes the determinant of the information matrix. The aim of this paper is to discuss and contrast D-optimal designs of the costs when estimation of a and p versus estimation of the mean WTP, p , is of primary concern. A problem with the designs is that they depend on unknown parameters. Information about the parameters prior to the experiment is therefore of vital importance. One way of mitigating this restriction is to conduct the experiment sequentially. In a sequential design the n individuals are arranged into batches. Observations are made at one batch before the design for the next batch is set. Therefore, a sequential design allows adjustments of the design as more information about the parameters is gained. Whether a sequential procedure is feasible in practice or not depends to a large extent on the data collection method. A sequential procedure is hardly possible if data are collected by mailed questionnaires, while centrally administrated telephone interviews would provide perfect conditions for a sequential design.
Optimal Designs
As shown by Ford et al. (1992) , D-optimal designs for symmetrical distributions (like the logistic and the normal) maximize w~(~)~~ over (0, m). The particular cases of logistic regression and probit regression were originally derived by White (1975) and Abdelbasit and Plackett (1983) . See also Minkin (1987) . The D-optimal designs are of the form 77 = k c , for a constant c, with equal number of observations at each design point. In the logistic case we have c --1.543 and in the probit case c -1. 138.
Three important remarks should be made here. First, the design is concentrated at only two points, rn = 2. If n is even, half of the observations should be taken at x = (c -a)/P and half at x = -( c + a)//3. If n is odd, the optimal design cannot be achieved. Secondly, the pair of x-values that define'an optimal design depends on the model parameters. Thus, an optimal design in one application can be far from optimal in another. Finally, the parameters that determine the design points are unknown, implying that the optimal designs cannot be derived in practice. However, the results can be useful if some prior information about the model parameters is available, or if it is possible to use a sequential design. A suitable algorithm for computation of sequential designs in the logistic case is indicated in Minkin (1987) .
In many applications the mean WTP, p , is of primary interest. For all symmetric distributions the mean WTP and median WTP, p, coincides and is related to a and p as p = a/P The use of this relation for estimating p has been criticized because it allows for negative WTP values. However, the criticism should in that case not be on the formula, but on the model itself. Once the distribution of WTP over the population is accepted, the formula relating mean WTP to the model parameters follows.
A simple way of estimating p is to take the quotient of the estimates of a and p . For the two-point design the information matrix Z is diagonal with elements (nw(c), nw(c)(c2 + a2)/p2). The asymptotic variance of 6/6 is therefore However, as will be seen, the optimal design for estimating a and /3 may be far from optimal when estimating p .
The asymptotic variance of fi is found as where Vp = (ap/aa, aP/apl7' = (l/p, -a/p2)T is the gradient vector of p = a/P. The local D-optimal design is now obtained by selecting design points such that V(k) is minimized.
As shown by Wu (1988) the optimal design for estimating p (and p) in the logistic regression and probit regression models is the one-point design concentrating at p. The asymptotic variance for this design is in the logistic case A comparison of (2) and (3) shows that the optimal two-point design has in the logistic case an efficiency ranging from 29% to 58%, depending on a. Thus, the gain in efficiency when selecting a design can be considerable.
As for the two-parameter case also this design depends on unknown quantities. In addition, a one-point design does not allow estimation of other parameters (such as a and p or other percentiles). This implies that if a one-point design is allocated at a point different from p, the mean WTP cannot be estimated. A sequential approach is therefore the only feasible approach. A sequential approach requires some initial information, which in practice is obtained from observations made at a few different design points in an initial stage of the experiment. Having such an initial stage would also alleviate the concern about the impossibility of estimating other parameters.
Sequential Procedures for Estimating Mean and Median Willingness to Pay
Our models imply E [ Y l x ]= a ( x ) and we wish to estimate p ( = p), implicitly defined by ~( p )0.5. The = optimal design is the one-point design allocating x at the unknown p, the quantity we wish to estimate.
Given observations at x,, . . . ,x, with responses y,, . . . ,y,, respectively, the purpose of a sequential procedure is to suggest an estimate on p which can be used as the next design point, x,,,. Robbins and Monro (1951) Wu (1985) proposed a maximum likelihood approach in which the next design point x,,, is chosen toAbe the current maximum likelihood estimate p^, = & , / p r of p. He also gave a truncated version with a rule for avoiding unduly large changes from x, to x,,,. Under rather restrictive conditions consistency has been established by Wu (1985) . Assuming consistency, the maximum likelihood recursion approach applied to the logistic regression model is asymptotically equivalent to the adaptive Robbins-Monro procedure, and hence, is asymptotically optimal.
The procedures described in this section treat the case where the response variable E;. obeys a Bernoulli distribution. For practical reasons it may be better in a contingent valuation study to take several observations, say n,, at each design point before the results are evaluated and a new point is selected. The response variable is then binomial. The generalizations of the sequential procedures to this case are, however, immediate. We finally remark that the sequential procedures presented use only the behavior of a ( x ) in a vicinity of x = p. They are therefore robust against misspecifications of the distribution of WTP. In particular, x, is a consistent estimator of p under very weak conditions on T ( x ) . In addition, as long as the distribution is symmetric p and p are identical, implying that p is also consistently estimated. If, on the other hand, the distribution is skewed p and p are no longer equal and a modified version of the procedure is required. If, for example, the distribution of WTP is such that p equals the ( 1 0 0~) 'quantile, i.e., ~( p ) = v, then the non- where N, = Enr.
IV. A Numerical Illustration
Kristrom (1990) presents a contingent valuation study for estimating the value of preserving some virgin forests in Sweden. Discrete valuation questions were asked to a sample of 900 households, equally distributed over the design points 100, 400, 700, 1000, 1500, 2000, 2500, 3000, 5000 and 7000 SEK. Answers from 562 households were obtained and analyzed in a logistic reg;fession model yielding the estimates $ = 0.52 and / 3 = 3.7 .
and hence the estimate of mean and median willingness to pay is 1424 with a standard deviation of 411.7.
We now illustrate the effects of using different designs in this experiment. For making results comparable, we use simulated responses based on a logistic distribution for WTP with a = 0.5, /3 = 4 . and p = p = 1250 as true values on the parameters. The first design in the comparison is static, i.e., all bid amounts are determined at one time, before observations are made. The design assigns 90 observations at each of the ten design points used in Kristrom (1990) . Simulation results when using this design are summarized in triable 1. Estimates of the parameters are $ = 0.4858, /3 = 3.6 and fi = p^ = 1355. The estimated standard deviation of fi is 424.9. These results agree fairly well with the results based on the real data.
In the second design we first use a pilot study consisting of the ten first observations at each point in the previous design as reported in tableAl. The estimates from the pilot study, $ = 0.2613, /3 = 2.3 and fi = p* = 1158, respectively, are then used as initial values in a nonadaptive Robbins-Monro sequential design with d = -40000 (four times the optimal value). Sixteen steps, each containing n, = 50 observations, are made, so that the total number of observations is 900 as for the static design. In the first step of the sequential procedure 50 observations are taken at x, = 1158. The simulated response is y , = 28. This is larger than expected so an adjustment upward (recall that d is negative) of the estimate of p is necessary. The recursion (4) suggests the adjusted estimate to be X, = 1158 -(-40000/50)(28/50 -0.5) = 1206, which is used as the next design point. The process continues similarly as reported in table 2. After 16 steps of the Robbins-Monro procedure the estimate of p is found to be 1268 with an estimated standard deviation of 267.3.
In this illustration the estimate of p is much closer to the true value when the sequential procedure is used. Also the precision is greatly in favour of the sequential procedure. The relative efficiency of the static ten point design compared to the nonadaptive sequential procedure being only 40%. However, a comparison with the optimal sequential design reveals that there is room for further improvement. Relative asymptotic efficiencies of the static design and the nonadaptive procedure compared to the optimal adaptive sequential design are 15% and 39%, respectively. 
FINITE SAMPLE BEHAVIOR OF TESTS FOR GROUPED HETEROSKEDASTICITY
James K. Binkley* Abstract-When the regression error variance is constant within subsets of data but differs across the subsets, grouped heteroskedasticity exists. Most tests for grouped heteroskedasticity are based on an asymptotic X 2 variable, and how well they perform in small samples is unknown. In this study the performance of several of these, along with Breusch-Pagan tests, is examined using Monte Carlo methods. Generally, it is found that the tests which tend to be the easiest to apply and use the fewest assumptions are at least as good as somewhat more elaborate procedures.
I. Introduction
Consider the model where the dimensions of E;, Xi, p, and ei are (ni X 11, (ni x k), (k x I), and (ni X I), respectively. There are m groups, each with ni observations, all with the same p vector. We assume that the errors are normally distributed and uncorrelated either within or across groups, but the possibility exists that var(ei) f var(ej), Received for publication November 28, 1990. Revision accepted for publication May 31, 1991.
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Copyright O 1992 i +j. If the variances are unequal, this is termed the grouped heteroskedasticity model. In a recent paper, Binkley (1989) considered estimation of the variances in this model. In the usual case, estimation is preceded by testing, and that is the concern of this note. Relative to testing for other kinds of heteroskedasticity, this is straightforward, because the nature of the alternative hypothesis is unambiguous. However, only when m = 2 is an exact test available, the Goldfeld-Quandt test. For other cases, the most common approach is to employ a test based on the likelihood ratio principle. There are alternative ways to do this, an important factor being whether the prior information on P is employed. In addition, the Breusch-Pagan test can be adapted to the grouped heteroskedasticity case, as Breusch and Pagan pointed out in their original paper (1979) .
The question of interest here is the small sample performance of these large sample tests. We report the results of a Monte Carlo study examining this performance. By and large, we do not find major differences among the tests examined, although we identify pitfalls associated with some procedures. There does not appear to be a significant advantage to use of a full likelihood ratio procedure, which requires iterative estimation, over some simpler alternatives. More generally, the study results provide little if any evidence of gains (and illustrates the possibility of loss) due to
