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Abstract
We study an optimal high frequency trading problem within a market microstructure
model aiming at a good compromise between accuracy and tractability. The stock price
is modeled by a Markov Renewal Process (MRP) as described in [12], while market
orders arrive in the limit order book via a point process correlated with the stock price,
and taking into account the adverse selection risk. We apply stochastic control methods
in this semi-Markov framework, and show how to reduce remarkably the complexity
of the associated Hamilton-Jacobi-Bellman equation by suitable change of variables
that exploits the specific symmetry of the problem. We then handle numerically the
remaining part of the HJB equation, simplified into an integro-ordinary differential
equation, by a bidimensional Euler scheme. Statistical procedures and numerical tests
for computing the optimal limit order strategies illustrate our results.
Keywords: High frequency trading, Markov renewal process, Marked Cox process, adverse
selection, integro-ordinary differential equation.
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1 Introduction
The literature on high frequency in finance can be basically divided into two main streams:
1. Models of intra-day asset price: this literature is devoted to the description of a
tick-by-tick asset price in a limit order book with essentially two points of view:
(i) the latent process approach starts from a macroscopic latent process, typically a
diffusion, which is contaminated by a noise reflecting the microstructure effects at
high frequency data: discreteness of prices valued in a tick grid, irregular spacing of
price jump times (known as volatility clustering), mean-reversion of price variations.
Some papers in this direction are [13], [2], and [19]. (ii) The micro-macro approach
models directly the observed price by means of point processes, see e.g. [6], [10],
[1] or [17]. These papers consider sophisticated models, and are mainly intended
to reproduce microstructure stylized facts, as signature plot, Epps effect, volatility
clustering and short mean-reversion, and often for purpose of volatility estimation,
while trading applications are not studied.
2. High frequency trading problems: another important literature stream focus on trading
problems in limit order book: stock liquidation and execution problems ([4], [3], [7],
[16], etc ...), or market making problems ([5], [9], [15], [14], [11], [8], etc ...). These
papers use stochastic control methods for optimal trading strategies, and are mostly
based on classical models for asset price, typically arithmetic or geometric Brownian
motion, while the market order flow is usually modeled by a Poisson process, hence
independent of the continuous price process.
The goal of this paper is to make a bridge between these two streams of literature, by
constructing a simple model for asset price in a limit order book, intended to be both:
• realistic by capturing main stylized facts of microstructure, and easy to estimate and
simulate,
• tractable (simple to analyze and implement) for dynamic optimization in high fre-
quency trading.
We shall rely on our previous work [12], where it is shown how a particular class of point
processes, the Markov Renewal ones, can be extremely flexible and pertinent to model
the stock price at high frequency by reproducing the above mentioned stylized facts, and
how it can be easily estimated and simulated. In a second step, we introduce a suitable
modeling of market order flow, which takes into account the existing dependence with the
stock price dynamics. This is achieved by means of a marked Cox process subordinated
to the stock price dynamics, which allows us to consider the adverse selection risk, in the
sense that a posted limit order is more likely to be executed if its execution is unfavorable
for the market maker. In this context, we study the market making problem of an agent
submitting optimally limit orders at best bid and best ask prices. We apply stochastic
control methods in this semi-Markov framework, and show how to reduce the complexity
of the associated Hamilton-Jacobi-Bellman equation by suitable change of variables that
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exploits the specific symmetry of the problem. The remaining part of the HJB equation
is reduced to an integro ordinary differential equation (IODE) involving as state variables:
current time, elapsed time since last jump of the stock price, and inventory. We provide a
convergent numerical scheme for solving this IODE, and illustrate our results with numerical
tests displaying the value function and optimal policy shape for various parameters of the
model.
The structure of the paper is organized as follows. We briefly review in Section 2
the asset price model introduced in [12]. In Section 3, we describe the market order flow
modeling. We introduce a marked Cox process subordinated to the stock price dynamics
in order to reproduce the adverse selection risk and the intensity correlation between the
two processes, and then give a parametric estimation procedure. Section 4 formulates the
optimal market making problem, and show some estimates bounds on the value function.
Section 5 is devoted to the resolution of the market making problem: we provide an analytic
characterization of the solution by dynamic programming methods and suitable double
change of variables. Finally, some numerical tests illustrate our results.
2 Stock price in the limit order book
We consider in this section a model for the mid-price of an asset, i.e the mean between
the best-bid price and best-ask price, in a limit order book with a constant bid-ask spread
equal to the tick size 2δ > 0. For simplicity, we assume that the asset price jumps by only
one tick. The mid-price (Pt)t≥0 is then defined by the ca`d-la`g piecewise constant process:
Pt = P0 + 2δ
Nt∑
n=1
Jn (2.1)
where P0 is the opening mid-price, Nt is the point process associated to the tick times (Tn)n
(i.e. the price jump times):
Nt = inf
{
n :
n∑
k=1
Tk ≤ t
}
,
and (Jn)n is the marks sequence valued in {+1,−1} indicating whether the price jumped
upwards (Jn = +1) or downwards (Jn = −1) at time Tn, called price direction.
We use a Markov renewal approach as in [12] for modeling the marked point process
(Tn, Jn)n. The price direction is modeled by a Markov chain as:
Jn = Jn−1Bn,
where (Bn)n is an i.i.d sequence, independent of (Jn), and distributed according to a
Bernoulli law on {+1,−1} with parameter (1 +α)/2, α ∈ [−1, 1). In other words, the pro-
bability of two consecutive jumps in the same (resp. opposite) direction: P[JnJn−1 = ±1] is
equal to (1±α)/2. Moreover, under the stationary measure pi = (1/2, 1/2) for the Markov
chain (Jn), the correlation between two consecutive price directions Jn−1 and Jn is equal
to α. When α = 0, this means that the jumps of the stock price are independent. When α
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> 0, the price is short-term trended, while for α < 0, the stock price exhibits a short-term
mean-reversion, which is a well-known stylized fact about high-frequency data, also called
microstructure noise, and usually met on real data (futures on index, debt and currencies).
Next, we model the counting process (Nt). Denoting by Sn = Tn − Tn−1 the inter-arrival
times of the price jump times, we assume that conditionally on the sign JnJn+1 = ±1 of
two consecutive price directions, (Sn)n is an independent sequence with distribution:
F±(s) = P[Sn+1 ≤ s|JnJn+1 = ±1],
and density f±(s). We easily see that (Sn) is also unconditionally i.i.d. with distribution
given by:
F =
1 + α
2
F+ +
1− α
2
F−. (2.2)
In other words, N is a renewal process with inter-arrival times distribution F .
Let us define the pure jump process valued in {1,−1}:
It = JNt ,
which gives at time t the direction of the last jump of the stock price. Then I is a semi-
Markov process in the sense that the pair (It, St) is a Markov process, where
St = t− sup{Tn : Tn ≤ t},
is the time spent from the last price jump. Moreover, the price process (Pt) is embedded
into a Markov system with three observable state variables: (Pt, It, St) is a Markov process
with infinitesimal generator:
Lϕ(p, i, s) = ∂ϕ
∂s
+ h+(s)
[
ϕ(p+ 2δi, i, 0)− ϕ(p, i, s)]
+ h−(s)
[
ϕ(p− 2δi,−i, 0)− ϕ(p, i, s)], (2.3)
where
h±(s) := lim
∆s→0+
1
∆s
P[s ≤ Sn+1 ≤ s+ ∆s, Jn+1 = ±Jn
∣∣ Sn ≥ s, Jn]
=
1± α
2
f±(s)
1− F (s) .
represents the intensity function of price jump in the same (resp. opposite) direction.
Remark 2.1. From (2.3), we observe that the elapsed time process (St)t is an homogeneous
Markov process with infinitesimal generator:
Lϕ(s) = ∂ϕ
∂s
+ σ2(s)[ϕ(0)− ϕ(s)],
where
σ2 := h+ + h−
represents the intensity function of price jump whatever the direction. Moreover, (Nt, St)
is a Markov process, and the conditional intensity of the point process (Nt) is equal to
σ2(St). 2
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Let us consider the conditional renewal function:
ν(t, s) = E[Nt|S0 = s], t, s ≥ 0,
and by misuse of notation, we set: ν(t) = ν(t, 0) the renewal function:
ν(t) = E[Nt], t ≥ 0,
which is finite on R+ since N is a renewal process. Notice that since σ2(St) is the conditional
intensity of the renewal process Nt, the conditional renewal function is also equal to:
ν(t, s) = E
[ ∫ t
0
σ2(Su)du|S0 = s
]
.
The following result shows the finiteness of the conditional renewal function.
Lemma 2.1. We have
ν(t, s) ≤ ν(t) + 1 < ∞, ∀t, s ≥ 0.
Proof. Let us introduce τ1 the first jump of N after time 0. Then, by the Markov property
of (N,S), we have:
ν(t, s) = E[Nt −Nτ1 |Sτ1 = 0] + E[Nτ1 |S0 = s] ≤ ν(t, 0) + 1,
which shows the required result. 2
We refer to [12] for the statistical estimation of the trendiness parameter α, the distri-
bution F± of the renewal times, and the jump intensities h±. In the sequel, market data are
taken from tick-by-tick observation of the 3-month future EUROSTOXX50, on February
2011, from 09:00:000 to 17:00:00.000 (CET). Figure 1 plots the form of h± as a function of
the renewal quantile, i.e. the quantile in the distribution F given in (2.2): it shows that the
reverting intensity h− is dominant w.r.t. to the trending intensity h+ for small renewals,
while this discrepancy tends to disappear for higher quantiles (> 0.50), and we even observe
that h+ dominates h− for large renewal quantiles close to 1. This can be interpreted by
saying that when the price is stable, i.e. its quotation has been constant for a long time,
the microstructural mean reversion disappears, and the price looks like a Bernoulli random
walk.
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Figure 1: Non parametric estimation of h± as a function of the renewal quantile (α = −0.75)
3 Market order flow modeling
We model the market order flow by a marked point process (θk, Zk)k where the increasing
sequence (θk) represents the arrival times of the market order, and the marks (Zk) valued
in {+1,−1} represent the side of the exchange with the convention:
• Zk = −1: trade exchanged at the best bid price, i.e. market sell order
• Zk = +1: trade exchanged at the best ask price, i.e. market buy order.
In this paper, we do not take into account the size of trades. Here is a an example of a
database in a market where the tick size is 0.01. To every trade, we attach on the same
line the corresponding most recent quotes.
index k θk Traded price ASK-BID Zk
1 09:00:01.123 98.47 98.47 - 98.46 + 1
2 09:00:02.517 98.46 98.47 - 98.46 - 1
3 09:00:02.985 98.47 98.48 - 98.47 - 1
4 09:00:03.110 98.47 98.48 - 98.47 - 1
5 09:00:05.458 98.47 98.47 - 98.46 + 1
Let us now model the dependence between market order flow and stock price. We first
look at the dependence between market order timestamps and stock price by considering
that the counting process (Mt)t associated to (θk) is a Cox process with conditional intensity
λ(St), where we recall that St is the time spent since the last price jump. This extends
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the simple case where (Mt) is a Poisson process, and by assuming that λ(s) is a decreasing
function of s, this means that trade arrivals should occur less often in a period of price
stability, i.e. when St is large. We give a statistical procedure for the parametric estimation
of the intensity function λ. The log-likelihood function associated to the counting process
(Mt) with intensity λ(St) is given over [0, T ] by:
lnLT =
∫ T
0
ln[λ(St)] dMs −
∫ T
0
λ(St)dt.
Fix now T = Tn the n-th jump time of the stock price. Since St jumps at {Tk}k=1,...,n, so
does λ. This implies that:∫ T
0
λ(St) dt =
n∑
k=1
∫ Tk
Tk−1
λ(St) dt =
n∑
k=1
∫ Tk
Tk−1
λ(t− Tk−1) dt
=
n∑
k=1
∫ Sk
0
λ(t) dt.
Moreoever, trades arrive at θ1, . . . , θm, and so:∫ T
0
ln[λ(St)] dMs =
m∑
j=1
lnλ(Sθj−).
Putting all together, we have:
lnLT =
m∑
j=1
lnλ(Sθj−)−
n∑
k=1
∫ Sk
0
λ(t) dt.
Assuming that λ is of parametric form, we can then obtain the MLE estimator for λ by
maximizing over the parameters the above log-likelihood function. For example, we can
use the following parametric forms, reproducing the intensity decay when s is large:
λexp(s) = λ0 + a s
r e−ks, λpow(s) = λ0 +
a sr
1 + sk
for λ0, a, r, k ≥ 0 . Notice that in both cases,
• λ is finite and smooth on [0,∞);
• when a = 0 we fall into the homogeneous Poisson case of intensity λ = λ0;
• when r > 0, λ(0) = λ(∞) = λ0 with a maximum reached at s∗ > 0;
• for special value of r and k (e.g. r ∈ N in the exponential case), ∫ s0 λ(t) dt has an
explicit form, leading to a much faster optimization.
In our case we have chosen:
λ(s) = λ0 + ae
−ks and so
∫ s
0
λ(t) dt = λ0s+ a
1− e−ks
k
.
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The estimated parameters on the data are:
λ0 0.9772205
a 77.0405310
k 34.5428134
Figure 2 shows the function λ as a function of the quantile of s in the distribution of S.
For small renewal quantiles the function σ2(s) = h+(s) + h−(s), representing the jump
intensity of the stock price no matter what direction, is big: in a similar fashion many
trades arrive in the Limit Order Book when the price is not stable. On the contrary, when
the price stabilizes, the trading activity is weak. Even if one might think that it is the
trading activity which affects the stock price, we would like to stress that the goal of this
model is to reproduce the correlation between the trading and the jump activity, without
necessary explaining a cause-effect phenomenon.
quantile
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
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40
60
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Figure 2: Estimation of λ as a function of the renewal quantile
More generally, we shall consider an intensity function λ in the form
λ(s) = λ0(s) + λ1(s), (3.1)
where λ0 is a bounded function on R+, and λ1 is integrable on R+ w.r.t. the Lebesgue
measure, i.e. λ1 ∈ L1(R+). Let us define the function
µ(t, s) = E
[
Mt|S0 = s] = E
[∫ t
0
λ(St)|S0 = s
]
, t, s ≥ 0.
The following result shows that µ is finite on R+ × R+.
Lemma 3.1. Under (3.1), we have
µ(t, s) ≤ ‖λ0‖∞t+ ‖λ1‖1(1 + ν(t)) <∞, ∀t, s ≥ 0.
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Proof. We first consider the case where λ = λ0. It is then clear that µ(t, s) ≤ ||λ0||∞t.
Next, consider the case where λ = λ1. Set (Xk = MTk −MTk−1)k≥1 the number of trades
arrived between Tk−1 and Tk, with T0 = 0 and S0 = s. Denoting by (FNt ) the filtration
generated by (Nt), we obtain by the law of iterated conditional expectations:
µ(t, s) = E
[
Mt
∣∣S0 = s] = E[∑
k≥1
Xk 1Tk≤t
∣∣S0 = s]
= E
[∑
k≥1
E
[
Xk 1Tk≤t
∣∣FNt ] ∣∣S0 = s] = E[∑
k≥1
1Tk≤t E
[
Xk | FNt
] ∣∣S0 = s]
= E
[∑
k≥1
1Tk≤t E
[ ∫ Tk
Tk−1
λ1(Su)du
] ∣∣S0 = s]
= E
[∑
k≥1
1Tk≤t E
[ ∫ Tk−Tk−1
0
λ1(u+ s1k=1)du
] ∣∣S0 = s]
≤ ||λ1||1E
[∑
k≥1
1Tk≤t |S0 = s
]
= ||λ1||1ν(t, s) ≤ ||λ1||1(1 + ν(t)).
By combining the two cases when λ = λ0 + λ1, we get the required bound for µ. 2
We next consider the dependence between market order trade and stock price in the
limit order book (LOB) through the following relation:
Zk = Γk Iθk−, (3.2)
where (Γk)k is an i.i.d. sequence, independent of all other processes, and distributed ac-
cording to a Bernoulli law on {+1,−1} with parameter (1 + ρ)/2, with ρ ∈ [−1, 1]. In this
case, we easily see that
ρ = Corr(Zk, Iθ−k
),
so that the parameter ρ has the following interpretation:
• ρ = 0: trade sides do not depend on the stock price, and market order flow arrive
independently at best bid and best ask. This is the usual assumption made in the
literature, see e.g. [5].
• ρ > 0: most of the trade sides are concordant with the direction of the last jump of
the stock price: Market orders arrive more often in the strong side (+) of the LOB,
that is the side in the same direction than the last jump, i.e. best ask (resp. bid)
when price jumped upwards (resp. downwards).
• ρ < 0: most of the trade sides are discordant with the direction of the last jump of
the stock price: Market orders arrive more often in the weak side (−) of the LOB,
that is the side in the opposite direction than the last jump, i.e. best bid (resp. ask)
when price jumped upwards (resp. downwards).
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From (3.2), and by the strong law of large numbers, we have a consistent estimator of
ρ given by:
ρˆ(n) =
1
n
n∑
k=1
Zk
Iθk−
=
1
n
n∑
k=1
ZkIθ−k
−→ E[Γk] = ρ, a.s.,
as n goes to infinity. Estimation on real data leads to a value of ρ around −50%. This
means that about 3 over 4 trades arrive on the weak side of the LOB. Recall that stock
price usually exhibits a short-term mean reversion, i.e. a negative correlation α of price
increments, so that
αρ > 0.
The fact that α and ρ are of the same sign is consistent with the adverse selection principle.
Indeed, suppose on the contrary that α and ρ are of opposite sign, say α < 0 and ρ > 0,
and assume e.g. that the last price jumped downwards. Then ρ > 0 means that most of
the trade will occur at best bid, hence will execute limit buy order in a bull market (since
α < 0), hence will allow market makers on best bid to open a low risk profitable position,
contradicting the adverse selection principle. The parameter ρ is a measure of the adverse
selection: the larger is the positive value αρ, the larger is the adverse selection risk.
We define the concordant (+) and discordant (-) trade intensity as:
λ±(s) :=
(
1± ρ
2
)
λ(s).
This definition is coherent with the definition of h±(s), where ± indexes the concordance
(+) or discordance (-) of two consecutive jumps.
4 The market making problem
The agent strategy consists in placing continuously limit orders of small size L ∈ N \ {0}
w.r.t. to the total liquidity provided by all the market makers, at the best price available,
while respecting an inventory constraint. The market making strategy control is then
described by a pair of predictable processes (`+, `−) valued in {0, 1} with the convention
that when `+t = 1 (resp. `
−
t = 1), this means that a limit order of fixed size L is posted at
time t on the strong (resp. weak) side, i.e. on the side +It− (resp. −It−), and when `±t =
0, no limit order is submitted.
Every time that a market order arrives in the LOB (according to the mechanism de-
scribed in Section 3), and the agent has already sent a limit order on the corresponding
side, she is executed according to a random variable, which depends on the LOB rule:
• Price time priority (PTP): in a PTP order book, orders are matched according to
their price (more priority to those closer to the mid price) and time (like in single file
queue).
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• Prorata: in a (pure) prorata order book, there is price prioriy (as in PTP), but not the
time one. Multiple market makers are executed when a single trade arrives, according
to a proportion (evaluated deterministically) rewarding the limit orders of bigger size.
Notice that, if the price jumps upwards and the agent is in the condition to place her
limit orders immediately after the jump, she will find a huge volume of concurrent limit
order on the ask side (old orders), while very few on the bid side. The situation is symmetric
when the price has jumped downwards. This leads us to have, in both cases (PTP and
prorata), the existence of distributions:
ϑ±L (dk) on {0, . . . , L},
where ϑ+L (dk) (resp. ϑ
−
L (dk)) is the distribution of the executed quantity of limit order of
size L in the concordant (resp. discordant), i.e. strong (resp. weak) side, of the LOB.
Once again, the sign ± indexing the distribution must not be interpreted as the ask/bid
side of the LOB but as the strong/weak side of the LOB taking into account the last price
direction.
Remark 4.1. Unfortunately, the agent execution cannot be estimated before playing or
backtesting a zero intelligence strategy, by placing continuously limit orders on both sides
of the limit order book. This problem cannot be overcome. So far we have suggested this
approach since it reflects a certain philosophy: the flow of market trades can be easily
studied consulting on a database of historical data. Furthermore, because of the number
of market trades, statistics are significant. Execution is much more delicate, but thought
as stable in time. 2
Moreoever, in order to be coherent with the small agent assumption (the price is exoge-
nous and not impacted by the agent strategy), we assume that, if the price jumps crossing
the level of a limit order placed by the agent, the latter is automatically executed. This can
be justified by saying that, since the agent is small, the price jumps independently of the
presence of her limit order. Futhermore, since the spread is constantly one tick and orders
are placed at the best price, when the price jumps, limit orders converts automatically to
market ones, which are immediately executed.
We also assume that each transaction is subject to a fixed cost ε ≥ 0. Let us then
denote by (Xt) and (Yt) the cash and inventory process of the agent, valued respectively in
R and Z.
Lemma 4.1. For a market making strategy (`+, `−), the dynamics of the portfolio value
processes X and Y are given by
dXt = +
∫
k `+t− [+Pt−It− + δ − ε] [R+trd (dt, dk, St−) +R+jmp (dt, dk, St−)]
+
∫
k `−t− [−Pt−It− + δ − ε] [R−trd (dt, dk, St−) +R−jmp (dt, dk, St−)]
dYt = −
∫
k `+t−It− [R
+
trd (dt, dk, St−) +R
+
jmp (dt, dk, St−)]
+
∫
k `−t−It− [R
−
trd (dt, dk, St−) +R
−
jmp (dt, dk, St−)]
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where R±trd = R
±
trd(dt, dk, St−) is a random measure with intensity measure:
λ±(St−) dt⊗ ϑ±L (dk),
while R±jmp = R
±
jmp(dt, dk, St−) has intensity measure:
h±(St−) dt⊗ δL(dk),
where δL is the Dirac measure at L.
Proof. To fix the ideas, assume that, at time t, i = It− = +1, or equivalently the last
jump of the price has been upwards (in the case i = −1 the proof is symmetric). Then if
`± = 1, i.e. if the agent has placed a limit order on the strong (i.e. ask) or the weak (i.e.
bid) side:
• either she can be executed by an incoming trade of a random number of quantities k,
where k has distribution ϑ±L , with trade intensity λ±(s)
• or she can be entirely executed, thus k = L, by a jump of the price, with rate h±(s).
In both cases, the agent inventory Y jumps of ∓k, while her wealth X jumps of k times
±Pt− (asset sold or bought), plus the market making prime of δ (the half spread), minus
the fixed cost ε. 2
As a consequence of the above lemma, we see that given a market making control `
= (`+, `−), the infinitesimal generator of the controlled Markov system (Pt, It, St, Xt, Yt) is
given by:
∂ϕ
∂s
+ L[`+, `−]ϕ,
with
L[`+, `−] = L+trd[`+] + L+jmp[`+] + L−trd[`−] + L−jmp[`−] (4.1)
where for a test function ϕ(p, i, s, x, y):
L±trd[`]ϕ = λ±(s)
∫
[ϕ(t, p, i, s, x+ `k(±ip+ δ − ), y ∓ i`k)− ϕ]ϑ±L (dk)
L±jmp[`]ϕ = h±(s) [ϕ(t, p± 2δi,±i, 0, x+ `L(±ip+ δ − ), y ∓ i`L)− ϕ] .
Notice that, a priori, Yt ∈ Z. We call Y the space of admissible inventory. If the trader
is allowed to have an unbounded inventory, Y = Z, otherwise we can reduce it to:
Y = {−ymax,, ..., ymax} (4.2)
where ymax is a finite integer chosen by the agent herself, and we say that a market making
control ` = (`+, `−) is admissible, denoted ` ∈ A, if the associated inventory process remains
valued in Y.
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We now consider the following criterion for the market making optimization problem,
as usually adopted in [5], [9], [15]: the agent is looking for the optimal admissible market
making strategy, which maximizes her expected
PNLT = XT + YTPT ,
representing her portfolio value at terminal date T , evaluated at the mid price, and has to
liquidate her terminal inventory by a market order at the cost:
Close(YT ) = (δ + ε)|YT |.
Moreover, she is penalized when holding inventory Y during the trading [0, T ] through the
term:
Risk0,T = η
∫ T
0
Y 2t d[P ]t,
where η ≥ 0 is a positive parameter related to the risk aversion of the agent, and [P ] is the
quadratic variation of the mid price process P . From the definition (2.1) of the pure jump
process P , we have:
[
P
]
t
= 4δ2
Nt∑
i=1
J2k = 4δ
2Nt,
whose dual predictable projection (also called sharp bracket) 〈P 〉 is given by:
d 〈P 〉t = 4δ2σ2(St)dt,
by recalling that σ2(St) is the intensity of Nt, see Remark 2.1.
We can now define in our MRP model the value function associated to the market
making problem:
v(t, p, i, s, x, y) = max
`∈A
Et,p,i,s,x,y
[
XT + YTPT − (δ + )|YT | − η
∫ T
t
Y 2u σ
2(Su) du
]
, (4.3)
where η = 4δ2η, Et,p,i,s,x,y denotes the expectation operator under the initial conditions Pt =
p, It = i, St = s, Xt = x, Yt = y, for (t, p, i, s, x, y) ∈ [0, T ]×(P0+2δZ)×{−1, 1}×R+×R×Y.
In the sequel, we shall assume that either the admissible inventory set Y is bounded
as in (4.2), or the inventory penalization parameter η is strictly positive. We state some
estimate bounds on the value function.
Proposition 4.1. The value function is bounded by:
x+ yp+ ω∗(t, s, y) ≤ v(t, p, i, s, x, y) ≤ x+ yp+ ω∗(t, s),
for all (t, p, i, s, x, y) ∈ [0, T ]× (P0 + 2δZ)× {−1, 1} × R+ × R× Y, where
ω∗(t, s, y) = −(δ + ε)|y| − 2δ(|y|+ 2δηy2)ν(T − t, s),
ω∗(t, s) =
{
Lδ
[
µ(T − t, s) + ν(T − t, s)]+ 2δ ymax ν(T − t, s), if Y is bounded
Lδ
[
µ(T − t, s) + ν(T − t, s)]+ 14η ν(T − t, s), if η > 0.
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Proof. By considering the strategy consisting in holding the inventory until the end of the
trading day, we have the lower bound:
v(t, p, i, s, x, y) ≥ Et,p,i,s,x,y
[
XT + YTPT − (δ + ε)|YT | − η
∫ T
t
Y 2u σ
2(Su)du
]
= x+ yp+ yEt,p,i,s
[
PT − p
]− (δ + ε)|y| − 4δ2ηy2 Et,s[ ∫ T
t
σ2(Su)du
]
= x+ yp+ yEt,p,i,s
[
PT − p
]− (δ + ε)|y| − 4δ2ηy2 ν(T − t, s).
Moreover, we have
yEt,p,i,s
[
PT − p
] ≥ −2δ|y|∣∣∣Et,p,i,s[ NT∑
k=Nt+1
Jk
]∣∣∣
≥ −2δ|y|E[NT −Nt|St = s] = −2δ|y|ν(T − t, s),
which shows the lower bound for the value function v.
About the upper bound, we see by Itoˆ’s formula to the product YtPt that for any
admissible strategy ` ∈ A:
Et,p,i,s,x,y
[
XT + YTPT − (δ + )|YT | − η
∫ T
t
Y 2u σ
2(Su) du
]
≤ x+ yp+ Et,p,i,s,x,y
[∫ T
t
(dXu + Pu−dYu) +
∫ T
t
(Yu−dPu − ηY 2u d < P >u)
]
= x+ yp+ Et,p,i,s,x,y
[∫ T
t
dZ1u +
∫ T
t
dZ2u
]
, (4.4)
where we set dZ1t = dXt + Pt−dYt, and dZ
2
t = Yt−dPt − ηY 2t d < P >t. From the dynamics
of X and Y in Lemma 4.1, we have:
Et,p,i,s,x,y
[ ∫ T
t
dZ1u
]
≤ δEt,s
[ ∫ T
t
∫
k`+t−[R
+
trd(du, dk, Su−) +R
+
jmp(du, dk, Su−)]
]
+ δEt,s
[ ∫ T
t
k`−t−[R
−
trd(du, dk, Su−) +R
−
jmp(du, dk, Su−)]
]
≤ LδEt,s
[ ∫ T
t
∫
R+trd(du, dk, Su−) +R
−
trd(du, dk, Su−)
]
+ LδEt,s
[ ∫ T
t
∫
R+jmp(du, dk, Su−) +R
−
jmp(du, dk, Su−)
]
= Lδ
(
Et,s
[ ∫ T
t
λ+(Su) + λ−(Su)du
]
+ Et,s
[ ∫ T
t
h+(Su) + h−(Su)du
])
= Lδ
(
µ(T − t, s) + ν(T − t, s)
)
. (4.5)
On the other hand, for the estimate on Z2, we distinguish the cases whether Y is bounded
or η > 0. When Y is bounded, i.e. Y = {−ymax,, ..., ymax}, we have:
Et,p,i,s,x,y
[ ∫ T
t
dZ2u
]
≤ Et,p,i,s,x,y
[ ∫ T
t
Yu−dPu
]
= 2δEt,p,i,s,x,y
[ NT∑
k=Nt+1
YTk−1
]
≤ 2δymaxE[NT −Nt|St = s] = 2δymaxν(T − t, s). (4.6)
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Otherwise, when η > 0, we have:
Et,p,i,s,x,y
[ ∫ T
t
dZ2u
]
= Et,p,i,s,x,y
[ ∫ T
t
(
Yu−dPu − ηY 2u d[P ]u
)]
= Et,p,i,s,x,y
[ NT∑
k=Nt+1
YTk−1
(
PTk − PTk−1
)− ηY 2Tk−1(PTk − PTk−1)2]
≤ 1
4η
E[NT −Nt|St = s] = 1
4η
ν(T − t, s), (4.7)
where we used the fact that z − ηz2 ≤ 14η for all z ∈ R. By plugging (4.5), (4.6) or (4.7)
into (4.4), we get the required upper bound for the value function. 2
Corollary 4.1. Under (3.1), we have the following growth condition on the value function:
there exists some positive constant C s.t.
x+ yp− C(1 + y2) ≤ v(t, p, i, s, x, y) ≤ x+ yp+ C, (4.8)
for all (t, p, i, s, x, y) ∈ [0, T ]× (P0 + 2δZ)× {−1, 1} × R+ × R× Y.
Proof. Under (3.1), by Lemma 2.1, and Lemma 3.1, we have for all (t, s) ∈ [0, T ]× R+:
ν(T − t, s) ≤ 1 + ν(T ),
µ(T − t, s) ≤ ‖λ0‖∞T + ‖λ1‖1(1 + ν(T )),
since ν(t) is a nondecreasing function in t. We conclude with the estimates in Proposition
4.1. 2
5 Resolution of the market making problem
5.1 Variable reduction and analytical characterization
In this paragraph, by exploiting the structure and symmetry of our model w.r.t. the
strong/weak side of the LOB, we show that the value function v defined in (4.3), and
involving a priori 6 state variables, can be reduced to a function of 3 variables, that we
characterize in terms of solution to a system of integro-ordinary differential equations.
Theorem 5.1. Under (3.1), the value function v is given by:
v(t, p, i, s, x, y) = x+ yp+ ω(t, s, yi) (5.1)
where ω = ω(t, s, q) defined on the domain [0, T ]× R+ × Y is the unique viscosity solution
with quadratic growth in y to: [
∂t + ∂s − κ(s)
]
ω + c(s)q − ησ2(s)q2 (5.2)
+ max
`∈{0,1},q−`L∈Y
(N+trd[`] +N+jmp[`])ω + max
`∈{0,1},q+`L∈Y
(N−trd[`] +N−jmp[`])ω = 0,
ω(T, s, q) = −|q| (δ + ε) , (5.3)
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where
c(s) := 2δ
[
h+(s)− h−(s)
]
, κ(s) := λ(s) + σ2(s), (5.4)
and the operators N ’s are given by:
N±trd[`]ω := λ±(s)
∫
[ω(t, s, q ∓ k`) + k`(+δ − ε)]ϑ±L (dk)
N±jmp[`]ω := h±(s) [ω(t, 0,±q − L`) + L` (−δ − ε)] . (5.5)
Proof. By classical stochastic optimal control (see e.g. [18]), it is known that v is the
unique viscosity solution satisfying the growth condition (4.8) to:
∂tv + ∂sv + max
`±∈{0,1},y∓i`±L∈Y
L[`+, `−]v − ησ2(s)y2 = 0 (5.6)
v(T, p, i, s, x, y) = x+ yp− |y| (δ + ε) . (5.7)
We now make the first ansatz to remove the variables x and p:
v(t, p, i, s, x, y) = x+ yp+ w(t, s, y, i).
From the expression of the infinitesimal generator L[`+, `−] in (4.1), and using this ansatz,
we get:
L±trd[`] v = λ±(s)
∫
[(δ − ε)`k + w(t, s, y ∓ i`k, i)− w]ϑ±L (dk),
L±jmp[`] v = h±(s)
[
(−δ − ε)`L± 2δiy + w(t, 0, y ∓ i`L,±i)− w],
which leads by summing up:
L[`]v = M+trd[`+]w +M−trd[`−]w +M+jmp[`+]w +M−jmp[`−]w − κ(s)w + c(s) iy,
where c and κ are given in (5.4), and
M±trd[`]w := λ±(s)
∫
[(δ − ε)`k + w(t, s, y ∓ i`k, i)]ϑ±L (dk)
M±jmp[`]w := h±(s) [(−δ − ε)`L+ w(t, 0, y ∓ i`L,±i)] .
Since ∂tv = ∂tw, and ∂sv = ∂sw, the HJB equation (5.6)-(5.7) becomes:[
∂t + ∂s − κ(s)
]
w + c(s) yi− η σ2(s) y2
+ max
`∈{0,1}: y−i`L∈Y
(M+trd[`]w +M+jmp[`]w)
+ max
`∈{0,1}: y+i`L∈Y
(M−trd[`]w +M−jmp[`]w) = 0 (5.8)
w(T, s, y, i) = −|y| (δ + ε) (5.9)
in the domain [0, T ]× R+ × Y× {±}. Next, we remove another variable by the change of
variable q = yi, with the ansatz:
w(t, s, y, i) = ω(t, s, yi),
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and by noting that i2 = 1, so that:
M±trd[`]w = N±trd[`]ω := λ±(s)
∫ [
(δ − ε)`k + ω(t, s, q ∓ `k)]ϑ±L (dk)
M±jmp[`]w = N±jmp[`]ω := h±(s)
[
(−δ − ε)`L+ ω(t, 0,±q − `L)].
Finally, by noting that ∂tw = ∂tω, ∂sw = ∂sω, and y ∓ i`L ∈ Y iff q ∓ `L ∈ Y, the HJB
equation (5.8)-(5.9) becomes:[
∂t + ∂s − κ(s)
]
ω + c(s)q − ησ2(s)q2
+ max
`∈{0,1},q−`L∈Y
(N+trd[`] +N+jmp[`])ω
+ max
`∈{0,1},q+`L∈Y
(N−trd[`] +N−jmp[`])ω = 0 (5.10)
ω(T, s, q) = −|q| (δ + ε) (5.11)
in the domain [0, T ]× R+ × Y. This ends the proof. 2
The above theorem states that the solution (value function and optimal control) of the
market making problem are completely characterized in terms of integral equation involving
three observable state variables: the current time t, the elapsed time s from last price jump,
and the strong inventory q = yi. In the next paragraph, we give a numerical scheme for
computing the value function and optimal market making strategies.
5.2 Numerical scheme
We provide in this paragraph a numerical scheme for the solution ω(t, s, q) to the integro
ODE (5.2)-(5.3) in the case Y = {−ymax, ...,+ymax}. Actually, it is more natural and
convenient to work in the domain [0, 1) of the quantile of the elapsed time rather than the
domain R+ of its absolute value. Denote by Q := F−1 the quantile function of the renewal
distribution function F in (2.2), which has density
f =
1 + α
2
f+ +
1− α
2
f−,
and set gˆ := g◦Q, for any function g : [0,∞)→ R. Let us now make the change of variable:
sˆ := F (s), and define ωˆ(t, sˆ, q) := ω(t,Q(s), q) as a function of the quantile of the elapsed
time. Since Q(0) = 0 and
∂
∂s
=
∂sˆ
∂s
∂
∂sˆ
= f(s)
∂
∂sˆ
= f [Q(sˆ)] ∂
∂sˆ
= fˆ(sˆ)
∂
∂sˆ
,
we immediately see that ωˆ is solution to the integro ODE on [0, T ]× [0, 1)× Y:[
∂t + fˆ(sˆ)∂sˆ − κˆ(sˆ)
]
ωˆ + cˆ(sˆ)q − ησˆ2(sˆ)q2
+ max
`∈{0,1},q−`L∈Y
(Nˆ+trd[`] + Nˆ+jmp[`]) ωˆ
+ max
`∈{0,1},q+`L∈Y
(Nˆ−trd[`] + Nˆ−jmp[`]) ωˆ = 0
ωˆ(T, s, q) = −|q| (δ + ε) (5.12)
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on [0, T ]× [0, 1)× Y, where the operators Nˆ ’s are given by:
Nˆ±trd[`] ωˆ := λˆ±(sˆ)
∫
[ωˆ(t, sˆ, q ∓ k`) + k`(+δ − ε)]ϑ±L (dk)
Nˆ±jmp[`] ωˆ := hˆ±(sˆ) [ωˆ(t, 0,±q − L`) + L` (−δ − ε)] .
Given a uniform discretization grid {(tn, sˆi)}i=0,...,Mn=0,...,N with step ∆t×∆sˆ on [0, T ]× [0, 1],
we provide an approximation
ωˆni,q ≈ ωˆ(t = tn, sˆ = sˆi, q); 0 ≤ i < M, 0 ≤ n ≤ N, q ∈ Y,
with the discretization scheme:
ωˆn+1i,q − ωˆni,q
∆t
+ fˆ(sˆ)
ωˆni+1,q − ωˆni,q
∆s
− κˆ(sˆi) ωˆni,q + cˆ(sˆi) q − η σˆ2(sˆi) q2
+ max
`∈{0,1}:|q−`L|∈Y
[(
Nˆ+trd[l]
)n+1
i,q
+
(
Nˆ+jmp[l]
)n+1
i,q
]
+ max
`∈{0,1}:|q+`L|∈Y
[(
Nˆ−trd[l]
)n+1
i,q
+
(
Nˆ−jmp[l]
)n+1
i,q
]
= 0
where: (
Nˆ+trd[0]
)n+1
i,q
= λˆ±(sˆi) ωˆn+1i,q(
Nˆ+trd[1]
)n+1
i,q
= λˆ±(sˆi)
[
L∑
k=0
ωˆn+1i,q∓kP[ϑ
±
L = k] + (δ − ε)E[ϑ+L ]
]
(
Nˆ±jmp[0]
)n+1
i,q
= hˆ±(sˆi)
[
ωˆn+10,±q
]
(
Nˆ±jmp[1]
)n+1
i,q
= hˆ±(sˆi)
[
ωˆn+10,±q−L + (−δ − ε)
]
and the terminal and boundary conditions are given by:
ωˆNi,q = −(δ + ε)|q|, (5.13)
ωˆnM,q = ωˆ
n
M−1,q. (5.14)
We rewrite the numerical scheme explicitely as:
(I−∆t A) ωˆn = ωˆn+1 + ∆t (Zn+1 +W ) (5.15)
where:
A = diag(κˆ) +
1
∆sˆ
diag(1, ..., 1, 0) diag(fˆ) tridiag(0,−1,+1),
with A having size M ×M , diag(κˆ) and diag(fˆ) being diagonal matrix with κˆ and fˆ on the
diagonal, and tridiag(0, 1,−1) being the matrix with −1 on the diagonal and +1 on the
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upper diagonal. The multiplication by diag(1, ..., 1, 0) allows to reproduce the Neumann
condition given in (5.14). Furthermore:
Wi,q = cˆ(sˆi) q − η σˆ2(sˆi) q2
Zn+1i,q = max
`∈{0,1}:|q−`L|∈Y
[(
Nˆ+trd[l]
)n+1
i,q
+
(
Nˆ+jmp[l]
)n+1
i,q
]
+ max
`∈{0,1}:|q+`L|∈Y
[(
Nˆ−trd[l]
)n+1
i,q
+
(
Nˆ−jmp[l]
)n+1
i,q
]
Proposition 5.1. The discretization scheme (5.15) is convergent.
Proof. In order to prove convergence of the numerical scheme, we need to prove monoto-
nicity, stability and consistency. Since the numerical scheme is of Euler type, it is auto-
matically consistent. Furthermore, the scheme is clearly monotone, since every negative
multiplier of the value function is sent to the implicit part A. Finally, since the terminal
condition ωˆ(T, sˆ, q) = −(δ + ε)|q| is bounded on Y, the monotonicity immediately implies
stability, and we are done. 2
5.3 Computational results
We fix the following framework.
parameter symbol value
horizon T 5 minutes
tick 2δ 1
max order L 1
max inventory ymax 50
fees ε 0.05
execution probability ϑ+L = ϑ
−
L = ϑ P [ϑ = 1] = 0.05
risk adversion η 0
adverse selection ρ −0.33 (estimated)
jump intensity hˆ± Figure 1 (estimated)
trade intensity λˆ± λ0 = 0.97, a = 77.04, k = 34.54 (estimated)
5.3.1 The value function
An important factor affecting the shape of the value function and the optimal policy is
given by the function
φ(t, p, i, s) = E[PT |It = i, St = s],
corresponding to the expected gain at maturity obtained by holding one unit lot from t to
T . By the Feymann-Kac theorem, φ satisfies
∂tφ+ ∂sφ+ h+(s)[φ(t, p+ 2δi, i, 0)− φ(t, p, i, s)]
+h−(s)[φ(t, p− 2δi,−i, 0)− φ(t, p, i, s)] = 0,
φ(T, p, i, s) = 0.
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By the ansatz φ(t, p, i, s) = p + iE(t, s), and again by the quantile change of variable
Eˆ(t, sˆ) = E(t, s), with sˆ = Qs, we obtain that Eˆ satisfies:
∂tEˆ + fˆ(sˆ)∂sˆEˆ + hˆ+(sˆ)[Eˆ(0)− Eˆ(sˆ) + 2δ] + hˆ−(sˆ)[−Eˆ(0)− Eˆ(sˆ)− 2δ] = 0
Eˆ(T, sˆ) = 0.
Figure 3 represents (the numerical solution for) Eˆ(t, sˆ) and qEˆ(t, sˆ), showing how the change
sign around the renewal median impacts the surface on the right, which is neither concave,
nor convex. This is due to the fact that hˆ+(sˆ) − hˆ−(sˆ) changes its sign too, as shown by
Figure 1: we can easily prove by a comparison principle that if hˆ− > h+, then Eˆ < 0.
Figure 3: The conditional mean function function Eˆ(t, sˆ)
The main feature of the value function is the absence of concavity or convexity, as shown
by Figures 4 and 5. The value function is bigger for higher quantiles, mainly due to the
fact that the price stabilizes, with σˆ2 → 0, leading to less risky market making, while the
base trade intensity does not disappear (limsˆ→1 λˆ = λ0 > 0).
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Figure 4: The value function ωˆ(0, sˆ, q)
Figure 5: The value function ωˆ(0, sˆ, 0)
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5.3.2 The optimal policy
Figure 6 shows the optimal policy at time t = 0. The + (resp. −) region represents the zone
where the agent should place a limit order on the concordant (resp. discordant) side: when
i = + this means the ask (resp. the bid) side, while if i = − viceversa. One should keep
in mind the q is not the inventory, but the inventory multiplied by i, that we called strong
inventory. In what follows we assume that i = 1, so that q = y, + = ask and − = bid.
The optimal policy divides the plane into five well-distinguished regions that cross in two
indifference points, where all the strategies are equivalent.
• The central region represents the no intervention zone, while on the topleft (resp.
bottomleft) and the bottomright (resp. topright) the agent should be placed on one
(resp. both) side (resp. sides).
• The particular symmetry around the q = 0 axes is explained by the terminal condition
−|q|(δ+ε), while the one around the antidiagonal takes its origin by particular shape
of the function Eˆ(t, sˆ), which changes sign around the renewal median.
• For q >> 0 (resp. q << 0), the agent, who does not want to be exposed to the
inventory risk, places her order so that to reduce her absolute inventory for most of
the renewal quantiles.
• The agent does not play on one side only when the inventory risk and the gain given
by holding a profitable position are in equilibrium. On the first diagonal the product
qEˆ(t, sˆ) > 0: the agent risk aversion leads her to play on the bid (resp. ask) side,
while the expected gain due to the Eˆ leads her to play on the ask (resp. bid) one.
Since the two forces balance each other, she decides to play on both sides (in order
to gain the spread) or none, according to her absolute inventory, the trade intensity
(higher for small renewal quantiles), the price drift (higher in absolute values for
extreme renewal quantiles) and instability (higher for big renewal quantiles).
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Figure 6: The optimal control `±(0, sˆ, q)
5.3.3 Impact of the parameter ρ (adverse selection)
By construction, the parameter ρ contains information about the adverse selection risk of
the agent. When h−(s)− h+(s) >> 0, which is the case for small renewal quantiles where
the trade intensity is strong, the price is likely to revert, and so the lower is ρ, the less
the agent is likely to be executed on most favourable side, the strong one. Even though
h−(s)−h+(s) < 0 for high renewal quantiles, the impact of ρ is smaller, since h−(s)−h+(s),
even if negative, is close to 0, and trading intensity is weak. Figure 7 shows how the value
function (all the other parameters fixed) is an increasing function of ρ for small quantiles,
while this phenomenon is inverted for sˆ ≈ 1. This is reflected in the optimal policy displayed
in Figure 8 by a smaller neutral zone (white) for ρ = 0 than for negative ρ in Figure 6.
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Figure 7: The value function ωˆ(0, sˆ, q) for different value of ρ
Figure 8: Optimal policy for ρ = 0 and ϑ = 0.05, at t = 0
5.3.4 Impact of the parameter ϑ (execution probability)
The parameter ϑ± determines how often the agent is executed. As expected, the higher is
the execution probability, the more the agent will gain, and the more she will be interested
in playing, as shown in Figures 9 and 10.
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Figure 9: The value function ωˆ(0, sˆ, q) for different value of ϑ
Figure 10: Optimal policy for ρ = 0 and ϑ = 0.10, at t = 0
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