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Abstract
In this paper, by using the generalized Hadamard product and the orthogonal decomposition
of projection matrix, we propose a new general approach to construct mixed-level orthogonal
arrays. As an application of the method, some new mixed-level orthogonal array’s of run sizes
36 and 72 are constructed. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
An n×m matrix A, having ki columns with pi levels, i=1; : : : ; t; m=
∑t
i=1 ki; pi =
pj, for i = j, is called an orthogonal array (OA) of strength d and size n if each n×d
submatrix of A contains all possible 1×d row vectors with the same frequency. Unless
stated otherwise, we consider an orthogonal array of strength 2, using the notation
Ln(p
k1
1 : : : p
kt
t ) for such an array. An orthogonal array is said to have mixed level
(or asymmetrical) if t¿2. Asymmetrical orthogonal arrays were formally introduced
by Rao [13], although examples of such arrays appeared in earlier publications, for
example, Addelman [1,2] and Addelman and Kempthorne [3,4]. Clearly, n must be a
multiple of pipj; i = j. If ki¿2, n must be a multiple of p2i . Therefore, it is simply
true that n = prq for mixed level OAs. The preceding deEnition also includes the
case t = 1, but the array is usually called a symmetrical orthogonal array, denoted by
Ln(pm). These arrays were introduced by Rao [12], although the adjective ‘orthogonal’
seems to have been added by Bush [7] and Bose and Bush [6]. For simplicity, we
∗ Corresponding author.
E-mail address: guozm@public.zz.ha.cn (Y. Zhang).
0012-365X/01/$ - see front matter c© 2001 Elsevier Science B.V. All rights reserved.
PII: S0012 -365X(00)00421 -0
152 Y. Zhang et al. / Discrete Mathematics 238 (2001) 151–170
will no longer demand that t = 2 and that pi = pj, for i = j. The symmetrical and
asymmetrical will be used only when needed.
The current emphasis on quality control and product improvement has rejuvenated
research in the area of asymmetrical factorial design, or namely asymmetrical orthog-
onal arrays. Practical considerations have spurred research in various new or newly
emphasized directions. Among these is that of the use and construction of asymmet-
rical orthogonal arrays, exempliEed by research of Taguchi [15], Cheng [8], Agrawal
and Dey [5], Wu et al. [18], Hedayet et al. [10] and Hedayet et al. [11]. Also, the use
of orthogonal arrays as fractional factorial designs is so suLciently documented that it
requires no further explanation. Many new construction methods have been proposed,
for example, a grouping scheme by Wu [17], generalized Kronecker sum by Wang and
Wu [16] and Baer subplane by Ryoh Fuji-Hara [14]. Most of these methods are mainly
for the construction of symmetrical orthogonal arrays. The theory of the construction
of asymmetrical orthogonal arrays has not been received yet much attention since it is
too diLcult to study. However, we need to construct asymmetrical orthogonal arrays
because they have many applications in quality control and product improvement.
A new theory or procedure of constructing asymmetrical orthogonal arrays by using
the orthogonal decompositions of projection matrix has been given by Zhang et al. [28].
The Erst who used it with this objective was Zhang [19–20]. Main ideas come from
the theory of multilateral matrix — a mathematical technique to solve the problems of
multivariate analysis. Generalized Hadamard product was proposed and used by Zhang
[25,26] to construct some BIB designs. In this paper, we will extend the technique
to construct some new asymmetrical (or mixed-level) orthogonal arrays by exploring
generalized Hadamard product and the orthogonal decompositions of projection matrix.
Section 2 contains basic concepts and main theorems while in Section 3 we describe
the method of construction. Some new mixed-level OAs with run sizes 36 and 72 are
constructed in Section 4.
2. Basic concepts and main theorems
Denition 1. Let h(x; y) be a map from 1 × 2 to V , where 1 × 2 = {(x; y): x ∈
1; y ∈ 2} and 1; 2; V are some sets. For two n × r matrices A = (aij) with
entries from 1 and B=(bij) with entries from 2, deEne their generalized Hadamard
product, denoted by
h◦, as follows
A
h◦B= (h(aij; bij))n×r :
In particular, we will denote A
h◦ m· · · h◦A by A
h
◦
m.
If let 1=2=V=G (a Enite group) and h(i; j)= ij, then the generalized Hadamard
product
h◦ is really the usual Hadamard product in matrix theory, denoted by ◦. Using
the notation for a Enite additive group (or Abelian group) G, the generalized Hadamard
product
h◦ will be the usual addition of matrices in matrix theory (or in group algebra),
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denoted by +. In most of our examples, G will correspond to the additive group
associated with a Galois Eeld GF(p). For example, G is often the module additive
group of GF(p). The notations A
h
◦m; A◦m and A+m are very useful for the construction
of asymmetrical orthogonal arrays.
In general, let 1 = {0; 1; : : : ; p − 1}; 2 = {0; 1; : : : ; q − 1}, V = {0; 1; : : : ; pq − 1}
and h(i; j) = iq + j. In this case, the generalized Hadamard product
h◦, also called a
jointing or repeating operation and denoted by L, can be used for the construction of
asymmetrical orthogonal arrays.
Let (r)=(0; : : : ; r−1)T1×r ; ei(r)=(0 : : :
i
010 : : : 0)T1×r ; 1r be the r×1 vector of 1s, Jr×s
the r× s matrix of 1s and Ir the identity matrix of order r. Then both Pr=(1=r)1r1Tr =
(1=r)Jr×r and r = Ir − Pr are projection matrices. If we set Nr = e1(r)eT2 (r) + · · · +
er−1(r)eTr (r) + er(r)e
T
1 (r) and K(p; q) =
∑p
i=1
∑q
j=1 ei(p)e
T
j (q) ⊗ ej(q)eTi (p), then Nr
and K(p; q) are permutation matrices with the properties:
Nr(r) = 1r + (r); mod r; and K(p; q) · ((q)⊗ (p)) = (p)⊗ (q): (1)
The Kronecker product A ⊗ B and the Kronecker sum A ⊕ B are, respectively,
deEned as
A⊗ B= (aijB)ns×mt and A⊕ B= (aijJs×t + B)ns×mt
if A= (aij)n×m; B= (bij)s×t .
Denition 2. Let A be an OA of strength 1, i.e.,
A= (a1; : : : ; am) = (S1(1r1 ⊗ (p1)); : : : ; Sm(1rm ⊗ (pm)));
where ripi = n and Si is a permutation matrix, for i = 1; : : : ; m. The projection matrix
Aj=Sj(Prj⊗pm)STj is called the matrix image (MI) of the jth column aj of A, denoted
by m(aj) = Aj for j=1; : : : ; m. In general, the MI of a subarray of A is deEned as the
sum of the MIs of all its columns. In particular, we denote the MI of A by m(A).
If a design is an orthogonal array, then the MIs of its columns have some interesting
properties. These properties can be used to construct mixed-level OAs. For example,
by the deEnition, we have
m(1r) = Pr and m((r)) = r: (2)
Theorem 1. For any permutation matrix S and any array L;
m(S(L⊗ 1r)) = S(m(L)⊗ Pr)ST and m(S(1r ⊗ L)) = S(Pr ⊗ m(L))ST:
Theorem 2. Let the array A be an OA of strength 1; i.e.;
A= (a1; : : : ; am) = (S1(1r1 ⊗ (p1)); : : : ; Sm(1rm ⊗ (pm)));
where ripi = n and Si is a permutation matrix; for i = 1; : : : ; m.
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The following statements are equivalent.
(1) A is an OA of strength 2.
(2) The MI of A is a projection matrix.
(3) The MIs of any two columns of A are orthogonal; i.e.; m(ai)m(aj) = 0 (i = j).
(4) The projection matrix n can be decomposed as n = m(a1) + · · · + m(am) + #;
where rk(#) = n− 1−∑mj=1(pj − 1) is the rank of the matrix #.
Denition 3. An orthogonal array A is said to be saturated if
∑m
j=1(pj − 1) = n − 1
(or, equivalently, m(A) = n).
Corollary 1. Let (L; H) and K be OAs of run size n. Then (K;H) is an OA if
m(K)6m(L); where m(K)6m(L) means that the di@erence m(K)− m(L) is nonneg-
ative deAnite.
Corollary 2. Suppose L and H are orthogonal arrays. Then K=(L; H) is also an OA
if m(L) and m(H) are orthogonal; i.e.; m(L)m(H)=0. In this case; m(K)=m(L)+m(H).
Theorem 3. Suppose that a and b are OAs which have only one column with run
size n; i.e.; a=Ln(p)= (a1; : : : ; an)T; b=Ln(q)= (b1; : : : ; bn)T. Then the MI of a L b is
m(a L b) = m(a) + m(b) + nm(a) ◦ m(b) = m(b L a);
if m(a)m(b) = 0; where a L b= (a1q+ b1; : : : ; anq+ bn)T is the repeating operation of
a and b in DeAnition 1; and m(a) ◦ m(b) is the usual Hadamard product in matrix
theory.
Corollary 3. Let K1 = Ln(p1 : : : pm) = (Ln(p1); : : : ; Ln(pm)) and K2 = Ln(q1 : : : qm) =
(Ln(q1); : : : ; Ln(qm)) be OAs of run size n. Then
m(K1 LK2)6m(K1) + m(K2) + nm(K1) ◦ m(K2)
if m(K1) · m(K2) = 0; where K1 LK2 , (Ln(p1) LLn(q1); : : : ; Ln(pm) LLn(qm)).
Corollary 4. Suppose that Ln1 = Ln1 (p1 : : : pm) = (Ln1 (p1); : : : ; Ln1 (pm)) and Ln2 =
Ln2 (q1 : : : qm)=(Ln2 (q1); : : : ; Ln2 (qm)) are orthogonal arrays. Then (Ln1⊗1n2 ) L (1n1⊗Ln2 )
is also an OA. In this case;
m((Ln1 ⊗ 1n2 ) L (1n1 ⊗ Ln2 ))6m(Ln1 )⊗ Pn2 + Pn1 ⊗ m(Ln2 ) + m(Ln1 )⊗ m(Ln2 ):
Corollary 5. Suppose that p is a prime and a and b are OAs which have only
one column with run size n and p levels; i.e.; a= Ln(p) = (a1; : : : ; an)T; b= Ln(p) =
(b1; : : : ; bn)T. Then Ln(pp−1)=(a+b; : : : ; [p−1]a+b); modp; is also an OA whose MI
is nm(a)◦m(b) if m(a)m(b)=0. In particular; Lp2 (pp−1)=((p)⊕ (p); : : : ; (p)+[p−1]⊕
(p)); modp; is also an OA whose MI is p ⊗ p.
These theorems and corollaries can be found in [23–25].
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3. A general method for constructing OAs by the generalized Hadamard product
based on the orthogonal decomposition of the projection matrix n
Our procedure of constructing mixed-level OAs by using the generalized Hadamard
product based on the orthogonal decomposition of the projection matrix n consists of
the following three steps:
Step 1. Orthogonally decompose the projection matrix n:
n = (A1 + B1 + nA1 ◦ B1) + · · ·+ (Ak1 + Bk1 + nAk1 ◦ Bk1 ) + C1 + · · ·+ Ck;
where Ai; Bi; nAi ◦ Bi; Cj are projection matrices.
Step 2. Find OAs K1i ; K
2
i and Hj from some known OAs such that
m(K1i )6Ai; m(K
2
i )6Bi and m(Hj)6Cj:
Step 3. Lay out the new OA L by Theorem 3 and Corollaries 1–3:
L= (K11 LK
2
1 ; : : : ; K
1
k1 LK
2
k1 ; H1; : : : ; Hk2 ) (k26k):
In applying Step 1, the following orthogonal decompositions of n are very useful:
n · k = In ⊗ Pk + n ⊗ Pk = n ⊗ Pk + Pn ⊗ k + n ⊗ k = n ⊗ Ik + Pn ⊗ k ;
p · r · q = p ⊗ Ir ⊗ Pq + Pp ⊗ rq + p ⊗ Ir ⊗ q: (3)
These equations are easy to verify from n = In − Pn; Pnk = Pn ⊗ Pk and Ink = In ⊗ Ik .
The following theorem plays a very useful role in the procedure:
Theorem 4. Suppose p ⊗ Ir =
∑k
j=1 Sj(A⊗ Pr2 )STj +# and q =
∑k
j=1 TjBT
T
j +# are
orthogonal decompositions of p ⊗ Ir and q; respectively; where n = prq; r = r1r2
and the Sjs and Tjs are permutation matrices satisfying Sj(p ⊗ Ir)STj = p ⊗ Ir for
j = 1; : : : ; k. If there exists on OA L(−)rq such that
Pp ⊗ m(L(−)rq )6Pp ⊗ rq −
k1∑
j=1
(Sj ⊗ Tj)(Ppr1 ⊗ Ir2 ⊗ B)(Sj ⊗ Tj)T;
where (k16k); then prq can be orthogonally decomposed into
prq = Pp ⊗ m(L(−)rq )
+
k1∑
j=1
(Sj ⊗ Tj)(A⊗ Pr2q + Ppr1 ⊗ Ir2 ⊗ B+ p ⊗ Ir ⊗ B)(Sj ⊗ Tj)T
+
k∑
j=k1+1
(Sj ⊗ Tj)(A⊗ Pr2q + p ⊗ Ir ⊗ B)(Sj ⊗ Tj)T + #: (4)
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If there also exist OAs K1; K2 and H such that m(K1)6A; m(K2)6Ir2 ⊗ B and
m(H)6A⊗ Pr2q + p ⊗ Ir ⊗ B; then
L= [1p ⊗ L(−)rq ; (S1 ⊗ T1)[(K1 ⊗ 1r2q) L (1pr1 ⊗ K2)]; : : : ; (Sk1 ⊗ Tk1 )
× [(K1 ⊗ 1r2q) L (1pr1 ⊗ K2)]; (Sk1+1 ⊗ Tk1+1)H; : : : ; (Sk ⊗ Tk)H ]
is also an OA.
Proof. From (3), we have
prq = p ⊗ Ir ⊗ Pq + Pp ⊗ rq + p ⊗ Ir ⊗ q:
Suppose that Pp⊗rq=Pp⊗m(L(−)rq )+
∑k1
j=1(Sj⊗Tj)(Ppr1 ⊗ Ir2 ⊗B)(Sj⊗Tj)T +# is an
orthogonal decomposition of Pp ⊗ rq. Since Pq = TjPqTTj and Sj(p ⊗ Ir)STj = p ⊗ Ir
hold for all j, we get
prq = Pp ⊗ m(L(−)rq ) +
k∑
j=1
[Sj(A⊗ Pr2 )STj ]⊗ [TjPqTTj ]
+
k1∑
j=1
(Sj ⊗ Tj)(Ppr1 ⊗ Ir2 ⊗ B)(Sj ⊗ Tj)T
+
k∑
j=1
[Sj(p ⊗ Ir)STj ]⊗ [TjBTTj ] + #:
Using the matrix property (ABC)⊗ (DEF) = (A⊗ D)(B⊗ E)(C ⊗ F), we obtain
prq = Pp ⊗ m(L(−)rq )
+
k1∑
j=1
(Sj ⊗ Tj)(A⊗ Pr2q + Ppr1 ⊗ Ir2 ⊗ B+ p ⊗ Ir ⊗ B)(Sj ⊗ Tj)T
+
k∑
j=k1+1
(Sj ⊗ Tj)(A⊗ Pr2q + p ⊗ Ir ⊗ B)(Sj ⊗ Tj)T + #:
Thus, (4) holds.
Since the decompositions of p⊗ Ir ; rq and q are orthogonal, the decomposition of
prq in (4) is orthogonal. By Theorem 1, we have
m((Sj ⊗ Tj)H) = (Sj ⊗ Tj)m(H)(STj ⊗ TTj )
6 (Sj ⊗ Tj)(A⊗ Pr2q + p ⊗ Ir ⊗ B)(Sj ⊗ Tj)T
and
m(1p ⊗ L(−)rq ) = Pp ⊗ m(L(−)rq ):
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Also by Theorem 3 and Corollary 4, we have
m((Sj ⊗ Tj)(K1 ⊗ 1r2q) L (1pr1 ⊗ K2))
6(Sj ⊗ Tj)[m(K1)⊗ Pr2q + Ppr1 ⊗ m(K2) + m(K1)⊗ m(K2)](Sj ⊗ Tj)T
6(Sj ⊗ Tj)(A⊗ Pr2q + Ppr1 ⊗ Ir2 ⊗ B+ p ⊗ Ir ⊗ B)(Sj ⊗ Tj)T
for j = 1; : : : ; k1. So L is an OA.
Now, we prove that Pp⊗rq=Pp⊗m(L(−)rq )+
∑k1
j=1(Sj⊗Tj)(Ppr1⊗Ir2⊗B)(Sj⊗Tj)T+#
is an orthogonal decomposition of Pp ⊗ rq. Since
∑k
j=1 TjBT
T
j + # is an orthogonal
decomposition of q, we have
((Ti)B(Ti)T)((Tj)B(Tj)T) = 0; (∗)
((Ti)B(Ti)T)(q) = ((Tj)B(Tj)T): (∗∗)
Using the matrix property (A⊗ D)(B⊗ E)(C ⊗ F) = (ABC)⊗ (DEF) and (∗), for all
i = j, we obtain
(Si ⊗ Ti)((Ppr1 ⊗ Ir2 )⊗ B)(Si ⊗ Ti)T · (Sj ⊗ Tj)((Ppr1 ⊗ Ir2 )⊗ B)(Sj ⊗ Tj)T
= [(Si)(Ppr1 ⊗ Ir2 )(Si)T(Sj)(Ppr1 ⊗ Ir2 )(Sj)T]⊗ [((Ti)B(Ti)T)((Tj)B(Tj)T)]
= 0:
Thus,
∑k1
j=1(Sj ⊗ Tj)(Ppr1 ⊗ Ir2 ⊗ B)(Sj ⊗ Tj)T is a projection matrix, denoted by D.
Similarly, by (3) and (∗∗), for all j, we obtain
(Sj ⊗ Tj)(Ppr1 ⊗ Ir2 ⊗ B)(Sj ⊗ Tj)T · (Pp ⊗ rq)
= (Sj ⊗ Tj)(Ppr1 ⊗ Ir2 ⊗ B)(Sj ⊗ Tj)T · (Pp ⊗ r ⊗ Pq)
+ (Sj ⊗ Tj)(Ppr1 ⊗ Ir2 ⊗ B)(Sj ⊗ Tj)T · (Pp ⊗ Ir ⊗ q)
= [(Sj)(Ppr1 ⊗ Ir2 )(Sj)T · (Pp ⊗ r)]⊗ [((Tj)B(Tj)T)(Pq)]
+ [(Sj)(Ppr1 ⊗ Ir2 )(Sj)T · (Pp ⊗ Ir)]⊗ [((Tj)B(Tj)T)(q)]
= [(Sj)((Ppr1 ⊗ Ir2 ) · (Pp ⊗ Ir))(Sj)T]⊗ [(Tj)B(Tj)T]
= (Sj ⊗ Tj)(Ppr1 ⊗ Ir2 ⊗ B)(Sj ⊗ Tj)T;
where (Sj)T · (Pp⊗ Ir) · (Sj)= (Sj)T · Ipr · (Sj)− (Sj)T · (p⊗ Ir) · (Sj)= Ipr − p⊗
Ir = Pp ⊗ Ir follows from (Sj) · (p ⊗ Ir) · (Sj)T = p ⊗ Ir . Thus, Pp ⊗ rq −D is also
a projection matrix.
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On the other hand, by Theorem 2 and the condition that Pp⊗m(L(−)rq )6Pp⊗rq−D,
we have
0 = Pp ⊗ m(L(−)rq )− Pp ⊗ m(L(−)rq ) · (Pp ⊗ rq) · Pp ⊗ m(L(−)rq )
6−Pp ⊗ m(L(−)rq ) · D · Pp ⊗ m(L(−)rq );
= −(Pp ⊗ m(L(−)rq ) · D)(Pp ⊗ m(L(−)rq ) · D)T;
i.e., Pp ⊗m(L(−)rq ) · D= 0. Thus, #= Pp ⊗ rq −D− Pp ⊗m(L(−)rq ) is also a projection
matrix since (#)(#)T = #. This completes the proof.
4. Constructions of OAs of run sizes 36 and 72
4.1. Construction of the OAs L36(6 · 38 · 210) and L36(62 · 34 · 29)
By (1) and Corollary 5, we may assume without loss of generality that
L4(23) = [(2)⊗ 12; Q1((2)⊗ 12); Q2((2)⊗ 12)]
and
L9(34) = [(3)⊗ 13; 13 ⊗ (3); S1((3)⊗ 13); S2((3)⊗ 13)];
where Q1 =K(2; 2); Q2 =K(2; 2) diag(I2; N2) · K(2; 2)T; S1 =K(3; 3) diag(I3; N3; N 23 ) ·
K(3; 3)T and S2 = K(3; 3) diag(I3; N 23 ; N3) · K(3; 3)T are permutation matrices (see Ta-
bles 1–3) satisfying Sj(3 ⊗ I3)STj = 3 ⊗ I3 for j = 1; 2.
Since L4(23) and L9(34) are saturated OAs, from (2), and Theorems 1 and 2, we
have
4 =
2∑
i=1
Qi(2 ⊗ P2)QTi + 2 ⊗ P2
and
3 ⊗ I3 = 9 − P3 ⊗ 3 =
2∑
i=1
Si(3 ⊗ P3)STi + 3 ⊗ P3: (5)
Now, we want to use Theorem 4 to complete the construction. From (3), we have
36 = 3 ⊗ I3 ⊗ P4 + P3 ⊗ 12 + 3 ⊗ I3 ⊗ 4;
where p= 3; r = 3 and q= 4. Let k1 = 2 and r2 = 1 in Theorem 4. We shall End an
OA L(−)12 such that
P3 ⊗ m(L(−)12 )6P3 ⊗ 12 −
2∑
i=1
(Si ⊗ Qi)(P9 ⊗ 2 ⊗ P2)(Si ⊗ Qi)T;
i.e., there exists an orthogonal array L12 such that
13 ⊗ L12 = [(S1 ⊗ Q1) · (19 ⊗ (2)⊗ 12); (S2 ⊗ Q2) · (19 ⊗ (2)⊗ 12); 13 ⊗ L(−)12 ]:
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Table 1
The OAs of run size 36 obtained in Section 4:1
No. OA L36(312 · 211) RE L36
0 C1–C4 C5–C8 C9–C12 B1–B4 B5–B11 L FF1–F3 C
1 1 1 2 2 1 1 2 2 1 1 2 2 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
2 1 1 2 2 2 2 1 1 2 2 1 1 1 1 1 0 0 0 1 0 1 0 1 1 0 4 1 1 0
3 2 2 1 1 1 1 2 2 2 2 1 1 0 1 0 1 1 1 1 0 0 0 1 2 1 2 0 1 0
4 2 2 1 1 2 2 1 1 1 1 2 2 1 0 1 1 1 0 1 0 0 1 0 3 1 3 1 0 0
5 1 2 1 2 2 0 2 0 0 1 0 1 0 0 0 1 0 0 1 1 1 1 1 4 2 1 2 4 1
6 1 2 1 2 0 2 0 2 1 0 1 0 1 1 0 0 1 0 0 1 0 1 1 5 2 2 3 5 1
7 2 1 2 1 2 0 2 0 1 0 1 0 0 1 1 0 0 1 1 1 0 1 0 6 3 4 2 5 1
8 2 1 2 1 0 2 0 2 0 1 0 1 1 0 1 1 0 1 0 1 0 0 1 7 3 3 3 4 1
9 1 2 2 1 0 1 1 0 2 0 0 2 0 0 1 0 1 1 0 0 1 1 1 8 4 3 4 2 2
10 1 2 2 1 1 0 0 1 0 2 2 0 1 1 0 1 0 1 0 0 1 1 0 9 4 2 5 3 2
11 2 1 1 2 0 1 1 0 0 2 2 0 0 1 1 1 1 0 0 1 1 0 0 10 5 4 4 3 2
12 2 1 1 2 1 0 0 1 2 0 0 2 1 0 0 0 1 1 1 1 1 0 0 11 5 1 5 2 2
13 2 2 0 0 2 2 0 0 2 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 2 2 0
14 2 2 0 0 0 0 2 2 0 0 2 2 1 1 1 0 0 0 1 0 1 0 1 1 0 5 3 3 0
15 0 0 2 2 2 2 0 0 0 0 2 2 0 1 0 1 1 1 1 0 0 0 1 2 1 0 2 3 0
16 0 0 2 2 0 0 2 2 2 2 0 0 1 0 1 1 1 0 1 0 0 1 0 3 1 4 3 2 0
17 2 0 2 0 0 1 0 1 1 2 1 2 0 0 0 1 0 0 1 1 1 1 1 4 2 2 4 0 1
18 2 0 2 0 1 0 1 0 2 1 2 1 1 1 0 0 1 0 0 1 0 1 1 5 2 0 5 1 1
19 0 2 0 2 0 1 0 1 2 1 2 1 0 1 1 0 0 1 1 1 0 1 0 6 3 5 4 1 1
20 0 2 0 2 1 0 1 0 1 2 1 2 1 0 1 1 0 1 0 1 0 0 1 7 3 4 5 0 1
21 2 0 0 2 1 2 2 1 0 1 1 0 0 0 1 0 1 1 0 0 1 1 1 8 4 4 0 4 2
22 2 0 0 2 2 1 1 2 1 0 0 1 1 1 0 1 0 1 0 0 1 1 0 9 4 0 1 5 2
23 0 2 2 0 1 2 2 1 1 0 0 1 0 1 1 1 1 0 0 1 1 0 0 10 5 5 0 5 2
24 0 2 2 0 2 1 1 2 0 1 1 0 1 0 0 0 1 1 1 1 1 0 0 11 5 2 1 4 2
25 0 0 1 1 0 0 1 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 4 0
26 0 0 1 1 1 1 0 0 1 1 0 0 1 1 1 0 0 0 1 0 1 0 1 1 0 3 5 5 0
27 1 1 0 0 0 0 1 1 1 1 0 0 0 1 0 1 1 1 1 0 0 0 1 2 1 1 4 5 0
28 1 1 0 0 1 1 0 0 0 0 1 1 1 0 1 1 1 0 1 0 0 1 0 3 1 5 5 4 0
29 0 1 0 1 1 2 1 2 2 0 2 0 0 0 0 1 0 0 1 1 1 1 1 4 2 0 0 2 1
30 0 1 0 1 2 1 2 1 0 2 0 2 1 1 0 0 1 0 0 1 0 1 1 5 2 1 1 3 1
31 1 0 1 0 1 2 1 2 0 2 0 2 0 1 1 0 0 1 1 1 0 1 0 6 3 3 0 3 1
32 1 0 1 0 2 1 2 1 2 0 2 0 1 0 1 1 0 1 0 1 0 0 1 7 3 5 1 2 1
33 0 1 1 0 2 0 0 2 1 2 2 1 0 0 1 0 1 1 0 0 1 1 1 8 4 5 2 0 2
34 0 1 1 0 0 2 2 0 2 1 1 2 1 1 0 1 0 1 0 0 1 1 0 9 4 1 3 1 2
35 1 0 0 1 2 0 0 2 2 1 1 2 0 1 1 1 1 0 0 1 1 0 0 10 5 3 2 1 2
36 1 0 0 1 0 2 2 0 1 2 2 1 1 0 0 0 1 1 1 1 1 0 0 11 5 0 3 0 2
ORTHER OA L36
L36(12 · 312) = (LC1 − C12)
L36(312 · 211) = (C1 − C12B1 − B11)
L36(6 · 38 · 210) = (F3C1 − C8B1B3 − B11)
L36(62 · 34 · 29) = (F2F3C1 − C4B3 − B11)
L36(63 · 28) = (F1F2F3B4 − B11)
L36(313 · 24) = (CC1 − C12B1 − B4)
L36(6 · 39 · 23) = (CF3C1 − C8B1B3B4)
L36(62 · 35 · 22) = (CF2F3C1 − C4B3B4)
L36(63 · 3 · 2) = (CF1F2F3B4)
L36(6 · 312 · 22) = (FC1 − C12B1B2)
L36(62 · 38 · 2) = (FF3C1 − C8B1)
L36(63 · 34) = (FF2F3C1 − C4)
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Table 2
The OAs of run size 72 obtained in Section 4.2
No. OA L72(324 · 223) RE L72
0 C1–C4 C5–C8 C9–C12 C12–C16 C17–C20 C21–C24 B1–B4 B5–B11 B12–B15 B16–B23 X L F1–F4F D C
1 1 1 2 2 1 1 2 2 2 2 0 0 2 2 0 0 0 0 1 1 0 0 1 1 0 0 0 1 0 1 1 1 1 0 1 0 0 0 0 0 1 1 1 1 1 0 1 0 0 2 2 0 0 0 3 0
2 1 1 2 2 1 1 2 2 0 0 2 2 0 0 2 2 1 1 0 0 1 1 0 0 0 0 0 1 0 1 1 1 1 0 1 1 1 1 1 1 0 0 0 0 0 1 0 1 0 3 3 1 1 0 0 0
3 2 2 1 1 2 2 1 1 2 2 0 0 2 2 0 0 1 1 0 0 1 1 0 0 0 1 1 1 1 1 0 1 0 0 0 0 0 1 1 1 0 1 1 0 1 0 0 2 1 2 2 1 1 1 3 0
4 2 2 1 1 2 2 1 1 0 0 2 2 0 0 2 2 0 0 1 1 0 0 1 1 0 1 1 1 1 1 0 1 0 0 0 1 1 0 0 0 1 0 0 1 0 1 1 3 1 3 3 0 0 1 0 0
5 1 1 2 2 2 2 1 1 0 0 1 1 1 1 0 0 2 2 0 0 0 0 2 2 1 1 1 0 0 1 1 0 1 0 0 0 1 0 1 1 1 1 0 1 0 0 0 4 2 4 5 0 1 0 2 0
6 1 1 2 2 2 2 1 1 1 1 0 0 0 0 1 1 0 0 2 2 2 2 0 0 1 1 1 0 0 1 1 0 1 0 0 1 0 1 0 0 0 0 1 0 1 1 1 5 2 5 4 1 0 0 1 0
7 2 2 1 1 1 1 2 2 0 0 1 1 1 1 0 0 0 0 2 2 2 2 0 0 1 0 0 0 1 1 0 1 1 1 0 0 1 1 0 0 0 1 0 1 1 1 0 6 3 4 5 1 0 1 2 0
8 2 2 1 1 1 1 2 2 1 1 0 0 0 0 1 1 2 2 0 0 0 0 2 2 1 0 0 0 1 1 0 1 1 1 0 1 0 0 1 1 1 0 1 0 0 0 1 7 3 5 4 0 1 1 1 0
9 2 0 2 0 0 1 0 1 2 0 2 0 0 1 0 1 2 0 2 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 8 4 2 4 2 4 2 0 1
10 2 0 2 0 0 1 0 1 0 2 0 2 1 0 1 0 0 2 0 2 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 9 4 3 5 3 5 2 3 1
11 0 2 0 2 1 0 1 0 2 0 2 0 0 1 0 1 0 2 0 2 1 0 1 0 1 1 0 1 0 0 1 1 0 1 0 0 0 1 1 0 1 0 1 1 0 1 0 10 5 2 4 3 5 2 1 1
12 0 2 0 2 1 0 1 0 0 2 0 2 1 0 1 0 2 0 2 0 0 1 0 1 1 1 0 1 0 0 1 1 0 1 0 1 1 0 0 1 0 1 0 0 1 0 1 11 5 3 5 2 4 2 2 1
13 2 0 2 0 1 0 1 0 0 1 1 0 2 0 0 2 0 1 1 0 0 2 2 0 0 1 1 0 0 0 0 1 1 1 1 0 0 0 1 1 0 0 0 1 1 1 1 12 6 4 2 4 3 3 0 1
14 2 0 2 0 1 0 1 0 1 0 0 1 0 2 2 0 1 0 0 1 2 0 0 2 0 1 1 0 0 0 0 1 1 1 1 1 1 1 0 0 1 1 1 0 0 0 0 13 6 5 3 5 2 3 3 1
15 0 2 0 2 0 1 0 1 0 1 1 0 2 0 0 2 1 0 0 1 2 0 0 2 1 0 1 1 0 1 0 0 0 1 1 0 0 1 0 1 1 1 0 0 0 1 1 14 7 4 2 5 2 3 2 1
16 0 2 0 2 0 1 0 1 1 0 0 1 0 2 2 0 0 1 1 0 0 2 2 0 1 0 1 1 0 1 0 0 0 1 1 1 1 0 1 0 0 0 1 1 1 0 0 15 7 5 3 4 3 3 1 1
17 0 1 1 0 2 0 0 2 2 0 2 0 1 0 1 0 0 1 1 0 2 0 0 2 1 1 0 1 1 0 0 0 1 0 1 0 1 0 0 1 1 0 1 0 1 1 0 16 8 2 5 4 2 4 1 2
18 0 1 1 0 2 0 0 2 0 2 0 2 0 1 0 1 1 0 0 1 0 2 2 0 1 1 0 1 1 0 0 0 1 0 1 1 0 1 1 0 0 1 0 1 0 0 1 17 8 3 4 5 3 4 2 2
19 1 0 0 1 0 2 2 0 2 0 2 0 1 0 1 0 1 0 0 1 0 2 2 0 0 0 1 1 1 0 1 0 1 1 0 0 1 1 1 0 1 0 0 0 1 0 1 18 9 2 5 5 3 4 0 2
20 1 0 0 1 0 2 2 0 0 2 0 2 0 1 0 1 0 1 1 0 2 0 0 2 0 0 1 1 1 0 1 0 1 1 0 1 0 0 0 1 0 1 1 1 0 1 0 19 9 3 4 4 2 4 3 2
21 0 1 1 0 0 2 2 0 0 1 1 0 0 2 2 0 2 0 2 0 1 0 1 0 0 1 0 0 1 1 1 0 0 1 1 0 1 0 1 0 0 1 1 0 0 1 1 20 10 4 3 2 5 5 3 2
22 0 1 1 0 0 2 2 0 1 0 0 1 2 0 0 2 0 2 0 2 0 1 0 1 0 1 0 0 1 1 1 0 0 1 1 1 0 1 0 1 1 0 0 1 1 0 0 21 10 5 2 3 4 5 0 2
23 1 0 0 1 2 0 0 2 0 1 1 0 0 2 2 0 0 2 0 2 0 1 0 1 1 0 1 0 1 0 1 1 0 0 1 0 1 1 0 1 0 0 1 1 0 0 1 22 11 4 3 3 4 5 1 2
24 1 0 0 1 2 0 0 2 1 0 0 1 2 0 0 2 2 0 2 0 1 0 1 0 1 0 1 0 1 0 1 1 0 0 1 1 0 0 1 0 1 1 0 0 1 1 0 23 11 5 2 2 5 5 2 2
25 2 2 0 0 2 2 0 0 0 0 1 1 0 0 1 1 1 1 2 2 1 1 2 2 0 0 0 1 0 1 1 1 1 0 1 0 0 0 0 0 1 1 1 1 1 0 1 0 0 4 4 2 2 0 3 0
26 2 2 0 0 2 2 0 0 1 1 0 0 1 1 0 0 2 2 1 1 2 2 1 1 0 0 0 1 0 1 1 1 1 0 1 1 1 1 1 1 0 0 0 0 0 1 0 1 0 5 5 3 3 0 0 0
27 0 0 2 2 0 0 2 2 0 0 1 1 0 0 1 1 2 2 1 1 2 2 1 1 0 1 1 1 1 1 0 1 0 0 0 0 0 1 1 1 0 1 1 0 1 0 0 2 1 4 4 3 3 1 3 0
28 0 0 2 2 0 0 2 2 1 1 0 0 1 1 0 0 1 1 2 2 1 1 2 2 0 1 1 1 1 1 0 1 0 0 0 1 1 0 0 0 1 0 0 1 0 1 1 3 1 5 5 2 2 1 0 0
29 2 2 0 0 0 0 2 2 1 1 2 2 2 2 1 1 0 0 1 1 1 1 0 0 1 1 1 0 0 1 1 0 1 0 0 0 1 0 1 1 1 1 0 1 0 0 0 4 2 0 1 2 3 0 2 0
30 2 2 0 0 0 0 2 2 2 2 1 1 1 1 2 2 1 1 0 0 0 0 1 1 1 1 1 0 0 1 1 0 1 0 0 1 0 1 0 0 0 0 1 0 1 1 1 5 2 1 0 3 2 0 1 0
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31 0 0 2 2 2 2 0 0 1 1 2 2 2 2 1 1 1 1 0 0 0 0 1 1 1 0 0 0 1 1 0 1 1 1 0 0 1 1 0 0 0 1 0 1 1 1 0 6 3 0 1 3 2 1 2 0
32 0 0 2 2 2 2 0 0 2 2 1 1 1 1 2 2 0 0 1 1 1 1 0 0 1 0 0 0 1 1 0 1 1 1 0 1 0 0 1 1 1 0 1 0 0 0 1 7 3 1 0 2 3 1 1 0
33 0 1 0 1 1 2 1 2 0 1 0 1 1 2 1 2 0 1 0 1 1 2 1 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 8 4 4 0 4 0 2 0 1
34 0 1 0 1 1 2 1 2 1 0 1 0 2 1 2 1 1 0 1 0 2 1 2 1 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 9 4 5 1 5 1 2 3 1
35 1 0 1 0 2 1 2 1 0 1 0 1 1 2 1 2 1 0 1 0 2 1 2 1 1 1 0 1 0 0 1 1 0 1 0 0 0 1 1 0 1 0 1 1 0 1 0 10 5 4 0 5 1 2 1 1
36 1 0 1 0 2 1 2 1 1 0 1 0 2 1 2 1 0 1 0 1 1 2 1 2 1 1 0 1 0 0 1 1 0 1 0 1 1 0 0 1 0 1 0 0 1 0 1 11 5 5 1 4 0 2 2 1
37 0 1 0 1 2 1 2 1 1 2 2 1 0 1 1 0 1 2 2 1 1 0 0 1 0 1 1 0 0 0 0 1 1 1 1 0 0 0 1 1 0 0 0 1 1 1 1 12 6 0 4 0 5 3 0 1
38 0 1 0 1 2 1 2 1 2 1 1 2 1 0 0 1 2 1 1 2 0 1 1 0 0 1 1 0 0 0 0 1 1 1 1 1 1 1 0 0 1 1 1 0 0 0 0 13 6 1 5 1 4 3 3 1
39 1 0 1 0 1 2 1 2 1 2 2 1 0 1 1 0 2 1 1 2 0 1 1 0 1 0 1 1 0 1 0 0 0 1 1 0 0 1 0 1 1 1 0 0 0 1 1 14 7 0 4 1 4 3 2 1
40 1 0 1 0 1 2 1 2 2 1 1 2 1 0 0 1 1 2 2 1 1 0 0 1 1 0 1 1 0 1 0 0 0 1 1 1 1 0 1 0 0 0 1 1 1 0 0 15 7 1 5 0 5 3 1 1
41 1 2 2 1 0 1 1 0 0 1 0 1 2 1 2 1 1 2 2 1 0 1 1 0 1 1 0 1 1 0 0 0 1 0 1 0 1 0 0 1 1 0 1 0 1 1 0 16 8 4 1 0 4 4 1 2
42 1 2 2 1 0 1 1 0 1 0 1 0 1 2 1 2 2 1 1 2 1 0 0 1 1 1 0 1 1 0 0 0 1 0 1 1 0 1 1 0 0 1 0 1 0 0 1 17 8 5 0 1 5 4 2 2
43 2 1 1 2 1 0 0 1 0 1 0 1 2 1 2 1 2 1 1 2 1 0 0 1 0 0 1 1 1 0 1 0 1 1 0 0 1 1 1 0 1 0 0 0 1 0 1 18 9 4 1 1 5 4 0 2
44 2 1 1 2 1 0 0 1 1 0 1 0 1 2 1 2 1 2 2 1 0 1 1 0 0 0 1 1 1 0 1 0 1 1 0 1 0 0 0 1 0 1 1 1 0 1 0 19 9 5 0 0 4 4 3 2
45 1 2 2 1 1 0 0 1 1 2 2 1 1 0 0 1 0 1 0 1 2 1 2 1 0 1 0 0 1 1 1 0 0 1 1 0 1 0 1 0 0 1 1 0 0 1 1 20 10 0 5 4 1 5 3 2
46 1 2 2 1 1 0 0 1 2 1 1 2 0 1 1 0 1 0 1 0 1 2 1 2 0 1 0 0 1 1 1 0 0 1 1 1 0 1 0 1 1 0 0 1 1 0 0 21 10 1 4 5 0 5 0 2
47 2 1 1 2 0 1 1 0 1 2 2 1 1 0 0 1 1 0 1 0 1 2 1 2 1 0 1 0 1 0 1 1 0 0 1 0 1 1 0 1 0 0 1 1 0 0 1 22 11 0 5 5 0 5 1 2
48 2 1 1 2 0 1 1 0 2 1 1 2 0 1 1 0 0 1 0 1 2 1 2 1 1 0 1 0 1 0 1 1 0 0 1 1 0 0 1 0 1 1 0 0 1 1 0 23 11 1 4 4 1 5 2 2
49 0 0 1 1 0 0 1 1 1 1 2 2 1 1 2 2 2 2 0 0 2 2 0 0 0 0 0 1 0 1 1 1 1 0 1 0 0 0 0 0 1 1 1 1 1 0 1 0 0 0 0 4 4 0 3 0
50 0 0 1 1 0 0 1 1 2 2 1 1 2 2 1 1 0 0 2 2 0 0 2 2 0 0 0 1 0 1 1 1 1 0 1 1 1 1 1 1 0 0 0 0 0 1 0 1 0 1 1 5 5 0 0 0
51 1 1 0 0 1 1 0 0 1 1 2 2 1 1 2 2 0 0 2 2 0 0 2 2 0 1 1 1 1 1 0 1 0 0 0 0 0 1 1 1 0 1 1 0 1 0 0 2 1 0 0 5 5 1 3 0
52 1 1 0 0 1 1 0 0 2 2 1 1 2 2 1 1 2 2 0 0 2 2 0 0 0 1 1 1 1 1 0 1 0 0 0 1 1 0 0 0 1 0 0 1 0 1 1 3 1 1 1 4 4 1 0 0
53 0 0 1 1 1 1 0 0 2 2 0 0 0 0 2 2 1 1 2 2 2 2 1 1 1 1 1 0 0 1 1 0 1 0 0 0 1 0 1 1 1 1 0 1 0 0 0 4 2 2 3 4 5 0 2 0
54 0 0 1 1 1 1 0 0 0 0 2 2 2 2 0 0 2 2 1 1 1 1 2 2 1 1 1 0 0 1 1 0 1 0 0 1 0 1 0 0 0 0 1 0 1 1 1 5 2 3 2 5 4 0 1 0
55 1 1 0 0 0 0 1 1 2 2 0 0 0 0 2 2 2 2 1 1 1 1 2 2 1 0 0 0 1 1 0 1 1 1 0 0 1 1 0 0 0 1 0 1 1 1 0 6 3 2 3 5 4 1 2 0
56 1 1 0 0 0 0 1 1 0 0 2 2 2 2 0 0 1 1 2 2 2 2 1 1 1 0 0 0 1 1 0 1 1 1 0 1 0 0 1 1 1 0 1 0 0 0 1 7 3 3 2 4 5 1 1 0
57 1 2 1 2 2 0 2 0 1 2 1 2 2 0 2 0 1 2 1 2 2 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 8 4 0 2 0 2 2 0 1
58 1 2 1 2 2 0 2 0 2 1 2 1 0 2 0 2 2 1 2 1 0 2 0 2 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 9 4 1 3 1 3 2 3 1
59 2 1 2 1 0 2 0 2 1 2 1 2 2 0 2 0 2 1 2 1 0 2 0 2 1 1 0 1 0 0 1 1 0 1 0 0 0 1 1 0 1 0 1 1 0 1 0 10 5 0 2 1 3 2 1 1
60 2 1 2 1 0 2 0 2 2 1 2 1 0 2 0 2 1 2 1 2 2 0 2 0 1 1 0 1 0 0 1 1 0 1 0 1 1 0 0 1 0 1 0 0 1 0 1 11 5 1 3 0 2 2 2 1
61 1 2 1 2 0 2 0 2 2 0 0 2 1 2 2 1 2 0 0 2 2 1 1 2 0 1 1 0 0 0 0 1 1 1 1 0 0 0 1 1 0 0 0 1 1 1 1 12 6 2 0 2 1 3 0 1
62 1 2 1 2 0 2 0 2 0 2 2 0 2 1 1 2 0 2 2 0 1 2 2 1 0 1 1 0 0 0 0 1 1 1 1 1 1 1 0 0 1 1 1 0 0 0 0 13 6 3 1 3 0 3 3 1
63 2 1 2 1 2 0 2 0 2 0 0 2 1 2 2 1 0 2 2 0 1 2 2 1 1 0 1 1 0 1 0 0 0 1 1 0 0 1 0 1 1 1 0 0 0 1 1 14 7 2 0 3 0 3 2 1
64 2 1 2 1 2 0 2 0 0 2 2 0 2 1 1 2 2 0 0 2 2 1 1 2 1 0 1 1 0 1 0 0 0 1 1 1 1 0 1 0 0 0 1 1 1 0 0 15 7 3 1 2 1 3 1 1
65 2 0 0 2 1 2 2 1 1 2 1 2 0 2 0 2 2 0 0 2 1 2 2 1 1 1 0 1 1 0 0 0 1 0 1 0 1 0 0 1 1 0 1 0 1 1 0 16 8 0 3 2 0 4 1 2
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Table 2. (continued)
No. OA L72(324 · 223) RE L72
0 C1–C4 C5–C8 C9–C12 C12–C16 C17–C20 C21–C24 B1–B4 B5–B11 B12–B15 B16–B23 X L F1–F4F D C
66 2 0 0 2 1 2 2 1 2 1 2 1 2 0 2 0 0 2 2 0 2 1 1 2 1 1 0 1 1 0 0 0 1 0 1 1 0 1 1 0 0 1 0 1 0 0 1 17 8 1 2 3 1 4 2 2
67 0 2 2 0 2 1 1 2 1 2 1 2 0 2 0 2 0 2 2 0 2 1 1 2 0 0 1 1 1 0 1 0 1 1 0 0 1 1 1 0 1 0 0 0 1 0 1 18 9 0 3 3 1 4 0 2
68 0 2 2 0 2 1 1 2 2 1 2 1 2 0 2 0 2 0 0 2 1 2 2 1 0 0 1 1 1 0 1 0 1 1 0 1 0 0 0 1 0 1 1 1 0 1 0 19 9 1 2 2 0 4 3 2
69 2 0 0 2 2 1 1 2 2 0 0 2 2 1 1 2 1 2 1 2 0 2 0 2 0 1 0 0 1 1 1 0 0 1 1 0 1 0 1 0 0 1 1 0 0 1 1 20 10 2 1 0 3 5 3 2
70 2 0 0 2 2 1 1 2 0 2 2 0 1 2 2 1 2 1 2 1 2 0 2 0 0 1 0 0 1 1 1 0 0 1 1 1 0 1 0 1 1 0 0 1 1 0 0 21 10 3 0 1 2 5 0 2
71 0 2 2 0 1 2 2 1 2 0 0 2 2 1 1 2 2 1 2 1 2 0 2 0 1 0 1 0 1 0 1 1 0 0 1 0 1 1 0 1 0 0 1 1 0 0 1 22 11 2 1 1 2 5 1 2
72 0 2 2 0 1 2 2 1 0 2 2 0 1 2 2 1 1 2 1 2 0 2 0 2 1 0 1 0 1 0 1 1 0 0 1 1 0 0 1 0 1 1 0 0 1 1 0 23 11 3 0 0 3 5 2 2
ORTHER OA L72
L72(24 · 324) = (XC1 − C24)
L72(12 · 324 · 212) = (LC1 − C24B12 − B23)
L72(12 · 6 · 320 · 211) = (LF4C1 − C20B12 − B14B16 − B23)
L72(12 · 62 · 316 · 210) = (LF3F4C1 − C16B12B13B16 − B23)
L72(12 · 63 · 312 · 29) = (LF2F3F4C1 − C12B12B16 − B23)
L72(12 · 64 · 38 · 28) = (LF1 − F4C1 − C8B16 − B23)
L72(4 · 324 · 220) = (DC1 − C24B2 − B11B12 − B17B20 − B23)
L72(4 · 6 · 320 · 219) = (DF4C1 − C20B2 − B11B12 − B14B16 − B17B20 − B23)
L72(4 · 62 · 316 · 218) = (DF3F4C1 − C16B2 − B11B12B13B16 − B17B20 − B23)
L72(4 · 63 · 312 · 217) = (DF2F3F4C1 − C12B2 − B11B12B16 − B17B20 − B23)
L72(4 · 64 · 38 · 216) = (DF1 − F4C1 − C8B2 − B11B16 − B17B20 − B23)
L72(4 · 6 · 324 · 211) = (DFC1 − C24B2B12 − B17B20 − B23)
L72(4 · 62 · 320 · 210) = (DFF4C1 − C20B2B12 − B14B16 − B17B20 − B23)
L72(4 · 63 · 316 · 29) = (DFF3F4C1 − C16B2B12B13B16 − B17B20 − B23)
L72(4 · 64 · 312 · 28) = (DFF2F3F4C1 − C12B2B12B16 − B17B20 − B23)
L72(4 · 65 · 38 · 27) = (DFF1 − F4C1 − C8B2B16 − B17B20 − B23)
L72(4 · 325 · 213) = (DCC1 − C24B2 − B4B12 − B17B20 − B23)
L72(4 · 6 · 321 · 212) = (DCF4C1 − C20B2 − B4B12 − B14B16 − B17B20 − B23)
L72(4 · 62 · 317 · 211) = (DCF3F4C1 − C16B2 − B4B12B13B16 − B17B20 − B23)
L72(4 · 63 · 313 · 210) = (DCF2F3F4C1 − C12B2 − B4B12B16 − B17B20 − B23)
L72(4 · 64 · 39 · 29) = (DCF1 − F4C1 − C8B2 − B4B16 − B17B20 − B23)
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Table 3
The permutation matrices used in the course of construction
K(3; 3) =


1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0 0
0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1 0
0 0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1


; diag(I3; N3; N 23 ) =


1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0


,
S1 =


1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1
0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0
0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0
0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0


; S2 =


1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0 0
0 0 0 1 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0 0


,
N3 =
[
0 1 0
0 0 1
1 0 0
]
; Q1 =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 ; Q2 =


1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0

,
M1=


0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1


; M2=


0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0


.
By calculation, we obtain
(S1 ⊗ Q1) · (19 ⊗ (2)⊗ 12) = 112 ⊗ (2)
and
(S2 ⊗ Q2) · (19 ⊗ (2)⊗ 12) = 19 ⊗ ((2)⊕ (2));
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Table 4
The known OAs of run size 12; 18; 9 and 4 used in this paper
OA L12(211) OA L12(3 · 24) OA L12(6 · 22)
0 0 0 0 0 0 0 0 0 0 0
1 1 1 0 0 0 1 0 1 0 1
0 1 0 1 1 1 1 0 0 0 1
1 0 1 1 1 0 1 0 0 1 0
0 0 0 1 0 0 1 1 1 1 1
1 1 0 0 1 0 0 1 0 1 1
0 1 1 0 0 1 1 1 0 1 0
1 0 1 1 0 1 0 1 0 0 1
0 0 1 0 1 1 0 0 1 1 1
1 1 0 1 0 1 0 0 1 1 0
0 1 1 1 1 0 0 1 1 0 0
1 0 0 0 1 1 1 1 1 0 0
0 0 0 0 0
0 1 1 1 0
0 0 1 0 1
0 1 0 1 1
1 0 0 0 1
1 1 1 0 0
1 0 1 1 0
1 1 0 1 1
2 0 0 1 0
2 1 1 0 1
2 0 1 1 1
2 1 0 0 0
0 0 0
0 1 1
1 0 1
1 1 0
2 0 0
2 1 1
3 0 1
3 1 0
4 0 0
4 1 1
5 0 1
5 1 0
OA L18(6 · 36) OA L9(34) OA L4(23)
FC1–C6 C1–C4 B1–B3
0 0 0 1 1 2 2
1 0 0 2 2 1 1
2 1 2 1 2 1 2
3 1 2 2 1 2 1
4 2 1 1 2 2 1
5 2 1 2 1 1 2
0 1 1 2 2 0 0
1 1 1 0 0 2 2
2 2 0 2 0 2 0
3 2 0 0 2 0 2
4 0 2 2 0 0 2
5 0 2 0 2 2 0
0 2 2 0 0 1 1
1 2 2 1 1 0 0
2 0 1 0 1 0 1
3 0 1 1 0 1 0
4 1 0 0 1 1 0
5 1 0 1 0 0 1
0 0 0 0
0 1 1 1
0 2 2 2
1 0 1 2
1 1 2 0
1 2 0 1
2 0 2 1
2 1 0 2
2 2 1 0
0 0 0
0 1 1
1 0 1
1 1 0
where (2)⊕ (2) = (0 1 1 0)T. Now, we need to End an orthogonal array L12 containing
the two columns P6 ⊗ (2) and 13 ⊗ ((2)⊕ (2)).
Each of the OAs L12(211); L12(3 · 24) and L12(6 · 22) in Table 4 contains the two
columns P6 ⊗ (2) and 13 ⊗ ((2) ⊕ (2)). Deleting these two columns from the three
OAs, we obtain OAs L12(29); L12(3 · 22) and L12(6), respectively. The MIs of these
arrays are less than or equal to 12 − P6 ⊗ 2 − P3 ⊗ 2 ⊗ 2 = 3 ⊗ I4 + P3 ⊗ 2 ⊗ P2.
By Theorem 4, we have
36 = P3 ⊗ m(L12(29)) + (3 ⊗ P12 + 3 ⊗ I3 ⊗ 2 ⊗ P2)
+
2∑
i=1
(Si ⊗ Qi)(3 ⊗ P12 + P9 ⊗ 2 ⊗ P2 + 3 ⊗ I3 ⊗ 2 ⊗ P2)(Si ⊗ Qi)T:(6)
The above decompositions are orthogonal because of the orthogonality in each step.
Y. Zhang et al. / Discrete Mathematics 238 (2001) 151–170 165
Then we want to End an OA H whose MI is less than or equal to 3⊗P6+3⊗I3⊗2.
The OA L18(6 · 36) in Table 4 contains the three columns 13⊗ (6); [S1((3)⊗13)]⊗12
and [S2((3)⊗13)]⊗12; where m(S1((3)⊗13))+m(S2((3)⊗13))=3⊗I3−3⊗P3=3⊗3
follows from (5). An L18(34) is obtained by deleting these three columns. Then
m(L18(34)) = 18 − P3 ⊗ 6 − 3 ⊗ 3 ⊗ P2 = 3 ⊗ P6 + 3 ⊗ I3 ⊗ 2:
By (6) and Theorems 1–4, we obtain two OAs L36(6 · 38 · 210) and L36(62 · 34 · 29)
as follows (see Table 1):
L36(6 · 38 · 210) = [13 ⊗ L12(29); (S1 ⊗ Q1)(L18(34)⊗ 12); 118 ⊗ (2);
(S2 ⊗ Q2)((3)⊗ 112)L(19 ⊗ (2)⊗ 12); L18(34)⊗ 12];
L36(62 · 34 · 29) = [13 ⊗ L12(29); (S1 ⊗ Q1)((3)⊗ 112L19 ⊗ (2)⊗ 12);
(S2 ⊗ Q2)((3)⊗ 112L19 ⊗ (2)⊗ 12); L18(34)⊗ 12]: (7)
A particular form of OA L36(12 · 312) can be also obtained from (6) as follows:
L36(12 · 312) = [13 ⊗ (12); L18(34)⊗ 12; (S1 ⊗ Q1)(L18(34)⊗ 12);
(S2 ⊗ Q2)(L18(34)⊗ 12)]
which can be used to construct other new OAs. The other forms of L36(12 · 312) have
been given and used by many other authors such as Taguchi [15], etc.
Furthermore, replacing the L12(29)s in (7) by L12(3 · 22) and L12(6), we can con-
struct OAs such as L36(6 · 39 · 23); L36(62 · 38 · 2); L36(62 · 35 · 22); L36(63 · 34) (see
Table 1).
By the method and some complex calculation, we can also get some other OAs
(see [20]).
L36(63 · 28) = [13 ⊗ L12(28); ((3)⊕ (3)⊗ 14)L(118 ⊗ (2));
((3)⊕ (3)+2 ⊗ 14)L(19 ⊗ (2)⊕ (2)); ((3)⊕ a)L(13 ⊗ b)];
L36(63 · 3 · 2) = [13 ⊗ L12(3 · 2); ((3)⊕ (3)⊗ 14)L(118 ⊗ (2));
((3)⊕ (3)+2 ⊗ 14)L(19 ⊗ (2)⊕ (2)); ((3)⊕ a)L(13 ⊗ b)];
where (3)+2 = (0 2 1)T = (3) + (3); mod 3; a = (1 1 2 0 1 2 1 0 0 2 1 1)T and b =
(0 1 0 1 0 0 1 1 1 0 1 0)T which is the third column of L12(211) in Table 4, i.e.,
L12(29) = (b; L12(28)) and L12(3 · 22) = (b; L12(3 · 2)).
These results have been summarized as in Table 1. Similarly, the procedure of
constructing the OAs of run size 36 can be used to construct the OAs of run size 72
(see Table 2).
4.2. Construction of OAs L72(12 · 6 · 320 · 211) and L72(12 · 62 · 316 · 210)
Zhang and Lu [27] have obtained a particular OA L18(6 · 36)=(12⊗(6); c1; : : : ; c6) in
Table 4. Since L18(6 · 36) is a saturated OA, from Theorem 1, we have
m(L18(6 · 36)) = 18.
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By calculation, we End
(c1; c2) = [S1((3)⊗ 13); S2((3)⊗ 13))]⊗ 12;
where S1 and S2 are the same permutation matrices as in Section 4.1 (see Table 3).
Thus m(c1; c2) = 3 ⊗ 3 ⊗ P2, where 3 ⊗ 3 = m(S1(13 ⊗ (3)); S2(13 ⊗ (3))) follows
from (5), and Theorems 1 and 2.
Furthermore,
(c3; c4) =M1(c1; c2); (c5; c6) =M2(c1; c2);
where
M1 = (K(3; 6)) diag(N3; N 23 ; Q1 ⊗ I3)(K(3; 6)T);
M2 = (K(3; 6)) diag(N 23 ; N3; Q2 ⊗ I3)(K(3; 6)T):
The Q1 and Q2 are the same permutation matrices as in Section 4.1 (see Table 3). By
Theorems 1 and 2, we have
3 ⊗ I6 = 3 ⊗ 3 ⊗ P2 +
2∑
j=1
Mj(3 ⊗ 3 ⊗ P2)MTj : (8)
Using the permutation matrix properties K(3; 6)T(3 ⊗ I6)K(3; 6) = I6 ⊗ 3 and
diag(N 23 ; N3; Qi ⊗ I3)(I6 ⊗ 3) diag(N 23 ; N3; Qi ⊗ I3)T
=diag((N 23 )3(N
2
3 )
T; N33(N3)T; (QiI4QTi )⊗ (I33I3))
=diag(3; 3; I4 ⊗ 3)
= I6 ⊗ 3;
we obtain
M1(3 ⊗ I6)MT1 = 3 ⊗ I6 =M2(3 ⊗ I6)MT2 :
From (3) and Theorem 4, we have
72 = P3 ⊗ 24 + 3 ⊗ I6 ⊗ P4 + 3 ⊗ I6 ⊗ 4;
where p= 3; r = 6 and q= 4. Let k1 = 2 and r2 = 2 in Theorem 4. From the known
OAs L24, we shall End an OA L
(−)
24 whose MI satisEes
P3 ⊗ m(L(−)24 )6P3 ⊗ 24 −
2∑
i=1
(Mi ⊗ Qi)(P9 ⊗ I2 ⊗ 2 ⊗ P2)(Mi ⊗ Qi)T;
i.e., there exists an orthogonal array L24 such that
13 ⊗ L24 = [(M1 ⊗ Q1) · 19 ⊗ [Q1((2)⊗ 12); Q2((2)⊗ 12)]⊗ 12;
(M2 ⊗ Q2) · 19 ⊗ [Q1((2)⊗ 12); Q2((2)⊗ 12)]⊗ 12; 13 ⊗ L(−)24 ]:
By calculations, we obtain
(M1 ⊗ Q1) · 19 ⊗ [Q1((2)⊗ 12); Q2((2)⊗ 12)]⊗ 12
= (136 ⊗ (2); 13 ⊗ (0 1 0 0 1 1)T ⊗ 12 ⊕ (2))
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Table 5
The known OAs of run size 24 used in this paper
No. OA L24(223) RE L24
0 B1–B4 B5–B11 B12–B17 B18B19 B20–B23 L F D C
1 0 0 1 0 1 0 0 1 1 1 1 0 0 0 0 0 1 1 1 0 1 1 1 0 0 3 0
2 0 0 1 0 1 0 0 1 1 1 1 1 1 1 1 1 0 0 0 1 0 0 0 0 0 0 0
3 0 1 0 1 1 1 0 0 0 1 1 0 0 1 1 1 0 1 1 0 0 1 0 1 1 3 0
4 0 1 0 1 1 1 0 0 0 1 1 1 1 0 0 0 1 0 0 1 1 0 1 1 1 0 0
5 1 0 0 1 1 0 1 1 0 1 0 0 1 0 1 1 1 1 0 0 1 0 0 2 1 2 0
6 1 0 0 1 1 0 1 1 0 1 0 1 0 1 0 0 0 0 1 1 0 1 1 2 1 1 0
7 1 1 1 0 1 0 1 0 0 0 1 0 1 1 0 0 0 1 0 1 1 1 0 3 0 2 0
8 1 1 1 0 1 0 1 0 0 0 1 1 0 0 1 1 1 0 1 0 0 0 1 3 0 1 0
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 2 0 1
10 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 4 2 3 1
11 1 1 1 0 0 1 0 1 0 1 0 0 0 1 1 0 1 0 1 1 1 0 0 5 2 1 1
12 1 1 1 0 0 1 0 1 0 1 0 1 1 0 0 1 0 1 0 0 0 1 1 5 2 2 1
13 0 0 1 1 0 1 1 1 0 0 1 0 0 0 1 1 0 0 0 1 1 1 1 6 3 0 1
14 0 0 1 1 0 1 1 1 0 0 1 1 1 1 0 0 1 1 1 0 0 0 0 6 3 3 1
15 1 1 0 1 0 0 0 1 1 0 1 0 0 1 0 1 1 1 0 1 0 0 1 7 3 2 1
16 1 1 0 1 0 0 0 1 1 0 1 1 1 0 1 0 0 0 1 0 1 1 0 7 3 1 1
17 0 1 0 0 1 1 1 1 1 0 0 0 1 0 1 0 0 1 1 1 0 0 1 8 4 3 2
18 0 1 0 0 1 1 1 1 1 0 0 1 0 1 0 1 1 0 0 0 1 1 0 8 4 0 2
19 1 1 1 1 0 0 1 0 1 1 0 0 1 1 0 1 0 0 1 0 1 0 1 9 5 1 2
20 1 1 1 1 0 0 1 0 1 1 0 1 0 0 1 0 1 1 0 1 0 1 0 9 5 2 2
21 1 0 1 1 1 1 0 0 1 0 0 0 1 0 0 1 1 0 1 1 0 1 0 10 4 1 2
22 1 0 1 1 1 1 0 0 1 0 0 1 0 1 1 0 0 1 0 0 1 0 1 10 4 2 2
23 0 0 0 0 0 1 1 0 1 1 1 0 1 1 1 0 1 0 0 0 0 1 1 11 5 0 2
24 0 0 0 0 0 1 1 0 1 1 1 1 0 0 0 1 0 1 1 1 1 0 0 11 5 3 2
ORTHER OA L24
L24(12 · 212) = (LB12 − B23)
L24(4 · 220) = (DB2 − B17B20 − B23)
L24(4 · 6 · 211) = (DFB2B12 − B17B20 − B23)
L24(4 · 3 · 213) = (DCB2 − B4B12 − B17B20 − B23)
and
(M2 ⊗ Q2) · 19 ⊗ [Q1((2)⊗ 12); Q2((2)⊗ 12)]⊗ 12
= (118 ⊗ (2)⊕ (2); 19 ⊗ (2)⊕ (2)⊕ (2)):
Now, we need to End an orthogonal array L24 containing the four columns 112 ⊗
(2); (0 1 0 0 1 1:)T ⊗ 12 ⊕ (2); 16 ⊗ (2)⊕ (2) and 13 ⊗ (2)⊕ (2)⊕ (2):
Each of the OAs L24(12 · 212); L24(4 · 220) [9], L24(6 · 4 · 211) [5], L24(3 · 4 · 213)
[16] in Table 5 contains the four columns 112⊗(2); (0 1 0 0 1 1)T⊗12⊕(2); 16⊗(2)⊕
(2), 13 ⊗ (2) ⊕ (2) ⊕ (2). Deleting these four columns from the four OAs, we obtain
OAs L24(12 · 28); L24(4 · 216); L24(6 · 4 · 27); L24(3 · 4 · 29), respectively, denoted
by L(−)24 . The MIs of these arrays satisfy
P3 ⊗ m(L(−)24 )6P3 ⊗ 24 −
2∑
i=1
(Mi ⊗ Qi)(P9 ⊗ I2 ⊗ 2 ⊗ P2)(Mi ⊗ Qi)T;
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since
∑2
i=1 (Mi⊗Qi)(P9⊗I2⊗2⊗P2)(Mi⊗Qi)T=P3⊗m(112⊗(2); (0 1 0 0 1 1)T⊗12⊕
(2); 16⊗(2)⊕(2); 13⊗(2)⊕(2)⊕(2)) and m(L(−)24 )624−m(112⊗(2); (0 1 0 0 1 1)T⊗
12 ⊕ (2); 16 ⊗ (2)⊕ (2); 13 ⊗ (2)⊕ (2)⊕ (2)).
By (8), (5) and Theorem 4, we have
72 = P3 ⊗ m(L(−)24 ) + 3 ⊗ 3 ⊗ P8 + 3 ⊗ I6 ⊗ 2 ⊗ P2
+
2∑
i=1
(Mi ⊗ Qi)(3 ⊗ 3 ⊗ P8 + P9 ⊗ I2 ⊗ 2 ⊗ P2
+ 3 ⊗ I6 ⊗ 2 ⊗ P2)(Mi ⊗ Qi)T + #: (9)
The above decompositions are orthogonal because of the orthogonality in each step.
Now, we want to End an OA whose MI is less than or equal to 3⊗ 3⊗P4 + 3⊗
I6 ⊗ 2. From (6) in Section 4.1, we have
2∑
i=1
(Si ⊗ Qi)(3 ⊗ P12 + 3 ⊗ I3 ⊗ 2 ⊗ P2)(Si ⊗ Qi)T
= 36 − (P3 ⊗ 12 + 3 ⊗ P12 + 3 ⊗ I3 ⊗ 2 ⊗ P2)
= 3 ⊗ 3 ⊗ P4 + 3 ⊗ I6 ⊗ 2:
Thus, L36(38) = [(S1⊗Q1)(L18(34)⊗ 12); (S2⊗Q2)(L18(34)⊗ 12)] is an OA whose MI
is 3 ⊗ 3 ⊗ P4 + 3 ⊗ I6 ⊗ 2.
By (9) and (7) in Section 4.1 and Theorems 1–4, we obtain L72(12 · 6 · 320 · 219)
and L72(12 · 62 · 316 · 210) as follows (see Table 2):
L72(12 · 6 · 320 · 211)
= [13 ⊗ L24(12 · 210); L36(38)⊗ 12; (M1 ⊗ Q1)(L36(38)⊗ 12);
(M1 ⊗ Q1) · 19 ⊗ [Q1((2)⊗ 12); Q2((2)⊗ 12)]⊗ 12;
(M2 ⊗ Q2) · [(S1 ⊗ Q1)(L18(34)⊗ 12)]⊗ 12;
(M2 ⊗ Q2) · 19 ⊗ [Q1((2)⊗ 12)]⊗ 12;
(M2 ⊗ Q2) · [S2((3)⊗ 13)]⊗ 18L19 ⊗ [Q2((2)⊗ 12)]⊗ 12];
L72(12 · 62 · 316 · 210)
= [13 ⊗ L24(12 · 210); L36(38)⊗ 12; (M1 ⊗ Q1)(L36(38)⊗ 12);
(M1 ⊗ Q1) · 19 ⊗ [Q1((2)⊗ 12); Q2((2)⊗ 12)]⊗ 12;
(M2 ⊗ Q2) · [S1((3)⊗ 13)]⊗ 18L19 ⊗ [Q1((2)⊗ 12)]⊗ 12;
(M2 ⊗ Q2) · [S2((3)⊗ 13)]⊗ 18L19 ⊗ [Q2((2)⊗ 12)]⊗ 12]: (10)
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Similarly, we can obtain OAs L72(12 · 63 · 312 · 29); L72(12 · 64 · 38 · 28). A par-
ticular form of OA L72(24 · 324) can be also obtained from (9) as follows (see
Table 2):
L72(24 · 324) = [13 ⊗ (24); (L36(38)⊗ 12);
(M1 ⊗ Q1)(L36(38)⊗ 12); (M2 ⊗ Q2)(L36(38)⊗ 12)]
which can be used to construct other new OAs. The other forms of L72(24 · 324) have
been given by many authors for example Zhang [22,23].
Furthermore, replacing the L24(12 · 28)s in (10) by L24(4 · 216), L24(3 · 4 · 29),
L24(6 · 4 · 27); we can construct the OAs such as L72(4 · 6 · 320 · 219),
L72(4 · 6 · 321 · 212), L72(4 · 62 · 320 · 210), L72(4 · 62 · 316 · 218), L72(4 · 62 ·
317 · 211), L72(4 · 63 · 316 · 29), L72(4 · 63 · 312 · 217), L72(4 · 63 · 313 · 210),
L72(4 · 64 · 312 · 28), L72(4 · 64 · 38 · 216), L72(4 · 64 · 39 · 29), L72(4 · 65 · 38 · 27);
(see the table).
By this method, we conjecture that there also exist the OAs with the following forms:
L72(12 · 65 · 34 · 27), L72(4 · 65 · 34 · 215), L72(4 · 65 · 35 · 28), L72(4 · 66 · 34 · 26),
L72(12 · 66 · 26), L72(4 · 66 · 214), L72(4 · 66 · 3 · 27), L72(4 · 67 · 25).
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