ABSTRACT With regard to the fault diagnosis, the stochastic resonance (SR) method takes advantage of noise imbedded in vibration signals while most traditional methods suppress or eliminate noise to enhance weak fault characteristics. In this paper, a novel piecewise nonlinear bistable SR (PNBSR) is proposed and its corresponding potential function called piecewise nonlinear bistable system (PNBS) overcomes the output saturation disadvantage which bothers the classical bistable system (CBS). The output saturation limits the enhancement capability for extracting fault characteristics of classical bistable SR (CBSR). Satisfying the adiabatic condition, the expression of the output signal-to-noise (SNR) of PNBSR is derived and compared with the output SNR of CBSR. Considered the multiplicative and additive noise, two methods are applied to extract characteristic frequency from simulated harmonic vibration signal and actual bearing fault signals. The SNR increase (SNRI) is chosen as the index for evaluating the performance of CBSR and PNBSR in experimental simulations. The diagnosis results indicate that the proposed PNBSR method is superior to the CBSR by analyzing SNRI and the effect of extracting fault characteristics.
I. INTRODUCTION
Stochastic resonance (SR) was first proposed by Benzi et al. [1] in 1981 to explain the period recurrences of the Earth's ice ages. Then, SR is used to explain the phenomena that the additive (external) or multiplicative (internal) could enhance the output of nonlinear systems [2] , [3] . The SR phenomenon was discovered by Fauve and Heslot [4] in the Schmidt Trigger experiment in 1983. In 1988, Mcnamara et al. [5] verified the existence of SR in the bidirectional ring laser once again. Because of its special characteristics that taking advantage of noise, SR has been widely applied to various industries [6] - [9] especially in mechanical fault diagnosis [34] , [35] . Most traditional methods for extracting weak fault characteristics are listed as: wavelet transform (WT) [10] , empirical mode decomposition (EMD) [11] , ensemble EMD (EEMD) [12] and singular
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value decomposition (SVD) [13] . The above methods are attempted to suppress or reduce the noise, which could weaken or destroy the weak fault signal submerged in strong noise to some extent.
However, SR could utilize noise imbedded in fault signals to enhance weak fault characteristics. The traditional SR method widely used in detecting weak signals is classical bistable SR (CBSR) method. Xu et al. [14] applied CBSR method to signal processing by tuning system parameters. Lei et al. [15] presented an adaptive SR (ASR) based on bistable system to detect planetary gearbox fault diagnosis. Qiao et al. [16] analyzed the influence of potential asymmetries and corresponding SR phenomena of bistable system under multiplicative and additive noise. Wang et al. [17] presented an adaptive multi-scale noise tuning SR (AMSTSR) and applied AMSTSR to the health diagnosis of rolling element bearings. Lu et al. [18] proposed a method based on a time-delayed feedback stochastic resonance (TFSR) for fault diagnosis of rolling bearings and the automobile transmission gearbox. Gosak et al. [19] pointed out that the effect of enhancing output SNR by CBSR method was limited by output saturation. Rousseau et al. [20] suggested that a local optimal output signal occurred in sensor devices because of the output saturation characteristics. Zhao et al. [21] analyzed theoretically the SR phenomena of a new piecewise bistable potential model under Gaussian noise which broken the limitation of output saturation and its performance was better than CBSR. Qiao et al. [22] applied the unsaturated bistable system to mechanical fault diagnosis and verified the conclusion that the performance of the unsaturated bistable stochastic resonance (UBSR) was better than CBSR by practical applications. Therefore, it is meaningful for breaking the limitation of output saturation in a bistable system to extract fault characteristics. Inspired by [21] and [22] , a new piecewise nonlinear bistable system (PNBS) is proposed and the piecewise nonlinear bistable SR (PNBSR) method is also applied to fault diagnosis of rolling element bearings. For evaluating the performance of SR method, output signal-to-noise ratio (SNR) is usually set as the index. However, the SNR increase (SNRI) may be a better index because SNRI is greatly capable to reflect the degree of enhancement of the input signal by the system [23] - [25] .
In general, the additive (external) and multiplicative (internal) noise of a nonlinear system have different origins and they are assumed as uncorrelated noise [26] . Luo et al. [27] investigated the CBSR phenomena when the coupling between multiplicative colored noise and Gaussian white additive are colored. Jia et al. [28] obtained the expression of the SNR of CBSR under the multiplicative and additive white noise. Guo et al. [29] investigated SR phenomena in a piecewise nonlinear model driven by correlated noise. In this paper, the SR phenomena in PNBS are investigated and PNBSR driven by multiplicative and additive Gaussian white noise is applied to weak signal detection and engineering applications. Related results show that the effect of extracting fault diagnosis by PNBSR and the enhancement performance in SNRI of PNBSR are both superior to CBSR. This paper is organized as follows: In Section II, the saturation characteristics of CBSR are described briefly. Then, Section III displays the PNBS and compares the output SNR of CBSR and PNBSR theoretically. The Langevin equation of PNBSR driven by multiplicative and additive noise is given in Section IV roughly. Section Vcompares the performance of CBSR and PNBSR using the SNRI index by simulation illustrations. Section VI verifies the effectiveness for extracting fault diagnosis of the method by different type bearings. The conclusions are shown in Section VII.
II. THE ANALYSIS OF SATURATION PHENOMENA OF CLASSICAL BISTABLE SYSTEM
The Langevin equation (LE) of a classical bistable system which is driven by weak period signal and noise could be written as:
where U n (x) = −1/2a n x 2 +1/4b n x 4 is the potential function of the CBS with system parameters a n > 0, b n > 0, A is the amplitude of input signal and ε (t) stands for a Gaussian white noise which satisfies the standard Gaussian distribution where D is the noise intensity.
It is supposed that there is no input signals (i.e. A = 0, D = 0), then the output x (t) can be calculated as [21] , [22] , [25] :
From (3), it can be seen: when t = 0, |x| = √ a n /(b n + 1); when t → ∞, |x| = √ a n /b n . Fig. 1 reveals the saturation characteristics on a classical bistable system. It is obvious that the value of abs(x) is limited between √ a n /(b n + 1) and √ a n /b n . As illustrated in Fig. 1 , the value of |x| decreases as the value of parameter b n increases and |x| increases as parameter a n increases, conversely. The phenomena are consistent with theoretical analysis according to (3) . Considering the input weak signals, if the parameters are relatively large, the value of output signal x (t) tends to be saturated. 
III. PIECEWISE NONLINEAR BISTABLE SYSTEM
A. THE ANALYSIS OF UNSATURATION PHENOMENA OF PIECEWISE NONLINEAR BISTABLE SYSTEM Inspired by [21] and [22] , the PNBS is proposed in this paper. Its correlated potential function is defined as (4):
where system parameters a > 0, b > 0. The potential function of PNBS is composed of nonlinear equations and when with U n (x) of CBS. For comparing effectively, the potential functions of PNBS and CBS are shown in Fig. 2 (A = 0, D = 0). Obviously, the potential function of PNBS also has two potential wells, with the barrier height U = a 2 /4b. The bottoms are located at x = ± √ a/b and the potential function U (x) of PNBS is wider than U n (x) of CBS, which reflects that the PNBS breaks the limitation of saturation that bothers the CBS. Fig. 3 shows the influence of system parameters on potential function of PNBS. There is no doubt that potential well of U (x) is wider and the barrier is higher as parameter a increases. The influence of parameter b on the potential function is exactly the opposite. With regard to periodic signals s (t) = A cos (2πf 0 t) (A > 0, D = 0), the potential functions converts periodically displayed in Fig. 4 . Fig. 4 (a)-(d) correspond to the time moments t = 0.25T + nT ,0.5T + nT , 0.75T + nT , nT (n ∈ N ) respectively, where T is given by T = 1/f 0 . It is evident that potential functions vary periodically with input signals and PNBS is always wider than CBS. The output signal x switches between the two potential wells with the frequency w 0 (w 0 = 2πf 0 ), so that x is synchronized with the weak periodic signal and then the small periodic component in the output x is enhanced [30] , [31] . It is a laconic explanation based on potential function that the weak signals could be enhanced by SR method. Similarly, from (1), a new LE can be given as:
To further illustrate that PNBS breaks the limit of output saturation, the simulations of the output signal are given in Section V.
B. EXPRESSION OF THE OUTPUT SNR
According to the adiabatic limit theory in [5] , [31] , PNBS is a two-state system with the occupation probabilities n ± (t). The master equation governing the evolution of n ± (t) iṡ
Then by using normalization conditions n ± + n ∓ = 1, the above equation could be rewritten aṡ
where R ± named Kramers escape rates is the transition rate from stable state x ± to x ∓ . If the bistable system is symmetrical, R + = R − = R could be obtained. The Kramers rate is given as
The previous part is mainly contributed by the neighborhood of the stable point, and the contribution of the latter integral comes from the neighborhood of the unstable point [32] , [33] . Here, the Kramers rate of PNBS can be calculated by
− e 3a 2 4bD (7) where c = √ (7) cannot be integrated exactly because square bracket [·] is transcendental function [21] , [32] . Then, Kramers rate R −1 = R −1
− because proposed PNBS is a symmetric bistable system.
The amplitude of weak period signal is supposed to be A 1. The output signal of bistable system can be obtained as
where x m = ± √ a/b and w 0 = 2πf 0 . In order to calculate the spectral density, it is necessary to perform time domain averaging on x (t + τ ) x (t) again [30] , [31] , which can be expressed as
The signal power spectrum can be obtained by the Fourier transformation of x (t + τ ) x (t) , given as
where S N (w) and S S (w) represent the power spectrum of noise and input signal, respectively.
The SNR of bistable system is defined as the ratio of the output signal power and the average power of noise spectrum at w = w 0 and is obtained as
According to [31] , the SNR of CBS is given as
where the Kramers rate of CBS is R CBS = a n √ 2π exp − a 2 n 4b n D . Since Kramers rate R cannot be integrated theoretically, the SNR PNBS-output could be worked out by means of numerical integration.
The comparison on output SNR of two systems is given in Fig. 5 . It demonstrates that the output SNR of PNBS is always larger than that of CBS when system parameters are equal (i.e. a = a n and b = b n ), indicating that the SR effect of proposed PNBS is much better. The influences of system parameters on output SNR of PNBS and CBS are plotted in Fig. 5(b) -(e). When system parameter b = b n = 0.1 is fixed, the three-dimensional plots are shown in Fig. 5(b) and Fig. 5(c) , respectively. It is seen that the SNR of PNBS and CBS firstly increases and then decreases with a peak when noise intensity D increases. Similarly, it can also be observed that SNR curve varies nonlinearly when system parameter a = a n = 0.2 displayed in Fig. 5(d) and Fig. 5(e) . Results demonstrated in Fig. 5 suggest that the anti-noise ability of PNBS is stronger than that of CBS.
IV. PNBS DRIVEN BY MULTIPLICATIVE AND ADDITIVE WHITE GAUSSIAN NOISE
It is considered that PNBS is driven by multiplicative and additive noise, which can be described by the following LE:
where η (t) and ξ (t) are uncorrelated Gaussian multiplicative and additive white noise respectively, and each noise term is characterized by its respective mean and variance. Besides, η (t) represents the internal noise that is attached to the signal [37] .
where P and Q are the noise intensities of η (t) and ξ (t), respectively. The numerical solutions of (14) could be calculated by the fourth-order Runge-Kutta algorithm described as follows:
and
where h represents the time step, f (x) = −U (x) and
Here, the output SNR is a target to evaluate the performance of SR systems. The formula of the output SNR is defined as follows:
where SP out (f 0 ) represents the output signal power and NP out (f 0 ) is the average power of noise. However, Signalnoise ratio increase (SNRI) may be a better index to explore the effect of SR for enhancing the energy of input weak signal, because the SNRI is greatly capable to reflect the degree of enhancement of the input signal by the system [23] - [25] . Only when the SNRI>1, can the SR system significantly enhance and improve the signal. Besides, the greater the SNRI is, the better the detection effect is. The SNRI is given by SNRI = SNR output − SNR in (19) and SNR in is the input SNR of input signals.
V. EXPERIMENTAL SIMULATIONS A. EXPERIMENTAL SIMULATIONS OF THE SATURATION CHARACTERISTICS OF PNBSR AND CBS
According to the above analysis, it could be concluded that saturation is the intrinsic property of systems. CBS is limited by saturation whereas PNBS breaks the limitation of saturation to some extent. For clearly displaying the experimental results, suppose Gaussian noise intensity D = 0, input signal frequency is f 0 = 0.01 Hz and the sampling frequency f s = 10 Hz (see (5)). Simply, system parameters are set as a = a n = 1, b = b n = 1. Fig. 6 demonstrates the time domain output of PNBS and CBS. It can be observed that the output signal of PNBS is larger than it of CBS. When A = 0.3, the output signal is restricted to the right well of potential functions because output signal x output > 0, which is corresponding to the right well of potential [21] , [36] . When A > 0.3, the transition occurs. As the amplitude A increases further, the amplitude of output signal x output of VOLUME 7, 2019 CBS does not increase significantly. The x output of PNBS, however, increases quicker and varies proportionally with the amplitude A. According to Fig. 6 , it could be inferred that the proposed PNBS breaks the limitation of saturation, indeed.
B. EXPERIMENTAL SIMULATIONS OF SNRI DRIVEN BY ONLY ADDITIVE NOISE
From the above introduction, SNRI is a better index than SNR to evaluate the performance. For a more effective and convincing analysis, the SNRI of two systems is compared in the subsection displayed in Fig. 7 . To clearly present results, firstly the amplitude is fixed as A = 0.1, characteristic frequency f 0 = 0.1 Hz, sampling frequency f s = 10 Hz and parameters a = b = 1. The noise intensity D increases from 0 to 3 in (5). It is evident that SNRI curves of CBSR and PNBSR both have a peak which indicates that SR phenomena appear and curves firstly rise and then decrease as the noise intensity D increases. The result also suggests that CBSR and PNBSR can be induced by tuning noise intensity D.
The SNRI peak amplitude of PNBSR is larger than that of CBSR and when noise is strong, SNRI amplitude of PNBSR is also greater than that of CBSR, which indicates that the performance of PNBSR is better than CBSR. The result also implies that PNBS breaks the limitation of saturation. Moreover, the SNRI under different amplitude A of input signal is discussed in Fig. 8 , where noise intensity of additive Gaussian noise is fixed as D = 0.5. Evidently, SNRI still varies nonlinearly, i.e. it increases first and then decreases as the amplitude A increases. As, expected, the SNRI curve of PNBSR is also higher than that of CBSR. Fig. 8 shows that there is an optimal amplitude located at the peak of SNRI under the Gaussian noise whose noise intensity D = 0.5. The result still indicates that performance of PNBSR is better than CBSR in enhancing the input weak signals.
C. EXPERIMENTAL SIMULATIONS OF SNRI DRIVEN BY MULTIPLICATIVE AND ADDITIVE NOISE
Related references and simulations about SR demonstrate that SR can be stimulated by adjusting system parameters and noise. The effect of corresponding parameters on PNBSR is analyzed under multiplicative and additive Gaussian white noise according to (14) .
1) THE INFLUENCE OF SYSTEM PARAMETERS a AND b ON PNBSR
Intuitively, system parameters a and b play a critical role for desired optimal output. Fig. 9 shows some analysis on the effect of system parameters on SR where multiplicative and additive noise intensity are P = 0.5 and Q = 0.5 respectively, amplitude of input signal A = 0.1, characteristic frequency f 0 = 0.01 Hz and sampling frequency f s = 10 Hz. From the Fig. 9(a) , it is found that the significant stochastic peak still appears under different system parameters a and b, which means SR can be induced by tuning corresponding system parameters when weak signals are submerged in strong noise (such as P = 0.5, Q = 0.5). When parameter b is fixed, SNRI increases first and then decreases with the increase of parameter a. As evident in the Fig. 9(a) , when parameter a is small (such as a ≤ 0.2), the location of SNRI with respect to parameter b almost keeps invariant; when parameter a is large (such as a > 0.2), it could be observed that SNRI increases as parameter b increases and then gradually stabilizes. It suggests that parameter a can play a more excellent incentive role than parameter b in enhancing the SNRI. Furthermore, the comparisons on SNRI of PNBSR and CBSR are discussed, as shown in Fig. 9(b) . The SNRI curves of PNBSR and CBSR shift right with the increase of a (or a n ). It could also be found that the SNRI curve of CBSR decreases rapider than that of PNBSR as parameter b (or b n ) increases when a = a n . The optimal SNRI value of PNBSR is also larger which may be inferred that PNBSR is better under the same related parameters. Fig. 10 shows the effect of multiplicative and additive noise intensity P and Q on the SNRI when other related parameters are fixed (i.e. a = b = 1, A = 0.1, f 0 = 0.01 Hz, f s = 10 Hz). It can be observed obviously that when multiplicative noise intensity P is given, there is an optimal value located at the peak of SNRI curve in Fig. 10(a) . It seems plausible that appropriate additive noise intensity Q is positive for enhancing SR. Thus, it is reasonable to enhance the output of bistable systems by tuning noise intensity or adding some noise to systems. However, the multiplicative noise is negative to SR because the SNRI decreases with the increase of noise intensity P. As indicated in Fig. 10(b) , the SNRI curve of PNBSR is higher than that of CBSR when weak period signal is submerged in stronger noise. It is conceivable that PNBSR is more resistant to strong noise than CBSR. Multiplicative noise is the possible turbulence of the deterministic system. Thus, when the multiplicative noise is not easily regulated, FIGURE 10. The effect of multiplicative and additive noise intensity P and Q on SNRI when system parameters are set as a = a n = b = b n = 1, amplitude A = 0.1 and characteristic frequency f 0 = 0.01 Hz.
2) THE INFLUENCE OF MULTIPLICATIVE AND ADDITIVE NOISE INTENSITY P AND Q ON PNBSR
the system parameters can be adjusted to obtain better system output and SNRI, which is consistent with the analysis in the previous Subsection 1). 
D. EXPERIMENTAL SIMULATIONS OF WEAK INPUT SIGNAL DETECTION
The PNSBR method is applied to detecting harmonic vibration signal, which is a typical signal existed in a rotating machine. The one-component harmonic vibration signal can be expressed as
where characteristic frequency f 0 = 10 Hz, amplitude of signal is A = 0.1, and noise intensity of the Gaussian white noise ξ (t) is Q = 1. The noise intensity of multiplicative (internal) noise is assumed as P = 0.2. Fig. 11(a) displays the time-domain waveform and the corresponding power spectrum of the harmonic vibration signal submerged in strong noise. It is found that input signal and the characteristic frequency both cannot be observed easily. Considered the characteristic frequency f 0 of signals dissatisfy the adiabatic limit theory, the rescaling method [25] is used to preprocess the input signal to make sure the harmonic vibration signal meet the condition f 0 1 Hz. The scale compression ratio and the corresponding resampling frequency are R = 400 and f sr = f s /R = 5 Hz, respectively. Then, PNBSR and CBSR methods combined with the Runge-Kutta algorithm are applied to detect harmonic vibration signal, as shown in Fig. 11(b) and Fig. 11(c) , respectively. The system parameters of PNBSR and CBSR methods are set to be a = 0.7, b = 1 and a n = a, b n = b, respectively. The obvious power spectrum spike located at the frequency f = f 0 = 10 Hz can be observed after the harmonic vibration signal is processed by CBSR or PNBSR method. What's more, the corresponding power spectrums spike value in Fig. 11(c) is larger than that in Fig. 11(b) . The SNRI of CBSR and PNBSR are 13.86dB and 15.27dB, respectively. The results indicate that the performance of PNBSR is better than that of CBSR in detecting weak signal, which is consistent with the above theoretical and experimental analysis.
VI. ENGINEERING APPLICATIONS A. FAULT CHARACTERISTICS EXTRACTION OF THE BEARING TYPE 6205-2RS JEM SKF
To demonstrate the effectiveness of the proposed PNBSR method, it is applied to the practical engineering applications and is also compared with the CBSR method. The bearing fault data is from the Case Western Reserve University (CWRU) Bearing Data Center. The bearings are deep groove ball bearings with the type of 6205-2RS JEM SKF and its correlated structure parameters are listed in TABLE 1. The website elaborates that the sampling frequency is f s = 12000 Hz and the bearing speed is f r = 1750rpm/min.
The bearing inner and outer fault frequency could be calculated as f BPFI = 157.94 Hz and f BPFO = 104.57 Hz by the following equations.
where n is the number of rolling elements, f r is rotation frequency, d is diameter of rolling element, D f is pitch diameter and α is bearing contact angle. Since the fault frequencies belong to a large frequency, it is necessary to apply the rescaling method with the scale compression ratio R = 2400 to make sure the frequencies meet the condition f 1 Hz. Before detecting the bearing fault signals, the additive noise with noise intensity Q = 0.3 is added to the original signals. Besides, the multiplicative (internal) noise with noise intensity P = 0.3 is also considered. Fig. 12(a) shows the waveform of the obtained original signal data and mixed signal with Gaussian noise and its power spectrum. It is found that the inner race fault signal is submerged in heavy noise and the characteristic frequency f BPFI cannot be recognized. Besides, the frequency mainly concentrates in the bandwidth between 2000Hz and 4000Hz. The detection result obtained by CBSR method is displayed in Fig. 12(b) and the obvious power spectrum spike located at frequency f = f BPFI occurs which suggests that the fault exists in the inner race of the bearing. In addition, the power spectrum between 2000Hz and 4000Hz decreases to 0 in Fig. 12(b) and Fig. 12(c) . It could be attributed to the energy at highfrequency transfers to the low-frequency [22] . The corresponding system parameters are fixed as a = a n = 0.1 and b = b n = 0.1. Compared with the result in Fig. 12(c) processed by PNBSR method, the value of power spectrum spike located at f BPFI is much smaller than that in Fig. 12(c) which indicates that the performance of CBSR is inferior to PNBSR. The SNRI of inner race fault signal processed by CBSR and PNBSR can be obtained as 15.10dB and 26.39dB respectively listed in TABLE. 2, which is used to record the SNRI value calculated in experiments mentioned in the paper. Thus, it is logical that the proposed PNBSR method has an advantage over the CBSR method. 
1) INNER RACE FAULT SIGNAL DETECTION OF THE BEARING 6205-2RS JEM SKF

2) OUTER RACE FAULT SIGNAL DETECTION OF THE BEARING 6205-2RS JEM SKF
Similarly, the outer race fault signal is detected by using PNBSR and CBSR methods in this subsection. The correlated system parameters are a n = 0.1, b n = 0.2 and a = a n , b = b n , respectively. The waveform of the outer race fault signal with Gaussian noise and its power spectrum are described in Fig. 13(a) . It is also found that the characteristic frequency f BPFO could not show in the power spectrum. Then, CBSR and PNBSR methods are applied to processing the signal and the results are demonstrated in Fig. 13(b) and Fig. 13(c) , respectively. It appears that there is also obvious power spectrum spike located at frequency f = f BPFO in figures, which implies that the fault exists in the outer race of the bearing. Besides, the spike located at f = 2f BPFO could be noticed in Fig. 13(c) . In addition, the values of power spectrum spikes in Fig. 13(c) are much larger than that in Fig. 13(b) . More, the SNRI of PNBSR and CBSR method can be calculated as 41.02dB and 36.65dB, respectively. The results also indicate that the performance of PNBSR method is superior to CBSR in bearing fault signal detection.
B. FAULT DIAGNOSIS OF ID-25/30 BEARING HEALTH TEST BENCH
The ID-25/30 bearing health test bench is used to collect the vibration signals of bearings under different speeds and loads and is suitable for single point bearing fault signal Fig. 14 and Fig. 15 , respectively. SKF. The sampling frequency is 20kHz and the bearing speed is 1300rpm/min. According to related equations, the inner raceway frequency and outer raceway frequency of the bearing can be calculated theoretically to be f Inner = 117.14 Hz and f Outer = 78.13 Hz, respectively. Since the acquired signal contains strong noise, we add the additive noise with noise intensity Q = 0.01 to the signals. Besides, the multiplicative (internal) noise with noise intensity P = 0.01 is also considered.
1) INNER RACE FAULT SIGNAL DETECTION OF THE BEARING HRB 6205-2Z
The waveform of the original signal data and signal with Gaussian noise and its power spectrum are shown in Fig. 16(a) . For the sake of the heavy noise, the fault characteristic frequency f Inner is not discovered. Most of the frequency components mainly concentrate in the high-frequency between 6000Hz and 9000Hz. The fault characteristics are extracted by CBSR and proposed PNBSR method with the system parameters are a n = 0.2, b n = 0.7 and a = 0.2, b = 0.7 respectively. The results are displayed in Fig. 16(b) and Fig. 16(c) . The power spectrum spike located at f = f Inner can be seen clearly with the SNRI = 27.61 dB by CBSR method and SNRI = 33.52 dB by PNBSR method, which demonstrates that the fault exists in the inner race of the bearing. In addition, the spike located at f = 2f Inner can also be seen in the Fig. 16(c) , which is not achieved by CBSR method. It is verified that the effectiveness in fault diagnosis is better than CBSR by comparing SNRI of two methods and corresponding detection effect.
2) OUTER RACE FAULT SIGNAL DETECTION OF THE BEARING HRB 6205-2Z
Similarly, the CBSR and PNBSR methods with system parameters a = a n = 0.05 and b = b n = 10 are applied to detect the outer race fault signal of the bearing HRB 6205-2Z. From Fig. 17(a) , it is not easy to discover its fault characteristic frequency in the power spectrum. Then, the fault signal is processed by CBSR and proposed PNBSR method and it is found that the characteristic frequency of power spectrum spike is f = 78 Hz which is approximately equal to the theoretical value 78.14 Hz. In addition, the power spectrum between 6000Hz and 9000Hz decreases to 0 in Fig. 17(b) and Fig. 17(c) . It could be attributed to the energy at high-frequency transfers to the low-frequency. Besides, the SNRI = 15.58 dB of PNBSR method is larger than the SNRI = 12.30 dB of CBSR method, which means that the performance of proposed PNBSR method is better.
VII. CONCLUSION
This paper derives theoretically the output SNR of PNBSR and analyzes the effectiveness in weak signal detection including the simulated harmonic signal and practical bearing fault signals. Compared with the potential function of CBS, it is found that the potential function of proposed PNBS breaks the limit of output saturation which exists in CBS.
Combined with the Runge-Kutta algorithm, the related results of experiment about fault diagnosis demonstrate that the performance of proposed PNBSR method is superior to the CBSR. In the future, the optimal system parameters can be obtained by some effective algorithms, such as GA algorithm and grey wolf optimizer algorithm to get the optimal effect for extracting fault characteristics. More, the proposed method can be applied to the fault diagnosis of gearbox.
APPENDIX
Equation (7) 
