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MULTI-PARAMETER DIV-CURL LEMMAS
MICHAEL T. LACEY‡, STEFANIE PETERMICHL, JILL C. PIPHER†, AND BRETT D. WICK∗
Abstract. We study the possible analogous of the Div-Curl Lemma in classical harmonic
analysis and partial differential equations, but from the point of view of the multi-parameter
setting. In this context we see two possible Div-Curl lemmas that arise. Extensions to
differential forms are also given.
1. Introduction
Suppose that E,B ∈ L2(Rn;Rn) are vector-fields on Rn taking values in Rn. Simply by
supposing that the vector-fields belong to L2, one immediately sees that their dot product
E ·B ∈ L1(Rn) with ‖E ·B‖L1(Rn) ≤ ‖E‖L2(Rn;Rn)‖B‖L2(Rn;Rn). If in addition the vector fields
satisfy the additional conditions that
divE(x) = 0 curlB(x) = 0
Then we have that E · B ∈ H1(Rn) with ‖E · B‖H1(Rn) . ‖E‖L2(Rn;Rn)‖B‖L2(Rn;Rn). Thus
the conditions of vector fields being curl- and divergence-free induce enough cancellation
that E · B ∈ H1(Rn). Since the proof of this fact motivates what we are interested in, we
give the main ideas now, which can be found in the paper by Coifman, Lions, Meyer and
Semmes, [3].
This fact is easy to see by using the commutator theorems of Coifman, Rochberg and
Weiss, see [2]. Since B is a curl-free vector field there exists a function ϕ ∈ L2(Rn) such
that the components of B, Bj are given by Rjϕ and ‖B‖L2(Rn;Rn) ≈ ‖ϕ‖L2(Rn). With this
observation we have that
E(x) · B(x) =
n∑
j=1
Ej(x)Bj(x)
=
n∑
j=1
Ej(x)Rjϕ(x) + ϕ(x)RjEj(x)− ϕ(x)RjEj(x)
=
n∑
j=1
Ej(x)Rjϕ(x) + ϕ(x)RjEj(x),
with the last equality following because the vector field E is divergence-free and so
∑n
j=1RjEj(x) =
0 (easily seen by taking the Fourier Transform). Testing this equality over all functions
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b ∈ BMO(Rn) we see that∫
Rn
E(x) · B(x)b(x)dx =
n∑
j=1
∫
Rn
b(x) (Ej(x)Rjϕ(x) + ϕ(x)RjEj(x)) dx
=
n∑
j=1
∫
Rn
[b, Rj ] (Ej)(x)ϕ(x)dx.
Since b ∈ BMO(Rn) we have that each of the above commutators is a bounded operator on
L2(Rn) with norm controlled by the norm of b ∈ BMO(Rn). Putting this together, we see
that∣∣∣∣
∫
Rn
E(x) · B(x)b(x)dx
∣∣∣∣ . ‖b‖BMO‖E‖L2(Rn;Rn)‖ϕ‖L2(Rn) ≈ ‖b‖BMO‖E‖L2(Rn;Rn)‖B‖L2(Rn;Rn).
Fefferman duality between H1(Rn) and BMO(Rn) then yields that
‖E · B‖H1(Rn) . ‖E‖L2(Rn;Rn)‖B‖L2(Rn;Rn).
In the rest of this note we want to address the analogous question in the multi-parameter
setting. This leads to two new results, one inspired by a direct generalization of these ideas,
while the other arises by first considering the product structure, and then writing down the
conditions that arise.
For the statement of the first theorem, let Mnm denote the set of all n × m matrices.
Given two matrices A,B ∈Mnm we define the “dot product” between A and B by
A · B :=
n,m∑
j=1,k=1
AjkBjk.
We point out that this is the Hilbert-Schmidt inner product for two matrices and more
generally this is referred to as the Schur product of two matrices.
Thus, given F ∈ L2(Rn × Rm;Mnm), for fixed j, (1 ≤ j ≤ n) and x ∈ R
m, we can view
Fj,k(x, y) (1 ≤ k ≤ m) as a vector field on R
m taking values in Rm. A similar statement
applies with the roles of the variables interchanged. This leads to the following Theorem.
Theorem 1.1. Let 1 < p < ∞ and 1
p
+ 1
q
= 1. Suppose that E ∈ Lp(Rn × Rm;Mnm) and
B ∈ Lq(Rn × Rm;Mnm) are such that
divxEj,k(x, y) = 0 curlxBj,k(x, y) = 0 ∀y ∈ R
m, ∀k
and
divy Ej,k(x, y) = 0 curly Bj,k(x, y) = 0 ∀x ∈ R
n, ∀j.
Then E · B belongs to product H1(Rn ⊗ Rm) with
‖E · B‖H1(Rn⊗Rm) . ‖E‖Lp(Rn×Rm;Mnm)‖B‖Lq(Rn×Rm;Mnm).
The second theorem is the most obvious generalization of the Div-Curl Lemma from one-
parameter harmonic analysis to the multi-parameter setting. This generalization requires
that we be working in the “square” case since we need both x, y ∈ Rn.
Theorem 1.2. Let 1 < p < ∞ and 1
p
+ 1
q
= 1. Suppose that E ∈ Lp(Rn × Rn;Rn) and
B ∈ Lq(Rn × Rn;Rn) are such that
divxE(x, y) = 0 curlxB(x, y) = 0 ∀y ∈ R
n
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and
divy E(x, y) = 0 curly B(x, y) = 0 ∀x ∈ R
n.
Then ∫
Rn
‖E(x, ·) · B(x, ·)‖H1(Rn)dx . ‖E‖Lp(Rn×Rn;Rn)‖B‖Lq(Rn×Rn;Rn)
and ∫
Rn
‖E(·, y) · B(·, y)‖H1(Rn)dy . ‖E‖Lp(Rn×Rn;Rn)‖B‖Lq(Rn×Rn;Rn).
At this point, we remark that the theorems have extensions to the case of more than two
parameters. For the sake of notation and convenience, we state the theorems and give the
proofs only in the case of two parameters. For the correct generalization of Theorem 1.1 one
must use higher tensors, but the ideas in these cases are identical. The interested reader can
easily extend these results.
2. Multi-Parameter Div-Curl Lemmas
In this section we look at the two possible generalizations of the Div-Curl lemma to the
product setting. The first will be obtained by considering a product of divergence- and
curl-free vector fields. In this generalization we end up considering higher tensors that arise
because of possible multiplications that arise.
The second generalization we consider vector fields E and B that are uniformly curl- and
divergence-free in each variable separately. With these hypotheses we will be able to show
that the resulting function is in fact uniformly H1 in each variable separately.
2.1. Higher Tensor Generalization. In this subsection we prove Theorem 1.1. The idea
of the proof is to simply mimic the classic one-parameter proof, but to take advantage of the
conditions we have on the vector fields E and B.
Since B is a curl-free vector field the there exists a function ϕ ∈ Lq(Rn × Rm) such that
the components of B, Bj,k are given by R
x
jR
y
kϕ and ‖B‖Lq(Rn×Rm;Mnm) ≈ ‖ϕ‖Lq(Rn×Rm). Here
we are letting Rxj denote the j
th Riesz transform in the x variable and a similar statement
applying to Ryk. With this observation we have that
E(x, y) · B(x, y) =
n∑
j=1
m∑
k=1
Ej,k(x, y)Bj,k(x, y)
=
n∑
j=1
m∑
k=1
{
Ej,k(x, y)R
x
jR
y
kϕ(x, y)
+ϕ(x, y)RxjR
y
kEj,k(x, y)− ϕ(x, y)R
x
jR
y
kEj,k(x, y)
+RxjEj,k(x, y)R
y
kϕ(x, y)−R
x
jEj,k(x, y)R
y
kϕ(x, y)
+RykEj,k(x, y)R
x
jϕ(x, y)−R
y
kEj,k(x, y)R
x
jϕ(x, y)
}
=
n∑
j=1
m∑
k=1
{
Ej,k(x, y)R
x
jR
y
kϕ(x, y) + ϕ(x, y)R
x
jR
y
kEj,k(x, y)
+Rxjϕ(x, y)R
y
kEj,k(x, y) +R
y
kϕ(x, y)R
x
jEj,k(x, y)
}
,
with the last equality following because the function E is divergence-free in each row and
column separately and so
∑n
j=1R
x
jEj,k(x, y) = 0 for all k and y ∈ R
m (easily seen by taking
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the Fourier Transform). Similarly, we know that
∑n
k=1R
y
kEj,k(x, y) = 0 for all j and x ∈ R
n.
Indeed, we see that the three terms with minus signs from above can be written as (ignoring
the sign),
ϕ(x, y)
n∑
j=1
m∑
k=1
RxjR
y
kEj,k(x, y) = ϕ(x, y)
n∑
j=1
Rxj
m∑
k=1
R
y
kEj,k(x, y) = 0
n∑
j=1
m∑
k=1
RxjEj,k(x, y)R
y
kϕ(x, y) =
m∑
k=1
(
R
y
kϕ(x, y)
n∑
j=1
RxjEj,k(x, y)
)
= 0
n∑
j=1
m∑
k=1
R
y
kEj,k(x, y)R
x
jϕ(x, y) =
n∑
j=1
(
Rxjϕ(x, y)
m∑
k=1
R
y
kEj,k(x, y)
)
= 0.
The terms in the parentheses are zero by the hypotheses on the field E(x, y). Also, the first
term is easy to see that it vanishes from the conditions on E(x, y).
Testing this equality over all functions in product BMO, b ∈ BMO(Rn ⊗ Rm), and un-
ravelling the expression with the Riesz transforms we see that∫
Rn×Rm
E(x, y) · B(x, y)b(x, y)dxdy =
n∑
j=1
m∑
k=1
∫
Rn×Rm
[[
b, Rxj
]
, R
y
k
]
(Ej,k)(x, y)ϕ(x, y)dxdy.
Since b ∈ BMO(Rn⊗Rm) we have that each of the above commutators is a bounded operator
on Lp(Rn ×Rm) with norm controlled by the norm of b ∈ BMO(Rn ⊗Rm), see [5]. Putting
this together, we see that∣∣∣∣
∫
Rn×Rm
E(x, y) · B(x, y)b(x, y)dxdy
∣∣∣∣ . ‖b‖BMO‖E‖Lp(Rn×Rm;Mnm)‖ϕ‖Lq(Rn×Rm)
≈ ‖b‖BMO‖E‖Lp(Rn×Rm;Mnm)‖B‖Lq(Rn×Rm;Mnm).
Chang-Fefferman duality between product H1(Rn ⊗Rm) and product BMO(Rn ⊗Rm), see
[1], then yields that ‖E · B‖H1(Rn⊗Rm) . ‖E‖Lp(Rn×Rm;Mnm)‖B‖Lq(Rn×Rm;Mnm).
2.2. Vector Generalization. We now turn to the proof of Theorem 1.2. Given a vector-
field F , we will let Fj denote the j
th component of F . Suppose that we have vector fields
E,B ∈ L2(Rn × Rn;Rn) with
divxE(x, y) = 0 curlxB(x, y) = 0 ∀y ∈ R
n
and
divy E(x, y) = 0 curly B(x, y) = 0 ∀x ∈ R
n.
Before, we proof Theorem 1.2, we return to the one-parameter case and provided a different
method to see the Div-Curl Lemmas in that context. This will serve as motivation for the
multi-parameter setting.
It is easy to see that for a vector-field F ∈ L2(Rn;Rn) that
PxF (x) :=
(
F1 +R1
(
n∑
k=1
RkFk
)
, . . . , Fn +Rn
(
n∑
k=1
RkFk
))
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projects the vector-field F onto the divergence-free vector fields on Rn. Indeed, we have that
n∑
j=1
Rj
(
Fj +Rj
(
n∑
k=1
RkFk
))
=
n∑
j=1
RjFj +
n∑
j=1
R2j
(
n∑
k=1
RkFk
)
=
n∑
j=1
RjFj −
n∑
k=1
RkFk = 0.
This says that PxF (x) is divergence-free. Also, note that PxPx = Px. It is enough to prove
this on a fixed component. Again, this follows from direct computation since
PxPxFj = Fj +Rj
(
n∑
k=1
RkFk
)
+Rj
(
n∑
k=1
Rk
(
Fk +Rk
(
n∑
l=1
RlFl
)))
= Fj +Rj
(
n∑
k=1
RkFk
)
+Rj
(
n∑
k=1
RkFk
)
+Rj
(
n∑
k=1
R2k
(
n∑
l=1
RlFl
))
= Fj +Rj
(
n∑
k=1
RkFk
)
+Rj
(
n∑
k=1
RkFk
)
−Rj
(
n∑
k=1
RkFk
)
= Fj +Rj
(
n∑
k=1
RkFk
)
= PxFj .
Next, we claim that if b ∈ BMO(Rn) that we have [b,Px] is a bounded operator on
L2(Rn;Rn). Indeed, applying [b,Px] to the vector-field F one can easily see that the j
th
component is given by
n∑
k=1
[b, RjRk](Fk)(x).
Indeed, since we have
[b,Px](F )j = bFj + bRj
(
n∑
k=1
RkFk
)
−
(
bFj +Rj
(
n∑
k=1
Rk (bFk)
))
=
n∑
k=1
RjRk(bFk)− bRjRkFk
=
n∑
k=1
[b, RjRk](Fk).
With this observation, then an application of the Coifman, Rochberg and Weiss theorem
demonstrates [b,Px] is bounded on L
2(Rn;Rn) with norm controlled by ‖b‖BMO(Rn). Then
the Div-Curl Lemma follows since one can see using the properties of Px, and the vector-fields
E(x), B(x), that∣∣∣∣
∫
Rn
E(x) · B(x)b(x)dx
∣∣∣∣ =
∣∣∣∣
∫
Rn
[b,Px]E(x) · B(x)dx
∣∣∣∣
. ‖b‖BMO(Rn)‖E‖Lp(Rn;Rn)‖B‖Lq(Rn;Rn).
But, we already know that this estimate forces E · B ∈ H1(Rn).
We can now use these calculations to handle the proof of the Theorem 1.2. First, observe
that we have now two separate projections Px and Py with each one projecting onto the
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divergence-free vector fields in the x and y coordinate respectively. Next, if we fix y ∈ Rn
then the above computations show that∫
Rn
E(x, y) · B(x, y)b(x, y)dx =
∫
Rn
[b(·, y),Px]E(x, y) · B(x, y)dx
We then integrate this equality over Rn to see that∫
Rn×Rn
E(x, y) · B(x, y)b(x, y)dxdy =
∫
Rn×Rn
[b(·, y),Px]E(x, y) · B(x, y)dxdy
Suppose now that b ∈ bmo(Rn×Rn). It is known that a function in this space if for fixed y,
the function b(·, y) are uniformly in BMO(Rn). Thus, the above equality implies∣∣∣∣
∫
Rn×Rn
E(x, y) · B(x, y)b(x, y)dxdy
∣∣∣∣ ≤
∫
Rn
∣∣∣∣
∫
RnRn
[b(·, y),Px]E(x, y) · B(x, y)dx
∣∣∣∣ dy
.
∫
Rn
‖b(·, y)‖BMO(Rn)‖E(·, y)‖Lp(Rn;Rn)‖B(·, y)‖Lq(Rn;Rn)dy
. ‖b‖bmo(Rn×Rn)
∫
Rn
‖E(·, y)‖Lp(Rn;Rn)‖B(·, y)‖Lq(Rn;Rn)dy
. ‖b‖bmo(Rn×Rn)‖E‖Lp(Rn×Rn;Rn)‖B‖Lq(Rn×Rn;Rn).
Here we have used the fact that b ∈ bmo(Rn × Rn) and Ho¨lder’s inequality. Taking the
supremum over all b ∈ bmo(Rn × Rn) we see that∫
Rn
‖E(·, y) · B(·, y)‖H1(Rn)dy . ‖E‖Lp(Rn×Rn;Rn)‖B‖Lq(Rn×Rn;Rn).
By interchanging the roles of x and y in Rn we have a similar statement. This proves
Theorem 1.2.
3. Extensions of Theorems 1.1 and 1.2 to Differential Forms
In this section we extend the results of Theorems 1.1 and 1.2 to differential forms. First,
we recall some notation.
For 0 ≤ l ≤ n the space of l-linear, alternating functions ξ : (Rn)l → R is denoted by
Λl(R
n). The dimension of the space Λl(R
n) is n!
l!(n−l)!
. The basis for the space Λl(R
n) is
given by {dxI} where I is an increasing multi-index of l elements, i.e., I = (i1, . . . , il) with
1 ≤ i1 < · · · < il ≤ n.
Given ξ ∈ Λl(R
n) and η ∈ Λk(R
n) we let ξ ∧ η denote the l+ k form. This is given by the
following
ξ ∧ η (X1, . . . , Xl+k) =
∑
sgn(σ)ξ (Xi1 , . . . , Xil) η (Xj1, . . . , Xjk)
where the sum is taken over all possible permutations σ of {1, . . . , k+l} such that i1 < · · · < il
and j1 < · · · < jk. We also let sgn(σ) denote the sign of this permutation. It is easy to see
that ξ ∧ η = −η ∧ ξ, and so the wedge product is alternating.
We will also need the exterior derivative d (sometimes also called the Hodge-de Rham
operator). This operator take Λl(R
n) to Λl+1(Rn) and id defined on functions by
df :=
n∑
j=1
∂jfdxj.
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One extends this to general l-forms by first acting on the functional coefficient and then
simplifying via the exterior algebra induced by the wedge product. This can then be extended
further by using linearity. A key property will be that d2 = 0, which is simply the equality
of mixed partials. Finally, let Lp(Rn; Λr) denote the space of p-integrable r-forms on R
n.
One can norm this space in an obvious fashion.
In this language the one-parameter version of Theorem 1.2 takes the following form.
Suppose that u ∈ Lp(Rn; Λn−1) with du = 0, and v ∈ L
q(Rn; Λ1) with dv = 0. Then
u ∧ v ∈ H1(Rn; Λn). There is then an extension of this statement to l-forms. Namely, this
says that if 1 < p <∞ and u ∈ Lp(Rn; Λk), v ∈ L
q(Rn; Λn−k) with du = 0 and dv = 0, then
u ∧ v ∈ H1(Rn; Λn). See [3] for the 1-form case, and [4] for the case of k-forms.
We thus have the following immediate extension of Theorem 1.2.
Theorem 3.1. Let 1 < p < ∞ and 1
p
+ 1
q
= 1. Suppose that u ∈ Lp(Rn × Rn; Λk) and
v ∈ Lq(Rn × Rn; Λn−k) with
dxu(x, y) = 0 dxv(x, y) = 0 ∀y ∈ R
n
and
dyu(x, y) = 0 dyv(x, y) = 0 ∀x ∈ R
n.
Then ∫
Rn
‖u(x, ·) ∧ v(x, ·)‖H1(Rn)dx . ‖u‖Lp(Rn×Rn;Λk)‖v‖Lq(Rn×Rn;Λn−k)
and ∫
Rn
‖u(·, y) ∧ v(·, y)‖H1(Rn)dy . ‖u‖Lp(Rn×Rn;Λk)‖v‖Lq(Rn×Rn;Λn−k).
The proof of this fact would just be an iteration of the form version of the one-parameter
proof and is essentially a repeat of what appear in Theorem 1.2 so we omit the details.
To extend Theorem 1.1 we have to introduce a little more notation. We know are interested
in alternating linear functions that map copies of Rn × Rm to R. For integers 0 ≤ r ≤ n
and 0 ≤ s ≤ m we let Λ(r,s)(R
n ×Rm) denote the linear space with basis given by {dxIdyJ}
where I is an increasing multi-index of length r and J is a multi-index of length s. We can
then define the wedge product between the elements dxIdyJ and dxI′dyJ ′ by
dxIdyJ ∧ dxI′dyJ ′ := dxI ∧x dxI′dyJ ∧y dyJ ′.
The generalization to differential forms will then follow in an analogous manner leading
to the following Theorem.
Theorem 3.2. Let 1 < p <∞ and 1
p
+ 1
q
= 1. Suppose that E ∈ Lp(Rn×Rm; Λ(r,s)(R
n×Rm))
and B ∈ Lq(Rn × Rm; Λ(n−r,m−s)(R
n × Rm)) are such that
dxEI,J(x, y) = 0 dxBI′,J ′(x, y) = 0 ∀y ∈ R
m, ∀J, J ′
and
dyEI,J(x, y) = 0 dyBI′,J ′(x, y) = 0 ∀x ∈ R
n, ∀I, I ′.
Then E · B belongs to product H1(Rn ⊗ Rm) with
‖E ∧ B‖H1(Rn⊗Rm) . ‖E‖Lp(Rn×Rm;Λr,s(Rn×Rm)‖B‖Lq(Rn×Rm;Λr,s(Rn×Rm).
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