Software defect prediction (SDP) plays a significant part in identifying the most defect-prone modules before software testing and allocating limited testing resources. One of the most commonly used scenarios in SDP is classification. To guarantee the prediction accuracy, the classification models should first be trained appropriately. The training data could be obtained from historical software repositories, which may affect the performance of classification to a large extent. In order to improve the data quality, we propose a novel software feature selection method, which innovatively utilizes the information flows to perform causality analysis in the features of training datasets. More specifically, we conduct causality analysis between each feature metric and the labeled metric bug; then, based on the obtained feature ranking list, we select the top-k features to control redundancy. Finally, we choose the most suitable feature subset based on the F-measure. To demonstrate the effectiveness and practicability of the feature selection method, we select the Nearest Neighbor approach to construct a homogeneous training dataset, and utilize three commonly used classification models to implement comparison experiments. The final experimental results have verified the availability and validity of the feature selection method.
Introduction
In recent years, software defect prediction (SDP) has attracted the attentions of a growing number of researchers in the field of software engineering [1] [2] [3] . It usually focuses on estimating the defect proneness of software modules, and helps software practitioners allocate limited testing resources to the parts that are most likely to contain defects. At present, many prevalent machine learning methods could be used for defect prediction [4] [5] [6] [7] [8] . One of the most commonly used methods is classification. The main task of classification is to divide software modules into two categories: defective or non-defective. Thus, the prediction accuracy of a defect prediction model (i.e. defect predictor) is quite important. A specific predictor usually consists of two components: training data and classifier [9] . The training data could be obtained from historical software repositories such as bug reports, change logs, emails of developers and so on [1] , which are then used to train the classifiers. Thus, the quality of software training datasets has a great impact on the performance of defect prediction.
Based on the different sources of training data, studies on defect prediction could be divided into two groups in general: within-project defect prediction (WPDP) and cross-project defect prediction (CPDP). WPDP means the predictors are trained from data of historical releases in the same project and used to predict defects in the new releases [9] . However, although there are many public defect datasets on-line such as PROMISE 1 , Apache 2 and Eclipse 3 , collection of such kind of historical data is not always possible, especially for new projects. An attemptable method to solve this problem is to utilize public datasets as training data. This way is commonly called CPDP. In other word, CPDP refers to predicting defects in a project using predictors trained from the historical data from different projects [10] . Although CPDP can solve the problem of data deficiency, there are still some other issues to be resolved, especially concerning data quality, including data noise [11] , biased datasets [12, 13] , high dimensionality [7, 14, 15] and class imbalance [2, 16, 17] . In this paper, our research mainly focuses on the issue of high dimensionality, to improve the quality of training datasets in CPDP.
High dimensionality is usually caused by too many irrelevant and redundant features (also called metrics). One solution to this problem is feature selection, which keeps a small part of the features by removing the unnecessary ones [18] . A great number of feature selection methods have been developed. Meanwhile, comparisons among these available methods have also been made by researchers. Shivaji et al. [15] utilized two different classifiers (Naïve Bayes and SVM) to make an evaluation of five feature selection methods. The experimental results illustrated that all the feature selection methods made a similar effort and the prediction performance depended on the classifiers in a greater extent. Wang et al. [14] evaluated 17 ensembles of 18 feature ranking methods and concluded that the ensembles of a few ranking methods may in some extent improve the prediction performance. He et al. [19] defined a three-setup algorithm to determine a minimum subset of features. The experimental results indicated that the minimum feature subset could not only improve the performance of defect prediction, but also facilitate the procedure of general defect prediction with acceptable loss of prediction precision. Then, He et al. [9] further conducted other experiments on features and found that the top 5 metrics reached a peak in performance.
Although these feature selection methods can improve the accuracy and performance of prediction, they do not fundamentally explore the causal relationship between features and defects. Hence, we innovatively introduce the information flow algorithm (IFA), which is usually applied in network data analysis, to analyze the causality between software defects and the associated features. Information flow (or information transfer) is a logically sound measure of causality [20] and possesses the needed asymmetry for a cause-effect relation. Moreover, it provides a quantitative characterization of the otherwise statistical test [21] . It may be a valuable tool for selecting appropriate metrics in SDP.
Another significant problem of data quality in CPDP is data filtering, which means how to filter cross-company data for local tuning automatically. This issue can be resolved by instance selecting, which aims at selecting an instance subset from the cross-company classes [22, 23] . Turhan et al. [24] applied a simple nearest neighbor (NN) filtering for automatically constructing homogeneous training datasets. In specific terms, they used the Euclidean distance for measuring similarity and selecting neighbors between static code features of within-company (WC) and cross-company (CC) data. However, there are a number of algorithms available for similarity measure between the training datasets and the datasets to be tested. For example, the Euclidean, Jaccard, Cosine, and Correlation [25] . Thus, we need to identify which distance is more appropriate to establish the training datasets in CPDP automatically. This paper mainly focuses on feature selection. We intend to apply the information flow in feature selection; in terms of data filtering, we use different distances in the NN method to explore more homogeneous datasets in an automated way. The rest of this paper is organized as follows. Section 2 and section 3 describe the approaches of our study and the detailed experimental setups, respectively. Section 4 analyzes the primary results. Finally, section 5 makes a discussion and conclusion about the whole paper and presents the agenda for future work.
Problems and approaches

Problems of software datasets
In cross-project defect prediction, the quality of the training datasets is significant for high prediction performance [11] [12] [13] . Many researchers have made great efforts in improving the quality of software datasets; one effective method is data preprocessing, which could be divided into feature selection and data filtering [7, 15] .
Feature selection is a process that distinguishes and removes unnecessary features from software datasets, and only keeps the beneficial ones for training the classifiers. Generally, the feature selection methods can be categorized into two groups: the filters and the wrappers. The filters identify and select the most relevant features with the correlation between features and class labels as a basis, while the wrappers use feedback from a classifier to select feature(s), which may greatly increase the computational complexity when compared with the filters [24] .
Training data filtering means a process of collecting similar instances from cross-company (CC) datasets in order to construct a training dataset which is homogeneous with the validation set [24] . Turhan and Menzies [24] used NN filtering to filter cross-company data for local tuning automatically. They chose the Euclidean distance to do similarity measuring between the WC data and the CC data, and found the nearest neighbors for the WC data from the CC data. However, there are many different distances available in NN filtering; it is necessary to identify which distance can achieve the best performance of data filtering.
While both feature selection and data filtering are effective in improving the quality of the training datasets, in this paper, we design a two-stage data preprocessing method, which combine feature selection and data filtering to improve the quality of training datasets. More specifically, for stage of feature selection, we perform causality analysis to select features that have the most causal relationship with the defects; then, we proceed with the redundancy control to form the most suitable feature subset. For the stage of data filtering, we first apply different distances in NN filtering to identify which one could perform the best, and then establish a homogeneous training dataset for the classifiers.
Research questions
This paper is constructed of three parts: the first part verifies whether information flow algorithm (IFA) can work well in feature selection. The second identifies which distance in NN filtering performs best in data filtering. The last one validates whether the approach that combine feature selection and data filtering can improve the performance of CPDP. Thus, we design experiments to address the following research questions.
• RQ1. How can IFA appropriately implement feature selection to improve the performance of CPDP?
• RQ2. Which distance in NN filtering performs best in constructing homogeneous training datasets?
• RQ3. How does the defect prediction performance of the two-stage method compare with the baseline methods over different data sets?
A two-stage data preprocessing method
This section presents the two-stage method that combines feature selection and data filtering for CPDP. In particular, for the first stage, we (1) use the information flow algorithm to do the causality analysis for removing the irrelevant features; (2) rank the remained features to eliminate the redundant features on the basis of the occurrences; (3) select a most suitable feature subset. For the second stage, we (1) apply different distances in the NN filtering to find the most appropriate one; (2) construct homogeneous training datasets with the distance. Based on the two stages, a homogeneous and high quality training dataset is constructed. Figure 1 illustrates the entire framework of the two-stage data preprocessing method. In our method, feature selection is performed before data filtering. Specifically, the former performs causality analysis, feature ranking and best subset selection in sequence, while the latter applies different distances in NN filtering to measure similarity and select neighbors automatically between static code features of WC and CC data. Figure 1 shows the overall process of the feature selection stage. First step is to remove the irrelevant features by performing the causality analysis with the use of information flow algorithm; the second step is to control feature redundancy with the top-k approach. In the last step, a most suitable feature subset is selected with the index of F-measure. In software development, a software release often includes a quantity of modules (or classes), which are completed in time sequence. Moreover, for a specific release, these modules are labeled with the same static code features. Thus, in the case of a fixed feature, we can take the value list of these modules as a pseudo-time-series (PST). Table 1 shows the details of this process. In Table 1 , Release-1.0 has n software modules, and each module is labeled with 20 feature attributes and one labeled attribute Bug (more information about the 21 features will be described in section 3). For a fixed feature, the values of the n modules form a list, which is the PST. For example, the values for the feature WMC of each module compose a value list (a1, a2, ..., an), which is named as PST1. Then we can get 21 PSTs.
The entire framework
The first stage: feature selection
Liang [26] put forward the information flow algorithm (IFA) to deal with the causal analysis between time series in a rigorous and quantitative way. In IFA, the causality is measured by the information flow. For series 1 and 2 , the rate of information flowing (units: nats per unit time) from the latter to the former is 2 
where
is the sample covariance between and , and , = ( − ̅)(̇−̅ ) ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅ is the sample covariance between and ̇, and ̇ is the difference approximation of using the Euler forward scheme: ̇, = { , +1 − , ∆ }, with ∆ being the time step. For more detailed calculations, please refer to [26] .
In the above concise formula, the information flow rate 2→1 could be zero or non-zero. If 2→1 = 0, then 2 is noncausal to 1 ; if not, then it is causal. Moreover, if 2→1 > 0, it means that 2 functions to make 1 more uncertain; if Let 1 = PST 21 and 2 = PST ( = 1, 2, … ,20). According to IFA, we can perform causality analysis between each feature attribute and the labeled attribute Bug through computing the values of 2→1 with different , to identify which feature attribute(s) is/are more likely to cause defects.
After the process of causality analysis, we get a ranking list of the 20 feature attributes sorted by the values of | 2→1 | for each release. In order to control redundancy, we need to determine the most useful ones from the original features. Hence, the top-k features of the ranking list are selected. As recommended by Song et al. [27] , we set k as ⌈√ × ⌉,
where m is the number of the original feature attributes. In this paper, the number of static code features is 20; thus, k is 14.
In practice, we first select the top 14 features from each release, and then we choose the top 14 features, according to the occurrences in the entire 34 datasets (more details about the 34 releases will also be described in section 3). The results of this process are shown in Table 2 and 3. In order to further simplify the feature subset, we use the combinations of the 14 features to find the most suitable feature subset for all the data sets. Figure 3 illustrates the procedure of this process. The most suitable feature subset is the combination, which provides the best prediction performance. 
In (3), FN (i.e. false negative) means that non-buggy classes are wrongly classified to be faulty, while FP (i.e. false positive) means buggy classes are wrongly classified to be non-faulty. TN (i.e. true negative) and TP (i.e. true positive) refer to correctly classified non-buggy and buggy classes, respectively. In summary, the total work of the first stage can be explained by the pseudo code, as shown in Figure 4 . From the figure we can find that the computation complexity of the feature selection process is O(n 2 ). 
The second stage: data filtering
Data filtering aims at constructing a training dataset that is homogeneous with the validation set by collecting similar instances. Homogeneous data in software engineering often means the datasets have the same metric set, while heterogeneous data means that their metric sets are different [28] . We apply the k-Nearest Neighbor (k-NN) method to filter the training data, which uses a specific distance to measure similarity between the selected features of validation and CC datasets. The basic idea of the NN filter is that prediction models are built by source instances that are the nearest-neighbors of target instances [24] .
The expected result of this stage is to obtain an available CC training data subset that owns similar characteristics to the local data. Please note that, in measuring similarity, we do not use the labeled attribute Bug, in accordance with a real life case that there is no defect related information available for some software modules that are completed and ready for testing. However, the static code features can be obtained with some automated tools.
There are many different distances available in the NN filter such as Euclidean, Jaccard, Cosine and so on. It is necessary to decide which distance to be used in the filter. Thus, we conduct experiments to make comparisons among several common used ones, i.e. Euclidean, Jaccard, Cosine, Correlation and Hamming. For a specific distance, we calculate distances between the local data and the CC data. Let N be the number of local dataset size, and we pick 10 (i.e. k=10) nearest neighbors from candidate CC training dataset for each local data. We get 10×N similar module feature vectors. However, the 10×N samples may not be unique because a single data sample can be a nearest neighbor of many local data. Thus, we only use the unique ones to form the final training set.
Experimental setup
In experimental setup, we design experiments to validate the practicality of the two-stage data preprocessing method. First, we illustrate the datasets used in the experiments. Then, based on the research questions, we put forward the experimental design.
Data collection
In our experiments, the original 34 releases are listed in Table 4 , where #Classes and #DP are the number of instances and the number of defects, respectively, and %DP is the ratio of buggy classes to all classes. These 34 releases are chosen from 10 open-source projects provided by the PROMISE repository, and have already been confirmed by many literatures [9, 19] . The 21 software attributes (20 feature attributes and 1 labelled attribute) are listed in Table 5 . More details of these attributes will be found in [29] . 
Experimental design
Feature selection methods
In the feature selection stage, besides the proposed method, two other common methods are also implemented for comparison. As described above, our proposed method combines both causality analysis and redundancy control to choose the most representative feature subset while removing the redundant ones. IFA is applied in implementing the causality analysis, while top-k and F-measure are used to control redundancy. In the experiments, as recommended by Song et al. [27] , we set the number of pre-selected features as ⌈√ × ⌉, where m is the number of features in the original data set.
Besides our method, we implement two other methods for comparison. The first one is the ALL method, which means no feature selection is applied. This method is used in [24] . Turhan et al. applied ALL in building localized defect predictors using static code features. The second one is the top-5 method, which means only the top 5 features are selected in accordance with the number of occurrences, as suggested by He et al. [19] .
Data filtering methods
For the data filtering stage, we use the k-NN method, which measures the similarity between features of validation and CC datasets to build a homogeneous training dataset. To identify which distance performs best in NN, we make comparative experiments among Euclidean, Jaccard, Cosine, Correlation and Hamming. The descriptions of these five distances are as follows.
Given an m-by-n data matrix X, which is treated as m (1-by-n) row vectors x1, x2, ..., xm, the various distances between the vector xs and xt are defined as follows:
where ̅ = 1 ∑ and ̅ = 1 ∑ .
• Hamming distance
Classification models
During experiments, we implement three classification models (Naïve Bayes (NB), Logistic Regression (LR) and Random Tree (RT)) that are commonly used in software fault prediction.
NB is one of the simplest classifier based on conditional probability [30] . In the classifier, the features are assumed to be independent, and that is why the classifier is termed as 'naïve'. In practice, the Naïve Bayes classifier often performs better than more sophisticated classifiers, although the independence assumption is often violated [31] . The prediction model constructed by this classifier is a set of probabilities. The probability that a new class is buggy is estimated based on the product of the individual conditional probabilities for the feature values of the class.
LR is a type of probabilistic statistical regression model for categorical prediction by fitting data to a logistic curve [32] . It could also be utilized in a binary predictor to predict a binary response, i.e., the outcome of a categorical dependent variable. In CPDP, the dependent variable (either buggy or non-buggy) is binary; therefore, it is suitable for solving the problem.
RT, a hypothesis space for supervised learning algorithm, is one of the simplest hypothesis spaces possible [33] . A Random Tree has two components: a schema, which is a set of features, and a body, which is a set of labeled instances.
Experimental results
Based on the experimental results, we study the three research questions.
RQ1: How can IFA appropriately implement features selection to improve the performance of CPDP?
To investigate the effectiveness of the IFA in feature selection, we carry out causality analysis experiments between each of the 20 feature attributes and the labeled attribute Bug. As recommended by Song et al. [27] , we pick the top 14 most relevant features for further processing. After the procedure of redundancy control, we get the most suitable feature subset {WMC, CA, CAM, CBM, CBO, CE, IC}, which reaches the highest F-measure when compared to other combinations. Then, on the basis of the 34 releases, we conduct comparison experiments with other feature selection methods: the ALL and the Top-5 methods. Table 6 shows the results of the experiments. From Table 6 , we observe that, with regard to different classification models (i.e. NB, LR and RT), our IFA method performs better than the other two methods with the highest F-measure in average.
RQ2: Which distance in NN filter performs best in constructing homogeneous training datasets?
In the data filtering stage, we apply NN method in similarity measuring to construct a homogeneous training dataset from CC data. To identify which distance performs better, we conduct experiments on the basis of the selected feature subset to make comparisons among the 5 distances, i.e. Euclidean, Jaccard, Cosine, Correlation and Hamming. Figure 5 shows the standardized boxplots of the performances of different distances achieved by different classification models based on Naïve Bayes, Logistic Regression and Random Tree, respectively. From the bottom to the top of a standardized box plot: minimum, first quartile, median, third quartile, and maximum. Any data not included between the boxes is plotted as a small cross. Considering the median line of the boxes, we find that, for all the classification models, the Euclidean performs better than the other distances in general.
RQ3: How does the defect prediction performance of the two-stage method compare with the baseline methods over different data sets?
To demonstrate the overall effectiveness of the two-stage method, we combine feature selection and data filtering together, and perform comparison experiments among ALL + Euclidean, Top-5 + Euclidean and IFA + Euclidean. Figure 6 describes the experimental results. From Figure 6 , we find that, for a specific classification model, the combination of IFA + Euclidean performs better than the others, especially obviously viewed in RT. On the other hand, for a specific combination, RT seems to perform better than the other classification models.
Conclusions
In this study, we design and implement an information flow based software feature selection method, combined with training data filtering, to improve the data quality for CPDP. In feature selection, we utilize the information flow algorithm to do the causality analysis among software metrics, in order to find the most correlative ones. In data filtering, we use the NN filter to construct a homogeneous training datasets from the CC data automatically. To validate the effectiveness and practicality of our approach, we systematically conduct verification experiments. Several classic methods are included for comparison. In the studies, we will conduct more comparison experiments with other novel feature selection methods. The final experimental results demonstrate the potential of our approach in improving the quality of training data and the performance of CPDP.
In addition, interpreting these in terms of the posed questions, we conclude that:
(1) For feature selection, causality analysis is more effective than relevance analysis, and IFA is useful in implementing feature selection to improve performances for CPDP.
(2) For data filtering, we find that the Euclidean distance norm performs best in the NN filter.
(3) For classification models, we observe that the RT may yield better prediction results than the other models.
