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Abstract
In many everyday tasks it is necessary to compare the performance of the individuals in
a population described by two or more criteria, for example comparing products in order
to decide which is the best to purchase in terms of price and quality. Other examples
are the comparison of universities, countries, the infrastructure in a telecommunications
network, and the candidate solutions to a multi- or many-objective problem. In all of these
cases, visualising the individuals better allows a decision maker to interpret their relative
performance. This thesis explores methods for understanding and visualising multi- and
many-criterion populations.
Since people cannot generally comprehend more than three spatial dimensions the visual-
isation of many-criterion populations is a non-trivial task. We address this by generating
visualisations based on the dominance relation which deﬁnes a structure in the population
and we introduce two novel visualisation methods. The ﬁrst method explicitly illustrates
the dominance relationships between individuals as a graph in which individuals are sorted
into Pareto shells, and is enhanced using many-criterion ranking methods to produce a
ﬁner ordering of individuals. We extend the power index, a method for ranking according
to a single criterion, into the many-criterion domain by deﬁning individual quality in terms
of tournaments. The second visualisation method uses a new dominance-based distance in
conjunction with multi-dimensional scaling, and we show that dominance can be used to
identify an intuitive low-dimensional mapping of individuals, placing similar individuals
close together. We demonstrate that this method can visualise a population comprising a
large number of criteria.
Heatmaps are another common method for presenting high-dimensional data, however they
suﬀer from a drawback of being diﬃcult to interpret if dissimilar individuals are placed
close to each other. We apply spectral seriation to produce an ordering of individuals
and criteria by which the heatmap is arranged, placing similar individuals and criteria
close together. A basic version, computing similarity with the Euclidean distance, is
demonstrated, before rank-based alternatives are investigated. The procedure is extended
to seriate both the parameter and objective spaces of a multi-objective population in two
stages. Since this process describes a trade-oﬀ, favouring the ordering of individuals in
one space or the other, we demonstrate methods that enhance the visualisation by using
an evolutionary optimiser to tune the orderings.
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One way of revealing the structure of a population is by highlighting which individuals are
extreme. To this end, we provide three deﬁnitions of the “edge” of a multi-criterion mu-
tually non-dominating population. All three of the deﬁnitions are in terms of dominance,
and we show that one of them can be extended to cope with many-criterion populations.
Because they can be diﬃcult to visualise, it is often diﬃcult for a decision maker to
comprehend a population consisting of a large number of criteria. We therefore consider
criterion selection methods to reduce the dimensionality with a view to preserving the
structure of the population as quantiﬁed by its rank order. We investigate the eﬃcacy
of greedy, hill-climber and evolutionary algorithms and cast the dimension reduction as a
multi-objective problem.
4
I would like to thank several people for their help and support during
the course of my PhD. My parents have supported me in many ways
over the last four years, and it is very much appreciated. I would
also like to thank my many colleagues, particularly: Andrew Clark,
Jacqueline Christmas, Max Dupenois, Kent McClymont and
Zena Wood. I am also grateful to Antony Galton and
Joshua Knowles for agreeing to examine this thesis.
Special thanks are due to my supervisors, Jonathan Fieldsend and
Richard Everson, who have been a constant source of sound advice
and encouragement.
Contents
1 Introduction 9
1.1 Thesis Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2 Thesis Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2 Background 15
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2 Optimising Multiple Objectives . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.1 Classical Aggregation Approaches . . . . . . . . . . . . . . . . . . . 19
2.2.2 Pareto Dominance . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3 Evolutionary Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3.1 Evolutionary Operators . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.2 Fitness Assignment . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.3.3 Multi-objective Evolutionary Algorithms . . . . . . . . . . . . . . . . 27
2.3.4 Many-objective Evolutionary Algorithms . . . . . . . . . . . . . . . 31
2.3.5 Test Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.4 Multi-criteria Decision Making . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.4.1 Selecting an Individual based on Decision Maker Preferences . . . . 41
2.4.2 Ranking Alternatives in MCDM . . . . . . . . . . . . . . . . . . . . 42
2.5 Comparing Permutations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.5.1 Spearman’s Footrule . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.5.2 Kendall’s τ Metric . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.6 High-dimensional Visualisation . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.6.1 Visualising All Criteria . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.6.2 Visualising a Subset of the Criteria . . . . . . . . . . . . . . . . . . . 50
2.6.3 Interactive Visualisation . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3 Understanding Many-criterion League Table Data 56
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.2 Measuring Quality with League Tables . . . . . . . . . . . . . . . . . . . . . 58
3.2.1 The Times Good University Guide 2009 . . . . . . . . . . . . . . . . 60
3.3 Visualising and Ordering Many-criterion Populations . . . . . . . . . . . . . 61
3.3.1 Leagues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
6
Contents
3.3.2 Pareto Shells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.3.3 Average Rank . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.3.4 Graphical Population Ranking . . . . . . . . . . . . . . . . . . . . . 77
3.3.5 Average Shell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.3.6 Stationary Distribution . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.3.7 Power Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.4 Visualisation with the Dominance Distance . . . . . . . . . . . . . . . . . . 87
3.4.1 Multi-dimensional Scaling . . . . . . . . . . . . . . . . . . . . . . . . 90
3.4.2 Illustration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4 Finding the Edge of a Mutually Non-dominating Population 109
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
4.2 Identifying Edges with the Attainment Surface . . . . . . . . . . . . . . . . 112
4.3 Dominance-based Edge Identiﬁcation with Rotations . . . . . . . . . . . . . 115
4.4 Criterion Subset Edge Identiﬁcation . . . . . . . . . . . . . . . . . . . . . . 118
4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5 Seriation of Heatmaps 125
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
5.2 Seriation of Heatmaps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.2.1 Spectral Seriation of Many-objective Populations . . . . . . . . . . . 129
5.2.2 Seriation of Criteria . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.3 Seriating Criteria with Rank Information . . . . . . . . . . . . . . . . . . . 136
5.4 Seriating Individuals with Rank Information . . . . . . . . . . . . . . . . . . 139
5.5 Joint Seriation of Many-objective Solutions . . . . . . . . . . . . . . . . . . 143
5.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
6 Rank-based Dimension Reduction 154
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
6.2 Criterion Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
6.2.1 Rank-based Criterion Selection . . . . . . . . . . . . . . . . . . . . . 157
6.3 Greedy Criterion Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
6.3.1 Illustration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
6.4 Hill Climber Criterion Selection . . . . . . . . . . . . . . . . . . . . . . . . . 161
6.5 Multi-objective Criterion Selection . . . . . . . . . . . . . . . . . . . . . . . 165
6.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
7 Conclusion 171
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
7.2 Visualising Many-criterion Populations . . . . . . . . . . . . . . . . . . . . . 171
7.3 Understanding Many-criterion Populations . . . . . . . . . . . . . . . . . . . 174
7.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
7
Contents
A Times Good University Guide 2009 176
Bibliography 182
8
