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2
1 Introduction
The goal of this paper is to give a simple construction for a wide class of integrable quasi-linear
systems of the form
n∑
l=1
(
arl(u1, ..., un)
∂ul
∂t
+ brl(u1, ..., un)
∂ul
∂x
+ crl(u1, ..., un)
∂ul
∂y
)
= 0, r = 1, ..., m (1.1)
where t, x, y are independent variables and u1, ..., un are dependent variables. By integrability
of a system (1.1) we mean the existence of the so-called pseudo-potential representation
∂ψ
∂x
= F (
∂ψ
∂t
, u1, ..., un),
∂ψ
∂y
= G(
∂ψ
∂t
, u1, ..., un). (1.2)
In other words, a system (1.1) is integrable if there exist functions F,G such that the com-
patibility conditions for (1.2) are equivalent to (1.1). Writing the system (1.2) in parametric
form
∂ψ
∂t
= P1(z,u),
∂ψ
∂x
= P2(z,u),
∂ψ
∂y
= P3(z,u),
allowing an arbitrary number of independent variables t1 = t, t2 = x, t3 = y, t4, ..., tN , and
writing compatibility conditions in terms of functions Pi, we obtain the so-called Whitham
type hierarchy. An important class of such hierarchies associated with the moduli space of
Riemann surfaces of genus g with n punctures (the so-called universal Whitham hierarchy) was
constructed and studied in [1, 2]. The universal Whitham hierarchy is important in the theory
of Frobenius manifolds [3], matrix models and other areas of mathematics. Note that the set of
times in the universal Whitham hierarchy coincides with a set of meromorphic differentials on
a Riemann surface (holomorphic outside punctures), and that the potentials Pi(z) are integrals
of these differentials.
In the papers [4, 5, 6] the general theory of quasi-linear systems of the form (1.1) integrable
by hydrodynamic reductions was developed and important classification results were obtained.
In particular, in the paper [5] the systems with two equations for two unknowns (i.e. n = m = 2)
were characterized by a complicated system of non-linear PDEs for coefficients arl, brl, crl.
Moreover, it was shown in the same paper that integrability by hydrodynamic reductions (in
the case n = m = 2) is equivalent to existence of a pseudo-potential representation.
In the paper [7] these systems and their pseudo-potentials were constructed explicitly in
terms of arbitrary solutions of a linear system of PDEs of hypergeometric type [8] with rational
coefficients. Moreover, a generalization of this construction to the case of arbitrary n andm = n
was done in the same paper. It was clear that the systems constructed in [7] are associated with
CP 1 \ {u1, ..., un, 0, 1,∞} but constitute a wider class than the universal Whitham hierarchy
associated with a rational curve. Further generalization to the case of n + k equations with
n unknowns (where 0 ≤ k < n − 1) and to the elliptic case was done in the papers [9, 10].
Moreover, in was shown in these papers that all constructed systems are also integrable by
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hydrodynamic reductions. It became clear that similar deformations and generalizations of the
universal Whitham hierarchy should exist in all genera. However, constructions of the papers
[7, 9, 10] were too complicated for direct generalization to Riemann surfaces of genus larger
than one. Indeed, some expressions for derivatives ∂Pi
∂z
, ∂Pi
∂uj
were written down in terms of
hypergeometric functions and their derivatives.
Recall that general hypergeometric functions can be constructed and studied in two dual
ways: as solutions of holonomic linear systems of PDEs and/or as periods of some multiple-
valued differential forms. In this paper by exploring the second method we have solved explicitly
the overdetermined systems for Pi found in [7, 9, 10], and we write down a simple formula for
Pi as a single integral of hypergeometric type. This formula can be easily generalized to all
genera.
Let us describe the contents of the paper. In Section 2 we recall generalities of Whitham type
hierarchies. In Section 3 we construct potentials in terms of hypergeometric type integrals in the
rational case, and in Section 4 we give a similar construction in the elliptic case. In Section 5 we
generalize these constructions to higher genus. In Section 6 we construct a compatible system of
PDEs of hypergeometric type associated with an arbitrary KP tau-function. Some speculations
about possible integrable systems associated with universal moduli space containing all the
Riemann surfaces of finite genus are made and several directions of future research are pointed
out.
2 Whitham type hierarchies
Given a set of independent variables t1, ..., tN called times, a set of dependent variables u1, ..., un
called fields and a set of functions Pi(z, u1, ..., un), i = 1, ..., N called potentials we define a
Whitham type hierarchy as compatibility conditions of the following system of PDEs:
∂Ψ
∂ti
= Pi(z, u1, ..., un), i = 1, ..., N. (2.3)
Here Ψ, u1, ..., un are functions of times t1, ..., tN and z is a parameter. The system (2.3)
is understood as a parametric way of defining N − 1 relations between partial derivatives
∂Ψ
∂ti
, i = 1, ..., N obtained by excluding z from these equations. Assume that the system (2.3)
is compatible. Compatibility conditions can be written as
n∑
l=1
((∂Pi
∂z
∂Pj
∂ul
−
∂Pj
∂z
∂Pi
∂ul
)∂ul
∂tk
+
(∂Pj
∂z
∂Pk
∂ul
−
∂Pk
∂z
∂Pj
∂ul
)∂ul
∂ti
+
(∂Pk
∂z
∂Pi
∂ul
−
∂Pi
∂z
∂Pk
∂ul
)∂ul
∂tj
)
= 0
(2.4)
where i, j, k = 1, ..., N are pairwise distinct. Let Vi,j,k be linear space of functions in z spanned
by ∂Pi
∂z
∂Pj
∂ul
−
∂Pj
∂z
∂Pi
∂ul
,
∂Pj
∂z
∂Pk
∂ul
− ∂Pk
∂z
∂Pj
∂ul
, ∂Pk
∂z
∂Pi
∂ul
− ∂Pi
∂z
∂Pk
∂ul
, l = 1, ..., n.
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Lemma 1. Let Vi,j,k be finite dimensional and dimVi,j,k = m. Then (2.4) is equivalent to
a hydrodynamic type system of m linearly independent equations of the form
n∑
l=1
(
arl(u1, ..., un)
∂ul
∂ti
+ brl(u1, ..., un)
∂ul
∂tj
+ crl(u1, ..., un)
∂ul
∂tk
)
= 0, r = 1, ..., m. (2.5)
Proof. Let {S1(z), ..., Sm(z)} be a basis in Vi,j,k and
∂Pi
∂z
∂Pj
∂ul
−
∂Pj
∂z
∂Pi
∂ul
=
∑m
r=1 crlSr,
∂Pj
∂z
∂Pk
∂ul
− ∂Pk
∂z
∂Pj
∂ul
=
∑m
r=1 arlSr,
∂Pk
∂z
∂Pi
∂ul
− ∂Pi
∂z
∂Pk
∂ul
=
∑m
r=1 brlSr.
Substituting these expressions to (2.4) and equating to zero coefficients at S1, ..., Sm we
obtain (2.5).
Remark 1. In all known examples of integrable Whitham type hierarchies we have n ≤
m ≤ 2n− 1. Therefore, this inequality can be regarded as a criterion of integrability.
Remark 2. In the theory of integrable systems of hydrodynamic type the system (2.3) is
often referred to as a pseudo-potential representation of the system (2.5).
3 Genus zero case
Let u1, ..., un ∈ C \ {0, 1} be pairwise distinct. Fix real numbers s1, ..., sn+2. Define
Pγ(z, u1, ..., un) =
∫
γ
1
z − t
(z − u1)
s1...(z − un)
snzsn+1(z − 1)sn+2
(t− u1)s1...(t− un)sntsn+1(t− 1)sn+2
dt (3.6)
where γ is a cycle in C \ {u1, ..., un, 0, 1}. Note that u1, ..., un, 0, 1,∞ can be endpoints of γ and
we assume that the corresponding si are small enough for convergence of our integral.
Proposition 1. For generic values of s1, ..., sn+2 the set of functions Pγ(z, u1, ..., un) defines
a Whitham type hierarchy with n fields u1, ..., un and N = n+1 times. Compatibility conditions
for this potentials are equivalent to a hydrodynamic type system of the form (2.5) with m = n
linearly independent equations.
Proof. Let I be integrand in (3.6). Computing ∂Pγ
∂z
=
∫
γ
∂I
∂z
dt =
∫
γ
(
∂
∂z
+ ∂
∂t
)
Idt and
∂Pγ
∂ui
=
∫
γ
∂I
∂ui
dt we obtain ∂Pγ
∂z
=
−
∫
γ
( n∑
i=1
si
(z − ui)(t− ui)
+
sn+1
zt
+
sn+2
(z − 1)(t− 1)
)(z − u1)s1...(z − un)snzsn+1(z − 1)sn+2
(t− u1)s1...(t− un)sntsn+1(t− 1)sn+2
dt,
∂Pγ
∂ui
=
∫
γ
si
(z − ui)(t− ui)
(z − u1)
s1...(z − un)
snzsn+1(z − 1)sn+2
(t− u1)s1 ...(t− un)sntsn+1(t− 1)sn+2
dt.
These formulas can be written as
∂Pγ
∂z
=
( n∑
i=1
fγ,i
z − ui
+
fγ,n+1
z
+
fγ,n+2
z − 1
)
(z − u1)
s1 ...(z − un)
snzsn+1(z − 1)sn+2,
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∂Pγ
∂ui
= −
fγ,i
z − ui
(z − u1)
s1...(z − un)
snzsn+1(z − 1)sn+2 (3.7)
where fγ,i are independent of z. Note that fγ,1 + ... + fγ,n+2 = 0. It is clear from (3.7) that
∂Pγ1
∂z
∂Pγ2
∂ul
−
∂Pγ2
∂z
∂Pγ1
∂ul
= φγ1,γ2,l(z)(z − u1)
2s1−1...(z − un)
2sn−1z2sn+1−1(z − 1)2sn+2−1
where φγ1,γ2,l(z) are polynomials in z of degree n − 1. Therefore, the linear span of these
functions is n-dimensional and applying Lemma 1 we see that compatibility conditions are
equivalent to a hydrodynamic type system of the form (2.5) with m = n linearly independent
equations. It is known that the linear space spanned by Pγ is n + 2-dimensional for generic
values of s1, ..., sn+2. If γ is a small circle around z, then Pγ is a constant. Therefore, there are
n+ 1 nontrivial times in this hierarchy.
Remark 3. Let ω = 1
z−t
(z−u1)s1 ...(z−un+3)
sn+3
(t−u1)s1 ...(t−un+3)
sn+3 dt. If s1 + ... + sn+3 = −1, then ω is invariant
with respect to transformations t→ at+b
ct+d
, z → az+b
cz+d
, ui →
aui+b
cui+d
. Using these transformations
we can send un+1, un+2, un+3 to 0, 1,∞ and obtain integrand of (3.6).
Remark 4. More general hierarchy can be defined by
Pγ0,...,γk(z, u1, ..., un) = (3.8)
=
∫
γ0×...×γk
∏
0≤i<j≤k
(ti−tj)·(z−u1)s1 ...(z−un)snz
sn+1 (z−1)sn+2
k∏
i=0
(z−ti)(ti−u1)s1 ...(ti−un)sn t
sn+1
i (ti−1)
sn+2
dt0 ∧ ... ∧ tk
∫
γ1×...×γk
∏
1≤i<j≤k
(ti−tj)
k∏
i=1
(ti−u1)s1 ...(ti−un)sn t
sn+1
i (ti−1)
sn+2
dt1 ∧ ... ∧ tk
.
Here we fix γ1, ..., γk and vary γ0. There are n fields u1, ..., un and n+1−k times in this hierarchy.
Compatibility conditions are equivalent to a system of n+ k equations of hydrodynamic type.
Remark 5. Yet more general hierarchy can be defined by
Pγ0,...,γk(z,u,v) = (3.9)
=
∫
γ0×...×γk
∏
0≤i<j≤k
(ti−tj)·(z−u1)
s1 ...(z−un)snz
sn+1(z−1)sn+2eΩ(z)
k∏
i=0
(z−ti)(ti−u1)s1 ...(ti−un)sn t
sn+1
i (ti−1)
sn+2eΩ(ti)
dt0 ∧ ... ∧ tk
∫
γ1×...×γk
∏
1≤i<j≤k
(ti−tj)
k∏
i=1
(ti−u1)s1 ...(ti−un)sn t
sn+1
i (ti−1)
sn+2eΩ(ti)
dt1 ∧ ... ∧ tk
where
Ω(p) =
n∑
i=1
di−1∑
j=1
vi,j
(p− ui)j
+
dn+1−1∑
j=1
vn+1,j
pj
+
dn+2−1∑
j=1
vn+2,j
(p− 1)j
+
dn+3−1∑
j=1
vn+3,jp
j .
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Here we fix γ1, ..., γk and vary γ0. There are d1 + ... + dn+3 fields u1, ..., un, vi,j and d1 + ... +
dn+3 + 1 − k times in this hierarchy. Compatibility conditions are equivalent to a system of
d1 + ...+ dn+3 + k equations of hydrodynamic type. In particular, for k = 0 we have
Pγ(z, u1, ..., un) =
∫
γ
1
z − t
(z − u1)
s1...(z − un)
snzsn+1(z − 1)sn+2 exp(Ω(z))
(t− u1)s1...(t− un)sntsn+1(t− 1)sn+2 exp(Ω(t))
dt. (3.10)
The numbers d1, ..., dn+3 are called multiplicities of u1, ..., un, 0, 1,∞ correspondingly. In par-
ticular, if all multiplicities are equal to 1, then we return to potentials given by (3.8), (3.6).
4 Genus one case
Let Γ = {l1 + l2τ ; l1, l2 ∈ Z} ⊂ C be a lattice in C spanned by 1 and τ where Im τ > 0. Let
E = C/Γ be the corresponding elliptic curve. Define theta-function θ(z, τ) by
θ(z, τ) = e−piiz
∑
l∈Z
(−1)le2pii(lz+
l(l−1)
2
τ).
Note that θ(z, τ) can be identified with a holomorphic section of a linear bundle on E , the only
zero of θ(z, τ) modulo Γ is at z = 0 (see [11] for details). In the sequel we will omit the second
argument of θ as it always will be equal to τ . The notation θ′ is used for derivative of θ by the
first argument. We will need the following identities:
θ(−z, τ) = −θ(z, τ), θ(z + 1) = −θ(z), θ(z + τ) = −e−2pii(z+
τ
2
)θ(z),
∂θ
∂τ
= −
i
4pi
θ′′ −
pii
4
θ,
(4.11)
θ′(z − t + η)
θ(z − t+ η)
−
θ′(η)
θ(η)
+
θ′(t− u)
θ(t− u)
−
θ′(z − u)
θ(z − u)
= −
θ′(0)θ(z − t)θ(z − u+ η)θ(t− u− η)
θ(η)θ(z − t+ η)θ(z − u)θ(t− u)
.
Let u1, ..., un, 0 ∈ C be pairwise distinct modulo Γ. Fix real numbers s1, ..., sn+1 such that
s1 + ... + sn+1 = 0 and complex numbers a, b. Let η = s1u1 + ... + snun + a. Define
Pγ(z, u1, ..., un, τ) =
∫
γ
θ′(0)θ(z − t+ η)
θ(η)θ(z − t)
θ(z − u1)
s1...θ(z − un)
snθ(z)sn+1
θ(t− u1)s1...θ(t− un)snθ(t)sn+1
eb(z−t)dt. (4.12)
where γ is a cycle in C \ {u1, ..., un, 0}. Note that u1, ..., un, 0 can be endpoints of γ and we
assume that the corresponding si are small enough for convergence of our integral.
Proposition 2. For generic values of s1, ..., sn+1 the set of functions Pγ(z, u1, ..., un, τ) de-
fines a Whitham type hierarchy with n+1 fields u1, ..., un, τ and N = n+1 times. Compatibility
conditions for these potentials are equivalent to a hydrodynamic type system of the form (2.5)
with m = n + 1 linearly independent equations.
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Proof. Let I be integrand in (4.12). Computing ∂Pγ
∂z
=
∫
γ
∂I
∂z
dt =
∫
γ
(
∂
∂z
+ ∂
∂t
)
Idt, ∂Pγ
∂ui
=∫
γ
∂I
∂ui
dt, ∂Pγ
∂τ
=
∫
γ
∂I
∂τ
dt and using (4.11) we obtain ∂Pγ
∂z
= θ
′(0)2
θ(η)2
×
∫
γ
( n∑
i=1
siθ(z − ui + η)θ(t− ui − η)
θ(z − ui)θ(t− ui)
+
sn+1θ(z + η)θ(t− η)
θ(z)θ(t)
)θ(z − u1)s1 ...θ(z − un)snθ(z)sn+1ebz
θ(t− u1)s1...θ(t− un)snθ(t)sn+1ebt
dt,
∂Pγ
∂ui
= −
∫
γ
siθ
′(0)2θ(z − ui + η)θ(t− ui − η)
θ(η)2θ(z − ui)θ(t− ui)
θ(z − u1)
s1...θ(z − un)
snθ(z)sn+1ebz
θ(t− u1)s1 ...θ(t− un)snθ(t)sn+1ebt
dt,
∂Pγ
∂τ
= − θ
′(η)
2piiθ(η)
∂Pγ
∂z
+ θ
′(0)2
2piiθ(η)2
×
∫
γ
( n∑
i=1
siθ
′(z − ui + η)θ(t− ui − η)
θ(z − ui)θ(t− ui)
+
sn+1θ
′(z + η)θ(t− η)
θ(z)θ(t)
)θ(z − u1)s1...θ(z − un)snθ(z)sn+1ebz
θ(t− u1)s1 ...θ(t− un)snθ(t)sn+1ebt
dt,
These formulas can be written as
∂Pγ
∂z
=
( n∑
i=1
fγ,iθ(z − ui + η)
θ(η)θ(z − ui)
+
fγ,n+1θ(z + η)
θ(η)θ(z)
)
θ(z − u1)
s1...θ(z − un)
snθ(z)sn+1 ,
∂Pγ
∂ui
= −
fγ,iθ(z − ui + η)
θ(η)θ(z − ui)
θ(z − u1)
s1 ...θ(z − un)
snθ(z)sn+1 , (4.13)
∂Pγ
∂τ
= −
θ′(η)
2piiθ(η)
∂Pγ
∂z
+
( n∑
i=1
fγ,iθ
′(z − ui + η)
2piiθ(η)θ(z − ui)
+
fγ,n+1θ
′(z + η)
2piiθ(η)θ(z)
)
θ(z−u1)
s1...θ(z−un)
snθ(z)sn+1
where fγ,i are independent of z. It is clear from (4.13) that
∂Pγ1
∂z
∂Pγ2
∂ul
−
∂Pγ2
∂z
∂Pγ1
∂ul
= φγ1,γ2,l(z)θ(z − u1)
2s1 ...θ(z − un)
2snθ(z)2sn+1 , l = 1, ..., n,
∂Pγ1
∂z
∂Pγ2
∂τ
−
∂Pγ2
∂z
∂Pγ1
∂τ
= φγ1,γ2,n+1(z)θ(z − u1)
2s1...θ(z − un)
2snθ(z)2sn+1
where φγ1,γ2,l(z) are meromorphic functions in z with simple poles at u1, ..., un, 0 only. Moreover,
these functions satisfy quasi-periodicity properties:
φγ1,γ2,l(z + 1) = φγ1,γ2,l(z), φγ1,γ2,l(z + τ) = e
−2piiηφγ1,γ2,l(z), l = 1, ..., n+ 1.
Therefore, the linear span of these functions is n + 1-dimensional and applying Lemma 1 we
see that compatibility conditions are equivalent to a hydrodynamic type system of the form
(2.5) with m = n + 1 linearly independent equations. The linear space spanned by Pγ is
n+ 2-dimensional for generic values of s1, ..., sn+1. If γ is a small circle around z, then Pγ is a
constant. Therefore, there are n+ 1 nontrivial times in this hierarchy.
Remark 6. Let ω = θ
′(0)θ(z−t+η)
θ(z−t)
θ(z−u1)s1 ...θ(z−un)snθ(z−un+1)
sn+1
θ(t−u1)s1 ...θ(t−un)snθ(t−un+1)
sn+1 e
b(z−t)dt. If s1+ ...+sn+1 = 0,
then ω is invariant with respect to simultaneous translations of z, t, u1, ..., un+1. Using these
translations we can send un+1 to 0 and obtain integrand of (4.12).
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Remark 7. More general hierarchy can be defined by
Pγ0,...,γk(z, u1, ..., un, τ) =
θ′(0)
∆
× (4.14)
∫
γ0×...×γk
θ(z −
k∑
i=0
ti + η)
∏
0≤i<j≤k
θ(ti − tj) · θ(z − u1)
s1...θ(z − un)
snθ(z)sn+1ebz
k∏
i=0
θ(z − ti)θ(ti − u1)s1 ...θ(ti − un)snθ(ti)sn+1ebti
dt0 ∧ ... ∧ tk
where
∆ =
∫
γ1×...×γk
θ(η −
k∑
i=1
ti)
∏
1≤i<j≤k
θ(ti − tj)
k∏
i=1
θ(ti − u1)s1...θ(ti − un)snθ(ti)sn+1ebti
dt1 ∧ ... ∧ tk.
Here we fix γ1, ..., γk and vary γ0. There are n + 1 fields u1, ..., un, τ and n + 1 − k times in
this hierarchy. Compatibility conditions are equivalent to a system of n + 1 + k equations of
hydrodynamic type.
Remark 8. Yet more general hierarchy can be defined by
Pγ0,...,γk(z,u,v, τ) =
θ′(0)
∆
× (4.15)
∫
γ0×...×γk
θ(z −
k∑
i=0
ti + η)
∏
0≤i<j≤k
θ(ti − tj) · θ(z − u1)
s1...θ(z − un)
snθ(z)sn+1ebz+Ω(z)
∏k
i=0 θ(z − ti)θ(ti − u1)
s1 ...θ(ti − un)snθ(ti)sn+1ebti+Ω(ti)
dt0 ∧ ... ∧ tk
where
∆ =
∫
γ1×...×γk
θ(η −
k∑
i=1
ti)
∏
1≤i<j≤k
θ(ti − tj)
k∏
i=1
θ(ti − u1)s1 ...θ(ti − un)snθ(ti)sn+1ebti+Ω(ti)
dt1 ∧ ... ∧ tk,
Ω(p) =
n∑
i=1
di−1∑
j=1
vi,jΩj(p− ui) +
dn+1−1∑
j=1
vn+1,jΩj(p), Ωj(p) =
∂j
∂pj
log(θ(p)).
Here we fix γ1, ..., γk and vary γ0. There are d1 + ... + dn+1 + 1 fields u1, ..., un, vi,j, τ and
d1 + ... + dn+1 + 1 − k times in this hierarchy. Compatibility conditions are equivalent to a
system of d1 + ... + dn+1 + 1 + k equations of hydrodynamic type. In particular, for k = 0 we
have
Pγ(z, u1, ..., un, τ) =
∫
γ
θ′(0)θ(z − t + η)
θ(η)θ(z − t)
θ(z − u1)
s1...θ(z − un)
snθ(z)sn+1ebz+Ω(z)
θ(t− u1)s1 ...θ(t− un)snθ(t)sn+1ebt+Ω(t)
dt. (4.16)
The numbers d1, ..., dn+1 are called multiplicities of u1, ..., un, 0 correspondingly. In particular,
if all multiplicities are equal to 1, then we return to potentials given by (4.14), (4.12).
9
5 Higher genus case
Let E = D/Γ be a compact Riemann surface of genus g > 1, D ⊂ C its universal covering and
Γ = pi1(E). Denote aα, bα, α = 1, ..., g a canonical basis in the homology group H1(E ,Z). Let us
choose a coordinate in D and use the same symbols for holomorphic objects on E and their lifting
on D. Let ωα(z)dz be the basis of holomorphic 1-forms on E normalized by
∫
aα
ωβdz = δαβ.
Choose a basepoint z0 and define the Abel map qα(z) =
∫ z
z0
ω(z)dz. Note that ωα = q
′
α. Denote
by E(x, y)(dx)−1/2(dy)−1/2 the prime form and by
θ(z1, ..., zg) =
∑
m∈Zg
exp(2piim · z+ piimBmt)
the Riemann theta-function where B = (Bαβ), Bαβ =
∫
bα
ωβdz is the matrix of b-periods.
See [11, 12] for details on holomorphic objects on Riemann surfaces. Here and in the sequel
we use bold symbols for the corresponding vectors: q = (q1, ..., qg), z = (z1, ..., zg), ... and
m · z = m1z1 + ...+mgzg. Recall that
E(v, u) = −E(u, v), E(u, v) = u− v + o((u− v)2), (5.17)
E(u, v)E(w, t)θ(z+ q(u) + q(v))θ(z+ q(w) + q(t))+
+E(v, w)E(u, t)θ(z+ q(v) + q(w))θ(z+ q(u) + q(t))+
+E(w, u)E(v, t)θ(z+ q(w) + q(u))θ(z+ q(v) + q(t)) = 0.
The last relation is called Fay identity [13].
Let u1, ..., un ∈ D be pairwise distinct modulo Γ. Fix real numbers s1, ..., sn such that
s1 + ... + sn = 1 and complex vectors a,b ∈ C
g. Let η = s1q(u1) + ...+ snq(un) + a. Define
Pγ(z, u1, ..., un) =
∫
γ
θ(q(z)− q(t) + η)
θ(η)E(z, t)
E(z, u1)
s1 ...E(z, un)
sn
E(t, u1)s1 ...E(t, un)sn
eb·(q(z)−q(t))dt (5.18)
where γ is a cycle in D \ {u1, ..., un}. Note that u1, ..., un can be endpoints of γ and we assume
that the corresponding si are small enough for convergence of our integral.
Remark 9. The function Pγ does not depend on the choice of coordinate in D. Note that
Pγ is a function of n + 1 points of D (with coordinates z, u1, ..., un) and 3g − 3 moduli of a
Riemann surface E .
Proposition 3. For generic values of s1, ..., sn the set of functions Pγ(z, u1, ..., un) defines
a Whitham type hierarchy with n + 3g − 3 fields (u1, ..., un and 3g − 3 moduli of E) and
N = n + 2g − 2 times. Compatibility conditions for these potentials are equivalent to a
hydrodynamic type system of the form (2.5) withm = n+3g−3 linearly independent equations.
Let I be integrand in (5.18). Computing ∂Pγ
∂ui
=
∫
γ
∂I
∂ui
dt and using the Fay identity we
obtain
∂Pγ
∂ui
=
∫
γ
siθ(q(z)− q(ui) + η)θ(q(t)− q(ui)− η)
θ(η)2E(z, ui)E(t, ui)
E(z, u1)
s1 ...E(z, un)
sneb·q(z)
E(t, u1)s1 ...E(t, un)sneb·q(t)
dt. (5.19)
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Let
∂Pγ
∂z
= fγ(z)E(z, u1)
s1−1...E(z, un)
sn−1eb·q(z). (5.20)
One can check that fγ(z) is a holomorphic section of a linear bundle of degree n+3g− 3 on E .
Moreover,
fγ(ui) = −
∫
γ
siθ(q(t)− q(ui)− η)
θ(η)E(t, ui)
E(ui, u1)...ˆi...E(ui, un)
E(t, u1)s1...E(t, un)sneb·q(t)
dt
and, therefore, we have
∂Pγ
∂ui
= −
fγ(ui)θ(q(z)− q(ui) + η)
θ(η)E(z, ui)
E(z, u1)
s1...E(z, un)
sneb·(q(z))
E(ui, u1)...ˆi...E(ui, un)
. (5.21)
It is clear from (5.20), (5.21) that
∂Pγ1
∂z
∂Pγ2
∂ul
−
∂Pγ2
∂z
∂Pγ1
∂ul
= φγ1,γ2,l(z)E(z − u1)
2s1−1...E(z − un)
2sn−1, l = 1, ..., n,
where φγ1,γ2,l(z) are holomorphic sections of a linear bundle of degree n+4g−4 on E . Therefore,
the linear span of these functions is n+3g− 3-dimensional and applying Lemma 1 we see that
compatibility conditions are equivalent to a hydrodynamic type system of the form (2.5) with
m = n+ 3g − 3 linearly independent equations. The linear space spanned by Pγ is n+ 2g − 1-
dimensional for generic values of s1, ..., sn. If γ is a small circle around z, then Pγ is a constant.
Therefore, there are n + 2g − 2 nontrivial times in this hierarchy.
Remark 10. More general hierarchy can be defined by
Pγ0,...,γk(z, u1, ..., un) = (5.22)
=
∫
γ0×...×γk
θ(q(z)−
k∑
i=0
q(ti)+η)
∏
0≤i<j≤k
E(ti,tj)·E(z,u1)s1 ...E(z,un)sneb·q(z)
k∏
i=0
E(z,ti)E(ti,u1)s1 ...E(ti,un)sneb·q(ti)
dt0 ∧ ... ∧ tk
∫
γ1×...×γk
θ(η−
k∑
i=1
q(ti))
∏
1≤i<j≤k
E(ti,tj)
k∏
i=1
E(ti,u1)s1 ...E(ti,un)sneb·q(ti)
dt1 ∧ ... ∧ tk
where s1 + ... + sn = k + 1. Here we fix γ1, ..., γk and vary γ0. There are n + 3g − 3 fields and
n + 2g − 2 − k times in this hierarchy. Compatibility conditions are equivalent to a system of
n+ 3g − 3 + k equations of hydrodynamic type.
Remark 11. Yet more general hierarchy can be defined by
Pγ0,...,γk(z,u,v) = (5.23)
=
∫
γ0×...×γk
θ(q(z)−
k∑
i=0
q(ti)+η)
∏
0≤i<j≤k
E(ti,tj)·E(z,u1)
s1 ...E(z,un)sneb·q(z)+Ω(z)
k∏
i=0
E(z,ti)E(ti,u1)s1 ...E(ti,un)sneb·q(ti)+Ω(ti)
dt0 ∧ ... ∧ tk
∫
γ1×...×γk
θ(η−
k∑
i=1
q(ti))
∏
1≤i<j≤k
E(ti,tj)
k∏
i=1
E(ti,u1)s1 ...E(ti,un)sneb·q(ti)+Ω(ti)
dt1 ∧ ... ∧ tk
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where s1 + ...+ sn = k + 1,
Ω(p) =
∫ p
z0
n∑
i=1
di−1∑
j=1
vi,jζj(t, ui)dt, ζj(t, u) =
1
(t− u)j
+O(1),
∫
aα
ζj(t, u)dt = 0, α = 1, ..., g,
and ζj(t, u) is holomorphic for t 6= u. Here we fix γ1, ..., γk and vary γ0. There are d1 + ... +
dn+3g−3 fields and d1+ ...+ dn+2g−2−k times in this hierarchy. Compatibility conditions
are equivalent to a system of d1 + ... + dn + 3g − 3 + k equations of hydrodynamic type. In
particular, for k = 0 we have
Pγ(z, u1, ..., un) =
∫
γ
θ(q(z)− q(t) + η)
θ(η)E(z, t)
E(z, u1)
s1...E(z, un)
sneb·q(z)+Ω(z)
E(t, u1)s1...E(t, un)sneb·q(t)+Ω(t)
dt. (5.24)
The numbers d1, ..., dn are called multiplicities of u1, ..., un correspondingly. In particular, if all
multiplicities are equal to 1, then we return to potentials given by (5.22), (5.18).
6 Hypergeometric type systems associated with an ar-
bitrary tau-function
Compatibility conditions for (5.19) and (5.20) imply that the functions fγ(z) satisfy the follow-
ing system of PDEs:
∂f(z)
∂ui
= −
(si − 1)
∂E(z,ui)
∂ui
E(z, ui)
f(z)− (6.25)
−
θ(q(z) − q(ui) + η)E(z, u1), , , iˆ...E(z, un)
θ(η)E(ui, u1), , , iˆ...E(ui, un)
f(ui)
(
b · q′(z) +
n∑
j=1
sj
∂E(z,uj)
∂z
E(z, uj)
−
−
∂E(z,ui)
∂z
E(z, ui)
+
q′(z) · θ′(q(z)− q(ui) + η)
θ(q(z)− q(ui) + η)
)
, i = 1, ..., n
where q′(z) ·θ′(η) =
∑g
j=1 q
′
j(z)
∂θ(η)
∂ηj
. In particular, setting z = uj, j 6= i in (6.25) and denoting
fj =
f(uj)
E(uj ,u1)...jˆ...E(uj,un)
we obtain the following system:
∂fj
∂ui
= −
si
∂E(ui,uj)
∂ui
E(ui, uj)
fj +
sjθ(q(uj)− q(ui) + η)
θ(η)E(ui, uj)
fi, i 6= j = 1, ..., n. (6.26)
Proposition 4. Each of the systems (6.25), (6.26) is compatible by virtue of (5.17). In
other words, let q1(z), ..., qg(z), E(x, y), θ(t1, ..., tg) be arbitrary holomorphic functions satisfying
(5.17). Then the system (6.25) for a single function f(z, u1, ..., un) and the system (6.26) for
n functions fi(u1, ..., un), i = 1, ..., n are both compatible. Recall that η = s1q(u1) + ... +
snq(un) + a.
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Proof is a straightforward computation using (5.17).
Let us set g =∞, E(x, y) = x−y, qi(z) =
zi
i
, i = 1, 2, ... and θ = τ where τ is an arbitrary
KP tau-function [14]. Recall that τ satisfies the following Fay type identity:
(a− b)(c− d)τ(t+ [a] + [b])τ(t+ [c] + [d]) + (b− c)(a− d)τ(t+ [b] + [c])τ(t + [a] + [d])+
+(c− a)(b− d)τ(t+ [c] + [a])τ(t+ [b] + [d]) = 0
where t = (t1, t2, ...) and [a] = (a,
a2
2
, ...). The system (6.26) takes the form
∂fj
∂ui
=
si
uj − ui
fj +
sjτ([uj]− [ui] + η)
(ui − uj)τ(η)
fi, i 6= j = 1, ..., n (6.27)
where η = s1[u1] + ...+ sn[un] + a. This system is compatible for arbitrary constants s1, ..., sn,
a1, a2, ... and arbitrary tau-function.
Remark 12. It would be interesting to examine the functions Pγ given by (5.18), (5.22),
(5.23) where g = ∞, E(x, y) = x − y, qi(z) =
zi
i
, i = 1, 2, ... and θ = τ . For example, (5.18)
takes the form
Pγ(z, u1, ..., un) =
∫
γ
τ(η + [z]− [t])
(z − t)τ(η)
(z − u1)
s1...(z − un)
sn
(t− u1)s1...(t− un)sn
eb·([z]−[t])dt.
It particular, one could try to construct a Whitham type hierarchy (with infinitely many fields
and times) associated with a universal moduli space containing all the Riemann surfaces of
finite genus [15, 16].
Remark 13. It would be interesting to prove that Whitham type hierarchies constructed
in this paper are integrable by hydrodynamic reductions for all genera and find corresponding
Gibbons-Tsarev type systems [17].
These problems will be addressed in future publications.
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