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While new light sources allow for unprecedented resolution in experiments with X-rays, a theo-
retical understanding of the scattering cross-section lacks closure. In the particular case of strongly
correlated electron systems, numerical techniques are quite limited, since conventional approaches
rely on calculating a response function (Kramers-Heisenberg formula) that is obtained from a time-
dependent perturbative analysis of scattering processes. This requires a knowledge of a full set of
eigenstates in order to account for all intermediate processes away from equilibrium, limiting the ap-
plicability to small tractable systems. In this work, we present an alternative paradigm allowing to
explicitly solving the time-dependent Schro¨dinger equation without the limitations of perturbation
theory, a faithful simulation of all scattering processes taking place in actual experiments. We intro-
duce the formalism and an application to Mott insulating Hubbard chains using the time-dependent
density matrix renormalization group method, which does not require a priory knowledge of the
eigenstates and thus, can be applied to very large systems with dozens of orbitals. Away from the
ultra short lifetime limit we find signatures of spectral weight at low energies that can be explained
in terms of gapless multi-spinon excitations. Our approach can readily be applied to systems out of
equilibrium without modification.
I. INTRODUCTION
In the past couple of decades, advances in experi-
ments with light have paved the way to a new era in the
study of elementary excitations of correlated matter[1–
5]. High intensity X-ray sources, ultrafast pulses, and
detectors with enhanced resolution for photon scattering
measurements[1, 4, 6] have driven a continuous improve-
ment of techniques such as X-ray absorption (XAS) and
emission (XES) spectroscopies [7–9], resonant inelastic
X-ray scattering (RIXS) [1, 4, 6, 10] as well as their cor-
responding dynamical versions (e.g. non-equilibrium or
NE-XAS and time-resolved tr-RIXS). In particular, the
possibility to probe with energy and momentum reso-
lution excitations arising from charge, spin and orbital
degrees of freedom has made RIXS the favorite tool to
study the spectrum of solids and complex materials, in-
cluding transition-metal compounds [11–15], Mott and
anti-ferromagnetic insulators and unconventional high Tc
superconductors [16–19].
This fruitful period has also been marked by theo-
retical efforts to understand more in depth the scat-
tering processes and the nature of the dynamical cor-
relation functions probed by these experiments[1]. In
this respect, uncovering various aspects underlying the
excitation spectrum of a system is associated to the
calculation of dynamical correlation functions, a task
that, to date, remains challenging. The limitations of
available techniques to compute spectral properties in
strongly correlated systems has curbed further theoret-
ical progress [20]. For instance, the Bethe Ansatz [21]
and Dynamical Mean-Field Theory (DMFT) [22] are re-
stricted to relatively simple model Hamiltonians, whereas
time-dependent Density Functional Theory (TD-DFT)
[8] covers weakly coupled regimes. Exact digonalization
(ED), which has been the most employed numerical tool
to calculate of the spectrum of solids and complex mate-
rials [10–14, 23–37], provides access to small clusters and
limits the momentum resolution.
The main limiting factor in these calculations is that
core hole spectroscopies such as RIXS involve intermedi-
ate processes that can only be accounted for by knowing
explicitly all the eigenstates of the system, requiring a
full diagonalization of the Hamiltonian. Very recently,
Nocera et al. introduced a novel framework [38] based
on the dynamical density matrix renormalization group
(dDMRG)[39–41] aiming at extending the range of RIXS
(and XAS) computations to systems beyond the reach
of exact diagonalization (ED). Even though cluster sizes
much bigger than ED were reached, the algorithm pro-
posed in ref. 38 requires a number of DMRG simulations
scaling linearly in the size of the system, making the com-
putation of the entire RIXS spectrum a difficult task for
challenging Hamiltonians.
In this work, we propose an alternative approach in
which the calculation of spectrum is recast as a scattering
problem that can be readily solved by means the time-
dependent DMRG method in a framework that does not
require a full set of eigenstates of the Hamiltonian of the
system. This powerful formulation overcomes all the hur-
dles imposed by previous methods that rely on explicitly
obtaining dynamical spectral functions by means of gen-
eralized Fermi golden rules (Kramer’s-Heisenberg). The
paper is organized as follows: Sec. II recaps the prin-
ciples of light-matter interactions taking place in X-ray
experiments, presenting the analytical form of the scat-
tering amplitudes probed in XAS (subsec. II A) and di-
rect RIXS (subsec. II B). With this foundation, we then
introduce our approach and show how to recast the cal-
culation of the spectrum as a time-dependent scattering
problem with applications to XAS in subsec. III A and
RIXS, subsec. III B. In Sec. III we describe the im-
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FIG. 1. Schematic representation of an X-ray absorption pro-
cess, in which an incident photon excites a core electron into
the valence band, leaving a hole behind (a). Panel (b) repre-
sents an the initial state and (c), the final configuration after
the photon has created the excitation. A Coulomb interaction
ensues between the empty orbital and the band electrons.
plementation of our proposal in the tDMRG framework,
presenting results for a one-dimensional Mott insulator
described by a Hubbard chain, a model which has been
widely used to simulate XAS and RIXS in cuprates. Fi-
nally, we discuss our findings and implications in Sec.V.
II. LIGHT-MATTER INTERACTIONS
We hereby briefly review the basic ideas that describe
an X-ray scattering experiment and provide a theoret-
ical background to put the problem in context. Since
X-rays are a highly energetic beam of photons, we repre-
sent them through a vector potential:
A(r) =
∑
k,λ
Akekλ(bkλe
ikr + b†kλe
−ikr),
where Ak =
√
2pic2/Vsωk is the normalized amplitude
in volume Vs, with ωk = c|k|. The polarization unit
vectors ekλ (λ=1,2) point in directions perpendicular to
the propagation of the photons with momentum k, rep-
resented by the conventional bosonic creation and anni-
hilation operators b†, b. The full Hamiltonian including
the solid and the radiation field is written as
H = H0 +Hph + V, (1)
where H0 describes the electrons and nuclei in the solid,
and Hph =
∑
k,λ ωk(b
†
k,λbk,λ + 1/2). The light-matter
interaction is given by
V =
e
mc
∑
i
pi ·A(ri) + e
2mc
∑
i
σi · ∇ ×A(ri), (2)
where the first term accounts for the interaction of the
electric field with the momentum p of the electrons and
the second term describes the magnetic field acting on the
electron spin σ. In the following, we will ignore the mag-
netic interaction as well as higher order terms that are
not included in this expression. In this case, by replac-
ing the quantized vector operator into this expression, we
obtain:
V =
e
mc
∑
i
∑
k,λ
Ak(b
†
k,λek,λ · pieikRi + h.c.) (3)
=
∑
k,λ
(b†k,λDk,λ + h.c.) (4)
where we have assumed the dipole limit in which eik·r '
eik·Ri where Ri is the position of the ion to which elec-
tron i is bound, and we have introduced the dipole oper-
ator
Dk,λ =
∑
i
e
mc
Akek,λ · pieik·Ri . (5)
We start our discussion by first considering a scatter-
ing process in which a photon with momentum k, energy
ωk and polarization ek,λ is absorbed, leaving the system
energetically excited. The possible final states will be
determined by the allowed dipolar transitions. In partic-
ular, one finds:
〈n′l′m′|pi|nlm〉 6= 0 ⇐⇒ ∆l = ±1 and ∆m = 0,±1
where ∆l = l′ − l and ∆m = m′ −m, and l represents
the orbital angular momentum with projection m. In
the process we are interested in, this operator will cre-
ate a core-hole excitation. In particular, we focus on the
Cu L-edge (2p → 3d) transition in a typical X-ray scat-
tering experiment on a transition metal oxide cuprate
material[42]. In this case,
Dk,λ =
∑
i,σ,α
(eik·RiΓλαd
†
i,σpi,α,σ + h.c.), (6)
where d† adds an electron to the valence band (3dx2−y2)
and pα creates a hole in a 2pα orbital. The coefficients
Γλα are determined by the matrix elements of the dipole
operator, Γλα ∝ 〈2pα|ek,λ · r|3dx2−y2〉 = 1, where we have
expressed the dipole operator in terms of the position
operator r[1]. It is typically assumed that the core hole is
strongly localized and only one Cu 2pα orbital is involved
in the process.
After the excitation is created, the conduction elec-
trons will experience a local Coulomb potential −Uc in
the presence of the core hole and Hamiltonian (1) is mod-
ified accordingly:
H = H0 +Hc +Hph, Hc = −Uc
∑
i
ndi(1− npi),
V = Vin + Vout, Vout = V
†
in (7)
Vin =
∑
k,λ
bk,λDk,λ =
∑
k,λ
bk,λ
∑
i
(
eik·RiD†i,λ + h.c.
)
,
with D†i,λ =
∑
α,σ Γ
λ
αd
†
i,σpiα,σ and np =
∑
σ p
†
σpσ, and
it is important to notice that the p orbital can only be
double or single occupied, but never empty since that
would imply a two photon process.
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FIG. 2. In a RIXS experiment, a core electron is excited into
the valence band (a). After some time, an electron decays
back into the core orbital, emitting a photon and leaving the
system in an excited state, (b) and (c).
Due to the large local spin-orbit coupling in the core
2p orbital (of the order of 20eV at the Cu L-edge) the
2p orbitals split by their total angular momentum j and
jz, the projection along the z axis, corresponding to the
L2 (j˜ = 1/2) and L3 (j˜ = 3/2) transition edges. Be-
cause the energy separation between the two resonances
is much larger than the core-hole lifetime broadening, we
neglect the possibility of interference between the two
edges, such that we have either Dk,λ ' Dk,λ,j˜=1/2 or
Dk,λ ' Dk,λ,j˜=3/2. As a consequence, neither the spin
nor the orbital angular momentum of the 2p band are
good quantum numbers in the scattering process, but
only the total angular momentum is conserved, allowing
for orbital and spin “flip” processes at the Cu-L edge
RIXS[10, 42]. We shall elaborate on this below.
A. X-ray absorption
We now derive the X-ray absorption spectrum (XAS),
which describes the aforementioned situation. This is
a single photon process, in which an electron is trans-
ferred from the core orbital into a partially filled or empty
band. Therefore, it is identified with the empty density
of states, with corrections introduced by the presence of
the core potential that allow one to extract the binding
energy of the electron-hole pairs (See schematic process
in Fig.1).
The calculation of the transition amplitudes is a sim-
ple exercise of time-dependent perturbation theory. We
assume that initially system and photons are decoupled
and the electrons are in the ground state |0〉 with en-
ergy E0, such that the terms in V become the pertur-
bation. The final states |f〉 contain an excited electron,
a core hole and one less photon in the radiation field.
At time t = 0, the total wave-function of the electrons
plus photons is a product state |ψ〉 = |0〉 ⊗ |φ〉. Since
we are interested in a single photon absorption process,
it suffices to consider a photon bath |φ〉 initially consist-
ing of one photon in mode k with energy ωk. The XAS
spectrum will be determined by the probability of the
system absorbing the photon with energy ωk at time t,
IXAS(ωk, t) = 〈ψ|b†kbk|ψ〉 − 〈t|b†kbk|t〉 = 1 − 〈t|b†kbk|t〉,
where |t〉 = U(t, 0)|ψ〉 and U(t, t′) = T exp−i ∫ t
t′ H(τ)dτ
is the evolution operator. Since the ground state has no
core-hole, it cannot decay and emit a photon. We ignore
the polarization index λ from now on. The first order
contribution is given by:
IXAS(ωk, t) =
∫ t
0
dt1
∫ t
0
dt2〈Vout(t1)|b†kbk|Vin(t2)〉
In the large t limit this becomes:
IXAS(ωk) = 2piN
∑
f
|〈f |D0|0〉|2δ(ωk − Ef + E0), (8)
which is simply Fermi’s golden rule, the sum in f runs
over a complete set of eigenstates |f〉 in the presence of
a core-hole. Note that the operator D0 is measured only
at one atomic site due to translational invariance. This
implies that the formulation can actually be reduced to
a single site scattering problem.
B. Resonant Inelastic X-ray Scattering
Resonant inelastic X-ray scattering (RIXS) is a higher
order process that can be described as a combination of
XAS and X-ray emission spectroscopy (XES), in which
the system absorbs a photon with energy ωin and emits
another one with energy ωout (we focus on the so-called
“direct RIXS” processes, see Fig.2 and Fig. 1 in Ref.12).
As a consequence, the photon loses energy and the elec-
trons in the solid end up in an excited state with mo-
mentum k′ − k and energy ∆ω = ωout − ωin. While in
principle the resulting spectrum is a function of two fre-
quencies, the incident photon ωin is tuned to match one
of the absorption edges, hence the resonant nature of the
process. Employing similar arguments as in the previ-
ous section, the final response is determined by measur-
ing the final occupation of the ωout mode. However, the
spectrum is determined by the second order correction
(we ignore spin indices for now):
IRIXS(ωout, t) =
∫ t
0
dt1
∫ t1
0
dt2
∫ t
0
dt′1
∫ t′1
0
dt′2〈Vout(t′1)Vin(t′2)b†k′bk′Vout(t2)Vin(t1)〉
=
∫ t
0
dt2
∫ t2
0
dt1
∫ t
0
dt′2
∫ t′2
0
dt′1e
i(ωin+E0)(t
′
1−t1)〈VouteiH(t′2−t′1)Vine−iHt′2b†k′bk′eiHt2Voute−iH(t2−t1)Vin〉
4→ 4pi2
∑
f
∣∣∣∣∣∑
n
〈f |Dk′ |n〉〈n|Dk|0〉
(ω + E0 − En + iη)
∣∣∣∣∣
2
δ(ωin − ωout + E0 − Ef ), (9)
where we have taken the large t limit in the last step. In
this expression, the eigenstates |n〉 belong to the inter-
mediate Hamiltonian in the presence of the core-hole po-
tential, while the eigenstates |f〉 are a full basis of the un-
perturbed electronic Hamiltonian without the core-hole
(notice that the Hamiltonian H0 does not include a hy-
bridization between p and d orbitals, hence the parti-
cle numbers Np and Nd are conserved quantities). We
observe that the energy difference ∆ω = ωout − ωin =
Ef−E0 is transferred to the electrons in the band. There-
fore, the energy lost by the photon is pumped into the
system. In the absence of spin-orbit coupling, the states
|f〉 will have the same spin and particle number as the
ground state, hence they can represent a particle-hole
excitation, or a spin excitation with an even number of
spin flips such that ∆Sz = 0. On the other hand, the
spin-orbit interaction can introduce spin-flip processes as
depicted in Fig.3. These can result in the electronic band
having a final state with a total spin different than the
initial one, ∆Sz = ±1. In this case, the RIXS spectrum
will reflect both neutral particle-hole excitations and spin
excitations with an odd number of spin flips.
We finally point out that, in order to account for the
finite lifetime η of the electron-hole pair, a real damping
phase exp (−η∆t) is conventionally added to the evolu-
tion operator between the occurrences of Vin and Vout,
that translates into an artificial broadening of the spec-
trum that mimics the finite duration of the core-hole life-
time. In the sections below we proceed to elaborate on
these aspects of the problem and expand the discussion.
III. TIME-DEPENDENT SCATTERING
APPROACH
The numerical calculation of the RIXS spectrum is
computationally very costly, since is requires a knowl-
edge of a full set of eigenstates of the Hamitonian |n〉 and
|f〉 that appear in Eq.(9). Therefore, it can only be car-
ried out in particular manageable situations, such as the
case of non-interacting systems, or interacting problems
with few degrees of freedom and/or small system sizes.
We can simply overcome these limitations by recognizing
that the problem involves single photon processes and
can be recast as a scattering problem that can be readily
solved in the time domain. As seen before, the spectra
can be obtained directly by measuring the occupation of
certain states after some (photon in/photon out) tunnel-
ing event. For illustration purposes, we start with XAS,
and generalize the formulation to RIXS in the following
section.
A. XAS
In order to progressively introduce the numerical for-
malism, we start as before with a description of XAS.
Since the absorption process involves only one photon,
we simply consider a single photon orbital at energy ωin
that is initially occupied. We include a single localized
core orbital at position “0” that is initially double oc-
cupied. The Hamiltonian of the problem is now defined
as
H = H0 +Hc + ωinnb, Vin = Γb
∑
σ
d†0σp0σ,
Hc = −Uc
∑
σ
(1− np0σ)nd0, (10)
where b represents the only photon participating in the
problem.
In order to measure the absorption spectrum, we sim-
ply calculate the occupation of the photon orbital nb =
b†b as a function of time. In the perturbative limit in
the coupling Γ, out time-dependent scattering approach
is equivalent to the standard approach to XAS:
IXAS(ωin, t) = 〈nb(t)〉
= 8Γ2
∑
f
|〈f |Vin|0〉|2 sin
2 ((ωin − (Ef − E0))t/2)
(ωin − (Ef − E0))2 .
(11)
This expression approaches a delta function in the large t
limit. However, this limit can never be reached since after
certain time, an electron may recombine with the core-
hole i.e, tunnel back into the core-orbital (which is the
same as the photon tunneling back into the photon or-
bital). The tunneling time will be determined by the am-
plitude of the coupling Γ, and it will be inversely propor-
tional to the linewidth in the spectrum, a manifestation
of the uncertainty principle. As a consequence, practical
simulations are conducted up to a time tmax smaller than
the characteristic “time of passage”[43]. Notice that this
is basically equivalent to the artificial frequency broad-
ening introduced in the calculation of spectral functions,
so it cannot be considered an issue, but a feature of the
approach. In ultrafast experiments, the “infinite time”
limit that yields a delta in Fermi’s golden rule is never
reached nonetheless, giving a natural broadening to the
spectral features. As can be observed by direct inspec-
tion, both expressions (8) and (11) are completely equiv-
alent, but the latter will be carried out using an exact
time-dependent simulation, as described in sectionIV.
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FIG. 3. Depiction of the possible processes accounted for
by our formulation of the direct RIXS problem: The inci-
dent photon has energy ωin, and the “detector” is tuned to
a target energy ωout. The (b)→(c) path represents a process
without spin orbit in which the final state of the band has
the same quantum numbers as the original one. The (e) path
corresponds to a spin-flip after absorption, while (d) and (f)
undergo a spin-flip after emission. The final state can re-
verse the spin flip (d),(g) or leave the band with a different
spin (c),(f). There is a similar cascade of processes related to
these by time-reversal.
B. RIXS
Same as discussed in the section above, RIXS can be
formulated in terms of a single photon being absorbed or
emitted by the system. This time, we consider the system
locally connected to two photon orbitals, one with energy
ωin that will serve as the “source” for absorption, and a
second one with energy ωout will be the “detector” for
emission and is initially empty. For the time being, we
will describe a local problem in which both photons only
interact with electrons at a single site “0”. The problem
is described by the Hamiltonian:
H = H0 +Hc + ωinnb,s + ωoutnb,d + V,
V = Vin + Vout; Vout = V
†
in,
Vin =
∑
σ,σ′=↑,↓
V σσ
′
in
V σσ
′
in = (Γ
σσ′
s bs + Γ
σσ′
d bd)d
†
0σ′p0σ,
Hc = −Uc
∑
σ
(1− np0σ)nd0, (12)
where we have introduced couplings Γσσ
′
i that can be
turned on and off selectively depending of the case of in-
terest, as we describe below. For instance, in the absence
of spin-orbit interaction, only Γσσi will be non-zero. Oth-
erwise, the spin projection is no longer a good quantum
number and the core-electron is allowed to flip spin when
it is excited.
We observe that since there is only one photon at play,
only one core-electron will be excited at most at any given
time. The goal is to measure the occupation of the de-
tector 〈ψ(t)|nb,d|ψ(t)〉 after the scattering term is turned
on, starting from an initial state where the core orbital
is double occupied and the source has a photon while
the detector is empty (see Fig.3). While we carry out
exact numerical simulations of the full non-equilibrium
problem, one can show that our time-dependent scat-
tering approach is equivalent to the standard RIXS re-
sponse based on the Kramers-Heisenberg formula in the
perturbative limit. The the second order contribution is
proportional to:
IRIXS(ωin, ωout, t) =
∑
σσ′σ′′
∑
ττ ′τ ′′
∫ t
0
dt2
∫ t2
0
dt1
∫ t
0
dt′2
∫ t′2
0
dt′1〈V τ
′′τ ′
out (t
′
1)V
τ ′′τ
in (t
′
2)nb,dV
σ′′σ
out (t2)V
σ′′σ′
in (t1)〉
=
∑
σσ′
∑
ττ ′
∑
σ′′,τ ′′
(Γτ
′′τ
s Γ
τ ′′τ ′
d Γ
σ′′σ′
d Γ
σ′′σ
s )I
ττ ′,σ′σ
RIXS (13)
where
Iττ
′,σ′σ
RIXS =
∫ t
0
dt2
∫ t2
0
dt1
∫ t
0
dt′2
∫ t′2
0
dt′1e
i(ωin+E0)(t
′
1−t1)〈φ0|d0τeiH′c(t′2−t′1)d†0τ ′e−iH0(t
′
2−t2)d0σ′e−iH
′
c(t2−t1)d†0σ|φ0〉.
where H ′c = H0−Ucnd0 and |φ0〉 is the initial state of the
electronic bands. In this expression nb,d kills all contribu-
tions of terms in Vout that leave a photon on the source:
only combinations that leave the detector with a photon
in the same final and the core orbital double occupied
state will survive. Using the fact that the initial state
is a product state, we can trace out the core orbital and
the photons, obtaining an expression that only depends
on the band electrons. The resulting contributions can
be split into spin conserving and non-conserving ones:
I∆S=0RIXS = 2
∑
στ
Γ↑τs Γ
↑τ
d Γ
↑σ
d Γ
↑σ
s I
↑↑,↑↑
RIXS +
6+ 2
∑
στ
Γ↑τs Γ
↑τ
d Γ
↓σ
d Γ
↓σ
s I
↑↑,↓↓
RIXS (14)
I∆S=1RIXS = 2
∑
στ
Γ↓τs Γ
↑τ
d Γ
↑σ
d Γ
↓σ
s I
↓↑,↑↓
RIXS , (15)
where we have used I↑↑,↑↑RIXS = I
↓↓,↓↓
RIXS , I
↑↑,↓↓
RIXS = I
↓↓,↑↑
RIXS
and I↓↑,↑↓RIXS = I
↑↓,↓↑
RIXS . By turning the couplings Γ on and
off, this protocol allows us to measure each of the terms
individually, including the interference contribution (sec-
ond term in (14)) and spin-orbit contribution, Eq.(15).
Explicitly, we proceed by carrying out a time-dependent
simulation with a photon in the source orbital, and the
drain empty. By setting Γσσ
′
s = Γ
ττ ′
d = Γ, and all others
set to zero, to obtain a wave-function |ψσσ′,ττ ′(t)〉. The
different terms are given by:
〈ψ↑↑,↑↑|nb,d|ψ↑↑,↑↑〉 = Γ4I↑↑,↑↑RIXS (16)
〈ψ↓↓,↓↓|nb,d|ψ↑↑,↑↑〉 = Γ4I↓↓,↑↑RIXS (17)
〈ψ↑↑,↓↑|nb,d|ψ↑↑,↓↑〉 = Γ4I↑↓,↓↑RIXS . (18)
To account for all the contributions, a total of four in-
dependent calculations would be required, because the
interference term (17) is an expectation value with two
different wave-functions. Note, however, that setting all
the Γσ,σ
′
s = Γ
σ,σ′
d = Γ will yield the total RIXS spectrum
automatically from a single time-dependent simulation.
The full calculation proceeds as follows: the energy ωin
is set to the transition edge and tDMRG simulations are
carried out in parallel for each value of ωout. The full
spectrum is obtained by measuring the occupation of the
detector at time tprobe. Details are described in the fol-
lowing section.
IV. RESULTS
We hereby demonstrate how to implement these pro-
tocols using the time-dependent density matrix renor-
malization group method (tDMRG) [44–47]. We will de-
scribe the d band by means of the Hubbard model in
one-dimension with open boundary conditions:
H = −J
L∑
i=1,σ
(
d†iσdi+1σ + h.c.
)
+ U
L∑
i=1
ndi↑ndi↓(19)
Here, d†iσ creates an electron of spin σ on the i
th site along
a chain of length L. The on-site Coulomb repulsion is
parametrized by U , respectively. We express all energies
in units of the hopping parameter J (the symbol “t” will
be reserved to represent time, which will be expressed in
units of 1/J). We consider a half-filled band describing
a one-dimensional Mott insulator, and measure the local
spectra by connecting source and drain to a site at the
center of the chain.
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FIG. 4. XAS results using a time-dependent scattering ap-
proach for a Mott insulating Hubbard chain with L = 64,
U = 8 and Uc = 1.5. (a) Evolution of the spectrum with the
measuring time tprobe; (b) Comparison with DDMRG results.
A. XAS spectrum
We simulated a Mott insulating Hubbard chain of
length L = 64, with N = L electrons, U = 8, Uc = 1.5
and evolved in time up to t = 15 using m = 200 DMRG
states and time steps δt = 0.1, which yields a truncation
error smaller than 10−7. In all the calculations shown
below, unless otherwise specified, we chose the dipole
coupling Γ = 0.2. Results are shown in Fig.4. The tran-
sition edge is at E′0(N+1)−E0(N), where E′0 and E0 are
the ground state energies with and without the localized
core-hole potential, respectively. Panel (a) shows the evo-
lution of the spectrum in time. As expected, longer times
translate into improved resolution in energy. Panel (b)
shows a comparison with dynamical DMRG data and we
observe excellent agreement between both approaches.
B. RIXS spectrum
We followed a similar prescription to obtain the full
RIXS spectrum for the Mott insulating Hubbard chain.
Results obtained using the time-dependent scattering ap-
proach with m = 300 DMRG states are shown in Fig.5,
compared to data obtained with dynamical DMRG for
the same system size and m = 800 states. The overall
agreement is qualitatively very good, but the DDMRG
results clearly suffer from poor precision particularly at
high energies. The discrepancies can be attributed to the
fact that the time-evolved wave-function contains contri-
butions of higher-order. For instance, cases in which a
photon ends into the detector after bouncing back and
forth at the source, or undergoing intermediate non-
radiative processes.
The resulting spectrum contains signatures of a broad
high-energy band, and a narrower low energy band with
higher concentrated weight. One would think that the
low energy signal originates from elastic scattering, but
this contribution is at zero energy, as can be seen clearly
in panel (b) of the figure. In addition, the elastic con-
tribution has been removed from the DDMRG data, im-
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FIG. 5. RIXS results using a time-dependent scattering ap-
proach for a Mott insulating Hubbard chain with U = 8 and
Uc = 1.5 and L = 64 sites. Panels show (a) the direct contri-
bution, (b) interference term, (c) spin-flip term, and (d) full
spectrum, also following its evolution as a function of time.
DDMRG results are also shown for comparison.
plying that this low energy band indeed corresponds to
spectral weight in the gap. While this can be confusing,
it is readily explained in terms of multi spinon excitations
with an even number of spin-flips[21]. While a Mott in-
sulator has a charge gap, the spin excitations are gapless,
a manifestation of spin-charge separation in one spatial
dimension. Clearly, there are no available states within
the Mott gap. The high energy features correspond to
holon-doublon excitations that transfer spectral weight
from the lower into the upper Hubbard band.
1. Core-hole lifetime and dependence of the lineshape
The RIXS spectrum is usually interpreted by means of
the “ultra-short lifetime expansion” (UCL) [10, 12, 48],
that assumes that the lifetime of the core-hole is practi-
cally zero. In this limit, it has been shown that, at least
in the case of Cu-L edge for cuprates[10], the RIXS con-
tributions to the spectrum can be associated to collective
density (for ∆S = 0) and spin (for ∆S = 1) excitations
described by simpler two-point spectral functions
I∆S=0RIXS ∼
∑
f
|〈f |n˜0|0〉|2δ(ω − Ef + E0)
I∆S=1RIXS ∼
∑
f
|〈f |Sz0 |0〉|2δ(ω − Ef + E0). (20)
For ∆S = 0, it is important to notice that the RIXS re-
sponse reduces to a generalized density spectral function,
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FIG. 6. (a) Spin conserving and (b) non-conserving RIXS
channels for a Mott insulating Hubbard chain with U = 8,
Uc = 1.5, Γ = 0.1, L = 64 sites, for different probing times
tprobe. The inelastic features at low energies emerge after a
characteristic time for the electrons to break and decay into
spinons and doublons.
where n˜0 =
∑
σ n˜0,σ, with n˜0,σ = c
†
0,σ(1 − n0,σ¯)c0,σ. To
highlight this feature we report the direct (I↑↑,↑↑RIXS) and
interference components (I↑↑,↓↓RIXS) of the RIXS spectrum
in Fig. 5(a) and Fig. 5(b), respectively. Since the sys-
tem is a Mott insulator, the standard density spectral
function is gapped[49], while the I∆S=0RIXS response can be
gapless, according to our observations in Fig. 5. We inter-
pret these low energy excitations inside the Mott gap as
spin excitations with ∆Sz = 0 produced by even number
of spin flips and not changing the number of electrons N .
This is a unique feature of RIXS, in that these spectral
features are observable as long as the core-hole lifetime
is very short but nonzero.
The core-hole lifetime is controlled by non-radiative
decay mechanisms due to electronic correlations, such as
Auger, and radiative decay, directly related to the magni-
8tude of the dipolar coupling Γ. In a Mott insulator away
from equilibrium one can imagine high-order processes
in which an electron in the band decays into the core or-
bital, simultaneously creating a particle hole excitation
with an additional doublon in the upper Hubbard band.
The decay of the doublon into spinons is unlikely due to
the weak spinon dispersion and the vanishing coupling
between charge and spin [50–52](long doublon lifetime
has also been observed in higher dimensions [53–56]). In
our calculations, the lineshape will be determined by the
time lapsing between the moment the photon source is
turned on, and the emitted photon is measured by the
detector, our tprobe. In Fig.6 we show results for the spin
conserving and non-conserving channels as a function of
the probing time. The UCL limit would correspond to
small tprobe, where the lineshape is broad and many de-
tails of the spectrum are lost. However, one can see the
development of an elastic peak at short times with little
spectrum in the gap. This corresponds to an excitation
being created at the transition edge and immediately re-
combining by emitting a photon, without energy loss and
time to break into spinons, yielding only an elastic signal
at ω = 0. On the other hand, if we allow the system
to evolve under the action of the core-hole potential be-
tween absorption and emission, the resulting attractive
force will bind the doublon to the core orbital and create
spin domain walls (spinons), that will propagate through-
out the system.
We also analyzed the effects the dipolar coupling Γ on
the signal. In Fig.7 we plot the spin-conserving and non-
conserving contributions to the RIXS spectrum at fixed
time t = 30 and we observe that the lineshape broadens
with increasing Γ, as expected. In addition we find that
the magnitude of the signal grows, almost reaching per-
fect visibility, while the overall profile does not change
much. One should notice that for large values of Γ, the
dipolar term no longer acts as a small perturbation and
affects the overall physical behavior of the system, with
the photons becoming highly entangled with the conduc-
tion electrons. In that case, the numerical experiment no
longer serves as a probe of the internal dynamics of the
system.
2. Dependence on the core-hole potential
Finally, we observe that the magnitude of Uc affects the
relative spectral weight between the high and low energy
bands. This is demonstrated in Fig.8, where we show the
RIXS spectra obtained by varying Uc from 1.5 to 10. For
large Uc, the core hole and a single doublon form a tightly
bound state localized at the position of the core-orbital,
effectively cutting the system in two. In the limit of Uc →
∞, scattering with this potential induces holon-doublon
excitations transferring weight into the upper Hubbard
band, with a consequent increase in the spectral signal at
high energies, while barely affecting the spectrum at low
energies that originates from the spin degree of freedom.
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FIG. 7. (a) Spin conserving and (b) non-conserving RIXS
channels for a Mott insulating Hubbard chain with U = 8,
Uc = 1.5, L = 64 sites, and different values of the dipolar
coupling Γ.
V. CONCLUSIONS
We have introduced a time-dependent scattering ap-
proach to core-hole spectroscopies that allows one to
carry out numerical calculations without the full knowl-
edge of the excitation spectrum of the system. The
applicability of the method is demonstrated by means
of time-dependent DMRG calculations. Results for the
Hubbard model are achieved with minimal effort on large
systems using a fraction of the states –and simulation
time– required by the dynamical DMRG formulation.
Unlike DDMRG and other approaches such as ED and
DMFT that rely on explicitly calculating dynamical re-
sponse functions, our time-dependent calculations are
not limited by perturbation theory and contain contri-
butions from higher order processes. In addition, our
time-dependent approach can be readily applied without
modification to non-equilibrium situations in which the
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FIG. 8. RIXS results (without spin-orbit interaction) for a
Mott insulating Hubbard chain with U = 8, L = 64 sites, and
different values of the core-hole potential Uc.
electronic band is not in the ground state.
Our results show a remarkable departure from those
obtained by means of ED, where the approach essentially
consists of first calculating a spectrum corresponding to
an infinite core-hole lifetime, and then convoluting this
spectrum with a Lorentzian lifetime broadening. In our
time-dependent simulations there is no way to control the
internal dynamics of the system and the core-hole life-
time is basically determined by the probing time tprobe.
At long times we always observe the emergence of low en-
ergy states that can be associated to gapless multi-spinon
excitations. However, we observe that the spectral weight
in the gap does decrease in the spin-conserving (∆S = 0)
channel when tprobe is reduced, consistent with the expec-
tations from the UCL limit, that predict only an elastic
signal at ω = 0.
Our formulation can easily be implemented within
other numerical frameworks, such as time-dependent
DMFT. Momentum resolved calculations can be achieved
by simple modifications of the described setup, although
it requires one source and detector photon orbital per
site. Work in this direction is currently underway.
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