Abstract-Maintaining user connectivity over heterogeneous wireless networks will be a necessity with the wide spread of wireless networks and limited geographic coverage and capacity of each network. In [1], we propose a super node system architecture based on the concept of delay tolerant network (DTN) to overcome roaming user intermittent connections over interconnected heterogeneous wireless networks. Mobile ad hoc networks play a key role in the super node system as it can provide a coverage for areas that lack a network infrastructure to bridge gaps between wireless networks within the system. Long delays combined with the lack of continuous communications with a network server introduces new challenges in information security for mobile nodes in a DTN environment. One of the major open challenges is to prevent unauthorized traffic from entering the network. This paper addresses this problem within the super node system. Two schemes are proposed: one is based on asymmetric key cryptography by authenticating the message sender, and the other is based on the idea of separating message authorization checking at intermediate nodes from message sender authentication. Consequently, the second scheme uses symmetric key cryptography in order to reduce the computation overhead imposed on intermediate mobile nodes, where one-way key chains are used. A simulation study is conducted to demonstrate the effectiveness of each scheme and compare the performance with and without using an authorization scheme. Moreover, the problem of secure end-to-end message exchanges is introduced by mapping the problem from a challenged network domain (i.e., among roaming nodes) to a reliable network domain (i.e., among super nodes over the Internet backbone). The proposed symmetric key based scheme is extended to achieve end-to-end security.
I. INTRODUCTION
For ubiquitous networking, efficient internetworking among various types of wireless networks is essential. However, gaps in wireless network coverage and intermittent connections from/to a mobile node pose challenges in providing seamless service to roaming users. Our previous work [2] presents a super node based system that adopts the delay tolerant network (DTN) architecture to overcome these limitations.
The DTN architecture [3] is proposed to handle communications over challenged networks, which are characterized by long delays and frequent disconnections. It is based on an Internet-independent middleware, which handles sending and receiving of bundles (self contained messages) across the network using the underlying protocol stack. With a long end-to-end delay expected over a challenged network, DTNs cannot accommodate any real-time applications, but mainly support time insensitive applications. Message delivery in a DTN is done by first storing a message (i.e. bundle) and then forwarding it either to its destination or to an intermediate node that has a high probability to deliver it to the destination. For example, in the epidemic routing technique [4] , each node forwards a received message to all its neighbor nodes. The message delivery mainly depends on node mobility, taking advantage that one of the message carriers may meet with the message's destination node.
Among challenges in a DTN due to long delays and frequent disconnections, one major open issue is how to limit unwanted (i.e., unauthorized) traffic within a network. The problem of preventing unauthorized traffic in regular networks is handled analogues to the problem of authentication, authorization and accounting (AAA). Authenticating user and assigning access privileges in traditional networks are performed by a special network node such as an access point in a wireless local area network (WLAN), a base station in a cellular network, or a network server in general. In a DTN, long delays and frequent disconnections make a continuous contact with such a network node impossible. As a result, a new scheme is required to cope with the new constraints.
In a DTN, an end-to-end route between the message source and the destination consists of a sequence of intermediate nodes in addition to the end nodes. These intermediate nodes can play a special role in the network such as message mules [5] , [6] or they can be regular nodes [7] . The process of message delivery requires message storing and forwarding by intermediate nodes, which consumes network resources in terms of node buffer space and radio spectrum bandwidth. As a result, identifying and limiting unauthorized messages will reduce the overhead imposed on the network. However, this requires the intermediate nodes to be able to authenticate the messages and verify message original sender's eligibility to use the network before accepting the message. There is no general solution proposed for this problem within the DTN architecture [8] . Most of existing solutions are highly specialized to a specific network scenario. For example, the work in [9] assumes that each node knows all eligible nodes' public keys. When a message is received, the signature is verified against all known eligible public keys. This technique is difficult to scale for a large heterogeneous network due to an expected huge number of nodes. Related techniques have been introduced for a vehicular network, such as the HAB (huge anonymous keys based) protocol [10] . The HAB protocol is to secure vehicular networks where each node possesses a huge set of keys to sign messages. There are many techniques that use the same idea of asymmetric key cryptography with a pre-distributed set of keys at each node (e.g., [11] and [12] ), and the GSIS protocol [13] which does not require each node to store a huge number of keys. A problem with all these techniques is the extensive use of asymmetric key cryptography, which consumes a significant amount of resources in terms of time and computing power. This problem is addressed for vehicular networks in [14] , where the proposed solution uses symmetric key cryptography, when a connection is available with a road side unit (RSU), to reduce the overhead.
Another major open issue in a DTN is how to secure end-to-end message exchanges. Unlike regular networks, it is difficult in a DTN environment to control message route. A malicious intermediate node that gets a copy of a message can disclose and/or change the message contents. As a result, end-to-end message security (i.e., message confidentiality and authenticity) is a necessity in a DTN. Secure end-to-end messages exchanges require mutual authentication between the communicating parties, i.e., the sender and receiver(s). In a large size network scenario, mutual authentication requires the communication with a trusted third party (e.g., certificate authority). Traditional techniques for end-to-end security cannot be applied directly to a DTN environment due to the potential unavailability of a physical end-to-end path either between the message's sender and the receiver or between each of them and a trusted third party. Without available communications with a trusted third party, communicating parties are not able to perform mutual authentication in a timely manner to allow the communication. There are some adaptations of regular techniques to handle this problem within a DTN, such as the work in [15] which proposes to use Identity Based Cryptography (IBC) and to adapt the regular public key cryptography to achieve secure end-to-end message exchanges. The main idea is to minimize the required communication with a trusted third party to overcome the unavailiabity of a continuous connection with the trusted third party. However, most of the proposed techniques are based of public key cryptography. In this paper, we propose a technique for achieving end-to-end secure message exchanges within the super node architecture, which employs symmetric key cryptography to reduce the computation overhead associated with public key cryptography. The main idea is to map the problem of mutual authentication from the unreliable network domain ( i.e., between communicating nodes) to a reliable network domain (i.e., between super nodes).
This paper mainly investigates how to limit unauthorized traffic within a mobile ad hoc network (MANET) as a major component of the super node system. The proposed schemes are mainly adjusted to fit delay tolerant network based MANETs that serves as access networks within the super node architecture. However, the concept can be adapted to fit within different DTN scenarios. We adopt traditional public key infrastructure (PKI) based certificates to solve the problem under consideration. We also propose a new technique based on an idea of separating the message authorization and message sender authentication at intermediate nodes. The new technique uses symmetric key cryptography to reduce the overhead from that when using asymmetric key cryptography. Although the proposed technique is introduced within the super node system, it can be generalized to other DTN scenarios. We discuss how to achieve end-to-end message exchanges by extending the proposed approach. Our contributions can be summarized as five folds: i) Adopting traditional PKI based certificates for limiting unauthorized traffic within the super node system; ii) proposing the new idea of separating the problems of message sender authentication and message authorization at an intermediate node; iii) introducing a new technique based on symmetric key cryptography, employing the concept of one-way hash function, and introducing the concept of key group to reduce the overhead induced by asymmetric key cryptography techniques; iv) evaluating the performance of the proposed techniques over different routing techniques; and v) introducing the idea of moving the problem of mutual authentication to super nodes in order to reduce overhead imposed on the communicating mobile nodes.
The rest of this paper is organized as follows. Section II gives a brief overview of the super node system and a detailed description of the system model considered in this work. Section III presents the proposed solutions, section IV discusses how to achieve end-to-end security, and section V provides performance evaluation of the proposed solutions. Finally, section VI presents conclusions of this work.
II. THE SYSTEM MODEL
We consider a global information transport platform, which consists of a number of heterogeneous wireless access networks (e.g., cellular networks, mobile ad-hoc networks, WLANs, etc.) that are interconnected over an Internet backbone [16] , as illustrated in Figure 1 . Each network is connected to the Internet through a DTN gateway [3] . Each mobile node is able to connect to the platform through a subset of the wireless access networks. A node may be connected for a period through one access network, disappear for an extended period, and then reappear from the same access network or from a different access network. Here, we focus on data communications for delay insensitive applications. To handle communication for this system, the super node architecture [2] is introduced. The super node architecture employs the concept of store and forward message exchange mechanism in DTN to provide reliable communication facilities for roaming users with intermittent connections. A roaming user can frequently encounter extended periods of disconnections and/or an intermittent connection with its current network, which causes the unavailability of an end-to-end stable communication path to the user. As a result, message exchange over the super node system is usually done through DTN bundles to achieve successful communication.
In the super node system, each super node is responsible for a set of users. Each user (mobile node) has a unique and fixed home super node, independent of its location changes. Communications among the super nodes and the gateways are assumed to be reliable and secure over the Internet. Each mobile node should contact its super node to update its location upon connecting to an access network. To send a message, the source node first locates the super node of the destination node based on user ID hashing. With the latest location update of the destination node provided by its super node, the source node then tries to establish an end-to-end connection with the destination. If the connection setup fails or the connection drops at any time, all the messages are sent to and stored at the destination super node for forwarding to the destination node upon its reconnection. To better illustrate the approach, consider a simple scenario as shown in Figure 1 . Node A wants to send a message to node B. By hashing the ID of node B, it locates the super node S B of node B. Node A sends to S B a query about node B's location. Super node S B sends to node A a message that contains the latest known location of node B. Then, node A tries to establish a direct connection to node B, which may be possible in some cases (e.g., if node B is connected through a WLAN or a cellular network) or may be infeasible (e.g., if node B is connected through a sparse ad hoc network with intermittent links). Suppose that node B is connected through a wireless ad hoc network. Node A first tries to establish a connection with node B directly, but fails; then node A sends the messages to super node S B . Regardless of node B current access network, it is S B 's responsibility to deliver the messages to node B over the access network. Message exchanges between either nodes A and S B or nodes S B and B is not guaranteed to be delivered successfully, yet it depends on the current network condition and the employed routing technique.
The main function of DTN gateways is to provide the store and forward functionality over the existing network protocol stacks. For example, a DTN gateway is placed to interface between MANET and the Internet backbone. Any message (i.e., bundle) sent over the MANET using its DTN routing protocol to a destination located in a different network should be forwarded and stored at the gateway. The gateway converts the received message to a suitable format for delivering it to the destination gateway using the underlying Internet protocols. When the message is received by the gateway in the destination network, it is converted by the gateway to a suitable format for delivering over that network (e.g., cellular network) to its destination. The gateway connection to the Internet backbone is assumed to be reliable and continuous. Each network should have its gateway that handles the message exchanges between the Internet and its network users. As a result, the number of gateways required will equal the number of end access networks. On the other hand, a super node is to function as a delegate for a set of users regardless of these users current access networks. The number of the super nodes will be a function of the total number of users, depending on many factors such as load balancing. The super node functions can be carried out by a server in the Internet that has the required capabilities with sufficient buffer space and processing power. As a result, a gateway can act as a super node too if it has the required capabilities. The super node architecture can be regarded as an adaptation of the super node concept in peer-to-peer networks (where a super node plays a special network role for regular peers [17] ) to the DTN domain. More details about the super node system are given in [2] .
There exist related schemes to handle communications with roaming users, such as in the terminodes project [18] , yet they do not handle the potential intermittent connections to the users. The terminodes project is proposed to construct a huge self-organized network of mobile nodes. It is assumed that, with a large number of nodes, the node density is high. As a result, an end-to-end path is likely to exist between two communicating nodes. However, the super node architecture is concerned with the interconnection of heterogeneous wireless access networks to provide a continuous connection for a roaming user over the networks (e.g., cellular networks, MANETs, and WLANs). For MANETs within the super node system, it is assumed that the networks can be sparse so that an end-to-end path between nodes within the network is unlikely. Communications in terminodes are based on assigning each node with a virtual home region (VHR). Each node should determine its geographical location and send this information back to all the nodes within its VHR. Any node wishing to communicate with this node should determine its location by contacting any node within its VHR and then forward its messages to this location. However, applying the technique to solve the problem under study in our research raises many issues: First, without availability of the destination node, the communication will not take place and/or the messages will be lost; Second, with the potential unreliability of the participating nodes, the node location information is not guaranteed to be stored reliably within the VHR; Third, due to the potential unreliable communication between nodes within the VHR, the location information stored within the nodes in VHR may be inconsistent; Finally, the VHR may happen to be empty of nodes at any time, which prevents the communication with all the associated nodes to be located. On the other hand, the super node architecture solves these issues by replacing the VHR with a reliable super node residing in the Internet, which acts as a communication delegate for the node, so that even with unavailability of the node itself the message delivery can still take place.
Preventing unauthorized traffic over the super node system implies preventing it over the access networks. However, within the super node system, some access networks already have a security infrastructure to prevent unauthorized nodes from using the networks such as cellular networks and secure WLANs. As a result, here we focus on wireless networks that do not have an infrastructure such as MANETs. The MANET model under consideration is shown in Figure 2 , where the coverage of a MANET is limited to a geographical area. In the area resides a DTN gateway which connects the access network to the system. Within the MANET, there are a number of mobile nodes that can freely roam over the network coverage area. These nodes may have different communication capabilities in terms of wireless transmission range, memory size, and available transmission power. The nodes are free to enter (such as node E) or leave (such as node F ) the area and consequently join or leave the network. A node can be unreliable as it can switch off at any time with or without a warning message. Two nodes are connected when they are able to communicate with each other, i.e., when they are within each other's transmission range. For simplicity, we assume that all nodes have the same transmission range and that, if node A can receive messages from node B, node B can receive messages from node A as well. We are interested in a situation where mobile nodes are sparsely distributed and the network is very likely to be partitioned, such that an end-to-end path rarely exists between a pair of communicating nodes.
The DTN gateway has a fixed location within the geographical area, with communication functions and capa- bilities similar to those of an ordinary mobile node. That is, the gateway is assumed to have a limited transmission range, and can communicate directly only with the nodes within its transmission range. The gateway transmission range covers only a small portion of the MANET geographical area. On the other hand, the gateway has higher processing power and larger storage (buffer) space than other roaming nodes. In terms of node mobility patterns, there is no restriction on node movements (except a reasonable upper bound on the velocity). An assumption is that some nodes usually roam toward the gateway, so that the gateway can communicate with the roaming nodes from time to time. This assumption can be satisfied by carefully choosing the gateway location, depending on the geographical features of the service coverage area.
The role of granting network access to a mobile node should be assigned to a specific entity. This entity is determined based on the network under consideration. In our system model, the gateway grants network access to nodes currently connected through the network under its jurisdiction. The gateway is assumed to have no-knowledge about node private information such as passwords, current status, etc. In order to decide whether or not to grant access to a node, the gateway contacts the super node responsible for the node. The communication between the gateway and the super node is assumed to be reliable and secure over the Internet backbone. Each super node and the gateway have a public-private key pair. Each node should know the public key of its super node. Each node has a public-private key pair and the public key is stored at its super node.
III. THE PROPOSED SECURITY SCHEMES
Within the MANET access network, any roaming node can send a message over the network. Regardless of the sender, the intermediate nodes will carry and forward this message to either its destination (if it is within the network) or the gateway (if the destination is in another network). The main goal of this work is to prevent the messages of unauthorized users to be carried over the network. However, unauthorized nodes can roam over the network and participate (if they want) in message forwarding of other authorized nodes, yet they cannot one-way hash function such as SHA-1
a keyed-hash message authentication code, which is generated with symmetric key K KGn a key group of length n send their own messages. This assumption is based on the work introduced in [19] which argues that unauthorized nodes can help in delivering messages in the network as the unpredictable nature of a DTN reduces the effectiveness of tampering with message attacks to that of simple network failures. As a result, our goal is not to prevent unauthorized nodes from participating in message forwarding as data mules but to prevent them from being able to send their own messages over the network. One approach to solve the problem is to let intermediate nodes carry and forward a message regardless whether or not the sender is allowed to use the network resources (i.e., to send the message over the network). As the message reaches the gateway, the gateway can check the message sender and discard the message. This solution does not prevent unauthorized traffic, because message discarding occurs at the gateway after an unauthorized message has already been carried over the network and sometimes it may be delivered without going through the gateway. However, this approach moves the message checking process to the gateway, which reduces message checking overhead imposed on the intermediate nodes.
On the other hand, with an increase of unauthorized messages, the network performance degrades (as to be discussed in Section V). The two approaches proposed in the following depend mainly on attaching a message authentication code (MAC) block to each message. Using this block, any intermediate node can decide to carry the message or to discard it without the need to contact a third party. The difference between the two approaches is how to calculate the MAC block. The first approach is based on asymmetric key cryptography which is inefficient for the system model under consideration. As a result, the second approach is based on redefining the problem to separate the message authorization from the message sender authentication. The second approach uses symmetric key cryptography to reduce the overhead in the first approach. Table I summarizes the notations for easy reference.
A. PKI Certificate Based Scheme
The gateway is the node that can decide which user is eligible to use the network resources, i.e., it acts as a trusted third party. However, a continuous contact with the gateway from a mobile node is likely not possible within the system under consideration to allow the intermediate nodes to verify message sender eligibility to use the resources. One possible solution is to let the gateway act as a certificate authority which issues a PKI certificate for each authorized user.
When a node, A, first connects to the network, it should contact its super node, S A . This connection message must travel through the gateway to reach the super node:
Based on the connection message, the super node can authenticate the user identity and inform the gateway whether or not this user should be granted access over the network and the period of granted access. As the super node knows the node public key, it constructs a permission message and sends it back to the gateway:
As the node does not know the public key of the gateway, the super node includes the gateway public key in the permission message to authenticate the gateway. The gateway uses this message and issue a temporary certificate to grant the node access to the network:
The node checks the authenticity of the certificate by checking the permission message. To send a message over the network, the node signs the message with its private key and sends the signed message with the certificate. Intermediate nodes can check the message authenticity by checking the certificate. This implies that each intermediate node performs two asymmetric operations per carried message, one to check the message signature and the other to check the certificate itself. Based on the routing technique used, the intermediate node forwards the message with its certificate attached.
Limiting the certificate live time overcomes the problem of certificate revocation in order to revoke node access. Upon certificate expiration, the node can recontact the gateway to request more network access time. The problem with this approach is the overhead imposed by the required number of asymmetric operations. A message sender should sign the message in order to forward it. Each intermediate node receiving the message should verify the signature and the sender's certificate, which requires two asymmetric decryption operations per message. With a large number of messages, this can represent a overwhelming overhead, considering power limited portable devices.
B. Symmetric Key Based Scheme
This main proposed technique uses symmetric key cryptography to reduce the number of required asymmetric operations and hence the imposed overhead. The technique uses the concept of one-way key chain [20] . One-way key chain is a sequence of keys generated by consecutive applications of a one-way hash function. Figure 3 shows the generation of a one-way key chain with a seed key K 0 , which is randomly chosen. The chain is generated by consecutive applications of one-way hash function H(·) to the seed value (i.e, key). Any key K x can be used to reveal any subsequent key K y , where y > x. By the one-way hash function definition, a key K y cannot be used to obtain a key K x where x < y, because this implies to reverse the one-way hash function. As a result, the direction of key usage, in the chain, is in the reverse direction of the key generation. For example, for a key chain of length L with initial key K 0 , the generation requires applying the hash function H for L − 1 times; but the first key to use is K L−1 , the second key is K L−2 , and so on. To generate a key K i , the hash function should be repeatedly applied for i times on the seed key:
The introduced idea is based on the fact that the asymmetric key cryptography based technique not only proves the message legitimately, but also authenticates the sender identity which is not required in the problem under consideration. The authentication of the sender identity should be a problem of the message destination (not intermediate nodes), which is part of the process of establishing end-to-end security. Intermediate nodes need only to ensure that any received message is authorized to be carried over the network, but not to prove the identity of its sender. With a symmetric key to compute a message signature using a key hashing algorithm, only authorized nodes should know the key that will be regularly updated by the network gateway. The network access time assigned to a node varies depending on the node, similar to the certificate live time. The gateway can generate a set of keys, and each key is to be used within a time frame in the network. Nodes check each received message against the key used when the message were issued based on the message time stamp. Due to potential long delays in message delivery, existing messages may belong to different time frames and consequently different keys. This requires that a new node should receive not only the keys that cover its network access period but also old keys to participate in message forwarding. This is solved by employing the concept of one-way key chain.
The network gateway generates a key chain to be used over a long time period. The gateway splits the time period into equal durations (frames), and each key in the chain is used for a specified duration. Based on how long a node is permitted to access the network, a subset of the chain (key group) is shared with the node. To send a message, the sender node generates a MAC block using a key based on the message time stamp. Intermediate nodes check the MAC block against the shared key chain to check if the message is legitimate to be carried or not.
When a node, A, connects to the ad hoc network supervised by gateway G, it sends a connection message to its super node. When the super node receives the message, it sends a permission message to the gateway. The gateway grants network access to this node for a specific time period by sending a key group that covers this period. For example, if the key live time is t key , and the gateway wants to grant an access period of 5t key , then the gateway should send the current key and the next 4 keys to the node. We call the keys key group (KG). If the current key is K x , the key group of size n is a concatenation of n key:
To reduce the message size, the gateway does not need to send all the keys in the key group, but only the last key K x−n+1 in the group and the group length. The node can generate the group by consecutively applying the hash function. The gateway generates the network access message by encrypting the key group with the node public key:
After verifying the access message and the permission message, the node gets the key group and starts communicating over the network.
It should be noted that the node can generate all the keys that precede the first key in the key group (using the hash function). It is expected that the messages already circulating in the network are encrypted using previous keys, so that the node can verify the validity of these messages. The node cannot generate any key for a future time period using the key group based on the one-way key chain properties. For example, the node that received a key group KG n with current key K x can generate any previous key K i where L − 1 ≤ i < x . If a node needs to communicate over the network after the expiry of its key group, it should re-register with the gateway.
After obtaining the key group, the node can start communicating with other nodes. When the node wants to send a message, it needs to generate a MAC block using the current network key and forwards it to neighbor nodes (based on the routing technique applied). The message exchanges are in the form of
When an intermediate node receives a message, it checks the MAC block and then stores the message to be forwarded. The intermediate node is not able to disclose the message contents because the message M sg should already be encrypted with another key shared between the source and the destination to achieve end-to-end secure communications, as discussed in Section IV.
To prevent any node from continuing the communication with a previously granted key group, messages sent with expired keys are discarded as follow: Key K i has a time frame [t x , t x +t key ] and each message has a live time t message . If a message at time t > t x + t key + t message is authorized with key K i , it will be discarded.
With the proposed approach, a message sender needs to perform one symmetric key encryption per message. Each intermediate node also needs to perform one symmetric key decryption per message. Intermediate nodes store the original message (if valid) for future forwarding. They do not need to re-compute the message MAC when forwarding the message.
IV. END-TO-END MESSAGE SECURITY
Preventing unauthorized users from sending their messages over the network does not implies the confidentiality of exchanged authentic messages. Any malicious node that receives a message for forwarding can expose the message contents. Due to the inability to control the message forwarding route within the system under consideration (especially for an unstructured open network such as MANET), secure end-to-end message exchanges are mandatory.
In the system under consideration, the existence of super nodes that can communicate reliably and securely over the Internet backbone offers an advantage to relax the constraints of end-to-end secure message exchanges. The main idea is to use the super node as a node delegate that performs the mutual authentication and key sharing on behalf of the mobile node. Under the super-node architecture, there are two communication scenarios for node-to-node message exchanges: 1) the message sender and receiver can find a physical end-to-end path, and 2) a physical end-to-end path cannot be established, so that messages are routed through the destination's super node. In both cases, the source node should contact the destination's super node. For the first case, the source node has to contact the destination's super node to locate the destination, while in the second case all messages are sent through the super node.
We propose to use symmetric encryption to ensure information security for communications between a node and its super node. All message exchanges are encrypted using a shared secret key, which reduces the overhead imposed by asymmetric cryptography based techniques. The shared key is updated periodically to prevent its exposure. Updating the shared key requires handshaking between the node and its super node, which is challenging with the expected node's frequent long disconnections. To handle key updates, a key chain is shared between the node and its super node. The key chain is used for a period of time which is divided into time frames of equal length and, for each time frame, a specific key from the chain is used to secure the communications. At the end of a time frame, both the node and its super node update the shared key to the next key from the key chain without the need of any handshaking between them. After all the keys from the chain are used, a new key chain will be generated and shared between the node and its super node. This technique does not need to include the secret key in the exchanged messages as in traditional asymmetric cryptography based techniques. Asymmetric cryptography is used only during the chain initialization to securely exchange the key chain and to allow the communicating parties to authenticate each others, as discussed next.
When a node, A, is connected through an access network, it sends a connection message to its super node to update the super node with its current location and to be granted the privilege to access the access network resources as discussed in Section III. If there is no shared key chain or a previously shared chain expired, node A initializes a new chain by generating a random key as the chain seed value K 0 and length L. The node prepares the connection message as:
The access network identifier ID net is to inform the super node of its current location. The connection message contains a time stamp field to prevent a reply attack. The key chain information is encrypted with the super node public key to ensure that only the super node can decrypt this information. The node signs the message with its private key to enable the super node to authenticate the sender identity. The super node verifies the connection message and initializes the key chain. The super node sends access information to the node as discussed Section III. The node and its super node can start exchanging messages secured with the current shared key, K i , from the shared key chain:
The node does not have to initialize a new key chain until all the keys in the current key chain are used. This allows the node to be disconnected from its super node while keeping an up-to-date shared key without any handshaking between them.
Due to the expected delay in message delivery, messages may not be delivered in sequence. Hence, the receiver (i.e., the node or its super node) may receive messages encrypted with the keys out of order, or with previous keys other than the current key. The proposed technique addresses this potential problem by including a time stamp in the message. The receiver accepts the message as long as the key index matches the enclosed time stamp.
To establish a secure end-to-end message exchange between two nodes, our proposal is to use the destination node's super node as the destination's delegate. This moves the mutual authentication process from the communicating nodes (where the communication is challenged) to their super nodes (where the communication is reliable and secure). The first step for communications between two nodes is that the source node inquiries about the destination node location from the destination node's super node. This step can be used to enable the destination super node to authenticate the source node identity. The destination super node issues a permission for secure communication in the form of an access ticket that the source node can use to communicate with the destination node. With the access ticket, the destination node does not need to re-authenticate the source node as the ticket proves that the sender is authenticated by the destination super node. Moreover, the source node does not need to authenticate the destination node because the destination node is the only one who can extract the shared key information from the ticket. The procedure to establish an end-to-end secure message exchange. Figure 4 shows the proposed procedure to establish a secure end-to-end message transfer between two nodes. Suppose that node B wants to start a secure communication with node A. Node B locates the super node S A and sends a communication request, Req, to S A as follow:
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The authentication part in the request message is encrypted by the current shared key between node B and its super node. If S A is not the super node of node B, it cannot authenticate the sender identity. As a result, it forwards the request message to node S B (based on the assumption that super nodes can communicate reliably and securely over the Internet backbone). Node S B verifies that node B is the sender of this message based on their shared key chain and generates access ticket ticket B to S A for a secure communication with node B. Super node S B replies to S A with an access message that is secured based on the assumed existing secure connection between the super nodes:
The access ticket ticket B can be used only by node A and/or its super node S A , which is declared as a part of the ticket. The ticket also contains a randomly generated secret key K B to secure the communications with node B. The ticket is valid for a period of time determined by ExpirationT ime field. The access ticket ticket B authenticates both nodes A and S A identities to node B. When S A receives the access message that confirms the identity of node B, it generates an access ticket (ticket A ) using the current key, K j , from the key chain shared with node A. Super node S A sends an access message to node B that contains node A location and ticket A :
When node B receives the access message, K B can be extracted from the ticket ticket B using K i . Node B can start communicating with node A or its super node (if no end-to-end path exists). Each message msg sent from node B to node A is encrypted using the shared key K B . An exchanged message includes the encrypted message and the access tickets, given by
When node A receives the message, it checks ticket A using K j , and then it decrypts the message using K B obtained from the ticket. Note that, unlike the previous techniques [15] , a message receiver does not need to authenticate the message sender and it can decrypt the message without any delay or asymmetric cryptography overhead. Moreover, node A can reply to node B using ticket B so that the communication proceeds without any need to contact the super nodes again for authorization.
To prevent using expired tickets in communications, messages sent with expired tickets are discarded as follow: Given that the ticket expiration time t ticket and each message has a live time t message , if a message using this ticket is received at time t > t ticket + t message , the message will be discarded.
A main challenge for authentication over DTN is the delay required for handshaking to complete the authentication process. In our scheme, the delay is minimized by using the mandatory message sent to the super node to locate the destination node. As a result, the sender does not need to send a separate message for authentication. Moreover, within the lifetime of the issued ticket, the sender does not need to re-send an authentication message for each message. Note that there exist some research efforts to provide a self organized authentication without the need to contact a trusted third party, such as the work in [21] . The technique is based on the self signed certificates issued by the nodes themselves. A main concern for the technique to be adapted to the super node architecture is the size of required certificate repositories within each node, taking into consideration the huge interconnected networks. The authentication requires processing a graph of the intersection among the node certificate repositories, which can be huge for roaming nodes with a possibility of no shared certificates. With the expected unavailability of the communicating nodes and/or an end-to-end path, the handshaking required for the authentication (i.e., to exchange the certificates) can either cause a long delay for the communication or prevent the communication completely. As it is the responsibility of the nodes to authenticate each other, the existing technique imposes a processing overhead to all the nodes.
V. PERFORMANCE EVALUATION

A. Routing over the Super Node Architecture
Routing over the super node architecture can be regarded on two levels. The high level routing is among super nodes and gateways, while the lower level routing is between end user(s) and the gateway over the access network. Communication among super nodes and gateways is assumed to be reliable and secure over the Internet backbone. The super nodes and gateways are assumed to have fixed locations over the Internet. As a result, message routing among them can base on the regular Internet routing. When an end user sends a message over an access network, the message is routed over the access network (to be discussed in the following) to the network gateway. The gateway forwards the message to the destination user's super node over the Internet backbone. The super node then forwards the message to the gateway of the destination user's current access network.
Routing over an access network is a challenge because of the potential unavailability of the destination node. It highly depends on the access network. For infrastructure based networks (e.g., cellular networks, and WLAN), regular routing techniques can be applied when the destination user is available. For example, in cellular networks, successful message delivery can be achieved by forwarding the message to the base station through which the destination user is currently connected. Routing becomes more complicated for infrastructure-less networks (e.g., MANETs), due to the potential unavailability of a physical end-to-end path between the gateway and the destination user over such networks.
We study how the proposed security schemes affect system performance under two different routing techniques: the epidemic routing [4] and the dominating set (DS) based routing [7] . In the epidemic routing, each node forwards a message to all its neighboring nodes, in anticipation that one of these nodes may meet with the destination node in the near future as it roams. This may be inefficient in terms of network resource usage, however it is sometimes necessary. On the other hand, the DS routing limits the number of forwarded messages required to deliver a message by limiting the number of nodes to which the message should be forwarded by a node. The DS routing counts on forwarding the message only to the DS members, which are nodes that have a high probability to meet with all the other nodes in the network.
B. Node Mobility Model
Node mobility model is one of the main concerns in DTN simulation [22] . Our following mobility model used in the simulation intends to make a compromise between simplicity and practicality. The geographical area covered by the MANET is partitioned to m partitions. When a node is connected to the network, it visits each of the partitions with a certain probability. The location of a mobile node in the future is independent of its location in the past, given its current location. Denote the location state of a mobile node by the partition it resides, and assume that the residence times of all the mobile nodes in each partition are iid exponential random variables. Then, the user mobility model can be characterized by a onedimensional continuous-time Markov chain, with location state space {1, 2, . . ., m}, as shown in Figure 5 . The user movement model over the network coverage area is described by the transition matrix M of the Markov chain, given by
where P Lij is the conditional probability that a mobile node will enter partition L j given that it is still connected to the network and it leaves its current partition L i . For any partition L i , we have j P Lij = 1. The transition probability matrix depends on the geographical characteristics of the service area and the network environment under study.
C. Simulation Results
We compare the performance of the proposed authorization techniques with that of the system with no authorization. The performance is measured in terms of (1) the number of forwarded messages over the network to demonstrate how efficiently each technique uses the available resources (e.g., radio spectrum bandwidth), and (2) the number of undelivered authorized messages to indicate how reliable the technique is in delivering authorized messages. We compare the two proposed security techniques in terms of the number of asymmetric key operations to measure how efficient the intermediate node computing power is used, with an increasing number of forwarded messages.
In our experiments, the MANET coverage area is a rectangle of size 1500m × 1500m. The area is partitioned into 100 150m × 150m partitions. Each simulation proceeds in discrete time steps. There are 50 mobile nodes with mobility trajectories independent of each other. For each simulation run, a transition matrix M is randomly generated and stays fixed till the end of the simulation. Initially, the node locations are uniformly distributed over the service area. As the simulation time increases, each node (if connected) moves randomly according to the transition matrix. When a node moves to a new partition, it stays there for a residence time that is an exponential random variable with an average of 20 simulation steps. At the end of the residence time, the node moves to a new partition with a probability of 0.7, or disconnects from the network with a probability of 0.3. If the node disconnects, it will stay disconnected for a duration that is exponentially distributed with an average of 20 time steps. For simplicity, we assume that a node is able to communicate only with other nodes in the same partition. Messages are generated based on a Poisson process with mean rate of 10 3 messages per time step. The source and destination mobile nodes for each message are selected at random. All the messages are equal in size, with the same message live time of 40 simulation steps. The buffer space is 15 messages at each mobile node and 2000 messages at the gateway. When the node buffer is full and a new message is received, the oldest message in the buffer is removed to accommodate the new message. Moreover, 20 percent of the nodes are unauthorized to use the network resources. They are assumed to behave honestly in carrying and forwarding messages from others. In addition, they generate their own messages and try to inject them to the network.
At the start of simulation, all the nodes generate a request message to the gateway to gain access to the network based on the proposed security scheme (i.e., they receive a certificate in the first approach or a key group in the second approach). All the nodes are granted the same access period for simplicity in simulation. When the access period of a node expires, the node has to re-request access from the gateway. At each time step, the node detects its neighbor nodes and exchanges the buffered messages with them (the messages that the neighbor nodes do not already have) based on the routing technique. Each node also updates its buffer by removing expired messages. For each experiment, a communication scenario (i.e., set of messages, user connections, user disconnections, user movements) is set up randomly and run for each scheme. Figure 6 shows a comparison between the case of applying no authorization scheme and the case of applying the proposed symmetric key cryptography based authorization scheme under the epidemic routing and DS routing, in terms of the total number of forwarded messages. It is clear that, with the existence of unauthorized traffic, the authorization scheme is important to reduce the number of forwarded messages. This applies to both routing techniques under consideration. Moreover, the number of lost (undelivered) authorized messages is highly increased in the case of no authentication, as shown in Figure 7 . This is mainly due to the limited buffer space at intermediate nodes which have to drop old messages when buffer overflow occurs. With an increasing number of unauthorized messages, the probability of dropping authorized messages increases.
Both of the proposed authorization techniques perform equally in terms of the numbers of forwarded messages and lost messages. However, when comparing them regarding the number of asymmetric key cryptographic operations, it is clear that the symmetric key based cryptography outperforms the asymmetric key cryptography based scheme under the routing techniques, as shown in Figure 8 . It should be noted that the symmetric key cryptography based scheme does not eliminate the usage of asymmetric key cryptographic operations as a node has to perform asymmetric key operation to request network access and to receive the key group (if access granted), as discussed in Section III-B. However, with a larger network size (in terms of number of nodes) and/or a shorter granted access period per node, even though the symmetric key cryptography based scheme increases the number of the required asymmetric key cryptographic operations, it still outperforms the other scheme. This is mainly because the asymmetric key cryptography based scheme is affected by the same factors as well. As a result, it is expected that the symmetric key cryptography based technique always outperforms the asymmetric key cryptography based technique in terms of the number of asymmetric key cryptographic operations under all conditions. Comparing the performance of the two routing techniques under the proposed authorization scheme, Figure  6 shows how the DS routing outperforms the epidemic routing in terms of the number of forwarded messages, which is consistent with the observation in the absence of unauthorized traffic [7] . In the presence of unauthorized traffic, even without the authorization, the DS routing outperforms the epidemic routing, as the DS routing limits the number of nodes that a message should be forwarded to. On the other hand, Figure 7 shows that, with the authorization scheme in place, the epidemic routing outperforms the DS routing in terms of the number of lost authorized messages. With the DS routing, a message is more likely to be expired before a contact occurs between a message carrying node and the next DS member. However, the number of lost authorized messages under the DS routing and the authorization scheme is much smaller than that under either the epidemic routing or the DS routing without the authorization scheme.
Considering the number of asymmetric key cryptography operations, the DS routing outperforms the epidemic routing, when asymmetric key cryptography based scheme is employed, as shown in Figure 8 . This is because the number of asymmetric key cryptography operations is related to the number of message forwarded in the asymmetric key cryptography based scheme. However, the epidemic routing and DS routing perform similarly in terms of the number of asymmetric key operations performed, when the symmetric key cryptography based scheme is employed. This is due to the fact that the number of asymmetric key operations in this case is proportional to the number of connection messages and permission messages sent over the network. The higher number of lost messages in the DS routing likely results in more lost connection messages and/or permission messages, which requires the recalculation and resending of these messages.
We have carried out extensive simulations to evaluate the performance of the proposed schemes. The main observations can be summarized in the following: (a) Both schemes introduce an extra delay for a newly connected node to be able to communicate in the network. This delay accounts for the time for the access request to reach the gateway and the time for the node to receive the access grant information (key group or certificate). However, even with a highly sparse network, the simulation results show that the delay can be neglected when compared with the node connection time for the system model under consideration; (b) Both proposed schemes introduce extra cost as compared with the case of no authorization procedure. This cost is in the form of extra message exchanges to request and grant node access and the delay that a node encounters for accessing the network. This cost becomes obvious with a very low percentage of unauthorized messages. However, the overhead imposed by an increase in unauthorized traffic makes the extra message exchanges totally negligible; (c) When a node needs to extend its network access period, it sends a request message to the gateway. This introduces a delay until the response is sent back. The delay can be eliminated by requesting access in advance before the current access period is expired. The advance period can be estimated based on the average message delay that a node encounters in contacting the gateway.
VI. CONCLUSIONS
This paper investigates information security in the DTN based super node system. We propose two schemes for preventing unauthorized traffic in the MANET. The first one is based on the conventional asymmetric key cryptography that solves the problem by authenticating the message sender. The second scheme is based on the idea of separating the issue of traffic authorization from the issue of message sender authentication at intermediate nodes. Using the symmetric key cryptography, the scheme is based on the concepts of key chain and key group. We also addresses the issue of end-to-end secure message exchanges over the super node system, based on the key chain concept. The proposed scheme moves the mutual authentication phase from mobile nodes to their super nodes for fast and reliable implementation. Computer simulation results demonstrates that 1) the proposed schemes achieve better utilization of the network resources by limiting unauthorized traffic, 2) the symmetric key based scheme outperforms the asymmetric key based scheme in terms of intermediate node computing power saving, and 3) the dominating set based routing outperforms the epidemic routing under the proposed information security scheme, in terms of the required number of forwarded messages, at the cost of increased number of lost messages and a slightly increased number of asymmetric key cryptographic operations.
