Auditory research has a rich history of combining experimental evidence with computational simulations of auditory processing in order to deepen our theoretical understanding of how sound is processed in the ears and in the brain. Despite significant progress in the amount of detail and breadth covered by auditory models, for many components of the auditory pathway there are still different model approaches that are often not equivalent but rather in conflict with each other. Similarly, some experimental studies yield conflicting results which has led to controversies. This can be best resolved by a systematic comparison of multiple experimental data sets and model approaches. Binaural processing is a prominent example of how the development of quantitative theories can advance our understanding of the phenomena, but there remain several unresolved questions for which competing model approaches exist. This article discusses a number of current unresolved or disputed issues in binaural modelling, as well as some of the significant challenges in comparing binaural models with each other and with the experimental data. We introduce an auditory model framework, which we believe can become a useful infrastructure for resolving some of the current controversies. It operates models over the same paradigms that are used experimentally. The core of the proposed framework is an interface that connects three components irrespective of their underlying programming language: The experiment software, an auditory pathway model, and task-dependent decision stages called artificial observers that provide the same output format as the test subject.
Introduction
Binaural hearing is vital for localizing sound sources (Rayleigh, 1907) as well as for selectively focusing on a target sound while suppressing sound from other directions (Cherry, 1953) . Interaction in the brainstem of auditory information from the left and the right ears, which forms the basis of binaural hearing, is one of the fundamental components and has a long history of model-inspired research (e.g., Jeffress, 1948; von B ek esy, 1930) . Essentially, the auditory system extracts binaural information including the interaural time difference (ITD) and the interaural level difference (ILD) between the sound reaching the left and the right ear. Especially for ITD extraction, highly accurate neural circuits have evolved (e.g., Stange-Marten et al., 2017) . A functional understanding of binaural circuits is important for explaining the very rich sets of behavioral and neural data, as well as for the development and fitting of binaural assistive hearing devices (e.g., Dietz, 2016) . Furthermore, a biophysical understanding is becoming increasingly relevant not only for basic neuroscience, but also for understanding the limitations of binaural hearing with cochlear implants (e.g., Chung et al., 2015) and, in the probable future, for the diagnosis and treatment of hearing disorders of neuronal origin.
Given this long history of binaural modelling, it is natural to ask what is today's state-of-the-art in models of binaural processing. What can be explained, and what are the remaining phenomena that are not easily understood? The dominant modelling perspective has been a framework that was proposed by Jeffress (1948) : Coincidence-detecting neurons, aligned along (axonal) delay lines. The delay elements compensate for the external ITD somewhere along the delay line and coincidence is detected. This was generally thought to be in line with physiology as evidenced by the existence of axonal delays and an array of neural coincidence detectors along these axons in the barn owl Konishi, 1990, 1988) . This array of coincidence detecting neurons can be considered to be a physiologically-based representation of the interaural cross-correlation of the signals after (monaural) processing by the peripheral auditory system. The Jeffress coincidence-counting hypothesis had been generally accepted and further quantified (e.g., Colburn, 1977; Sayers and Cherry, 1957) and has made its way into many general neuroscience or audiology textbooks. To date, crosscorrelation-based models with the putative interaural delay line are arguably the best predictors of human psychoacoustical performance covering a broad range of lateralization data (Bernstein and Trahiotis, 2012; Lindemann, 1986; Shackleton et al., 1992; Stern and Colburn, 1978; Stern and Shear, 1996; Trahiotis and Stern, 1989) and dichotic tone-in-noise detection results (e.g., Bernstein and Trahiotis, 2017; Breebaart et al., 2001a Breebaart et al., , 2001b Breebaart et al., , 2001c Colburn, 1977) .
While cross-correlation-based models have generally been successful in predicting psychoacoustical data, the results of some more recent physiological studies using gerbils and guinea pigs (e.g., McAlpine et al., 2001; Pecka et al., 2008) do not support the existence of a similar network in those species and cast doubt on its existence in humans. Despite some success of new models which lack the array of different axonal delays (Dietz et al., 2009; Marquardt and McAlpine, 2009; Takanen et al., 2014) , quantitative accuracy is often better with models that include delay lines (see, e.g., Marquardt and McAlpine, 2009 for a comparative study). It remains unclear if the newer models based on more recent physiological results have been less successful in predicting the results of a wider range of perceptual data because they represent a fundamentally incorrect conceptual formulation, or simply because the newer models have not yet experienced the refinement over multiple decades that the delay-line-based models have enjoyed.
The scope of this article is twofold. First, we review and discuss binaural modelling with respect to its potentials and limitations for comparative studies. Second, we introduce a modelling framework that specifically aims at optimizing comparative auditory modelling studies. Before the review-oriented Secs. 2 to 4, two central components of the proposed framework are worth mentioning upfront. The first component is the concept of the artificial observer. This is a general concept which only requires that the decision stage behind a model provides the same output format as a real observer does. In a psychoacoustical n-alternative task this is typically the selection of one of multiple response alternatives. In physiology this may be a spike train. We believe that this approach offers the best comparison of model predictions to experimental results. This approach has been highly successful for modelling monaural perception (e.g., Dau et al., 1997a,b; Jepsen et al., 2008) but has only rarely been employed in binaural modelling (e.g., Breebaart et al., 2001a,b,c) . Models with an artificial observer can be tested in the exact same way as a human subject, typically with the same measurement software routines. Fig. 1 illustrates an experimental program operating in the same way with real subjects and with one or more models. In addition, responses by an artificial observer can be analyzed and displayed in the exact same way as the experimental data. This is particularly useful in adaptive experimental procedures, where the results may depend on the experimental paradigm. Therefore, some measurement software routines for psychoacoustics already enable switching between a real subject and an artificial observer (e.g., Ewert, 2013) . The concept of the artificial observer is related to the concept of the ideal decision maker (e.g. Colburn, 1977) . The ideal decision maker combines information from all cues available in a stimulus. This represents an artificial observer in a single-interval task. In multi-interval forced-choice tasks, however, the artificial observer is typically comparing across intervals.
The second central component of the framework is the experiment-to-model interface. It is often difficult to connect an experiment with a model, let alone to connect several experiments with several models in multiple combinations. In Sec. 5.4 we will describe an interface protocol and provide code (see http://github. com/model-initiative) that performs this connection in a platformand programming-language-independent way.
Selected open questions of binaural processing
Binaural modelling is particularly suited for comparative studies, because there are several aspects of binaural processing for which multiple competing hypotheses are currently being debated. This section reviews five exemplary aspects of binaural processing and lists selected models representing competing concepts. Where possible, suggestions for potential comparative model studies are made.
Why neurons respond maximally at non-zero ITDs
The distribution of ITDs at which neurons have their maximum response is referred to as the p(t) function (Stern and Colburn, 1978) . There is some debate over the question of whether the highest density is near t ¼ 0, as assumed in many historically important models (e.g., Stern and Colburn, 1978) , or at a non-zero delay corresponding approximately to an interaural phase difference (IPD) of 45 deg (McAlpine et al., 2001) . However, all distributions contain neurons that respond maximally at non-zero ITDs. The respective ITD of maximum response is typically referred to as best delay (e.g., Joris and Yin, 2007) .
Open questions include the distribution of best delays in humans (e.g., Harper et al., 2014; Thompson et al., 2006; van der Heijden and Trahiotis, 1999) and the cause of the non-zero best delay (see, e.g., Joris and Yin, 2007 , for a comparative review). It is beyond the scope of this review to explain the various mechanisms proposed for the internal delays such as interaural mismatches in CF (Schr€ oder, 1977; Shamma et al., 1989) , axonal delay lines (Carr and Konishi, 1990) , synaptic inhibition (Batra et al., 1997; , or an interaction between synaptic inputs and the Fig. 1 . Concept of a model with "artificial observer". The Experiment program is operating in the same way with one or several models as it does with the real subjects. The multiple "observer" blocks on the right indicate that the observer can be changed, while the experimental program remains unchanged. intrinsic neural conductances (Zhou et al., 2005) . Given the complexity of this topic, a comparative model study with such a focus may be a promising approach to clarify this still-open question. In many of these cases it has been challenging to identify a set of experimental data that can be used to differentiate between competing proposed mechanisms.
Decoding neural responses for sound localization
A related but not identical issue under dispute is how the perceived location of a sound source is encoded in the brain. Most of the physiological binaural literature is centered on the processing concepts of primary binaural neurons in the brainstem similar to our Sec. 2.1. However, in the current subsection the question is how higher stages process the information from the primary layer. Before describing several of the conflicting model concepts, it is important to understand that in many cases modelers suggest the proposed mechanisms either without claiming or very weakly claiming that their model explicitly describes how the brain really processes the information. To a much greater extent than in conjunction with the last topic in Sec. 2.1 the different approaches below should be understood to be highly simplified conceptualizations of much more complex and variable brain mechanisms. Their primary goal and merit is to offer a functional understanding.
Most delay-line-based models postulate a place code in some form, in that the neuron's best delay compensates for the external ITD. It is then assumed that higher pathway stages have learned to assign a specific sound direction or ITD to each neuron and identify which neuron has the highest response rate (Jeffress, 1948; Shackleton et al., 1992) . The two key aspects of place coding are (1): The low and moderate response rates of all other neurons are ignored and (2): the function of the best delay is ITD compensation. This concept is sketched in Fig. 2A .
A second historic approach to decoding azimuthal direction or sound image lateralization is based on the hemispheric rate difference of all neurons (van Bergeijk, 1962; von B ek esy, 1930) . For a rate code, typically fewer neurons are required and the function of their non-zero best delay is to generate a slope in the hemispheric response rate difference that grows monotonically with ITD. The best delay does not have the function of compensating for the external delay. Different realizations of this concept are possible. The most direct realization is to compare the summed activity in the two hemispheres, including the few neurons with atypical best delay (See Fig. 2C ). In another version, the summed activity of all neurons with positive best delay can be compared to those with negative best delay, with the difficulty of assigning a hemisphere to neurons with a best delay near zero. In practice, there is little difference between these since the sign of the best delay is largely shared by neurons in a single hemisphere.
A third concept involves considering the total activity of all of the coincidence-counting neurons as a function of their best delay, and computing the centroid (or center of mass) along the bestdelay axis ( Fig. 2B ; e.g. Blauert and Cobben, 1978; Stern and Colburn, 1978) . This concept can be applied to broad distributions of best delays and also to sparse best-delay distributions. For many signals with reinforcing ITDs of small magnitude, the best-delay centroid and the place-code mechanism provide the same information.
While the above-mentioned direction or ITD decoder are elegant analytical concepts, it can be assumed that the actual mechanism is likely neither of the above in a strict sense. It has previously been argued that neither a strict rate nor place code is in line with human perception (see, e.g., Dietz et al., 2009; Goodman et al., 2013) . Several models propose a population decoder that employs information from an ensemble of differently-tuned neurons ( Fig. 2D ; e.g., Colburn and Isabelle, 1992; Day and Delgutte, 2013; Goodman et al., 2013) .
Note that neither of the theoretical concepts claims to be a realistic model of spatial representation at cortical levels. However, they are interesting to compare with recordings from the auditory cortex: For instance the spatially broad tuning of auditory cortex neurons (Middlebrooks et al., 1994) could be considered as an argument against a strict place code (concept 1). However, recordings from multiple pathway stages (Yao et al., 2015) reveal the complexity of the transformation of the neural code. Similarly, cooling studies that allow for deactivating very specific brain areas (e.g., Malhotra and Lomber, 2007) give important insights of cortical specialization and its behavioral relevance but at the same time reveal a high level of complexity. Models have only recently started to take cortical electrophysiologic data into account (Dong et al., 2016) .
In summary, understanding and realistically modelling the transformation of spatial coding is among the most challenging endeavors of binaural hearing research. Nevertheless, it appears worthwhile to compare the abilities of the existing direction or ITD decoder mechanisms in predicting the wealth of experimental data.
Interaural group delay
This section introduces and explains the acoustic signal property "interaural group delay" and then reviews four different concepts of how this is exploited by the auditory system.
Pure tones provide only a single temporal disparity, namely the interaural phase difference (IPD) at their singular frequency. The periodic nature of both the pure tone and the IPD causes ambiguities, e.g. at 1 kHz where the cycle duration is 1 ms: ITD ¼ þ0.5 ms is identical to ITD ¼ À0.5 ms, both corresponding to IPD ¼ p. For complex stimuli with more than one frequency component, alternative strategies are available to extract the ITD and to disambiguate IPDs which differ for the different frequency components. The change of IPD across frequency is called interaural group delay (d IPD/d f). Interaural group delay is an additional physical cue complementing the IPDs. It is used to describe interaural cues in acoustic waveforms at the ears prior to processing by the auditory system (Macaulay et al., 2017) .
In contrast to a pure tone IPD, it is less clear how interaural group delay is assessed by the binaural system (Dietz et al., 2012) . A stimulus specifically designed to address this question is narrowband noise centered at 500 Hz with ITD ¼ 1.5 ms (Stern et al., 1988) . At the center frequency, this ITD corresponds to an IPD ¼ þ3p/2 which is equal to IPD ¼ Àp/2. Because the smaller IPD magnitude is more plausible, in case of pure tones and for very narrowband noise (which Stern et al., 1988 , refer to as "centrality"), this stimulus is perceived from the side where the signal is actually lagging. As the bandwidth increases, the location of the perceptual image changes to the side that is leading in time (Stern et al., 1988; Stern and Trahiotis, 1997, 1992; Trahiotis and Stern, 1989) . Several very different mechanisms have been proposed in binaural modelling studies to explain this bandwidth-dependent lateralization. All model approaches start with some form of auditory filterbank, to decompose the signal into different frequency bands and derive either an IPD or a complete cross-correlation function in each frequency band. From there on four different concepts exist:
(1) Closely related to the physical interaural group delay cue, the auditory system may determine the IPD and its change over frequency (d IPD/d f). To our knowledge this concept is not directly employed in any model. Some physiologicallymotivated models (e.g., Takanen et al., 2014) employ processing that effectively operates with a similar mechanism.
The concept of interaural group delay was more extensively discussed by Dietz et al. (2012) and is in line with the physiological observation of frequency-dependent and small best delays (McAlpine et al., 2001 ) referred to as the p-limit . (2) An across-frequency comparison of the cross-correlation function that emphasizes internal delays where there are peaks that are consistent over frequency. Various mechanisms have been proposed that might mediate this processing, including (a) the original black-box approach of Stern et al. (1988) , (b) simple integration over frequency, but with a broader density function describing the distribution of internal delays (Shackleton et al., 1992) , and (c) a second, more central, mechanism that records coincidences at the same internal delay over a range of frequencies (Stern and Trahiotis, 1997, 1992) . We also note that the side at which the cross-correlation peaks align better across frequencies is also the side which the interaural group delay indicates. The Fig. 2 . Different approaches to decoding the azimuthal sound direction or sound image lateralization from the response of binaural neurons. A probe stimulus is presented with direction a 0 . The estimated direction is c a 0 and the response rate of the n-th neuron R n for direction a 0 is thus R n (a 0 ). For the purpose of this illustration, direction a and ITD can be seen interchangeably. The cell body color illustrates the response rate R n : White ¼ no response; black ¼ maximum response. Axon color indicates brain hemisphere in which the neuron resides: Blue ¼ left; Red ¼ right hemisphere. A: Place code (Jeffress, 1948) . Direction is encoded by the label of the most responsive neuron(s). B: Centroid (Blauert and Cobben, 1978; Stern and Colburn, 1978) . Direction or lateralization is proportional to the best-delay-weighted neural response across neurons, computing in effect the center of mass of the response as a function of best delay. C: Hemispheric rate code (Bekesy, 1930) : Direction or lateralization is proportional to the rate difference or ratio between all binaural neurons from each hemispheres. Tuning of neurons is ignored. A smaller number of neurons is typically used, but the number and distribution of neurons is not in the focus of Sec 2.2. D: Non-parametric population codes such as pattern matching (Goodman et al., 2013) or maximum likelihood estimation (Day and Delgutte, 2013) . The brain has learned the response of all neurons as a function of direction. For a probe stimulus it calculates the direction where the response of all individual neurons is in best agreement with the learned response.
alignment of peaks across frequencies is referred to as "straightness." The difference between the straightness concept and processing based on stimulus group delay is that the group delay approach focuses on the most central peak of the cross-correlation (i.e. the IPD), or more precisely the tilt (d IPD/d f). In contrast, with straightness weighting, neurons with larger best delays are employed, in order to allow for an across-frequency comparison at constant delays.
Similarly, the population decoders described in Sec. 2.2 (Goodman et al., 2013; Day and Delgutte, 2013) will implicitly learn a "straightness-like" cue (following Concept 2 above) or a tilt pattern (following Concept 1). While the above two concepts operate across auditory filter bands, the third and fourth concepts extract the within-channel group delay. Another way to describe within-channel group delay is the ITD between left and right modulation, typically called envelope ITD. A good example is that for a given ITD the lateralization of a low-frequency stimulus depends on its amplitude modulation (Bernstein and Trahiotis, 1985) . For small modulation frequencies such as 25 Hz this can be attributed as a within-channel cue. The two possible mechanisms to extract this cue are:
(3) Cross-correlation models with long delay lines exploit the different heights of the lobes of the cross correlation function within one filter band, without the need for across-frequency straightness weighting. This approach requires best delays that operate beyond the p-limit.
(4) The modulation components are demodulated by cochlear nonlinearities and become physically present in the modulation spectrum. This mechanism is standard for models of high-frequency binaural processing (e.g., Bernstein and Trahiotis, 2002) , but is typically not used at lowfrequencies, with only a few exceptions (Dietz et al., 2009; Takanen et al., 2014; Wang et al., 2014) .
Both concept (3) and (4) have no across-frequency interaction, so that models strictly following one of these concepts are not expected to account for the lateralization changes of the 1.5-ms delayed noise when increasing the bandwidth from 200 to 400 Hz (e.g., Dietz et al., 2009) . Takanen et al. (2014) addressed this problem by including a wide-band pathway into their model. Models for interaural group delay processing have previously been compared, but mostly in a qualitative manner (e.g., Dietz et al., 2012; Thompson et al., 2006) .
Coincidence detection
Binaural models differ wildly in how they "perform" the binaural interaction. Phenomenological models typically operate on a continuous waveform, representing something like a spike probability, rather than operating on discrete action potentials or membrane potentials. Irrespective of the questions on best delay or delay lines, the actual input/output function of a binaural neuron is often modelled by a multiplication (e.g., Colburn, 1977; Stern and Colburn, 1978) , summation (van der Heijden et al., 2013), or subtraction (e.g., Breebaart et al., 2001a; Durlach, 1963) . In the JeffressColburn model the multiplication occurs because the probability of a coincidence in firing between two fibers is proportional to the product of the individual probabilities if responses from the two peripheral fibers are statistically independent. In addition, the function describing the relative number of coincidences in the Jeffress-Colburn model can be considered to approximate the interaural cross-correlation of the binaural signals to the two ears after the effects of the peripheral filtering, nonlinearities, and other phenomena at the level of the fibers of the auditory nerve. However, when operating on a continuous waveform it is difficult to mimic the neural signal with such simple operations, because the timing of input action potentials is not considered. For example, in all studies on envelope ITD sensitivity typically performed at carrier frequencies above 2 kHz (e.g., Bernstein and Trahiotis, 2002; Griffin et al., 2005; Klein-Hennig et al., 2011) , only the initial spikes of a modulation cycle carry the time information whereas the timing of subsequent responses may not carry ITD information anymore . Waveform-based models therefore have the tendency to give too much weight to the ongoing segment of a modulation cycle. Including an adaptation stage reduces the weight of the ongoing segment but does not eliminate its influence on the waveform-based cross-correlation. This is in contradiction to what is seen behaviorally (Klein-Hennig et al., 2011) , in actual neurons (Greenberg et al., 2017) , or in Hodgkin-Huxley type model neurons . This topic appears to be well suited and timely for comparative studies, as several datasets were published in recent years (Buell et al., 2008; Dietz et al., 2016 Dietz et al., , 2015 Dietz et al., , 2014 Dietz et al., , 2013b Joris et al., 1994; Klein-Hennig et al., 2011; Stecker and Bibee, 2014) , many of which included models. Furthermore, neither the biophysical binaural models (e.g., Cai et al., 1998; Zhou et al., 2005) nor the more recent spiking phenomenological models (e.g., Ashida et al., 2016; Takanen et al., 2014) have been compared with continuous waveform-based models on the datasets referenced above.
Among the phenomenological models that operate on subtraction is the highly successful equalization-cancellation (EC) model. It was first proposed by Kock (1950) and later developed extensively by (Durlach, 1972 (Durlach, , 1963 . As originally applied to binaural detection experiments (Colburn and Durlach, 1978) , the EC model operates in two steps. First, using a priori knowledge about the masker ITD and ILD, the masker components of the left and right signal are equalized by imposing a compensatory time delay and level difference. With respect to the underlying binaural processing, this concept is related to the compensatory delay lines used in the place code concept (Sec. 2.2). In the second step the two channels are subtracted from each other, cancelling out the masker. A unique feature of the EC model is that the format of the output is still a waveform representation of the target. If the equalization is perfect and the target and masker arrive in a different interaural configuration, the result of the cancellation would be an output that contains the target but not the masker. Performance in the EC model is constrained by limiting the types of operations that are permitted in the equalization operation and by adding "jitter" factors which limit the precision of the equalization operations. Its predictions agree with the results of most BMLD experiments (Durlach, 1972; Domnitz and Colburn, 1976) . It is also successful in accounting for the details of Huggins pitch (Durlach, 1963) , binaural edge pitch (Klein and Hartmann, 1981) and binaural coherence edge pitch (Hartmann and McMillon, 2001) , among other phenomena. It has also motivated the development of other related models (e.g. Breebaart et al., 2001a) .
EC-type models differ fundamentally from models detecting interaural decorrelation or ITD/ILD fluctuations (Goupell and Hartmann, 2007) , because, as described above, they extract the signal rather than just detecting its presence. Despite psychoacoustical experimental results that allow for disambiguating the concepts (Krumbholz et al., 2009) , a critical direct model comparison of these types of models remains to be performed.
Binaural speech intelligibility
Another aspect where perception and physiology have not been brought into good congruence concerns the binaural speech intelligibility level difference. Similar to-tone-in noise detection, diotically-presented speech becomes more intelligible when presented with an out-of-phase masker, compared to a diotic masker (Licklider, 1948) . The perceptual data are commonly modelled using EC-type models (see Sec 2.4) because, as described above, the output format is a modified waveform representation of the target. However, up to now it has not been possible to identify the neural circuits required for this concept. Conversely, physiologicallyrealistic models do not describe experimental measurements of speech intelligibility as of yet.
Both experimentally and with respect to modelling efforts, the focus of models of speech intelligibility has shifted from artificial pure time or phase manipulations (Licklider, 1948) , to investigating spatial release from masking (SRM). SRM refers to the difference of the speech reception threshold when comparing a co-located condition with a spatially-separated talker and interferer condition. SRM is modelled by deriving the speech intelligibility index (SII) from the output of the EC stage (Beutelmann and Brand, 2006; Culling, 2007) . This model concept requires not only a priori information about the interaural differences of the masker but also requires a clean representation of the target without any masker. More recent variants of binaural SII based models require only limited a priori knowledge (Cosentino et al., 2014; Mi and Colburn, 2016) .
In a recent study Josupeit and Hohmann (2017) predict SRM with automatic speech recognition results rather than simply deriving the SII. They use binaural processing only to identify ITDs and ILDs of so-called glimpses that represent perceptually important time-frequency elements. They show that spatially segregating such glimpses and then grouping the information from glimpses into objects quantitatively predicts SRM of normal hearing listeners. Their word recognizer operated on the grouped glimpses, which can come from the left ear and the right ear at different timefrequency bins, but not from the output of a binaural interaction stage. Future comparative work must reveal if the so called truebinaural advantage of SRM really requires the same type of binaural processing that underlies the BMLD, or if the binaural system is primarily helpful for source segregation (Josupeit and Hohmann, 2017; Schoenmaker et al., 2016) .
Difficulties in comparing models
In auditory modelling, comparative studies often contrast the predictions of pairs of models or multiple variants of a single model. A very few exceptions exist where a wider range of very different model concepts are considered (e.g., models of basilar membrane motion, Saremi et al., 2016) . Difficulties frequently arise from the lack of available model code and/or experimental data, as well as from some discipline-specific obstacles which will be reviewed in this section. Examples will often be from binaural models but most of the issues we discuss in this section are more general in nature.
First, the vast majority of comparative studies have been carried out by model developers which include researchers that were involved in the development of at least one of the models in the comparison. There is an inevitable risk of bias in these studies. Only a few studies actually have attempted to disconnect the comparative study from the focus of their own model development and conclude that a model by a third party is more accurate for the test conditions considered (again, Saremi et al., 2016 is a representative example).
A second general difficulty arises from models or model concepts that exist in different specific versions in different publications. For any third party it is unclear which version of such an evolving or mutating model is best suited for an application or comparison: The latest version or the version that was used to model the most similar dataset. It cannot be assumed that models are downward compatible, i.e. later versions of the same model may not reproduce the results of earlier versions (because sometimes modelers do not systematically test for this).
Another difficulty for testing models in a comparative manner is that binaural models have different outputs. For example, some models must perform a complete time averaging as part of their cross-correlation (e.g., Bernstein and Trahiotis, 2017) , while the output of other models may be a function of time. Variations are so manifold that it is hard to find any two models that have a comparable output format. As a consequence, each model requires a very specific testing and analysis technique and the models cannot always be compared directly. In many cases they cannot even be compared easily to the experimental data.
Similarly, when modelling the outputs of specific neurons, it is beneficial from a comparative perspective that the output format of the model is identical to the output format of the experimental study. In case of extracellular recordings, this would be a vector with the spike times, rather than just a spike probability. The latter may be more elegant for specific stand-alone studies, but would not provide a direct comparison to another model which may not provide this probability.
In addition to comparing several models on the same task, an ambition of many auditory modelers is to work toward a universal model that can explain a wider range of data compared to existing models. There has been considerable success in developing multipurpose auditory models. This also holds true for binaural models (e.g., Stern and Shear, 1996; Breebaart et al., 2001 a,b,c; Takanen et al., 2014; Bernstein and Trahiotis, 2017) , however, none of the above-mentioned models predicts both extent of lateralization and the presence of a dichotic element. The PhD thesis of Stern (1976) is perhaps the only document that attempts to compare lateralization, discrimination, and detection phenomena in a unified quantitative manner. In part this lack of broadness is due to the use of task-specific pathway models, which are specifically serving only a certain class of experiments. Therefore, potentially unnecessary components of a larger general model may be left out to increase computational efficiency or simplicity. However, we argue that a model modification employing another subset of auditory pathway components constitutes a new model. Even if it is based on similar concepts, as long as there is no "master pathway model" from which different components are taken without modifying the master, the models cannot be treated as one model. They could be considered as a single model if components from one pathway model would be connected to different decision stages or artificial observers, depending on the task.
It should also be noted that in some cases researchers working in parallel may develop models based on entirely different first principles that provide equivalent predictions for at least some subsets of the data. For example, Domnitz and Colburn (1976) showed that because of the mathematical characteristics of the signals involved, the EC model of Durlach (1963) , the lateralization model (Hafter, 1971; Yost, 1970) , the correlation (r) model of Osman (1973) , and the auditory-nerve-based model of Colburn (1977) all predicted the same (correct) dependence of binaural detection thresholds on the interaural time and intensity differences of tonal targets in the presence of broadband maskers. Furthermore, Colburn and Durlach (1978) noted that Colburn's auditory-nervebased model will predict the same detection thresholds as the EC model for a broader range of targets and maskers because Colburn's multiple coincidence-counting units may be thought of as performing the same equalization operations (at least for ITD) as the equalization stage of the EC model, with multiple "equalizations" available simultaneously in the Colburn model while the EC model is assumed to equalize only one single ITD and one single IID. The internal representation used in Colburn's model is also the underlying representation for the position-variable model (Stern and Colburn, 1978) and many others.
A variety of further limitations exist for many models, often not because the model is conceptually incapable, but rather because attributes of the models that influence theoretical predictions such as temporal weighting of ITD sensitivity (Stecker and Brown, 2010) or overall level dependence (Dietz et al., 2013a) have not yet sparked the interest of many model developers and are thus not included in most models. In Sec. 5 below we suggest that the use of an artificial observer may simplify the treatment of some of these tasks as well as other phenomena, because even a complicated temporal weighting data analysis can and should be used "as is" from the experimental data analysis. Additionally, if several auditory pathway models are set up to work with artificial observers, they can also be compared in a very direct, fair, and easy way. This is notwithstanding that pathway models still provide different types of internal representations to the artificial observer, hence each model may require a different observer, which is still not ideal. The concept of separating a simulation into an auditory pathway model and a subsequent artificial observer will be discussed in more detail in Section 5.
Collections of auditory models
It is increasingly recognized that the publication of source code of a model enhances reproducibility and impact of a study (Eglen et al., 2017) . In the auditory domain a variety of auditory model code collections exist and many of them are frequently used. They include different but partly overlapping models; however, their most striking difference is in their scope. This section reviews some already-existing model collections with respect to the focus of this article and highlights those that also include experimental code or data.
Models of auditory-nerve activity
Even though we primarily discuss comparisons of models of binaural interaction, the predictions of these models can be heavily influenced by the form of the (monaural) model used to characterize the processing prior to binaural interaction. Therefore, we briefly review some of the popular descriptions.
Among the first auditory-nerve simulations is the model developed by Meddis (1986) , which includes a detailed physiological characterization. The model has been and is widely used as a front end for models of central auditory processing, including models of binaural interaction (e.g., Hartung and Trahiotis, 2001; Shackleton et al., 1992; Takanen et al., 2014) . Over the last three decades it has been constantly extended, e.g., by adding a nonlinear filterbank (Lopez-Poveda and Meddis, 2001) or by a revised innerhair cell model (Sumner et al., 2003) . It is implemented in MATLAB (Mathworks, Inc) and currently called a "model of the auditory periphery." In its most recent version it includes brainstem processing of various types of neurons, including binaurally sensitive neurons.
The Auditory Toolbox (Slaney, 1998 ) is one of the first publicly available collections of auditory models. It was made available in MATLAB, based on an earlier toolbox published as a Mathematica notebook (Slaney, 1988) . It contains MATLAB implementations of several peripheral auditory models of the 1980s, including the cochlear model and/or hair cell models of Lyon (1982) , Meddis (1986) , and Seneff (1988) , among a number of other functions. Although the Auditory Toolbox does not contain any binaural models per se, the included peripheral processing models are used as initial stages of binaural models (e.g., Pastore and Braasch, 2015) .
The Toolbox includes what is perhaps the most widely-used implementation of gammatone filtering in MATLAB, based on the original formulation by Patterson et al. (1992) .
In addition, Carney and her colleagues have developed a long line of realistic auditory models (e.g., Zhang et al., 2001; Zilany et al., 2014 Zilany et al., , 2009 ) that have also been widely distributed and used as inputs for models of binaural interaction (e.g., Dietz et al., 2016; Wang and Colburn, 2012 to name just a few). Some of the features of these models include a more detailed description of various nonlinear attributes of the response, including leveldependent amplitude compression, and a control path that varies the gain and frequency selectivity of the primary response path. These augmentations enable a more accurate description of lateral suppression, amplitude-modulated transfer functions, long-term adaptation, forward masking, and the growth of suppression as a function of input gain.
While these sophisticated peripheral models have been required to explain some binaural data, however, for models of binaural perception a highly simplified model is arguably the most commonly-used pre-processing even to date. This processing consists of a filterbank followed by a static compression, half-wave rectification and low-pass filtering (e.g., Bernstein and Trahiotis, 2002) .
All of these peripheral models have been of valuable service to models that focus on binaural interaction. However, they can also provide the additional benefit of a standardized front-end for comparative studies of binaural processing.
The binaural cross-correlogram toolbox
This MATLAB toolbox, developed by M. Akeroyd while at the University of Connecticut and the University of Sussex, was developed to calculate and display various kinds of crosscorrelograms. A cross-correlogram refers to a display of multiple cross-correlation functions over a range of different frequency bands. The Akeroyd toolbox was designed to facilitate comparisons of major models of the time including those described in Stern and Shear (1996) , Bernstein and Trahiotis (1996) , and Shackleton et al. (1992) . Options included in the Toolbox enable it to develop calculations based on different types of models for peripheral auditory-nerve activity, different assumptions concerning the nature of the binaural interaction (including normalized crosscorrelation, un-normalized cross-correlation, and interaural subtraction), differing assumptions concerning the weighting of the cross-correlogram across internal delay (including the distributions of best delays proposed by Colburn, 1977; Shackleton et al., 1992; and Stern and Shear, 1996) and distributions of characteristic frequency (including that of Raatgever, 1980) , as well as different means of predicting lateral position from the binaural representation (including centroid calculation, location of the maximum peak of the cross-correlogram, and location of the peak closest to the midline).
The tight integration of the stimulus generation and display components of the Toolbox has facilitated very direct comparisons of the above-mentioned models, and its implementation in MAT-LAB makes it relatively easy to extend in order to incorporate the assumptions of some more recent models. The binaural crosscorrelogram toolbox, with some local modification, is still being used to develop the predictions for a number of modelling studies (e.g., Trahiotis, 2014, 2012; Cornelis et al., 2014; Stecker et al., 2013) . Its most widely-used version was originally released in 2001 and it has recently been made available online (Akeroyd, 2017) 
The Auditory Modeling Toolbox
The Auditory Modeling Toolbox (AMT, Søndergaard and Majdak, 2013) contains one of the largest collections of auditory models. The AMT focuses on reproducing published research results and providing model implementations that can be used by other researchers. To this end, the AMT is more than just a collection: the models are implemented following a list of code requirements, allowing a comprehensive documentation and facilitating modular usage of the models.
In the currently-released Version 0.9.8, the AMT incorporates over 25 models. The AMT is a particularly rich repository of binaural models because it is the umbrella project of the group "Aural assessment by means of binaural algorithms" (AABBA, Blauert, 2013) . It includes models of the auditory periphery at the levels of the outer, middle, and inner ear. Models of binaural interaction include delay-line based models with cross-correlation (Lindemann, 1986) or subtraction (Breebaart et al., 2001a) , as well as models without explicit delay lines Takanen et al., 2014) . In addition, various models of binaural or spatial perception extract information from the binaural interaction models such as tone-in-noise detection (Breebaart et al., 2001a; Culling et al., 2004) or horizontal sound source location May et al., 2011; Wierstorf et al., 2013) . Other AMT models of auditory perception exist for distance estimation (Georganti et al., 2013) , sagittal plane localization (Baumgartner et al., 2016) as well as multiple models for speech perception.
The AMT is licensed by the general public license (GPL), and hence is a free open-source toolbox (amtoolbox.sourceforge.net). The core of the AMT is implemented in MATLAB. Although the AMT also incorporates models implemented in Python, C, and Cþþ, it presents itself to the user as a MATLAB/Octave toolbox.
In the AMT, the models are typically contributed by the original model developer. Because of the coding conventions and documentation rules, the AMT presents a moderately difficult entry level for model contributors.
The AMT has facilitated comparative model studies in the past (e.g., Saremi et al., 2016) . Particularly helpful for comparative modelling is the collection of various models that are specific to the various pathway stages that have been mentioned above. Within the toolbox these stage-specific models are assessed by the multistage models that typically produce an internal representation or other output of various kinds.
Despite the immense value of reproducing results from a single modelling study, most of the multi-stage models within AMT have a specific output that differs from model to model. Therefore it remains difficult to compare the results of different models directly.
EarLab
EarLab was developed mainly in the years of 2001e2006 by David Mountain at the Boston University Hearing Research Center (Mountain et al., 2005) . While its neuroscientific goals were primarily to develop integrated models of sound-source localization, it is mostly used for modelling cochlear and auditory-nerve processing (e.g., Wang and Colburn, 2012) .
In addition, the EarLab Project had a strong focus on overcoming the module-connectivity problems described in Sec. 3. The EarLab Project embedded a large number of auditory models of specific auditory pathway stages in an elaborate software framework that allows for a flexible combination of modules. In contrast to the Auditory Modeling Toolbox, the modules were re-implemented by the project members in order to guarantee connectivity with modules from other stages. This high level of module integration incurs a very high cost of entry. It is not easily possible to adapt an existing model to work as an EarLab module.
It had been possible to operate EarLab over a web interface, but this and some other Earlab services have been discontinued. Most of the modules can be downloaded from the project website (earlab.bu.edu).
The Two!Ears toolbox
The Two!Ears Toolbox originates from a European multi-partner project with the overall goal "to develop an intelligent, active computational model of auditory perception and experience in a multi-modal context" (twoears.eu). Similar to EarLab, Two!Ears is not directly an open collection of auditory models, but rather a managed collection of specific models that are thought to serve the project goal. The toolbox has a specific focus on binaural hearing e less on the detailed aspects of binaural processing in the brainstem, but rather on the entire human spatial perception of sounds. For the peripheral signal processing, it relies on the models implemented in the AMT. In addition, it prominently features the concept of an artificial observer by employing complex learning and hypothesis building techniques, including the ability to rotate the listener's head (Ma and Brown, 2016) . In order to allow for such functionality, all components in the Two!Ears toolbox are capable of real-time processing of incoming binaural signals.
Some of the Two!Ears toolbox features are focused on the application of binaural signal processing in devices based on artificial-intelligence and human-machine interactions, and some of the features involve machine-learning algorithms such as deep neural networks. While this is reasonable in order to enable functionality in applications, analysis based on deep learning is currently beyond the scope of most binaural model developers focusing on understanding and modelling the mechanisms of the binaural nuclei in the brain.
The Two!Ears peripheral model is not a single pathway model but, similar to the other toolboxes, a collection of exchangeable models for each stage. Among the toolboxes described here, the Two!Ears toolbox has the highest level of module integration, with components that relate to model comparison and testing. Inevitably it is thus more challenging for an external contributor to adapt existing model code to the detailed requirements of this toolbox.
Brian Hears
"Brian Hears" is a software package designed to facilitate the creation of novel auditory models (Fontaine et al., 2011) . Rather than focusing on providing complete implementations of existing models, it provides modular and configurable components that are commonly used in many auditory models, reducing the time and effort required to create a new model. The focus is on creating filterbanks to model the peripheral auditory system. To model more central auditory neurons, the package is designed to integrate easily with the general purpose "Brian" spiking neural network simulator Brette, 2008, 2009) .
Brian Hears includes a library of passive filterbanks such as the gammatone (Patterson et al., 1992) , as well as facilities for creating active filterbanks with feedback from potentially multiple pathways. It also includes code for using head-related transfer functions (HRTFs). Technically, Brian Hears works on buffered segments of audio rather than keeping the entire signal and the outputs of all filterbanks in memory simultaneously, and is therefore able to work on large numbers of channels simultaneously with long sounds. For example, it is feasible and computationally efficient to implement a binaural model with the 6000 peripheral channels and around 60,000 auditory nerve fibers found in the human auditory system. Brian Hears does not include any explicit features that specifically facilitate model comparison. However, all models created using the package work on arbitrary input waveforms, and it is therefore straightforward to include them in a battery of tests and comparisons. As is true for most of the other toolboxes, it is also open source and freely available (briansimulator.org/docs/hears. html).
4.7. The AFC framework AFC (which is an acronym for "alternative forced choice") is a modular framework for running psychoacoustical experiments and computational perception models (Ewert, 2013; aforcedchoice. com) in MATLAB and Octave. It is freely available for noncommercial use. While its most frequent use is for psychoacoustical experiments with human listeners, AFC was also designed to interface with perceptual models to perform psychoacoustical experiments in exactly the same framework as the measurements with human listeners. Example models are provided in the release. AFC has been extensively used (e.g., Jepsen et al., 2008) to run artificial-observer-based (monaural) models based on Dau et al. (1997a Dau et al. ( , 1997b . As previously discussed, this functionality is beneficial, if not essential, for a fair comparison of multiple perceptual models. The integration of experiment and model framework into one program provides a seamless interface but requires the model I/O to be adapted to the AFC conventions. Thus AFC offers everything needed for comparing several models to experimental data obtained with AFC; however, it is not possible to develop predictions for models on other experiments.
An approach to facilitate direct comparison of model components
One conclusion from the previous section is that while all of these toolboxes have been helpful for some comparative studies in the past, none of them is tailored to the specific needs of comparative model studies or for optimizing the testability of models. Therefore, within this section, we propose and describe a framework specific for these purposes. The required modules for model testing and comparing are described both in general terms and specific to the proposed Auditory Model Framework. Implementation details, interface specifications, and a beta version of a MATLAB and a Python implementation, including example models can be found in the supplemental material (and here: http://github. com/model-initiative). The framework is not considered to be a model collection at this stage, but may develop that way. Right now it includes documentation about how to integrate many of the abovementioned model and experiment collections. As example code to experience the operation of the Auditory Model Framework, it further comprises a stand-alone example with all components described below. Fig. 3 shows the schematics of the module connections and information flow for two examples: For a model of a typical neural response experiment and for an adaptive 3-interval psychoacoustical experiment with model.
Measurement software routines
In order to facilitate the concept of an artificial observer described above that tests a model in the same way a subject was tested, it is best to connect the model with the measurement software routine that was used for the experiment. While the experimental description in a methods section is often more complete than a complex model description, sometimes details on stimulus generation or experimental procedure are missing e the initial value in an adaptive procedure being a prominent example. Comparability is enabled by using the same stimulation software for experiment and model.
In practice, the measurement software routine ("experiment module") must be modified to save the sound electronically instead of sending it to the audio interface. In the current interface specifications the common Waveform Audio File Format (RIFF WAVE, known by its filename extension ".wav") was chosen. This format also communicates implicitly the sampling frequency to the model. All sound presentations, except for the first presentation, should be started after a "model and observer are finished" trigger. In our implementation this trigger is a file which contains the response of the artificial observer that has the same format as a real subject response. The measurement software routine can save and analyze this response.
The experiment module should also provide feedback to a model, if feedback is provided to the real subject. To date binaural models do not exploit such feedback but smart future artificial observers may require this information. Finally, some models may require a priori information, even though it is generally better to avoid this channel of information.
Auditory pathway models
There is no universally-accepted definition of where the auditory pathway starts. Typically at some level of the outer ear or at the tympanic membrane. Prior to auditory processing there is acoustic propagation which transforms a single or multi-channel speaker or headphone output to the 2-channel "binaural" input of the auditory system. Accordingly, our stage of the auditory pathway begins with a 2-channel waveform representing the stimulus arriving at the beginning of the left and right auditory pathway of the subject that is modelled. The exact starting point has to be defined for each specific model. If it is not equal with the headphone position or the source is not a headphone-like device, the simulated experimental procedure requires a description of the acoustic propagation paths (e.g., head-related transfer functions, headphone transfer functions, or the full sound fields produced by loudspeaker-based systems). Note further that some pathway models incorporate the transfer function of the middle ears, but, particularly in binaural research, others do not. The synthesis of the binaural signals must consider such configurations.
The output of auditory pathway model is typically referred to as an internal representation. It can vary from the neural response as a function of time to a single scalar value, such as the time and frequency and delay-averaged centroid of a cross-correlogram as in Stern and Shear (1996) . Fig. 4 displays some exemplary internal representations of five different binaural models to the same three dichotic stimuli. However, these simple visualizations can only plot an arbitrary one-or two-dimensional selection of the underlying, typically richer, internal representation. Such plots of pathway model outputs can potentially be misleading about what information the complete internal representation contains. If care is taken and no relevant output is discarded in the display, it can nicely illustrate conceptual differences of how certain cues are represented by different models, which is relevant for the selection of appropriate decision stages.
Most auditory pathway models to date are purely signal driven. This means that the output does not depend on the state of attention, or on any long-term adaptation, such as the statistical distribution of test stimuli, despite experimental evidence that such influences exist (e.g., Maier et al., 2012) . Therefore, for comparing existing auditory pathway models, it is currently not necessary to provide input of previous stimuli or attention, but it may be necessary at some point in the future. For some models additional a priori knowledge on the stimulus is required. For example, Bernstein and Trahiotis's implementation of the positionvariable model requires knowledge of the modulation frequency if it operates on high-carrier-frequency amplitude-modulated tones Trahiotis, 2012, 2003) .
Finally, computational constraints may impose model-specific accommodation. Instead of running the pathway model as described above it may be necessary instead to pre-process computationally expensive stages for a set of stimuli and then load these data based on stimulus parameters (e.g., Brughera et al., 2013) .
Decision stages
As mentioned in the introduction, many modelling studies focus on understanding processing along the auditory pathway. However, in order to account for behavioral data, they typically include a decision stage, which is often not in the focus and not necessarily considered to be part of the auditory pathway. It becomes particularly clear in multiple interval paradigms, where the (artificial) observer is asked to select a target interval (e.g., Breebaart et al., 2001b,c) . For both real and artificial observers, the selection of a target interval includes the comparison across sequential stimuli based on a decision-making strategy that is not necessarily attributed to signal processing in the auditory pathway. Even neurophysiological studies sometimes use a detection stage to relate neural data to behavioral data (Jiang et al., 1997; Skottun et al., 2001 ), or they use other means of information theory such as the Fisher information criterion to post-process neural data (e.g., Fischer and Konishi, 2008) .
A decision stage is considered as a function, which takes the output from the pathway model of all intervals and provides a response identical to the real observer, e.g., the selection of a target interval or the direction of a sound source.
In behavioral experiments, feedback plays a role to optimize the response. In the future it may be possible to train artificial observers in the same way as test subjects using the feedback provided by the experimenter. Most naturally such feedback would be an additional optional input to the decision stage. Further, the decision stage should even be allowed to record past feedback and past decisions (e.g., Breebaart et al., 2001a) . As with the pathway stage, some decision stages may need specific stimulus information or parameters to be set as input.
Unfortunately, there is not a single procedure to define and implement an artificial observer, especially because its operation depends on the type of internal representation provided by the pathway model. Thus, commonly, artificial observers are developed and tested simultaneously with the pathway model (e.g., Breebaart et al., 2001a,b,c) .
In auditory research, four tasks cover most psychoacoustical experiments, as well as neurometric studies which relate neural responses to perception (Jiang et al., 1997; Skottun et al., 2001) 1. Detecting a target sound in the presence of an interferer. In particular, this type includes tone-in-noise detection, with binaural masking level difference (BMLD) experiments as the most prominent binaural test. 2. Discriminating between different intervals. In binaural hearing this includes the popular ITD or ILD or direction-of-soundarrival discrimination task (e.g., Zwislocki and Feldman, 1956) .
Instructions are either an odd-one-out concept, requiring at least 3 intervals, or a smaller/larger type of instruction for a specific detection cue description, often in a 2-interval procedure. A typical binaural example for the latter is "select the interval where the sound came from the right relative to the other interval" (e.g., Zwislocki and Feldman, 1956 ). 3. Quantitative judgement, categorization, or scaling. This classic and widely used category includes many single interval tasks, for example loudness scaling (Allen et al., 1990; Brand and Hohmann, 2002) , localization (Sandel, 1955) , extent of lateralization (Teas, 1962; Bernstein and Trahiotis, 1985) , and soundquality-related aspects (Fastl, 2006) .
4. Predicting the change in speech intelligibility, e.g. due to different ITDs and/or ILDs of target and interferer.
A single pathway model should in theory be able to serve very different artificial observers for the above categories. It is not expected that all models can serve all tasks. For example some models include a time averaging within their binaural interaction and will not be able operate on tasks that require time-dependent internal representations. That said and referring back to Sec. 3, there is merit to using the exact same pathway model for different tasks, even for different task categories when possible. It may cause computational overhead but it is typically a prerequisite to claim it as one general Fig. 4 . Exemplary illustrations of internal representations of five different models (rows) to three different stimuli (columns). Column A (left): Two competing talkers with different ITDs. Column B (middle): Diotic noise of 300e700 Hz. After 200 ms a 500-Hz tone is added out of phase at a signal-to-noise ratio of À15 dB. Column C: Same noise as in (B) but with an ITD ¼ 1.5 ms. Representation 1 (top row): Running Cross-correlation (Faller and Merimaa, 2004) extracted from filter band centered at 500 Hz. Representations 2 and 3: IPDbased models. Row 2: display as in (Dietz et al., 2009 : IPD over time. Only the 500-Hz filter band is shown. Note that for the 1.5 ms delayed noise the envelope IPD is extracted with a 50-Hz modulation filter, so that þ27 deg correspond to 1.5 ms ITD. Row 3: The same internal representation but displayed as an IPD -coherence scatter plot (Marquardt and McAlpine, 2007) . In the middle panel all data points from the diotic segment are identical and indicated by the thicker blue dot. Row 4 (bottom left and middle): Time functions of outputs of selected EI-elements from the model of Breebaart et al. (2001a) . For the two competing talkers two selected EI-elements with characteristic delay equal to the ITDs corresponding to the talker from the left (blue line) and from the right (red line) are shown. A high output indicates that the talker with non-corresponding ITD provides much energy at this moment. 1.5 ms delayed noise would result in constant zero activity for an EI cell with 1.5 ms best delay, which is not shown. Row 5: Cross-correlograms (Stern and Shear, 1996) generated with Akeroyd's binaural model toolbox. In this row the response is plotted as a function of characteristic frequency and best delay, averaging over time, with the signals in Columns A and B slightly modified. Column A: Response to two simultaneously-presented vowels with differing ITDs./AH/is presented with a À0.75 ms ITD, with a major formant at 350 Hz. /IH/is presented with zero ITD, with major formants at 600 and 800 Hz. Column B: Response to only the N0Sp signal. The presence of the target in the N0Sp signal is indicated by the notch in activity at the target frequency, 500 Hz. Column C: Response to broadband noise with ITD 1.5 ms. The noise ITD is indicated by the straight ridge at 1.5 ms. model, rather than two sister models, with highly-related processing.
The importance of employing a multi-purpose pathway model cannot be underestimated. There are a large number of experiments that are not covered by many models, simply because the models restrict themselves already in the pathway to only the components necessary for the tasks of interest to the modelers. For example, one of the most successful model concepts for predicting ITD-detection thresholds, the normalized cross-correlation coefficient model of Bernstein and Trahiotis (2009) only provides predictions at a reference ITD of zero microseconds. It is noteworthy that the underlying pathway model of Stern and Shear (1996) did include a full set of internal delays but the normalized crosscorrelation coefficient model used by Bernstein and Trahiotis was simplified to restrict itself to considerations of internal delays of 0. This restriction could be relaxed easily, though.
The experiment e model interface
The last module of the framework that is required for a fair and easy comparison between real observers and a computer model, or between several computer models, is an interface connecting the three modules mentioned above.
A practical issue which may have limited the use of artificial observers in the past is the connection of the experimental operating environment with a computer model. Especially if one or both modules were developed by different third parties, this task may be difficult or impossible. Modules may even operate in different computer languages. For example, many experiments are conducted using MATLAB (e.g. Ewert, 2013) , whereas models are written in either MATLAB (see e.g., Søndergaard and Majdak, 2013 for a collection) or Python (e.g., Goodman and Brette, 2009; Verhulst et al., 2012 ).
An exemplary solution that is used in our implementation is to communicate via electronic file exchange. The experiment module writes the sound output to wav-files and can provide additional files with a priori information and feedback. A model server reads the files produced by the experiment module and handles the model and decision stage I/O. It writes the decision in a response file.
The advantage of the file interface is that it is independent of the software that is used for each of the other modules, because file I/O is a fairly universal functionality. As our implementation is providing a model server script, the modelers do not have to deal with the file I/O; they can directly run their pathway model and any compatible decision stage that produces output in the same format and unit as would be produced by a real subject. Inclusion of an experiment module in the framework requires the functionality to write the stimulus intervals as .wav files and to read a response from a file.
Experimental data
The framework presented above implies the availability of useful experimental data, against which the models can be compared.
Data are obviously published but often in a highly processed form. In order to be fully informative, the post-processing scripts used for the experimental data should be available and be applicable to the simulated data. Furthermore, numerical availability of raw or processed data in electronic form is helpful to quantitatively compare it with model predictions. Fortunately an increasing number of experimentalists sees these advantages and provides suitable data in supplemental material. Some journals (e.g. PLOS One) have updated their policies and make data availability a prerequisite. In contrast, the older literature contains several examples of highly referenced and informative studies that are in fact self-described as "preliminary" (e.g., Klumpp and Eady, 1956; Zwislocki and Feldman, 1956) or include informal but easily replicated self-reports (Trahiotis and Stern, 1994) . Depending on the specific study of interest it may thus be decided by modelers that experiments need to be repeated in order to provide the same data format and to fulfill the same standards that we expect from present modelling studies. Our framework provides the infrastructure for such experiments as well. Selecting measurement software (Sec. 5.1) that is compatible with the framework will ensure that the experiments can also be conducted by artificial observers.
The framework has a folder specifically for data, a folder specifically for data analysis scripts, and a folder for plotting routines. All these folders with their functions and scripts are intended to be used interchangeably for experimental data and data obtained from an artificial observer.
Summary and thoughts on the future
In summary, we have described a number of obstacles to comparing binaural models quantitatively, as well as to test the predictions of third party models on own experiments. We also briefly discussed selected previous comparative studies. Echoing the conclusions of several articles (Thompson et al., 2006; Dietz et al., 2012; Leibold and Grothe, 2015) there are still several conceptual conflicts both within and across the two main domains of experimental binaural research, i.e. between physiology and psychoacoustics. Binaural models and in particular quantitative comparative approaches are of growing importance to help resolving these conflicts.
Speaking for us, we have not sufficiently prioritized the applicability and comparability of the models that we have developed in the past (Dietz et al., 2009; Ewert et al., 2010; Goodman et al., 2013; Hartmann et al., 2016; Majdak et al., 2014; Marquardt and McAlpine, 2009; Stern and Shear, 1996) . We are not able to compare the majority of our models in their published form. While acknowledging the unique aims of all existing models, there is going to be added value if model developers try to provide pathway models that can operate with different artificial observers, in the same way as a subject performs the different experimental tasks. We also acknowledge that model developers, and particularly pure experimentalists, are not necessarily keen on getting several different third-party models in different programming languages running, or to change the programming of their own model to the conventions of the existing toolboxes. Reflecting on the above has defined the priority for our proposed model comparison framework: Not another integrated model toolbox but rather little or no coding conventions. The only requirement is to run the model in the exact same paradigm as it was used in the experimental study.
The framework provided in the supplemental material will allow for an easy replication of published model data by third-party scientists and it will allow experimentalists to test the models on their own stimuli and experimental method. In a best-case scenario, the framework will foster collaboration or competition within specific focus groups that work to solve one of the open questions of binaural hearing, or, with minor modifications, other branches of hearing research. Once a model comparison is performed with an initial set of experiments, new experiments can be added without the need to adapt the pathway models. The most promising, best-performing models may inspire follow-up research by a broader range of researchers, in an effort to add functionality that is not is the focus of the original model developer, or to refine the model further, or to develop experiments that specifically challenge such a model. At the optimistic end of the process the community will have refined or developed a model beyond the capabilities of a single laboratory: a very versatile pathway with processing concepts which have a fair degree of physiological plausibility, which can serve a diverse range of decision stages, and consequently, which can account for a broad range of experimental data.
