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Synchronization and multi-cluster capabilities of
oscillatory networks with adaptive coupling
Petro Feketa, Alexander Schaum, and Thomas Meurer, Senior Member, IEEE
Abstract—We prove the existence of a multi-dimensional
non-trivial invariant toroidal manifold for the Kuramoto
network with adaptive coupling. The constructed invariant
manifold corresponds to the multi-cluster behavior of the
oscillators phases. Contrary to the static coupling, the
adaptive coupling strengths exhibit quasiperiodic oscil-
lations preserving zero phase-difference within clusters.
The derived sufficient conditions for the existence of the
invariant manifold provide a trade-off between the natural
frequencies of the oscillators, coupling plasticity parame-
ters, and the interconnection structure of the network. Fur-
thermore, we study the robustness of the invariantmanifold
with respect to the perturbations of the interconnection
topology and establish structural and quantitative con-
straints on the perturbation adjacency matrix preserving
the invariant manifold. Additionally, we demonstrate the
application of the new results to the problem of intercon-
nection topology design which consists in endowing the
desired multi-cluster behavior to the network by controlling
its interconnection structure.
Index Terms—adaptive coupling, invariant tori, Ku-
ramoto oscillator, large-scale networks, multi-clustering,
multi-frequency oscillations, plasticity, synchronization
I. INTRODUCTION
Experimental studies of living organisms evince the decisive
role of phase synchronization phenomena for many cognitive
processes [1], [2]. For example, the synchronization of oscilla-
tory phases between different brain regions supports the inter-
action between working and long-term memory [3]. Complex
neuro-inspired networks may exhibit partial synchronization
and multi-cluster behavior due to their embedded adaptive
capabilities. In particular, synaptic plasticity provides the basis
for most models of learning, memory and development in
real neural circuits [4]. In chemical systems, the network
This document contains a pre-print version of the paper conditionally
accepted for the publication at the IEEE Transactions on Automatic
Control. Cite this article as: P. Feketa, A. Schaum, and T. Meurer,
”Synchronization and multi-cluster capabilities of oscillatory networks
with adaptive coupling”, IEEE Transactions on Automatic Control, 2020.
Manuscript submitted June 14, 2019. This work has been supported
by the Deutsche Forschungsgemeinschaft (DFG) within the research
unit FOR 2093: Memristive devices for neuronal systems (subproject
C3: Synchronization of Memristively Coupled Oscillator Networks –
Theory and Emulation).
Petro Feketa is with Chair of Automatic Control, Kiel University,
Germany (e-mail: pf@tf.uni-kiel.de).
Alexander Schaum is with Chair of Automatic Control, Kiel University,
Germany (e-mail: alsc@tf.uni-kiel.de).
Thomas Meurer is with Chair of Automatic Control, Kiel University,
Germany (e-mail: tm@tf.uni-kiel.de).
adaptation in response to its dynamics has been reported in [5],
where the reaction rates adapt dynamically depending on the
state of the system. Another examples of activity-dependent
adaptation can be found in social systems [6] that model
opinion dynamics and beliefs propagation. Besides the studies
[1]–[3], the phenomena of partial synchronization and multi-
clustering are of practical relevance for neurophysiological
systems [7] and distributed power generation [8].
A simple yet dynamically rich Kuramoto model proved to be
an appropriate paradigm for synchronization phenomena [9],
[10]. Moreover, the Kuramoto-like oscillator networks may
serve as adequate mathematical models for neural activity
processes [11], [12]. The studies on full and partial synchro-
nization as well as multi-cluster behavior of oscillator net-
works have attracted many researchers from statistical physics,
nonlinear dynamical systems, and control communities. In par-
ticular, important results on frequency and phase synchroniza-
tion can be found in monographs [13]–[15]. Control theoretic
approaches to the study of synchronization phenomena can
be found in [16]–[22]. A large amount of results on partial
synchronization exploit certain network symmetries for the
existence of cluster-synchronized states, see, e.g., [23]–[27].
Recent results on full sunchronization of adaptive and non-
adaptive networks can be found in [28]–[32]. In particular,
[30], [31] provide sufficient conditions in terms of inital
states for the full phase and frequency synchronization of
adaptive networks with particular learning rules. Frequency
synchronization of adaptive Kuramoto networks for some
particular number of clusters is studied in [32].
In [33], a relation between adaptive and non-adaptive
Kuramoto networks is provided and stability properties of
fixed points of adaptive Kuramoto networks are studied. Also,
numerical simulations with periodically oscillating behavior
of the coupling strength and partially synchronized oscillator
phases are presented there. Our paper provides a rigorous
mathematical reasoning for the existence of the mentioned
oscillating behavior. We also show that, in general, these
oscillations are not periodic in time since they are generated
by trajectories (which may be, for example, quasiperiodic) on
a surface of a multi-dimensional invariant torus.
Phase multi-clustering is characterized by a partition of the
network nodes into subsets where the nodes’ phases evolve
identically within each subset. Such subsets are called clusters.
For the case of static coupling we refer the reader to the series
of papers [12], [34]–[36] and [37], [38], where the emergence
and stability of multi-cluster behaviors for oscillatory networks
2with static coupling are studied. In [39] the equlibriums
which correspond to the multi-clustering in phase models with
state-dependent adaptive coupling are studied. In our paper,
we derive sufficient conditions for the existence and partial
exponential stability of a multi-dimensional invariant toroidal
manifold which corresponds to the multi-cluster behavior of
the Kuramoto network with adaptive coupling. To the best of
our knowledge, this is the first paper that proves the existence
of such manifold. By this we extend the invariance results
of [35] to the case of adaptive networks and complement the
results of [39] by studying more complex limit behaviors of
the system, namely invariant tori.
Contrary to the notion of clustering used in this paper, in
[40], [41], the authors study conditions for frequency clus-
tering in adaptive networks of identical Kuramoto oscillators
and study possible arrangement of phases within every cluster.
Existence criteria for multi-cluster solutions where different
clusters correspond to different frequencies and their explicit
form are presented.
Despite the discussed results, the global behavior of oscilla-
tory networks is still far away from being fully understood. For
example, in [42], the emergence of a complex behavior that is
characterized by the co-existence of regularly evolving clusters
and irregularly oscillating nodes in Kuramoto networks with
static coupling has been demonstrated. In the case of adap-
tive coupling, the phenomenon of self-organized emergence
of hierarchical multilayered structures and chimera states is
reported in [43].
The paper is organized as follows. In Section II, we recall
some theoretical results from qualitative theory of nonlinear
dynamical systems defined in the product of a torus and
the Euclidean space [44], [45] and demonstrate their relation
to the synchronization analysis of oscillatory networks. In
Section III, we prove the existence of an invariant toroidal
manifold for the network of Kuramoto oscillators with adap-
tive coupling which corresponds to the multi-cluster behav-
ior of the network. The proof of the main result is based
on the perturbation theory of smooth invariant tori [46].
In Section IV, we study the robustness of the constructed
invariant manifold with respect to the perturbations of the
interconnection topology and propose a design methodology
which enriches the network to exhibit the desired multi-cluster
behavior by adjusting its interconnection structure. Concluding
remarks in Section V complete the paper.
Notation
Let N, R, and R>0 denote the sets of natural, real, and
positive real numbers, respectively. For given n,m ∈ N let
Rn and Tm denote the n-dimensional Euclidean space and
m-dimensional torus, respectively. One-dimensional torus T1
is the one-sphere (circle). Let f : Tm → Rn be a function of
the variable ϕ = (ϕ1, . . . , ϕm)
⊤ ∈ Tm which is continuous
and 2pi-periodic with respect to each ϕs, s = 1,m. By C(Tm)
we denote the space of all such functions f equipped with the
norm
|f |0 = max
ϕ∈Tm
‖f(ϕ)‖ ,
where ‖·‖ denotes the Euclidean norm in Rn, i.e., ‖f(ϕ)‖ =∑n
i=1 |fi(ϕ)|2, |fi(ϕ)| stands for the absolute value of the i-
th component of f evaluated at ϕ. By C1(T m) we denote
the subspace of C(Tm) with every f ∈ C1(Tm) having a
continuous partial derivative with respect to each ϕs, s = 1,m
and
|f |1 = max
{
|f |0,
∣∣∣∣ ∂f∂ϕ1
∣∣∣∣
0
, . . . ,
∣∣∣∣ ∂f∂ϕm
∣∣∣∣
0
}
.
For any square matrix A we introduce the norm ‖A‖ =
max
‖x‖=1
‖Ax‖. For any rectangular matrix B = (bij) we use
the Frobenius norm ‖B‖F =
∑
i
∑
j
|bij |. A matrix B : Tm →
Rn×m is assumed to be of class C(Tm) if all its entries belongs
to C(Tm).
II. INVARIANT TORI OF SYSTEMS DEFINED IN Tm × Rn
A. Systems defined in Tm × Rn
We consider a system of ordinary differential equations
defined in the direct product of the m-dimensional torus Tm
and the n-dimensional Euclidean space Rn
dϕ
dt
= a(ϕ),
dx
dt
= F (ϕ, x), (1)
where ϕ = (ϕ1, . . . , ϕm)
⊤ ∈ Tm, x = (x1, . . . , xn)⊤ ∈ Rn,
a ∈ C(Tm), function F : Tm × Rn → Rn is continuous with
respect to both arguments, and F (·, x) ∈ C(Tm) for every
fixed x ∈ Rn. We assume that there exists a positive constant
L > 0 such that for all ϕ′, ϕ′′ ∈ Tm it holds that
‖a(ϕ′′)− a(ϕ′)‖ ≤ L ‖ϕ′′ − ϕ′‖ . (2)
Condition (2) guarantees that the system
dϕ
dt
= a(ϕ) (3)
generates a dynamical system on Tm, which we shall denote
by ϕt(ϕ).
For any initial value x0 ∈ Rn we denote by x = x(t, ϕ, x0)
a solution to the Cauchy problem
dx
dt
= F (ϕt(ϕ), x), x(0) = x
0 (4)
that depends on ϕ ∈ Tm as a parameter.
Definition 1 (Invariant set): A set S ⊂ Rn × Tm is called
an invariant set of (1), if for all (x0, ϕ) ∈ S and for all t ≥
0 the corresponding solution (x(t, ϕ, x0), ϕt(ϕ)) ∈ S. The
invariant set of the system (1) is called nontrivial invariant
toroidal manifold (or, simply, nontrivial invariant torus) if it is
defined as
Su(ϕ) = {(x, ϕ) ∈ Rn × Tm : x = u(ϕ), ϕ ∈ Tm}
for some u ∈ C(Tm), u(ϕ) 6≡ 0. If u(ϕ) ≡ 0 then the
corresponding invariant set
S0 = {(x, ϕ) ∈ Rn × Tm : x = 0, ϕ ∈ Tm} ,
is called trivial invariant toroidal manifold (or, simply, trivial
invariant torus).
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B. Relation to coupled Kuramoto oscillators
For the purpose of illustration, let us demonstrate the rela-
tions between the existence of trivial and non-trivial invariant
tori of systems of the type (1) and synchronization capabilities
of two coupled Kuramoto oscillators with static coupling.
Consider the system
θ˙1 = w1 + k sin (θ2 − θ1),
θ˙2 = w2 + k sin (θ1 − θ2), (5)
where the phases θ1(t), θ2(t) ∈ T1 for all t ∈ R, coupling
strength k > 0 and natural frequencies w1, w2 > 0. Introduc-
ing the error e = θ2 − θ1, we obtain
θ˙1 = w1 + k sin e,
e˙ = w2 − w1 − 2k sin e, (6)
which we treat now as a system defined in T1×R with θ1 ∈ T1,
e ∈ (−pi, pi]. The existence of a non-trivial invariant toroidal
manifold
Sd = {(e, θ1) ∈ R× T1 : e = d, θ1 ∈ T1}
for some constant d ∈ R corresponds to the frequency
synchronization in the Kuramoto interconnection (5). Indeed,
from the second equation of (6) we get
0 = w2 − w1 − 2k sin d ⇒ sin d = w2 − w1
2k
⇒ d = arcsin w2 − w1
2k
.
(7)
Then, from the first equation of (6),
θ˙1 = w1 +
w2 − w1
2
=
w1 + w2
2
meaning that the states θ1 and θ2 will oscillate with the
frequency that is the average of natural frequencies. Also,
constant d from (7) can be used to conclude a practical syn-
chronization of the phases: a larger coupling strength k leads
to a smaller |d|. In case of different natural frequencies, i.e.,
w1 6= w2, d can be only non-zero meaning that system (6) does
not posses a trivial invariant torus and phase synchronization
in system (5) is not possible. This recovers a known result that
the network of non-identical Kuramoto oscillators cannot be
synchronized with static coupling [21].
Finally, for the case of identical oscillators, i.e., w1 = w2 =
w, system (6) possesses the trivial invariant torus
S0 = {(e, θ1) ∈ R× T1 : e ≡ 0, θ1 ∈ T1}
that corresponds to the phase synchronization of oscillators
with frequency w and the non-trivial invariant torus
Spi = {(e, θ1) ∈ R× T1 : e ≡ pi, θ1 ∈ T1}
that corresponds to the anti-synchronization of phases.
C. Auxiliary results from linear theory
In this subsection, we briefly recall some results from the
mathematical theory of multi-frequency oscillations that we
require in the following sections. For a more comprehensive
exposition, we refer the reader to the monographs [44], [45].
We shall specifically use the results for the so-called linear
extensions of dynamical systems on a torus
dϕ
dt
= a(ϕ),
dx
dt
= P (ϕ)x + f(ϕ) (8)
with P, f ∈ C(Tm). Let Ωtτ (ϕ) denote the fundamental matrix
of the homogeneous system
x˙ = P (ϕt(ϕ))x (9)
that depends on ϕ as a parameter, such that Ωττ (ϕ) ≡ I , where
I stands for the identity matrix.
Theorem 1 ( [44, Section 3.5]): Let∥∥Ωt0(ϕ)∥∥ ≤ Ke−γt
for all t ≥ 0, ϕ ∈ Tm and some positive constants K and γ
independent of ϕ. Then, for any f ∈ C(Tm) system (8) has
an exponentially stable1 invariant toroidal manifold x = u(ϕ),
ϕ ∈ Tm with
u(ϕ) =
0∫
−∞
Ω0τ (ϕ)f(ϕτ (ϕ))dτ
and
|u|0 ≤ Kγ−1|f |0.
Let S(ϕ) be a matrix from the space C(Tm).
Definition 2: A function
G0(τ, ϕ) =
{
Ω0τ (ϕ)S(ϕτ (ϕ)), τ ≤ 0,
−Ω0τ (ϕ)(I − S(ϕτ (ϕ))), τ > 0
is called a Green-Samoilenko function of the system
ϕ˙ = a(ϕ), x˙ = P (ϕ)x,
if the integral
∞∫
−∞
‖G0(τ, ϕ)‖ dτ is bounded uniformly with
respect to ϕ.
In particular, the Green-Samoilenko function exists if for
any ϕ ∈ Tm system (9) is exponentially dichotomous on
the entire real axis R [45]. In the case of a constant matrix
P (ϕ) ≡ P , this corresponds to the absence of purely imagi-
nary eigenvalues.
Theorem 2 ( [45, Theorem 11.1]): Let a,A ∈ C1(Tm) and
for any f ∈ C1(Tm) the Green-Samoilenko function G0
satisfies the inequality
|G0(τ, ϕ)f(ϕτ (ϕ))|1 ≤ Ke−γ|τ | |f |1 , τ ∈ R (10)
for some positive constants K and γ independent of ϕ. Then,
system (8) has an invariant toroidal manifold x = u(ϕ), ϕ ∈
Tm with u ∈ C1(Tm) and
|u|1 ≤ 2Kγ−1|f |1.
III. MULTI-CLUSTERING IN ADAPTIVE NETWORKS OF
KURAMOTO OSCILLATORS
In this section, we derive sufficient conditions for the
existence of invariant toroidal manifolds for the network of
Kuramoto oscillators with adaptive coupling. These manifolds
correspond to the multi-cluster behavior of the phases.
1Here, the local exponential stability is meant, i.e., the trajectories of (8)
starting in a vicinity of the invariant manifold do not travel far away from the
manifold and converge exponentially to the manifold when t → ∞.
4A. Main result
Let G = (V , E) be the directed graph representing the
network of oscillators, where V = {1, . . . , N} and E ⊆
V×V represent the oscillators and their interconnection edges,
respectively. Let A = [aij ]i,j=1,N be the adjacency matrix of
G, where aij = 1 if the edge (i, j) ∈ E , and aij = 0 when
(i, j) 6∈ E . We assume that the graph does not have self-loops,
i.e., aii = 0 for all i = 1, N . The dynamics of the network is
θ˙i = wi +
N∑
j=1
aijkij sin(θj − θi), i = 1, N,
k˙ij = −γkij + µΓ(θj − θi), i, j = 1, N,
(11)
where wi ∈ R and θi(t) ∈ T1 denote the natural frequency and
the phase of the i-th oscillator. The dynamics of the coupling
strength kij(t) ∈ R is defined by positive parameters µ, γ ∈
R>0 and Γ ∈ C1(Tm) with |Γ|1 = δ ∈ R>0.
A network exhibits cluster synchronization when the oscil-
lators can be partitioned so that the phases of the oscillators
in each cluster evolve identically. This type of behavior
corresponds to the existence of an invariant toroidal manifold
of system (11). Moreover, for the case of adaptive coupling
this manifold is nontrivial which complicates the derivation of
the conditions for its existence.
Let P = {P1, . . . ,Pm}, with m > 1, be a partition of
V , where ∪mi=1Pi = V and Pi ∩ Pj = ∅ if i 6= j. For a
given partition P let us collect all non-zero entries of the
adjacency matrix A which correspond to the intra-cluster links
and inter-cluster links into the sets Ain and Aout, respectively.
The cardinality of these sets
cin = card{Ain} and cout = card{Aout} (12)
characterize the interconnection structure of V with respect to
the partition P . Additionally, let
wmin = min
i=1,N
|wi| and wmax = max
i=1,N
|wi|.
Theorem 3: Let for system (11) and a given partition P the
following conditions hold true:
(A1) for any s = 1,m and for any i, j ∈ Ps
wi = wj ;
(A2) for any s, r = 1,m, s 6= r there exist constants csr ∈ N
such that for any i ∈ Ps∑
j∈Pr
aij = csr;
(A3) for cmax := max
s=1,m
∑
r 6=s
csr it holds that
wmin − µγ−1δcmax > 0 (13)
and
4
µ
γ2
δ
√
cout
∑
s,r=1,m
s6=r
csr
wmax + µγ
−1δcmax
wmin − µγ−1δcmax < 1. (14)
Then, system (11) has an invariant toroidal manifold which
corresponds to the m-cluster behavior defined by the partition
P .
Remark 1: Conditions (A1)-(A3) allow for the following
interpretation:
• (A1) requires the natural frequencies to be equal within
every cluster.
• (A2) requires that the number of links coming to every
node within a given cluster Ps from other given cluster
Pr, r 6= s is the same. The number of incoming links to
the nodes of Ps from the cluster other than Pr may be
different. Also, (A2) restricts only the number of links
and does not require any symmetry of the correspond-
ing adjacency matrix. It is worth to highlight that the
intra-cluster couplings are generally not required for the
emergence of multi-cluster behavior in the network. This
type of behavior may result from a proper interaction of
nodes with the nodes from other clusters.
• (A3) establishes the relations between the natural fre-
quencies of the oscillators, plasticity parameters µ, γ, δ
and the inter-cluster interconnection topology. For a given
network of Kuramoto oscillators and a given partition
P , conditions (A3) can always be satisfied by choosing
a sufficiently small plasticity parameter µ. Also, the
inequalities (13) and (14) are more likely to be satisfied
for a large plasticity parameter γ and a small number
of inter-cluster connections, i.e, for small values of cmax
and cout.
Remark 2: Conditions (A1) and (A2) have appeared pre-
viously in [35] in the context of non-adaptive Kuramoto
networks. In [35], these conditions arise from an algebraic
condition that has to be fulfilled in order to prove the existence
of a trivial invariant torus. In this paper, we prove the existence
of non-trivial invariant toroidal manifold which corresponds
to the oscillating behavior of the coupling strength while
preserving the zero phase-difference within clusters.
B. Proof of Theorem 3
A scheme of the proof is as follows. First, we rearrange
the variables in (11) and make linear transformations of
variables so that the system becomes defined in the prod-
uct of an m-dimensional torus (m is the number of clus-
ters) and (N −m+ cin + cout)-dimensional Euclidean space.
Then, we decompose the problem of the existence of a non-
trivial invariant torus into a similar problem but of a lower
dimension (20) and additional algebraic constraint (21). The
invariant torus of (20) is constructed as a limit of an infinite
sequence of invariant toroidal manifolds of the corresponding
auxiliary systems. Here we prove the existence of an invariant
manifold for every auxiliary system, the smoothness of the
invariant manifolds and uniform convergence of the sequence
of these manifolds.
For every cluster Ps, s = 1,m let us pick an arbitrary
oscillator is ∈ Ps and denote its phase and natural frequency
by ϕs := θis and w¯s := wis , respectively. For every oscillator
i ∈ Ps, let us introduce the relative difference ei = θi − ϕs.
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Then, from (11), we get
ϕ˙s =w¯s +
∑
j∈Ps
aisjkisj sin ej (15)
+
∑
r 6=s
∑
j∈Pr
aisjkisj sin(ej + ϕr − ϕs), s = 1,m,
e˙i =wi − w¯s (16)
+
∑
j∈Ps
[aijkij sin(ej − ei)− aisjkisj sin ej ]
+
∑
r 6=s
∑
j∈Pr
[aijkij sin(ej − ei + ϕr − ϕs)
−aisjkisj sin(ej + ϕr − ϕs)]
∀i ∈ Ps \ {is}, s = 1,m,
k˙ij =− γkij + µΓ(ej − ei + ϕr − ϕs) (17)
∀i ∈ Ps, ∀j ∈ Pr, s 6= r, s, r = 1,m,
k˙ij =− γkij + µΓ(ej − ei) ∀i, j ∈ Ps, i 6= j, s = 1,m.
(18)
System (15)-(18) has the same number of equations as system
(11). Equations (15) describe the dynamics of m arbitrarily
selected oscillators (one from every cluster). Equations (16)
describe the error dynamics within each cluster. Equations (17)
describe the dynamics of the coupling strength between nodes
of different clusters. Finally, (18) describe the dynamics of the
intra-cluster coupling strengths. Let us collect all ϕi, i = 1,m
into the vector ϕ = (ϕ1, . . . , ϕm)
⊤ ∈ Tm and all relative
errors ei, i ∈ Ps \ {is}, s = 1,m into the vector e ∈ RN−m.
All inter- and intra-cluster coupling strengths we collect into
the vectors kinter ∈ Rcout and kintra ∈ Rcin , respectively, and
k = (kinter , kintra)⊤. The multi-cluster behavior in network
(11) is possible if system (15)-(18) possesses an invariant
toroidal manifold
e ≡ 0, k = u(ϕ), ϕ ∈ Tm (19)
for some u ∈ C(Tm). The invariant manifold (19) exists if
there exists an invariant toroidal manifold
k = u(ϕ), ϕ ∈ Tm
for the system
ϕ˙s = w¯s +
∑
r 6=s
∑
j∈Pr
aisjkisj sin(ϕr − ϕs), s = 1,m,
k˙ij = −γkij + µΓ(ϕr − ϕs)
∀i ∈ Ps, ∀j ∈ Pr, s 6= r, s, r = 1,m,
k˙ij = −γkij + µΓ(0) ∀i, j ∈ Ps, i 6= j, s = 1,m.
(20)
such that for all ϕ ∈ Tm
0 = wi − w¯s+∑
r 6=s
∑
j∈Pr
[(aijuij(ϕ)− aisjuisj(ϕ)) sin(ϕr − ϕs)]
∀i ∈ Ps \ {is}, s = 1,m.
(21)
From the last two equations of (20) it follows that
• the invariant toroidal manifold for the intra-cluster cou-
plings exists and it is defined by
kij = u
(intra)(ϕ) =
µΓ(0)
γ
for all i, j ∈ Ps, i 6= j, s = 1,m since its dynamics is
independent of ϕ.
• if the invariant toroidal manifold for the inter-cluster
couplings exists, it has to be defined by functions which
are the same for every link between two given clusters,
i.e., for all i ∈ Ps, j ∈ Pr, s 6= r, s, r = 1,m functions
uij(ϕ) = uisir (ϕ) for all ϕ ∈ Tm since the dynamics of
kij depends only on the dynamics of ϕr and ϕs.
The problem of the existence of a non-trivial invariant
toroidal manifold of (15)-(18) is now reduced to the question
of the existence of the invariant tori kij = uij(ϕ), ϕ ∈ Tm of
the system
ϕ˙s = w¯s +
∑
r 6=s
∑
j∈Pr
aisjkisj sin(ϕr − ϕs), s = 1,m,
k˙ij = −γkij + µΓ(ϕr − ϕs)
∀i ∈ Ps, ∀j ∈ Pr, s 6= r, s, r = 1,m
(22)
such that
0 = wi − w¯s
+
∑
r 6=s
uisir (ϕ) sin(ϕr − ϕs)
∑
j∈Pr
(aij − aisj)
∀i ∈ Ps \ {is}, s = 1,m.
(23)
In particular, the condition (23) is fulfilled if for all s, r =
1,m, s 6= r simultaneously
wi = w¯s and
∑
j∈Pr
(aij−aisj) = 0 for all i ∈ Ps (24)
hold true. Conditions (A1) and (A2) imply (24). Condition (24)
exactly recovers the recently obtained sufficient condition for
cluster synchronization for non-adaptive Kuramoto networks
with static couplings [35]:
• the equal natural frequencies within each cluster;
• the number of links coming from the nodes of any other
cluster to each node within a given cluster is the same.
Hence, the problem addressed in [35] may be interpreted as
the problem of the existence of the trivial invariant torus e ≡ 0,
ϕ ∈ Tm. Proving the existence of the trivial torus for systems
defined in Tm × RN−m always reduces to solving the corre-
sponding algebraic equation and does not require additional
techniques from the qualitative theory of nonlinear dynamical
systems. Our problem still requires proving the existence of a
nontrivial torus of (22) due to non-static coupling k.
System (22) can be rewritten in the form
ϕ˙ = w¯ +B(Aout, ϕ)k
inter , (25a)
k˙inter = −γIkinter + µG(ϕ), (25b)
with w¯ = (w¯1, . . . , w¯m)
⊤, cout ×m-dimensional matrix B ∈
C1(Tm) and cout-dimensional vector G ∈ C1(Tm). Non-zero
entries of matrix B are aisj sin(ϕr − ϕs) with appropriate
indices r, s ∈ {1, . . . ,m}, j ∈ Pr. The number of such non-
zero entries is
∑
s,r=1,m,s6=r csr, i.e., the number of incoming
6links to the nodes is, s = 1,m from all nodes of clusters Pr,
r 6= s. Hence, the Frobenius norm of B can be estimated as
max
ϕ∈Tm
‖B(Aout, ϕ)‖F ≤
∑
s,r=1,m
s6=r
csr. (26)
Entries of cout-dimensional vector function G ∈ C1(Tm) have
a form Γ(ϕr−ϕs) with appropriate indices s, r = 1,m, s 6= r
and, hence,
|G(ϕ)|1 ≤ δ
√
cout. (27)
Since the right-hand side of (25a) depends on kinter it is not
possible to apply directly Theorem 1 in order to construct the
invariant toroidal manifold of (25). For this purpose we use
the method of successive approximations [44, Section 4.1]. We
shall look for the invariant manifold of (25) as a limit of a
sequence of manifolds{
kinter = u(l)(ϕ), ϕ ∈ Tm
}∞
l=0
, (28)
where kinter = u(l+1)(ϕ), ϕ ∈ Tm is the invariant toroidal
manifold of the system
ϕ˙ = w¯ +B(Aout, ϕ)u
(l)(ϕ), (29a)
k˙inter = −γIkinter + µG(ϕ), (29b)
Later, we show that the smoothness of each manifold (28) is
required to prove the convergence of the sequence of invariant
tori (see Equation (42)).
Let u(0)(ϕ) ≡ 0 ∈ C1(Tm). For each step l ≥ 1, (29) is
a linear extension of dynamical system on the torus of the
form (8). Since the matrix −γI is Hurwitz, the corresponding
homogeneous (with respect to kinter) system possesses the
Green-Samoilenko function
G0(τ, ϕ) =
{
0, τ > 0,
eγIτ , τ ≤ 0. (30)
Denote by ϕ
(l)
t (ϕ) a solution to (29a) satisfying the initial
condition ϕ
(l)
0 (ϕ) = ϕ for every ϕ ∈ Tm. From Theorem 1,
the invariant toroidal manifold of (29) is defined by
u(l+1)(ϕ) =
0∫
−∞
eγIτµG(ϕ(l)τ (ϕ))dτ (31)
and
|u(l+1)|0 ≤ 1
γ
|µG|0 ≤ µ
γ
δ
√
cout. (32)
Next, we show that this torus is smooth. This will be needed
later to prove the convergence of the sequence {u(l)}∞l=0.
Condition (10) from Theorem 2 suggests that the smoothness
properties of invariant tori depend on the smoothness of
the corresponding Green-Samoilenko function G0 and the
behavior of trajectories ϕt(ϕ) on the surface of the torus.
Condition (13) from (A3) implies that the right-hand side of
(29a) is separated from zero. This enables to estimate the
partial derivatives of the trajectories on the torus according
to
max
s=1,m
q=1,m
∣∣∣∣ ∂∂ϕs
[
ϕ(l)τ (ϕ)
]
q
∣∣∣∣
0
= max
s=1,m
q=1,m
d
dt
[
ϕ
(l)
τ (ϕ)
]
q
d
dt
ϕs
= max
s=1,m
q=1,m
w¯q +
∑
r 6=q
∑
j∈Pr
aiqjkiqj sin
([
ϕ
(l)
τ (ϕ)
]
r
− [ϕ(l)τ (ϕ)]q
)
w¯s +
∑
r 6=s
∑
j∈Pr
aisjkisj sin(ϕr − ϕs)
≤ wmax + µγ
−1δcmax
wmin − µγ−1δcmax ,
(33)
where [ϕ
(l)
τ (ϕ)]j denotes the j-component of the vector
ϕ
(l)
τ (ϕ). From (30), since G0(τ, ϕ) = 0 for τ > 0, condition
(10) holds true for τ > 0. For τ ≤ 0, using (33), (26), and
(30), we have∣∣∣G0(τ, ϕ)µG(ϕ(l)τ (ϕ))∣∣∣
1
=
∣∣∣eγIτµG(ϕ(l)τ (ϕ))∣∣∣
1
≤ eγτµ
∣∣∣G(ϕ(l)τ (ϕ))∣∣∣
1
≤ eγτµδ√coutmax

1, 2 maxs=1,m
j=1,m
∣∣∣∣ ∂∂ϕs
[
ϕ(l)τ (ϕ)
]
j
∣∣∣∣
0


≤ 2eγτµδ√coutwmax + µγ
−1δcmax
wmin − µγ−1δcmax
≤ 2wmax + µγ
−1δcmax
wmin − µγ−1δcmax e
γτµ|G|1, τ ≤ 0.
(34)
Then, from Theorem 2, the function u(l+1) ∈ C1(Tm) is
bounded together with its partial derivatives with respect to
ϕ:
∣∣∣u(l+1)(ϕ)∣∣∣
1
≤ 4µ
γ
wmax + µγ
−1δcmax
wmin − µγ−1δcmax |G|1
≤ 4µ
γ
δ
√
cout
wmax + µγ
−1δcmax
wmin − µγ−1δcmax .
(35)
Next, we show that
lim
l→∞
u(l)(ϕ) = u(inter)(ϕ) (36)
uniformly with respect to ϕ ∈ Tm. Since function u(l+1)(ϕ)
defines the invariant torus of (29) it satisfies the following
partial differential equation
∂u(l+1)(ϕ)
∂ϕ
(
w¯ +B(Aout, ϕ)u
(l)(ϕ)
)
=− γIu(l+1)(ϕ)
+ µG(ϕ).
(37)
Analogously,
∂u(l)(ϕ)
∂ϕ
(
w¯ +B(Aout, ϕ)u
(l−1)(ϕ)
)
=− γIu(l)(ϕ)
+ µG(ϕ).
(38)
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Let z(l+1)(ϕ) = u(l+1)(ϕ) − u(l)(ϕ). Then, subtracting (38)
from (37), we have
∂u(l+1)(ϕ)
∂ϕ
(
w¯ +B(Aout, ϕ)u
(l)(ϕ)
)
−∂u
(l)(ϕ)
∂ϕ
(
w¯ +B(Aout, ϕ)u
(l−1)(ϕ)
)
= −γIz(l+1)(ϕ).
(39)
By subtracting and adding
∂u(l)(ϕ)
∂ϕ
(
w¯ +B(Aout, ϕ)u
(l)(ϕ)
)
in the left-hand side of (39), we arrive at
∂z(l+1)(ϕ)
∂ϕ
(
w¯ +B(Aout, ϕ)u
(l)(ϕ)
)
=− γIz(l+1)(ϕ)
− f (l)(ϕ),
(40)
where
f (l)(ϕ) =
∂u(l)(ϕ)
∂ϕ
B(Aout, ϕ)z
(l)(ϕ).
Hence x = z(l+1)(ϕ), ϕ ∈ Tm is the invariant torus of
ϕ˙ = w¯ +B(Aout, ϕ)u
(l)(ϕ),
x˙ = −γIx− f (l)(ϕ) (41)
and, from Theorem 1, it exists and satisfies the estimate∣∣∣z(l+1)∣∣∣
0
≤ 1
γ
max
ϕ∈Tm
∥∥∥∥∂u(l)(ϕ)∂ϕ B(Aout, ϕ)z(l)(ϕ)
∥∥∥∥
≤ 1
γ
max
ϕ∈Tm
∥∥∥∥∂u(l)(ϕ)∂ϕ B(Aout, ϕ)
∥∥∥∥
F
∣∣z(l)∣∣
0
≤ 1
γ
∣∣uk∣∣
1
max
ϕ∈Tm
‖B(Aout, ϕ)‖F
∣∣z(k)∣∣
0
≤ 4 µ
γ2
δ
√
cout
∑
s,r=1,m
s6=r
csr
wmax + µγ
−1δcmax
wmin − µγ−1δcmax
∣∣z(k)∣∣
0
.
(42)
Hence, lim
k→∞
∣∣z(l)(ϕ)∣∣ = 0 and lim
l→∞
u(l)(ϕ) = u(inter)(ϕ) if
(A3) holds:
4
µ
γ2
δ
√
cout
∑
s,r=1,m
s6=r
csr
wmax + µγ
−1δcmax
wmin − µγ−1δcmax < 1. (43)
Condition (43) defines the interrelation between the natural
frequencies of the oscillators, plasticity parameters and the
sparsity of the inter-cluster interconnection topology.
Let us show that the constructed invariant manifold kinter =
u(inter)(ϕ), ϕ ∈ Tm is the invariant toroidal manifold of the
system (25). Let ϕ∗t (ϕ) be a solution to
ϕ˙ = w¯ +B(Aout, ϕ)u
inter(ϕ)
with ϕ∗0(ϕ) = ϕ. Then, u
(inter) can be written as
u(inter)(ϕ) =
∫ 0
−∞
eγIτµG(ϕ∗τ (ϕ))dτ. (44)
Then, function t 7→ u(inter)(ϕ∗t (ϕ)) for any ϕ ∈ Tm satisfies
the equality
d
dt
u(inter)(ϕ∗t (ϕ)) = −γIu(inter)(ϕ∗t (ϕ)) + µG(ϕ∗t (ϕ))
which proves that kinter = u(inter)(ϕ), ϕ ∈ Tm is the
invariant manifold of the system (25).
Summarizing, we have proven that under conditions (A1),
(A2), and (A3) system (15)-(18) has the non-trivial invariant
toroidal manifold
e ≡ 0, kintra =
(
µΓ(0)
γ
, . . . ,
µΓ(0)
γ
)⊤
,
kinter = u(inter)(ϕ), ϕ ∈ Tm,
(45)
which corresponds to the multi-cluster synchronization of the
Kuramoto network (11) given by partition P . This completes
the proof. 
Remark 3: Condition (A2) is the only structural require-
ment for the network in order to possess the desired invariant
toroidal manifold. Hence, no graph connectivity is required in
Theorem 3. Moreover, it can be easily seen that the graph
may have no links at all. In the latter case, however, the
corresponding invariant torus cannot be asymptotically stable
and, therefore the multi-cluster behavior is possible if the
initial intra-cluster errors are zero. In case, when there is at
least one incoming inter-cluster coupling for every cluster, i.e.,
cmax ≥ 1, the partial asymptotic stability of the invariant
toroidal manifold can be concluded (i.e., stability with respect
to part of the variables). Since the Green-Samoilenko function
G0 defined in (2) allows for the estimate ‖G0(τ, ϕ)‖ ≤ eγ|τ |
for τ ∈ R uniformly with respect to ϕ ∈ Tm, the constructed
invariant toroidal manifold (45) is exponentially stable with
respect to the coupling strength k.
Remark 4: The conditions of Theorem 3 are sufficient for
the existence of an m-dimensional invariant toroidal manifold.
They are not necessary since the derivation is based on the
perturbation theory of smooth invariant tori that is conserva-
tive. Moreover, there may exist other non-trivial invariant tori
than the ones expressed by the Green-Samoilenko function. In
this context, it is of high interest to explore the potential of
differential dissipativity theory [47] for proving the existence
and stability of invariant toroidal manifolds which represent
a low-dimensional dominant behavior of high-dimensional
nonlinear systems. Moreover, there may exist invariant sub-
manifolds of the constructed invariant tori. These submanifolds
and their stability properties will then particularize the mutual
dynamic behavior of clusters and are of high interest for
further research.
Remark 5: In the case of Hebbian learning rule [48], i.e.,
Γ(s) = cos (s) and m = 2 the conditions (A1), (A2) imply
the existence of a non-trivial invariant toroidal manifold that is
defined by the positive constant µ
γ
for intra-cluster couplings
8and negative constant −µ
γ
for inter-cluster couplings:
e ≡ 0, kintra =
(
µΓ(0)
γ
, . . . ,
µΓ(0)
γ
)⊤
,
kinter =
(
µΓ(pi)
γ
, . . . ,
µΓ(pi)
γ
)⊤
, ϕ ∈ Tm.
(46)
This can be easily checked by plugging (46) into the equations
(15)-(18). This type of invariant tori corresponds to the two-
cluster behavior with the constant inter-cluster phase differ-
ence equal to pi. From the view-point of frequency multi-
clustering studied in [40], the discussed type of behavior
corresponds to the one-cluster formation with anti-phase syn-
chronous oscillators.
C. Numerical example
To illustrate the existence of invariant toroidal manifold
and multi-cluster behavior of Kuramoto network we consider
system (11) with N = 5 all-to-all connected nodes, natural
frequencies w = (0.5, 0.5, 0.5,
√
2
3 ,
√
2
3 )
⊤, plasticity parame-
ters µ = 0.01, γ1 = 1, Hebbian learning rule Γ(s) = cos(s),
and the desired two-cluster partition P = P1∪P2 = {1, 2, 3}∪
{4, 5}. The natural frequencies satisfy the condition (A1).
Condition (A2) is satisfied thanks to the all-to-all connections
between nodes. We would like to note that, in general, a
symmetry of the adjacency matrix is not necessary to fullfil
(A2) (see also the example in Section IV and Remark 1
in [35]). Directly calculating c12 = 2, c12 = 3, cmax = 3,
cout = 12, δ = 1, we check the condition (A3):
wmin − µγ−1δcmax =
√
2
3
− 0.01
1
· 3 ≈ 0.4614 > 0
and
4
µ
γ2
δ
√
cout
∑
s,r=1,m
s6=r
csr
wmax + µγ
−1δcmax
wmin − µγ−1δcmax
= 4
0.01
12
√
12(2 + 3)
0.5 + 0.03
√
2
3 − 0.03
≈ 0.796 < 1.
Simulation results for initial phases θ0 = (pi2 ,
pi
2 +
3
20 ,
pi
2 +
1
4 , 0,− 110 )⊤ and random initial couplings kij ∈
[−0.015, 0.015], i, j = 1, 5, i 6= j are presented on Figs. 1,
2, 3, 4, and 5. The relative phase-errors within clusters are
chosen as e2 = θ2−ϕ1, e3 = θ3−ϕ1, and e5 = θ5−ϕ2 with
ϕ1 := θ1 and ϕ2 := θ4.
Remark 6: As it can be seen from Fig. 3 and Fig. 4, the
inter-cluster coupling strengths can take negative values. In
general, the proposed approach for the construction of invari-
ant manifolds does not necessarily require negative couplings
(i.e., learning rule Γ ∈ C1(Tm) can be chosen in such a
way that the corresponding invariant torus is positive) and,
therefore, our approach covers both cases of sign-changing
and adaptive diffusive coupling.
Remark 7: Although the present paper is focused on the
existence of invariant toroidal manifolds and provide only
a limited result on partial exponential stability of tori w.r.t.
1
2
3
4
5
1
2
3
4
5
⇒
Fig. 1. A visualization of the graph G and coupling strengths at the
beginning (left figure) and at the end of simulation (right figure). Colors
of the nodes represent their phases. Red nodes 1, 2, 3 and orange
nodes 4, 5 belong to two different clusters. For the right figure, blue
connections denote intra-cluster links whose coupling strengths con-
verge to a constant value. Light-grey links correspond to the oscillating
inter-cluster couplings whose quasiperiodic trajectories approach the
invariant manifold defined by (45) (see also Fig. 3 and Fig. 4).
0 20 40 60 80 100 120 140 160 180
0
0.05
0.1
0.15
0.2
t
|ei|
Fig. 2. Evolution of absolute values of the phase-errors ei, i = 1, N
within clusters. Convergence of the errors to zero corresponds to the
emergence of the multi-cluster partition of the network.
coupling strengths (see Remark 3), the simulations suggest
that the constructed invariant torus is asymptotically stable. We
conjecture that the local exponential stability of multi-cluster
formations heavily depends on the existence intra-cluster links,
whose presence is not necessary for the existence of invariant
toroidal manifolds (see condition (A2) and Remark 1).
IV. INTERCONNECTION TOPOLOGY DESIGN FOR
MULTI-CLUSTER BEHAVIOR OF THE NETWORK
In this section, we provide a Corollary from Theorem 3
which quantifies the admissible perturbation of the adjacency
matrix A preserving the existence of the invariant toroidal
manifold for the Kuramoto network with adaptive coupling.
On the other hand, the mentioned perturbation can be used as
interconnection topology design tool ensuring the emergence
of an invariant toroidal manifold. Recently, for oscillatory
networks with static coupling, more comprehensive intercon-
nection topology control techniques in form of certain optimal
control problems have been proposed in [12] and [49] for
the purposes of multi-clustering and partial synchronization,
respectively.
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Fig. 3. Evolution of coupling strengths kij in different time scales:
short-term (top figure) and long-term (bottom figure). The intra-cluster
coupling strengths converge to the constant value µ
γ
= 0.01 and the
inter-cluster couplings exhibit quasiperiodic behavior and converge to
the non-trivial invariant toroidal manifold (45). The approximation of this
manifold is depicted on Fig. 4 and Fig. 5.
Let the perturbation A˜ of the adjacency matrix A be given
by the entries a˜ij with a˜ii = 0 for all i = 1, N and for any
i 6= j
a˜ij ∈
{
{0, 1} if aij = 0,
{−1, 0} if aij = 1.
(47)
The values ±1 for the a˜ij correspond to removing the existing
link or adding a new link the network, respectively. If a˜ij = 0
then no changes to the edge (i, j) ∈ E is made.
Corollary 1: Let for system (11) with the adjacency matrix
A+ A˜ and given partition P the following conditions hold
(A1) for any s = 1,m and for any i, j ∈ Ps
wi = wj ;
(A2’) for any s, r = 1,m, s 6= r there exist constants c˜sr ∈ N
such that for any i ∈ Ps∑
j∈Pr
aij + a˜ij = c˜sr;
-0.02
0
1
2
3
4
5
016 23457 67
0
0.02
ϕ1
ϕ2
kij
Fig. 4. Approximation of the invariant manifold kij = uij(ϕ), ϕ ∈
T2 for the inter-cluster coupling on torus map [0, 2pi] × [0, 2pi]. The
inter-cluster couplings kij ”surf on the waves” of the manifold exhibiting
quasiperiodic behavior.
Fig. 5. Trajectories of (kij , ϕ1, ϕ2) in the space R× T2 converge to
the non-trivial torus (45) (in red) when t→∞. Trivial torus (which is not
an invariant manifold for the considered system) is plotted in light-blue
for comparison.
(A3’) for c˜max := max
s=1,m
∑
r 6=s
c˜sr it holds that
wmin − µγ−1δc˜max > 0 (48)
and
4
µ
γ2
δ
√
cout + c˜out
∑
s,r=1,m
s6=r
c˜sr
wmax + µγ
−1δc˜max
wmin − µγ−1δc˜max < 1,
(49)
where c˜out is the sum of all entries of matrix A˜ which
correspond to the inter-cluster links, i.e.,
c˜out =
∑
s=1,m
∑
i∈Ps
j 6∈Ps
a˜ij . (50)
Then, the perturbed system has an invariant toroidal manifold
which corresponds to the m-cluster behavior defined by the
partition P . 
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Conditions (48), (49) suggest that by an appropriate choice
of the perturbation matrix A˜ (e.g., removal of inter-cluster
links by picking A˜ with c˜out ≪ 0), one may extend the set
of admissible plasticity parameters guaranteeing the existence
of an invariant toroidal manifold. Moreover, a network that
is not capable of exhibiting a particular type of multi-cluster
behavior can be restructured into a network that is capable
of exhibiting the desired multi-cluster formation. In particular,
this can be done by proper adjustments of the interconnection
topology. We demonstrate it on the following network:
Consider a network of N = 7 Kuramoto oscillators (11)
with adjacency matrix
A =


0 1 0 0 1 0 0
0 0 1 0 0 0 1
1 0 0 1 0 0 0
0 1 0 0 1 0 0
0 1 0 0 0 1 0
0 0 1 0 0 0 1
1 0 1 1 0 0 0


and natural frequencies w =
(
1
2 ,
1
2 ,
1
2 ,
√
4
5 ,
√
4
5 ,
√
4
5 ,
√
4
5
)⊤
,
plasticity parameters γ = 0.2, µ = 0.001, Hebbian learning
rule Γ(s) = cos(s), and the desired two-cluster partition P =
{1, 2, 3}∪{4, 5, 6, 7}. Condition (A1) of Theorem 3 is satisfied
thanks to the choice of w. The adjacency matrix A suggests
that the network has exactly one incoming inter-cluster link
for every node (green cells in A) except the node 7 (red cells
in A). Hence, the condition (A2) of Theorem 3 is not satisfied.
Fig. 6 shows that even in the case of zero initial errors for intra-
cluster phases (e0i = 0, i = 1, N ), zero inter-cluster initial
coupling (k015 = k
0
27 = k
0
34 = k
0
42 = k
0
52 = k
0
63 = k
0
71 =
k073 = 0) and strong intra-cluster initial coupling (k
0
12 = k
0
23 =
k031 = k
0
45 = k
0
56 = k
0
67 = k
0
74 = 1), the phases of the
oscillators do not exhibit two-cluster behavior. Choosing ϕ1 :=
θ1, ϕ2 := θ4, the intra-cluster errors ei:
e2 = θ2 − ϕ1, e3 = θ3 − ϕ1,
e5 = θ5 − ϕ2, e6 = θ6 − ϕ2, e7 = θ7 − ϕ2
start exactly from zero and converge to some non-trivial
invariant torus (see Fig. 6).
Let us modify the network so that it satisfies the conditions
of Theorem 3. For example, this can be made by removing the
link between node 7 and node 1, i.e., a17 := 0. We denote the
modified adjacency matrix by A∗. Now, every node in cluster
P1 has exactly one incoming link from the nodes of cluster P2,
and vice versa. The resulting interconnection topology satisfies
the condition (A2) from Theorem 3 and the network satisfies
(A3) with characteristics cout = 7, cmax = c12 = c21 = 1,
δ = 1. Indeed,
wmin − µγ−1δcmax = 1
2
− 0.001
0.2
= 0.495 > 0
0 100 200 300 400 500
0
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0.08
0.1
0.12
0.14
0.16
0.18
t
|ei|
Fig. 6. Evolution of absolute values of the phase-errors ei, i = 1, N
within clusters in case of adjacency matrix A. The errors ei, i = 1, N
(which are initially set to zero) diverge from zero and converge to some
new oscillating trajectories different from zero. Hence, the desired multi-
cluster formation P is not achieved.
and
4
µ
γ2
δ
√
cout
∑
s,r=1,m
s6=r
csr
wmax + µγ
−1δcmax
wmin − µγ−1δcmax
= 4
0.001
0.22
√
7(1 + 1)
√
4
5 + 0.005
0.5− 0.005 ≈ 0.9615 < 1.
All conditions of Theorem 3 are satisfied. The corresponding
intra-cluster errors converge to zero (see Fig. 7) even for
the case of randomly picked initial coupling strengths k0ij ∈
[−0.015, 0.015], which are allowed to be negative. The initial
phases are taken as
θ0 =
(
pi
2
,
pi
2
+
3
20
,
pi
2
+
1
4
,
pi
3
− 1
10
,
pi
3
− 2
10
,
pi
3
− 3
10
)⊤
.
The evolution of the coupling strengths of the system with
the adjacency matrix A∗ is depicted on Fig. 8.
Finally, Fig. 9 and Fig. 10 depict the evolution of the
interconnection topology and the intra-cluster phase errors
ei, i = 1, N for the scenario when the adjacency matrix A
is used for t ∈ [0, 500] and the interconnection structure is
switched according to A∗ at t = 500. The desired multi-cluster
formation has been achieved (i.e, ei(t)
t→∞−−−→ 0, i = 1, N ) by a
proper control of the interconnection topology of the network.
V. DISCUSSION AND OUTLOOK
In this paper, we study the multi-clustering phenomenon
in Kuramoto networks with adaptive coupling. This type of
behavior corresponds to the existence of an invariant toroidal
manifolds of the corresponding Kuramoto model. Sufficient
conditions for the existence and partial exponential stability
of the mentioned invariant manifolds which inter-relate the
interconnection topology of the network, natural frequencies
of oscillators and plasticity parameters of adaptive couplings
are established. Additionally, a methodology to achieve the
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Fig. 7. Evolution of absolute values of the phase-errors ei, i =
1, N within clusters in case of the modified adjacency matrix A∗. All
ei(t)
t→∞
−−−−→ 0, i = 1,N , which corresponds to the emergence of
multi-cluster formation given by P .
0 20 40 60 80 100
-0.01
-0.005
0
0.005
0.01
0.015
t
kij
Fig. 8. Evolution of coupling strengths kij . The intra-cluster coupling
strengths converge to the constant value µ
γ
= 0.005 and the inter-
cluster couplings exhibit quasiperiodic behavior and converge to the
non-trivial invariant toroidal manifold (45).
capability of the desired multi-cluster behavior for the network
by a proper design of its interconnection topology is proposed.
The derived sufficient conditions for the emergence of multi-
cluster behavior require the same natural frequency for the
oscillators within each cluster. This requirement also appears
in [35] for the case of Kuramoto network with static constant
couplings. However, the plasticity of couplings in model (11)
offers flexible ways to achieve multi-clustering. In particular,
condition (21) allows for a variety of different scenarios
leading to multi-cluster behavior of the network by providing
a relation between natural frequencies of oscillators, inter-
connection topology and quasiperiodic behavior of couplings.
Hence, sufficient conditions for the existence of other invariant
toroidal manifolds than the one defined in (45) and their
stability properties are of a great interest.
1
2
3
4
5
6
7
1
2
3
4
5
6
7⇒
Fig. 9. Interconnection topology at the beginning (left figure) and at
the end of simulation (right figure). Colors of the nodes represent their
phases. Red nodes 1, 2 and 3 and orange nodes 4, 5, 6, and 7 belong
to two different clusters. Dashed link on the left figure corresponds to the
inter-cluster coupling between nodes 1 and 7. This link will be removed
at t = 500. For the right figure, blue connections denote intra-cluster
links whose coupling strengths converge to a constant value. Light-
grey links correspond to the oscillating inter-cluster couplings whose
quasiperiodic trajectories approach the invariant manifold defined by
(45) (see also Fig. 8).
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
Fig. 10. Evolution of the phase errors ei, i = 1, N within clusters
in case of the switching from A (light blue curves) to A∗ (red curves)
at t = 500. The desired two-cluster behavior has been achieved by a
proper change of the interconnection topology of the network.
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