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1. INTRODUCTION 
Let K be a field, and suppose A and B are vector spaces over K. In [l], 
the rank of an element x in A @ B was defined to be the least n such that x 
can be written as a sum of n tensor products: al @I b, + *** + a, 8 b, . 
If M is a subspace of A @ 23, r(M) was defined to be inf{rank x 1 x E M - 0). 
If A and B are finite dimensional over K, it is of interest to consider sub- 
spaces M of A @ B of maximal possible dimension for which r(M) > 2. 
The interest in such subspaces arises from the following problem: Find the 
minimal possible dimension of a vector space C over K for which there 
exists a vector-space homomorphism 
f:A@B+C 
with the property that f (a @ b) = 0 implies either a = 0 or b = 0. Such an 
f is called strong1 y nonsingular. Note that if f is strongly nonsingular and M 
is the kernel off, then r(M) 2 2. Conversely, if M is a subspace of A @ B 
with r(M) > 2, then the projection, 
is strongly nonsingular. When K is the real number field, strongly nonsingular 
maps are of interest in topology. The reader is referred to [2-71 for these 
applications. 
The following question arises: If M is maximal among the subspaces 
satisfying r(M) > 2, does M admit a basis consisting solely of elements of 
small rank ? In this paper, we prove the following theorems: 
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THEOREM A. Suppose M is a subspace of A @ B which is maximal with 
respect o the property that r(M) > 2. Then M has a basis consisting solely of 
elements of rank 2 or 3. 
THEOREM B. Let q be the largest integer for which A @ B admits a subspace 
M of dimension q satisfying r(M) >, 2. Then such an M can be chosen which 
admits a basis consisting solely of elements of rank 2. 
Note that in Theorem A, maximal means not contained in a larger such space, 
which is weaker than of maximul possible dimension. 
In the final section, we give an example of an M as in Theorem A, which 
does not admit a basis consisting solely of elements of rank 2. 
2. LEMMAS 
Throughout this paper, A and B will be finite-dimensional vector spaces 
over a field K, and M a subspace of A @B. 
DEFINITION 2.1. Let M be a subspace of A @ B, and X = {pi ,..., Igk} 
a basis of M. Define r(X) = xi rank /3$ . X is unshrinkable if 
r(X) = inf{r(X’) 1 X’ a basis of M}. 
LEMMA 2.2. Let X = {#I1 ,..., /I,} be an unshrinkable basis of M. Then 
rank (F a&) > sup{rank Pi 1 ai # O}. 
Proof. Let the above sup be rank pt with a, # 0. If we let B = Cr a& , 
then X’ = {a ,..., /It-i , fi, /I,+, ,..., j?,} is also a basis of M. Since X is 
unshrinkable, r(X’) > r(X), from which it follows that 
rank /I > rank j3, = sup{rank pi 1 ai # O}. 
LEMMA 2.3. Let X = (01~ ,..., OLD}, Y = {a ,..., flk} be buses of M, each 
arranged in non&creasing order of rank. Assume X is unshrinkable. Then 
rank ai < rank /Ii fw all i, with equality throughout if, and only if, Y is unskrink- 
able. 
Proof. Let t he the first sul?ix with rank & < rank q . By Lemma 2.2, 
P 1 ,..., /3, all lie in the subspace spanned by 0~~ ,..., at-r , a contradiction since 
the /$ are linearly independent. 
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If Y is also unshrinkable, we must have equality by symmetry. Conversely, 
equality implies Y is unshrinkable since Y(Y) = T(X) and X is unshrinkable. 
LEMMA 2.4. Suppose r(M) = m. Let X = (01~ ,..., q} be a linearly in& 
pendent subset of M with rank c+ = m f~ 1 < i < t. Then X can be extended 
to an unshrinkable basis of M. 
Proof. Adjoin elements at+i ,..., 0~~ to X to obtain a basis x’ of M as 
follows: Assuming c++i ,..., a+i have been chosen, choose g to be any element 
of minimal possible rank that does not lie in the subspace spanned by 
011 ,..., aj-1 . 
X’ is unshrinkable. For let Y = {a ,..., /3k} be an unshrinkable basis 
arranged in nondecreasing order of rank. By Lemma 2.3, rank ,$ < rank (yi 
for all i. Let s be the smallest suffix for which rank & < rank OL, . Then by 
the choice of g , /3i must lie in the subspace spanned by a1 ,..., (y~-r for 
1 < i < s, a contradiction since the /J are linearly independent. Hence, 
rank ,$ = rank (Y~ for all i, and x’ is unshrinkable. 
3. PROOFS OF MAIN THEORRMS 
Theorem A is an immediate consequence of the following: 
THEOREM 3.1. Suppose M is a subspace of A @ B which is maximal with 
respect o the property that r(M) > 2. Let {q ,..., (Ye} be an unshrinkable basis 
ofM. Thenrankart=20r3forl ,(i,<k. 
Proof. Let M’ denote the subspace of M spanned by the oli of rank 2 or 3. 
By Lemma 2.2, if x E M - M’, then rank x > 3. 
By the maximality of M, for each x E A @ B we can write x = y + x 
where y E M, rank x < 1. If x = y’ + z’ is another such decomposition 
with y’ E M and rank z’ < 1, then x - z’ = y’ - y E M. Moreover, since 
rank (z - x’) < 2 it follows that z - z’ E M’. Hence, we have a well-defined 
function (which we will show to be a homomorphism), 
given by f (x) = x + M’, where x is any element of rank < 1 for which 
x-ZEM. 
Clearly f (cx) = cf (x) for any c E K, x E A @ B. Moreover, if x - x E M, 
x’ - z’ EM, (x + x’) - x” E M, where z, z’, z” all have rank < 1, then 
Z” - z - z’ E M and rank (z” - z - z’) < 3. Hence, a” - 2 - 2' E M'; 
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SO,~(X + x’) =f(~) +f(z’). Therefore, f is a vector-space homomorphism. 
f is surjective since A @ B is spanned by elements of rank 1, and 
f(x) = z + M’ whenever rank z = 1. Moreover, the kernel off is clearly M, 
and so dim M = dim M’. Since M’ C M, it follows that M = M’. 
Proof of Theorem B. Let M’ be a subspace of A @ B of maximal possible 
dimension q with respect to the property that r(M’) > 2. Let X = {ai ,..., a,} 
be an unshrinkable basis of M’. By 3.1, each 01~ has rank 2 or 3. If rank 01~ = 2 
for all i, we are done; so, suppose rank 01~ = 3. Say 
Let 8, = a, @ b, + aa @ b, . Then rank /I, = 2, rank(a, - 8,) = 1. We 
wish to show that x’ = (c1r ,..., 01a-r , /3,} is a linearly independent set, and 
that if M” is the subspace spanned by x’, then r(M”) > 2. We would then be 
done, for x’ contains more elements of rank 2 than X does, and so by 2.4, 
M” would admit an unshrinkable basis with a greater number of elements of 
rank 2 than M’ admits. Repetition of this process would eventually yield a 
q-dimensional subspace M with r(M) > 2, having an unshrinkable basis with 
no elements of rank 3. 
We must show that no non-trivial linear combination of 01~ ,..., +-r , & 
has rank < 1. Assume that 
has rank < 1. Then d # 0, for otherwise x E M’; and since rank M’ > 2, 
x = 0 contradicting the linear independence of the oli . Thus, 
P-1 
y = c cpj + dci* = x + d(ol, - 8,) 
I=1 
has rank > 3 by Lemma 2.2. But rank y < rank x + rank d(ol, - &) < 2, 
a contradiction. Hence, X’ is a linearly independent set, and Y(M”) > 2. 
4. AN EXAMPLE 
We conclude with an example to show that the space M in Theorem A does 
not in general have a basis consisting solely of elements of rank 2. 
Take K = R, the real number field, and A = B to be three-dimensional. 
By choosing a basis in A, we identify A @ A with the space of real 3 x 3 
matrices. In [l] it is noted that the rank of an element in A @ A is equal to 
the usual matrix rank of its corresponding matrix. 
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Take M to be the subspace spanned by the identity matrix I, and all the 
skew-symmetric matrices. Then dim M = 4. An arbitrary element of M has 
the form cl + S where c is real, S is skew-symmetric. If c = 0, then 
rank (cl + S) = rank S # 1 since the rank of a skew-symmetric matrix is 
even. If c # 0, then det(c1 + S) # 0 since a skew-symmetric matrix cannot 
have a nonzero real characteristic root, and so rank (cl + S) = 3. Hence, 
r(M) > 2. 
M is maximal with respect to the condition that r(M) > 2. For if MC M 
with r(M’) > 2 and dim M’ = 5, then the projection, 
would be a strongly nonsingular map which is symmetric, since M’ contains 
all the skew-symetric elements. It is known [4, 51 that existence of a strongly 
nonsingular symmetric map, 
implies that real projective m - 1 space RPm-l is differentiably embeddable 
in Rn-l. Since dim(A @ A)/M’ = 4 and since it is well-known that RP2 is 
not embeddable in Rs, an f as above cannot exist, and so M is maximal. 
Finally, M does not admit a basis consisting solely of elements of rank 2, 
for we have already observed that any nonskew-symmetric element of M 
has rank 3. 
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