A general module theoretic framework is used to solve several classical interpolation problems and generalizations thereof in a unified way. These problems are divided into two main families. The first family contains the classical linearized Pad6, Pad6-Hermite and M-Pad6 problems and the generalization to the vector M-Pad6 problem. The second family consists of the Pad6 problem, the scalar, vector and matrix rational interpolation problems. The solution method is straightforward, recursive and efficient. It can follow any "path" in the "solution table" even if this "solution table" is nonnormal (nonpeffect). Reordering of the interpolation data is not required.
Introduction
In our earlier papers [2, [7] [8] [9] we have given recursive and efficient algorithms to solve several classical interpolation problems. In this paper, we show that all these classical problems and generalizations thereof can be solved in a unified way within the framework of module theory. Module theory has a long tradition in system theory. We refer to the last chapter of the book of Kalman et al. [5] where they use module theory to solve the minimal partial realization problem for matrix sequences. This problem is related to a matrix rational interpolation problem around infinity. In [3] , Dickinson et al. give a recursive algorithm to solve this problem without explicitly referring to module theory. However, their approach already contains several ingredients also used in this paper. In recent years, module theoretic results are also appearing in the rational appro~mation field. For example, for the special case of M-Pad6 approximation, Beckermann [1, theorems 3.1-3.4 and eq. (12)] derives the same results as in theorems 3.1, 3.2 and 4.1 of this paper. Because the length of this paper is limited, we only include hints for the proofs and refer the interested reader to the above-mentioned papers for an introduction and further references to the classical interpolation problems. We shall consider submodules of the free module F[z] m of the polynomial m-tuples over the principal ideal domain F[z], the set of the polynomials over the field F. We shall concentrate our attention on two main families of interpolation problems:
(1) The first family consists of the vector M-Pad6 approximation problems which are generalizations of the scalar problem, the Pad6-Hermite and linearized Pad6 approximation problem. (2) The second family consists of matrix rational interpolation problems with as special cases the vector, scalar interpolation and Pad~ problems.
Basic formulations of the interpolation problems considered
Let us give the basic formulations of each of these two families.
(1) For the first family, we consider the following vector M-Pad6 approximation problem. We are looking for all polynomial m-tuples (Pl, P2,..., Pm ) such that (a) they satisfy some vector interpolation conditions for z ---, a
with 9 I a finite set of interpolation points o~ ~ F, 9 ~i.~(~)) a formal p-vector Taylor series around a, 9 ~ N = {0, 1, 2,... } the order indices for the interpolation point a which can be different for each row index i; (b) they satisfy some constraints on their degree-structure:
(c) the number of parameters (coefficients) is one more than the number of interpolation conditions:
hence, there always exists a solution (in the normal case there exists a unique solution up to a scalar multiple).
(2) For the second family, we consider the following matrix rational interpolation problem. Find all (p • q) rational functions Z such that (a) they satisfy some matrix rational interpolation conditions 
or, evaluated for z = a,
]r LOqxl
Hence, the polynomial matrix N'(a)
IN(a)] T D'(a)]=[D(a)
has not full rank. 
General module theoretic framework
Because the set of all polynomial m-tuples is a finitely generated free module over the principal ideal domain of the polynomials F[z], we know that each submodule is also free with dimension smaller than or equal to the dimension rn of the complete module [6, pp. 358 ]. The key idea in this paper is the following fact. 
Proof
It is easy to see that ffl "~-ff2 E S, Vffl , if2 ~ S and cp ~ S, Vp ~ S, Vc ~ F[z]. Hence, we have proven that S is a submodule. To prove the second part of the theorem, we refer to the recursive method of section 4 keeping always just m basis elements.
[] Within this submodule, we have to look for those polynomial m-tuples which satisfy additional conditions concerning their degree-structure. Therefore we need the concepts of s-degree and s-reducedness. Repeating this process, we finally get an s-reduced basis. The transformation, done in each step, can be represented as a unimodular matrix, i.e. a polynomial matrix with a nonzero determinant ~ F. This transformation matrix is left multiplied to the matrix whose rows are the basis polynomial m-tuples. The product of all these unimodular matrices is of course again unimodular. For further details, we refer to [10] . Once we have a basis in s-reduced form, it is easy to parametrize all elements of the submodule with an upper bound on the s-degree. Given an s-reduced basis for a submodule S with basis elements b i having s-degree 6;, all elements of the submodule S having s-degree < 6 can be parametrized uniquely as E"i=I cib i with c i a polynomial of degree _< 6 -6 i.
The s-highest degree coefficient of Eim=l cib i is determined by From the previous section, we know that all solutions Z of the matrix rational interpolation problem can be written as Z=ND -i with N and D right coprime, and D(a) having full rank, Va ~ I. To handle this last condition, we need the following theorem. [] Let us investigate now how we can use this fact to extract those elements from the submodule solving the two families of interpolation problems we have given above.
(1) Let us retake the vector M-Pad6 approximation problem. If we set the shift parameters s i equal to s i = -a i appearing in the degree conditions (2.2), we see that these conditions are equivalent to the condition that the s-degree has to be bounded by zero. Using our s-reduced basis, we can easily parametrize all polynomial m-tuples having s-degree < 0. This solves the problem. (2) To solve the second problem, we note that the rows of [N T D T] can always be made s-reduced with s-degrees 6 i without changing the s-McMillan degree. In this case, the s-McMillan degree of the right coprime polynomial matrix fraction description ND-1 is equal to the sum of the s-degrees 6 i. Using our s-reduced basis and the result of theorem 3.3, we can easily parametrize all solutions having minimal s-McMillan degree. This solves the second family of interpolation problems.
Computation of an s-reduced basis
To compute an s-reduced basis in a recursive way, we need the following theorem. The number k s is the number of independent equations of the set of linear homogeneous equations defining the submodule S. Hence, k s is independent of the ordering of the interpolation conditions.
Proof
(=~) Let us consider the submodule S, determined by the interpolation indices o-i C'). From theorem 3.1 we know that an s-reduced basis for S consists of exactly m polynomial m-tuples bi with s-degree 3 i. Let 3ma x -~-max{3i: i = 1,..., m} and Sm~ --max{s/: i ---1 .... , m}. Consider 3 > max{3m~ x, Smax}. We want to compute all polynomial rn-tuples having s-degree < 3 satisfying the interpolation conditions (2.1). We can consider eqs. (2.1) as a set of linear homogeneous equations with y,m (3 + 1 -s;) unknown coefficients. From theorem 3.2, iF1 we easily derive that the number of free parameters is equal to E m (3 + 1 -3i) .
t=l Therefore, the number of linear independent equations of the system is m m m m
which is independent of 8 as long as 3 is taken large enough. This number is also independent of the choice of the shift parameters s;. Indeed, the contribution of the shift parameters s; through the s-degrees 3j. is annihilated by subtracting the sum of the s i. By induction, it is easy to prove that the number When we combine the basis elements as rows of a square (mx m) polynomial matrix, each of these steps involves a left multiplication by a unimodular matrix, in case of incrementing one of the interpolation indices possibly followed by a multiplication of one of the rows of the polynomial matrix by (z -a). Each of these elementary steps is very simple, efficient and straightforward, and requires O(mk s) or O(mE,~l EP=I o-; ~'~)) floating point operations at the maximum. These three basic steps allow to follow any "path" through the "solution table". For example, considering the scalar linearized Pad6 approximation problem, one can follow a diagonal, a row, a column, an antidiagonal,..., and any combination of these in the Pad6 table. For example, to go from one entry of a row in the Pad6 table to the next entry, one increments the interpolation index o-(connected to the interpolation point 0) and decrements s 2 (or equivalently increments Sl).
Conclusion
The proposed framework will be useful to solve certain interpolation problems in a very general form such that the solution to more specific classical problems can be easily derived from the general solution method. This framework will also allow us to investigate the connections between several of these interpolation problems and between the ways in which they are solved. For example, the method described by Beckermann [1] to solve the scalar M-Pad6 approximation problem (first family) is very similar to the one described in [8] to solve the vector rational interpolation problem (second family).
