Towards a theory of good SAT representations by Gwynne, Matthew & Kullmann, Oliver
ar
X
iv
:1
30
2.
44
21
v4
  [
cs
.A
I] 
 10
 M
ay
 20
13
Towards a theory of
good SAT representations
Matthew Gwynne and Oliver Kullmann
http://cs.swan.ac.uk/~csmg/ http://cs.swan.ac.uk/~csoliver
Computer Science Department
Swansea University
Swansea, UK
June 12, 2018
Abstract
We consider the fundamental task of representing a boolean function f by
a conjunctive normal form (clause-set) F for the purpose of SAT solving. The
boolean function f here acts as a kind of constraint, like a cardinality con-
straint or an S-box in a cryptosystem, while F is a subset of the whole SAT
problem to be solved. The traditional approach towards “good” properties of
F considers “arc consistency”, which demands that for every partial instan-
tiation of f , all forced assignments can be recovered from the corresponding
partial assignment to F via unit-clause propagation (UCP). We propose to
consider a more refined framework: First, instead of considering the above
relative condition, a relation between f and F , we consider an absolute condi-
tion, namely that goodness of F is guaranteed by F being element of a suitable
target class. And second, instead of just considering UCP, we consider hier-
archies of target classes, which allow for different mechanisms than UCP and
allow for size/complexity trade-offs.
The hierarchy UCk of unit-refutation complete clause-sets of level k, intro-
duced in [36, 37, 38], provides the most basic target classes, that is, F ∈ UCk
is to be achieved for k as small as feasible. Here UC1 = UC has been in-
troduced in [26] for the purpose of knowledge compilation. In general, UCk
is the set of clause-sets F such that unsatisfiable instantiations (by partial
assignments) are recognisable by k-times nested unit-clause propagation. We
also touch upon the hierarchy PCk of propagation complete clause-sets of level
k, where PC1 = PC has been introduced in [15]. The hierarchy PCk refines
the hierarchy UCk by providing intermediate layers. In order to make use of
full resolution, we consider the hierarchy WCk of width-refutation complete
clauses-sets of level k, employing an improved notion of width (so that we
always have UCk ⊆ WCk).
Via the absolute condition, the quality of the representation F is fully
captured by the target class, and the only relation between f and F is that F
must “represent” f . If F does not contain new variables, then this means that
F is equivalent to f , while with new variables the satisfying assignments of F
projected to the variables of f must be precisely the satisfying assignments of
f . Without new variables, the relative and absolute condition coincide, but
with new variables, the absolute condition is stronger. As we remark in this
article, for the relative condition and new variables at least the hierarchies UCk
and PCk collapse, and we also conjecture that the WCk hierarchy collapses.
The main result of this article is that without new variables, none of these
hierarchies collapses. That means that there are boolean functions with only
exponential-size equivalent clause-sets at level k, but with poly-size equivalent
clause-sets at level k + 1.
1
Representations with new variables in general allow shorter representa-
tions. However representations without new variables can be systematically
searched for, opening a new algorithmic avenue for good SAT representa-
tions, where in a pre-processing phase the representation is being optimised.
When using a two-stage approach, then first non-algorithmically a represen-
tation with new variables can be constructed, which then can be optimised
by searching for an equivalent better clause-set.
We believe that many common CNF representations either already fit into
the UCk scheme or can be made fit by slight improvements. We give some basic
tools to construct representations in UC1, now with new variables and based
on the Tseitin translation. We conclude with a discussion of open problems
and future directions, with special emphasis on separations for the various
hierarchies involved.
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1 Introduction
It has been shown that the practical performance of SAT solvers can depend heavily
on the SAT representation used. See for example [4, 74, 28] for work on cardinality
constraints, [82, 83] for work on general constraint translations, and [48, 35] for
investigations into different translations in cryptography. In order to obtain “good”
representations, until now the emphasis has been on translating constraints into
SAT such that “arc-consistency” is “maintained”, via unit-clause propagation; for
an introduction into the literature see Section 22.6.7 in [72], while various case-
studies can be found in [32, 4, 74, 28, 49, 5]. That is, for all (partial) assignments
to the variables of the constraint, the task is to ensure that if there is a forced
assignment (i.e., some variable which must be set to a particular value to avoid
inconsistency), then unit-clause propagation (UCP) is sufficient to find and set
this assignment. In a similar vein, there is the class PC of propagation-complete
clause-sets (see [15]), containing all clause-sets for which unit-clause propagation is
sufficient to detect all forced assignments.
Maintaining arc-consistency and propagation-completeness may at a glance seem
the same concept. However there is an essential difference. When translating a
constraint into SAT, typically one does not just use the variables of the constraint,
but one adds auxiliary variables to allow for a compact representation. Now when
speaking of maintaining arc-consistency, one only cares about assignments to the
constraint variables. But propagation-completeness deals only with the representing
clause-set, thus can not know about the distinction between original and auxiliary
variables, and thus it is a property on the (partial) assignments over all variables! So
a SAT representation, which maintains arc-consistency via UCP, will in general not
be propagation-complete, due to assignments over both constraint and new variables
yielding a forced assignment or even an inconsistency which UCP doesn’t detect; see
Example 7.10 and Lemma 7.11. In contrast to this, for the basic concepts of “good”
representations investigated in this paper, considering all variables is a fundamental
feature. This motivates our focus on classes of clause-sets (as the target of good
SAT representations), rather than maintaining consistency over some higher level
constraint network, since in this way we have full control of the properties at the
level of the SAT solver (at the CNF-level).
In [45] it is shown that conflict-driven solvers with branching restricted to input
variables have only superpolynomial run-time on EPHP′n, an Extended Resolution
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extension to the pigeon-hole formulas, while unrestricted branching determines un-
satisfiability quickly (see Subsection 10.5 for more on this). Also experimentally
it is demonstrated in [47] that input-restricted branching can have a detrimental
effect on solver times and proof sizes for modern CDCL solvers. This adds motiva-
tion to our fundamental choice of considering all variables (rather than just input
variables), when deciding what properties we want for SAT translations. We call
this the “absolute (representation) condition”, taking also the auxiliary variables
into account, while the “relative condition” only considers the original variables.
Besides avoiding the creation of hard unsatisfiable sub-problems, the absolute con-
dition also enables one to study the target classes, like PC, on their own, without
relation to what is represented.
In a certain sense, the underlying idea of maintaining arc-consistency and propa-
gation-complete translations is to compress all of the constraint knowledge into the
SAT translation, and then to use UCP to extract this knowledge when appropriate.
Motivated by the absolute condition, in [36, 37, 38] we considered the somewhat
more fundamental class UC of refutation complete clause-sets, introduced in [26] as a
method for propositional knowledge compilation, and studied its properties. Rather
than requiring that UCP detects all forced assignments (as for PC), a clause-set is
in UC iff for all partial assignments resulting in an unsatisfiable clause-set UCP
detects this.
So we have UC and PC as potential target classes for “good” SAT representa-
tions. In both cases we know, that if the SAT solver ends up in an unsatisfiable part
of the search space, then the ubiquitous unit-clause propagation will immediately
determine this and the solver will avoid potentially exponential work. However,
how to come up with representations in UC? There are easy examples of “good”
clause-sets which are not in UC, e.g., 2-CNF. Given that UCP is a relatively simple
mechanism, perhaps it would be better to consider more powerful inference methods
allowing for a greater variety and possibly shorter representations (“more compres-
sion”)? For this end, to add more power, we introduce “hardness measurement”.
1.1 A general framework: hierarchies and measurement
In [36, 37, 38], using generalised unit-clause propagation rk (with r1 being UCP)
introduced in [53, 59], we developed a hierarchy UCk (with UC1 = UC) of clause-sets
of “hardness” at most k, that is, refutation is (always) possible via rk. Replacing r1
with rk in the same way in PC yields the propagation-completeness hierarchy PCk
(with PC1 = PC). In the limit these hierarchies cover all clause-sets, with the levels
of the hierarchy offering the possibility to trade complexity of the inference method
(rk) for size of the representation. Generalising existing results we show in Lemma
6.5 of [37, 38] that various poly-time solvable SAT classes are contained within
levels of the UCk hierarchy. That is HO ⊂ RHO ⊂ UC1 (Horn and renamable
Horn clause-sets), 2–CLS ⊂ QHO ⊂ UC2 (2-clause-sets and q-Horn clauses-sets,
see Section 6.10.2 in [22] and [85]) and HOk ⊂ UCk (generalised Horn clause-sets,
see [51]).
There are strong proof theoretic connections for UCk to tree-resolution. In [46]
the argument is made that tree-resolution complexity can not provide a good mea-
sure of hardness of instances for SAT solving, citing the ability of CDCL solvers
to simulate exponentially more powerful full resolution (see [2] for evidence that
CDCL solvers can simulate full resolution). However, the aim of UCk is not to
measure hardness, but to offer a target class for SAT translation. In this respect
tree-resolution complexity measures are ideal, because they provide the strongest
translations, and upper-bound measures for full resolution.
On the other hand, for tighter target classes in the case of full resolution, we
also consider the notion of width-hardness as introduced in [37, 38], based on the
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width-based hierarchies of unsatisfiable clause-sets in [53, 59]. That is, a clause-set
is inWCk, the hierarchy of clause-sets of width-hardness k, iff under any partial as-
signment resulting in an unsatisfiable clause-set there is a “k-resolution” refutation
as introduced in [51]. Here, unlike the typical notion, we allow resolutions where
only one parent clause needs to have length at most k, and thus properly generalis-
ing unit-resolution (one could speak of “asymmetric width” here, compared to the
standard “symmetric width”). This allows to simulate nested input resolution, and
thus we have UCk ⊆ WCk for all k, whereas otherwise in the standard (symmetrical)
sense even Horn clause-sets require unbounded width (recall that HO ⊂ UC1).
Fundamental for each hierarchy is an underlying measure h0 : USAT → CLS,
measuring the “hardness” of unsatisfiable clause-sets, which is extended to h :
CLS → N0, where h(F ) for an arbitrary clause-set F measures the “hardness” to
derive any conclusion F |= C for clauses C, by letting h(F ) be the maximum of
h0(ϕ∗F ) over all partial assignments ϕ such that application yields an unsatisfiable
result ϕ ∗ F . The hierarchy at level k collects all F with h(F ) ≤ k. For the PC-
UC hierarchy the corresponding measure phd(F ) resp. hd(F ) can be described in
many ways; most intuitive from a SAT point of view is to say that it measures the
necessary nesting level of UCP, that is, which rk is required.
A precursor A generalisation of UC was already discussed in [27]. Assuming
a polytime SAT-decision algorithm P : C → {0, 1} for some C ⊆ CLS, the class
PC ⊆ CLS of “P-complete” clause-sets is defined as the set of F ∈ CLS such that
for all implicates C holds P (ϕC ∗ F ) = 0.1) This is an obvious generalisation of
UCk, when using Ck := {F ∈ CLS : rk(F ) ∈ {⊤, {⊥}}} and Pk : Ck → {0, 1} with
Pk(F ) = 1⇔ rk(F ) = ⊤. But it does not cover the hierarchies PCk or WCk, which
are based on different principles.2) We note the conceptual weakness of demanding a
SAT-decision algorithm P , where actually only a means for detecting unsatisfiability
is needed.
[27] continues by considering the (generic) hierarchy (Πk)k∈N0 from [71], a pre-
cursor of [53]. Π0 ⊆ CLS in principal is arbitrary, but is assumed to be polytime
decidable and SAT-decidable. Then Πk for k > 0 is the set of F ∈ CLS such
that F ∈ Πk−1 or there is a literal x ∈ lit(F ) with 〈x → 1〉 ∗ F ∈ Πk−1 and
〈x → 1〉 ∗ F ∈ Πk. We note that if we choose Π0 = {F ∈ CLS : ⊥ ∈ F}, then
Πk = UCk ∩ USAT for all k ≥ 0. However this choice for Π0 was never considered
for that hierarchy from [71], which might have two reasons: Implicit preference is
given to classes Π0 closed under sub-clause-set formation (see Section 6.3 in [38] for
more discussions on this issue). And furthermore SAT and UNSAT is not distin-
guished in [71] and in subsequent work directly relying on it; see Subsection 1.2 in
[53] for a discussion of this. So the four choices for Π0 considered in [27] are HO,
2–CLS, RHO and QHO. Accordingly UC0∩USAT is not contained at any Πk, and
so not even r1 on unsatisfiable clause-set is covered by the considered hierarchies.
Due to these weaknesses, [27] does not consider a hierarchy generalising UC.
From our point of view one could say, that Πk is only considered as a resource for
polytime recognition of certain instances for UCk resp. UCk+1; compare Subsections
6.2, 6.3 in [38] for results in this direction.
1)[27] actually favours adding unit-clauses to F , but we consider applying partial assignments
as more fundamental.
2)This is obvious for k ≥ 1 and PCk , since PCk ∩ USAT = UCk ∩ USAT , while PCk ∩ SAT ⊂
UCk ∩SAT . We conjecture that for k ≥ 3 there is no (polytime) P with PC =WCk (as remarked
in Subsection 3.2, for k ∈ {0, 1, 2} there exists such a P ).
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1.2 Representation of boolean functions
By definition each PCk,UCk,WCk is just a class of clause-sets. However when using
these classes for representing boolean functions, then there are further aspects. In
general, for translations to SAT a typical path is
Problem → Constraints → Boolean functions → SAT︸ ︷︷ ︸
our focus
.
By considering target classes for “good” SAT representations. we focus our atten-
tion on the final stage, the translation of boolean functions to SAT, ignoring the
issue of encoding non-boolean domains into the boolean. Now there are three main
dimensions to consider (choices to make):
1. Inference properties (PCk versus UCk versusWCk, and the value of k): How
strong a property we require of the clause-set we translate to (PCk is strongest,
WCk weakest, and the lower k the stronger the condition).
2. Logical equivalence versus new variables: whether the SAT translation is
equivalent to the input function (i.e., no new variables), or uses new variables
to extend the original function.
3. Relative versus absolute condition: in case new variables are used, whether
the property we require for the translation refers to partial assignments only
on the original variables or also on the new variables.
See Subsection 7.1 for more on the relative condition; our point of view is that the
absolute condition is fundamental for the representation of boolean functions, not
the relative condition (which has been dominant in the literature until now).
In the area of Knowledge Compilation, the task is also to represent (“compile”)
boolean functions to allow good inference under (repeated) queries. In particular,
one wants to find a representation for a boolean function which allows queries such
as clausal entailment (F |= C), equivalence, and model counting to be answered
efficiently (in polynomial time). In this sense, we can think of “finding a good
representation” as a form of SAT knowledge compilation, where we care (only)
about clausal entailment, since CNF-clauses directly correspond to falsifying partial
assignments. [18] gives an overview of the CNF-based target languages (prime
implicates, UC, 2–CLS, Horn clause-sets). [29] consider disjunctions of simple CNF
classes. [25] provides an overview of target compilation languages based on “nested”
(graph-based) classes, namely variants of NNF, DNNF and BDDs. In all cases query
complexity and succinctness is investigated. We focus on CNF representations, since
we want good representations for current resolution-based SAT solvers. All of the
CNF classes studied in [18, 25, 29] are included at the first three levels of the
hierarchy UCk, namely, sets of prime implicates in UC0, (renamable) Horn clause-
sets in UC1 = UC, and 2–CLS in UC2. Translations from target classes such as
DNNF to CNF are also of interest and fit into the framework of UCk via using new
variables; see Section 7.2 for the most basic positive considerations. And see [49] for
a basic negative result, characterising what can be represented under the relative
condition (i.e., arc consistency).
1.3 Strictness of hierarchies
A fundamental question is the strictness of these hierarchies PCk, UCk, and WCk
in each of those two remaining dimensions. That is, whether each level offers new
possibilities for polysize representations of (sequences of) boolean functions within
the confines of the specified dimensions, i.e., relative versus absolute and without
versus with new variables. Using the basic choice of the absolute condition, we
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have six proper hierarchies (3 conjectured, 3 proven), namely PCk, UCk and WCk
for representations without (Theorem 6.14) and with new variables (Conjecture
7.3).3) However when using representations based on the relative condition (and
using new variables), then all these hierarchies collapse to their first level: two
collapses are similar to existing results, while the collapse for WCk should follow
also in this way, and is spelled out as Conjecture 7.5.
Considered together, under the relative condition only the levels PC0 ⊂ UC0 ⊂
PC1 are strict regarding polysize representations, where the two classes PC0 ⊂ UC0
do not gain anything from the new variables, while everything of PCk, UCk and
WCk for k ≥ 1 can be reduced (in polytime, with exponent depending on k) to
PC1 = PC. And PC under the relative condition is the same as the well-known
condition of “arc consistency” for SAT translation. The main result of this paper,
that PCk, UCk and WCk for the absolute condition and without new variables do
not collapse, shows that a rich structure was hidden under the carpet of the relative
condition aka arc consistency. A basic difference between relative and absolute
condition is that under the relative condition the new variables can be used to
perform certain “computations”, since there are no conditions on the new variable
other than not to distort the satisfying assignments. This is used to show the
collapse to arc consistency, by encoding the stronger condition into the clause-sets
in such a way that UCP can perform the “computations”.
1.4 Understanding the combinatorial structure of satisfiable
clause-sets
To be able to prove properties about all equivalent representations of some clause-set
F , we must be able to understand its combinatorial structure in relation to the set of
all its prime implicates. The notion of minimal unsatisfiability (MU) and minimally
unsatisfiable subsets (MUS) is important in understanding the combinatorics of
unsatisfiable clause-sets (see [52, 66]). To understand the structure of satisfiable
clause-sets and their associated boolean functions, we now consider the concept of
“minimal premise sets” (MPS) introduced in [62]. The notion of MPS generalises
that of MU by considering clause-sets F which are minimal w.r.t implying any
clause C rather than just those implying ⊥. And accordingly we consider the
minimal-premise subsets (MPSS) of a clause-set F .
Every prime implicate C of a clause-set F has an associated MPSS (just consider
the minimal sub-clause-set of F that implies C), but not every MPSS of F yields a
prime implicate (e.g., consider the MPSS {C} for some non-prime clause C ∈ F ).
However, by “doping” the clause-set, i.e., adding a new unique variable to every
clause, every clause in an MPSS F ′ makes a unique contribution to its derived
clause C. This results in a new clause-set D(F ) which has an exact correspondence
between its minimal premise sets (which are (essentially) also those of F ) and its
prime implicates. In this way, by considering clause-sets F with a very structured
set of minimal premise subsets, we can derive clause-sets D(F ) with very structured
set of prime implicates.
1.5 The UC hierarchy is strict regarding equivalence
A sequence (fh)h∈N of boolean functions, which separates UCk+1 from UCk w.r.t.
clause-sets equivalent to fh in UCk+1 resp. UCk, should have the following properties:
1. A large number of prime implicates: the number of prime implicates
for fh should at least grow super-polynomially in h, since otherwise already
3)Regarding PCk we get only a separation of PCk and PCk+2; this will be addressed in future
work.
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the set of prime implicates is a small clause-set in UC0 (see Definition 3.3)
equivalent to fh.
2. Easily characterised prime implicates: the prime implicates of fh should
be easily characterised, since otherwise we can not understand how clause-sets
equivalent to fh look like.
3. Poly-size representations: there must exist short clause-sets in UCk+1
equivalent to fh for all h ∈ N.
[75] introduced a special type of boolean functions, called Non-repeating Unate
Decision trees (NUD) there, by adding new variables to each clause of clause-sets in
SMUδ=1, which is the class of unsatisfiable hitting clause-sets of deficiency δ = 1.
These boolean functions have a large number of prime implicates (the maximum
regarding the original number of clauses), and thus are natural to consider as can-
didates to separate the levels of UCk. In Section 4 we show that it is actually the
underlying SMUδ=1 clause-sets that contribute the structure. The clause-sets in
SMUδ=1 are exactly those with the maximum number of minimal premise sets, and
then doping elements of SMUδ=1 yields clause-sets with the maximal number of
prime implicates. We utilise the tree structure of SMUδ=1 to prove lower bounds
on the size of equivalent representations of doped SMUδ=1 clause-sets in UCk.
In Section 6 we introduce the basic method (see Theorem 6.4) for lower bounding
the size of equivalent clause-sets of a given hardness, via the transversal number of
“trigger hypergraphs”. Using this lower bound method, in Theorem 6.13 we show a
lower bound on the matching number of the trigger hypergraph of doped “extremal”
SMUδ=1-clause-sets. From this follows immediately Theorem 6.14, that for every
k ∈ N0 there are polysize clause-sets in UCk+1, where every equivalent clause-set
in WCk is of exponential size. Thus the UCk as well as the WCk hierarchy is strict
regarding equivalence of polysize clause-sets.
In [26] (Example 2) a separation was already shown between UC0 (clause-sets
containing all of their prime implicates) and UC1 = UC, and the question was raised
of the worst-case growth when compiling from an arbitrary CNF clause-set F to
some equivalent F ′ ∈ UC. This question was partly answered in [8] (although the
connection was not made), where the authors provide examples of poly-size clause-
sets with only super-polynomial size representations in UC, even when allowing
new variables (see Subsections 7.1, 10.5, and [9] for more on the connection be-
tween [8] and UCk). This shows a super-polynomial lower-bound on the worst-case
growth, but no method or new (larger) target-class for knowledge-compilation. Our
separation result now answers the question of worst-case growth from [26] in full
generality with the hierarchy UCk. Each level of UCk is exponentially more expres-
sive than the previous (i.e., with possible exponential blow-up when compiling from
some F ∈ UCk+1 to equivalent F ′ ∈ UCk), and so each level offers its own new,
larger class for knowledge compilation, at the expense of increased query time (now
O(ℓ(F ) ·n(F )2k−2) for UCk compared to O(ℓ(F )) for UC). This separation, between
UCk+1 and UCk for arbitrary k, is more involved than the simple separation in [26],
due to the parameterised use of more advanced polynomial-time methods than r1
(UCP). Especially the separation between UC0 and UC1 is rather simple, since UC0
does not allow any form of compression.
1.6 Relevance of these hierarchies for SAT solving
The poly-time methods used to detect unsatisfiability of instantiations of clause-sets
in UCk resp. WCk have a running-time with an exponent depending on k, and in
the latter case also space-complexity depends in the exponent on k.
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1. This seems a necessary condition for showing a separation result as shown in
this paper. It is needed that the different levels are qualitatively different. And
this seems very unlikely to be achievable with a parameter which would allow
fixed-parameter tractability, and which thus would only be a quantitative
parameter (like the number of variables), only expressing a gradual increase
in complexity. See Lemma 10.4 for an example of a collapsing hierarchy.
2. The class UCk uses generalised UCP, namely the reduction rk. Especially
r2, which is (complete) failed-literal elimination, is used in look-ahead SAT
solvers (see [42] for an overview) such as OKsolver ([57]), march ([41]) and
Satz ([65]). Also conflict-driven solvers such as CryptoMiniSat ([76]) and
PicoSAT ([10, 12]) integrate r2 during search, and solvers such as Lingeling
([12, 13]) use r2 as a preprocessing technique. Furthermore, in general rk
is used, in even stronger versions, in the St˚almarck-solver (see [81, 40, 73],
and see Section 3.5 of [53] for a discussion of the connections to rk), and via
breadth-first “branch/merge” rules in HeerHugo (see [33]).
3. Our example class G1k,h (see Section 9) shows experimentally that higher levels
of hardness may still be solved easily by SAT solvers. These examples have
such read-once resolution refutations (linear in the size of the input) which are
detectable by “2-subsumption resolution”, i.e., the replacement of two clauses
C ∪{v}, C ∪ {v} by one clause C. So with this preprocessing SAT solvers can
solve them in linear time. But also without this preprocessing SAT solvers
seem to solve these problems in linear time. The alternative representations
have lower hardness, but due to their bigger sizes SAT solvers perform orders
of magnitudes worse on the larger instances.
4. In general, a SAT solver does not need to have these mechanisms built-in in
general: as practical experience shows, SAT solvers are rather good in finding
resolution refutations, and the parameter k in UCk resp.WCk is just a general
way of bounding resolution complexity. In [68, 69] it is argued that modern
SAT solvers can simulate full resolution — and this is considered to be a good
property of SAT solvers. Thus they are also capable in general of finding the
refutations guaranteed by UCk resp. WCk.
An important point here is, that for theoretical reasoning all unsatisfiable
instantiations must be handled, while in a SAT-solver run only a selected set
of instantiations is encountered, and thus “leaner means” can suffice (as the
practical success of SAT solving shows).
1.7 Tools for good representations
We conclude our investigations by considering translations based on the Tseitin
translation in Section 7, and show that interesting classes of boolean function can
be polynomially translated to UC under the absolute condition using new variables.
First we discuss the notion of “representation” in general in Subsection 7.1, with
special emphasise on the “relative” versus the “absolute condition”.
The Tseitin translation for DNF’s we call “canonical translation”, and we in-
vestigate it in Subsection 7.2. In particular, in Lemma 7.12 we show that every
orthogonal (or “disjoint”, or “hitting”) DNF is translated to UC, while in Lemma
7.17 we show that actually every DNF is translated to UC, when using the “reduced”
canonical translation, which uses only the necessary part of the equivalences consti-
tutive for the Tseitin translation. Applied to our examples yielding the separation of
UCk+1 from WCk (Theorem 6.14, regarding polysize representations without new
variables), we obtain a representation in UC in Theorem 7.14 (for the canonical
translation), demonstrating the power of using new variables.
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It has been noted in the literature at several places (see [70, 44, 28]), that
one might use only one of the two directions of the equivalences in the Tseitin-
translation. Regarding the canonical translation we have the full translation (Def-
inition 7.6) versus the reduced translation (Definition 7.15). The full translation
yields UC for special inputs (Lemma 7.12), and has relative hardness 1 for general
DNF (Lemma 7.9), however (absolute) hardness for arbitrary DNF-inputs can be
arbitrarily high as shown in Lemma 7.11. On the other hand, the reduced trans-
lation yields always UC (Lemma 7.17). So we have the following explanations why
using either both directions or only one direction in the Tseitin translation, in the
context of translating DNF’s, can perform better than the other form:
• When using both directions (i.e., the canonical translation), splitting on the
auxiliary variables is powerful, which is an advantage over using only one
direction (i.e., the reduced canonical translation), where setting an auxiliary
variable to false says nothing.
• On the other hand, the canonical translation, when applied to non-hitting
DNFs, can create hard unsatisfiable sub-problems (via partial assignments),
which can not happen for the reduced translation.
It seems very interesting to us to turn these arguments into theorems (for concrete
examples), and also to experimentally evaluate them. In this way we hope that
in the future more precise directions can be given when to use which form of the
Tseitin translation.
In Subsection 7.3 we turn to the translation of “XOR-clauses”. Section 1.5 of
[37, 38] discusses the translation of the so-called “Schaefer classes” into the UCk
hierarchy; see Section 12.2 in [24] for an introduction, and see [23] for an in-depth
overview on recent developments. All Schaefer classes except affine equations have
natural translations into either UC1 or UC2. The open question is whether systems
of XOR-clauses (i.e., affine equations) can be translated into UCk for some fixed k.
We consider the most basic questions in a sense. On the positive side, for single
XOR clauses, we show in Lemma 7.19 that the Tseitin translation of a typical XOR
summation circuit is in UC. On the negative side, in Theorem 8.5, we show for
all k ≥ 3 that applying this translation piecewise to systems of just two large-
enough XOR clauses yields a SAT translation not in UCk. Conjecture 7.21 then
hypothesises that, in general, systems of XOR-clauses have no representation of
bounded hardness.
1.8 Experimental results
In Section 9 we consider the usage of the class of boolean functions f used for the
lower bound as a constraint in a general SAT problem. We have equivalent clause-
sets in UCk for the optimal k, as well as short orthogonal DNF representations,
which enable us to apply the canonical translation as well as the reduced canonical
translation. We complement these three constraint-representations in a fixed way to
obtain an unsatisfiable clause-set. The experiments show that for all solver types the
optimal UCk representations performs much better in terms of running time. This
yields some evidence to our claim that equivalent representations in UCk even for
higher k (in our experiments we considered k ≤ 5) might outperform representations
obtained by introducing new variables, due to using (possibly) much less variables
and clauses.
1.9 Remarks on the term “hardness”
In general, if one speaks of the “hardness measure” hd : CLS → N0 (Defini-
tion 3.3) in context with other measures, then one should call it more specifically
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tree-hardness (“t-hardness”), denoted by thd(F ), due to its close relation to tree-
resolution (and its space complexity). So we have three basic types of hardness-
measures, namely t-hardness thd(F ), the minimum k with F ∈ UCk, p-hardness
phd(F ), the minimum k with F ∈ PCk, and w-hardness, the minimum k with in
F ∈ WCk. In this article, since thd(F ) is still most important here, we denote it by
hd(F ) = thd(F ).
In what respect is the terminology “hardness” appropriate? The hardness
measure hd(F ) has been introduced in [53, 59], based on quasi-automatisation of
tree-resolution, that is, on a specific algorithmic approach (close to St˚almarcks ap-
proach).4) In [1], hd(F ) for unsatisfiable F was proposed as measure of SAT-solver-
hardness in general. This was criticised in [46] by the argument, that conflict-driven
SAT solvers would be closer to dag-resolution (full resolution) than tree-resolution.
Due to their heuristical nature, it seems to us that there is no robust measure
of SAT-solver-hardness. Instead, our three basic measures, which are robust and
mathematically meaningful, measure how good a clause-set F is in representing an
underlying boolean function in the following sense:
• Regarding instantiation we take a worst-case approach, that is, we consider
all partial assignments ϕ and their applications ϕ ∗ F (insofar they create
unsatisfiability or forced literals).
A SAT-solver only uses certain partial assignments, and thus this worst-case
approach is overkill. However when using F in any context, then it makes
sense to consider all partial assignments.
• Regarding algorithms, we take a breadth-first approach, that is, the smallest
k such that rk or k-resolution succeeds. For k > 1 a SAT-solver might not find
these inferences. In Subsection 1.6 we have discussed the issue of incorporating
these reductions into SAT solving. From a theoretical point of view, the
maximisation over all partial assignments needs to be complemented with a
minimisation (over k) in order to yield something interesting.
1.10 Overview on results
The preliminaries (Section 2) define the basic notions. The classes UCk andWCk are
introduced in Section 3. In Section 4 we investigate minimal premise sets and doping
in general, while in Section 5 we apply these notions to our source of hard examples.
In Section 6 we are then able to show the separation result. In Section 7 we then
turn from lower bounds to upper bounds, and analyse the Tseitin translation. To
investigate the hardness of a special case, we present some tools for determining
(w-)hardness in Section 8. Section 9 discusses our basic experiments. Finally, in
Section 10 one finds many open problems.
The main results on minimal premise sets and doping are:
1. Theorem 4.18 shows the correlation between prime implicates of doped clause-
sets and minimal premise-sets of the original (undoped) clause-sets.
2. Theorem 5.12 characterises unsatisfiable clause-sets where every non-empty
sub-clause-set is a minimal premise set.
3. Theorem 5.22 gives basic characteristics of doped SMUδ=1-clause-sets.
The main results on size lower bounds for the hardness are:
4)Using the simplest oracle, on unsatisfiable instances the measure from [53, 59] yields hd(F ).
But on satisfiable instances the approach of [53, 59] is very different, namely an algorithmic
polynomial-time approach is taken, extending the breadth-first search for tree-resolution refuta-
tions in a natural way.
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1. Theorem 6.4 introduces the basic method for lower bounding the size of equiv-
alent clause-sets of a given hardness, via the transversal number of “trigger
hypergraphs”.
2. Theorem 6.13 shows a lower bound on the matching number of the trigger
hypergraph of doped “extremal” SMUδ=1-clause-sets.
3. Theorem 6.14 shows that for every k ∈ N0 there are polysize clause-sets in
UCk+1, where every equivalent clause-set in WCk is of exponential size.
And regarding upper bounds, that is, short representations (with new variables)
with low hardness, we have the following main results:
1. Lemmas 7.12, 7.17 show how the canonical translation can yield results in UC.
2. Theorem 7.14 shows that all doped SMUδ=1-clause-sets (and in fact all doped
unsatisfiable hitting clause-sets) have short CNF-representations in UC via the
canonical translation.
3. Lemma 7.19 shows that translating a single XOR-clause to UC is easy, while
Theorem 8.5 shows that applying this translation to just two XOR-clauses
already yields high hardness.
2 Preliminaries
We follow the general notations and definitions as outlined in [52]. We use N =
{1, 2, . . .}, N0 = N ∪ {0}, and P(M) for the set of subsets of set M .
2.1 Clause-sets
Let VA be the infinite set of variables, and let LIT = VA ∪ {v : v ∈ VA} be the
set of literals, the disjoint union of variables as positive literals and complemented
variables as negative literals. We use L := {x : x ∈ L} to complement a set L of
literals. A clause is a finite subset C ⊂ LIT which is complement-free, i.e., C∩C =
∅; the set of all clauses is denoted by CL. A clause-set is a finite set of clauses, the
set of all clause-sets is CLS. By var(x) ∈ VA we denote the underlying variable of
a literal x ∈ LIT , and we extend this via var(C) := {var(x) : x ∈ C} ⊂ VA for
clauses C, and via var(F ) :=
⋃
C∈F var(C) for clause-sets F . The possible literals
in a clause-set F are denoted by lit(F ) := var(F ) ∪ var(F ). Measuring clause-
sets happens by n(F ) := |var(F )| for the number of variables, c(F ) := |F | for the
number of clauses, and ℓ(F ) :=
∑
C∈F |C| for the number of literal occurrences. A
special clause-set is ⊤ := ∅ ∈ CLS, the empty clause-set, and a special clause is
⊥ := ∅ ∈ CL, the empty clause.
A partial assignment is a map ϕ : V → {0, 1} for some finite V ⊂ VA, where we
set var(ϕ) := V , and where the set of all partial assignments is PASS . For v ∈ var(ϕ)
let ϕ(v) := ϕ(v) (with 0 = 1 and 1 = 0). We construct partial assignments by terms
〈x1 → ε1, . . . , xn → εn〉 ∈ PASS for literals x1, . . . , xn with different underlying
variables and εi ∈ {0, 1}. We use ϕC := 〈x→ 0 : x ∈ C〉 for the partial assignment
setting precisely the literals in clause C ∈ CL to false.
For ϕ ∈ PASS and F ∈ CLS we denote the result of applying ϕ to F by ϕ ∗ F ,
removing clauses C ∈ F containing x ∈ C with ϕ(x) = 1, and removing literals x
with ϕ(x) = 0 from the remaining clauses. By SAT := {F ∈ CLS | ∃ϕ ∈ PASS :
ϕ∗F = ⊤} the set of satisfiable clause-sets is denoted, and by USAT := CLS\SAT
the set of unsatisfiable clause-sets.
12
So clausal entailment, that is the relation F |= C for F ∈ CLS and C ∈ CL,
which by definition holds true iff for all ϕ ∈ PASS with ϕ ∗ F = ⊤ we have
ϕ ∗ {C} = ⊤, is equivalent to ϕC ∗ F ∈ USAT .
Two clauses C,D ∈ CL are resolvable iff they clash in exactly one literal x, that
is, C ∩D = {x}, in which case their resolvent is C ⋄D := (C ∪D) \ {x, x} (with
resolution literal x). A resolution tree is a full binary tree formed by the resolution
operation. We write T : F ⊢ C if T is a resolution tree with axioms (the clauses
at the leaves) all in F and with derived clause (at the root) C. A resolution tree
T : F ⊢ C is regular iff along each path from the root of T to a leaf no resolution-
variable is used more than once. In this article we use only resolution trees, even
when speaking of unrestricted resolution, that is, we always unfold dag-resolution
proofs to (full) binary resolution trees. Completeness of resolution means that
F |= C (semantic implication) is equivalent to F ⊢ C, i.e., there is some C′ ⊆ C
and some T with T : F ⊢ C′.
A prime implicate of F ∈ CLS is a clause C such that a resolution tree T with
T : F ⊢ C exists, but no T ′ exists for some C′ ⊂ C with T ′ : F ⊢ C′; the set of all
prime implicates of F is denoted by prc
0
(F ) ∈ CLS. The term “implicate” refers
to the implicit interpretation of F as a conjunctive normal form (CNF). Considering
clauses as combinatorial objects one can speak of “prime clauses”, and the “0” in
our notation reminds of “unsatisfiability”, which is characteristic for CNF. Two
clause-sets F, F ′ ∈ CLS are equivalent iff prc0(F ) = prc0(F ′). A clause-set F is
unsatisfiable iff prc0(F ) = {⊥}. The set of prime implicants of a clause-set F ∈ CLS
is denoted by prc1(F ) ∈ CLS, and is the set of all clauses C ∈ CL such that for all
D ∈ F we have C ∩D 6= ∅, while this holds for no strict subset of C.
2.2 CNF versus DNF
As we said, the default interpretation of a clause-set F is as a CNF, which we can
emphasise by speaking of the “CNF-clause-set F”, that is, the interpretation as a
boolean function is
F ❀
∧
C∈F
∨
x∈C
x.
We might consider F also as a DNF-clause-set, which does not change F itself, but
only changes the interpretation of F in considerations regarding the semantics:
F ❀
∨
C∈F
∧
x∈C
x.
Note that by the de Morgan rules from the CNF-formula we obtain the DNF-
formula via negating the whole formula together with negating the literals (in other
words, the underlying boolean function of a CNF-clause-set F is the “dual” of the
underlying boolean function of the DNF-clause-set F ; see [22]). Thus the logical
negation (as CNF) of a clause-set F (as CNF) is obtained from a DNF-clause-set
equivalent to F by negating all literals.
Example 2.1 The clause-set F = {{v}} has the equivalent DNF-clause-set F =
{{v}} (the underlying boolean function is “self-dual”; see [22]), while the negation
is {{v}}. And F = {{v, w}} has the equivalent DNF-clause-set {{v}, {w}}, while
the negation is {{v}, {w}}.
The above description of the sets prc0(F ), prc1(F ) as the set of prime implicates
resp. implicants holds for the default interpretation of F as CNF, while for the DNF-
interpretation prc0(F ) becomes the set of prime implicants, while prc1(F ) becomes
the set of prime implicates (of the boolean function underlying F ). A CNF-clause-
set F is equivalent to a DNF-clause-setG iff prc0(F ) = prc1(G). The total satisfying
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assignments of a (CNF-)clause-set F can be identified with the elements of the
canonical DNF of F , which is defined via the map DNF : CLS → CLS, where for
F ∈ CLS we set DNF(F ) := {C ∈ CL | var(C) = var(F ) ∧ ∀D ∈ F : C ∩D 6= ∅}.
While clause-sets and partial assignments themselves are neutral regarding CNF-
or DNF-interpretation, the application ϕ ∗ F is based on the CNF-interpretation
of F ; if we wish to use the DNF-interpretation of F , then we use ϕ ∗ F , where
ϕ := 〈v → ϕ(v) : v ∈ var(ϕ)〉. While ⊤ in the CNF-interpretation stands for
“true”, in the DNF-interpretation it becomes “false”.
Example 2.2 Consider F := {{a}, {b}} ∈ CLS (with n(F ) = c(F ) = ℓ(F ) = 2).
Then DNF(F ) = {{a, b}}, and for ϕ := 〈a, b → 1〉 we have ϕ ∗ F = ⊤. This
corresponds to the CNF-interpretation a ∧ b of F , which has exactly one satisfying
assignment ϕ. If we consider the DNF-interpretation a ∨ b of F , then we have three
satisfying total assignments for the DNF-clause-set F , and for example the satisfying
assignment ψ := 〈a → 1〉 is recognised via ψ ∗ F = 〈a → 0〉 ∗ F = {⊥, {b}}, where
the result as DNF is a tautology, since ⊥ as a DNF-clause becomes the constant 1
(as the empty conjunction).
2.3 On “good” equivalent clause-sets
A basic problem considered in this article is for a given F ∈ CLS to find a “good”
equivalent F ′ ∈ CLS. How “good” F ′ is depends in our context on two factors,
which have to be balanced against each other:
• the size of F ′: we measure c(F ′), and the smaller the better;
• the inference power of F ′: inference from F ′ should be “as easy as possible”,
and we consider two measures in this article, (tree-)hardness in Subsection 3.1,
and width-hardness in Subsection 3.2; the smaller these measures, the easier
inference w.r.t. tree resolution resp. (generalised) width-bounded resolution.
The basic size-lower-bound for F ′ is given by the essential prime implicates,
which are those C ∈ prc0(F ) such that prc0(F ) \ {C} is not equivalent to F :
Lemma 2.3 Consider F ∈ CLS, and let P ⊆ prc0(F ) be the set of essential prime
implicates of F . Now for every F ′ ∈ CLS equivalent to F there exists an injection
i : P → F ′ such that for all C ∈ P holds C ⊆ i(C). Thus c(F ′) ≥ c(P ).
Proof: For every C′ ∈ F ′ there exists a C ∈ prc0(F ) such that C ⊆ C′; replacing
every C′ ∈ F by such a chosen C we obtain F ′′ ⊆ prc0(F ) with P ⊆ F ′′. 
Note that Lemma 2.3 crucially depends on not allowing new variables (see Sub-
section 7.1 for what it means that an F ′ with new variable “represents” F ) — when
allowing new variable, then we currently do not have any overview on the possibil-
ities for “better” F ′. The most powerful representation regarding inference alone
(with or without new variables) is given by the set prc0(F ) of all prime implicates
of F , and will have “hardness” 0, as defined in the following section. (The prob-
lem is of course that in most cases this representation is too large, and thus higher
hardness must be allowed.)
3 Measuring “SAT representation complexity”
In this section we define and discuss the measures hd, phd,whd : CLS → N0 and the
corresponding classes UCk,PCk,WCk ⊂ CLS. It is mostly of an expository nature,
explaining what we need from [53, 59, 36, 37, 38], with some additional remarks.
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3.1 Hardness and UCk
First we turn to the most basic hardness measurement. It can be based on resolu-
tion refutation trees, as we do here, but it can also be defined algorithmically, via
generalised unit-clause propagation (see Lemma 3.4).
Definition 3.1 For a full binary tree T the height ht(T ) ∈ N0 and the Horton-
Strahler number hs(T ) ∈ N0 are defined as follows:
1. If T is trivial (i.e., #nds(T ) = 1), then ht(T ) := 0 and hs(T ) := 0.
2. Otherwise let T1, T2 be the two subtrees of T :
(a) ht(T ) := 1 +max(ht(T1), ht(T2))
(b) If hs(T1) = hs(T2), then hs(T ) := 1 + max(hs(T1), hs(T2)), otherwise
hs(T ) := max(hs(T1), hs(T2)).
Obviously we always have hs(T ) ≤ ht(T ).
Example 3.2 For the tree T from Example 5.3 we have ht(T ) = 3, hs(T ) = 2.
The Horton-Strahler numbers of the subtrees are as follows:
2
2
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦
1
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦
0
⑧⑧
⑧⑧
⑧⑧
⑧
0
❄❄
❄❄
❄❄
❄ 1
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖
0
⑧⑧
⑧⑧
⑧⑧
⑧
0
❄❄
❄❄
❄❄
❄
1
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖
0
⑧⑧
⑧⑧
⑧⑧
⑧
0
❄❄
❄❄
❄❄
❄
Definition 3.3 The hardness hd : CLS → N0 is defined for F ∈ CLS as follows:
1. If F ∈ USAT , then hd(F ) is the minimum hs(T ) for T : F ⊢ ⊥.
2. If F = ⊤, then hd(F ) := 0.
3. If F ∈ SAT \ {⊤}, then hd(F ) := maxϕ∈PASS{hd(ϕ ∗ F ) : ϕ ∗ F ∈ USAT }.
Hardness for unsatisfiable clause-sets was introduced in [53, 59], while this gen-
eralisation to arbitrary clause-sets was first mentioned in [1], and systematically
studied in [36, 37, 38]. Definition 3.3 defines hardness proof-theoretically; impor-
tantly, it can also be characterised algorithmically via necessary levels of generalised
unit-clause propagation (see [36, 37, 38] for the details):
Lemma 3.4 Consider the reductions rk : CLS → CLS for k ∈ N0 as introduced in
[53]; it is r1 unit-clause propagation, while r2 is (full, iterated) failed-literal elimina-
tion. Then hd(F ) for F ∈ CLS is the minimal k ∈ N0 such that for all ϕ ∈ PASS
with ϕ ∗F ∈ USAT holds rk(ϕ ∗F ) = {⊥}, i.e., the minimal k such that rk detects
unsatisfiability of any instantiation.
We can now define our main hierarchy, the UCk-hierarchy (with “UC” for “unit-
refutation complete”) via (tree-)hardness:
Definition 3.5 For k ∈ N0 let UCk := {F ∈ CLS : hd(F ) ≤ k}.
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UC1 = UC is the class of unit-refutation complete clause-sets, as introduced in [26].
In [36, 37, 38] we show that UC = SLUR, where SLUR is the class of clause-sets
solvable via Single Lookahead Unit Resolution (see [31]). Using [19] we then obtain
([36, 37, 38]) that membership decision for UCk (= SLURk) is coNP-complete for
k ≥ 1. The class UC2 is the class of all clause-sets where unsatisfiability for any
partial assignment is detected by failed-literal reduction (see Section 5.2.1 in [42]
for the usage of failed literals in SAT solvers).
A basic fact is that the classes UCk are stable under application of partial assign-
ments, in other words, for F ∈ CLS and ϕ ∈ PASS we have hd(ϕ∗F ) ≤ hd(F ). For
showing lower bounds on the hardness for unsatisfiable clause-sets, we can use the
methodology developed in Subsection 3.4.2 of [53]. A simplified version of Lemma
3.17 from [53], sufficient for our purposes, is as follows (with a technical correction,
as explained in Example 3.7):
Lemma 3.6 Consider C ⊆ USAT and a function h : C → N0. For k ∈ N0 let
Ck := {F ∈ C : h(F ) ≥ k}. Then ∀F ∈ C : hd(F ) ≥ h(F ) holds if and only if
UC0 ∩ C1 = ∅, and for all k ∈ N, F ∈ Ck and x ∈ lit(F ) there exist clause-sets
F0, F1 ∈ CLS fulfilling the following three conditions:
(i) n(Fε) < n(F ) for both ε ∈ {0, 1};
(ii) hd(Fε) ≤ hd(〈x→ ε〉 ∗ F ) for both ε ∈ {0, 1};
(iii) F0 ∈ Ck or F1 ∈ Ck−1.
Proof: The given conditions are necessary for ∀F ∈ C : hd(F ) ≥ h(F ), since we
can choose Fε := 〈v → ε〉 ∗ F for ε ∈ {0, 1}. To see sufficiency, assume for the sake
of contradiction that there is F ∈ C with hd(F ) < h(F ), and consider such an F
with minimal n(F ). If hd(F ) = 0, so h(F ) = 0 by assumption, and thus hd(F ) ≥ 1
would hold. So assume hd(F ) ≥ 1. It follows that there is a literal x ∈ lit(F ) with
hd(〈x → 1〉 ∗ F ) < hd(F ). Let k := h(F ); so F ∈ Ck. By assumption there are
F0, F1 ∈ CLS with hd(Fε) ≤ hd(〈x → ε〉 ∗ F ) for both ε ∈ {0, 1}, and F0 ∈ Ck or
F1 ∈ Ck−1. If F0 ∈ Ck, then hd(F0) ≤ hd(F ) < k ≤ h(F0), while n(F0) < n(F ),
contradicting minimality of F . And if F1 ∈ Ck−1, then hd(F1) ≤ hd(F ) − 1 <
k − 1 ≤ h(F1), while n(F1) < n(F ), contradicting again minimality of F . 
Lemma 3.17 in [53] doesn’t state the condition (i) from Lemma 3.6. The fol-
lowing example shows that this condition actually needs to be stated (that is, if we
just have (ii) and (iii), then h doesn’t need to be a lower bound for hd); fortunately
in all applications in [53] this (natural) condition is fulfilled.
Example 3.7 Consider C := UC1 ∩ USAT . Define h : C → {0, 1, 2} as h(F ) = 0
iff ⊥ ∈ F , and h(F ) = 1 iff ⊥ /∈ F and there is v ∈ var(F ) with {v}, {v} ∈ F . So
we have h(F ) = 2 if and only if for all literals x ∈ lit(F ) holds hd(〈x → 1〉 ∗ F ) =
hd(〈x→ 0〉 ∗F ) = 1. By definition we have UC0 ∩C1 = ∅. Now consider k ∈ {1, 2},
F ∈ Ck and x ∈ lit(F ). If h(F ) = 1, then let Fε := 〈x → ε〉 ∗ F , while otherwise
Fε := F for ε ∈ {0, 1}. Now Conditions (ii), (iii) of Lemma 3.6 are fulfilled (if
h(F ) = 1, then for Condition (iii) always F1 ∈ Ck−1 holds, while in case of h(F ) = 2
we always have F0 ∈ Ck). But by definition h is not a lower bound on hd.
Complementary to “unit-refutation completeness”, there is the notion of “pro-
pagation-completeness” as investigated in [69, 15], yielding the class PC ⊂ UC.
This was captured and generalised by a measure phd : CLS → N0 of “propagation-
hardness” along with the associated hierarchy, defined in [37, 38] as follows:
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Definition 3.8 For F ∈ CLS we define the propagation-hardness (for short
“p-hardness”) phd(F ) ∈ N0 as the minimal k ∈ N0 such that for all partial assign-
ments ϕ ∈ PASS we have rk(ϕ ∗ F ) = r∞(ϕ ∗ F ), where rk : CLS → CLS is gener-
alised UCP ([53, 59]), and r∞ : CLS → CLS applies all forced assignments, and can
be defined by r∞(F ) := rn(F )(F ). For k ∈ N0 let PCk := {F ∈ CLS : phd(F ) ≤ k}
(the class of propagation-complete clause-sets of level k).
We have PC = PC1. For k ∈ N0 we have PCk ⊂ UCk ⊂ PCk+1.
3.2 W-Hardness and WCk
A basic weakness of the standard notion of width-restricted resolution, which de-
mands that both parent clauses must have length at most k for some fixed k ∈ N0
(the “width”; see [7]), is that even Horn clause-sets require unbounded width in
this sense. The correct solution, as investigated and discussed in [53, 59], is to use
the notion of “k-resolution” as introduced in [51], where only one parent clause
needs to have length at most k (thus properly generalising unit-resolution). Nested
input-resolution ([53, 59]) is the proof-theoretic basis of hardness, and approxi-
mates tree-resolution. In the same vein, k-resolution is the proof-theoretic basis of
“w-hardness”, and approximates dag-resolution (see Theorem 6.12 in [59]):
Definition 3.9 The w-hardness whd : CLS → N0 (“width-hardness”) is defined
for F ∈ CLS as follows:
1. If F ∈ USAT , then whd(F ) is the minimum k ∈ N0 such that k-resolution
refutes F , that is, such that T : F ⊢ ⊥ exists where for each resolution step
R = C ⋄D in T we have |C| ≤ k or |D| ≤ k (this corresponds to Definition
8.2 in [53], and is a special case of widU introduced in Subsection 6.1 of [59]).
2. If F = ⊤, then whd(F ) := 0.
3. If F ∈ SAT \ {⊤}, then whd(F ) := max
ϕ∈PASS
{whd(ϕ ∗ F ) : ϕ ∗ F ∈ USAT }.
For k ∈ N0 let WCk := {F ∈ CLS : whd(F ) ≤ k}.
We haveWC0 = UC0,WC1 = UC1, and for all k ∈ N0 holds UCk ⊆ WCk (this follows
by Lemma 6.8 in [59] for unsatisfiable clause-sets, which extends to satisfiable clause-
sets by definition). For unsatisfiable F , whether whd(F ) = k holds for k ∈ {0, 1, 2}
can be decided in polynomial time; this is non-trivial for k = 2 ([17]) and unknown
for k > 2. Nevertheless, the clausal entailment problem F |= C for F ∈ WCk and
fixed k ∈ N0 is decidable in polynomial time, as shown in Subsection 6.5 of [59], by
actually using a slight strengthening of k-resolution, which combines width-bounded
resolution and input resolution. While space-complexity of the decision F |= C for
F ∈ UCk is linear (for fixed k), now forWCk space-complexity is O(ℓ(F )·n(F )O(k)).
As a special case of Theorem 6.12 in [59] we obtain for F ∈ USAT , n(F ) 6= 0,
the following general lower bound on resolution complexity:
CompR(F ) > b
whd(F )2
n(F ) ,
where b := e
1
8 = 1.1331484 . . ., while CompR(F ) ∈ N is the minimal number of
different clauses in a (tree-)resolution refutation of F . Similar to Theorem 14 in
[36] resp. Theorem 5.7 in [37, 38] we thus obtain:
Lemma 3.10 For F ∈ CLS and k ∈ N0, such that for every C ∈ prc0(F ) with
|C| < n(F ) there exists a resolution proof of C from F using at most b (k+1)
2
n(F )−|C|
different clauses, we have whd(F ) ≤ k.
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4 Minimal premise sets and doped clause-sets
In this section we study “minimal premise sets”, “mps’s” for short, introduced in
[62], together with the properties of “doped” clause-sets, generalising a construction
used in [75]. Mps’s are generalisations of minimally unsatisfiable clause-sets stronger
than irredundant clause-sets, while doping relates prime implicates and sub-mps’s.
Recall that a clause-set F is minimally unsatisfiable if F ∈ USAT , while for all
C ∈ F holds F \ {C} ∈ SAT . The set of all minimally unsatisfiable clause-sets is
MU ⊂ CLS; see [52] for more information. In other words, for F ∈ CLS we have
F ∈MU if and only if F |= ⊥ and F is minimal regarding this entailment relation.
Now an mps is a clause-set F which minimally implies some clause C, i.e., F |= C,
while F ′ 6|= C for all F ′ ⊂ F . In Subsection 4.1 we study the basic properties of
mps’s F , and determine the unique minimal clause implied by F as puc(F ), the set
of pure literals of F .
For a clause-set F its doped version D(F ) ∈ CLS receives an additional new
(“doping”) variable for each clause. The basic properties are studied in Subsection
4.2, and in Theorem 4.18 we show that the prime implicates of D(F ) correspond
1-1 to the mps’s contained in F . In Subsection 4.3 we determine the hardness of
doped clause-sets.
4.1 Minimal premise sets
In Section 4.1 in [62] basic properties of minimal premise sets are considered:
Definition 4.1 A clause-set F ∈ CLS is a minimal premise set (“mps”) for a
clause C ∈ CL if F |= C and ∀F ′ ⊂ F : F ′ 6|= C, while F is a minimal premise
set if there exists a clause C such that F is a minimal premise set for C. The set
of all minimal premise (clause-)sets is denoted by MPS.
Remarks:
1. ⊤ is not an mps (since no clause follows from ⊤).
2. An unsatisfiable clause-set is an mps iff it is minimally unsatisfiable, i.e.,
MPS ∩ USAT = MU . In Corollary 4.8 we will see that the minimally
unsatisfiable clause-sets are precisely the mps’s without pure literals.
3. Every minimal premise clause-set is irredundant (no clause follows from the
other clauses).
4. For a clause-set F and any implicate F |= C there exists a minimal premise
sub-clause-set F ′ ⊆ F for C.
5. A single clause C yields an mps {C}.
6. Two clauses C 6= D yield an mps {C,D} iff C,D are resolvable.
7. If F1, F2 ∈ MPS with var(F1)∩ var(F2) = ∅, then F1 ∪F2 /∈ MPS except in
case of F1 = F2 = {⊥}.
Example 4.2 {{a}, {b}} for variables a 6= b is irredundant but not an mps.
With Corollary 4.5 in [62] we see that no clause-set can minimally entail more
than one clause:
Lemma 4.3 For F ∈MPS there exists exactly one C ∈ prc0(F ) such that C is a
minimal premise set for C, and C is the smallest element of the set of clauses for
which F is a minimal premise set.
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We remark that Lemma 4.3 does not mean that |prc0(F )| = 1 for F ∈ MPS;
indeed, F can have many F ′ ⊂ F with F ′ ∈ MPS, and each such F ′ might
contribute a prime implicate, as we will see later. We wish now to determine that
unique prime implicate C which follows minimally from an mps F . It is clear that
C must contain all pure literals from F , since all clauses of F must be used, and
we can not get rid off pure literals.
Definition 4.4 For F ∈ CLS the pure clause of F , denoted by puc(F ) ∈ CL,
is the set of pure literals of F , that is, puc(F ) := L \ (L ∩ L), where L := ⋃F is
the set of literals occurring in F .
Example 4.5 For F = {{a, b}, {a, c}} we have puc(F ) = {b, c}.
The main observation for determining C is that the conclusion of a regular
resolution proof consists precisely of the pure literals of the axioms (this follows by
definition):
Lemma 4.6 For a regular resolution proof T : F ⊢ C, where every clause of F is
used in T , we have C = puc(F ).
Due to the completeness of regular resolution we thus see, that puc(F ) is the
desired unique prime implicate:
Lemma 4.7 For F ∈ MPS the unique prime implicate C, for which F is a mini-
mal premise set (see Lemma 4.3), is C = puc(F ).
Proof: Consider a regular resolution proof T : F ⊢ C (recall that regular resolution
is complete); due to F ∈ MPS every clause of F must be used in T , and thus the
assertion follows by Lemma 4.6. 
Corollary 4.8 If we have F ∈ MPS with puc(F ) = ⊥, then F ∈ MU.
By Lemma 4.4 in [62] we get the main characterisation of mps’s, namely that
after elimination of pure literals they must be minimally unsatisfiable:
Lemma 4.9 Consider a clause-set F ∈ CLS. Then F ∈ MPS if and only if the
following two conditions hold for ϕ := ϕpuc(F ) (setting precisely the pure literals of
F to false):
1. ϕ∗F ∈ MU (after removing the pure literals we obtain a minimal unsatisfiable
clause-sets).
2. ϕ is contraction-free for F , that is, for clauses C,D ∈ F with C 6= D we have
ϕ ∗ {C} 6= ϕ ∗ {D}.
These two conditions are equivalent to stating that ϕ ∗ F as a multi-clause-set (not
contracting equal clauses) is minimally unsatisfiable.
Thus we obtain all mps’s by considering some minimally unsatisfiable clause-sets
and adding new variables in the form of pure literals:
Corollary 4.10 The following process generates precisely the F ′ ∈ MPS:
1. Choose F ∈MU .
2. Choose a clause P with var(P ) ∩ var(F ) = ∅ (“P” like “pure”).
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3. Choose a map e : F → P(P ) (“e” like “extension”).
4. Let F ′ := {C ∪ e(C) : C ∈ F}.
For unsatisfiable clause-sets the set of minimally unsatisfiable sub-clause-sets
has been studied extensively in the literature; see [66] for a recent overview. The
set of subsets which are mps’s strengthen this notion (now for all clause-sets):
Definition 4.11 For a clause-set F ∈ CLS by mps(F ) ⊂ CLS the set of all
minimal premise sub-clause-sets is denoted: mps(F ) := P(F ) ∩MPS.
We have |mps(F )| ≤ 2c(F )−1.5) The minimal elements of mps(F ) are {C} ∈ mps(F )
for C ∈ F . Since every prime implicate of a clause-set has some minimal premise
sub-clause-set, we get that running through all sub-mps’s in a clause-set F and
extracting the clauses with the pure literals we obtain at least all prime implicates:
Lemma 4.12 For F ∈ CLS the map F ′ ∈ mps(F ) 7→ puc(F ′) ⊆ {C ∈ CL : F |=
C} covers prc0(F ) (i.e., its range contains the prime implicates of F ).
Example 4.13 Examples where we have more minimal premise sub-clause-sets
than prime implicates are given by F ∈ MU , where prc0(F ) = {⊥}, while in
the most extreme case every non-empty subset of F can be a minimal premise sub-
clause-set (see Theorem 5.12).
4.2 Doping clause-sets
“Doping” is the process of adding a unique new variable to every clause of a clause-
set. It enables us to follow the usage of this clause in derivations:
Definition 4.14 For every clause-set F ∈ CLS we assume an injection uF : F →
VA\var(F ) in the following, assigning to every clause C a different variable uFC. For
a clause C ∈ CL and a clause-set F ∈ CLS we then define the doping DF (C) :=
C ∪ {uFC} ∈ CL, while D(F ) := {DF (C) : C ∈ F} ∈ CLS.
Remarks:
1. In the following we drop the upper index in “uFC”, i.e., we just use “uC”.
2. We have D : CLS → SAT .
3. For F ∈ CLS we have n(D(F )) = n(F ) + c(F ) and c(D(F )) = c(F ).
4. For F ∈ CLS we have puc(D(F )) = puc(F ) ∪ {uC : C ∈ F}.
We are interested in the prime implicates of doped clause-sets. It is easy to see that
all doped clauses are themselves essential prime implicates:
Lemma 4.15 For F ∈ CLS we have D(F ) ⊆ prc0(D(F )), and furthermore all
elements of D(F ) are essential prime implicates.
Proof: Every resolvent of clauses from D(F ) contains at least two doping variables,
and thus the clauses of D(F ) themselves (which contain only one doping variable)
are prime and necessary. 
Thus by Lemma 2.3 among all the clause-sets equivalent to D(F ) this clause-set
itself is the smallest. Directly by Lemma 4.9 we get that a clause-set is an mps iff
its doped form is an mps:
5)There is a typo in Corollary 4.6 of [62], misplacing the “−1” into the exponent.
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Lemma 4.16 For F ∈ CLS holds F ∈ MPS ⇔ D(F ) ∈ MPS. Thus the map
F ′ ∈ mps(F ) 7→ D(F ′) is a bijection from mps(F ) to mps(D(F )).
For doped clause-sets the surjection of Lemma 4.12 is bijective:
Lemma 4.17 Consider a clause-set F ∈ CLS, and let G := D(F ).
1. The map F ′ ∈ mps(G) 7→ puc(F ′) ∈ CL is a bijection from mps(G) to
prc0(G).
2. The inverse map from prc0(G) to mps(G) obtains from C ∈ prc0(G) the
clause-set F ′ ∈ mps(G) with puc(F ′) = C as F ′ = {D(D) : D ∈ F ∧ uD ∈
var(C)}.
Proof: By Lemma 4.12 it remains to show that the map of Part 1 is injective and
does not have subsumptions in the image. Assume for the sake of contradiction there
are G′, G′′ ∈ mps(G), G′ 6= G′′, with puc(G′) ⊆ puc(G′′). Since every clause of F
has a different doping-variable, G′ ⊂ G′′ must hold. Consider the F ′, F ′′ ∈ mps(F )
with D(F ′) = G′ and D(F ′′) = G′′. We have F ′ ⊂ F ′′, and thus puc(F ′) 6⊆ puc(F ′′),
since for every F ∈ MPS the clause puc(F ) is a prime implicate of F . It follows
that puc(G′) 6⊆ puc(G′′), contradicting the assumption. 
By Lemma 4.16 and Lemma 4.17 we obtain:
Theorem 4.18 Consider F ∈ CLS. Then the map F ′ ∈ mps(F ) 7→ puc(D(F ′)) ∈
CL is a bijection from mps(F ) to prc0(D(F )).
Theorem 4.18 together with the description of the inversion map in Lemma 4.17
yields computation of the set mps(F ) for F ∈ CLS via computation of prc0(D(F )).
Corollary 4.19 For F ∈ CLS we obtain a map from prc0(D(F )) to the set of
implicates of F covering prc0(F ) by the mapping C ∈ prc0(D(F )) 7→ C \ V for
V := {uC : C ∈ F}.
Proof: The given map can be obtained as a composition as follows: For C ∈
prc0(D(F )) take (the unique) F
′ ∈ mps(F ) with puc(D(F ′)) = C, and we have
C \ V = puc(F ′). 
4.3 Hardness of doped clause-sets
The hardness of a doped clause-set is the maximal hardness of sub-clause-sets of
the original clause-set:
Lemma 4.20 For F ∈ CLS we have hd(D(F )) = maxF ′⊆F hd(F ′).
Proof: We have hd(F ′) ≤ hd(D(F )) for all F ′ ⊆ F , since via applying a suitable
partial assignment we obtain F ′ from F , setting the doping-variables in F ′ to false,
and the rest to true. And if we consider an arbitrary partial assignment ϕ with
ϕ∗D(F ) ∈ USAT , then w.l.o.g. all doping variables are set (we can set the doping-
variables not used by ϕ to true, since these variables are all pure), and then we have
a partial assignment making F ′ unsatisfiable for that F ′ ∈ USAT given by all the
doping variables set by ϕ to false. 
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Example 4.21 For an example of a clause-set F ∈ USAT with hd(D(F )) > hd(F )
consider any clause-set F ′ ∈ CLS with hd(F ′) > 0, and then take F := F ′ ∪ {⊥}
(note that ⊥ /∈ F ′). Thus hd(F ) = 0. And by Part 1 of Lemma 6.5 in [37, 38], all
UCk are closed under partial assignments, so for ϕ := 〈u⊥ → 1〉∪〈uC → 0 | C ∈ F ′〉
we have hd(D(F )) ≥ hd(ϕ ∗D(F )) = hd(F ′) > hd(F ) = 0.
5 Doping tree clause-sets
As explained in Subsection 1.5, we want to construct boolean functions (given by
clause-sets) with a large number of prime implicates, and where we have strong con-
trol over these prime implicates. For this purpose we dope “minimally unsatisfiable
clause-sets of deficiency 1”, that is the elements of SMUδ=1. First we review in
Subsection 5.1 the background (for more information see [52]). In Subsection 5.2
we show that these clause-sets are the core of “total minimal premise sets”, which
have as many minimal-premise sub-clause-sets as possible. In Theorem 5.12 we
show that F ∈ SMUδ=1 are precisely the unsatisfiable clause-sets such that every
non-empty subset is an mps. Then in Subsection 5.3 we consider doping of these
special clause-sets, and in Theorem 5.22 we determine basic properties of D(F ).
5.1 Preliminaries on minimal unsatisfiability
A minimally unsatisfiable F ∈ MU is saturated minimally unsatisfiable iff for all
clauses C ∈ F and for every literal x with var(x) /∈ var(C) the clause-set (F \C) ∪
(C ∪ {x}) is satisfiable. The set of all saturated minimally unsatisfiable clause-sets
is denoted by SMU ⊂MU . By SMUδ=k we denote the set of F ∈ SMU with
δ(F ) = k, where the deficiency of a clause-set F is given by δ(F ) := c(F )− n(F ).
In [56] (generalised in [62]) it is shown that the elements of SMUδ=1 are exactly the
clause-sets introduced in [21]. The details are as follows. For rooted trees T we use
nds(T ) for the set of nodes and lvs(T ) ⊆ lvs(T ) for the set of leaves, and we set
#nds(T ) := |nds(T )| and#lvs(T ) := |lvs(T )|. In our context, the nodes of rooted
trees are just determined by their positions, and do not have names themselves.
Another useful notation for a tree T and a node w is Tw, which is the sub-tree of T
with root w; so lvs(T ) = {w ∈ nds(T ) : #nds(Tw) = 1}. Recall that for a full binary
tree T (every non-leaf node has two children) we have #nds(T ) = 2#lvs(T )− 1.
Definition 5.1 Consider a full binary tree T and an injective vertex labelling u :
(nds(T ) \ lvs(T )) → VA for the inner nodes; the set of all such pairs is denoted
by T1. The induced edge-labelling assigns to every edge from an inner node w to
a child w′ the literal u(w) resp. u(w) for a left resp. right child. We define the
clause-set representation F1(T, u) (where “1” reminds of deficiency 1 here; see
Lemma 5.2) to be F1(T, u) := {Cw : w ∈ lvs(T )}, where clause Cw consists of all
the literals (i.e., edge-labels) on the path from the root of T to w.
By Lemma C.5 in [56]:
Lemma 5.2 F1 : T1 → SMUδ=1 is a bijection.
By T1 : SMUδ=1 → T1 we denote the inversion of F1. Typically we identify
(T, u) ∈ T1 with T , and let the context determine u. So T1(F ) is the full binary
tree, where the variable v labelling the root (for F 6= {⊥}) is the unique variable
occurring in every clause of F , and the clause-sets determining the left resp. right
subtree are 〈v → 0〉∗F resp. 〈v → 1〉∗F . By wC for C ∈ F we denote the leaf w of
T1(F ) such that Cw = C. Furthermore we identify the literals of F with the edges
of T1(F ). Note that c(F ) = #lvs(T1(F )) and n(F ) = #nds(T1(F ))−#lvs(T1(F )).
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Example 5.3 Consider the following labelled binary tree T :
v1
v2
v1
♦♦♦
♦♦♦
♦♦♦
♦♦
♦
v3
v2
♦♦♦
♦♦♦
♦♦♦
♦♦♦
1
v3
⑧⑧
⑧⑧
⑧⑧
⑧
2
v3
❄❄
❄❄
❄❄
❄ v4
v2
❖❖❖
❖❖❖
❖❖❖
❖❖❖
3
v4
⑧⑧
⑧⑧
⑧⑧
⑧
4
v4
❄❄
❄❄
❄❄
❄
v5
v1
❖❖❖
❖❖❖
❖❖
❖❖❖
❖
5
v5
⑧⑧
⑧⑧
⑧⑧
⑧
6
v5
❄❄
❄❄
❄❄
❄
Then F1(T ) = {{v1, v2, v3}, {v1, v2, v3}, {v1, v2, v4}, {v1, v2, v4}, {v1, v5}, {v1, v5}},
where for example C3 = {v1, v2, v4} and w{v1,v5} = 6.
We note in passing, that those F1(T ) with hs(T ) ≤ 1 can be easily characterised
as follows. A clause C ∈ F for F ∈ CLS is called full if var(C) = var(F ), that is,
C contains all variables of F .
Lemma 5.4 F ∈ SMUδ=1 contains a full clause if and only if hs(T1(F )) ≤ 1.
See Example 6.10 for more on these special clause-sets. The effect of applying a
partial assignment to some element of SMUδ=1 is easily described as follows:
Lemma 5.5 Consider F ∈ SMUδ=1 and x ∈ lit(F ), and let F ′ := 〈x → 1〉 ∗ F .
We have:
1. F ′ ∈ SMUδ=1.
2. Let T := T1(F ) and T ′ := T1(F ′). The tree T ′ is obtained from T as follows:
(a) Consider the node w ∈ T labelled with var(x). Let Tx, Tx be the two
subtrees hanging at w, following the edge labelled with x resp. x.
(b) Now T ′ is obtained from T ′ by removing subtree Tx, and attaching Tx
directly at position w.
Example 5.6 Consider the labelled binary tree T from Example 5.3 where
F1(T ) = {{v1, v2, v3}︸ ︷︷ ︸
C1
, {v1, v2, v3}︸ ︷︷ ︸
C2
, {v1, v2, v4}︸ ︷︷ ︸
C3
, {v1, v2, v4}︸ ︷︷ ︸
C4
, {v1, v5}︸ ︷︷ ︸
C5
, {v1, v5}︸ ︷︷ ︸
C6
}
Now consider the application of the partial assignment 〈v2 → 1〉 to F1(T ):
1. Clauses C1 and C2 are satisfied, and so are removed (both contain v2).
2. Clauses C3 and C4 both contain v2 and so this literal is removed.
This yields:
〈v2 → 1〉 ∗ F1(T ) = { {v1, v4}︸ ︷︷ ︸
C3 \ {v2}
, {v1, v4}︸ ︷︷ ︸
C4 \ {v2}
, {v1, v5}︸ ︷︷ ︸
C5
, {v1, v5}︸ ︷︷ ︸
C6
}
The satisfaction (removal) of clauses and removal of literals is illustrated directly on
T in Figure 1 with dotted and dashed lines for clause and literal removal respectively.
The tree corresponding to 〈v2 → 1〉 ∗ F1(T ) is illustrated in Figure 2.
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v1
v2
v1
♦♦♦
♦♦♦
♦♦♦
♦♦♦
v3
v2
1
v3
2
v3
v4
v2
❖
❖
❖
❖
❖
❖
3
v4
⑧⑧
⑧⑧
⑧⑧
⑧
4
v4
❄❄
❄❄
❄❄
❄
v5
v1
❖❖❖
❖❖❖
❖❖❖
❖❖❖
5
v5
⑧⑧
⑧⑧
⑧⑧
⑧
6
v5
❄❄
❄❄
❄❄
❄
Figure 1: Illustration of application of 〈v2 → 1〉 to F1(T ). Dotted lines indicate that
the clauses corresponding to the effected leaves are satisfied; dashed lines indicate
that the corresponding literal is falsified and therefore removed from all clauses.
v1
v4
v1
♦♦♦
♦♦♦
♦♦♦
♦♦♦
3
v4
⑧⑧
⑧⑧
⑧⑧
⑧
4
v4
❄❄
❄❄
❄❄
❄ v5
v1
❖❖❖
❖❖❖
❖❖❖
❖❖❖
5
v5
⑧⑧
⑧⑧
⑧⑧
⑧
6
v5
❄❄
❄❄
❄❄
❄
Figure 2: Tree associated with 〈v2 → 1〉 ∗ F1(T ).
Corollary 5.7 SMUδ=1 is stable under application of partial assignments, that is,
for F ∈ SMUδ=1 and ϕ ∈ PASS holds ϕ ∗ F ∈ SMUδ=1.
From Lemma 5.2 follows SMUδ=1 ⊂ UHIT , where HIT ⊂ CLS is the set
of hitting clause-sets, that is, those F ∈ CLS where every two clauses clash in
at least one literal, i.e., for all C,D ∈ F , C 6= D, we have |C ∩ D| ≥ 1, and
UHIT := HIT ∩USAT . It is well-known that UHIT ⊂ SMU holds (for a proof
see Lemma 2 in [63]).
5.2 Total minimal premise sets
We are interested in clause-sets which have as many sub-mps’s as possible:
Definition 5.8 A clause-set F 6= ⊤ is a total mps if mps(F ) = P(F ) \ {⊤}.
Every total mps is an mps.
Example 5.9 {{a, b}, {a, b}, {b}} is a total mps, while {{a, b}, {a}, {b}} is an mps
(since minimally unsatisfiable), but not a total mps.
To determine all total mps’s, the central task to determine the minimally un-
satisfiable total mps’s. Before we can prove that these are precisely the saturated
minimally unsatisfiable clause-sets of deficiency 1, we need to state a basic property
of these clause-sets, which follows by definition of T1(F ) for F ∈ SMUδ=1 (recall
Subsection 5.1):
Lemma 5.10 Consider F ∈ SMUδ=1 and F ′ ⊆ F . Let T := T1(F ). The set
puc(F ′) of pure literals of F ′ can be determined as follows:
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1. Let WF ′ := {wC : C ∈ F ′} ⊆ lvs(T ) be the set of leaves corresponding to the
clauses of F ′.
2. For a literal x ∈ lit(F ) let w ∈ nds(T ) be the node labelled with var(x), and
let Tx the the subtree of w reached by x, and let Tx be the subtree of w reached
by x.
3. Now x ∈ puc(F ′) if and only if WF ′ ∩ lvs(Tx) 6= ∅ and WF ′ ∩ lvs(Tx) = ∅.
Example 5.11 Consider the clause-set
F :=
{ {v1, v2, v3}︸ ︷︷ ︸
C1
, {v1, v2, v3}︸ ︷︷ ︸
C2
, {v1, v2, v4}︸ ︷︷ ︸
C3
, {v1, v2, v4}︸ ︷︷ ︸
C4
,
{v1, v5, v6}︸ ︷︷ ︸
C5
, {v1, v5, v6}︸ ︷︷ ︸
C6
, {v1, v5}︸ ︷︷ ︸
C7
}
and the subset F ′ := {C1, C3, C4, C7}. The tree T1(F ) is as follows, with the dashed
edges representing literals not in
⋃
F ′ = {v1, v2, v3, v4, v1, v2, v4, v5}:
v1
v2
v1
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥
v3
v2
♦♦♦
♦♦♦
♦♦♦
♦♦
1
v3
⑧⑧
⑧⑧
⑧⑧
2
v3
❄
❄
❄
v4
v2
❖❖❖
❖❖❖
❖❖❖
❖❖
3
v4
⑧⑧
⑧⑧
⑧⑧
4
v4
❄❄
❄❄
❄❄
v5
v1
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
v6
v5
⑧
⑧
⑧
5
v6
⑧
⑧
⑧
6
v6
❄
❄
❄ 7
v5
❄❄
❄❄
❄❄
We have WF ′ = {1, 3, 4, 7} and
puc(F ′) =
⋃
F ′ \ { v2, v2︸ ︷︷ ︸
C1, C3
, v1, v1︸ ︷︷ ︸
C1, C7
, v4, v4︸ ︷︷ ︸
C3, C4
} = {v3, v5}.
Now consider x ∈ lit(F ):
1. For x = v3 holds lvs(Tv3)∩WF ′ = {1} and Tv3 ∩WF ′ = ∅, thus v3 ∈ puc(F ′).
2. For x = v5 holds lvs(Tv5)∩WF ′ = {7} and Tv5 ∩WF ′ = ∅, thus v5 ∈ puc(F ′).
3. Considering for example x = v1, we have lvs(Tv1)∩WF ′ = {1, 3} and lvs(Tv1)∩
WF ′ = {7}, thus v1 /∈ puc(F ′), while for x = v6 we have lvs(Tv6) ∩WF ′ = ∅
and lvs(Tv6) ∩WF ′ = ∅, thus v6 /∈ puc(F ′).
Theorem 5.12 An unsatisfiable clause-set F ∈ USAT is a total mps if and only
if F ∈ SMUδ=1.
Proof: First assume that F is a total mps. Then every two clauses C,D ∈ F ,
C 6= D, clash in exactly one literal (otherwise {C,D} /∈ MPS). In [58], Corollary
34, it was shown that that an unsatisfiable clause-sets F has precisely one clash
between any pair of different clause-sets iff F ∈ SMUδ=1 holds (an alternative
proof was found in [75]).6) Now assume F ∈ SMUδ=1, and we have to show that F
6)In [58] the notation “UHIT ” was used to denote “uniform hitting clause-sets”, which is
now more appropriately called “(conflict-)regular hitting clause-sets”, while “U” now stands for
“unsatisfiable”.
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is a total mps. So consider F ′ ∈ P(F ) \ {⊤}, and let C := puc(F ), ϕ := ϕC . Since
F ′ is a hitting clause-set, ϕ is contraction-free for F ′, and according to Lemma 4.9
it remains to show that F ′′ := ϕ ∗ F ′ is unsatisfiable (recall that hitting clause-sets
are irredundant). Assume that F ′′ is satisfiable, and consider a partial assignment
ψ with ψ ∗ F ′′ = ⊤ and var(ψ) ∩ var(ϕ) = ∅. We show that then ϕ ∪ ψ would be a
satisfying assignment for F , contradicting the assumption. To this end it suffices to
show that for all D ∈ F \ F ′ holds C ∩D 6= ∅. Consider T := T1(F ), and let WF ′
be defined as in Lemma 5.10. Starting from the leaf wD, let w be the first node
on the path to the root of T such that one of the two subtrees of w contains a leaf
of WF ′ . Let x be the literal at w on the path to wD. So by Lemma 5.10 we have
x ∈ C, while by definition x ∈ D. 
Corollary 5.13 For a clause-set F ∈ CLS the following properties are equivalent:
1. F is a total mps.
2. ϕpuc(F ) ∗ F ∈ SMUδ=1, and ϕpuc(F ) is contraction-free for F .
Proof: Let F ′ := ϕpuc(F ) ∗ F . If F is a total mps, then by Lemma 4.9 follows
F ′ ∈ MU , where ϕpuc(F ) is contraction-free for F . Also by Lemma 4.9 follows
then, that F ′ ∈ MPS, and thus by Theorem 5.12 we obtain F ′ ∈ SMUδ=1. For
the other direction, if F ′ ∈ SMUδ=1 holds, where ϕpuc(F ) is contraction-free for F ,
then by Theorem 5.12 follows that F ′ is a total mps, which by Lemma 4.9 yields
that F is a total mps. 
Thus we can precisely construct all total mps’s, if we start the process described
in Corollary 4.10 not with an arbitrary F ∈MU , but with an F ∈ SMUδ=1.
Example 5.14 That every 2-element sub-clause-set of F ∈ CLS is an mps, that
is, every two (different) clauses of F clash in precisely one literal, says that F is
1-regular hitting in the terminology of [62], Section 6. For F ∈ USAT the proof of
Theorem 5.12 shows, that F is a total mps iff F is 1-regular hitting. However for
F ∈ SAT this is not true, and the simplest example is F := {{a, b}, {b, c}, {c, a}}:
F is 1-regular hitting, but has no pure literal and is satisfiable, and thus F /∈ MPS.
In this case we have δ(F ) = 0. For an interesting example with deficiency 1 see
Section 5 in [58].
We arrive at a simple and perspicuous proof of the main result of [75], that the
clause-sets F with |prc0(F )| = 2c(F ) − 1 are precisely the clause-sets D(F ) for
F ∈ SMUδ=1 when allowing to replace the single doping variable of a clause by
any non-empty set of new (pure) literals:
Lemma 5.15 For F ∈ CLS \ {⊤} holds |prc0(F )| = 2c(F ) − 1 if and only if the
following two conditions hold:
1. F is a total mps.
2. For every clause C ∈ F there is x ∈ C such that var(x) /∈ var(F \ {C}).
Proof: First assume |prc0(F )| = 2c(F ) − 1. Thus the map F ′ ∈ mps(F ) 7→
puc(F ′) ⊆ {C ∈ CL : F |= C}, which according to Lemma 4.12 covers prc0(F ),
must indeed be a bijection from mps(F ) to prc0(F ), and hence F is a total mps
(here we need F 6= ⊤). If there would be C ∈ F such that for all x ∈ C we have
var(x) ∈ var(F \ {C}), then puc(F ) ⊆ puc(F \ {C}), and thus F \ {C} could not
yield a prime implicate different from the prime implicate obtained from F .
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The inverse direction follows by the observation, that the existence of the unique
“doping literals” x ∈ C has the consequence, that for ⊤ ⊂ F ′, F ′′ ⊆ F with F ′ 6= F ′′
we get puc(F ′) 6= puc(F ′′), since these doping literals make a difference. 
5.3 Doping SMUδ=1
We are turning now our attention to a closer understanding of the prime implicates
C of doped F ∈ SMUδ=1. We start with their identification with non-empty sub-
clause-sets F ′ of D(F ):
Lemma 5.16 Consider a clause-set F ∈ SMUδ=1. By Theorem 5.12 each non-
empty subset yields a minimal premise set. Thus by Theorem 4.18 we have:
1. prc0(D(F )) = {puc(F ′) | ⊤ 6= F ′ ⊆ D(F )}.
2. |prc0(D(F ))| = 2c(F ) − 1.
Since the clauses of D(F ) can be identified with leaves of the tree T1(F ), we obtain a
bijection between non-empty sets V of leaves of the tree T1(F ) and prime implicates
of D(F ):
Definition 5.17 For F ∈ SMUδ=1 and ∅ 6= V ⊆ lvs(T1(F )) the clause CV is the
prime implicate puc({Cw ∈ F | w ∈ V }) of D(F ) according to Lemma 5.16. For
w ∈ lvs(T1(F )) we furthermore set uw := uCw .
By Lemma 5.16:
Lemma 5.18 For F ∈ SMUδ=1 holds prc0(D(F )) = {CV | ∅ 6= V ⊆ lvs(T1(F ))}.
How precisely from V ⊆ lvs(T1(F )) the prime implicate CV is constructed shows
the following lemma:
Lemma 5.19 Consider F ∈ SMUδ=1 and ∅ 6= V ⊆ lvs(T1(F )). We have CV =
UV ∪ PV , UV ∩ PV = ∅, where
1. UV := {uw | w ∈ V }, and
2. PV := puc(F
′) for F ′ := {Cw : w ∈ V } as given in Lemma 5.10, that is, PV
is the set of literals x such that V ∩ lvs(Tx) 6= ∅ and V ∩ lvs(Tx) = ∅.
Example 5.20 Consider the clause-set
F := {{v1, v2}, {v1, v2}, {v1, v3}, {v1, v3}} ∈ SMUδ=1
corresponding to the tree
v1
v2
v1
♦♦♦
♦♦♦
♦♦♦
♦♦♦
1
v2
⑧⑧
⑧⑧
⑧⑧
⑧
2
v2
❄❄
❄❄
❄❄
❄ v3
v1
❖❖❖
❖❖❖
❖❖
❖❖❖
❖
3
v3
⑧⑧
⑧⑧
⑧⑧
⑧
4
v3
❄❄
❄❄
❄❄
❄
with the doped clause-set
D(F ) = {{v1, v2, u1}, {v1, v2, u2}, {v1, v3, u3}, {v1, v3, u4}}.
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Now consider the set V := {1, 3}. According to Definition 5.17 we have that CV =
puc({{v1, v2, u1}, {v1, v3, u3}}) = {v2, v3, u1, u3}. By Lemma 5.19 we have that
CV = UV ∪ PV , where UV = {u1, u3} and PV = puc({{v1, v2}, {v1, v3}} = {v2, v3}.
Note that for both x ∈ {v2, v3} = PV we have that lvs(Tx)∩V 6= ∅ and lvs(Tx)∩V =
∅, but we do not have this for x ∈ lit(F ) \ {v2, v3}.
The hardness of F as well as D(F ) is the Horton-Strahler number of T1(F ):
Lemma 5.21 Consider F ∈ SMUδ=1, and let k := hs(T1(F )). Then we have
hd(F ) = hd(D(F )) = k.
Proof: Let T := T1(F ). First we show hd(F ) = k. We have hd(F ) ≤ k, since T is
by definition of F = F1(T ) already a resolution tree (when extending the labelling
of leaves to all nodes), deriving ⊥ from F . To show hd(F ) ≥ k, we use Lemma
3.6 with C := SMUδ=1 and h(F ) := hs(T1(F )). Based on Lemma 5.5, we consider
the effect on the Horton-Strahler number of assigning a truth value to one variable
v ∈ var(F ). Let w ∈ nds(T ) be the (inner) node labelled with v, and let Tw0 , Tw1 be
the left resp. right subtree hanging at w. Now the effect of assigning ε ∈ {0, 1} to v
is to replace Tw with T
w
ε . Let Tε be the (whole) tree obtained by assigning ε to v,
that is, Tε := T
1(〈v → ε〉 ∗ F ). If hs(Tw0 ) = hs(Tw1 ), then we have hs(Tε) ≥ k − 1,
since at most one increase of the Horton-Strahler number for subtrees is missed out
now. Otherwise we have hs(T0) = hs(T ) or hs(T1) = hs(T ), since removal of the
subtree with the smaller Horton-Strahler number has no influence on the Horton-
Strahler number of the whole tree. So altogether Lemma 3.6 is applicable, which
concludes the proof of hd(F ) = k.
For showing hd(D(F )) = k we use Lemma 4.20: so consider F ′ ⊆ F and ϕ ∈
PASS with ϕ ∗ F ′ ∈ USAT , let F ′′ := ϕ ∗ F ′, and we have to show hd(F ′′) ≤ k.
W.l.o.g. var(ϕ) ⊆ var(F ′). By Corollary 5.7 we have that ϕ ∗ F ∈ SMUδ=1, and
thus ϕ ∗ F = F ′′ must hold, and hd(F ′′) = hs(T1(F ′′)) (by the first part). By
Lemma 5.5, T1(F ′′) results from T by a sequence of removing subtrees, and it is
easy to see, that thus hs(T1(F ′′)) ≤ k holds. 
We summarise what we have learned about D(F ) for F ∈ SMUδ=1:
Theorem 5.22 Consider F ∈ SMUδ=1.
1. For each clause-set F ′ equivalent to D(F ) there is an injection i : D(F )→ F ′
with ∀C ∈ D(F ) : C ⊆ i(C) (by Lemma 4.15).
2. D(F ) is a total mps (by Corollary 5.13).
3. The prime implicates of D(F ) are given by Lemmas 5.18, 5.19.
4. hd(D(F )) = hs(T1(F )) (by Lemma 5.21).
6 Lower bounds
This section proves the main result of this article, Theorem 6.14, which exhibits for
every k ≥ 0 sequences (F kh )h∈N of small clause-sets of hardness k + 1, where every
equivalent clause-set of hardness k (indeed of w-hardness k) is of exponential size.
In this way we show that the UCk hierarchy is useful, i.e., equivalent clause-sets
with higher hardness can be substantially shorter. These F kh are doped versions
of clause-sets from SMUδ=1 (recall Theorem 5.22), which are “extremal”, that is,
their underlying trees T1(F kh ) are for given Horton-Strahler number k+1 and height
h as large as possible.
28
The organisation of this section is as follows: In Subsection 6.1 the main tool
for showing size-lower-bounds for equivalent clause-sets of a given (w-)hardness
is established in Theorem 6.4. Subsection 6.2 introduces the “extremal trees”.
Subsection 6.3 shows the main lower bound in Theorem 6.13, and applies it to show
the separation Theorem 6.14.
6.1 Trigger hypergraphs
Our goal is to construct clause-sets F kh of hardness k + 1, which have no short
equivalent clause-set F with whd(F ) ≤ k, where w.l.o.g. F ⊆ prc0(F kh ) = prc0(F ).
This subsection is about the general lower-bound method. How are we going to find
a lower bound on the number of clauses of F ? The property whd(F ) ≤ k means,
that for every C ∈ prc0(F ) the unsatisfiable clause-set ϕC ∗ F can be refuted by
k-resolution. In order for k-resolution to have a chance, there must be at least one
clause of length at most k in ϕC ∗ F — and this necessary condition is all what
we consider. So our strategy is to show that every F ⊆ prc0(F kh ), such that for all
C ∈ prc0(F kh ) there is a clause of length at most k in ϕC ∗ F , is big.
It is useful to phrase this approach in hypergraph terminology. Recall that a
hypergraph is a pair G = (V,E), where V is a set (of “vertices”) and E ⊆ P(V )
(the set of hyperedges), where one uses V (G) := V and E(G) := E. A transversal
of G is a set T ⊆ V (G) such that for all E ∈ E(G) holds T ∩E 6= ∅. The minimum
size of a transversal is denoted by τ(G), the transversal number.
Definition 6.1 Consider k ∈ N0 and F ∈ CLS. The trigger hypergraph Tk(F )
is the hypergraph with the prime implicates of F as its vertices, and for every prime
implicate C of F a hyperedge EkC . The hyperedge E
k
C contains all prime implicates
C′ ∈ prc0(F ) which are not satisfied by ϕC and yield a clause of size at most k
under ϕC . That is,
1. V (Tk(F )) := prc0(F ), and
2. E(Tk(F )) := {EkC | C ∈ prc0(F )},
where EkC := {C′ ∈ prc0(F ) | C′ ∩ C = ∅ ∧ |C′ \ C| ≤ k}.
Note that the trigger hypergraph of F ∈ CLS depends only on the underlying
boolean function of F , and thus for every equivalent F ′ we have Tk(F ′) = Tk(F ).
Example 6.2 Consider the clause-set
F :=
{ {v1, v3, v4}︸ ︷︷ ︸
C1
, {v2, v3, v4}︸ ︷︷ ︸
C2
, {v2, v3, v4}︸ ︷︷ ︸
C3
, {v2, v3, v4}︸ ︷︷ ︸
C4
, {v1, v3, v4}︸ ︷︷ ︸
C5
, {v1, v2}︸ ︷︷ ︸
C6
}
.
As shown in Example 8.2 of [37, 38] we have prc0(F ) = F . The trigger hyper-
graph T0(F ) is (as always) the hypergraph with all singleton sets, i.e., E(T0(F )) ={ {C1}, . . . , {C6}}. The hypergraphs Tk(F ) for k ∈ {1, 2} are represented by Figures
3, 4.
C1++

C2 ss
		
C5 ss
ww
C333
**
C6RR
``❇❇❇❇❇❇❇❇
OO >>⑤⑤⑤⑤⑤⑤⑤⑤
oo C4 kk
OO
Figure 3: T1(F )
C1++
  ❇
❇❇
❇❇
❇❇
❇
C2 ss

C5 ss
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
C333 // C6RR
`` OO >>
oo C4 kk
OO
Figure 4: T2(F )
To interpret the diagrams:
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1. An arrow from a clause C to a clause D represents that C ∈ EkD.
2. A dotted arrow from C to D represents that |D \ C| > k (so C /∈ EkD), but
C ∩D = ∅, and thus for some large enough k′ > k we will have C ∈ Ek′D .
3. No arrow between C and D indicates that C ∩D 6= ∅ (i.e., for all k′ we have
C /∈ EkD and D /∈ EkC).
4. The size of a hyperedge EkD is the in-degree of the vertex D.
Consider E1C6 = {C6} and E2C6 = {C1, C2, C3, C5, C6}. As we will see in Lemma
6.3, therefore every F ′ ⊆ F equivalent to F such that F ′ ∈ UC1 must have C6 ∈ F ′.
However, E2C6 contains more clauses than E
1
C6
, and for example F \ {C6} ∈ UC2 \
UC1 as shown in Example 8.2 of [37, 38]. Using the above diagrammatic notation,
we can also see that for all k′ ≥ 2 we have Tk′(F ) = T2(F ), as there are no dotted
lines for T2(F ) (i.e., no clauses C and D such that |D \ C| > 2 but C ∩D = ∅).
The point of the trigger hypergraph Tk(F ) is, that every clause-set equivalent
to F and of w-hardness at most k must be a transversal of it:
Lemma 6.3 Consider k ∈ N0 and F ∈ CLS with whd(F ) ≤ k. Then there is a
clause-set F ′ such that
1. F ′ ⊆ prc0(F ) and F ′ is equivalent to F ;
2. there is an injection i : F ′ → F such that ∀C ∈ F ′ : C ⊆ i(C);
3. whd(F ′) ≤ k;
4. F ′ is a transversal of Tk(F ).
Proof: Obtain F ′ from F by choosing for every C ∈ F some C′ ∈ prc0(F ) with
C′ ⊆ C. Then the first two properties are obvious, while Property 3 follows from
Part 1 of Lemma 6.1 in [59]. Assume that F ′ is not a transversal of Tk(F ), that is,
there is C ∈ prc0(F ) with F ′ ∩ EkC = ∅. Then ϕC ∗ F ′ ∈ USAT , but every clause
has length strictly greater than k, and thus k-resolution does not derive ⊥ from
ϕC ∗ F ′, contradicting whd(F ′) ≤ k. 
Our lower bound method is now captured by the following theorem, which di-
rectly follows from Lemma 6.3:
Theorem 6.4 For k ∈ N0 and F ∈ WCk we have c(F ) ≥ τ(Tk(F )).
Instead of lower-bounding the transversal number of Tk(F ), we use that every
transversal has to have at least as many elements as there are disjoint hyperedges.
So let ν(G) be the matching number of hypergraph G, the maximum number of
pairwise disjoint hyperedges; we have τ(G) ≥ ν(G) for all hypergraphs G. So we
have to show that there is a set S ⊆ prc0(F kh ) of exponential size, such that the
hyperedges EkC for C ∈ S are pairwise disjoint. For F kh we use the doped clause-set
D(F1(T )) as considered in Subsection 5.3, where the special trees T are constructed
in the subsequent subsection.
6.2 Extremal trees
For a given hardness k ≥ 1 we need to construct (full binary) trees which are as
large as possible; this is achieved by specifying the height, and using trees which
are “filled up” completely for the given parameter values:
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Definition 6.5 A pair (k, h) ∈ N20 with h ≥ k and k = 0 ⇒ h = 0 is called an
allowed parameter pair. For an allowed parameter pair (k, h) a full binary tree
T is called an extremal tree of Horton-Strahler number k and height h if
1. hs(T ) = k, ht(T ) = h;
2. for all T ′ with hs(T ′) ≤ k and ht(T ′) ≤ h we have nds(T ′) ≤ nds(T ).
We denote the set of all extremal trees with Horton-Strahler number k and height h
by HS(k, h).
Note that for allowed parameter pairs (k, h) we have k = 0 ⇔ h = 0. Extremal
trees are easily characterised and constructed as follows:
1. HS(0, 0) contains only the trivial tree (with one node).
2. HS(1, h) for h ∈ N consists exactly of the full binary trees T with hs(T ) = 1
and ht(T ) = h, which can also be characterised as those full binary trees T
with ht(T ) = h such that every node has at least one child which is a leaf.
3. For k ≥ 2 and h ≥ k we have T ∈ HS(k, h) iff T has the left subtree T0 and
the right subtree T1, and there is ε ∈ {0, 1} with Tε ∈ HS(k − 1, h − 1) and
T1−ε ∈ HS(min(k, h− 1), h− 1).
Lemma 6.6 For all allowed parameter pair (k, h) we have HS(k, h) 6= ∅.
The unique elements of HS(k, k) for k ∈ N0 are the perfect binary trees of height k,
which are the smallest binary trees of Horton-Strahler number k.
Lemma 6.7 For an allowed parameter pair (k, h) and for T ∈ HS(k, h) we have
#lvs(T ) = α(k, h) :=
∑k
i=0
(
h
i
)
. We have α(k, h) = Θ(hk) for fixed k.
Proof: For k ≤ 1 we have α(0, 0) = 1 and α(1, h) = 1 + h. which are obviously
correct. Now consider k ≥ 2. By induction hypothesis we get
#nds(T ) = α(k − 1, h− 1) + α(min(k, h− 1), h− 1).
If h = k, then α(k, h) = 2k (for all k), and we get #nds(T ) = α(k − 1, k − 1) +
α(k − 1, k − 1) = 2 · 2k−1 = 2k = α(k, k). Otherwise we have
#nds(T ) = α(k − 1, h− 1) + α(k, h− 1) =
k−1∑
i=0
(
h− 1
i
)
+
k∑
i=0
(
h− 1
i
)
=
(
h− 1
0
)
+
k∑
i=1
(
h− 1
i− 1
)
+
(
h− 1
i
)
=
(
h− 1
0
)
+
k∑
i=1
(
h
i
)
=
k∑
i=0
(
h
i
)
= α(k, h).

Example 6.8 Consider the following labelled binary tree T :
v1
v2
v1
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥
v3
v2
♦♦♦
♦♦♦
♦♦♦
♦♦
10
v3
⑧⑧
⑧⑧
⑧
21
v3
❄❄
❄❄
❄
v4
v2
❖❖❖
❖❖❖
❖❖❖
❖❖
31
v4
⑧⑧
⑧⑧
⑧
42
v4
❄❄
❄❄
❄
v5
v1
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
v6
v5
⑧⑧
⑧⑧
⑧⑧
51
v6
⑧⑧
⑧⑧
⑧
62
v6
❄❄
❄❄
❄ 72
v5
❄❄
❄❄
❄
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Applying the recursive construction/characterisation we see T ∈ HS(2, 3). By
simple counting we see that T has 7 leaves, in agreement with Lemma 6.7, i.e.,∑2
j=0
(
3
j
)
=
(
3
0
)
+
(
3
1
)
+
(
3
2
)
= 1 + 3 + 3 = 7. Assuming that of the two subtrees at
an inner node, the left subtree has Horton-Strahler numbers as least as big as the
right subtree, the idea is that the sum runs over the number j of right turns in a
path from the root to the leaves. In the above tree T , the number of right turns is
indicated as an index to the leaf-name. If the Horton-Strahler number is k, with at
most k right-turns we must be able to reach every leaf.
We summarise the additional knowledge over Theorem 5.22 (using additionally
that most leaves of T ∈ HS(k, h) have depth precisely h):
Lemma 6.9 Consider an allowed parameter pair (k, h) and T ∈ HS(k, h), and let
F := F1(T ).
1. n(D(F )) = 2 · α(k, h)− 1 (= Θ(hk) for fixed k).
2. c(D(F )) = α(k, h) (= Θ(hk) for fixed k).
3. ℓ(D(F )) ≤ h · α(k, h) (= Θ(hk+1) for fixed k).
4. D(F ) ∈ UCk \ UCk−1 (for k ≥ 1).
In Theorem 6.14 we will see that these D(F ) from Lemma 6.9 do not have short
equivalent clause-sets of hardness k − 1. A simple example demonstrates the sepa-
ration between UC0 and UC1 (similar to [26], Example 2, which uses Example 6.1
from [50]):
Example 6.10 The strongest separation is obtained by using Fh := D(F
1(T )) for
T ∈ HS(1, h) and h ∈ N:
1. F1(T ), when considering all possible T , covers precisely the saturated mini-
mally unsatisfiable renamable Horn clause-set with h variables, which is up
to isomorphism equal to {{v1}, {v1, v2}, . . . , {v1, . . . , vh−1, vh}, {v1, . . . , vh}}.
By Lemma 5.4 these are precisely those F ∈ SMUδ=1 with n(F ) ≥ 1 which
contain a full clause.
2. n(Fh) = 2h+ 1, c(Fh) = h+ 1, and hd(Fh) = 1.
3. |prc0(Fh)| = 2h+1 − 1.
Considering Gn := {{v1}, . . . , {vn}, {v1, . . . , vn}} for n ≥ 2 and Fn := D(Gn) we
obtain an example similar (but simpler) to Example 6.1 from [50]:
1. n(Gn) = n and c(Gn) = n+ 1.
2. Gn ∈ MUδ=1 \ SMUδ=1. The above clause-sets F1(T ) are obtained precisely
as saturations of the Gn (due to Lemma 5.4; a saturation adds literal occur-
rences until we obtain a saturated minimally unsatisfiable clause-set).
3. mps(Gn) consists precisely of the subsets of Gn containing the negative clause,
plus the singleton-subsets given by the unit-clauses.
4. Thus |mps(Gn)| = 2n + n.
5. n(Fn) = 2n+ 1, c(Fn) = n+ 1, and hd(Fn) = 1.
6. |prc0(Fn)| = 2n + n.
32
6.3 The exponential lower bound
The task is to find many disjoint hyperedges in Tk(F
k
h ), where F
k
h := D(F
1(T )) for
T ∈ HS(k+1, h). Our method for this is to show that there are many “incompara-
ble” subsets of leaves in T in the following sense. The depth of a node w in a rooted
tree T , denoted by dT (w) ∈ N0, is the length of the path from the root of T to
w. Recall that two sets A,B are incomparable iff A 6⊆ B and B 6⊆ A. Furthermore
we call two sets A,B incomparable on a set C if the sets A ∩ C and B ∩ C are
incomparable.
Definition 6.11 Consider a full binary tree T , where every leaf has depth at least
k + 1. Consider furthermore ∅ ⊂ V, V ′ ⊆ lvs(T ). Then V and V ′ are depth-k-
incomparable for T if V and V ′ are incomparable on lvs(Tw) for all w ∈ nds(T )
with dT (w) = k.
Note that for all allowed parameter pairs (k, h) and T ∈ HS(k, h) every leaf has
depth at least k.
Lemma 6.12 Consider k ∈ N0, T ∈ T1, and ∅ 6= V0, V1 ⊆ lvs(T ) which are depth-
k-incomparable for T . Let F := F1(T ) and consider Tk(F ) (recall Definition 6.1).
Then the hyperedges EkCV0
, EkCV1
are disjoint (recall Definition 5.17).
Proof: Assume that EkCV0
, EkCV1
are not disjoint; thus there is ∅ 6= V ⊆ lvs(T ) with
CV ∈ EkCV0 ∩ E
k
CV1
. We will show that there is ε ∈ {0, 1} with |CV \ CVε | ≥ k + 1,
which contradicts the definition of Tk(F ).
Since V 6= ∅, there is w ∈ V . Consider the first k + 1 nodes w1, . . . , wk+1 on
the path from the root to w. Let w′i be the child of wi−1 different from wi for
i ∈ {2, . . . , k + 1}, and let Ti := Tw′
i+1
for i ∈ {1, . . . , k}, while Tk+1 := Twk+1 ; see
Figure 5. We show that each of T1, . . . , Tk+1 contributes at least two unique literals
to |CV \CV0 |+ |CV \CV1 |, so that we get |CV \CV0 |+ |CV \CV1 | ≥ (k+1) · 2, from
which follows that there is ε ∈ {0, 1} with |CV \ CVε | ≥ k + 1 as claimed.
Due to the depth-k-incomparability of V, V ′, for each i ∈ {1, . . . , k+1} and each
ε ∈ {0, 1} there are nodes vεi with vεi ∈ (lvs(Ti) ∩ Vε) \ Vε. We have two cases now:
I If vεi ∈ V , then uvεi ∈ CV \ CVε .
II If vεi /∈ V , then consider the first node v on the path from vεi to the root
such that for the other child v′ of v, not on that path to the root, holds
lvs(Tv′)∩ V 6= ∅: now for the literal x labelling the edge from v to v′ we have
x ∈ CV \ CVε . Note that v is below or equal to wi (due to w ∈ V ).
For each ε ∈ {0, 1}, the literals collected in CV \ CVε from these k + 1 sources do
not coincide, due to the pairwise node-disjointness of the trees T1, . . . , Tk+1. 
Theorem 6.13 Consider k ∈ N0, h ≥ k + 1, and T ∈ HS(k + 1, h); let F :=
D(F1(T )) and m := α(1, h− k) = 1 + h− k. We have
ν(Tk(F )) ≥
(
m
⌊m2 ⌋
)
>
1√
2
2m√
m
= Θ(
2h√
h
),
where the second inequality assumes h ≥ k+5, while the Θ-estimation assumes fixed
k.
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Figure 5: Illustration of sub-trees T1, . . . , Tk+1.
Proof: For every S ⊆ P(lvs(T )) with ∅ /∈ S, such that every two different elements
of S are depth-k-incomparable for T , we have ν(Tk(F )) ≥ |S| by Lemma 6.12. We
can actually determine the maximal size of such an S, which is M :=
(
m
m′
)
, where
m′ := ⌊m2 ⌋, as follows. Let T := {Tw : w ∈ nds(T ) ∧ dT (w) = k}; note that for
T ′, T ′′ ∈ T with T ′ 6= T ′′ we have lvs(T ′)∩lvs(T ′′) = ∅. Choose T0 ∈ T with minimal
#lvs(T0); by Lemma 6.7 we have #lvs(T0) = m. Let S0 := {V ∩ lvs(T0) : V ∈ S}.
Then S0 is an antichain (i.e., the elements of S0 are pairwise incomparable) and
|S0| = |S|. By Sperner’s Theorem ([80]) holds |S0| ≤ M , and this upper bound
M is realised, just observing the antichain-condition, by choosing for S0 the set(
lvs(T0)
m′
)
of subsets of lvs(T0) of size m
′. This construction of S0 can be extended
to a construction of S (of the same size) by choosing for each T ′ ∈ T an injection
jT ′ : S0 →
(
lvs(T ′)
m′
)
and defining S := {⋃T ′∈T jT ′(V )}V ∈S0 . The given estimation
of M follows from Stirling’s approximation. 
We are now able to state the main result of this article, proving Conjecture
1.1 from [37, 38] that UCk, and indeed also WCk, is a proper hierarchy of boolean
functions regarding polysize representations without new variables (see Subsection
7.1 for a discussion of “representations” in general):
Theorem 6.14 Consider k ∈ N0. For h ≥ k + 1 choose one Th ∈ HS(k + 1, h)
(note there is up to left-right swaps exactly one element in HS(k + 1, h)), and let
Fh := D(Th). Consider the sequence (Fh)h≥k+1.
1. By Lemma 6.9 we have n(Fh) = Θ(h
k+1) as well as c(Fh) = Θ(h
k+1), and
Fh ∈ UCk+1.
2. Consider a sequence (F ′h)h≥k+1 of clause-sets with F
′
h equivalent to Fh, such
that F ′h ∈ WCk. By Theorems 6.13, 6.4 we have c(F ′h) = Ω( 2
h√
h
).
34
We conjecture that Theorem 6.14 can be strengthened by including the PC-
hierarchy in the following way:
Conjecture 6.15 For every k ∈ N0 there exists a sequence (Fn)n∈N of clause-
sets in PCk+1, where for convenience we assume n(Fn) = n for all n, such that
(ℓ(Fn))n∈N is polynomially bounded, and such that for every sequence (F ′n)n∈N in
WCk, where for all n ∈ N holds that F ′n is equivalent to Fn, the sequence (ℓ(F ′n))n∈N
is not polynomially bounded.
7 Analysing the Tseitin translation
We now turn to upper bounds, investigating cases where the Tseitin translation
yields representations in UC. We consider two main cases: translating a DNF into a
CNF, or translating an XOR-circuit. In Subsection 7.1 we discuss the general notion
of “CNF representation”. In Subsection 7.2 we discuss translating DNF into CNF,
which we consider as a map from CLS to CLS, and which we call the “canonical
translation”. Lemma 7.11 shows that the hardness of canonical translation results
can be arbitrarily high. On the other hand, Lemma 7.12 shows that for hitting
DNF the canonical translation result is in UC, and Theorem 7.14 applies this to our
lower bound examples, in contrast to Theorem 6.14 (so we see that new variables
here help). Finally by using only the necessary direction of the equivalences in
the Tseitin translation, in Lemma 7.17 we see that for this “reduced canonical
translation” the result is always in UC. We conclude by discussing representations
of XOR-clause-sets in Subsection 7.3.
7.1 CNF-representations
In Subsections 1.4 and 9.2 of [37, 38] we discussed representations of boolean func-
tions in general. The most general notion useful in the SAT-context seems to allow
existentially quantified new variables, which yields the following basic definition:
Definition 7.1 A CNF-representation of F ∈ CLS (as CNF) is a clause-set
F ′ ∈ CLS with var(F ) ⊆ var(F ′) such that the satisfying assignments of F ′ (as
CNF) projected to var(F ) are precisely the satisfying assignments of F .
Example 7.2 Consider F := {{a, b}}. Then F ′ := F ∪ {{v, a}} is a CNF-
representation of F , since the satisfying assignments of F can be extended to sat-
isfying assignments of F ′ by assigning v → 1, while no new satisfying assignments
are present, since F ′ is a superset of F . Also F ∪{{v}} is a CNF-representation of
F , but F ∪ {{a}} is not, since the satisfying assignment 〈a→ 0, b→ 1〉 of F would
be lost. Also {{v, a, b}} is not a CNF-representation of F , since here now we would
obtain a new satisfying assignment for F , namely 〈a, b→ 0〉.
The CNF-representations F ′ of F without new variables, that is, with var(F ′) =
var(F ), are precisely the clause-sets F ′ equivalent to F with var(F ′) = var(F ). We
have conjectured in [37, 38] (Conjecture 9.4) that Theorem 6.14 (and Conjecture
6.15) also holds when allowing new variables, which in this context we can rephrase
as follows, also extending the conjecture by including WCk (see Conjecture 10.2 for
a further strengthening):
Conjecture 7.3 For every k ∈ N0 there exists a sequence (Fn)n∈N of clause-sets,
such that there is a sequence (F ′n)n∈N, where
• each F ′n is a CNF-representation of Fn,
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• ℓ(F ′n) is polynomial in n,
• and we have F ′n ∈ PCk+1,
but where there is no such sequence (F ′′n )n∈N with F
′′
n ∈ WCk.
Our basic condition for a “good” representation F ′ of F ∈ CLS is that F ′ ∈ UCk
holds for some “low” k (a constant if F depends on parameters). This is what we call
the absolute condition — regarding the requirement of detecting unsatisfiability
of ϕ ∗ F ′ for some partial assignment ϕ we do not distinguish between original
variables (those in var(F )) and new variables (those in var(F ′) \ var(F )), that is,
var(ϕ) ⊆ var(F ′) is considered. If we consider only var(ϕ) ⊆ var(F ), then we obtain
the relative condition:
Definition 7.4 For F ∈ CLS and V ⊆ VA the relative hardness hdV (F ) ∈ N0
is defined as the minimum k ∈ N0 such that for all partial assignments ϕ ∈ PASS
with var(ϕ) ⊆ V and ϕ ∗ F ∈ USAT we have rk(ϕ ∗ F ) = {⊥}. And the relative
w-hardness whdV (F ) ∈ N0 is defined as the minimum k ∈ N0 such that for all
partial assignments ϕ ∈ PASS with var(ϕ) ⊆ V and ϕ ∗ F ∈ USAT we have that
k-resolution derives ⊥ from ϕ ∗ F .
Obviously hdV (F ) ≤ hd(F ) and hdvar(F )(F ) = hd(F ), as well as whdV (F ) ≤
whd(F ) and whdvar(F )(F ) = whd(F ). Having a representation F ′ of F with
hdvar(F )(F ′) ≤ 1 is closely related to what is typically called “maintaining arc
consistency”; it would be precisely that if we would use p-hardness instead of hard-
ness, while using (only) hardness is a certain weakening. Having hdvar(F )(F ′) = 0
here is equivalent to prc0(F ) ⊆ F ′, and thus for hardness 0 new variables are not
helpful, neither for the relative nor the absolute condition.
Conjecture 7.3 is false for relative hardness, since regarding relative hardness the
hierarchy collapses to the first level: we will present the details in a future paper,
but they are not difficult — since there are no conditions on the new variables,
the rk-computations for k > 1 can be encoded into CNF, only relying on r1. Such
an encoding is an extension of Theorem 1 in [8], using similar techniques. More
involved is the collapse of the WCk-hierarchy to the first level regarding relative
hardness; we believe we can also show this, but we better formulate it explicitly as
a conjecture:
Conjecture 7.5 For every k ≥ 1 there is a polytime function t(F, V ), which takes
a clause-set F and a finite set V of variables as arguments, such that in case of
whdV (F ) ≤ k the output t(F, V ) is a representation of F with whdV (t(F )) ≤ 1.
Note that for all F ∈ CLS and V ⊆ VA holds whdV (F ) ≤ 1 ⇔ hdV (F ) ≤ 1. The
collapse of all considered hierarchies to their first level, when considering the relative
condition, is for us a major argument in favour of the absolute condition: Within the
class of representations of relative hardness at most 1 (when using new variables)
there is a lot of structure, and many representations fulfil absolute conditions; some
basic examples follow in the remainder of this section.
7.2 The canonical translation
If for the F ∈ CLS to be represented we have an equivalent DNF G ∈ CLS, then
we can apply the Tseitin translation, using one new variable v to express one DNF-
clause, i.e., using prc0(v ↔
∧
x∈C x) for C ∈ G. The details are as follows.
We assume that an injection vct : {(F,C) | F ∈ CLS ∧C ∈ F} → VA is given,
yielding the variables of the canonical translation, such that these variables are
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new for F , that is, var(F ) ∩ {vct(F,C)}C∈F = ∅ holds for all F ∈ CLS. We write
vctC
F
:= vct(F,C).
Definition 7.6 The map ct : CLS → CLS is defined for F ∈ CLS as
ct(F ) :=
{ {vctCF , x} : C ∈ F ∧ x ∈ C } ∪ { {vctCF } ∪C : C ∈ F }∪{ {vctCF }C∈F }.
The first two types of clauses are the prime implicates of the boolean functions
vctCF ↔
∧
x∈C x, while the last type (a long, single clause) says that one of the
(DNF-)clauses from F must be true. To emphasise: the map ct is a map from clause-
sets to clause-sets, where the (implicit) interpretation of the input and the output is
different: the input F ∈ CLS is interpreted as DNF, while the output ct(F ) ∈ CLS
is interpreted as CNF. Some basic properties of the canonical translation:
1. The basic measures of the canonical translation for F ∈ CLS are given by
(a) n(ct(F )) = n(F ) + c(F )
(b) c(ct(F )) = 1 + c(F ) + ℓ(F ) for F 6= {⊥}.
(c) ℓ(ct(F )) = 2c(F ) + 3ℓ(F ) for F 6= {⊥}.
2. ct(⊤) = {⊥} and ct({⊥}) = {{vct⊥{⊥}}}.
3. Consider ϕ ∈ PASS with var(ϕ) ⊆ var(F ), and treat F as a multi-clause-set,
that is, if application of ϕ to different non-satisfied clauses from F makes
these clauses equal, then no contractions are performed. Then the canonical
translation behaves homomorphic regarding application of partial assignments
in the sense that ct(ϕ ∗ F ) (recall that we need to treat F here as a DNF) is
isomorphic to (ϕ∪ψ) ∗ ct(F ), where ψ sets those vctCF to 0 for which there is
x ∈ C with ϕ(x) = 0.
Example 7.7 We give some simple examples for canonical translations.
1. For F := {{v1}︸︷︷︸
C1
,⊥} we have
ct(F ) = {{vctC1F , v1}, {vctC1F , v1}︸ ︷︷ ︸
v1 ↔ vct
C1
F
, {vct⊥F }︸ ︷︷ ︸
1↔ vct⊥
F
, {vctC1F , vct⊥F }︸ ︷︷ ︸
vctC1
F
∨ vct⊥
F
}.
2. For F := {{v1, v2, v3}︸ ︷︷ ︸
C1
, {v1, v2, v4}︸ ︷︷ ︸
C2
} we have
ct(F ) = {{vctC1F , v1}, {vctC1F , v2}, {vctC1F , v3}, {vctC1F , v1, v2, v3}︸ ︷︷ ︸
(v1 ∧ v2 ∧ v3)↔ vct
C1
F
,
{vctC2F , v1}, {vctC2F , v2}, {vctC2F , v4}, {vctC2F , v1, v2, v4}︸ ︷︷ ︸
(v1 ∧ v2 ∧ v4)↔ vct
C2
F
, {vctC1F , vctC2F }︸ ︷︷ ︸
vctC1
F
∨ vctC2
F
}.
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3. Applying ϕ := 〈v3 → 1, v4 → 1〉 to the last example (Case 2) yields
ϕ ∗ ct(F ) = {{vctC1F , v1}, {vctC1F , v2}, {vctC1F , v1, v2}︸ ︷︷ ︸
(v1 ∧ v2)↔ vct
C1
F
,
{vctC2F , v1}, {vctC2F , v2}, {vctC2F , v1, v2}︸ ︷︷ ︸
(v1 ∧ v2)↔ vct
C2
F
, {vctC1F , vctC2F }︸ ︷︷ ︸
vctC1
F
∨ vctC2
F
}.
4. Applying ϕ := 〈v3 → 0〉 to Case 2 yields
ϕ ∗ ct(F ) = {{vctC1F , v1}, {vctC1F , v2}, {vctC1F }︸ ︷︷ ︸
vctC1
F
,
{vctC2F , v1}, {vctC2F , v2}, {vctC2F , v4}, {vctC2F , v1, v2, v4}︸ ︷︷ ︸
(v1 ∧ v2 ∧ v4)↔ vct
C2
F
, {vctC1F , vctC2F }︸ ︷︷ ︸
vctC1
F
∨ vctC2
F
}.
5. While applying ϕ := 〈v3 → 0〉 and ψ := {vctC1F → 0} to Case 2 yields
(ϕ ∪ ψ) ∗ ct(F ) =
{{vctC2F , v1}, {vctC2F , v2}, {vctC2F , v4}, {vctC2F , v1, v2, v4}︸ ︷︷ ︸
(v1 ∧ v2 ∧ v4)↔ vct
C2
F
, {vctC2F }︸ ︷︷ ︸
vctC2
F
}.
In Case 3 we see an example of why for the canonical translation to have the ho-
momorphism property we must consider F as a multi-clause-set. That is, ϕ ∗ F =
{{v1, v2}}, and so ϕ ∗ ct(F ) 6= ct(ϕ ∗ F ): the clause {v1, v2} is represented by two
separate new variables in ϕ ∗ ct(F ) compared to only one in ct(ϕ ∗ F ).
In Case 4 we see an example where for the homomorphism property of the canon-
ical translation not just renaming, but also some unit-clause elimination is needed.
These unit-clauses are added in Case 5, extending the assignment to falsify the new
variable vctC1F corresponding to falsified DNF-clause C1.
Lemma 7.8 Consider F ∈ CLS (as CNF) and an equivalent DNF-clause-set G ∈
CLS. Then ct(G) is a CNF-representation of F .
Proof: ct(F ) is true iff at least one of its vct-variables is set to true, which is
precisely the case iff at least one of DNF-clauses of G is satisfied, where the (DNF-
)clauses of G cover precisely the satisfying assignments of F . 
Lemma 7.9 For F ∈ CLS we have hdvar(F )(ct(F )) ≤ 1 (recall Definition 7.4).
Proof: Consider ϕ ∈ PASS with var(ϕ) ⊆ var(F ) and ϕ ∗ ct(F ) ∈ USAT . Then
all DNF-clauses of F are falsified, which yields via UCP that all vct-variables are
set to false, and thus r1(ϕ ∗ ct(F )) = {⊥}. 
In [49] a more general version of Lemma 7.9 is proven, showing that for all “smooth”
DNNFs (Disjoint Negation Normal Form) the Tseitin translation yields a clause-
set which maintains arc-consistency via UCP (a somewhat stronger property than
relative hardness ≤ 1 as in Lemma 7.9).7) That Lemma 7.9 only establishes the
7)There is a mistake in [49] in that it claims that the Tseitin translation of all DNNFs maintain
arc-consistency via UCP, however this is shown only for smooth DNNFs as confirmed by George
Katirelos via e-mail in January 2012.
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relative condition, and not the absolute one, is due to the fact that setting vct-
variables to 0 can pose arbitrarily hard conditions; a concrete example follows,
while a more drastic general construction is given in Lemma 7.11. However the
difficulties can be overcome, by just removing them: In Lemma 7.17 we will see
that when dropping the part of the canonical translation which gives meaning to
setting vct-variables to 0, that then we actually can establish the absolute condition.
Example 7.10 Consider the following clause-set with variables x1, . . . , x5:
F :=
{ {x1, x2, x3}︸ ︷︷ ︸
C1
, {x1, x2, x4}︸ ︷︷ ︸
C2
, {x1, x2, x5}︸ ︷︷ ︸
C3
}
.
The canonical translation is
ct(F ) = {{x1, vctC1F }, {x2, vctC1F }, {x3, vctC1F }}, {x1, x2, x3, vctC1F }︸ ︷︷ ︸
vctC1
F
↔ (x1 ∧ x2 ∧ x3)
∪
{{x1, vctC2F }, {x2, vctC2F }, {x4, vctC2F }}, {x1, x2, x4, vctC2F }︸ ︷︷ ︸
vctC2
F
↔ (x1 ∧ x2 ∧ x4)
∪
{{x1, vctC3F }, {x2, vctC3F }, {x5, vctC3F }}, {x1, x2, x5, vctC3F }︸ ︷︷ ︸
vctC3
F
↔ (x1 ∧ x2 ∧ x5)
∪
{{vctC1F , vctC2F , vctC3F }}︸ ︷︷ ︸
(vctC1
F
∨ vctC2
F
∨ vctC3
F
)
.
Applying the partial assignment ϕ := 〈x3 → 1, x4 → 1, x5 → 1, vctC3F → 0〉 yields
F ′ := ϕ ∗ ct(F ) = {{x1, vctC1F }, {x2, vctC1F }}, {x1, x2, vctC1F }︸ ︷︷ ︸
vctC1
F
↔ (x1 ∧ x2)
∪
{{x1, vctC2F }, {x2, vctC2F }}, {x1, x2, vctC2F }︸ ︷︷ ︸
vctC2
F
↔ (x1 ∧ x2)
∪
{{x1, x2}}︸ ︷︷ ︸
¬(x1 ∧ x2)
∪ {{vctC1F , vctC2F }}︸ ︷︷ ︸
(vctC1
F
∨ vctC2
F
)
.
We have F ′ ∈ USAT , where F ′ has no unit-clauses, whence hd(F ′) ≥ 2, and so
ct(F ) /∈ UC1.
For general input-DNFs, the hardness of the canonical translation can be arbi-
trary high:
Lemma 7.11 Consider F ∈ CLS. Let v ∈ VA\var(F ) and F ′ := F ∪{{v}}. Then
hd(ct(F ′)) ≥ hd(F ).
Proof: Let ϕ := 〈vctCF ′ → 0 : C ∈ F 〉 ∪ 〈v, vct{v}F ′ → 1〉. Then ϕ ∗ ct(F ′) = F ′′ :=
{C : C ∈ F}, where hd(ct(F ′)) ≥ hd(F ′′) = hd(F ). 
If we do not have just a DNF, but a “disjoint” or “orthogonal” DNF (see Section
1.6 and Chapter 7 in [22]), which are as clause-sets precisely the hitting clause-sets,
then we obtain absolute hardness 1:
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Lemma 7.12 For F ∈ HIT we have ct(F ) ∈ UC, where ct(F ) is a representation
of the DNF-clause-set F .
Proof: Consider a partial assignment ϕ such that ϕ ∗ ct(F ) is unsatisfiable. Since
HIT is stable under application of partial assignments, and furthermore here no
contractions take place, w.l.o.g. we can assume that var(ϕ) ∩ var(F ) = ∅. If ϕ sets
two or more vct-variables to true, then UCP yields a contradiction, since any two
clauses from F clash. If ϕ would set precisely one vct-variable to true, then we had
ϕ ∗ ct(F ) = ⊤. So assume that ϕ sets no vct-variable to true. Now ϕ must set all
vct-variables to false, since, as already mentioned, just setting one vct-variable to
true satisfies ct(F ). And thus ⊥ ∈ ct(F ). 
We now want to show that via the canonical translation we can obtain repre-
sentations of D(F ) for F ∈ UHIT . For this we show first that all such D(F ) have
short hitting DNF clause-sets. For F ∈ CLS let #sat(F ) ∈ N0 denote the number
of satisfying assignments for F , that is, #sat(F ) = |DNF(F )|.
Lemma 7.13 Consider F ∈ UHIT , and let m := n(F ) + c(F ).
1. #sat(D(F )) = 2m−1.
2. Let F ′ :=
{
C∪{uC} | C ∈ F
}
; by definition we have F ′ ∈ HIT . Furthermore
#sat(F ′) = 2m−1.
3. F ′ as a DNF-clause-set is equivalent to the CNF-clause-set D(F ).
Proof: We have
∑
C∈F 2
−|C| = 1 (see [52]). Thus
∑
C∈D(F ) 2
−|C| = 12 , which
proves Part 1 (note m = n(D(F )) and D(F ) ∈ HIT ). Part 2 follows from Part
1, since F ′ results from D(F ) by flipping literals. Finally we consider Part 3. All
elements of F ′, as DNF-clauses (i.e., conjunctions of literals), represent satisfying
assignments for D(F ), that is, for all C ∈ F ′ and D ∈ D(F ) we have C ∩D 6= ∅. By
Part 2, precisely half of the total assignments of DNF-clause-set F ′ are falsifying,
and thus precisely half of the total assignments are satisfying: since this is the same
number as the satisfying assignments of D(F ), we obtain that the DNF-clause-set
F ′ is equivalent to the CNF-clause-set F . 
An alternative line of argumentation is that for F ∈ UHIT the (logical) negation
of D(F ) (as a CNF) is given by D(F )′, which is obtained from D(F ) by flipping all
doping literals, i.e., replacing clauses C ∪{uC} by C∪{uC}. That this is indeed the
negation, follows from the two facts, that D(F ) ∪D(F )′ ∈ HIT by definition, and
that D(F ) ∪D(F )′ results from F by replacing each clause C with the two clauses
C ∪ {uC}, C ∪ {uC}, which are together equivalent to C.
By Lemma 7.13 and Lemma 7.12 we obtain now that doped unsatisfiable hitting
clause-sets have good representations via the canonical translation:
Theorem 7.14 For F ∈ UHIT there is a short CNF-representation (using new
variables) of D(F ) in UC, namely F ′ := ct({C ∪ {uC} : C ∈ F}) ∈ UC, where:
1. n(F ′) = n(F ) + 2c(F ).
2. c(F ′) = 1 + 2c(F ) + ℓ(F ).
This applies especially for F ∈ SMUδ=1 ⊂ UHIT .
Finally we show that when relaxing the canonical translation, using only the
necessary direction of the constitutive equivalences, then we actually obtain repre-
sentations in UC for every DNF-clause-set:
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Definition 7.15 The map ct– : CLS → CLS (“reduced canonical translation”) is
defined for F ∈ CLS as ct–(F ) := {{vctCF , x} : C ∈ F ∧ x ∈ C} ∪ {{vctCF }C∈F}.
Note that all clauses of ct–(F ) are binary except of the long clause stating that
one of the vct-variables must become true. And also note that in case of ⊥ /∈ F
the additional clauses of ct(F ), that is, the C ∈ ct(F ) \ ct–(F ), are all blocked for
ct(F ) (see [54, 55]), since C can not be resolved on the vct-variable in it. We have
var(ct–(F )) = var(ct(F )), while the basic measure for F ∈ CLS are given as follows:
1. n(ct–(F )) = n(F ) + c(F )
2. c(ct–(F )) = 1 + ℓ(F )
3. ℓ(ct–(F )) = c(F ) + 2ℓ(F ).
With the same proof as Lemma 7.8 we get:
Lemma 7.16 Consider F ∈ CLS (as CNF) and an equivalent DNF-clause-set G ∈
CLS. Then ct–(G) is a CNF-representation of F .
We show now that dropping the additional (blocked) clauses, present in the full
form ct(F ), actually leads to the hardness dropping to 1 for arbitrary input-DNFs
(recall Lemma 7.11), exploiting that now there are less possibilities for making
ct–(F ) unsatisfiable by instantiation:
Lemma 7.17 For F ∈ CLS we have ct–(F ) ∈ UC (i.e., ct– : CLS → UC).
Proof: For the sake of contradiction consider a partial assignment ϕ such that
F ′ := r1(ϕ ∗ ct–(F )) ∈ USAT but F ′ 6= {⊥}. Note that F ′ contains neither ⊥ nor
a unit-clause, and thus F ′ is a subset of ct–(F ) except of the possibly shortened
or satisfied long vct-clause. If F ′ contains no new variables, then thus F ′ = ⊤, a
contradiction. So there exists some C ∈ F such that vctCF occurs in F ′. Consider
the assignment ϕ′, which sets vctCF and all x ∈ C to true, while setting all other
(remaining) new variables to false: ϕ′ satisfies F ′, a contradiction. 
Example 7.18 We conclude our basic considerations of “canonical translations”
by discussing “unique extension properties”. A representation F ′ of F has the
unique extension property (“uep”) if for every total satisfying assignment of F there
is exactly one extension to a satisfying assignment of F ′. For every F ∈ CLS the
representation ct(F ) of F has the uep, since a variable vctCF must be set to 1 precisely
for those C ∈ F which are satisfied by ϕ in the DNF-sense (i.e., ϕ ∗ {C} = {⊥}).
On the other hand, the representation ct–(F ) of F in general has not the uep: The
total satisfying assignments for ct(F ) extending ϕ are exactly those which set at
least one of the variables vctCF true for those C ∈ F which are satisfied in the
DNF-sense.
A representation F ′ of F has the strong unique extension property if for every
partial assignment ϕ with ⊥ ∈ ϕ ∗ F (i.e., ϕ satisfied at least one of the DNF-
clauses) there is exactly one extension on the new variables (alone) to a satisfying
assignment of F ′. For F ∈ HIT the representation ct(F ) of F has the strong uep,
since the satisfying assignments given by the clauses of F are inconsistent with each
other.
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7.3 XOR-clauses
For the n-bit parity function x1 ⊕ · · · ⊕ xn = 0 the unique equivalent clause-set
prc0(x1 ⊕ · · · ⊕ xn = 0) (unique since the prime implicates are not resolvable) has
2n−1 clauses. We now show that a typical SAT translation of the n-bit parity
function, using new variables yi (for i ∈ {2, . . . , n− 1}) to compute the xor of the
first i bits, is in UC.
Lemma 7.19 Consider n ≥ 3, literals x1, . . . , xn with different underlying vari-
ables, and new variables y2, . . . , yn−1. Let F := P2 ∪
(⋃n−1
i=3 Pi
)
∪ Pn, where
1. P2 := prc0(x1⊕x2 = y2) = {{x1, x2, y2}, {x1, x2, y2}, {x1, x2, y2}, {x1, x2, y2}}
2. Pi := prc0(yi−1 ⊕ xi = yi) = {{yi−1, xi, yi}, {yi−1, xi, yi}, {yi−1, xi, yi},
{yi−1, xi, yi}}
3. Pn := prc0(yn−1 ⊕ xn = 0) = {{yn−1, xn}, {yn−1, xn}}.
We have F ∈ UC, and F represents prc0(x1 ⊕ · · · ⊕ xn = 0).
Proof: Assume for the sake of contradiction that F /∈ UC. Thus there exists
a partial assignment ϕ such that for F ′ := r1(ϕ ∗ F ) we have F ′ ∈ USAT , but
F ′ 6= {⊥}. By definition F ′ has no clauses of size ≤ 1 and is non-empty. Observe
that setting any variable in Pi for i ∈ {2, . . . , n− 1} yields a pair of binary clauses
representing an equivalence or anti-equivalence between the two remaining variables.
Also if Pi ∩ F ′ 6= ∅ for some i ∈ {2, . . . , n − 1}, then we have Pi ⊆ F ′, since all
clauses of Pi contain all variables of Pi. Therefore we have F
′ = E ∪ ⋃i∈I Pi for
some subset I ⊆ {2, . . . , n− 1}, where E is a set of clauses representing a chain of
equalities and inequalities. Consider the assignment ϕ′ := 〈xi → 0 : i ∈ I〉. We
have ϕ′ ∗ Pi = ϕ′ ∗ prc0(yi−1 + xi = yi) = prc0(yi−1 = yi); note that xi is only in
Pi, and so 〈xi → 1〉 only touches Pi. So ϕ′ ∗ F ′ now contains only variable-disjoint
chains of equivalences and anti-equivalences, each trivially satisfiable, yielding a
contradiction. 
Example 7.20 For n = 3 we get
F =
{ {x1, x2, y2}, {x1, x2, y2}, {x1, x2, y2}, {x1, x2, y2}︸ ︷︷ ︸
x1 ⊕ x2 = y2
, {y2, x3}, {y2, x3}︸ ︷︷ ︸
y2 ⊕ x3 = 0
}
.
A very interesting question is how much the (simple) Lemma 7.19 can be ex-
tended, towards representing arbitrary systems of linear equations. It seems to
us, that we do not have polysize representations with bounded hardness in the
UC-framework:
Conjecture 7.21 As usual, an “XOR-clause” is a (boolean) constraint of the form
x1 ⊕ · · · ⊕ xn = 0 for literals x1, . . . , xn, which we just represent by the clause
{x1, . . . , xn} ∈ CL. An “XOR-clause-set” F is a set of XOR-clauses, which is just
represented by an ordinary clause-set F ∈ CLS (with an alternative interpretation).
The conjecture now is that XOR-clause-sets do not have good representations with
bounded hardness, not even when using relative hardness. That is, there is no
k ∈ N0 and no polynomial p(x) such that for all clause-sets F ∈ CLS there exists
a CNF-representation F ′ ∈ CLS (possibly using new variables), taking F as an
XOR-clause-set, with ℓ(F ′) ≤ p(ℓ(F )) and hdvar(F )(F ′) ≤ k.
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Basic results for showing such a lower bound are obtained in [8]. As we have already
remarked (after Definition 7.4), regarding relative hardness only k ∈ {0, 1} are of
relevance (because we allow new variables), while regarding absolute hardness we
conjecture that also with new variables we have a proper hierarchy (Conjecture 7.3).
We conclude now our initial study on “good representations” by the basic ob-
servations regarding the naive approach for translating XOR-clause-sets.
8 Hardness under union
When applied piecewise to a system of linear equations (with different auxiliary
variables for each single equation), the translation from Lemma 7.19 does not yield
a clause-set in UC, as we show in Theorem 8.5. To facilitate the precise computation
of the hardness of the union of two such XOR-clause-translations, we present two
general tools for upper bounds on hardness and one for lower bounds.
Lemma 8.1 Consider F ∈ CLS and V ⊆ var(F ). Let P be the set of partial
assignments ψ with var(ψ) = V . Then hd(F ) ≤ |V |+maxψ∈P hd(ψ ∗ F ).
Proof: Consider a partial assignment ϕ with ϕ ∗ F ∈ USAT ; we have to show
hd(ϕ ∗F ) ≤ |V |+maxψ∈P hd(ψ ∗F ). Build a resolution refutation of ϕ ∗F by first
creating a splitting tree (possibly degenerated) on the variables of V ; this splitting
tree (a perfect binary tree) has height |V |, and at each of its leaves we have a
clause-set ϕ∗(ψ∗F ) for some appropriate ψ ∈ P . Thus at each leaf we can attach a
splitting tree of Horton-Strahler number of hardness at most maxψ∈P hd(ψ∗F ), and
from that (via the well-known correspondence of splitting trees and resolution trees;
see [53, 59] for details) we obtain a resolution tree fulfilling the desired hardness
bound. 
We obtain an upper bound on the hardness of the union of two clause-sets:
Corollary 8.2 For F1, F2 ∈ CLS holds hd(F1 ∪ F2) ≤ max(hd(F1), hd(F2)) +
|var(F1) ∩ var(F2)|.
Proof: Apply Lemma 8.1 with F := F1∪F2 and V := var(F1)∩var(F2), and apply
the general upper bound hd(F1 ∪ F2) ≤ max(hd(F1), hd(F2)) for variable-disjoint
F1, F2 (Lemma 15 in [36]). 
Substitution of literals can not increase (w-)hardness:
Lemma 8.3 Consider a clause-set F ∈ USAT and (arbitrary) literals x, y. Denote
by Fx←y ∈ USAT the result of replacing x by y and x by y in F , followed by
removing clauses containing complementary literals. Then we have hd(Fx←y) ≤
hd(F ) and whd(Fx←y) ≤ whd(F ).
Proof: Consider T : F ⊢ ⊥. It is a well-known fact (and a simply exercise), that
the substitution of y into x can be performed in T , obtaining Tx←y : Fx←y ⊢ ⊥.
This is easiest to see by performing first the substitution with T itself, obtaining
a tree T ′ which as a binary tree is identical to T , using “pseudo-clauses” with
(possibly) complementary literals; the resolution rule for sets C,D of literals with
x ∈ C and x ∈ D allows to derive the clause (C \ {x}) ∪ (D \ {x}), where the
resolution-variables are taken over from T . Now “tautological” clauses (containing
complementary literals) can be cut off from T ′: from the root (labelled with ⊥) go
to a first resolution step where the resolvent is non-tautological, while one of the
parent clauses is tautological (note that not both parent clauses can be tautological)
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— the subtree with the tautological clause can now be cut off, obtaining a new
pseudo-resolution tree where clauses only got (possibly) shorter (see Lemma 6.1,
part 1, in [59]). Repeating this process we obtain Tx←y as required. Obviously
hs(Tx←y) ≤ hs(T ), and if in T for every resolution step at least one of the parent
clauses has length at most k for some fixed (otherwise arbitrary) k ∈ N0, then this
also holds for Tx←y. 
Example 8.4 The simplest example showing that for satisfiable clause-sets F (w-
)hardness can be increased by substitution is given by F := {{x}, {y}} for var(x) 6=
var(y). Here hd(F ) = 0, while Fx←y = {{y}, {y}}, and thus hd(Fx←y) = 1.
Now we are ready to determine the (high) hardness of the union of the (piece-
wise) translation of two XOR-clauses for a basic special case:
Theorem 8.5 For n ≥ 3 consider the system
x1 ⊕ x2 ⊕ · · · ⊕ xn = 0
x1 ⊕ x2 ⊕ · · · ⊕ xn = 0.
Let F := F1 ∪ F2, where F1 is the translation of the first equation by Lemma 7.19,
and F2 is the translation of the second equation, using different auxiliary variables
(so n(F ) = 2 · (n+ (n− 2))− n = 3n− 4). We have F ∈ USAT with hd(F ) = n.
Proof: From Corollary 8.2 and Lemma 7.19 we obtain hd(F ) ≤ n + 1. Better
is to apply Lemma 8.1 with V := var({x2, . . . , xn−1}). By definition we see that
ψ ∗ F ∈ 2–CLS (i.e., all clauses have length at most two) for ψ with var(ψ) = V .
By Lemma 19 in [36] we have hd(ψ ∗ F ) ≤ 2, and thus hd(F ) ≤ (n − 2) + 2 = n.
The lower bound is obtained by an application of Lemma 3.6. Consider any literal
x ∈ lit(Fn), where the subscript in Fn = F makes explicit the dependency on n.
Setting x to true or false results either in an equivalence or in an anti-equivalence.
Propagating this (anti-)equivalence yields a clause-set F ′ isomorphic to Fn−1, where
by Lemma 8.3 this propagation does not increase hardness, so we have hd(〈x →
1〉 ∗ Fn) ≥ hd(F ′) = hd(Fn−1). The argumentation can be trivially extended for
n ∈ {0, 1, 2}, and so by Lemma 3.6 we get hd(F ) ≥ n. 
If F1, F2 in Theorem 8.5 were the direct translations (with hd(F1) = hd(F2) = 0),
then hd(F ) = n would follow easily with Lemma 3.18 in [53], since then F would
be simply the clause-set with all 2n clauses of length n. Of course, regarding a good
translation of the system from Theorem 8.5 we can just use {⊥}, easily computed by
preprocessing — however the content of Conjecture 7.21 is, that no preprocessing is
powerful enough to handle arbitrary (satisfiable!) systems of linear equations (over
the two-element field).
9 Basic experiments
In this section we perform some experiments on the use of the three different mech-
anisms for representing boolean functions f studied in this article:
1. clause-sets F equivalent to f with F ∈ UCk where k is as low as feasible;
2. the canonical translation ct(G) for a DNF-clause-set G equivalent to f ;
3. and the reduced canonical translation ct–(G).
The instances are described in Subsection 9.1, while the experimental results are
discussed in Subsection 9.2. Our focus is on gaining a better understanding of
the interaction between solver behaviour and problem representation, and so we
consider various representative complete SAT solvers.
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9.1 The instances
For our experiments we want to take a boolean function fk,h as a constraint in a
bigger SAT problem Gk,h. The “optimal” equivalent representation Fk,h of fk,h
shall have hardness k, and fk,h should also have a small equivalent DNF, so that
the canonical and reduced canonical translation are available.
For fk,h we take the boolean functions from Theorem 6.13, which have the short
CNF’s (without new variables) Fk,h := D(F
1(Tk,h)) for k ≥ 2 and h ≥ k + 1,
where Tk,h ∈ HS(k, h). So Fk,h has hardness k, while every equivalent clause-set of
hardness at most k−1 contains at least b(m) := ( m⌊m2 ⌋
)
many clauses for m := h−k.
For the “completion” to Gk,h let F
′
k,h be the negation of Fk,h according to the
remarks to Lemma 7.13, that is, F ′k,h is obtained from Fk,h by complementing the
doping literals in each clause. Let F := {C : C ∈ F} for F ∈ CLS. Note that F ′k,h
is the DNF for Fk,h. We define G
i
k,h for i = 1, 2, 3 as always including F
′
k,h, and
additionally
1. G1k,h uses Fk,h, i.e., G
1
k,h := F
′
k,h ∪ Fk,h.
2. G2k,h uses the canonical translation according to Theorem 7.14 (and Lemma
7.13), i.e., G2k,h := F
′
k,h ∪ ct(F ′k,h).
3. G3k,h uses the reduced canonical translation according to Lemma 7.17 (and
Lemma 7.13), i.e., G3k,h := F
′
k,h ∪ ct–(F ′k,h),
The sizes of the Gik,h are determined as follows:
• By Lemma 6.9 we have c(Fk,h) = α(k, h), while n(Fk,h) = 2c(Fk,h) − 1 =
2α(k, h)− 1.
• The size of F ′k,h is precisely the same.
• So n(G1k,h) = 2α(k, h)− 1 and c(G1k,h) = 2α(k, h), while ℓ(G1k,h) = 2ℓ(Fk,h).
• n(G2k,h) = n(G3k,h) = 3α(k, h)− 1.
• c(G3k,h) = 1 + α(k, h) + ℓ(Fk,h) and ℓ(G3k,h) = α(k, h) + 3ℓ(Fk,h).
• c(G2k,h) = 1 + 2α(k, h) + ℓ(Fk,h) and ℓ(G3k,h) = 2α(k, h) + 4ℓ(Fk,h).
See Figure 6 for the numerical data. The lower bounds b(h−k) there for the number
of clauses in any clause-set F equivalent to Fk,h and with F ∈ WCk−1 show that
these representations are infeasible here. As an amusing fact one can note here that
the number of clauses in F ∈ WC0 would be (precisely) 2c − 1, which even for the
smallest example considered is a rather astronomical number. We can determine
the hardness of the Gik,h precisely; first an auxiliary lemma:
Lemma 9.1 For F ∈ CLS and F ′ ∈ {ct(F ), ct–(F )} holds F ∪ F ′ ∈ USAT and
hd(F ∪ F ′) ≤ 2.
Proof: Due to ct–(F ) ⊆ ct(F ) w.l.o.g. F ′ = ct–(F ), since UC2 ∩ USAT is closed
under formation of super-clause-sets by Lemma 6.7 in [38]. For all C ∈ F and x ∈ C
the binary clause vctC → x is in F ′. Thus setting vctC to 1 in F ∪ F ′ results in
setting x to 1 via r1, which altogether falsifies C ∈ F . Thus r2 applied to F ∪ F ′
sets all vctC to 0, which falsifies {vctC : C ∈ F} ∈ F ′. 
Now the (total) hardness of the unsatisfiable SAT problems Gk,h is as follows:
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Lemma 9.2 Consider k, h ∈ N with k ≥ 2 and h ≥ k + 1. We have:
1. hd(G1k,h) = k + 1.
2. hd(G2k,h) = hd(G
3
k,h) = 2.
Proof: hd(G1k,h) = k+1 follows from the fact, that by definition G
1
k,h ∈ SMU δ=1
holds, where the corresponding tree T := T1(G1k,j) has Horton-Strahler number
k + 1 (recall Lemma 5.21): T is obtained from the underlying Tk,h by replacing
each leaf with the full binary tree with three nodes. G2k,h and G
3
k,h have hardness
at least 2 since they are unsatisfiable and contain no unit-clauses. The remaining
assertions follow by Lemma 9.1. 
9.2 Solver performances
For the experiments we used a 64-bit workstation with 32 GB RAM and Intel i5-
2320 CPUs (6144 KB cache) running with 3 GHz, where we only employed a single
CPU. To emphasise again, the aim of these experiments is to obtain a qualitative
picture of the behaviour of a range of contemporary SAT solvers, and not to find
out which solver is “fastest”. For our experimentation we use the following solvers:
1. OKsolver ([57]): a look-ahead solver, used as a “theoretical” solver.
2. MiniSat-family:
(a) MiniSat, version 2.2 (see [79]).
(b) CryptoMiniSat, version 2.9.6 (see [76]).
(c) Glucose, version 2.0 (see [3]).
3. Lingeling-family:
(a) PicoSAT, version 913 (see[10, 12]).
(b) PrecoSAT, version 570 ([11]).
(c) Lingeling, version ala-b02aa1a-121013 (see [12, 13]).
First we consider the OKsolver (see Figure 6), as a look-ahead solver (see [42, 60]
for the general concepts), as well as a solver with a “clean” behaviour, due to
the minimisation of the use of heuristical shortcuts. For example, the OKsolver
seems to be the only SAT-solver computing r2, while all other solvers (recall the
discussion in Subsection 1.6) only test selected literals for failed literals. We see
that the G1k,h are far easier than the G
2,3
k,h, although they require branching. Indeed,
the straightforward heuristics choosing a variable occurring most often will find a
backtracking tree of optimal, i.e., linear size (note that all F ∈ SMUδ=1 have
exactly one variable occurring in every clause, and splitting on this variable creates
two variable-disjoint instances). In conformance with this, linear regression shows
with high correlation that the instances G1k,h are solved by the OKsolver in linear
time, i.e., O(ℓ). Considering now G2,3k,h, recall that by Lemma 9.2 all these instances
have hardness 2, that is, they can be solved without branching. And in fact the
number of r2-reductions of the OKsolver for these instances is precisely c(Fk,h)− 1,
in accordance with Lemma 9.1. The worst-case running time for r2 is O(n
2 · ℓ),
but in this case going once through the list of all variables is sufficient to find the
contradiction. Again in conformance with this, linear regression shows with high
correlation that the instances G2,3k,h are solved in time O(n · ℓ). We note here that
the OKsolver is actually the fastest solver on these instances, for all three types,
though this is not the focus of these experiments.
Other look-ahead solvers performed badly on these instances. satz performs
very badly even on the very easy ones: on G12,22 it needed 4.3 sec, and on G
1
2,32
already 2 hours. Thus it was not considered further. march pl performed somewhat
better, but was also not able to complete even the easier instancesG1k,h; furthermore
it crashed on various instances, and was thus also not considered further.
Instance statistics OKsolver statistics
k h i n c ℓ α(k, h) b(h− k) t (sec) nds r2
2 22 1 507 508 8604 254 1.8 · 106 0.0 43 232
2 761 4811 17716 0.0 1 253
3 761 4557 13160 0.0 1 253
32 1 1057 1058 24994 529 1.6 · 109 0.0 63 497
2 1586 13556 51046 0.0 1 528
3 1586 13027 38020 0.0 1 528
42 1 1807 1808 54784 904 1.4 · 1012 0.0 83 862
2 2711 29201 111,376 0.1 1 903
3 2711 28297 83080 0.1 1 903
52 1 2757 2758 101,974 1379 1.3 · 1015 0.1 103 1327
2 4136 53746 206,706 0.4 1 1378
3 4136 52367 154,340 0.2 1 1378
62 1 3907 3908 170,564 1954 1.2 · 1018 0.2 123 1892
2 5861 89191 345,036 1.0 1 1953
3 5861 87237 257,800 0.5 1 1953
72 1 5257 5258 264,554 2629 1.1 · 1021 0.4 143 2557
2 7886 137,536 534,366 4.0 1 2628
3 7886 134,907 399,460 1.0 1 2628
3 23 1 4095 4096 80594 2048 1.8 · 106 0.0 507 1794
2 6143 44394 165,284 0.2 1 2047
3 6143 42346 122,939 0.1 1 2047
33 1 12035 12036 327,384 6018 1.6 · 109 0.2 1057 5489
2 18053 175,729 666,804 4.8 1 6017
3 18053 169,711 497,094 1.6 1 6017
43 1 26575 26576 922,524 13288 1.4 · 1012 1.0 1807 12384
2 39863 487,839 1,871,624 82.6 1 13287
3 39863 474,551 1,397,074 28.9 1 13287
4 24 1 25901 25902 562,542 12951 1.8 · 106 0.4 4095 10903
2 38852 307,174 1,150,986 15.4 1 12950
3 38852 294,223 856,764 4.5 1 12950
34 1 105,911 105,912 3,150,408 52,956 1.6 · 109 3.3 12035 46938
2 158,867 1,681,117 6,406,728 843.4 1 52955
3 158,867 1,628,161 4,778,568 410.8 1 52955
44 1 299,971 299,972 11,326,724 149,986 1.4 · 1012 16.5 26575 136,698
2 449,957 5,963,335 22,953,420 10233 1 149,985
3 449,957 5,813,349 17,140,072 5296 1 149,985
5 25 1 136,811 136,812 3,202,912 68406 1.8 · 106 2.7 25901 55455
2 205,217 1,738,269 6,542,636 664.6 1 68405
3 205,217 1,669,863 4,872,774 348.7 1 68405
35 1 768,335 768,336 24,413,776 384,168 1.6 · 109 31.2 105,911 331,212
2 1,152,503 12,975,225 49,595,888 36743 1 384,167
3 1,152,503 12,591,057 37,004,832 20062 1 384,167
Figure 6: Instance statistics for Gik,h, and solver statistics for the OKsolver with
option “no-tree-pruning”, turning off the intelligent backtracking, which consumes
too much memory for the larger instances. “nds” is the number of nodes of the
backtracking tree, while “r2” is the number of r2-reductions F ❀ r2(r1(〈x→ 1〉∗F ))
in case of r1(〈x→ 0〉 ∗ F ) = {⊥}.
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Now we turn to the conflict-driven solvers (see [67] for a general introduction),
where we consider the MiniSat-family (Figure 7) and the Lingeling-family (Fig-
ure 8). Considering G1k,h, we note that MiniSat as well as PrecoSAT always solve
these instances by preprocessing. And actually MiniSat -no-pre (without pre-
processing) solves these instances faster (by branching) than with preprocessing.
While PicoSAT, which also does not use preprocessing, is not much slower than
PrecoSAT. With the largest instance G15,35, all solvers except of PrecoSAT have
considerable difficulties, but all can handle it (only PicoSAT aborts, likely due to
a bug). That OKsolver is much faster here we believe is due to the fact, that in
general look-ahead solvers should be better than conflict-driven solvers on unsatis-
fiable instances, where the shortest refutations are (close to) tree-like (and in this
case the tree-like refutation of F ∈ SMUδ=1 given by the underlying tree T1(F ) is
the shortest possible overall).
MiniSat MiniSat -no-pre CryptoMiniSat Glucose
k h i t (sec) decisions confl t (sec) decisions confl t (sec) decisions confl t (sec) decisions confl
2 22 1 0.0 0 0 0.0 10227 365 0.0 1832 20 0.0 11763 350
2 0.0 1134 136 0.0 6706 416 0.0 0 0 0.0 6433 383
3 0.0 1134 136 0.0 6706 416 0.0 0 0 0.0 6442 400
32 1 0.0 0 0 0.0 36646 795 0.0 2165 25 0.0 27529 853
2 0.0 12816 740 0.0 18301 905 0.0 0 0 0.0 19317 934
3 0.0 12816 740 0.0 18301 905 0.0 0 0 0.0 21288 929
42 1 0.1 0 0 0.0 133,105 1366 0.0 5798 53 0.0 113,533 1371
2 0.2 29334 1529 0.1 32008 1563 0.0 0 0 0.1 32674 1594
3 0.1 29334 1529 0.1 32008 1563 0.0 0 0 0.1 32472 1544
52 1 0.2 0 0 0.0 206,925 1962 0.1 12291 50 0.0 204,314 2017
2 0.6 65019 2778 0.2 79259 2496 0.0 0 0 0.2 44778 2694
3 0.6 65019 2778 0.2 79259 2496 0.0 0 0 0.2 44535 2588
62 1 0.5 0 0 0.1 482,733 2861 0.2 21874 55 0.1 256,891 3003
2 1.1 129,523 3887 0.4 158,975 3697 0.1 0 0 0.5 79563 3786
3 1.0 129,523 3887 0.4 158,975 3697 0.1 0 0 0.5 79604 3800
72 1 1.1 0 0 0.1 533,500 3963 0.5 24866 56 0.2 1,200,842 3969
2 2.7 165,596 5417 1.4 137,582 4981 0.1 0 0 1.0 152,734 6127
3 2.4 165,596 5417 1.3 137,582 4981 0.1 0 0 1.0 152,734 6127
3 23 1 0.2 0 0 0.1 726,328 3344 0.1 66885 349 0.1 293,599 3642
2 0.1 34343 1276 0.5 87038 2719 0.1 0 0 0.4 50429 2601
3 0.1 34343 1276 0.5 84922 2683 0.1 0 0 0.4 50883 2626
33 1 2.1 0 0 0.6 6,024,786 10163 0.7 767,860 1426 0.5 2,573,291 9976
2 15.0 245,555 8333 10.4 293,488 8213 0.4 0 0 19.0 310,569 8770
3 14.8 244,410 8272 10.5 303,064 8217 0.4 0 0 13.0 264,088 8633
43 1 14.6 0 0 3.3 30,413,289 23355 4.8 11,673,409 12547 2.5 12,387,073 21567
2 132.5 886,834 20033 89.5 764,994 20101 1.0 0 0 98.7 834,345 22453
3 134.7 837,910 19939 91.0 808,130 19817 1.2 0 0 107.9 894,762 22331
4 24 1 5.5 0 0 3.4 26,310,775 23307 2.5 10,823,044 14335 3.0 13,739,340 23265
2 10.1 351,753 10427 71.8 603,915 15761 1.1 0 0 93.4 746,936 16170
3 9.9 351,468 10330 62.2 603,915 15761 1.4 0 0 73.6 624,916 16463
34 1 149.5 0 0 62.2 510,575,547 88280 57.8 121,886,023 65608 73.1 404,205,131 92344
2 6381 3,851,979 72123 5376 4,762,174 69651 706.2 1,080,246 30501 5889 3,856,879 73007
3 6894 4,265,009 70250 4749 4,762,174 69651 614.8 1,165,228 30500 5557 3,857,144 75795
44 1 2117 0 0 475.7 4,225,934,440 232,867 538.6 1,756,703,536 332,497 539.0 3,658,524,320 287,335
2 A17749 10,905,675 62092 A50777 16,691,952 192,830 34461 5,708,264 114,958 A32100
3 S A31985 14,856,654 155,899 34850 4,565,988 105,312 A31080
5 25 1 143.3 0 0 74.9 702,026,588 109,898 76.5 168,438,898 66235 102.2 731,691,363 129,523
2 3282 3,391,255 67344 4044 5,413,350 82751 1323 1,336,804 30561 12922 4,993,251 83431
3 3209 3,202,774 66739 4058 5,413,350 82751 1283 1,281,716 30500 11711 5,333,175 83959
35 1 11636 0 0 2633 30,154,061,700 608,180 4440 16,767,014,292 942,020 4250 30,080,297,160 816,139
2 A90649 9,481,265 68589 S L A40440
3 A60657 8,729,650 52968 A36000 L A32280
Figure 7: Solver times for Gik,h for default MiniSat and MiniSat -no-pre (turning
off pre-processing), CryptoMiniSat, and Glucose. “S” marks a segmentation fault
of the solver, “L” marks that the solver failed due to “too long clauses”, and “A”
marks a user-abortion.
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Lingeling PrecoSAT PicoSAT
k h i t (sec) decisions confl t (sec) decisions confl t (sec) decisions confl
2 22 1 0.0 31414 100 0.0 0 1 0.0 5832 254
2 0.0 972 100 0.0 20 16 0.0 0 254
3 0.0 972 100 0.0 20 16 0.0 0 254
32 1 0.2 55014 100 0.0 0 1 0.0 21843 585
2 0.0 1593 100 0.1 18 20 0.0 0 529
3 0.0 1593 100 0.1 18 20 0.0 0 529
42 1 0.3 106,962 100 0.0 0 1 0.0 39980 964
2 0.0 2413 100 0.4 39798 560 0.0 0 904
3 0.0 2413 100 0.4 39798 560 0.0 0 904
52 1 0.5 195,342 100 0.1 0 1 0.0 87623 1411
2 0.1 3432 100 0.9 135,771 1438 0.1 0 1379
3 0.1 3432 100 1.0 135,771 1438 0.0 0 1379
62 1 2.1 2,908,253 1528 0.1 0 1 0.1 195,811 2023
2 1.4 9993 338 2.0 268,652 2398 0.1 0 1954
3 1.2 8754 343 2.2 268,652 2398 0.1 0 1954
72 1 3.8 5,780,521 2100 0.2 0 1 0.1 358,396 2689
2 3.4 41069 835 4.1 452,024 3493 0.2 0 2629
3 1.6 17563 745 4.4 452,024 3493 0.1 0 2629
3 23 1 0.9 772,664 655 0.0 0 1 0.1 373,029 2217
2 0.3 4730 100 0.9 21 17 0.1 0 2048
3 0.3 4730 100 0.9 21 17 0.1 0 2048
33 1 7.0 11,494,104 4470 0.2 0 1 0.4 1,832,220 6261
2 15.6 133,145 4822 8.8 9954 209 3.6 301,757 7808
3 34.8 187,408 4941 8.7 9954 209 3.8 397,594 7774
43 1 54.6 103,646,649 13585 1.1 0 1 1.5 6,710,296 13635
2 834.3 1,058,591 28616 53.9 2,137,226 17295 125.1 2,259,244 20567
3 683.6 920,917 29862 54.7 2,137,226 17295 125.2 2,378,109 20760
4 24 1 33.2 61,516,109 13324 0.5 0 1 1.3 7,197,271 13337
2 201.0 420,199 19113 30.4 87937 857 44.5 730,302 16283
3 411.0 813,880 20978 29.9 87937 857 53.5 899,721 16270
34 1 389.4 736,985,317 54187 9.2 0 1 15.9 77,852,480 54002
2 25004 4,431,011 103,069 751.9 37,282,690 64688 5110 4,952,348 73501
3 18593 5,206,665 119,524 735.8 37,282,690 64688 5822 6,354,378 73540
44 1 3139 5,980,879,353 152,934 94.2 0 1 135.7 524,180,945 152,931
2 A94270 7,284,838 72027 35356 1,035,463,259 410,510 M
3 A60882 7,688,765 71408 44808 1,035,463,259 410,510 M
5 25 1 479.6 903,741,154 70177 10.1 0 1 25.6 120,756,190 69336
2 37201 5,026,759 124,208 3636 31,539,722 31092 5523 4,436,819 83821
3 19148 3,958,185 117,605 3484 31,539,722 31092 6540 5,328,658 83829
35 1 14845 28,147,090,014 392,047 389.0 0 1 F478.5
2 A687,866 11,495,987 39217 F49440 M
3 A94779 6,939,217 30146 F49527 M
Figure 8: Solver times for Gik,h for Lingeling, PrecoSAT, and PicoSAT. “M” marks
a failure of the solver due to “out of memory”, “F” marks a self-declared failure of
the solver, and “A” marks a user-abortion.
Turning to G2,3k,h, we see that CryptoMiniSat as well as PicoSAT solve the easier
instances with failed-literal elimination (without branching). Most of the time these
instances are harder than their G1k,h counterparts, and for k ∈ {4, 5} much more so,
and actually no solver here was able to handle k = 5 with h = 35. There seems to be
no essential difference between G2k,h and G
3
k,h (different from the OKsolver, whose
running time was proportionally larger for G2k,h, according to the bigger size).
10 Conclusion and open problems
We have discussed three hierarchies PCk, UCk andWCk of target classes for “good”
SAT representations. We showed that each level of UCk+1 contains clause-sets
without equivalent short clause-sets inWCk. And we showed conditions under which
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the Tseitin translation produces translations in UC. We conclude by directions for
future research.
10.1 Strictness of hierarchies
A fundamental question is the strictness of the hierarchies PCk, UCk and WCk in
each of the dimensions. In Theorem 6.14 we have shown w.r.t. logical equivalence
(i.e., without new variables) that the UCk and WCk hierarchies are strict. It fol-
lows that for PCk at least every second level yields an advance regarding logical
equivalence (and polysize). This offer evidence that these hierarchies are useful, for
example using failed literal reduction can allow one to use exponentially smaller
SAT translations. Open are the questions of strictness for the hierarchies allowing
new variables. To summarise, the main conjectures are:
1. Conjecture 6.15 strengthens Theorem 6.14 by taking the PC-hierarchy into
account.
2. Conjecture 7.3 roughly says that all of PCk, UCk and WCk are strict (similar
to Theorem 6.14), when allowing new variables under the absolute condition.
3. Conjecture 7.5 says that the WCk hierarchy collapses to WC1 (and thus to
PC1), when allowing new variables under the relative condition.
10.2 Separating the different hierarchies
For stating our three main conjectures relating the three hierarchies, we use the
following notions:
• A sequence (F ′n)n∈N is called a CNF-representation of (Fn)n∈N if for all n ∈ N
the clause-set F ′n is a CNF-representation of Fn.
• A polysize sequence in C ⊆ CLS is a sequence (Fn)n∈N with Fn ∈ C for
all n ∈ N, such that (ℓ(Fn))n∈N is polynomially bounded (i.e., there is a
polynomial p(x) with ℓ(Fn) ≤ p(n) for all n ∈ N).
We conjecture that WC2 even without new variables offers possibilities for good
representations not offered by any UCk:
Conjecture 10.1 There exists a polysize (Fn)n∈N in WC2, such that for no k ∈ N0
there exists a polysize CNF-representation (F ′n)n∈N of (Fn)n∈N in UCk.
A proof of Conjecture 10.1 needed, besides the novel handling of the new variables,
to develop lower-bounds methods specifically for hardness, since the method via
trigger hypergraphs yields already lower bounds for w-hardness.
We conjecture that new variables can not simulate higher hardness, strengthen-
ing Theorem 6.14, Conjecture 6.15 and Conjecture 7.3:
Conjecture 10.2 For every k ∈ N0 there exists a polysize (Fn)n∈N in PCk+1, such
that there is no polysize CNF-representation (F ′n)n∈N of (Fn)n∈N in WCk.
Finally we conjecture that there is a sequence of boolean functions which has
polysize arc-consistent representations, but no polysize representations of bounded
hardness, even for the w-hardness:
Conjecture 10.3 There exists a polysize (Fn)n∈N in CLS, such that there is a
polysize CNF-representation (F ′n)n∈N of (Fn)n∈N with hd
var(Fn)(F ′n) ≤ 1 for all
n ∈ N, while for no k ∈ N0 there is a polysize CNF-representation (F ′′n )n∈N of
(Fn)n∈N in WCk.
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Regarding our notion of a “polysize sequence” (Fn)n∈N, this is a very liberal notion,
allowing to express arbitrary boolean functions, since the number of variables could
be logarithmic in the index, and thus Fn could contain exponentially many clauses
in the number of variables. The sequence of Theorem 6.14 also fulfils n(Fn) = Ω(n),
and making this provision one could speak of “simple” boolean functions, however
this would complicate the formulations of our conjectures, and so we abstained from
it.
We conclude our considerations on hierarchies by considering the three hierar-
chies SLUR(k) introduced in [86], SLUR∗(k) introduced in [19], and CANON(k)
introduced in [6], which we have compared to the UC-hierarchy in [36, 37, 38]. From
the point of view of polysize representations without new variables, the hierarchy
CANON(k) collapses to CANON(0) = UC0:
Lemma 10.4 For F ∈ CLS let k(F ) be the minimal k ∈ N0 such that F ∈
CANON(k). Then the function prc0 : CLS → CANON(0) = UC0 can be computed
in time O(c(F )3·2
k · ℓ(F )), when the input is F together with k := k(F ).
Proof: Let K := 2k. So for every C ∈ prc0(F ) there exists F ′ ⊆ F with F ′ |= C
and c(F ′) ≤ K, since a resolution tree of height k has at most K leaves. Now we
compute prc0(F ) as follows:
1. Set P := ∅.
2. Run through all F ′ ⊆ F with c(F ′) ≤ K; their number is O(c(F )K ).
3. For each F ′ determine whether F ′ |= puc(F ′) holds, in which case clause
puc(F ′) is added to P ; note that the test can be performed in time O(2K ·K).
4. The final P obtained has O(c(F )K ) many elements. After performing sub-
sumption elimination (in cubic time) we obtain prc0(F ) (by Lemma 4.7). 
It seems an interesting question whether the two other hierarchies SLUR(k), SLUR∗(k)
collapse or not, and whether they can be reduced to some UCk.
10.3 Compilation procedures
For a given boolean function f and k ∈ N0, how do we find algorithmically a “small”
equivalent F ∈ UCk ? In [38], Section 8, the notion of a “k-base for f” is introduced,
which is an F ∈ UCk equivalent to f , with F ⊆ prc0(f) and where no clause can
be removed without increasing the hardness or destroying equivalence. It is shown
that if f is given as a 2-CNF, then a smallest k-base is computable in polynomial
time, but even for f with given prc0(f), where prc0(f) is a Horn clause-set, deciding
whether a k-base of a described size for a fixed k ≥ 1 exists is NP-complete.
There are interesting applications where prc0(f) is given (or can be computed),
and where then some small equivalent F ∈ UCk is sought. The most basic approach
filters out unneeded prime implicates; see [35, 34] for some initial applications to
cryptanalysis. A simple filtering heuristic, used in [35, 34], is to favour (keeping)
short-clauses. In a first phase, starting with the necessary elements of prc0(f),
further elements are added (when needed) in ascending order of size for building up
the initial F ∈ UCk (which in general is not a base). In the second phase, clauses
from F are removed in descending order of size when reducing to a k-base. The
intuition behind this heuristic is that small clauses cover more total assignments
(so fewer are needed), and they are also more likely to trigger rk, making them
more useful in producing small, powerful representations. Essentially the same
heuristic is considered in [15] (called “length-increasing iterative empowerment”)
when generating representations in PC.
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For the case that f is given by a CNF F0, in [26] one finds refinements of the
resolution procedure applied to F0, which would normally compute prc0(f), i.e.,
the 0-base in UC0, and where by some form of “compression” now an equivalent
F ∈ UC1 is computed. This approach needed to be generalised to arbitrary UCk.
10.4 Exploring w-hardness
It is to be expected that w-hardness can behave very differently from hardness. For
example, as expressed by Conjecture 10.1, already its second level should enable
contain short clause-sets not representable in any UCk. However yet we do not have
tools at hand to handle w-hardness (we do not even have yet a conjectured example
for such a separation). A first task is to investigate which of the results on hardness
from this article and from [38] can be adapted to w-hardness. In [9] we will present
some basic methods for w-hardness bounds.
Can the classes WCk go beyond monotone circuits, which were shown in [8] to
be strongly related to the expressive power of arc-consistent CNF representations
(see the following subsection for some further remarks)? Conjecture 7.5 would show
the contrary, namely that in the (unrestricted) presence of new variables also w-
hardness boils down, modulo polytime computations, to PC1 (under the relative
condition!). If this is true, then the believable greater power of WCk over UCk
would all take place inside arc-consistency; and by Conjecture 10.3 it would take
place strictly inside arc-consistency.
10.5 Hard boolean functions handled by oracles
Finally we turn to concrete (sequences of) boolean functions which are currently
out of reach of good presentations, and where the use of oracles thus is necessary.
Conjecture 7.21 says that systems of XOR-clauses (affine equations) have no
good representation, even when just considering arc-consistency. So the conjecture
is that here we have another example for the limitations of arc-consistent represen-
tations as shown in [8]. To overcome these (conjectured) limitations, the theory
started here has to be generalised via the use of oracles as developed in [53, 59], and
further discussed in Subsection 9.4 of [37, 38]. The point of these oracles, which are
just sets U ⊆ USAT of unsatisfiable clause-sets stable under application of partial
assignments, is to discover hard unsatisfiable (sub-)instances (typically in polyno-
mial time). Thus they are conceptually simpler than the current integration of SAT
solvers and methods from linear algebra (see [78, 20, 77, 39, 64]).
An important aspect of the theory to be developed must be the usefulness of
the representation (with oracles) in context, that is, as a “constraint” in a bigger
problem: a boolean function f represented by a clause-set F is typically contained
in F ′ ⊃ F , where F ′ is the SAT problem to be solved (containing also other con-
straints). One approach is to require from the oracle also stability under addition of
clauses, as we have it already for the resolution-based reductions like rk, so that the
(relativised) reductions rUk can always run on the whole clause-set (an instantiation
of F ′). However for example for the oracle mentioned below, based on semidefinite
programming, this would be prohibitively expensive. And for some oracles, like
detection of minimally unsatisfiable clause-sets of a given deficiency, the problems
would turn from polytime to NP-hard in this way ([30, 16]). Furthermore, that
we have some representation of a constraint which would benefit for example from
some XOR-oracle, does not mean that in other parts of the problems that oracle
will also be of help. So in many cases it is better to restrict the application of the
oracle U to that subset F ⊂ F ′ where to achieve the desired hardness the oracle is
actually required.
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Another example of a current barrier is given by the satisfiable pigeonhole clause-
sets PHPmm, which have variables pi,j for i, j ∈ {1, . . . ,m}, and where the satisfying
assignments correspond precisely to the permutations of {1, . . . ,m}. The question
is about “good” representations. In [9] we show hd(PHPmm) = whd(PHP
m
m) =
m − 1, and so the (standard representation) PHPmm ∈ CLS itself is not a good
representation (it is small, but has high w-hardness). Actually, as explained in [9],
from [8] it follows that PHPmm has no polysize arc-consistent representation at all!
So again, here oracles are needed; see Subsection 9.4 of [37, 38] for a proposal of an
interesting oracle (with potentially good stability properties).
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