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ABSTRACT
The Formation Autonomy Spacecraft with Thrust, Relnav, Attitude, and Crosslink (FASTRAC) project from the
University of Texas at Austin has developed two nanosatellites as the winner of the University Nanosat-3 Competition. Both satellites have been manifested for a launch provided by the Space Test Program (STP) in December of
2009. The FASTRAC satellites will demonstrate the following enabling technologies for nanosatellites: (1) on-orbit
real-time GPS relative navigation via real-time crosslink data exchange; (2) on-orbit real-time attitude determination
using a single frequency, C/A-code, reprogrammable GPS receiver; (3) a micro-discharge plasma thruster; and (4) a
distributed ground station network.
In this paper, the design and testing of the FASTRAC command and data handling system (C&DH) is described.
The C&DH system is divided into four subsystems, each controlled by one Atmel Atmega128 microcontroller:
communications, electrical power, GPS, and thruster or IMU (depending on the satellite). The major functionality of
the C&DH software is presented: automatic crosslink, dual uplink frequency support, user command capabilities,
automatic beacon updates, automatic storage and retrieval of experimental data, and support for all mission phases.
By using commercially available off the shelf components and leveraging freely availably software, it was possible
to build and deliver two low-cost, fully functional satellites. The major hardware and software testing and debugging
tools, including the Flatsat electronic test-bed and the FASTRAC GUI Debugging Program, are discussed. Finally,
the challenges encountered during the design process and the lessons learned through the numerous design iterations
are presented.
INTRODUCTION

satellites have gone through several rounds of testing
and hardware modifications, while the software has
been continuously developed to support all of the mission phases. The software implementation and testing
for the FASTRAC nanosatellites is discussed in the
following sections.

The Formation Autonomy Spacecraft with Thrust, Relnav, Attitude, and Crosslink (FASTRAC) project [6, 7,
8, 9] from the University of Texas at Austin began in
2003 as part of the University Nanosat-3 Competition.
After completing all of the required reviews—SCR,
PDR, CDR, PQR, and the Flight Competition Review
(FCR)—FASTRAC was declared the winner of University Nanosat-3 and is now manifested for a launch provided by the Space Test Program in December of 2009.

FASTRAC Background
The FASTRAC mission has three primary mission objectives: (1) to demonstrate two-way intersatellite crosslink with verified data exchange; (2) to perform onorbit real-time GPS relative navigation to an accuracy
matching that of ground simulations (compared to postprocessed); and (3) to demonstrate autonomous thruster
firing using accurate, single-antenna on-orbit real-time
GPS attitude determination. A secondary mission objective is to utilize a network of distributed university

Although the FASTRAC team won the competition in
January of 2005, the satellites were not delivered to
AFRL until the middle of 2006. During this time, the
satellites went through a major redesign phase to improve the quality of their design and to meet additional
requirements imposed by AFRL. Since delivery, the
Smith, et al.
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Figure 1: FASTRAC Mission Sequence
ground stations (minimum of 2). The command and
data handling (C&DH) system plays an important role
in each of these mission objectives so that the mission
sequence (Figure 1) can be completed successfully.
Two nearly identical satellites will complete the FASTRAC mission. The primary difference between the
satellites is that FASTRAC 1 (“Sara Lily”) contains a
micro-discharge plasma thruster, while FASTRAC 2
(“Emma”) contains an inertial measurement unit
(IMU).

once the satellites have passed the two-week checkout
period. The C&DH system will communicate the status
of the separation to the ground automatically as part of
a beacon text message. Figure 2 shows the satellites in
the stacked configuration.
On-orbit Relative Navigation: Each satellite is capable of determining its position using a Global Positioning System (GPS) receiver. The satellites will establish
an autonomous radio crosslink with each other and exchange GPS data to compute an on-board real-time
relative navigation solution. The GPS data will be
stored in flash memory on each satellite so the data can
be downlinked to the ground on request. However, the
entire navigation system will reside on the satellites to
demonstrate autonomous on-orbit real time relative
navigation. The command and data handling system
will coordinate all of the devices to establish the
autonomous crosslink, and record any experimental
crosslink data to flash memory.

Lightband Separation: The satellites will be launched
in a stacked configuration and remain stacked for approximately a two week checkout period. Two Planetary Systems Corporation (PSC) Lightband separation
mechanisms [5] will be used to separate the satellite
stack from the launch vehicle and to separate the two
satellites from each other. The command and data handling system will monitor several I/O pins to determine
a successful separation event. The intersatellite separation command will be given from the ground station
Smith, et al.
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Micro-discharge Plasma Thruster: Recently, researchers have demonstrated the ability to generate and
sustain a new class of plasmas in micron-sized geometries—called micro-discharges [15]. This technology
seems well suited for low thrust propulsion. FASTRAC
1 will contain a micro-discharge plasma thruster (MPT)
developed by UT-Austin. This device will generate
low-thrust, high-efficiency propulsion at low power
levels using micro-discharge plasma. The C&DH system will determine autonomously when to fire the MPT
to reduce the rate of orbit decay for the satellite, and
will record experimental thruster data to flash memory
for downlinking.

[12]. The SPI is used to connect a 128MB flash memory MultiMediaCard (MMC) to each AVR in order to
store data collected during the mission for later relaying
to a ground station. The Atmega128's are connected
together over the I2C bus in order to communicate and
exchange data. There is support for interrupt driven
transfers over SPI, USART, and I2C.

Distributed Communication System: A distributed
tracking network with multiple university partners will
be utilized to track the low Earth orbit satellites. The
command and data handling system will provide the
ability to manage connection requests from ground stations and functionality for downlinking experimental
data from each of the C&DH subsystems.

Figure 3: AVR-SAT Motherboard (bottom) and
AVR CORE with Atmel Atmega128 (top)
Each AVR controls one of the four C&DH subsystems.
Three of the subsystems are identical on the two satellites: communications, electrical power, and global positioning. Additionally, one satellite contains a thruster
subsystem used to control the micro-discharge plasma
thruster, and the other satellite contains an inertial
measurement subsystem to control the IMU. A diagram
of the C&DH, excluding some Dallas devices, is shown
in Figure 4.
No operating system is used in the C&DH system. All
software is written in C and compiled using the AVRGCC C/C++ compiler [1]. The freely available Procyon
AVRlib from Santa Clara University [14] is leveraged
for low-level functions to access the MMC cards over
SPI, to transfer data over the I2C bus, and for serial port
communications. The compiled software is flashed into
a 4KB EEPROM on each AVR.

Figure 2: Stacked FASTRAC Satellites
COMMAND AND DATA HANDLING SYSTEM

Table 1: Lines of code in each C&DH subsystem
(excluding common routines and libraries)

The FASTRAC command and data handling (C&DH)
system is based on the distributed command and data
handling (dCDH) system from Santa Clara University
(SCU) [16]. The C&DH consists of four SCU developed AVR-SAT microcontroller systems similar to the
AVR-SAT shown in Figure 3. Each AVR-SAT contains one Atmel AVR Atmega128 8-bit RISC microcontroller running at 16MHz [2]. The AVR’s have 53
general-purpose I/O lines, two Universal SynchronousAsynchronous Receiver/Transmitters (USARTs), an 8channel, 10-bit analog-to-digital converter (ADC), a
Serial Peripheral Interface (SPI), and a 2-wire (I2C) bus
Smith, et al.

Subsystem

3

Lines of Code

Communications

1302

Electrical Power

3470

Global Positioning System (GPS)

646

Thruster

709

Inertial Measurement Unit (IMU)

537

Total

6664
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Figure 4: Command and Data Handling System

establishing an autonomous crosslink between
the two satellites to exchange GPS data from
the Orion GPS,
managing ground station connections and supporting dual frequency uplink capabilities, and
updating the radio beacon text (BTEXT) message with current satellite status information.

tion, and updating the BTEXT message every minute. If
there is no connection from either the other satellite or a
ground station after a specified timeout period (currently ten minutes), the Atmega128 will send a command to the TNC to initiate a radio connection to the
other satellite. If the two satellites are within radio
range (expected to be around 100 km), they will connect, enter crosslink mode, and begin exchanging GPS
data. Otherwise, the AVR will continue waiting. If a
ground station connects to the satellite on the 9600
baud or 1200 baud port, and the satellites are not
crosslinked, the satellite will go into ground mode and
process any commands received from the ground station. However, if a ground station attempts to connect
while the satellites are already crosslinked, the crosslink
can be interrupted from the ground station through the
Kantronics TNC backdoor. Only authorized ground
stations with the correct password can connect to the
backdoor. Once the crosslink is broken, the ground station can connect to the satellites and command them.
Table 2 gives a list of currently supported commands.

Figure 5 shows the state diagram for the communications subsystem software. After power on and initialization, the subsystem begins waiting for a radio connec-

In the event of a radio connect or disconnect, a string is
sent from the TNC to the Atmega128. The AVR is continually monitoring the incoming data from the serial

Table 1 shows the number of lines of code for each
subsystem (excluding shared files and libraries such as
Procyon AVRlib). The core system is implemented in
approximately 6664 lines of C.
Communications Subsystem
The communications subsystem interfaces with a KPC9612+ Kantronics Terminal Node Controller (TNC)
[10] and an Orion GPS unit [6] both connected to the
serial ports of the Atmega128. The TNC supports 9600
baud and 1200 baud connections. The subsystem is
responsible for three tasks:
•

•
•

Smith, et al.
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send TNC command
to connect to
other satellite

support for data synchronization. Since I2C transfers
are done through interrupts, ensuring that the data
buffer could not be written to while the BTEXT message was being created would be essential. This would
only further complicate the software design and testing.
Figure 5 shows the state diagram for the communications subsystem.

update btext
message
waiting

connected
to ground
process ground
commands

Table 2: Satellite Commands (parameters are omitted from the table)

crosslinked

disconnect

Command

exchange
GPS data

Figure 5: State Diagram for Communications Subsystem
port in order to detect these strings. If the satellites are
in crosslink mode, the strings are embedded within the
GPS data.
The Kantronics TNC supports a 128-byte beacon text
message that we have defined with the following fields:
•
•
•
•
•
•

a unique satellite identifier,
satellite status information (satellite operating
mode, crosslink status, and thruster status),
GPS time and position fix,
GPS relative navigation position fix,
satellite bus voltages, and
subsystem temperatures.

To construct the BTEXT message, a request is sent to
the electrical power subsystem over the I2C bus for the
temperature and voltage sensor readings. A separate
request is sent to the GPS subsystem for GPS information. An interrupt routine running on the electrical
power and GPS subsystems processes the requests and
transfers the data back to the communications subsystem over I2C. The communications subsystem blocks
(waits) until the information is received.

Change the receiver and/or antenna for the Orion
GPS.

disc

Disconnect from the connected ground station.

f77

Downlink the GPS data.

gh

Downlink the satellite health data.

gi

Downlink the IMU data.

gt

Downlink the thruster data.

ts

Enable the thruster (disabled by default).

ground

Change the Orion GPS to ground mode (for
testing).

help

Display information about the available commands.

setabq

Set the location of the Orion GPS to Albuquerque, NM (for testing).

igm

Initialize the GPS subsystem’s MMC card.

ibm

Initialize the EPS subsystem’s MMC card.

iim

Initialize the IMU subsystem’s MMC card.

itm

Initialize the thruster subsystem’s MMC card.

itle

Initialize the Orion GPS Two Line Elements
(TLE).

gpscommand

Send user specified command to the Orion GPS.

GPS Subsystem
The global positioning subsystem provides GPS data to
the other subsystems. There are two Orion GPS receivers [6] connected to a GPS daughter board that contains
electrical relays that are controllable through I/O pins
on the GPS AVR. The relays determine which receiver
feeds data to a serial port connected to both the GPS
AVR and the communications AVR. Connecting directly to the communications AVR is necessary to support satellite crosslink. Without this direct connection,
the C&DH would have to transfer GPS data from the
GPS AVR to the communications AVR over the I2C
bus. This would result in effectively 100% I2C bus
utilization during crosslink and would preclude other
subsystems from using the bus without interrupting the
crosslink. In addition to the Orion GPS receivers, the
AVR selects which (of two) Micropulse 26800 GPS
antenna’s (+Z or –Z) is used by the Orion GPS. There
is also support for sending arbitrary commands from the
ground to the Orion GPS receivers.

While there is some potential for deadlock by blocking,
several safety features have been built-in to mitigate
this danger. First, in the event that the C&DH becomes
unresponsive, the system can be reset through the Kantronics TNC. The TNC additionally has a watchdog
timer that will reset itself after a specified length of
inactivity. Finally, if the electrical power subsystem
dies completely, it will no longer be addressable on the
I2C bus, causing I2C commands to fail. The alternative—a non-blocking solution—would require the same
failure and recovery mechanism but would also require
Smith, et al.
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1.
init

2.
select GPS
receiver/
antenna
invalid data?
try again

read/clear
MMC

send data over
I2C to thruster,
EPS, IMU

The communications subsystem (discussed previously)
also requires GPS data to update the beacon text message, but that data is sent separately when requested by
the communications AVR. Figure 6 shows the state
diagram for the GPS subsystem.

command
none
read GPS
data

The thruster subsystem requires the GPS antenna id, GPS time, and quaternions to compute an attitude solution for thruster firing.
The EPS and IMU subsystems require the GPS
time to timestamp their respective data.

save to
MMC

init
distribute
data

command

Figure 6: State Diagram for GPS Subsystem

invalid data?
try again

The GPS subsystem contains a Honeywell HMC2003
[17] magnetometer connected to the Atmega128’s analog-to-digital convertor (ADC). Four pins are required
for: v-ref, x-axis, y-axis, and z-axis data. The AVR
reads the magnetometer data approximately once per
second, calculates a checksum for the data, and sends
both of these over the serial port to the Orion GPS.

2.
3.
4.

save to
MMC

Figure 7: State Diagram for IMU Subsystem
Inertial Measurement Unit Subsystem
The inertial measurement subsystem (Figure 7) is responsible for:

Setting all I/O pins connected to the electrical
relays on the GPS daughter board to output.
This disables the Orion GPS receiver from
sending any data over the serial port to the
communications AVR or GPS AVR.
Grounding all I/O pins connected to the Micropulse antennas. This results in no antenna
being selected.
Selecting an Orion GPS receiver and antenna
to use.
Sending initial TLE data to the Orion GPS
over the serial port.

•
•

monitoring and commanding the inertial
measurement unit, and
monitoring I/O pins to determine the status of
intersatellite separation.

For inertial measurement we use a Micro Aerospace
Solutions Nanosatellite Inertial Measurement Unit Attitude Detection System (MASIMU01) [13] connected to
one of the Atmega128’s serial ports.
The IMU’s default configuration sends 100 packets of
accelerometer and gyro data over the serial port at
115200 bps. The IMU then pauses for thirty seconds
and sends another 100 packets of data if no command is
received. In the course of developing the IMU software
we determined that the Atmega128 could not handle
this high data rate and would drop data. Therefore, on
power on the data rate is set to 0.1Hz, and as soon as a
data is received, a command is sent to request more
data from the IMU to avoid the thirty second delay.

After initialization the AVR is ready to begin processing GPS data from the Orion GPS. Initially, one GPS
data message per second from the Orion GPS to the
AVR was attempted but it was found that the AVR
could not sustain this data rate. The data rate was adjusted down to approximately one message every two
seconds. Once a complete GPS data message is read the
AVR stores it to the MMC for later downlinking. The
data is then distributed over I2C to the other subsystems:

Smith, et al.

none
read IMU
data

After power on, the software first initializes the GPS
subsystem by:
1.

change data
rate to 0.1 Hz

read/clear
MMC
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While this is happening the IMU AVR monitors two
I/O pins to determine if intersatellite separation has
occurred. Both pins on the IMU are connected to a
normally open (NO) separation switch on the Lightband. One of the pins is set as a low output while the
other pin is set as an input. The AVR monitors the state
of the input pin. A change in state signifies the satellites
have separated from each other.

init
read/clear
MMC
command

none

command
save to
MMC

enabled
AND fire

compute
attitude

open valve

read Dallas
devices

disabled
OR !fire

close valve

Electrical Power Subsystem
The electrical power subsystem (EPS), shown in Figure
9, is responsible for creating the spacecraft health message by measuring various Dallas 1-wire [11] analogto-digital converters (used as voltage sensors) and temperature sensors distributed throughout the spacecraft
(Table 3). The analog-to-digital converters are used as
voltage sensors and to read the solar panel current sensors. The spacecraft health message is used by the
communications subsystem when creating the BTEXT
message and is also stored to MMC.

Figure 8: State Diagram for Thruster Subsystem
Thruster Subsystem
The thruster subsystem (Figure 8) manages the operation of the micro-discharge plasma thruster. The system is disabled by default, and will not fire the thruster
until enabled through a user command to the satellite
(Table 2). Once enabled, the software will automatically fire the thruster after certain conditions are met:

2.

Table 3: Dallas 1-Wire Device Description

The spacecraft’s thruster axis must be aligned
within an angular tolerance (15 degrees) of the
spacecraft’s velocity vector. This angle is
computed by utilizing a quaternion received
from the GPS subsystem that allows for the
determination of the spacecraft’s attitude relative to its current velocity.
The quaternion must be recent. If the quaternion is more than one minute old, it is assumed
invalid. The thruster subsystem is therefore
dependent on attitude information from the
GPS subsystem for successful operation.

The satellite can thrust in either direction along its
thrust axis; the software will command the thrust in the
direction positively aligned with the anti-velocity vector. During the thruster’s operation, status messages are
continuously saved to its MMC card. These messages
denote: (1) whether the thruster is enabled or disabled,
(2) whether the thruster is firing, (3) the direction along
the thrust axis it is firing, (4) the angular displacement
of the thrust axis (positive and negative) relative to the

Smith, et al.

create
health msg

Figure 9: State Diagram for Electrical Power Subsystem
velocity vector, (5) the GPS time, and (6) the current
quaternion.

create
thruster msg

1.

save to
MMC

none

init
read/clear
MMC

setup Dallas
devices
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Dallas
Sensor

Description

Sensors per
Satellite
(F1/ F2)

DS18B20

Dallas Temperature Sensors. One
for each AVR and one for each
subsystem, except for the GPS. On
FASTRAC 1, there are an additional
five for monitoring the thruster subsystem.

12/7

DS2450

Dallas Quad A/D Converter. There
are three per AVR, and one that
monitors all the voltage buses on the
satellite (battery voltage, 5 V bus, 12
V bus, and 12 V / 24 V bus). Additionally there are two more to monitor the eight current sensors for the
solar panels.

15/15

DS9097U

Universal 1-wire COM Port Adapter.
This Dallas device was added to
FASTRAC 1 to make sure the Dallas
bus was stable as it had been calibrated for only 22 devices instead of
27, as the thruster temperature sensors were added after the Dallas bus
had already been calibrated.

1/0

Total

28 / 22
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TESTING

For example, to enable the satellite, one has to flip one
safety cover, one switch, and then push two push buttons at the same time. To accomplish the third requirement a variable power supply is included in the EGSE
that can be set to the appropriate parameters for battery
charging. Also, a 3.3 Ohm resistor is included as a load
for discharging the batteries of the satellite. Both the
power supply and the load resistor are disabled at all
times unless an appropriate safety switch on the front
panel is enabled, at which time an led will indicate if
the satellites are charging or discharging.

As with many projects, good testing tools and capabilities were important to ensure that the software supported the FASTRAC mission. This section presents the
equipment and tools used to test and support the development of the command and data handling system.
Electrical Ground Support Equipment
The main purpose of the Electrical Ground Support
Equipment (EGSE) for the FASTRAC mission is to
test, monitor, charge, and upload software to the satellites. The EGSE (Figure 10) was designed to meet several requirements for the satellites: (1) to provide an
independent power source; (2) to provide the capability
to enable, inhibit, and monitor inhibit states; (3) to provide charging and discharging capabilities; (4) to provide electrical verification test points; (5) to provide
electrical protection; (6) to provide software upload and
debug capabilities; and (7) to provide radio communication capabilities.

Requirement four was met by adding banana jacks on
the front panel to verify the state of the satellite inhibits,
the battery voltage of each satellite, the thermistors inside the battery boxes, as well as all the power buses on
the satellites. Requirement five was accomplished by
fusing all of the power lines coming from the satellites
and providing easy access to the fuses on the front
panel in case any one failed.
The sixth and seventh requirements were accomplished
by adding a National Instruments PXI computer with a
16-port RS-232 breakout box, the FASTRAC Graphical
User Interface (GUI) Debugging Program (discussed in
the following section), AVR Studio (for flashing the
C&DH software), two ICOM 2720H radios, and a Kantronics KPC-9612+ TNC. The 16-port breakout box is
required since each satellite needs six serial ports for
monitoring, four of which are used to upload software
to each of the microcontrollers, and the other two to
monitor the GPS subsystem and the satellite TNC. The
two ICOM radios and the TNC allow the EGSE to act
as a mobile ground station. This provides the ability to
communicate with the satellites, and monitor their
communications, as well as an interface to test the
software under different mission scenarios.
FASTRAC GUI Debugging Program
The FASTRAC GUI Debugging Program was designed
to monitor all of the serial ports available through the
EGSE. To do this several different features were incorporated into the GUI. The GUI has a main window,
shown in Figure 11, where the test engineer can specify
the directory location to save the data logs from each
serial port. Once the user starts the logs, all of the filenames for the logs are tagged with the date and time
they were started for ease in debugging. From the main
window of the GUI, four auxiliary GUIs can be opened
which monitor the output of a specific subsystem.

Figure 10: FASTRAC Electrical Ground Support
Equipment (EGSE)
To accomplish the first and second of these requirements, the EGSE includes two 13.8 V power supplies
(one for each satellite), to power the satellites through
the EGSE instead of having to use the satellite batteries.
However, the capability to power the satellites through
their batteries is also possible as the satellites can be
enabled with a 28 V pulse from the EGSE. To prevent
the satellites from being enabled and powered through
the EGSE at the same time, several switches with safety
covers, indicator LEDs, and push buttons were added.
Smith, et al.

In the case of the GPS subsystem, the GPS monitoring
window (Figure 12) displays the parsed output of the
Orion GPS. This allows the user to know the time and
position lock of the GPS receiver, the relative navigation solution (if computed), which of the two GPS re8
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ceivers on the satellite is active, which antenna the GPS
receiver is using, and all the tracking information for
the receiver.

FASTRAC Flatsat Electrical Testbeds
The last major components for testing the FASTRAC
satellites are the Flatsats, which are electrically equivalent versions of the satellites. Wherever possible, the
same components used to build the satellites were used
in the Flatsats. The Flatsat of FASTRAC 1 is shown in
Figure 13.
Some components were replaced from the flight versions for reasons of cost and availability. A Lightband
separation system for example was not included but
was replaced with switches to simulate docking or separation for the microcontrollers. Also, a 1 Ohm resistor
was included as a load for the EPS subsystem to simulate when separation would occur. Instead of using solar cells for the Flatsats, variable power supplies were
connected to the solar panel inputs to simulate power
being generated with the solar panels.

Figure 11: FASTRAC GUI Main Window
For the EPS subsystem, the GUI has a separate Dallas
Monitoring Window that breaks down and displays the
satellite health message produced by the EPS AVR.
This window shows the temperature for each subsystem, the current drawn from each of the solar panels,
the battery voltage, and the voltages of the power buses.
There is also the ability to plot the values of the voltages and currents as data is received, and to display a
time histogram of the data.

Hardware and Software Testing
The EGSE, FASTRAC GUI, and Flatsats have been
essential tools for debugging the hardware and software
throughout all phases of the project, from satellite design and fabrication, to delivery. As we approach
launch, and on-orbit operations, they will continue to
play a major role in the FASTRAC mission.
Throughout the design phase, these tools were invaluable in determining that all of the hardware components
of the satellites worked together. The wire harnesses
(both the internal subsystem harnesses and the external
harness) were defined, and with testing modified to
ensure that the different subsystems were connected
together correctly. Also, the Flatsats were essential in
determining the value of the pull-up resistors on the
EPS AVR for the Dallas bus, as the value of the resistors varied depending on the number of devices on the
bus.
The build phase presented a different challenge: to
qualify that all of the flight hardware worked after each
build stage was completed. For example, the flight
AVRs were tested on the Flatsats prior to integration
into the flight boxes. The AVRs were also tested when
they were completely integrated. As with many projects, the software development lagged the hardware
design, so basic functionality was tested as a step to
continue with integration, knowing that more thorough
functional testing would have to be done once all the
hardware and software were fully integrated.

Figure 12: FASTRAC GUI GPS Monitoring Window
All of the other serial ports on the satellite can be monitored in separate windows. This is useful when using a
special debug build of the C&DH software that outputs
additional information to the serial ports for debugging.
There is also a GUI for the IMU and thruster subsystems that parses and outputs their data so that users can
easily interpret their status. In the case of the thruster,
the temperature of each valve in the system is monitored, and depending on the temperature variation one
can determine which valves are operational.
Smith, et al.

After fabrication was completed and the satellites were
delivered to AFRL in the summer of 2006, the Flatsats
became primarily a software development platform for
developing the code required to support the mission.
The Flatsats were used to develop the initial code for a
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subsystem, and then to debug and modify the code until
the desired behavior was accomplished. The Flatsats
allowed the software development team to develop the
software in stages; for example, the Dallas code on the
EPS AVR was developed first. The Flatsats also allowed for the development of all the functional test
procedures before they were performed on the flight
hardware.

Gumstix
For future satellite projects using a Gumstix [4] computer as the basis for the command and data handling
system is being investigated. One appealing Gumstix
model comes in an 80x20mm package with 400MHz
Intel XScale PXA255 processor, 64MB of SDRAM,
16MB of flash, MMC/SD card support, and a 60-pin
connector for I/O expansion. Different expansion
boards are available with up to 120 I/O pins, along with
Bluetooth, WiFi, GPS, and LCD modules. Gumstix also
provide a Linux operating system capable of fitting into
16MB of flash. At 100% CPU utilization the 400MHz
XScale processor draws only 0.22A and with voltage
scaling, power requirements are reduced even further
down to 0.01A-0.02A for an idle 99MHz CPU with
50MHz bus. This model processer with expansion
board would provide all the necessary I/O pins and serial port connections to duplicate the FASTRAC
C&DH system in a single processor design.
Formal Verification
Often the most difficult software bugs to find are those
dealing with concurrency and non-determinism. The
software development team is examining model checking [19] as a method for finding some of these bugs. As
of now, a model of the autonomous crosslink has been
verified using the SPIN model checker [3, 20]. We are
exploring using the modex [18] model extraction tool to
automatically extract a model of the entire C&DH from
the actual C code.

Figure 13: FASTRAC 1 Flatsat
With the functional test procedures and the software
developed, the software has been thoroughly tested on
both the satellites and the Flatsats. Currently, the FASTRAC team continues to use the Flatsats as a tool to
develop the operations manual for when the satellites
launch into space. The Flatsats are also being used to
train new personnel who join the project so that they
can gain familiarity with the FASTRAC mission, and
the hardware and software of the satellites.
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CONCLUSION
Throughout the process of developing the C&DH system’s hardware and software several lessons were
learned. We found that the software often drove the
development of the hardware. The distributed command
and data handling system provided the ability for a single subsystem’s hardware and software to be designed
and developed, and then fully integrated into the entire
C&DH system. This was beneficial as the work could
be divided into smaller (and often simpler) tasks. However, since the C&DH subsystems require information
from each other, the distributed design complicated the
software as subsystem data had to be sent and received
over the I2C bus. Initially, we thought the distributed
nature of the C&DH would provide some level of fault
tolerance, but because of the interdependence between
subsystems, a single processor design, with a secondary
processor as backup, seems preferable.
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