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Resumen:
EScLJDERO. A.; GAVILÁN, R. & RUBIO, A. 1994. Una breve revisión de técnicas multiva-
riantesaplicables en Fitosociología. Botan/ca Comp!utensis, 19: 9-38.
Se presenta una breve semblanzade las técnicas multivariantes que se están utilizando ac-
tualrncnteen los estudias de vegetación, intentando enfocaríasa la resolución de problemas ti-
tosociológicos. Las técnicas se han agrupado en dos grandes bloques, tas denominadas técnicas
de gradiente y las de clasificación numérica. Previo al estudio de dichas técnicas se comentan
algunos conceptos generales como son la transformación y la eslandarización de los datos, así
como la medida de la semejanza. Las técnicas de gradienl.e han sido desglosadas para su estu-
dio en técnicas de regresión, de calibración, de ordenación y de ordenación constreñida. Las de
clasificación numérica se han dividido en métodos jerárquicos y divisivos. Finalmente, se tra-
ían los procedimientos numéricos más avanzados, como son tas técnicas de comparación de
particiones o las degeneración de clasificaciones consensuadas. entre otras.
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Abstract:
ESUUOERO, A.: GAVILÁN, R. & RUBIO, A. 1994. A brief review ef multivariate methods
with Phytosociological applicability. Botan/ca Complutensis, 19: 9-38.
A bricf review of multivariate methods used in Phytosociological studies is presented.
Thcse methods have been grouped in twa items: gradient techniques aríd numerica¡ classifiea-
íions. Some general concepts like transtormation and standarization of data and similarity me-
asures have been previously conmented. Gradient methods have been classified in regression,
calibration, ordination and constrained ordination techniques and, in Ihe other hand, we have
considered hierarchical and divisive methods under classification procedures. Finally, advan-
ced numerical approaches, like partitions comparisons or consensus classifications, are treated.
Keywords: Multivariate Analysis, Classification, Phytosociology. Ordination.
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INTRODUCCIÓN
Aunque el valor de la Fitosociología como ciencia capaz de describir La
vegetación es incuestionable (BRAUN-BLANQUET, 1964; MUCINA & AL.,
1993; WESTI-IOFF & VAN DER MAAREL, 1978), también se ha puesto de ma-
nifiesto la necesidad de resolver diversas lagunas y problemas de tipo meto-
dológico (VAN DER MAAREL, 1975; GOODALL, 1978; FISCiIER & BEMMER-
LEÍN-LUX, ¡989; LEPS & HANDICOVA, 1992). El desarrollo, a partir de los
años sesenta, de métodos numéricos útiles para el estudio de la vegetación ha
revolucionado, por lo menos en el contexto europeo, los estudios de vegeta-
ción (KENT & BALLARO, 1988) y, por extensión, los fitosociológicos (MUCI-
NA & VAN DER MAAREL, 1989).
La Sintaxonomía Numérica, como ciencia auxiliar de la Fitosociología,
fue definida por VAN DER MAAREL (1981) como consecuencia del desarrollo
de la Fitosociología Numérica (LAMBERT & DALE, 1964; VAN DER MAA-
REL, 1969; DALE & WEBB, 1975), ya que permitía resolver algunos de los
problemas de la Fitosociología clásica, como son: la objetivación del proceso
de obtención de la jerarquía de tipos, la objetivación de las Similitudes abso-
lutas o relativas entre los inventarios, el cálculo de la homogeneidad a cada
nivel jerárquico o la posibilidad de relacionar Los niveles sintaxonómicos con
los obtenidos en las clasificaciones y la infonnación sintaxonómica con la je-
rárquica de una forma objetiva (F OL] & LAUSI, 1981).
Pese al fuerte desarrollo de la Fitosociología española (PEINADO &
RIVAS-MARTÍNEZ, 1987), las aproximaciones numéricas realizadas hasta
ahora no han sido demasiado numerosas (TARAZONA, 1984; BUENO &
FERNÁNDEZ-PRIETO, 1991; MORENO & AL., ¡990; TARAZONA & AL, 1991;
ESCUDERO & PAJARÓN, 1994). En este trabajo pretendemos dar una visión
panorámica de las técnicas numéricas más ampliamente utilizadas en estudios
fitosociológicos, intentando sintetizar las revisiones aparecidas en los últimos
años sobre distintos aspectos y aproximaciones (ORLÓCI, 1978; CAUCE,
1982; PIELOU, 1984; DIGBY & KEMPTON, 1986; WILDI & ORLÓCI 1990;
LEGENDRE & LEGENDRE 1983). En el ámbito español también destacan los
trabajos pioneros desarrollados por DÍAZ PINEDA & GONZÁLEZ
BERNÁLDEZ (1978) y ¡MAZ PINEDA & AL. (1979) sobre la descripción auto-
mática de la vegetación.
Estas técnicas las hemos agrupado en dos bloques independientes, por un
lado los análisis de gradiente, que se encargarían de describir las relaciones
entre los datos de vegetación con los datos ambientales, y por otro, las clasi-
ficaciones numéricas, que permitirían estructurar esos datos, agrupándolos,
de forma que los grupos resultantes sean lo más homogéneos posible, y que
estudiaremos en primer lugar.
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Primero revisaremos algunos conceptos previos relacionados con la
transformación de los datos, de importancia capital tanto en el contexto de
las clasificaciones como en el del análisis de gradiente. Posteriormente estu-
diaremos la medida de la semejanza y a continuación ambos bloques de téc-
ficas, en primer lugar las técnicas de gradiente y en segundo lugar las orde-
naciones.
TRANSFORMACIÓN Y ESTANDARIZACIÓN DE DATOS
Las matrices de datos ecológicos frecuentemente deben ser manipuladas
en diferentes sentidos con el fin de neutralizar algún fenómeno que no es de
interés (NOY-MEIR, 1973). En algún caso, estas transformaciones pueden ir
implícitas en un análisis en concreto, caso de las ordenaciones relacionadas
con el CA («weighted averaging» —media ponderada—), aunque generalmente
es una decisión del investigador. De forma sintética, dichas manipulaciones
se pueden agrupar en:
* Transftrmaciones. Son alteraciones de los datos individuales en el con-
junto de los mismos. Se reemplazan tos datos brutos por otros, aplican-
do a todos la misma función algebraica. Entre las funciones más utili-
zadas, podemos resaltar la raíz cuadrada, las funciones logarítmicas o
las funciones exponenciales. Los efectos tanto de la transformación lo-
garítmica como de la raíz cuadrada se relacionan con la atenuación de
la influencia de las especies dominantes, mientras que la función expo-
nencial enfatiza dicha influencia (VAN TONGEREN, 1987).
La escala de abundancia-dominancia utilizada en el método fitosociológi-
co hace necesaria la transformación de los datos a una escala de tipo ordinal
para poder aplicar sobre ellos cualquier tipo de análisis numérico. Existen di-
versos métodos de transformación de dicha escala (SCHwtCKERATH, 1931,
1938, 1940; TíÚXEN & ELLEMBERG, 1937), de los cuales algunos son de tipo
cualitativo, basados únicamente en datos de presencia/ausencia (WILLIAMS
& LAMBERT, 1959; VAN DER MAAREL, 1966), o seudocualitativos, en los
que los valo~ts de cobertura más bajos se toman como ausencias (DAGNELIE,
1960). Estudios clásicos comparativos de unos y otros se pueden encontrar en
JENSEN (1978), CAMPBELL (1978) o VAN DER MAAREL (1979). WEsTI-¡OEF
& VAN DER MAAREL (1978) proponen una de las transformaciones más utili-
zadas hoy en día, la cual consiste en una escala numérica del 1 al 9, en la que
el valor 2 de la escala fitosociológica se divide en tres partes (atendiendo a
los porcentajes de la cobertura), de acuerdo con los criterios de BARKMANN
& AL. (1964).
* Estandarizaciones. Son alteraciones que se realizan de forma indepen-
diente a cada uno de los vectores (inventarios o especies) que compo-
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nen la matriz de datos, brutos o previamente transformados. Hemos in-
cluido bajo este epígrafe el centrado y la normalización como casos
particulares de la estandarización (CLÍFFORD & STEPHENSON, 1975).
El centrado de los datos consiste en restar a cada uno de los elementos
que forman un vector determinado el valor medio de dicho vector,
mientras que en la normalización se divide cada uno de los elementos
del vector por la longitud de éste (LECENDRE & LEGENDRE, 1983).
Uno de los métodos más comunes es el denominado estandarización por
totales («standardization by totais»), que consiste en determinar la proporción
que existe entre un elemento determinado del vector y el total del vector en
cuestión, expresando los datos como proporciones. Se puede realizar en los
dos sentidos de la matriz, bien por objetos (inventarios), bien por descriptores
(especies). En el primer sentido, hay que tener cuidado con las modificacio-
nes inducidas tanto por la medida de semejanza, que puede ser sensible a as-
pectos cualitativos de los datos, como a las generadas por los tamaños de los
inventarios, sobre todo si éstos son muy diferentes. En cuanto a la estandari-
zación por totales de las especies, se sobrepesan las raras y se infravaloran las
comunes, por lo que sólo se recomienda utilizarla si las frecuencias de las es-
pecies en la tabla no varían excesivamente (VAN TONGEREN, 1987).
Otro método muy utilizado es la estandarización por el máximo valor, es
decir, dividiendo cada una de las abundancias por la máxima. Esta estandari-
zación realizada en un doble sentido —por inventarios y especies— fue muy
utilizada por BRAY & CURTíS (1957).
Finalmente, la aplicación de algunos índices de semejanza suponen la es-
tandarización implícita de los datos como es el caso de la distancia de la cuer-
da («chord distance») (ORLÓCI, 1967, 1978).
LA MEDIDA DE LA SEMEJANZA
Es la etapa base del tratamiento numérico de los datos, ya que examínan-
do la matriz de semejanza se puede elucidar la estructura de los datos e inclu-
so responder a alguna de las cuestiones propuestas. Es, por ello, la primera
etapa a realizar en análisis numéricos, o quizá la «única» (LECENDRE & LE-
CENDRE, 1983). Se efectúa midiendo la similitud entre los objetos, o bien
entre las variables que los describen. Existe una gran variedad de índices de
semejanza, aunque muchos de ellos son meras variantes de otros y tienen sus
mismas propiedades (ORLÓCI, 1978).
Una matriz de datos puede estudiarse desde dos puntos de vista
(CATTELL, 1952), bien observando las relaciones entre los objetos (inventa-
nos), o bien entre los descriptores (especies). Si además incluimos el tiempo
como una tercera dimensión a estudiar, se pueden definir seis tipos de análisis
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(CATTELL, 1966), de los cuales en este apañado sólo se van a tratar las ya
mencionadas, es decir: 1) la semejanza entre objetos y 2) entre descriptores.
El primero incluye los coeficientes de semejanza y los coeficientes de distan-
cia; el segundo, los coeficientes de dependencia.
a) Coeficientes de semejanza
Se utilizan para medir la asociación entre los objetos. Estas medidas no
son nunca métricas —en oposición a las medidas de distancia— y, por tanto, las
semejanzas no pueden ser utilizadas para posicionar los objetos unos frente a
otros en un espacio métrico. Generalmente se utilizan como base de los análi-
sis de agrupamiento, aunque éstos admiten indiferentemente un tipo u otro de
medidas (LEGENDRE & LEGENDRE, 1983).
Fueron desarrollados para datos binarios de tipo presencia/ausencia. En
este tipo de datos, uno de los principales factores a tener en cuenta es la pre-
sencia de los dobles ceros. Esta situación es muy frecuente en ecología, ya
que muestras realizadas sobre un número de especies determinadas pueden
damos una matriz de datos con muchos dobles ceros, sobre todo en aquellas
muestras más pobres. En estas últimas, y dependiendo del coeficiente utiliza-
do, podemos obtener semejanzas muy altas, aunque las muestras originales
sean muy diferentes entre sí en lo que a descriptores se refiere. Por ello, estos
coeficientes de semejanza se dividen eníre aquellos que excluyen de su cálcu-
lo los dobles ceros y los que no.
* Coeficientes binarios que incluyen los dobles ceros. La semejanza se
basa en la presencia/ausencia de determinadas características en las dos
muestras. Algunos de ellos no tienen en cuenta la diferencia entre el
doble cero y el doble uno, como el de SOKAL & MICI-IENER (1958).
Otros le dan un peso mayor a las semejanzas que a las diferencias
(SOKAL & SNEATH, ¡963), o viceversa (ROGERS & TANIMOTO,
1960).
* Coeficientes binarios que no incluyen los dobles ceros. Entre ellos te-
nemos los que dan igual peso a los descriptores considerados (JAC-
CARD, 1908) o los que dan un peso doble o triple a la doble presencia
(SORENSEN, 1948). Por el contrario, existen otros que dan mayor peso
a las diferencias (SOKAL & SNEATH, 1963). Algunos son similares a
los coeficientes que incluían los dobles ceros, pero excluyendo Ja parte
correspondiente a éstos (OCl-ilAt, 1957). En estos últimos, las menores
semejanzas dan valores a los índices positivos o negativos pero cerca-
nos a cero, mientras que semejanzas muy grandes dan valores cercanos
a la unidad, pudiendo llegar a infinito (CLIFFORD & STEPHENSON,
1975).
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Posteriormente se desarrollaron coeficientes para datos cuantitativos e in-
cluso para datos mixtos. De todos ellos podemos destacar:
* coeficientes cuantitativos que incluyen los dobles ceros. Todos los
coeficientes binarios se pueden extrapolar aquí. De entre todos ellos
podemos citar el índice de GOWER (1971), muy laborioso de calcular,
en el que no se realiza la comparación entre dos objetos cuando falta
uno de ellos, y sí se realizará en el caso en que ambos estén presentes o
ausentes. De análogas características es el de ESTABROOK & ROGERS
(1966), aunque la medida de la similitud es diferente.
* Coeficientes cuantitativos que excluyen los dobles ceros. También se
pueden incluir aquí los coeficientes binarios. De entre éstos podemos
comentar el indice de JACCARD (1908) modificado, el cual se suele
utilizar, sobre todo, cuando la abundancia de las especies está codifica-
da bajo un pequeño número de clases y se quieren estudiar las diferen-
cias entre ellas. En el resto de estos casos su empleo conlíeva una pér-
dida parcial de la información contenida en los descriptores de abun-
dancia.
Las medidas de semejanza típicamente cuantitativas se pueden dividir en
dos grupos, según que usen datos brutos o datos normalizados o estandariza-
dos. Entre las primeras, las hay que comparan la más pequeña de las abun-
dancias respecto a la media de las dos muestras tomadas en consideración
(CZEKANOWSKI, 1909, 1913); y entre las segundas tenemos variaciones de
algunos índices binarios y cuantitativos que excluyen los dobles ceros,
b) Coeficientes de distancia
Comprenden una serie de índices que tienen en común dar un valor máxi-
mo a dos objetos completamente distintos y un valor mínimo a dos objetos
idénticos, respecto a los descriptores utilizados en el análisis. Las medidas de
distancia se dividen en dos grupos: las métricas, que obedecen a una serie de
propiedades (ver LEGENDRE & LEGENDRE, 1983) y las semimétricas, deno-
minadas por algunos autores como de disimilitud, en contraposición a las mé-
tricas, que son consideradas como las únicas medidas reales de distancia en
sentido estricto. La distancia y la semejanza están íntimamente relacionadas a
través de un conjunto de fórmulas matemáticas, siendo D=l-S (D: distancia;
5: semejanza) la más sencilla de entre todas las existentes.
Entre los coeficientes más utilizados destaca la Distancia Fucile/ea, basa-
da en el teorema de Pitágoras, que define la relación existente entre dos pun-
tos que se encuentran en un espacio euclídeo de n dimensiones. El problema
de esta medida es que no tiene límite superior y aumenta a medida que se in-
crementa el número de descriptores. También depende de la escala de éstos,
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ya que al cambiar la escala (por ejemplo, con transformaciones), las distan-
cias se modifican. Este problema se resuelve empleando variables centradas o
matrices de datos dimensionairnente homogéneas.
También puede ocurrir que dos muestras sin ninguna especie en común
puedan tener una medida de distancia euclídea más pequeña que otro par de
muestras con las mismas especies, debido a la presencia de muchos dobles
ceros. Este problema se puede resolver transformando o normalizando los
datos originales. Para evitar los inconvenientes de la Distancia Euclídea se
han propuesto algunas modificaciones, como es la distancia de la cuerda
(«Chord Distance»), propuesta por ORLÓCI (1967, 1978), en la que los vecto-
res soíi íionnalizados y los dobles ceros excluidos.
e) Coeficientes de dependencia
El más utilizado es la correlación de Pearson, también denominado corre-
¿ación producto-momento (r), definida como la covarianza calculada sobre
los datos centrados y reducidos (LEGENDRE & LEGENDRE, 1983). 1-la sido
utilizado como medida de semejanza en taxonomía para aquellas situaciones
en las cuales los caracteres cualitativos de una muestra (animales o plantas)
son más importantes que los cuantitativos (SOKAL & MICHENER, 1958). El
uso de este indice debe ser restringido sobre todo cuando se estudian matrices
de datos donde existe un 50% de ceros o más, es decir, con muchas especies
raras o poco abundantes que originan unos valores de r muy pequeños, aun-




El valor de estas técnicas desde el punto de vista fitosociológico estriba
fundamentalmente en la posibilidad de caracterizar ecológicamente tanto las
plantas como [as unidades de vegetación, aunque, como veremos, también
pueden ser valiosas herramientas de clasificación.
Según TER BRAAK & PRENTICE (1988), recogido también por OKLAND
(1990) y JONGMAN & AL. (1987), la expresión ANÁLISIS DE GRADIENTE
hace referencia a técnicas que permiten la interpretación de las comunidades
en términos de la respuesta de las especies a los gradientes ambientales, en-
tendiendo esta respuesta en un sentido muy amplio. Estos autores señalan
cuatro clases de técnicas de análisis de gradiente: 1. Análisis de gradiente di-
recto o regresión; 2. Análisis de gradiente directo invertido o calibración;
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3. Análisis de gradiente indirecto u ordenación, y 4. Ordenación forzada
(«constrained ordination»).
Al querer contrastar la abundancia de unas especies, en unas localidades
concretas con variables ambientales medidas en esos mismos lugares, se
puede recurrir a un amplio abanico de técnicas, y cada una de ellas se puede
relacionar con alguna de las cuatro clases a las que hemos hecho referencia.
2. Regresión
Sin duda, la primera aproximación y, seguramente, la más sencilla se
puede hacer mediante técnicas de regresión, las cuales describen la función
que mejor ajusta los valores de abundancia de una especie (variable depen-
diente) frente a una variable ambiental (variable independiente) en relación
cori un modelo concreto; éste sería el caso de una regresión simple. Esta pri-
mera aproximación es lo que se conoce como análisis de gradiente directo
(WHITTAKER, 1967, 1978). Una posibilidad todavía más simple consistiría en
la comparación directade los valores de la variable frente a los de abundancia
del taxon considerado (WI-IITTAKER, 1967). En TER BRAAK & LOOMAN
(1986), podemos encontrar un estudio exhaustivo de las técnicas de regresión
en relación con diferentes modelos estadísticos.
Sin embargo, cuando el interés se centra en el estudio de las relaciones de
las especies con un conjunto de variables que actúan sobre ellas, es necesario
recurrir a otro tipo de técnicas.
De forma casi intuitiva se nos ocurriría utilizar técnicas basadas en coefi-
cientes de correlación, como puede ser el análisis de correlación canónica
(COR) (GAUCI-1 & WENTWORTI-l, 1976; GITTINS, 1985) o técnicas relaciona-
das con éste, como el análisis de variación canónica («Canonical Variate
Analysis», CVA) (PIELOU, 1984; GIThNS, 1985). Pero éstas presentan una
doble limitación, por un lado, el hecho de asumir un modelo Linear de res-
puesta especies-variables, salvable mediante la introducción de modelos poli-
nomiales y, por otra parte, el hecho de que el número de especies deba ser
menor que el de localidades inventariadas, condición que raramente se cum-
ple en estudios de vegetación. En este tipo de análisis, las especies y las va-
nabíes ambientales son consideradas de forma simétrica (TER BRAAK,
1987); sin embargo, Tso (1981) desarrolló un modelo asimétrico en el que
las especies son explicadas por las variables. Esta última variante tiene un
comportamiento semejante al análisis de redundancia (RDA), que se comen-
tará más adelante dentro de las técnicas de ordenación, pero del que se dife-
rencia por la asunción diferente del tipo de errores.
Otra alternativa más elaborada estriba en la utilización de técnicas de ,~>
gresión múltiple. Pese a las indudables ventajas teóricas de dichas técnicas,
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que se han aplicado con éxito en algunas ocasiones (YARRANTON, 1970;
AUSTíN, 1971), nunca han llegado a ser populares en estudios de vegetación.
Según TER BRAAK (1987), las razones han sido: 1. Cada especie requiere un
análisis individualizado, por si el número de especies no es muy reducido, el
esfuerzo a invertir puede ser considerable; 2. Los datos de vegetación suelen
ser cualitativos o, si son cuantitativos, poseen muchos ceros, y en ninguno de
los dos casos es posible asumir una distribución normal del error; 3. Las rela-
ciones entre especies y variables ambientales son generalmente no lineares,
salvo que el segínento ambiental sea lo suficientemente corto; 4. Las varía-
bIes ambientales están a menudo fuertemente correlacionadas, por lo que en
muchas ocasiones es muy difícil separar su efecto conjunto (POTVIN &
ROFE, 1993). Tal como afirman AUSTíN & AL. (1984), y TER BRAAK & LO-
OMAN (1986), algunos de estos problemas (2 y 3) se podrían solucionar me-
diante la utilización de modelos obíenidos por técnicas basadas en el Modela-
do Linear Generalizado (GLM) (MCCULLAGI-I & NELDER, 1983), o sobre
todo modelos desarrollados a partir de técnicas de Modelado Aditivo Genera-
lizado (9AM), que son una exíensión de las anteriores (YEE & MITCHELL,
1991). Estas permiten considerar distribuciones de los errores distintas de la
normal, como las que asumían las de Máxima Probabilidad («Maximum Li-
kelihood»). Probablemente esta vía sea la más adecuada para realizar un aná-
lisis riguroso con el que determinar la forma de la curva de respuesta en rela-
ción a un número de factores considerados simultáneamente. En cualquier
caso, estos problemas pueden ser solventados mediante la utilización de téc-
nicas de «ordenación forzada», como veremos más adelante.
3. Calibración
Es el proceso inverso de la regresión, es decir el prpcedimiento que permi-
te inferir valores para las variables ambientales a partir de la composición flo-
rística de cada localidad. Los tres métodos utilizados más habitualmente (TER
BRAAK, 1987) son:
1) Análisis basado en las funciones de respuesta obtenidas previamente
mediante regresiones.
2) Regresión invertida, en la que las especies son las variables indepen-
dientes (TER BRAAK & PRENTICE, 1988).
3) Análisis basado en los valores indicadores de cada especie y posterior
ponderación («Wcighted averaging») —ver ELLEMBERG (1979) para su
confirmación—. TER BRAAK & I3ARENDREGT (1986) detallan el valor
de este último procedimiento y su capacidad de emular modelos no li-
neales, condición que limita notablemente a los procedimientos ante-
riores.
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4. Ordenación
Bajo este térmíno se agrupan varias técnicas multivariantes que presentan
el denominador común de reducir la dimensionalidad de una matriz de datos,
en nuestro caso floristicos, mediante la extracción de ejes y sin que interven-
gan las variables ambientales (OAUCH, 1982; PIELOU, 1984; TER BRAAK,
1986; OKLAND, 1990; FEOLI & ORLÓCI, 199!). La interpretación de estos
ejes en términos ecológicos se puede realizar en una segunda fase; es el de-
nominado ANALISIS DE GRADIENTE INDIRECTO (WHITTAKER, 1967).
Tal como señala OKLAND (1990), conceptualmente existen tres aproxima-
ciones diferentes a las técnicas de ordenación:
En primer lugar, geométricamente, como métodos de escalado (PRENTICE,
1977). En este sentido, estas técnicas permiten sintetizar la información me-
diante la producción de un espacio de ordenación de pocas dimensiones donde
la disimilitud entre los inventarios en la matriz inicial es preservada (MIN-
CHIN, 1987; TER BRAAK & PRENTICE, 1988). La bondad del ajuste se mide
mediante una función de estrés (PRENTICE, 1977). Dependiendo de la función
de disimilitud utilizada, del tratamiento que se dé a estos valores, así como de
dicha función de estrés, podemos dividir las técnicas de ordenación en técni-
cas de escalado métrico («metric scaling techniques»), también denominadas
Análisis de Coordenadas Principales (PCoA), si se utilizan directamente los
valores de disimilitud para calcular el estrés, y técnicas de escalado no métri-
co («non-metric scaling techniques»), silo que se utiliza es el rango de dichos
valores. Una tercera posibilidad es lo que se denominan técnicas de escalado
híbrido («hybrid scaling techniques>O, y que combina tanto el valor de disimi-
litud como su rango (FAITH & AL,, 1987). Las funciones de similitud también
pueden ser utilizadas en este sentido (PODAN!, 1989a).
La segunda aproximación que se puede realizar es de tipo estadístico, con-
siderando los ejes de ordenación como variables latentes o hipotéticas, obte-
nidas de manera que se optimice el ajuste de los datos de las especies respec-
to a un modelo estadístico (lineal, unimodal, etc.) de respuesta de la abundan-
cía de las especies a un gradiente dado (TER BRAAK & PRENTICE, 1988; TER
BRAAK, 1987). En este sentido, la técnica de ordenación busca la variable hi-
potética que mejor se ajusta de forma global a los datos de vegetación de
donde partimos. Esta hipotética variable es el primer eje de ordenación. Tal
como señalan TER BRAAK & PRENTICE (1988), las técnicas de escalado mé-
trico pueden ser explicadas mediante ciclos de regresión y calibración respec-
to de un modelo estadístico concreto. La conocida técnica Análisis de Com-
ponentes Principales (PCA) puede ser interpretada como un caso especial de
PCoA cuando la función utilizada es la Distancia Euclídea, ajusta los datos
según un modelo linear; mientras que el Análisis de Correspondencias (CA)
se ajusta heurísticamente a un modelo unimodal (TER BRAAK, 1986).
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La tercera aproximación es de tipo algebraico. Así, las técnicas de orde-
nación métrica pueden ser consideradas como técnicas capaces de obtener los
vectores propios («eigenvectors») —que pueden ser tomados como variables
latentes— y los correspondientes valores propios («eigenvalues») —que dan
una idea de la bondad del ajuste entre los datos y las nuevas variables latentes
(ORLÓCI, 1978; PIELOU, 1984).
Aunque no las vamos a desglosar aquí, han surgido nuevas técnicas de or-
denación, entre las que destacan las relacionadas con el desarrollo de los con-
ceptos esgrimidos por la «Fuzzy Set Theory» (ROBERTS, 1987) y que se
basan en clasificaciones (FEOLI & ZUCCARELLO, 1986), o las aproximacio-
nes más avanzadas de IBM & OROENEWOUD (1975), GOODALL & JONHSON
(1982), etc.
5. Ordenaciones constreñidas
De forma sintética podemos afirmar que los análisis de regresión sirven
para encontrar la variable ambiental que mejor explica la variación de la co-
bertura de las especies en un conjunto de datos; mientras que en las ordena-
ciones, los ejes son las variables hipotéticas que optimizan el ajuste de los
datos florísticos a un modelo estadístico dado. Una tercera cuestión, interme-
dia entre las anteriores, que también puede ser resuelta, es qué combinación
de variables ambientales puede explicar dichos datos de una forma más efi-
caz. Las ordenaciones canónicas u ordenaciones constreñidas (TER BRAAK,
1986, 1987) pueden resolver este problema (TER BRAAK & PRENTICE,
1988). Estas técnicas permiten conocer la combinación de variables que ex-
plica mejor la variación en la abundancia de las especies, optimizando el
ajuste de la abundancia de especies a un conjunto dado de variables ambien-
tales (TER BRAAK, 1986; TER BRAAK & PRENTICE, 1988).
En cualquier caso, una aproximación de este tipo se puede realizar recu-
rriendo a análisis de regresión múltiple, como ya indicamos en el apartado
correspondiente. La elección entre una regresión múltiple y una ordenación
canónica depende de si consideramos ventajoso el hecho de analizar simultá-
neamente todas las especies o no. En el caso de que se utilicen todas, como
ocurre en la ordenación canónica, se asume que existe un modelo de respues-
ta común, de manera que se extrae un reducido número de gradientes, deno-
minados ejes —en este sentido, es una ordenación normal—, para todas las es-
pecies; evidentemente, en los análisis de regresión múltiple no ocurre así, en
dicho caso es necesario construir un gradiente particular para cada especie.
Por otro lado, la construcción de buenos modelos no lineales con técnicas de
regresión no es sencilla, dado que la consideración de combinaciones lineales
entre las variables complica mucho el proceso. Sin embargo, en este tipo de
ordenaciones la posible no linealidad entra de la mano de los distintos mode-
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los que subyacen en cada una de las técnicas de ordenación: PCA asume mo-
delos lineales; CA, modelos unimodales, y el resto de las técnicas MDS
(«Metric Dimensional Scaling»), diferentes modelos según la función de par-
tida. En definitiva, las técnicas canónicas requieren menos datos y son más
fáciles de aplicar que las de regresión, además sus resultados dan una visión
mucho más global. De todas formas, si lo que se pretende es una descripción
más detallada y precisa de las relaciones entre las plantas y las variables am-
bientales, es necesario recurrir a técnicas de regresión múltiple (TER BRAAK,
1988).
Se han desarrollado las correspondientes versiones forzadas o constreñi-
das para cada una de las técnicas básicas de ordenación que hemos estudiado
en el apartado anterior La técnica de ordenación forzada correspondiente al
muy conocido Análisis de Componentes Principales (PCA) se denomina
Análisis de Redundancia (RDA) (RAO, 1964); la del Análisis de Correspon-
dencias (CA) se denomina Análisis Canónico de Correspondencias (CCA)
(TER BRAAK, 1986, 1987), y las correspondientes a las técnicas NMDS
(«Non Metrie Dimensional Scaling») han sido desarrolladas por MEuLMANN
& HEISER (1984). Sin duda, hoy en día el CCA es la técnica más utilizada
por los investigadores para resolver problemas relacionados con los análisis
de gradiente directo (ZHANG & OXLEY, 1994). El auge del CCA y este tipo
de técnicas ha sido impresionante; BIRKS & AUSTíN (1992) recogen 165 tra-
bajos relacionados con el CCA y técnicas afines entre 1986 y 1991.
Además, pequeñas modificaciones de estas técnicas permiten obtener
nueva información. En primer lugar, los análisis canónicos híbridos permiten
conocer la variación florística que permanece después de que el efecto conjun-
to de las variables haya quedado ajustado (DAUDIN, 1980; YANAI, 1986; TER
BRAAK, 1988). En general, el número máximo de ejes «forzados» es igual al
de variables ambientales consideradas en el análisis, pero siempre es posible
hacerlo sobre menos ejes (TER BRAAK, 1986; 1987), obteniendo a continua-
ción ejes de ordenación parciales (TER BRAAK, 1988). Estos ejes representan
la dirección principal de variación después de que la información atribuible a
las variables consideradas ha sido extraída. La interpretación de estos ejes res-
ponde a la siguiente regla: en caso de que la información de estos ejes fuera
mucho mayor que la acumulada y explicada por los anteriores, habría que pen-
sar que las variables estudiadas no son eficaces a la hora de explicar la variabi-
lidad florística de los datos (TER BRAAK & PRENTICE, 1988).
En segundo lugar, las ordenaciones canónicas pa>ciales extraen la varia-
bilidad introducida por variables ambientales que no presentan interés directo
para el investigador —denominadas covariables o variables concomitantes—
(DAVIES & TSO, 1982). De esta forma, los ejes de ordenación representarán
únicamente el efecto atribuible a las variables de interés (TER BRAAK, 1988).
BORCARO (1992) y OKLAND & EtLERTSEN (1993) comentan el interés de
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estas técnicas en estudios de vegetación, sobre todo a la hora de reducir la va-
riabilidad debida a los patrones espaciales (TER BRAAK, 1987; LEGENDRE &
FORTíN, 1989), aunque también sirve para eliminar ruidos relacionados con
el muestreo (ESCUDERO. 1992).
Para la interpretación de los ejes extraídos se pueden utilizar los coefi-
cientes canónicos o/y las correlaciones intragrupo («intra-set correlation»).
Los coeficientes canónicos definen los ejes de ordenación como combina-
ción lineal de las variables ambientales. Las correlaciones intragrupo son los
correspondientes coeficientes entre las variables y los ejes de ordenación. Se
puede comprobar la importancia relativa en la extracción de cada eje por
parte de cada variable sopesando ambos índices. Los valores de los coefi-
cientes canónicos sólo tienen un valor exploratorio, ya que no pueden ser
probados (TER BRAAK, 1988; NANTEL & NEUMANN, 1992). Además,
cuando un grupo de variables está muy correlacionado, los coeficientes de
correlación se hacen muy inestables. Este problema se denomina multicoli-
nealidad, y es semejante al que se presenta en el análisis de regresión múlti-
ple (MONTGOMERY & PECK, 1982; TER BRAAK, 1990). En general, este
problema se presenta con variables nominales (=<dummyvariables», MONT-
GOMERY & PECK, 1982). Por ello, siempre resulta recomendable estudiar
con antelación el conjunto de variables ambientales para retirar tas que pre-
senten correlaciones muy significativas. Posteriormente, estas variables que
presentan problemas de colinealidad pueden ser introducidas de forma pasi-
va en los diagramas de ordenación, de manera que también puedan interve-
nír en la explicación de los diagramas (TER BRAAK, 1988; TONTERI & AL.,
1990; FRANKLiN & MERLíN, 1992).
Por último, queremos señalar que estas técnicas pueden dar diagramas de
difícil interpretación cuando la correspondencia entre ambos conjuntos de
datos, florísticos y ambientales, es muy escasa (OKSANEN & 1-IUTTIJNEN,
1989). Este problema se puede solucionar gracias a una correcta elección de
las especies.
6. Premisas para trabajar con diagramas de ordenación
En este apartado vamos a indicar algunas de las consideraciones que se
deben tener en cuenta al utilizar estas técnicas numéricas. Una posible rutina
de trabajo podría ser la indicada por TER BRAAK (1988), de manera que en
primer lugar se realiza una inspección de los datos mediante un CA, para que
se pueda ver hasta qué punto nuestros datos son unimodales o si, por el con-
trario, se ajustan a un modelo lineal; como ya hemos indicado, este punto es
crucial a la hora de decidimos por una técnica de ordenación u otra. Para ello,
HILL & GAUCH (1980) propusieron el uso de la desviación estándar (SD,
«standard units») de las curvas de respuesta de las especies respecto al gra-
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diente determinado por dicho eje. Si esta longitud es superior a 3 unidades
SD, es recomendable utilizar métodos no lineales (TER BRAAK & PRENTICE,
1988). Inversamente, si la longitud es inferior o igual a 2 SD, será necesario
recurrir a métodos lineales. Un ejemplo de la determinación de la longitud
del gradiente mediante DCA lo podemos encontrar en TONTERI & AL.
(1990).
Recientemente, EILERTSEN & AL. (1990) han estudiado los efectos de las
manipulaciones habituales sobre los datos, como retirar especies de baja pre-
sencia («downweighting») y modificar el peso de las especies características,
comprobando que se producen fuertes modificaciones de la longitud del gra-
diente, lo cual cuestiona en cierta medida la validez de este estimador. Por
otro lado, JOHN & DALE (1990) han realizado con éxito algunas aplicaciones
de CCA con gradientes muy cortos; ellos recurrieron a una simulación de
Montecarlo para ver si el primer eje extraído era significativo. TER BRAAK
(1986) ya había insinuado que, pese a todas las restricciones teóricas, el CCA
podría funcionar bien con gradientes cortos, aunque es evidente que si los
vectores propios son muy cortos, los valores óptimos de muchas de las espe-
ctes caerían fuera de la región inventariada y el comportamiento frente a las
variables empleadas puede ser considerado prácticamente lineal, por lo que
en cierta medida ambas aproximaciones se pueden hacer coincidentes. Sin
duda, las ventajas de los métodos lineales, tanto de PCA como de RDA, en
este contexto, estriba en que sus «biplots» son mucho más informativos que
los de (D)CA y (D)CCA, pero evidentemente esto se toma en inconveniente
cuando los datos son difíciles de aproximar a modelos lineales. También que-
remos señalar que la tolerancia de las especies es cercana a 1 50, por lo que
cada curva de respuesta (modelo gaussiano) puede alcanzar aproximadamen-
te 4 SD (TER BRAAK, 1987), aunque MINO-UN (1987) habla de 6 SD. Por lo
tanto, es razonable pensar que muestras que presentan más de esta longitud
no tienen especies en común. Por supuesto, es necesario asumir que todas las
especies presentan un comportamiento gaussiano frente a los gradientes ex-
traídos. En cualquier caso podemos encontrar fuertes reticencias, de manera
que algunos autores consideran que éste no es el único modelo de respuesta
especies-variables (MINO-UN, 1989; AUSTíN & SMITH, 1989), argumento de
nuevo utilizado por estos autores cuando cuestionan la utilidad de las técnicas
de ordenación canónica, muy eficaces a la hora de aproximar los datos a
dicho modelo, aunque sea de una forma heurística.
Respecto a las técnicas que asumen modelos lineales, MINCHIN (1987)
—también recogido por OKLAND (1990)— llega a afirmar que no existe ningu-
na justificación para utilizar un PCA con el propósito de realizar un análisis
de gradiente indirecto. En cualquier caso, y dado que el espacio resuelto por
el PCA es de tipo euclídeo, su interpretabilidad, tanto en términos fitosocio-
lógicos como ecológicos, puede ser mayor al haber una adecuación entre el
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espacio original y los nuevos espacios generados (FEOLI & ORLÓCI, 1991);
por ello, algunos aulores (MAZZOLENI & AL., 1992; CASADO & AL., 1989)
consideran que su aplicación puede ser muy ventajosa. En el extremo opuesto
podemos encontrar autores como FAITH & AL. (1987), que estiman que el es-
pacio euclídeo permite medidas muy pobres de las distancias ecológicas y
por consiguiente desaconseja el uso de un PCA.
Por otro lado estas técnicas de ordenación también pueden ser utilizadas
para detectar inventarios desviantes («outliers»). Para localizar este tipo de
inventarios desviantes generalmente se han utilizado técnicas de clasificación
(GAUCH, 1982), sin embargo, coincidimos con WILDI (1989) en que es
mucho más sencillo mediante el uso de técnicas de ordenación. El CA es muy
sensible a los invenlarios pobres en especies, situando estos inventarios en el
extremo del primer eje (GAUCH, 1982). En este sentido, es interesante co-
mentar que un comportamiento muy desviante en estas ordenaciones no tiene
por qué reflejarse en las ordenaciones canónicas, debido a que las variables
ambientales que caracterizan el inventario no tienen por qué ser desviantes,
por lo que la detección de estos inventarios debe hacerse con técnicas de or-
denación sencillas.
Para finalizar este apartado, queremos hacer referencia a los valores por-
centuales de la varianza total que explica cada eje. Aunque tradicionalmente
estos valores han sido muy utilizados para explicar la cantidad de informa-
ción acumulada por los ejes extraídos, hoy en día tal interpretación está en
desuso, ya que la información que pueden aportar es muy críptica. TER
BRAAK (1986, 1987) afirma que ese tipo de información sólo se puede obte-
ner a partir del tamaño de los vectores directores, que varían de O a 1 en las
técnicas derivadas de CA (JONOMAN & AL., 1987), o mejor aún, utilizando la
desviación estándar de dichos ejes con un test de significación; además, valo-
res porcentuales muy bajos pueden dar diagramas muy informativos, y vice-
versa (GAUCH, 1982). De todas formas, hay que tener en cuenta que no es
posible obtener valores del 100% de varianza explicada, dado que siempre
hay un ruido de fondo debido a muy diferentes factores (GAUCH, 1982).
7. Interpretación de los diagramas de ordenación
Las ordenaciones originadas por cada una de las técnicas que hemos co-
mentado no se pueden interpretar siguiendo un único esquema. En el caso del
PCA y técnicas relacionadas metodológicamente con él, tanto los inventarios
como las especies pueden ser representados en un mismo espacio (general-
mente se utilizan espacios bidimensionales o planos), de manera que st uni-
mos la posición de una especie dada y el origen (0,0), tenemos lo que se ha
denominado ~<biplot»(representación simultánea de especies-localidades;
GABRIEL, 197!), en el que la dirección y módulo de dichos vectores nos da
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una idea de la dirección de la máxima variación de la abundancia de una es-
pecie dada, y La longitud es proporcional a la intensidad del cambio (TER
BRAAK & PRENTICE, 1988). De forma sintética podemos afirmar que las es-
pecies más alejadas del centro son las más iínportantes a la hora de diferen-
ciar las localidades (inventarios); en cualquier caso, existen reglas de carácter
cuantitativo para interpretar los diagramas de ordenación de un PCA (TER
BRAAK, 1983).
En el caso de los diagramas de ordenación obtenidos con un CA o técni-
cas relacionadas con ésta, las especies y las localidades son representadas por
puntos, siendo, en el caso de las localidades, el centro de gravedad de las es-
pecies que allí aparecen y el de las especies una aproximación a su óptimo
(modelo de respuesta unimodal). Las especies más alejadas del origen no po-
demos saber si su óptimo cae dentro o no de nuestros diagramas, de manera
que en muchos sentidos estas especies pueden llevarnos a interpretaciones
erróneas, ya que no podemos estar seguros de si su posición es consecuencia
dc su preferencia por condiciones ecológicas extremas dentro del tramo de
gradiente analizado o si simplemente obedece a su baja representatividad.
En TER BRAAK (1986; 1987; 1988) se explican detalladamente los proce-
dimientos de obtención e interpretación de los diagramas producidos en un
CCA. De forma sintética, las especies y localidades se representan por pun-
tos; las variables cuantitativas, por vectores (interpretación semejante a la de
los biplots de un PCA), y las variables nominales, por puntos que representan
sus centroides.
La interpretación de estos diagramas puede ser implementada mediante la
utilización de nuevas técnicas, apoyadas en el desarrollo del soffivare necesa-
rio. En este sentido destacan las técnicas de interpolación espacial (HAUSER
& MUCINA, 1991; TER BRAAK, 1987; HURGAZ & AL., 1993); así como las
basadas en la utilización de elipses de máxima probabilidad (FEOLI & LAGO-
NEGRO, 1979).
8. El efecto de arco
A la hora de interpretar los diagramas, uno de los problemas más impor-
tantes que nos podemos encontrar es consecuencia del llamado efecto de
arco (HILL & GAUCH, 1980). Si los datos de las especies se ajustan a un mo-
delo unidimensional, el segundo eje extraído generalmente presenta una rela-
ción parabólica con el primer eje; esto ocurre en la práctica cuando el gra-
diente del primer eje es mucho mayor que el del siguiente. En definitiva, los
valores de las especies para el segundo eje van a formar un arco; característi-
ca ésta que nos permite identificar el problema sobre los diagramas de orde-
nación, ya que las especies de comportamiento más antagónico van a situarse
muy cerca en el plano de ordenación. HILL & GAUCH (1980) desarrollaron el
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DCA como una modificación heurística del CA. diseñada para solventar este
problema. Se trata de un reescalado no lineal de los ejes, de manera que se in-
tenta igualar la varianza interna en todos los puntos a lo largo del eje de orde-
nación; los ejes son divididos en segmentos y se los expande o contrae según
sea necesarío. Este método de «detrending» ha sido criticado, por lo menos
para ciertas situaciones (OKSANEN, 1988; KENKEL & ORLÓCI, 1986; MIN-
CHIN, 1987; PIELOU, 1984), y ha sido muy poco utilizado en aplicaciones
fuera del ámbito de la ecología (GREENACRE, 1984). TER BRAAK & PRENTI-
CE (1988) y TER BRAAK (1988) consideran mucho más ventajoso hacer un
«detrending» por el método polinomial, método que también fue esbozado
por HILL & GAUCH (1980). En cualquier caso, también podemos encontrar
autores reticentes a la hora de aplicar estas técnicas. KNOX (1989) afirma que
no mejora sustancialmente a la técnica primitiva. Esta situación es la que
hace comentar a PIELOD (1984) y WARTENBERG & AL. (1987) que quizá sea
mucho más adecuado recurrir exclusivamente a CA y detectar los auténticos
gradientes, pese a los inconvenientes que se puedan presentar. Aunque no
hemos hablado de ello, esta problemática es extensiva a todo tipo de ordena-
ciones forzadas, aunque, según PALMER (1993), el CCA es inmune a la ma-
yoría de los problemas que presenta el OCA.
CLASIFICACIONES NUMÉRICAS
Bajo esta denominación s~ reúnen un conjunto de técnicas denominadas
de «agrupamiento» capaces de generar clases diferentes unas de otras, cuyos
elementos son comunes dentro de cada una de ellas (DALE, 1988). Estas téc-
nicas permiten establecer una división de los conjuntos iniciales de datos de
una forma más objetiva y menos intuitiva. En cualquier caso, la elevada can-
tidad de decisiones que el investigador debe tomar (tipo de algoritmo a utili-
zar, función de semejanza, transformaciones de los datos, etc.) puede cuestio-
nar esta afirmación (KOVAR & LEES, 1986; GOODALL & FEOLI, 1988).
En estudios de vegetación y fundamentalmente en el contexto fitosocioló-
gico estas técnicas han sido utilizadas con profusión (MUCINA & VAN DER
MAAREL, 1989; KENT & BALLARD, 1988), pese a las reticencias manifesta-
das por algunos autores, que cuestionan la concepción determinista y no-con-
tinua implícita en la mayor parte de las mismas (MINCI-IIN, 1987; AUSTíN &
SMITH, 1989).
En este capítulo vamos a presentar esquemáticamente las técnicas de agru-
pamiento y comentaremos brevemente algunos conceptos más avanzados,
como son la determinación del nivel óptimo de partición, la generación de
clasificaciones consensuadas, la comparación de dendrogramas y particiones,
etc. (Ver ANDERBERO, 1973; CLIFFORD & STEPHENSON, 1975; PlELOU,
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1984; WEST}IOFF & VAN DER MAAREL, 1978; LEGENDRE & LEGENDRE,
1984; ORLÓCI, 1978; SNEATIII & SOKAL, 1973; MARDIA & AL., 1979; EVE-
RITT, 1980).
1. Análisis numérico de agrupamiento
La diversidad de técnicas de agrupamiento existentes en la literatura
puede resumirse atendiendo a la estrategia clasificatoria que desarrollan en el
proceso. Siguiendo el criterio de WILLIAMS (1971), que usa una clave dico-
tómica para diferenciar las distintas técnicas, la primera disyunción se esta-
blece entre técnicas de solcipamiento y de no solapamiento. En las primeras,
una entidad puede aparecer en más de un grupo, razón por la cual han sido
poco utilizadas en ecología (YARRANTON & AL., 1972), aunque a partir del
desarrollo de las técnicas relacionadas con la Teoría de los Conjuntos Difusos
(«Fuzzy Set Theory>fl, su uso se está incrementando notablemente (RO-
BERTS, 1986; MARSILI-LIBELLI, 1989).
A su vez, las técnicas de no solapamiento se dividen en enrínsecas o in-
trínsecas. Las primeras utilizan datos bióticos y abióticos, tratando de rela-
cionar ambos, mientras que las clasificaciones intrínsecas han sido empleadas
para formar grupos únicamente a partir de sus atributos. Estas últimas, a su
vez, han sido divididas en jerárquicas y no jerárquicas. Según WILLIAMS
(1971), lasjerárquicas siempre buscan una ruta entre la población entera y el
conjunto de grupos individuales de que ésta se compone, optimizando para
ello la relación existente entre dos grupos cercanos. Por el contrario, en las
estrategias no jerárquicas se optimiza la estructura del grupo individual, que
es todo lo homogénea que sea posible, no existiendo un camino definido
entre los grupos y la población completa. Su valor estriba en que son capaces
de producir clasificaciones óptimas como consecuencia de la compactación
individual de los grupos (CORMACK, 1971) y de la separación que consiguen
entre los mismos (VAN TONGEREN, 1987). Además, la multidimensionalidad
inicial de los datos puede ser poco compatible con la dimensión única que se
establece en una clasificación jerárquica (WHITTAKER, 1962; GALJCH &
WI-IITTAKER, 1981).
Los métodos jerárquicos han sido muy utilizados por los taxónomos, de
una parte por su paralelismo con las teorías evolutivas, y de otra porque son
capaces de organizar el conocimiento adquirido (CLIFFORD & STEPHENSON,
1975) de manera que la jerarquización de los grupos permite establecer y co-
nocer las relaciones que existen entre ellos (OAUCH, 1982).
Finalmente, los métodos jerárquicos pueden dividirse en aglomerativos y
divisivos. Los métodos divisivos pueden ser monotéticos o politéticos, mien-
tras que los aglomerativos únicamente son politéticos. Los métodos divisivos
toman el conjunto de los datos como una entidad única, dividiéndolo con
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posterioridad; cada uno de los fragmentos obtenidos sufre el mismo proceso.
Los métodos aglomerativos comienzan a unir los objetos de forma individual,
hasta llegar a tenerlos todos unidos. Tradicionalínente, las técnicas divisivas
han sido consideradas más eficaces que las aglomerativas, por lo menos
cuando se utilizaban con datos ecológicos (HILL, 1979; OAUCH & WHITI’A-
KER, 1981); sin embargo, algunos autores han puesto en duda, recientemente,
la eficacia de algunas de las técnicas divisivas de uso más extendido
(TWINSPAN) (VAN GROENEWOUD, 1992; BELBIN & MCDONALD, 1993),
mientras que otros resaltan la capacidad clasificatoria de las técnicas aglome-
rativas (PODANI, 1989A; PIELOU, 1984).
Las técnicas monotéticas utilizan como criterio clasificatorio la presencia
o ausencia de una especie, mientras que las politéticas utilizan criterios más
numerosos. En general, se suelen utilizar más profusamente estas últimas, de-
bido a que la presencia-ausencia azarosa de algunas especies puede introducir
importantes desviaciones (GOODALL, 1978), sobre todo si el número de espe-
cies o de inventarios es pequeño (HILL, 1977).
2. Métodos jerárquicos aglomerativos
El número de técnicas incluibles bajo este epígrafe es enorme, pero prácti-
camente la totalidad se deriva de la solución combinatoria propuesta por
LANCE & WILLIAMS (1966, 1967), tal como expone PODANI (1989a), quien
además agrupa estas técnicas entre las que buscan la distancia mínima entre
grupos (~<clusters») (d-SAI-IN) y las que optimizan la homogeneidad intra-
grupo (h-SAHN; ~<Sequential»,~<Aglomerative»,~<Hierarchical>~,«Non over-
lapping»). Entre los primeros, podemos destacar:
2.1. Enlace de grupos por el vecino más cercano («single linkage
clustering>~)
Toma como distancia entre dos grupos aquella existente entre dos pares de
puntos, uno de cada grupo, cuya distancia sea la más pequeña de todas las po-
sibles.
No es frecuente su uso en ecología, debido al problema de «encadenamien-
to» que suele presentar, es decir, la tendencia a generar un crecimiento desde la
base a partir de un pequeño grupo (de dos inventarios, por ejemplo), al cual se
le une una sene de objetos, uno después de otro, a modo de cadena. En un den-
drograina de estas características es muy difícil para el usuario definir grupos
(PJELOIi, 1984). Sin embargo, debido a este efecto de encadenamiento es muy
utilizado para detectar objetos desviantes (~<outliers»), ya que serán los que pre-
senten mayores distancias frente al resto de los objetos y, por tanto, se unirán a
la parte final del dendrograma, donde podrán ser detectados (WILDI, 1989).
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2.2. Enlace de grupospor el vecino más lejano (~<complete linkage clustering»)
La distancia entre dos grupos se basa en la que existe entre los dos puntos
más alejados de cada uno de los gruposque se van a fusionar.
Tiene la ventaja de que los grupos obtenidos tienen un tamaño parecido,
aunque su principal inconveniente estriba en que dos grupos vecinos que apa-
recen en el dendrograma separados a una gran distancia pueden ser muy simi-
lares. Por ello, es difícil detectar elementos desviantes. Según LANCE & WI-
LLIAMS (1967), el proceso conlíeva un alejamiento entre sí de algunos grupos
y un acercamiento de otros, produciendo una sensación muy marcada de dila-
tación espacial en el conjunto de datos.
2.3, Agrupamiento por la unión media Ó<average linkage clustering»)
La distancia entre dos grupos se puede definir de cuatro formas diferentes,
que dan lugar a cuatro tipos de agrupamiento: la distancia media con o sin
carga (~<unweighted/weighted average distance», UPGMA/WPOMA). la dis-
tancia ent¡e centroides (c<centroid distances>~, UPGMC) y la distancia entre
medianas («median distance»- WPGMC). La d¡stancia entre centroides
puede considerarse sin carga, a diferencia de la distancia media. Este término
de carga se refiere al peso con el que cada objeto contribuye: en los análisis
sin carga, cada objeto es vinculado al grupo con igual peso, aunque el peso de
un grupo es tratado de forma proporcional al número de elementos que con-
tiene. Resultado de todo ello es que el centroide de dos grupos no es el punto
medio entre los centroides, sino que se acerca más al grupo que contenga
mayor número de miembros (PIELOU, 1984).
Entre las técnicas de las denominadas técnicas h-SAI-IN, podemos desta-
car la siguiente:
2.4. Agrupamiento por varianza mínima (~<minimum variance clustering»)
Su formulación algebraica fue dada por BURR (1970). Se basa en la dis-
persión dentro de los grupos, que no es más que la suma de los cuadrados de
la distancia entre cada punto y el centroide del grupo.
Es considerado, junto a los recogidos en el apartado anterior, como el que
produce la dicotomía de forma más eficaz de entre todos los métodos agIo-
merativos y el que mejor clasifica los inventarios de vegetación que varían de
forma continua (FEOLI-CHIAPELLA & FEOLI, 1977; WILDI, 1989).
3. Métodos divisivos
Cuentan con menos inconvenientes que los métodos aglomerativos, ya
que en éstos, al empezar a unir los objetos desde abajo, se corre el riesgo de
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que en los primeros pasos del proceso de agrupamiento se realicen fusiones
erróneas con influencia negativa en las posteriores. A pesar de ello, algunos
autores, como PIELOU (1984), consideran estas técnicas menos eficaces que
las técnicas aglomerativas descritas anteriormente.
Las aproximaciones más ampliamente utilizadas comienzan realizando
una ordenación de los datos, dividiendo después los espacios resullantes y ge-
nerando las correspondientes particiones. Este procedimiento es conocido
como ordenación en espacio divisivo. Existe un gran número de métodos
para realizar la ordenación inicial, así como para situar los límites de las par-
ticiones (GAUCH, 1982).
La ventaja de los métodos divisivos consiste en que podemos parar el pro-
ceso de división en cualquier momento y no necesitamos continuarlo hasta
tener los objetos aislados completamente. Sin embargo, esto conlíeva un in-
conveniente, y es que se necesita una regla para decidir en qué momento se
detiene el proceso, lo cual no deja de ser arbitrario. Sin embargo, también se
ha trabajado para desarrollar algunos criterios con los que decidir cuándo la
división ha llegado lo suficientemente lejos (PIELOU, 1977; DALE, 1988).
A continuación, veremos algunos de los métodos más utilizados, haciendo
especial hincapié en el tercero de ellos, por su amplia utilizacion.
3.1. MÉTODO DL LA MÍNIMA EXTENSIÓN («Minimum spanning tree»)
Se basa en el método aglomerativo de unión por el vecino más cercano
(~<single linkage clustering»). Debe cumplir dos reglas: 1) cada par de puntos
se une, exclusivamente, por una l(nea; y 2) ninguna de las trayectorias puede
formar un conjunto cerrado. Previamente a la aplicación del método clasifica-
tivo, se realiza unaordenación.
Tiene una gran utilidad cuando se realizan ordenaciones con reducción de
la dimensionalidad, ya que dos objetos que en un espacio de s-dimensiones
(tantas como especies) aparecen alejados, al reducir la dimensión a dos pue-
den aparecer situados muy cerca, de ahí que la sobreinipresión de un MST en
este tipo de diagramas sea de gran ayuda para detectar semejanzas no aparen-
tes o diferencias enmascaradas.
3.2. PARTICIÓN DE UNA ORDENACIÓN POR PCA
a) El Método partitivo de Lefkovitch consiste en realizar un PCA centra-
do. Esto implica que el origen de los ejes está en el centroide de la
nube de datos. La primera división se hará, por lo tanto, rompiendo por
el primer eje de la ordenación, y la segunda por el segundo eje, así
hasta finalizar el método. Finalmente, se obtiene un dendrograma de si-
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milares características a los aglomerativos. En cualquier caso, y dadas
las características intrínsecas de los biplots de un PCA, puede que
dicho problema no resulte tan severo.
Su principal desventaja es que puede inducir la dispersión de un grupo
que debería quedar unido, ya que puede ser descolocado por alguno de
los ejes principales. LEFKOVITCH (1976) sugirió varios métodos para
realizar la verificación del método partitivo.
b) El Método partitivo de Noy-Meir (1973) es parecido al anterior, pero a
diferencia de éste, el punto de corte se escoge en cada rotura. Esto se
realiza haciendo que la varianza dentro de los grupos de las coordena-
das del eje principal para un grupo de puntos determinado sea lo más
pequeña posible. Evita los defectos del método de Letkovitch. Sin em-
bargo, tiene muchas similitudes con el agrupamiento de mínima va-
rianza, anteriormente comentado, aunque no es la inversa de dicho mé-
todo, ya que examinar todas las posibles divisiones de los puntos en
dos grupos, con objeto de encontrar con cuál se obtiene la mínima
suma de la varianza dentro de los grupos, sería impracticable.
3.3. PARTICIÓN DE ORDENACIONES CA Y DCA
Uno de los métodos clasificatorios (politético, jerárquico y divisivo) más
comúnmente empleado (GANDULLO & AL., 1991; RETUERTO & CARBA-
LLEIRA, 1991; FRANKLIN & MERLíN, 1992) es el TWJNSPAN (TWo-way
INdicator Stecies ANalysis- HILL, 1979; HILL & AL., 1975). El TWINSPAN
fue diseñado en principio para el tratamiento de matrices de datos florísticos,
clasificando simultáneamente parcelas y especies. En este método, los valores
de las parcelas y los valores de las especies se estiman por cálculo de la
media recíproca (R.A.O., ~<ReciprocalAveraging Ordenation»). Es un méto-
do ideado a partir del denominado análisis de especies indicadoras (ISA-
HILL & AL., 1975), en el que se seleccionan cinco especies indicadoras con
las que, por un lado, se elabora una clave sencilla que puede ser usada en el
campo para asignar otras parcelas a sus clases apropiadas; y que además, y
como aspecto más interesante, reproducen fielmente la ordenación completa
inicial con todas las especies. Con este método, un grupo de parcelas se
puede singularizar mediante una combinación de especies características o
diferenciales (OKLAND, 1990). El concepto cualitativo de especies diferen-
ciales es transferido a datos cuantitativos mediante el desarrollo del concepto
de seudoespecies (HILL & AL., 1975). Éstas se definen por una abundancia
mínima de una especie. A dicho mínimo se le denomina nivel de corte. Así
pues, el comportamiento medio de una especie responde al gradiente mante-
nido por las seudoespecies.
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En este método, la clasificación de las parcelas emplea los primeros ejes
de una ordenación de análisis de correspondencia (CA) de las parcelas; pri-
meramente lleva a cabo una clasificación en dos grupos, aproximadamente a
partir de la mitad de la ordenación, que se refina por una identificación pri-
mera de especies indicadoras para cada poío del eje, con los que se obtiene
un primer valor preferencial para cada especie. Para cada una de las parcelas
se calcula el peso medio de los valores preferenciales, y éste sirve como base
para una reordenación de las parcelas (ordenación refinada) y para obtener
una dicotomía provisional. Repitiendo el proceso se consigue una ordena-
ción indicadora de los dos primeros grupos. Cuando se fija la dicotomía,
estos grupos se dan por definitivos y sobre cada uno de ellos se vuelve a re-
petir todo el proceso (HILL, 1979). Los grupos, en todos los niveles jerárqui-
cos, son ordenados a lo largo del gradiente mayor de todas las especies, pues-
to que las ordenaciones realizadas en cada nivel dependerán de niveles supe-
riores (OKLAND, 1990).
La clasificación de las especies por el TWINSPAN se lleva a cabo de la
mtsma manera que la clasificación de las parcelas, y basándose en ella.
Esta metodología presenta una gran versatilidad, ya que permite, siguien-
do los criterios de DJGBY & KEMPTON (1987), obtener una clasificación ex-
haustiva e imparcial, al menos inicialmente. Es posible asignar el mismo peso
a los diferentes niveles de seudoespecies y a los valores de los potenciales in-
dicadores para los niveles de corte. Sin embargo, también permite fijar dife-
rentes pesos a los niveles de seudoespecies y a los valores de los potenciales
indicadores, sin modificar notablemente los resultados obtenidos previamen-
te, pero consiguiendo cambios que mejoran los resultados.
Finalmente, quisiéramos comentar las técnicas de clasificación derivadas
de la denominada Teoría de los conjuntos difusos (~<Fuzzy Set Theory», ZIM-
MERMAN, 1984), las cuales están adquiriendo gran importancia en los estu-
dios de vegetación (ROBERTS, 1986; FEOLI & ZUCCARELLO, 1986, 1988;
MARSILI-LIBELLJ, 1989; ESCUDERO & PAJARÓN, 1994). Se trata de técnicas
que permiten el solapamiento de los grupos de manera que los elementos
pueden pertenecer en mayor o menor medida a los diferentes grupos (DE
PATTA PILLAR & ORLÓCI, 1991), y por consiguiente, el establecimiento de
los límites entre grupos no es tan severo como en las particiones que hemos
estudiado con anterioridad.
La elección entre el abanico de técnicas de las que el investigador dispone
puede ser bastante complicado. Tal como señalan PJELOU (1984)o GOODALL
(1973), la elección debe basarse en las características intrínsecas de cada una
de ellas, o de las combinaciones de algoritmos, funciones de semejanza y posi-
bies transformaciones de los datos, aunque quizá la mejor elección se relacio-
na con la interpretabilidad de los resultados (MUCINA & VAN DER MAAREL,
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1989; MAZZOLENJ & AL., 1992). En cualquier caso, hoy en día todavía son
necesarios estudios sobre medidas y métodos (NOY-MEIR & VAN DER MAA-
REL, 1987). Existen técnicas multivariantes de uso generalizado para compa-
rar tanto dendrogramas como particiones (PODANI & DJCKINSON, 1984: Po-
DANI, 1989C; 1989D), cuyos resultados pueden ser utilizados para establecer
las relaciones entre ellos (PAULE & GÓMÓRY, 1987; PODANI, 1989B). Igual-
mente, es posible generar soluciones consensuadas a partir de diferentes den-
drogramas y/o particiones (ROHLÑ 1982; NEUMANN & NORTON, 1986; Po-
DANI, 1989D; ESCUDERO ET AL., 1994). En cuanto a la evaluación de las cla-
sificaciones y la detenninación de las particiones óptimas, existe un gran nú-
mero de trabajos en la literatura (DALE, 1988; VAN DER MAAREL, & AL.,
1978; POPMA & AL., 1983; ESCUDERO & PAJARÓN, 1994).
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