Abstract. We prove a regularity result for a Fredholm integral equation with weakly singular kernel, arising in connection with the neutron transport equation in an in nite cylindrical domain. The theorem states that the solution has almost two derivatives in L 1 , and is proved using Besov space techniques. This result is applied in the error analysis of the discrete ordinates method for the numerical solution of the neutron transport equation. We derive an error estimate in the L 1 -norm for the scalar ux, and as a consequence, we obtain an error bound for the critical eigenvalue.
1. Introduction. We consider the numerical solution of the steady state isotropic monoenergetic neutron transport equation in a cylindrical domain in R 3 with a polygonal cross section . The restriction to the mono-energetic case means that we assume that the velocity space is the unit sphere S 2 R 3 . The cylindrical symmetry reduces the problem to R 2 by projection along the axis of the cylinder. Thus we study the neutron transport equation in a bounded polygonal domain R 2 with the velocity space equal to the unit disc D R 2 .
We analyze a semidiscrete numerical method, the discrete ordinates method, involving the discretization of a weighted integral over D, described in polar coordinates, by means of an N-point Gaussian quadrature rule in the radial variable, and a uniform M-point quadrature rule in the angular variable.
For this method we give an L 1 error estimate for the scalar ux of order N ?4 +M ?2+ , as well as an error bound of the same order for the critical eigenvalue. In order to prove these estimates we apply an error bound for weighted-L 1 polynomial interpolation due to De Vore and Scott 7] , together with a new L 1 regularity result for the scalar ux. Loosely speaking, the latter result states that the scalar ux, which is the solution of a Fredholm integral equation with weakly singular kernel, has almost two derivatives in L 1 . This is proved using Besov space techniques. The limited regularity of the solution strongly a ects the error analysis. Although our main concern is L 1 , we also derive some results in L 1 (regularity and error bounds), which are needed in a duality argument in the proof of the error estimate for the critical eigenvalue.
Problems of this type have been studied in various settings by several authors. The slab geometry, R 1 and velocity space ?1; 1], was considered by Pitk aranta and Scott 11] , who proved L p and eigenvalue estimates for both semidiscrete and fully discrete schemes. Two-dimensional geometry, R 2 and velocities in the unit circle S 1 , was considered by Johnson and Pitk aranta 8] and Asadzadeh 2] . In 8] semidiscrete and fully discrete schemes were analyzed in L 2 , whereas 2] contains L p and eigenvalue estimates for the discrete ordinates method.
In Asadzadeh 3 ] the discrete ordinates method was studied in L 2 in a fully threedimensional setting, R 3 and velocity space S 2 . In Asadzadeh 1] the geometry is the same as in the present work, but the analysis takes place in L 2 , this norm being more suitable for spatial discretization based on the nite element method. Due to the limited regularity of the exact solution, the error bound in 1] for the angular discretization was O(N ?1 + M ?1 ). By using the L 1 norm together with our new regularity result (and a better analysis of the Gauss quadrature), we are able to improve this to O(N ?4 +M ?2+ ). Thus, due to regularity limitations, an error estimate in the L 1 norm for functions yields a better error bound for the critical eigenvalue. Moreover, the L 1 norm is the most relevant norm from a physical point of view, since the scalar ux represents a particle density.
The outline of the paper is as follows: In Section 2 we describe the continuous problem that we want to solve, and in Section 3 we formulate the semidiscrete approximation and state our main result. Section 4 is devoted to an analysis of the regularity of the scalar ux. Section 5 contains the error analysis for the scalar ux, and in Section 6 the results obtained in the previous section are used to prove an error bound for the critical eigenvalue.
2. The continuous problem. We consider the following model problem for one-velocity neutron transport in an in nite cylinder~ R 3 with boundary?: Here is a positive parameter and u(x; ) is the density of neutrons at the point x 2~ owing in the direction 2 S 2 = f 2 R 3 : j j = 1g. The boundary condition is speci ed on the in ow boundary (2.2)? ? = fx 2? : n(x) < 0g;
wheren(x) is the unit outward normal. We assume that the cross-section of the cylinder~ is a bounded convex polygonal domain R 2 with boundary ?. Assuming also that the source term is constant along the axial direction of the cylinder, we may project the integro-di erential equation (2.1) onto the cross-section : where now the velocities vary over the unit disc D = f 2 R 2 : j j 1g and ? ? is de ned analogously to (2.2 (3.4) and the quadrature rule in ( The main result of this paper is the following error bound for U n . Its proof will be given in Section 5. Corollary. T is a compact operator on L 1 ( ).
We remark that the regularity of solutions to (4.1) was also investigated by Pitk aranta 10] in terms of weighted H older spaces instead of Sobolev spaces as in the present work.
The main steps in the proof of Theorems 4.1 and 4.2 are the following:
(1) identifying T as a convolution operator on R 2 ;
(2) imbeddings between interpolation spaces (W k 1 ; W l 1 ) ;q and Besov spaces; (3) multilinear interpolation; (4) a bootstrap argument.
Step 1. Set h (x) = exp(?jxj= )=jxj for x 2 R 2 ; > 0 and note that (4.3) Tg
where is the characteristic function of the set R 2 and denotes convolution in R 2 . The functions Tg(x) and h (x) are de ned for all x 2 R 2 and in the sequel we shall think of all functions in L 1 ( ) as being de ned on R 2 (extended by 0 on R 2 n unless otherwise stated). We write L 1 = L 1 (R 2 ); B s;q 1 = B s;q 1 (R 2 ), etc. In particular, by (W k 1 ; W l 1 ) ;q we mean (W k 1 (R 2 ); W l 1 (R 2 )) ;q although the nal result refers to (W k 1 ( ); W l 1 ( )) ;q . The justi cation for this is the existence of continuous linear extension operators
(see Stein 12] ), which are de ned for bounded Lipschitz domains, and in particular, for the domain above.
Step 2. All explicit norm calculations will be done in Besov spaces. where in the last step we used the trace estimate. The case j = 0 follows in a similar way and completes the proof of (4.12).
Proof of (4. 
Inequality (4.14) is equivalent to (not the same f)
Let i 2 C 1 0 (R 2 ), i 0, be supported away from the i -axis for i = 1; 2, and such that 1 + 2 = 1 on supp . We obtain
Finally for (4.15) we nd
and (4.11) is proved. Remark. Actually the right-hand side of of (4.11) is an equivalent norm for B s;q 1 .
Step This will also be the key to the proof of the boundedness of (I ? T n ) ?1 .
Using polar coordinates = r^ ('),^ (') = (cos '; sin'), we split the quadrature error as follows We estimate the latter two terms in the following sequence of lemmas.
Lemma 5.1. Let Q ' be de ned by the trapezoidal rule (3.5). Then Proof. This is a standard result. 4N + 2 C N : We now need to consider the regularity of v(x; ) with respect to r and '. Lemma 5.3. Let S i ; i = 1; :::; P; denote the sides of the polygonal domain and let^ i = (cos i ; sin i ) be a tangent to S i . Let v( ; ) = T g with = r^ (');^ (') = (cos '; sin'). We now turn to the proof of (5.8). We want to take four derivatives of v with respect to r, placing as few derivatives as possible on g. To achieve this we rst di erentiate (5.10) three times, using the fact that d is independent of r. With 
Proof. This is an immediate consequence of the previous lemma and (5.2).
We can now prove the boundedness of (I? T n ) ?1 . We need the following simple lemma, the proof of which can be found in Johnson and Pitk aranta 8].
Lemma 5.6. Let T : L 1 ( ) ! L 1 ( ) be a bounded linear operator such that for some C k
and let fT n g 1 n=1 be a bounded sequence of continuous linear operators on L 1 ( ) such that for some positive integer m (5.13) k(T ? T n )T m n k ! 0 as n ! 1:
Then there is C 1 such that for n large (5.14)
Choosing appropriately and using the fact that P ( ; )2 2 n 2 ! ! ! 0 as ! 0, we nd that (5.18) k(T ? T n )T 2 n k ! 0 as n ! 1:
This proves (5.14), and hence that I ? T n is one-to-one. Since T n is not compact we may not conclude directly that I ? T n is onto, but this can be shown by using (5.14) together with the fact that (5.15) splits T 2 n as T 2 n = A n + B n , where A n : L 1 ( ) ! W 1 1 ( ), i.e., A n is compact, and kB n k ! 0 as n ! 1. We refer to 8] for the details.
We can now prove Theorem 3. 6. An error estimate for the critical eigenvalue. The kernel of the compact integral operator T is symmetric and positive, see (4.1). Hence T is self-adjoint (on L 2 ( )), and therefore has only real eigenvalues. Moreover, by the Krein-Rutman theory, its largest eigenvalue is positive and simple. Without loss of generality we may assume that M is even so that the set of quadrature points is symmetric, i.e., 2 implies ? 2 .
Then it follows that T n is self-adjoint and its eigenvalues are real. where is the eigenfunction of T associated with , normalized by k k L 1 ( ) = 1. Using the boundedness of T and T n , the error bound (5.19), and the regularity estimate from It remains to prove (6.1). We rst note that T 3 ? T 3 n = T 2 (T ? T n ) + T(T ? T n )T n + (T ? T n )T 2 n : Here, by (5.18), the last term tends to zero in the operator norm. For the remaining terms we note that, with ( ; ) denoting the duality pairing between L 1 ( ) and L 1 ( ), and using the symmetry of T and T n , j(T(T ? T n )f; g)j = j(f; 
