Abstract-Digital video is becoming widely available in compressed form, such as a motion JPEG or MPEG coded bitstream. In applications such as video browsing or picture-in-picture, or in transcoding for a lower bit rate, there is a need to downscale the video prior to its transmission. In such instances, the conventional approach to generating a downscaled video bitstream at the video server would be to first decompress the video, perform the downscaling operation in the pixel domain, and then recompress it as, say, an MPEG bitstream for efficient delivery. This process is computationally expensive due to the motion-estimation process needed during the recompression phase. We propose an alternative compressed domain-based approach that computes motion vectors for the downscaled (N= N= N=22 2 2N= N= N=2) video sequence directly from the original motion vectors for the N 2 N N 2 N N 2 N video sequence. We further discover that the scheme produces better results by weighting the original motion vectors adaptively. The proposed approach can lead to significant computational savings compared to the conventional spatial (pixel) domain approach. The proposed approach is useful for video severs that provide quality of service in real time for heterogeneous clients.
I. INTRODUCTION

V
IDEO compression standards such as MPEG, H.261, or H.263 employ motion-compensated prediction to exploit the temporal redundancy to achieve a lower bit rate. Motion estimation is often employed in the motion-compensation process; however, motion estimation is a compute-intensive operation and typically is at least 60% of the workload of the video encoder [1] . If the motion-compensated video is to be downscaled, then the conventional approach for generating an MPEG, H.261, or H.263 bitstream requires that the video be decompressed and motion vectors recomputed for the downscaled video followed by reencoding in a conventional video encoder. As observed earlier, recomputing the motion vectors renders the problem of video downscaling from a compressed video bitstream a computationally intensive task and may place a heavy burden on a video server that has to generate MPEG, H.261, or H.263 bitstreams for the downscaled video. Note that we envision a video server that may have to support quality of service to heterogeneous clients or transmission channels, Manuscript and it is in this scenario that the video server has to perform downscaling of the compressed video in real time.
In this paper, we develop an alternative approach to the problem of generating an MPEG, H.261, or H.263 compliant bitstream for video at spatial resolution from a compressed-domain representation of video at resolution . The approach we describe here works directly on an intermediate representation in the compressed domain, namely, the discrete cosine transform (DCT) domain; it thus avoids the computationally expensive process of decompressing, processing, and recompression. There are two problems that we need to address when generating the standards compliant bitstream for the downscaled video.
1) How to synthesize an 8 8 DCT block, given four 8 8 DCT blocks. The solution to this problem yields the DCT-domain representation for the intraframes and interframes of the downscaled video. Several computationally efficient solutions to this problem can be found in [6] - [8] .
2) Given the motion vectors for a group of four 16 16 macroblocks of the original video ( ), how to estimate the motion vectors for the 16 16 macroblock in the downscaled video ( ). Consider forward-predicated macroblocks in a predictive (P) frame, wherein each macroblock is associated with a motion vector, and four 8 8 DCT blocks that represent the motion-compensated prediction residual information. The downscale-by-two operation requires four macroblocks to form a new macroblock of size 16
16. While downscaling of the DCT blocks can be performed very efficiently in the DCT domain as reported earlier [7] , [8] , the motion vector needs to be computed for the resulting downscaled macroblock. In this paper, we provide a computationally efficient solution to the second problem, namely, that of the motion-vector resampling for the downscaled video. The conventional spatialdomain approach of estimating the motion vector for the downscaled video is to first decompress the video, downscale the video in the spatial domain, and then use one of the several widely known spatial-domain motion-estimation techniques [1] to recompute the motion vectors. This is computationally intensive. Another approach might be to simply take the average of the four motion vectors associated with the four macroblocks and halve it so that the resulting motion vector can be associated with the 16 16 macroblock of the 1051-8215/99$10.00 © 1999 IEEE downscaled-by-two video. The motion vectors obtained in this manner are not optimal, as will be discussed in the next section.
We propose an adaptive motion vector resampling (AMVR) scheme to approximate the optimal motion vectors using the original motion information from the MPEG, H.261, or H.263 bitstream of the video sequence; we also use the DCT blocks to derive the block-activity information for the motionvector estimation. Simulation results are provided, comparing the proposed compressed-domain approach versus the conventional spatial-domain method. The results suggest that the proposed AMVR scheme generates, with significantly less computation, motion vectors for the downscaled video that are very close to the optimal, namely, the motionvector field in the original video sequence.
II. ADAPTIVE MOTION VECTOR RESAMPLING
MPEG, H.261, or H.263 video coding is composed of intraframe and interframe coding. Intraframes are coded independently and do not contain any motion information. The proposed AMVR scheme is intended only for the interframecoded components. Consider a downscale-by-two operation on four forward-predicted macroblocks, as shown in Fig. 1 . The macroblocks are coded in the form of motion vectors (pointing to 16 16 blocks in the reference frame) and prediction error (residual). Four macroblocks generate one output macroblock. As shown in Fig. 1(b) , each of the original macroblocks and their reference blocks is downscaled to an individual block (8 8) . Since the motion information has to be associated with the output macroblock rather than individual blocks, we have to find an optimal reference block (dotted line) for the downscaled macroblock.
One straightforward approach would be to average the four motion vectors available and halve the result. We refer to this approach as the align-to-average weighting (AAW) approach since it weighs each of the four motion vectors equally. This method would not introduce any problem if the original motion vectors were well aligned, i.e., all four original macroblocks have the same horizontal and vertical motion, as shown in Fig. 1(a) . However, such a scheme will yield poor results when the four original motion vectors are not well aligned, as shown in Fig. 1(b) . Therefore, we need to consider an adaptive approach that takes into account the spatial-activity measurement to generate a better prediction for the resulting 16 16 macroblock in the downscaled-by-two video.
A. Adaptive Weighting Approaches
Other than the AAW approach, we consider two other schemes: the align-to-best (ABW) and align-to-worst (AWW) approaches. Among the four original macroblocks, the best/worst predicted macroblock is the macroblock with the least/most amount of prediction error. Therefore, ABW and AWW indicate that the new motion vector is generated in favor of the motion vectors that are associated with the best and worst predicated macroblocks, respectively.
We now investigate which approach provides a better performance, generating a new motion vector closer to the optimal one. Consider a one-dimensional (1-D) conceptual illustration in Fig. 2 . It shows two segments at time with motion vectors pointing to reference segments at time . The segments locate in the vicinity of an object boundary. To the left of the boundary is the object texture, and to the right is the background texture. Equivalent to finding one motion vector for the segment downscaled from the two original segments, our goal is to find a way to weigh the existing motion vectors associated with these two original segments and generate a new motion vector for the combined segment at . Here, only segments at object boundaries are considered because motion is usually correlated in other areas. In areas with correlated motion, as can be noted from the case shown in Fig. 1(a) , any weighting would not make any difference in the downscaling.
The optimal motion vector is defined as one that is pointing to a reference segment with a minimum (at least local minimum) prediction error. The original motion vectors have been generated through motion estimation aimed at minimizing certain distortion measures. Therefore, moving away from the two original motion vectors in a close neighborhood will cause monotonically increased prediction error. Due to the variation around the object boundary area, it is expected that any segment crossing the object boundary will have a sharply increased prediction error if the motion vector moves away from the optimal. This is represented by a steeper curve in Fig. 2 for the segment on the object boundary. On the other hand, any segment on the background area will have a modestly increased error when the motion vector moves away from the optimal. Since the prediction error of the combined segment is the sum of the prediction errors for each segment, the new motion vector should be always aligned toward one of the original motion vectors, which will cause a more dramatic increase in prediction error if moving away from it.
There are two scenarios that are illustrated in Fig. 2 as two pairs of prediction-error curves (solid and dotted). The pair of solid curves indicates that the segment on the object boundary has a larger prediction error, while the segment on the background has a smaller one. The pair of dotted curves indicates just the opposite. If the solid pair of curves is more likely to be the case, we should align the new motion vector toward the worse prediction; otherwise, the new motion vector should be aligned to the better prediction.
Many studies [2] , [4] reveal that block-based motion estimation does perform poorer, i.e., it tends to produce larger prediction error at object boundaries. This is a well-known drawback of the block-based motion estimation due to its assumption on translational motion of objects in image sequences. For example, Fig. 3 shows the scaled-up prediction error in interframes of four original testing sequences (blocks with relatively high luminance are the intrablocks that are normally decoded and displayed). It is evident that blocks at background area have relatively smaller prediction errors and blocks at object boundaries have larger ones. Referring back to Fig. 2 , this indicates that the solid pair of curves is more likely to be the case. Therefore, we should weight the new motion vector toward the motion vector with larger prediction error (AWW approach).
Note that the scenarios discussed above are not necessarily true in all situations. There may be situations where the segment on an object boundary is perfectly predicted (no prediction error). This scenario implies the alignment of the new motion vector toward this best prediction (ABW approach). However, this scenario is less likely to happen in compressed bitstreams generated by block-based motion estimation. This is supported, ironically, by the drawback of the block-based motion estimation. Moreover, even if this happens, its neighboring blocks may also have perfect or closeto-perfect predictions, which makes it less important whether we align the new motion vector to the best or the worst prediction. The overall advantage of the AWW approach is also verified in our simulations.
Based on the above analysis, we propose a method to align the weighting toward the worst prediction. The new motion vector in a macroblock in the downscaled-by-two video is derived from four macroblocks in the original video as follows: (1) where denotes the motion vector of block in the original video and denotes the activity measurement of residual block (in the original video). Since the residual data is the motion-compensated prediction residual, one can develop a function for such that a smaller would imply a more perfect prediction. Equation (1) suggests that by weighting the motion vectors according to , effectively, we are skewing the new motion vector closer to the motion vector in the original video that yielded poor prediction. This is corresponding to the AWW approach. On the other hand, if we define as the reciprocal of the activity measurement of residual block , we are weighing more the motion vectors that are associated with smaller errors. This is corresponding to the ABW approach, and results from this approach are compared with AAW and AWW approaches in the simulations.
Note that if the original motion vectors are well aligned, both of these weighting schemes are reduced to averaging. On the other hand, if all the original macroblocks are perfectly predicted, we actually lack in information to perform any weighting at all. In such a case, the averaging approach is the only possible solution.
To obtain a measure of the prediction error directly from the existing compressed bitstream, we consider using the DCT energy in the residual blocks. There are many ways to characterize the block activity, such as reconstructing the spatial-domain samples and then measuring the energy or the gradients within the block. We propose the use of the DCT coefficients in the residual block to calculate in order to avoid the cost of computing the inverse DCT. The simplest way to calculate is to count the number of nonzero AC coefficients. Other statistics can also be used such as the sum of the absolute values of AC coefficients. It can be shown that these quantities are proportional to the spatial-activity measurement.
B. AMVR System
To generate the MPEG bitstream for downscaled video given the bitstream for video, Fig. 4 illustrates the processing flow of a hybrid AMVR system. Similar systems can be developed for the downscaling of H.261 and H.263 bitstreams.
In the hybrid system, the spatial frames are reconstructed and downscaled in the spatial domain but the motion vectors are estimated directly from the existing motion vectors in the original sequence. The AMVR block is responsible for the adaptive resampling of the motion vectors as per (1) . However, the four original macroblocks may be of different types. For instance, we may have an intra macroblock, a skipped macroblock, and two predicted macroblocks. To use the proposed scheme, we view intra macroblocks and skipped macroblocks as predicted macroblocks with a zero-valued motion vector. (Note that the skipped macroblocks in bidirectionally predicted frames in MPEG or H.263 may have nonzero-valued motion vectors.) In addition, we assign a zero residual, and thus an of zero for a skipped macroblock. Since the spatial frames are available during recoding, the macroblock-type selection is similar to that in a conventional coder. For example, the motion-compensation decision can be made based on the absolute difference of all the luminance pels in a macroblock when compared with the motion-compensated macroblock. Note that the motion-compensated macroblock is constructed using the new motion vector generated from AMVR.
The rate-control module (regulator) first estimates the number of bits available to code the picture, then computes a reference value of the quantization parameter based on buffer fullness and target bit rate. Last, it derives the value of the quantization parameter from the generated reference according to the spatial activity of the macroblock. This quantization parameter is used to quantize the macroblock. Please refer to [9] for more detail.
III. RESULTS
The motion-vector resampling approach proposed here is simulated for several MPEG coded video sequences. In our simulations, CIF-resolution (352 288) sequences are encoded as MPEG-1 bitstreams with a 15-frame group of pictures (GOP), and there are I-and P-pictures only within each GOP. The proposed downscaling approach with AMVR using alignto-worst weighting is simulated for these sequences to generate MPEG-1 bitstreams at QCIF resolution (176 144). In Fig. 5 , we show on a frame-by-frame basis for the Football sequence the difference of peak signal-to-noise ratio (PSNR) between the spatial-domain versus the compressed-domain approach; here, the CIF-resolution video has a bit rate of 1.15 Mbps, whereas the QCIF-resolution video has a bit rate of 500 Kbps. Simulation results indicate that the simple AMVR approach generates a bitstream close in quality to that generated by the spatial-domain approach; however, the latter has at least 37 times more computation cost.
To compare the proposed AWW approach to the AAW and ABW approaches, Fig. 6(a) and (b) shows the difference in PSNR between AWW and AAW and AWW and ABW, respectively. The proposed AWW approach generates slightly better results. Similar results are observed for all other testing MPEG sequences. Table I lists average and maximum PSNR differences for the downscaling simulations on various MPEG test sequences. On average, AWW produces approximately 0.5-dB better PSNR than do AAW and ABW. This represents a 30-50% improvement considering that the compressed- domain approach produces 1-2-dB worse PSNR on average comparing to the spatial-domain approach. Note that the advantage of AWW over AAW and ABW may be sequence dependent and may not be dramatic for some sequences. For instance, in the Flowergarden sequence, which contains a camera-panning shot, the new motion vectors generated by AWW and AAW would have minute differences since most motion vectors in the original sequences are well aligned. The difference can be more dramatic when the scheme is applied to low-bit-rate videos where the precision of motion estimation is of more importance.
Experiments on other combinations of source bit rates and recoding-target bit rates also yield similar results. In Fig. 7 , we show the performance at several target bit rates. The source bit rate is 2 Mbps, and the target bit rate for reencoding after downscaling is selected as 2 Mbps, 1.15 Mbps, and 500 Kbps, respectively. The PSNR results for 2 Mbps to 2 Mbps by the spatial-domain approach are also given as references. Note the very close match between the PSNR curves of the two methods for the 2 Mbps to 2 Mbps case.
Parsing the syntax of the streams generated by AMVR, we observe that the motion vectors are within 3 half-pixel units of the conventional spatial-domain method. The quality of the motion vectors can be further improved by using the AMVR approach as the first stage followed by a refined motionestimation with significantly reduced searching area to obtain the precise motion vector comparable to the conventional method. However, simulations indicate that the AMVR approach produces almost identical quality streams as the spatial domain approach, and thus motion-vector refinement may not be needed in most cases.
In Table II , we show the complexity of the functions of CIFto-QCIF downscaling for the case of P-frames in an MPEG bitstream. For AMVR, we assume a worst case multiplication count for motion-vector resampling, namely, the need to resample both the horizontal and vertical components of the motion vector [for typical data, many of the motion vectors (or at least one of the components of the motion vector) would be zero-valued]. In Table II , the downscaling of DCT-domain blocks is based on the method proposed in [7] , and the inverse motion compensation in the DCT domain is based on the method proposed in [6] .
The computation complexity for B-frames can be evaluated in a similar manner. Note that the downscaling of interframes involves two steps: 1) downscaling the pixel blocks; 2) estimation of the motion vectors for the downscaled blocks. The spatial-domain-based approach performs both steps in the spatial domain. The hybrid DCT-domain approach performs
Step 1 in the spatial domain and Step 2 in the compressed domain. The computational complexity of a pure DCT-domain approach wherein both steps are done in the compressed domain is also presented. The pure DCT-domain downscaling approach yields a 37-times speedup over the naive spatialdomain approach. The hybrid approach yields the approximately same speedup; this approach derives its speedup largely in the motion-estimation function, since re-estimating motion vectors using the AMVR approach proposed in this paper has significantly lower cost compared to a complete motion-estimation task. Instead of a full-search scheme, if a suboptimum log-search approach [5] were used in the spatial-domain approach, the DCT-domain approach would still outperform the naive spatial-domain approach. IV. CONCLUSION We proposed a novel approach to produce a bitstream for a downscale-by-two video sequence by operating directly on the MPEG-coded data of a video sequence at the original resolution. The proposed approach employs the key idea of estimating a motion vector for the downscaled block using a weighted sum of the motion vectors in the original sequence. The motion-vector resampling process uses the existing motion information in the original sequence and thus completely avoids the computationally expensive block-matching process that is usually performed when processing data in the spatial domain. It is also shown that the AMVR approach, which takes the DCT-block activity into account rather than just averaging the existing motion vectors, also produces higher quality downscaled video. Simulations suggest that the performance achieved with the proposed motion-vector estimator is very close to that achieved with the spatial-domain approach, whereas the latter is 37 times more computationally expensive.
