ABSTRACT Artificial Intelligence (AI) has a long tradition as a scientific field, with tremendous achievements accomplished in the decades behind us. At the same time, in the last few decades, we have witnessed a rising popularity of interactive computer games and multi-user virtual environments, resulting with millions of users inhabiting these virtual worlds. This paper deals with the intersection of AI and virtual worlds, focusing on AI agents and exploring the potential implications toward the human-level AI. It offers a unique multidisciplinary approach to the subject, in order to give a comprehensive view on the elaborated problems and the way they are interrelated. Benefits coming from this kind of broad study are twofold: on one hand, research on advanced AI agents in the virtual worlds is the necessary ingredient of their further evolution; and on the other hand, the virtual worlds represent an excellent platform for research on numerous problems related to the challenging field of AI.
I. INTRODUCTION
The idea of artificial or virtual reality (a simulated world where people can interact), has attracted a lot of attention several decades ago. At that time, virtual reality was defined as a HCI (human-computer interface) that includes simulations and interactions in real-time, using multiple sensors with the aim to provide a proper excitation of human senses (vision, hearing, touch, smell, and taste) [1] . Head-mounted displays, 3-D sound, sensing gloves, force-touch feedback, etc., were implemented in order to make a realistic illusion of presence at some virtual location and to provide users with the sense of immersion [2] - [5] . However, expectations and demands coming from the virtual reality concept were much higher than the technological capabilities at that time [6] , [7] .
Development of computer graphics in combination with internet technology heavily influenced evolution of one different sort of virtual interaction -computer games. Massively multiplayer online role playing games (MMORPGs) became especially widespread. One of the most illustrative examples is WoW (World of Warcraft) -with millions of open accounts, and more importantly millions of active subscribers as well. Some studies have shown that population of players belong to a broad age range, with demographic characteristics that widely vary [8] . Popularity of this sort of virtual interaction can also be recognized in the fact that students spend up to 20 hours a week playing various online computer games [9] . Population size and diversity of users involved in these gaming worlds represent a very valuable potential for different research studies. It is reported [10] that leading game developing companies (such as Blizzard and EA Games) collected and analyzed large data sets considering the player's behavior. Other companies also recognized the potential of gaminge.g., IBM investigated the way successful playing of WoW leads to the improvement of strategic thinking techniques and leadership capabilities [11] . Further evolution of 3D computer games at one point led to something more socially complex -the development of MUVEs (multi-user virtual environments). These virtual environments, or ''virtual worlds'' as they are often called, attracted massive attention (e.g. -There, Open Wonderland, ActiveWorlds, Second Life, etc.). Hundreds of thousands of users, represented via avatars (animated human-like characters), found in them a place to simultaneously interact and socialize [12] , [13] . It should be noticed that some researchers use a term 3D virtual worlds, as a broader classification when referring to both -interactive computer games and MUVEs [13] . Although they are very similar, it should not be forgotten that computer games and MUVEs have different objectives [12] . However, bearing in mind that virtual worlds can be defined [13] as a computer based simulated environments, in which users can interact between themselves or with artificial agents, this kind of terminology is rather justified and will be followed further in the paper. Computer games and MUVEs will also be simultaneously used as terms, depending on what should be pointed out in a particular sentence.
Popularity and continuous development of previously mentioned virtual interactive worlds, consequently enabled for new research directions to be opened in various scientific fields [7] , including the field of Artificial Intelligence [14] . Among other, these virtual worlds are recognized as a fruitful ground for research in autonomous intelligent agents [15] , which will be in the focus of this paper. Besides the field of AI itself, development of intelligent agents can be identified as a highly beneficial for virtual worlds as well. Therefore, this topic will be critically investigated from different perspectives, practical on the one side, and more abstract on the other -with the desire to elaborate and integrate valuable insights coming from both, academic community and commercially oriented industry.
The paper is organized in the following order. In Section 2, the role and significance of AI in virtual worlds will be discussed. Section 3 will provide an analysis of number of AI techniques aiming to provide an intelligent behavior of agents. In Section 4 virtual agents will be placed in a wider theoretical framework, aiming to provide a unique approach to the subject of potential implications and requirements leading toward human-level AI agents. Concluding remarks will be elaborated in Section 5. At the end, rich source of carefully chosen references used for this research study will be listed.
II. THE ROLE OF AI IN VIRTUAL WORLDS
It should be noticed that despite partial overlap, virtual worlds and earlier mentioned virtual reality represent very different concepts [7] . One of the crucial differences is reflected in the fact that MUVEs and modern computer games share a common property that differ them from old virtual reality ideasmost of the user sensation comes from the graphics displayed on the computer monitor. Advanced 3D graphics can be identified as the main ingredient of the tremendous success of virtual worlds in the past. However, despite the fact that state of the art 3D graphics acts very persuasive, it is questionable if it can fully provide two elements that are identified in [1] as a key issue -immersion & interaction. One should notice that these two elements are mutually dependable. As it was defined in [16] , immersion represents a subjective impression that user participates in a realistic experience. In order to achieve higher level of immersion, graphical visualization is necessary but not sufficient requirement.
Therefore, it is not uncommon to read that the role of graphics in these virtual worlds came to the point where it can no longer represent a crucial enhancement of user's experience [15] , [17] . Not to mention that in competitive game industry, high level of graphics long ago became quite expected [18] , [19] . Consequently, stepping up to the next level of believable and realistic experience implies that research efforts must be more oriented toward the behavior of the game inhabitants, rather than on the visual appearance of the environment. It is even reported that with more complex visual appearance of the simulated world, the necessity for more complex NPCs (non player characters) is increasing [20] . Artificial intelligence is recognized as a key instrument which can largely contribute to virtual worlds [14] , since AI can make NPC's behavior more appealing and natural. Higher level of life-like behavior certainly affects user's immersion in a large degree. Therefore, it is not surprising that the quality of the implemented AI is recognized as one of the main evaluation criteria of the successful games [14] , [18] , [21] - [23] , with number of dedicated books dealing with the practical issues related to it (e.g., Steve Rabin's ''AI Game Programming Wisdom'' series).
In the early days of the field, range of AI techniques used in games was very limited, focusing mostly on a simple AI. Reasons were various: from the fact that some AI techniques are extremely complicated and require too much computational power, to the simple fact that sometime advanced AI in games is considered as unnecessary. Not to mention that graphics used the most of the CPU power, in that way leaving very small amount of processing resources for AI. This trend was changed to a great extent over the years, however some of the issues remained. Numerous efforts were made in the past, in order to reduce a strong gap between academic AI and game industry developers [14] , [18] , [24] , since these two are often burdened with different natures of their goals. Still, despite the different approaches, computer gaming worlds probably represent the ''largest commercial application of artificial intelligence'' [25] . Great potential that lies in applying of academic AI research to virtual worlds is not beneficial only for their future development, but also for the field of AI itself. As it was observed [14] , virtual worlds with its rich content represent a challenging platform for advanced AI research, especially in the domain of intelligent agents.
A. GAME AGENTS -NPCs
Observing the past, one could notice that the behavior of game agents, or NPCs as they are usually referred to, was among the main focuses of game AI. Although there are some variations on what exactly qualifies as the NPC, broadly accepted definition is that NPCs are all virtual world characters that are not controlled by a human user (no matter if they are acting as opponents, collaborators, or neutrally oriented supporting characters). As it was reported by some authors, an obvious distinction considering the commercial game AI on the one side and academic AI on the other could be noticed [17] , [19] , [21] . NPCs are maybe the best indicator of differences between the two, considering the nature of their goals.
The purpose of AI in games is rather simple -to create a better, more realistic gaming experience for users. This does not necessary include making of an advanced AI system. In number of scenarios NPCs are not designed to actually be intelligent, but rather to give an illusion of intelligent VOLUME 6, 2018 behavior. One could consider it as a sort of ''smart'' cheating. From the developer's point of view, this approach is rather logical and even encouraged [19] , because in very large percent simple illusion of intelligence can have the same effect as a more complex AI. Not to mention that in most cases, it is less cost effective and algorithmically simpler. So called ''suspension of disbelief'' [26] , has its roots in the widely known ''Eliza effect'' [27] . Although the focus of this paper is not on the illusion of intelligence, some aspects must be discussed in order to provide a deeper understanding of the topic in general. One of the illustrative examples that are describing this phenomenon can be found in many different games where human user has computer controlled opponents. In a common scenario, group of hostile agents is acting is some environment and they are talking to each other: ''Watch for your back'', ''Set up a perimeter'', etc. Of course, they are randomly yelling these phrases, while at the same time act absolutely independent without any intelligent collaboration. However, if this communication between NPCs is carefully designed, it can often produce a sense of intelligent behavior for a human user participating in a game, in that way increasing his level of immersion into the virtual gaming environment. Other aspect of ''cheating'' is omniscience of the NPCs. It is especially noticeable when computer controlled enemy is playing against a human player in some game scenario -in majority of cases enemy agent possess unrealistic capabilities, especially when it comes to searching, or decision making speed. Related to the previous, one more aspect to be considered is the game difficulty. If the NPC is almost unbeatable, then the majority of players will lose their interest very fast. Same thing will happen if NPCs are too easy to beat. In order to prevent this kind of scenarios developers are trying to achieve a balance by designing opponents that are not stupid, but at the same time not too smart. In other words, aspects of cheating must be carefully implemented, in order to give an illusion of intelligent behavior. This challenging task is thoroughly analyzed by some authors (see [28] ). Although this kind of approach is inspired by gaming needs, an analog example (with different motivation) can be found in academic AI. Alan Turing, one of the founding fathers of AI, described a sort of intelligence test (later well known as Turing test) and in his seminal work [29] he analyzed the situation where machines are not making any mistakes: ''It is claimed that the interrogator could distinguish the machine from the man simply by setting them a number of problems in arithmetic. The machine would be unmasked because of its deadly accuracy.'' In order to prevent this, simple solution is proposed -machines should make intentional mistakes in order to deceive human interrogator [29] . We will later return to the Turing test in the context of NPCs.
III. AI TECHNIQUES THAT SHAPE THE BEHAVIOR OF NPCs
As it was already mentioned, NPC's behavior is commonly shaped with some of the AI algorithms. It is noticed that academic AI and game AI have different views on what qualifies as artificial intelligence [30] . While game industry mostly observes NPC's AI in a broad sense, including even some problems that have different nature, academic community is often referring to NPC's AI in a more narrow sense, focusing only on the intelligent behavior [31] . In this section special emphasis will be on algorithms and techniques used for decision making and learning, as they represent essential topics regarding the underlining idea of the paper. I will briefly describe chosen techniques, provide examples (commercial and academic) of their implementation regarding the topic of intelligent agents, and discuss some of the benefits and drawbacks coming with their implementation.
A. APPROACHES BASED ON MORE TRADITIONAL METHODS
Number of successful AI programs was developed with Rule-based Systems, so it is not surprising that they are used for control of NPC's behavior at the very beginnings of the game AI. Their structure consists out of available knowledge (data) and a set of rules (if-then logic). Properly used, rule-based systems can provide a decently high degree of control and sufficient robustness. However they are rarely used as a dominant method, since in majority of cases there are simpler and more efficient techniques to achieve desired behavior [30] .
Finite State Machines represent a well known computational model. Although not always the most optimal solution, it is probably the most widely used technique in a game AI development. Number of successful computer games, such as Half-Life series or Quake series used FSMs as a basis for the control of NPCs. The idea is rather simple: at any time, only one of a finite number of states is possible, and depending on the inputs that state could be changed. FSM is defined by its initial state, list of possible states, and transition conditions. FSMs use a Boolean logic, thus a state can be active or inactive (true or false). Switching between the states, changes the behavior of the NPC. FSMs are easy to implement, efficient (especially when it comes to simple NPC's behavior), compact, and very powerful algorithm, which makes them rather favorable in a game development [32] , [33] . However, they are often criticized for being too inflexible, causing them to behave inaccurate in complex and unpredicted scenarios. Further on, one of the main disadvantages in this approach is that number of states can rapidly overgrow, if we exaggerate in complexity of the desired behavior. This could be partially avoided by introducing of sub-states into the systems, in that way creating a hierarchical finite state machines (HFSMs) [34] . Several variations of FSMs are possible, including Fuzzy State Machines where fuzzy logic is used as an alternative for the Boolean logic. As a consequence, unlike the FSMs, system could be in more than one state at a time. To be more precise, different levels of membership can be assigned to states. Introduction of multiple states, as well as fuzzy logic in general, gives a sense of more natural and realistic NPC's behavior. Although reasonably simple to implement, it must be taken into account that too many fuzzy states could lead to a rapid growth of the system complexity known as ''combinatorial explosion''. It should also be noted, that besides the fact that FuSMs have many advantages compared to standard FSMs (e.g., NPC's behavior is less predictable), the method is weaker in the terms of the problem generalization. There are numerous examples of FuSMs and fuzzy logic in virtual worlds reported in literature [17] and [18] , especially when it comes to strategic and tactical games (e.g., Civilization: Call to Power).
Besides state machines, scripting is used in majority of virtual worlds, when it comes to building an AI system. It should be noted that scripts are considered to be static and often tend to be very complex, which implies their problem with predictability and difficulty scaling [35] . In order to solve this, dynamic scripting was described in [31] . This unsupervised online machine learning technique, which is based on reinforcement learning, aims to adapt AI to changing circumstances online, while the game is being played [31] , [35] , [36] . Algorithm is successfully tested on the Neverwinter Nights commercial game [31] . We will later return to the interesting topic of learning in computer games.
According to [30] , Decision Trees are among the simplest decision making mechanisms used in game AI. In short terms, this hierarchical tree-like structure is organized in branch nodes and leaf nodes, where leaf nodes represent possible decisions. As it is described in [37] , it implements divideand-conquer strategy. Decision trees can be used alone, or in combination with other decision making techniques. This algorithm is reasonably fast, easy to modify, and simple to understand, as it was mentioned at the start. Besides decision making, Decision tree learning is one of the most common techniques for inductive inference [38] . One of the main advantages lies in the fact that this method is very robust considering the missing data. Number of Decision tree learning algorithms is described in [37] and [38] . Interesting example, considering computer games, is the Black & White. Creatures in this game use AI software architecture called Belief-Desire-Intention, derived from the theory of human practical reasoning [39] . It is based on several learning methods, such as widely known ID3 decision tree learning algorithm [40] , as well as neural networks and reinforcement learning. Depending on weather the creature does something wrong or right, player can slap it (penalty, negative stimulus) or stroke it (positive stimulus). Creatures remember player's feedback and then according to it adapt their behavior.
Behavior Trees gained their popularity in game AI community, with Halo 2(see [41] for more implementation details). In the following years, BTs became dominant method in game AI with number of different implementations. Although not always the most efficient (traversal problem), this method represents a powerful tool for achieving of complex NPC's behavior and high level of control. In certain way, BTs synthesize several of exiting AI techniques and their strengths [30] . BTs are functioning in a modular manner, having tasks/behaviors instead of states that are used in state machines. Although having some similarities with the earlier mentioned HFSMs [30] , approach is rather innovative. BTs solve many of the drawbacks found with state machines, such as maintenance issues. Removing or adding of the specific state entails changes in the conditions of other states related to it. Depending on number of states that are affected, this can be rather problematic as it increasingly opens possibility for errors. With BTs possibility for errors is reduced, as nodes are behaving independently and therefore are not affected by changes in other parts of the system. Easy to maintain, reusable, scalable, extensible, and customizable [42] , it is not surprising that behavior trees became favorable tool for controlling of NPC's behavior.
Developers often use rather creative approaches in order to provide life-like behavior of the agents.The Sims is considered to be one of the games that heavily influenced the field of game AI. In this life simulation computer game, player can give orders and observe the life of number of autonomous NPCs, called Sims, while they interact with the environment. As it was observed in [19] , Sims ''turned the concept of an AI inside out'', with its ''Smart Object'' approach. Uniqueness of this concept lies in the fact that large portion of intelligence, especially regarding the decision making, is not incorporated in the NPCs. Namely, NPCs are equipped with the needs, but all the information considering the interaction with some object are in the object itself.
B. MORE ADVANCED APPROACHES -IMPACT OF ACADEMIC RESEARCH
In complex virtual worlds, NPCs are faced with thousands of possible interactions. This makes implementing of advanced AI very difficult [31] . Therefore, it is not surprising that virtual worlds mostly rely on previously described standard approaches, which are well proven and thoroughly tested. For a long time, more advanced AI methods that were primary considered as academic, were avoided. These algorithms were often highly complicated, computationally expensive, and problematic for implementation, when compared to state machines. Earlier in the text, we sporadically mentioned learning on several occasions. Observations on wide range of possible machine learning applications to computer gaming worlds in general can be found in [43] . NPCs which can learn and adapt, represent one of the intriguing topics to academic community, since the ability to learn is one of the main characteristics of intelligent behavior. However, implementing of learning algorithms (especially in real-time) to NPCs is still not widely applied in commercial computer games, and represents a problematic endeavor for developers. The main reason lies in unpredictability. High level of autonomy and unpredictable behavior that often comes with advanced AI and machine learning is considered as undesirable in games [21] , as it can spoil the playability. From all the previously said, it is clear why advanced AI algorithms were not considered as the best fit for the real-time constrained systems, such as interactive computer games. After all, goal of the game VOLUME 6, 2018 designers was to make AI only as complex as it was needed, so their reluctance toward the more complicated and often nondeterministic approaches was not surprising. Further on, programmers often did not know how to implement academic AI techniques in a practical manner [19] . However, neural networks, evolutionary algorithms, and other more advanced methods, gradually found their place in game AI. At this point, one should notice that utilization of advanced AI does not imply that standard algorithms such as state machines are unnecessary. As it was noticed in [44] , advanced AI systems very often need to use some of these standard algorithms at different system levels.
One of the illustrative examples when it comes to using of academic methods in commercial games is the F.E.A.R., a blockbuster FPS (first person shooter) game. Among other, the game AI system exploits the STRIPS (STanford Research Institute Problem Solver) logic, a pioneering automated planner developed almost half century ago at Stanford University [45] . Detailed explanations of F.E.A.R.'s AI concept can be found in [46] . It is also important to mention SOAR cognitive architecture [47] , which was used for extensive academic research on AI-based virtual characters. The Soar Quakebot, NPC tested in Quake II game, aimed to provide more reactive and flexible behavior [48] - [50] . Decision making of SOAR based intelligent agents, was rooted in a perceive-think-act cycle [48] . Further, prediction and anticipation capabilities were developed [49] , [51] , since anticipation is recognized as one of the key features of intelligent behavior. It is reported that Soar Quakebot successfully challenged even human opponents with intermediate level playing capacities [48] .
It could be noted that Bayesian theory represents a cornerstone of today's machine learning. Therefore it is not surprising that its application to game AI attracted attention of academics. One of the early papers in the field [52] investigated Bayesian programming for learning of NPC behaviors in the Unreal Tournament. Developers took care of computational costs, which is very important issue for potential commercial applications. Several studies were carried out considering the StarCraft. This real-time strategy computer game, published by Blizzard Entertainment, gained massive popularity all around the world. Bayesian model is developed in [53] , in order to predict the opening strategies in the game. Further on, same authors introduced a Bayesian probabilistic model for enabling NPCs to make tactical decision making and predict opponent's attacks [54] . Thorough analysis of game AI experimentation for NPCs in StarCraft is presented in [55] .
Reinforcement Learning represents one of the major machine learning areas of research. As it was described in [56] , RL aims to enable agent to learn by interacting with the world, without strong supervision and without the exact model of the world. Using of RL in game AI, is reported to be rather limited [30] , [57] , although this unique theory offers advantages which are highly important for the field (e.g., coping with unpredictable scenarios). There are, however, several interesting studies on the subject. Paper [58] describes using of RL concept in order to develop team of NPCs for playing the Unreal Tournament in domination scenario. Authors used modified Q-learning in order to enable NPCs to optimize decision making strategies. When it comes to FPS games, extensive research was also done in [57] , concluding that RL can be successfully implemented in game AI. This paper also compared hierarchical, rule-based, and flat RL control. Work of Merrick and Maher [59] - [61] [59] , [60] . Bearing in mind, that users of such virtual worlds can change the environment by adding or removing objects, NPCs which can learn and adapt represent a research topic of high interest. Some of the potential applications of RL to game AI in general, along with possible drawbacks are thoroughly analyzed in [30] .
Neural Networks are more than successfully implemented in board games, such as Backgammon, and even highly complex Go [62] - [64] . When it comes to interactive computer games, using of neural networks in game AI was often considered as complicated and computationally expensive, and therefore for a long while it was not so common. However numerous successful examples of proper NN implementations during the years showed all the benefits coming from this method. One of the first and most significant examples of neural networks in games was seen in the late nineties.
Creatures, a computer game recognized as one of the breakthroughs in artificial life science, used neural networks for sensory-motor coordination and behavior selection of synthetic agents [65] , [66] . Strongly influenced by animal biology -biochemistry and genetic algorithm principles were also used for simulations [65] , [66] . Neural networks are also implemented in several commercial racing games, such as Forza Series or Colin McRae Rally. Forza Series racing game published by Microsoft Studios developed AI system based on neural networks, called Drivatar. By analysis of collected data and Bayesian learning, Drivatars are trying to emulate real user's driving technique. The more some user plays the game, more data about his gaming behavior is available, thus enabling the Drivatar to have a larger degree of similarity with the user. The aim is to imitate specific features of individual's driving style (how you brake, or use gas, etc.), in that way creating AI agents that differ one from another. The NERO (Neuroevolving Robotic Operatives) game, developed at University of Texas, represents an interesting example of noncommercial machine learning based game. Human player has a role of an instructor to a team of agents (simulated robots). The goal is to prepare them for a combat, while agents start the training with no skills, just the ability to learn. In order to enable agents to learn, NERO use rtNEAT (real-time Neuroevolution of Augmenting Topologies) algorithm for evolving increasingly complex neural networks in real time [67] . Unlike the scripting where after a while weaknesses can be detected and exploited, this approach is 39980 VOLUME 6, 2018 aiming for NPCs to adapt and improve their behavior by learning. Neuroevolution, a combination of genetic algorithms and neural networks, is successfully implemented in real-time interactive environment [68] . Authors of the NERO even suggest that this concept could be used in the future for training people in sophisticated tasks [67] . Paper [69] provided detailed survey of neuroevolution applications in games, along with the detailed analysis of benefits and drawbacks coming with this approach.
Previously mentioned Genetic Algorithms rarely represent a method of choice in commercial games, as it is considered that this approach is often too slow, and requires too many CPU resources [18] , [21] . However, since the appearance of the Cloak, Dagger, and DNA game (created by Don O' Brien), which implemented GAs in order to develop evolving NPCs, academics investigated possible applications of GAs in game AI. Besides already described neuroevolution, several studies were conducted based on applying GAs to popular games such as Counter Strike or Quake III Arena [70] , [71] . It is believed by Lucas and Kendall [72] that properly used evolutionary algorithms could improve overall playability of the game, implying in that way that potential commercial applicability could eventually increase.
IV. HUMAN-LEVEL INTELLIGENCE & VIRTUAL WORLDS -PLACING NPCs IN A WIDER THEORETICAL FRAMEWORK
As it was sharply noticed in [73] , ''Humans are humanity's favorite subject.'' This deep desire to understand the essence of our existence and behavior, led us to tremendous achievements in different aspects of science and art. Number of scientific fields revolved around the necessity to understand and generate human level capacities. Illustrative example is Robotics, where idea of making a fully functional humanoid robot has its roots grounded back in the history (e.g., see [74] , [75] ), long before the field itself was even established. When it comes to the closely related field of Artificial Intelligence, incredible results were accomplished in different domains during the last few decades. So called ''weak AI'' provided numerous specialized algorithms and solutions that are applied in order to enhance different aspects of technology and human life in general [76] , [77] . However, developing of human-level AI (or ''strong AI'', as it is often referred) is still a dream, like it was on the very beginnings. Some of the AI pioneers, such as Marvin Minsky and Herbert Simon, were very optimistic in the early days of the field, predicting that human level AI will be achieved until the end of the 20th century, which will eventually enable machines to do everything that humans can [78] , [79] . These predictions were not fulfilled, in that way opening numerous discussions that question why we still can not engineer human level machine intelligence, is human level intelligence necessary, and at the end is it even achievable. This is rather understandable considering the fact that not just that we did not achieved the human-level AI, but we are struggling to reach the capacities of organisms that we consider far simpler. An illustrative example given in [80] still applies today -despite the tremendous technological advancements we still do not have an autonomous mobile system that has an effectiveness and sophistication of a ''simple'' cockroach.
Computer games represent one of the most illustrative success stories of Artificial Intelligence systems which are comparable with humans [81] . If we take a look at computer systems that can play board or card games, remarkable results are accomplished in the last few decades, considering not just perfect-information but imperfect-information games (e.g., Poker [82] ) as well. Chess was subject of research for decades, since the Shannon's seminal paper [83] . When IBM's Deep Blue system [84] , [85] defeated Garry Kasparov in the epic chess battle rematch, public hype considering the AI was at the pick. Number of other examples can be listed too, such as Checkers [86] , [87] , or earlier mentioned Backgammon [62] , [63] and Go [64] , where computer systems reached the level of top-human performance. Further, AlphaZero algorithm was reported to have remarkable results playing Chess, Shogi, and Go [88] . Although superiority of some of these systems was not based solely on AI techniques [72] , research in these games influenced the entire field of AI, strongly pushing new ideas and approaches. However, if we take Checkers as an example, despite the complexity of the game which is, among other things, reflected in a fact that this game has nearly 500 billion of possible positions [87] , this is still a finite number of combinations. Besides that, classic board games are mostly perfect information, meaning that all participants of the game have insight in everything that has happened before they make a decision [72] , [82] . Unlike these finite, deterministic, constrained gaming spaces, humans (as well as other living beings) live and make decisions in a world of uncertainness, with limited information available, where infinite number of interactions occurs every day. Therefore, in order to get closer to human-level intelligence we need more than a gaming board or a deck of cards. No matter how complicated and challenging these previously mentioned problems are, they represent only one fragment of human intelligence. In their seminal work [77] , Laird and Van Lent recognized interactive 3D computer gaming worlds as a perfect testbed for research of the human-level AI. This view, latter supported by Schaeffer et al. [81] , [89] , opens up an interesting perspectives in different areas of AI research.
Namely, it is obvious from the previous sections of the paper that virtual worlds indeed provide us with a possibility to effectively research numerous problems related to intelligent agents, and consequently different segments of humanlevel AI problems. At the same time nature of mechanisms on which the virtual worlds are built, could impose a severe limitations for full utilization of their potential on this subject. Further in the text several aspects of Laird's suggestion will be analyzed, together with possible implications. In order to better understand the potential of virtual worlds on previous matters, the question of human-level AI from the perspective of selected theories must be briefly addressed first. VOLUME 6, 2018
A. EVOLUTION, EMBODIMENT THEORY, AND SITUATEDNESS -FOLLOWING THE BIO-INSPIRED IDEAS
Classical AI, also called GOFAI (Good Old-Fashioned Artificial Intelligence) [90] , showed a lot of shortcomings in pursuing of human-level AI. One of the main reasons lies in the fact that classical AI theories and expert systems are deeply grounded in information and symbol processing [91] . This approach proved itself as a powerful and very efficient, considering numerous problems and applications. However, it is often disputed when it comes to achieving of strong AI [91] , [92] , as the nature of human intelligence lies on different cornerstones.
Conclusion that there is a possibility, that we misinterpreted the very foundations of intelligence, was recognized by many scientists (e.g. [80] ). To have a deeper understanding about this, we must seek into the some of the essential parts of the human evolution. How did humans become intelligent? Many possible theories and therefore many speculations are generated by the scientists in the relevant fields. Evolution theorists tried to recreate our past, and to discover key events and processes that influenced development of human intellectual capabilities, in that way deferring us from other known primates.
One could certainly notice that changes of physical characteristics caused the changes in intellectual capabilities, and vice versa. Early theories recognized bipedalism as a possible first change in evolution of humans [93] , [94] , dating a bipedal walking in the earliest known hominids [95] , [96] . As a consequence of the adopted bipedalism, human body structure departs from apes in many ways [94] , [97] . Bearing in mind the fact that bipedal walking is one of the key characteristics which are separating humans from other primates [98] , [99] , and that bipedalism is so unusual for mammalians in general [98] , it is natural to question a reason for this kind of behavior. Number of different, and often opposite theories was made -e.g., some studies reported that bipedalism appeared as an energetically efficient solution comparing to quadrupedal locomotion [93] , while others denied it [97] , [100] . However, final answer to this complex problem is still remaining unsolved. What is certain is the fact that bipedalism preceded the brain expansion [94] . Therefore, one could conclude that bipedalism heavily influenced human behavior, and therefore affected the shaping of our intelligence. Upright walking changed the human perspective of the environment, and changed the way humans interact with it [94] . Free forelimbs enabled many useful activities such as manufacturing and using of tools, and manipulating the environment in general, in that way decisively influencing the human evolution.
Considering just a brief look at some of the evolution cornerstones mentioned in the previous text, it is obvious that human intelligence is inseparable from human body, and vice versa. As it was noticed in [80] , ''biological mind is, first and foremost, an organ for controlling the biological body.'' This kind of approach is reflected in the Embodiment Theory, which appeared as a response to the classical AI. Number of scientists consider embodiment as a necessary condition for developing of any sort of true intelligent behavior [91] , [101] , analyzing this problem not just from the human perspective but with illustrative examples coming from different orders of animals as well. Regarding to that, Pfefier and Scheier described embodiment [92] as: ''A term used to refer to the fact that intelligence cannot merely exist in the form of an abstract algorithm but requires a physical instantiation, a body.'' Of course, this definition should not be understood in a simplified sense, bearing in mind the deeper meaning regarding the connections among neural and physical processes [91] , [102] .
The necessity to find an alternative to classical AI approaches was underlined in the pioneering research of Rodney Brooks (collection of the most important papers is given in [103] ). His work in the field of autonomous robotics insisted on physical grounding hypothesis, instead of traditional symbol system hypothesis. Brooks thoroughly analyzed main characteristics of both approaches in his seminal work [104] . Unlike the traditional paradigm where AI system is based on a ''system of symbols'' and its manipulation, physical grounding hypothesis is based on the premise that representations of an intelligent system must be deeply grounded in its physical surrounding. In [104] , Brooks elaborated why are physically grounded mobile robots superior to symbol based robots, supporting his ideas with number of developed prototypes. Among other, situatedness and embodiment [105] are enhancing robot's adaptability to the changing environment, an attribute so characteristic for humans. It is further noticed that besides its morphology, behavior of some entity is also influenced by the environment in which it acts [106] . As it was elaborated in [107] , ''Intelligence is determined by the dynamics of interaction with the world.''
B. POTENTIAL IMPLICATIONS TO VIRTUAL WORLDS AND NPCs
If we observe previously described paradigms (section IV.A) in the context of current computer games technology, we can easily notice the research potential behind these ideas, but also all the shortcomings which are constraining their full implementation into the interactive virtual worlds. Namely, NPCs appear in the form of human-like avatars or some creatures, and behave according to their capabilities within the virtual environment, at the same time affecting the environment in some way. However their embodiment and situatedness are simplified. As it was noticed in [108] , NPCs are ''virtually embodied'', or more precisely graphically embodied. They are not built and therefore are not acting in the manner living beings are. Further, the virtual worlds themselves are focused on a visual resemblance, and they lack some of the crucial real-world characteristics. This is a very important issue, since evolution of human intelligence is strongly connected with recognizing and interacting with the dynamic 3-D world, its structures, and other living beings [109] . If we want to follow the earlier mentioned principles of embodiment and situatedness in a more real-world manner, then some adjustments of the virtual world mechanisms should be ensured. NPCs should probably be provided with a virtual dynamical embodiment and more strictly set virtual situatedness, all within interactive virtual environments modified to support such characteristics. This should not be understood in a simplified manner -as a mere introduction of some dynamical properties. More importantly, NPCs should be enabled (as much as it is possible) to sense the world around them and interact with other entities and the dynamical interactive surrounding in a way that resembles how living beings act in the real world. After all, situatedness is recognized as one of the key requirements in order to define something as an agent, meaning that it has to be capable to receive inputs from sensors, and accordingly in some way affect its environment [110] . Regarding this, so called ''sensory honesty'' [108] , [111] represents one of the highly significant issues, since it is very rarely implemented in virtual worlds -NPCs are mostly built to be omniscient, without any real understanding of the world that is surrounding them.
Bearing in mind the briefly elaborated principles of subsumption architecture and embodiment theory, one should be careful -applying of these principles adjusted to virtual worlds should not lead toward just purely reactive AI agents, but rather enabling them to integrate and exploit different AI techniques and AI functionalities to a larger degree. It should also be noticed, that considering complexity of humans and following the ideas elaborated in [112] , previously mentioned principles should be gradually applied by experimenting with artificial agents inspired with simpler organisms at first.
When it comes to already mentioned dynamical properties, thorough research studies on dynamically simulated graphical models were done in the past [113] - [115] . Dynamically simulated characters were presented in [116] , as an alternative to motion caption and key-framing motion generation methods. In this research, two virtual environments were developed and populated with NPCs, simulating bicycle racing and a heard of ships. Animations of some chosen human movements based on dynamics, are also thoroughly researched in [117] - [119] . One should notice that majority of the studies dealing with dynamical models in virtual environments, primarily aimed to provide more realistic graphical sensation. An illustrative example of experimenting with physics based NPCs in a virtual world, under a different agenda, can be found in [120] . In this seminal work, virtual marine was filled with virtual 3D fish models, providing in that way some original insights in the field of artificial life. Simulated models were built according to simplified biomechanical and hydro-dynamical principles, together with emulated sensors and real fish behavior patterns.
Previously described academic studies provided important insights on dynamically modeled animations. When it comes to the commercial virtual worlds, most of them use some sort of physics engines rooted in the classical mechanics theory, whether they are based on rigid body physics or mass aggregate approach [121] . Illustrative examples are Havok engine (used by Second life, Halo, Half-Life, etc.), or PhysX engine (used by Active Worlds, Mafia II, etc.). Despite the fact that physics engines offer whole spectra of possibilities, virtual worlds tend to be rather statics [122] considering objects inside them, as well as the nature of interactions between players and NPCs with the environment. As it was noticed in [106] , it is still problematic to precisely model and simulate real-world properties. Besides obvious complexity, bringing of some real-world properties through physics based models and advanced sensorial systems is also very computationally expensive. Introducing of physically complex objects is severely increasing number of interactions [24] . Further, with the increased number of simulated objects and interactions, CPU resources are dramatically running out [13] . Therefore, it is not surprising that the nature of the virtual worlds and interactions in them is still constrained, not modeled accurately enough, and not in the scale that is needed to fully apply principles behind the physical grounding hypothesis.
At this point, one should be careful in order to avoid possible misunderstanding of some of the previously exposed analyses. Namely, the goal is not to replicate the world in all of its diversity and complexity (not to mention that this is impossible to do), but rather to identify and emulate some of its essential characteristics, as well as they can be emulated. Human-level intelligence could be too dependable on various internal and external factors to be replicated in that way [123] . However, following the analogy from humanoid robotics example presented in [124] -exposing of NPCs to some of the essential real-world conditions and equipping them with some of the essential mechanisms and interaction patterns characteristic for living beings, could trigger evolutionary leap in their autonomy and intelligence. In other words, it could be one of the necessary ''baby'' steps toward developing of human-like intelligence and cognition mechanisms, or it could at least enable us to better understand foundations of human intelligence.
Besides previously described aspects, social behavior and therefore social interaction with other living beings is also recognized as the key element of the origin of human intelligence [125] . As it was observed in [94] , humans are the only living beings that are using symbolic language, which among other enabled us to transfer our knowledge through generations. There will be no thorough analysis on these matters further in the text, as this topic deserves a survey of its own in order to be properly analyzed. However, in author's view, a brief discussion considering some aspects of the topic must be provided in the following lines. Namely, it is not surprising that agents, which can communicate in a humanlike manner, represented subject of extensive research over the last few decades. Consequently, virtual worlds served as a perfect testbed for development of these chatterbots, as they are often called (e.g., ''roboatars'' tested in the Second Life [126] , etc.). One of the benefits is reflected in the fact that virtual worlds provide NPCs with large number of human users to interact with. Another benefit comes from the fact VOLUME 6, 2018 that various challenging scenarios can be designed and tested in these virtual worlds. Annual Loebner Prize competition is organized, aiming for computer controlled characters to pass the Turing test through textual communication. Since it was introduced [29] , Turing test caused a lot of different interpretations [127] , [128] , and a lot of opposite opinions considering its validity and efficiency (e.g., ''Chinese room'' discussion [129] ). Argumentation about its relevance is not in the focus of this paper. However, what should be noted is that absence of the embodiment is recognized as one of the reasons which are disabling NPCs to pass the Turing test [130] . Bearing in mind that we use symbolic language to describe the world around us, the way we sense it and its phenomenon, a following logical question is imposing itself. Is it reasonable to expect that any disembodied computer system, which can not interact and sense the world in a humanlike manner, could be capable to perform fully human-level intelligent conversation without any tricks?
At the end of this section, one should notice that there is no ultimate solution that guarantees progress toward achieving of human-level AI agents. In order to get close to the humanlevel intelligence, or at least achieve some segments of it, different theories, hybrid solutions, and techniques must be integrated in order to fully exploit their strengths and at the same time minimize their weaknesses. Besides that, virtual worlds themselves as well as NPCs acting in them should be carefully designed in order for these methods to be effective.
V. CONCLUDING REMARKS
This paper aimed to provide a unique perspective on the subject of AI agents in virtual worlds. The primary purpose was not to bridge the gap between AI academics and commercial based gaming industry, but rather to gather an important insights coming from both sides, critically evaluate them, interconnect them and point out the multidisciplinary richness and the research potential of the elaborated problems. Therefore, author is hoping that this research study will serve as a valuable source of information for a wide range of experts. Special emphasis of the paper was on human-level AI research in the context of intelligent agents in virtual worlds.
When it comes to AI agent problems that can be investigated in virtual worlds, number of possible applications is constrained only by imagination of research community [131] , and current technical limitations. Therefore, it is important to mention, that implementation of techniques and theories presented in this paper is often constrained with CPU resources. This is especially regarding to some of the realtime related problems, that agents often meet [132] . Such technical issues were recognized, but not analyzed in details, as they are not in the main focus of the paper. After all, following the Moore's law, these constraints are significantly diminishing during the years, and therefore are not compromising the theoretical value of underlining research ideas.
In the earlier mentioned paper [77] , Laird suggested that at one point in the future, computer games will have to evolve, inevitable concentrating on advanced AI agents with the need to even match human-level intelligence in order to provide next level of realistic experience for users. If one carefully observes previous sections of the paper, as well as the required properties of artificial systems defined in [133] , in ideal scenario those agents should be among other enabled with several essential capabilities: appropriate reasoning about its environment and their role in it, learning and intelligently interacting with the dynamic environment including a successfully coping with uncertainties, and predicting the events and behavior of other dynamic entities in a dynamic environment. Practical justification of Laird's suggestion is reflected in several beneficial aspects to the further development of virtual worlds. As it is noticed in [134] , human users are more engaged when competing with other humans, than with computer controlled opponents that often behave too predictable. Therefore, a need for intelligent agents that can provide more immersive and life-like virtual world experience seems rather obvious. Computer controlled AI opponents that can behave in a human-like manner are reported to be more challenging and enjoyable [135] . Another aspect is related to the fact that virtual worlds are becoming more dynamic and complex, with increased population of human users and NPCs as well. Therefore, there is a need for autonomous agents that can cope with unpredicted scenarios [134] .
Laird's predictions are gradually progressing, as humanlevel characters are drawing an increased attention. Earlier mentioned real-time strategy game StarCraft, represents an illustrative example. Accordingly, StarCraft AI competitions are organized aiming to create agents with the ability to successfully play the game and compete with humans and other scripted NPCs [136] , [137] . As Samuel sharply noticed [138] , ''Programming computer to play games is a stage in the understanding of the methods that must be employed for the machine simulation of intellectual behavior.'' Bearing in mind the massive popularity of this game, it is not surprising that it is recognized as a suitable testbed environment. The potential of StarCraft as a platform for research of humanlike NPCs (see [139] ) is recognized since the early days of the game. Although there is a long way until virtual characters reach top human performance in this complex virtual world, StarCraft represent a research topic of high interest. Supporting this, it should be noted that DeepMind and Blizzard research teams are actively working on the reinforcement learning environment developed on the basis of the StartCraft II [140] . With further advancements in deep learning [141] , including human-level control [142] , agents are getting close to some segments of human capabilities. It should also be mentioned that cognitive and behavioral modeling [133] , [143] - [145] , attracted a lot of attention in the last few years. Although this interesting, highly multidisciplinary topic was not a subject of analysis in this paper, one should recognize cognitive models as a potentially powerful method that can be used in a development (especially on a higher level) of future human-like agents. Cognitive models derived from available player's gaming data can enable exploration of various key properties listed in [144] , such as ''adaptation to environmental constraints'' in that way increasing agent's autonomy.
Number of researchers noticed that very few of academics directly attacked the question of general intelligence (see [77] , [146] ). Regarding this, some authors rightfully claim that human-level AI is researched in the computer games domain with more effort than in any other, especially with general game playing [147] . Research in the humanlevel intelligent characters, can benefit the entire AI field. Therefore, this paper was dealing with crucial aspect of Laird's seminal work [77] -the fact that interactive virtual worlds could represent a powerful testbed for pursuing of human-level machine intelligence. These worlds are already characterized with a number of real-world elements and problems. More importantly, they are becoming more complex and dynamical, with real-time decision making and other human characteristics increasingly required. Further, computer characters in these worlds are exposed to numerous interactions with human users, between themselves, and with their surroundings. In author's opinion, this makes virtual worlds a rather unique testbed for different segments of AI research and their potential integration -e.g., state-ofthe-art humanoid robots can not be safely exposed to such interactions, and in such scale within the real world (especially regarding the interaction with humans and other living beings).
There are different, often extremely opposite opinions regarding the possibility of achieving human-level artificial intelligence. After all, research in the human-level AI represents a tremendous endeavor. This is reflected in a fact that it is not problematic only to achieve all of the human main capabilities, but also to properly integrate them [148] . Many researchers are certain that human-level AI will eventually be achieved, but it requires for new approaches to be implemented and integrated together with the existing ones [149] , [150] . Even if it should be proven in the future, that this tremendous endeavor is not possible, one could be certain that research in human-level AI is not only helping us to better understand principles of human intelligence, but is also producing numerous ''side-effects'' across almost all scientific fields. Regarding this, the aim of this paper was not to claim achievability of human-level AI, but rather to explore frontiers and to underlain benefits and shortcomings of current state-of-the-art virtual worlds and intelligent agents inhabiting them, in the context of human-level AI research.
At the end, author is fully aware that there is no analysis that could be attributed as thorough enough. Regarding this, there are several topics and theories that are not included and elaborated in this work. It should be clear that there was no intention to disregard or reduce importance of theories that are not analyzed in this research. Paper and its theoretical content are exposed and organized in the manner that in author's opinion best covers the underlining ideas behind this research study.
