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 As pesquisas em Problemas Inversos têm crescido proporcionando o desenvolvimento 
tecnológico nas mais diversas áreas da ciência como Medicina, Geofísica, Sensoriamento 
Remoto, recuperação de imagens, prospecção da crosta terrestre, entre outras. Na 
Engenharia, importantes trabalhos foram realizados utilizando os Problemas Inversos em  
aplicações práticas em áreas como Aeronáutica, Engenharia Naval. Na Mecânica os 
Problemas Inversos são largamente estudados na transferência de calor, assim como também 
na Engenharia Estrutural. Com elevados níveis de confiabilidade a aplicação às técnicas 
inversas possibilitam a obtenção de resultados ótimos onde muitas vezes seriam impossíveis 
de serem obtidos ou, se possível, com custo operacional elevado. A solução do Problema 
Inverso de identificação de danos em estruturas de placas é abordada nesse trabalho, 
inicialmente com a apresentação da metodologia da inserção do dano para caracterização do 
problema e em seguida, por meio da análise estática e dinâmica de modelos numéricos 
através do Método de Elementos Finitos (MEF) minimiza-se uma função objetivo com a 
utilização do método dos mínimos quadrados, outros métodos de otimização como 
Levemberg-Marquardt (LM), Broyden-Fletcher-Goldfarb-Shanno (BFGS), Davidon-
Flecher-Powell (DFP) e o método bio-inspirado de Colônia de Morcegos (CM)  que permite 
avaliar seus dados de resposta em um processo de atualização do modelo de dano, alcançando 
assim soluções ótimas na localização e quantificação de danos internos em placas. A 
implementação do processo de análise usando MEF é desenvolvida na linguagem 
MATLAB® com o auxílio das saídas do software ANSYS® na linguagem APDL. Vários 
exemplos de localização e quantificação de danos são aplicados com a finalidade de 
comprovar a sensibilidade e robustez do método proposto. 





Research in Inverse Problems have grown providing technological development in various 
areas of science such as medicine, geophysics, remote sensing, image recovery, prospecting 
the earth's crust, among others. In Engineering, important work was carried out using Inverse 
Problems in practical applications in areas such as aeronautics, naval engineering. 
Mechanical In the Inverse Problems are widely studied in heat transfer, and also in structural 
engineering. With high levels of reliability the application to inverse techniques make it 
possible to obtain excellent results which often would be impossible to obtain or, if possible, 
with high operating costs. Solving the Problem plates structures in damage identification 
Converse is addressed in this work, initially with the presentation of the insertion of the 
methodology of the damage to characterize the problem and then through static and dynamic 
analysis of numerical models by Method Finite Element Method (FEM) minimizes up an 
objective function using the least squares method, that evaluates your response data in a 
process of updating the damage model, thus achieving optimal solutions in locating and 
quantifying internal damage on plates. The implementation of the review process using MEF 
is developed in MATLAB® language with the help of ANSYS® software outs in APDL 
language. Various examples of the damage location and quantification are applied in order 
to verify the sensitivity and robustness of the proposed method. 
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1 – INTRODUÇÃO  
 
O desenvolvimento tecnológico e o princípio da melhor relação custo/benefício tem trazido 
aos sistemas estruturais um maior nível de sofisticação e complexidade, apresentando processos 
construtivos mais elaborados, provendo cada vez mais segurança e resistência. Concomitante a isso 
nota-se a evolutiva redução no tempo de execução.  
 
Esse avanço tecnológico também se constata na construção civil. Algumas estruturas, sem o 
devido controle no projeto ou no uso inadequado, podem apresentar falhas estruturais que em certas 
situações chegam ao colapso causando prejuízos econômicos consideráveis ou até mesmo perdas 
humanas. 
 
O desgaste de uma estrutura acumula-se durante toda a sua vida útil. Vários fatores 
contribuem para a sua degradação.  Como exemplos de ações que podem levar a estrutura ao 
desgaste, podem ser citadas a ação lenta, mas gradual e firme, do peso próprio da estrutura; as 
sobrecargas de utilização, principalmente quando excedem as previsões de projeto; as ações 
dinâmicas como vento, sismos, corrosão e ainda o aumento progressivo de trincas pré-existentes 
ainda geradas durante o processo de produção do elemento estrutural. Neste último caso, a trinca 
inicial pode sofrer propagação que é objeto de estudo da Mecânica da Fratura. 
 
Uma estrutura pode vir a apresentar falhas significativas e, consequentemente, ter reduzida a 
sua capacidade de resistência aos carregamentos aplicados. Microfissuras podem evoluir sob 
carregamento alternado causando grandes falhas no material e consequente desplacamento ou 
perda de parte do material estrutural. Estas alterações podem provocar deformações e vibrações 
muitas vezes excessivas levando a estrutura ao colapso ou acarretam desconforto e consequente 
insegurança para os usuários, prejudicando assim a funcionalidade, a finalidade para a qual a 
estrutura foi concebida. 
 
A detecção de danos tem como objetivo fornecer informações sobre o estado da estrutura, 
indicar potenciais falhas e possibilitar que com isso seja possível tomadas de decisões de 
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manutenção para que se possa a tempo evitar o colapso estrutural. Sendo assim, a detecção de 
danos mostra-se extremamente necessária por meio da realização de exames estruturais periódicos 
e avaliações diagnósticas das condições da estrutura. A detecção, a priori, de danos ainda em fase 
inicial, reduz a possibilidade de seu desenvolvimento e consequente evolução do problema. 
 
A metodologia amplamente adotada na investigação das condições estruturais e detecção de 
danos tem sido a inspeção visual. Contudo, com a complexidade cada vez maior apresentada pelos 
sistemas estruturais, tal técnica tem se tornado em alguns casos ineficiente e inadequada. Com tal 
técnica não se faz possível a detecção de danos subsuperficiais, imperceptíveis à visão humana 
assim como a percepção de danos em locais de difícil acesso.  A ineficiência da inspeção visual se 
maximiza então quando se trata de investigações de estruturas de grande porte, tornando tal 
procedimento lento e oneroso se comparado a outros métodos de inspeção. Segundo Chase (2001), 
a despesa dos Estados Unidos com consertos de danos em pontes chega aproximadamente a um 
montante de 10 bilhões de dólares, atualmente realizada em sua grande maioria unicamente através 
de inspeção visual. 
 
Aliada à inspeção visual, a utilização de outras técnicas como emissão de raios-X e ultra-
som, entre outros métodos, são alternativas adicionais para a investigação de detecção de danos 
estruturais. Muito embora essas técnicas tenham eficiência técnica já comprovada, são técnicas de 
aplicação localizada e exigem um conhecimento prévio de uma região, ou possível região afetada, 
segundo Garnier (2011), Ciampa et al. (2018) e Gholizadeh, S. (2016). Além disso para aplicação 
de tais técnicas deve haver condições propícias de acessibilidade às áreas de investigação, tanto 
para os equipamentos, quanto para seus operadores. 
 
A avaliação da integridade de estruturas através da análise das respostas estáticas e dinâmicas 
tem se mostrado, nas últimas décadas, bastante eficiente, possibilitando a detecção de danos de 
forma rápida e econômica para a indústria aeroespacial, mecânica e da construção civil.  
 
A indústria petrolífera, por exemplo, é beneficiada, especialmente em suas plataformas off-
shore com o desenvolvimento e aplicação de técnicas de inspeção estrutural em tempo real. (Ji 
et.al., 2016). O mesmo se pode dizer sobre a indústria aeronáutica, em que nas modernas aeronaves 
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os crescentes índices de desempenho requeridos exigem a incorporação de técnicas de diagnóstico 
estrutural mais precisos e em tempo real, baixando assim os custos operacionais e elevando os 
níveis de segurança e confiabilidade de vôo (Lima, 2013). 
 
Agências de controle asiáticas exigem, por razões de seguridade, que as empresas 
construtoras de obras de infraestrutura de grande porte realizem instrumentação e monitoramento 
periódico das condições estruturais (Das, Saha e Patro, 2016). 
 
Inúmeras pesquisas atualmente são desenvolvidas com o objetivo de detectar falhas em 
estruturas estabelecendo análises que empregam métodos baseados em modelos numéricos 
associados à análise inversa, várias destas pesquisas apresentam métodos para estimar o 
posicionamento de falhas bem como a severidade associada. Dentre vários importantes trabalhos 
cita-se: Kubo (1988); Sanayei e Scamolpi (1991); Bezerra e Saigal (1993); Banan e Hjelmstad 
(1994); Friswell e Mottershead (1995); Hjelmstad e Shin (1996); Honório e Bezerra(1997); 
Sampaio, Maia e Silva (1999);  Filho et. al.,(2000); Duffey et. al., (2000); Wang, Fukunaga, Yao, 
Zhang e Wu (2001); Marin e Lesnic (2003); Worden e Dulieu-Barton (2004); Bakhtiari-Nejad, 
Rahai e Esfandiari (2005); Leme (2007); Caldeira (2009); Frizzarin (2010); Lakshmanan (2010); 
Tomaszewska (2010); Silva (2015), Ozisik (2018). entre outros. 
 
As técnicas de análise inversa ou simplesmente Problemas Inversos, definidos mais diante, 
diferem substancialmente das análises diretas ou Problemas Diretos ou de Valor de Contorno 
comumente utilizadas em escritórios de cálculo estrutural como o escopo maior do estudo das 
tensões e deformações atuantes na estrutura. 
 
Um problema de detecção de danos através de modelos matemáticos pode ser descrito como 
um Problema Inverso quando a partir da informação do comportamento de resposta da estrutura 
em termos de deslocamentos, acelerações, tensões advindas dos carregamentos estáticos e/ou 
dinâmicos, busca-se identificar os parâmetros físicos e constitutivos dos sistemas estruturais, como 




Na prática não é fácil a obtenção de dados experimentais suficientes para se caracterizar 
adequadamente os defeitos estruturais, além do que estes testes são de custo elevado, portanto, 
obter estes dados em grandes estruturas, ainda é muito difícil (Oliveira, 2013). Consequentemente, 
para diminuir despesas, muitos modelos numéricos estão sendo largamente pesquisados em 
Institutos de Pesquisas e Universidades para aplicação em técnicas de monitoramento de estruturas, 
notadamente na área da engenharia estrutural. Tais modelos podem possibilitar um auxílio durante 
a inspeção de uma estrutura a um custo relativamente baixo.  
 
As pesquisas com modelos numéricos para detecção de danos têm se utilizado do atual 
momento tecnológico de acesso a grandes processamentos para modelagens numérico-
computacionais disponibilizados por velozes processadores eletrônicos de grande capacidade de 
processamento associado a grandes dispositivos de armazenamento de dados. 
 
1.1 – Motivação 
 
A aplicação de métodos de detecção de falhas baseados em técnicas de modelos numéricos 
tem auxiliado enormemente no diagnóstico estrutural. O significativo aumento do uso de 
algoritmos numérico-computacionais tem sido utilizado em todos os campos da ciência, em 
especial na física-matemática. Além das facilidades atualmente encontradas no processamento, já 
citada anteriormente, a existência de técnicas de avaliação estrutural em níveis tecnológicos cada 
vez maiores e mais aprimorados podem propiciar a resolução adequada de problemas em maior 
complexidade (Plato e Hofman 2019). 
 
As investigações experimentais, por maior nível de desenvolvimento tecnológico que se 
empregue ainda agregam elevados custos em suas aplicações e junto a estes, mão de obra técnica 
especializada e experiência. Todos esses fatores, muitas vezes, tornam o procedimento 
experimental impraticável em determinadas análises do comportamento estrutural (Verho et al, 
2018) 
Os métodos experimentais, ainda amplamente aplicados, apresentam elevada eficiência na 
descrição de problemas apenas de forma pontual.  Porém, mostram-se impossibilitados de realizar 




Um exemplo disto pode ser entendido quando em uma estrutura sob carregamento estático 
ou dinâmico ou mesmo o campo potencial em um corpo sob ação térmica não podem revelar o 
tensor de tensão de forma completa, descrito, portanto, somente baseado nos valores lidos por 
strain gages ou potenciômetros (Patankar, 2018 ; Islam e Mahmud, 2019). Tais instrumentos se 
localizam em pontos discretos dos objetos sob investigação experimental e não no seu contínuo e 
conseguem leituras limitadas do estado de tensão. 
 
Técnicas baseadas em métodos numéricos como Método das Diferenças Finitas (MDF),  
Método dos Elementos de Contorno (MEC) e Método dos Elementos Finitos (MEF), dentre outros, 
são aplicadas para se determinar a existência de um dano. Estas técnicas são mais acessíveis se 
comparadas com técnicas experimentais. 
 
O emprego de metodologias mistas ou híbridas numérico-experimentais tem também 
evoluído constantemente. Constituem uma área de pesquisa onde as vantagens de cada método são 
utilizadas para reter uma descrição mais detalhada do objeto em análise. Segundo Islam e Mahmud, 
(2019), os métodos mistos ou híbridos devem ser aplicados com maior amplitude nos mais distintos 
ramos da ciência, em especial na engenharia. 
 
Contudo, nem sempre as aplicações dessas metodologias mistas são fáceis. Por exemplo, a 
avaliação entre os dados numéricos e os dados experimentais, obtidos por uma análise modal pelo 
MEF deve levar em conta, dentre outros fatores, a presença de amortecimento na estrutura, o que 
é bastante difícil de se modelar com toda a exigência da realidade estrutural requerida, pelo fato da 
dificuldade existente em se obter tais dados de amortecimento.  
 
Outra dificuldade encontrada é a causada pelas diferenças entre o número de graus de 
liberdade do modelo de elementos finitos e o número de pontos onde é medida a resposta na 
estrutura e à presença de erros de modelagem como de erros nas medições.  
 
Algumas dessas dificuldades tentam ser contornadas e solucionadas em pesquisas, como a 
dos erros nos modelos de elementos finitos que podem ser reduzidos com a utilização de técnicas 
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de ajuste dos modelos (Kwong e Lin, 2005). No que tange a aplicação de métodos numéricos este 
trabalho simula o comportamento da estrutura, obtendo medidas estáticas e dinâmicas advindas da 
modelagem pelo MEF na detecção de falhas em estruturas. 
 
Certamente utilizar Problemas Inversos é matematicamente difícil pela multiplicidade 
numérica de soluções. Porém, para um especialista em Problemas Inversos, estes raramente são 
fáceis, comumente difíceis e às vezes insolúveis, mas sempre fascinantes (Xiao, 2018). 
   
 
1.2 – Justificativa 
 
  Existem diversos métodos de detecção de danos baseados em respostas estruturais, 
enquadrados tipicamente em dois grupos em relação às suas dependências de modelos estruturais 
como os baseados em sinais ou experimentais e os baseados em modelos numéricos (Erazo, et al. 
2019). 
 
Rytter (1993), Carden e Fanning (2004), Chen (2008), dentre outros, apresentam os 
problemas de detecção de danos em uma classificação de quatro níveis distintos: 
 
O nível fundamental tem como objetivo determinar, dentro de um fator de confiabilidade, a 
ocorrência ou não um dano no interior da estrutura analisada. Este nível apresenta somente 
informações se o sistema se encontra intacto ou danificado. 
 
Entre alguns dos principais métodos de detecção de danos baseados em análises de sinais 
encontram-se o método Novelty Detection (Worden, Sohn e Ferrar, 2002) que tem como objetivo 
extrair dados dinâmicos com o auxílio de análises estatísticas de situações extremas para a 
definição do estado da estrutura. Este método possui nível um de detecção, pois permite tão 
somente avaliar se a estrutura está ou não danificada. 
 
  Os níveis dois e três, também chamados de níveis intermediários, têm como objetivo 
determinar duas valiosas informações: Posição (nível 02) e a extensão ou severidade (nível 03) do 
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dano estrutural. Estre trabalho foi desenvolvido no nível três, pois determina a localização e a 
severidade do dano.  
 
  O quarto e último nível prediz com sua técnica de detecção o defeito e a vida útil do sistema 
estrutural, e a evolução da falha. Para isso se faz necessário a aplicação da teoria da mecânica da 
fratura. 
 
 Diversas técnicas numérico-computacionais são aplicadas em estudos na Mecânica da 
Fratura para a detecção de falhas nas mais distintas áreas (Borukhov e Timoshpol’skii, 2005; 
Golubeva, 2007; Cajka e Krejsa, 2014; Pospisil et al.,2014; Krejsa et al., 2015).  
  
 Várias técnicas existem na mecânica experimental na detecção de danos apresentadas por 
métodos não-destrutivos (Gholizadeh, 2016): Líquido Penetrante, Raio-X, correntes de Eddy (Ju 
et al. 2017), também chamada de corrente parasita, ou ensaio por correntes parasitas que baseia-se 
fundamentalmente na Lei da indução de Faraday, os métodos de campo magnético, métodos foto-
térmicos, de ultra-som e de inspeção visual (Baar et al. 2015), além de métodos baseados em sinais 
como o de emissão acústica (Carlos, 2003). 
 
 Em sua grande maioria as técnicas apresentadas acima não possuem confiabilidade, muito 
embora forneçam indicações da existência e em alguns casos da extensão da falha estrutural. A 
identificação de falhas através da utilização do líquido penetrante é bastante eficiente quando os 
danos encontram-se na superfície da estrutura, mas não apresenta resultados satisfatórios quando 
tais danos se localizam no interior do objeto, sendo nestes utilizada as técnicas como ultra-som e 
raios-X. 
 
  As partículas magnéticas e a utilização da corrente de Eddy, são métodos de investigação 
mais eficazes, contudo, pouco viáveis em estruturas de grandes vãos, como treliças de pontes 
metálicas, por exemplo. Além disto, estas técnicas possuem a restrição apresentar respostas ótimas 
ou quase ótimas quando o dano se encontra próximo a superfície da estrutura. Outra restrição é que 




Materiais ferromagnéticos apresentam maior dificuldade na detecção e avaliação de 
descontinuidades (falhas) devido à variação de permeabilidade magnética. Para estes são mais 
comumente utilizados técnicas como Magnetização DC, Campo Remoto e Campo Próximo, 
propiciando maior confiabilidade, sobretudo em tubos de aço carbono instalados em equipamentos 
de troca térmica. A limitação imposta pelo profundo conhecimento do seu operador sobre o método 
de ensaio são minimizados pelo desenvolvimento de hardwares e softwares que auxiliam na 
configuração de sondas. Porém a necessidade de padrões conhecidos para calibração do aparelho 
ainda se faz presente.  
 
O ultra-som e o raio-X, dentre as diversas técnicas não-destrutivas, são as mais confiáveis 
para se identificar falhas estruturais, porém são de aplicação complexa e de alto custo. As principais 
vantagens desses métodos são a não utilização de modelos numéricos, que como consequência não 
possibilita a simulação de erros de modelagens e custos computacionais. (Mendes, 2010).  
 
 Para tanto, o desenvolvimento de novas técnicas numérico-computacionais se faz oportuna 
no que se refere no auxílio no monitoramento consequente diagnóstico de patologias estruturais 
(Bezerra e Saigal, 1993). É neste âmbito que este trabalho vem a propor uma contribuição com o 
desenvolvimento de um novo método para a solução inversa do problema de localização e 
quantificação de falhas internas em estruturas através de métodos numéricos computacionais. 
 
1.3 – Objetivos 
 
Este trabalho possui como objetivo geral o desenvolvimento de uma nova metodologia da 
identificação de danos em estruturas de placas por meio da implementação de modelos numérico-
computacionais. Neste trabalho são utilizadas conjuntamente análises estáticas e dinâmicas em 
regime elástico com diversas funções objetivo que caracterizam o comportamento estrutural da 
peça estudada. 
 
Portanto, o objetivo principal é a obtenção da solução numérico-computacional para um 
problema matemático, conhecido por Problema Inverso de detecção de dano, cuja formulação 
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possibilite a localização e quantificação deste dano estrutural, dentro de uma região de factibilidade 
de existência em estruturas de placas. 
 
A solução deste Problema Inverso divide este trabalho nas principais etapas: 
 
1. Implementação automática em elementos finitos em linguagem ANSYS Parametric 
Design Language - APDL® para a solução elastostática e elastodinâmica de placas; 
 
2. Desenvolvimento de diversas funções objetivo, em combinações elastostáticas e 
elastodinâmicas capazes de caracterizar de forma conveniente o comportamento 
estrutural das placas; 
 
3. Criação e programação na Linguagem MATLAB®, juntamente com a Linguagem 
APDL do ANSYS® de metodologia numérico-computacional de busca da falha 
interna na estrutura, aplicando diversas funções objetivo, que solucionem o Problema 
Inverso de localização e quantificação aproximada do dano. As funções objetivo são 
escritas em termos dos resíduos apresentados e devem ser minimizados considerando 
os resíduos entre valores simulados numericamente e os valores prognosticados; 
 
4. Analisar exemplos e estudar a efetividade das funções objetivo e de diversos métodos 
de otimização aplicado como Levemberg-Marquardt (LM), Broyden-Fletcher-
Goldfarb-Shanno (BFGS), Davidon-Flecher-Powell (DFP) e o método bioinspirado 
de Colônia de Morcegos (CM) mesmo quando inseridas contaminações numéricas 
que simulem erros de medições práticas para que se garanta precisão, estabilidade e 
robustez suficiente em seu procedimento, fornecendo assim uma solução factível, 







1.4 – Inovação do Trabalho 
 
 Este trabalho apresenta o desenvolvimento de um método inverso de avaliação de falhas 
estruturais em placas identificando sua localização e quantificação do dano ou falha mediante 
verificação de resíduos gerados por funções objetivos desenvolvidas, concebidas a partir de 
diferentes respostas estruturais ou assinaturas obtidas por resultados de formulações estáticas e 
dinâmicas do comportamento estrutural.  
 
Diversos trabalhos apresentam métodos aplicados a estruturas de treliças e vigas onde a 
variação nas características na matriz de rigidez são alteradas devido a existência do dano. Contudo, 
no desenvolvimento deste a perturbação numérica devido a ação física de existência do dano não 
se faz somente na matriz de rigidez mas também na matriz de massa da estrutura, caracterizando a 
influência da perda de massa do dano interno apresentado. 
 
Aplicação de métodos não comumente utilizados na Engenharia de Estruturas como as 
otimizações pelo algoritmos de Levemberg-Marquardt (LM), Broyden-Fletcher-Goldfarb-Shanno 
(BFGS), Davidon-Flecher-Powell (DFP) e o método bioinspirado no comportamento de espécies 
naturais como a Colônia de Morcegos (CM), que de modo inédito é adaptado neste trabalho e 
utilizado pela em estruturas de placas. 
 
São realizados testes de aplicação de valores das constantes de cada método de otimização 
de modo a se obter os melhores resultados possíveis na solução do Problema Inverso de 
identificação de danos em placas, apresentando a utilização de valores que diferem do comumente 











1.5 – Estruturação do Trabalho 
 
O Capítulo 1 apresenta uma introdução dos Problemas Inversos nos diversos campos da 
ciência e da tecnologia, orientado pela motivação da realização desta pesquisa e descrição dos 
objetivos gerais e principais do trabalho. 
 
No Capítulo 2 é abordado o surgimento dos Problemas Inversos na ciência, conceitos 
técnicos, consistência desses tipos de problemas de detecção de danos, exemplos de utilização em 
diversas áreas. É feita também uma abordagem sobre integridade estrutural e descrição de 
metodologias empregadas na solução de problemas inversos. 
 
O Capítulo 3 aborda os fundamentos teóricos para a utilização do MEF para placas, assim 
como a definição matemática do método de localização e quantificação da falha estrutural para a 
solução do Problema Inverso que avalia o comportamento das funções objetivo e os resíduos entre 
os valores prognosticados e os simulados. É explanado também às considerações dinâmicas desse 
trabalho e finalmente o método de minimização da função objetivo aplicada na definição da região 
de factibilidade de apresentação da solução ótima ou quase ótima do problema. 
 
No Capítulo 4 são apresentados problemas de pequenas dimensões em diversas configurações 
de condições de contorno, posicionamento de carregamentos, localização e severidade da falha, 
determinando a precisão, estabilidade e suficiente robustez do método desenvolvido. 
 
O Capítulo 5 trata da apresentação do método de busca do dano, a atuação da função objetivo 
e como se procede com a atualização do vetor dano nas diversas iterações de convergência do 
problema assim como o critério de parada do processo de busca. 
 
O Capítulo 6 traz aplicações do algoritmo numérico computacional para exemplos reais, 





E finalmente, o Capítulo 7 contempla as conclusões obtidas com o desenvolvimento deste 











































2 – REVISÃO BIBLIOGRÁFICA 
 
São abordados na revisão bibliográfica um cunho histórico a respeito da inserção e larga 
utilização dos Problemas Inversos na ciência, bem como os conceitos de Problemas Diretos e 
Problemas Inversos.  
 
Também é aqui colocada a importância prática que os Problemas Inversos possuem nos 
mais diversos segmentos do quotidiano. 
 
 São apresentados os principais métodos de solução de Problemas Inversos na literatura e o 
uso específico da solução destes problemas para identificação de danos em estruturas. 
 
 
2.1 – Abordagem Histórica dos Problemas Inversos na Ciência 
 
  
As aplicações dos Problemas Inversos (PIs) encontram-se mais próximas do nosso 
quotidiano do que se possa imaginar. Arquimedes, matemático, nascido na cidade de Siracusa, fora 
interpelado pelo rei Hiéron sobre a pureza do ouro de uma de suas coroas. Aplicando em 287 a.C. 
as teorias já conhecidas do empuxo, submergindo parcialmente ou totalmente o corpo (coroa) tinha 
o deslocamento de fluido cujo peso é igual à magnitude das forças de empuxo que atuam no corpo 
(Resnick et al., 1992). Assim, Arquimedes desenvolveu o procedimento experimental, não-
destrutivo, largamente usado até os dias atuais na identificação da composição dos materiais de um 
objeto, dando o primeiro relato da utilização dos PIs de que se tem conhecimento na história da 
ciência. 
 
Muito tempo depois, surge o outro importante PI constituído. Em 1882, Sir. A Shuster lança 
a proposta de se definir a forma de um sino a partir dos sons que ele seria capaz de emitir: “(...) to 





Em 1966, Marc Kac, reformula a proposição de Sir. A.  Shuster enunciando o que hoje é 
provavelmente o mais famoso PI na história da comunidade científica da matemática: “ Você é 
capaz de predizer a forma de um tambor pelo som que ele emite?” (Okada et. al. 2005).  
 
A solução deste problema já é conhecida a bastante tempo, contudo, a sua formulação 
inversa perdurou por muito. Após vários anos, este problema foi solucionado pela negativa de que 
existem vários tambores com formas diferentes que são capazes de emitir o mesmo som (Gordon 
et al., 1992). 
 
Decerto, todos já se depararam com a resolução de um PI, talvez, não de um ponto de vista 
matemático (Silva Neto e Neto, 2005). Por ser uma área multidisciplinar, que associa a uma análise 
matemática de problemas os dados experimentais obtidos, se tornando assim uma interface entre a 
teoria e a prática (Silva Neto e Neto, 2005). 
 
As pesquisas em aplicações em PI’s têm crescido e aplicadas a casos mais complexos nas 
últimas décadas, como por exemplo, a identificação de materiais não-metálicos em solos através 
da análise da radiação refletida, o que possibilita a Geofísica caracterizar os perfis estatigráficos do 
solo e a Sismologia detectar e mensurar movimentações na crosta terrestre além e processar 
imagens utilizadas em prospecções (Lebedeva, 2008). 
 
Na engenharia Biomédica com a estimação da intensidade e localização de fontes de 
radiação, desenvolvendo novas técnicas de tomografia computadorizada como: Computerized 
Tomography (CT), Single Photon Emision Computerized Tomography (SPECT), Near Infrared 
Optical Tomography (NIROT), além da aplicação do desenvolvimento de monitoramento cardíaco 
por meio de eletrocardiogramas (Karoui et al. 2018; Alayed et al. 2018). 
 
Na solução de problemas de determinação da intensidade de fontes térmicas com 
dependência funcional no espaço e/ou no tempo, em problemas de transferência de calor, a partir 
de medidas transientes de temperatura em transferência de calor por condução, estimação da 
condutividade de difusividade térmica e os estudos da combustão de fornos como uma das áreas 
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de aplicação destes PI’s em radiação térmica (Ko e Ji, 2000; Barbarosie, 2003; Lee, Alaeddine e 
Doumanidis, 2004; Atchonouglo, 2008; Azari  e Zhang, 2008; Wu, 2009; Zhang  e Delichatsios, 
2009;  Das  e Mishra, 2010; Wen , Hon e Xu , 2011; Lazar et al. 2012; Vasileiou, Vosniakos e 
Pantelis, 2017;), entre outros (Borukhov e Timoshpol’skii, 2005; Silva Neto e Neto, 2005; 
Kamynin, 2015; Zhang et al.,2017;). 
 
Já na Engenharia Estrutural são utilizados para a solução de problemas como os de 
identificação de danos, otimização topológica, desenvolvimento de novos materiais (Bezerra e 
Saigal, 1993; Wang, 2001; Marin e Lesnic, 2003; Rus e Gallego, 2005; Krejsa et al. 2015; Hussein 
e Lesnic, 2016). 
 
2.2 – Conceituação de Um Problema Inverso (PI) 
 
Antes de se definir o que seja um PI, é convenientemente necessário o entendimento do que 
se trata um Problema Direto (PD) (Lazar et al. (2012) Um clássico PD é o de se encontrar a 
temperatura num domínio matemático, sendo conhecidas as condições de temperatura ou do fluxo 
de calor definidas na fronteira deste domínio (Kreyzig and Wiley, 2001). 
 
Análogo a este clássico problema, contudo com uma maior complexidade, é a determinação 
da elevação da temperatura atmosférica por consequência da interação da radiação solar com a 
própria atmosfera terrestre. A variação desse fenômeno vem causando graves alterações climáticas 
significativas e com grandes consequências ambientais amplamente conhecidas pela redução da 
camada de ozônio, objeto de importantes estudos desenvolvidos pelos cientistas. 
 
Poder estabelecer uma solução para um modelo matemático que se formula por diversos 
fenômenos, como no problema descrito acima, em que a partir de uma causa, como a quantidade 
medida de CO2 na atmosfera, ou o aumento da temperatura se possa determinar os seus efeitos, 
caracteriza-se um PD.  
 
Contudo, se contrário a isso, se a intenção for a obtenção da informação de forma 
experimental sobre a temperatura da atmosfera por medição de alguns pontos ou mesmo pela 
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aferição da concentração de gases de CO2 de maneira localizada e se queira determinar a quantidade 
de CO2 liberada por algumas indústrias, automóveis, queimadas, então o problema já não pode ser 
resolvido de forma direta (Campos Velho, 2000). 
 
Inúmeros Problemas Diretos (PD’s) são encontrados na Física-Matemática e nas 
Engenharias, constituindo problemas em que o conhecimento das equações que regem o fenômeno 
estudado é pleno e válido dentro do domínio matemático Ω, bem definido e com suas condições 
de contorno suficientemente necessárias na fronteira , delimitando adequadamente Ω.  
 
A suficiência das condições de contorno, que possibilitam a solução do problema, é 
traduzida com a condição adequada ao sistema, não sendo incompletas tão pouco apresentadas de 
forma redundante. Tais problemas são denominados Problemas de Valores de Contorno (PVC). 
Sendo assim, são estudadas as consequências uma vez conhecidas as suas causas e condições. 
 
A análise inversa, ou PI, se destina a reconstruir as condições de contorno incompletas ou 
mesmo identificar o domínio matemático Ω, assim como a fronteira do sistema do problema , 
constituindo assim um problema mal-postulado, em que informações que estariam presentes se em 
uma análise direta, tais como equações do problema, condições de contorno e domínio matemático, 
não estão diretamente definidos, ou se então se mostram em uma forma incompleta ou até mesmo 
redundante (Campos Velho, 2000). 
 
 Os problemas das Engenharias e da Física-Matemática possuem normalmente uma equação 
ou um conjunto de equações que governam o problema, um domínio matemático de atuação Ω e 
as condições de contorno na fronteira  bem definidos (Borukhov e Timoshpol’skii, 2005). Essas 
condições permitem a solução das equações, geralmente, por Equações Diferenciais Ordinárias 
(EDO’s) ou Equações Diferenciais Parciais (EDP’s), que governam o problema. Todo problema 
apresentado com essas características é conhecido com PD. 
  
Contudo, os problemas que por vezes o domínio matemático Ω, as condições de contorno 
da fronteira  ou os parâmetros que definem as equações do problema não estão devidamente 
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identificados ou mesmo definidos de forma pontual, de maneira incompleta ou mesmo de forma 
redundante, estes possuem classificação como PI (Cajka e Krejsa, 2014; Cheng e Cabral, 2005). 
Estes buscam as causas e condições a partir das características ou consequências observadas do 
fenômeno físico. “Resolver um Problema Inverso é determinar causas desconhecidas a partir de 
efeitos desejados ou observados” (Verho et al. 2018). 
 
No tratamento de dados de experimentos de grande escala, algumas medidas indiretas são 
normalmente utilizadas para que se obtenha uma conclusão sobre as inter-relações do fenômeno 
ou processo em estudo. Se a estrutura de um modelo matemático do processo é conhecida, então 
ainda se pode ter um problema na identificação deste modelo como, por exemplo, a necessidade 
de se determinar os coeficientes da sua equação diferencial que rege o fenômeno e tais tipos de 
problemas podem ser encontrados na Engenharia e na Física-Matemática. 
 
Os problemas da Física-Matemática podem ser classificados considerando diferentes 
características de excitação do fenômeno. Entre estes, é possível se distinguir os problemas como 
estacionário e não estacionários. Os estacionários são processos ou fenômenos independentes no 
tempo, enquanto os não estacionários descrevem processos dinâmicos, cuja solução é obtida com 
a variação temporal de suas características. Nestes últimos a linha de demarcação entre problemas 
diretos e inversos é menos óbvia (Samarskii and Vabishchevich, 2007). 
 
A solução de um problema inverso consiste, portanto, em determinar as causas ou o 
domínio matemático ou a explicação do fenômeno com base na observação de seus efeitos. A 






Figura 2.1 – Representação esquemática do Problema Direto (a) e do Problema Inverso (b) 
(Brito, 2008). 
 
Há uma fundamental diferença entre os Problemas Diretos e os Problemas Inversos. Os 
Problemas Inversos são considerados mal-postos, Ill-Posed Problems, em inglês. 
 
O matemático francês J. Hadamard (1983) postulou três condições ou requisitos essenciais 
para caracterização dos problemas ditos diretos. A primeira destas é a condição de existência. O 
problema apresentado deve conter uma solução. 
 
 A segunda condição traz a necessidade da unicidadeda solução, ou seja, deve existir no 
máximo uma solução para o problema.  Finalmente a terceira é a condição de estabilidade. A 
solução deve manter a dependência continuamente sobre os dados (Gutman et al. 2018). Quando 
alguma das três condições de Hadamard não é satisfeita, diz-se que o problema é mal-posto ou mal-
postulado. 
 
A existência de uma solução, matematicamente, pode ser aplicada delimitando o espaço 
solução, ou seja, sua fronteira Г. O conceito de soluções de distribuição de uma equação diferencial 
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é um exemplo. Muitas vezes essa condição é resolvida com a flexibilização da noção de solução, 
procurando-se não uma solução exata, mas uma solução aproximada. 
 
Se um problema possui múltiplas soluções, isso significa que as informações que o define 
são insuficientes ou excedentes para que seja possível descrevê-lo precisamente de forma unívoca, 
aceitando um só valor.  
 
Neste caso deve-se encontrar outras condições de contorno adicionais que obrigue a 
unicidade, como por exemplo, condições de sinal. Não há uma única solução se existe ausência ou 
mesmo abundância de informação. Não existem truques matemáticos que burlem o 
desconhecimento (Silva Neto, 2005). A falta de informação não pode ser sanada por qualquer 
artifício matemático (Horoldagva et al. 2016). 
  
É praticamente impossível ser atingida qualquer convergência em um universo de possíveis 
soluções em que existam ruídos inevitáveis em computação numérica, efeitos degenerativos 
adicionados sobre os dados, do operador, ou até mesmo das limitações existentes pelo 
processamento numérico, com um problema que não depende continuamente sobre os dados.  
 
Essa falta de continuidade do problema pode ser resolvida discretizando tantas quantas 
parcelas contínuas sejam necessárias. Contudo, apesar disso, a dificuldade de obtenção pode 
persistir, já que, mesmo com meios contínuos, estes problemas podem ainda ser mal-
condicionados.  
 
A exigência de continuidade é ligada à estabilidade ou robustez da solução, com respeito 
aos erros que inevitavelmente ocorrem nos dados. A continuidade é uma condição necessária, mas 
não suficiente para a robustez (Abrashin, 2003).   
 
Todos os problemas tradicionais da Física Matemática, tais como o problema de Dirichlet 
para equações elípticas ou o problema de Cauchy para equações hiperbólicas, são bem-




Na prática, para que se tenham problemas bem-postos, as soluções numéricas devem 
possuir um razoável comportamento. As técnicas de regularização procuram contornar as 
dificuldades associadas ao problema da não dependência suave da solução nos dados de entrada 
(Silva Neto, 2005). 
 
Um número cada vez maior de problemas matemáticos de alta relevância física são 
formulados impropriamente, estes chamados com frequência de problemas mal-formulados ou 
mal-postos, não satisfazendo uma ou mais condições postuladas por Hardamard. Nesse conjunto 
de problemas estão os que inferem sobre a interpretação dos dados medidos, também denominados 
dados de referência (Helmut Moritz, 1994). 
 
Diferentes algoritmos aplicados a mesmos conjuntos de dados podem vir a apresentar um 
conjunto de respostas completamente distintas, como por exemplo, as obtidas por investigação 
sísmica na construção de imagens de estimação de perfis de solo em geofísica.  
 
Por se tratar de problemas altamente subdeterminados, produzindo uma solução única 
através de um conjunto de dados insuficientes, deve-se a estes incorporar informações adicionais, 
ainda que básicas como o princípio dos mínimos quadrados. Contudo, o uso dessas informações 
adicionais traz um nível de incerteza ao problema, podendo estas serem insuficientes ou 
inadequadas, assim a cautela deva estar sempre presente ao se tratar de análises inversas, no que 
tange a consideração dos limites de sua aplicabilidade. 
 
A grande maioria dessas informações adicionais é obtida por experimentos laboratoriais. 
Estes procedimentos podem ser facilmente controlados mantendo-se muitos de seus parâmetros 
constantes. Com o desenvolvimento tecnológico os sistemas atingiram um alto nível de 
confiabilidade e sofisticação na identificação das informações adicionais, trazendo para a teoria 






2. 3 – A Importância Prática dos Problemas Inversos 
 
Problemas Inversos são os problemas que consistem em encontrar uma propriedade 
desconhecida de um objeto, a partir da observação de uma resposta deste objeto, ou por meio de 
uma análise de algum sinal (Krejsa et al. 2015).  
 
Tais problemas são importantes na identificação de vôo de objetos como aviões e mísseis, 
assim como a trajetória de objetos imersos em água como submarinos, ou até mesmo o 
caminhamento desenvolvido por algumas espécies de peixes e muitas outras situações. Cita-se 
como exemplo a separação da fuselagem de um Boeing 737 da Aloha Airlines em 1988, trazendo 
à tona o problema de envelhecimento e da necessidade de melhor monitoramento das aeronaves 
(Sohn et al., 2003). 
 
Um Problema Inverso bastante aplicado é o de identificação de heterogeneidades em 
subsuperfícies. Em geofísica, por exemplo, a falta de homogeneidade pode ser caracterizada como 
um depósito petrolífero, uma caverna, uma mina, ou uma área contaminada, ocorrida por 
vazamento de material químico, (Figura 2.2). 
                
Figura 2.2 – Contaminação caracterizada pela atenuação do sinal (Fonte: CDC Engenharia 




A presença do material indesejado e de características conhecidas atenua a amplitude do 
sinal refletido, sendo possível delimitar a área (extensão e profundidade) com a presença de  
contaminante do meio (Figura 2.3). 
 
 
Figura 2.3 – Delimitação da área contaminada (Fonte: CDC Engenharia – Estudos Geofísicos 
Aplicados a Geotecnia e a Estruturas de Concreto - 2011) 
 
Esse tipo de investigação possui uma imensa importância no desenvolvimento de projetos 
de grande porte, como podem ser citados os problemas encontrados na construção da rede 
ferroviária de Integração Oeste-Leste (FIOL), no interior do estado da Bahia onde um de seus lotes 
de construção foi interrompido pela descoberta de cavernas isoladas que possuíam registros de 
importantes fósseis pré-históricos. Isso mostra claramente que a ausência de um plano de 
investigação geofísica pode levar a inviabilidade um projeto. 
 
Na construção civil a investigação não destrutiva pode auxiliar consideravelmente na 
manutenção e correção de problemas cujas causas não podem ser diretamente identificadas, como 
por exemplo, o ocorrido no metrô do Rio de Janeiro na localização de fonte geradora de infiltração 





Figura 2.4 – Identificação externa da infiltração na parede do túnel (Fonte: CDC 
Engenharia – Estudos Geofísicos Aplicados a Geotecnia e a Estruturas de Concreto - 2011) 
 
Para este caso procedeu-se com uma investigação tomográfica da parede até a profundidade 
necessária, sendo possível determinar não só a fonte geradora da infiltração, mas como também 
todo o caminhamento e espalhamento da umidade dentro da considerável espessura do elemento 




Figura 2.5 – Tomografia fatiada da parede até 70 cm de profundidade. (Fonte: CDC 
Engenharia – Estudos Geofísicos Aplicados a Geotecnia e a Estruturas de Concreto - 2011) 
 
Na medicina, essas heterogeneidades encontradas, podem representar tumores ou alguma 
outra espécie de anormalidade, propiciando um diagnóstico cada vez mais rápido, preciso e 
principalmente com uma intervenção menos agressiva ao paciente. 
 
2.4 – Métodos de Solução de PI. 
 
São vários os métodos atualmente aplicados para a solução dos mais diversos problemas 
inversos na ciência, como os de análise direta, método dos mínimos quadrados e suas variantes 
como o dos mínimos quadrados ponderados (Carroll, 2017), decomposição em valores singulares, 
métodos dos pontos interiores, métodos de regularização (Davidan, 2017) , métodos estatísticos 
bayesianos (Levy and Mislevy, 2016), aplicações de filtro digitais como os de Kalman (Chen, Zao 
and Principe, 2017), métodos de minimização de funções como o de Levenberg-Marquardt (LM) 
(Junhong et. all, 2017), Broyden-Flecher-Goldfarb-Shanno (BFGS) (Mokhtari and Alejandro, 
2015), Davidon-Flecher-Powell (DFP) (Mamat et. al 2018), os métodos bioinspirados como: 
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Colônias de Formigas (ACS – Ant Colony Sistem) (Wang et. all 2015), Colônia de Morcegos (BC-
Bat Colony) (Jayabarathi et. all 2017),  Redes Neurais Artificiais (ANN – Artificial Neural 
Networks) (Davide et all. 2016), Algoritmos Genéticos (GA – Genetic Algorithms) (Kiani and 
Yildiz, 2015), Transformadas Rápidas de Fourier (FFT) (Kabel,. Merkert, and Schneider, 2015). 
 
Usualmente surgem na literatura científica novas metodologias para tentar resolver 
Problemas Inversos, nas mais diversas aplicações como, por exemplo, a aplicação de novas funções 
de regularização usando conceitos de entropia não-extensiva (Campos Velho, 2000). 
 
Aplicações diferentes requerem técnicas diferentes, como por exemplo, análises em baixas 
frequências ou altas frequências, técnicas baseadas ou não em modelo matemático, modelo linear 
ou não, métodos analíticos ou heurísticos e aproximação global ou local. Assim, é importante 
definir as vantagens e limitação de cada técnica. 
 
Os métodos desenvolvidos e aplicados na solução dos Problemas Inversos podem ser 
classificados, segundo a sua metodologia matemática em determinísticos, estocásticos ou 
combinatórios.  
 
Entre os determinísticos pode-se citar o de minimização de primeira ordem como o 
gradiente conjugado, ou da métrica variável e ainda os métodos de segunda ordem como o 
Levenberg-Marquardt (LM) (Gill et al. 2006). Estes são bem utilizados para minimizar funções 
objetivo suaves.  
 
Dentre os métodos estocásticos destaca-se o método das redes Bayesianas têm-se a 
programação dinâmica (Ikezawa et al. 2016) a caminhada randômica (Lee et al., 2009), entre 
outros. Geralmente  estes métodos são mais demorados se comparados com os determinísticos, 
mas, independem do grau de convexidade das funções objetivo. 
 
Já o método combinatório utiliza-se de correlações finitas de soluções ou objetivos que 
atendem aos critérios determinados pelas condições de contorno dos problemas estudados. 
Destaca-se a otimização combinatória. Esta técnica é de elevada complexidade computacional, na 
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qual são necessárias soluções exatas para uma grande quantidade de problemas combinatórios, os 
métodos exatos que utilizam Programação Linear Inteira Mista (PLIM) e os metaheurísticos 
(Martinhon, 2005). 
 
As ANN (Artificial Neural Networks), baseadas em modelos naturais, são redes em arranjos 
de elementos cujo modelo numérico de neurônios artificiais constitui uma combinação linear 
seguida de uma função de ativação. Procede-se com uma combinação de diferentes caminhos 
construídos por diversas conexões de pesos distintos, realizando um processamento paralelo 
(Kalogerakis, 2016). 
 
Em 1975, o Algoritmo Genético (GA) foi desenvolvido (Campos Velho, 2000), muito 
embora a idéia de computação evolucionária tenha surgido ainda na década de 60. Tais algoritmos 
baseiam-se na teoria da evolução das espécies de Charles Darwin, em que os indivíduos mais 
adaptados sobrevivem e transmitem suas características para as gerações posteriores. Aqui os 
elementos computacionais geram melhores descendentes para que no final sobrevivam os mais 
aptos selecionados por uma busca estocástica que levem a uma solução ótima do PI. 
 
Os ANN`s possuem aplicações ainda mais rápidas que os métodos tradicionais, pois sofrem 
uma evolução constante da identificação e distribuição dos pesos das conexões. Assim o processo 
torna-se evolutivo e com isso traz velocidade ao processamento, permitindo também a 
implementação total em hardwares, os chamados neurocomputadores (Guo, Zou, and Chen. 2015). 
 
Uma grande aplicação dos ANNs é a reconstrução e processamento de imagens (Plato e 
Hofman, 2019) e Raios-X (Monard, Nickl e Paternain, 2018), em que se tem a formação de imagens 
tridimensionais geradas através da recepção de inúmeros Raios-X oriundos de diversas 
localizações distintas.  
 
Os sistemas bio-inspirados tem contribuído de maneira significativa para o desenvolvimento 
de novas técnicas de otimização, que se fundamentam na utilização de uma população de 
candidatos à solução com estratégias distintas para atualização dessa população, como por exemplo 
as Colônias de Formigas (ACS), fundamentado no comportamento de formigas durante o processo 
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de busca por alimento onde estabelecem uma conduta de comunicação pelos feromônios liberados 
durante o trajeto do percurso (Serapião, 2009).  
 
Esses algoritmos bio-inspirados ou simplesmente inspirados na natureza estão largamente 
inseridos no campo da ciência chamada de Computação Natural, onde nas últimas décadas o 
desenvolvimento de técnicas de otimização utilizando a modelagem de sistemas biológicos de 
solução de Problemas Inversos tem sido amplamente discutido. Dentre as estratégias bio-inspiradas 
os algoritmos de Colônia de Abelhas (CA) e Colônia de Morcegos (CM), desenvolvidos com a 
observação do comportamento da busca dos insumos para produção de mel e caça da presa, 
respectivamente (Lucic e Teodorovic, 2001) e (Yang, 2010). 
 
O método de otimização bio-inspirado do Algoritmo de Colônia de Vagalumes (ACV) se 
destaca dentre os métodos que não fazem uso de dados do gradiente da função objetivo e aplicado 
cada vez mais em diversas áreas da ciência (Moreira, 2016). 
 
No campo da bio-engenharia tem se destacado as restaurações de imagens biológicas obtidas 
com microscópios de força atômica (AFM – Atomic Force Microscopy) (Krieg et al. 2018). 
 
 Na engenharia de estruturas têm evoluído diversas pesquisas na determinação de falhas 
interiores e abertas em elementos estruturais (Bezerra, 1993; Goldbarg, 2000; Aragão, 2000). 
Portanto, é notável a larga utilização dos algoritmos numéricos computacionais na obtenção da 
solução de diversos Problemas Inversos. 
 
Muitas destas técnicas de solução de PI associam-se aos algoritmos numéricos 
computacionais e incorporam etapas auxiliares em soluções sequenciais que utilizam MEC, MEF 
e MDF. Opondo-se aos métodos experimentais, os quais envolvem altos custos e tempo para sua 
execução e solução os métodos numéricos como o MEC, MDF e MEF, permitem uma discretização 
mais refinada do objeto em análise.  
 
Métodos numéricos e experimentais, são empregados em técnicas híbridas para a solução de 
PIs. Os métodos numéricos tradicionalmente utilizados na solução de PDs na Engenharia por mais 
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de dois séculos. Porém, apenas nas últimas décadas é que os PIs vêm tomando a atenção da 
comunidade científica. 
 
Na Engenharia a maioria dos artigos na literatura dedica-se aos Problemas Inversos térmicos, 
os chamados IHCP (Inverse Heat Conduction Problems). Cita-se os trabalhos de González et al. 
(2008); Wu (2009); Zhang e Delichatsios  (2009); Sun, Zhang e  Howell (2016); Hunter e Guo 
(2016); Keshtkar e Amiri (2018), na determinação de propriedades térmicas (Damay et al. 2015; 
Ye,  Zhao, e Quan, 2018). 
 
2.5 – O Problema Inverso de Detecção de Falhas Estruturais 
 
Alterações no comportamento das estruturas induzem em modificações de suas propriedades 
físicas e nas condições de serviços idealizadas, e por estes motivos podem ser indicadores de 
presença de danos estruturais. Os primeiros trabalhos científicos que tratam dessa avaliação do 
comportamento dinâmico de barras com variação de sua rigidez são da década de 40 (Han,  Lee  e 
Choi, 2016). 
 
Uma estrutura é dita como danificada quando ela passa por uma alteração em sua rigidez ou, 
mais geralmente, reduz a sua energia de deformação e, sob esta ótica, o dano altera as frequências 
naturais da estrutura (Zou et al., 2000).  
 
Somente nos anos 60 é que surge o primeiro trabalho publicado que propõe detalhadamente 
um método de detecção de danos que utilizam dados como a vibração da estrutura (Behmanesh e 
Moaveni, 2016). No trabalho citado é feita uma correlação entre o módulo dinâmico, aferindo a 
curva tensão-deformação da estrutura sob a ação dinâmica de um carregamento com diversos danos 
inferidos à estruturas de compostos elastoméricos. 
 
O grande crescimento na pesquisa de detecção de danos se deu com a comprovação nos anos 
70 que uma simples inspeção visual em estruturas de pontes e de aeronaves não era suficiente para 
que fosse possível atribuir uma confiabilidade de uso nesses tipos de estruturas civis e aeronáuticas 




Trabalhos como os de Bezerra (1993), Marin e Lesnic (2003),  Rus e Gallego (2005) na 
identificação de defeitos em estruturas planares no campo elastostático, Doebling et 
al.(1996,1998), Salawu (1997), Fanning e Carden (2004) com identificação de danos por meio de 
dados dinâmicos,  Honório e Bezerra (1997) para problemas inversos  e além de trabalhos em 
pórticos Wang et al. (2001),  Hussein e Lesnic (2016) e Vu-Bac et al. (2018) tem contribuído para 
o desenvolvimento de soluções de identificação de danos ou falhas em estruturas. 
 
É comum se encontrar soluções múltiplas para os problemas inversos de detecção de danos. 
Na busca de se trabalhar com as possíveis múltiplas soluções que satisfazem à problemática inversa 
algumas técnicas heurísticas são aplicadas em estruturas como as Redes Neurais (Zang e Imregun, 
2001; Staszewky, 2002; Hamamoto e Soma, 2003; Lee et. al., 2005, Pierce, Worden e Mason, 
2006) e Algorítimos Genéticos (AGs) (Moslem e Nafaspour, 2002; Rao, Srinivas e Murthy, 2004; 
Sang-Youl e Shi-Chang, 2005), dentre muitas outras estão sendo utilizadas para a resolução do 
problema de detecção de danos. 
 
Entre as principais dificuldades encontradas na resolução de Problemas Inversos de detecção 
de danos baseados em modelos está a existência de erros presentes tanto em medidas experimentais 
extraídas (ruídos nos dados), como em análise com utilização de modelos numéricos, 
(representando possíveis erros de modelagem, na ordem ou parâmetros do modelo constitutivo). 
 
As técnicas mais utilizadas na detecção de falhas estruturais são as baseadas em modelos 
analíticos, numéricos, numérico-experimentais ou experimentais. Tais modelos permitem simular, 
detalhadamente o comportamento de sistemas estruturais e possibilitam a comparação e validação 
dos resultados destes com os dados obtidos a partir da estrutura real. 
 
As metodologias baseadas em modelos numérico-experimentais, desenvolvidas na década de 
oitenta, realizam basicamente a comparação entre as respostas experimentais com os resultados 




Uma aplicação experimental muito utilizada na Engenharia de Estruturas é a experimentação 
com solicitações dinâmicas. Segundo Friswell e Penny (1997), as medidas dos dados durante um 
experimento dinâmico podem ser de três tipos: dados no domínio do tempo, dados no domínio da 
frequência e dados modais. As medidas dinâmicas realizadas no domínio do tempo, também 
chamadas de séries temporais, podem ser obtidas a partir de acelerômetros ou de sensores 
piezoelétricos, que possuem características de caráter digital. 
 
As funções de resposta em frequência (FRFs) obtidas com o conhecimento tanto da excitação 
dinâmica quanto de sua resposta, a partir de séries temporais e transformadas mediante algoritmos 
como, por exemplo, o da Transformada Rápida de Fourier (FFT). Para sistemas não lineares é 
possível se obter as, Transformadas Rápidas de Fourier de ordem superior (HFRFs), utilizadas na 
detecção de falhas (Pozo e Vidal 2017). 
 
O método que aplica dados modais está ligado à identificação paramétrica de sistemas e 
tornado, desde a década de 70 em um método bastante utilizado devido a gama de aplicações. Os 
métodos de dados modais constantes na literatura como Pandey, Biswas e Samman (1991); Fox  
(1992); Salawu e Willians (1994); Pandey e Biswas (1994 e 1995); Friswell e Mottershead (1995); 
Jauregui e Farrar (1996); Wahab e De Roeck (1999); Lu, Ren e Zhao  (2002); Kim et. al., (2003), 
Justin et al. (2015) e Park e Kwan  (2018) supõe a invariância das frequências naturais, dos fatores 
de amortecimento, das formas modais em relação a excitação dinâmica aplicada durante a 
realização dos ensaios reais.  
 
Um dos motivos da popularidade da aplicação de métodos modais na identificação de danos 
é a redução da quantidade de dados a serem analisados, sem perdas significativas de informação 
para uma dada faixa de frequência. 
 
As técnicas de utilização de modelos numéricos possuem a vantagem da alta capacidade de 
identificar falhas por meio da resposta dinâmica global da estrutura, até o nível três de avaliação 
definido por Rytter (1993) que identifica a posição e a severidade do dano estrutural, podendo ser 




O MEF apesar de ser aplicado amplamente na maioria dos casos de interesse prático por 
permitir uma boa representação da realidade da estrutura, nem sempre apresenta uma predição 
exata. Erros e imprecisões podem ocorrer por vários fatores, dentre os quais a realização de 
estimativas imprecisas das propriedades dos materiais constituintes da estrutura; realização de uma 
fraca modelagem, emprego de uma malha pouco refinada, omissão do amortecimento ou aplicação 
de um modelo de amortecimento inapropriado, sendo este último de difícil modelagem no MEF. 
Contudo, todas essas problemáticas apresentadas podem ser contornadas por ajustes de modelos 
de elementos finitos. 
 
Baruch (1978) apresentou uma pesquisa pioneira empregando o método modal para um 
sistema linear juntamente com o ajuste de modelos. Sua formulação baseia-se na minimização da 
norma euclidiana da diferença entre a matriz de rigidez analítica da estrutura K e a matriz de rigidez 
ajustada Ka, para isso fez uso dos multiplicadores de Lagrange para calcular a solução explicita da 
matriz Ka.  
 
Lieven e Ewins (1988) propõem a formulação denominada COMAC (Coordinate Modal 
Assurance Criterion) como metodologia de comparação e correlação entre formas modais obtidos 
tanto de forma experimental quanto de forma analítica, identificando as coordenadas com falta de 
correlação. Essa técnica é bastante usada para se identificar regiões de elevadas inconsistências 
como, por exemplo, aumento de massa. 
 
Filho, Roitman e Magluta (2000), propõem uma solução alternativa para o problema de 
esparcidade real dos modelos ajustados, como modificação do método de Kabe (1985), 
conseguindo identificar para quase todos os cenários de pórticos planos analisados as simulações 
de danos livres de ruídos. Neste trabalho, foi identificado que ocorria, em medições de frequências 
e formas modais com ruídos simulados, uma grande queda na sensibilidade do método, quando 
utilizados mais que três modos na verificação. 
 
No trabalho desenvolvido por Kim et al. (2003) foi apresentada uma metodologia que 
relaciona as variações de energia modal em função das alterações das frequências naturais, 
indicando a presença de falhas na estrutura. Essa teoria possibilita a identificação de danos. 
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Contudo, na prática, essa identificação pode ser difícil de ser conseguida pelas incertezas em suas 
medidas, como por exemplo as frequências naturais e deslocamentos. 
 
Na grande maioria dos métodos apresentados a matriz de massa M não sofre variações. Esta 
suposição possui grande significado, uma vez como é apresentado por Baruch (1997), as matrizes 
de massa e rigidez não conseguem ser identificadas simultaneamente com o emprego somente de 
informações modais, pelo fato de existir para esse problema infinitos conjuntos de soluções e pela 
dificuldade de se obter frequências naturais de alta ordem, em que para um grande número de 
frequências estas se aproximam entre si, formando o que é chamado de clusters. 
 
A técnica baseada em sinais que empregam unicamente dados experimentais para solucionar 
o PI de detecção de dano também tem sido desenvolvida, dispensando assim o uso de modelos 
numéricos como, por exemplo, a Detecção de Anomalias ou Detecção de Eventos Externos 
(Novelty Detection ou Outliert Detection) vários outros trabalhos que utilizam essa técnica (Rytter, 
1993; Qi et al., 1997; Sohn e Farrar, 2001; Worden e Dulieu-Barton, 2004; Peng e Chu, 2004; Rus 
et. al., 2004; Leong et. al., 2005; Zhang, 2006). 
 
Com algumas limitações apresentadas por alguns métodos, como problemas de divergência 
e instabilidades, os métodos heurísticos surgem combinando técnicas clássicas com novos 
paradigmas da computação, como redes neurais, algoritmos genéticos, teoria dos conjuntos difusos, 
entre vários. Mares e Surace (1996) baseia-se na aplicação de análise modal conjunta aos 
Algoritmos Genéticos para detecção de falhas em vigas. Moslem e Nafaspour (2002) aplica 
Algoritmos Genéticos em treliças 2D. Skrinar (2006) usa o conceito de Algoritmo micro-genético. 
Learth e Zimmerman (1993) empregam uma rede neural conhecida como Multilayer 
Backpropagation (BP) na identificação de falhas em vigas em balanço modelada com quatro 
elementos finitos utilizando as duas primeiras frequências naturais. Estes trabalhos mostram alguns 
dos diversos trabalhos que fazem uso da metodologia heurística. 
 
Na identificação de falhas em estruturas, a localização de danos internos tem seguido 
basicamente duas vertentes, a elastostática e a elastodinâmica. Como mostrado pelos trabalhos 
como Moslem e Nafaspour (2002) e Skrinar (2006), tem se dado a preferência pelas formulações 
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elastodinâmicas com a análise das frequências e modos de vibração da estrutura realizando uma 
avaliação comparativa. 
 
Segundo Doebling, Farrar e Prime (1998), a análise de danos não possui significado sem que 
uma avaliação comparativa seja realizada entre dois estados distintos do sistema estrutural, em que 
quase sempre um deles, admitido geralmente como inicial, é o seu estado intacto. 
 
Contudo, apesar da grande quantidade de trabalhos direcionados para a aplicação de dados 
dinâmicos, nota-se vários problemas que ainda se encontram presentes nessas formulações, dentre 
os quais podemos colocar o fato de que algumas formulações numéricas não simulam as reais 
características dinâmicas da estrutura quando verificadas com as apresentadas em uma 
instrumentação prática da estrutura analisada. 
 
 Outro problema apresentado por algumas formulações dinâmicas é que as frequências 
naturais e os modos de vibração são comportamentos globais da estrutura, muitas vezes utilizados 
por métodos pouco robustos que se deparam com dificuldades em representar tais tratamentos de 
dados dinâmicos globais como representação de danos locais. Estruturas com elevada rigidez 
apresentam grandes dificuldades na obtenção dos modos de vibração, o que gera certa restrição no 
uso de métodos de testes modais. Na formulação de alguns métodos são necessários a aplicação de 
muitos modos de vibração, inclusive de alta ordem, sendo um complicador se aplicado na prática, 
devida a dificuldade de obtenção destes. 
 
O uso de análise estática conjuntamente com a análise dinâmica, propicia uma redução desses 
problemas apresentados pela simplicidade e facilidade de execução prática em se obter dados 
estáticos.  
 
Nesse trabalho tenta-se unificar as vertentes de respostas elastostáticas e elastodinâmicas em 
diversas assinaturas estruturais chamadas aqui de funções objetivo para resolver o PI de 




Associadas às diversas funções objetivo são utilizadas distintas estratégias de buscas para que 
seja possível avaliar suas potencialidades em função das condições que envolvem o problema em 
uma estrutura de placa. 
 
A aplicação do Problema Inverso em estruturas em placas possibilita a adoção de elementos 
finitos superficiais considerando o uso das rotações além das translações como respostas estáticas 
nas funções objetivo, colocando-as em novos testes e sob novas condições de sensibilidade 
estrutural.  
 
Além disso, a utilização de métodos numéricos na identificação de danos em estruturas se faz 
eficiente no auxílio dos métodos convencionais, reduzindo assim a região de factibilidade de 
presença dessa falha ou dano, podendo assim otimizar custos operacionais. Com isso orientou-se à 
aplicação em placas para que possam ser úteis em tabuleiros de pontes, viadutos e passarelas ou 
até mesmo em lajes de edifícios de grades dimensões.  
 
Então as formulações desenvolvidas possibilitam a aplicação dos métodos propostos em 


















3 - FUNDAMENTAÇÃO TEÓRICA  
 
Conforme apresentado no capítulo anterior, nos mais variados campos da Engenharia são 
aplicados Problemas Inversos em inúmeras situações práticas, com as mais diversas utilizações de 
métodos numéricos, algoritmos de otimização de forma a buscar a melhor solução para um 
problema. 
 
 Na proposta deste trabalho o problema a ser estudado é o de identificação e localização de 
danos em estruturas de placas, nível 03, que como dito, representa na Engenharia a necessidade de 
se minimizar uma área com possibilidade de presença de danos internamente posicionados em seus 
elementos estruturais, extremamente aplicável na realidade. 
 
Assim, são abordadas as teorias de placas e aplicação do desenvolvimento matemático destes 
danos nos elementos discretizados pelo Método dos Elementos Finitos bem como o 
desenvolvimento da teoria de dinâmica das estruturas para a análise elastodinâmica.    
 
 Assim, faz-se uma abordagem da fundamentação teórica da estrutura e deste elemento com 
aplicação matemática nos elementos de placa utilizando o software de análise estrutural ANSYS®. 
 
3.1 – O Elemento Finito de Placa 
 
A formulação do elemento finito de placa aqui adotado (Plate Element), elemento disponível 
na biblioteca do software ANSYS®, está baseada na teoria das placas e inclui deformações e 
cisalhamentos transversais, onde os deslocamentos sobre o eixo vertical z e duas rotações 𝜃𝑥 e 𝜃𝑦 
são as variáveis nodais desconhecidas (Figura 3.3).  
 
Uma placa é uma estrutura que se caracteriza por possuir uma dimensão muito menor se 
comparada as duas outras dimensões; 𝑙𝑧 ≪ 𝑙𝑥 𝑒 𝑙𝑦, sendo 𝑙𝑧 a espessura da placa. Toda placa é 
composta por três elementos básicos que são: A superfície de referência, seus vértices e sua 





Figura 3.1 – Elementos básicos de uma placa 
 
Considerando o estudo de placas finas, aplicam-se as hipóteses de Kirchhoff em que as 
deflexões são pequenas se comparadas com a sua espessura. A tensão normal transversal é 
desprezível e as normais à superfície de referência indeformada da placa continuam normais à 
superfície de referência deformada e não sofrem variação em seu comprimento (Figura 3.2). 
 
 







Essa teoria se utiliza do pressuposto que o material da superfície média do elemento tenha 
em seus pontos de coordenadas x, y e z, pequenas deslocamentos por flexão (Voyiadjis e Panera, 
1991; Ebrahimi e Sepiani, 2010) como apresentados pelas Equações (3.1) a (3.3) que representam 
um campo de deslocamentos aproximados.  
 
𝒖𝑥(𝑥, 𝑦, 𝑧) ≅ 𝝁(𝑥, 𝑦) = −𝑧𝛽𝑥(𝑥, 𝑦);           
𝒖𝑦(𝑥, 𝑦, 𝑧) ≅ 𝒗(𝑥, 𝑦) = −𝑧𝛽𝑦(𝑥, 𝑦);            





onde 𝝁(𝑥, 𝑦) e 𝒗(𝑥, 𝑦) são os deslocamentos axiais de um ponto (x, y, z), 𝒘(𝑥, 𝑦) é o deslocamento 
transversal de um ponto (x, y, 0) e 𝛽𝑥 e 𝛽𝑦 são as rotações na seção média da superfície dos planos 
xz e yz, respectivamente, como mostrado na Figura 3.3. Pela teoria de placas de Kirchhoff as 





       e       𝛽𝑦 =
𝜕𝑤𝑦
𝜕𝑦
            (3.4) 
 
Considerando o elemento de placa da Figura 3.1, é representada a variação linear em função 


































Figura 3.3 – Deformações no elemento de placa (Bathe, 1996) 
 
As componentes de deformações transversais 𝛾𝑥𝑧 e 𝛾𝑦𝑧 para pequenas variações, onde sua 
seção transversal pode ser considerada normal ao seu eixo longitudinal são consideradas constantes 





















A rotação total do plano originalmente normal à linha neutra da placa é dada pela deformação 





− 𝛾 (3.7) 
 
sendo 𝜏 e G a tensão e o módulo de elasticidade transversal do material, respectivamente e V a 












Assim, o estado de tensões no elemento finito de placa de material isotrópico corresponde ao 































































Considerando, desta forma, para o elemento finito de placa, a Equação 3.11 define a 
formulação do princípio dos trabalhos virtuais, sendo p equivalente ao carregamento 
transversalmente aplicado ao plano médio da espessura do elemento de placa por unidade de área 
A. 
 



















O parâmetro k é o fator que expressa a relação entre as seções transversais com e sem 
aplicação do carregamento: 𝑘 =
𝐴𝑐
𝐴




Substituindo as Equações (3.5) e (3.6) e as Equações (3.9) e (3.10) na Equação (3.11), se 





𝐶𝑏𝑘𝑑𝐴 + ∫ ?̅?
𝑇𝐶𝑆
𝐴










































































































Com as deformações dadas pelas Equações 3.5 e 3.6 o princípio dos trabalhos virtuais 
corresponde a adotar 𝛿𝚷 = 0 com os respectivos deslocamentos transversais w e as rotações 𝛽𝑥 e 
𝛽𝑦, variáveis e dependentes. 
 



















em que 𝒉𝑖 são as funções de interpolação do elemento e q o número de nós do elemento. Com as 
interpolações é possível proceder de maneira usual e todos os conceitos de elementos finitos 
isoparamétricos aplicados diretamente. 
 
3.1.1 – Elemento Quadrilátero Isoparamétrico 
 
Seja a Figura 3.4 uma estrutura plana discretizada com elementos quadriláteros (Figura 3.5) 
que traz um problema plano onde a terceira dimensão z, representa a espessura da placa para um 




Figura 3.4 – Estrutura planar 
 
Figura 3.5 – Distribuição de tensões no elemento 
 
As funções de interpolação hi para o elemento quadrilátero isoparamétrico utilizado na 
discretização das placas modeladas nesse trabalho, geram uma matriz H2x8, chamada de matriz de 
função de interpolação, composta por funções hi, i=1,...4, definidas, em termos das coordenadas 





Figura 3.6 – Exemplo de coordenadas s e t do elemento mestre. 
 
As Equações 3.19 a 3.22 mostram as funções de interpolação onde as coordenadas s e t do 






























A geometria, ou seja, as coordenadas x e y de qualquer ponto do elemento podem ser 
expressas como na Equação em 3.18, com q=4. 
 
A distribuição das funções de interpolação h1 a h4 podem ser representadas em coordenadas 



































O conceito de elemento isoparamétrico permite que as coordenadas x e y e os seus 
deslocamentos sejam ambos aproximados pelas mesmas funções de interpolação. 
 
Como as funções de interpolação 𝐡i são escritas em termos das coordenadas locais s e t se 














































































































































































































































(1 − 𝑠)(1 − 𝑡)𝑥1 +
1
4
(1 + 𝑠)(1 − 𝑡)𝑥2 +
1
4




(1 − 𝑠)(1 + 𝑡)𝑥4] 
(3.30) 
 







(1 − 𝑡)𝑥1 +
1
4
(1 − 𝑡)𝑥2 +
1
4
(1 + 𝑡)𝑥3 −
1
4













(1 − 𝑠)𝑦1 −
1
4
(1 + 𝑠)𝑦2 +
1
4
(1 + 𝑠)𝑦3 +
1
4
(1 − 𝑠)𝑦4 (3.32) 
 












































{𝑥1 𝑥2 𝑥3 𝑥4} [
0 1 − 𝑡
−1 + 𝑡 0
−𝑠 − 𝑡 −1 + 𝑠
1 + 𝑠 −𝑠 − 𝑡
𝑠 − 𝑡 −1 − 𝑠
1 − 𝑠 𝑠 + 𝑡
0 1 + 𝑠














{(𝑥1 − 𝑥3)(𝑦2 − 𝑦4) − (𝑥2 − 𝑥4)(𝑦1 − 𝑦3)
+ 𝑠[(𝑥3 − 𝑥4)(𝑦1 − 𝑦2) − (𝑥1 − 𝑥2)(𝑦3 − 𝑦4)]










































































 Aplicando o desenvolvimento do Jacobiano, as deformações podem ser expressas como por 








































] . 𝒘 (3.42) 
𝜺 = 𝑩x𝒘 (3.43) 
 


























































𝑡 ) (3.51) 
 
onde 𝑥𝑖𝑗 = 𝑥𝑖 − 𝑥𝑗 e 𝑦𝑖𝑗 = 𝑦𝑖 − 𝑦𝑗 
 
  
3.2 – Aplicações da Dinâmica Via Métodos dos Elementos Finitos 
 
  
 A Equação geral da dinâmica que representa o comportamento do movimento de qualquer 
sistema estrutural de n graus de liberdade é dada pela Equação matricial que estabelece uma relação 
das excitações externas com as características físicas na Equação 3.52: 
 
𝑴?̈?(𝑡) + 𝑪?̇?(𝑡) + 𝑲𝒖(𝑡) = 𝒇𝑒𝑥𝑡(𝑡) (3.52) 
 
onde M, C e K são as matrizes de massa, amortecimento e rigidez, respectivamente, pertencentes 
a um espaço 𝕽𝑛𝑥𝑛 e os vetores ?̈?(𝑡), ?̇?(𝑡), e 𝒖(𝑡) ∈  𝕽𝑛 os respectivos vetores de acelerações, 
velocidades e deslocamentos que geram as forças internas de inércia, fi(t), de amortecimento, fd(t) 
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e a força elástica, fs(t) da estrutura submetida a uma excitação dinâmica externa como apresentado 
pelas Equações 3.53 a 3.55. 
 
𝒇𝑖(𝑡) = 𝑴?̈?(𝑡) 
𝒇𝑑(𝑡) = 𝑪?̇?(𝑡) 





Portanto, para o equilíbrio dinâmico num instante t se tem: 
 
𝒇𝑖(𝑡) + 𝒇𝑑(𝑡) + 𝒇𝑠(𝑡) = 𝒇𝑒𝑥𝑡(𝑡) (3.56) 
 
Com o conhecimento da geometria global da estrutura, de suas propriedades e dos elementos 
finitos utilizados na discretização é possível se calcular as matrizes de massa e rigidez M e K. Já a 
matriz de amortecimento C é obtida por meio de observações físicas de aplicações matemáticas. É 
com a modelagem da matriz de amortecimento C, da inserção de amortecimentos viscosos que é 
possível a aquisição das vibrações transientes observadas experimentalmente, como, por exemplo, 
na Figura 3.8.  
 
 
Figura 3.8 – Exemplo de comportamento dinâmico de estruturas sob amortecimentos. 
50 
 
O amortecimento de uma estrutura é um parâmetro de difícil modelagem numérica e 
quantificação de seus verdadeiros mecanismos, isso por que depende da estrutura como um todo e 
não uma propriedade particular de seus elementos estruturais, tornando-se assim quase impossível 
de montar a matriz de amortecimento C da mesma maneira e facilidade que são construídas as 
matrizes de massa M e de rigidez K. Assim algumas hipóteses são desenvolvidas para que se tenha 
uma matriz de amortecimento C como o amortecimento de Rayleigh, uma das mais adotadas na 
literatura clássica dos MEF é desenvolvida por: 
 
𝑪 = 𝛼𝑚𝑴 
𝑪 = 𝛽𝑘𝑲 





Portanto a matriz de amortecimento C pode ser obtida através das matrizes de massa M e 
rigidez K, por meio de constantes de proporcionalidade 𝛼𝑚 e 𝛽𝑘, na proposição de que o 
amortecimento está distribuído proporcionalmente sobre toda a estrutura assim como a massa e a 
rigidez. 
 
Na prática as Equações 3.57 e 3.58 são pouco utilizadas, já que um maior controle modal e 
obtenção pode ser realizado por meio do uso da Equação 3.59, também denominado de 
amortecimento de Rayleigh, proporcionando uma maneira simples e matematicamente 
conveniente. 
 
3.2.1 – O problema de Autovalores em Vibrações Livres não Amortecidas. 
 
 
 Um sistema estrutural é dito sob condições de vibrações livres e não amortecidas quando a 
sua matriz de amortecimento é nula e não há excitação dinâmica externa, ou seja: C=0 e fext(t)=0, 
o que se obtém a partir da Equação 3.49 a seguinte expressão: 
 




A Equação 3.60 possui a solução geral como: 
 
𝒖(𝑡) = 𝐴𝑠𝑒𝑛(𝜔𝑛𝑡) + 𝐵𝑐𝑜𝑠(𝜔𝑛𝑡) (3.61) 
 
As constantes A e B são determinadas em função das condições iniciais t=0. 
 
𝒖(0) = 𝐵;    ?̇?(0) = 𝜔𝐴;   ?̈?(0) = −𝜔𝑛
2𝐵 (3.62) 
 
Para 𝒖(0) = 𝒖0 e ?̇?(0) = 0  
 
⟹ 𝐴 = 0 e  𝐵 = 𝑢0  ⟹ 𝒖(𝑡) =  𝒖0𝑐𝑜𝑠(𝜔𝑛𝑡) (3.63) 
 
Para 𝒖(0) = 𝑢0 e ?̇?(0) = 𝑣0̇ 
 
⟹ 𝐴 = ?̇?(0)/ 𝜔𝑛    e    𝐵 = 0 ⟹ 𝒖(𝑡) =  ?̇?(0)/ 𝜔𝑛𝑠𝑒𝑛(𝜔𝑛𝑡) (3.64) 
 
Para 𝒖(0) = 𝒖0 e ?̇?(0) = 𝑢0̇ 
 




Com isso a solução pode também ser expressa. 
 
𝒖(𝑡) = 𝜌𝑐𝑜𝑠(𝜔𝑛𝑡 + 𝜃) (3.66) 
 





















Figura 3.9 – Interpretação matemática da amplitude e da fase. 
 
Substituindo a Equação 3.66 na segunda derivada da Equação 3.60 se resulta numa equação 
matricial que relaciona as matrizes de massa M e de rigidez K com agora não com os vetores de 
acelerações ?̈?(𝑡) e deslocamentos 𝒖(𝑡), mas com as frequências de vibração livre 𝜔. 
 
[𝑲 − 𝜔2𝑴]𝜌𝑐𝑜𝑠(𝜔𝑛𝑡 + 𝜃) = 0 (3.69) 
 
sendo a Equação 3.66 válida ∀ t, escreve-se: 
 
𝑲𝑞 = 𝜔2𝑴𝑞 (3.70) 
 
Descreve-se, portanto um problema da álgebra linear também conhecido na Engenharia como 
um problema de autovalor linearizado. Um sistema desenvolvido com n graus de liberdade fornece 
n valores de 𝜔2 reais positivos que representam o quadrado as frequências naturais de vibração. 




Algumas particularidades das condições das matrizes de massa M e de rigidez K merecem 
atenção, como por exemplo: A singularidade da matriz de massa M determina que se tenha um ou 
mais autovalores infinitos, ao passo que uma singularidade da matriz K indicará um ou mais 
autovalores nulos. 
 
Verifica-se, portanto, que a cada autovalor, 𝜔2, ou seja, freqüência natural de vibração existe 
um autovetor q correspondente que representa as formas modais de vibração, ou simplesmente 
modos de vibração. 
 
São vários os métodos numéricos utilizados para se obter a solução da Equação de autovalor 
generalizado. Equação 3.70: Os métodos de transformação, empregados geralmente quando as 
matrizes de massa M e de rigidez K são de pequena ordem, ou seja, para sistemas estruturais com 
pequenos graus de liberdade, como os de Jacobi e House-holder, bastante empregado para soluções 
de estruturas bi-dimensionais, como treliças, por exemplo, (Weaver e Johnston, 1987). 
A resposta da vibração livre, na ausência de excitação, não amortecida é um harmônico 
simples com frequência 𝑓 = 𝜔𝑛/2𝜋 ou período 𝑇 = 2𝜋/𝜔𝑛. Figura 3.10. 
 
 






4 – INTEGRIDADE ESTRUTURAL  
 
Neste capítulo será desenvolvida a matemática aplicada para que seja possível a técnica de 
inspeção, inclusive considerando as alterações nas características estáticas e dinâmicas da estrutura 
decorrente da presença do dano.  
 
São apresentadas também as Funções Objetivo analisadas juntamente com a verificação do 
domínio matemático daquelas funções que apresentam estruturas matemáticas em quociente, de 
modo que se comprove não haver indeterminações numéricas. 
 
É mostrado o processo de contaminação dos dados, aqui realizado de forma contínua de modo 
a representar um monitoramento em tempo real (contínuo) dos parâmetros estático e dinâmicos da 
estrutura. 
 
E por fim a interferência dos danos internos presentes em elementos estruturais de placas. 
 
4.1 – A Técnica de Inspeção 
 
 
O método de identificação aplicado neste trabalho assume que o domínio real da estrutura de 
placa não é totalmente conhecido, tendo em vista que não se conhece a posição e a magnitude da 
falha na placa. Portanto, sua localização, extensão e severidade são desconhecidas. 
 
São  aplicados algoritmos que procedem distintamente a busca falha por meio da utilização 
de variadas funções objetivo que possam caracterizar o comportamento da estrutura e avaliar a 
potencialidade de cada uma destas funções objetivo conjuntamente com o método de busca para 
cada exemplo estudado. 
 
O dano em uma estrutura possui a propriedade básica de alterar características físicas 
importantes, tais como: a rigidez e a massa, considerados dentro da proposta de modelagem do 




Assim, um vetor contendo características do dano é introduzido na modelagem numérica da 
estrutura que interfere nas propriedades de cada elemento finito do modelo. Dessa forma, um 
elemento finito pode ser considerado “danificado”, quando suas características são distintas dos 
demais elementos, permitindo com isso obtenção do vetor que contém os parâmetros de dano 
inseridos no modelo. 
 





𝑖 ,   𝑖 = 1,… , 𝑛 (4.1) 
 
sendo n o número de elementos finitos, [𝑲𝑒]𝑑
𝑖  a rigidez do i-ésimo elemento finito danificado na 
estrutura e [𝑲𝑒]0
𝑖  a rigidez do i-ésimo elemento finito intacto, 𝛼𝑘,𝑖 é o i-ésimo parâmetro de 
severidade do i-ésimo elemento finito, ele representa a espessura da falha interna.  
 
É considerada uma espessura média da falha, dentro do elemento quadrilátero isoparamétrico. 
Em um modelo gerado através de uma malha, pode-se identificar dentre todos os elementos finitos 
quais estão submetidos ao parâmetro 𝛼𝑘,𝑖, definindo assim um conjunto de possíveis características 
do dano como geometria e grau de severidade.  
 
Como os elementos finitos que constituem a falha possuem as mesmas características físicas 
do material da estrutura, pode-se definir que o parâmetro 𝛼𝑚,𝑖 que incide sobre a variação da matriz 
de massa dos elementos danificados, inserindo uma perda de material, uma vez que a hipótese de 





𝑖 ,   𝑖 = 1,… , 𝑛 (4.2) 
 
sendo [𝑴𝑒]𝑑
𝑖  a matriz de massa do i-ésimo elemento finito danificado na estrutura e [𝑴𝑒]0
𝑖  a matriz 




 Os valores do parâmetro 𝛼𝑖 variam segundo o intervalo [0,1), ou seja, se adotados como 
nulos, 𝛼𝑚,𝑖 = 0, significa que o dano assume toda a espessura do elemento finito, deixando de 
caracterizar um dano interno e sim um elemento vazado na placa e caso 𝛼𝑚,𝑖 = 1 o elemento está 
teoricamente intacto.  
 
Matematicamente o intervalo de 𝛼𝑚,𝑖 pode ainda ter o seu limite superior maximizado, ou 
seja, admitido valores superiores a 1 (um) no algoritmo, podendo representar em uma situação 
particular um reforço no material constituinte do elemento. Porém essa hipótese não é adotada 
neste trabalho tampouco nos exemplos estudados.  
 
Contudo, às variáveis 𝛼𝑘,𝑖 e  𝛼𝑚,𝑖 não podem ser atribuídos valores inferiores a zero para que 
se evite ajustes pouco realísticos durante a análise como rigidez ou massa negativa do elemento. 
 
Diversas são as técnicas que permitem a solução do problema inverso de localização e 
quantificação de falhas internas em estruturas. A técnica de ajustamento da resposta prognosticada 
(ou calculada) a um conjunto de medidas disponíveis (dados de referência) é utilizada por diversos 
pesquisadores como Bezerra (1993), Roitman et al. (2003), Jurjo et al. (2010), Bucher et al. (2011). 
 
Neste trabalho a metodologia best-fit é implementada, (Figura 4.1), tornando o algoritmo 
capaz de realizar um mapeamento completo do dano, ou seja, identificando a sua localização, forma 
e severidade, espessura do dano dentro da placa.  
 
A diferença entre o modelo prognosticado e a realidade do posicionamento da falha gera um 
resíduo dependente de uma função objetivo adotada, onde quanto maior o resíduo, mais distante 



























Figura 4.1 – Processo Best-fit modificado.  
 
A técnica apresentada no processo Best-fit possui em sua implementação a atualização do 
vetor que constitui o dano 𝝃 = {𝛼𝑖, 𝝁𝑖
𝑘 }, representado pela severidade 𝛼𝑖 da falha, ou seja, a 
espessura do dano e pelo elemento danificado 𝝁𝑖
𝑘 caracterizando assim o dano.  
 
A utilização de seis expressões matemáticas envolvendo parâmetros estáticos e dinâmicos, 
também chamadas de assinaturas estruturais, ou funções objetivo, 𝑓1(𝜃, 𝑢, 𝜔), 𝑓2(𝜃, 𝑢, 𝜔), ... e 
𝑓6(𝜃, 𝑢, 𝜔), onde 𝜃 𝑒 𝑢 são as rotações e translações obtidas na placa, respectivamente e 𝜔 as suas 
frequências naturais de vibração,  desenvolvidas adiante, processam a otimização do problema, 
sendo a solução final apresentada pelo melhor comportamento dentre todas as funções objetivo. 
Início 
Determinação das características 
do vetor dano 𝝃0 = {𝛼0, 𝝁0
𝑘  } 
Análise Estática e Dinâmica 
MEF 
Otimização da Resposta: 
 Função Objetivo: 
Min [𝐟obj
j (ξ)]  
Ass. Estrutural: 𝐟n(u, θ, ω) 




do vetor  
𝝃𝑖 = {𝛼𝑖, 𝝁𝑖
𝑘  } 
Não 
Fim da Função Objetivo: 
𝐟obj
j (ξ) 




O critério de parada do método de busca aplicado é dado por meio de uma tolerância dos 
valores obtidos pela função objetivo, também chamado de resíduos, encontrados em relação a 
diferença da situação real do dano e a prognosticada.  
 
A partir de um modelo de falha idealizada, se inicializa o procedimento de busca com as 
características propostas para a falha. Inicia-se, portanto, as variáveis do vetor de dano 
prognosticado 𝝃 = {𝛼𝑖 , 𝜇𝑖
𝑘 }, espessura 𝛼𝑖 e localização predita 𝝁𝑖
𝑘.  Dessa forma, busca-se a 
minimização das características das respostas apresentadas pela estrutura através dos resíduos das 
funções objetivo.  
 
Os valores de referência são comparados através de um caminhamento principal de busca, 
dado pelas particularidades do algoritmo de cada método, o que reduz significativamente o número 
de iterações e tempo de processamento se comparado com a técnica combinatória empregada em 
outros métodos. 
 
A metodologia empregada parte de um conjunto inicial de parâmetros do vetor 𝝃 e que deve 
ser ajustado aos dados de referência, de forma que o mapeamento gerado pelos resíduos da função 
objetivo se aproxime ao máximo do valor de referência buscando o seu mínimo durante a evolução 
do vetor prognosticado 𝝃𝑝 durante o processo de busca do dano real. 
 
A diferença entre o modelo de dano prognosticado e o modelo de dano real constitui o resíduo 
representado por uma função objetivo definida por uma norma num espaço métrico apropriado 
(Scales e Moraes, 2000). Os danos são desconhecidos em termos de sua localização e de sua 
severidade, contudo devem ser encontradas por meio dos dados do vetor 𝝃 quando a função objetivo 
tender a zero, 𝑓𝑜𝑏𝑗
𝑗 (𝝃)  → 0.  
 
As diferenças das características comportamentais da estrutura devem ser atribuídas durante 
o processo pelo vetor 𝝃, de modo a se obter respostas estruturais às modificações impostas pela 
atualização de 𝝃 como deslocamentos, frequências, deformações, tensões e reações de apoio. As 
técnicas de medição experimental de dados estáticos e dinâmicos como deslocamentos e 
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frequências são estudadas por diversos pesquisadores na de identificação de falhas em estruturas 
(Kubo, 1988; Bezerra, 1993; Wang et al., 2001; Marin e Lesnic, 2003; Rus e Gallego, 2005). 
 
4.2 – Alterações Estruturais na Presença de Danos 
 
 
  A presença de danos em estruturas neste trabalho é caracterizada pela alteração na matriz 
de rigidez e de massa do elemento [𝑲𝑒]𝑑
𝑖 ,  [𝑴𝑒]𝑑
𝑖  , respectivamente, ou conjunto de elementos 
finitos do modelo estrutural, (Wang, 2001). Numa estrutura intacta, a resposta de uma estrutura sob 
ação de um carregamento estático p, pode ser expresso por. 
 
𝑲𝒖 = 𝒑 (4.3) 
 
sendo K a matriz de rigidez no sistema de coordenadas globais e u o vetor de deslocamentos da 
estrutura.  
 
Ao apresentar um dano, a matriz de rigidez do elemento, ou dos elementos que a representa, 
sofre uma variação em sua constituição, que pode ser expressa matematicamente por  δ[𝑲e]d
i , onde, 
consequentemente, a matriz de rigidez global também carregará essa perturbação causada pelo 
dano, representada por ∆𝑲 (Sang-Youl e Shi-Chang, 2005). 
 
A estrutura que contém este dano pode ter a sua equação de equilíbrio estático expressa pela 
Equação 4.3 em termos do novo vetor deslocamento também alterado pela falha 𝑢𝑑. 
 
(𝑲0 + ∆𝐊)𝒖𝑑 = 𝒑 (4.4) 
 
sendo 𝑲0 a matriz de rigidez intacta da estrutura em coordenadas globais. 
 
O vetor deslocamento da estrutura que contém o dano, 𝒖𝑑, pode ser obtido através da matriz 




𝒖𝑑 = (𝑲0 + ∆𝑲)
−1𝒑 (4.5) 
 
Na equação 4.5 o termo que descreve a alteração da matriz de rigidez, 𝑲0 + ∆𝑲, pode ser 
desenvolvido por meio de uma aproximação de primeira ordem por expansão binomial da série de 
Taylor do tipo (𝑎 + 𝑥)𝑛, sendo 𝑎 > 𝑥 e 𝑛 = −1. 
 
Então (𝑲0 + ∆𝑲)
−1 pode ser escrito como: 
 













dessa forma o vetor deslocamento da estrutura danificada 𝒖𝑑 na Equação 4.5 pode ser reescrito 
como: 
 






A diferença dos deslocamentos obtida entre os vetores 𝒖0 (estrutura intacta) e 𝒖𝑑 (estrutura 
danificada) pode ser calculada como: 
 










Utilizando o Método dos Elementos Finitos, a variação da matriz de rigidez ∆𝑲 pode ser 








i 𝑩𝑖 (4.11) 
 
Em que 𝑛𝑑 representa o número dos elementos finitos danificados, 𝐵𝑖 a matriz Booleana ou 
matriz binária com domínio booleano 𝑩 = {0, 1} correspondente ao i-ésimo elemento e  δ[𝐊e]𝑑
i  a 





𝑖  (4.12) 
 
onde 𝛼𝑖 é o escalar no intervalo (0 ≤ 𝛼𝑖 ≤ 1) que denota a proporção do dano e 𝐸𝑖 o Módulo de 
Elasticidade longitudinal (Módulo de Young) sendo o parâmetro que representa a propriedade 
física do material do elemento i. 
 
Para estruturas com simples ou múltiplos danos e de várias severidades (intensidades), ao 
escalar 𝛼𝑖 pode ser atribuído diversos valores, sendo extraído da Equação 4.12, representado 
separadamente a influência da extensão e localização de cada falha. 
 
então o problema de autovalores generalizado é reescrita para a situação intacta da estrutura como: 
 
(𝑲0 − 𝜆0𝑖𝑴0)𝚽0i = 0      𝑖 = 1,2, … , 𝑛 (4.13) 
 
onde i-ésimo modo de vibração da estrutura intacta 𝚽0i é correspondente a i-ésima  frequência 




Os autovalores 𝜆0𝑖 da estrutura intacta podem ser expressos pelo quociente de Rayleigh como 











Os princípios de ortogonalidade para os modos de vibração normalizados em ralação à matriz 
de massa 𝑴0, e matriz de rigidez 𝑲0, em coordenadas globais (ne x ne) denotados em relação a i-
ésima forma modal 𝚽0𝑖 (1 x ne) são dados por: 
 
𝚽0𝑖
𝑇𝑴0𝚽0𝑗 = 𝜹𝑖𝑗 
𝚽0𝑖






Para a estrutura com a presença de dano a equação de autopares é expressa como na Equação 
4.19: 
 




𝑲 = 𝑲0 + Δ𝑲 
𝑴 = 𝑴0 + Δ𝑴 
𝚽𝑖 = 𝚽0𝑖 + Δ𝚽𝑖 






são as respectivas matrizes de rigidez e massa, autovetores e autovalores da estrutura danificada. 
 
Portanto os autovalores e autovetores da estrutura danificada são: 
 
𝚽𝑖
𝑇𝑴𝚽𝑗 = 𝜹𝑖𝑗 
𝚽𝑖










Com 𝜹𝑖𝑗, delta de Kronecker, representado pela variação: 
 
𝛿𝑖𝑗 = 0, 𝑖 ≠ 𝑗 




Assim a diferença nos autovalores pode ser expressa pela Equação 4.26: 
 




Para pequenas variações 𝛿𝑲 e 𝛿𝑴 pode-se dizer que 𝛿𝑲 ≈ Δ𝑲, 𝛿𝑴 ≈ Δ𝑴 e 𝛿𝚽𝑖 ≈ Δ𝚽𝑖, 




𝑇 𝛿𝑲0𝚽0𝑖 (4.27) 
 
Como 𝝎𝑖 = 𝝀𝑖










Na Equação 4.28 a variação da massa Δ𝑴 é considerada, isso mostra a aplicabilidade da 
variação das frequências em casos que implicam em perdas de massa, como por exemplo, corrosão 
em estruturas. 
 
As Equações 4.9 e 4.28 justificam, respectivamente, a variação dos deslocamentos e das 
frequências em estruturas com alterações de rigidez e de massa, sendo observado que com o 
aparecimento de danos na estrutura as variações das frequências e deslocamentos são sensíveis à 





 4.3 – As Funções Objetivo 
 
O problema de identificação de danos nas estruturas de placas é tomado nesse trabalho como 
um problema matemático e será desenvolvido em MATLAB® juntamente com o uso da linguagem 
de programação APDL (Ansys Parametric Design Language) que tornará possível a atualização 
automática do modelo numérico em elementos finitos constituído pelo software de simulação 
numérica para Engenharia ANSYS® em que é necessário se definir a função objetivo para que por 
meio desta se determine a diferença (resíduo) entre os valores do modelo de dano prognosticado e 
do dano real da estrutura.  
 
A função objetivo deve ser capaz de gerar um resíduo sensível a pequenas variações locais 
do comportamento da estrutura. Comparado esse resíduo a uma tolerância pré-estabelecida se 
procede com a atualização automática do modelo, modificando as características da falha estrutural 
prognosticada de modo que se inicie um processo iterativo comandado por um algoritmo de busca 
desenvolvido em MATLAB® deixando assim o modelo matemático no ANSYS® subordinado aos 
comandos de modificações em APDL. 
 
Diversas funções objetivo foram propostas para solucionar o problema inverso de 
identificação de falhas em estruturas (Mares e Surace, 1996; Moslem e Nafaspour, 2002; Banks et. 
al. 1996).  Lieven e Ewins (1988), com a medida de correlação Coordinate Modal Assurance 
Criterion (COMAC), a sua analogia no domínio da frequência Frequence Response Assurance 
Criterion (FRAC), (Heylen e Avitabile, 1998), Global Shape Criterion,(GSC) e Global Amplitude 
Criterion (GAC), (Zang, Grafe, e Imregun, 2001),  Brito (2008),  que analisa algumas novas 
funções objetivo, dentre outros como (Bezerra e Saigal, 1993, Wang et al. 2001, Brito, 2008 e 
Caldeira, 2009).  
 
A maioria das funções objetivo utilizadas na solução do Problema Inverso de identificação 
de danos em estruturas possui apenas características dinâmicas: frequências naturais ou modos de 
vibração. As funções objetivo empregadas neste trabalho possuem características estáticas e 




As análises desenvolvidas em termos simplesmente das frequências naturais não se mostram 
eficazes para determinar a existência de danos, pois frequentemente as variações provocadas pelas 
avarias nos elementos não manifestam variações existente em situações normais operação da 
estrutura (Magluta et al., 2004) 
 
Neste trabalho são utilizadas seis funções objetivo específicas, em termos das diferenças das 
componentes dos vetores deslocamentos e frequência natural de vibração entre a estrutura com 
dano e intacta, buscando expressar uma diferença supostamente significativa entre valores 
prognosticados e valores de referência (dano real), expressas com grandezas dinâmicas e estáticas, 
ou mesmo combinação entre estas. 
 
Os valores resíduos gerados pelas funções objetivo são calculados por meio de uma sub-
rotina desenvolvida em MATLAB® que se utiliza de auto implementação do Software ANSYS®, 
como mencionado anteriormente.   Não estando o resíduo dentro de um espaço de tolerância, o 
modelo é novamente atualizado e novos dados são obtidos e reverificados os critérios de 
convergência em um processo iterativo até que o determinado critério tenha sido atingido. 
 
Para o trabalho conjunto de processamento entre os softwares MATLAB® e ANSYS® foi 
desenvolvido, para este trabalho, o programa SISNIDE (Sistema Numérico de Identificação de 
Danos em Estruturas) que se trata de um algoritmo de identificação de danos pelo método de 
minimização dos resíduos de funções objetivo aplicadas a diversos métodos de otimização 
numérica. 
 
A função objetivo 𝑓𝑜𝑏𝑗
𝑗 (𝝃) num espaço métrico adequado (Kolmogorov e Fomin, 1970), 
define a distância entre a solução estimada, dano prognosticado 𝑓𝑝
𝑗(𝝃𝑝) e a proveniente da solução 
real ou de referência 𝑓𝑟(𝝃𝑟). O vetor 𝝃 = {𝛼𝑖, 𝝁𝑖
𝑘 } indica as características do dano na estrutura 
como severidade do dano 𝛼𝑖 e localização, coordenadas cartesianas, na malha adotada o(s) 
elemento(s) danificado(s) 𝝁𝑖




𝝃 = {𝛼𝑖, 𝝁𝑖
𝑘 }        e    𝛼𝑖 ∈  ℝ+,   𝝁𝑖
𝑘 ∈ ℕ+
∗  (4.29) 
 
O nível de severidade 𝛼𝑖 indica a magnitude do dano no elemento finito que constitui a avaria 
em função da redução de sua espessura, criando um vazio interno em relação à superfície média do 
elemento finito de placa. 
 
Isso possibilita que na modelagem um dano possua variação de 𝛼𝑖, ou seja, uma variação da 
espessura do dano. Já 𝝁𝑖
𝑘 corresponde às coordenadas cartezianas do k-ésimo elemento finito com 
a respectiva i-ésima severidade de dano. Com o modelo numérico em elementos finitos 
desenvolvido tendo o controle das conectividades de seus elementos é possível controlar a 
severidade e posição do dano e a forma por meio do monitoramento de 𝛼𝑖 e 𝝁𝑖
𝑘 nas iterações durante 
o procedimento de minimização da função objetivo. 
 
A função objetivo 𝑓𝑜𝑏𝑗
𝑗 (𝜉) pode ser matematicamente definida como a Equação 4.30: 
 
𝑓𝑜𝑏𝑗







Na função objetivo 𝑓𝑜𝑏𝑗
𝑗 (𝜉) da Equação 4.29 a constante q, segundo Scales & Gersztenkorn 
(1988) define a métrica Euclidiana ou a norma Euclidiana, Equação 4.31, (i.e. q=2) muito 







De maneira que a solução do problema de identificação do dano na estrutura é obtida quando 
atingido o mínimo da função objetivo 𝑓𝑜𝑏𝑗





𝑗 (𝝃)] → 0 (4.32) 
 
Quanto mais próximo de zero o valor da função objetivo, mais próxima a condição do dano 
prognosticado 𝝃𝑝 = {𝛼𝑝,𝑖, 𝝁𝑝,𝑖
𝑘  } estará do vetor de dano real 𝝃𝑟 = {𝛼𝑖, 𝝁𝑖
𝑘 }, na vizinhança do dano 





𝑗 (𝝃)  → 0; (4.33) 
 
Então: 
𝝃𝑝 = {𝛼𝑝,𝑖, 𝝁𝑝,𝑖
𝑘  } → 𝝃𝑟 = {𝛼𝑖, 𝝁𝑖
𝑘 } (4.34) 
 
Neste trabalho são utilizadas seis expressões para a função objetivo com termos estáticos e 
dinâmicos, extraídas e modificadas a partir de (Brito, 2008) verificadas suas capacidades de 
convergirem para ótimos globais, sendo adaptadas com a inclusão dos parâmetros estáticos de 
rotação nodal para utilização nos elementos finitos de placas, esperando com isso elevar a 
sensibilidade da função objetivo. 
 
A primeira expressão, 𝑓1(𝑢, 𝜃, 𝜔), Equação 4.35, utiliza das razões das diferenças das 
rotações e translações nodais, respectivamente  Δ𝜽𝑥
𝑘, Δ𝜽𝑦
𝑘  e Δ𝒖𝑧
𝑘 para os 𝑛𝑛, número de nós, em 
relação aos quadrados das 𝑛𝑓 frequências naturais obtidos Δ𝝎𝑘
2  com a proposta de inserção de 
grandezas estáticas e dinâmicas. 
 
A inserção dos erros, ou contaminação dos dados, tratados mais adiante, inseridos na leitura 
dos dados frequência e deslocamentos, representam a real dificuldade na obtenção destas grandezas 
isentas de ruídos, faz com que os valores de ∑ ∆𝜔𝑗
2𝑛𝑓
𝑗=1 , no denominador, não tendam a um zero 
quando o dano prognosticado se aproximar do dano real, ou seja, 𝝃𝑝 = {𝛼𝑝,𝑖, 𝝁𝑝,𝑖




𝑘 }  e dessa maneira não gerem problemas de domínio matemático nem convergência da 
função.  
 
Assim, no denominador da função 𝑓1(𝑢, 𝜃, 𝜔) é inserido um valor fixo, 𝜀, dentro de tolerância 
estabelecida, para que mesmo com os dados contaminados de erros não se tenha problemas de 
instabilidade na convergência na busca do mínimo da função.  
 
𝑓1(𝑢, 𝜃, 𝜔) =  
∑ (|∆𝑢𝑧
𝑖 | + |∆𝜃𝑥







As variações dos deslocamentos nodais e frequências são dadas pelas Equações 4.36 a 4.39, 

























A expressão é calculada para todos os 𝑛𝑛 nós da estrutura e para as 𝑛𝑓 primeiras frequências 
naturais extraídas para a estrutura.  Pois são conhecidas as dificuldades de se medir altas 
frequências e notada a baixa significância nos resultados finais com o uso de grandes números de 
frequências naturais. 
 
A segunda expressão, 𝑓2(𝑢, 𝜃, 𝜔), criada como função objetivo introduz o produto do 




















] − 1 
(4.40) 
 
Esta função tem como principal objetivo verificar a eficiência da aplicação do produto do 
somatório dos logaritmos nos parâmetros estáticos e dinâmicos de pequenas magnitudes de forma 
a agregar sensibilidade numérica suficiente para que se possibilite a captura dos danos. 
 
A terceira função objetivo, 𝑓3(𝑢, 𝜃, 𝜔), diferencia-se da função 𝑓1(𝑢, 𝜃, 𝜔), primeiramente 
pelo fato de que se utiliza apenas das 3 primeira frequências naturais de vibração e por realizar os 
quocientes para cada frequência na tentativa de obtenção de uma maior sensibilidade numérica 
durante a captura dos resíduos gerados durante a busca do dano. 
 
𝑓3(𝑢, 𝜃, 𝜔) =∑[(
|∆𝑢𝑧
𝑖 | + |∆𝜃𝑥






𝑖 | + |∆𝜃𝑥









𝑖 | + |∆𝜃𝑥







A função objetivo 𝑓4(𝑢, 𝜃, 𝜔) é formatada através do somatório dos quadrados das diferenças 
∆(. ) (entre a estrutura intacta e danificada) das translações e rotações de todos os 𝑛𝑛 números de 
nós da placa e suas 𝑛𝑓 frequências naturais obtidas. 
 
𝑓4(𝑢, 𝜃, 𝜔) =
(∑ ∆𝑢𝑧,𝑖











A função objetivo 𝑓5(𝑢, 𝜃, 𝜔) compõe uma variação da Equação 4.42, em que se opera com 
o produto do somatório das 𝑛𝑓 frequências naturais pelo somatório dos 𝑛𝑛 deslocamentos 

















E finalmente a função 𝑓6(𝑢, 𝜃, 𝜔) que se trata de uma modificação obtida a partir da função 
𝑓2(𝑢, 𝜃, 𝜔), operando com o logaritmo do somatório das respostas estáticas (translação e rotação ) 
e dinâmicas (frequências) da estrutura da placa estudada, Equação 4.44. 
 
𝑓6(𝑢, 𝜃, 𝜔) = log (∑∆𝑢𝑧,𝑖



















As seis funções foram implementadas no algoritmo SISNIDE de modo que possam ser 
selecionadas ao se escolher com qual Função Objetivo deseja-se solucionar o problema, chamadas 
essas seis sub-rotinas de func01 a func06, respectivamente. 
 
4.4 – A Contaminação dos Dados 
 
Como mencionado anteriormente, os dados lidos: deslocamentos (translação e rotação) e 
frequências naturais de vibração são neste trabalho contaminados com ruídos  𝑒𝑟 em distribuição 
gaussiana, Figura 4.2, de maneira a representar os erros intrínsecos nas leituras dos dados das 
estruturas in loco, sejam eles aleatórios ou sistemáticos, como por exemplo: efeitos de carga e má 
calibração dos equipamentos ou ainda erros ambientais como: variações térmicas ou campos 







                                                                                                                    
Figura 4.2 – Exemplo de densidade de probabilidade com distribuição gaussiana. 
 
Para isso no algoritmo SISNIDE, desenvolvido para este trabalho, foi implementada uma 
sub-rotina, denominada calibra_erro,  capaz de calibrar a magnitude da contaminação dos dados, 
mediante os parâmetros pré-determinados, que por sua vez a sub-rotina gauss_mix distribui esses 
dados de maneira gaussiana e finalmente a sub-rotina  func_contain é responsável de inserir esta 
contaminação em cada dado lido. 
 
A sub-rotina calibra_erro permite adaptar os valores máximos de desvio padrão σ esperado 
em uma leitura. Tecnicamente os aparelhos de medições e captura de leituras estáticas e dinâmicas 
atualmente disponíveis no mercado têm apresentado, segundo seus fabricantes, uma variação 
máxima da ordem de 3% a 3,5% do valor medido. 
 
Assim, para a distribuição normal da variável aleatória  𝒆𝑟~𝑁(η, 𝜎
2) o valor do desvio 
padrão 𝜎 = √𝐸[(𝑒𝑟 −  η)2] é calculado pela sub-rotina calibra_erro de modo que se tenha um erro 
máximo atribuído como input desta sub-rotina.  
 
A sub-rotina gauss_mix cria a distribuição gaussiana, segundo o desvio padrão σ calculado 
pela sub-rotina calibra_erro. Essa sub-rotina garante que a densidade de probabilidade Ψ (η,σ) seja 























É atribuído um caráter aleatório ao erro ou contaminação introduzido para toda resposta 
estática (deslocamentos) e dinâmica (frequências naturais) a cada iteração processada, com 
objetivo de se obter uma contaminação contínua, válido para monitoramento contínuo, proposta 
deste trabalho, o que atualmente pode ser obtido e lido continuamente por meio de observações 
constantes em pontos pré-definidos (instrumentação) da estrutura. 
 
 Desta forma os dados puros de deslocamentos (𝜽𝑥, 𝜽𝑦, 𝒖𝑧) para todos 𝑛𝑛 número de nós e 
todas 𝑛𝑓 frequências naturais 𝜔, passam a serem tratados como dados contaminados expressos 
como (. ) = (. ) + 𝒆𝑟(%). 
 
A tarefa de atribuir corretamente a contaminação aleatória e distinta de todos os dados antes 
da do início do processamento da iteração i é dada à sub-rotina func_contain que garante a 
contaminação de todos os dados de entrada (deslocamentos e frequências naturais) para o 
processamento seguinte, distintamente do anterior. 
 
Desta maneira a cada processamento da estrutura executado pelo algoritmo SISNIDE é 
gerada uma nova distribuição de erros e estes contaminando os seus respectivos dados, fazendo 
com que não exista nenhum dado lido da estrutura com igual erro atribuído.  
 
A Figura 4.46 mostra exemplo comparativos da contaminação dos dados em porcentagem 
com sua distribuição normal de erros (contaminações) atribuídas a diferentes dados (deslocamentos 
e frequências naturais) lidos em iterações distintas durante um processamento com contaminação 
máxima de ± 4,5% , valores teóricos adotados didaticamente, para um nó mesmo nó 𝑛 da estrutura 
e uma análise dinâmica com 5 frequências naturais, 𝑛𝑓 = 5, como demonstração da aplicação da 




































































Figura 4.3 – Exemplos comparativos de distribuição gaussiana de contaminação de dados. 
  
4.5 – A Presença do Dano em Placas 
 
 O comportamento mecânico de placas isotrópicas danificadas pode ser descrito por 
expressões formuladas a partir da equação geral do movimento de placas de espessura variável 
(Leissa, 1993).  
 


















= 0 (4.46) 
 
onde 𝐰 = 𝐰(x, y), definido na Equação 3.3, representa o vetor deslocamento da placa fora do seu 
plano, 𝐡 = 𝐡(x, y), a espessura da placa, v o coeficiente de poisson, 𝜌 e E, respectivamente a 
densidade e o Módulo de Young do material constituinte, como apresentados nas equações 
seguintes. 
 
A massa m por unidade de área da placa e a sua rigidez D são expressas, respectivamente. 
 
𝒎 = 𝒎(𝑥, 𝑦) = 𝜌𝒉(𝑥, 𝑦) (4.47) 
 





São considerados defeitos as reduções na espessura da placa. O entalhe tipo de dano em linha 
ao longo das direções x e y podem ser aplicados, Figura 4.4, assim como entalhes internos à 
espessura 𝒉0 da mesma, Figura 4.5. Os danos em linha podem ser considerados como descrições 
simplificadas como uma fenda linear. As delaminações ou danos de área internas são orientadas ao 









Figura 4.5 – Modelos de Falhas em área orientadas ao longo dos eixos x e y. 
 
Neste trabalho os danos são representados por reduções internas 𝒉𝐷 na espessura total da 
placa 𝒉0. A espessura central da placa na região do dano pode ser descrita por: 
 
𝒉𝑑 = 𝒉0 − 𝒉𝐷   ou    𝒉𝑑 = 𝒉0 − 𝒉1 − 𝒉2 (4.49) 
 

















A Equação, a massa m por unidade de área na região da placa com a presença do dano pode 
ser expressa por: 
 
 






em que 𝒎0 =  𝜌𝒉0 é a massa por unidade de área na região intacta da placa. 
 
  
 A rigidez à flexão  𝑫(𝑥, 𝑦) da placa, então pode ser escrita como: 
 
𝑫(𝑥, 𝑦) = 𝑫0[1 − 𝜀(𝐻(𝑥 − 𝑥1) − 𝐻(𝑥 − 𝑥2))(𝐻(𝑦 − 𝑦1) − 𝐻(𝑦 − 𝑦2))] (4.52) 
 
onde x1, x2 e y1, y2 definem as dimensões do dano nas direções x e y e H(x) é a função de 
Heaviside, também chamada de função degrau. A Equação 4.51 pode ser reescrita em função das 
dimensões do dano como:  
 
𝑫(𝑥, 𝑦) = 𝑫0 [1 − 𝜀𝐴𝐷
(𝐻(𝑥 − 𝑥1) − 𝐻(𝑥 − 𝑥2))
(𝑥2 − 𝑥1)





A Figura 4.4 mostra um exemplo de função Heaveside que pode ser aplicada nos eixos x e 
y, do ponto de vista teórico, para delimitar a fronteira do dano. 
 
 











A função 𝐻(𝑥) é descontínua e assume um valor zero para um argumento negativo e um para 






0,          𝑥 < 0
1
2
, 𝑥 = 0
1, 𝑥 > 0
 (4.54) 
 
A função 𝑠𝑔𝑛(𝑥) é chamada de função sinal que retorna um valor dependendo do sinal do 
número real:  
 
𝑠𝑔𝑛(𝑥)= {
−1          𝑥 < 0
0,            𝑥 = 0
1,            𝑥 > 0
 (4.55) 
 
Pode-se dizer que a = x2 − x1, b = y2 − y1, onde a área do dano é expressa por AD = a𝑥b. 
Neste trabalho o dano é modelado em elementos finitos de placa com área 𝐴𝑒, como o dano pode 
assumir qualquer combinação pela junção de vários elementos da placa a área do dano AD na malha 








A conectividade conhecida dos elementos da malha possibilita a predição da geometria do 
dano e se esta é localizada em uma única área, ou em uma área com topologia mais complexa. 
 
As variáveis de integração da função Delta de Dirac, 𝛿(𝑥), Figura 4.7, sobre a extensão do 













  (4.57) 
 
 









Esta substituição é adotada, a fim de se tirar proveito das propriedades da função Delta de 
Dirac, muito conveniente na realização das derivações apresentadas abaixo. Assim a descrição 
geral do dano pode expressar a rigidez à flexão 𝑫(𝑥, 𝑦) da placa (Cordano, Kawano, 2002).  
 
Uma solução para a Equação 4.46 é obtida por meio da superposição modal resultando: 
  





onde Φ𝑖,𝑗 e ω𝑖 são respectivamente o modo de vibração (autovetor) e frequência natural (autovalor) 




Considerando a simplicidade da contribuição de um único modo i,j e substituindo a Equação 
4.59 na Equação 4.46, (Leissa, 1993), pode-se escrever: 
 









) −𝒎𝜆𝚽 = 0 (4.60) 
 




































5 – OS MÉTODOS DE BUSCA AO DANO  
 
 Os métodos de solução do problema inverso de identificação de danos em placas utilizados 
neste trabalho tem como base combinar um modelo inicial da estrutura com os dados medidos 
buscando a melhoria (atualização) do modelo.  
 
Aqui a atualização do modelo é realizada através da função objetivo 𝒇obj
j (𝛏) composta por 
dados dinâmicos como as frequências naturais de vibração ω e estáticos como os deslocamentos 
nodais da estrutura 𝒖 (Translações) e 𝜽 (Rotações). 
 
Dentre as técnicas de cálculo,  a de atualização de modelos apresenta um elevado nível de 
sensibilidade às respostas da estrutura, sejam elas estáticas ou dinâmicas (Friswell e Mottershead, 
1995).  
 
Neste trabalho são aplicados quatro métodos de otimização distintos em algoritmos 
desenvolvidos para busca do dano: Levemberg-Marquardt (LM), Broyden-Fletcher-Goldfarb-
Shanno (BFGS), Davidon-Flecher-Powell (DFP) e o método bio-inspirado de Colônia de Morcegos 
(CM), todos relacionados a um modelo paramétrico da estrutura e à minimização das funções 
objetivo embasados nos resíduos entre os dados medidos e as previsões, ou dados prognosticados 
do modelo. 
 
A alternativa utilizada neste trabalho é atualização da matriz de massa e rigidez, possível 
pelo acoplamento entre o MATLAB® e o ANSYS® por meio da linguagem fundamental para 
modelagem neste, o APDL, em que se altera sistematicamente o elemento ou o conjunto de 
elementos que levam às características do dano para a hipótese de comparação.  
 
Contudo, os modelos atualizados obtidos são frequentemente de difícil interpretação para 
monitoramento da busca da falha ou dano, para sanar este problema aplicou-se algoritmos de busca 




5.1 – Soluções não Exatas 
 
Como colocado no Capítulo 4, busca-se a minimização da função objetivo 𝑓obj
j (𝛏),como 
solução do Problema Inverso. Contudo, dificilmente esse mínimo atingirá o valor nulo. A 
sensibilidade do método de otimização empregado ditará a capacidade do mesmo em identificar o 
dano.  
 
Assim, pode-se escrever a Equação 4.30 sob a forma da presença do erro 𝛜j,e obtido para 










= 𝝐𝑗,𝑒 (5.1) 
 
Na atualização do modelo, busca-se levar a j-ésima proposição de dano prognosticado dado 
pelo vetor 𝛏p
j
 para uma condição onde a região da placa tenha apresentado menores valores nos 
índices 𝝐𝑗,𝑒 do vetor resíduo 𝛜T, constituído por: 𝛜T = (ϵj,1, ϵj,2, … , 𝜖𝑗,𝑒 ). Nota-se que os índices 
do vetor resíduo 𝛜T representam a contribuição do erro de cada elemento finito que constitui a placa 
na malha na função objetivo 𝑓obj
j,e(𝛏). 
  
Numa situação livre de ruídos ou contaminações, situação hipotética, após a j-ésima 
iteração o vetor de características do dano proposto 𝝃𝑝
𝑗
, alcançará exatamente as condições previstas 
pelo vetor de características de referência do dano ξr, o dano real, dessa maneira é esperado que o 
conjunto de valores da função objetivo para essa j-ésima iteração seja um conjunto de valores nulos 
ou numericamente muito próximos de zeros.  
 
Como na solução de problemas inversos quase sempre não se atinge soluções exatas a 
solução viável, quase ótima, é encontrada quando o conjunto de escalares de 𝑓obj
j (𝛏) possuir os 




Caso na j-ésima iteração a função objetivo 𝑓obj
j (𝛏) não apresente um conjunto de resíduos, 
𝛜T, inferior à tolerância numérica predeterminada  para a configuração geral do sistema estrutural 
o vetor 𝝃𝑝
𝑗
 de dano prognosticado será atualizado em termos de suas características como: o 
posicionamento (coordenadas cartezianas) 𝛍i
k e sua severidade αi iniciando uma nova iteração 




5.2 – Atualização do Vetor Dano e Penalizações 
 
No processo de busca utilizado na solução do Problema Inverso de identificação de danos 
em estruturas deste trabalho a atualização do vetor de caracterização do dano prognosticado 𝛏p é 
fundamental na condução do modelo matemático, pois dele dependem as informações estáticas e 
modais obtidas. 
 
Nos métodos de busca aplicados o ponto de partida, 𝝁1
0 é o primeiro elemento assumido 
como o dano prognosticado, 𝝃𝑝
𝑗
. O algoritmo de identificação de danos SISNIDE desenvolvido 
permite escolher se o processo de otimização será iniciado com o prognóstico do dano sempre 
posicionado no elemento 01 da matriz de conectividade da placa, Figura 5.1, ou se iniciará o 
processo como o dano prognosticado 𝝃𝑝
𝑗
 em um posicionamento definido aleatoriamente pela sub-
rotina damage_randon dentro do domínio Ω da placa.  
 
 
Figura 5.1 – Exemplo de malha utilizada e localização do elemento 01 (𝝁𝑖
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A partir da posição inicial 𝝁1
0, uma direção de caminhamento 𝒅0 é então determinada. O 
tamanho do passo 𝜁0 é admitido em seguida com base na minimização da Função Objetivo por 
meio de um dos métodos de otimização aplicado. A nova posição i atualizada genericamente da 




0 + 𝜁0𝒅0 (5.2) 
 
O processo de caminhamento (para onde ir e como ir) do dano prognosticado 𝝃𝑝
𝑗
  é realizado 
a partir de 𝝁𝑖
1. Como a determinação de 𝒅0 e 𝜁0 está relacionada aos valores dos resíduos 𝛜
T naquela 
iteração j da função objetivo 𝑓obj
j (𝛏), aplicada ao método de otimização. 
 
Em muitos métodos de otimização são encontradas situações não convexas com múltiplos 
resíduos 𝝐𝑗,𝑒, dentro da mesma faixa de tolerância, a solução é dada admitindo durante a busca a 
adoção do resíduo 𝝐𝑗,𝑒 local mais próximo do ponto antecessor, ou seja, com o menor passo 𝜁𝑗 . 
Visto isso é sabido que a determinação da tolerância numérica ideal é fundamental para a qualidade 
da solução encontrada para o problema, sendo diretamente proporcional ao número de iterações j 
necessárias. 
 
Durante o processo de otimização do problema inverso alguns métodos podem levar o 
próximo dano prognosticado 𝝃𝑝
𝑗
 para fora do domínio Ω da placa o que não faz sentido físico, 
assim, a função de penalização desenvolvida na sub-rotina Penalty identifica quando o passo de 
dano 𝜁𝑗   intercepta a fronteira Γ trazendo novamente a localização do dano prognosticado 𝝃𝑝
𝑗
 para 
uma posição factível, ou seja, dentro do domínio Ω.  
 
A sub-rotina Penalty  possibilita também o registro de restrição ou aprendizado em relação 
à localização do dano simulado na estrutura impossibilitando que o vetor de dano prognosticado 
𝝃𝑝
𝑗
 assuma, em iterações predecessoras, características (posicionamentos e severidades) antes 
84 
 
avaliadas, permitindo à cada iteração uma maior velocidade de processamento que a iteração 
anterior.  
 
5.3 – Os Métodos de Busca Implementados 
 
É sabido que diferentes métodos de busca podem gerar melhores soluções que outras em 
problemas inversos ou apresentarem eficiências distintas para os seus respectivos procedimentos. 
 
Este trabalho apresenta quatro diferentes métodos de busca, ou otimização, para que seja 
possível adiante avaliar suas eficiências na obtenção da melhor solução para os problemas de 
identificação de danos em placas, como a obtenção da solução ótima, número de iterações 
necessárias para esse fim,  velocidade no processamento (desde que utilize a mesma configuração 
de hardware) e mínimos resíduos gerados. 
 
 
5.3.1 – Levenberg-Marquardt (LM) 
 
 
O método de otimização de  Levenberg-Marquardt foi publicado originalmente por Kenneth 
Levemberg e posteriormente melhorado por Donald Marquardt e aqui adaptado para a utilização 
conjuntamente com as Funções Objetivo 𝑓obj
j (𝛏). 
 
Estabelece-se inicialmente no processo o parâmetro de calibração ν, comumente utilizado 
η=2 porém, adiante serão feitas verificações para se determinar qual melhor parâmetro a ser 
utilizado no Problema Inverso de Identificação de danos em placas. 
 
O algoritmo de identificação de danos SISNIDE permite assumir primeiramente tanto uma 
posição aleatória do dano prognosticado 𝛏p
0 , quanto adotar como danificado o primeiro elemento 















𝑘 = {𝛼𝑝,𝑖, 𝝁𝑝,𝑖
𝑘  }   e   𝝁𝑝,𝑖
𝑘 = (𝑥𝑖;  𝑦𝑖 ) (5.4) 
 
onde (𝑥𝑖;  𝑦𝑖,) são as coordenadas, o posicionamento do dano prognosticado 𝝁𝑝,𝑖
𝑘  . Dessa forma 
podemos reescrever a Função Objetivo em termos das coordenadas do dano ordenando seus termos 
em função das coordenadas cartesianas. 
 
𝑓obj(𝛏) = 𝑓n( 𝑥; 𝑦; 𝛼) (5.5) 
 
Posteriormente obtém-se o ∇𝑓obj(𝜃𝑥;  𝜃𝑦;  𝑢𝑧;  𝜔) = ∇𝑓n(𝑥; 𝑦; 𝛼),  sendo operador 



























A Função Objetivo 𝑓𝑜𝑏𝑗(𝛏) definida em função das respostas estáticas e dinâmicas 
















































































































Com a Função Objetivo obtida para (𝑥0;  𝑦0,), calcula-se inicialmente:  
 
?̅?0 = [∇𝑓𝑛(𝑥0;  𝑦0 ; 𝛼0)]
𝑇 . 𝑓𝑛(𝑥0;  𝑦0 ; 𝛼0) (5.11) 
 
e 
h̅0 = [∇𝑓𝑛(𝑥0;  𝑦0 ; 𝛼0)]
𝑇 . [∇𝑓𝑛(𝑥0;  𝑦0 ; 𝛼0)] 
(5.12) 
 
Assim os parâmetros preliminares são determinados como (Hagan e Menhaj, 1994):    
ζLM = τ. h̅0,   com τ = 10
−3 (5.13) 
 
Com a sub-rotina damage_randon determina-se o próximo posicionamento aleatório para 
cálculo da Função Objetivo 𝒇𝑛(𝑥𝑖;  𝑦𝑖 ; 𝛼𝑖), obtendo-se também ?̅?𝑖 e h̅𝑖, para a i-ésima iteração, 
conforme equações 5.11 e 5.12 anteriormente descritas. 
 












sendo I a matriz identidade e sabendo que ?̅?𝐿𝑀 pode ser escrito como: 
 















) ], então: 
 
𝑥𝑖+1  ← 𝑥𝑖 + h̅𝐿𝑀𝑥(𝑖) 
(5.16) 
𝑦𝑖+1  ← 𝑦𝑖 + h̅𝐿𝑀𝑦(𝑖) (5.17) 
𝛼𝑖+1  ← 𝛼𝑖 + h̅𝐿𝑀𝛼(𝑖) (5.18) 
 
Senão: 
𝑥𝑖+1  ← 𝑥𝑖 + ?̅? 
(5.19) 
𝑦𝑖+1  ← 𝑦𝑖 + ?̅? (5.20) 
𝛼𝑖+1  ← 𝛼𝑖 + ?̅? (5.21) 
 
Sendo, ?̅? e ?̅? as dimensões médias do elemento e ?̅? a média entre a severidade dos danos 
definidos em  𝛼0 e 𝛼𝑖. 
 
Atualiza-se a Função Objetivo agora para  𝑓𝑛(𝑥𝑖+1;  𝑦𝑖+1; 𝛼𝑖+1) na (i+1)-ésima iteração e 
consequentemente atualiza-se também as equações 5.11 e 5.12 para  ?̅?𝑖+1 e h̅𝑖+1. 
 
Calcula-se para atualização do parâmetro  ζLM para a (i+1)-ésima iteração dos termos 























Se 𝐷𝐿𝑀 > 0, então:  
 
ζLM = ζLM. 𝑚á𝑥[
1
3⁄ ;  1 − (2𝐷𝐿𝑀 − 1)
3] (5.24) 
 
Senão o novo parâmetro ζLM para a iteração seguinte será: 
 
ζLM = ζLM. η 
(5.25) 
 
Atualizando também o parâmetro inicial para:  
 
η = 2η (5.26) 
 
 
5.3.2 – Colônia de Morcegos (CM) 
 
 
O método de otimização por Colônia de Morcegos (CM) é uma técnica estocástica, baseada 
em fatores aleatórios desenvolvida por Dr. Eberthart e Dr, Kennedy  em 1995 com observação no 
comportamento da experiência do animal individualmente e em bando (Oliveira, Carmo e Souza, 
2015).  
 
O algoritmo de otimização por Colônia de Morcegos adaptado para solução do problema 
inverso de identificação de danos em placas é baseado em dois fatores: A experiência individual 
do morcego na caça à presa e a experiência coletiva do bando, ou seja, a habilidade de caça quando 
em conjunto. Assim, o método de Colônia de Morcegos (CM) simula um bando de determinado 
número j de indivíduos que voam em um espaço determinado (domínio da placa) em busca de 
comida (dano na placa), com o objetivo de algum indivíduo primeiramente localizar a sua presa 




No início do processo de otimização a colônia de morcegos busca por seu alimento (dano 
na placa) sem qualquer direção preferencial. Ao passo que notam regiões dentro do espaço de busca 
com maior adensamento de alimento passam a voar predominantemente nessas áreas, 
comunicando-se com os demais (j-1) indivíduos do bando sobre tais mapeamentos dessas regiões 
e atualizando seu posicionamento. 
 
Cada indivíduo, durante o processo de otimização, movimenta-se de acordo com o resultado 
obtido do seu melhor posicionamento individual e também do melhor posicionamento do bando. 
Dessa forma, o movimento de cada morcego é uniformemente acelerado em uma iteração do 
método, tendo sua velocidade descrita como a função horária de um movimento uniformemente 
acelerado e desprezando a variação da velocidade entre as iterações. 
 
𝐯𝑗 = 𝐯𝟎𝑗 + 𝒂𝑗𝑡 
(5.27) 
 
Tomando-se como tempo unitário, tem a equação final da velocidade: 
 
𝐯𝑗 = 𝐯𝟎𝑗 + 𝒂𝑗 
(5.28) 
 
sendo 𝒂𝑗 uma combinação linear dos deslocamentos entre a posição atual do j-ésimo indivíduo para 
a sua melhor localização obtida individualmente mi e da posição atual do morcego para a melhor 
situação do bando em vôo, dada por  mb. 
 
𝒂𝑗 = 𝑟𝑎𝑛𝑑1. 𝑘1. (𝒎
𝒊
𝑗 − 𝒔𝑗) + 𝑟𝑎𝑛𝑑2. 𝑘2. (𝒎
𝒃
𝑗 − 𝒔𝑗) (5.29) 
 
A melhor localização do j-ésimo indivíduo mi é dada pelo menor valor gerado pela função 













𝑘 = {𝛼𝑝,𝑖, 𝝁𝑝,𝑖
𝑘  }   com   𝝁𝑝,𝑖
𝑘 = (𝑥𝑖;  𝑦𝑖 ) (5.31) 
 
senão, 𝒎𝒎 continua com a posição anteriormente atribuída. 
 
Já 𝒎𝒃, como dito, é a melhor posição do bando é a melhor característica dada ao vetor dano 
prognosticado 𝛏𝑝
𝑘 de todos os indivíduos em todas as iterações já realizadas. 
 
Assim, a velocidade da Equação 5.28 é escrita como: 
 
𝐯𝑗 = 𝑟𝑎𝑛𝑑0. 𝑘0. 𝐯𝟎𝑗 + 𝑟𝑎𝑛𝑑1. 𝑘1. (𝒎
𝒊
𝑗 − 𝒔𝑗) + 𝑟𝑎𝑛𝑑2. 𝑘2. (𝒎
𝒃
𝑗 − 𝒔𝑗) (5.32) 
 
onde, 𝑟𝑎𝑛𝑑0, 𝑟𝑎𝑛𝑑1 e 𝑟𝑎𝑛𝑑2 são constantes aleatórias de direcionamento e 𝑘0, 𝑘1 e 𝑘2 as 
constantes que possibilitam a calibração da inércia de cada morcego e o nível de impacto da 
experiência individual e do bando, respectivamente. 
 
Com isso o posicionamento 𝒔 dos j morcegos distribuídos de modo aleatório no início do 
processo é atualizado segundo a Equação 5.33. 
 
𝐬𝑗 = 𝐬𝟎𝑗 + 𝑟𝑎𝑛𝑑0. 𝑘0. 𝐯𝟎𝑗 + 𝑟𝑎𝑛𝑑1. 𝑘1. (𝒎
𝒊
𝑗 − 𝒔𝑗) + 𝑟𝑎𝑛𝑑2. 𝑘2. (𝒎
𝒃
𝑗 − 𝒔𝑗) (5.33) 
 
 E o processo terá a atualização do posicionamento de todos os seus j indivíduos até que o 








5.3.3 – Davidon-Flecher-Powell (DFP) 
 
 
Desenvolvido por Willian C. Davidon, Roger Flecher e Michael JD Powell trata-se de um 
método do modo quase-Newton que tem como idéia a realização de uma aproximação iterativa da 
inversa da matriz hessiana (Nocedal, 1999). 
 







A construção da aproximação ?̂?𝑖 da inversa da matriz hessiana ∇
2𝑓𝑛
−1 com o uso de 
informações de primeira ordem adquiridas durante o processo de minimização se utiliza de cada 
iteração para que se defina a direção descendente predecessora. Com a aproximação da solução, 
ou seja, com a aproximação da localização do dano o problema converge para a inversa da matriz 
hessiana. 
 
Assumindo-se dois pontos de possíveis soluções do problema, dados por 𝛏𝑝
𝑘 = {𝛼𝑝,𝑖, 𝝁𝑝,𝑖
𝑘  }  
e 𝛏𝑝
𝑘 = {𝛼𝑝,𝑖+1, 𝝁𝑝,𝑖+1
𝑘  }, com 𝝁𝑝,𝑖
𝑘 = (𝑥𝑖;  𝑦𝑖 ) e 𝝁𝑝,𝑖+1
𝑘 = (𝑥𝑖+1;  𝑦𝑖+1 ), respectivamente, define-se: 
 
𝒈𝑖 = −∇[𝑓𝑛(𝑥𝑖;  𝑦𝑖 ; 𝛼𝑖)]
𝑇    e  𝒈𝑖+1 = −∇[𝑓𝑛(𝑥𝑖+1;  𝑦𝑖+1 ; 𝛼𝑖+1)]
𝑇 (5.35) 
 
 Sendo a hessiana ∇2𝑓𝑛 constante, então: 
 
𝒒𝑖 ≡ 𝒈𝑖+1 − 𝒈𝑖 = ∇
2𝒇𝑛. 𝒑𝑖 (5.36) 
 
onde  
𝒑𝑖 = 𝛽𝑖𝒅𝑖 (5.37) 
 





O parâmetro ?̂?𝑖 que determina o passo ótimo 𝒑𝑖 para a solução do problema com a Função 







Enquanto a condição de parada não é satisfeita, ‖?̂?𝑖‖ ≤ 𝑇𝑜𝑙𝑒𝑟â𝑛𝑐𝑖𝑎, atualiza-se os 
parâmetros 𝒈𝑖, 𝒒𝑖, 𝒑𝑖  com 𝛏 + 𝒑𝑖 , assim como a determinação da direção 𝒅𝑖 que é dada por: 
 
𝒅𝑖 = ?̂?𝑖. 𝒈𝑖 (5.39) 
 
Sendo a matriz ?̂?𝑖+1 definida na iteração predecessora como (Ribeiro e Karas, 2013): 
 










; 𝑖 = 0,1, … , 𝑖 − 1 (5.40) 
 
 
5.3.4 – Broyden-Flecher-Goldfarb-Shanno (BFGS) 
 
 
O método de otimização Broyden-Flecher-Goldfarb-Shanno é assim denominado devido 
aos seus desenvolvedores Charles George Broyden, Roger Flecher, Donald Goldfarb e David 
Shanno. 
 
Esse método diferencia-se basicamente do método DFP pela aproximação da hessiana: que 
ao invés de aplicar a Equação 5.40, aplica-se (Ribeiro e Karas 2013): 
 





















5.3.5 – O Método de Busca Gradiente (GRAD) 
 
 
Neste trabalho o método gradiente será utilizado no estudo da potencialidade das funções 
objetivo apresentadas na solução da busca do dano em placas. 
 
Este método se utiliza do conceito do gradiente de uma função, ou seja, a direção em que a 
máxima variação da função ocorre, sendo o mais simples método de primeira ordem para obtenção 
da direção de descida 𝒅𝑖 (Chapra and Canale, 2010). 
 
Dada a i-ésima iteração, a direção 𝒅𝑖 da máxima variação da Função Objetivo 𝑓obj(𝛏) =
𝑓n( 𝑥; 𝑦; 𝛼) é dada por: 
 
𝒅𝑖 = −
∇𝑓n( 𝑥; 𝑦; 𝛼)
‖∇𝑓n( 𝑥; 𝑦; 𝛼)‖
 (5.42) 
 
A atualização da direção 𝒅𝑖, enquanto ‖∇𝑓obj(𝛏)‖ > 𝑇𝑜𝑙𝑒𝑟â𝑛𝑐𝑖𝑎 para a (i+1)-ésima 
iteração:, é apresentada na Equação 5.43. 
 





Inicialmente no problema (i=0) adota-se 𝛽=1 como dimensão do passo para o cálculo de 
∇𝑓obj(𝛏𝟎) = ∇𝑓n( 𝑥0; 𝑦0; 𝛼0). 
 
Caso ∇𝑓obj(𝛏𝑖+1) ≥ ∇𝑓obj(𝛏𝑖), aplica-se uma redução do passo 𝛽𝑖 dada por 𝛽𝑖 = 𝑡𝑟𝛽𝑖, sendo 





6 – ANÁLISE DAS FUNÇÕES OBJETIVO, CALIBRAÇÃO DOS MÉTODOS 
E AUTOMAÇÃO DO PROBLEMA 
 
 
 Os exemplos iniciais de identificação de danos em placas foram processados manualmente 
de forma que, antes de se proceder com a automação da solução, fosse possível verificar a eficiência 
das funções objetivo a serem inseridas nas sub-rotinas de otimização desenvolvidas. 
 
Nesta etapa os modelos estruturais de placas foram discretizados no software SAP 2000® e 
tratados suas respostas estáticas e dinâmicas em planilha eletrônica para verificação da obtenção 
da convergência dos valores residuais das funções objetivo de modo a assegurar bons resultados 
com o uso destas quando da automação do processo em casos mais complexos. 
 
Como esta fase do trabalho avalia-se das Funções Objetivo previamente à automação do 
processo foi utilizado o método de otimização gradiente (GRAD), devido a sua simplicidade já 
demonstrada, facilitando a evolução manual da busca da solução do problema.  
 
 O problema utilizado como validação do método de identificação de danos foi o de uma 
estrutura de placa retangular com dimensões de 2,0x1,0 m e 0,05 m de espessura. O modelo 
numérico foi desenvolvido em malha com elementos finitos quadriláteros isoparamétricos de 
dimensões 0,10 x 0,10 m, totalizando 200 elementos (Figura 6.1). As placas modeladas são de aço 
com módulo de elasticidade E=20500 kN/cm² e coeficiente de Poisson 𝜈 = 0,3. 
 
No modelo numérico em elementos finitos foi utilizado o elemento Plate Quadrilátero 






Figura 6.1 – Modelo numérico utilizado, distribuição de elementos e conectividade dos nós. 
 
6.1 – Avaliação das Funções Objetivo 
 
No caso aplicado foi observada a capacidade (sensibilidade e robustez) do método em 
solucionar o problema inverso de identificação de danos frente às diversas variações de parâmetros 
do sistema. 
 
O exemplo a ser analisado constitui-se de uma placa retangular simplesmente engastada na 
borda vertical esquerda, com dano real constituído pelo elemento finito de número 156. A espessura 
do dano prognosticado neste exemplo é de 50% da espessura da placa, ou seja, 0,025 m. Duas 
cargas estáticas de intensidade P=10kN aplicadas simetricamente nos nós 21 e 231, como mostra 




Figura 6.2 – Condições de contorno, dano real e carga aplicada ao Exemplo 01. 
 
Neste tipo de problema a espessura do dano αi permanece invariável e igual ao seu valor de 
inicial α0 = 0,5 ao longo de todo o processo de otimização. A fixação do parâmetro espessura do 
dano αi, tornando-o invariável, permite a análise somente da atualização do parâmetro de 
localização do dano.  
 
O comportamento dos resultados das Funções Objetivo é observado ao longo de algumas 
iterações do processo, contudo, no processo de automação, aplicado posteriormente, o parâmetro 
αi, que representa a espessura do dano prognosticado será variável e controlado o seu refinamento 
no processo do pré-processamento do problema.  
 
Para esta verificação foi adicionada uma contaminação (erros ou ruídos dos dados) nos 
deslocamentos e frequências obtidas com distribuição gaussiana, como descrito no item 4.4 deste 
trabalho, simulando possíveis erros que ocorrem na prática em sua aquisição, como leitura do 
equipamento, aferição e calibragem do mesmo e incidência de vibrações externas à estrutura, 
possibilitando a observação da sensibilidade da função objetivo frente à essa perturbação numérica. 
 
Como já mencionado anteriormente, a opção pelo uso das seis assinaturas estruturais no 
processo se deu pelo fato de que a variação de parâmetros do sistema estudado traz significativas 
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alterações nas respostas apresentadas pela Função Objetivo 𝑓𝑜𝑏𝑗
𝑗 (𝜉) a outro problema, objeto de 
estudo realizado por Brito (2008).  
 
Sendo assim, ao final do processo de minimização da função objetivo feito pelas seis 
assinaturas estruturais o resultado final é expresso pela função objetivo que utiliza a assinatura que 
apresenta melhores resultados finais (menores resíduos). 
 
Como demonstrado na Equação 4.30, durante o processo de busca do dano se 𝑓𝑝
𝑗(𝜉𝑝) →
𝑓𝑟(𝜉𝑟), ou seja, a proposição do dano na j-ésima iteração se aproxima do dano real, a função 
objetivo aproxima-se cada vez mais do zero (ou mínimo esperado), isso pode ser observado nos 
gráficos apresentados para todas as seis assinaturas estruturais utilizadas na função objetivo para a 
mesma iteração j, como visto nas Figuras 6.3 a 6.8, onde nas primeiras iterações o nível de resíduo 
𝜖𝑗,𝑒 para cada elemento da função objetivo 𝑓𝑜𝑏𝑗
𝑗 (𝜉) é máximo, ao passo que nas últimas iterações 
esses valores vão diminuindo e aproximando-se do zero, o que significa uma aproximação do dano 













𝑓1(𝑢, 𝜃, 𝜔) 𝑓2(𝑢, 𝜃, 𝜔) 
  
𝑓3(𝑢, 𝜃, 𝜔) 𝑓4(𝑢, 𝜃, 𝜔) 
  
𝑓5(𝑢, 𝜃, 𝜔) 𝑓6(𝑢, 𝜃, 𝜔) 
Figura 6.3 – Comportamento das funções objetivo – Iteração j=1. 
 
Nota-se que para os parâmetros do problema a função objetivo 𝑓𝑜𝑏𝑗
𝑗 (𝜉), composta pela 
assinatura estrutural 𝑓2(𝑢, 𝜃, 𝜔), apresenta um comportamento mais contínuo e suave se comparado 
a Função Objetivo composta com a assinatura 𝑓1(𝑢, 𝜃, 𝜔). As demais funções objetivo 
apresentaram valores variados em exceção da função 𝑓4(𝑢, 𝜃, 𝜔) que apresenta valores bem 
regulares em baixos nos seus resíduos próximo ao engaste, já na região oposta mostra valores de 
resíduos relativamente elevados, caracterizado ser uma função pouco sensível a condição de apoio 
proposta ao problema.  
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 Esse comportamento de continuidade da Função Objetivo poderá ser observado nos 
exemplos posteriores que não é característica unicamente intrínseca da formulação matemática da 
assinatura estrutural 𝑓2(𝑢, 𝜃, 𝜔), mas como também dos parâmetros do problema como condição 
de contorno, aplicação dos carregamentos estáticos, magnitude e localização do dano, podendo 
apresentar descontinuidades para essa função objetivo em cenários de problemas distintos a esse. 
 
Observa-se já na primeira iteração o comportamento das Funções Objetivo 𝑓3(𝑢, 𝜃, 𝜔) e 
𝑓4(𝑢, 𝜃, 𝜔) se mostra bastante diferenciado do apresentado pelas funções 𝑓1(𝑢, 𝜃, 𝜔) e 𝑓2(𝑢, 𝜃, 𝜔). 
Isso comprova que o comportamento apresentado pelas Funções Objetivo está diretamente ligado 
às suas formulações matemáticas que lhes conferem maior ou menor sensibilidade às respostas e 
gerações de resíduos, isso é explicado pelo fato das assinaturas estruturais possuírem fatores 
estáticos como os deslocamentos de translação e rotacionais em suas formulações.  
 
É visível que a Função Objetivo 𝑓6(𝑢, 𝜃, 𝜔), para esse problema, denota ser mais suave, ou 
seja, com resíduos de menores magnitudes. Assim mostra-se que a Função Objetivo deve possuir 
uma sensibilidade numérica que possibilite atualização do modelo numérico mesmo trabalhando 
muito próximo da tolerância de convergência, caracterizada por superfícies sem muitos picos. 
 
Na iteração j=5, Figura 6.4, percebe-se uma significativa variação nos resultados obtidos 
pela função  𝑓6(𝑢, 𝜃, 𝜔) nas regiões da placa com maiores deslocamentos para o carregamento dado 











𝑓1(𝑢, 𝜃, 𝜔) 𝑓2(𝑢, 𝜃, 𝜔) 
  
𝑓3(𝑢, 𝜃, 𝜔) 𝑓4(𝑢, 𝜃, 𝜔) 
  
𝑓5(𝑢, 𝜃, 𝜔) 𝑓6(𝑢, 𝜃, 𝜔) 












𝑓1(𝑢, 𝜃, 𝜔) 𝑓2(𝑢, 𝜃, 𝜔) 
  
𝑓3(𝑢, 𝜃, 𝜔) 𝑓4(𝑢, 𝜃, 𝜔) 
  
𝑓5(𝑢, 𝜃, 𝜔) 𝑓6(𝑢, 𝜃, 𝜔) 
Figura 6.5 – Comportamento das funções objetivo – Iteração j=8. 
 
Observa-se aqui que na iteração j=8 o comportamento da Função Objetivo 𝑓4(𝑢, 𝜃, 𝜔) sofre 
uma variação extremamente significativa em relação às apresentadas para as iterações anteriores. 
Isso acontece pelo fato da proposição de dano nessa iteração passar próximo ao ponto de aplicação 
de carregamento estático, essa característica pode ser melhor observada na visualização em 











𝑓1(𝑢, 𝜃, 𝜔) 𝑓2(𝑢, 𝜃, 𝜔) 
  
𝑓3(𝑢, 𝜃, 𝜔) 𝑓4(𝑢, 𝜃, 𝜔) 
  
𝑓5(𝑢, 𝜃, 𝜔) 𝑓6(𝑢, 𝜃, 𝜔) 
Figura 6.6 – Comportamento das funções objetivo – Iteração j=12 
 
Visualiza-se que na iteração j=12 a função objetivo 𝑓6(𝑢, 𝜃, 𝜔) apresenta picos na mesma 
região da placa quando o dano proposto esta próximo dos engastes, porém ainda distante da 


















𝑓1(𝑢, 𝜃, 𝜔) 𝑓2(𝑢, 𝜃, 𝜔) 
  
𝑓3(𝑢, 𝜃,𝜔) 𝑓4(𝑢, 𝜃,𝜔) 
  
𝑓5(𝑢, 𝜃,𝜔) 𝑓6(𝑢, 𝜃, 𝜔) 













𝑓1(𝑢, 𝜃, 𝜔) 𝑓2(𝑢, 𝜃, 𝜔) 
  
𝑓3(𝑢, 𝜃, 𝜔) 𝑓4(𝑢, 𝜃, 𝜔) 
  
𝑓5(𝑢, 𝜃, 𝜔) 𝑓6(𝑢, 𝜃, 𝜔) 
Figura 6.8 – Comportamento das funções objetivo – Iteração j=16. 
 
O processo na 16ª iteração atinge o critério de parada com erro mínimo 𝜖 (resíduo da Função 
Objetivo) de 2,79 x10-8 para a assinatura estrutural 𝑓1(𝑢, 𝜃, 𝜔) e de 2,90 x10
-8 para a assinatura 
estrutural 𝑓3(𝑢, 𝜃, 𝜔), muito semelhante.  
 
É visto pelo comportamento dessas funções objetivo na última iteração que a função 
𝑓3(𝑢, 𝜃, 𝜔), para esse exemplo, apresentou melhores resultados em termos de magnitude de 









A partir da 15ª iteração as Funções Objetivo 𝑓3(𝑢, 𝜃, 𝜔) e 𝑓4(𝑢, 𝜃, 𝜔) começam a 
predominar com baixos valores residuais, embora com distribuições distintas apesar de possuírem 
mesmas condições dadas ao problema. 
 
Para estas funções o máximo resíduo encontrado foi de 2,87x10-8 para a Função Objetivo 
𝑓3(𝑢, 𝜃, 𝜔) e de 2,12 x10
-12  para a Função Objetivo 𝑓4(𝑢, 𝜃, 𝜔), mais uma vez apresenta melhores 
resultados (menores resíduos) em relação à função 𝑓1(𝑢, 𝜃, 𝜔). 
 
Nas últimas iterações as Funções Objetivo 𝑓5(𝑢, 𝜃, 𝜔) e 𝑓6(𝑢, 𝜃, 𝜔)  ficam extremamente 
suave, muito mais para o uso da assinatura 𝑓6(𝑢, 𝜃, 𝜔), que inclusive admite um resíduo máximo 
de 6,0x10-15 em comparação ao erro máximo de 2,62x10-9 da  𝑓5(𝑢, 𝜃, 𝜔). 
 
Os gráficos das Figuras 6.3 a 6.8 mostram com precisão o comportamento das Funções 
Objetivo em termos dos resíduos gerados para cada elemento da placa, porém não mostra o 
caminhamento das proposições do dano e se na última iteração o problema obteve uma solução 
ótima ou quase ótima, localizando o dano real ou se aproximando deste. Para a solução deste 
problema foi implementada uma visualização em plano do caminhamento do dano e gradiente dos 
resíduos gerados pela Função Objetivo quando da atualização do modelo matemático. 
 
Os valores do resíduo gerado na placa é apresentado em gradiente de cores que permite nas 
Figuras 6.9 e 6.10, além de visualizar a atualização da localização do dano obtido por meio do 
método gradiente (GRAD), possibilita também observar a redução gradativa dos resíduos 𝜖 durante 












𝑓1(𝑢, 𝜃, 𝜔) 






𝑓2(𝑢, 𝜃, 𝜔) 










Ambas as assinaturas estruturais 𝑓1(𝑢, 𝜃, 𝜔) e 𝑓2(𝑢, 𝜃, 𝜔) convergiram para a aproximação 
do dano no elemento finito de número 156, mostrado nas Figuras 6.9 e 6.10 pela uniformização da 
placa na cor vermelha (menor valor da função objetivo 𝑓𝑜𝑏𝑗
𝑗 (𝜉)).  
 
Verifica-se que apesar do dano real ter sido encontrado com a convergência do problema 
na minimização da função objetivo, tanto para a assinatura 𝑓1(𝑢, 𝜃, 𝜔) quanto para a assinatura 
𝑓2(𝑢, 𝜃, 𝜔), resíduos permaneceram, mostrando que a função objetivo em sua última iteração 
(j=16), para este exemplo de validação, não atinge o seu mínimo igual a zero para todos os 
elementos, isso se deve à contaminação introduzida que simulam falhas na medição de dados, como 
as inseridas nas frequências naturais e deslocamentos e divido à sensibilidade da Função Objetivo 
à esses erros.  
 
As Figuras 6.11 e 6.12 apresentam os gradientes de cores e caminhamento dos danos 
















𝑓3(𝑢, 𝜃, 𝜔) 





𝑓4(𝑢, 𝜃, 𝜔) 
Figura 6.12 – Evolução do dano proposto – Iterações j=1, 5, 8, 12, 15 e 16 - (𝑓4) 
 
Nas duas Funções Objetivo, 𝑓3(𝑢, 𝜃, 𝜔) e 𝑓4(𝑢, 𝜃, 𝜔)  a proximidade da localização do dano 
proposto com o ponto de aplicação do carregamento insere uma interferência significativa. 
 
Mais uma vez o método de minimização, fazendo uso das Funções Objetivo, 𝑓3(𝑢, 𝜃, 𝜔) e 






𝑓5(𝑢, 𝜃, 𝜔) 






𝑓6(𝑢, 𝜃, 𝜔) 









Constata-se, portanto, que em casos semelhantes a esse problema o critério de parada deverá 
ser mais refinado, para que se permitam mais iterações, onde possivelmente o dano proposto com 
o uso das Funções Objetivo 𝑓5(𝑢, 𝜃, 𝜔) e 𝑓6(𝑢, 𝜃, 𝜔)  teria convergido para uma melhor solução. 
 
Contudo observa-se que todas as Funções Objetivo mostram-se capazes de serem 
implementadas, estas com diferentes comportamentos de atuação em relação às suas sensibilidades 
na obtenção de uma solução ótima para o problema, dessa forma escolhe-se para automação do 
processo e posteriormente análise comparativa dos exemplos estudados as funções 𝑓1(𝑢, 𝜃, 𝜔), 
𝑓3(𝑢, 𝜃, 𝜔) e 𝑓4(𝑢, 𝜃, 𝜔), respectivamente, devido aos seus resultados e características de formação 
matemática.  
 
6.2 – Avaliação das funções quocientes e posicionamento dos nós de monitoramento 
 
As funções 𝑓1(𝑢, 𝜃, 𝜔), 𝑓3(𝑢, 𝜃, 𝜔) e 𝑓4(𝑢, 𝜃, 𝜔), equações 4.35, 4.41 e 4.42, 
respectivamente apresentadas possuem arranjos matemáticos com utilização de quocientes em suas 
formulações o que leva a necessidade de da aplicação do parâmetro ε em seu denominador de modo 
não promover indefinição matemática que em caso das diferenças entre os valores intactos e 
danificados da translação ∆𝑢𝑧 e rotações ∆𝜃𝑥 e ∆𝜃𝑦 dos numeradores e também diferença entre as 
frequências naturais ∆𝜔 serem nulos. 
 
Para isso foi procedida a análise destas funções de modo a processá-las como o exemplo da 
Figura 6.2 sem contaminação dos dados para que seja possível analisar a potencialidades em não 
convergirem para uma indefinição matemática de divisão por zero. 
 
Ainda assim esta análise observa se durante o desenvolvimento e convergência dos resíduos 
das funções objetivo é possível o aparecimento de picos não desejáveis de valores devido a 
aproximação de seus parâmetros estáticos (numeradores) e dinâmicos (denominadores) a valores 




Outra análise realizada é a da influência do posicionamento dos nós de monitoramento na 
placa durante o processamento, de modo a observá-los quando posicionados colinearmente e não-
colinearmente. 
 
Ressalta-se que durante essas análises a função func contain que promove a contaminação 
contínua das funções objetivo foi desabilitada de modo a possibilitar a análise do domínio das 
funções quando a possibilidade de indeterminação matemática. 
 
6.2.1 – Nós de monitoramento colineares 
 
Neste exemplo de placa de 200 elementos, conforme já apresentado na figura 6.2, tomou-
se como pontos de monitoramento contínuo os nós de números 11, 54, 97, 140, 183 e 226, 
colinearmente posicionados, como mostrado na Figura 6.15. 
 
 
Figura 6.15 – Exemplo com nós colineares de monitoramento 
 
 A convergência dos resíduos nas funções objetivo são observadas na Figura 6.16 em que 
se observa que as funções 𝑓1(𝑢, 𝜃, 𝜔), 𝑓3(𝑢, 𝜃, 𝜔) e 𝑓4(𝑢, 𝜃, 𝜔), apesar de possuírem arranjos em 
quociente não apresentarem picos de valores em seu desenvolvimento apresentam e sim um 









Figura 6.16 – Convergência das funções objetivo – Monitoramento colinear 
 
Pode ser visto que a função 𝑓4(𝑢, 𝜃, 𝜔) mostra para esta análise a melhor convergência 
dentre as funções analisadas. Quanto a proximidade do nó de monitoramento em relação ao dano 
real observa-se que as funções 𝑓3(𝑢, 𝜃, 𝜔) e 𝑓4(𝑢, 𝜃, 𝜔) são as que melhor demonstram 






6.2.2 – Nós de monitoramento não-colineares 
 
O segundo exemplo utilizado para esta análise foi o de locação dos nós de monitoramento 
em posições não colineares, nós 21, 60, 101, 134, 142, 151 e  180, respectivamente, como mostra 
a Figura 6.17 de modo a observar as possíveis alterações nos resultados que essa modificação pode 
acarretar. 
 
Figura 6.17 – Exemplo com nós não-colineares de monitoramento 
 
Se observa na Figura 6.18 na convergência das funções resíduo com os posicionamentos 
dos nós não-colineares que mais uma vez as funções objetivo 𝑓1(𝑢, 𝜃, 𝜔), 𝑓3(𝑢, 𝜃, 𝜔) e 𝑓4(𝑢, 𝜃, 𝜔) 
apresentam melhores resultados de convergência. Denotam um comportamento padrão de redução 
dos valores dos resíduos gerados pelas funções ao passo que as demais funções objetivo apresentam 
diversas perturbações, ou seja, inúmeras variações no decaimento dos valores. 
 
Mais uma vez pode ser concluído que as funções com arranjo em quociente convergem de 









Figura 6.18 – Convergência das funções objetivo – Monitoramento não-colinear 
 
Constata-se também que a variação das frequências naturais de vibração ∆𝜔 variam bem 
menos em função do reposicionamento dos danos prognosticados que em relação à variação dos 
parâmetros estáticos ∆𝑢𝑧, ∆𝜃𝑥 e ∆𝜃𝑦, denotando que as funções objetivo com arranjo quociente 








6.3 – Calibração dos Parâmetros dos Métodos 
 
 Nos métodos de otimização, adiante aplicados aos exemplos deste trabalho: Levenberg-
Marquardt (LM), Colônia de Morcegos (CM), Davidon-Flecher-Powell (DFP) ou Broyden-
Flecher-Goldfarb-Shanno (BFGS) existem parâmetros constantes que necessitam ser estudados 
para que se atribua a esses valores de modo que o método de otimização alcance sua maior 
eficiência no processamento da estrutura. 
 
Dessa forma, para a obtenção do melhor valor de cada parâmetro no método de otimização 
pretendido, foi processada a estrutura com as características apresentadas no item 6.1 (Avaliação 
das Funções Objetivo) com variação gradual dos parâmetros inerentes a cada método e tomado o 
seu tempo de processamento para que se conseguisse o melhor valor, ou seja, o de melhor 
performance em termos de tempo computacional depreendido para solução do problema. 
 
No método Levenberg-Marquardt (LM), o avanço da iteração posterior depende do 
parâmetro ζLM (Eq. 5.13), que por sua vez é função das constantes τ e η, (Eq. 5,13 e 5.26), 
respectivamente. 
 
As Figuras 6.15 e 6.16 mostram, respectivamente, as eficiências do processamento da 
solução do problema de localização do dano e placa com a variação destas constantes, observando 





Figura 6.15 – Análise do parâmetro τ – Levenberg-Marquardt. 
 
 
Figura 6.16 – Análise do parâmetro η – Levenberg-Marquardt. 
O método de otimização bio-inspirado por Colônia de Morcegos (CM) em sua formulação 
baseada no comportamento da espécie, como já citado anteriormente, se utiliza de três parâmetros 
que caracterizam a atuação de cada indivíduo durante a caçada (busca do dano): A inércia do 
indivíduo, representada pelo parâmetro 𝑘0, que possibilita os indivíduos voarem com velocidades 
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distintas; E os parâmetros 𝑘1 e 𝑘2 que representam as experiências dos indivíduos em caçadas de 
modo solo e em bando, respectivamente (Eq. 5.29 e 5.32). 
 
A Figura 6.17 mostra a potencialidade dos parâmetros 𝑘0,  𝑘1 e 𝑘2 quando analisados 
isoladamente onde se obtém como valores otimizados  𝑘2 = 0,2 e  𝑘0 =  𝑘1 = 0,5. 
 
 
Figura 6.17 – Análise dos parâmetros  𝑘0,  𝑘1 e  𝑘2 – Colônia de Morcegos. 
 
Os métodos Davidon-Flecher-Powell (DFP) e Broyden-Flecher-Goldfarb-Shanno (BFGS) 
diferem em seu algoritmo apenas pelas funções das aproximadas de suas hessianas, como pode ser 
observado nas Equações 5.40 e 5.41, respectivamente. Assim, o parâmetro 𝛽𝑖, composto por 𝛽𝑥 e 
𝛽𝑦 que geram o passo 𝒑𝑖, segundo a equação 5.37 são iguais para esses dois últimos métodos de 
















6.3 – A Automação do Processo 
 
Foi desenvolvido o algoritmo denominado SISNIDE – Sistema Numérico de Identificação 
de Danos em Estruturas, desenvolvido na plataforma numérica do MATLAB® de forma a 
automatizar o processo de convergência com a atualização constante do modelo numérico a que se 
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aplica as Funções Objetivo e o método de busca (otimização), possibilitando a variação entre estes 
permitindo uma análise comparativa de eficiência.  
 
O SISNIDE permite gerenciar a atualização do modelo numérico estrutural desenvolvido 
no software ANSYS® de maneira que seja auto implementado o dano dentro da malha da placa 
definida e modificá-lo automaticamente por meio da rotina que define o novo posicionamento do 
dano prognosticado, para que assim possa constantemente obter novos dados atualizados das 
informações e respostas estáticas, translações e rotações, e modais como as frequências naturais de 
vibração. 
 
Ainda o SISNIDE permite que se possa ajustar alguns dados que na solução do Problema 
Inverso devem ser constantemente corrigidos de forma se adaptar para a obtenção da melhor 
solução possível, como por exemplo variáveis de calibração particulares de cada método de 
otimização utilizado.  
 
Da mesma forma no SISNIDE é capaz de se definir o número de frequências naturais a se 
trabalhar; Refinar as possibilidades de proporção de dano interno, ou severidade do dano, 𝛼𝑖; 
Alterar a tolerância de análise para que possa reduzir a magnitude do resíduo e assim se estender o 
critério de parada para obtenção de resultados mais satisfatórios; Habilitar ou não a coleta de 
rotações na placa para composição das Funções Objetivo; Escolher o tipo de método de otimização, 
como: Levenberg-Marquardt (LM), Colônia de Morcegos (CM), Davidon-Flecher-Powell (DFP) 
ou Broyden-Flecher-Goldfarb-Shanno (BFGS);  Escolher a Função Objetivo que se queira 
trabalhar e selecionar os nós da malha que queira analisar durante o processo.. 
 
 
A Figura 6.19 mostra, de forma ilustrativa, o modo geral de operação do SISNIDE, onde os 
dados de entrada são inicialmente pré-processados pelo programa principal no MATLAB®, 
comandando automaticamente o processamento da estrutura pelo software ANSYS® e recebendo 
após os dados de saída da análise do ANSYS® que por sua vez são trabalhados novamente pelo 
MATLAB® como uso da Função Objetivo e com o método de otimização (busca do dano) 
previamente determinados. Caso os dados de saída não atendam a solução ótima esperada o 
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MATLAB® se encarrega de alterar e alimentar o ANSYS® com as novas características da estrutura 
que será mais uma vez processada e a operação assim se repete até que se obtenha uma solução 












7 – EXEMPLOS E ANÁLISE DOS RESULTADOS. 
 
Nos exemplos apresentados busca-se analisar o comportamento das diversas Funções 
Objetivo em cada caso, observando suas respectivas sensibilidades, eficiências para os métodos de 
busca aplicados: Levenberg-Marquardt (LM), Colônia de Morcegos (CM), Davidon-Flecher-





Todos os exemplos tratam de placas em aço com módulo de elasticidade de 2,05 x 108 
kN/m², peso específico de 77 kN/m³ e coeficiente de Poisson de 0.3. Apesar de apresentarem ao 
longo dos exemplos geometrias diferenciadas as placas possuem espessuras invariáveis e iguais a 
0.05 m. As condições de contorno e localização da aplicação das cargas nodais de 5 kN são expostas 
em cada exemplo.  
 
Para cada um dos quatro exemplos é realizada uma combinação entre os quatro métodos de 
otimização utilizados para a solução do problema, juntamente as três funções que se apresentaram 
com maior eficiência, 𝑓1(𝑢, 𝜃, 𝜔),  𝑓3(𝑢, 𝜃, 𝜔) e 𝑓4(𝑢, 𝜃, 𝜔) como descrito na Figura 7.1. 
 
Em todos os exemplos as frequências naturais e deslocamentos foram contaminados com 
ruídos da ordem de até 4,5% de seus valores originais, segundo a formulação apresentada no item 
































Figura 7.1 – Possíveis combinações de métodos de busca e função objetivo 𝑓n(𝑢, 𝜃, 𝜔) 
























𝑓n(𝑢, 𝜃, 𝜔) Método de Busca 01 a 04 
𝐵𝐹𝐺𝑆 
𝑓4(𝑢, 𝜃, 𝜔) 
 
𝑓1(𝑢, 𝜃, 𝜔) 
 
𝑓3(𝑢, 𝜃, 𝜔) 
 
𝑓4(𝑢, 𝜃, 𝜔) 
 
𝑓1(𝑢, 𝜃, 𝜔) 
 
𝑓3(𝑢, 𝜃, 𝜔) 
 
𝑓4(𝑢, 𝜃, 𝜔) 
 
𝑓1(𝑢, 𝜃, 𝜔) 
 
𝑓3(𝑢, 𝜃, 𝜔) 
 




7.1 – Exemplo 01 
 
Este primeiro exemplo traz uma placa quadrada de 0.5 x 0.5 m, simplesmente engastada em 
um de seus lados. A placa está discretizada em elementos quadriláteros isoparamétricos em uma 
malha de 400 elementos com 0.05 m de espessura.  
 
A Figura 7.2 mostra o exemplo a ser analisado na busca do dano real internamente 
localizado, a priori desconhecido. 
 
 
Figura 7.2 – Geometria do Exemplo 01 com indicação do posicionamento do dano real. 
 
A Figura 7.3 traz a distribuição dos elementos na geometria, suas conectividades, condições 
de apoio, localização do dano real, a priori desconhecido constante no elemento 327 e as cargas 
aplicadas nos nós 10 e 430, respectivamente.  
 
Como colocado anteriormente, o SISNIDE possibilita determinar previamente os nós que 
serão monitorados durante o processo de otimização, podendo da mesma forma se configurar para 
o monitoramento por meio de todos os nós da placa, contudo, neste exemplo foram selecionados 
como nós de monitoramento, ou seja, aqueles que expressarão os valores das Funções Objetivo, os 
nós linearmente distribuídos entre os nós de números 10 e 430, arranjados paralelamente ao lado 
engastado, com o intuito de observar, especificamente neste exemplo a sensibilidade destes, mesmo 





Figura 7.3 – Elementos, conectividades, condições de apoio, cargas aplicadas e nós 
monitorados - Exemplo 01 
 
 
São apresentadas as simulações de busca ao dano localizado no elemento 327 com 0,03 m 
de espessura, ou seja, com uma severidade 𝛼 de 40%. 
 
7.1.1 – Levenberg-Marquardt (LM) 
 
A Figura 7.4 mostra o desenvolvimento dos valores da Função Objetivo 𝑓1(𝑢, 𝜃, 𝜔) nos nós 
monitorados ao longo das 92 iterações necessárias para que encontrasse a solução ótima com um 








Figura 7.4 – Desenvolvimento dos valores de 𝑓1(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 01 – 
(LM) 
 
Observa-se no gráfico da Figura 7.4 que a proximidade do dano (Elemento 327) à borda, 
ver Figura 7.3, faz com que durante o processo de otimização pelo método Levenberg-Marquardt 
utilizando a Função Objetivo 𝑓1(𝑢, 𝜃, 𝜔) se obtém maiores valores ao contrário do encontrado no 
lado oposto da placa, distante do dano real, onde se gera menores valores dos resíduos. 
 
Por conta da contaminação dos dados, de forma a melhor simular um caso prático real, o 
comportamento gráfico sofre uma perturbação na sua evolução (setas azul e branca) durante as 
iterações e consequente busca da melhor solução, contudo, o método e a Função Objetivo, 
conjuntamente, se mostram robustos suficientemente de maneira a não permitir uma localização 
não satisfatória ao dano real. 
Nós monitorados 
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A Figura 7.5 mostra a evolução das variáveis independentes 𝑥,  𝑦  e  𝑡 que representam as 
coordenadas do ponto médio da localização do dano e sua espessura (nível de severidade), 
respectivamente demonstradas em uma relação das variáveis prognosticadas, ou simuladas e as 
variáveis do dano real. Percebe-se então a convergência de todas as variáveis para valores próximos 
a unidade, na iteração de número 91, representando, assim, a máxima aproximação  que os valores 
prognosticados têm em relação aos seus respectivos valores reais. 
 
 
Figura 7.5 – Evolução das variáveis independentes - (LM) - 𝑓1(𝑢, 𝜃, 𝜔) -  Exemplo 01 
 
É possível se observar na Figura 7.5 que o método Levenberg-Marquardt (LM), aplicado à 
Função objetivo 𝑓1(𝑢, 𝜃, 𝜔) desenvolve um padrão de evolução no que diz respeito aos valores de 
as coordenadas (x; y) do dano prognosticado em relação às mesmas coordenadas do dano real. 
Nota-se que esse padrão se altera quando sua variável de calibração, η, é modificado, alterando 
com isso o número de iterações necessárias para que se atinja a solução ótima do problema, 
contudo, conforme demonstrado na Figura 6.16, foi utilizado o parâmetro η de forma a se obter 




Da mesma forma, aplica-se o método Levenberg-Marquardt (LM) agora à Função Objetivo 
𝑓3(𝑢, 𝜃, 𝜔) em que se obtém os valores dos resíduos como o apresentado na Figura 7.6. 
 
 
Figura 7.6 – Desenvolvimento dos valores de 𝑓3(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 01 – 
(LM) 
 
O desenvolvimento dos valores da Função Objetivo 𝑓3(𝑢, 𝜃, 𝜔) preserva características 
semelhantes às observadas quando aplicada a Função Objetivo 𝑓1(𝑢, 𝜃, 𝜔), como visto na Figura 
7.4. Mantendo-se os mesmos nós selecionados para o monitoramento durante as iterações, verifica-
se que nos nós mais próximos do dano real, elemento 327, os valores de resíduos atingidos pela 
Função Objetivo são maiores, podendo caracterizar assim, uma determinação de maior 
sensibilidade e possível localização em uma região da placa. 
 





As semelhanças citadas quanto aos gráficos das Figuras 7.4 e 7.6 se dá novamente em 
relação às perturbações no padrão de desenvolvimento, como pode novamente ser visto nas setas 
que indicam a inversão da apresentação dos resíduos. A aleatoriedade da contaminação inserida 
traz em certa iteração queda nos resíduos que se apresentam com maiores valores ao mesmo 
momento (iteração) em que nas regiões mais afastadas (nós de monitoramento) que apresentavam 
comportamento mais suave uma descontinuidade é gerada, contudo, mais uma vez superada pelo 
método. 
 
Assim, se confirma que a proximidade dos nós monitorados, nós escolhidos previamente 
para expressarem os valores dos resíduos gerados pelas Funções Objetivo, trazem maior 
sensibilidade em seus resultados se comparados com os nós monitorados que se encontram mais 
afastados do nó que contém o dano real, isso possibilita uma pré-definição de um local com grandes 
chances de localização do dano real. 
 
A solução ótima é atingida em um número menor de iterações (83 iterações) com erro médio 
de 7,30x10-1 entre os nós monitorados, maior que o encontrado quando utilizada a Função Objetivo 
𝑓1(𝑢, 𝜃, 𝜔). 
 A evolução das variáveis independentes aplicadas à Função Objetivo 𝑓3(𝑢, 𝜃, 𝜔), 
mostradas na Figura 7.7 assumem comportamento semelhante às obtidas quando utilizadas a 
Função Objetivo 𝑓1(𝑢, 𝜃, 𝜔), mostrando com isso a dependência da resposta obtida em função do 





Figura 7.7 – Evolução das variáveis independentes - (LM) - 𝑓3(𝑢, 𝜃, 𝜔) -  Exemplo 01 
 
Já utilizando a Função Objetivo 𝑓4(𝑢, 𝜃, 𝜔) a solução ótima é atingida com apenas 35 
iterações, número bem menor que os resultados anteriormente apresentados, mostrando ser, no 
processo de otimização pelo método Levenberg-Marquardt, a de melhor potencial de convergência, 
inclusive apresentando erro médio entre os nós monitorados de  1,31x10-7, sendo uma combinação 
método de otimização (LM) e Função Objetivo (𝑓4(𝑢, 𝜃, 𝜔)) de elevada robustez em problemas 





Figura 7.8 – Desenvolvimento dos valores de 𝑓4(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 01 – 
(LM) 
 
Os valores apresentados para a Função Objetivo 𝑓4(𝑢, 𝜃, 𝜔) nos nós monitorados atingem 
já nas primeira iterações valores baixos, como pode ser visto pela grande região de suavidade na 
superfície do gráfico da Figura 7.8, contudo, o comportamento de grandes valores da função se 
mantém na iterações seguintes nas áreas dos nós próximos ao dano real, como mencionado 
anteriormente, refletindo numa sensibilidade do método quanto a proximidade do dano, 
caracterizando, pelo observado na aplicação das demais funções, 𝑓1(𝑢, 𝜃, 𝜔) e 𝑓3(𝑢, 𝜃, 𝜔), que se 
trata uma característica inerente do método e não da Função Objetivo aplicada. 
 
Observa-se (seta branca) durante as iterações na região de maior suavidade, especificamente 
entre as iterações 20 e 21, uma variação abrupta do comportamento gráfico, isso se deve ao desvio 




𝑓4(𝑢, 𝜃, 𝜔) 
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Esse comportamento pode ser analisado também no gráfico da Figura 7.9 onde nestas 
mesmas iterações (i=20 e 21) a relação entre valores simulados e valores reais assumem os maiores 
resultados do gráfico. 
 
Na iteração de número 20, onde o dano prognosticado assume o elemento de número 400, 
a coordenada x e a espessura (severidade) do dano t assumem valores mais afastados do ideal, ou 
seja, mais afastados dos valores unitários, enquanto na iteração seguinte, i=21, a coordenada y 
passa a assumir essa maior diferença. 
 
 
Figura 7.9 – Evolução das variáveis independentes - (LM) - 𝑓4(𝑢, 𝜃, 𝜔) -  Exemplo 01 
 
A evolução da convergência das variáveis independentes da Figura 7.9 mostra um padrão 
de variação para as modificações das coordenadas médias x, y do dano simulado com uma variação 
linear e uma queda na relação (.)simulado/(.)real por volta da trigésima iteração (i >30). 
 
Em algumas iterações seguintes (i = 34) é que ambos os valores alcançam a relação valor 
simulado/valor real ((.)simulado/(.)real) próximo a 1, como mencionado, atinge-se então, nesta 




7.1.2 – Colônia de Morcegos (CM) 
 
Na aplicação do método de otimização pelo processo bio-inspirado de Colônia de 
Morcegos, para este exemplo, foi adotado 4 (quatro) indivíduos na busca da presa (dano real). 
Como visto na Figura 7.10 o comportamento da Função Objetivo 𝑓1(𝑢, 𝜃, 𝜔) é semelhante ao 
obtido pela mesma Função Objetivo com o método Levenberg-Marquardt, inclusive gerando 
maiores valores nos nós monitorados próximos ao dano real. 
 
Para esta Função Objetivo a solução ótima foi obtida com apenas 52 iterações com erro 
médio de 2,19x10-01 utilizando-se dos mesmos nós monitorados aplicados no método de otimização 
anterior (nós 10 a 430), Figura 7.3. 
 
 
Figura 7.10 – Desenvolvimento dos valores de 𝑓1(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 01 
– (CM) 
 
𝑓1(𝑢, 𝜃, 𝜔) 
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Uma característica do comportamento dos resíduos gerados apresentadas pelo método bio-
inspirado de colônia de morcegos é que quando aplicado à Função Objetivo 𝑓1(𝑢, 𝜃, 𝜔) gera regiões 
bem menos suaves que as apresentadas no método anterior e se comparadas a esse método (CM) 
aplicado às demais Funções Objetivo 𝑓3(𝑢, 𝜃, 𝜔) e 𝑓4(𝑢, 𝜃, 𝜔). 
 
Como o método Colônia de Morcegos (CM) foi aqui empregado com múltiplos indivíduos 
(n=4) optou-se, por simplificação de interpretação dos resultados, ao invés de apresentar a evolução 
das variáveis independentes: x, y e t, registrar o rastreamento das posições do melhor morcego em 
cada iteração até que um dos indivíduos (morcegos) do bando encontre sua presa (dano real), 
demonstrando assim, o caminho percorrido durante o processamento, Figura 7.11. 
 
 
Figura 7.11 – Rastreamento das posições prognosticadas dos melhores indivíduos de 




Na Figura 7.11 pode-se observar o posicionamento do melhor morcego com o registro da 
iteração no ponto de sua localização, representando uma possível solução para o problema. 
Observa-se também que nas últimas iterações o melhor morcego começa a “sobrevoar” uma região 
mais restrita ou chamada aqui de sub-região (delimitada pela área da elipse) até que na iteração de 
número 52, destacada pelo círculo, é atingido pelo melhor indivíduo dentre os quatro morcegos 
lançados inicialmente encontrando a solução ideal do problema. 
 
Quando utilizada a Função Objetivo 𝑓3(𝑢, 𝜃, 𝜔) o processo de otimização por Colônia de 
Morcegos (CM) mostra-se um pouco mais eficiente na obtenção da solução ótima, atingindo esta 
com 48 iterações com erro final médio de 8,98x10-01, apresentando características semelhantes, já 
discutidas no desenvolvimento dos valores das Funções Objetivo, a respeito da localização do dano 
e dos nós monitorados escolhidos. 
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Contudo a Função Objetivo 𝑓3(𝑢, 𝜃, 𝜔) , apesar de manter as mesmas características de 
desenvolvimento dos resíduos gerados, apresenta menores descontinuidades decorrentes das 
contaminações por erros aleatoriamente aplicados, como pode ser visto nas setas na Figura 7.11. 
 
 
Figura 7.13 – Rastreamento das posições prognosticadas dos melhores indivíduos de 
𝑓3(𝑢, 𝜃, 𝜔) e respectiva iteração – Exemplo 01 – (CM) 
 
É observado na Figura 7.13 que a Função Objetivo 𝑓3(𝑢, 𝜃, 𝜔) apresenta melhores 
resultados na busca do dano, pois as regiões afastadas do dano real (Elemento 327) sequer foram 
“sobrevoadas”, ou seja, tomadas como região de localização do dano prognosticado, concentrando 
seus melhores indivíduos em uma determinada região da placa. Ainda se nota que a chamada sub-
região de aproximação delimitada mais uma vez pela elipse, é menor que a estabelecida pelos 
resultados da Função Objetivo anterior, 𝑓1(𝑢, 𝜃, 𝜔), essa redução da região de possíveis 
localizações do dano real fez como que o número de iterações também fosse reduzido, mostrando 
uma maior eficiência da Função Objetivo 𝑓3(𝑢, 𝜃, 𝜔) em relação à Função Objetivo 𝑓1(𝑢, 𝜃, 𝜔). 
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Quando utilizada a Função Objetivo 𝑓4(𝑢, 𝜃, 𝜔) a eficiência do processo de otimização por 
Colônia de Morcegos mostra-se ainda maior que as já utilizadas para o Exemplo 01, pois consegue 
alcançar a solução ótima com apenas 30 iterações e um erro médio de apenas 2,86x10-07, 
apresentando com isso a Função Objetivo 𝑓4(𝑢, 𝜃, 𝜔) como a melhor para a solução do problema 
conjuntamente com o método de otimização por Colônia de Morcegos. 
 
 
Figura 7.14 – Desenvolvimento dos valores de 𝑓4(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 01 
– (CM) 
 
Apesar dos valores da Função Objetivo 𝑓4(𝑢, 𝜃, 𝜔) manterem características apresentadas  
anteriormente em relação aos valores das Funções Objetivo anteriores esta é a que melhor apresenta 
os resultados obtidos pelo método bio-inspirado de Colônia de Morcegos para o exemplo, ou seja, 
apresentando perturbações pontuais devido à contaminações dos dados (setas azul e branca) e 








Figura 7.15 – Rastreamento das posições prognosticadas dos melhores indivíduos de 
𝑓4(𝑢, 𝜃, 𝜔) e respectiva iteração – Exemplo 01 – (CM) 
 
A Figura 7.15 mostra que a Função Objetivo 𝑓4(𝑢, 𝜃, 𝜔) fez no processo de otimização por 
Colônia de Morcegos tomar “vôos” definição da locação dos danos prognosticados inicialmente 
em áreas distintas das estabelecidas quando utilizadas as Funções Objetivo 𝑓1(𝑢, 𝜃, 𝜔) e 
𝑓3(𝑢, 𝜃, 𝜔), apesar de ter conseguido a finalização do problema com um menor percurso que as 
outras duas anteriores, inicialmente tomou danos prognosticados mais esparsos que os apresentados 
pelas outras duas funções 𝑓1(𝑢, 𝜃, 𝜔) e 𝑓3(𝑢, 𝜃, 𝜔), mostrando que a concentração ou dispersão dos 
danos prognosticados obtidos pelos melhores indivíduos do bando está diretamente ligada à Função 







7.1.3 – Davidon-Flecher-Powell (DFP) 
 
Com a aplicação do método de otimização por Davidon-Flecher-Powell (DFP) ainda para 
o exemplo 01, se verifica que a solução ótima foi atingida em apenas 19 iterações, com um erro 
médio de 6,87x10-2, mostrando ser o melhor método para aplicação da Função Objetivo 𝑓1(𝑢, 𝜃, 𝜔) 
para este exemplo. 
 
A Figura 7.16 mostra a mesma peculiaridade observada nos gráficos de desenvolvimento 
das Funções Objetivo anteriores onde na região do dano com proximidade aos nós de 
monitoramento os valores da Função Objetivo são mais sensíveis em relação aos demais pontos, 
podendo com isso, denotar, com a análise do comportamento do gráfico, uma pré-locação do dano 
numa região ainda a ser refinada. 
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Durante as iterações os danos prognosticados, mais especificamente nas iterações de números 6 e 
12 assumiram localizações muito afastadas (elementos 198 e 25, respectivamente) das posições 
que vinham assumindo em relação ao dano real (localizado no elemento de número 327), em 
reflexo a isso os nós monitorados mais afastados em relação ao dano real captaram, nessas 
iterações, uma mudança de comportamento por esse desvio da tendência de localização do dano 
prognosticado, sendo corrigido nas iterações sucessivas. 
 
A Figura 7.17 mostra a seguir a evolução na convergência das variáveis independentes de 
localização do dano real. Percebe-se que na iteração de número 6 (i = 6) a coordenada x de 
localização do dano prognosticado se afastou muito do seu valore real, sendo a responsável pelo 
posicionamento mais afastado do dano proposto. Já na iteração de número 12 (i = 12), as três 
variáveis não atingiram seus valores máximos de afastamentos em relação aos seus respectivos 
valores reais, contudo, as três variáveis, coordenadas x, y e severidade do dano t, tomaram, neste 
momento (i = 12), valores afastados dos seus respectivos valores de referência, gerando o segundo 
pico de perturbação observado na Figura 7.16. 
 
 






Aplicando a Função Objetivo 𝑓3(𝑢, 𝜃, 𝜔) o desenvolvimento dos valores desta função são 
expressos pela Figura 7.8. 
 
A solução ótima foi atingida localizando o dano real, contudo, o método Davidon-Flecher-
Powell (DFP) não foi o que apresentou a melhor performance de processamento pois necessitou de 
86 iterações com um erro médio não dos menores, 7,58x10-1.  
 
 
Figura 7.18 – Desenvolvimento dos valores de 𝑓3(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 01 
– (DFP) 
 
Apesar de não ter sido a combinação Método e Função Objetivo de melhor performance, 
mostra-se no desenvolvimento dos valores de função 𝑓3(𝑢, 𝜃, 𝜔) uma sensibilidade em gerar uma 
perturbação no padrão de sua distribuição exatamente nos pontos de aplicação das cargas nodais. 
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Ainda percebe-se na mesma Figura 7.18 que a perturbação mais significativa encontra-se 
justamente no ponto de aplicação da carga mais próxima do dano real (seta azul), possibilitando a 
dedução da potencialidade da captura da interferência da carga em proximidade ao dano real a ser 
localizado. Essa dedução se consolida ainda mais por saber que as cargas deste exemplo são 
simetricamente posicionadas em relação à geometria da placa e de mesma magnitude. 
 
A evolução das variáveis independentes é dada na Figura 7.19 a seguir, mostra a busca 




Figura 7.19 – Evolução das variáveis independentes - (DFP) - 𝑓3(𝑢, 𝜃, 𝜔) -  Exemplo 01 
 
Das três Funções Objetivo aplicadas ao método de otimização Davidon-Flecher-Powell 
(DFP), a Função Objetivo 𝑓4(𝑢, 𝜃, 𝜔) foi a que menor potencialidade apresentou, sendo necessárias  
exatas 126 iterações para que encontrasse a solução ótima do problema, apesar de ter gerado um 






Figura 7.20 – Desenvolvimento dos valores de 𝑓4(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 01 
– (DFP) 
Observa-se na Figura 7.20 que a Função Objetivo 𝑓4(𝑢, 𝜃, 𝜔) não possui a mesma 
sensibilidade em identificar a carga próxima ao dano real como apresentado pela  𝑓3(𝑢, 𝜃, 𝜔) para 
o mesmo método. Nota-se então que a perturbação (seta azul) não corresponde nem a aplicação de 
uma das cargas nodais tampouco a região de localização do dano real e sim a pior localização do 
dano prognosticado ao longo das iterações (elemento 57), ou seja, o mais afastado dentre os 












A Figura 7.21 mostra a evolução das variáveis independentes para a Função Objetivo 
𝑓4(𝑢, 𝜃, 𝜔). 
 
Figura 7.21 – Evolução das variáveis independentes - (DFP) - 𝑓4(𝑢, 𝜃, 𝜔) -  Exemplo 01 
 
7.1.4 – Broyden-Flecher-Goldfarb-Shanno (BFGS); 
 
Por fim, no empego dos métodos de otimização do exemplo 1 utiliza-se o método Broyden-
Flecher-Goldfarb-Shanno (BFGS). Em relação aos métodos anteriores para o problema de 
localização de danos em placas este foi o que necessitou de um número maior de iterações para 
alcançar a solução ótima do problema, 109 iterações quando aplicada a Função Objetivo 
𝑓1(𝑢, 𝜃, 𝜔). 
 
O desenvolvimento da Função Objetivo 𝑓1(𝑢, 𝜃, 𝜔) para os mesmos nós monitorados nos 
métodos anteriores apresenta, na Figura 7.22, um comportamento distinto do observado até o 





Figura 7.22 – Desenvolvimento dos valores de 𝒇1(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 01 
– (BFGS) 
O método se mostra bastante sensível nas regiões próximo às bordas livres, ou seja, 
próximos aos nós monitorados de números 10 e 430, ver Figura 7.3. Tanto a aplicação das cargas 
estáticas, quanto as contaminações aplicadas podem ser causas geradoras de tamanha 
descontinuidade gráfica apresentada, contudo, mesmo após 109 iterações, aqui se mostra não ser o 
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A evolução das variáveis aleatórias x, y, e espessura t, são mostradas na Figura 7.23 a seguir. 
Observa-se que a variável que representa a coordenada y em quase todo o processamento teve seu 
valor simulado ou prognosticado abaixo do seu respectivo valor real o passo que a coordenada x 
em quase todas as iterações mostra-se com valores prognosticados longe de seu valor real, o que 
juntamente com as demais variáveis independentes aproximam-se de uma convergência apenas nas 




Figura 7.23 – Evolução das variáveis independentes - (BFGS) - 𝑓1(𝑢, 𝜃, 𝜔) -  Exemplo 01 
 
Alterando e processando a estrutura com a Função Objetivo 𝑓3(𝑢, 𝜃, 𝜔), observa-se que o 
comportamento dos valores dessa função ao longo do processamento gera uma perturbação na 
iteração de número 66 (Seta azul), devido ao dano prognosticado, nesta iteração, se dar muito 
próximo ao ponto de aplicação da carga estática, (tomado no elemento 352) e apresentando uma 
maior suavidade na superfície da função, quando retomado os danos prognosticados mais próximos 
ao real, Figura 7.24, até convergir para a solução ótima, necessitando de um maior número de 





Figura 7.24 – Desenvolvimento dos valores de 𝑓3(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 01 
– (BFGS) 
 
O desenvolvimento das variáveis da Função Objetivo 𝑓3(𝑢, 𝜃, 𝜔) apresenta-se na Figura 
7.25 muito semelhante ao observado na Função Objetivo 𝑓1(𝑢, 𝜃, 𝜔), mostrando ser uam 
característica proveniente do método BFGS.  
 






Figura 7.25 – Evolução das variáveis independentes - (BFGS) - 𝑓3(𝑢, 𝜃, 𝜔) -  Exemplo 01 
 
Por fim, no exemplo 1, aplica-se a Função Objetivo 𝑓4(𝑢, 𝜃, 𝜔) onde na Figura 7.26 se vê 
ao longo das 164 iterações necessárias uma suavidade em quase todos os valores apresentados, 
salvo em 3 iterações específicas que demonstraram perturbações fora do padrão nos trechos de 
aplicação de carga, isso pelo fato de nestas iterações (116, 126 e 155) os danos prognosticados 
estavam localizados próximos às cargas estáticas aplicadas, no caso da iteração número 116 que 
tem como dano prognosticado o elemento de número 29, próximo ao nó 10 e analogamente a 
iteração de número 126 que tem como dano prognosticado o elemento 389, também muito próximo 
ao nó carregado de número 430. 
 
Já na iteração de número 155 o pico de resíduo observado se dá pelo fato de ser a pior 
localização do dano prognosticado das iterações realizadas, admitindo o dano no elemento 76, ou 





Figura 7.26 – Desenvolvimento dos valores de 𝑓4(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 01 
– (BFGS) 
 
A evolução das variáveis independentes continua mantendo praticamente o mesmo 
desenvolvimento que nas Funções Objetivo anteriormente aplicadas a esse método, Figura 7.27, se 
confirmando como característica do método BFGS. 
 






Figura 7.27 – Evolução das variáveis independentes - (BFGS) - 𝑓4(𝑢, 𝜃, 𝜔) -  Exemplo 01 
 
7.1.5 – Análise de Eficiência – Exemplo 01 
 
A Figura 7.28 mostra as iterações necessárias para cada método utilizando as três Funções 
Objetivo durante cada processo de solução do problema do exemplo 01. 
 
Figura 7.28 – Análise de eficiência -  Exemplo 01 
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Observa-se no exemplo 01 que a Função Objetivo 𝑓4(𝑢, 𝜃, 𝜔)  mostrou-se mais eficiente 
em termos de tempo de processamento para os métodos de otimização LM e CM, justamente o 
inverso quando se observado os métodos DFP e BFGS, inclusive a Função Objetivo 𝑓1(𝑢, 𝜃, 𝜔) 
aplicada ao método DFP atingiu a solução ótima do problema em apenas 19 iterações. 
 
Em linhas gerais, para o exemplo 01 o método bio-inspirado de colônia de morcegos se 
mostrou o mais eficiente se comparado na maioria dos métodos aplicados, com significativa 
diferença em número de iterações. 
 
A respeito à eficiência na sensibilidade quanto a proximidade dos nós, continuidade do 
processo quanto à dados contaminados e à perturbações dos resultados quando o dano 
prognosticado se encontra próximo tanto aos nós de monitoramento, quanto aos nós carregados, 
todos os métodos se mostraram possuir a mesma eficiência para o exemplo aplicado. 
 
É notada também a sensibilidade obtida pelo nó monitorado quando neste está sendo 
aplicado um carregamento estático. 
   
7.2 – Exemplo 02 
 
O segundo exemplo tem como objetivo verificar a aplicabilidade da solução do Problema 
Inverso de identificação de danos em placas com geometria composta, de modo a observar a 
capacidade e sensibilidade dos métodos de busca em atingir a solução ótima do problema. 
 
No exemplo 02 é utilizada uma geometria em “L” composta por 310 elementos finitos com 
espessura uniforme de 0.05 m de espessura. 
 
A Figura 7.29 mostra o exemplo a ser analisado na busca do dano real internamente 





Figura 7.29 – Geometria do Exemplo 02 com indicação do posicionamento do dano real. 
 
A Figura 7.30 mostra a distribuição dos elementos na geometria composta em “L” bi-
engastada, suas conectividades, a localização do dano real, a priori desconhecido constante no 
elemento 116 com 0.005 m de espessura (nível de severidade), ou seja, 10% da espessura do 





Figura 7.30 – Elementos, conectividades, condições de apoio, cargas aplicadas e nós 









7.2.1 – Levenberg-Marquardt (LM) 
 
A Função Objetivo 𝑓1(𝑢, 𝜃, 𝜔) demonstrou grande potencial de convergência, como pode 
ser observado na Figura 7.31 onde já nas primeiras iterações os valores reduziram 
significativamente deixando a superfície gerada a partir dos valores da função obtidos pelos nós 
monitorados ao longo das iterações bastante suave e regular, convergindo para a solução ótima 
com um erro médio entre os nós monitorados de 1,01x10-04. 
 
Certamente as iterações necessárias, mesmo após baixos valores da Função Objetivo se 
deve ao fato da geometria composta da estrutura, o que requisita mais o reposicionamento do dano 
prognosticado dentro do domínio factível quando este é admitido fora do plano da placa. Uma vez 
esse posicionamento sendo estabelecido fora do domínio factível da estrutura um novo 
reposicionamento é realizado pela subrotina penalty do programa SISNIDE.  
 
 




𝑓1(𝑢, 𝜃, 𝜔) 
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O valor gráfico identificado com a seta azul mostra o pior posicionamento durante as 
iterações, ou seja, o dano prognosticado mais afastado (elemento 22) em relação ao elemento 
realmente danificado (elemento 116). 
 
A evolução das variáveis de localização e magnitude do dano se desenvolvem segundo o 
mostrado na Figura 7.32 em que se observa neste caso que a coordenada y durante o processo de 
otimização assume em quase todo o tempo valores prognosticados ou simulados acima do valor 




Figura 7.32 – Evolução das variáveis independentes - (LM) - 𝑓1(𝑢, 𝜃, 𝜔) -  Exemplo 02 
 
O desenvolvimento da Função Objetivo 𝑓3(𝑢, 𝜃, 𝜔) para os nós monitorados é muito 
semelhante os obtido quando aplicada a Função objetivo 𝑓1(𝑢, 𝜃, 𝜔) no método Levenberg-
Marquardt, apesar que na Função 𝑓3(𝑢, 𝜃, 𝜔) apresentar-se com uma suavidade na superfície 
ligeiramente maior, como pode ser observado na Figura 7.33, apesar de ambos os casos a solução 
ótima ter sido atingida com o mesmo número de iterações (i=75). 
 
O pico central observado nas primeiras iterações (seta azul) se deve ao fato do pior 
posicionamento do dano prognosticado e de que dos nós monitorados o nó central desta linha de 
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monitoramento está exatamente no alinhamento que passa pelo dano real, mais uma vez 
demonstrando que perturbações no desenvolvimento dos valores das Funções Objetivos podem 
denotar a presença do dano como predefinição de sua localização, assim como o ocorrido na Figura 
7.31 com a Função Objetivo 𝑓1(𝑢, 𝜃, 𝜔). 
 
 













A evolução das variáveis aleatórias da Função Objetivo 𝑓3(𝑢, 𝜃, 𝜔) também mostra um 
arranjo muito semelhante com o obtido quando utilizado a Função Objetivo 𝑓1(𝑢, 𝜃, 𝜔), como pode 
ser visto na Figura 7.34, ou seja, coordenadas x com valores prognosticados quase sempre inferior 
dos valor real e coordenada y com valores exatamente inversos aos observados nas coordenadas x 
e espessuras (níveis de severidade) variando mas se mostrando muito mais próximos do real que 
as duas variáveis anteriores.  
 
 
Figura 7.34 – Evolução das variáveis independentes - (LM) - 𝑓3(𝑢, 𝜃, 𝜔) -  Exemplo 02 
 
Com a utilização da Função Objetivo 𝑓4(𝑢, 𝜃, 𝜔), apesar de mantidos os nós de 
monitoramento, o desenvolvimento da superfície de valores durante as iterações se mostrou 
extremamente diferente em relação às duas Funções Objetivo anteriores, apresentando uma 
sensibilidade totalmente distinta da 𝑓4(𝑢, 𝜃, 𝜔) em relação às outras funções 𝑓1(𝑢, 𝜃, 𝜔) e 





Figura 7.35 – Desenvolvimento dos valores de 𝑓4(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 02 
– (LM) 
 
As descontinuidades apresentadas pelas setas azuis no gráfico da Figura 7.35 mostram os 
valores prognosticados que mais se afastaram do valor real, como na iteração de número 29 
admitindo o como dano prognosticado no elemento número 244 e na iteração 80 com o dano 
prognosticado no elemento de número 255, ambos extremamente distante do elemento realmente 
danificado, 116. 
 
Já as descontinuidades apontadas pelas setas vermelhas, são geradas pelas proximidades 
dos danos prognosticados em relação às cargas estáticas aplicadas, perturbando assim, a 




𝑓4(𝑢, 𝜃, 𝜔) 
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Além disso, a Função Objetivo 𝑓4(𝑢, 𝜃, 𝜔) no método de otimização (LM) para o problema 
do exemplo 02 se mostrou bem menos eficiente que as demais Funções Objetivo anteriores para o 
mesmo método na solução do problema com a mesma geometria, pois necessitou de 226 iterações 
para que pudesse atingir a solução ótima esperada, com pode ser visto na Figura 7.36.  
 
 
Figura 7.36 – Evolução das variáveis independentes - (LM) - 𝑓4(𝑢, 𝜃, 𝜔) -  Exemplo 02 
 
7.2.2 – Colônia de Morcegos (CM) 
 
Nesse exemplo, o método de otimização bio-inspirado por colônia de morcegos, mostra que 
é capaz de atingir a solução com um pequeno número de iterações (23), apesar da geometria 
composta aplicada, como pode ser visto na Figura 7.37, utilizando-se novamente de quatro 
indivíduos para a busca do dano real.  
 
É observado que a descontinuidade encontrada na iteração de número 14 com um pico nos 
valores do resíduo da Função Objetivo pelo fato do dano prognosticado estar relativamente longe 
do dano real e muito próximo dos primeiros nós de monitoramento, mostrando que essa 




Figura 7.37 – Desenvolvimento dos valores de 𝑓1(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 02 
– (CM) 
Na Figura 7.38 é mostrado o posicionamento a cada iteração do melhor morcego do bando 
na busca da “presa” (dano real) e observa-se o rápido posicionamento na região de maior 
proximidade do dano real, mantendo o posicionamento em um subespaço de maior probabilidade 
da presença da solução, atingido na iteração de número 23. 
 
Nós monitorados Iterações 




Figura 7.38 – Rastreamento das posições prognosticadas dos melhores indivíduos de 
𝑓1(𝑢, 𝜃, 𝜔) e respectiva iteração – Exemplo 02 – (CM) 
 
Com a utilização da Função Objetivo 𝑓3(𝑢, 𝜃, 𝜔), como visto na Figura 7.39 atinge-se a 
solução esperada encontrando o dano real com um pouco mais de iterações que anteriormente com 
a Função Objetivo 𝑓1(𝑢, 𝜃, 𝜔), 33 iterações, com um erro médio entre os nós monitorados de 
5,93x10-02. 
 
As perturbações gráficas observadas na Figura 7.39 indicadas pelas setas mostram o 
afastamento do dano prognosticado em relação ao posicionamento do dano real como por exemplo 
nas iterações,1, 7,18 e 24 que trazem a localização do dano prognosticado nas posições dos 







Figura 7.39 – Desenvolvimento dos valores de 𝑓3(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 02 
– (CM) 
 
No processo de otimização por Colônia de Morcegos a utilização de uma Função Objetivo 
distinta da anterior fez com que a sub-região de busca tomada nas últimas iterações fosse também 
modificada.  Quando utilizada a Função Objetivo 𝑓3(𝑢, 𝜃, 𝜔) se obtém um número maior de 








Figura 7.40 – Rastreamento das posições prognosticadas dos melhores indivíduos de 
𝑓3(𝑢, 𝜃, 𝜔) e respectiva iteração – Exemplo 02 – (CM) 
 
Por último, aplica-se a este método a Função Objetivo 𝑓4(𝑢, 𝜃, 𝜔) onde se visualiza na 
Figura 7.41 em três momentos do processo, exatamente nas iterações de números 11, 16 e 20 uma  
variação abrupta nos valores dos resíduos da Função Objetivo devido ao afastamento da localização 
dos danos prognosticados nessas respectivas iterações em relação à localização do dano real, como 
essas localizações prognosticadas estavam relativamente próximas aos nós monitorados os valores 
dos resíduos da Função Objetivo aplicada se mostraram descontínuos. 
 
Registra-se a solução esperada com um erro médio de 1,32x10-11, mostrando a 
potencialidade da Função Objetivo 𝑓4(𝑢, 𝜃, 𝜔) quando da atuação em um problema com solução 






Figura 7.41 – Desenvolvimento dos valores de 𝑓4(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 02 
– (CM) 
 
Neste exemplo, com a otimização por Colônia de Morcegos utilizando a Função Objetivo 
𝑓4(𝑢, 𝜃, 𝜔), percebe-se na Figura 7.42 que os “vôos dos melhores morcegos” (Danos 
prognosticados ou simulados) encontram-se concentrados nas abas da placa com geometria em “L” 
de forma que na metade do processo para seu fim estes se concentraram ainda mais na aba que 
continha o dano real, aproximando-se cada vez mais deste, até atingi-lo na iteração de número 45, 
gerando uma sub-região ou superfície de factibilidade de localização do dano real. 
Nós monitorados Iterações 




Figura 7.42 – Rastreamento das posições prognosticadas dos melhores indivíduos de 
𝑓4(𝑢, 𝜃, 𝜔) e respectiva iteração – Exemplo 02 – (CM) 
 
7.2.3 – Davidon-Flecher-Powell (DFP) 
 
O método DFP aplicado na solução do segundo exemplo com a Função Objetivo 𝑓1(𝑢, 𝜃, 𝜔) 
mostra uma distribuição de valores para os nós monitorados muito semelhante aos obtidos pelo 
método Levenberg-Marquardt, onde nas primeiras iterações gera uma perturbação denotada pelo 
nó central dentre os selecionados para monitoramento (119) capturando um elevado resíduo da 
Função Objetivo devido ao afastamento do dano prognosticado nessa iteração em relação ao 
posicionamento do dano real.           
 
Nas iterações seguintes a Função assume uma suavidade na superfície, indicando maiores 
proximidades dos danos prognosticados em relação ao objetivo, finalizando a busca ao atingir a 
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solução por encontrar o dano real (116) com 91 iterações e um erro médio de 5,98x10-03, Figura 
7.43. 
 
Figura 7.43 – Desenvolvimento dos valores de 𝑓1(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 02 
– (DFP) 
 
Durante as 91 iterações necessárias para que o método DFP, na Função Objetivo 
𝑓1(𝑢, 𝜃, 𝜔),   encontrasse a solução para o problema observa-se na Figura 7.44 da evolução das 
variáveis que a abcissa x encontra-se em quase todo o tempo com valores prognosticados abaixo 
do real, enquanto a ordenada y das coordenadas do ponto médio do dano assumia valores 








Figura 7.44 – Evolução das variáveis independentes - (DFP) - 𝑓1(𝑢, 𝜃, 𝜔) -  Exemplo 02 
 
Os resultados obtidos para o método DFP com a utilização da Função Objetivo 𝑓3(𝑢, 𝜃, 𝜔) 
mostram-se idênticos aos alcançados com a função 𝑓1(𝑢, 𝜃, 𝜔), embora tivesse sido necessária 
muito mais iterações (215), decrescendo significativamente a potencialidade de aplicação desse 
método para a solução desse problema em termos de velocidade na obtenção da resposta para a 




Figura 7.45 – Desenvolvimento dos valores de 𝑓3(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 02 
– (DFP)  
 
Figura 7.46 – Evolução das variáveis independentes - (DFP) - 𝑓3(𝑢, 𝜃, 𝜔) -  Exemplo 02 
 





Já a utilização da Função Objetivo 𝑓4(𝑢, 𝜃, 𝜔) propiciou ao método DFP uma velocidade 
da obtenção da solução do problema com a necessidade de apenas 3 (três) iterações com baixíssimo 
erro (2,57x10-11), ou seja, muito próximo da solução exata, Figura 7.47 e 7.48.  
 
 




Figura 7.48 – Evolução das variáveis independentes - (DFP) - 𝑓4(𝑢, 𝜃, 𝜔) -  Exemplo 02 





7.2.4 – Broyden-Flecher-Goldfarb-Shanno (BFGS); 
 
Quando aplicados às Funções Objetivo 𝑓1(𝑢, 𝜃, 𝜔) e 𝑓3(𝑢, 𝜃, 𝜔) o método BFGS produziu 
distribuição de valores idênticos aos produzidos pelo método DFP com as mesmas funções, 
mantendo as mesmas características, muito embora com número de iterações mais baixas,  73 e 91, 
respectivamente, Figuras 7.49 e 7.50, mostrando, assim, maior eficiência neste exemplo.  
 
 
Figura 7.49 – Desenvolvimento dos valores de 𝑓1(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 02 
– (BFGS) 
 
Figura 7.50 – Evolução das variáveis independentes - (BFGS) - 𝑓1(𝑢, 𝜃, 𝜔) -  Exemplo 02 
Nós monitorados 
Iterações 
𝑓1(𝑢, 𝜃, 𝜔) 
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Da mesma forma para a Função Objetivo 𝑓3(𝑢, 𝜃, 𝜔), pois como visto nas Figuras 7.51 e 
7.52 permanecem inalteradas as principais características.  
 
 
Figura 7.51 – Desenvolvimento dos valores de 𝑓3(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 02 
– (BFGS) 
 
Figura 7.52 – Evolução das variáveis independentes - (BFGS) - 𝑓3(𝑢, 𝜃, 𝜔) -  Exemplo 02 
 





Contudo, ao se aplicar a Função Objetivo 𝑓4(𝑢, 𝜃, 𝜔) a distribuição assume características 
bastante distintas das duas primeiras, alcança a solução do problema com 73 iterações e demonstra 
uma perturbação (pico) em sua distribuição de valores quando o dano prognosticado se afasta 
excessivamente do dano real, as demais perturbações gráficas, de menor magnitude são devidas ou 
à afastamentos de menor magnitude, ou à aproximação desses danos prognosticados, em suas 
iterações, em relação aos nós carregados, Figura 7.53.  
 
 
Figura 7.53 – Desenvolvimento dos valores de 𝑓4(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 02 
– (BFGS) 
A evolução das variáveis continua com a mesma tendência das geradas pelas funções 
anteriores, como pode-se ver na Figura 7.54, admitindo valores prognosticados (simulados) das 






























7.2.5 – Análise de Eficiência – Exemplo 02 
 
A Figura 7.55 mostra as iterações necessárias para cada método utilizando as três Funções 
Objetivo durante cada processo de solução do problema do exemplo 02. 
 
 
Figura 7.55 – Análise de eficiência -  Exemplo 02 
 
É visto no exemplo 2 que o método bio-inspirado por Colônia de Morcegos (CM) mostra-
se, de maneira geral, o mais eficiente na solução do problema, atingindo na Função Objetivo mais 
eficiente 𝑓1(𝑢, 𝜃, 𝜔) apenas 23 iterações, apesar de que o processamento mais eficiente tenha sido 
o DFP com apenas 03 iterações utilizando a Função Objetivo 𝑓4(𝑢, 𝜃, 𝜔), embora não tenha 







7.3 – Exemplo 03 
 
O objetivo principal deste exemplo é verificar a potencialidade da aplicação dos métodos 
de busca em geometrias vazadas, de modo que estas regiões não sejam identificadas como danos 
com 100% de severidade, uma vez que o SISNIDE assume essa possibilidade. Outra verificação é 
a da sensibilidade da capacidade da identificação do dano interno que se localiza na fronteira da 
região vazada. 
 
A Figura 7.56 mostra o exemplo 03 analisado na busca do dano real internamente 
localizado, a priori desconhecido. 
 
 
Figura 7.56 – Geometria do Exemplo 03 com indicação do posicionamento do dano real. 
 
O exemplo 03 utiliza uma geometria vazada, conforme a Figura 7.56 composta por 384 
elementos finitos com espessura uniforme de 0.05 m de espessura. 
 
A Figura 7.57 mostra a distribuição dos elementos na geometria composta vazada, suas 
conectividades, a localização do dano real, a priori desconhecido constante no elemento 173 com 
0.015 m de espessura, ou seja, 30% da espessura do elemento intacto, cargas aplicadas nos nós 251 





Figura 7.57 – Elementos, conectividades, condições de apoio, cargas aplicadas e nós 
monitorados - Exemplo 03 
 
7.3.1 – Levenberg-Marquardt (LM) 
 
A Função Objetivo 𝑓1(𝑢, 𝜃, 𝜔) não mostrou muita eficiência na solução do problema do 
exemplo 3 com o método de otimização LM, pois necessitou de 211 iterações para atingir o dano 
real da estrutura, um número iterações bem acima do já atingido e como pode ser visto na Figura 
7.58 não foi capaz de definir uma característica favorável à interpretação dos resultados da 
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distribuição dos valores de sua função, ou seja, apresentando inúmeras irregularidades, com 
comportamento de valores de resíduos inconstante ao longo das iterações nos nós monitorados.  
 
 
Figura 7.58 – Desenvolvimento dos valores de 𝑓1(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 03 
– (LM) 
 
A evolução das variáveis das coordenadas do ponto médio do dano (x,y) e a sua espessura 
t são apresentadas na Figura 7.59, denotando que o método de otimização prognosticou o dano em 
ambos os lados da placa, admitindo uma erro médio nos nós monitorados de 1,21x10-01. 
 
Na Figura 7.59 percebe-se que a variável t correspondente à severidade do dano apresenta 








Figura 7.59 – Evolução das variáveis independentes - (LM) - 𝑓1(𝑢, 𝜃, 𝜔) -  Exemplo 03 
Já quando aplicado ao método Levenberg-Marquardt a Função Objetivo 𝑓3(𝑢, 𝜃, 𝜔) a 
solução ótima foi atingida mais rapidamente carecendo apenas de 36 iterações, Figura 7.60, com 
um erro médio de 2,09x10-01.  
 
Figura 7.60 – Desenvolvimento dos valores de 𝑓3(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 03 
– (LM) 
Nós monitorados Iterações 




As variáveis evoluem de forma crescente segundo a relação simulado/real, contudo, nas 
iterações de número 17 e 28, o dano prognosticado aproxima-se da região vazada e do apoio 
engastado respectivamente, causando a queda na relação apresentada na Figura 7.61. 
 
 
Figura 7.61 – Evolução das variáveis independentes - (LM) - 𝑓3(𝑢, 𝜃, 𝜔) -  Exemplo 03 
Quando aplicada a Função Objetivo 𝑓4(𝑢, 𝜃, 𝜔), apesar da solução ser alcançada com o 
mesmo número de iterações que quando utilizada a Função Objetivo 𝑓1(𝑢, 𝜃, 𝜔), o 
desenvolvimento dos valores da função se mostrou bastante distinto da última, na Figura 7.62 
mostra os picos da superfície que denotam a sensibilidade da função em registrar alterações no seu 
comportamento quando o dano prognosticado localiza-se próximo às bordas externas da geometria, 
ou seja, longe do dano real. 
 
As alterações das relações simulado/real das variáveis independentes são mostradas na 





Figura 7.62 – Desenvolvimento dos valores de 𝑓4(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 03 
– (LM)  
 




𝑓4(𝑢, 𝜃, 𝜔) 
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7.3.2 – Colônia de Morcegos (CM) 
 
O método de Colônia de Morcegos novamente neste exemplo mostra-se de elevado 
potencial pois para as três Funções Objetivos trabalhadas necessita de relativamente baixos 
números de iterações para que se alcance uma solução desejável. 
 
A Figura 7.64 mostra o desenvolvimento da função 𝑓1(𝑢, 𝜃, 𝜔), onde os picos de sua 
superfície registram a localização do dano prognosticado próximo às fronteiras da geometria. 
 
 




𝑓1(𝑢, 𝜃, 𝜔) 
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A Figura 7.65 mostra o rastreamento das posições do dano prognosticado em cada iteração 
do processo de busca da solução do problema. É percebido que os melhores morcegos a partir 
vigésima nona iteração concentram-se mais em um subespaço que caminham progressivamente 
para a solução ótima atingindo-a na iteração de número 41. 
 
 
Figura 7.65 – Rastreamento das posições prognosticadas dos melhores indivíduos de 
𝑓1(𝑢, 𝜃, 𝜔) e respectiva iteração – Exemplo 03 – (CM) 
 
A aplicação da Função Objetivo 𝑓3(𝑢, 𝜃, 𝜔) gera um desenvolvimento de superfície de 
valores semelhante ao gerado pela Função Objetivo 𝑓3(𝑢, 𝜃, 𝜔), contudo, necessitou de mais 




Figura 7.66 – Desenvolvimento dos valores de 𝑓3(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 03 
– (CM) 
 
O rastreamento da posição dos melhores morcegos em cada iteração, mostrado na Figura 
7.67, é representado pelas primeiras posições, posteriormente espaçadas em dezenas de iterações e 
finalizado colocando as últimas posições unitariamente devido ao número de iterações, dando 
ênfase nas últimas iterações na sub-região que mostra a convergência do posicionamento, ou seja, 








Figura 7.67 – Rastreamento das posições prognosticadas dos melhores indivíduos de 
𝑓3(𝑢, 𝜃, 𝜔) e respectiva iteração – Exemplo 03 – (CM) 
 
A Função Objetivo 𝑓4(𝑢, 𝜃, 𝜔) mostra um desenvolvimento mais suave e contínuo dos seus 
valores junto aos nós previamente selecionados para monitoramento, principalmente a 
sensibilidade nos nós 181 a 183 (nós próximos ao dano real a priori desconhecido) que desde as 
primeiras iterações, independente do posicionamento do dano prognosticado vem mostrado 
continuamente uma perturbação no seu padrão da superfície, denotando a interferência quanto a 





Figura 7.68 – Desenvolvimento dos valores de 𝑓4(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 03 
– (CM) 
A iteração de número 60 mostra um desvio do dano prognosticado em afastamento ao nó 
monitorado de número 187, gerando um pico de valor, contudo, sendo corrigido na iteração 
seguinte. 
 
No rastreamento da Figura 7.69 mostra uma inversão da aproximação dos “morcegos” com 
melhores resultados atingindo a “presa” (dano real) com 61 iterações. 
 
Nós monitorados 





Figura 7.69 – Rastreamento das posições prognosticadas dos melhores indivíduos de 
𝑓4(𝑢, 𝜃, 𝜔) e respectiva iteração – Exemplo 03 – (CM) 
 
7.3.3 – Davidon-Flecher-Powell (DFP) 
 
O método DFP não se apresentou como um processo de boa qualidade para solução do 
problema do exemplo 3, pois, apesar de ter encontrado a solução ótima para as três Funções 
Objetivos utilizou-se de um número excessivo de iterações se comparado ao número total de 
elementos em que a malha foi discretizada, 229, 196 e 301 para as Funções Objetivo 𝑓1(𝑢, 𝜃, 𝜔), 
𝑓3(𝑢, 𝜃, 𝜔) e 𝑓4(𝑢, 𝜃, 𝜔), respectivamente. 
 
Apesar do número de iterações as superfícies das Funções Objetivos sofrem perturbações 
quando o dano prognosticado se afasta do dano real, capturado seus resíduos pelos nós 
monitorados, como no caso das Funções Objetivo 𝑓1(𝑢, 𝜃, 𝜔) e  𝑓3(𝑢, 𝜃, 𝜔), respectivamente, 




Figura 7.70 – Desenvolvimento dos valores de 𝑓1(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 03 
– (DFP) 
 




𝑓1(𝑢, 𝜃, 𝜔) 
Nós monitorados 





Figura 7.72 – Desenvolvimento dos valores de 𝑓4(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 03 
– (DFP) 
 
Já no caso da Função Objetivo 𝑓4(𝑢, 𝜃, 𝜔), Figura 7.72, as descontinuidades pelo 
afastamento do dano prognosticado em relação ao dano real se faz mais pontualmente ao longo das 
iterações. 
 
As variações das relações simulado/real das variáveis do problema para as Funções 









Figura 7.73 – Evolução das variáveis independentes - (DFP) - 𝑓1(𝑢, 𝜃, 𝜔) -  Exemplo 03 
 
 






Figura 7.75 – Evolução das variáveis independentes - (DFP) - 𝑓4(𝑢, 𝜃, 𝜔) -  Exemplo 03 
 
7.3.4 – Broyden-Flecher-Goldfarb-Shanno (BFGS) 
 
 
Os resultados obtidos por esse método no exemplo 3 com a utilização das Funções Objetivo 
𝑓1(𝑢, 𝜃, 𝜔), Figura 7.76 e 𝑓4(𝑢, 𝜃, 𝜔), Figura 7.78, não foram satisfatórios, devido ao alto número 
de iterações necessárias, (301 e 269) apesar de gerarem baixos valores de erros médios, como 
1,22x10-07 e 1,21x10-07, respectivamente. 
 
Ainda assim, essas funções possuíram a sensibilidade de perturbar a superfície de resíduos 
quando em uma iteração o dano prognosticado se aproximava de um dos nós de monitoramento, 
porém distante do dano real, como ocorrido por estas mesmas funções em outros métodos de 
otimização ou em outros exemplos apresentados. 
 
A Função Objetivo 𝑓3(𝑢, 𝜃, 𝜔) ao contrário das outras duas anteriormente descritas 
apresentou uma performance bem melhor, em relação às demais, com 90 iterações necessárias para 





Figura 7.76 – Desenvolvimento dos valores de 𝑓1(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 03 
– (BFGS) 
 






𝑓1(𝑢, 𝜃, 𝜔) 





Figura 7.78 – Desenvolvimento dos valores de 𝑓4(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 03 
– (BFGS) 
As modificações das variáveis das funções aplicadas ao método BFGS para este exemplo 









Figura 7.79 – Evolução das variáveis independentes - (BFGS) - 𝑓1(𝑢, 𝜃, 𝜔) -  Exemplo 03 
 
 








Figura 7.81 – Evolução das variáveis independentes - (BFGS) - 𝑓4(𝑢, 𝜃, 𝜔) -  Exemplo 03 
 
É observado, de modo geral, nas Funções Objetivo do Exemplo 03 que a variável x de 
localização do dano real tem maior dispersão se comparada com as demais variáveis: y e t, 


















7.3.5 – Análise de Eficiência – Exemplo 03 
 
A Figura 7.82 mostra as iterações necessárias para cada método utilizando as três Funções 
Objetivo durante cada processo de solução do problema do exemplo 03. 
 
 
Figura 7.82 – Análise de eficiência -  Exemplo 03 
 
É visto, portanto, que o método bio-inspirado de Colônia de Morcegos (CM) apresenta a 
melhor performance dentre os demais métodos. O método Levenberg-Marquardt (LM) apenas com 
o uso da Função Objetivo 𝑓3(𝑢, 𝜃, 𝜔) atinge uma performance competitiva para o exemplo 3. O 
método DFP realmente fica neste exemplo aquém dos demais processamentos, bem como as 










7.4 – Exemplo 04 
 
O quarto e último exemplo tem como objetivo imprimir o maior número de dificuldades no 
domínio do problema para colocar em teste o programa SISNIDE, reunindo características como: 
diversos engastes, promovendo hiperestaticidade à estrutura, geometria composta, regiões vazadas 
da placa e descontinuidade dos elementos com possível necessidade de desvio de trajeto. 
 
A Figura 7.83 mostra a vista isométrica do exemplo 04 analisado na busca do dano real 
internamente localizado, a priori desconhecido. 
 
 
Figura 7.83 – Geometria do Exemplo 04 com indicação do posicionamento do dano real. 
 
O exemplo 04 utiliza uma geometria com diversos itens que agregam maior complexidade, 
conforme a Figura 7.83 composta por 195 elementos finitos com espessura uniforme de 0.05 m de 
espessura. 
 
A Figura 7.84 mostra a distribuição dos elementos na geometria, suas conectividades, a 
localização do dano real, a priori desconhecido constante no elemento 79 com 0.025 m de 
espessura, ou seja, 50% da espessura do elemento intacto, cargas aplicadas nos nós 48 e 135, 





Figura 7.84 – Elementos, conectividades, condições de apoio, cargas aplicadas e nós 
monitorados - Exemplo 04 
 
 
7.4.1 – Levenberg-Marquardt (LM) 
 
Para o exemplo 04 o método de otimização Levenberg-Marquardt (LM) mostrou-se 
eficiente quando aplicado à Função Objetivo 𝑓1(𝑢, 𝜃, 𝜔), Figura 7.85, alcançando a solução ótima 
para o problema com apenas 77 iterações e um erro médio de 1,80x10-04. É certo que nos outros 
exemplos anteriores a solução, mesmo com o método Levenberg-Marquardt (LM) era atingida 
mais rapidamente, ou seja, em um menor número de iterações, ressalta-se, contudo, o fato de que 
como a geometria do problema é bem mais complexa que as dos exemplos anteriores a subrotina 
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de punição penalty atua mais frequentemente, garantindo que o dano prognosticado esteja sempre 
dentro do domínio factível. 
 
 
Figura 7.85 – Desenvolvimento dos valores de 𝑓1(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 04 
– (LM) 
 
Aqui como nos demais exemplos quando os danos prognosticados assumem posições 
distantes do dano real e próximos aos nós de monitoramento é gerada uma perturbação, 
descontinuidade, na superfície dos resultados. 
 
As variáveis independentes das coordenadas do ponto médio do dano e da sua espessura 
adotada durante as iterações são mostradas na Figura 7.86 que convergem para 1, ou seja, os valores 








Figura 7.86 – Evolução das variáveis independentes - (LM) - 𝑓1(𝑢, 𝜃, 𝜔) -  Exemplo 04 
 
Quando utilizadas as Funções Objetivo 𝑓3(𝑢, 𝜃, 𝜔) e 𝑓4(𝑢, 𝜃, 𝜔) a eficiência do método 
Levenberg-Marquardt cai bastante, pois em ambas as funções a solução ótima é atingida somente 
após exatas 166 iterações para cada uma, com erros médios de 2,71x10-02 e 3,54x10-10, 
respectivamente . 
 
As Figuras 7.87 e 7.88, mostram as superfícies de valores de suas funções durante as 
iterações monitoradas pelos nós escolhidos previamente. 
 
Apesar das superfícies de valores das funções se apresentarem relativamente suaves, mais 
uma vez, tomada como características, podemos pré-localizar os danos prognosticados quando 














𝑓3(𝑢, 𝜃, 𝜔) 




 As alterações das variáveis independentes para os dois casos, 𝑓3(𝑢, 𝜃, 𝜔) e 𝑓4(𝑢, 𝜃, 𝜔) 
mostram-se muito parecidos, onde se conclui pela baixa interferência das Funções Objetivo nesse 
problema para o método Levenberg-Marquardt, como pode ser visto nas Figuras 7.89 e 7.90. 
 
 
Figura 7.89 – Evolução das variáveis independentes - (LM) - 𝑓3(𝑢, 𝜃, 𝜔) -  Exemplo 04 
 
 




7.4.2 – Colônia de Morcegos (CM) 
 
Apesar da complexidade da geometria da estrutura o que se demonstrou no método anterior 
um aumento no número de iterações para solução do problema o método por Colônia de Morcegos 
atingiu a solução ótima dentro da média de iterações dos problemas anteriores, demonstrando, mais 
uma vez, ser um método extremamente robusto, superando os níveis elevados de complexidade na 
geometria do domínio. 
 
Para a Função Objetivo 𝑓1(𝑢, 𝜃, 𝜔) a solução ótima foi alcançada com apenas 51 iterações 
e um erro médio de 1,94x10-04, como pode ser visto na Figura 7.91. 
 
 
Figura 7.91 – Desenvolvimento dos valores de 𝑓1(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 04 
– (CM) 
O pico observado na superfície de resíduos mostra a pior combinação de dados que 
caracterizam o dano prognosticado em relação ao dano real, gerando desta maneira o maior resíduo 
capturado pelo nó de monitoramento 49. 
Nós monitorados 
Iterações 
𝑓1(𝑢, 𝜃, 𝜔) 
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O rastreamento das posições dos melhores morcegos durante as iterações é mostrado na 
Figura 7.92, e observa-se nesta figura a concentração final dos posicionamentos nas últimas 
iterações quando o dano prognosticado começa a se aproximar do dano real. Nesta representou-se 
apenas as iterações iniciais e as finais. 
 
 
Figura 7.92 – Rastreamento das posições prognosticadas dos melhores indivíduos de 
𝑓1(𝑢, 𝜃, 𝜔) e respectiva iteração – Exemplo 04 – (CM) 
 
Para a Função Objetivo 𝑓3(𝑢, 𝜃, 𝜔) o método Colônia de Morcegos comportou-se de 
maneira muito parecida, se comparado com os resultados obtidos quando empregada a Função 
Objetivo 𝑓1(𝑢, 𝜃, 𝜔), tanto em relação à superfície de valores identificados pelos nós monitorados, 
Figura 7.93, quanto pelo rastreamento das posições dos melhores “morcegos” gerando um 








Figura 7.93 – Desenvolvimento dos valores de 𝑓3(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 04 
– (CM) 
 
Figura 7.94 – Rastreamento das posições prognosticadas dos melhores indivíduos de 
𝑓3(𝑢, 𝜃, 𝜔) e respectiva iteração – Exemplo 04 – (CM) 
Nós monitorados 
Iterações 
𝑓3(𝑢, 𝜃, 𝜔) 
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Para a Função Objetivo 𝑓4(𝑢, 𝜃, 𝜔) o método Colônia de Morcegos obteve o melhor 
resultado com a identificação do dano real, ou seja, atingindo a solução ótima, com apenas 6 
iterações. Pode-se perceber também que quando o dano prognosticado passa próximo aos pontos 
monitorados a superfície de valores da função gera uma perturbação no padrão de dados, Figura 
7.95, como descrito anteriormente para outros exemplos, ocorrendo neste exemplo especificamente 
nas iterações 3 e 4. A  Figura 7.96 mostra o rastreamento dos melhores indivíduos na busca do 
dano.  
 









Figura 7.96 – Rastreamento das posições prognosticadas dos melhores indivíduos de 
𝑓4(𝑢, 𝜃, 𝜔) e respectiva iteração – Exemplo 04 – (CM) 
 
7.4.3 – Davidon-Flecher-Powell (DFP) 
 
O método DFP apesar de ter alcançado a solução esperada para as três Funções Objetivo, 
não se mostrou eficiente em termos de velocidade de processamento, se comparado com os demais 
métodos já aplicados a esse exemplo. 
 
As Funções Objetivo 𝑓1(𝑢, 𝜃, 𝜔) e 𝑓4(𝑢, 𝜃, 𝜔), necessitaram, cada, de 191 iterações, 
demonstrando ser, para a configuração geométrica apresentada, menos ineficiente do ponto de vista 





Figura 7.97 – Desenvolvimento dos valores de 𝑓1(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 04 
– (DFP) 
 
Mais uma vez os danos prognosticados que se afastam exageradamente da posição e da 
severidade do dano real geram resíduos elevados, mostrando que os nós de monitoramento, pré-
definidos, que estão mais próximos desses danos capturam de maneira mais sensível, ou seja, com 
valores mais elevados os resíduos mostrados nas superfícies gráficas. 






Figura 7.98 – Desenvolvimento dos valores de 𝑓4(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 04 
– (DFP) 
 
A Função Objetivo   𝑓4(𝑢, 𝜃, 𝜔) apresenta um menor número de descontinuidades, ou seja, 
menores números de picos, denotando que apesar de ter necessitado para esta função o mesmo 
número de iteração pera obtenção da solução ótima, assumiu durante o processo de convergência 
danos prognosticados com configurações mais próximas do dano real. 
 
Os comportamentos da evolução das variáveis quando aplicadas as duas Funções Objetivo 













Figura 7.99 – Evolução das variáveis independentes - (DFP) - 𝑓1(𝑢, 𝜃, 𝜔) -  Exemplo 04 
 
 
Figura 7.100 – Evolução das variáveis independentes - (DFP) - 𝑓4(𝑢, 𝜃, 𝜔) -  Exemplo 04 
 
 
Quando aplicada a Função Objetivo 𝑓3(𝑢, 𝜃, 𝜔) os resultados melhoram, no que tange o 
número de iterações necessárias para que se atingisse a solução ótima (113 iterações) se comparado 
com as 191 iterações quando aplicadas as Funções Objetivo 𝑓1(𝑢, 𝜃, 𝜔) e  𝑓4(𝑢, 𝜃, 𝜔).  Contudo, 
como pode ser observado na Figura 7.101 o comportamento da superfície de valores resíduo para 
a Função Objetivo 𝑓4(𝑢, 𝜃, 𝜔) é completamente diferente das duas anteriores, também aplicadas ao 
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método DFP, apresentando inúmeras descontinuidades, capturadas quase que em mesma 




Figura 7.101 – Desenvolvimento dos valores de 𝑓3(𝑢, 𝜃, 𝜔) nos nós monitorados – Exemplo 04 
– (DFP) 
 
O alto nível de descontinuidade mostra que ser a Função Objetivo 𝑓3(𝑢, 𝜃, 𝜔) extremamente 
sensível ao posicionamento do dano prognosticado em relação aos nós monitorados quando 
aplicada a esse método nesse problema de complexa geometria e sofrer perturbações em sua 
superfície quando esse dano tenta assumir uma localização fora do domínio da placa, sendo 









𝑓3(𝑢, 𝜃, 𝜔) 
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A evolução das variáveis de localização e espessura do dano prognosticado durante as 




Figura 7.102 – Evolução das variáveis independentes - (DFP) - 𝑓3(𝑢, 𝜃, 𝜔) -  Exemplo 04 
 
 
7.4.4 – Broyden-Flecher-Goldfarb-Shanno (BFGS) 
 
O método BFGS, assim com o DFP, mostrado anteriormente para o exemplo 04, também 
não se mostrou eficiente principalmente devido à complexidade da geometria, como citado 
anteriormente. 
 
Para as Funções Objetivo 𝑓1(𝑢, 𝜃, 𝜔) e 𝑓3(𝑢, 𝜃, 𝜔) atingiu a solução esperada com 139 e 
137 iterações, respectivamente, contudo com características dos dados de suas funções em 





Figura 7.103 – Desenvolvimento dos valores de 𝑓1(𝑢, 𝜃, 𝜔) nos nós 
monitorados – Exemplo 04 – (BFGS) 
 
 







𝑓1(𝑢, 𝜃, 𝜔) 
𝑓3(𝑢, 𝜃, 𝜔) 
215 
 
Os comportamentos das variáveis de localização e espessura do dano são expostos nas 
Figuras 7.105 e 7.106, respectivamente para as Funções Objetivo 𝑓1(𝑢, 𝜃, 𝜔) e 𝑓3(𝑢, 𝜃, 𝜔). 
 
 








A função Objetivo 𝑓4(𝑢, 𝜃, 𝜔) não expressou quase nenhuma melhoria em sua eficiência na 
solução deste problema com o método BFGS, pois necessitou de 131 iterações, um número elevado 
se comparado à discretização do problema. 
 
Sua superfície de valores da função e evolução das variáveis independentes são 
apresentadas pelas Figuras 7.107 e 7.108, respectivamente. 
 
 








Figura 7.108 – Evolução das variáveis independentes - (BFGS) - 𝑓4(𝑢, 𝜃, 𝜔) -  Exemplo 04 
 
 
7.4.5 – Análise de Eficiência – Exemplo 04 
 
A Figura 7.109 mostra as iterações necessárias para cada método utilizando as três Funções 









Em mais um exemplo se vê a eficiência inquestionável do método bio-inspirado Colônia de 
Morcegos para todas as Funções Objetivos selecionadas e aplicadas. O método Levenberg-
Marquardt (LM) mostrou-se eficiente com o uso da Função Objetivo 𝑓1(𝑢, 𝜃, 𝜔). 
 
Já os métodos DFP e BFGS não atingiram uma eficiência tal qual os dois primeiros métodos 








































8 – CONCLUSÕES E SUGESTÕES PARA TRABALHOS FUTUROS 
 
8.1 – Conclusões 
 
Este trabalho apresentou uma revisão da importância dos Problemas Inversos na ciência e 
na Engenharia, bem como na engenharia de estruturas na identificação de danos em placas. Com a 
formulação proposta via critérios de minimização com o uso de elementos finitos acoplados ao 
MATLAB® gerenciando a atualização do modelo estrutural analisado no software ANSYS® 
experimentou-se algumas assinaturas de caráter estático-dinâmico e métodos de otimização.  
 
De forma geral fica comprovada a eficiência das formulações, denominadas Funções 
Objetivo, de modo que a conjunção de características estáticas e dinâmicas demonstrou a 
potencialidade e precisão nos resultados numéricos frente a outras funções somente estáticas ou 
dinâmicas existentes em inúmeras literaturas.  
 
Com a aplicação e análise dessas seis Funções Objetivo em um problema de identificação 
de danos internos em placas pode ser compreendido cada uma de suas sensibilidades no que diz 
respeito aos resíduos gerados como resultado da minimização do problema de maneira que três 
destas foram escolhidas para serem implementadas no algoritmo numérico-computacional 
desenvolvido, o SISNIDE– Sistema Numérico de Identificação de Danos em Estruturas. 
 
O processamento de um problema de localização de dano em uma placa retangular 
utilizando-se das seis Funções Objetivo elasto-dinâmicas aplicadas ao método de otimização 
gradiente mostraram os melhores resultados, como sensibilidade na geração de resíduos (valores 
fundamentais para definição da soluções) nas funções 𝑓1(𝑢, 𝜃, 𝜔), 𝑓3(𝑢, 𝜃, 𝜔) e 𝑓4(𝑢, 𝜃, 𝜔).  
 
O desenvolvimento programa SISNIDE – Sistema Numérico de Identificação de Danos em 
Estruturas, escrito em MATLAB® e em ANSYS Parametric Design Language, permite uma 
iteração automática entre estes dois pacotes computacionais, ampliando o horizonte 




 Concebido de forma aberta para que possa adiante serem implementadas novas funções, 
outros métodos de otimização e adaptado para ajustes que possibilitará o processamento de novas 
estruturas. 
 
A atualização do modelo numérico-computacional se mostrou fundamental para a 
manutenção da viabilidade da resolução de problemas de identificação de danos internos em 
estruturas de maior porte por meio da interligação do software ANSYS® utilizando a linguagem 
APDL (ANSYS Parametric Design Language) com a programação das funções  e sub-rotinas 
numéricas no MATLAB®, permitindo que na obtenção de uma solução ideal para o problema 
proposto fosse possível a alteração do modelo numérico em centenas de vezes num curto espaço 
de tempo, ratificando assim, a viabilidade técnica do processo. 
 
Para melhor realismo do processo de identificação de danos internos em estruturas foi 
proposta uma contaminação dos dados estático-dinâmicos, com as sub-rotinas calibra_erro, 
func_contain e gauss_mix, de forma a representar as dificuldades reais existente ao se obter tais 
dados numa instrumentação estrutural. O SISNIDE, mesmo com contaminação dos dados 
prognosticados foi capaz de alcançar uma solução ótima para o problema de identificação de danos 
em placas . 
 
Os métodos aplicados e adaptados para este trabalho como o método de Levenberg-
Marquardt (LM), o método bio-inspirado de Colônia de Morcegos (CM) e os métodos Davidon-
Flecher-Powell (DFP) e Broyden-Flecher-Goldfab-Shanno (BFGS) mostraram em alguns casos 
terem melhor aplicabilidade em termos de eficiência, tempo de processamento. 
 
Reitera-se que a robustez de um método de otimização (capacidade em atingir a solução 
ótima esperada) aplicado à solução de um Problema Inverso depende do conjunto de dados, 
calibração de parâmetros e especificamente neste trabalho das Funções Objetivo aplicadas.  
 
Observa-se que todos os métodos aplicados foram capazes de solucionar o problema, seja 
em geometrias de placas simples, seja em geometrias com domínios mais complexos, contudo, 
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como exposto a velocidade de obtenção da solução esperada está alinhada à Função Objetivo 
alinhada à cada situação, trazendo números distintos de iterações, muito embora a todos os 
exemplos aplicados o método bio-inspirado por Colônia de Morcegos (CM) apresentou as melhores 
respostas com os menores números de iterações necessárias. 
 
Como esperado, por se tratar de aplicações em problemas inversos, algumas das 
configurações de ferramentas de solução não se mostraram tão eficazes na solução particular, 
contudo, atuando diferentemente em problemas distintos, confirmando assim, a necessidade que se 
tem em solucionar um problema inverso, onde não basta apenas obter a melhor solução dentre as 
possíveis respostas, mas aplicar também o melhor método para o alcance da solução ótima. 
 
Durante os exemplos apresentados pode-se observar que a geometria do problema é 
fundamental para o comportamento do desenvolvimento dos danos prognosticados a cada iteração, 
onde a sub-rotina de punição permite que o dano prognosticado na situação predecessora assuma 
um valor de domínio fora da factibilidade real seja posto novamente em um domínio possível para 
o espaço disponibilizado pela placa. Isso se mostra igualmente eficaz, seja em placas retangulares 
contínuas, seja em geometrias mais complexas com a do último exemplo. 
 
A certificação com sucesso da aplicação do SISNIDE em geometrias compostas e 
complexas de placas, assim como estruturas vazadas, de forma que o método de busca fosse 
possível varrer todo o domínio estrutural, independentemente de qual o domínio atribuído. 
 
O conceito de redução dos resíduos gerados pelas Funções Objetivos ao passo que o dano 
prognosticado se aproxima do dano real em suas características de localização sobre a placa, seja 
quanto a sua severidade é verificado e comprovado pelo fato de que em todos os exemplos as 
superfícies geradas assumem descontinuidades a todo momento em que o dano prognosticado se 





Por fim conclui-se com a finalização deste trabalho sobre a vastidão de possibilidades 
quanto ao desenvolvimento de estudos sobre Problemas Inversos e o quanto esses problemas regem 
o desenvolvimento da Tecnologia, da Engenharia e da humanidade. 
 
8.2 – Sugestões para Trabalhos Futuros 
 
São elencados alguns aspectos no intuito de dar prosseguimento e desenvolvimento nesta 
linha de investigação e consequente continuidade de produção científica sobre o assunto: 
 
 Desenvolvimento e aplicação de novas funções objetivo; 
 Implementação de métodos de busca de danos contemplando técnicas não 
apresentadas; 
 Aplicação do SISNIDE em estruturas de chapas e cascas; 
 Criação de uma interface gráfica para programa SISNIDE de maneira que se torne 
mais amigável a alteração das ferramentas escolhidas na análise como: funções 
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A. Análise de Convergência de Malha 
 
 Para análise da convergência da malha foram utilizadas quatro possíveis discretizações  em 
elementos finitos de uma placa de 0,5 m x 0,5 m em 50, 128, 200 e 512 elementos isoparamétricos, 
respectivamente. 
 
Tabela A.1 – Frequências naturais obtidas (Hz). 
elem/freq ω1 ω2 ω3 
50 3,381340 14,618851 21,114194 
128 3,380185 14,572500 21,081113 
200 3,379752 14,561131 21,072380 










B. Código Fonte – SISNIDE_R.19 
 




fprintf('#                                                                           
#\n'); 
fprintf('# Sistema Numérico de Identificação de Danos em Estruturas (SISNIDE)        
#\n'); 
fprintf('#                                                                           
#\n'); 
fprintf('#     * MatLab + ANSYS Parametric Design Language (APDL)                    
#\n'); 
fprintf('#     * Algoritmo de Identificação de Danos pelo Método de 
Minimização      #\n'); 
fprintf('#       das Funções Resíduo                                                 
#\n'); 







entrada_dados = input('Digite o nome do arquivo de entrada de dados 
(".txt"):\n','s'); 
fprintf('\n'); 
matriz_end = input('Digite o nome do arquivo de entrada da Matriz de 
Endereçamento(".txt"):\n','s'); 
fprintf('\n'); 
output_file_matlab = input('Digite o nome do arquivo de saída de dados do 
MatLab (".out"):\n','s'); 
fprintf('\n');   
fprintf('---------------------------------------------------------------------
------\n'); 
output_file = 'entrada_ansys.txt'; % Estrutura Intacta 
  
tic; % Início do tempo  
  
% Estrutura Intacta 
infile = fopen(entrada_dados,'r'); 
  
[nn,ne,nne,nr,nl,ned,nfn,nalpha,nm,ep,me,nu,gama,type_fob,x,y,z,con,cn,al,... 
    med,valpha,vnm,tol,num_l,num_c,search_type,nnm,fcont1,fcont2,C1,C2,C3,... 




% Inicialização de Impressão dos Dados de Saída 
output(vnm,output_file_matlab) 
  
% Matriz de Endereçamento 
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% Execução do Programa ANSYS Versão 18.2 
!"C:\Program Files\ANSYS Student\v182\ansys\bin\winx64\ansys182.exe" -b -i 
entrada_ansys.txt -o saida_ansys.txt; 
  
% Importação das Frequencias Naturais 
Freq0 = round(importdata('freqnatural.txt'),10); 
Disp0 = round(importdata('deslocamentos.txt'),10); 
%Freq0 = importdata('freqnatural.txt'); 
%Disp0 = importdata('deslocamentos.txt'); 
delete('freqnatural.txt','deslocamentos.txt'); 
  
% Estrutura com Dano Real 




% Execução do Programa ANSYS Versão 11 
!"C:\Program Files\ANSYS Student\v182\ansys\bin\winx64\ansys182.exe" -b -i 
entrada_ansys_damage.txt -o saida_ansys_damage.txt; 
  
% Importação das Frequencias Naturais 
FreqR = round(importdata('freqnatural_damage.txt'),10); 
DispR = round(importdata('deslocamentos_damage.txt'),10); 
%FreqR = importdata('freqnatural_damage.txt'); 
%DispR = importdata('deslocamentos_damage.txt'); 
delete('freqnatural_damage.txt','deslocamentos_damage.txt'); 
  
% Contaminação das Frequencias e Deslocamentos 
[FreqR,DispR,max_cont_W,min_cont_W,max_cont_Uz,min_cont_Uz,max_cont_ThetaX,... 
    min_cont_ThetaX,max_cont_ThetaY,min_cont_ThetaY] = 
func_contam(FreqR,DispR,nfn,fcont1,fcont2); 
  
% Estrutura com Dano Real 
resid_0(ne) = 0.0d0; 
resid_nodal_0(nnm) = 0.0d0; 
  
if search_type == 5 
    bat_MPB_iter = 0; 
    mat_nresid_bat_alpha(nm,nalpha) = 0d0; 
end 
  
if type_fob == 1 
    [resid_0] = func01(resid_0,Disp0,DispR,Freq0,FreqR,ne,con,includ_rot); 
    [resid_nodal_0] = 
func01_nodal(resid_nodal_0,Disp0,DispR,Freq0,FreqR,nnm,vnm,includ_rot); 
elseif type_fob == 2 
    [resid_0] = func02(resid_0,Disp0,DispR,Freq0,FreqR,ne,con,includ_rot); 
    [resid_nodal_0] = 
func02_nodal(resid_nodal_0,Disp0,DispR,Freq0,FreqR,nnm,vnm,includ_rot); 
elseif type_fob == 3 
247 
 
    [resid_0] = func03(resid_0,Disp0,DispR,Freq0,FreqR,ne,con,includ_rot); 
    [resid_nodal_0] = 
func03_nodal(resid_nodal_0,Disp0,DispR,Freq0,FreqR,nnm,vnm,includ_rot); 
elseif type_fob == 4 
    [resid_0] = func04(resid_0,Disp0,DispR,Freq0,FreqR,ne,con,includ_rot); 
    [resid_nodal_0] = 
func04_nodal(resid_nodal_0,Disp0,DispR,Freq0,FreqR,nnm,vnm,includ_rot); 
elseif type_fob == 5 
    [resid_0] = func05(resid_0,Disp0,DispR,Freq0,FreqR,ne,con,includ_rot); 
    [resid_nodal_0] = 
func05_nodal(resid_nodal_0,Disp0,DispR,Freq0,FreqR,nnm,vnm,includ_rot); 
elseif type_fob == 6 
    [resid_0] = func06(resid_0,Disp0,DispR,Freq0,FreqR,ne,con,includ_rot); 




% Estrutura com Dano Simulado 
nresid(ne) = 0.0d0; 
resid_n(ne) = 0.0d0; 
resid_nodal_n(nnm) = 0.0d0; 
nresid_nodal(nnm) = 0.0d0; 
  
[nresid] = norm_resid(nresid,resid_0,resid_n,ne); % Cálculo do vetor norma dos 
resíduos 
[nresid_nodal] = norm_resid(nresid_nodal,resid_nodal_0,resid_nodal_n,nnm); % 
Cálculo do vetor norma dos resíduos dos nós de monitoramento 
vec_nresid_nodal = nresid_nodal; 
  
  
if search_type == 5 
    [bat_eldano] = damage_randon(nm,ne); 
    mat_bat_eldano(:,1) = bat_eldano; 
    mat_alpha_bat_min(1:nm,1) = 0; 
    mat_nresid_bat_min(1:nm,1) = 0; 
else 
    if eldano_randon == 0 
        eldano = 1; % Elemento com Dano Simulado 
    else 
        rand_el = randperm(ne); 
        eldano = rand_el(1); % Elemento com Dano Simulado 
    end     
end 
  
if search_type == 3 
    eldano_global = eldano; 
end 
  
mi_alpha(nalpha) = 0; 
mi_alpha_old(nalpha) = 0; 
ni_alpha(nalpha) = 0; 
ni_alpha_old(nalpha) = 0; 
vgrad_alpha(2,nalpha) = 0; 
vgrad_alpha_old(2,nalpha) = 0; 
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hlm_alpha_old(2,nalpha) = 0; 
h_alpha_old(2,2,nalpha) = 0; 
p_alpha_old(2,nalpha) = 0; 
h_alpha(2,2,nalpha) = 0; 
g0_alpha(2,nalpha) = 0; 
h0_alpha(nalpha) = 0; 
p_alpha(2,nalpha) = 0; 
  
vresid(nalpha)= 0; 
vk(nalpha) = 0; 
v_punish(ne) = 0; 
v_dFdx(nalpha) = 0; 
v_dFdy(nalpha) = 0; 
  
det_HF_alpha(nalpha) = 0; 
  
norm_resid_damage = nresid(med(1,1)); 
alpha_dano = 0;   
it_cont = 0; 
  
if search_type == 3 || search_type == 4 || search_type == 6 || search_type == 
7 
    nresid_old = nresid; 
    if eldano == ne 
        elando_old = 1; 
    else 
        eldano_old = eldano+1; 
    end 
    FreqOld = FreqR; 
    DispOld = DispR; 
end 
  
while vec_nresid_nodal > tol 
     
    it_cont = it_cont + 1; % Contador de Iterações     
     
    if search_type == 5 
        fprintf('Iteração: %4d\n',it_cont); 
        fprintf('Elementos com Danos:'); 
        fprintf('%4d',bat_eldano);  
    else 
        fprintf('Iteração: %4d Elemento com Dano: %4d\n',it_cont,eldano); 
        v_punish(it_cont) = eldano; 
        v_eldano_simulated(it_cont) = eldano; 
    end 
     
    if search_type == 3 
        v_eldano_simulated_global(it_cont) = eldano_global; 
    end 
     
    for j_alpha = 1:nalpha 
         
        alpha = valpha(j_alpha);        
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        output_file_simulated = 'entrada_ansys_simulated.txt'; % Estrutura com 
Dano Simulado         
         
        if search_type == 5 
            for i = 1:nm 
                 
                eldano = bat_eldano(i);                 
                
input_file_simulated(nn,ne,nr,nl,ep,me,nu,gama,x,y,z,con,cn,al,eldano,output_f
ile_simulated,alpha);                 
                 
                % Execução do Programa ANSYS Versão 11 
                !"C:\Program Files\ANSYS 
Student\v182\ansys\bin\winx64\ansys182.exe" -b -i entrada_ansys_simulated.txt 
-o saida_ansys_simulated.txt; 
                                 
                % Importação das Frequencias Naturais 
                FreqS = round(importdata('freqnatural_simulated.txt'),10); 
                DispS = round(importdata('deslocamentos_simulated.txt'),10); 
                %FreqS = importdata('freqnatural_simulated.txt'); 
                %DispS = importdata('deslocamentos_simulated.txt'); 
                
delete('freqnatural_simulated.txt','deslocamentos_simulated.txt','entrada_ansy
s_simulated.txt'); 
                FreqS_bat(:,:,i) = FreqS; 
                DispS_bat(:,:,i) = DispS;                 
            end 
        else 
            
input_file_simulated(nn,ne,nr,nl,ep,me,nu,gama,x,y,z,con,cn,al,eldano,output_f
ile_simulated,alpha);             
             
            % Execução do Programa ANSYS Versão 11 
            !"C:\Program Files\ANSYS 
Student\v182\ansys\bin\winx64\ansys182.exe" -b -i entrada_ansys_simulated.txt 
-o saida_ansys_simulated.txt; 
                         
            % Importação das Frequencias Naturais 
            FreqS = round(importdata('freqnatural_simulated.txt'),10); 
            DispS = round(importdata('deslocamentos_simulated.txt'),10); 
            %FreqS = importdata('freqnatural_simulated.txt'); 
            %DispS = importdata('deslocamentos_simulated.txt'); 
            
delete('freqnatural_simulated.txt','deslocamentos_simulated.txt','entrada_ansy
s_simulated.txt'); 
        end 
         
        resid_n(ne) = 0.0d0; 
        resid_nodal_n(nnm) = 0.0d0; 
        if search_type == 5 
            resid_n_bat(ne,nm) = 0.0d0; 
            resid_nodal_n_bat(nnm,nm) = 0.0d0;            
        end        
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        if type_fob == 1 
            if search_type == 5 
                for i = 1:nm                      
                    FreqS = FreqS_bat(:,:,i); 
                    DispS = DispS_bat(:,:,i); 
                    [resid_n] = 
func01(resid_n,Disp0,DispS,Freq0,FreqS,ne,con,includ_rot); 
                    [resid_nodal_n] = 
func01_nodal(resid_nodal_n,Disp0,DispS,Freq0,FreqS,nnm,vnm,includ_rot); 
                    resid_n_bat(:,i) = resid_n; 
                    resid_nodal_n_bat(:,i) = resid_nodal_n; 
                    resid_n = 0.0d0; 
                    resid_nodal_n = 0.0d0; 
                    FreqS = 0; 
                    DispS = 0; 
                end 
            else 
                [resid_n] = 
func01(resid_n,Disp0,DispS,Freq0,FreqS,ne,con,includ_rot); 
                [resid_nodal_n] = 
func01_nodal(resid_nodal_n,Disp0,DispS,Freq0,FreqS,nnm,vnm,includ_rot); 
            end 
        elseif type_fob == 2 
             
            if search_type == 5 
                for i = 1:nm 
                    FreqS = FreqS_bat(:,:,i); 
                    DispS = DispS_bat(:,:,i); 
                    [resid_n] = 
func02(resid_n,Disp0,DispS,Freq0,FreqS,ne,con,includ_rot); 
                    [resid_nodal_n] = 
func02_nodal(resid_nodal_n,Disp0,DispS,Freq0,FreqS,nnm,vnm,includ_rot); 
                    resid_n_bat(:,i) = resid_n; 
                    resid_nodal_n_bat(:,i) = resid_nodal_n; 
                    resid_n = 0.0d0; 
                    resid_nodal_n = 0.0d0; 
                    FreqS = 0; 
                    DispS = 0; 
                end 
                 
            else 
                [resid_n] = 
func02(resid_n,Disp0,DispS,Freq0,FreqS,ne,con,includ_rot); 
                [resid_nodal_n] = 
func02_nodal(resid_nodal_n,Disp0,DispS,Freq0,FreqS,nnm,vnm,includ_rot); 
            end 
             
        elseif type_fob == 3 
             
            if search_type == 5 
                for i = 1:nm 
                    FreqS = FreqS_bat(:,:,i); 
                    DispS = DispS_bat(:,:,i); 




                    [resid_nodal_n] = 
func03_nodal(resid_nodal_n,Disp0,DispS,Freq0,FreqS,nnm,vnm,includ_rot); 
                    resid_n_bat(:,i) = resid_n; 
                    resid_nodal_n_bat(:,i) = resid_nodal_n; 
                    resid_n = 0.0d0; 
                    resid_nodal_n = 0.0d0; 
                    FreqS = 0; 
                    DispS = 0; 
                end 
            else 
                [resid_n] = 
func03(resid_n,Disp0,DispS,Freq0,FreqS,ne,con,includ_rot); 
                [resid_nodal_n] = 
func03_nodal(resid_nodal_n,Disp0,DispS,Freq0,FreqS,nnm,vnm,includ_rot); 
            end 
             
        elseif type_fob == 4 
             
            if search_type == 5 
                for i = 1:nm 
                    FreqS = FreqS_bat(:,:,i); 
                    DispS = DispS_bat(:,:,i); 
                    [resid_n] = 
func04(resid_n,Disp0,DispS,Freq0,FreqS,ne,con,includ_rot); 
                    [resid_nodal_n] = 
func04_nodal(resid_nodal_n,Disp0,DispS,Freq0,FreqS,nnm,vnm,includ_rot); 
                    resid_n_bat(:,i) = resid_n; 
                    resid_nodal_n_bat(:,i) = resid_nodal_n; 
                    resid_n = 0.0d0; 
                    resid_nodal_n = 0.0d0; 
                    FreqS = 0; 
                    DispS = 0; 
                end 
            else 
                [resid_n] = 
func04(resid_n,Disp0,DispS,Freq0,FreqS,ne,con,includ_rot); 
                [resid_nodal_n] = 
func04_nodal(resid_nodal_n,Disp0,DispS,Freq0,FreqS,nnm,vnm,includ_rot); 
            end 
             
        elseif type_fob == 5 
             
            if search_type == 5 
                for i = 1:nm 
                    FreqS = FreqS_bat(:,:,i); 
                    DispS = DispS_bat(:,:,i); 
                    [resid_n] = 
func05(resid_n,Disp0,DispS,Freq0,FreqS,ne,con,includ_rot); 
                    [resid_nodal_n] = 
func05_nodal(resid_nodal_n,Disp0,DispS,Freq0,FreqS,nnm,vnm,includ_rot); 
                    resid_n_bat(:,i) = resid_n; 
                    resid_nodal_n_bat(:,i) = resid_nodal_n; 
                    resid_n = 0.0d0; 
                    resid_nodal_n = 0.0d0; 
                    FreqS = 0; 
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                    DispS = 0; 
                end 
            else 
                [resid_n] = 
func05(resid_n,Disp0,DispS,Freq0,FreqS,ne,con,includ_rot); 
                [resid_nodal_n] = 
func05_nodal(resid_nodal_n,Disp0,DispS,Freq0,FreqS,nnm,vnm,includ_rot); 
            end 
             
        elseif type_fob == 6 
             
            if search_type == 5 
                for i = 1:nm 
                    FreqS = FreqS_bat(:,:,i); 
                    DispS = DispS_bat(:,:,i); 
                    [resid_n] = 
func06(resid_n,Disp0,DispS,Freq0,FreqS,ne,con,includ_rot); 
                    [resid_nodal_n] = 
func06_nodal(resid_nodal_n,Disp0,DispS,Freq0,FreqS,nnm,vnm,includ_rot); 
                    resid_n_bat(:,i) = resid_n; 
                    resid_nodal_n_bat(:,i) = resid_nodal_n; 
                    resid_n = 0.0d0; 
                    resid_nodal_n = 0.0d0; 
                    FreqS = 0; 
                    DispS = 0; 
                end 
            else 
                [resid_n] = 
func06(resid_n,Disp0,DispS,Freq0,FreqS,ne,con,includ_rot); 
                [resid_nodal_n] = 
func06_nodal(resid_nodal_n,Disp0,DispS,Freq0,FreqS,nnm,vnm,includ_rot); 
            end             
        end 
                
        if search_type == 5 
                for i = 1:nm 
                    nresid(ne) = 0.0d0; 
                    resid_n = resid_n_bat(:,i); 
                    [nresid] = norm_resid(nresid,resid_0,resid_n,ne); % 
Cálculo do vetor norma dos resíduos 
                    nresid_bat(:,i) = nresid; 
                end 
        else 
            nresid(ne) = 0.0d0; 
            [nresid] = norm_resid(nresid,resid_0,resid_n,ne); % Cálculo do 
vetor norma dos resíduos 
        end 
        %stop; 
         
         
        % Resíduo Mínimo Global - Função Gradiente 
        if search_type == 3 || search_type == 4 || search_type == 6 || 
search_type == 7 
            resid_min2 = 1.0e+1000; 
            for i = 1:ne 
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                if nresid(i) < resid_min2 
                    resid_min2 = nresid(i); 
                    k2 = i; 
                end 
            end 
            vresid2(j_alpha) = resid_min2; 
            vk2(j_alpha) = k2; 
        end 
         
        if search_type == 5 
                for i = 1:nm 
                    nresid_nodal(nnm) = 0.0d0; 
                    resid_nodal_n = resid_nodal_n_bat(:,i); 
                    [nresid_nodal] = 
norm_resid(nresid_nodal,resid_nodal_0,resid_nodal_n,nnm); % Cálculo do vetor 
norma dos resíduos dos nós de monitoramento 
                    tensor_nresid_nodal_bat(:,j_alpha,i) = nresid_nodal; 
                end 
        else 
            nresid_nodal(nnm) = 0.0d0; 
            [nresid_nodal] = 
norm_resid(nresid_nodal,resid_nodal_0,resid_nodal_n,nnm); % Cálculo do vetor 
norma dos resíduos dos nós de monitoramento 
            mat_nresid_nodal(:,j_alpha) = nresid_nodal; 
        end 
        %stop; 
                 
        if search_type == 1             
            [vresid,vk] = 
search_ortho(j_alpha,ne,num_l,num_c,it_cont,eldano,... 
                matrix_adress,nresid,v_punish,vresid,vk);             
        elseif search_type == 2             
            [vresid,vk] = 
search_multi_direction(j_alpha,ne,nresid,v_punish,... 
                vresid,vk,it_cont); 
        elseif search_type == 3 
            [vresid,vk,v_dFdx,v_dFdy] = 
search_gradient(j_alpha,ne,con,nresid,nresid_old,... 
                
eldano,eldano_old,FreqS,FreqOld,DispS,DispOld,x,y,v_punish,v_dFdx,v_dFdy,... 
                vresid,vk,it_cont); 
        elseif search_type == 4 
            [g0_alpha,h0_alpha,mi_alpha,ni_alpha,vgrad_alpha] = 
pre_search_LM(j_alpha,ne,con,nresid,nresid_old,... 
                
eldano,eldano_old,FreqS,FreqOld,DispS,DispOld,x,y,it_cont,ni,tau,mi_alpha,ni_a
lpha,... 
                
vgrad_alpha,hlm_alpha_old,vgrad_alpha_old,mi_alpha_old,ni_alpha_old,g0_alpha,h
0_alpha); 
        elseif search_type == 5 
            [mat_nresid_bat_alpha] = 
pre_search_bat_colony(j_alpha,nresid_bat,ne,nm,... 
                bat_eldano,mat_nresid_bat_alpha); 
        elseif search_type == 6 || search_type == 7 
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            [h_alpha,vgrad_alpha,det_HF_alpha] = 
pre_search_BFGS_DFP(j_alpha,ne,con,nresid,nresid_old,eldano,eldano_old,... 
                
FreqS,FreqOld,DispS,DispOld,x,y,it_cont,vgrad_alpha,vgrad_alpha_old,search_typ
e,h_alpha,h_alpha_old,p_alpha_old,det_HF_alpha);             
        end         
    end     
     
    if search_type == 3 || search_type == 4 || search_type == 6 || search_type 
== 7 
        % Armazenamento - Variáveis do Passo Anterior 
        nresid_old = nresid; 
        eldano_old = eldano; 
        FreqOld = FreqS; 
        DispOld = DispS; 
    end 
     
    if search_type == 5 
        % Busca Colônia de Morcegos 
        
[mat_nresid_bat_min,mat_alpha_bat_min,vec_min_alpha_bat,vec_MPI,vec_bat_MPI,MP
B,... 
            
bat_MPB,bat_alpha_MPB,Sx,Sy,Sz,vec_bat_coordx,vec_bat_coordy,vec_bat_coordz,..
. 
            
bat_eldano,mat_bat_eldano,resid_aux,el_aux,bat_alpha_MPB_iter,bat_MPB_iter,alp
ha_aux] = search_bat_colony(nm,mat_nresid_bat_alpha,... 
            
nalpha,valpha,mat_bat_eldano,bat_eldano,con,x,y,z,C1,C2,C3,it_cont,ne,mat_alph
a_bat_min,mat_nresid_bat_min); 
         
    elseif search_type == 4 
        % Busca Levenberg-Marquardt 
        [hlm_alpha,x_new,y_new,alpha_aux] = 
hlm_position(g0_alpha,h0_alpha,mi_alpha,vresid2,ne,con,eldano,x,y,nalpha); 
        mat_position(it_cont,1) = x_new; 
        mat_position(it_cont,2) = y_new; 
        mi_alpha_old = mi_alpha; 
        ni_alpha_old = ni_alpha; 
        vgrad_alpha_old = vgrad_alpha; 
        hlm_alpha_old = hlm_alpha; 
        [eldano_new,indic] = 
eldano_new_position(v_punish,x_new,y_new,ne,x,y,con); 
        vec_indic(it_cont) = indic; 
    elseif search_type == 6 || search_type == 7 
        [p_alpha,x_new,y_new,alpha_aux] = 
d_position_teste(h_alpha,vresid2,ne,con,eldano,x,y,nalpha,vgrad_alpha,mi_x,mi_
y,p_alpha); 
        mat_position(it_cont,1) = x_new; 
        mat_position(it_cont,2) = y_new; 
        vgrad_alpha_old = vgrad_alpha; 
        h_alpha_old = h_alpha;  
        p_alpha_old = p_alpha;                
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        [eldano_new,indic] = 
eldano_new_position(v_punish,x_new,y_new,ne,x,y,con); 
        vec_indic(it_cont) = indic; 
        det_h_alpha(it_cont) = det(h_alpha(:,:,alpha_aux)); 
        det_HESS(it_cont) = det_HF_alpha(alpha_aux); 
    else 
        % Posicionamento do Dano Simulado 
        resid_el = 1.0e+100; 
        for j = 1:nalpha 
            if vresid(j) <  resid_el 
                resid_el = vresid(j); 
                el_aux = j; 
            end 
        end 
         
        if search_type == 3 
            resid_el2 = 1.0e+100; 
            for j = 1:nalpha 
                if vresid2(j) <  resid_el2 
                    resid_el2 = vresid2(j); 
                    el_aux2 = j; 
                end 
            end 
        end 
    end 
        
     
    if search_type == 5 
        vec_nresid_nodal = tensor_nresid_nodal_bat(:,alpha_aux,el_aux);         
        vbat_MPB_iter(it_cont)= bat_MPB_iter; 
        valpha_bat_MPB_iter(it_cont)= bat_alpha_MPB_iter; 
        vbat_MPB(it_cont)= bat_MPB; 
        valpha_bat_MPB(it_cont)= bat_alpha_MPB; 
         
    elseif search_type == 4 || search_type == 6 || search_type == 7 
        eldano = eldano_new;        
        vec_nresid_nodal = mat_nresid_nodal(1:nnm,alpha_aux); 
        alpha_dano = valpha(alpha_aux); 
        valpha_dano(it_cont) = alpha_dano;         
    else 
        eldano = vk(el_aux); 
        v_dFdx_dano(it_cont) = v_dFdx(el_aux); 
        v_dFdy_dano(it_cont) = v_dFdy(el_aux); 
        vec_nresid_nodal = mat_nresid_nodal(1:nnm,el_aux); 
        alpha_dano = valpha(el_aux); 
        valpha_dano(it_cont) = alpha_dano; 
    end 
         
     
    if search_type == 3 
        eldano_global = vk2(el_aux2); 
    end 
     
    if search_type == 5 
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        if it_cont == (ne/nm)-1 
            if vec_nresid_nodal > tol 
                vec_nresid_nodal(nnm) = tol/1.0e+100; 
            end 
        end         
    else 
        if it_cont == ne 
            if vec_nresid_nodal > tol 
                vec_nresid_nodal(nnm) = tol/1.0e+100; 
            end 
        end 
    end 
      
    output1(it_cont,vec_nresid_nodal,output_file_matlab); 
    clc; 
end 
  
toc %Fim do tempo 
  
% Impressão do Resultados de Saída 
  
if it_cont == 0 
    fprintf('Erro: Corrigir a Tolerância\n'); 
    stop;     
end        
  
if search_type == 3 
    
output3(it_cont,v_eldano_simulated,v_eldano_simulated_global,valpha_dano,... 
        v_dFdx_dano,v_dFdy_dano,output_file_matlab,max_cont_W,min_cont_W,... 
        
max_cont_Uz,min_cont_Uz,max_cont_ThetaX,min_cont_ThetaX,max_cont_ThetaY,... 
        min_cont_ThetaY,con,x,y); 
elseif search_type == 5 
    
output4(it_cont,vbat_MPB_iter,valpha_bat_MPB_iter,vbat_MPB,valpha_bat_MPB,... 
        output_file_matlab,max_cont_W,min_cont_W,max_cont_Uz,min_cont_Uz,... 
        max_cont_ThetaX,min_cont_ThetaX,max_cont_ThetaY,min_cont_ThetaY); 
elseif search_type == 4 
    
output5(it_cont,v_eldano_simulated,valpha_dano,output_file_matlab,max_cont_W,.
.. 
        min_cont_W,max_cont_Uz,min_cont_Uz,max_cont_ThetaX,min_cont_ThetaX,... 
        max_cont_ThetaY,min_cont_ThetaY,con,x,y,vec_indic); 
elseif search_type == 6 || search_type == 7 
    
output6(it_cont,v_eldano_simulated,valpha_dano,output_file_matlab,max_cont_W,.
.. 
        min_cont_W,max_cont_Uz,min_cont_Uz,max_cont_ThetaX,min_cont_ThetaX,... 
        
max_cont_ThetaY,min_cont_ThetaY,con,x,y,vec_indic,det_h_alpha,det_HESS); 
else 





        min_cont_W,max_cont_Uz,min_cont_Uz,max_cont_ThetaX,min_cont_ThetaX,... 


































C. Código Fonte – Subrotina Calibra_erro 
 
%PROGRAMA PARA CALIBRAÇÃO DO ERRO ALEATÓRIO COM DISTRIBUIÇÃO NORMAL 
arquivo = fopen('erro_aleatorio.txt'); 
vdados = fscanf(arquivo,'%*s %f\n'); 
x=normrnd(0,1,vdados(1),1)*vdados(2); 
maximo = max(x); 





























D. Código Fonte – Subrotina func_contain 
 
function [FreqR,DispR,max_cont_W,min_cont_W,max_cont_Uz,min_cont_Uz,... 
    max_cont_ThetaX,min_cont_ThetaX,max_cont_ThetaY,min_cont_ThetaY] = 
func_contam(FreqR,DispR,nfn,fcont1,fcont2) 
  
if fcont1 ~= 0 
    vcont1 = normrnd(0,1,nfn,1)*fcont1; 
    v_unit(1:nfn,1) = 1; 
    vcont1 = vcont1+v_unit; 
    FreqR = vcont1'.*FreqR; 
    max_cont_W = max(vcont1); 
    min_cont_W = min(vcont1); 
else 
    max_cont_W = 0; 
    min_cont_W = 0; 
end 
  
if fcont2 ~= 0 
    dim = size(DispR); 
    mcont2 = normrnd(0,1,dim(1,1),3)*fcont2; 
    m_unit(1:dim(1,1),1:3) = 1; 
    mcont2 = mcont2+m_unit; 
    DispR = mcont2.*DispR; 
    max_cont_Uz = max(mcont2(:,1)); 
    min_cont_Uz = min(mcont2(:,1)); 
    max_cont_ThetaX = max(mcont2(:,2)); 
    min_cont_ThetaX = min(mcont2(:,2)); 
    max_cont_ThetaY = max(mcont2(:,3)); 
    min_cont_ThetaY = min(mcont2(:,3)); 
else 
    max_cont_Uz = 0; 
    min_cont_Uz = 0; 
    max_cont_ThetaX = 0; 
    min_cont_ThetaX = 0; 
    max_cont_ThetaY = 0; 













E. Código Fonte – Subrotina gaussmix 
 
%function [erro_normal] = gaussmix(n,m1,s1,fator_perc) 
n = 1200; 
fator_perc = 0.10; 
erro_dist = fator_perc*rand(n,1); 
med = mean(erro_dist); 
desv = std(erro_dist); 
vec_norm_normal = randn(n,1)/norm(randn(n,1)); 
erro_normal = med + desv*randn(n,1); 
erro_max = max(erro_normal); 
erro_min = min(erro_normal); 
hist(erro_normal); 
  
x=normrnd(0,1,2000,1)*0.01;maximo = max(x);minimo = min(x);hist(x); 
 
 
























































 x      y       z 
0 0 0 
0.05 0 0 
0.1 0 0 
0.15 0 0 
0.2 0 0 
0.25 0 0 
0.3 0 0 
0.35 0 0 
0.4 0 0 
0.45 0 0 
0.5 0 0 
0 0.05 0 
0.05 0.05 0 
0.1 0.05 0 
0.15 0.05 0 
0.2 0.05 0 
0.25 0.05 0 
0.3 0.05 0 
0.35 0.05 0 
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0.4 0.05 0 
0.45 0.05 0 
0.5 0.05 0 
0 0.1 0 
0.05 0.1 0 
0.1 0.1 0 
0.15 0.1 0 
0.2 0.1 0 
0.25 0.1 0 
0.3 0.1 0 
0.35 0.1 0 
0.4 0.1 0 
0.45 0.1 0 
0.5 0.1 0 
0 0.15 0 
0.05 0.15 0 
0.1 0.15 0 
0.15 0.15 0 
0.2 0.15 0 
0.25 0.15 0 
0.3 0.15 0 
0.35 0.15 0 
0.4 0.15 0 
0.45 0.15 0 
0.5 0.15 0 
0 0.2 0 
0.05 0.2 0 
0.1 0.2 0 
0.15 0.2 0 
0.2 0.2 0 
0.25 0.2 0 
0.3 0.2 0 
0.35 0.2 0 
0.4 0.2 0 
0.45 0.2 0 
0.5 0.2 0 
0 0.25 0 
0.05 0.25 0 
0.1 0.25 0 
0.15 0.25 0 
0.2 0.25 0 
0.25 0.25 0 
0.3 0.25 0 
0.35 0.25 0 
0.4 0.25 0 
0.45 0.25 0 
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0.5 0.25 0 
0 0.3 0 
0.05 0.3 0 
0.1 0.3 0 
0.15 0.3 0 
0.2 0.3 0 
0.25 0.3 0 
0.3 0.3 0 
0.35 0.3 0 
0.4 0.3 0 
0.45 0.3 0 
0.5 0.3 0 
0 0.35 0 
0.05 0.35 0 
0.1 0.35 0 
0.15 0.35 0 
0.2 0.35 0 
0.25 0.35 0 
0.3 0.35 0 
0.35 0.35 0 
0.4 0.35 0 
0.45 0.35 0 
0.5 0.35 0 
0 0.4 0 
0.05 0.4 0 
0.1 0.4 0 
0.15 0.4 0 
0.2 0.4 0 
0.25 0.4 0 
0.3 0.4 0 
0.35 0.4 0 
0.4 0.4 0 
0.45 0.4 0 
0.5 0.4 0 
0 0.45 0 
0.05 0.45 0 
0.1 0.45 0 
0.15 0.45 0 
0.2 0.45 0 
0.25 0.45 0 
0.3 0.45 0 
0.35 0.45 0 
0.4 0.45 0 
0.45 0.45 0 
0.5 0.45 0 
0 0.5 0 
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0.05 0.5 0 
0.1 0.5 0 
0.15 0.5 0 
0.2 0.5 0 
0.25 0.5 0 
0.3 0.5 0 
0.35 0.5 0 
0.4 0.5 0 
0.45 0.5 0 
0.5 0.5 0 
 
Conectividade_dos_Elementos: 
nó_i    nó_j    nó_m    nó_n 
1 2 13 12 
2 3 14 13 
3 4 15 14 
4 5 16 15 
5 6 17 16 
6 7 18 17 
7 8 19 18 
8 9 20 19 
9 10 21 20 
10 11 22 21 
12 13 24 23 
13 14 25 24 
14 15 26 25 
15 16 27 26 
16 17 28 27 
17 18 29 28 
18 19 30 29 
19 20 31 30 
20 21 32 31 
21 22 33 32 
23 24 35 34 
24 25 36 35 
25 26 37 36 
26 27 38 37 
27 28 39 38 
28 29 40 39 
29 30 41 40 
30 31 42 41 
31 32 43 42 
32 33 44 43 
34 35 46 45 
35 36 47 46 
36 37 48 47 
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37 38 49 48 
38 39 50 49 
39 40 51 50 
40 41 52 51 
41 42 53 52 
42 43 54 53 
43 44 55 54 
45 46 57 56 
46 47 58 57 
47 48 59 58 
48 49 60 59 
49 50 61 60 
50 51 62 61 
51 52 63 62 
52 53 64 63 
53 54 65 64 
54 55 66 65 
56 57 68 67 
57 58 69 68 
58 59 70 69 
59 60 71 70 
60 61 72 71 
61 62 73 72 
62 63 74 73 
63 64 75 74 
64 65 76 75 
65 66 77 76 
67 68 79 78 
68 69 80 79 
69 70 81 80 
70 71 82 81 
71 72 83 82 
72 73 84 83 
73 74 85 84 
74 75 86 85 
75 76 87 86 
76 77 88 87 
78 79 90 89 
79 80 91 90 
80 81 92 91 
81 82 93 92 
82 83 94 93 
83 84 95 94 
84 85 96 95 
85 86 97 96 
86 87 98 97 
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87 88 99 98 
89 90 101 100 
90 91 102 101 
91 92 103 102 
92 93 104 103 
93 94 105 104 
94 95 106 105 
95 96 107 106 
96 97 108 107 
97 98 109 108 
98 99 110 109 
100 101 112 111 
101 102 113 112 
102 103 114 113 
103 104 115 114 
104 105 116 115 
105 106 117 116 
106 107 118 117 
107 108 119 118 
108 109 120 119 
109 110 121 120 
 
Nós_com_Restrições: 
 Nó           Apoio 
 1              3 
 12             3 
 23             3 
 34             3 
 45             3 
 56             3 
 67             3 
 78             3 
 89             3 
 100            3 
 111            3 
 
Cargas_Nodais: 
 Nó       Direção      Valor 
 11          3        -5.00 
 121         3        -5.00 
 
Elementos_com_Dano_Real 
 Num_Elem    Espessura 



















































G. Modelo de Input no ANSYS 
 
/PREP7 







N,  1,0.000,0.000,0.000 
N,  2,0.050,0.000,0.000 
N,  3,0.100,0.000,0.000 
N,  4,0.150,0.000,0.000 
N,  5,0.200,0.000,0.000 
N,  6,0.250,0.000,0.000 
N,  7,0.300,0.000,0.000 
N,  8,0.350,0.000,0.000 

























































































































E,  1,  2, 13, 12 
E,  2,  3, 14, 13 
E,  3,  4, 15, 14 
E,  4,  5, 16, 15 
E,  5,  6, 17, 16 
E,  6,  7, 18, 17 
E,  7,  8, 19, 18 
E,  8,  9, 20, 19 
E,  9, 10, 21, 20 
E, 10, 11, 22, 21 
E, 12, 13, 24, 23 
E, 13, 14, 25, 24 
E, 14, 15, 26, 25 
E, 15, 16, 27, 26 
E, 16, 17, 28, 27 
E, 17, 18, 29, 28 
E, 18, 19, 30, 29 
E, 19, 20, 31, 30 
E, 20, 21, 32, 31 
E, 21, 22, 33, 32 
E, 23, 24, 35, 34 
E, 24, 25, 36, 35 
E, 25, 26, 37, 36 
E, 26, 27, 38, 37 
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E, 27, 28, 39, 38 
E, 28, 29, 40, 39 
E, 29, 30, 41, 40 
E, 30, 31, 42, 41 
E, 31, 32, 43, 42 
E, 32, 33, 44, 43 
E, 34, 35, 46, 45 
E, 35, 36, 47, 46 
E, 36, 37, 48, 47 
E, 37, 38, 49, 48 
E, 38, 39, 50, 49 
E, 39, 40, 51, 50 
E, 40, 41, 52, 51 
E, 41, 42, 53, 52 
E, 42, 43, 54, 53 
E, 43, 44, 55, 54 
E, 45, 46, 57, 56 
E, 46, 47, 58, 57 
E, 47, 48, 59, 58 
E, 48, 49, 60, 59 
E, 49, 50, 61, 60 
E, 50, 51, 62, 61 
E, 51, 52, 63, 62 
E, 52, 53, 64, 63 
E, 53, 54, 65, 64 
E, 54, 55, 66, 65 
E, 56, 57, 68, 67 
E, 57, 58, 69, 68 
E, 58, 59, 70, 69 
E, 59, 60, 71, 70 
E, 60, 61, 72, 71 
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E, 61, 62, 73, 72 
E, 62, 63, 74, 73 
E, 63, 64, 75, 74 
E, 64, 65, 76, 75 
E, 65, 66, 77, 76 
E, 67, 68, 79, 78 
E, 68, 69, 80, 79 
E, 69, 70, 81, 80 
E, 70, 71, 82, 81 
E, 71, 72, 83, 82 
E, 72, 73, 84, 83 
E, 73, 74, 85, 84 
E, 74, 75, 86, 85 
E, 75, 76, 87, 86 
E, 76, 77, 88, 87 
E, 78, 79, 90, 89 
E, 79, 80, 91, 90 
E, 80, 81, 92, 91 
E, 81, 82, 93, 92 
E, 82, 83, 94, 93 
E, 83, 84, 95, 94 
E, 84, 85, 96, 95 
E, 85, 86, 97, 96 
E, 86, 87, 98, 97 
E, 87, 88, 99, 98 
E, 89, 90,101,100 
E, 90, 91,102,101 
E, 91, 92,103,102 
E, 92, 93,104,103 
E, 93, 94,105,104 
E, 94, 95,106,105 
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E, 95, 96,107,106 
E, 96, 97,108,107 
E, 97, 98,109,108 







































FREQ1 = FREQN 
*GET,FREQN,MODE,2,FREQ 
FREQ2 = FREQN 
*GET,FREQN,MODE,3,FREQ 
FREQ3 = FREQN 
*VWRITE,FREQ1,FREQ2,FREQ3 
(E30.16,2X,E30.16,2X,E30.16) 
FINISH 
/SOL 
ANTYPE,0 
F, 11,FZ,-5.000e+00 
F,121,FZ,-5.000e+00 
SOLVE 
FINISH 
*GET,NCOUNT,NODE,,COUNT 
*DIM,NARRAY,ARRAY,NCOUNT,3 
/POST1 
SET,LAST 
*CFOPEN,deslocamentos,txt 
*VGET,NARRAY(1,1),NODE,1,U,Z 
*VGET,NARRAY(1,2),NODE,1,ROT,X 
*VGET,NARRAY(1,3),NODE,1,ROT,Y 
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*VWRITE,NARRAY(1,1),NARRAY(1,2),NARRAY(1,3) 
(E30.16,2X,E30.16,2X,E30.16) 
FINISH 
 
