Abstract-The data scale, science analysis and processing complexity in scientific community are growing exponentially in the "big data" era. Cloud computing paradigm has been widely adopted to provide unprecedented scalability and resources on demand, while scientific workflow management systems (SWFMSs) have been proven essential to scientific computing and services computing. Uniting the advantages of both cloud computing and SWFMSs can bring a valuable solution to the scientific "big data" problem to researchers. Although a series of work have concentrated on integrating SWFMSs with Cloud platforms that provide much experience for future research and development, a study from an architectural perspective is still missing. The main contributions of this paper are: 1) based on a comprehensive survey of the available integration options, we propose a service framework for integrating SWFMSs with Cloud computing; 2) we implement the service framework based on various Cloud platforms to validate the feasibility of the proposed framework; and 3) we conduct a set of experiments to demonstrate the capability and use a NASA MODIS image processing workflow as a showcase of the implementation.
INTRODUCTION
Industrial and Scientific communities are facing a "data deluge" [7] coming from products, sensors, satellites, experiments and simulations. Scientists, manufacturers and developers are attempting multifarious methods to deal with the ever-increasing computing and storage problems arising in the "big data" era. As an emerging computing paradigm, Cloud computing [6] is gaining tremendous momentum in both academia and industry. Scientific workflow management systems (SWFMSs) have been proven essential to scientific computing and services computing as they provide functionalities such as workflow specification, process coordination, job scheduling and execution, provenance tracking, and fault tolerance.
Uniting the advantages of both cloud computing and SWFMSs can bring a valuable solution to the scientific "big data" problem to researchers. Cloud offers unprecedented scalability to workflow systems, and could potentially change the way we perceive and conduct scientific experiments. The scale and complexity of the science problems that can be handled can be greatly increased on the Cloud, and the ondemand resource allocation on the Cloud will also help improve resource utilization and user experience.
In many cases, large simulations are organized as scientific workflows that run on Distributed Computing Infrastructures (DCIs), and we realize that workflow management systems are diverse in many aspects, such as workflow models, workflow languages, workflow engines, and so on. In many cases, one workflow system engine is dependent on one specific DCI, porting a workflow management system to run on another DCI may cost a large quantity of extra effort. So in practice, researchers may choose to integrate a specific SWFMS into a particular Cloud, whichever takes the minimum effort to migrate. We expect that the availability of such a service framework can provide a solution to breaking the limitations that a specific SWFMS is bound to a particular Cloud environment and a guidance for the architectural design of integrating SWFMSs into Cloud platforms. To address this issue, z First, we propose a generic service framework to integrate SWFMSs with various Cloud based DCIs, which covers a wide spectrum from workflow management and migration into Clouds, task scheduling, Cloud resource management, and virtual resource provisioning and recycling.
z Second, through the introduction of the reference service framework, we implement the framework based on a set of open-source and implemented systems to validate the feasibility of the proposed framework.
z Third, we conduct a series of experiments to demonstrate the capability and use a NASA MODIS image processing workflow as a showcase of the implementation.
II. RELATED WORK
The deployment and management of workflows over the current existing heterogeneous and not yet interoperable Cloud providers, however, is still a challenging task for the workflow developers. The series of works [5] [19] presented a brokerbased framework to support the execution of workflow applications on a multi-Cloud environment. Bhaskar Prasad Rimal et al. [4] discussed a framework of scientific workflow for multi-tenant cloud orchestration environment that deals with semantic-based workflow as well as policy-based workflow. To isolate each tenant, they designed three layers of metadata, including tenant-specific metadata, common metadata and data, and maintained them in the metadata repositories which were shared between tenants.
The CODA framework [3] was designed and implemented to support big data analytics in cloud computing. Important functions, such as workflow scheduling, data locality, resource provisioning, and monitoring functions, has been integrated into the framework. Through the CODA framework, the workflows can be easily composed and efficiently executed in Amazon EC2. Sunflower [13] was an adaptive P2P agentbased framework for configuring, enacting, managing and adapting autonomic workflows on hybrid Grid-Cloud infrastructures. To orchestrate Grid and Cloud services, Sunflower utilized a bio-inspired autonomic choreography model and integrated the scheduling algorithm with a provisioning component that can dynamically launch virtual machines in a Cloud infrastructure to provide on-demand services in peak-load situations.
In order to address performance and cost issues of big data processing on clouds, Long Wang et al. [15] presented a novel design of adaptive workflow management system which included a data mining based prediction model, workflow scheduler, and iteration controls to optimize the data processing via iterative workflow tasks.
A workflow-oriented cloud computing framework, called WfOC [14] , was introduced to support workflow-oriented application on multiple data centers. This framework included workflow-oriented cloud computing programming language, tasks extraction and composition, tasks and data sources registration, tasks functions mapper/reducer and other components, and enabled users to especially focus on workflow definition and workflow tasks logic implementation without needing to worry about the distribution of data and target execution systems.
Xiao Liu et al. [16] proposed a generic QoS framework covering the major stages of a workflow lifecycle, for cloud workflow systems. The framework consisted of four components: 1) QoS requirement specification, 2) QoS-aware service selection, 3) QoS consistency monitoring 4) and QoS violation handling. They also illustrated a concrete performance framework as a case study and evaluated the effectiveness of the performance framework in their cloud workflow system. Those works mentioned above were mainly focused on different aspects of the deployment and management of integrating workflows into Clouds, including underlying resource allocation, function implementation, service evaluation, performance and cost issues, etc., however, a normalized, service-oriented integration framework is still missing. As running scientific workflows as a service in the Cloud platforms involves a variety of systems and techniques, Researching and designing of a service-oriented framework can help to standardize the integration procedure and interaction between essential systems.
III. SERVICE FRAMEWORK
In this section, we first present the available options for running scientific workflow within Cloud environment based on different layers of SWFMSs. Then we discuss the service framework and analyze the details from different aspects, including layers, subsystems and interfaces.
A. Available Options
The reference architecture for SWFMSs [22] is proposed as an endeavor to standardize the SWFMS research and development efforts. As shown in Fig. 1 We argue that the above reference architecture is still valid for a Cloud-enabled SWFMS. Here, we consider four possible solutions for deploying the proposed reference architecture in a Cloud computing environment:
1) Operational-Layer-in-the-Cloud. In this solution, only the Operational Layer lies in the Cloud with an SWFMS running out of the Cloud. An SWFMS can now leverage Cloud applications as another type of task components. In contrast to other applications, Cloud-based applications can take advantage of the high scalability provided by the Cloud and the infinite resource capacity provisioned by large data centers. This solution also relieves a user the concern of vendor lock-in due to the relative ease of using alternative Cloud platforms for running Cloud applications. However, the SWFMS itself cannot benefit from the scalability offered by the Cloud.
2) Task-Management-Layer-in-the-Cloud. In this solution, both the Operational Layer and the Task Management Layer will be deployed in the Cloud. In contrast to traditional deployment strategies, Data Product Management, Provenance Management, and Task Management can now leverage the high scalability provided by the Cloud. In particular, Data Product Management and Provenance Management can take advantage of the data models provided by the Cloud, such as blobs, tables, and queues provided by Microsoft Azure. In the meanwhile, Task Management, rather than accommodating the user's request based on a batch-based scheduling system, allready tasks can now be immediately deployed over some Cloud computing nodes and get executed instead of waiting in a job queue for the availability of resources. One limitation of this solution is that the economic cost associated with the storage of provenance and data products in the Cloud. Possible workflow tasks might also be restricted to the types of applications and environments (VM instances created by images) that are supported by a particular Cloud infrastructure, which is yet to be standardized. Moreover, although task scheduling and management can benefit from the scalability offered by the Cloud, workflow scheduling and management are not since the workflow engine runs outside of the Cloud.
3) Workflow-Management-Layer-in-the-Cloud. In this solution, the Operational Layer, the Task Management Layer, and the Workflow Management Layer are deployed in the Cloud with the Presentation Layer deployed at a client machine. This solution provides a good balance between system performance and usability: the management of computation, data, and storage and other resources are all encapsulated in the Cloud, while the Presentation Layer remains at the Client machine to support the key architectural requirement of user interface customizability and user interaction support [8] . Such a solution is also most suitable for a scientific workflow application system in which ad hoc domain-specific requirements are constantly evolving, demanding constant changes to the Presentation Layer for that domain. In this solution, both workflow and task management can benefit from the scalability offered by the Cloud, but the downside is that they become more dependent on the Cloud platform over which they run.
4) All-in-the-Cloud.
In this solution, a whole SWFMS is deployed inside the Cloud and accessible via a Web browser. A distinct feature of this solution is that no software installation is needed for a scientist to use an SWFMS and an SWFMS can fully take advantage of all the services provided in a Cloud infrastructure. Moreover, the Cloud-based SWFMSs can provide highly scalable scientific workflow and task management as services, providing one kind of Software-as-aService (SaaS). One concern the user might have is the economic cost associated with the necessity of using Cloud on a daily basis, the dependency on the availability and reliability of the Cloud, as well as the risk associated with vendor lock-in. One way to address such a concern is to use an on-premise Cloud or a hybrid Cloud, in which public Clouds are used only for shifting out peak workloads. As we described, each of the above solutions has its cons and pros. In practice, a hybrid approach might be desirable, in which for each layer, one subsystem or a piece of the subsystem is deployed in the Cloud, while the rest is deployed outside of the Cloud. For each solution, a refined microarchitecture for each layer and subsystem is an important research problem. We envision that in the future, many solution instances of the proposed reference architecture will coexist, each optimized for a particular deployment strategy. In the meanwhile, as each solution instance conforms to the same deployment-strategy-independent reference architecture, interoperability is ensured.
B. Service Framework
For easy integration with a Cloud platform, a "TaskManagement-layer-in-the-Cloud" approach can be chosen by implementing, for instance an "Amazon EC2" provider to Swift, then tasks in a Swift workflow can be submitted into EC2 and executed on EC2 VM instances. However, this approach would leave most of the workflow management and dynamic resource scaling outside the Cloud. For application developers, we would like to free them from complicated Cloud resource configuration and provisioning issues, and provide them with the convenience and transparency to scalable Cloud resources, therefore we choose to take the "Workflow-Management-Layer-in-the-Cloud" approach, which requires minimal configuration at the client side and supports easy deployment with virtualization techniques.
We propose a structured service framework that covers all the major aspects involved in the migration and integration of SWFMSs into the Cloud, from client-side workflow specification, service-based workflow submission and management, task scheduling and execution, to Cloud resource management and provisioning. As illustrated in Fig. 2b , the service framework includes 4 layers, 8 components and 6 interfaces. Fig. 2a shows a typical service stack of Cloud computing: on top of the IaaS layer, the WaaS is designed to provide workflow as a service for researchers and application developers. We position the WaaS layer across both the Saas and PaaS layer, because our proposed service framework can also be applied to provide workflow platform as a service for related scientists.
C. Layers
The first layer is the Infrastructure Layer, which consists of multiple Cloud platforms with the underlying server, storage and network resources. This layer provides IaaS level support such as the management of the fundamental physical equipment, virtual machines and storage systems to upper layers. The separation of the Infrastructure Layer from other layers isolates the science-focused and technology-independent problem solving environment from the underlying fast advancing high-end computing infrastructure.
The second layer is called the Middleware Layer. This layer is responsible for resource management and provisioning, and responding to requests from upper-layer and supporting various scheduling frameworks. All the operations that need to access the underlying resources are encapsulated in this layer. According to the description in the Integration Options section, this layer is responsible for the requirements requested by the Task-Management-Layer-in-the-Cloud option. Moreover, the separation of the Middleware Layer from the Infrastructure Layer promotes the extensibility of the Infrastructure Layer with new Cloud platforms and new high-end computing facilities, and localizes system evolution due to hardware or software advances to the interface between the Infrastructure Layer and the Middleware Layer.
The third layer is the Service Layer, which is responsible for providing scientific workflow management as a service to the upper clients and realizing the execution and monitoring of scientific workflows. This layer also provides interfaces to support various workflow engines. According to the integration options, the Service Layer fulfills the requirements addressed in the Workflow-Management-Layer-in-the-Cloud option. The separation of the Service Layer from the Middleware Layer concerns two aspects: 1) it isolates the choice of a workflow model from the choice of a task model, so changes to the workflow structure do not need to affect the structures of tasks and 2) it separates workflow scheduling from task execution, thus provides space for performance and scalability of the whole management system. The fourth layer is the Client Layer, which provides the functionality of workflow design, specification, visualization and various user interfaces and tools for workflow submission, resource configuration etc. The Client layer may be out of the Cloud to circumvent the disadvantages discussed in the All-inthe-Cloud option. The separation of the Client Layer from other layers provides the flexibility of customizing the user interfaces of the system and promotes the reusability of the rest of system components for different scientific domains.
D. Subsystems
The eight major functional subsystems correspond to the key functionalities required for workflow management as a service in the Cloud. Although the reference framework may allow the introduction of additional subsystems and their features in each layer, this paper only focuses on the major subsystems and their essential functionalities.
The Workflow Specification & Submission subsystem is responsible for producing workflow specifications represented in a workflow specification language that supports a particular workflow model, and the submission of workflows to the Cloud Workflow Management Service subsystem. The Workflow Specification & Submission subsystem may provide users with a standalone or Web-based workflow designer, which may support both graphical-and scripting-based design interfaces, and a workflow submission component to submit workflows. The interoperability of workflows should be addressed in this subsystem by the standardization and conversion of workflow languages.
The Workflow Presentation & Visualization subsystem is important especially for data-intensive and visualizationintensive scientific workflows, in which the presentation of workflows and visualization of various data products and provenance metadata in multi-dimensions are key to gaining insights and knowledge from large amount of data and metadata.
The Cloud Workflow Management Service subsystem acts as an intermediary between the workflow client and the backend Cloud Resource Manager, and is the key service in the service framework provided to researchers interested in using Cloud-based scientific workflow. It supports the following functionalities: workflow language compilation, workflow scheduling, resource acquisition, and status monitoring. In addition, the implementation of fault-tolerance mechanism can also be defined in the service.
The Workflow Engines subsystem supports various workflow engines and can be specified by end-users from the Workflow Specification & Submission subsystem. A workflow engine is the heart of a workflow system and responsible for creating and executing workflow runs according to a workflow run model, which defines the state transitions of each scientific workflow and its constituent task runs. A workflow run consists of a coordinated execution of tasks, each of which is called a task run. The interoperability of workflows should be addressed by the standardization of interfaces, workflow models, and workflow run models, so that a scientific workflow or its constituent sub-workflows can be scheduled and executed in multiple Workflow Engines that are provided by various vendors.
The Cloud Resource Manager (CRM) subsystem is a resource management framework that bridges Cloud Workflow Management Service with various Cloud platforms. It provides scientific workflows with Cloud resource provisioning as a service and the workflows can benefit from the scalability offered by the Cloud. Meanwhile, the dependency on Cloud platforms can be reduced as implementations for various Cloud platforms can be provided, ranging from commercial to open source ones, including Amazon EC2, OpenNebula, Eucalyptus, CloudStack, etc.
The Scheduling Management Service subsystem is a framework that bridges Cloud Resource Manager with various Task Scheduling Frameworks. It provides a set of operations for the deployment and management of various scheduling frameworks according to configurations specified by users.
The Task Scheduling Frameworks subsystem consists of multiple scheduling frameworks, such as Falkon [20] , Sparrow, Gearman, and so on, and the framework can be specified by end-users through configuration. It is devised to schedule tasks delivered from the Workflow Engines subsystem.
The Cloud Platforms Subsystem refers to various supported Cloud platforms in general and the functionalities can be summarized from the Infrastructure Layer.
E. Interfaces
In the reference framework, six interfaces are explicitly defined, which show how each subsystem interacts with other subsystems. The interoperability between the subsystems should be addressed by standardizing the interfaces provided by each subsystem.
Interface I 1 provides a set of interfaces for the communication between Workflow Specification & Submission subsystem and the Cloud Workflow Management Service, so workflow specifications created by workflow design tools can be submitted to a workflow execution environment for compiling, scheduling, and management. Interface I 2 provides a series of interfaces for Cloud Workflow Management Service to interact with Cloud Resource Manager: the Cloud Workflow Management Service sends resource request to allocate specified cluster resources, and the Cloud Resource Manager replies with the cluster information for task execution. Interface I 3 provides a series of interfaces for the Cloud Resource Manager to communicate with the Scheduling Management Service: upon the specified resource requests from Cloud Workflow Management Service are received, the Cloud Resource Manager provisions resources and deploys the user-specified Task Scheduling Framework into the cluster based on the services provided by the Scheduling Management Service, then sends cluster information back to the Cloud Workflow Management Service. Interface I 4 provides a set of interfaces for the Cloud Resource Manager to interact with underlying Cloud Platforms, mostly for resource provisioning, monitoring and recycling. Interface I 5 provides a series of interfaces for the Scheduling Management Service to interact with Task Scheduling Frameworks subsystem: the supported operations upon scheduling frameworks are defined here. Interface I 6 provides a set of interfaces to interoperate with deployed Workflow Engines. Workflow Specifications can be passed through to default or user-specified workflow engine for execution.
F. Discussion
The motivation of our work is to break through workflows' dependence on the underlying resource environment, and take advantage of the scalability and on-demand resource allocation of the Cloud. We present a layered service framework for the implementation and application of integrating SWFMSs into manifold Cloud platforms, which can also be applicable when deploying a workflow system in Grid environments. The separation of each layer enables abstractions and different independent implementations for each layer, and provides the opportunity for scientists to develop a stable and familiar problem solving environment where rapid technologies can be leveraged but the details of which are shielded transparently from the scientists who need to focus on science itself. The Interfaces defined in the framework is flexible and customizable for scientists to expand or modify according to their own specified requirements and environments.
IV. IMPLEMNTATION AND EXPERIMENT
In this section, we first describe our experience in integrating the Swift scientific workflow management system [10] with different Cloud platforms based on the service framework. Then we show our experiment results of implementation for both the OpenNebula [1] and Eucalyptus [9] platforms to demonstrate the practicability and capability of the service framework. We implement the service framework for both the OpenNebula and Eucalyptus platforms and we show the integration architecture in Fig. 3 . The implementation supports workflow specification and submission, on-demand virtual cluster provisioning, high-throughput task scheduling and execution, and scalable resource management in the Cloud.
A. Implementation Architecture & Interfaces
The layers, systems and interfaces displayed in the integration architecture can be easily mapped into the proposed service framework.
As the implementation of service framework includes a variety of systems and techniques, for the purpose of clarity, we list the subsystems, corresponding to Fig. 2 , in Table 1 . And we also point out which subsystems are directly from the original systems and which are implemented for the integration.
We also define a series of interfaces to standardize the complicated interactions between different essential subsystems. We list the key interfaces in Table 2 , and point out the implementation status and interaction relationships. Further details about these interfaces are available at our website 1 . a. "reuse": we directly reuse the available components for integration b. "minor revision": we reuse the available components after customization.
c. "implemented": we implement the components from design to test. "implemented": we define and implement the interfaces.
b. "under evaluation": represents those interfaces have already been defined but still need further adjustment and evaluation for detail implementation.
B. The Swift Workflow Management System
Swift is a system that bridges scientific workflows with parallel computing. Swift takes a structured approach to workflow specification, scheduling, and execution. It consists of a simple scripting language called SwiftScript for concise specification of complex parallel computations based on dataset typing and iterations [17] , and dynamic dataset mappings for accessing large-scale datasets represented in diverse data formats. The Swift system architecture consists of four major components: Program Specification, Scheduling, Execution, and Provisioning, as illustrated in Fig. 4 . Computations are specified in SwiftScript, which has been shown to be simple yet powerful. SwiftScript programs are compiled into abstract computation plans, which are then scheduled for execution by the workflow engine onto provisioned resources. Resource provisioning in Swift is very flexible, tasks can be scheduled to execute on various resource providers, where the provider interface can be implemented as a local host, a cluster, a multisite Grid, or the Amazon EC2 service. The four major components of the Swift system can be easily mapped into the four layers in the SWFMSs reference architecture: the specification falls into the Presentation Layer, although SwiftScript focuses more on the parallel scripting aspect for user interaction than on Graphical representation; the scheduling components correspond to the Workflow Management Layer; the execution components maps to the Task Management layer; and the provisioning layer can be thought as mostly in the Operational Layer.
C. Experiment Configuration
OpenNebula: We use 6 machines in the experiment, each configured with Intel Core i5 760 with 4 cores at 2.8GHZ, 4GB memory, 500GB HDD, and connected with Gigabit Ethernet LAN. The configuration for each VM is 1 core, 1.5GB memory, 20GB HDD, and we use KVM as the hypervisor. One of the machines is used as the frontend which hosts the workflow service, the CRM, and the monitoring service. The other 5 machines are used to instantiate VMs, and each physical machine can host up to 2 VMs.
Eucalyptus:
Considering the efficient and convenient service provided by the FutureGrid 2 , we choose Eucalyptus for the implementation and deployment. FutureGrid is a project led by Indiana University and funded by the National Science Foundation (NSF) to develop a high-performance Grid test bed that lets scientists collaboratively develop and test innovative approaches to parallel, Grid, and Cloud computing. The instance type used in our experiment is m1.small: 1 CPU Unit, 1 CPU Core and 500MB Memory. And the operating system is Ubuntu Server 12.04.
D. Resource Provisioning
In our implementation, we have realized the dynamic resource request by interacting with underlying Cloud platforms. Considering the experiments are conducted in the laboratory environment, where economic cost can be temporarily ignored, we pre-instantiate all the required VMs and put them in the VM pool, which may help the evaluation results be more intuitionistic and comparable. We measure the performance to establish a baseline for resource provisioning and Cloud resource management overhead in the science Cloud environment.
1) The base line measurement
We first measure the base line for server initialization time and worker registration time. We request a Falkon virtual cluster with 1 server, and varying number of workers. The base line results in Fig. 5 are measured in OpenNebula environment. We can observe that the server initialization time is quite stable, around 4.7s every time, and for worker parallel registration, the time increases slightly with the worker number. We measure the server initialization time and worker registration time (illustrated in Fig. 6 ) in Eucalyptus environment to compare with those in the OpenNebula setting. We observe the time to create a Falkon server and start the service is around 11s, much longer than that in Fig. 5 . We attribute this to the m1.small configuration. The overall time increases slightly with the worker number as all the worker registration is executed concurrently, which shows a similar pattern to that in Fig. 5 .
2) The resource recycling measurement
We implement an optimization technique to speed up the cluster creation. When a Falkon virtual cluster is decommissioned, we change its status to "standby", and it can be re-activated. When the Cloud Resource Manager receives resource request, it checks if there is a "standby" Falkon cluster, if so, it will return the information of the Falkon service, and also checks the number of the Falkon workers already in the cluster.
We measure the recycling mechanism by submitting requests with exponentially decreasing worker number. Except the first request, the server initialization time of the other requests is zero, and the time taken is to deregister 16 workersAE8 workersAE4 workersAE2 workersAE1 worker (as shown in Fig. 7) . 
E. MODIS Image Processing Workflow
We demonstrate and analyze the integration implementation in OpenNebula environment using a NASA MODIS [11] image processing workflow. The NASA MODIS dataset we use is a set of satellite aerial data blocks, each block is of size around 5.5MB, with digits indicating the geological feature of each point in that block, such as water, sand, green land, urban area, etc. The workflow (illustrated in Fig. 8 ) takes a set of such blocks, gets the size of the urban area in each of the blocks, analyzes and picks the top 12 of the blocks that have the largest urban area, converts them into displayable format, and assembles them into a single PNG file.
In this experiment, we change the number of input data blocks from 50 blocks to 25 blocks, and measure the total execution time with varying number of workers in the virtual cluster. In Fig. 9 , we can observe that with the increase of the number of workers, the execution time decreases accordingly (i.e. execution efficiency improves), however at 5 workers to process the workflow, the system reaches efficiency peak. After that, the execution time goes up with more workers. This means that the improvement cannot subsidize the management and registration overhead of the added worker. The time for server initialization and worker registration remain unchanged when we change the input size (as have been shown in Fig. 5 ). The experiment indicates that while our virtual resource provisioning overhead is well controlled, we do need to carefully determine the number of workers used in the virtual cluster to achieve resource utilization efficiency, which will be tuned in our future research endeavor. 
V. CONCLUSIONS AND FUTURE WORK
We propose a reference service framework for migrating SWFMSs into Cloud to take advantage of Cloud scalability, and also to handle the ever increasing data scale and analysis complexity of scientific applications. We present our implementation effort in integrating the Swift workflow management system with the OpenNebula and the Eucalyptus Cloud platforms according to the service framework, in which a client-side tool, a Cloud workflow management service, a Cloud resource manager, and a scheduling management service are developed. We also demonstrate the functionality and efficiency of our approach using a real-world scientific workflow.
The implementation can readily be used for Openstack [2] as it is getting more popularity in scientific research area and commercial applications. We are also investigating the integration of other SWFMSs into these various Clouds and the auto-scaling mechanism, which can adjust the number of workers automatically according to workflow workload.
