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Abstract
In this thesis we present the development of a tool which is capable of developing an exact
tracking of a person or an object and follow it autonomously.
With the help of the Tracking Learning Decision (TLD) algorithm for the tracking and some
features from the Computer Vision and Image Process fields using the OpenCV library, we have
implemented a modified version of the Proportional Integral Derivative (PID) algorithm to control
a Parrot AR.Drone 2.0 using Robot Operating System (ROS) and the package ardrone autonomy.
The tracking and following is performed without any help of GPS, only using the front monocular
camera of the drone and the computation work is done by a laptop and also by the Raspberry Pi
2 B to make the drone even more autonomous.
Resumen
En este proyecto presentamos el desarrollo de una herramienta que es capaz de realizar el rastreo
exacto de una persona u objeto y seguir a e´ste de forma auto´noma.
Con la ayuda del algor´ıtmo Tracking Learning Decision (TLD) para realizar el rastreo y algunas
caracter´ısticas de los campos de Visio´n por Computador y Procesamiento de Ima´genes usando
la librer´ıa OpenCV, hemos implementado una versio´n modificada del algor´ıtmo Proporcional-
Integral-Derivativo (PID) para controlar al Parrot AR.Drone 2.0 usando Robot Operating System
(ROS) y su package ardrone autonomy.
El rastreo y el seguimiento se realizan sin ningu´n tipo de ayuda GPS, so´lo usando la ca´mara
monocular frontal del drone y el trabajo de computacio´n es realizado por un porta´til y tambie´n
por la Raspberry Pi 2 B para hacer aun ma´s auto´nomo, si cabe, al drone.
Resum
En aquest projecte presentem el desenvolupament d’una eina que e´s capac¸ de realitzar el rastreig
exacte d’una persona o un objecte i seguir-lo de forma auto`noma.
Amb l’ajut de l’algorisme Tracking Learning Decision (TLD) per a realitzar el rastreig i algunes
caracter´ıstiques dels camps de Visio´ per Computador i Processament d’imatges usant la llibreria
OpenCV, hem implementat una versio´ modificada de l’algorisme Proporcional-Integral-Derivatiu
(PID) per a controlar el Parrot AR.Drone 2.0 usant Robot Operating System (ROS) i el seu
package ardrone autonomy.
El rastreig i el seguiment es realitzen sense cap tipus d’ajut GPS, nome´s utilitzant la ca`mera
monocular frontal del dron i el treball de computacio´ e´s realitzat per un porta`til i tambe´ per la
Raspberry Pi 2 B per a fer encara me´s auto`nom, si aixo` e´s possible, al dron.
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1. Introduction
1.1 Motivation
Unmanned aerial vehicles (UAVs), commonly known as drones, have become a very popular
research topic in the last years. These remotely piloted aircrafts, which formerly were developed
for military purposes during the First World War, now have a new entertainment use as a
recording tool performing aerial shots, very popular among sportsman, but also for scientific
purposes.
Drones are remotely piloted usually by smartphones and tablets, which need somebody respon-
sible of them who gives orders to the drone for making movements.
The aim of this project is to make an autonomous drone, without the need of a handler that
gives orders. We use a commercial drone, the Parrot AR.Drone 2.0 (see Figure 1). This device
should be able to track a person or an object and follow it by recreating, in real time, the same
trajectory that this person/object performs without the help of a GPS.
Figure 1: The Parrot AR.Drone 2.0 with indoor and outdoor hull
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1.2 Context
This section is about the terms and concepts related to the project. We are going to make a
description of the areas of interest as well as the stake-holders of the project: target audience,
users and beneficiaries.
1.2.1 Areas of interest
We can distinguish two main areas of interest in the project. The first area is tracking, which is
related to the computer vision field, and the second one is about technical aspects of the project,
like the recreation of the trajectory of a person or the program that handles the drone.
Tracking
In this project we are going to use the most well-known tracking algorithms from the computer
vision field, and making some modifications and adaptations to our case, we are going to be able
to track a person. To make good quality tracking, we need to know what tracking is, what are
its characteristics.
In computer vision, video tracking is the process of localizing a moving object over time using a
camera. The objective is to associate target objects in consecutive video frames. This association
can be especially difficult to do when objects are moving fast or when tracked objects change
orientation over time. For these reasons, video tracking systems usually employ a motion model
which describes how the image of the target might change for different possible motions of the
object [1].
For the tracking part, we are going to assume that our target is not going to be running very
fast or making abrupt changes of orientation. We assume this for the ease of the work and to
obtain more reliable results.
Technical aspects
For developing the project, we need to do more programming work in addition of the tracking
algorithms.
First, we need to build the system over the Robotic Operating System (ROS). With the help of the
ardrone autonomy package and the tracking algorithm, the drone will be able to fly autonomously
(in the first approach the tracking algorithm was the PTAM implementation of the tum ardrone
package [2], but finally we have used the OpenTLD implementation [3]). ROS is a flexible
framework for writing robot software [4, 5], the ardrone autonomy package [6] is a Node.js client
[7] for controlling Parrot AR Drone 2.0 devices [8], PTAM [9] is a camera tracking system for
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augmented reality and TLD [10] is real-time algorithm for the tracking of unknown objects in
video streams without training data.
Also, we need to program the necessary algorithms to make the drone be able to recreate the
trajectory of the person which is following, as well as all the communications with the drone,
and we want to run all the previous work over a Raspberry Pi 2 B [11].
1.2.2 Stakeholders
The development of this project can draw the attention of some people from different areas.
These are the potential stakeholders and the reasons why they can be interested in our project.
Target audience
Firms interested in offering products and services based on aerial surveillance and media com-
panies that want to bring to their clients a new experience in sports from a new point of view
are our target audience. Unfortunately, with our project finished, our tool can not be able to
develop these tasks. For this purpose, it is necessary to adapt our tool to the needs of our target
audience and also the arrival of new technology to have a higher battery autonomy.
Users
The aim of the project is to develop a tool that can be able to track and follow autonomously
a person or an object. Our tool can be extrapolated to other areas, which generate a lot of
potential users. This potential users will be young people, between 18-45 years, familiarized to
the new technologies and interested in security or sports.
Beneficiaries
Besides the final users, this project can be beneficial for investigators on the topic and people
from the computer vision field and robotics as well. They can take benefit of the investigation
done during the development of this project and improve the results or add new features using
our tool as starting point.
1.3 State of the art
In this section, we are going to give information about the state of the art of the different elements
related to our project. We are going to describe the most important algorithms of tracking and
the latest techniques used in our interest fields. Moreover, we are going to summarize previous
studies related with our project and discuss about them.
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Figure 2: The PTAM algorithm
From the computer vision field we can find a lot of different tracking algorithms [12, 13]. During
the latest years, this field has suffered a lot of progress and nowadays we have very good tracking
algorithms which can perform a lot of tasks simulating the human eye behavior.
1.3.1 Tracking algorithms
As we have said above, there are a lot of tracking algorithms. Coming up next, we are going to
cite the three closest to our problem.
Parallel Tracking and Mapping (PTAM)
PTAM [14] is a camera tracking system for augmented reality. A piece of computer vision software
which can track the 3D position of a moving camera in real time. In Figure 2 it is shown an
image of a tracking map of the algorithm.
It is a Simultaneous Localization and Mapping (SLAM) system [15] that does not need any
prior information about the world (like markers or known natural feature targets) but instead
works out the structure of the world as it goes. PTAM is useful primarily for augmented reality,
although it has been applied to other tasks, like robot guidance, as well.
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Figure 3: The VSLAM algorithm
The system was first demonstrated at the International Symposium on Mixed and Augmented
Reality 2007 (ISMAR) [16], and the source code of the PC version has been available from then
for general non-commercial use.
Visual Simultaneous Localization and Mapping algorithm (VSLAM)
VSLAM [17] is a novel algorithm for SLAM. It solves the computational problem of constructing
or updating a map of an unknown environment while simultaneously keeping track of an agent’s
location within it.
The algorithm is vision-and-odometry-based, and enables low-cost navigation in cluttered and
populated environments. The algorithm defines visual landmarks that are highly distinctive and
that can be reliably detected, virtually eliminating the data association problem present in other
landmark schemes. No initial map is required, and dynamic changes in the environment, such
as lighting change, moving objects, and/or people are gracefully handled by the algorithm (see
Figure 3).
Tracking Learning Detection (TLD)
TLD is an award-winning, real-time algorithm for the tracking of unknown objects in video
streams without any training data. The object of interest is defined by a bounding box in a single
5
Figure 4: The TLD algorithm
frame. TLD simultaneously tracks the object, learns its appearance and detects it whenever it
appears in the video. The result is a real-time tracking that often improves over time (see Figure
4).
1.3.2 Previous studies
Starting our project, we had taken into account previous works and studies related. In the next
sections, we are going to summarize the three most relevant studies, the ones that are close to
our project, but there are also another important works, as [18] from the Technical University of
Munich (TUM), that give to us very useful information.
Vision based GPS-denied Object Tracking and Following for UAV
This work from the Centro de Automa´tica y Robo´tica at the Universidad Polite´cnica de Madrid
(UPM) in Madrid, Spain, is the closest one to our proposal.
In this project, it is presented a vision based control strategy for tracking and following objects
using an UAV. The team from the UPM have developed an image based visual serving method
that uses only a forward looking camera for tracking and following objects from a multi-rotor
UAV, without any dependence on GPS systems.
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Their proposed method tracks a user specified object continuously while maintaining a fixed
distance from the object, and also simultaneously keeping it in the center of the image plane.
The algorithms are validated using a Parrot AR Drone 2.0 as in our project, in outdoor conditions
while tracking and following people, occlusions and also fast moving objects.
The results of this project show that the system is able to track a great variety of objects present
in suburban areas, among others: people, windows, AC machines, cars and plants [19].
Camera-Based Navigation
This work is the first one from the two that we summarize done at the TUM. Their system
consists of three components: a monocular SLAM system, an extended Kalman filter for data
fusion [20] and state estimation and a Proportional Integral Derivative (PID) controller [21] to
generate steering commands.
In their project [22], they demonstrate that their system is able to navigate in previously un-
known environments at absolute scale without requiring artificial markers or external sensors.
They also show its robustness to temporary loss of visual tracking and significant delays in the
communication process, the elimination of odometry drift as a result of the visual SLAM system
and accurate, scale-aware POSE estimation and navigation.
Scale-Aware Navigation with a Monocular Camera
In this second work [23] from the TUM, they present a complete solution for the visual navigation
of a small-scale, low-cost quadcopter in unknown environments.
Their approach relies solely on a monocular camera as the main sensor, and therefore does not
need external tracking aids such as GPS or visual markers. This approach consists of three
components: a monocular SLAM system, an extended Kalman filter for data fusion, and a PID
controller.
They extensively evaluate their system in terms of pose estimations accuracy, flight accuracy,
and flight agility using an external motion capture system. Furthermore, they compared the
convergence and accuracy of their scale estimation method for an ultrasound altimeter and an
air pressure sensor with filtering-based approaches.
The complete system is available as open-source in ROS. Also, this project is done with a Parrot
AR.Drone 2.0 [24] as in our project, a commercial low-cost quadcopter.
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1.4 Project contribution
The contribution of this project is to develop a tool that can transform an affordable commercial
drone with a monocular camera, that it is easy to find in any store, into an autonomous aircraft
which has the ability of track a person or an object and follow it by recreating its trajectory in
a well illuminated environment and without several wind blows.
Since our tool has been done with teaching purposes, all code is open source, as well as all
frameworks, packages and other software used in its development.
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2. Management
In this section it is explained the management of the project. We provide a description of the
objectives and the obstacles that we have found, the scope of the project and its methodology,
the planning and the sustainability analysis.
2.1 Objectives
The main goal of the project is: given a commercial drone Parrot AR.Drone 2.0, provide it
with the capability of making an exact-tracking of a person or object which is going to be in
movement, and be able to follow it autonomously by recreating its trajectory.
Hence, objectives can be divided in:
• Exact-tracking: With the help of a monocular camera, the drone must track its target,
and once this target is locked, it should be able to maintain the exact-tracking when the
target is moving and changing trajectories.
• Trajectory recreation: The drone not only must follow the target person or object, but
it is going to be able to recreate the same trajectory in real time.
This is a very important objective, because the drone is hovering on the air only few steps
behind its target, and just following the target is not enough and can put it in danger (e.g.
the drone is following a person which at some point turns because he finds an obstacle.
If the drone instead of doing the same trajectory follows it straight, it can crash with the
obstacle that the person is avoiding).
• Stability and autonomy: During the development of the tasks, the drone must have a
good flying stability and a reasonably good battery autonomy.
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2.2 Obstacles
Once the objectives that we want to achieve are described, it is time to focus on the obstacles
and limitations that we have found. Most of these problems are related to the payload that the
drone can carry and the limitation of the battery.
Need of a computer
To make the tracking, the recreation of the trajectory and the following of the target we need
computation work. This computation work will be done by a CPU. Given this need, we can
choose between two options:
• Connect a laptop with the drone: Use a laptop to do the computation work and send
the information to the drone. This option has the advantage of not adding extra weight to
the drone, which makes the drone more stable while flying and also consume less battery.
On the other hand, it has the disadvantage that we have to follow the drone with the laptop
to send the information to the drone.
• Integrate a SBC into the drone: Add inside the drone a Single-Board Computer to
do the computation work. This option has the advantage that we do not have to receive
the computation information from ’outside’ the drone. On the other hand, it has the
disadvantage that we add extra weight to the drone, which makes the drone more unstable
while flying and decreases considerably its battery autonomy.
After considering the pros and cons, we have chosen to use the laptop instead of integrate a SBC
into the drone as we wanted initially.
The reason of this decision is because even the limitation of having to follow the drone if it moves
outside the Wifi range of the drone’s hotspot, its better performance makes the difference when
computing the tracking algorithms, and also, because of the limitations and difficulties to install
some packages into the SBC due to the lack of some instructions in its architecture.
Battery autonomy
The duration of the battery is a handicap to be considered. Our drone has a flight autonomy
of about 15 minutes. This autonomy is only possible without adding weight, which decreases
considerably this time and at its best lifecycle. In our case, the batteries used in the drone are
at the end of its lifecycle, and the drone’s autonomy is reduced to 3-4 minutes, which delays the
tests and the debugging of the code.
To solve this problem, we have decided to install an extra battery to supply the SBC (when
we wanted to use it instead of a laptop) and minimize the impact on the fly autonomy. The
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capacity of the battery depends of the payload that the drone can carry, issue discussed on the
next sections.
Payload
Another limitation is the maximum weight that we can add to the drone. Our drone has a
payload of 125 gr. We know that the SBC that we are going to install has a weight of 45 gr.
With this constraint in mind, the remaining weight that we have available for an extra battery
is about 80 gr. The capacity of the battery will depend directly on this fact, but we also have to
consider another variables that are explained on the next section.
This previous scenario was using the SBC and the external battery, so in the last implementation
this issue is solved.
Trade off between stability and features
To ensure that the drone can fly without difficulties, we have to find a balance between the added
weight and the flying stability. We must maximize the weight that the drone can carry to have
better features (a more complex SBC, higher capacity of the battery, etc.) without making the
drone unstable.
As we have said, the drone can carry about 125 gr of extra weight. Checking different resources
of other projects that have added extra weight to the drone, we have seen that the maximum
weight that the drone can carry minimizing the impact over their stability is 100 gr.
With this information and knowing that the weight of our SBC is 45 gr, we will add the better
extra battery that we found without exceeding the barrier of 55 gr.
In addition to the previous considerations for the SBC and the battery, the hull of our drone is
very damaged as well as its chassis because of the past of the projects and years, and this issue
makes sometimes the propellers rub with it and destabilizes the drone.
2.3 Scope
In order to achieve the proposed objectives, we need to implement a program capable of tracking
a person or object, determine its trajectory and follow it by using the drone’s monocular camera.
We are going to implement this program over the ROS, which will be embedded into a laptop
using the programming language C++ and ROS packages to communicate with the drone.
Also, we are going to explore all the well-known tracking algorithms from the computer vision
field and use the ones that better fit to solve our problem or make modifications to the ones that
11
are closer to our case. These algorithms are going to do the functions of people exact-tracking,
the recreation of the target’s trajectories and follow the target while it is moving.
The final result will be a drone which is able to perform the tasks mentioned above autonomously,
without the need of somebody responsible of making the decisions. The drone that we have
chosen for this project is a Parrot AR.Drone 2.0, which is a commercial drone widely known
which everybody can afford, and the SBC is a Raspberry Pi 2 B which is very used in robotics
because of its great performance at an affordable price.
2.4 Methodology and validation
A good scheduling to develop the project in reachable steps is the key to ensure that we achieve
the objectives that we have shown above. To get our goal, we need a methodology of work,
continuous monitoring to get sure that we are doing the things right and finally validate the final
results in order to evaluate the quality of the project.
2.4.1 Methodology of work
Before starting this project, we had assured that the university has enough economical resources
to get the drone and all the required materials, as well as check if the objectives are reachable
and no utopic. Furthermore, as we wanted to add weight to the drone, we have ensured that the
drone can handle it.
Having clarified these matters, the first part of the project consisted of learning ROS, which is a
framework for the development of software for robots, and techniques from computer vision field
to implement or adapt the necessary algorithms for the tracking part, and also, all the necessary
knowledge to solve the challenges that the project exposes. More information about how ROS
works will be reported in section 4.1.1 as well as in the Appendix C.
After that, we have done a first approach to the goal. In this first approach we have noticed
some expected issues and some unforeseen that forced us to change and search for alternatives.
Finally, the final approach have been implemented and we have achieved our goal by doing the
same purpose but changing the ways and means of reaching our goal, and we have done several
test to check the project’s quality.
In Figure 5 it is shown a pie chart with the weight of each mentioned task on the project.
In addition to the previous pie chart, in Figure 6 there is another one with information about
the weight of reporting, researching, implementing and testing the project.
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Figure 5: Pie chart of the weight percentage on the project of each task
2.4.2 Validation of the results
To check if the drone is able to do correctly all the tasks that we expect from it, we have done
some demonstration to check if it can track without problems a person/object and follow it
recreating its trajectory while flying stable.
We have tested the drone first in different indoor scenarios (without wind impact) with multiple
obstacles and objects that difficult its work, and after completing the tests, we made the same
tests in outdoor scenarios to be sure that the drone is still stable even under wind perturbations.
2.5 Planning
In this section we are going to talk about the temporal planning of the project, describing the
realized tasks to make the project (see Figure 6).
The project was started on the February 9th, 2015 and finish with the defense before the court
on the October 26th of the same year.
2.5.1 Description of tasks
Now we are going to describe the tasks that we have planned to do for making our project,
starting for the preliminaries tests to assure that the project is feasible to end checking that
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Figure 6: Pie chart of the weight percentage of different type of tasks
everything works as we have planned and finalizing the last details before the deliver.
Viability tests
This was the first task that we carried out, which was done before enrolling this project and
consisted in ensure that the project was viable.
To know that the project was realizable, we have assured that the university had all the materials
that we needed to develop it, or if had the resources to get them. Also, we have checked the
payload of the drone and all the problems due to adding load from other similar projects.
After passing these tests successfully, we have enrolled the project. This task did not take much
time comparing with the other tasks, but was crucial to be able to start.
Project planning
This part was about reporting everything that was done on the project and covers the claims of
the GEP course and also to write the project’s documentation. For the GEP part, we can divide
this task in four stages:
• Scope of the project.
• Temporal planning.
• Budget and sustainability.
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• State of the art.
This task is the one that follows the viability tests, because it defines the different steps that we
had to do in order to complete the project. Also in this task, we included bureaucratic tasks as
the inscription of the project and all the necessary work related to it.
Initial system set up
Before starting to develop the project, we need to install and configure a set of tools. It may
seems an obvious thing, but it took some time in our schedule.
The first thing was to install an OS into our laptop to be able to develop further tasks. We had
chosen to install Ubuntu 14.04 because we need this environment to install another tool that
we need, ROS. In addition to installing these tools, we downloaded a series of packages called
ardrone autonomy and the PTAM implementation package tum ardrone, as well as OpenCV
library and other tracking alternatives from this last library, the OpenTLD implementation.
Also, we used a more powerful computer with Windows 8.1 to search information and make the
report, using LATEX and controlling the code version of the project code with GitHub.
After having all these software installed, configured and checked that everything works as we
expected, we started to work on the main step of the project.
Learning development tools
In order to be able to develop the project, it was first necessary to learn the tools that we used
to develop it in case of do not having background on them.
That is the reason why in our schedule we spent some time in get the knowledge in ROS,
the ardrone autonomy and tum ardrone (PTAM) packages, and other tracking algorithms from
OpenCV and OpenTLD. Even that it seems a lot of time on it, this made further steps easier to
develop and understand.
Main development
In this main task of the project are covered all the tasks related with implementation, installation
of the features in the drone and testing. All these tasks are divided in the following stages.
• ROS + ardrone autonomy system: Build the base system used for the drone to make
possible the tracking and recreation of the trajectory of a person.
• Implement ROS features: Make the subscriptions to get the image feed of the drone’s
camera, make publications to send to the drone the necessary commands as take off, land,
and flight commands and all the related with ROS.
15
• Implement image processing: Transformation of the ROS image to a Mat type to work
with it with the OpenCV methods, convert the image to gray scale to later feed TLD
algorithm.
• Implement TLD configurations: Set the initial bounding box of the object that is going
to be tracked to after with the input of new frames make the comparative of bounding boxes.
Also, tune all the needed parameters to make TLD work correctly.
• Implement trajectory recreation: Implement the algorithm that will recreate the real
trajectory that the target is doing using the information about the position in the window
of the old and the new bounding box from the TLD algorithm.
• Implement PID controller: Implement the way that we use all the information given
by the TLD algorithm and the trajectory recreation algorithm in order to transform this
amount of information in steering commands to publish using ROS and make the drone’s
movements.
• Implement user interface: Build a friendly user interface to get the user’s callbacks and
deploy the needed tasks to perform the tracking, following and trajectory recreation.
• Install features to the drone: Install the SBC and the battery which supplies it into
the drone. These work is more mechanic than the one from our field, but it is necessary to
can test the well work of our algorithms and the main program.
• Adapt the system to the SBC: Install into the SBC all the previous reported work.
• Experiments and tests: Making tests different conditions, without sun reflections to
avoid mistakes from the tracking algorithms.
Final task
This task consisted in checking that everything works as expected. We prepare all the necessary
for the delivery of the project, commented the code and revised all the documentation in order
to avoid mistakes and prepare the final presentation. Also, in this task we have included the
meetings with the director of the project and the TFG lecture.
2.5.2 Project schedule
In Table 1 it is shown a summary of the tasks. In the resources field, there is an ‘H’ letter for
each hardware resource and a ‘S’ letter for each software resource, and its number assigned in
section 2.5.4.
Gantt diagram In Figure 7 it is shown the Gantt diagram, where appears the dependence
between tasks and the duration of them and in Figure 8 the planning of the project.
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Tasks Time Dependencies Resources
1 Viability tests 10 h – H2, S1
2 Project planning 80 h 1 H2, S{1,9}
3 Initial system set up 10 h – H{2,3}, S{1,2,9}
4 Learning development tools 40 h 3 H3, S{2,9}
5 ROS + ardrone autonomy system 30 h 4 H{1,2}, S{2,4,5,9}
6 Implement ROS features 25 h 5 H{1,2,3}, S{2,4,5,8,9}
7 Implement image processing 40 h 6 H{1,2,3}, S{2,4,5,6,7,8,9}
8 Implement TLD configurations 35 h 7 H{1,2,3}, S{2,4,5,6,7,8,9}
9 Implement trajectory recreation 50 h 8 H{1,2,3}, S{2,4,5,6,7,8,9}
10 Implement PID controller 70 h 8, 9 H{1,2,3}, S{2,4,5,6,7,8,9}
11 Implement user interface 20 h 10 H{1,2,3}, S{2,4,5,6,7,8,9}
12 Install features to the drone 15 h – H{1,4,5}, S9
13 Adapt the system to the SBC 60 h 5, 12 H{2,4}, S{2,3,4,5,6,7,9}
14 Experiment tests 30 h 11 H{1,2}, S{2,4,5,6,7,9}
15 Final task 30 h 14 H2, S{1,8,9}
Total 545 h
Table 1: Time, dependence and resources assigned for task
Figure 7: Gantt diagram of the project
2.5.3 Deviations
The final planning of the project presents significant changes from the initial one. Several are
the causes that have produced this deviations, but the relevant ones were problems with the
hardware and software.
Issues with the Raspberry Pi
A key point of the viability tests was check if the Raspberry can support the different software
that we wanted to use. Initially we had the B+ model of the Raspberry and it supported all the
software, but for the tracking algorithm we had poor quality because it only brings us 1-2 FPS,
which makes impossible a good image processing and a poor tracking performance.
That was the reason why we had bought the newest model of the Raspberry Pi, the 2 B, which is
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Figure 8: Planning of the project
6-7 times faster than the older model, but in this new architecture (ARMv7) we have noticed that
we cannot install PTAM algorithm from the tum ardrone package as well as the ardrone autonomy
package, although by doing some minor hacking we can patch the library from the last one and
make it work.
Problems with the use of previous work
When we have made the initial planning, we wanted to use previous work done on the subject as
a project from UPM that fits very well with our goal. Later, after checking its public repository
we have noticed that they do not have the code of its implementation, they only have the .launch
files to execute its program with ROS. With this handicap, we cannot use their code and make
the necessaries modifications and add new features to develop our project.
In addition to this issue, we have also tried to use PTAM for the tracking in the initial planning,
but finally we cannot use it neither because it was incompatible with the Raspberry Pi, and we
decided to search for alternatives that were compatibles with our SBC.
Problems arising from the state of the drone
Time goes by, is a fact. And the drones of the UPC are not the exception. At the time that we
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were doing the viability tests, we did not realized that the batteries of the drones have suffered
a lot of tests and its lifecycle was ending.
We expected from the drone’s batteries (under good battery state conditions) an autonomy of
about 10-15 minutes. Nothing further away from reality. The real autonomy of the drone that
we have used for this project was about 3 minutes. This fact delayed the debugging of the code
and the tests.
Besides of the low battery issue, we have the problem with the hull condition. It was very
damaged and sometimes makes the drone unstable and produced ’false’ behavior over the drone.
2.5.4 Resources
We make the division of the resources that we are going to use to develop the project between
hardware, software and other resources. For each kind of resource, there is a little information
of their use.
Hardware resources
1. Parrot AR.Drone 2.0: used to make people exact-tracking.
2. Laptop (Intel Core i7-4700HQ 2.4GHz, 8GB RAM DDR3 1600MHz, NVIDIA GEFORCE
GT 750M DDR3 2GB): used in all tasks of the project.
3. Netbook (Intel Atom N550 1.4GHz, 1GB RAM DDR2, Intel GMA 950): used for the first
test without SBC.
4. Raspberry Pi 2 B (Quad-Core ARM Cortex-A7 CPU 900MHz, 1GB RAM): used to do
the computation work.
5. External Battery: used to supply the Raspberry Pi 2 B.
Software resources
1. Windows 8.1: used in project report and research.
2. Ubuntu 14.04: used in programming tasks.
3. Raspbian OS: used in Raspberry Pi 2 B.
4. ROS: used in Drone-PC communications.
5. ardrone autonomy: used in drone communication.
6. OpenCV: used in computer vision algorithms.
7. OpenTLD: used in tracking.
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8. GitHub: used in code versions control.
9. LATEX: used in project report.
Other resources
1. Electricity: used to supply electronic devices.
2. Paper: used to make copies of the project.
2.6 Laws and regulation
On July 4th, 2015, the Spanish government has approved the new regulation about UAVs. This
regulation want to handle the use of the commercial and civil operations with drones of less than
150 kg.
This new law is based on four key points that every company which desires operate with drones
must obey.
Type of drone
There are two categories: Drones weighing less than 2 kg, and drones weighing between 2 and
25 kg. For both categories it is necessary to have a drone pilot license for operating in Spain.
In case of drones weighing less than 2 kg, it is not necessary to have the drone registered neither
to have any navigability certificate.
For both types of drone, it would be mandatory include an identification with the manufacturer
name and the fiscal information of the company which makes the operations with the drone.
Aerial space
In Spain, the aerial space regulation belongs to AESA (National Agency of Aerial Security), and
for realize any kind of activity commercial or civil with a drone, it is necessary to obtain an
official permission, at least five days before of making any aerial operation.
This new regulation maintains the prohibition of fly above urban cores or very crowded spaces
without the special agreement of the AESA.
Security
The main core where the Spanish government has based for the realization of this regulation is
the security. For that reason, each company must have an operations manual that follows the
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standard given by the government, and a safety study of each operations that is going to be done.
In other words, if somebody is thinking on flying a drone out of the law, with a weighing less
that 2 kg or between 2 and 25 kg, it is exposed to sanctions ranging from 3.000 and 60.000 e.
Drone pilot license
In order that the companies can operate respecting the law, the designed pilots must have an
official license for handling drones. If these pilots have a license of plane pilot, microlight or
another type of aircraft, it will not be necessary to obtain the mentioned license. Otherwise,
they must take a series of exams and official tests to obtain the drone pilot license.
Nowadays it do not exists official academies above the government protection that realize this
kind of courses. Meanwhile these courses are not imparted, it is mandatory demonstrate that
the pilot has the theoretical knowledge and some kind of official license or document which attest
the pilots on the handling of drones to develop any type of operations.
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3. Budget and sustainability
3.1 Project budget
This section contains a detailed description of the costs of this project, including direct, indirect
and unforeseen costs. Beside of the total costs of the project, it is disaggregated the cost of each
task of the project, the possible costs of the unforeseen problems that increase the budget and a
contingency cost.
3.1.1 Direct costs
To calculate the depreciation of the resources we have in mind the duration of the project, 8
months. A month has 20 working days and each day has 8 working hours. Using this calculations,
for a lifespan of 4 years we compute 7680 hours of usage and for 3 years 5760 hours.
Hardware resources
The Table 2 shows the cost of each hardware product that we are going to use in the project
development and the total cost.
Product Price Lifespan Usage Depreciation
Parrot AR.Drone 2.0 330.00 e 4 years 90 h 3.87 e
Laptop 1190.00 e 4 years 520 h 80.61 e
Netbook 359.00 e 4 years 280 h 13.10 e
Raspberry Pi 2 B 50.00 e 4 years 70 h 0.47 e
External Battery 15.00 e 4 years 70 h 0.15 e
Total hardware 1944.00 e 98.20 e
Table 2: Cost of all the hardware resources
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Software resources
The Table 3 contains the cost of the software needed to develop the project and the total cost.
Product Price Lifespan Usage Depreciation
Windows 8.1 120.00 e 3 years 520 h 10.85 e
Ubuntu 14.04 0.00 e 3 years – 0.00 e
Raspbian OS 0.00 e 3 years – 0.00 e
ROS 0.00 e 3 years – 0.00 e
ardrone autonomy 0.00 e 3 years – 0.00 e
OpenCV 0.00 e 3 years – 0.00 e
OpenTLD 0.00 e 3 years – 0.00 e
GitHub 0.00 e 3 years – 0.00 e
LATEX 0.00 e 3 years – 0.00 e
Total software 120.00 e 10.85 e
Table 3: Cost of all the software resources
Human resources
The Table 4 shows the costs of the human resources needed in the development of the project.
Role Price/hour Time Cost
Project manager 50.00 e 130 h 6500.00 e
Senior programmer 40.00 e 210 h 8400.00 e
Junior programmer 35.00 e 160 h 5600.00 e
Equipment installer 35.00 e 15 h 525.00 e
Beta tester 30.00 e 30 h 900.00 e
Total human 545 h 21925.00 e
Table 4: Cost of all the human resources
To better understand Table 4, we are going to detail the breakdown of the tasks and the role in
charge of doing them:
• The project manager is going to make the corresponding viability tests, the hole project
planning, the initial system set up and the final tasks to assure the correctness of the
project.
• The senior programmer is going to work on everything related to the search, implementation
and adaptation of the tracking algorithms and the recreation of the trajectory.
• For the other more simple programming task, as making the ROS + ardrone autonomy
system (with the implicit task of learning everything about this tools) and almost all the
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adaptation of the system to the SBC (less the mounting part), the junior programmer will
be on charge.
• The equipment installer is going to install all the needed features to the drone and also
make the mounting part of the adaptation of the system to the SBC.
• Finally, the beta tester is going to make the indoor and outdoor tests with the drone and
check the accuracy of the work done on the project.
In order to determine the impact of each task on the budget, we are going to calculate the cost of
each one, but without consider the hardware and software resources and also without the indirect
costs. This information is disaggregated in Table 5.
Task Cost
Viability tests 500.00 e
Project planning 4000.00 e
Initial system set up 500.00 e
Learning development tools 1400.00 e
ROS + ardrone autonomy system 1050.00 e
Implement ROS features 950.00 e
Implement image processing 1600.00 e
Implement TLD configurations 1350.00 e
Implement trajectory recreation 1950.00 e
Implement PID controller 2750.00 e
Implement user interface 700.00 e
Install features to the drone 525.00 e
Adapt the system to the SBC 2250.00 e
Indoor and outdoor tests 900.00 e
Final task 1500.00 e
Total 21925.00 e
Table 5: Cost of each task (only from human resources)
3.1.2 Indirect costs
As in all computer-related project, it appears indirect expenses from the use of electricity or
paper. This costs are summarized in Table 6.
The electricity cost is a sum of the consumes of:
• Laptop: 520 h of use, with a consumption of 0.25 kWh, which makes a total of 130 kW
with a cost of 16.11 e.
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Product Price Units Approximate cost
Electricity 0.12 e/kWh 168.40 kW 20.90 e
Paper 3.75 e/pack 1 pack 3.75 e
Total indirect 24.65 e
Table 6: Cost of all the indirect costs
• Netbook: 280 h of use, with a consumption of 0.075 kWh, which makes a total of 21 kW
with a cost of 2.60 e.
• Raspberry Pi 2 B: 70 h of use, with a consumption of 0.03 kWh, which makes a total of
2.1 kW with a cost of 0.26 e.
• Parror AR.Drone 2.0: 90 h of use, with a consumption of 0.17 kWh, which makes a
total of 15.30 kW with a cost of 1.93 e.
For the paper we consider that a pack of 500 recycled paper sheets with a cost of 3.75e will be
enough for all the copies of the report.
3.1.3 Total budget
With the economical information of the resources shown in Tables 2, 3, 4 and 6, the unforeseen
costs and the contingency item, in Table 7 is detailed the total cost of the project.
Concept Cost
Hardware resources 98.20 e
Software resources 10.85 e
Human resources 21925.00 e
Indirect costs 24.65 e
Unforeseen costs 930.00 e
Contingency (5%) 1149.40 e
Total 24138.10 e
Table 7: Cost of all the resources
We have estimated a 10% probability of issues during the realization of the implementation
tasks. This unforeseen cost represent the 10% of this tasks (930.00 e) and is included on the
total budget. Beside, we have added a 5% of contingency over the sum of the costs to control
possible issues.
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3.2 Sustainability analysis
In these times sustainability is a remarkable topic in all projects and products. In this section,
we are going to evaluate the sustainability of our project making a division in three dimensions:
economic, social and environmental dimension.
3.2.1 Economic dimension
The cost of the human and material resources has been calculated on the Budget estimation
section. These costs are accurate and according to the reality. The human resources costs have
been corroborated by different work offers according to each role, and the material resources
taken by update price lists from the most popular stores in hardware and software.
We cannot affirm that the cost of the project is competitive, because we can realize the project
with a cheaper drone for example, but it will have less features, or using cheaper hardware,
because almost all the software is free and change it would not impact to the budget. To affirm
that the project is competitive we should make the same project with a cheaper drone and
hardware and compare if we can achieve the same accuracy and results than with our project. If
we can have the same or better results, our project is not competitive but if we cannot get the
same results, we will have to make a trade off between price and results to know if is competitive.
The budget of the project is the minimum cost for developing it achieving our objective. This
is because if we have difficulties during the realization of the project, the budget will increase as
we said in a previous section. Maybe we can make the same project with less resources but this
will increase the time, and about doing the project with a lower cost we will have to do the trade
off that we had explained in the paragraph of above.
The time that we spent on each task is in accordance to its importance. As the core of this
project is the exact-tracking algorithms, recreation of the target trajectory and another code
implementation required to make this algorithms work, this tasks spend most of the time of the
project, near of the 50% of their time, and the other 50% is divided between all the other tasks.
Although this project is not linked to a bigger project or collaboration agreement it can be use
as starting point for another project which can add more features or improve the accuracy.
This project is going to be awarded a 9 in the economical viability area. Even that we can use
cheaper components and do the same project, we do not know if we will get the same accuracy.
Also, the price of our project is affordable and most of the used resources are already property
of the university.
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3.2.2 Social dimension
Since the drones have became a very popular tool, the government of the country wants to make
a law which regulates them. They want to request licenses for the management of drones, which
in case of be approved, can difficult the use of our autonomous drone. If during the development
of the project are news about this law, we will give feedback to the reader.
The project that we are developing can have a lot of future uses, but all of the depends on
the technology, beside the possible legal issues that we have commented. With more powerful
batteries which can make the drone be on the air for a long period of time, our project can be
use as surveillance of suspects (also depends on the law regulation of the privacy of individuals),
or to control monitor endangered species and avoid poaching, or a more realistic purpose as used
by professional or amateur sportsman to record their performances or even have a new point of
view in some sports that we have never achieved.
If this hypothetical situations become true, the consumers’ quality of life can improve. In the
case of the new point of view on sports, the consumer will experiment new emotions and feel as
yours the sportsman’s feelings. In the case of the surveillance, can bring to the consumer more
safety and a feeling of greater protection, and this maybe can make decreasing robberies and
assaults for example.
For the above reasons, this project is going to be awarded an 8 in the improving the quality of
life area.
3.2.3 Environmental dimension
The resources needed in each of different stages of the project are detailed in the Temporal
planning section and their cost in the Budget estimation.
During the 545 total hours of the project, at least one computer is going to be running. At
some stages, two computers and one SBC are going to be running simultaneously. This running
time has a consumption of 168.40 kWh, which is equivalent to 109.50 kg of CO2. This is a high
amount of energy and contamination, but is needed to make possible the project and there is no
way to reduce it.
Also, we are going to use implemented libraries and well-known algorithms instead of implement-
ing it from the beginning. This two facts are going to reduce the consumption of energy which
implies less contamination.
Even of this contamination due to the consumption of energy, this project is going to be awarded
an 8 in the resources area. It is true that we use a lot of hardware, but is powered by electricity
instead of using harmful and polluting fuels, which makes it more sustainable.
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3.2.4 Sustainability matrix
In Table 8 it is shown the sustainability matrix of our project, with the grades that we have
assigned to the different areas in the previous section.
Sustainable? Economic Social Environmental Total rows
Planning 9 8 8 25
Results 9 8 8 25
Risks 0 0 0 0
Total cols. 18 16 16 50
Table 8: The sustainability matrix
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4. Preliminaries
Before starting to explain the project development, it is necessary to have some background
on the related topics of the project. Therefore, in this chapter we provide a definition and the
essential knowledge of the techniques, algorithms and packages used during the development of
the project.
4.1 Base system
When we talk about the base system of the project, we are referring to the Robot Operating
System running over Ubuntu (or Debian-based OS, Raspbian [25], for the Raspberry Pi) and its
package ardrone autonomy (see Figure 9).
This binomial will establish the communication between the computer and the drone. It will
provide to our tool the drone’s camera feed to perform the necessary algorithms and also, it will
do the other way communication by receiving the result of computing our algorithms and use it
to run the engines to make the desired movements.
4.1.1 Robot Operating System
The Robot Operating System (ROS) is a flexible framework for writing robot software. It is a
collection of tools, libraries, and conventions that aim to simplify the task of creating complex
and robust robot behavior across a wide variety of robotic platforms.
ROS is very complex and has a lot of tools and functionalities. In this section we are going to
explain only the essential to understand our project. For more information, please check the
Appendix C of this project.
Basics tools and concepts
• Master: The ROS Master provides naming and registration services to the rest of the
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Figure 9: ROS and ardrone autonomy system
nodes in the ROS system. It tracks publishers and subscribers to topics as well as services.
The role of the Master is to enable individual ROS nodes to locate one another. Once these
nodes have located each other they communicate peer-to-peer.
• Node: A node is a process that performs computation. Nodes are combined together into
a graph and communicate with one another using streaming topics, RPC services, and the
Parameter Server.
◦ Publisher node: Is a “talker” node which will continually broadcast a message.
The advertise() function is how a user tells ROS that wants to publish on a given
topic name. This invokes a call to the ROS Master node, which keeps a registry of
who is publishing and who is subscribing.
◦ Subscriber node: Is a “listener” node which will continuously get messages.
The subscribe() call is how you tell ROS that you want to receive messages on a given
topic. This invokes a call to the ROS Master node, which keeps a registry of who is
publishing and who is subscribing.
• Topic: Topics are named buses over which nodes exchange messages. Topics have anony-
mous publish/subscribe semantics, which decouples the production of information from its
consumption.
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Example 1. Let’s say we have two Nodes; a Camera node and an Image viewer node. A typical
sequence of events would start with Camera notifying the master that it wants to publish images
on the topic images (see Figure 10.Left). Now, Camera publishes images to the images topic,
but nobody is subscribing to that topic yet so no data is actually sent. Later, Image viewer
wants to subscribe to the topic “images” to see if there are maybe some images there (see Figure
10.Middle). Now that the topic images has both a publisher and a subscriber, the Master node
notifies Camera and Image viewer about each others existence so that they can start transferring
images to one another (see Figure 10.Right).
Figure 10: Left: Call to Master to publish on the topic images. Middle: Call to Master to
subscribe to the topic images. Right: Publisher and Subscriber of the topic images
• Message: Nodes communicate with each other by passing messages. A message is simply
a data structure, comprising typed fields. Standard primitive types (integer, floating point,
boolean, etc.) are supported, as are arrays of primitive types. Messages can include
arbitrarily nested structures and arrays (much like C structs).
• Service: It is another way of communication between nodes, by Request/Reply. A service
is defined by a pair of messages: one for the request and one for the reply (see Figure 11).
A providing ROS node offers a service under a string name, and a client calls the service
by sending the request message and waits for the reply.
• Bags: Are a format for saving and playing back ROS message data. Bags are an important
mechanism for storing data, such as sensor data, that can be difficult to collect but is
necessary for developing and testing algorithms.
• Package: Software in ROS is organized in packages. A package might contain ROS nodes,
a ROS-independent library, a dataset, configuration files, a third-party piece of software,
or anything else that logically constitutes a useful module.
• Roscpp: Is a C++ client library for ROS. It is the most widely used ROS client library
and is designed to be the high performance library for ROS.
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Figure 11: The two way of node communication of ROS
• Roscore: Is a collection of nodes and programs that are pre-requisites of a ROS-based
system. You must have a roscore running in order for ROS nodes to communicate. It is
launched using the roscore command and it is at the same time the Master, the rosout and
the parameter server.
4.1.2 ardrone autonomy package
Introduction
The ardrone autonomy package [26] is a ROS driver for Parrot AR-Drone 1.0 & 2.0 quadrocopter.
This driver is based on official AR-Drone SDK version 2.0.1. The ardrone autonomy package
is a fork of AR-Drone Brown driver. This package is developed in Autonomy Lab of Simon
Fraser University by Mani Monajjemi and other Contributors. The driver’s executable node is
ardrone driver.
Structure of the ardrone driver
The ardrone driver interacts with different topics. Figure 13 shows all the topics where the
ardrone driver is subscribed and the ones where it is publishing.
The topics whose arrows are pointing to the ardrone driver (/rosout, /rosout agg, /ardrone/reset,
/ardrone/takeoff, /cmd vel and /ardrone/land) are the ones that the node is subscribed to. This
means that the node is listening to the messages that are sent through these topics. To control
the drone, a node has to publish on this topics.
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Figure 12: Terminal after executing roscore command
The topics where we are going to publish on are /ardrone/takeoff, /ardrone/land, /ardrone/reset,
and /cmd vel. In order to command the drone to realize one of the three first actions (take off,
land or reset), an empty message has to be sent to its corresponding topic. The type of this
message has to be std msgs::Empty.
Once the drone has done the take off and it is in hovering state, it can be landed or controlled
by sending messages to the topic cmd vel. The type of messages to control the drone has to be
geometry msgs::Twist. The range of the Twist components should be between -1.0 and 1.0.
• +linear.x: move forward.
• -linear.x: move backward.
• +linear.y: move left.
• -linear.y: move right.
• +linear.z: move up.
• -linear.z: move down.
• +angular.z: turn right.
• -angular.z: turn left.
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Figure 13: Publishing/Subscribing topics of the ardrone driver
On the other hand, we have the topics where the ardrone driver is publishing info, which are the
ones pointed by the arrows. The node can send messages through any of these topics and any
other nodes that are subscribed to that topic will be able to listen to them.
If a node wants to control/command the AR.Drone it is recommendable to listen to some of
these topics in order to know what is doing the drone and its state. In this project we are going
to subscribe to the /ardrone/image raw topic, which contains the images of the camera that is
broadcasting at the moment (from the front or the bottom camera). The messages on this topic
are of the type sensor msgs/Image.
Each camera has a topic with the camera information, like the dimensions of the image (640x360
in the case of the front camera, which is the one that we are going to use). The type of its
messages is sensor msgs/CameraInfo.
Only one of the cameras of the AR.Drone can be broadcasting at a time. We need to choose
which camera we want to receive images from with the service /ardrone/setcamchannel. We can
tune with a parameter the feed camera; 0 changes to the front and 1 to the bottom camera.
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4.2 Image processing and computer vision
The processing of the images is a key point of our project. We must compute our algorithms for
each frame that the camera of the drone sends to us in order to achieve our goal.
In this section we are going to explain the necessary concepts to understand the whole process
from the moment we get the image, its processing and transformations to have a matrix to then
‘recreate’ the human eye function with the help of the computer vision.
4.2.1 OpenCV and cv bridge package
Open source Computer Vision
OpenCV [27] is a library of programming functions for real time computing vision. As its name
says, it is a free library for academic and commercial purpose and it is released under an open
source BSD license. It is written in C++, and it has C++, C, Python and Java interfaces running
over Windows, Linux, Android and Mac. OpenCV has more than 2.500 optimized algorithms.
OpenCV has a modular structure, which means that the package includes several shared or static
libraries. The following modules are available:
• core: A compact module defining basic data structures, including the dense multi-dimensional
array Mat and basic functions used by all other modules.
• imgproc: An image processing module that includes linear and non-linear image filtering,
geometrical image transformations (resize, affine and perspective warping, generic table-
based remapping), color space conversion, histograms, and so on.
• video: A video analysis module that includes motion estimation, background subtraction,
and object tracking algorithms.
• calib3d: Basic multiple-view geometry algorithms, single and stereo camera calibration,
object pose estimation, stereo correspondence algorithms, and elements of 3D reconstruc-
tion.
• features2d: Salient feature detectors, descriptors, and descriptor matchers.
• objdetect: Detection of objects and instances of the predefined classes (for example, faces,
eyes, mugs, people, cars, and so on).
• highgui: An easy-to-use interface to video capturing, image and video codecs, as well as
simple UI capabilities.
• gpu: GPU-accelerated algorithms from different OpenCV modules.
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cv bridge package
To be able to use OpenCV library, the images from the camera feed given by the ROS topic
/ardrone/image raw must be converted from the Image Message to the OpenCV image format
Mat.
For that reason, it is necessary the use of the cv bridge package. As its own name explains, this
packages works as a bridge between OpenCV library and other formats (ROS in our case).
Figure 14: Pipeline from a ROS image to an OpenCV image
Example 2. This is an example of a C++ implementation for an image transformation from
the ROS image message to an OpenCV format cvImage using cv bridge.
1 #inc lude <ro s / ros . h>
2 #inc lude <image t ransport / image t ransport . h>
3 #inc lude <cv br idge / cv br idge . h>
4 #inc lude <sensor msgs / image encodings . h>
5 #inc lude <opencv2/ imgproc/ imgproc . hpp>
6 #inc lude <opencv2/ highgui / h ighgui . hpp>
7
8 namespace enc = sensor msgs : : image encodings ;
9
10 s t a t i c const char WINDOW[ ] = ”Image window example” ;
11
12 c l a s s ImageConverter {
13 ros : : NodeHandle nh ;
14 image t ransport : : ImageTransport i t ;
15 image t ransport : : Subsc r ibe r image sub ;
16 image t ransport : : Pub l i sher image pub ;
17
18 pub l i c :
19 ImageConverter ( ) : i t ( nh ) {
20 // Advert i se / Subscr ibe to an image top i c ”out ”/” in ” us ing image t ransport
21 image pub = i t . adv e r t i s e ( ”out” , 1 ) ;
22 image sub = i t . sub s c r i b e ( ” in ” , 1 , &ImageConverter : : imageCb , t h i s ) ;
23 // OpenCV HighGUI c a l l s to c r ea t e a d i sp l ay window on s ta r t−up
24 cv : : namedWindow(WINDOW) ;
25 }
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27 ˜ ImageConverter ( ) {
28 // OpenCV HighGUI c a l l s to dest roy a d i sp l ay window on shutdown
29 cv : : destroyWindow (WINDOW) ;
30 }
31
32 // The sub s c r i b e r ca l l ba ck . We f i r s t convert the ROS image message
33 // to a CvImage s u i t a b l e f o r working with OpenCV.
34 void imageCb ( const sensor msgs : : ImageConstPtr& msg) {
35 cv br idge : : CvImagePtr cv pt r ;
36 try {
37 cv pt r = cv br idge : : toCvCopy (msg , enc : :BGR8) ;
38 } catch ( cv br idge : : Exception& e ) {
39 ROS ERROR(” cv br idge except ion : %s ” , e . what ( ) ) ;
40 return ;
41 }
42 // Show the image in Mat format
43 cv : : imshow(WINDOW, cv ptr−>image ) ;
44 cv : : waitKey ( 3 ) ;
45
46 image pub . pub l i sh ( cv ptr−>toImageMsg ( ) ) ;
47 }
48 } ;
49
50 i n t main ( i n t argc , char ∗∗ argv ) {
51 ros : : i n i t ( argc , argv , ” image converte r ” ) ;
52 ImageConverter i c ;
53 ros : : sp in ( ) ;
54 re turn 0 ;
55 }
4.2.2 PID algorithm
Proportional Integral Derivative is an algorithm that consists, as its name suggests, of three basic
coefficients: proportional, integral and derivative which are varied to get optimal response.
How do PID works
PID is a control loop feedback mechanism that continuously computes an error value as the
difference between a measured value and a desired value, trying to minimize the error over time
(see Figure 15).
PID formulation
This is the general formula of the PID controller:
u(t) = Kpe(t) +
∫ t
0
Kie(τ)dτ +Kd
de
dt
(4.1)
where Kp, Ki and Kd, are all non-negative constants for the proportional, integral and derivative
terms, respectively, e is the error, which is computed as the ideal output minus the measurable
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Figure 15: PID controller diagram
output, t is the actual time and τ is the variable of integration, which takes values from time 0
to time t.
Proportional term
In the quadcopter field, we can significantly simplify the Proportional (P) function and say that
it is the value that handles the stability and the control.
P is the most important value and indicates the correction level which needs to be applied. The
larger the value of P, the harder the drone will try to stabilize the controlling board, but if we
exceed this value, the drone will turn too sensible and will provoke oscillations.
We have to find the adequate value for P.
• If the P value is very low, it will be very difficult to control the drone because it will be
easy over-correct the maneuvers, which will make impossible to maintain it stable.
• If the P value is right, it will be easy the stability and it will throttle adequately.
• If the P value is too high, the drone will oscillate very fast. Also, it will gain height easily
(like ’jumping’) and it will be difficult to maintain.
Integral term
The Integral term (I) indicates the loop velocity of the proportional action. If we keep I equals
0, the drone’s movement will be very robotic and abrupt. The I term function is to make more
progressive the returning movement to stability that P dictates.
• If the I value is too low, the drone will tend to raise the nose during the changing direction
movement and will divert it.
• If the I value is right, it will maintain the angle more precisely.
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• If the I value is very high,
Derivative term
The Derivative term (D) makes the movement smoother and faster by changing the applied
strength to correct the position error.
• A very low value of D will make the drone ’lazy’.
• A low value of D will make smoother the reactions.
• A high value of D will make the reactions more ’nervous’.
• A very high value of D will provoke fast oscillations.
4.3 Tracking
4.3.1 tum ardrone package
The tum ardrone is a ROS package that contains the implementation corresponding to the publi-
cations [18, 22, 23]. Is the PTAM implementation done by the Technische Universita¨t Mu¨nchen.
The package consist of three components: a monocular SLAM system, and extended Kalman
filter for data fusion and state estimation and a PID controller to generate steering commands.
It enables a low-cost quadcopter coupled with a ground-based laptop to navigate autonomously
in previously unknown and GPS-denied environments. To run tum ardrone it is needed to have
installed the ardrone autonomy package. Figure 16 illustrates an implementation of this package.
Nodes
The tum ardrone package is composed by three nodes:
• drone stateestimation: Drone State-estimation, including PTAM and Visualization.
• drone autopilot:Drone Controller, requires drone stateestimation.
• drone gui: GUI for controlling the drone (with a Joystick or KB) and for controlling the
autopilot and the stateestimation node.
4.3.2 OpenTLD
Tracking Learning Detection (TLD), also known as Predator algorithm is a real-time algorithm
for the tracking of unknown objects in video streams developed by Zdenek Kalal [28].
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Figure 16: The PTAM implementation of tum ardrone package
The object of interest is defined by a bounding box in a single frame and TLD simultaneously
tracks the object, learns its appearance and detects it whenever it appears in the video.
By separating tracking and detection, TLD algorithm outperforms existing adaptive tracking-by-
detection methods. Also, a notable reduction in the computing time is achieved by using simple
features for object detection.
The TLD framework decomposes the long-term tracking task into three sub-tasks: tracking,
learning and detection. Each sub-task is addressed by a single component and they operate
simultaneously (see Figure 17).
• Tracker: Follows the object through the frames.
• Detector: Localizes all the appearances that have been observed so far and corrects the
tracker if necessary.
• Learning: Estimates the error and updates it to avoid these error in the future.
The TLD work-flow starts with the initialization, which leads to a learning step. Then the tracker
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Figure 17: Block diagram of the Tracking Learning Detection algorithm
and the detector run in parallel and their result is combined into a single result. After pass a
validation stage, learning is performed (see Figure 18).
Coming up next, we are going to describe the tracker, the detection cascade and how the results
of the tracked and the detector are combined and what happens during the learning step.
Tracking
For the tracking, the only information required is the location of the object in the frame t−1. The
tracker follows the principle of the recursive tracking. This method consists of tracking points
using an estimator of the optical flow, retaining only correctly tracked points and estimating the
bounding box’s transformation (see Figure 19).
First, an equally spaced set of points is constructed into the bounding box in frame t. Using
Lucas and Kanade optical flow [29] is estimated for all the points. This mentioned method works
well for corner points but is unable to track points on homogeneous regions.
The information given by this method is used along with normalized correlation coefficient and
forward backward error to filter out tracked points that have a lot of chances to be erroneous.
In frame t+ 1 are shown the remaining points. If the median of all forward-back error measures
is below a defined threshold, the remaining points are used to get the actualized bounding box.
Detection
The object detection mechanism does an exhaustive search in the image to find the object. Is in
this point of the TLD algorithm were is spent most of the execution time due the thousand of
sub-windows that are checked.
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Figure 18: OpenTLD work-flow
The object detector is based on a sliding-window approach. Cascade approach is used to reduce
computing time (see Figure 20).
The image in top is passed through detector cascade. The first classifier goes through all the
subwindows and passes a subset of the to next classifier, and so on. The objective of detector
cascade is filter out as many subwindows that are not candidate for predicted object as it cans.
Each stage performs a function:
• Foreground detector: Needs a background model. In the evaluation it is not used and
it is ignored.
Figure 19: Recursive tracking method
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Figure 20: Sliding Window Approach. Cascade approach
• Variance filter: Works by rejecting the image subwindows with variance less than σ2min.
The variance of a image patch is the measure of its uniformity (see Figure 21).
• Ensemble classifier: The second stage of detection cascade and it is also known as random
fern classification. The classifier decision is based on a number of pair wise pixel intensity
comparisons. A probability Ppos is computed for each of the subwindows, and is rejected
for a value less than a threshold value. The process of feature calculation is shown in Figure
22. In this figure, a sample image is classified. In each of the four boxes a black and a
white dot are shown referring to a pair of pixel in the original image.
The position of these dots are drawn out of a uniform distribution at the beginning. For
each box it is tested whether in the subwindow the pixel at the position of the white dot is
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Figure 21: Examples of regions with low and high variance
brighter than the pixel at the position of the black dot. This can be expressed as
f(n) =
0 if I(di,1) < I(di,2)1 otherwise, (4.2)
where di,1 and di,2 are two random locations. The feature value is used to retrieve the
probability P (y = 1|F ) where y = 1 refers to the event where the subwindow has a positive
class label. Multiple of these ferns are used and the average value is used to obtain the
final confidence value
• Template matching (NN Classifier): Based on Nearest Neighbor Classification. A list
of positive and negative templates are built and used as the algorithm is learning. The
learn patches are resized to 15x15. For comparing two patches, the Normalized Correlation
Coefficient (NCC) value is used.
NCC value is closer to 1 when the two patches are similar and closer to -1 when the patches
are different. The distance between two patches can be calculated by the formula
d(P1, P2) = 1− 1
2
(NCC(P1, P2) + 1) (4.3)
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Figure 22: Single fern feature computation
The distance value range is [0,1]. Positive and negative templates are maintained in positive
class as P+ and negative class as P−. In Figure 23 positive and negative templates are
shown that were learned on the sequence Multi Face Turning.
In Figure 24 it is shown the distance d+ and d− of unknown image patch the closet member
of positive class and closest member of the negative class. The distances are combined to
express the confidence (p+) whether the patch belongs to the positive class,
p+ =
d−
d− + d+
(4.4)
A subwindow is accepted if the confidence is greater than a threshold.
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Figure 23: Positive and negative patches acquired for the template matching method
Figure 24: Distance unclassified patch ? to pos. class is d+ and d− to neg. class
• Template matching (Non-maximal Suppression and Clustering): After the detec-
tor cascade stage there are more than 1 subwindows candidates. As shown in Figure 25
there are multiple subwindows and it is problematic to choose the subwindow with highest
confidence.
Instead of it is desirable to employ non-maximal suppression strategies that combine the
result. For non-maximal suppression it is used the method that clusters detection is based
on its spatial overlap. For each cluster, the bounding boxes are averaged and combined
into a final result.
Then, a hierarchical clustering algorithm is used. First, the pair wise overlap between all
the confident bounding boxes is computed. Then, starting from one bounding box, the
nearest to it is checked. If the distance is lower than a threshold, they are merged in same
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Figure 25: Overlapping subwindows with high confidence (yellow) to a result (green)
cluster. If the overlap is greater than the cut-off threshold, they are put into a different
cluster. An so on for the remaining bounding boxes.
Learning
There is no learning in the variance filter while algorithm is running, while the Ensemble Classifier
and NN Classifier based on template matching are trained online. Also, a criteria is defined to
address the template update problem in order to consider the final result suitable for performing
a learning step.
In learning PN constraints are enforced. The P constraint require that all the patches in the
vicinity of the final result must be classified positively by the detector. The N constraint requires
that all other patches must be classified negatively by the detector.
• Fusion and Validity: This algorithm follows this steps:
1. If the detector gives exactly one result with confidence higher than the result from the
tracker, then detector’s result is selected.
2. If recursive tracker estimates a bounding box and is not re-initialized because of pre-
vious point, the result of recursive tracker is selected.
3. All other cases, no bounding box is selected, which suggests that the object is not in
the current scene.
The conditions under which selected final result is considered valid, both of the conditions
assume that the tracker was not re-initialized by detector, in other cases the result is
considered invalid are:
1. Final result is also valid if the previous result was valid and the recursive tracker
produced a result with confidence larger than θ+.
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2. Final result is also valid if the previous result was valid and confidence of the recursive
tracker output is greater than threshold θ−.
The first bounding box is always valid. The threshold θ+ indicates that a result belongs to
the positive class and the threshold θ− indicates the opposite, that belongs to the negative
class.
• P/N - Learning: The learning method used in TLD is semi-supervised learning. In
this type of learning there are both labeled examples as well as unlabeled data. The
semi-supervised learning method use the information from the training data as supervisory
information. The unlabeled data is distributed in class and the classifier is updated using
the class separation as a training set.
Also, the positive (P) and negative (N) constraints direct the learning restricting the label-
ing of unlabeled set. P-N learning evaluates classifier on the unlabeled data, removes the
examples that have been classified not according with the structural constraints and feeds
the training set with the corrected samples in a iterative process.
P-constraints are used to identify examples that have been labeled negative by the con-
straint but it require a positive label.
N-constraints are used to identify examples that have been classified as positive but the
constraint requires negative label.
Let xi correspond to the training examples and the yi to the corresponding class label.
The classifier function f : X → Y is applied to unseen data. In Figure 26, Xu refers to
the unlabeled data available. This data is first of all classified by an existing classifier that
assigns labels Yu to Xu. Then, the structural constraints identify misclassified examples Xc
with new labels Yc. These examples are added to the training set and classifier is updated.
According to P-Constrains all the patches that are highly overlapping (by default: > 60%)
with the final result must be classified as positive examples.
According to N-Constraints, all patches that are not overlapping (by default: < 20%) with
the valid final result must be classified as negative examples.
48
Figure 26: P/N constraints
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5. Initial plan
In this chapter we are going to explain the initial plan set at the beginning of the project, the
unforeseen issues that we have found while developing it, argue about the different alternatives
once we have arrived to a deadlock and finally, the decision taken.
5.1 Idea
When we set up the project with the tutor, our plan was to make an autonomous drone with the
ability of tracking a person/object and follow it by recreating its trajectory.
For the communication between the computer or the SBC we decided to use ROS, a widely known
framework used in robotics, and also its package, the ardrone autonomy to steer the drone by
sending it messages.
The chosen tracking algorithm was PTAM. More precisely, its implementation from the ROS
package tum ardrone. And the tracking algorithm was going to be implemented by us with the
help of the OpenCV library. This library was going to be used also for the image transformation
needed. In addition, we were going to use a work from the UPM very close to our project called
Vision based GPS-denied Object Tracking and Following for Unmanned Aerial Vehicles [19].
Finally, for the first tests we were going to use the laptop for doing the computation work, but
at the end we were going to install the Raspberry Pi 2 into the drone and use it as the computer
that handles the drone. In addition to this, we would install an external battery into the drone
too to supply the Raspberry.
With all this elements we wanted to build our tool, but during the development of the mentioned
tasks, unforeseen problems appeared.
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5.2 Issues
During the implementation of the idea we have found and solved some issues as it happens in all
the projects, but we have found some others of higher complexity.
5.2.1 Lack of code implementation
This was the first problem that we found. As we have said, we wanted to use as start point the
work from the UPM, which was a tracking and following tool without any GPS help and using
the same drone that we were going to use for the project.
We have installed all the required ROS packages to run their tool and all works well, but we
wanted to change and add new features for our purpose. When we checked in the open repository
of the UPM project [30] we noticed that we can only download the .launch files, but we did not
have the code implementation.
Without the code implementation we could not make modifications over its base code, which
forced us to seek alternatives.
5.2.2 Adaptation to the Raspberry Pi
Having in mind the previous issue, we continued with the initial idea but without using any
previous work. All the necessary features that were going to be performed by the UPM tool now
are going to be developed by us.
At that point, we started to implement our tool using PTAM algorithm for tracking. We had
made the necessary ROS subscriptions and publications in order to get the image feed from the
camera or send the take off, land, reset/stop emergency and velocity commands.
When we were making the first steps of the project with the combination of ROS, ardrone autonomy
package and PTAM from the tum ardrone package we noticed while researching on the installa-
tion of the necessary tools on the Raspberry Pi that the package ardrone autonomy has incom-
patibilities with the Raspberry OS, Raspbian.
The incompatibility is that the ardrone autonomy package uses the instruction bswap, instruction
that does not exists in ARM architecture.
After several hours of research, we found a way to solve this problem doing minor ’hacking’. This
solution consist in redefining the bswap instruction by using other instructions that ARM archi-
tecture supports. By modifying the mentioned instruction from the ardrone autonomy package
with path ardrone autonomy/ARDroneLib/VP SDK/VP Os/linux/intrin.h (see Figure 27) and
another little changes, we finally installed the ardrone autonomy package.
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Figure 27: Change on the function with the bswap instruction
But the problems did not end at this point. When we proceeded to install the tum ardrone
package with the PTAM implementation we found again an incompatibility.
This time the incompatibility was that dependencies of the tum ardrone package are not available
as ARM binaries in Raspbian/ROS repositories, and we had been incapable of solve it as we have
done with the ardrone autonomy package, which is a requisite of the tum ardrone.
5.3 Alternatives
Due to the previous mentioned issues, we have been forced to change our initial plan. After
searching for different options, we came up with the two that had less impact over the initial
plan.
5.3.1 Go on without the Raspberry Pi
The option that causes less impact over the initial plan was discarding the use of the Raspberry
Pi. Without the Raspberry we can continue with the initial plan without changing anything,
using the tum ardrone package with the PTAM implementation.
On the other hand, without the Raspberry we need to follow with the laptop the drone in order
to not go away of the wifi range of the drone’s hotspot, which makes our drone less ’autonomous’
by using an external computer. We mean by using an external computer the fact that the laptop
is not on the drone as we planned to do with the Raspberry, but it continues being an external
computer.
5.3.2 Change the tracking algorithm
The other available option is the replacement of the tracking algorithm in order to be able to use
the Raspberry. Replacing the PTAM implementation of the tum ardrone package by the TLD
algorithm from the OpenTLD library.
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By using TLD algorithm we could continue using the Raspberry Pi becaue the OpenTLD library
does not have incompatibilities with the Raspbian OS.
The problem of use TLD instead of PTAM is that we also need to design an algorithm to steer
the drone with the information that TLD brings us from the tracking target. For this case, if we
chose this option, we will implement PID algorithm to control the drone taking in consideration
the notes from the book Tecnolog´ıa de Sistemas de Control [31].
5.4 Decision
After taking in consideration the different pros and cons of both possible options, we have chosen
to change the tracking algorithm instead of not use the Raspberry Pi.
The reason of this decision is that by changing the tracking algorithm we will continue our
purpose. In other words, we can reach our goal but from a different path, which is better than
reducing the ’autonomy’ of the drone by adding the constraint that following with the laptop the
drone while performing the tracking and following in order to not get out of the drone’s hotspot
wifi range.
In addition to this, if we have two ways of performing the project, we can make comparatives
between the performance using the laptop and using the Raspberry, fact that can give us more
information about the correctness of the algorithms. As we expect, the Raspberry will give us
less frames per second than the laptop (x6-8 times more FPS with the laptop than with the
Raspberry), and that fact impacts directly in the performance of the tracking algorithm.
From this point we have a clear idea of how the project is going to be develope. We are going to
summarize the definitive frameworks, algorithm, packages and libraries that we are going to use
in order to build our tool:
Duty Software
Base system ROS
Drone’s communications ardrone autnomy
Tracking algorithm TLD (OpenTLD)
Compute control commands PID controller
Computer Vision functionalities OpenCV and cv bridge
Code implementation C++
Resources Hardware
Drone Parrot AR.Drone 2.0
Computer Laptop
SBC Raspberry Pi 2 B
Table 9: Used tools in the final implementation
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6. Final implementation
In this chapter we introduce the final implementation of the project. Some of the topics that are
shown are not widely explained to make easier to follow the implementation. All the essential
knowledge is explained in chapter Preliminaries and we recommend to read it before starting
this chapter.
6.1 Initialization and callbacks
To start to use our tool, it is necessary to open a terminal and write the command roscore for
creating the ROS master. Also, in a new terminal write rosrun ardrone autonomy ardrone driver
to start the ardrone nodes and finally, write in a new terminal the command rosservice call
ardrone/flattrim to calibrate the drone.
With this initial setup we can now run our program. It is possible to give two input parameters
(both optional): r for indicate that the program should record the image feed; m < file > to
load a TLD model for building the initial bounding box.
6.1.1 First instructions
The first step that our code makes is to initialize ROS to be able to receive the drone’s image
feed as well as making all the communications needed to achieve the goal of the project.
Once this is done, we create the node handler which is going to be used in the whole project and
we call the service ardrone/setcamchannel to select one of the two cameras of the drone (0 for
the front camera; 1 for the bottom camera). In our case, we select the front camera (see Figure
28).
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Figure 28: Call to the service to select the camera
After that, we create the pointer to the class which is going to handle the image processing.
We initialize it with the name of the display window, create the TLD instance for later develop
the tracking, and we are going to register the mouse callback to make the bounding box of the
tracking target.
Then, we make the subscription to the ardrone/image raw topic to receive the image feed from
the drone’s camera. In this subscription, we pass two parameters, the first one is the queue size
that is going to be 1 for us and the image process callback function. ROS will call this function
whenever a new message arrives to the subscribed topic, in our case, each time that a new frame
arrives.
subscribe(”ardrone/image raw”, 1, &ImageProcess::ProcessImage, this→imgProc);
Finally, we create a pointer to the class that is going to handle everything related with the drone’s
flight, passing it as parameter the node handler. In the flight class we make some initialization:
we implement the ROS advertise to the topics ardrone/takeoff, ardrone/land, ardrone/reset and
ardrone/cmd vel and also initialize the Twist variable with the flight commands to 0.
6.1.2 Display callbacks
Once the previous step is done, we start to display the video feed of the drone. It is then when
the program holds for the user’s interaction to build the initial bounding box.
When the user clicks with the left button of the mouse over the window, it starts the process of
building the bounding box, and the callback function that records this information waits until
the user releases the left button, after dragging over the window, to save the information of the
bounding box. It saves the coordinates of the top-left point, the width and height of the bounding
box using the type Rect of OpenCV (see Figure 29).
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Figure 29: Bounding box of the target
Besides the mouse callback, some keys of the keyboard on press call a callback function that
make the drone develop some tasks. In table 10 are shown all the operations.
Key Behavior
MOUSE1 Create the bounding box
Y Take off
H Land
N Hover
T Start/Stop Tracking
M Save model of bounding box
P Take screenshot
SPACE EMERGENCY STOP
ESC Exit program
Table 10: Mouse and keyboard options
56
6.2 Tracking
When we have created the initial bounding box, the first step is checking if it is correct. This
control is done to exclude bad built bounding boxes, which will make all the tracking and following
fail.
There are two ways of building an initial bounding box:
1. Building the user the initial bounding box as explained above.
2. By loading a model from a previous built bounding box when we execute the program as
input as explained in section 6.1.
Once we have an initial bounding box, we initialize the TLD algorithm. To initialize it, we have
to provide it with the bounding box.
To start the tracking and once the TLD algorithm is initialized, the user has to press the key T.
While it is not pressed and started the tracking state, the drone remains in initializing state and
the drone will not track or follow the target.
6.2.1 Image Processing
When we are on tracking state, we start to process the feed of images that we receive from the
drone’s camera. From this point, when we refer to OpenCV library we include the cv brigde
explained in section 4.2.1, the bridge between ROS and OpenCV.
From ROS to OpenCV image
The first step of this processing consists in making the type transformation of the images. We are
subscribed to the ardrone/image raw topic for receiving the images, and these images are in sen-
sor msgs::ImageConstPtr format, the image format of ROS. We need to make a transformation
from this type to the OpenCV type Mat.
We achieve this transformation by copying the ROS image to CvImagePtr type of the OpenCV
library. This type is an struct that has a type Mat inside named CvImagePtr→image. This
process is done by the OpenCv function toCvCopy, which has as input parameters the ROS
ImageConstPtr message image, and also the encoding method, in our case BGR8 [32].
From color to grayscale image
The second step is to convert the image to gray scale by using the OpenCV function cvtColor.
This function has as input parameters the Mat of the image and the encoding of the color
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space from the current space of our image to the desired one, gray. For our case, this code is
CV BGR2GRAY. This step is necessary for the TLD algorithm as it is explained in section 4.3.
After that, we copy the current Mat of the image to the display image Mat, which is the one
that is going to be displayed on the window.
6.2.2 Tracking Learning Detection algorithm
The last step is to make the tracking of the target on the image by the TLD algorithm. We call
the TLD function processImage with input parameter our Mat image in gray scale.
The TLD algorithm makes all the steps explained in subsection 4.3 while processing the image.
After that, we check the confident value that TLD has assigned to the new emplacement of the
bounding box during the process above, and we get the Rect OpenCV type which is a rectangle
with the coordinates of the new position of the bounding box.
Also, this rectangle struct contains, in addition to the position and size of the bounding box, a
color. This color is going to be displayed as the bounding box color on the window and determines
the quality of the tracking: if the color is blue, it means that the algorithm is strongly sure that
the target is contained in the new bounding box. In case of yellow color, it means that the
algorithm is not sure if the target is inside the bounding box, and the confident value is near to
0.5, the threshold of the rightness of the tracking.
6.3 Following
When we have finished of performing the tracking step, it starts the following task. This task
consist in using all the information given by the tracking algorithm (basically the information
about the position of the bounding box) and transform it into velocity commands to send to the
drone and steering it. This work is done by the PID algorithm.
6.3.1 Prerequisite for the PID
Before starting to perform the PID algorithm and the correct performance of the drone, it is
necessary to explain a previous work that we develop.
The PID algorithm which is going to be detailed in subsection 6.3.2, will work over the assumption
that in the previous frame the bounding box was on the middle of the display window. This is
done to make the following easier, because we are going to use the middle point of the window as
reference point and make the left/right movements in function of the deviation of the bounding
box from this point.
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Then, when we receive the initial bounding box, we assume that in the t-1 frame our bounding
box (which does not exists), with the same width and height, was on the middle of the window,
and we compute the necessary commands to make the drone move in order to accomplish this
premise.
6.3.2 Proportional Integral Derivative controller
The PID controller is implemented in the flight process function of our project. The first step of
this function is to check if the fly is allowed, because only if we are in flight mode we are going
to perform this processing.
The next step is to get the new position of the bounding box computed by the TLD algorithm.
After that, we check the confident value given by TLD over the new emplacement of the bounding
box. If the confident value is less than the threshold (0,5), we do not trust in TLD performance
and we send to the drone to hovering mode.
Otherwise, we update the difference between the center of the window and the center of the new
bounding box, compute the time difference between last and current time (last time is the time
of the previous image) and we send the information to the PID controller.
To control the drone we want to know how much the drone has to move left/right and for-
ward/backward. To achieve it, we need to compute PID for left/right and PID for forward/back-
ward.
This is the pseudo code of our PID controller implementation:
Algorithm 1 Pseudo-code of Proportional Integral Derivative
Input: offsetV alue, time
error ← offsetV alue− centerBBOffset
integral← (integral ∗ INTEGRAL V ALUE) + (error ∗ time)
derivative← (error−lastError)time
computedMovement← (Kp ∗ error) + (Ki ∗ integral) + (Kd ∗ derivative)
lastError ← error
computedMovement← computedMovement/SCALE
if computedMovement ≥ 1.0 then
return 1.0
else if computedMovement ≤ −1.0 then
return −1.0
else
return computedMovement
end if
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• PID angularZ: To compute PID to turn left/right we need to process PID for angularZ.
To make this computation, we use as offset the current y-axis position of the center of the
new bounding box and the time. With this information:
1. We compute the error (proportional) value as the center of the window and the center
of the new bounding box.
2. We compute the integral value as a 2/3 of last integral value plus the error divided by
the time.
3. We compute the derivative value as the difference between current error and last error
all divided by time.
After compute P, I and D, we compute the movement as:
movement = (Kp ∗ error(proportional) +Ki ∗ integral+Kd ∗ derivative)/SCALE (6.5)
We divide the movement by a constant value which scales the movement value because the
drone has to receive a value between -1.0 and 1.0.
• PID linearX: To compute PID to move forward/backward we need to process PID for
linearX. To make this computation we follow the same steps from the point above but using
the area of the bounding box as offset.
Once computed the calculated movement for angularZ (left/right) and linearX (forward/back-
ward) we send this value to the drone in order to perform the movement by publishing it on the
ardrone/cmd vel topic.
After this, we receive a new image and we repeat the same process started in section 6.2.1.
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6.4 Work-flow of the program
To have a clear idea of the whole pipeline of the project, in Figure 30 it is shown the work-flow
of our tool from the first image taken from the drone to the display window where we can watch
how our tool is working.
Figure 30: Work-flow of the People-exact tracking and following tool
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7. Experimentation and results
Once the project development has been reported, it is time to make experiments with our tool
and check the obtained results in order to evaluate the quality of the project. In this chapter we
provide the constraints that we had during the development of the experiments, we are going to
present the two kinds of experiments that we have done to finally, check the results.
7.1 Constraints
Before starting the experiments, we need to report some constraint and unforeseen issues that
our project has suffered.
1. The Parrot AR.Drone 2.0 used for this project is property of the university and has been
used in some other projects. Due to this fact, the drone has some damages.
• The hull of the drone does not fit with the drone as a brand new, and due to air
generated by the propellers it cause oscillations to the drone, which can corrupt its
performance.
• Also, the holder of the battery does not engage well the battery with the chassis and
provokes oscillations to the drone.
2. Due to the damages reported on the previous point, the drone is more sensible to the effect
of the wind, making it having turbulence and distort the results.
3. The battery autonomy is reduced from the up to 15 minutes of a brand new battery, to
in our case about 2 minutes. This constraint is the one that makes more impact over the
project, because delays a lot the experimentation and the debug.
Besides this constraints, during the weeks before to the delivery of this project, we had suffered
an unforeseen issue. During the development of an experiment, a wind strike has destabilized
the drone, making it crash, breaking a leg and damaging an engine.
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This fact had changed the flight behavior of the drone. We tried another drone (the same model
of our drone) but as we expected, the program does not perform as well as before. There are
diverse causes.
1. Even the new drone was the same of our damaged drone it flight different. This is because
there are little mechanical differences. Never two pieces of a kind are exactly equals.
2. The PID algorithm has three gain constant, one for each component, and another constant
values that had been tuned by making tests. Tuning this values took us several hours of
experimentation and do not work equal for all the drones. Tuning again this values was
impossible due to the deadline of the report, so we will have in mind this issue on the
evaluation of the results.
7.2 Experiment with a Raspberry Pi
The first experiments were done by using the Raspberry Pi 2 B as the core of the computation
work. For this, we had to install it with a supply battery on the drone. The drone with the
Raspberry Pi and the battery system is shown in Figure 31.
Figure 31: The drone with the Raspberry Pi 2 B and the battery installed
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After having the system installed, we can start to make the tests. When we have tried to perform
an initial test to follow a person, we noticed that the drone, after take off, cannot go up higher
that 5-10 cm due to exceeding the maximum payload supported by the drone (see section 2.2,
points about Payload and Trade off between stability and features).
Figure 32: The drone with the system installed performing a flight
Even thought we have estimated the maximum payload of the drone, this estimations were based
on theoretical fact and information of other Parrot AR.Drone 2.0 users. Furthermore, we have
not taken into consideration that the Raspberry Pi needed a barebone to protect it of the possible
crashes, which increased the weight, as well as the power cable.
The maximum payload of the drone was about 100 gr., and our configuration is weighted 176 gr.
(see Figure 33).
Despite this unforeseen constraints we have tested the drone using the Raspberry Pi to make
the computation work, but without installing it into the drone. Although this case is pointless
because we have to follow the drone with the Raspberry, as we do with the laptop but with a
worse performance, we have tried it.
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Figure 33: The Raspberry Pi 2 B inside its barebone and its battery
Using the Raspberry Pi 2 B we obtain about 4 FPS, which produces a poor performance of the
TLD algorithm, and the drone does not perform our goal.
7.3 Experiment with a laptop
After the failed experiment with the Raspberry Pi, we have tried to make again the experiment,
but this time using the laptop for the computation work.
For this experiment, we have chosen an outdoor emplacement, without wind strikes and without
sun reflections to avoid altering the results. Furthermore, the emplacement has a floor valances
that form an square, which will help us to check the correctness of our tool. So, the target is
going to follow this lines during its movement (see Figure 34).
Due to the short battery autonomy, the drone only followed its target the half of the initial
established path, making a travel with an L form. In Figure 35 it is show an image of the tracking
experiment from inside of the program, showing in the terminals the required commands and
information about the drone.
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Figure 34: The Parrot AR.Drone performing the tracking and following from outside
Figure 35: The Parrot AR.Drone performing the tracking and following from inside
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7.4 Final results
As the experiment with the Raspberry Pi was unable to be performed, in this section we are
going to argue about the quality of the experiment done with the laptop doing the computation
work.
In the experiment, our tool tracks perfectly its target. This is represented by the blue color of the
target’s bounding box, which is blue most of the time. When our tool looses its target, the drone
performs a hovering (even this case only happened once during the turning) as we expected.
The drone performs the following step of a good quality. It is always behind the target from the
start to the end of the battery without troubles.
The trajectory recreation is the weakest point of our implementation. It is true that the drone
recreates the trajectory of the target, but deviated. This deviation is due to the initial distance
of the drone and the target. This distance is maintained during the performance of the drone
and when the target turns, the drone turns too, but from few steps behind of the target and
making a slightly different angle of turn than the target.
This deviation of the trajectory makes relevant the initial distance of the drone and the target,
and impacts strongly on the improvement of the trajectory recreation as the distance gets shorter.
However, this weak point can be a good start point for further works using our tool.
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8. Conclusions
We have developed a tool, using the Parrot AR.Drone 2.0, which is capable of making an exact
tracking of a person or object and following it by recreating a trajectory similar to its target, in
real time and autonomously with any help of a GPS.
The base system is handled by the Robotic Operating System and with the ardrone autonomy, a
ROS package, both handle the communication between the drone and our tool.
For the tracking we use the well-known algorithm Tracking Learning Detection from the OpenTLD.
This method yields good results, even with reflections or abrupt movements of the target but
takes almost all the computation time of our tool, and sometimes, it takes more on its computa-
tion than the reception of the new frame.
For the Image Processing we use the OpenCV library and its bridge between itself and ROS, the
cv bridge. This step seems unnecessary but is crucial in the project pipeline.
The following is performed by the Proportional Integral Derivative controller. This method has
been adapted for our quadcopter case and works well but has some constraints.
As the algorithm has three gain constants, the tuning of the algorithm to achieve a good per-
formance takes some time and it is slightly different for different drones of the same model and
company.
Although our tool has a good performance there are a lot of improvement that can be developed
to optimize the program, and future research and work should be made.
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9. Future work
There are many ways to continue this project, from changing the tracking algorithms or even
changing the UAV for a more expensive one which will make us able to develop more features
with a better performance.
We are going to divide the possible changes that can be done as future work in order to improve
the work into Software and Hardware changes.
Possibles changes on the Software
Over the tracking algorithm we can explore two new ways of work:
• Change TLD algorithm for the newest implementation, CMT algorithm: For
the development of this project we have chosen to use TLD algorithm from the OpenTLD
library, which worked well for us, but it is an old algorithm. As it is written on the
algorithm’s homepage, OpenTLD is no longer updated by its developers.
Nowadays, they are working on Clustering of Static-Adaptive Correspondences for De-
formable Object Tracking, known as CMT algorithm [33]. The CMT algorithm will improve
the tracking, decreasing the time that the drone spends hovering when it looses the target
and waits to follow it again, because it establishes correspondence on deformable objects
and will work better in target turning situations when the target’s orientation changes.
• Use Parallel Tracking And Mapping algorithm: A future work can be to get back
to the PTAM algorithm from the tum ardrone package as we wanted the first time. With
this algorithm we could use the map that is constantly building to control the drone and
steering it instead of using PID controller as in our project.
Beside, it is also possible to use this algorithm to make an obstacle avoidance for unforeseen
obstacles. The PTAM algorithm can be adding points on its map at the same position than
in the real world and design an algorithm that take into account this fact to avoid it.
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Possibles changes on the Hardware
Also, we can improve our results by changing the hardware:
• Changing the SBC: Instead of using the Raspberry Pi 2 B it can be used another SBC
with higher performance, as for example the HummingBoard i2eX [34] which has a more
powerful CPU (1.5 GHz vs 900Mhz of the Raspberry Pi 2 B) and the 3D GPU supports
Quad Shader. Also, it supports until Ubuntu 15.04, which will make the adaptation of our
work easier and we will avoid the problems that we had over the Debian-based Raspbian
OS.
• Use an expensive drone: A good future work could be change the UAV. Instead of
using the Parrot AR.Drone 2.0 it can be used a more expensive drone, as can be the
Parrot Bebop Drone [35]. This drone is from the same company of the drone that we have
used to develop this project, but is an improved version which will make the flight more
stable and will reduce the error produced by the UAV. It also will works better in outdoor
environments and its improved camera quality will reduce the effect of sun reflections.
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Appendix A
Parrot AR.Drone 2.0
Figure A1: The Parrot AR.Drone 2.0 features
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A.1 Technical details
Figure A2: The Parrot AR.Drone 2.0 specifications
HD video recording
Get high definition live video streaming to your smartphone or tablet as you are flying. See a
clean, sharp image just as if you were in the pilot seat.
• HD Camera. 720p 30fps.
• Wide angle lens : 92◦ diagonal.
• H264 encoding base profile.
• Low latency streaming.
• Video storage on the fly with the remote device.
• JPEG photo.
• Video storage on the fly with Wi-Fi directly on your remote device or on a USB key.
Electronic assistance
AR.Drone 2.0 on-board technology gives you extreme precision control and automatic stabiliza-
tion features.
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• 1GHz 32 bit ARM Cortex A8 processor with 800MHz video DSP TMS320DMC64x.
• Linux 2.6.32.
• 1Gbit DDR2 RAM at 200MHz.
• USB 2.0 high speed for extensions.
• Wi-Fi b,g,n.
• 3 axis gyroscope 2000◦ /second precision.
• 3 axis accelerometer +-50mg precision.
• 3 axis magnetometer 6◦ precision.
• Pressure sensor +/- 10 Pa precision.
• Ultrasound sensors for ground altitude measurement.
• 60 fps vertical QVGA camera for ground speed measurement.
Robuts structure
Trying your most daring tricks won’t even challenge this cutting edge design which is made to
last.
• Carbon fiber tubes : Total weight 380g with outdoor hull, 420g with indoor hull.
• High grade 30% fiber charged nylon plastic parts.
• Foam to isolate the inertial center from the engines’ vibration.
• EPP hull injected by a sintered metal mold.
• Liquid Repellent Nano-Coating on ultrasound sensors.
• Fully reparable: All parts and instructions for repairing available on the internet.
Motors
Fly high. Fly fast. Far away from the ground.
• 4 brushless inrunner motors. 14.5W 28,500 RMP.
• Micro ball bearing.
• Low noise Nylatron gears for 1/8.75 propeller reductor.
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• Tempered steel propeller shaft.
• Self-lubrificating bronze bearing.
• Specific high propelled drag for great maneuverability.
• 8 MIPS AVR CPU per motor controller.
• 3 elements 1000 mA/H LiPo rechargeable battery (Autonomy: 12 minutes).
• Emergency stop controlled by software.
• Fully reprogrammable motor controller.
• Water resistant motor’s electronic controller.
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Appendix B
Raspberry Pi 2 B
Figure B1: The Raspberry Pi Foundation Logo
B.1 What is a Raspberry Pi
The Raspberry Pi is a low cost, credit-card sized computer that plugs into a computer monitor or
TV, and uses a standard keyboard and mouse. It is a capable little device that enables people of
all ages to explore computing, and to learn how to program in languages like Scratch and Python.
It is capable of doing everything you would expect a desktop computer to do, from browsing the
internet and playing high-definition video, to making spreadsheets, word-processing, and playing
games.
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Figure B2: The Raspberry Pi
What is more, the Raspberry Pi has the ability to interact with the outside world, and has been
used in a wide array of digital maker projects, from music machines and parent detectors to
weather stations and tweeting birdhouses with infra-red cameras. We want to see the Raspberry
Pi being used by kids all over the world to learn and understand how computers work.
B.2 Technical details
The Raspberry Pi 2 Model B is the second generation Raspberry Pi. It replaced the original
Raspberry Pi 1 Model B+ in February 2015. Compared to the Raspberry Pi 1 it has:
• A 900MHz quad-core ARM Cortex-A7 CPU
• 1GB RAM
Like the (Pi 1) Model B+, it also has:
• 4 USB ports
• 40 GPIO pins
• Full HDMI port
• Ethernet port
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Figure B3: The Raspberry Pi 2 B
• Combined 3.5mm audio jack and composite video
• Camera interface (CSI)
• Display interface (DSI)
• Micro SD card slot
• VideoCore IV 3D graphics core
Because it has an ARMv7 processor, it can run the full range of ARM GNU/Linux distributions,
including Snappy Ubuntu Core, as well as Microsoft Windows 10.
The Raspberry Pi 2 has an identical form factor to the previous (Pi 1) Model B+ and has
complete compatibility with Raspberry Pi 1.
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Appendix C
Robot Operating System
Figure C1: Robot Operating System Logo
C.1 Introduction
ROS is an open-source, meta-operating system for your robot. It provides the services you
would expect from an operating system, including hardware abstraction, low-level device control,
implementation of commonly-used functionality, message-passing between processes, and package
management. It also provides tools and libraries for obtaining, building, writing, and running
code across multiple computers.
The ROS runtime ”graph” is a peer-to-peer network of processes (potentially distributed across
machines) that are loosely coupled using the ROS communication infrastructure. ROS imple-
ments several different styles of communication, including synchronous RPC-style communication
over services, asynchronous streaming of data over topics, and storage of data on a Parameter
Server.
ROS currently only runs on Unix-based platforms. Software for ROS is primarily tested on
Ubuntu and Mac OS X systems, though the ROS community has been contributing support for
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Fedora, Gentoo, Arch Linux and other Linux platforms.
While a port to Microsoft Windows for ROS is possible, it has not yet been fully explored.
C.2 Concepts
ROS has three levels of concepts: the Filesystem level, the Computation Graph level, and the
Community level. These levels and concepts are summarized below and later sections go into
each of these in greater detail.
In addition to the three levels of concepts, ROS also defines two types of names – Package
Resource Names and Graph Resource Names – which are discussed below.
ROS Filesystem Level
The filesystem level concepts mainly cover ROS resources that you encounter on disk, such as:
• Packages: Packages are the main unit for organizing software in ROS. A package may
contain ROS runtime processes (nodes), a ROS-dependent library, datasets, configuration
files, or anything else that is usefully organized together. Packages are the most atomic
build item and release item in ROS. Meaning that the most granular thing you can build
and release is a package.
• Metapackages: Metapackages are specialized Packages which only serve to represent a
group of related other packages. Most commonly metapackages are used as a backwards
compatible place holder for converted rosbuild Stacks.
• Package Manifests: Manifests (package.xml) provide metadata about a package, includ-
ing its name, version, description, license information, dependencies, and other meta infor-
mation like exported packages. The package.xml package manifest is defined in REP-0127.
• Repositories: A collection of packages which share a common VCS system. Packages
which share a VCS share the same version and can be released together using the catkin
release automation tool bloom. Often these repositories will map to converted rosbuild
Stacks. Repositories can also contain only one package.
• Message (msg) types: Msg descriptions, stored in my package/msg/MyMessageType.msg,
define the data structures for messages sent in ROS.
• Service (srv) types: Srv descriptions, stored in my package/srv/MyServiceType.srv,
define the request and response data structures for services in ROS.
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ROS Computation Graph Level
The Computation Graph is the peer-to-peer network of ROS processes that are processing data
together. The basic Computation Graph concepts of ROS are nodes, Master, Parameter Server,
messages, services, topics, and bags, all of which provide data to the Graph in different ways.
These concepts are implemented in the ros comm repository.
• Nodes: Nodes are processes that perform computation. ROS is designed to be modular at
a fine-grained scale; a robot control system usually comprises many nodes. For example, one
node controls a laser range-finder, one node controls the wheel motors, one node performs
localization, one node performs path planning, one Node provides a graphical view of the
system, and so on. A ROS node is written with the use of a ROS client library, such as
roscpp or rospy.
• Master: The ROS Master provides name registration and lookup to the rest of the Com-
putation Graph. Without the Master, nodes would not be able to find each other, exchange
messages, or invoke services.
• Parameter Server: The Parameter Server allows data to be stored by key in a central
location. It is currently part of the Master.
• Messages: Nodes communicate with each other by passing messages. A message is simply
a data structure, comprising typed fields. Standard primitive types (integer, floating point,
boolean, etc.) are supported, as are arrays of primitive types. Messages can include
arbitrarily nested structures and arrays (much like C structs).
• Topics: Messages are routed via a transport system with publish/subscribe semantics. A
node sends out a message by publishing it to a given topic. The topic is a name that is used
to identify the content of the message. A node that is interested in a certain kind of data
will subscribe to the appropriate topic. There may be multiple concurrent publishers and
subscribers for a single topic, and a single node may publish and/or subscribe to multiple
topics. In general, publishers and subscribers are not aware of each others’ existence. The
idea is to decouple the production of information from its consumption. Logically, one can
think of a topic as a strongly typed message bus. Each bus has a name, and anyone can
connect to the bus to send or receive messages as long as they are the right type.
• Services: The publish/subscribe model is a very flexible communication paradigm, but its
many-to-many, one-way transport is not appropriate for request/reply interactions, which
are often required in a distributed system. Request/reply is done via services, which are
defined by a pair of message structures: one for the request and one for the reply. A
providing node offers a service under a name and a client uses the service by sending
the request message and awaiting the reply. ROS client libraries generally present this
interaction to the programmer as if it were a remote procedure call.
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• Bags: Bags are a format for saving and playing back ROS message data. Bags are an
important mechanism for storing data, such as sensor data, that can be difficult to collect
but is necessary for developing and testing algorithms.
The ROS Master acts as a nameservice in the ROS Computation Graph. It stores topics and
services registration information for ROS nodes. Nodes communicate with the Master to report
their registration information. As these nodes communicate with the Master, they can receive
information about other registered nodes and make connections as appropriate. The Master
will also make callbacks to these nodes when this registration information changes, which allows
nodes to dynamically create connections as new nodes are run.
Nodes connect to other nodes directly; the Master only provides lookup information, much like
a DNS server. Nodes that subscribe to a topic will request connections from nodes that publish
that topic, and will establish that connection over an agreed upon connection protocol. The most
common protocol used in a ROS is called TCPROS, which uses standard TCP/IP sockets.
This architecture allows for decoupled operation, where the names are the primary means by
which larger and more complex systems can be built. Names have a very important role in
ROS: nodes, topics, services, and parameters all have names. Every ROS client library supports
command-line remapping of names, which means a compiled program can be reconfigured at
runtime to operate in a different Computation Graph topology.
Figure C2: ROS basic concepts
C.3 Higher-Level Concepts
The core ROS platform attempts to be as architecture-agnostic as possible. It provides several
different modes of communicating data (topics, services, Parameter Server), but it does not
prescribe how they are used or how they are named. This approach allows ROS to be easily
integrated with a variety of architectures, but higher-level concepts are necessary for building
larger systems on top of ROS.
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There are several stacks, such as common, common msgs, and geometry, that provide these
higher-level concepts for use with ROS and are described below.
• Coordinate Frames/Transforms: The tf package provides a distributed, ROS-based
framework for calculating the positions of multiple coordinate frames over time.
• Actions/Tasks: The actionlib package defines a common, topic-based interface for pre-
emptible tasks in ROS.
• Message Ontology: The common msgs stack provide a base message ontology for robotic
systems. It defines several classes of messages, including:
◦ actionlib msgs: Messages for representing actions.
◦ diagnostic msgs: Messages for sending diagnostic data.
◦ geometry msgs: Messages for representing common geometric primitives.
◦ nav msgs: Messages for navigation.
◦ sensor msgs: Messages for representing sensor data.
• Plugins: pluginlib provides a library for dynamically loading libraries in C++ code.
• Filters: The filters package provides a C++ library for processing data using a sequence
of filters.
• Robot Model: The urdf package defines an XML format for representing a robot model
and provides a C++ parser.
C.4 Client Libraries
A ROS client library is a collection of code that eases the job of the ROS programmer. It takes
many of the ROS concepts and makes them accessible via code. In general, these libraries let you
write ROS nodes, publish and subscribe to topics, write and call services, and use the Parameter
Server. Such a library can be implemented in any programming language, though the current
focus is on providing robust C++ and Python support.
Main client libraries
• roscpp: Is a C++ client library for ROS. It is the most widely used ROS client library
and is designed to be the high performance library for ROS.
• rospy: Is the pure Python client library for ROS and is designed to provide the advantages
of an object-oriented scripting language to ROS. The design of rospy favors implementation
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speed (i.e. developer time) over runtime performance so that algorithms can be quickly
prototyped and tested within ROS. It is also ideal for non-critical-path code, such as con-
figuration and initialization code. Many of the ROS tools are written in rospy to take
advantage of the type introspection capabilities. The ROS Master, roslaunch, and other
ros tools are developed in rospy, so Python is a core dependency of ROS.
• roslisp: Is a client library for LISP and is currently being used for the development of
planning libraries. It supports both standalone node creation and interactive use in a
running ROS system.
Experimental client libraries
• roscs: Is a client library for Mono/.NET. It can be used by any Mono/.NET language,
including C#, Iron Python, Iron Ruby, etc. The ROS build system will create .DLL and
.so files for each package written in roscs.
• roseus: Is a client library for EusLisp language.
• rosgo: Pure implementation in Go.
• roshask: Is the client library for Haskell.
• rosjava: Is an implementation of ROS in pure-Java with Android support.
• RobotOS.jl: Is a native Julia package that wraps rospy.
• roslua: Is a client library for Lua, which is a light-weight yet powerful, embeddable script-
ing language. The client library is currently in an experimental and active development
stage.
• PhaROS: Is an client library under MIT Licence for the Pharo free Smalltalk language.
• rosR: Is a ROS language extension for the statistical programming language R.
• rosruby: Support for ruby
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