Introduction
Throughout this paper, let k be a field of characteristic 2. Let G be a classical group over k and g be its Lie algebra. Let g * be the dual vector space of g. Fix a Borel subgroup B and a maximal torus T ⊂ B of G. Let B = T U be the Levi decomposition of B. Let b, t and n be the Lie algebra of B, T and U respectively. We have a natural action of G on g * , g.ξ(x) = ξ(Ad(g) −1 x) for g ∈ G, ξ ∈ g * and x ∈ g. Let n ′ = {ξ ∈ g * |ξ(b) = 0}. An element ξ in g * is called nilpotent if G.ξ ∩ n ′ = ∅( [4] ). We classify the nilpotent orbits in g * under the action of G in the cases when k is algebraically closed and when k is a finite field F q . In particular, we obtain the number of nilpotent orbits over F q and the structure of groups of components of the centralizers.
Let G ad be an adjoint algebraic group of type B, C or D over k (assume k algebraically closed) and g ad be the Lie algebra of G ad . In [7] , we have constructed a Springer correspondence for g ad (see the references therein). In Section 5, we use the Deligne-Fourier transform to construct a Springer correspondence for g * ad . Let A ′ ad be the set of all pairs (c ′ , F ′ ) where c ′ is a nilpotent G ad -orbit in g * ad and F ′ is an irreducible G ad -equivariant local system on c ′ (up to isomorphism). We construct a bijective map from the set of isomorphism classes of irreducible representations of the Weyl group of G ad to the set A ′ ad .
2. symplectic group 2.1. Let V be a vector space of dimension 2n over k equipped with a nondegenerate symplectic form β : V × V → k. The symplectic group is defined as G = Sp(2n) = {g ∈ GL(V ) | β(gv, gw) = β(v, w), ∀ v, w ∈ V } and its Lie algebra is g = sp(2n) = {x ∈ gl(V ) | β(xv, w)+β(v, xw) = 0, ∀ v, w ∈ V }. With respect to a suitable basis, we can assume β(v, w) = v t Sw, where S = 0 I n×n I n×n 0 .
Let ξ be an element of g * . There exists X ∈ gl(V ) such that ξ(x) = tr(Xx) for any x ∈ g. We define T ξ = X + SX t S and define a quadratic form α ξ : V → k by α ξ (v) = v t SXv = β(v, Xv).
Lemma 2.1. T ξ and α ξ are well-defined.
Proof. We need to show that the definitions of T ξ and α ξ do not depend on the choice of X. We have tr(Xx) = tr(X ′ x), ∀ x ∈ g, if and only if X + X ′ = (Z 1 ) n×n Z 2 Z 3 Z t 1
, where Z t 2 = Z 2 , Z t 3 = Z 3 and Z 2 , Z 3 have zero diagonals. This is true if and only if β((X + X ′ )v, v) = 0, ∀ v ∈ V . Thus α ξ is well-defined. Now 1 tr(Xx) = tr(X ′ x), ∀ x ∈ g, implies (X +X ′ ) t S +S(X +X ′ ) = 0, which is equivalent to X + SX t S = X ′ + SX ′t S. Hence T ξ is well-defined.
Given ξ ∈ g * , we denote by (V ξ , β, α ξ ) the vector space V equipped with the symplectic form β and the quadratic form α ξ . Let β ξ be the symmetric bilinear form associated to α ξ , namely, β ξ (v, w) = α ξ (v + w) + α ξ (v) + α ξ (w), v, w ∈ V ξ . Definition 2.2. Given ξ, ζ ∈ g * , we say that (V ξ , β, α ξ ) is equivalent to (V ζ , β, α ζ ) if there exists a vector space isomorphism g : V ξ → V ζ such that β(gv, gw) = β(v, w) and α ζ (gv) = α ξ (v) for all v, w ∈ V ξ . Lemma 2.3. Two elements ξ, ζ ∈ g * lie in the same G-orbit if and only if there exists g ∈ G such that α ξ (g
Proof. The two elements ξ, ζ lie in the same G-orbit if and only if there exists g ∈ G such that g.ξ(x) = ξ(g −1 xg) = ζ(x), ∀ x ∈ g. Assume ξ(x) = tr(X ξ x) and ζ(x) = tr(X ζ x). Then by same argument as in the proof of Lemma 2.1, g.ξ(x) = ζ(x), ∀ x ∈ g, if and only if β(gX ξ g −1 v, v) + β(X ζ v, v) = 0 if and only if
Corollary 2.4. Two elements ξ, ζ ∈ g * lie in the same G-orbit if and only if (V ξ , β, α ξ ) is equivalent to (V ζ , β, α ζ ).
From now on assume ξ ∈ g * is nilpotent. Then it is easily seen that T ξ is a nilpotent element in gl(V ξ ). Let A = k [[t] ] be the ring of formal power series in the indeterminate t. We consider V ξ as an A-module by ( a k t k )v = a k T k ξ v. Let E be the vector space spanned by the linear functionals t −k : A → k, a i t i → a k , k ≥ 0. Let E 0 and E 1 be the subspace kt −2k and kt −2k−1 respectively. Denote π i : E → E i , i = 0, 1 the projections. The vector space E is considered as an A-module by (au)(b) = u(ab) for a, b ∈ A, u ∈ E. Define ϕ : V ×V → E, ψ : V → E 1 and ϕ ξ : V × V → E, ψ ξ : V → E 0 by
Notice that we have β(T ξ v, v) = v t X t Sv+v t SXSSv = 0 and β ξ (T ξ v, v) = β(T ξ v, Xv)+ β(v, XT ξ v) = β(T ξ v, T ξ v) = 0. By Proposition 2.7 in [2] , we can identify (V ξ , β, α ξ ) with (V ξ , ϕ, ψ, ϕ ξ , ψ ξ ). The mappings ϕ, ψ and ϕ ξ , ψ ξ satisfy the following properties( [2] ):
(i) The maps ϕ(·, w) and ϕ ξ (·, w) are A-linear for every w ∈ V ξ .
(ii) ϕ(v, w) = ϕ(w, v), ϕ ξ (v, w) = ϕ ξ (w, v) for all v, w ∈ V ξ .
Following [2] , we call (V ξ , β, α ξ ) a form module and (V ξ , ϕ, ψ, ϕ ξ , ψ ξ ) an abstract form module. Corollary 2.4 says that classifying the nilpotent G-orbits in g * is equivalent to classifying the equivalence classes of the form modules (V ξ , β, α ξ ). In the following we classify the form modules (V ξ , β, α ξ ) via the identification with (V ξ , ϕ, ψ, ϕ ξ , ψ ξ ). Define p(V ξ ) = p(T ξ ) to be the partition associated to T ξ via Jordan normal form. Define an index function
Similarly we define µ(E) for E and µ(u) for u ∈ E. Lemma 2.5. We have ψ(v) = 0 and ϕ ξ (v, w) = tϕ(v, w) for all v, w ∈ V ξ .
Proof. The first assertion follows from β(
We consider the orthogonal decomposition of V ξ with respect to ϕ, which is also an orthogonal decomposition of V ξ with respect to ϕ ξ since ϕ(v, w) = 0 implies ϕ ξ (v, w) = 0. Recall an orthogonal decomposition of V is an expression of V as a direct sum V = r i=1 V i of mutually orthogonal submodules V i . A form module V is called indecomposable if V = 0 and for every orthogonal decomposition V = V 1 ⊕V 2 we have V 1 = 0 or V 2 = 0. Every form module V has some orthogonal decomposition
We first classify the indecomposable modules (with respect to ϕ) that appear in the orthogonal decompositions of form modules (V ξ , β, α ξ ). Let (V ξ , ϕ, ψ, ϕ ξ , ψ ξ ) be an indecomposable module, where ξ ∈ g * is nilpotent. Since
2.2. In this subsection assume k is algebraically closed.
Proposition 2.6. The indecomposable modules are 
Thus we have the following proposition.
Proposition 2.8. Two nilpotent elements ξ, ζ ∈ g * lie in the same G-orbit if and only if T ξ , T ζ are conjugate in GL(V ) and χ(V ξ ) = χ(V ζ ).
It follows that the nilpotent orbits are characterized by symbols
We associate to the orbit (m 1 )
This way we construct a bijection from the set of nilpotent orbits in g * to the set {(µ, ν)||µ|+|ν| = n, ν i ≤ µ i +1}, which has cardinality p 2 (n)−p 2 (n−2).
2.3. In this subsection, let k = F q . Let G(F q ), g(F q ) be the fixed points of a Frobenius map F q relative to F q on G, g. We study the nilpotent
We have the following statements whose proofs are entirely similar to those of [7] . For completeness, we also include the proofs here.
Proposition 2.9. The indecomposable modules over
Proof. Let V ξ = Av 1 ⊕ Av 2 be an indecomposable module as in the last paragraph of subsection 2.1. We have Φ ξ = t 2−m . Can assume µ(Ψ 1 ) ≥ µ(Ψ 2 ). We have the following cases:
Case 1:
2 , then ψ ξ (ṽ 2 ) = 0 has solution for x i 's and we get to Case 2. Assume l 1 ≥ m−2 2 . If a m−l1−2 ∈ {x 2 + x|x ∈ F q }, then ψ ξ (ṽ 2 ) = 0 has solution for x i 's and we get to Case 2; if a m−l1−2 / ∈ {x 2 + x|x ∈ F q }, then ψ ξ (ṽ 2 ) = δt −2(m−l1−2) has solution for x i 's. Summarizing Cases 1-3, we have normalized V ξ = Av 1 ⊕ Av 2 with µ(v 1 ) = µ(v 2 ) = m as follows:
One can verify that these form modules are not equivalent to each other. Take 
. By the definition of δ, this has no solution for e 1,2l1−m1 or a 1,0 , b 1,0 , e 1,0 , f 1,0 , which implies that
then this is a solution for the equations. It follows that
Proposition 2.12. The equivalence class of the module
Proof. By Proposition 2.9 and Remark 2.10, it is enough to show form modules of the form
, j = 1, . . . , k. Then using Lemma 2.11 one can easily show that module of the above form is isomorphic to one of the following modules:
* splits into at most
Proposition 2.14. The number of nilpotent
Proof. Recall we have mapped the nilpotent orbits in g(F q ) * bijectively to the set
. We associate to the orbit 2 k pairs of partitions as follows. Suppose r 1 , r 2 , ..., r k are such that
, where ǫ i ∈ {1, 2}, i = 1, . . . , k. Notice that the pairs of partitions (μ ǫ1,...,ǫ k ,ν ǫ1,...,ǫ k ) are distinct and among them only (µ, ν) = (μ 1,...,1 ,ν 1,...,1 ) is in ∆. One can verify that
is in bijection with the set {(µ, ν)||µ| + |ν| = n}, which has cardinality p 2 (n). It follows that the number of nilpotent orbits in g(F q ) * is less that p 2 (n).
3. odd orthogonal group 3.1. Let V be a vector space of dimension 2n + 1 over k equipped with a nondegenerate quadratic form α : V → k. Let β : V × V → k be the bilinear form associated to α. The odd orthogonal group is defined as gl(V ) such that ξ(x) = tr(Xx) for any x ∈ g. We define X ξ =X t S + SX and
Lemma 3.1. X ξ and β ξ are well-defined.
Proof. It suffices to show that the definitions do not depend on the choice ofX. We
where
Given ξ ∈ g * . Denote (V ξ , α, β ξ ) the vector space V equipped with the quadratic form α and the bilinear form β ξ . Definition 3.2. Assume ξ, ζ ∈ g * . We say (V ξ , α, β ξ ) and (V ζ , α, β ζ ) are equivalent if there exists a vector space isomorphism g :
Proof. Assume ξ(x) = tr(X ξ x), ζ(x) = tr(X ζ x), ∀x ∈ g. By same argument as in the proof of Lemma 3.1, ξ, ζ lie in the same G-orbit if and only if there exists g ∈ G such that β((
Assume ξ, ζ ∈ g * are nilpotent. We derive in the following some necessary conditions for (V ξ , α, β ξ ) and (V ζ , α, β ζ ) being equivalent.
From now on assume ξ ∈ g * is nilpotent. Let X ξ and (V ξ , α, β ξ ) be defined as above. Let λ be a formal parameter. Let v 0 , . . . , v m be a set of vectors which is a solution for the equation (X ξ + λS) m i=0 v i λ i = 0 such that m is minimal, namely, such that v 0 = 0. Lemma 3.5-3.9 in the following extend some results in [5] . 
Proof. The first assertion follows from the rank of S being 2n. Can assume X ξ has the form
 where x 1 and x 2 are strictly upper triangular n × n matrices. Then m is the smallest integer such that x 
. . , m−1, and β ξ (w, u m−1 ) = a m = 0. Hence together with the dimension condition we get the conclusion. w 2 ). Now we show that ϕ is a bijection. Let w ∈ W ξ be such that ϕ(w) = 0. Then for any v ∈ W ξ , β(v, w) = β(ϕ(v), ϕ(w)) = 0. Since β| W ξ ×W ξ is nondegenerate, w = 0. Thus ϕ is injective. On the other hand, we have dim W ξ = dim W ζ . Hence ϕ is bijective.
Let V ξ = V 2m+1 ⊕ W be as in Lemma 3.8. Then we get a 2(n − m) dimensional vector space W , equipped with a quadratic form α| W and a bilinear form β ξ | W ×W . It is easily seen the quadratic form α| W is non-defective on W , namely, β| W ×W is non-degenerate. We have maps φ β : W → W * , w → (w ′ → β(w, w ′ )) and
Lemma 3.11. Assume ξ is nilpotent. Then T ξ is nilpotent. 
Since T is nilpotent, for i big enough, we have c i = 0 and
3.2. In this subsection assume k is algebraically closed. From above, every form module (V ξ , α, β ξ ) can be reduced to the form V ξ = V 2m+1 ⊕ W ξ , where V 2m+1 has standard basis as in Lemma 3.5 and 3.6. We have that (V ξ , α, β ξ ) is determined by V 2m+1 and (
Lemma 3.12. On W , we have β ξ (w, w ′ ) = β(T ξ w, w ′ ) for any w, w ′ ∈ W and T ξ ∈ o(W ).
Proof. The first assertion follows from the definition of T ξ . The second assertion follows since β(T ξ w, w) = β ξ (w, w) and β ξ is an alternating bilinear form.
It follows that β ξ | W ×W is determined by T ξ and β| W ×W . Since T ξ ∈ o(W ) is nilpotent (Lemma 3.11), we can view W as a k[T ξ ]−module. By the classification of nilpotent orbits in o(W ), W is equivalent to
Proof. Assume V 2m+1 = span{v 0 , . . . , v m , u 0 , . . . , u m−1 }, where v i , u i are chosen as in Lemma 3.5 and Lemma 3.6. Assume V 2m+1 ⊕ W l (k) and V 2m+1 ⊕ W k−m (k) correspond to ξ 1 and ξ 2 respectively. Let
Then g is the isomorphism as desired.
and T 2 (ϕ(w)) = ϕ(T 1 (w))(see proof of Lemma 3.9). Let v i , i = 0, . . . , m, and u i , i = 0, . . . , m − 1, be the basis of V 2m+1 as in Lemma 3.5 and 3.6. Choose a basis T
Now we can assume
We have
The last two equations imply that
Similarly we have
We also have It follows that for any V = (V ξ , α, β ξ ), there exist a unique m ≥ 0 and a unique sequence of modules
Hence the nilpotent orbits can be classified by pairs of partitions (m,
The set of nilpotent orbits is in bijection with the set {(ν, µ)|ν = (ν 0 , ν 1 , . . . , ν s ), µ = (µ 1 , µ 2 , . . . , µ s ), |µ| + |ν| = n, ν i ≤ µ i , i = 1, . . . , s}, which has cardinality p 2 (n) − p 2 (n − 2).
3.3.
In this subsection, we classify the form modules (V ξ , α, β ξ ) over F q . We still have V ξ = V 2m+1 ⊕ W ξ for some m and W ξ (Lemma 3.5-3.8 are valid over F q ). By the classification of (W ξ , α| W ξ , T ξ ) over F q , we have [7] ).
. Let v i , u i be the basis of V 2m+1 as in Lemma 3.5 and 3.6. Define g : 
(k) a linear isomorphism satisfying β(gv, gw) = β(v, w), β δ (gv, gw) = β 0 (v, w) and α(gv) = α(v). We have
Now we can assume
By similar argument as in the proof of Lemma 3.14, we get that c m, 
We get a 0 = f 0 = 1, e i = 0, i = 0, . . . , 2l − k − 2 and e 2 2l−k−1 + e 2l−k−1 + δ = 0. This is a contradiction.
Recall we have the following lemma ( [7] ).
be the fixed points of a Frobenius map F q relative to F q on G, g.
Proposition 3.18. The nilpotent orbit in g * corresponding to the pair of partitions
be a form module corresponding to (ν, µ) over F q . We show that the equivalence class of V over F q decomposes into at most 2 k equivalence classes over F q . It is enough to show that form modules of the form
k equivalence classes over F q . Suppose i 1 , . . . , i k are such that β ij < µ ij ≤ β ij −1 , j = 1, . . . , k. Using Lemma 3.15, 3.16 and 3.17, one can easily verify that form modules of the above form is isomorphic to one of the following modules:
Thus the proposition follows.
Proof. We have mapped the nilpotent orbits in g(F q ) * bijectively to the set {(ν, µ)|ν = (ν 0 , ν 1 , . . . , ν s ), µ = (µ 1 , µ 2 , . . . , µ s ), |µ| + |ν| = n, ν i ≤ µ i , i = 1, . . . , s} := ∆. Let (ν, µ) ∈ ∆, ν = (ν 0 , ν 1 , . . . , ν s ), µ = (µ 1 , µ 2 , · · · , µ s ). By Proposition 3.18, the nilpotent orbit corresponding to (ν, µ) splits into at most 2 k orbits in g(F q ) * , where k = #{i ≥ 1|ν i < µ i ≤ ν i−1 }. We associate 2 k pairs of partitions to this orbit as follows. Suppose r 1 , r 2 , ..., r k are such that ν ri < µ ri ≤ ν ri−1 , i = 1, ..., k.
, where ǫ i ∈ {1, 2}, i = 1, . . . , k. Notice that the pairs of partitions (ν ǫ1,...,ǫ k ,μ ǫ1,...,ǫ k ) are distinct and among them only (ν, µ) = (ν 1,...,1 ,μ 1,...,1 ) is in ∆. One can verify that {(ν ǫ1,...,ǫ k ,μ ǫ1,...,ǫ k )|(ν, µ) ∈ ∆} = {(ν, µ)||ν| + |µ| = n}.
even orthogonal group
Let V be a vector space of dimension 2n over k equipped with a non-defective quadratic form α : V → k. Let β : V × V → k be the non-degenerate bilinear form associated to α. The even orthogonal group is defined as
be the fixed points of a split Frobenius map F q relative to F q on G, g. The proposition can be proved in two ways. First proof. We show that there is a G-invariant non-degenerate bilinear form on g = o(2n)(G. Lusztig). Then we can identify g and g * via this bilinear form and thus proposition follows. Consider the vector space 2 V on which G acts in a natural way:
Define a map φ : ξ be an element of g * . There exists X ∈ gl(V ) such that ξ(x) = tr(Xx) for any x ∈ g. We define T ξ = X + SX t S.
Lemma 4.2. T ξ is well-defined.
Proof. It is enough to show the definition does not depend on the choice of X. We
This is true if and only if β((X
Lemma 4.3. Two elements ξ, ζ ∈ g * lie in the same G-orbit if and only if there exists g ∈ G such that gT ξ g −1 = T ζ .
Proof. Assume ξ(x) = tr(X ξ x), ζ(x) = tr(X ζ x), ∀x ∈ g. Then ξ, ζ lie in the same G-orbit if and only if there exists g ∈ G such that tr(gX ξ g −1 x) = tr(X ζ x), ∀ x ∈ g. This is equivalent to β((
Note that β(T ξ v, v) = 0 for any v ∈ V . Thus T ξ ∈ g. We have in fact defined a bijection θ : g * → g, ξ → T ξ . Furthermore, θ| N ′ : N ′ → N is a bijection and θ| N ′ is G-equivariant by Lemma 4.3, where N ′ (resp. N ) is the set of all nilpotent elements in g * (resp. g). The proposition follows.
5.
Springer correspondence for g * 5.1. Let G be an adjoint algebraic group of type B, C or D over k (k algebraically closed) and g be its Lie algebra. Let g * be the dual space of g. Fix a Borel subgroup B ⊂ G and a maximal torus T ⊂ B. Let B = T.U be the Levi decomposition of B. Let b, n and t be the Lie algebra of B, U and T respectively. Let B = G/B be the variety of Borel subgroups in G. Let b ′ = {ξ ∈ g * |ξ(n) = 0} and n ′ = {ξ ∈ g * |ξ(b) = 0}. Let N ′ be the set of all nilpotent elements in g * . Recall that in [7] we have map ϕ :
l , where l = 2 is prime. 
Let A ′ be the set of all pairs (c ′ , F ′ ) where c ′ is a G-orbit in N ′ and F ′ is a G-equivariant local system on c ′ . Note that the map ϕ ′′ is G-equivariant with G-action on X ′′ by (ξ, gB) → (g 0 .ξ, g 0 gB).
) is a semisimple perverse sheaf and it has decomposition
Proof. We have that ϕ ′′ : X ′′ → N ′ is proper and dim
) is a perverse sheaf on N ′ . It is semisimple by the decomposition theorem( [1] ). Since it is G-equivariant and N ′ consists of finitely many G-orbits, it follows that it has the decomposition as in the proposition.
LetŴ be the set of simple modules (up to isomorphism) for the Weyl group W of G. Recall that we have
Proof. We have
Note each T g/speck ψ (ϕ !QlX ) ρ is a simple perverse sheaf on g * . On the other hand,
Thus the comparison of the two decompositions defines the injective map γ.
5.2. Let G be a symplectic group or orthogonal group and g be its Lie algebra. Let g * be the dual space of g. Let G ad be the adjoint group of the same type as G. Let g ad be the Lie algebra of G ad and g * ad be the dual space of g ad . We have that the number of nilpotent G ad (F q )-orbits in g ad (F q )
* is equal to the number of nilpotent G(F q )-orbits in g(F q ) * . Let A ′ be the set of all pairs (c ′ , F ′ ) where c ′ is a nilpotent G-orbit in g * and F
′ is an irreducible G-equivariant local system on c ′ (up to isomorphism). Let A ′ ad be defined as in the introduction for G ad . The same argument as in [7] shows that the number of elements in A ′ (resp. A ′ ad ) is equal to the number of nilpotent G(F q )(resp. G ad (F q ))-orbits in g(F q ) * (resp. g ad (F q ) * )(for q large). It follows that the number of elements in A ′ ad is equal to the number of elements in A ′ .
LetŴ be the set of simple modules (up to isomorphism) for the Weyl group W of G. (A description ofŴ is given for example in [6] .)
Proof. For G even orthogonal group, this follows from the above argument, Proposition 4.1, and Corollary 6.18 in [7] . For G symplectic group or odd orthogonal group, it follows from Theorem 5.4 that this number is greater than |Ŵ |. On the other hand, this number is less than |Ŵ | by Proposition 2.14, Proposition 3.19 and the above argument.
Corollary 5.6. The map γ in Theorem 5.4 is a bijection.
Corollary 5.7. Proposition 2.12, Corollary 2.13, Proposition 2.14, Proposition 3.18 and Proposition 3.19 hold with all "at most" removed.
Proof. This follows from the same argument as in the proof of Corollary 6.18 in [7] (see Proposition 6.2 and 6.7).
6. centralizers and component groups
Proof. We argue by induction on s. The case s = 1 can be easily verified. Let 
Proof of (*): Assume g :
be the obvious projection composed with g. Then p 12 = 0. We claim p 11 is non-singular. It is enough to show p 11 is injective. Assume p 11 (v 1 ) = 0 for some v 1 ∈ V 1 . Then we have β(gv 1 , gv
Again by non-degeneracy of β on V 1 and p 11 being bijective on V 1 , we get p 21 (v 2 ) = 0. Then (*) follows.
Proof. Assume q large enough. Same argument as in the proof of Proposition 7.1 in [7] shows that Z(V )/Z 0 (V ) is an abelian group of order 2 r . We show there is a subgroup (
. . , r − 1, where i 0 = 0, and
6.2. Odd orthogonal group. Let (V, α, β ξ ) be a form module corresponding to ξ ∈ g * . Assume the corresponding pair of partitions is (ν 0 , . . . , ν s )(µ 1 , . . . , µ s ). Let 
Thus we get gv i = av i ,i = 0, . . . , m, and
Assume V = V 2m+1 ⊕ W as in Lemma 3.8. . Now β(gw 1 , gw 2 ) = β(p 22 (w 1 ), p 22 (w 2 ) + p 23 (w 2 )) = β(p 22 (w 1 ), p 22 (w 2 )) = 0, for any w 1 ∈ W 1 and w 2 ∈ W 2 . Since p 22 is nonsingular and β| W1×W1 is nondegenerate, we get p 22 (w 2 ) = 0 for any w 2 ∈ W 2 . Thus the stabilizer of V 1 in C(V ) is the product of C(V 1 ) and C(W 2 ) and (4) follows. As before, we have C(V )(V 1 ⊕ W 2 ) ∼ = C(V )(V 1 ) ⊕ C(V )(W 2 ) implies C(V )(V 1 ) ∼ = V 1 and C(V )(W 2 ) ∼ = W 2 . Thus |C(V )(V 1 )(F q )| = |Z(V )V 1 (F q )| = q r1 . Since the stabilizer of V 1 in Z(V ) is the product of Z(V 1 ) and Z(W 2 ), (3) follows. Now lemma follows by induction hypothesis since we have dim Z(V ) = dim Z(V 1 ) + dim Z(W 2 ) + r 1 . and Z(W j )/Z 0 (W j ) = Z 2 , j = 1, . . . , k. Suppose g j ∈ Z(W j ) such that g j Z 0 (W j ) generates Z(W j )/Z 0 (W j ). Letg j = Id ⊕ · · · ⊕ g j ⊕ · · · ⊕ Id, j = 1, . . . , k. Theñ g j ∈ Z(V ),g j / ∈ Z 0 (V ),g 2 j ∈ Z 0 (V ) andg j1gj2 · · ·g jr / ∈ Z 0 (V ) for any 1 ≤ j 1 < j 2 < · · · < j r ≤ s, r = 1, . . . , k. Thusg j Z 0 (W j ), j = 1, . . . , k generate a subgroup Z k 2 .
