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In this paper, we consider the following periodic problem:
x′′(t) = g(t, x(t), x′(t)), a.e. t ∈ (a, b),
x(a) = x(b), x′(a) = x′(b).
The unique solution is obtained by constructing an auxiliary periodic systemwith bounded
solutions and proving these bounds to be equal, inwhich case they are the expected unique
solution.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
This paper is mainly concerned with the following periodic problem:{
x′′(t) = g(t, x(t), x′(t)), a.e. t ∈ (a, b),
x(a) = x(b), x′(a) = x′(b), (1.1)
where g : [0, 1] × R2 → R is a L1-Carathéodory function.
There was a vast literature dealing with the solvability of nonlinear boundary value problems via the method of upper
and lower solutions. In the most classical approach, there are given a lower solution α and an upper solution β such that
α ≤ β , and then one proves the existence of a solution u such that α ≤ u ≤ β . In recent years, the case when the upper
solution and the lower solution are in reverse order has received some attention (see [1–10] and the references therein). The
monotone approximation method can be used in the case where the lower and upper solutions are in reverse order β ≤ α.
This method works for any boundary value problem such that a uniform anti-maximum principle holds. This is the case for
the Neumann and the periodic problems. For example, in [1], P. Torres and M. Zhang considered the existence of solutions
for the 2pi-periodic boundary value problem{
x′′(t)+ g(t, x(t)) = 0, t ∈ (0, 2pi),
x(0) = x(2pi), x′(0) = x′(2pi),
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where g : [0, 2pi ] × R → R is a L1-Carathéodory function. The strategy of this paper was to exploit an anti-maximum
principle for the linear equation in order to construct a monotone approximation scheme converging to the solution.
A. Cabada et al. in [2] discussed a Neumann boundary value problem{
u′′(t) = f (t, u(t), u′(t)), t ∈ [a, b],
x′(a) = x′(b) = 0.
The authors used iteration schemes based on problems like{
α′′n − 2k|α′n − α′n−1| + λαn = f (t, αn−1, α′n−1)+ λαn−1,
α′n(a) = α′(b) = 0.
D. Jiang et al. in [3] showed that the monotone technique produced two sequences that converge uniformly to the
extremal solutions of the second order functional differential equation with Neumann boundary value problems{
y′′(t) = f (t, y(t), y(τ (t)), y′(t)), t ∈ [a, b],
y′(0) = y′(T ) = 0.
They obtained existence results by assuming the upper and lower solutions in reverse order.
Motivated by the above works, we are mainly concerned with the periodic problem (1.1) in this paper. By adopting the
approach which is different from the above works, we obtain the unique solution for the problem (1.1).
To develop the unique solution for (1.1), we introduce the following auxiliary periodic system:{
u′′(t) = f (t, u(t), u′(t), v(t)), u(a) = u(b), u′(a) = u′(b),
v′′(t) = f (t, v(t), v′(t), u(t)), v(a) = v(b), v′(a) = v′(b), (1.2)
where f : [0, 1] × R3 → R is a L1-Carathéodory function, and f (t, u, w, u) ≡ g(t, u, w).
The main tool in this paper is the following anti-maximum principle.
Lemma 1.1 ([11]). The problem{
x′′(t)+ qx(t) = σ(t), t ∈ (a, b),
x(a)− x(b) = 0, x′(a)− x′(b) = A,
has a positive solution for any A ≥ 0 and σ ∈ L1(a, b), σ(t) ≥ 0, σ 6≡ 0, if 0 < q ≤ ( pib−a )2.
2. Extremal solution for (1.2)
In this section, we investigate the extremal solution for the periodic system (1.2). For given α, β ∈ C1[a, b], we consider
the mixed approximation schemes, as follows:{
α0 = α,
α′′n +Mαn = f (t, αn−1, α′n−1, βn−1)+Mαn−1,
αn(a) = αn(b), α′n(a) = α′n(b),
(2.1)
and {
β0 = β,
β ′′n +Mβn = f (t, βn−1, β ′n−1, αn−1)+Mβn−1,
βn(a) = βn(b), β ′n(a) = β ′n(b),
(2.2)
whereM is defined in Theorem 2.1.
Now, we give the main result for (1.2).
Theorem 2.1. Let α, β ∈ C1[a, b], β ≤ α and
E := {(t, x, y, z) ∈ [a, b] × R3 : β(t) ≤ x, z ≤ α(t)}. (2.3)
For all t ∈ [a, b],
α′′(t) ≥ f (t, α(t), α′(t), β(t)), α(a) = α(b), α′(a) ≥ α′(b),
β ′′(t) ≤ f (t, β(t), β ′(t), α(t)), β(a) = β(b), β ′(a) ≤ β ′(b).
Assume f : E → R is a L1-Carathéodory function, f (t, x, y, z) is non-decreasing on x and non-increasing on z, there exists
M ∈ (0, ( pib−a )2], such that
f (t, α(t), α′(t), β(t))− f (t, β(t), β ′(t), α(t))+M(α(t)− β(t)) ≥ 0, (2.4)
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there exists N ≥ 0 such that for all (t, x, y1, z), (t, x, y2, z) ∈ E,
|f (t, x, y2, z)− f (t, x, y1, z)| ≤ N|y2 − y1| (2.5)
and
N sin
√
M
(
b− a
2
)
−√M cos√M
(
b− a
2
)
≤ 0. (2.6)
Then, the sequences {αn} and {βn} defined by (2.1) and (2.2) converge monotonically in C1[a, b] to u∗ and v∗, respectively, and
the pair (u∗, v∗) ∈ C1[a, b] × C1[a, b] is a solution of (1.2) such that
β ≤ v∗ ≤ u∗ ≤ α.
Moreover, any solution (u, v) of (1.2) with β ≤ u ≤ α, β ≤ v ≤ α is such that
v∗ ≤ u ≤ u∗, v∗ ≤ v ≤ u∗.
Proof. Let X = C1[a, b] × C1[a, b], Z = L1[a, b] × L1[a, b], K = {(u, v) ∈ Z : u ≥ 0, v ≤ 0} and Γ = {(u, v) ∈ X : β ≤ u ≤
α, β ≤ v ≤ α}. Define T : Γ → X , (u, v) 7→ T (u, v), where T (u, v) is the solution (x, y) of{
x′′(t)+Mx(t) = f (t, u(t), u′(t), v(t))+Mu(t), x(a) = x(b), x′(a) = x′(b),
y′′(t)+My(t) = f (t, v(t), v′(t), u(t))+Mv(t), y(a) = y(b), y′(a) = y′(b). (2.7)
It can be expressed as
T (u, v)(t) =
(∫ b
a
G(t, s)[f (s, u(s), u′(s), v(s))+Mu(s)]ds,
∫ b
a
G(t, s)[f (s, v(s), v′(s), u(s))+Mv(s)]ds
)
,
where G(t, s) is the Green function of{
u′′(t)+Mu(t) = 0,
u(a) = u(b), u′(a) = u′(b).
It is easy to check that T is completely continuous in X .
We will complete the remainder proof by the following five steps.
Step 1. We shall check that αn and βn defined recursively by (2.1) and (2.2) satisfy
(a) α′′n (t) ≥ f (t, αn(t), α′n(t), βn(t)), αn(a) = αn(b), α′n(a) ≥ α′n(b),
β ′′n (t) ≤ f (t, βn(t), β ′n(t), αn(t)), βn(a) = βn(b), β ′n(a) ≤ β ′n(b),
(b) (αn+1, βn+1) ≤ (αn, βn), i.e. αn+1 ≤ αn and βn ≤ βn+1.
The proof is by recurrence.
(i) n = 0. The condition (a) for n = 0 is an assumption. Next,w = α0 − α1 is a solution of
w′′(t)+Mw(t) = α′′0 (t)− f (t, α0(t), α′0(t), β0(t)) ≥ 0,
w(a)− w(b) = 0, w′(a)− w′(b) ≥ 0.
Hence, we can obtain α1 ≤ α0 from Lemma 1.1. Similarly, we can get β0 ≤ β1. Thus, the condition (b) holds for n = 0.
(ii) Assume (a) and (b) hold for some n, let us prove that
α′′n+1(t) ≥ f (t, αn+1(t), α′n+1(t), βn+1(t)), αn+1(a) = αn+1(b), α′n+1(a) ≥ α′n+1(b), (2.8)
β ′′n+1(t) ≤ f (t, βn+1(t), β ′n+1(t), αn+1(t)), βn+1(a) = βn+1(b), β ′n+1(a) ≤ β ′n+1(b). (2.9)
Letw = αn − αn+1 ≥ 0, we have
−α′′n+1(t)+ f (t, αn+1(t), α′n+1(t), βn+1(t))
= −f (t, αn(t), α′n(t), βn(t))+ f (t, αn+1(t), α′n+1(t), βn+1(t))−M(αn − αn+1)
= [f (t, αn+1(t), α′n+1(t), βn+1(t))− f (t, αn+1(t), α′n(t), βn+1(t))] + [f (t, αn+1(t), α′n(t), βn+1(t))
− f (t, αn+1(t), α′n(t), βn(t))] + [f (t, αn+1(t), α′n(t), βn(t))− f (t, αn(t), α′n(t), βn(t))] −M(αn(t)− αn+1(t))
≤ N|α′n+1(t)− α′n(t)| −M(αn(t)− αn+1(t))
= −Mw(t)+ N|w′(t)|.
On the other hand,w satisfies
w′′ +Mw = h(t), w(a) = w(b), w′(a)− w′(b) = C (2.10)
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with h(t) := α′′n (t)− f (t, αn(t), α′n(t), βn(t)) ≥ 0 and C ≥ 0. Notice that
w(t) = 1
2
√
M sin
√
M
( b−a
2
) [C cos√M (a+ b
2
− t
)
+
∫ t
a
h(s) cos
√
M
(
b− a
2
+ s− t
)
ds+
∫ b
t
h(s) cos
√
M
(
b− a
2
+ t − s
)
ds
]
.
We can obtain
w′(t) = 1
2 sin
√
M
( b−a
2
) [C sin√M (a+ b
2
− t
)
+
∫ t
a
h(s) sin
√
M
(
b− a
2
+ s− t
)
ds−
∫ b
t
h(s) sin
√
M
(
b− a
2
+ t − s
)
ds
]
.
Then, using (2.6) and denoting D := 2 sin√M( b−a2 ), we have
−Mw(t)+ N|w′(t)| ≤ 1
D
{
C
[
−√M cos√M
(
a+ b
2
− t
)
+ N
∣∣∣∣sin√M (a+ b2 − t
)∣∣∣∣]
+
∫ t
a
h(s)
[
−√M cos√M
(
b− a
2
+ s− t
)
+ N
∣∣∣∣sin√M (b− a2 + s− t
)∣∣∣∣] ds
+
∫ b
t
h(s)
[
−√M cos√M
(
b− a
2
+ t − s
)
+ N
∣∣∣∣sin√M (b− a2 + t − s
)∣∣∣∣] ds}
≤ 0.
Thus, (2.8) is satisfied. Similarly, we can prove that (2.9) holds.
(iii) Assume (a) and (b) hold for some n, let us prove that (αn+2, βn+2) ≤ (αn+1, βn+1). Definew = αn+1 − αn+2, thenw
satisfies (2.10), where
h(t) := α′′n+1(t)− f (t, αn+1(t), α′n+1(t), βn+1(t)) and C = 0.
From the previous step, we can see h(t) ≥ 0, then αn+1 ≥ αn+2 follows from Lemma 1.1. Similarly, we can get βn+2 ≥ βn+1.
Step 2. We will prove (βn, αn) ≤ (αn, βn), i.e. βn ≤ αn.
For all n ∈ N, letwn = αn − βn, thenw′′n(t)+Mwn(t) = hn−1(t)with
hn(t) := f (t, αn(t), α′n(t), βn(t))− f (t, βn(t), β ′n(t), αn(t))+M(αn(t)− βn(t)).
The proof is by recurrence.
(i) n = 1. From (2.4), the function w1 is a solution of (2.10) with h0(t) ≥ 0 and C = 0. Then, we deduce that w1 ≥ 0,
i.e. α1 ≥ β1.
(ii) Suppose that hn−1 ≥ 0 and αn ≥ βn for n ≥ 1, we will prove that hn ≥ 0 and αn+1 ≥ βn+1. We claim that for all
t ∈ [a, b], hn is non-negative. In fact,
hn(t) = f (t, αn(t), α′n(t), βn(t))− f (t, βn(t), β ′n(t), αn(t))+M(αn(t)− βn(t))
= [f (t, αn(t), α′n(t), βn(t))− f (t, αn(t), β ′n(t), βn(t))] + [f (t, αn(t), β ′n(t), βn(t))
− f (t, αn(t), β ′n(t), αn(t))] + [f (t, αn(t), β ′n(t), αn(t))− f (t, βn(t), β ′n(t), αn(t))] +M(αn(t)− βn(t))
≥ −N|w′n(t)| +Mwn(t).
Recall thatwn is a solution of (2.10) with h(t) = hn−1(t) ≥ 0 and C = 0. Hence, we can proceed as in the proof of Step 1 to
show that hn ≥ 0. Then, it follows from Lemma 1.1 thatwn+1 ≥ 0, i.e. αn+1 ≥ βn+1.
Step 3. To prove the sequence {αn} and {βn} are bounded, we need to prove that there exists R > 0 such that any solution
(u, v) of
u′′(t) ≥ f (t, u(t), u′(t), v(t)), u(a) = u(b), u′(a) ≥ u′(b),
v′′(t) ≤ f (t, v(t), v′(t), u(t)), v(a) = v(b), v′(a) ≤ v′(b)
with (u, v) ∈ Γ satisfies ‖u′‖∞ ≤ R and ‖v′‖∞ ≤ R. As f is a L1-Carathéodory function, there exists q ∈ L1(a, b) such that
|f (t, x, 0, y)| ≤ q(t) holds for a.e. t ∈ [a, b] and β(t) ≤ x, y ≤ α(t). Hence, we have
u′′(t) ≥ f (t, u(t), u′(t), v(t)) ≥ f (t, u(t), 0, v(t))− N|u′(t)| ≥ −[q(t)+ N|u′(t)|].
Consider an interval [t, t0] ⊂ [a, b] such that u′(t0) = 0, u′(s) > 0 for s ∈ [t, t0). We compute
d
ds
(u′(s)eNs) ≥ −eNsq(s), s ∈ [t, t0]. (2.11)
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Integrating (2.11) on [t, t0], we obtain
u′(t)eNt ≤
∫ t0
t
eNsq(s)ds ≤ eNb‖q‖1.
It follows that
u′(t) ≤ ‖q‖1eN(b−a) =: R1.
Similarly, we consider an interval [t0, t] ⊂ [a, b] such that u′(t0) = 0, u′(s) < 0 for s ∈ (t0, t] and calculate in the same way
that−u′(t) ≤ R1. Thus, ‖u′‖∞ ≤ R1.
For the proof of ‖v′‖∞ ≤ R2, repeat the above arguments. Let R = max{R1, R2}.
Step 4. As the set A = {(αn, βn) : n ∈ N} is bounded in X , T (A) is relatively compact in X . Since the sequence {(αn, βn)}
is non-increasing and included in Γ , the sequence {(αn, βn)} itself converges in X , i.e. there exists (u∗, v∗) ∈ X so that
(αn, βn)→ (u∗, v∗), β0 ≤ u∗ ≤ α0, β0 ≤ v∗ ≤ α0, and also β0 ≤ v∗ ≤ u∗ ≤ α0 from Step 2.
Step 5. We will prove that any other solution (u, v) ∈ X of (1.2) such that (β0, α0) ≤ (u, v) ≤ (α0, β0) satisfies
v∗ ≤ v ≤ u∗, v∗ ≤ u ≤ u∗.
We can proceed as in Step 2 to show that (βn, αn) ≤ (u, v) ≤ (αn, βn), i.e. βn ≤ u ≤ αn and βn ≤ v ≤ αn, n = 0, 1, 2, . . ..
Hence, v∗ ≤ u ≤ u∗ and v∗ ≤ v ≤ u∗, i.e. (v∗, u∗) ≤ (u, v) ≤ (u∗, v∗). 
Remark 2.1. Notice that if (u, u) is a solution of the auxiliary system (1.2), then u is a solution of the given (1.1) under the
assumption f (t, u, w, u) ≡ g(t, u, w). Thus, u∗ and v∗ are bounds on solutions of (1.1).
If the bounds u∗ and v∗ obtained in Theorem 2.1 are equal, then u∗ = v∗ is the unique solution of the problem (1.1). In
particular, under appropriate assumptions, this theorem provides an approximation scheme to the unique solution of (1.1).
3. Unique solution for (1.1)
Theorem 3.1. Suppose that the assumptions of Theorem (2.1) hold. In addition, assume
(i) there exists δ > 0 such that β ≥ δα,
(ii) f (t, x, y, z) is non-increasing on y, and for any λ ∈ [δ, 1), a.e. t ∈ [a, b] and every (u, v) ∈ Γ with δu ≤ v ≤ u,
λf
(
t, v,
w
λ
, u
)
> f (t, v, w, u). (3.1)
Then the periodic problem (1.1) has a unique solution.
Proof. From Theorem 2.1, the system (1.2) has an extremal solution (u∗, v∗) satisfying β0 ≤ v∗ ≤ u∗ ≤ α0. By the condition
(i), we can deduce that
δu∗ ≤ v∗ ≤ u∗.
Let λ0 = sup{λ ∈ [δ, 1] : λu∗ ≤ v∗}. It is obvious that λ0u∗ ≤ v∗. From the definition of λ0, there exists t0 ∈ [a, b] such that
v∗(t0)− λ0u∗(t0) = 0, (v∗(t0))′ − λ0(u∗(t0))′ = 0.
If it is not the case, we have
v∗(t)− λ0u∗(t) > 0 for t ∈ (a, b), (3.2)
(v∗(a))′ − λ0(u∗(a))′ > 0, (v∗(b))′ − λ0(u∗(b))′ < 0. (3.3)
Notice that (v∗(a))′ − λ0(u∗(a))′ = (v∗(b))′ − λ0(u∗(b))′, this contradicts (3.3). From (3.2), there exists ε > 0 such that
v∗(t)− λ0u∗(t) ≥ εu∗(t) on (a, b), which contradicts the definition of λ0.
If t0 6= b, there exists t1 > t0 such that (v∗(t))′−λ0(u∗(t))′ ≥ 0 on (t0, t1]. Suppose now that λ0 < 1, then, for t ∈ [t0, t1],
λ0(u∗(t))′′ = λ0f (t, u∗(t), (u∗(t))′, v∗(t))
≥ λ0f
(
t, v∗(t),
(v∗(t))′
λ0
, u∗(t)
)
> f (t, v∗(t), (v∗(t))′, u∗(t))
= (v∗(t))′′,
which leads to the contradiction
0 ≤ ((v∗(t))′ − λ0(u∗(t))′) |t1t0 =
∫ t1
t0
[(v∗(t))′′ − λ0(u∗(t))′′]dt < 0.
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Since the periodic boundary conditions imply that v∗(a) − λ0u∗(a) = v∗(b) − λ0u∗(b) and (v∗(a))′ − λ0(u∗(a))′ =
(v∗(b))′ − λ0(u∗(b))′, a similar argument holds if t0 = b. As a result, we obtain λ0 = 1, and u∗ = v∗ is the unique solution
of the problem (1.1). 
As an application of this result, we give the following illustrating example.
Example 3.1. Consider the problem{
u′′(t) = g(t, u(t), u′(t)), a.e. t ∈ (0, 1),
u(0) = u(1), u′(0) = u′(1), (3.4)
corresponding to the problem (1.1), we take
g(t, u, v) =

(
t + 1
2
)2
− u3 − v, t ∈
[
0,
1
2
)
,
8
(
t − 3
4
)2
+ 1
2
− u3 − v, t ∈
[
1
2
, 1
]
.
Let
f (t, u, v, w) =

(
t + 1
2
)2
− v − w3, t ∈
[
0,
1
2
)
,
8
(
t − 3
4
)2
+ 1
2
− v − w3, t ∈
[
1
2
, 1
]
.
Consider the following system
u′′(t) = f (t, u(t), u′(t), v(t)), t ∈ (0, 1),
v′′(t) = f (t, v(t), v′(t), u(t)), t ∈ (0, 1),
u(0) = u(1), u′(0) = u′(1),
v(0) = v(1), v′(0) = v′(1).
(3.5)
We can check that
α(t) =

t + 1
2
, t ∈
[
0,
1
2
)
,
8
(
t − 3
4
)2
+ 1
2
, t ∈
[
1
2
, 1
]
and β(t) = 18 are a pair lower and upper solutions of (3.5). LetM = ( 2pi3 )2, N = 1, it is easy to see that all the assumptions
in Theorem 2.1 are satisfied. Choosing δ = 18 , then the conditions (i) and (ii) in Theorem 3.1 hold.
Hence, thanks to Theorems 2.1 and 3.1, the problem (3.4) has a unique solution. 
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