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Optimize TSK Fuzzy Systems for Big Data
Classification Problems: Bag of Tricks
Yuqi Cui and Dongrui Wu
Abstract—Takagi-Sugeno-Kang (TSK) fuzzy systems are flex-
ible and interpretable machine learning models; however, they
may not be easily applicable to big data problems, especially when
the size and the dimensionality of the data are both large. This
paper proposes a mini-batch gradient descent (MBGD) based
algorithm to efficiently and effectively train TSK fuzzy systems
for big data classification problems. It integrates three novel
techniques: 1) uniform regularization (UR), which is a regular-
ization term added to the loss function to make sure the rules
have similar average firing levels, and hence better generalization
performance; 2) random percentile initialization (RPI), which
initializes the membership function parameters efficiently and
reliably; and, 3) batch normalization (BN), which extends BN
from deep neural networks to TSK fuzzy systems to speedup the
convergence and improve generalization. Experiments on nine
datasets from various application domains, with varying size and
feature dimensionality, demonstrated that each of UR, RPI and
BN has its own unique advantages, and integrating all three
together can achieve the best classification performance.
Index Terms—Batch normalization, big data, mini-batch gradi-
ent descent, random percentile initialization, TSK fuzzy classifier,
uniform regularization
I. INTRODUCTION
Takagi-Sugeno-Kang (TSK) fuzzy systems [1] have
achieved great success in numerous applications, including
both classification and regression problems. However, they
may not be easily applicable to big data problems, due to the
lack of efficient training algorithms. Our very recent research
[2] proposed an efficient and effective training algorithm for
TSK fuzzy systems for big data regression problems. This
paper focuses on TSK fuzzy systems for big data classification
problems.
Let the training set be D = {xn, yn}Nn=1, in which xn =
[xn,1, ..., xn,D]
T ∈ RD×1 is a D-dimensional feature vector,
and yn the corresponding class label. For big data applications,
both the size (N ) and the feature dimensionality (D) of the
data may be very large. The goal is to train a TSK fuzzy
classifier efficiently and effectively on D so that it can have
good generalization performance on unseen test data.
The first step in training a TSK fuzzy system is to define the
objective function to be optimized. For regression problems,
the objective is usually to minimize the root mean squared
error. For classification problems, the objective can be max-
imizing the classification accuracy, or minimizing the cross-
entropy between the estimated class probabilities and the true
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class probabilities. Furthermore, regularization terms can be
added to the classification accuracy or cross-entropy objective
function so that the fuzzy classifier parameters can possess
some desirable properties, such as sparsity (ℓ1 regularization)
or small magnitude (ℓ2 regularization). This paper proposes
a novel uniform regularization (UR) term, which forces each
rule to contribute somewhat equally to the output, and hence
helps generalization.
The second step in training a TSK fuzzy system is to
determine the number and format of the rules. Assume for
a C-class classification problem on D, the TSK fuzzy system
has R rules, each in the form of:
Ruler : IF x1 is Xr,1 and ... and xD is Xr,D,
THEN y1r(x) = b
1
r,0 +
D∑
d=1
b1r,d · xd and ...
and yCr (x) = b
C
r,0 +
D∑
d=1
bCr,d · xd
(1)
where Xr,d (r = 1, ..., R; d = 1, ..., D) is the membership
function (MF) for the d-th attribute in the r-th rule, and bcr,0
and bcr,d (c = 1, ..., C) are the consequent parameters for the
c-th class. The easiest way to determine R is to specify it
according to the designer’s experience or knowledge about
the problem. Another approach is to first specify the number
of MFs in each input domain, and then R is the number of
input space partitions. For example, if each input has k MFs,
then R = kD. In this paper, we assume R is already given,
and the TSK rules are in the format of (1).
Next, we need to optimize the antecedent and consequent
parameters of the rules. There are two steps: initialization and
fine-tuning.
The rule parameters can be initialized randomly, subject to
some constraints, e.g., the mean and standard deviation of
a Gaussian MF should be within a certain range, and the
three parameters for determining a triangular MF should be
in ascending order, etc. The antecedent parameters can also
be initialized through clustering [3]–[5], or by partitioning
each input domain according to the user’s preference, e.g.,
uniformly. However, all these approaches have limitations. As
will be shown later in this paper, random initialization may
lead to a TSK fuzzy system with many zero rule firing levels,
and hence many parameters cannot be updated in gradient
descent (GD) based optimization algorithms. Clustering based
initialization, e.g., k-means clustering and fuzzy C-means
clustering, are very inefficient when the size of the data is
large, and they also suffer from the curse of dimensionality, be-
2cause the distinguishing power of Euclidean distance vanishes
in a high dimensional space (the distance differences between
different pairs of samples become very small). Finally, uniform
initialization, also called grid partitioning in fuzzy systems
literature, can easily result in rulebase explosion (recall that
R = kD, where k is the number of MFs in each input domain),
and cannot be used when a specific R is given. This paper
proposes a random percentile initialization (RPI) approach,
which is both efficient and effective for big data applications.
As summarized in [2], there are generally three different
strategies for fine-tuning the parameters of a TSK fuzzy
system, after initialization: evolutionary algorithms [6], GD
[7], and GD plus least squares estimation (LSE) [8]. They
all have their limitations. Evolutionary algorithms need to
maintain a population of candidate solutions, and usually
the entire training set D is used to evaluate the fitness of
each candidate solution, and hence may be too slow and too
memory-hungry for big data applications. Batch GD (using the
entire D to compute the gradients) cannot be used either when
N is large, again because there may not be enough memory
to load the entire training set for computing the gradients.
Stochastic GD (using one training example each time to
compute the gradients) may be used to alleviate this problem,
but the stochastic gradients usually have very large variance,
and hence the training is slow and unstable. GD+LSE is
made popular by the adaptive-network-based fuzzy inference
system (ANFIS) [8], where the antecedent parameters are
optimized by GD, and the consequent parameters by LSE.
It converges very fast; however, the GD part suffers from the
same problems as batch GD described just now. Additionally,
as shown in [2], it can result in significant overfitting in
regression problems.
Our previous research [2] introduced mini-batch GD
(MBGD), which is pervasively used in the training of deep
neural networks [9], [10], to the training of TSK fuzzy systems
for big data regression problems. MBGD randomly selects a
small number (typically 32 or 64) of training examples in each
mini-batch to compute the gradients and update the model
parameters, and hence can handle big data better than batch
GD, and is also more stable and more efficient than stochastic
GD. This paper again uses MBGD to train TSK fuzzy systems
for big data classification problems. Moreover, inspired by
the great success of batch normalization (BN) [11] in deep
learning, we also propose a BN approach for training TSK
fuzzy classifiers, and validates its superior performance in big
data applications.
In summary, the main contributions of this paper are:
1) We introduce a novel UR term to the cross-entropy loss
function in training TSK fuzzy classifiers, and show that
it improves the generalization performance of TSK fuzzy
classifiers.
2) We propose an RPI approach to initialize the parameters
of a TSK fuzzy classifier, and demonstrate its efficiency
and robustness.
3) We extend BN from the training of deep neural networks
to the training of TSK fuzzy classifiers, and show
that it can speed-up the convergence and improve the
generalization performance.
The remainder of this paper is organized as follows: Sec-
tion II introduces the proposed UR, RPI and BN approaches.
Section III presents the experimental results to validate the
performances of UR, RPI and BN. Section IV draws conclu-
sion.
II. THE PROPOSED ALGORITHMS
This section introduces the details of the TSK fuzzy classi-
fier under consideration, our proposed UR for regularizing the
loss function, RPI for rule antecedent parameter initialization,
and BN for more efficient and effective training of the TSK
fuzzy classifier.
A. The TSK Fuzzy System
The TSK fuzzy system has R rules, each in the form of (1).
Gaussian MFs1 are considered in this paper. The membership
grade of xd on Xr,d is:
µXr,d(xd) = exp
(
− (xd −mr,d)
2
2σ2r,d
)
, (2)
where mr,d and σr,d are the center and the standard deviation
of the Gaussian MF, respectively.
The output of the TSK fuzzy system for the c-th class is:
yc(x) =
∑R
r=1 fr(x)y
c
r(x)∑R
r=1 fr(x)
, (3)
where
fr(x) =
D∏
d=1
µXr,d(xd) = exp
(
−
D∑
d=1
(xd −mr,d)2
2σ2r,d
)
(4)
is the firing level of Rule r. We can also re-write (3) as:
yc(x) =
R∑
r=1
fr(x)y
c
r(x), (5)
where
f r(x) =
fr(x)∑R
i=1 fi(x)
(6)
is the normalized firing level of Rule r.
Once the output vector y(x) = [y1(x), ..., yC(x)]T is
obtained, the input x is assigned to the class with the largest
yc(x).
To optimize the TSK fuzzy system, we need to fine-tune the
antecedent MF parameters mr,d and σr,d, and the consequent
parameters bcr,0 and b
c
r,d, where r = 1, ..., R, d = 1, ..., D,
c = 1, ..., C.
B. Uniform Regularization (UR)
A mixture of experts (MoE) [12] model is shown in Fig. 1.
It trains multiple local experts, each taking care of only a small
local region of the input space. For a new input, the gating
network determines which experts should be used for it, and
then aggregates the outputs of these experts by a weighted
average.
1However, our algorithm can also be extended to other types of MFs, as
long as they are differentiable.
3Fig. 1. Mixture of experts (MoE).
Although MoEs have achieved success in many applica-
tions, they suffer from the “rich gets richer” effect [13], [14]:
once an expert is slightly better than others, it is always picked
by the gating network while the other experts starve and are
eventually never used. This is bad for the generalization of
the overall model. Since MoEs and TSK fuzzy systems are
functionally equivalent [15]–[17], TSK fuzzy systems may
also suffer from “rich gets richer”, i.e., only a few rules are
always activated with large firing levels, whereas others have
very small firing levels, and hence not adequately tuned in
training.
A remedy to the “rich gets richer” effect in TSK fuzzy
systems is to force the rules to be fired at similar degrees in
the input space, so that each rule contributes about equally
to the output. This subsection proposes UR for this purpose.
It forces the rules to have similar average firing levels, by
minimizing the following loss:
ℓUR =
R∑
r=1
(
1
N
N∑
n=1
fr(xn)− τ
)2
, (7)
where τ is the expected firing level of each rule, which was
set to 1/R in this paper.
ℓUR can then be added to the original loss function in
training the TSK fuzzy classifier, i.e., for each mini-batch with
M training samples,
L = ℓ+ αℓ2 + λ
R∑
r=1
(
1
M
M∑
n=1
fr(xn)−
1
R
)2
, (8)
where ℓ is the cross-entropy loss between the estimated class
probabilities [obtained by applying a softmax operation to
y(x)] and the true class probabilities, ℓ2 the L2 regularization
of the rule consequent parameters, and α and λ the trade-off
parameters.
C. Random Percentile Initialization (RPI)
Clustering algorithms, such as k-means [5], [18] and fuzzy
c-means [3], are frequently used to initialize the MFs in the
rules. However, both approaches are time-consuming on big
data, and suffer significantly from the curse of dimensional-
ity [19], [20].
Next, we propose a more efficient and reliable RPI approach
to initialize Gaussian MFs. For input training data {xn}Nn=1,
we first define K split points {sk}Kk=1, where 0 < sk < 100.
Then, we find the corresponding sk percentile value on the d-th
attribute, which is denoted as pk,d. The center of the Gaussian
MF Xr,d is then randomly selected from pk,d, k = 1, ...,K .
The pseudocode is shown in Algorithm 1.
Algorithm 1: Pseudocode of random percentile initializa-
tion (RPI) for Gaussian MFs.
Input: Input training data {xn}Nn=1, where
xn = (xn,1, ..., xn,D)
T ;
R TSK rules, in the form of (1);
K split points {sk}Kk=1;
Output: The center mr,d for Gaussian MF Xr,d,
r = 1, ..., R, d = 1, ..., D.
for d = 1 : D do
for k = 1 : K do
Find the sk percentile value pk,d on {xn,d}Nn=1;
end
for r = 1 : R do
Randomly select a pk,d to assign to mr,d.
end
end
For K = 2, we can set the split points as s = (25, 75), cor-
responding to the linguistic terms low and high, respectively.
For K = 3, we can set the split points as s = (5, 50, 95),
corresponding to the linguistic terms low, medium, and high,
respectively.
D. Batch Normalization (BN)
BN [11] is a very powerful technique in optimizing deep
neural networks [21]–[23]. It normalizes the data distribution
in each mini-batch to accelerate the training. For a mini-batch
B = {xn}Mn=1, the output of BN is [11]:
x
′
n = γ
xn −mB√
σ
2
B
+ ǫ
+ β, (9)
wheremB and σB are the mean and standard deviation of the
mini-batch, respectively, γ and β are parameters to be learned
during training, and ǫ is usually set to 1e-8 to avoid being
divided by zero. During training, an exponential weighted
average of mB and σB are recorded so that they can be used
at the test phase.
There has not been an agreement on exactly why BN works
in deep learning [11], [24], [25]. Some authors argued that it
smoothes the loss landscape, and also reduces the dependency
on the training hyper-parameters, such as the learning rate and
the regularization weights [25]. However, that is beyond the
scope of this paper.
Since a TSK fuzzy system and a neural network share lots
of similarity [17], we can extend BN to the optimization
of TSK fuzzy classifiers and expect good performance. A
straightforward extension is shown in Fig. 2(a), where we
perform BN on the input xn to obtain x
′
n, and use x
′
n in
both the antecedents and consequents of the rules. However,
our experiments in Section III-F show that this approach may
not result in improved performance, because the MFs, which
are initialized from xn, are not consistent with x
′
n. A better
4BN approach is illustrated in Fig. 2(b), where the normalized
x
′
n is only used in the consequents.
(a)
(b)
Fig. 2. Two possible approaches for performing BN in a TSK fuzzy system.
(a) BN for both the antecedents and the consequents; (b) BN for only the
consequents. The latter is used in this paper.
At the testing phase, the BN operation can be merged
into the consequent layer. Assume that after the training,
we obtain a BN layer with learned m = (m1, ...,mD)
T ,
σ = (σ1, ..., σD)
T , γ and β. Then, the output yr of the r-
th rule with BN is:
yr(xn) = br,0 + γ
D∑
d=1
br,d
xn,d −md√
σd + ǫ
+ βD (10)
which can be re-written as:
yr(xn) = b
′
r,0 +
D∑
d=1
b′r,dxn,d, (11)
where
b′r,0 = br,0 + βD − γ
D∑
d=1
mdbr,d√
σd + ǫ
, (12)
b′r,d = γ
br,d√
σd + ǫ
. (13)
By doing this, the original architecture of the TSK fuzzy
system is kept unchanged.
III. EXPERIMENTS AND RESULTS
This section validates the performances of our proposed UR,
RPI and BN on multiple datasets from various applications
domains, with varying size and feature dimensionality.
A. Datasets
We evaluated our proposed algorithms on nine classification
datasets. One of them was MNIST, and the other eight were
selected from the UCI Machine Learning Repository2. Their
characteristics are summarized in Table I.
TABLE I
SUMMARY OF THE NINE DATASETS.
Dataset No. of samples No. of features No. of classes
Yeast1 1,484 8 10
Steel2 1,941 27 7
Abalone3 4,177 8 3
Waveform-noise4 5,000 40 3
Page-blocks5 5,473 10 5
Satellite6 6,435 36 7
Clave7 10,800 16 4
MAGIC8 19,020 10 2
MNIST9 60,000 784 10
1 https://archive.ics.uci.edu/ml/datasets/Yeast
2 https://archive.ics.uci.edu/ml/datasets/Steel+Plates+Faults
3 https://archive.ics.uci.edu/ml/datasets/Abalone
4 https://archive.ics.uci.edu/ml/datasets/Waveform+Database+Generator
+(Version+1)
5 https://archive.ics.uci.edu/ml/datasets/Page+Blocks+Classification
6 https://archive.ics.uci.edu/ml/datasets/Statlog+(Landsat+Satellite)
7 https://archive.ics.uci.edu/ml/datasets/Firm-Teacher Clave-
Direction Classification
8 https://archive.ics.uci.edu/ml/datasets/MAGIC+Gamma+Telescope
9 http://yann.lecun.com/exdb/mnist/
Some datasets contain both numerical features and cate-
gorical features. The categorical features were converted into
numerical ones by one-hot coding. For the eight datasets
from the UCI Machine Learning Repository, we randomly
sampled 70% samples as the training set, and the remaining
30% samples as the test set. We z-normalized each feature
using the mean and standard deviation computed from the
training set. For MNIST, we kept the original train-test split:
50,000 samples for training and 10,000 for testing. Note
that we did not perform z-normalization on MNIST, because
some features (e.g., those pixels at the corners of the images)
have the same value in all samples, and hence the standard
deviations are zero. Instead, we followed a commonly used
preprocessing approach, which normalizes the range of each
feature to [0, 1], by dividing the inputs by 255.
B. Algorithms
We compared the performances of the following nine algo-
rithms:
1) kM, whose loss function involved only the first two
terms in (8). k-means clustering was used to initialize the
Gaussian MF centers, and the ordinary MBGD (without
BN) was used to refine the rule parameters.
2http://archive.ics.uci.edu/ml/index.php
52) UR-kM, which was almost identical to kM, except that
the loss function (8) was used, i.e., it also considered
UR.
3) UR-kM-BN, which was almost identical to UR-kM, ex-
cept that BN was also used in tuning the rule parameters.
4) FCM, which was almost identical to kM, except that
k-means clustering was replaced by fuzzy C-means
clustering in initializing the Gaussian MF centers.
5) UR-FCM, which was almost identical to FCM, except
that the loss function (8) was used, i.e., it also considered
UR.
6) UR-FCM-BN, which was almost identical to UR-FCM,
except that BN was also used in tuning the rule param-
eters.
7) RPI, which was almost identical to kM, except that k-
means clustering was replaced by RPI in initializing the
Gaussian MF centers.
8) UR-RPI, which was almost identical to RPI, except that
the loss function (8) was used, i.e., it also considered
UR.
9) UR-RPI-BN, which was almost identical to UR-RPI, ex-
cept that BN was also used in tuning the rule parameters.
Following the settings in [18], R, the number of rules for
each dataset, was set to the number of classes. The initial
standard deviations of the Gaussian MFs, σr,d, r = 1, ..., R,
d = 1, ..., D, were all set to 1. We used α = 0.05 in (8) for the
UCI datasets, and α = 0.005 for MNIST. The optimal λ in (8)
was identified from a candidate set of [0.1, 1, 10, 20, 50]. For
the eight UCI datasets, we used 10% samples from the training
set to choose λ. For MNIST, we used a pre-partitioned 10%
validation set to choose λ. The values of α and the optimal λ
are summarized in Table II.
TABLE II
THE UR WEIGHT λ AND L2 WEIGHT α FOR THE NINE DATASETS.
Dataset
λ
α
UR UR-BN
Yeast 20 20 0.05
Steel 1 50 0.05
Abalone 20 20 0.05
Waveform-noise 20 20 0.05
Page-blocks 1 0.1 0.05
Satellite 10 10 0.05
Clave 20 20 0.05
MAGIC 0.1 0.1 0.05
MNIST 10 10 0.005
As in [2], AdaBound [26] optimizer with learning rate 0.01,
β1 = 0.9, and β2 = 0.999 was used in MBGD. The batch
size was 64 for the UCI datasets, and 1,024 for MNIST.
Early stopping was used to obtain the final optimization
performance. The maximum number of epoches was 500 for
UCI datasets and 300 for MNIST. We repeated each algorithm
five times and report the average performance.
When the feature dimensionality is very high, computing
the rule firing levels may result in numerical underflow. For
instance, the MNIST dataset has 784 attributes, and hence each
rule firing level is the product of 784 membership grades. Each
membership grade is a value in (0, 1], and the product of 784
such small values may be smaller than the smallest number a
computer can represent. In order to avoid numerical underflow
on MNIST, we added a bias to the exponent of (4):
fr(x) = exp
(
−
D∑
d=1
(xd −mr,d)2
2σ2r,d
+ δ
)
, (14)
where δ was empirically set to 75.
C. Overall Performance
The test classification accuracies on the nine datasets, after
early-stopping, are shown in Table III. The highest accuracy on
each dataset is marked in bold. To facilitate the comparison, we
also show the ranks of the classification accuracies in Table IV.
The following observations can be made from the above
two tables:
1) Generally, UR improved the classification accuracy.
Comparing each even column of Table III (or Table IV)
with the odd column immediately before it, we can
observe that generally UR improved the classification
performance, regardless of which initialization method
was used, and also regardless of whether or not BN was
used. The average ranks in Table IV demonstrate this
more clearly: the average rank in each even column (with
UR) is always smaller than the average rank in the odd
column immediately before it (without UR), suggesting
that on average an algorithm with UR outperformed a
corresponding algorithm without UR.
2) Generally, RPI outperformed both k-means clustering
initialization and fuzzy C-means clustering initializa-
tion. Comparing the (8 + i)-th (i = 1, 2, 3, 4) column
of Table III (or Table IV) with the i-th and the (4 + i)-
th columns in the same table, we can observe that
generally RPI achieved better performance than k-means
clustering initialization and fuzzy C-means clustering
initialization, regardless of whether UR and/or BN were
used or not. The average ranks in Table IV demonstrate
this more clearly: the average rank in the (8 + i)-th
column (with RPI) is always smaller than or equal to
the average ranks in the i-th column (with k-means
clustering initialization) and the (4+ i)-th column (with
fuzzy C-means clustering initialization), suggesting that
on average an algorithm with RPI outperformed a cor-
responding algorithm with k-means clustering initializa-
tion, or fuzzy C-means clustering initialization.
3) Generally, BN improved the classification accuracy.
Comparing the (4i + j + 3)-th (i = 0, 1, 2; j = 0, 1)
column of Table III (or Table IV) with the (4i+ j+1)-
th column in the same table, we can observe that
generally BN improved the classification performance,
regardless of which initialization method was used, and
also regardless of whether or not UR was used. The
average ranks in Table IV demonstrate this more clearly:
the average rank in the (4i+j+3)-th column (with BN)
is always smaller than the average rank in the (4i+j+1)-
th column (without BN), suggesting that on average
an algorithm with BN outperformed a corresponding
algorithm without BN.
6TABLE III
AVERAGE ACCURACIES (%) OF THE 12 ALGORITHMS ON THE NINE DATASETS.
Dataset kM UR-kM kM-BN UR-kM-BN FCM UR-FCM FCM-BN UR-FCM-BN RPI UR-RPI RPI-BN UR-RPI-BN
Yeast 0.5798 0.6004 0.5978 0.6022 0.5847 0.5928 0.5955 0.6027 0.5892 0.6018 0.5838 0.6135
Steel 0.6931 0.7079 0.7175 0.6959 0.6983 0.7041 0.7155 0.7179 0.7041 0.7003 0.7100 0.7258
Abalone 0.7243 0.7309 0.7255 0.7309 0.7279 0.7328 0.7282 0.7275 0.7331 0.7325 0.7291 0.7291
Waveform-noise 0.8612 0.8652 0.8585 0.8739 0.8656 0.8664 0.8705 0.8716 0.8620 0.8672 0.8696 0.8729
Page-blocks 0.9562 0.9560 0.9593 0.9593 0.9468 0.9449 0.9519 0.9563 0.9487 0.9543 0.9557 0.9586
Satellite 0.8578 0.8546 0.8743 0.8800 0.8618 0.8543 0.8635 0.8707 0.8462 0.8659 0.8701 0.8772
Clave 0.7967 0.8014 0.8080 0.8051 0.8049 0.8102 0.8120 0.8235 0.7916 0.8157 0.8086 0.8288
MAGIC 0.8187 0.8449 0.8171 0.8443 0.8431 0.8428 0.8436 0.8422 0.8176 0.8440 0.8211 0.8447
MNIST 0.9424 0.9509 0.9535 0.9528 0.9229 0.9250 0.9252 0.9392 0.9547 0.9593 0.9589 0.9611
Column index 1 2 3 4 5 6 7 8 9 10 11 12
TABLE IV
RANKS OF THE AVERAGE ACCURACIES OF THE 12 ALGORITHMS ON THE NINE DATASETS.
Dataset kM UR-kM kM-BN UR-kM-BN FCM UR-FCM FCM-BN UR-FCM-BN RPI UR-RPI RPI-BN UR-RPI-BN
Yeast 12 5 6 3 10 8 7 2 9 4 11 1
Steel 12 6 3 11 10 8 4 2 7 9 5 1
Abalone 12 5 11 4 9 2 8 10 1 3 7 6
Waveform-noise 11 9 12 1 8 7 4 3 10 6 5 2
Page-blocks 5 6 2 1 11 12 9 4 10 8 7 3
Satellite 9 10 3 1 8 11 7 4 12 6 5 2
Clave 11 10 7 8 9 5 4 2 12 3 6 1
MAGIC 10 1 12 3 6 7 5 8 11 4 9 2
MNIST 8 7 5 6 12 11 10 9 4 2 3 1
Average 10.0 6.6 6.8 4.2 9.2 7.9 6.4 4.9 8.4 5.0 6.4 2.1
Column index 1 2 3 4 5 6 7 8 9 10 11 12
4) Generally, the performance improvements introduced by
UR and BN were complementary, and hence integrating
them can result in even better performance. This is
demonstrated by the fact that the result in the 4i-th
(i = 1, 2, 3) column (with both UR and BN) of Table III
(or Table IV) is better than the results in the two columns
immediately before it (with UR or BN alone) in the
same table, regardless of which initialization method
was used. Again, this can be seen more clearly from
the average ranks in Table IV.
5) On average, UR-RPI-BN, which integrates all three pro-
posed novel techniques, achieved the best performance
among the 12 algorithms. As shown in Table IV, UR-
RPI-BN achieved the best performance on four out of the
nine datasets, and the second best on another three. Its
average rank was the smallest among the 12 algorithms.
Next, we study the individual effects of UR, RPI and BN
in more details.
D. Effectiveness of UR
Fig. 3 shows the test classification accuracies with and with-
out UR, when RPI and RPI-BN were used. At convergence,
UR-RPI outperformed RPI in six out of the nine datasets, and
they achieved comparable performances on another dataset.
UR-RPI-BN outperformed RPI-BN in six datasets, and they
achieved comparable performances on the remaining three
datasets. These results demonstrate that UR was generally
effective. Especially, when it was integrated with our proposed
RPI and BN, the resulting UR-RPI-BN can always achieve a
classification accuracy higher than or comparable with that
without using it (RPI-BN), i.e., though UR may not always
be helpful, it does not hurt anyway. So, it is recommended to
always integrate UR with RPI and BN.
Next, we study if UR can indeed result in more uniform
rule firing levels. We recorded the average firing levels of the
10 rules in the last 1,000 mini-batch iterations3 on MNIST for
all algorithms, and show four of them in Fig. 4. An algorithm
with UR always gave more uniform rule firing levels than the
corresponding algorithm without UR.
In summary, we have shown that our proposed UR indeed
made the firing levels of the rules more uniform, and hence
improved the generalization performance of the resulted TSK
fuzzy classifier.
E. Effectiveness of RPI
Fig. 5 shows the test classification accuracies when different
initialization methods were used. kM, FCM and RPI seemed to
have overall comparable performances, regardless of whether
they were integrated with UR and BN or not, though Table IV
shows that on average RPI slightly outperformed kM and
FCM. This is reasonable, as kM, FCM and RPI were only
used in the initialization of the MF parameters, and the
final performance of an algorithm depends more on the later
iterative optimization strategy.
Nevertheless, it’s worthwhile to emphasize that a significant
advantage of RPI over kM and FCM is its efficiency. The
computing time4 of kM, FCM and RPI on the nine datasets
3Note that a mini-batch iteration is different from an epoch in training: an
epoch consists of multiple mini-batch iterations.
4All three approaches were implemented in Python.
The code for kM was downloaded from https://scikit-
learn.org/stable/modules/generated/sklearn.cluster.KMeans.html, and the
code for FCM was downloaded from https://pythonhosted.org/scikit-
fuzzy/api/skfuzzy.cluster.html. We wrote our own code for RPI.
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Fig. 3. Test classification accuracies with and without UR.
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Fig. 4. Average firing levels of the 10 rules in the last 1,000 mini-batch
iterations on MNIST.
is shown in Table V. Clearly, RPI ran much faster than both
kM and FCM.
Finally, we need to point out that the antecedent MF param-
eters may also be initialized completely randomly when the
feature dimensionality is low. However, we observed that when
the feature dimensionality is very high, random initialization
may result in zero firing levels for certain rules5. Thus, some
parameters never got updated in MBGD, and the training did
5Theoretically, when Gaussian MFs are used, the rule firing levels can
never be zero; however, when the feature dimensionality is very high, some
rule firing levels become very small, and cause numerical underflow. As a
result, they are treated as zero by the computer.
TABLE V
COMPUTING TIME (SECONDS) OF THE THREE MF INITIALIZATION
APPROACHES. THE FASTEST ONE ON EACH DATASET IS MARKED IN BOLD.
Dataset kM FCM RPI
Yeast 0.0565 0.0427 0.0035
Steel 0.0174 0.1054 0.0048
Abalone 0.0103 0.2927 0.0006
Waveform-noise 0.0086 0.1389 0.0011
Page-blocks 0.0117 0.0472 0.0049
Satellite 0.0235 0.2960 0.0058
Clave 0.0106 0.4452 0.0015
MAGIC 0.0129 0.0943 0.0017
MNIST 10.2954 5.3512 2.4258
not converge. We did not observe such phenomenon when kM,
FCM or RPI was used in the initialization.
In summary, we have shown that our proposed RPI had
comparable, if not better, performance with k-means clustering
initialization and fuzzy C-means clustering initialization, but it
ran much faster than the latter two. It is also more robust than
random initialization. So, it is overall the best MF initialization
approach for training TSK fuzzy classifiers.
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Fig. 5. Test classification accuracies when different initialization approaches were used.
F. Effectiveness of BN
Table IV already shows that on average an algorithm with
BN always outperformed the corresponding algorithm without
BN. More detailed analysis on the effectiveness of BN is given
in this subsection.
Fig. 6 shows the test classification accuracies when different
initialization approaches were used, with and without BN. At
convergence, UR-kM-BN outperformed UR-kM on eight out
of the nine datasets (except Abalone); UR-FCM-BN outper-
formed UR-FCM on six datasets, and they had comparable
performances on another two datasets (except Abalone); and,
UR-RPI-BN outperformed UR-RPI on seven datasets (except
Yeast and Abalone). These results again confirmed the effec-
tiveness of BN.
As mentioned in Section II-D, performing BN for both the
antecedents and consequents [shown in Fig. 2(a); denoted as
BN2 in the sequel] may not lead to improved performance. We
conducted an experiment on MNIST to verify this, in which
UR-RPI, UR-RPI-BN and UR-RPI-BN2 were compared. The
results are shown in Fig. 7. UR-RPI-BN2 achieved even worse
performance than UR-RPI, not to mention UR-RPI-BN.
We also tried to understand why BN can improve the
classification performance, whereas BN2 cannot. The 1-norm
of the gradients of the consequent parameters br,d (r =
1, ..., R; d = 0, ..., R) are shown in Fig. 8(a), and the 1-
norm of the gradients of mr,d (the centers of the antecedent
MFs) are shown in Fig. 8(b), for the first 200 mini-batch
iterations on MNIST. Generally, UR-RPI-BN gave the largest
gradients, which helped the convergence, and maybe also
the generalization. On the contrary, UR-RPI-BN2 gave the
smallest gradients, which may cause the solution to be easily
trapped at a local minimum. These observations may help
explain why BN, instead of BN2, should be used in optimizing
a TSK fuzzy classifier.
In summary, we have shown that our proposed BN, which
applies only to the rule consequents, gave larger gradients in
optimization, and also improved generalization performance
of the resulted TSK fuzzy classifier.
IV. CONCLUSION
TSK fuzzy systems are powerful and frequently used ma-
chine learning models, for both regression and classification.
However, they may not be easily applicable to big data
problems, especially when the size and the dimensionality of
the data are both large. Our very recent research [2] proposed
an MBGD-based efficient and effective training algorithm for
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Fig. 6. Test classification accuracies when different initialization approaches were used, with and without BN.
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Fig. 7. Test classification accuracies of UR-RPI, UR-RPI-BN, and UR-RPI-
BN2 on MNIST.
TSK fuzzy systems for big data regression problems. This
paper has proposed an MBGD-based algorithm to train TSK
fuzzy systems for big data classification problems. It integrates
three novel techniques, which are also first proposed in this
paper: 1) UR, which is a regularization term in the loss
function to make sure the rules have similar average firing
levels, and hence better generalization performance; 2) RPI,
which initializes the MFs efficiently and reliably; and, 3)
BN, which normalizes the rule consequents to speedup the
convergence and improve generalization. Experiments on nine
datasets from various domains, with varying size and feature
dimensionality, demonstrated that each of UR, RPI and BN has
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Fig. 8. (a) 1-norm of the gradients of the consequent parameters; (b) 1-
norm of the centers of the antecedent MFs. Showing the first 200 mini-batch
iterations on MNIST.
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its own unique advantages, and integrating all three together
can achieve the best classification performance for big data
applications.
This algorithm, together with the one in [2], shall greatly
promote the applications of TSK fuzzy systems in big data
classification and regression problems.
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