Introduction
Mobility tracking is one of the most important features of wireless cellular communication networks. Data from two types of stations are usually used: base stations which position is known and mobile stations (or mobile users) which location and dynamic motion is being estimated.
Mobility tracking techniques can be divided in two groups [1] : methods in which the position, speed, and acceleration are estimated versus conventional geo-location techniques, which only estimate the position coordinates. Approaches for mobility tracking rely on Kalman filtering [1, 2, 3, 1] , hidden semi-Markov models [4, 5, 3] and sequential Monte Carlo filtering [6] . Two types of measurements can be used: pilot signal strengths from different base stations measured at the mobile unit and the corresponding propagating times.
The Kalman-filtering algorithms developed in [1] for real-time tracking of the location and dynamic motion of a mobile station in a cellular network have all limitations and advantages coming from the Kalman filtering framework: necessity of linearisation and the coming from this inaccuracies. The two algorithms proposed in [1] use the pilot signal strengths from neighbouring base stations, i.e., the Received Signal Strength Indication (RSSI), although they are suitable for signal measurements such as time-of-arrival (TOA) information. The mobility model is linear driven 0-7803-9286-8105/$20.00 ©2005 IEEE by a discrete command process that determines the mobile station's acceleration. The command process is modelled as a semi-Markov process over a finite set of acceleration levels. The first algorithm consists of an averaging filter for processing pilot signal strength measurements and two Kalman filters, one to estimate the discrete command process and the other to estimate the mobility state. The second algorithm employs a single Kalman filter without prefiltering the measurements and is able to track a mobile station even when a limited set of pilot signal measurements is available. Both of the proposed algorithms can be used to predict future mobility behaviour, which can be used to resource allocation applications.
Yang and Wang [6] developed a Monte Carlo algorithm for joint mobility tracking and hard handoff detection in cellular networks. In their work mobility tracking involves on-line estimation of the location and speed of the mobile, whereas handoffdetection involves on-line prediction of the pilot signal strength at some future time instants. The optimal solution of both problems is prohibitively complex due to the nonlinear nature of the system.
In this paper we focus on mobility tracking based on signal strength measurements. In contrast to previous works [1, 2, 7, 6 ] mobility tracking in cellular networks is formulated here as an estimation problem of hybrid systems which are systems with a base state vector and a mode (modal) state vector. The base states are continuously evolving, whilst the modal states can undergo abrupt changes. This formulation together with the sequential Monte Carlo approach provides us with a powerful tool for mobility tracking. A particle filter and a Rao-Blackwellised particle filter are developed and their performance investigated.
The outline of the paper is as follows. Section 2 contains the problem formulation. Section 3 presents the mobility state and observation models. The mobility tracking and prediction within Bayesian framework is given in section 4. A particle filter for mobility estimation in wireless cellular networks is presented in section 4 and a Rao-Blackwellised particle filter is designed in Section 5. Their performance evaluation is given in Section 7. Conclusions and ongoing research issues are highlighted in the last Section 8 . 107 2 Problem Formulation
We consider the mobility tracking in cellular networks within the sequential Monte Carlo framework. The dynamics of the mobility unit is described by the equation
where Xk E IRflx is the system base state, mk E lR'T is the modal state, Uk e Rn-specifies the command process, and Wk E Rflx is the state noise, with k E N being the discrete time and N is the set of natural numbers. The measurement equation is in the formn
where Zk e Rn'z is the observation, and vk E IRflv is the measurement noise. Functions f(.) and h(.) are nonlinear in general.
Assume that the observations are taken at discrete time points T.k, with a discretisation time step T. A mobile user may have abrupt and unexpected changes in acceleration Uk caused by different reasons such as traffic lights, road turns. On the other hand, the acceleration of the mobile is highly correlated. In order to model these both sides, following [6, 2, 7] we model the moving user as a dynamic system driven by a command Uk = (ux,k, uV,k)' and a correlated random acceleration rk -(rX,k, rV,k)' at time k, i.e. the total acceleration is ak = Uk + rk (see Fig. 1 ). The purpose is to estimate the current state of the moving object on the basis of the measurements. Since the measurement function is highly nonlinear and the measurement errors are big, we propose a solution to the problem within the sequential Monte Carlo framework.
Mobility State and Observation Models
Different state mobility models were previously used in cellular networks such as the constant acceleration model [6] and Singer-type models [3, 1] . In this paper we choose a discrete-time Singer model [1] because it captures correlated accelerations and allows for prediction of position, speed, and acceleration of mobile users. Originally proposed by Singer [8] for tracking targets in military systems, the Singer model has served as a basis for developing many effective maneuver models with various applications (see [9] for a detailed survey), including for user mobility patterns. In the original Singer model the command input is supposed to be a Markov process, which has a time autocorrelation, whilst the Singer-type model from [1] includes a command process in explicit form.
For the sake of conciseness here we present directly the discrete-time form of this Singer-type model. The derivation of the discrete-time model from the corresponding continuous-time model is given in [1] . The state of the moving mobile at time instant k is defined by the vector Xk -(Xk,k,Xk,yk,Pk,kk)' where Xk and Yk specify the position, ±k and Pk specify the speed, and xk and Yk specify the acceleration in the x and y directions in a twodimensional grid.
The motion of the mobility user can be described by the equation
where Uk = (UX,k, Uy,k)' is a discrete-time command process, the respective matrices in (3) [1] for details) and are characterised with the standard deviation ao. The matrix Q1(T) is symmetric, with dimension 3 x 3 and entries having the form:
q22 -(4e aT -3-e-2aT + 2aT)/(2a3), (10) q23 (e-2aT + 1-2ee-,T)/(2a2), ( 1) q33 = (1 -e-2cT)/(2a). (12) The unknown command processes Ux,k and uy,k are mod- 
Observation Model
A commonly used model [1, 6] in cellular networks for the distance between a mobile and a given base station (BS) relies on the received signal strength indication (RSSI), which is the average of the pilot signal strength received at the mobiles. Denote Zk,i the observation, the RSSI signal received by a given mobile from the i-th BS with coordinates (as, bi) at time k. The RSSI can be modelled as a sum of two terms: one due to path loss, and another due to shadow fading. Fast fading is neglected assuming that a low-pass filter is used to attenuate the Rayleigh or Rician fade. Therefore, the RSSI (measured at dB) that the mobile unit receives from a particular BS i at time k, can be modelled as the following function Zk,i ZO,i -10ilog10(dk,i)1/2 + Vk,i, (13) where zo,j is a constant determined by the transmitted power, wavelength, antenna height, and gain of cell i; ij is a slope index (typically r -2 for highways and j = 4 for microcells in a city); dk,i = VF(Xk-ai)2 + (Yk -bi)2 is the distance between the mobile unit and the base station; (as, bi) is the position of the i-th base station; Vk,i is the logarithm of the shadowing component, which is found to be a zero mean, stationary Gaussian process with standard deviation crv,j, typically from 4 -8 dB [21. The shadowing component can considerably worsen the estimation process as it is shown in [3, 1] . This difficulty can be overcome by pre-filtering the measurements (e.g. by an averaging filter) in order to reduce the observation noise.
To locate the mobile station in a two-dimensional plane, three distance measurements to neighboring BSs are sufficient. The necessary data are available in GSM systems where within regular intervals the mobile samples the forward signal levels of six neighbour links. For the considered problem the observation vector consists of the three largest RSSI denoted Zk,1, Zk,2, Zk,3. Hence, the measurement equation is of the form
with h(Xk) = (hl(Xk),h2(Xk),h3(Xk))', hi(Xi,k) = ZO t i -107log(dk,i) a measurement vector The Monte Carlo approach relies on a sample-based construction of these probability density functions. Multiple particles (samples) of the variables of interest are generated, each one associated with a weight characterising the quality of a specific particle. An estimate of the variable of interest is obtained by the weighted sum of particles. Two major stages can be distinguished: prediction and update. During the prediction each particle is modified according to the state model, including the addition of random noise in order to simulate the effect of the noise on the variable of interest. In the update stage, each particle's weight is re-evaluated based on the new sensor data. The resampling procedure is dealing with the elimination of particles with small weights and replicates the particles with higher weights.
A Particle Filter for Mobility Tracking
The developed particle filter (PF) is based on multiple models for the unknown acceleration u. Denote with N the number of particles of the PF. A detailed scheme of the filter is given in Table 1 . (17) The likelihood L(Zkl(x)) is calculated from (14) C(Zk|k j) A(h(x()' ) 4 . Normalise the weights, WVU) [13, 14, 15, 16, 17, 18, 19] . Rao-Blackwellisation is a technique improving particle filtering by analytically marginalising out some of the variables (linear, Gaussian) from the joint posterior distribution, and then the linear part of the system model is estimated by a Kalman filter (KF), an optimal estimatior, whilst the nonlinear part is estimated by a PF. This leads to the fact that a KF is attached to each particle. In the mobility tracking problem the positions of the mobile unit are estimated with a PF, the speeds and accelerations with a KF. Since the measurement equation is highly nonlinear, the particle filter is used to approximate this distribution. After the estimation of the positions, these estimates are given to the KF as measurements. As a result of the marginalisation, the variance of the estimates is reduced compared to the standard PF. Rather similar to the Rao-Blackwellisation approach is the mixture Kalman filtering approach proposed by Chen and Liu [20] where the system is represented by a linear conditional dynamic model and this way the problem is solved by multiple Kalman filters run with the Monte Carlo sampling approach. A formulation of the RaoBlackwellisation problem is done also in [21, 22] in a more different way compared to [15] .
The mobility model (1)- (2) (20) where xPf (pf short for particle filter) and Xkf (kf short for Kalman filter) is a partition of the state vector with w assumed Gaussian. Assume that equations (19)- (20) have the same properties like equations (1) Pk k IZ1:k) = P(k |2:k I Zl:k)P(Xpf Z1:k)- (2 Since the measurements Zl:k are conditionally independent on xkf, the probability p(xzkjxnk, Zl:k) can be written as (23) Consider The second pdf from (22) can be written recursively [14] P(XPf IZ1:k) P(ZkiX~fp(k fI1uik1) xP(f~;~Z1:k-1). (26) . The weights are recursively calculated 110 P(X kf lXpf, Zl:k) P(Xkf Xpf).
based on the likelihoods p(zk zrf'())). The particles will be sampled according to p(pf (j)I xpf(j)). 
The likelihood t(Zk±1SPkf+)) is calculated from (14) ,(zk+llxkf+l) ) X(h(xPf+( )la 6 . Nonnalise weights, vVU) Wk+l 7. Output Table 2 . where Xk+r = {Xk, Uk. Xk+rXk Uk+r}. The integrals in (41) can be evaluated using the evolution equation (3), resp. (19) . Then the solution to the r step ahead prediction can be given by performing the steps from Table 3 . Fig. 2 The root-mean-square error (RMSE) [23] 
