This paper deals with the Bayesian inference on step-stress partially accelerated life tests using Type II progressive censored data in the presence of competing failure causes. Suppose that the occurrence time of the failure cause follows Pareto distribution under use stress levels. Based on the tampered failure rate model, the objective Bayesian estimates, Bayesian estimates, and EBayesian estimates of the unknown parameters and acceleration factor are obtained under the squared loss function. To evaluate the performance of the obtained estimates, the average relative errors (AREs) and mean squared errors (MSEs) are calculated. In addition, the comparisons of the three estimates of unknown parameters and acceleration factor for different sample sizes and different progressive censoring schemes are conducted through Monte Carlo simulations.
Introduction
The competing failure model is commonly used in medical studies or reliability analysis. Due to the complexity in the internal structure and the external working environment, there are often many causes of the product failure. Each of these causes is possible to result in final failure of the product. This is called competing failure. In recent years, some of authors have investigated the competing failure models. Han and Kundu [1] studied the statistical analysis of the stepstress accelerated life test (SSALT) with competing risks for failure from the generalized exponential distribution under Type I censoring, and the point estimation and confidence interval of the distribution parameters are obtained. In the case that failure follows the lognormal distribution, Roy and Mukhopadhyay [2] investigated the maximum likelihood analysis of the accelerated life test of competing failure products using the EM algorithm. Zhang et al. [3] applied the copula model to combine the marginal distribution of the competing failure models with the time to failure distribution of the products and derived a general statistical model for accelerated life test (ALT) with s-dependent competing failures. Shi et al. [4] considered a constant-stress accelerated life test (CSALT) with competing risks for failure from exponential distribution under progressive Type II hybrid censoring. The maximum likelihood estimator and Bayes estimator of the parameter were derived. Xu and Tang [5] and Wu et al. [6] considered different inferential issues regarding the constant-stress accelerated competing failure models when the lifetime of different risk factors follows Weibull distribution. Other research results can be found in [7, 8] .
The above references considered competing failure models in the case of CSALT or SSALT. Based on the CSALT or SSALT to analyze the life characteristics of product, we need to use the relationship between product life and stress levels, that is, acceleration model. But, in engineering practice, the accelerated model is not always known, such as the newly developed products. In order to solve this problem, the partially accelerated life test (PALT) is more suitable to be performed. There are two types of PALT, namely, constantstress PALT (CSPALT) and step-stress PALT (SSPALT). The latter allows for changing the stress from normal level to accelerated level at a specific time point, which contributes to getting the information of the products' lifetimes quickly. Under the PALT, Abd-Elfattah et al. [9] and Ismail [10, 11] derived the maximum likelihood estimates and Bayesian estimates of the acceleration factor and unknown parameters for different lifetime distributions. Abushal and Soliman [12] studied the MLE and Bayesian estimate of the parameters for the Pareto distribution of the second type under progressive censoring data for constant PALT. Ismail and Sarhan [13] discussed optimal design of step-stress life test with progressively Type II censored exponential data. But few authors have studied competing failure models from this perspective and especially from the Bayesian viewpoint.
The Bayesian method has certain accurate advantages when sample size is small. When little knowledge about the prior information is obtained, we can derive the objective Bayesian estimates based on noninformative priors, such as the Jeffreys prior and reference prior. For more details, see Jeffreys [14] . Guan et al. [15] derived the objective Bayesian estimates of unknown parameters for bivariate MarshallOlkin exponential distribution, respectively. Under Type I censoring, Xu and Tang [5] considered the objective Bayesian inference for the accelerated competing failure models. Instead, with historical data or experience of some experts available, the subjective Bayesian approach on the basis of informative prior distributions can be implemented, while if the hyperparameters of the informative prior distributions are unknown, we are able to use E-Bayesian method proposed by Han [16, 17] . By assuming the hyperparameters follow certain prior distributions, the E-Bayesian estimate can be obtained as the expectation of the Bayesian estimate of the unknown parameter.
In life testing and reliability studies, the experimenter may not always obtain complete information on failure times for all experimental units. Thus, censoring is common to be performed. A censoring scheme (CS), which can balance between total time spent for the experiment, number of units used in the experiment, and the efficiency of statistical inference based on the results of the experiment, is desirable [12] . Compared to the conventional Type I and Type II censoring scheme, Type II progressive censoring scheme provides higher flexibility to the experimenter by allowing for product to be removed at nonterminal time points. This allowance may be desirable when some degradation-related information from live test specimens needs to be collected and analyzed or when scarce testing facilities need to be released for other experimentation. In recent years, some of researchers engaged in reliability research using progressively censored data, such as Abushal and Soliman [12] and Ismail and Sarhan [13] .
The Pareto distribution has found widespread use as a model for various socioeconomic phenomena; see [18, 19] . The Pareto distribution has also been used in reliability and lifetime modelling (see [20] [21] [22] ). In this paper, we will consider Bayesian analysis for the step-stress partially accelerated competing failure model from Pareto distribution under Type II progressive censoring. The rest of this paper is organized as follows. In Section 2, under Type II progressive censoring scheme, a step-stress partially accelerated competing failure model from Pareto distribution is described and some basic assumptions are given. In Section 3, we obtain the objective Bayesian estimates of the acceleration factor and unknown parameters based on the noninformative prior distribution. Furthermore, the Bayesian and corresponding E-Bayesian estimates are provided. In Section 4, we provide two real data sets to justify the use of the Pareto distribution in engineering practice. The simulation results of all proposed methods for different sample sizes and for different progressive censoring schemes are presented in Section 5, and some conclusions are presented in Section 6.
Assumptions and Model Description
Throughout the paper, we make the following basic assumptions:
(1) The failure of a product occurs only due to one of the 2 independent competing failure causes with lifetimes 1 and 1 . Then the lifetime of the product is = min( 1 , 2 ).
(2) Two stress levels 0 and 1 are used in SSPALT ( 0 < 1 ), where 0 is use stress level and 1 is accelerated stress level.
(3) Let 1 be the occurrence time of the th failure cause under stress levels 0 and 2 be the occurrence time of the th failure cause under stress levels 1 , = 1, 2. The times 1 and 2 are independent. Also, 1 follows a Pareto distribution with the following hazard rate function (HRF) and reliability function:
where > 0 is the scale parameter and > 0 is the shape parameter, = 1, 2.
(4) Tampered failure rate model holds: that is, the HRF 1 is proportional to 2 . Thus, the HRF of the jth failure cause in SSPALT can be expressed as
where is prefixed number, ∈ (0, ∞), and is acceleration factor. The corresponding reliability function is
Under Type II progressive censored scheme, SSPALT is described as follows: identical products are placed on the test under the stress level 0 . At the time of the first failure, removed from the remaining − 2 − 1 products, and the failure cause index 2 is recorded. The test continues until time point , the stress levels are changed from 0 to 1 . Under the stress level 1 , the remaining
products continue to be tested. Suppose that the total number of failures under the stress level 0 is 1 . At the time of the ( 1 + 1)th failure, 1+1 products are randomly removed from the remaining − ( 1 + 1) − 1 − 2 − ⋅ ⋅ ⋅ − 1 products, and the failure cause index 1 +1 is recorded. The test continues until the mth failure is observed and the failure cause index is recorded. At this time, all the remaining = − − 1 − 2 −⋅ ⋅ ⋅− −1 products are removed and the test terminates, where , ( = 1, 2, . . . , − 1) are prefixed number ( 1 < < ) and ∈ {1, 2}, = 1, 2, . . . , . We denote the time of the ith failure by and assume that each failure time along with the failure cause index is observed, and there is at least one failure caused by the jth ( = 1, 2) failure cause under stress level ( = 0, 1). Therefore, observed data can be denoted as ( 1 , 1 ), ( 2 , 2 ), . . . , ( , ) . Then the likelihood function of the failure samples caused by the th failure cause is
where
(1 + ) .
Based on assumptions (1) and (4), we derive the fulllikelihood function as
Bayesian Analysis
In this section, the Bayesian method is employed to estimate the scale parameters and acceleration factor when the shape parameters are known. Depending on whether the prior information is available or not, we obtain the objective Bayesian estimates, Bayesian estimates, and E-Bayesian estimates of the unknown parameters and acceleration factor under the squared loss function, respectively.
Objective Bayesian Estimates.
When little knowledge about the prior information is obtained, the objective Bayesian approach is an alternative way. We assume that the joint prior distribution of the parameters ( , 1 , 2 ) is
From (6) and (7), the posterior density functions of the parameters , 1 , and 2 can be given by
. Then the marginal posterior density functions of the parameters , 1 , and 2 can be obtained, respectively:
, > 1,
where 1 is the first-failure time caused by failure cause ( = 1, 2) and
Under the squared loss function, the objective Bayesian estimates of the parameters , 1 , and 2 can be obtained aŝ
It is obvious to see that (9) does not have explicit form. So we obtain the Bayesian estimate of by numerical method. Let ( ) =
, and then
Thus, under the squared loss function, the objective Bayesian estimates of the parameters can be obtained aŝ
About the integrals
, the compound trapezoidal integral formula can be used to obtain integral values. The specific steps are as follows: the interval [0, * ] is divided into equal subintervals and each length of subinterval is ℎ = * / . Then, from the compound trapezoidal integral formula, we get
where ( ) = − 1 − and ( ) = − 1 −1 − . The above two integration results are substituted into (12) , and the objective Bayesian estimates of the parameters can be obtained.
Bayesian Estimates.
With historical data or experts' experience available, the informative prior could be a better option. Following Doostparast et al. [23] , a convenient prior family of distributions for ( = 1, 2) is provided by the power function distributions with probability density function
We consider the prior density function of as follows:
where is the regularization factor.
Then the marginal posterior density functions of the parameters , 1 , and 2 are, respectively,
where 1 is the first-failure time caused by the th failure cause ( = 1, 2).
Under the squared loss function, the Bayesian estimate of ( = 1, 2) can be easily obtained aŝ
To obtain the Bayesian estimate of , we expand ( ) = − 1 + and ℎ( ) = − 1 + −1 in Taylor series around the maximum likelihood estimatêto get the following approximation:
where ( ) = ( − 1 + )
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Therefore, under the squared loss function, the Bayesian estimate of can be approximated aŝ
where 1 = ( 1 + 2 )(ln 1 − ln 2 ) + .
E-Bayesian Estimates.
By assuming that the hyperparameters follow certain distributions, the Bayesian estimates can be obtained when the hyperparameters in prior distributions are unknown. However, complicated integration is often a hard work. Han [16, 17] gave the definition of E-Bayesian estimation to overcome this problem. So we will derive the E-Bayesian estimates of the unknown parameters and acceleration factor in this subsection. Suppose that the hyperparameters and and and ( = 1, 2) have the joint prior density functions ( , ) and ( , ), respectively. Then the E-Bayesian estimates of and ( = 1, 2) arê
wherêB S and̂B S are the Bayesian estimates of and ( = 1, 2), respectively. According to Han [16] , and and and ( = 1, 2) should be selected to guarantee that ( ) and ( ) are decreasing functions of and , respectively. The derivatives of ( ) with respect to and ( ) with respect to are
When 0 < < 1, > 0, ( )/ < 0, and when 0 < < 1, > 0, ( )/ < 0. Thus, ( ) and ( ) are decreasing functions of and , respectively.
Given that 0 < < 1 and 0 < < 1, the larger and are, the thinner the tail of ( ) and ( ) will be. Berger [24] showed that the thinner tailed prior distribution often reduces the robustness of the Bayesian estimate. Consequently, and ( = 1,2) should be given upper bounds and ℎ , respectively. We consider the following two joint prior distributions of and and and ( = 1, 2), respectively:
From (19) , (20) , and (23), we derive the E-Bayesian estimates of aŝ
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Similarly, from (17), (21), and (24), the E-Bayesian estimate of ( = 1, 2) can be obtained aŝ
Application of the Pareto Distribution
In this section, we analyze two real data sets to illustrate the application of the Pareto distribution in engineering practice. The first data set (Set I) represent the failure time of 20 mechanical components. These data are taken from Murthy et al. [25] and have been used by Bourguignon et al. [22] . These data are 0. 
Numerical Example
In this section, we present numerical example using Monte Carlo simulations to illustrate the estimation procedure presented in this paper. The performance of three types of Bayesian estimates for different sample sizes and different progressive censoring schemes (PCS) is assessed based on simulation data. The term "different PCS" means different sets of 's. In this paper, we consider the following three different PCS. Before progressing further, we first describe how to generate Type II progressively censored competing failure data from Pareto distribution under SSPALT.
Step 1. Given , , and a certain censoring scheme, generate two samples 1 , 2 , . . . , and 1 , 2 , . . . , from the uniform (0, 1) distribution [27] .
Step 2. Given , ( = 1,2), compute 11 and 12 by solving equations = 1 − 12 , respectively. Then record the minimum of ( 11 , 12 ) as * and the corresponding index of the minimum (if 11 < 12 , set * = 1; else set * = 2) for 1 ≤ ≤ .
Step 3. For prefixed stress changing time , find 1 such that * 1 ≤ < * 1 +1 . Then let = * and = * for 1 ≤ ≤ 1 . Step 4. Step 5. For 1 + 1 ≤ ≤ , let = * and = * . Then { ( 1 , 1 , 1 ) , . . . , ( , , )} is the required sample.
We assumed that the occurrence time of the jth ( = 1, 2) failure cause of tested product follows Pareto distributions ( , ) = (2.113, 0.067) and ( , ) = (1.82, 0.051) under use stress levels 0 , and = 2.0 and = 0.11, the parameters of prior density are taken as = 0.8, = 2.0, 1 = 0.85, 2 = 0.6, 1 = 1.8, and 2 = 2.1. Considering different , and censoring schemes, we generate samples according to the above steps. We replicate the process of evaluating 1000 times in each case and compute the average relative errors (AREs) and mean squared errors (MSEs). ARE and MSE of the estimation̂of the parameter can be calculated according to the following formulas:
wherê( ) is the th estimator for the parameter . We calculate the AREs and MSEs of the objective Bayesian estimates (OBE), Bayesian estimates (BE), and E-Bayesian estimates (E-BE), respectively. The simulation results are presented in Tables 1-3. In Tables 1-3 , we denote the E-BE based on the first prior as E-BE1 and the E-BE based on the second prior as E-BE2.
From Tables 1-3 , the following observations can be made:
(1) For fixed n, as m increases the AREs and MSEs decrease for all estimates.
(2) In terms of the values of AREs and MSEs, the OBE performances are better than that of BE, and E-BE2 
Conclusions
In this paper, the Bayesian analysis for the step-stress partially accelerated competing failure model from Pareto distribution is investigated under Type II progressive censoring. Based on the noninformative prior and informative prior distributions, we derive the objective Bayesian estimates and Bayesian estimates of the unknown parameters and acceleration factor, respectively. Considering such case that the hyperparameters are unknown and follow certain distributions, the E-Bayesian method is utilized to estimate the unknown parameters and acceleration factor. We analyze two real data sets to illustrate the application of the Pareto distribution in engineering practice. Finally, the comparisons of the efficiencies of the objective Bayesian estimates, Bayesian estimates, and corresponding E-Bayesian estimates are conducted. It is concluded that the OBE performances are better than that of BE and E-BE2 performances are better than that of E-BE1 under the different progressive censoring schemes. In addition, we discuss the effects of sample sizes and different progressive censoring schemes on the estimates. The simulation results demonstrate that for fixed n the AREs and MSEs of all estimates decrease with increasing. 
