The estimation of the jump component in asset pricing has witnessed a considerably growing body of literature. Of particular interest is the decomposition of total volatility between its continuous and jump components. Recent contributions highlight the importance of the jump component in forecasting the volatility at different horizons. In this paper, we extend the methodology developed by Maheu and McCurdy (2011) to measure the information content of intraday data in forecasting the density of returns at horizons up to 60 days. We extract jumps as in Andersen, Bollerslev, Frederiksen and Nielsen (2010) to have a measure of the jumps in returns. Then, we estimate a bivariate model of returns and volatilities where the jump component is independently modeled. Our empirical results for S&P 500 futures, WTI crude oil futures, and the USD/JPY exchange rate confirm the importance of considering the continuous/jump decomposition for density forecasting.
Introduction
When it comes to forecasting the distribution of returns for risk management purposes, is the separation between volatility and jumps equally important? In a reference paper, Andersen et al. (2007) provide empirical evidence that disentangling jumps from the continuous component significantly help in forecasting the realized volatility at horizons up to 22 days. The explanation for this result is the strong persistence in the continuous component and the absence of autocorrelation in the jump component. Recently, Hansen et al. (2011), Shephard and Sheppard (2010) , and Maheu and McCurdy (2011) have suggested "complete" models of returns and volatility. In particular, Maheu and McCurdy (2011) propose a bivariate specification of returns and volatility to obtain density forecasts at horizons up to 60 days. They confirm, in the density context, numerous previous findings that intraday data improve forecasts. The estimation of a multivariate models possesses interesting characteristics compared to the separate estimation of an univariate model. Namely, multivariate models allow to obtain densities forecasts. 1 Maheu and McCurdy (2011) allow for a rich underlying distribution in the return equation, by using mixture of normals (see Bertholon et al., 2006) . We merge these two strands of this recent literature to investigate whether the separation between the continuous and the jump components is of central importance in predicting the density of returns. Our results strongly argue in favor of separating the two components when forecasting the density of returns up to 60 days. Indeed, disentangling jumps from the continuous component help in forecasting the density of returns.
Econometric methods used to disentangle jumps and volatility are unveiling new empirical questions. While recent developments in financial econometrics allow to derive better forecasts of return densities (see Corradi and Swanson (2006) for a recent survey), the issue of the inclusion of the jump component and its information content for such a purpose has not been investigated to date. Hence, in this paper, we examine whether this refinement to use a clear differentiation between jumps and continuous volatility is empirically worth the trouble in a density forecasting exercise. We conduct such an analysis at various horizons (up to 60 days), thus allowing a very detailed analysis of the effects we are interested in.
Forecasting density is essential in empirical finance applications such as portfolio choice, risk management activities or derivatives pricing. Each activity requires indeed a full specification of the return distribution. Forecasts of the future values of economic variables are used widely in decision making. Point forecasts, the often traditional focus, are better seen as the central points of ranges of uncertainty. Consequently, to provide a complete description of the uncertainty associated with the point forecast many professional forecasters now publish density forecasts, or more popularly fan charts. In contrast to interval forecasts, which give the probability that the outcome will fall within a stated interval, density forecasts provide a complete description of the uncertainty associated with a forecast. They can thus be seen to provide information on all possible intervals. In conjunction with the increased use of density forecasts by professional forecasters and central banks, the academic literature has also devoted increased emphasis to density forecasting (for surveying methods for predictive density evaluation, see among others Tay and Wallis (2000) , Clements (2005) , Timmermann (2006) and Wallis (2007) ). This paper adopts the parsimonious specification of the Heterogeneous Autoregressive Model of the Realized Volatility (HAR-RV) model by Corsi (2009) to capture the well-known longmemory dependence in volatility. We also proceed with the detection of jumps following Huang and Tauchen's (2005) statistical test relying on the bipower variation (BPV) estimator. We adapt the test statistic to the newly developed median realized volatility (MedRV) following the empirical work by Theodossiou and Zikes (2009) showing the interesting properties of this estimator.
By using intraday data, it is possible to extract jumps as the difference, when statistically significant, between realized volatility and bipower variation/median realized volatility. This decomposition allows to include (or not) jumps for forecasting purposes. Based on the link between the conditional variance and the realized volatility highlighted by Maheu and McCurdy (2011) , we estimate two kinds of models: (i) EGARCH models based on daily data, and (ii) bivariate models based on intraday data including jumps (realized volatility) or not (bipower variation, median realized volatility). The motivation behind considering jump-robust measures for realized volatility is that they simply have better predictive properties than non-jump-robust ones (see Shephard and Sheppard (2011) , footnote 3).
As mentioned above, we rely on Maheu and McCurdy's (2011) bivariate model to simultaneously estimate returns and volatilities, while assuming a possible leverage effect. The cornerstone of the model is the link that the authors establish between some realized volatility estimators and the "true" conditional volatility in light of the theory underlying these estimators. Such a model allows to derive density forecasts from intraday data which can be compared between them or to standard EGARCH models. This comparison between EGARCH and bivariate specifications for daily returns and realized volatilities ("naive" and jump-robust estimators) is conducted by using the predictive likelihood of returns (Diebold and Mariano (1995) and Amisano and Giacomini (2007) ). We find that intraday data convey most of the asset's informational content, as discussed by Taylor and Xu (1997) , among others, for the point forecast case. Recall that the central goal of the paper is to assess the contribution of jumps in forecasting the density of returns thereby extending our understanding of the information contained in the different components of the volatility process. The bivariate model is estimated through maximum likelihood with possibly a mixture of normals, which allows to improve significantly the goodnessof-fit of the model. This paper makes three contributions: 1) we extend the framework of Maheu and McCurdy (2011) and show how to model jumps in their bivariate framework, 2) we confirm their findings that intraday data yield to better densities forecasts than daily data for a larger set of financial series, and 3) we assess the importance of jumps when forecasting the density of returns by comparing jump-robust and non-jump-robust measures of realized volatilities. Compared to the "naive" measure of realized volatility, considering jumps specifically provides significant improvement on the accuracy of forecasts of return densities. We thus extend the results in The remainder of the paper is organized as follows. Section 2 details our modeling strategy for jumps, the choice of volatility estimators using intraday data and the methodology to estimate the bivariate model. Section 3 discusses the empirical results. Section 4 concludes.
2 Volatility, jumps and discrete time series model specification
In this section, we present first the time series models, second the parameter estimation procedures, and third the density forecast comparison tests.
Time series models
The aim of our article is to present empirical evidence regarding the interest of disentengling jumps from volatility when it comes to forecasting the density of returns. To do so, we evaluate the relative forecasting performances of different discrete time time series models. These models are selected for their ability to handle non-Gaussian distributions and time varying volatility.
Jumps have indeed an effect on both the unconditional distribution of returns and volatility. Their impact on times series models can be of three kinds: -Jumps can be captured through the conditional distribution chosen in the discrete time series models.
-Jumps can impact the measurement of volatility, as revealed by the now large literature on realized risk measures.
-Jumps can impact the dynamics of volatility, as in most time series models the conditional volatility is computed from past returns or residuals that incorporate a jumps component by essence.
When a model would be able to handle these three aspects in a way that disentangles jumps from volatility components, the question of its superior ability to produce density forecast would still require to be considered. We base our empirical work on the three following time series models:
-A conditionally Gaussian model:
with ǫ t ∼ N (0, 1). This model naturally ignores jumps. The only source of leptokurticity in the returns' process comes from the time varying behavior of volatility.
-A model based on a mixture of two Gaussian distributions for its conditional distribution:
with ǫ t ∼ M N (θ, µ 1 , σ 1 , µ 2 , σ 2 ). This model accomodates jumps in two different ways:
first, jumps are captured through ǫ t that is obtained by mixing two different Gaussian densities. As presented in Bertholon et al. (2006) , this distribution is able to span a very large scope of couples of kurtosis and skewness. Possibly, this distribution is consistent with a mixture of a Gaussian distribution and of an extreme-type of jumps (see Section 4.2. in Bertholon et al. (2006)). However for most of the methodologies used here, conditional volatilities σ t are functions of ǫ t−1 . With this modelling approach, the dynamics of volatility is a function of past jumps.
-A model mixing a conditionally Gaussian distribution with jumps:
With such an approach, the past volatility is no longer a function of past jumps, as ǫ t has been cleansed from the jump component. This latter component is assumed to be captured by Nt i=0 x i,t , that is through a separated component.
For each of these models, the structure for the continuous volatility is an Heterogenous Autoregressive Model, as presented in Corsi (2009) . We propose to use this specification jointly with different high frequency measures of volatility: -The realized variance for day d that is given by the sum of squared intraday returns:
where the r d,j are intraday returns computed as
intraday observations allowing to compute M continuously compounded intraday returns each day.
-Barndorff-Nielsen and Shephard (2004)'s bipower variation (BPV) measure, which is computed as the scaled summation of the product of adjacent absolute returns. Formally, BPV is defined as follows:
where
denotes the mean of the absolute value of standard normally distributed random variable 2 , Z. The BPV is a consistent estimator of integrated volatility, and allows to decompose the realized volatility into its diffusive and non-diffusive parts. As the sampling frequency increases, the presence of jumps should have no impact because the return representing the jump is multiplied by a non-jump return which tends to zero asymptotically. This is true in case of rare jumps (one each day) when the probability of two consecutive jumps is negligible.
-Nevertheless, the BPV can be upward or downward biased in empirical applications as the sampling frequency is not high enough to eliminate the influence of jumps (or in presence of zero-return). This has motivated the need for alternative estimators which do not suffer from this weakness. Recently, Andersen et al. (2009) suggested the following median realized volatility (MedRV) estimator:
The MedRV estimator has two main advantages: first, the impact of jumps completely vanishes except in the case of two consecutive jumps (which is quite rare at the sampling frequencies used in our empirical application) and second, the estimator is more robust to occurence of zero-returns. 3
In Section 3, we discuss different empirical key elements related to the use of such volatility measures, such as the intra-day sampling frequency. Using both the BPV and the MedRV, we present in the meantime a way to estimate jumps from intra-day time series. For the time being, we assume that jumps are observable. Now, we discuss the joint dynamics of volatility and returns. Maheu and McCurdy (2011) relate the conditional variance of daily returns σ 2 t to the realized volatility estimator through a crossequation restriction. Barndorff-Nielsen and Shephard (2002) and Andersen et al. (2003) show that under empirically realistic assumptions, the conditional variance of daily returns should equal the conditional expectation of quadratic variation, or:
where E t−1 stands for the conditional expectation at time t − 1, QV t the quadratic variation, V ar t−1 (r t ) and σ 2 t the conditional variance of returns. Assuming that RV t is an unbiased estimator of QV t , it follows that:
In other words, the one-period-ahead conditional expectation of the realized volatility should equal the "true" conditional volatility assuming the unbiasedness of the realized volatility estimator. Under the assumption of a log-normal distribution for the realized volatility 4 , the conditional expectation can then be expressed as:
with RM t a given realized measure (RV t , BP V t , M edRV t ).
We now turn to the specification of a predictive model for realized volatility. The HAR-RV model using daily, weekly and monthly 6 realized volatility components may be written as follows:
The error term u t is chosen to fit the distribution of the residuals, but could very well be modeled as a GARCH error (see Corsi et al. (2008 ), Bollerslev et al. (2009 (2007) and Ghysels and Sohn (2009) , note that other power transformations may be used to model the dynamics of the realized volatility. These studies show that for a number of stochastic volatility processes used in the financial literature the absolute value of the realized volatility is a better predictor of the future realized volatility, particularly for longer horizons. We do not follow this approach here. 6 The optimal lag structure for the HAR model has been investigated in Craioveanu and Hillebrand (2010) who find that the genuine structure suggested in Corsi (2009) performs the best.
we retain the following specification:
log(RV t ) =ω + φ 1 log(RV t−1 ) + φ 2 log(RV t−5,5 ) (11)
The error term in the volatility equation is assumed to follow a standard Gaussian, as it is well-known since Andersen et al. (2001) that the logarithmic transformation of the realized volatility is normally distributed. The latter specification captures asymmetries coming from two distinct sources: leverage effects (through γ), and unconditional asymmetry (with the mixture of normals).
Densities forecasts using intraday futures will be compared with forecasts obtained with the traditional EGARCH model based on daily data. The EGARCH model considered is the standard specification by Nelson (1991) :
log(σ
To make comparisons easier, a leverage term is introduced in the volatility equation. Depending on the standardized return innovation u t in the return equation, the volatility is impacted through the coefficient γ. The estimated value of this coefficient is generally found to be negative.
Indeed, an unexpected fall in returns translates into a positive impact on the level of volatility. 7
Parameters estimation of the time series models
The models presented in Section 2.1 are similar to those presented in Maheu and McCurdy (2011) . As in their case, the estimation is performed by maximum likelihood: the estimation is possible as both the returns and the volatility are observed. 8 On top of that -and in a similar fashion to Maheu and McCurdy (2011) -we assume that ǫ t and v t , that is the disturbances respectively associated to the returns and volatility, are uncorrelated. 9 As it is well-known since Bertholon et al. (2006) , the mixture of normals yields to estimates by QML which are very close to the true distribution.
We discuss rapidely the estimation of the model presented at equation (3) the ex-jump return, that isr
Let Ω t be vector containing the following three processes:
where J t is the jump component, that is The conditional joint density given the past observation of Ω t can be writen as follow:
In equation (20)- (21), f (.), g(.) and h(.) are marginal densities. Equation (21) is obtained as r t and J t are assumed to be independant. The maximization of the joint loglikelihood then clearly amounts to maximizing each of its three components independently, given that they do not share common parameters.
Maximum likelihood estimates are thus obtained through the following expressions:
As jumps are i.i.d. random variables, it is possible to obtain closed form expressions for the model's parameters estimates:λ
Such a straightforward estimation approach is made possible by two key elements: first, the fact that the volatility σ t is included within the filtration at time t; second, we assume that Nt i=0 x i,t is observable and unrelated to the other components in the dynamics of r t . With such an approach, we obtain a realistic split between the contributions of jumps and those of volatility to the evolutions of r t .
Density forecasting power comparison
To compare the various models presented earlier, we rely on out-of-sample density forecasting exercises. This subsection presents the empirical approach that we retained.
To compare density forecasts between the standard EGARCH model and the bivariate model of daily returns and HAR, we use a criteria known as the predictive likelihood (or logarithmic score). The average predictive likelihood over the out-of-sample observations t = τ + k max , . . . , T − k is:
with f M,k (x | Φ t , θ) the k-period ahead predictive density for model M, given Φ t and parameter θ, evaluated at the realized return x = r t+k . Therefore, better forecasts will translate into larger
We use a rolling window scheme to evaluate the predictive power of our forecasts. As in Maheu and MacCurdy (2011), compute the 1 to 60 day-ahead forecasts for each window. We thus obtain T − τ − k max + 1 data blocks for each asset. For each block, we compute the predictive likelihoods and then average over all blocks.
To evaluate the relative accuracy of competing forecasts, we rely on the test statistics developed by Diebold and Mariano (1995) in the context of the comparison of density forecasts (Amisano and Giacomini, 2007) . The null hypothesis is that predictive likelihood forecasts of horizon h and models A and B have the same performance. The test statistics is given by:
which is asymptotically standard normal. As for the interpretation of the Diebold and Mariano (1995) (DM) test, a significant positive (negative) estimated value rejects the null of equal performance between competing forecasts, and provides evidence in favor of model A (B).
An additional issue arises when computing the Amisano and Giacomini (2007)'s test statistics
when the jumps are explicitly incorporated within the data generating process of r t . Indeed, as future jumps are unobservable, we need to compute the conditional distribution of r t+h conditionally upon the information available at time t.
where P (N t+h = i) is the probability that the number of jumps between the date t + h − 1 and t + h is equal to i, given the estimated parameters. Given the estimated values for the average number of jumps by working day, we approximate the previous quantity by truncating the previous infinite sum. We compute it from i = 0 to 10. Beyond this threshold, the results of the numerical tests remain qualitatively unaffected. In the various HAR-based models considered here, f (r t+h |F t , N t+h = i) is computed as in Maheu and McCurdy (2011) and in the previously mentioned cases that are not based on an explicit modeling of jumps. We also follow Maheu and
McCurdy (2011) for the simulations, computations, and the use of the Newey-West long-run variance (HAC) again to make our results comparable with theirs.
Empirical Results
In this section, we present first the data used. Then, we detail the procedures used to find the optimal sampling frequency when using intraday data and to extract jumps. Finally, we comment in details the results obtained for all types of models (with/without jumps), along with the comparison of density forecasts.
Dataset
In our empirical analysis, we use tick-by-tick data from three different classes of assets: stock index futures, energy futures, and exchange rate. While all assets are very liquid (and are therefore suitable for using realized estimators), we need to remove days where the trading activity has not been sufficient to compute these estimators. To this end, we filter our time series with respect to three parameters: the length of the trading period in the day, the number of zero-returns and the number of transactions. Let us describe below each asset considered in the empirical analysis, and provide more details about the cleaning procedure.
The S&P 500 futures data is a very liquid contract traded on the CME which is a tradable asset in opposition with the underlying S&P 500 cash index. The time span for the S&P 500 futures is from January 1, 1996 to July 31, 2008 (3,192 trading days originally). As is usual, we consider the continuous series of the front month contract using a rollover procedure which selects the largest volume each day to jump from one contract to the next. 10 . Trading of the S&P 500 futures contract occurs from 8:30 AM to 3:15 PM which should, on normal days, provide 81 intraday returns when using a sampling interval of 5 minutes. 11 We remove days with less than 81 returns which is generally an indication of part closure of the trading place. We check that all accepted days have a sufficient number of transactions, and a limited number of zero-returns as well. After cleaning the data, we obtain a sample of 3,135 days. For these selected days, the average number of trades for the continuous rollover series is 3,090 (the total number of ticks is equal to 9,809,697). We observe a relative stability of the number of transactions each day during the whole period.
Our second asset is the West Texas Intermediate (WTI) light sweet crude oil futures contract, traded on the New York Mercantile Exchange (NYMEX) now a branch of CME. The rollover series is built as explained previously for the S&P 500. The period considered is from October The USD/JPY exchange rate, the third asset, covers the period going from December 30, 1996
to June 1, 2007, i.e. a sample of 2,701 days (2,720 initially before cleaning the data) with a total of 22,530,929 transactions (8,342 ticks per day on average). As in previous contributions (see Andersen et al. (2001) among many others), we consider the period going from 9:00 PM to 8:59 PM the next day as a unit period, because the FX market is opened on a 24-hour window.
Insert Figure 1 Figure 1 displays the time-series of S&P 500 futures, WTI futures, and the USD/JPY exchange rate, along with the open-to-close log-returns. 13 As may be seen from these plots, we include in our analysis time-series with very different properties: more or less pronounced volatility clustering, bear and bull markets, extreme variations in a short period of time, etc.
10 We do not build our continuous series using a fixed number of days prior to maturity, thus avoiding calendar effects. 11 We discuss the issue of sampling frequency in the next section. 12 We have an average number of 2,214 ticks per day during the September 4, 2001 / August 31, 2006 period vs.
57,054 ticks for the September 1, 2006 / January 15, 2010 period. 13 We choose to work with open-to-close returns because overnight returns have shown to follow a very different dynamics. In addition, including overnight returns may alter our analysis when standardizing returns as we work with volatility computed with intraday transaction data.
Insert Table 1 We also present summary statistics for all time series in Table 1 . We observe that the realized volatility and the bi-power variation measures present nonzero skewness and excess kurtosis. 14 These descriptive statistics therefore reveal a "fat tailed" distribution. The logarithm transformations of these quantities are nearly Gaussian, which is a common finding since Andersen et al. (2001) among others. 15
Optimal sampling frequency and jump detection
This subsection presents empirical technicalities regarding the intra-day volatility and jumps measures: (i) the determination of the optimal sampling frequency for each asset, (ii) the jump detection, and (iii) the sequential jump detection procedures.
Optimal sampling frequency
For these three estimators of realized volatility, theory suggests that returns should be computed at the highest possible frequency, so that estimators converge asymptotically towards the true conditional volatility. However, it is well-known since Andersen and Bollerslev (1997, 1998) and Taylor and Xu (1997) that microstructure noise (due to price discreteness, bid-ask spread, non-synchronous trading, etc.) 16 may impact the realized volatility estimator at high frequency.
To deal with this issue while making our results comparable with the rest of the literature, we follow the 5 minutes 'rule-of-thumb'. As our three series are highly liquid assets, this sampling interval is adequate to make our realized measures not to be impacted by the noise.
Insert Figure 2 Insert Figure 3 We examine further this question for the WTI crude oil futures price series, which did not benefit from such an analysis in previous research. In Figures 2 and 3 , we report the volatility signature plot for oil futures. This analysis is crucial as the trading activity dramatically increased in September 2006 following the generalization of electronic trading (see Section 3.1) and may result in different noise structure before and after this event. These graphs confirm that the standard 5-minute sampling frequency seems to be appropriate in this case as well.
Jump detection
Once the optimal sampling frequency is determined, realized volatility, bipower variation and median realized volatility estimators are computed. The difference between RV and a jumprobust estimator such as BPV or MedRV provides, when it is statistically significant, an estimate of the sum of squared jumps
j=1 κ 2 (t j ) which have occurred during the period under investigation. Note that a small estimated value for a jump may not be actually a jump but a variation due to the continuous path of the stochastic process and the presence of a jump has thus to be formally tested. BNS (2004 BNS ( , 2006 develop such a testing framework using asymptotic theory on realized variance and multipower variations. 
with T Q the realized tripower quarticity, which converges in probability to the integrated quarticity. The ratio-statistic in equation (28) has reasonable power against several empirically realistic calibrated stochastic volatility jump diffusion models (Andersen et al., 2007) .
The test may be adapted to the MedRV estimator as follows:
with M edRQ an estimate of the integrated quarticity obtained by using the same methodology as for M edRV . Theodossiou and Zikes (2009) continuous component help in forecasting the density of returns, we are particularly interested in investigating whether the better properties of the test base on MedRV compared to BPV will translate in an improvement in density forecasting as well. A preliminary analysis 19 shows that for both samples "jumpy days" are similar using MedRV instead of BPV, but that the magnitude of jumps is slightly different.
Insert Figure 4 Insert Figure 5 Insert Figure 6 Figures 4 to 6 show the realized volatility, the BPV and the jump component from BPV, as well as the MedRV and the jump component from MedRV for our four series. A preliminary analysis, not reproduced here to conserve space, but available upon request to the authors, shows that for both samples "jumpy days" are quite similar using MedRV instead of BPV, but that the magnitude of jumps is slightly different.
Insert Table 2 More interestingly, Table 2 Overall, these results point to the fact that jumps contribute to a significant part of the total return variation. Because it is well-known that jumps are not persistent while the continuous component is, considering jumps independently is likely to be rewarded in a forecasting exercise.
Insert Table 3   Table 3 gives the Kolmogorov-Smirnov statistics for different distributions. Results indicate that the Gaussian distribution does not provide a good fit to the series of returns standardized by realized volatility, bipower variation, and median realized volatility. Given these results (where we do not specifically model the jumps), we assume that the conditional distribution of returns is a mixture of Gaussian distributions, in a manner closely related to Maheu and McCurdy (2011) .
19 Not reproduced here to conserve space, but available upon request to the authors. 20 The "no threshold" case corresponds to the case measure of jump contribution in Huang and Tauchen (2005) where the difference between RV and BPV is taken directly.
Sequential jump detection
For the purpose of modeling the jump component independently from the continuous component, we need a precise measure of jumps including their size along with their sign. We obtain such a measure using the sequential jump detection procedure developed in Andersen et al.
(2010). 21 The idea behind this procedure is simple. We first use the standard test presented below using either BPV or MedRV on intraday returns for day d. If we do not reject the existence of a jump for day d, we consider that the largest return in absolute value is a jump and remove it from intraday returns. We replace this "jump" return with the mean of remaining intraday returns and run the jump test again to check the presence of another jump in the same day.
Insert Figure 7 Insert Figure 8 One may wonder whether, in light of the rarity of jumps, sequential detection is useful? To answer this question we first plot in Figures 7 and 8 transactions for S&P 500 and WTI and FX respectively. For each asset, the left panel plots a day with exactly one jump while the right panel plots a day with two or more jumps identified with the sequential procedure.
Insert Table 4 As a second, and more rigorous evidence, we provide in Table 4 statistics about the number of jumps we detect each day for all series. These statistics support the view that days with more than a single jump are quite common.
Using the sequential detection procedure with both the BPV and the MedRV procedure, we obtain for each asset a series of jumps along with their sign and size which will be used in the econometric estimation below. As a rapid check of our results, we compare squared jumps with the squared component resulting from the difference between RV and the jump-robust measure (when significant) and confirm the importance of the sequential procedure.
Estimation Results
As noted above, we estimate the models on a rolling window of 1,260 daily observations for all series. Concerning the average volatility level for each asset class, we obtain the expected result that the BPV and MedRV estimators are less volatile than the "naive" RV estimator (Table   1) . For the S&P500, we find that the logarithmic transformations of the volatility measures 21 A quite similar procedure is developed earlier in Andersen et al. (2007b) .
present a distribution with thin tails. For the WTI futures and the USD/JPY exchange rate, we find evidence of leptokurticity (but globally less for log(BP V t ) and log(M edRV t )). Besides, the ranking of volatilities is coherent with our economic intuition: the WTI futures contract is found to be more volatile than the S&P500, and finally the USD/JPY exchange rate.
Concerning the Kolmogorov-Smirnov statistics for daily open-to-close standardized returns, we uncover the adequation to various distributions. The returns are clearly non-Gaussian when looking at the skewness and kurtosis statistics in Table 3 . In all models, we unambiguously reject the adequation to the Gaussian law. Due to the asymmetric patterns present in the data, the Student-t distribution is rejected as well. Interestingly, we accept various distributions which account for asymmetry such as the Generalized Hyperbolic and the Mixture of Gaussian distributions. In the estimation of the bivariate models, we focus on the Mixture of Normals because its parameters are easily interpretable in economic terms. In addition, its estimation is easier numerically and thus more adapted to a rolling estimation scheme.
Concerning the presence of jumps, we find for all assets a contribution of jumps to the volatility level (Tables 2 and 4 ). The contribution of jumps is the highest for the USD/JPY exchange rate (14.45% with no threshold for the detection as in Huang and Tauchen (2005)), followed by the WTI futures contract (6.88%), and finally the S&P500 (5.24%). In terms of frequency, the number of days with jumps is quite important, and strictly positive for all assets. The most common situation is when we observe the occurence of one jump per day. Furthermore, we note that the WTI futures contract is characterized by the highest frequency of jumps (as the percentage of days with jumps is superior to 11%). Finally, it seems that for the USD/JPY the jumps are less frequent than for other assets (6.78%). However, the USD/JPY and the S&P 500 are characterized by the highest number of days with several jumps within the same day.
The S&P 500 records 82 days with more than one jump, which is roughly equal to 28% of the number of days with jumps. These ratios are equal to 29% and 44% for, respectively, the WTI futures contract and the USD/JPY exchange rate.
Insert Table 5 Insert Table 6 Insert Table 7 Moving to the estimates of the bivariate models in Tables 5 to 7 , we focus our comments on the most interesting parameters. The leverage effect varies depending on the estimates. For the WTI futures contract and the S&P 500, γ is closer to zero when relying on the MedRV or BPV estimators. For the USD/JPY exchange rate, we find that γ is statistically equal to zero based on the MedRV and BPV measures. When looking at the persistence of the HAR components, we find that the φ 1 , φ 2 and φ 3 coefficients vary depending on the distributions and the measures of volatility. In the case of the WTI futures contract for instance, the φ 1 and φ 3 components lose in persistence when one moves from the RV estimator to the BPV and MedRV estimators.
However, the φ 2 component gains relatively in persistence. In the case of the S&P 500, if we compare the HAR-MedRV-Mixture with the HAR-MedRV-Jump, we find that the persistence of the φ 1 (φ 2 ) component decreases (increases) when moving to the latter model. These effects can be seen as being very specific to the sample data. In addition, the mixture parameter φ also varies depending on the volatility measure used. With the WTI futures contract, we find that φ = 0.449 with the RV estimator, andφ = 0.486 with the BPV estimator. For the remaining parameters, we can notice a relative stability of the results obtained across Tables 5 to 7.
Note that we can also compare the degree of activity of the jump component, i.e. it is possible to rank the assets depending on the intensity and the volatility level of jumps. In the case of the HAR-BPV-Jump model for instance, the USD/JPY exchange rate records the highest intensity of jumps (λ = 1.19), while the WTI futures contract ranks second (λ = 0.149), and the S&P 500 exhibits the lowest intensity (λ = 0.138). Finally, the WTI futures contract exhibits the highest volatility of jumps (σ x = 0.010), followed by the S&P 500 (σ x = 0.006) and the USD/JPY exchange rate (σ x = 0.002) for the HAR-BPV-Jump model. Thus, we uncover that there are different types of jumps (i.e. either frequent and small jumps, or less frequent and large jumps) specific to each asset class considered in this article.
Forecast accuracy
Insert Table 8 In terms of forecast accuracy, we find that the bivariate models which take explicity into account the jumps tend to perform better than the models based on a Gaussian distribution. This comment is valid for all assets. For the S&P 500, the BPV and MedRV Gaussian models are dominated by the RV Gaussian model. For instance, in -3.050 at the 10-day horizon). More generally, at the 5-and 10-day horizons, all non Gaussian models are equivalent, whatever the volatility measure. In Table 8 , it appears interesting to note that the Bipower Jump model beats the MedRV Jump model at all horizons. At the more distant horizons (up to 60-day), we can conclude that the Bipower Jump model dominates all other models.
Insert Table 9 When looking at the WTI futures contract, we uncover the same effects as in Maheu and
McCurdy (2011) 
Insert Table 10
Finally, the results of the Diebold-Mariano test statistics for the USD/JPY exchange rate are presented in Table 10 . They show, by and large, that the Bipower Gaussian and MedRV
Gaussian models dominate the Realized Gaussian model, which is equivalent to or preferred to the EGARCH model for any horizon superior to 30-day. The Bipower Jump and MedRV Jump models dominate all other models, while MedRV tends to dominate BPV at all horizons in that latter case.
Insert Figure 9
Insert Figure 10 Insert Figure 11 The same insights can be gathered by looking at the average predictive likelihood for the density of the three assets at various horizons (up to 60-day) in Overall, the empirical results obtained concerning the forecast accuracy depend on the asset under consideration, and the nature of the activity of the jump component. Departing from
Maheu and McCurdy (2011), our results therefore tend to provide a deeper understanding of the effects at stake when decomposing the jump and continuous components of volatility. Namely, modeling explicitly jumps is of primary importance to achieve better performances with bivariate models, while decomposing between jumps and the continuous component volatility appears of secondary importance.
Conclusion
Jumps in assets' returns are to be related to strong directional variations in the prices that the market participants agree on given their evaluation of the perspectives for a given financial asset. 22 On the contrary, volatility reflects a certain lack of agreement within financial markets:
as they do not lead to strong directional variations but up-and-down swings in prices, they should not be mistaken with jumps. In such cases, jumps and volatility do not receive the attention they deserve from an econometric viewpoint.
This paper has examined the forecasting power of jumps in addition, specifically, to the continu- Nevertheless, collectively taken, our results are sufficiently strong so that we can believe they would be robust to alternative jump detection methods. Diebold-Mariano (1995) pairwise test statistic with 5-. 10-. 30-. and 60-day horizon. The table reads the following way: a significant positive (negative) estimated value rejects the null of equal performance between competing forecasts, and provides evidence in favor of model A (B). Diebold-Mariano (1995) pairwise test statistic with 5-. 10-. 30-. and 60-day horizon. The table reads the following way: a significant positive (negative) estimated value rejects the null of equal performance between competing forecasts, and provides evidence in favor of model A (B). Diebold-Mariano (1995) pairwise test statistic with 5-. 10-. 30-. and 60-day horizon. The table reads the following way: a significant positive (negative) estimated value rejects the null of equal performance between competing forecasts, and provides evidence in favor of model A (B).
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