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TRIANGULAR DECOMPOSITION OF RIGHT COIDEAL
SUBALGEBRAS
V.K. KHARCHENKO
To Susan Montgomery — famous mathematician and beautiful person
Abstract. Let g be a Kac-Moody algebra. We show that every ho-
mogeneous right coideal subalgebra U of the multiparameter version of
the quantized universal enveloping algebra Uq(g), q
m 6= 1 containing
all group-like elements has a triangular decomposition U = U− ⊗k[F ]
k[H ] ⊗k[G] U
+, where U− and U+ are right coideal subalgebras of
negative and positive quantum Borel subalgebras. However if U1 and
U2 are arbitrary right coideal subalgebras of respectively positive and
negative quantum Borel subalgebras, then the triangular composition
U2⊗k[F ] k[H ]⊗k[G]U1 is a right coideal but not necessary a subalgebra.
Using a recent combinatorial classification of right coideal subalgebras
of the quantum Borel algebra U+q (so2n+1), we find a necessary condi-
tion for the triangular composition to be a right coideal subalgebra of
Uq(so2n+1).
If q has a finite multiplicative order t > 4, similar results remain
valid for homogeneous right coideal subalgebras of the multiparameter
version of the small Lusztig quantum groups uq(g), uq(so2n+1).
1. Introduction
It is well-known that the quantized universal enveloping algebras Uq(g) of the
Kac-Moody algebras have so called triangular decomposition. In this paper we are
studying when a right coideal subalgebra of Uq(g) also has the triangular decompo-
sition. In fact the triangular decomposition holds not only for Uq(g), but also for a
large class of character Hopf algebras A having positive and negative skew-primitive
generators connected by relations of the type xix
−
j − pjix
−
j xi = δ
j
i (1 − gifi), see
[7, Proposition 3.4]. In Theorem 3.2 we show that a right coideal subalgebra U
of A containing all group-like elements has a required triangular decomposition
provided that U is homogeneous with respect to the degree function D under the
identification D(x−i ) = −D(xi). Interestingly, if A = Uq(g), q
t 6= 1 with g defined
by a Cartan matrix of finite type then each subalgebra containing all group-like
elements is homogeneous with respect to the above degree function, [7, Corollary
3.3]. Hence in Corollary 3.3, applying a recent Heckenberger—Schneider theorem,
[1, Theorem 7.3], we see that for a semisimple complex Lie algebra g the quantized
universal enveloping algebra Uq(g), q
t 6= 1 has not more then |W |2 different right
coideal subalgebras containing the coradical. Here W is the Weyl group of g.
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We should stress that when U± run through the sets of right coideal subalgebras
of the quantum Borel subalgebras, the triangular composition U−⊗k[F ] k[H ]⊗k[G]
U+ is a right coideal but not always a subalgebra. For example, in [7] there are
given the numbers Cn of pairs that define right coideal subalgebras of Uq(g) when
g = sln+1 is the simple Lie algebra of type An. Using these numbers we can find
the probabilities pn for a pair U
−, U+ to define a right coideal subalgebra of Uq(g),
g = sln+1:
p2 = 72.3%; p3 = 43.8%; p4 = 23.4%; p5 = 11.4%; p6 = 5.1%; p7 = 2.2%.
If g is the simple Lie algebra of type G2 then the probability equals 60/144 = 41.7%,
see B. Pogorelsky [9, 10].
The next goal of the paper is to prove a necessary condition for two right coideal
subalgebras of the quantum Borel subalgebras to define by means of the triangu-
lar composition a right coideal subalgebra of Uq(g) (respectively of uq(g)) when
g = so2n+1 is the simple Lie algebra of type Bn. In the fourth and fifth sections
we follow the classification given in [6] to recall the basic properties of right coideal
subalgebras of quantum Borel algebras U±q (so2n+1). In particular we lead out the
following “integrability” condition: if all partial derivatives of a homogeneous poly-
nomial f in positive generators of an admissible degree belong to a right coideal
subalgebra U ⊇ G of U+q (so2n+1) then f itself belongs to U, see Corollary 5.3.
In Section 6 we introduce the elements ΦS(k,m) defined by the sets S ⊆ [1, 2n]
and the ordered pairs of indices 1 ≤ k ≤ m ≤ 2n, see (6.1). We display the
element ΦS(k,m) schematically as a sequence of black and white points labeled by
the numbers k− 1, k, k+1, . . . m− 1, m, where the first point is always white, and
the last one is always black, while an intermediate point labeled by i is black if and
only if i ∈ S :
(1.1)
k−1
◦
k
◦
k+1
◦
k+2
•
k+3
◦ · · ·
m−2
•
m−1
◦
m
• .
These elements are very important since every right coideal subalgebra U ⊇ G
of the quantum Borel algebra is generated as an algebra by G and the elements
of that form, see [6, Corollary 5.7]. Moreover U is uniquely defined by its root
sequence θ = (θ1, θ2, . . . , θn). The root sequence satisfies 0 ≤ θi ≤ 2n − 2i + 1,
and each sequence satisfying these conditions is a root sequence for some U . There
exists a constructive algorithm that allows one to find the generators ΦS(k,m) if
the sequence θ is given, see [6, Definition 10.1 and Eq. (10.6)]. In particular one
may construct all schemes (1.1) for the generators.
The minimal generators ΦS(k,m) (the generators that do not belong to the
subalgebra generated by the other generators of that form) satisfy important du-
ality relation ΦS(k,m) = αΦR(ψ(m), ψ(k)), α 6= 0, where by definition ψ(i) =
2n − i + 1, while R is the complement of {ψ(s) − 1 | s ∈ S} with respect to the
interval [ψ(m), ψ(k)), see Proposition 6.5. In particular to every minimal gener-
ator ΦS(k,m) correspond two essentially different schemes (1.1). Respectively, if
ΦS(k,m) and ΦT−(i, j) are minimal generators for given right coideal subalgebras
U1 ⊆ U+q (so2n+1) and U2 ⊆ U
−
q (so2n+1) then we have four different diagrams of
the form
(1.2) S :
k−1
◦ · · ·
i−1
•
i
•
i+1
◦ · · ·
m
•
j
·
T : ◦ ◦ • · · · • · · · •
.
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In Theorem 7.2 we prove the main result of the paper: If the triangular composition
U2⊗k[F ] k[H ]⊗k[G]U1 is a subalgebra then for each pair of minimal generators one
of the following two options is fulfilled:
a) no one of the possible four diagrams (1.2) has fragments of the form
t
◦ · · ·
s
•
◦ · · · •
;
b) one of the possible four diagrams (1.2) has the form
k−1
◦ · · · ◦ · · · • · · ·
m
•
◦ · · · • · · · ◦ · · · •
,
where no one of the intermediate columns has points of the same color.
Certainly Uq(sln) is a Hopf subalgebra of Uq(so2n+1). If we apply the found
condition to right coideal subalgebras of Uq(sln), we get precisely the necessary and
sufficient condition given in [7, Theorem 11.1]. Hence we have a reason to believe
that the found necessary condition is also sufficient for the triangular composition
to define a right coideal subalgebra of Uq(so2n+1).
Finally we would like to stress that right coideal subalgebras that do not ad-
mit the triangular decomposition (inhomogeneous or not including the coradical)
are also of interest due to their relations with quantum symmetric pairs, quan-
tum Harish-Chandra modules, and quantum symmetric spaces. Many of the (left)
coideal subalgebras studied by M. Noumi and G. Letzter, see the survey [8], do not
admit a triangular decomposition.
2. Bracket technique
Let X = {x1, x2, . . . , xn} be quantum variables; that is, associated with each
letter xi are an element gi of a fixed Abelian group G and a character χ
i : G→ k∗.
For every word w in X let gw or gr(w) denote an element of G that appears from w
by replacing each xi with gi. In the same way χ
w denotes a character that appears
from w by replacing each xi with χ
i.
Let G〈X〉 denote the skew group algebra generated by G and k〈X〉 with the
commutation rules xig = χ
i(g)gxi, or equivalently wg = χ
w(g)gw, where w is an
arbitrary word in X. Certainly G〈X〉 is spanned by the products gw, where g ∈ G
and w runs through the set of words in X.
The algebra G〈X〉 has natural gradings by the group G and by the group G∗ of
characters. More precisely the basis element gw belongs to the ggr(w)-homogeneous
component with repect to the grading by G and it belongs to the χw-homogeneous
component with respect to the grading by G∗.
Let u be a homogeneous element with respect to the grading by G∗, and v
be a homogeneous element with respect to the grading by G. We define a skew
commutator by the formula
(2.1) [u, v] = uv − χu(gv)vu,
where u belongs to the χu-homogeneous component, while v belongs to the gv-
homogeneous component. Sometimes for short we use the notation χu(gv) = puv =
p(u, v). Of course p(u, v) is a bimultiplicative map:
(2.2) p(u, v)p(u, t) = p(u, vt), p(u, v)p(t, v) = p(ut, v).
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In particular the form p(−,−) is completely defined by the quantification matrix
||pij ||, where pij = χi(gj).
The brackets satisfy the following Jacobi identities for homogeneous (with respect
to the both gradings) elements:
(2.3) [[u, v], w] = [u, [v, w]] + p−1wv[[u,w], v] + (pvw − p
−1
wv)[u,w] · v.
(2.4) [[u, v], w] = [u, [v, w]]− p−1vu [v, [u,w]] + (p
−1
vu − puv)v · [u,w].
These identities can be easily verified by direct computations using (2.1), (2.2). In
particular the following conditional identities are valid (both in G〈X〉 and in all of
its homomorphic images)
(2.5) [[u, v], w] = [u, [v, w]], provided that [u,w] = 0.
(2.6) [u, [v, w]] = puv[v, [u,w]], provided that [u, v] = 0 and puvpvu = 1.
By an evident induction on the length these conditional identities admit the fol-
lowing generalization, see [7, Lemma 2.2].
Lemma 2.1. Let y1, y2, . . . , ym be linear combinations of words homogeneous in
each xk ∈ X. If [yi, yj] = 0, 1 ≤ i < j − 1 < m, then the bracketed polynomial
[y1y2 . . . ym] is independent of the precise alignment of brackets:
(2.7) [y1y2 . . . ym] = [[y1y2 . . . ys], [ys+1ys+2 . . . ym]], 1 ≤ s < m.
The brackets are related to the product by the following ad-identities
(2.8) [u · v, w] = pvw[u,w] · v + u · [v, w],
(2.9) [u, v · w] = [u, v] · w + puvv · [u,w].
In particular, if [u,w] = 0, we have
(2.10) [u · v, w] = u · [v, w].
The antisymmetry identity takes the form
(2.11) [u, v] = −puv[v, u] provided that puvpvu = 1.
Further we have
(2.12) [u, gv] = u · gv − χu(ggv)gv · u = χ
u(g) g[u, v], g ∈ G;
(2.13) [gu, v] = gu · v − χu(gv)v · gu = g(uv − puvχ
v(g) vu),
or in a bracket form
(2.14) [gu, v] = g[u, v] + puv(1− χ
v(g)) g v · u, g ∈ G.
(2.15) [gu, v] = χv(g) g[u, v] + (1− χv(g)) g u · v, g ∈ G.
Quantization of variables. Let pij , 1 ≤ i, j ≤ n be a set of parameters, 0 6= pij ∈
k. Let gj be the linear transformation gj : xi → pijxi of the linear space spanned
by a set of variables X = {x1, x2, . . . , xn}. Let χi denote a character χi : gj → pij
of the group G generated by gi, 1 ≤ i ≤ n. We may consider each xi as a quantum
variable with parameters gi, χ
i.
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Algebra Fn. Let X
− = {x−1 , x
−
2 , . . . , x
−
n } be a new set of variables. We consider
X− as a set of quantum variables quantized by the parameters p−1ji , 1 ≤ i, j ≤ n.
More precisely we have an Abelian group F generated by elements f1, f2, . . . , fn
acting on the linear space spanned by X− so that (x−i )
fj = p−1ji x
−
i , where pij are
the same parameters that define the quantization of the variables X. In this case
gr(x−i ) = fi, χ
x−
i (fj) = p
−1
ji .
We may extend the characters χi on G× F in the following way
(2.16) χi(fj)
df
= pji = χ
j(gi).
Indeed, if
∏
k f
mk
k = 1 in F, then application to x
−
i implies
∏
k p
−mk
ki = 1, hence
χi(
∏
k f
mk
k ) =
∏
pmkki = 1.
In the same way we may extend the characters χx
−
i on G× F so that
(2.17) χx
−
i = (χi)−1 as characters of G× F.
In what follows H denotes a quotient group (G×F )/N, where N is an arbitrary
subgroup with χi(N) = 1, 1 ≤ i ≤ n. For example, if the quantification parameters
satisfy additional symmetry conditions pij = pji, 1 ≤ i, j ≤ n, (as this is a case for
the original Drinfeld-Jimbo and Lusztig quantifications) then χi(g−1k fk) = p
−1
ik pki =
1, and we may take N to be the subgroup generated by g−1k fk, 1 ≤ k ≤ n. In this
particular case the groups H, G, F may be identified.
In the general case without loss of generality we may suppose that G,F ⊆ H.
Certainly χi, 1 ≤ i ≤ n are characters of H and H still acts on the space spanned
by X ∪X− by means of these characters and their inverses.
We define the algebra Fn as a quotient of H〈X ∪X−〉 by the following relations
(2.18) [xi, x
−
j ] = δ
j
i (1 − gifi), 1 ≤ i, j ≤ n,
where the brackets are defined on H〈X ∪ X−〉 by the above quantization of the
variables X ∪X−; that is, [xi, x
−
j ] = xix
−
j − pjix
−
j xi, for χ
i(fj) = pji.
We go ahead with a number of useful notes for calculation of the skew commu-
tators in Fn. If u is a word in X, then u
− denotes a word in X− that appears
from u under the substitution xi ← x
−
i . We have p(v, w
−) = χv(fw) = p(w, v),
while p(w−, v) = (χw)−1(gv) = p(w, v)
−1. Thus p(v, w−)p(w−, v) = 1. Therefore
the Jacobi and antisymmetry identities (see, (2.3), (2.11)) take up their original
“colored” form:
(2.19) [[u, v], w−] = [u, [v, w−]] + pwv[[u,w
−], v];
(2.20) [u−, w] = −p−1uw[w, u
−].
In the same way
(2.21) [[u−, v−], w] = [u−, [v−, w]] + p−1vw[[u
−, w], v−].
Using (2.4) we have also
(2.22) [u, [v−, w−]] = [[u, v−], w−] + pvu[v
−, [u,w−]].
If we put w− ← [w−, t−] in (2.19) we have
[[u, v], [w−, t−]] = [u, [v, [w−, t−]]] + pwt,v[[u, [w
−, t−]], v].
Using (2.22) we get
[[u, v], [w−, t−]] =
[
u, [[v, w−], t−]
]
+ pw,v
[
u, [w−, [v, t−]]
]
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(2.23) + pwt,v[[u, [w
−, t−]], v].
Using once more (2.22) we get
[[u, v], [w−, t−]] =
[
u, [[v, w−], t−]
]
+ pw,v
[
u, [w−, [v, t−]]
]
(2.24) + pwt,v
[
[[u,w−], t−], v
]
+ pwt,vpw,u
[
[w−, [u, t−]], v
]
.
We must stress that relations (2.18) are homogeneous with respect to the grading
by the character group H∗, but they are not homogeneous with respect to the
grading by H. Therefore once we apply relations (2.18), or other “inhomogeneous
in H” relations, we have to develop the bracket to its explicit form as soon as the
inhomogeneous substitution applies to the right factor of the bracket. For example
we have
(2.25) [u, [xi, x
−
i ]] = u(1− gifi)− χ
u(gifi)(1− gifi)u = (1− χ
u(gifi))u,
but not [u, [xi, x
−
i ]] = [u, 1 − gifi] = [u, 1] − [u, gifi] = 0. In fact here the bracket
[u, 1−gifi] is undefined since the right factor 1−gifi is inhomogeneous in H (unless
gifi = 1). At the same time
(2.26) [[xi, x
−
i ], u] = (1 − gifi)u− u(1− gifi) = (χ
u(gifi)− 1) gifi · u,
and [[xi, x
−
i ], u] = [1 − gifi, u] = [1, u] − [gifi, u] is valid since the inhomogeneous
substitution has been applied to the left factor in the brackets.
Lemma 2.2. Let X1, X2 be subsets of X. Suppose that u is a word in X1 and v is
a word in X2. If X1 ∩X2 = ∅, then in the algebra Fn we have [u, v−] = 0.
Proof. Defining relations (2.18) imply [xi, x
−
j ] = 0, xi ∈ X1, xj ∈ X2. Ad-identities
(2.8) and (2.9) with evident induction prove the statement. 
Lemma 2.3. In the algebra Fn for any pair (i, j) with 1 ≤ i, j ≤ n, i 6= j we have
[[xi, xj ], [x−j , x
−
i ]] = (1− pijpji)(1− gigjfifj).
Proof. Without loss of generality we may assume i = 1, j = 2. Since [x1, x
−
2 ] =
[x2, x
−
1 ] = 0, identity (2.24) implies
(2.27)
[[x1, x2], [x
−
2 , x
−
1 ]] = [x1, [[x2, x
−
2 ], x
−
1 ]]] + p(x2x1, x2)p(x2, x1)[[x
−
2 , [x1, x
−
1 ]], x2].
Using (2.26) and then (2.12) we get
[x1, [[x2, x
−
2 ], x
−
1 ]]] = ((χ
1)−1(g2f2)−1)χ
1(g2f2)g2f2[x1, x
−
1 ] = (1−p12p21)g2f2(1−g1f1).
Taking into account (2.25), we have
[x−2 , [x1, x
−
1 ]] = (1 − (χ
2)−1(g1f1))x
−
2 = (1− p
−1
21 p
−1
12 )x
−
2 .
Antisymmetry relation (2.20) implies [x−2 , x2] = −p
−1
22 [x2, x
−
2 ]. Hence
[[x−2 , [x1, x
−
1 ]], x2] = (1− p
−1
21 p
−1
12 )(−p
−1
22 )(1− g2f2).
In (2.27) we have p(x2x1, x2)p(x2, x1) = p22p12p21, hence
[[x1, x2], [x
−
2 , x
−
1 ]] = (1− p12p21)(g2f2 − g1g2f1f2 + 1− g2f2),
which is required. 
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Lemma 2.4. In the algebra Fn for any pair (i, j) with 1 ≤ i, j ≤ n, i 6= j we have
[[[xi, xj ], xj ], [x−j , [x
−
j , x
−
i ]]] = ε (1− gig
2
jfif
2
j ),
where ε = (1 + pjj)(1 − pijpji)(1 − pijpjipjj).
Proof. Again, without loss of generality we may assume i = 1, j = 2. Let us
put u ← [x1, x2], v ← x2, w− ← x
−
2 , t
− ← [x−2 , x
−
1 ] in (2.24). We have [v, w
−] =
[x2, x
−
2 ] = 1−g2f2. By means of (2.26) we get [[v, w
−], t−] = (χt
−
(g2f2)−1)g2f2 ·t−.
Here χt
−
(g2f2) = p
−2
22 p
−1
12 p
−1
21 . Using first (2.12) and then Lemma 2.3 we get
(2.28) [u, [[v, w−], t−]] = ε1 g2f2(1 − g1g2f1f2),
where
ε1 = (p
−2
22 p
−1
12 p
−1
21 − 1)χ
u(g2f2)(1− p12p21) = (1− p12p21p
2
22)(1 − p12p21).
Further, [v, t−] = [x2, [x
−
2 , x
−
1 ]]. By (2.5) we have [x2, [x
−
2 , x
−
1 ]] = [[x2, x
−
2 ], x
−
1 ].
Hence (2.26) implies [v, t−] = ((χ1)−1(g2f2)−1)g2f2·x
−
1 . By (2.12) we get [w
−, [v, t−]] =
p−222 (p
−1
12 p
−1
21 − 1)g2f2 · [x
−
2 , x
−
1 ]. Using first (2.12) and then Lemma 2.3 we get
(2.29) pw,v[u, [w
−, [v, t−]]] = ε2 g2f2(1− g1g2f1f2),
where
ε2 = p22 · p
−2
22 (p
−1
12 p
−1
21 − 1) · χ
u(g2f2) · (1 − p12p21) = p22(1− p12p21)
2.
In the same way [u,w−] = [[x1, x2], x
−
2 ] = (1 − χ
1(g2f2)) · x1 due to (2.5) and
(2.25). Further [[u,w−], t−] = (1 − p12p21)[x1, [x
−
2 , x
−
1 ]]. Using (2.22) we have
[x1, [x
−
2 , x
−
1 ]] = p21[x
−
2 , [x1, x
−
1 ]]. Hence (2.25) allows us to find [[u,w
−], t−] =
(1− p12p21)p21(1 − p
−1
21 p
−1
12 ) · x
−
2 . This implies
[[[u,w−], t−], v] = (1− p12p21)(p21 − p
−1
12 )[x
−
2 , x2].
Since [x−2 , x2] = −p
−1
22 [x2, x
−
2 ], and [x2, x
−
2 ] = 1− g2f2, we get
(2.30) pwt,v[[[u,w
−], t−], v] = ε3 (1− g2f2),
where
ε3 = p
2
22p12 · (1− p12p21)(p21 − p
−1
12 ) · (−p
−1
22 ) = ε2.
Finally, by Lemma 2.3 we have [u, t−] = (1− p12p21)(1− g1g2f1f2). If we apply
(2.25) with xi ← u, x
−
i ← t
−, then [w−, [u, t−]] = (1−p12p21)(1−(χ2)−1(g1g2f1f2))·
x−2 . Hence
[[w−, [u, t−]], v−] = (1− p12p21)(1 − p
−2
22 p
−1
12 p
−1
21 )[x
−
2 , x2].
Here [x−2 , x2] = −p
−1
22 (1− g2f2). Since pwt,vpw,u = p
2
22p12p21p22, we may write
(2.31) pwt,vpw,u[[w
−, [u, t−]], v−] = ε4 (1 − g2f2),
where
ε4 = p
2
22p12p21p22 · (1− p12p21)(1 − p
−2
22 p
−1
12 p
−1
21 ) · (−p
−1
22 ) = ε1.
Now we see that the sum of (2.28) and (2.31) equals ε1 (1−g1g22f1f
2
2 ), while the sum
of (2.29) and (2.30) equals ε2 (1−g1g
2
2f1f
2
2 ). It remains to check that ε1+ε2 = ε. 
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The algebra Fn has a structure of Hopf algebra with the following coproduct:
(2.32) ∆(xi) = xi ⊗ 1 + gi ⊗ xi, ∆(x
−
i ) = x
−
i ⊗ 1 + fi ⊗ x
−
i .
(2.33) ∆(gi) = gi ⊗ gi, ∆(fi) = fi ⊗ fi.
In this case G〈X〉 and F 〈X−〉 are Hopf subalgebras of Fn.
The free algebra k〈X〉 has a coordinate differential calculus
(2.34) ∂i(xj) = δ
j
i , ∂i(uv) = ∂i(u) · v + χ
u(gi)u · ∂i(v).
The partial derivatives connect the calculus with the coproduct on G〈X〉 via
(2.35) ∆(u) ≡ u⊗ 1 +
∑
i
gi∂i(u)⊗ xi (mod G〈X〉 ⊗ k〈X〉
(2)),
for all u ∈ k〈X〉. Here k〈X〉(2) is the ideal of k〈X〉 generated by xixj , 1 ≤ i, j ≤ n.
Symmetrically the equation
(2.36) ∆(u) ≡ gu ⊗ u+
∑
i
gug
−1
i xi ⊗ ∂
∗
i (u) (mod G〈X〉
(2) ⊗ k〈X〉)
defines a dual differential calculus on k〈X〉 where the partial derivatives satisfy
(2.37) ∂∗j (xi) = δ
j
i , ∂
∗
i (uv) = χ
i(gv)∂
∗
i (u) · v + u · ∂
∗
i (v).
Here G〈X〉(2) is the ideal of G〈X〉 generated by xixj , 1 ≤ i, j ≤ n.
Similarly the algebra k〈X−〉 has a pair of differential calculi:
(2.38) ∂−i(x
−
j ) = δ
j
i , ∂−i(u
−v−) = ∂−i(u
−) · v− + χu
−
(fi)u
− · ∂−i(v
−),
(2.39) ∂∗−j(x
−
i ) = δ
j
i , ∂
∗
−i(u
−v−) = (χi(fv))
−1∂∗−i(u
−) · v− + u− · ∂∗−i(v
−).
These calculi are related to the coproduct by the similar formulae
(2.40) ∆(u−) ≡ u− ⊗ 1 +
∑
i
fi∂−i(u
−)⊗ x−i (mod F 〈X
−〉 ⊗ k〈X−〉(2)),
(2.41) ∆(u−) ≡ fu ⊗ u
− +
∑
i
fuf
−1
i x
−
i ⊗ ∂
∗
−i(u
−) (mod F 〈X−〉(2) ⊗ k〈X−〉).
It will be important for us that operators [xi,−] and [−, x
−
i ] defined respectively
on k〈X−〉 and k〈X〉 have a nice differential form (see [7, Remark, page 2586]):
(2.42) [xi, u
−] = ∂∗−i(u
−)p(xi, u
−)p−1ii − gifi∂−i(u
−), u− ∈ k〈X−〉,
(2.43) [u, x−i ] = ∂
∗
i (u)− p
−1
ii p(u, xi)∂i(u)gifi, u ∈ k〈X〉.
These relations are clear if u = xj , or u
− = x−j while ad-identities (2.8) and (2.9)
with Leibniz rules (2.34, 2.37, 2.38, 2.39) allow one to perform evident induction.
Quantification of Kac-Moody algebras. Let C = ||aij || be a symmetrizable
by D = diag(d1, . . . dn) generalized Cartan matrix, diaij = djaji. Let g be a Kac-
Moody algebra defined by C, see [2]. Suppose that the quantification parameters
pij = p(xi, xj) = χ
i(gj) are related by
(2.44) pii = q
di , pijpji = q
diaij , 1 ≤ i, j ≤ n.
As above gj denotes a linear transformation gj : xi → pijxi of the linear space
spanned by a set of variables X = {x1, x2, . . . , xn}. Let χi denote a character
χi : gj → pij of the group G generated by gi, 1 ≤ i ≤ n. We consider each xi as
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a quantum variable with parameters gi, χ
i. Respectively Fn is the above defined
algebra related to quantum variables X, and X− = {x−1 , x
−
2 , . . . , x
−
n }, where by
definition gr(x−i ) = fi, χ
x−
i = (χi)−1, see (2.17), (2.18).
In this case the multiparameter quantization Uq(g) of g is a quotient of H〈X ∪
X−〉 defined by Serre relations with the skew brackets in place of the Lie operation:
(2.45) [. . . [[xi, xj ], xj ], . . . , xj ]︸ ︷︷ ︸
1−aji times
= 0, 1 ≤ i 6= j ≤ n;
(2.46) [. . . [[x−i , x
−
j ], x
−
j ], . . . , x
−
j ]︸ ︷︷ ︸
1−aji times
= 0, 1 ≤ i 6= j ≤ n;
(2.47) [xi, x
−
j ] = δ
j
i (1 − gifi), 1 ≤ i, j ≤ n,
where the brackets are defined on H〈X ∪X−〉 by (2.1). Certainly relations (2.47)
coincide with (2.18). Hence Uq(g) is a homomorphic image of Fn. The algebra Uq(g)
has a structure of Hopf algebra with the coproduct (2.32), (2.33); that is, the above
homomorphism is a homomorphism of Hopf algebras.
If the multiplicative order t of q is finite then the multiparameter version of the
small Lusztig quantum group is defined as the homomorphic image of Uq(g) subject
to additional relations u = 0, u ∈ Λ, u− = 0, u− ∈ Λ−, where Λ is the biggest Hopf
ideal of G〈X〉 that is contained in the ideal G〈X〉(2) generated by xixj , 1 ≤ i, j ≤ n.
Respectively Λ− is the biggest Hopf ideal of F 〈X−〉 that is contained in the ideal
F 〈X−〉(2) generated by x−i x
−
j , 1 ≤ i, j ≤ n.
Mirror generators. Of course there is no essential difference between positive
and negative quantum Borel subalgebras. More precisely, let us put yi = p
−1
ii x
−
i ,
y−i = −xi. Consider yi as a quantum variable with parameters fi, (χ
i)−1, while y−i
as a quantum variable with parameters gi, χ
i. Relations (2.45 – 2.47) are invariant
under the substitution xi ← p
−1
ii x
−
i , x
−
i ← −xi. Hence yi, y
−
i with H generate a
subalgebra which can be identified with the quantification Uq−1(g). At the same
time this subalgebra coincides with Uq(g). In this way one may replace positive
and negative quantum Borel subalgebras. We shall call the generators yi = p
−1
ii x
−
i ,
y−i = −xi as mirror generators.
Antipode. Recall that the antipode σ by definition satisfies
∑
a(1) · σ(a(2)) =∑
σ(a(1)) · a(2) = ε(a). Hence (2.32) implies σ(xi) = −g
−1
i xi, σ(x
−
i ) = −f
−1
i x
−
i .
In particular if u is a word in X ∪ X−, then guσ(u) is proportional to a word in
X ∪ X−, for σ is an antiautomorphism: σ(ab) = σ(b)σ(a). Moreover, if u, v are
linear combinations of words homogeneous in each y ∈ X ∪X−, then we have
(2.48) gugvσ([u, v]) = p
−1
vu [gvσ(v), guσ(u)].
Indeed, the left hand side equals gugv(σ(v)σ(u) − puvσ(u)σ(v)), while the right
hand side is p−1vu gvσ(v)guσ(u)−guσ(u)gvσ(v).We have gvσ(v) ·gu = pvugu ·gvσ(v),
and guσ(u) · gv = puvgv · guσ(u). This implies (2.48).
Γ-Grading and Γ+⊕Γ−-filtration. We are reminded that constitution of a word
u in H ∪ X ∪ X− is a family of nonnegative integers {my, y ∈ X ∪ X−} such
that u has my occurrences of y. Let Γ
+ denote the free additive (commutative)
monoid generated by X, while by Γ− the free additive monoid generated by X−.
Respectively Γ+⊕Γ− is the free additive monoid generated by X ∪X−, while Γ by
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definition is the free commutative group generated by X ∪X− with identification
x−i = −xi, 1 ≤ i ≤ n. We fix the following order on X ∪X
− :
(2.49) x1 > x2 > . . . > xn > x
−
1 > x
−
2 > . . . > x
−
n .
The monoid Γ+ ⊕ Γ− is a completely ordered monoid with respect to the order
(2.50) m1yi1 +m2yi2 + . . .+mkyik > m
′
1yi1 +m
′
2yi2 + . . .+m
′
kyik
if the first from the left nonzero number in (m1 −m′1,m2 −m
′
2, . . . ,mk −m
′
k) is
positive, where yi1 > yi2 > . . . > yik in X ∪X
−.
We associate a formal degree D(u) =
∑
y∈X∪X−myy ∈ Γ
+ ⊕ Γ− to a word
u in X ∪ X−, where {my, y ∈ X ∪ X−} is the constitution of u. Respectively, if
f =
∑
αiui ∈ H〈X∪X
−〉, 0 6= αi ∈ k[H ] is a linear combination of different words,
then D(f) = maxi{D(ui)}. This degree function defines a grading by Γ+ ⊕ Γ− on
H〈X ∪ X−〉. However relations (2.47), (2.18) are not homogeneous with respect
to this grading. Hence neither Fn nor Uq(g), uq(g), are graded by Γ
+ ⊕ Γ−, but
certainly they have a filtration defined by the induced degree function.
Relations (2.47), (2.18) became homogeneous if we consider the degree D(u) as
an element of the group Γ with identifications x−i = −xi. Hence Fn, Uq(g), and
uq(g) have grading by Γ (are Γ-homogeneous).
3. Triangular decomposition
It is well-known that there is so called triangular decomposition
(3.1) Uq(g) = U
−
q (g)⊗k[F ] k[H ]⊗k[G] U
+
q (g),
where U+q (g) is the positive quantum Borel subalgebra, the subalgebra generated
by G and values of xi, 1 ≤ i ≤ n, while U−q (g) is the negative quantum Borel
subalgebra, the subalgebra generated by F and values of x−i , 1 ≤ i ≤ n.
The small Lusztig quantum group has the triangular decomposition also
(3.2) uq(g) = u
−
q (g)⊗k[F ] k[H ]⊗k[G] u
+
q (g).
In fact the triangular decomposition holds not only for the quantizations defined
by the quantum Serre relations but also for arbitrary Hopf homomorphic images of
Fn. More precisely we have the following statement.
Theorem 3.1. ([7, Proposition 3.4]). The algebra A = 〈Fn ||ul = 0, w
−
t = 0〉 has
the triangular decomposition
(3.3) A = 〈F−n ||w
−
t = 0〉 ⊗k[F ] k[H ]⊗k[G] 〈F
+
n ||ul = 0〉
provided that 〈F−n ||w
−
t = 0〉 and 〈F
+
n ||ul = 0〉 are Hopf algebras, and ul, l ∈ L, w
−
t ,
t ∈ T are homogeneous polynomials respectively in xi, 1 ≤ i ≤ n and x
−
i , 1 ≤ i ≤ n
of total degree > 1.
Our goal in this section is to find conditions when a right coideal subalgebra of
A has a triangular decomposition.
Theorem 3.2. Let A be the Hopf algebra defined in the above theorem. Every
Γ-homogeneous right coideal subalgebra U ⊃ H of A has a decomposition
(3.4) U = U− ⊗k[F ] k[H ]⊗k[G] U
+,
where U− ⊃ F and U+ ⊃ G are homogeneous right coideal subalgebras respectively
of 〈F−n ||w
−
t = 0〉 and 〈F
+
n ||ul = 0〉.
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Proof. By [5, Theorem 1.1] the algebra U has a PBW-basis over the coradical
k[H ]. We shall prove that the PBW-basis can be constructed in such a way that
each PBW-generator for U belongs to either positive or negative component of
(3.3). By definition of PBW-basis (see, for example [7, Section 2]) this implies the
required decomposition of U .
Recall that the PBW-basis of U is constructed in the following way, see [5,
Section 4]. First, we fix a PBW-basis of A defined by the hard super-letters [3].
Due to the triangular decomposition (3.3) the PBW-generators for A belong to
either A+ = 〈F+n ||ul = 0〉 or A
− = 〈F−n ||w
−
t = 0〉. Then, for each PBW-generator
(hard super-letter) [u] we fix an arbitrary element cu ∈ U with minimal possible s,
if any, such that
(3.5) cu = [u]
s +
∑
αiWiRi +
∑
j
βjVj ∈ U, αi ∈ k, βj ∈ k[H ],
whereWi are basis words in less than [u] super-letters, Ri are basis words in greater
than or equal to [u] super-letters, D(WiRi) = sD(u), D(Vj) < sD(u). Next, Propo-
sition 4.4 [5] implies that the set of all chosen cu form a set of PBW-generators for
U. Since U is Γ-homogeneous, we may choose cu to be Γ-homogeneous as well.
We stress that the leading terms here are defined by the degree function with
values in the additive monoid Γ+⊕Γ− freely generated by X ∪X−, but not in the
group Γ, see the last subsection of Section 2. Equality D(WiRi) = sD(u) implies
that allWiRi in (3.5) have the same constitution in X∪X− as the leading term [u]s
does. Thus all WiRi’s and the leading term [u]
s belong to the same component of
the triangular decomposition. Hence it remains to show that if cu is Γ-homogeneous
then there are no terms Vj . In this case all terms Vj have the same Γ-degree and
smaller Γ+ ⊕ Γ−-degree. We shall prove that this is impossible.
If [u] ∈ A− then sD(u) = m1x
−
1 +m2x
−
2 + . . .+mnx
−
n , while the Γ
+⊕Γ−-degree
of Vj should be less than m1x
−
1 +m2x
−
2 + . . . + mnx
−
n . Hence due to definitions
(2.49) and (2.50) we have Vj ∈ A−. In particular the Γ-degree of Vj coincides with
the Γ+ ⊕ Γ−-degree, a contradiction.
Suppose that [u] ∈ A+. In this case sD(u) = m1x1 +m2x2 + . . . +mnxn. Let
d =
∑
i≤n sixi +
∑
i≤n rix
−
i be the Γ
+ ⊕ Γ−-degree of Vj . Since Γ-degree of Vj
coincides with Γ-degree of [u]s, we have si − ri = mi, 1 ≤ i ≤ n. This implies
si = mi+ ri ≥ mi. At the same time definition (2.50) and the condition d < sD(u)
imply sk < mk, where k is the smallest index such that sk 6= mk. Thus sk = mk for
all 1 ≤ k ≤ n. This yields rk = 0, 1 ≤ k ≤ n. In particular Γ-degree of Vj coincides
with the Γ+ ⊕ Γ−-degree, again a contradiction. 
Corollary 3.3. Let g be a semisimple complex Lie algebra. If q is not a root of
1, then Uq(g) has at most |W |2 different right coideal subalgebras containing the
coradical, where W is the Weyl group of g.
Proof. Due to Heckenberger—Schneider theorem, [1, Theorem 7.3], each of the
quantum Borel subalgebras U±q (g) has exactly |W | different right coideal subalge-
bras containing the coradical. At the same time by [7, Corollary 3.3] every sub-
algebra of Uq(g) containing H is Γ-homogeneous. Hence by Theorem 3.2 we have
a decomposition (3.4). We see that there are just |W |2 options to form the right
hand side of (3.4). 
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We should stress that when U± run through the sets of right coideal subalgebras
of the quantum Borel subalgebras the tensor product in the right hand side of (3.4)
is a right coideal but not always a subalgebra.
Our next goal is to state and prove a necessary condition for two right coideal
subalgebras U+, U− of the quantum Borel algebras to define in (3.4) a right coideal
subalgebra of Uq(so2n+1) (respectively of uq(so2n+1)).
4. Structure of quantum Borel subalgebras of Uq(so2n+1)
In this section we follow [6] to recall the basic properties of quantum Borel
subalgebras U±q (so2n+1). In what follows we fix a parameter q such that q
2 6= ±1,
q3 6= 1. Let ∼ denote the projective equality: a ∼ b if and only if a = αb, where
0 6= α ∈ k.
If C is a Cartan matrix of type Bn, relations (2.44) take up the form
(4.1) pnn = q, pii = q
2, pi i+1pi+1 i = q
−2, 1 ≤ i < n;
(4.2) pijpji = 1, j > i+ 1.
Starting with parameters pij satisfying these relations, we define the group G and
the character Hopf algebra G〈X〉 as in the above section. In this case the quantum
Borel algebra U+q (so2n+1) is defined as a quotient of G〈X〉 by the following relations
(4.3) [xi, [xi, xi+1]] = 0, 1 ≤ i < n; [xi, xj ] = 0, j > i+ 1;
(4.4) [[xi, xi+1], xi+1] = [[[xn−1, xn], xn], xn] = 0, 1 ≤ i < n− 1.
Here we slightly modify Serre relations (2.45) so that the left hand side of each
relation is a bracketed Lyndon-Shirshov word. It is possible to do due to the
following general relation in k〈X〉, see [4, Corollary 4.10]:
(4.5) [. . . [[xi, xj ], xj ], . . . xj ]︸ ︷︷ ︸
a
∼ [xj , [xj , . . . [xj︸ ︷︷ ︸
a
, xi] . . .]],
provided that pijpji = p
1−a
jj .
Definition 4.1. The elements u, v are said to be separated if there exists an index
j, 1 ≤ j ≤ n, such that either u ∈ k〈xi | i < j〉, v ∈ k〈xi | i > j〉 or vice versa
u ∈ k〈xi | i > j〉, v ∈ k〈xi | i < j〉.
Lemma 4.2. In the algebra U+q (so2n+1) every two separated homogeneous in each
xi ∈ X elements u, v (skew)commute, [u, v] = 0, in particular u · v ∼ v · u.
Proof. The statement follows from the second group of defining relations (4.3) due
to (2.8), (2.9). 
Definition 4.3. In what follows xi, n < i ≤ 2n denotes the generator x2n−i+1.
Respectively, u(k,m), 1 ≤ k ≤ m ≤ 2n is the word xkxk+1 · · ·xm−1xm. If 1 ≤ i ≤
2n, then ψ(i) is the number 2n−i+1, so that xi = xψ(i).We shall frequently use the
following properties of ψ : if i < j, then ψ(i) > ψ(j); ψ(ψ(i)) = i; ψ(i+1) = ψ(i)−1,
ψ(i− 1) = ψ(i) + 1.
Definition 4.4. If k ≤ i < m ≤ 2n, then we define
(4.6) σmk
df
= p(u(k,m), u(k,m)),
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(4.7) µm,ik
df
= p(u(k, i), u(i+ 1,m)) · p(u(i+ 1,m), u(k, i)).
Of course, one can easily find the σ’s and the µ’s by means of (4.1), (4.2). More
precisely, by [6, Eq. (3.10)] we have
(4.8) σmk =


q, if m = n, or k = n+ 1;
q4, if m = ψ(k);
q2, otherwise.
If m < ψ(k), then by [6, Eq. (3.13)] we have
(4.9) µm,ik =


q−4, if m > n, i = ψ(m)− 1;
1, if i = n;
q−2, otherwise.
If m = ψ(k), then by [6, Eq. (3.14)] we have
(4.10) µm,ik =
{
q2, if i = n;
1, otherwise.
If m > ψ(k), then then by [6, Eq. (3.15)] we have
(4.11) µm,ik =


q−4, if k ≤ n, i = ψ(k);
1, if i = n;
q−2, otherwise.
We define the bracketing of u(k,m), k ≤ m as follows.
(4.12) u[k,m] =


[[[. . . [xk, xk+1], . . .], xm−1], xm], if m < ψ(k);
[xk, [xk+1, [. . . , [xm−1, xm] . . .]]], if m > ψ(k);
β[u[n+ 1,m], u[k, n]], if m = ψ(k),
where β = −p(u(n+ 1,m), u(k, n))−1 normalizes the coefficient at u(k,m). Condi-
tional identity (2.7) and the second group of defining relations (4.3) show that the
value of u[k,m] in U+q (so2n+1) is independent of the precise alignment of brackets
provided that m ≤ n or k > n. Formula (2.48) and evident induction show that
(4.13) gkgk+1 · · · gmσ(u[k,m]) ∼ u[ψ(m), ψ(k)],
where σ is the antipode.
Lemma 4.5. ([6, Corollary 3.13]). If m 6= ψ(k), k ≤ n < m, then in U+q (so2n+1)
we have
(4.14) u[k,m] = [u[k, n], u[n+ 1,m]] = β[u[n+ 1,m], u[k, n]],
where β = −p(u(n+ 1,m), u(k, n))−1.
Proposition 4.6. ([6, Proposition 3.14]). If m 6= ψ(k), k ≤ i < m, then in
U+q (so2n+1) for each i, k ≤ i < m we have
[u[k, i], u[i+ 1,m]] = u[k,m]
with only two possible exceptions being i = ψ(m) − 1, and i = ψ(k). In particular
this decomposition holds for arbitrary i if m ≤ n or k > n.
Proposition 4.7. Let k ≤ i < j < m. If m 6= ψ(i) − 1, j 6= ψ(k), and m 6= ψ(k)
then [u[k, i], u[j + 1,m]] = 0. If m 6= ψ(i) − 1, j 6= ψ(k), and i 6= ψ(j) − 1, then
[u[j + 1,m], u[k, i]] = 0.
14 V.K. KHARCHENKO
Proof. The former statement follows from [6, Proposition 3.15]. Let m 6= ψ(i)− 1,
j 6= ψ(k), and i 6= ψ(j)− 1. If additionally m 6= ψ(k) then still [6, Proposition 3.15]
applies. Assume m = ψ(k). We shall use the following two relations
(4.15) [xλ, [xλ−1xλxλ+1]] = [[xλ−1xλxλ+1], xλ] = 0, l ∗ too
where 1 < λ < 2n, λ 6= n, n + 1. The latter one is precisely [6, Eq. (3.7)] with
k ← λ if λ < n, and with k ← ψ(λ) if λ > n + 1. The former one follows from
antisymmetry identity (2.11), for
p(xλ, xλ−1xλxλ+1)p(xλ−1xλxλ+1, xλ) = q
−2q4q−2 = 1.
That equalities imply the following two ones
(4.16) [xλ, u[k, a]] = 0, k ≤ λ < a ≤ n;
(4.17) [u[k, a], xλ] = 0, n < k < λ ≤ a.
Indeed, if in (4.16) we have λ = k then [xk, u[k, a]] = [[xk, [xk, xk+1]], u[k+2, a]] = 0,
for in this case u[k, a] is independent of the precise alignment of brackets, see Lemma
2.1, and of course [xk, u[k + 2, a]] = 0 due to Lemma 4.2. If λ > k then
[xλ, u[k, a]] ∼ [u[k, λ− 2], [xλ, [xλ−1xλxλ+1]], u[λ+ 2, a]]] = 0,
for [xλ, u[k, λ− 2]] = [xλ, u[λ+ 2, a]] = 0. The proof of (4.17) is quite similar.
Let i ≤ n < j. In this case the equality [u[1+j,m], u[k, i]] = 0 follows from (4.16)
with a← i if 1 + j > ψ(i). If 1 + j < ψ(i) this follows from (4.17) with k ← 1 + j,
a← m. We have 1 + j 6= ψ(i), for i 6= ψ(j)− 1.
Let i < j ≤ n. By Lemma 4.5 we have u[1 + j,m] = [u[1 + j, n], u[n+ 1,m]]. At
the same time [u[n+ 1,m], u[k, i]] = 0 due to (4.17) with k ← n+ 1, a← m, while
[u[1 + j, n], u[k, i]] = 0 since u[k, i] and u[1 + j, n] are separated, see Lemma 4.2.
Similarly, if n < i < j then by Lemma 4.5 we have u[k, i] = [u[k, n], u[n+ 1, i]].
At the same time [u[1 + j,m], u[k, n]] = 0 due to (4.16) with a ← n, while [u[1 +
j,m], u[n+ 1, i]] = 0 since u[1 + j,m] and u[n+ 1, i] are separated. 
The elements u[k,m] are important due to the following statements.
Proposition 4.8. [6, Proposition 4.1]. If q3 6= 1, q4 6= 1, then values of the
elements u[k,m], k ≤ m < ψ(k) form a set of PBW-generators for the algebra
U+q (so2n+1) over k[G]. All heights are infinite.
Proposition 4.9. ([6, Proposition 4.5]). If the multiplicative order t of q is finite,
t > 4, then the values of u[k,m], k ≤ m < ψ(k) form a set of PBW-generators for
u+q (so2n+1) over k[G]. The height h of u[k,m] equals t if m = n or t is odd. If
m 6= n and t is even, then h = t/2. In all cases u[k,m]h = 0 in u+q (so2n+1).
We stress that due to (4.8) the height h here equals the multiplicative order of
puu, where u = u[k,m]. The coproduct on u[k,m], k ≤ m ≤ 2n is given by the
following elegant formula, see [6, Theorem 4.3]:
(4.18) ∆(u[k,m]) = u[k,m]⊗ 1 + gk→m ⊗ u[k,m]
+
m−1∑
i=k
τi(1 − q
−2)gk→i u[i+ 1,m]⊗ u[k, i],
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where by definition gk→i = gkgk+1 · · · gi = g(u[k, i]), and
(4.19) τi = q
δni =
{
q, if i = n;
1, otherwise.
Formula (4.18) with (2.35) and (2.36) allows one to find the differentiation for-
mulae
(4.20) ∂i(u[k,m]) =


(1− q−2)τku[k + 1,m], if i ∈ {k, ψ(k)}, k < m;
0, if i /∈ {k, ψ(k)};
1, if i ∈ {k, ψ(k)}, k = m.
(4.21) ∂∗i (u[k,m]) =


(1− q−2)τm−1u[k,m− 1], if i ∈ {m,ψ(m)},m > k;
0, if i /∈ {m,ψ(m)};
1, if i ∈ {m,ψ(m)},m = k.
These differentiation formulae with differential representation of the simplest ad-
joint operators (2.42), (2.43) allows one to find the (skew) bracket of basis elements
u[k,m]∓ with the main generators x±i .
Lemma 4.10. If k < m, then in Uq(so2n+1) we have
(4.22) [u[k,m], x−i ] ∼


0, if i /∈ {k,m, ψ(k), ψ(m)};
gkfku[k + 1,m], if i ∈ {k, ψ(k)}, m 6= ψ(k);
u[k,m− 1], if i ∈ {m,ψ(m)}, m 6= ψ(k).
Proof. The statement follows from (2.43), (4.21), and (4.20). 
Lemma 4.11. If i < j, then in Uq(so2n+1) we have
(4.23) [xk, u[i, j]
−] ∼


0, if k /∈ {i, j, ψ(i), ψ(j)};
gifiu[i+ 1, j], if k ∈ {i, ψ(i)}, j 6= ψ(i);
u[i, j − 1], if k ∈ {j, ψ(j)}, j 6= ψ(i).
Proof. The statement follows from (2.42), (4.21), and (4.20). 
Corollary 4.12. If either k,m, ψ(k), ψ(m) /∈ [i, j] or i, j, ψ(i), ψ(j) /∈ [k,m], then
[u[k,m], u[i, j]−] = 0.
Proof. If k,m, ψ(k), ψ(m) /∈ [i, j], then due to Lemma 4.11 we have [u[k,m], x−t ] = 0
for every t ∈ [i, j]. Hence ad-identity (2.9) and evident induction imply the re-
quired equality, for u[i, j]− belongs to the subalgebra generated by x−t , t ∈ [i, j]. If
i, j, ψ(i), ψ(j) /∈ [k,m], then in perfect analogy we use ad-identity (2.8) and Lemma
4.10. 
5. Roots and related properties of quantum Borel subalgebras
Recall that a root of a homogeneous right coideal subalgebra U is degree of a
PBW-generator of U , see [7, Definition 2.9]. Due to [6, Corollary 5.7] all roots of a
homogeneous right coideal subalgebra U ⊃ G of positive quantum Borel subalgebra
have the form [k : m]
df
= xk + xk+1 + · · ·+ xm−1 + xm = D(u[k,m]), where 1 ≤ k ≤
m ≤ 2n. Here x2n−i+1 = xi, see Definition 4.3. An U -root is simple if it is not a
sum of two or more other U -roots.
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In what follows Σ(U) denotes the submonoid of Γ+ generated by all U -roots.
Certainly degree of any nonzero homogeneous element from U belongs to Σ(U).
Moreover if q is not a root of 1, then all PBW-generators have infinite heights.
Hence in this case Σ(U) is precisely the set of all degrees of nonzero homogeneous
elements from U . Simple U -roots are nothing more than indecomposable elements
from Σ(U). In particular [6, Lemma 8.9] shows that U is uniquely defined by Σ(U) :
if Σ(U) = Σ(U1), then U = U1. The following statement shows that the lattice of
right coideal subalgebras that contain the coradical is isomorphic to some lattice of
submonoids of Γ+.
Proposition 5.1. Let U,U1 ⊇ G be (homogeneous) right coideal subalgebras of
U+q (so2n+1), q
t 6= 1 (respectively of u+q (so2n+1), if q
t = 1, t > 4). Then U ⊆ U1 if
and only if Σ(U) ⊆ Σ(U1).
Proof. If U ⊆ U1, then every PBW-generator a of U belongs to U1. In particular
a is a (noncommutative) polynomial in G and PBW-generators of U1. Hence every
U -root, being a degree of some a, is a sum of U1-roots (degrees of PBW-generators
of U1); that is, Σ(U) ⊆ Σ(U1).
Let Σ(U) ⊆ Σ(U1). Consider the subalgebra U2 generated by U and U1. Certainly
this is a right coideal subalgebra. At the same time
Σ(U1) ⊆ Σ(U2) ⊆ Σ(U) + Σ(U1) = Σ(U1),
which implies Σ(U1) = Σ(U2), and U1 = U2 ⊇ U. 
The proved statement implies the following nice characterization of elements
from U in terms of degrees of its partial derivatives. Recall that the subalgebra A of
U+q (so2n+1) or u
+
q (so2n+1) generated over k by x1, x2, . . . , xn has a noncommutative
differential calculus (2.34). Due to (2.35) the subalgebra UA
df
= U ∩A is differential:
∂i(UA) ⊆ UA, 1 ≤ i ≤ n. Conversely, if UA is any differential subalgebra of A
homogeneous in each xi, then the subalgebra U generated by UA and G is a right
coideal subalgebra of U+q (so2n+1) or u
+
q (so2n+1), see [7, Lemma 2.10]. Let ∂u,
u = xi1xi2 · · ·xim denote the differential operator ∂i1∂i2 · · · ∂im . Certainly if f ∈ UA,
∂u(f) 6= 0, then degree of ∂u(f) belongs to Σ(U), for ∂u(f) ∈ UA ⊂ U. Interestingly
the converse statement is true as well.
Proposition 5.2. Let U ⊇ G be a (homogeneous) right coideal subalgebra of
U+q (so2n+1), q
t 6= 1 (respectively of u+q (so2n+1), if q
t = 1, t > 4). If f ∈ A is a ho-
mogeneous element such that for each differential operator ∂u we have D(∂u(f)) ∈
Σ(U) or ∂u(f) = 0, then f ∈ U.
Proof. Consider the differential subalgebra B generated by UA and f. As an alge-
bra B is generated by UA and all ∂u(f). Hence degrees of all nonzero homogeneous
elements from B belong to Σ(U) (in particular D(f) = D(∂∅(f)) ∈ Σ(U)). Propo-
sition 5.1 applied to the pair U, BG implies BG ⊆ U, and f ∈ U. 
We stress that the condition D(∂u(f)) ∈ Σ(U) is equivalent to D(f) ∈ Σ(U) +
D(u). Hence we may restate the proved statement: f ∈ U if and only if ∂u(f) = 0
for all words u such that D(f) /∈ Σ(U) + D(u). To put it another way, we have
a representation of homogeneous components U
(γ)
A , γ ∈ Γ
+ of UA in the form of
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kernel of a set of differential operators:
(5.1) U
(γ)
A =
⋂
γ /∈Σ(U)+D(u)
Ker ∂u.
Moreover Proposition 5.2 shows that right coideal subalgebras are differentially
closed in the following sense.
Corollary 5.3. If under the conditions of the above proposition D(f) ∈ Σ(U) and
∂i(f) ∈ U, 1 ≤ i ≤ n, then f ∈ U.
Proof. Indeed, if ∂i(f) ∈ U, 1 ≤ i ≤ n, then of course ∂u(f) ∈ U for all nonempty
words u. In particular either D(∂u(f)) ∈ Σ(U) or ∂u(f) = 0. Proposition 5.2
applies. 
Needless to say that all statements of this and the above sections remain valid for
negative quantum Borel subalgebra too. In particular all roots of a homogeneous
right coideal subalgebra U− ⊃ F of negative quantum Borel subalgebra have the
form [i : j]−
df
= x−i + x
−
i+1 + · · ·+ x
−
j−1 + x
−
j , where 1 ≤ i ≤ j ≤ 2n.
6. Minimal generators for right coideal subalgebras
of the quantum Borel algebra
Let S be a set of integer numbers from the interval [1, 2n]. A (noncommutative)
polynomial ΦS(k,m), 1 ≤ k ≤ m ≤ 2n is defined by induction on the number r of
elements in the set S ∩ [k,m) = {s1, s2, . . . , sr}, k ≤ s1 < s2 < . . . < sr < m as
follows:
(6.1) ΦS(k,m) = u[k,m]− (1 − q−2)
r∑
i=1
αsikm Φ
S(1 + si,m)u[k, si],
where αskm = τsp(u(1 + s,m), u(k, s))
−1, while the τ ’s was defined in (4.19).
We display the element ΦS(k,m) schematically as a sequence of black and white
points labeled by the numbers k− 1, k, k+1, . . . m− 1, m, where the first point is
always white, and the last one is always black, while an intermediate point labeled
by i is black if and only if i ∈ S :
(6.2)
k−1
◦
k
◦
k+1
◦
k+2
•
k+3
◦ · · ·
m−2
•
m−1
◦
m
•
Sometimes, if k ≤ n < m, it is more convenient to display the element ΦS(k,m) in
two lines putting the points labeled by indices i, ψ(i) that define the same variable
xi = xψ(i) in one column:
(6.3)
m
• · · · •
ψ(i)
◦ · · ·
n+1
•
k−1
◦ ◦ · · ·
ψ(m)
◦ · · · •
i
• · · ·
n
◦
The elements ΦS(k,m) are very important since every right coideal subalgebra
U ⊇ G of the quantum Borel subalgebra is generated as an algebra by G and
the elements of this form, see [6, Corollary 5.7]. Moreover U is uniquely defined
by its root sequence θ = (θ1, θ2, . . . , θn). The root sequence satisfies 0 ≤ θi ≤
2n − 2i + 1, and each sequence satisfying these conditions is a root sequence for
some U . There exists a constructive algorithm that allows one to find the generators
ΦS(k,m) if the sequence θ is given, see [6, Definition 10.1 and Eq. (10.6)]. More
precisely the algorithm allows one to find all possible values of the numbers k,m
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and the sets S. In particular one may construct all schemes (6.2) for the generators.
However the explicit form of ΦS(k,m) needs complicated inductive procedure (6.1).
These generators satisfy two additional important properties. First, their degrees,
D(ΦS(k,m)) = xk + xk+1 + · · · + xm, are simple U -roots; that is, D(ΦS(k,m)) is
not a sum of nonzero degrees of other elements from U , see [6, Claims 7,8]. Next,
the set S is always (k,m)-regular in the sense of the following definition, see [6,
Claim 5].
Definition 6.1. Let 1 ≤ k ≤ n < m ≤ 2n. A set S is said to be white (k,m)-regular
if for every i, k − 1 ≤ i < m, such that k ≤ ψ(i) ≤ m+ 1 either i or ψ(i)− 1 does
not belong to S ∪ {k − 1,m}.
A set S is said to be black (k,m)-regular if for every i, k ≤ i ≤ m, such that
k ≤ ψ(i) ≤ m+ 1 either i or ψ(i)− 1 belongs to S \ {k − 1,m}.
A set S is said to be (k,m)-regular if it is either black or white (k,m)-regular.
If m ≤ n, or k > n (or, equivalently, if u[k,m] is of degree ≤ 1 in xn), then by
definition each set S is both white and black (k,m)-regular.
To illustrate the notion of a regular set, we shall need a shifted representation
that appears from (6.3) by shifting the upper line to the left by one step and putting
the colored point labeled by n, if any, to the vacant position (so that this point
appears twice in the shifted scheme):
(6.4)
m
• · · · ◦
n+i
◦ · · ·
n+1
•
n
◦⇐
k−1
◦ ◦ · · ·
ψ(m)−1
• · · · •
n−i
• · · ·
n−1
◦
n
◦
If k ≤ n < m and S is white (k,m)-regular, then n /∈ S, for ψ(n) − 1 = n. If
additionally m < ψ(k), then taking i = ψ(m) − 1 we get ψ(i) − 1 = m, hence the
definition implies ψ(m) − 1 /∈ S. We see that if m < ψ(k), k ≤ n < m, then S is
white (k,m)-regular if and only if the shifted scheme of ΦS(k,m) given in (6.4) has
no black columns:
(6.5)
m
• · · · •
n+i
◦ ◦ · · ·
n
◦⇐
k−1
◦ · · ·
ψ(m)−1
◦ · · · ◦
n−i
• ◦ · · ·
n
◦
In the same way, if m > ψ(k), then for i = ψ(k) we get ψ(i) − 1 = k − 1, hence
ψ(k) /∈ S. That is, if m > ψ(k), k ≤ n < m, then S is white (k,m)-regular if and
only if the shifted scheme (6.4) has no black columns and the first from the left
complete column is a white one.
(6.6)
m
• · · ·
ψ(k)
◦ · · · •
n+i
◦ ◦ · · ·
n
◦⇐
k−1
◦ · · · ◦
n−i
• ◦ · · ·
n
◦
All in all, a set S is white (k,m)-regular, where 1 ≤ k ≤ n < m ≤ 2n, if the
shifted scheme obtained by painting k − 1 black does not contain columns with two
black points.
Similarly, if k ≤ n < m and S is black (k,m)-regular, then n ∈ S. If additionally
m < ψ(k), then taking i = ψ(m) − 1 we get ψ(i) − 1 = m, hence ψ(m) − 1 ∈ S.
We see that if m < ψ(k), k ≤ n < m, then S is black (k,m)-regular if and only if
the shifted scheme (6.4) has no white columns and the first from the left complete
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column is a black one.
(6.7)
m
• · · · •
n+i
◦ • · · ·
n
•⇐
k−1
◦ · · ·
ψ(m)−1
• · · · •
n−i
• ◦ · · ·
n
•
If m > ψ(k), then for i = ψ(k) we get ψ(i) − 1 = k − 1, hence ψ(k) ∈ S. That is,
if m > ψ(k), k ≤ n < m, then S is black (k,m)-regular if and only if the shifted
scheme (6.4) has no white columns:
(6.8)
m
• · · ·
ψ(k)
• · · · •
n+i
◦ • · · ·
n
•⇐
k−1
◦ · · · ◦
n−i
• • · · ·
n
•
All in all, a set S is black (k,m)-regular, where 1 ≤ k ≤ n < m ≤ 2n, if the
shifted scheme obtained by painting m white does not contain columns with two
white points.
At the same time we should stress that if m = ψ(k), then no one set is (k,m)-
regular. Indeed, for i = k − 1 we have ψ(i) − 1 = m. Hence both of the elements
i, ψ(i)− 1 belong to S ∪ {k − 1,m}, and therefore S is not white (k, ψ(k))-regular.
If we take i = m, then ψ(i) − 1 = k − 1, and no one of the elements i, ψ(i) − 1
belongs to S \ {k − 1,m}. Thus S is neither black (k, ψ(k))-regular.
Lemma 6.2. A set S is white (black) (k,m)-regular if and only if its complement
S with respect to [k,m) is black (white) (k,m)-regular.
Proof. The shifted scheme for ΦS(k,m) appears from that for ΦS(k,m) by changing
the color of all points except the first one, k − 1, and the last one, m. Under this
re-coloring a scheme of type (6.4) is transformed to (6.7), while a scheme of type
(6.5) is transformed to (6.8) and vice versa. 
Lemma 6.3. A set S is white (black) (k,m)-regular if and only if ψ(S)−1 is white
(black) (ψ(m), ψ(k))-regular. Here ψ(S)− 1 = {ψ(s)− 1 | s ∈ S}.
Proof. The shifted scheme for Φψ(S)−1(ψ(m), ψ(k)) appears from that for ΦS(k,m)
by switching rows and changing the color of the first and the last points. Under
that transformation a scheme of type (6.5) is transformed to (6.6), while a scheme
of type (6.7) is transformed to (6.8) and vice versa. 
Theorem 6.4. ([6, Corollary 10.4]). If q is not a root of 1 then every right coideal
subalgebra of U+q (so2n+1) that contains G is generated as an algebra by G and a set
of elements ΦS(k,m) with (k,m)-regular sets S. If qt = 1, t > 4, then this is the
case for every homogeneous right coideal subalgebra of u+q (so2n+1) that contains G.
Of course this theorem is valid for negative quantum Borel subalgebra as well.
In this case the generators take up the form ΦS−(k,m) with (k,m)-regular sets S,
where ΦS−(k,m), is the element (6.1) under the replacement xi ← x
−
i , 1 ≤ i ≤ n.
Proposition 6.5. If S is a (k,m)-regular set, then
ΦS(k,m) ∼ ΦT (ψ(m), ψ(k)),
where T = ψ(S)− 1 is a (ψ(m), ψ(k))-regular set and ψ(S) − 1 denotes the set
{ψ(s)− 1 | s ∈ S}, while the complement is related to the interval [ψ(m), ψ(k)).
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Proof. The proof follows from [6, Proposition 7.10] since due to Lemmas 6.2 and
6.3 the set S is white (black) (k,m)-regular if and only if T is black (white)
(ψ(m), ψ(k))-regular. 
Lemma 6.6. Let S be a white (k,m)-regular set. Assume s is a black point on the
scheme (6.2), and k− 1 ≤ t < s ≤ m. Then S is white (1 + t, s)-regular if and only
if either ψ(t)−1 is a white point or ψ(t)−1 /∈ [t, s]. In particular if either t is black
or t = k − 1, then S is white (1 + t, s)-regular.
Proof. The general statement follows from interpretation of regular sets given on
diagrams (6.5), (6.6). The points t, ψ(t)− 1 form a column on the shifted scheme.
Hence if either t is black or t = k − 1, then ψ(t)− 1 is white or it does not appear
on the scheme at all, that is ψ(t)− 1 /∈ [k − 1,m] ⊇ [t, s]. 
Similarly we have the following statement.
Lemma 6.7. Let S be a black (k,m)-regular set. Assume t is a white point on the
scheme (6.2), and k − 1 ≤ t < s ≤ m. Then S is black (1 + t, s)-regular if and only
if either ψ(s) − 1 is a black point or ψ(s) − 1 /∈ [t, s]. In particular if either s is
white or s = m, then S is black (1 + t, s)-regular.
Lemma 6.8. ([6, Corollaries 7.7, 7.13]) Let k ≤ t < m. The decomposition
(6.9) ΦS(k,m) ∼
[
ΦS(k, t),ΦS(1 + t,m)
]
is valid if either S∪{t} is white (k,m)-regular and t /∈ S, or S is black (k,m)-regular
and t /∈ S \ {n}.
Lemma 6.9. ([6, Corollaries 7.5, 7.14]) Let k ≤ s < m. The decomposition
(6.10) ΦS(k,m) ∼ [ΦS(1 + s,m),ΦS(k, s)]
is valid if either S is white (k,m)-regular and s ∈ S ∪ {n}, or S \ {s} is black
(k,m)-regular and s ∈ S.
We stress that due to Lemmas 6.6, 6.7 in these lemmas the set S appears to be
both (k, t)-regular and (1+ t,m)-regular; that is, the multiple use of the lemmas is
admissible.
Lemma 6.10. If S is (k,m)-regular set, then we have
(6.11) gk→m σ(Φ
S(k,m)) ∼ Φψ(S)−1(ψ(m), ψ(k)) ∼ ΦS(k,m),
where S is the complement of S with respect to [k,m), and σ is the antipode.
Proof. Assume S is white (k,m)-regular. We use induction on the number r of
elements in the intersection S ∩ [k,m). If r = 0, then the left hand side equals
gk→m σ(u[k,m]) ∼ u[ψ(m), ψ(k)] due to (4.13). Proposition 6.5 with S ← [k,m)
implies u[ψ(m), ψ(k)] ∼ Φ[k,m)(k,m), which is required. If r > 0 then we choose
s ∈ S, k ≤ s < m. By Lemma 6.9 we have decomposition (6.10). Using (2.48) and
the inductive supposition, we have
(6.12) gk→m σ(Φ
S(k,m)) ∼ [Φψ(S)−1(ψ(s), ψ(k)),Φψ(S)−1(ψ(m), ψ(1 + s))].
At the same time Lemma 6.3 implies that ψ(S)− 1 is a white (ψ(m), ψ(k))-regular
set, and ψ(1 + s) = ψ(s) − 1 ∈ ψ(S) − 1. Hence we may apply Lemma 6.9, that
shows that the right hand side of (6.12) is proportional to Φψ(S)−1(ψ(m), ψ(k)).
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This proves the first proportion in (6.11). The second one follows from Proposition
6.5.
If S is black (k,m)-regular, then Lemma 6.5 reduces the consideration to white
regular case. 
Lemma 6.11. Let US(k,m) be the right coideal subalgebra generated by G and by
an element ΦS(k,m) with a (k,m)-regular set S. In this case the monoid Σ(US(k,m))
defined in the above section coincides with the monoid Σ generated by all [1 + t : s]
with t being a white point and s being a black point on the scheme (6.2).
Proof. Proposition 9.3 [6] implies that degrees of all homogeneous elements from
US(k,m) belong to Σ. Hence Σ(US(k,m)) ⊆ Σ. At the same time Lemma 9.7
[6] says that every indecomposable in Σ element [1 + t : s] is a simple US(k,m)-
root. Since certainly Σ is generated by its indecomposable elements, we have Σ ⊆
Σ(US(k,m)). 
Lemma 6.12. Let S be a white (k,m)-regular set, t < s be respectively white and
black points on the scheme (6.2). If ψ(1+ t) is not a black point (it is white or does
not appear on the scheme at all) then [1 + t : s] is a simple US(k,m)-root, and
ΦS(1 + t, s) ∈ US(k,m).
Proof. By [6, Lemma 9.5] the element [1 + t : s] is indecomposable in Σ. Hence
by Lemma 6.11 it is a simple US(k,m)-root. At the same time [6, Theorem 9.8]
implies ΦS(1 + t, s) ∈ US(k,m). 
Lemma 6.13. Let S be a black (k,m)-regular set, t < s be respectively white and
black points on the scheme (6.2). If ψ(1 + s) is not a white point then [1 + t : s] is
a simple US(k,m)-root, and ΦS(1 + t, s) ∈ US(k,m).
Proof. Similarly by [6, Lemma 9.6] the element [1 + t : s] is indecomposable in Σ.
Hence by Lemma 6.11 it is a simple US(k,m)-root, while [6, Theorem 9.8] implies
ΦS(1 + t, s) ∈ US(k,m). 
Lemma 6.14. Let S be a (k,m)-regular set. If t < s are respectively white and
black points on the scheme (6.2), then ΦS(1 + t, s) ∈ US(k,m) unless t < n < s.
Proof. Let S be white (k,m)-regular. Assume s ≤ n. The point ψ(k) is not black
on the schemes (6.5), (6.6). Hence Lemma 6.12 with t ← k − 1, s ← s implies
ΦS(k, s) ∈ US(k,m). Again by Lemma 6.12 applied to US(k, s) we get ΦS(1+t, s) ∈
US(k, s) ⊆ US(k,m).
Assume t ≥ n. The point n = ψ(n + 1) is white on the schemes (6.5), (6.6).
Therefore Lemma 6.12 with t← n, s← m implies ΦS(1+n,m) ∈ US(k,m). Again
by Lemma 6.12 applied to US(1 + n,m) we get ΦS(1 + t, s) ∈ US(1 + n,m) ⊆
US(k,m).
If S is black (k,m)-regular, then we may apply Lemma 6.13 in a similar way or
just use the duality given in Proposition 6.5. 
7. Necessary condition
Let U− ⊇ F and U+ ⊇ G be right coideal subalgebras of respectively negative
and positive quantum Borel subalgebras. As we mentioned in the above section
U+ is generated as algebra by G and elements of the form ΦS(k,m) with (k,m)-
regular sets S. Respectively U− is generated as algebra by F and elements of the
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form ΦT−(i, j) with (i, j)-regular sets T. Here Φ
T
−(i, j) appears from Φ
T (i, j) given
in (6.1) under the substitutions xt ← x
−
t , 1 ≤ t ≤ 2n.
To state a necessary condition for tensor product (3.4) to be a subalgebra we
display the regular generators ΦS(k,m) and ΦT−(i, j) graphically as defined in (6.2):
(7.1)
S
k−1
◦ · · ·
i−1
•
i
•
i+1
◦ · · ·
m
•
T ◦ ◦ • · · · • · · ·
j
•
.
We shall call this scheme a Smk T
j
i -scheme. Sometimes in this notation we omit
those of the indices that are fixed in the context. For example if k,m, i, j are
fixed, this is a ST -scheme. Lemma 6.5 shows that the element ΦS(k,m) up to a
scalar factor equals the element Φψ(S)−1(ψ(m), ψ(k)) that has essentially different
representation (6.2). By this reason to the pair ΦS(k,m), ΦT−(i, j) we may associate
three more schemes:
(7.2)
S
k−1
◦ · · ·
ψ(j)−1
•
ψ(j)
•
ψ(j)+1
◦ · · ·
m
•
T ∗ ◦ • • · · · ◦ · · ·
ψ(i)
•
.
Here T ∗ is the set ψ(T )− 1, the complement of {ψ(t) − 1 | t ∈ T } with respect to
[ψ(j), ψ(i)). By definition this is the Smk T
∗ψ(i)
ψ(j) -scheme, or shortly the ST
∗-scheme.
(7.3)
S∗
ψ(m)−1
◦ · · ·
j−2
•
j−1
◦
j
◦ · · ·
ψ(k)
•
T
i−1
◦ · · · • · · · ◦ ◦ •
.
Here S∗ is the set ψ(S)− 1, the complement of {ψ(s) − 1 | s ∈ S} with respect to
[ψ(j), ψ(i)). By definition this is the S
∗ψ(k)
ψ(m) T
j
i -scheme, or shortly the S
∗T -scheme.
(7.4)
S∗
ψ(m)−1
◦ · · ·
ψ(i)−1
◦
ψ(i)
◦ · · ·
ψ(k)
•
T ∗
ψ(j)−1
◦ · · · ◦ · · · • •
.
Again by definition this is the S
∗ψ(k)
ψ(m) T
∗ψ(i)
ψ(j) -scheme, or shortly the S
∗T ∗-scheme.
Definition 7.1. A scheme is said to be balanced if it has no fragments of the form
(7.5)
t
◦ · · ·
s
•
◦ · · · •
.
Theorem 7.2. Consider the triangular decomposition of a right coideal subalgebra
given in Theorem 3.2
(7.6) U = U− ⊗k[F ] k[H ]⊗k[G] U
+.
If ΦS(k,m), ΦT−(i, j) are the regular generators respectively of U
+ and U− defined
by simple roots [k : m] and [i : j]−, then either all four schemes (7.1− 7.4) defined
by this pair are balanced, or one of them has the form
(7.7)
t
◦ · · · ◦ · · · • · · ·
s
•
◦ · · · • · · · ◦ · · · •
,
where no one intermediate column has points of the same color.
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The next lemma shows that to see that a given pair satisfies the conclusion of
the theorem it is sufficient to check just two first schemes (7.1), (7.2).
Lemma 7.3. ST -Scheme (7.1) is balanced if and only if so is S∗T ∗- scheme (7.4).
Similarly ST ∗-scheme (7.2) is balanced if and only if so is S∗T -scheme (7.3). ST -
Scheme (7.1) has the form (7.7) if and only if so does S∗T ∗-scheme (7.4). Respec-
tively ST ∗-scheme (7.2) has the form (7.7) if and only if so does S∗T -scheme (7.3).
Proof. Consider a transformation ρ of schemes that moves a point a to ψ(a) − 1
and changes the color. This transformation maps ST -scheme to S∗T ∗-scheme and
ST ∗-scheme to S∗T -scheme. At the same time it changes the order of columns.
In particular the fragment of the form (7.5) transforms to a fragment of the same
form with t← ψ(s)− 1, s← ψ(t)− 1. 
8. Additional relations
In this and the next technical sections we are going to describe two important
cases when
[
ΦS(k,m),ΦT−(i, j)
]
belongs to k[H ]. The first one (Theorem 8.1) is
the case when ST -scheme has the form (7.7), while the second one (Theorem 9.5)
provides conditions when this bracket equals zero.
We fix the following notations. Let hi denote gifi ∈ H, while gk→m is the prod-
uct gkgk+1 . . . gm, respectively fk→m = fkfk+1 . . . fm, and hk→m = gk→mfk→m.
In the same way χk→m = χkχk+1 . . . χm. Similarly Pk→m,i→j is χ
k→m(gi→j) =
χi→j(fk→m). Of course we have Pk→m,i→j = Pψ(m)→ψ(k),ψ(j)→ψ(i). In these nota-
tions Definition 4.4 takes the form σmk = Pk→m,k→m; µ
m,i
k = Pk→i,i+1→m ·Pi+1→m,k→i.
Theorem 8.1. If S is a (k,m)-regular set then[
ΦS(k,m),ΦS−(k,m)
]
∼ 1− hk→m,
where S is a complement of S with respect to the interval [k,m).
Proof. We use induction on m− k. If m = k, the statement is clear.
Suppose firstly that n /∈ [k,m). In this case each set is both black and white
(k,m)-regular. Hence by Lemma 6.8 and Lemma 6.9 with t = m− 1 we have
ΦS(k,m) ∼
{
[ΦS(k,m− 1), xm] if m− 1 /∈ S;
[xm,Φ
S(k,m− 1)] if m− 1 ∈ S,
and
ΦS−(k,m) ∼
{
[x−m,Φ
S
−(k,m− 1)] if m− 1 /∈ S;
[ΦS−(k,m− 1), x
−
m] if m− 1 ∈ S.
Let us fix for short the following designations: u = ΦS(k,m−1), v− = ΦS−(k,m−1).
By the inductive supposition we have [u, v−] = α(1− hkm−1), α 6= 0. Consider the
algebra F2 defined by the quantum variables z1, z2 with gz1 = gr(u) = gk→m−1,
χz1 = χu, gz2 = gm, χ
z2 = χm, and respectively gz−
1
= gr(v−) = fk→m−1,
χz
−
1 = (χu)−1, gz−
2
= fm, χ
z−
2 = (χm)−1. Since due to Lemma 2.2 we have
[u, x−m] = [xm, v
−] = 0, the map z1 → u, z2 → xm, z
−
1 → α
−1v−, z−2 → x
−
m
has an extension up to a homomorphism of algebras. Hence by Lemma 2.3 we have
[[u, xm], [x
−
m, v
−]] = ε(1 − hk→m), where the coefficient ε = (1 − p(z1, z2)p(z2, z1))
equals 1 − q−2, for p(z1, z2) = p(u, xm) = pkmpk+1m . . . pm−1m and p(z2, z1) =
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p(xm, u) = pmkpmk+1 . . . pmm−1. Since conditions of Lemma 2.3 are invariant un-
der the substitution i↔ j, we have also [[xm, u], [v−, x−m]] = ε(1− hk→m), which is
required.
Now consider the case n ∈ [k,m). Suppose that S is white (k,m)-regular and
m < ψ(k). In this case S is black (k,m)-regular. Let t denote the first white point
next in order to ψ(m)− 1. Since n is a white point, we have t ≤ n.
(8.1)
m
• ◦ ◦
ψ(t)
◦
ψ(t)−1
∗ · · ·
n
◦⇐
k−1
◦ . . .
ψ(m)−1
◦ • •
t−1
•
t
◦ · · ·
n
◦
The set S∪{ψ(t)−1} is white (k,m)-regular, unless ψ(t)−1 = n. Hence by Lemma
6.8 and Lemma 6.9 we have
ΦS(k,m) ∼
{
[ΦS(k, ψ(t)− 1),ΦS(ψ(t),m)] if ψ(t)− 1 /∈ S ∪ {n};
[ΦS(ψ(t),m),ΦS(k, ψ(t)− 1)] if ψ(t)− 1 ∈ S ∪ {n}.
Similarly S \ {ψ(t)− 1} is black (k,m)-regular, unless ψ(t)− 1 = n. The condition
ψ(t) − 1 /∈ S \ {n} is equivalent to ψ(t) − 1 ∈ S ∪ {n}. Hence these lemmas imply
also
ΦS−(k,m) ∼
{
[ΦS−(ψ(t),m),Φ
S
−(k, ψ(t)− 1)] if ψ(t)− 1 /∈ S ∪ {n};
[ΦS−(k, ψ(t)− 1),Φ
S
−(ψ(t),m)] if ψ(t)− 1 ∈ S ∪ {n}.
Let us fix for short the following designations: u = ΦS(k, ψ(t)−1), v = ΦS(ψ(t),m),
w− = ΦS−(k, ψ(t)− 1), y
− = ΦS−(ψ(t),m). By the inductive supposition we have
(8.2) [u,w−] = α(1 − hk→ψ(t)−1), [v, y
−] = β(1− hψ(t)→m),
where α 6= 0, β 6= 0.
Assume t 6= n (equivalently, ψ(t)− 1 6= n). In this case u and w− have further
decompositions according to Lemmas 6.8, 6.9:
(8.3) u = [ΦS(n+ 1, ψ(t)− 1),ΦS(k, n)], w− = [ΦS−(k, n),Φ
S
−(n+ 1, ψ(t)− 1)].
Moreover, S and S are both black and white (k, n)-regular. Since ψ(m) − 1, t are
white points for S and black points for S, we have
ΦS(k, n) = [[a1, a2], a3], Φ
S
−(k, n) = [b
−
3 , [b
−
2 , b
−
1 ]],
where a1 = Φ
S(k, ψ(m) − 1), a2 = ΦS(ψ(m), t), a3 = ΦS(t + 1, n), and similarly
b−1 = Φ
S
−(k, ψ(m) − 1), b
−
2 = Φ
S
−(ψ(m), t), b
−
3 = Φ
S
−(t + 1, n). All points of the
interval [ψ(m), t) are black for S (of course if t = ψ(m), then this interval is empty).
Hence all points of the interval [ψ(t),m) are white (otherwise S is not white (k,m)-
regular). In particular
(8.4) v = ΦS(ψ(t),m) = Φ∅(ψ(t),m) = u[ψ(t),m].
At the same time, using Lemma 6.5, we have
(8.5) a2 = Φ
S(ψ(m), t) = Φ[ψ(m),t)(ψ(m), t) ∼ Φ∅(ψ(t),m) = u[ψ(t),m].
Hence by (8.2) we have [a2, y
−] ∼ [v, y−] ∼ 1− hψ(t)→m. Lemma 2.2 implies
0 = [a1, y
−] = [a3, y
−] = [ΦS(n+ 1, ψ(t)− 1), y−].
Therefore
[ΦS(k, n), y−] = [[[a1, a2], a3], y
−]
(2.19)
∼ [[[a1, a2], y
−], a3]
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(2.5)
= [[a1, [a2, y
−]], a3]
(2.25)
∼ [a1, a3] = 0,
for a1, a3 are separated in U
+
q (so2n+1). Thus, (8.3) implies [u, y
−] = 0.
In perfect analogy we have [v, w−] = 0. Consider the algebra F2 defined by
quantum variables z1, z2 with gz1 = gr(u) = gk→ψ(t)−1, χ
z1 = χu, gz2 = gr(v) =
gψ(t)→m, χ
z2 = χv, and respectively gz−
1
= gr(w−) = fk→ψ(t)−1, χ
z−
1 = (χu)−1,
gz−
2
= gr(y−) = fψ(t)→m, χ
z−
2 = (χv)−1. Due to (8.2) and [u, y−] = [v, w−] = 0,
the map z1 → u, z2 → v, z
−
1 → α
−1w−, z−2 → β
−1y− has an extension up to a
homomorphism of algebras. Hence by Lemma 2.3 we have [[u, v], [y−, w−]] = ε(1−
hk→m), where the coefficient ε equals 1− q−2, for p(z1, z2)p(z2, z1) = p(u, v)p(v, u)
= µ
m,ψ(t)−1
k = q
−2 due to (4.9). Conditions of Lemma 2.3 are invariant under
the substitution i ↔ j. Hence we have also [[v, u], [w−, y−]] = ε(1 − hk→m), which
proves the required relation for t 6= n.
Assume t = n. In this case ΦS(k,m) = [v, u], ΦS−(k,m) = [w
−, y−] and we have
u = ΦS(k, n) = [a1, b1], w
− = ΦS−(k, n) = [b
−
2 , b
−
1 ],
where a1 = Φ
S(k, ψ(m) − 1), a2 = ΦS(ψ(m), n), and b
−
1 = Φ
S
−(k, ψ(m) − 1),
b−2 = Φ
S
−(ψ(m), n). Equalities (8.4) and (8.5) with t ← n show that a2 ∼ v. Hence
ΦS(k,m) = [v, u] ∼ [v, [a1, v]], while [v, [a1, v]] ∼ [[a1, v], v] due to conditional
identity (2.11), for p(a1v, v)p(v, a1v) = µ
m,n
k = 1, see (4.9). Similarly
ΦS−(k,m) = [w
−, y−] ∼ [[b−2 , b
−
1 ], y
−] ∼ [[y−, b1], y
−] ∼ [y−, [y−, b−1 ]].
Consider the algebra F2 defined by quantum variables z1, z2 with gz1 = gr(a1) =
gk→ψ(m)−1, χ
z1 = χa1 , gz2 = gr(v) = gn+1→m, χ
z2 = χv, and respectively gz−
1
=
gr(b−1 ) = fk→ψ(m)−1, χ
z−
1 = χb
−
1 = (χa1)−1, gz−
2
= gr(y−) = fn+1→m, χ
z−
2 = χy
−
= (χv)−1. By the considered above case “n /∈ [k,m)” we have [a1, b
−
1 ] = γ(1 −
hk,ψ(m)−1). Since Lemma 2.2 implies [a1, y
−] = [v, b−1 ] = 0, the map z1 → a1,
z2 → v, z
−
1 → γ
−1b−1 , z
−
2 → β
−1y− has an extension up to a homomorphism of
algebras. Hence by Lemma 2.4 we have [[[a1, v], v], [y
−, [y−, b−1 ]]] = ε(1− hk→m).
It remains to note that ε 6= 0. Definition (4.6) implies p(z2, z2) = p(v, v) = σ
m
n+1,
while (4.8) shows that σmn+1 = q. Further, p(z1, z2)p(z2, z1) = p(a1, v)p(v, a1) =
µ
n,ψ(m)−1
k = q
−2, see (4.7), (4.9). Hence ε = (1 + q)(1 − q−2)(1 − q−1) 6= 0. This
completes the proof of the case “m < ψ(k), S is white (k,m)-regular”.
If S is black (k,m)-regular and still m < ψ(k), then by Lemma 6.2 the set S
is white (k,m)-regular. Hence
[
ΦS(k,m),ΦS−(k,m)
]
∼ 1 − hk→m. Let us apply
hk→mσ, where σ is the antipode, to this equality. By (2.48) and (6.11) we have[
ΦS−(k,m),Φ
S(k,m)
]
∼ 1− hk→m. It remains to apply antisymmetry (2.20).
If m > ψ(k) then Lemma 6.5 reduces consideration to the case “m < ψ(k).” 
Corollary 8.2. If k ≤ m 6= ψ(k), then in the algebra Uq(so2n+1) we have
(8.6) [u[k,m], u[ψ(m), ψ(k)]−] ∼ 1− hk→m.
Proof. Proposition 6.5 with S = ∅ applied to the mirror generators implies u[ψ(m), ψ(k)]− ∼
Φ
[k,m)
− (k,m). Hence Theorem 8.1 works. 
26 V.K. KHARCHENKO
9. Pairs with strong schemes
In this section we determine when
[
ΦS(k,m),ΦT−(i, j)
]
equals zero. Let us con-
sider firstly the case S = T = ∅.
Proposition 9.1. Let i 6= k, j 6= m, k ≤ m, i ≤ j. If ψ(m), ψ(k) /∈ [i, j] or,
equivalently, k,m /∈ [ψ(j), ψ(i)], then in Uq(so2n+1) we have
[u[k,m], u[i, j]−] = 0.
Proof. If m = ψ(k), then conditions ψ(m), ψ(k) /∈ [i, j] certainly imply k, m, ψ(m),
ψ(k) /∈ [i, j], and one may use Corollary 4.12. If j = ψ(i), then ψ(t) /∈ [i, j] if and
only if t /∈ [i, j]. Hence again ψ(m), ψ(k) /∈ [i, j] implies k,m, ψ(m), ψ(k) /∈ [i, j],
and Corollary 4.12 applies. Thus, further we may assume m 6= ψ(k), j 6= ψ(i).
We shall use induction on the parameter m− k+ j − i. If either m = k or j = i,
then the statement follows from (4.22) and (4.23). Assume k < m, i < j. Condition
ψ(m), ψ(k) /∈ [i, j] holds if and only if one of the following two options is fulfilled:
A. ψ(m) < i < j < ψ(k);
B. ψ(m) < ψ(k) < i < j, or i < j < ψ(m) < ψ(k);
Let us consider these options separately.
A. Since ψ(k), ψ(m) /∈ [i, j], by Corollary (4.12) we may suppose that either
k ∈ [i, j] or m ∈ [i, j]. The option A is equivalent to k < ψ(j) < ψ(i) < m, for ψ
changes the order.
By Proposition 4.6 with i← ψ(j)−1 we have u[k,m] = [u[k, ψ(j)−1], u[ψ(j),m]].
Indeed, the exceptional equality ψ(j)−1 = ψ(m)−1 implies a contradiction j = m.
The exceptional equality ψ(j) − 1 = ψ(k) implies j = k − 1, hence j < k < m, in
particular k,m /∈ [i, j].
Similarly, Proposition 4.6 with k ← ψ(j), i ← ψ(i) shows that u[ψ(j),m] =
[u[ψ(j), ψ(i)], u[ψ(i) + 1,m]]. Indeed, we have m 6= ψ(ψ(j)) = j, and ψ(i) 6=
ψ(ψ(j)) = j. The remaining condition, ψ(i) 6= ψ(m)−1, is also valid since otherwise
i = m+ 1, and again k,m /∈ [i, j], and again Corollary 4.12 applies.
Let us fix the for short following designations: u = u[k, ψ(j)−1], v = u[ψ(j), ψ(i)],
w = u[ψ(i)+1,m], z− = u[i, j]−. Corollary 8.2 implies [v, z−] ∼ 1−hv. Proposition
4.7 with i ← ψ(j) − 1, j ← ψ(i) shows that [u,w] = 0, for m = ψ(ψ(j) − 1)− 1 is
equivqlent to m = j, while ψ(i) = ψ(k) is equivalent to i = k. Using (2.19) we have
(9.1) [u[k,m], u[i, j]−] = [[u, [v, w]], z−] = [u, [[v, w], z−]] + pz,vw[[u, z
−], [v, w]].
If j 6= n, then ψ(j) − 1 6= j, and still ψ(k) 6= ψ(i) − 1. Hence by the inductive
supposition withm← ψ(j)−1 we have [u, z−] = 0. If i 6= n+1, then ψ(i)+1 6= i, and
still m 6= ψ(ψ(i)+1) = i− 1. Hence by the inductive supposition with k ← ψ(i)+1
we have [w, z−] = 0. Thus for i 6= n+ 1, j 6= n we may continue (9.1):
(9.2) ∼ [u, [[v, z−], w]]
(2.26)
∼ [u, hv · w]
(2.12)
∼ hv[u,w] = 0.
Suppose that j = n. In this case we have k ∈ [i, j] = [i, n], for m > ψ(j) =
n+ 1 > j. Moreover i 6= n+ 1, for i < j = n. Hence still [w, z−] = 0, and the first
addend in (9.1) is zero (see arguments in (9.2)).
By additional induction on t− k we shall prove the following equation:
(9.3) [u[k, t], u[i, t]−] =
t−1∑
b=k−1
αbu[i, b]
− · u[k, b],
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where i < k ≤ t ≤ n, 0 6= αb ∈ k, and by definition u[k, k − 1] = 1.
If t = k, the formula follows from (4.23). In the general case by the main
inductive supposition we have [u[k, t − 1], u[i, t]−] = 0, for k 6= i, t − 1 6= t; ψ(k),
ψ(t− 1) /∈ [i, t]; and t− 1 6= ψ(k), t 6= ψ(i) due to i < k ≤ t ≤ n. Therefore
[u[k, t], u[i, t]−] = [[u[k, t− 1], xt], u[i, t]
−]
(2.5)
= [u[k, t− 1], [xt, u[i, t]
−]].
Here we would like to apply inhomogeneous substitution (4.23) to the right factor
of brackets. To do this we must fix the coefficient:
∼ u[k, t− 1] · u[i, t− 1]− − χk→t−1(gtfi→t)u[i, t− 1]
− · u[k, t− 1]
= [u[k, t− 1], u[i, t− 1]−] + αt−1u[i, t− 1]
− · u[k, t− 1],
where αt−1 = χ
k→t−1(fi→t−1)(1−χk→t−1(ht)) 6= 0. Thus by induction on t we get
(9.3).
Relation (9.3) with t = n takes the form [u, z−] =
∑n−1
b=k−1 αbu[i, b]
− · u[k, b].
Sinse the first addend in (9.1) is zero, we may continue (9.1):
∼
[
n−1∑
b=k−1
αbu[i, b]
− · u[k, b], [v, w]
]
.
We have seen that [v, w] = u[n+ 1,m]. At the same time [u[k, b], u[n+ 1,m]] = 0
by Proposition 4.7 with i ← b, j ← n. Indeed, m 6= ψ(b) − 1 since m > ψ(i)
and i < k ≤ b implies ψ(i) > ψ(b), while n 6= ψ(k) since k ∈ [i, n]. It remains
to note that [u[i, b]−, u[n+ 1,m]]
(2.20)
∼ [u[n + 1,m], u[i, b]−] = 0 by the inductive
supposition with k ← n+ 1, j ← b, for now n+ 1 6= i, m 6= b, ψ(n+ 1) = n /∈ [i, b],
ψ(m) /∈ [i, b], and of course m 6= ψ(n+ 1) = n = j, b 6= ψ(i) > n.
Similarly we consider the case i = n + 1. In this case m ∈ [i, j] = [n+ 1, j], for
k < ψ(i) = n < i.Moreover, j 6= n, for n+1 = i < j. Hence still [u, z−] = 0; that is,
the second addend in (9.1) equals zero, and by means of (2.19) we contimue (9.1):
(9.4) = [u, [[v, w], z−]] = [u, [v, [w, z−]]] + pz,w[u, [[v, z
−], w]].
Arguments in (9.2) show that here the second addend is zero. Since [u,w] =
[u, z−] = 0, we have [u, [w, z−]] = 0. Hence conditional identity (2.5) implies that
the first addend in (9.4) equals
(9.5) [[u, v], [w, z−]] = [u[k, n], [w, z−]].
By downward induction on t we shall prove the following equation:
(9.6) [u[t,m], u[t, j]−] =
µ+1∑
a=t+1
αaht→a−1 u[a, j]
− · u[a,m],
where n < t, µ = min{m, j}, 0 6= αa ∈ k, and by definition u[µ+ 1, µ] = 1.
If t = j or t = m the equation follows from (4.22) and (4.23). In the general case
by the main inductive supposition we have [u[t,m], u[t+ 1, j]−] = 0, for t 6= t + 1,
m 6= j, ψ(t), ψ(m) /∈ [t+ 1, j]. Therefore
[u[t,m], u[t, j]−] = [u[t,m], [x−t , u[t+ 1, j]
−]]
(2.5)
= [[u[t,m], x−t ]], u[t+ 1, j]
−]
(4.22)
∼ [ht · u[t+ 1,m], u[t+ 1, j]
−].
To prove (9.6) it remains to apply (2.14) and the inductive supposition for downward
induction. Here the new coefficient αt+1 is nonzero since χ
t+1→j(ht) = q
−2 6= 1.
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Equation (9.6) with t = n+ 1 implies
(9.7) [u[k, n], [w, z−]] =
[
u[k, n],
m+1∑
a=n+2
αahn+1→a−1u[a, j]
− · u[a,m]
]
.
By Proposition 4.7 with i ← n, j ← a − 1 we have [u[k, n], u[a,m]] = 0, for
m 6= ψ(n)−1 = n sincem > i = n+1, and a−1 6= ψ(k) since a−1 ≤ m ≤ j < ψ(k).
Due to (2.12) it remains to note that [u[k, n], u[a, j]−] = 0 by the inductive
supposition with m← n, i← a, for now n 6= j, k 6= a, ψ(k) /∈ [a, j], ψ(n) = n+1 /∈
[a, j], and n 6= ψ(k) > n, j 6= ψ(a) < n.
B. In this case ψ(k), ψ(m) /∈ [i, j], hence by Corollary (4.12) we may suppose
that either k ∈ [i, j] or m ∈ [i, j]. Application of ψ shows that the option B is
equivalent to
(9.8) ψ(j) < ψ(i) < k < m, or k < m < ψ(j) < ψ(i).
In particular again due to Corollary (4.12) we may suppose that either i ∈ [k,m]
or j ∈ [k,m], for (9.8) implies ψ(i), ψ(j) /∈ [k,m]. Since i 6= k, j 6= m, it remains
to consider two configurations: k < i ≤ m < j and i < k ≤ j < m. Moreover, the
substitution i↔ k j ↔ m transforms the original conditions B to equivalent form
(9.8). Therefore it suffices to consider just one of the above configurations.
Suppose that k < i ≤ m < j. In this case Proposition 4.6 with k ← i, m ← j,
i ← i shows that u[i, j]− = [x−i , u[i + 1, j]
−], unless i = ψ(j) − 1. If i 6= ψ(j) − 1,
then by the inductive supposition we have [u[k,m], u[i+ 1, j]−] = 0, for now k < i,
m 6= j and ψ(k), ψ(m) /∈ [i, j] ⊃ [i+ 1, j]. Hence by (2.5) and (4.22) we have
[u[k,m], [x−i , u[i+1, j]
−]]] = [u[k,m], x−i ], u[i+1, j]
−] = δmi · [u[k,m− 1], u[i+1, j]],
for i 6= k, i 6= ψ(k), i 6= ψ(m), see original conditions B. At the same time if δmi 6= 0
(that is m = i), then [u[k,m − 1], u[i + 1, j]] = 0 by Proposition 4.7 with m ← j,
i← m− 1, j ← i = m, for j 6= ψ(k), j 6= ψ(m− 1)− 1 = ψ(m), i = m 6= ψ(k) due
to the original conditions B. Thus, it remains to check the case i = ψ(j)− 1.
Equality i = ψ(j) − 1 with k < i < m imply k < ψ(j) ≤ m, this contradicts to
(9.8). Hence in this case we have i = m. Moreover, k < i implies
ψ(k) > ψ(i) = ψ(ψ(j)− 1) = j + 1 > i = m.
In particular ψ(k) 6= m−1. Hence by Proposition 4.6 with i← m we have [u[k,m] =
[u[k,m−1], xm]. Corollary 4.12 implies both [u[k,m−1], u[i, j]
−] = 0 and [u[k,m−
1], u[i + 1, j]−] = 0, for m − 1 = i − 1 /∈ [i, j] ⊃ [i + 1, j], ψ(m − 1) = ψ(i − 1)
= ψ(ψ(j) − 2) = j + 2 /∈ [i, j] ⊃ [i+ 1, j]. Thus by (2.5) and (2.12) we have
[u[k,m], u[i, j]−] = [[u[k,m− 1], xm], u[i, j]
−] = [u[k,m− 1], [xi, u[i, j]
−]]
= [u[k,m− 1], hi · u[i+ 1, j]
−]] ∼ hi · [u[k,m− 1], u[i+ 1, j]
−]] = 0.
This completes the proof. 
Proposition 9.2. Let i 6= k, j 6= m, k ≤ m, i ≤ j. If ψ(j), ψ(i) /∈ [k,m] or,
equivalently, i, j /∈ [ψ(m), ψ(k)], then in Uq(so2n+1) we have
[u[k,m], u[i, j]−] = 0.
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Proof. Substitution i ↔ k, j ↔ m transforms the conditions of Proposition 9.2 to
the conditions of Proposition 9.1. Let us apply Proposition 9.1 with i↔ k, j ↔ m
to the mirror generators yi = p
−1
ii x
−
i , y
−
i = −xi. We get [u[i, j]y, u[k,m]
−
y ] = 0.
However u[i, j]y ∼ u[i, j]
−, u[k,m]−y ∼ u[k,m]. It remains to apply (2.20). 
Proposition 9.3. Let i 6= k, j 6= m. If
(9.9) ψ(j) ≤ k ≤ ψ(i) ≤ m
or, equivalently,
(9.10) ψ(m) ≤ i ≤ ψ(k) ≤ j
then in Uq(so2n+1) we have
(9.11) [u[k,m], u[i, j]−] ∼ hk→ψ(i) u[ψ(k) + 1, j]
− · u[ψ(i) + 1,m]
provided that ψ(m) 6= i or ψ(k) 6= j. Here by definition we set u[j + 1, j]− =
u[m+ 1,m] = 1.
Proof. We note that condition (9.9) is equivalent to the condition (9.10) since ψ
changes the order. Let u = u[k, ψ(i)], v = u[ψ(i) + 1,m], w− = u[i, ψ(k)]−, t− =
u[ψ(k) + 1, j]−. Of course v = 1 if m = ψ(i), while t− = 1 if j = ψ(k). By Lemma
8.2 we have
(9.12) [u,w−] = [u[k, ψ(i)], u[i, ψ(k)]−] ∼ 1− hu,
while Proposition 9.1 with k ← ψ(i) + 1, i← ψ(k) + 1 shows that
(9.13) [v, t−] = [u[ψ(i) + 1,m], u[ψ(k) + 1, j]−] = 0,
for ψ(m), ψ(ψ(i) + 1) = i − 1 /∈ [ψ(k) + 1, j] due to (9.10). At the same time
Proposition 9.1 with m← ψ(i), i← ψ(k) + 1 implies
(9.14) [u, t−] = [u[k, ψ(i)], u[ψ(k) + 1, j]−] = 0,
where k 6= n+ 1, j 6= ψ(i). Indeed, ψ(ψ(i)) = i, ψ(k) /∈ [ψ(k) + 1, j] due to (9.10),
while k 6= ψ(k) + 1 due to k 6= n+ 1. Similarly Proposition 9.2 with k ← ψ(i) + 1,
j ← ψ(k) shows that
(9.15) [v, w−] = [u[ψ(i) + 1,m], u[i, ψ(k)]−] = 0, if i 6= n+ 1, m 6= ψ(k),
for ψ(ψ(k)) = k, ψ(i) /∈ [ψ(i)+1,m] due to (9.9), while ψ(i)+1 6= i due to i 6= n+1.
We shall prove firstly the proposition when the parameters are in the general
position; that is, when i, k 6= n+ 1, i 6= m+ 1, k 6= j + 1, m 6= ψ(k), j 6= ψ(i).
By Proposition 4.6 with i ← ψ(i) we have u[k,m] = [u, v] provided that m >
ψ(i) 6= ψ(m) − 1, for ψ(i) 6= ψ(k). The same proposition with k ← i, m ← j,
i ← ψ(k) shows that u[i, j]− = [w−, t−] provided that j > ψ(k) 6= ψ(j) − 1. In
particular if in the general position we have additionally ψ(i) 6= m, ψ(k) 6= j, then
u[k,m] = [u, v], u[i, j]− = [w−, t−], and all relations (9.12 — 9.15) hold. Hence we
have the required proportions
[[u, v], [w−, t−]]
(2.24)
∼ [[[u,w−], t−], v]
(2.26)
∼ [hu · t
−, v]
(2.15)
∼ hut
− · v.
The omitted coefficient after the application of (2.26) is χt
−
(hu)− 1, while
χt
−
(hu) = χ
ψ(k)+1→j
− (hk→ψ(j)) = χ
ψ(k)+1→j
− (hi→ψ(k)) = (µ
j,ψ(k)
i )
−1 = q2 6= 1
30 V.K. KHARCHENKO
due to definition (4.7) and relations (4.9) and (4.11). Similarly the omitted coeffi-
cient after the application of (2.15) is 1− χv(hu), while
χv(hu) = χ
ψ(i)+1→m(hk→ψ(i)) = µ
m,ψ(i)
k = q
−2 6= 1.
If in the general position we have ψ(i) = m, ψ(k) 6= j, then u[k,m] = u, u[i, j]− =
[w−, t−], [u, t−] = 0. Hence we again have the required relation
[u, [w−, t−]]
(2.22)
∼ [[u,w−], t−]
(2.26)
∼ hu · t
−
with the omitted coefficient χt
−
(hu)−1 = q2−1. Similarly, if in the general position
we have ψ(i) 6= m, ψ(k) = j, then u[k,m] = [u, v], u[i, j]− = w−, [v, w−] = 0, and
(9.16) [[u, v], w−]
(2.19)
∼ [[u,w−], v]
(2.26)
= (1− q−2)hu · v.
This completes the proof if k,m, i, j are in the general position. Consider the
exceptional cases.
1. k = n + 1. In this case i 6= n + 1, for i 6= k. In particular by (9.15) we have
[v, w−] = 0.Moreover i 6= m+1, for ψ(j) ≤ n+1 ≤ ψ(i) ≤ m and ψ(m) ≤ i ≤ n ≤ j
imply i ≤ n < m. Hence u[k,m] = [u, v] if m 6= ψ(i), and u[k,m] = u otherwise.
1.1. If j = n, then u[i, j]− = w−, for j = ψ(k) = n. Moreover we may assume
m 6= ψ(i) (otherwise one may apply Lemma 8.2); that is, u[k,m] = [u, v]. Now
algebraic manipulations (9.16) prove the required relation
(9.17) [u[n+ 1,m], u[i, n]−] ∼ hn+1→ψ(i) · u[ψ(i) + 1,m], ψ(i) < m.
1.2. Let j = n + 1. By definition (4.12) we have u[i, j]− = [u[i, n]−, x−n+1],
and of course x−n+1 = x
−
n . Hence Jacobi identity (2.22) and (4.22) show that
[u[k,m], u[i, j]−] is a linear combination of the following two terms
[[u[n+ 1,m], u[i, n]−], x−n+1], [hn+1 · u[n+ 2,m], u[i, n]
−].
We claim that the former term equals zero. Indeed, if ψ(i) = m, then by Lemma
8.2 we have [u[n+ 1,m], u[i, n]−] ∼ 1− hi→n. However
χn+1(hi→n) = χ
n(gn−1fn−1gnfn) = pnn−1pn−1npnnpnn = 1.
Hence (2.26) shows that the former term equals zero. If ψ(i) < m, then by (9.17)
we have [u[n+ 1,m], u[i, n]−] ∼ hn+1→ψ(i) · u[ψ(i) + 1,m]. Since ψ(i) ≥ k = n+ 1,
Lemma 2.2 implies [u[ψ(i)+1,m], x−n+1] = 0. At the same time χ
n+1(hn+1→ψ(i)) =
χn+1(hi→n) = 1. Thus (2.15) reduces the former term to zero.
To find the latter term we note that
χi→n(hn+1) = χ
n−1(gnfn)χ
n(gnfn) = pnn−1pn−1npnnpnn = 1.
Hence by (2.15) the latter term is proportional to hn+1 · [u[n+2,m], u[i, n]−]. Since
the points k′ = n + 2, m′ = m, i′ = i, j′ = n are in the general position, we may
apply (9.11):
[u[n+ 2,m], u[i, n]−] ∼ hn+2→ψ(i) u[n, n]
− · u[ψ(i) + 1,m],
which is required, for u[n, n]− = u[n + 1, n + 1]− = x−n , and hn+1 · hn+2→ψ(i) =
hn+1→ψ(i).
1.3. Let j > n + 1, i < n. By definition (4.12) we have u[k,m] = [xn+1, u[n +
2,m]]. Relation (4.23) shows that [xn+1, u[i, j]
−] = 0. Hence conditional identity
(2.5) implies
(9.18) [u[k,m], u[i, j]−] = [xn+1, [u[n+ 2,m], u[i, j]
−]].
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At the same time the points k′ = n+ 2, m′ = m, i′ = i, j′ = j are in the general
position. Moreover i < n implies ψ(i) + 1 > n+ 2, hence [xn+1, u[ψ(i) + 1,m]] = 0
by Lemma 4.2. This allows us to continue (9.18) applying (2.12), (2.9):
∼ [xn+1, hn+2→ψ(i) u[n, j]
−·u[ψ(i)+1,m]] ∼ hn+2→ψ(i) [xn+1, u[n, j]
−]·u[ψ(i)+1,m],
which is required due to (4.23).
1.4. Let j > n + 1, i = n. In this case by definition (4.12) we have u[i, j]− =
[x−n , u[n+ 1, j]
−]. Jacobi identity (2.22) and (4.22) show that [u[k,m], u[i, j]−] is a
linear combination of the following two terms
[hn+1u[n+ 2,m], u[n+ 1, j]
−], [x−n , [u[n+ 1,m], u[n+ 1, j]
−]].
Proposition 9.1 implies [u[n + 2,m], u[n+ 1, j]−] = 0, for both ψ(n + 2) = n − 1,
and ψ(m) are less than n+ 1. At the same time
χn+1→j(hn+1) = χ
ψ(j)→n(hn) = χ
n−1(gnfn)χ
n(gnfn) = pn−1npnn−1p
2
nn = 1.
Hence by (2.14) the first term equals zero. Due to (9.6) the second term takes the
form
(9.19)
[
x−n ,
µ∑
a=n+2
αa hn+1→a−1 u[a, j]
− · u[a,m]
]
,
where µ = min{j,m}. By Lemma 2.2 we have [x−n , u[a,m]] = 0 for all a. At the same
time [x−n , u[a, j]
− = 0 for all a > n + 2, see Lemma 4.2, while [x−n , u[n + 2, j]
− =
u[n+1, j]− since xn = xn+1. Hence in (9.19) remains just one term that corresponds
to a = n+ 2. By (2.12) and ( 2.9) this term is proportional to
hn+1u[n+ 1, j]
− · u[n+ 2,m],
which coincides with the right hand side of (9.11) with k = n+ 1, i = n.
2. k = j+1. In this case inequality ψ(j) ≤ k reads ψ(j) ≤ j+1, or, equivalently,
2n−j+1 ≤ j+1; that is, j ≥ n. If j = n, then we turn to the considered above case
k = n+1. Thus we have to consider just the case j > n. In this case k = j+1 > n+1,
and j = k − 1 < ψ(i) since by the conditions of the proposition we have k ≤ ψ(i).
We shall prove firstly by downward induction on i with fixed j, k the following
proportion
(9.20) [u, u[i, j]−] ∼ hk→ψ(i) u[ψ(k) + 1, j]
−.
If i = ψ(k) then (9.20) follows from (4.23). Let i < ψ(k). In this case by Proposition
4.6 we have u = [u[k, ψ(i) − 1], xi], for k > n. At the same time Proposition
9.2 implies [u[k, ψ(i) − 1], u[i, j]−] = 0 since ψ(j) ≤ n < j = k − 1 < k, and
ψ(j), ψ(i) /∈ [k, ψ(i)− 1]. Hence conditional identity (2.5) with (4.23) show that
[u, u[i, j]−] = [u[k, ψ(i)− 1], [xi, u[i, j]
−]] ∼ [u[k, ψ(i)− 1], hi · u[i+ 1, j]
−].
This relation, after application of (2.12), and the inductive supposition imply (9.20),
for hi = hψ(i), ψ(i)− 1 = ψ(i+ 1).
If m = ψ(i) then u[k,m] = u, while (9.20) coincides with the required (9.11).
Let m > ψ(i). In this case u[k,m] = [u, v], for k > n, see Proposition 4.6. Lemma
2.2 shows that [v, u[i, j]−] = 0; indeed, v = u[ψ(i) + 1,m] depends only in xs with
s < i, while u[i, j]− depends only in x−s with i ≤ s ≤ n, for j < ψ(i). We have
(9.21) [[u, v], u[i, j]−]
(2.19)
∼ [[u, u[i, j]−], v]
(9.20)
∼ [hk→ψ(i) u[ψ(k) + 1, j]
−, v].
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Again by Lemma 2.2 we get [u[ψ(k) + 1, j]−, v] = 0. Therefore we may continue
(9.21) applying (2.14):
∼ (1 − χv(hk→ψ(i)))hk→ψ(i) u[ψ(k) + 1, j]
− · v
which is required since by definition v = u[ψ(i) + 1,m], and
χv(hk→ψ(i)) = χ
ψ(i)+1→m(hk→ψ(i)) = µ
m,ψ(i)
k = q
−2 6= 1.
3. i = n + 1 or i = m + 1. Conditions of the proposition are invariant under
the transformation i↔ k, j ↔ m. At the same time this transformation reduce the
condition “i = n+1 or i = m+1” to the considered above cases 1 or 2. Hence for
the mirror generators yi = p
−1
ii x
−
i , y
−
i = −xi we have
[u[i, j]y, u[k,m]
−
y ] ∼ hk→ψ(i) u[ψ(i) + 1,m]
−
y · u[ψ(k) + 1, j]y.
However u[a, b]y ∼ u[a, b]
−, u[a, b]−y ∼ u[a, b]. It remains to apply (2.20) and to note
that by Proposition 9.1 the factors in the right hand side of (9.11) skew commute
each other, for ψ(m) ≤ i ≤ ψ(k) ≤ j implies ψ(m), ψ(ψ(i)+1) = i−1 /∈ [ψ(k)+1, j].
4. j = ψ(i). If also m = ψ(k) then (9.9) reads i ≤ k ≤ ψ(i) ≤ ψ(k), where
the first and the last inequalities are not consistent provided that i 6= k. Hence we
assume m 6= ψ(k). Denote for short
u = u[k,m], v− = u[n+ 1, j]−, w− = u[i, n]−.
By definition (4.12) we have u[i, j]− ∼ [v−, w−].
If k ≤ n then ψ(k) /∈ [i, n]. We have also ψ(m) /∈ [i, n], for Eq. (9.9) with
m 6= j = ψ(i) imply ψ(m) < i. Hence by Proposition 9.1 with j ← n we have
[u,w−] = 0. At the same time ψ(j) ≤ k ≤ ψ(n+ 1) ≤ m, ψ(n + 1) 6= j. Therefore
already proved case of the proposition with i← n+ 1 implies
[u, v−] ∼ hk→nu[ψ(k) + 1, j]
− · u[n+ 1,m].
Taking into account Jacobi identity (2.22) we have
(9.22) [u, [v−, w−]] = [[u, v−], w−] ∼ [hk→nu[ψ(k) + 1, j]
− · u[n+ 1,m], w−].
The second statement of Proposition 4.7 with k ← i, i ← n, j ← ψ(k), m ← j
implies [u[ψ(k) + 1, j]−, w−] = 0. Indeed, the conditions of Proposition 4.7 under
that replacement are: j 6= ψ(n) − 1, ψ(k) 6= ψ(i), and n 6= ψ(ψ(k)) − 1. They are
valid since j = ψ(i) > n, k 6= i, and k ≤ n respectively. Further, using Definition
4.4 and representations (4.8), (4.9), we have also
χi→n(hk→n) = Pi→n,k→nPk→n,i→n = (σ
n
k )
2µn,k−1i = q
2 · q−2 = 1.
Hence ad-identity (2.8) and identity (2.14) imply that the right hand side of (9.22)
equals
hk→nu[ψ(k) + 1, j]
− · [u[n+ 1,m], w−].
Here ψ(n) = n+1 ≤ ψ(i) ≤ m. Hence we may again use already proved case of the
proposition with k← n+1, j ← n. This yields [u[n+1,m], w−] ∼ hn+1→ju[1+j,m],
which proves (9.11), for hk→n · hn+1→j = hk→ψ(i) in the case j = ψ(i).
If k > n then in perfect analogy we have [v−, u] ∼ [u, v−] = 0, while [w−, u]
∼ [u,w−] ∼ hk→ju[1 + ψ(k), n]
− · u[1 + j,m]. Therefore
[u, [v−, w−]] ∼ [[v−, w−], u] = [v−, [w−, u]]
∼ hk→j [v
−, u[1 + ψ(k), n]−] · u[1 + j,m],
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since [v−, u[1 + j,m]] ∼ [u[1 + j,m], v−] = 0 according to Lemma 2.2. We have
[v−, u[1 + ψ(k), n]−] ∼ u[1 + ψ(k), j]−, see Lemma 4.5. This completes the case
j = ψ(i).
5. m = ψ(k). By means of the mirror generators one may reduce the consider-
ation to the case j = ψ(i). The proposition is completely proved. 
Definition 9.4. A scheme (7.1) is said to be strongly white provided that the
following three conditions are met: first, it has no black-black columns; then, the
first from the left column is incomplete; and next, if there are at least two complete
columns, then the first from the left complete column is a white-white one.
A scheme (7.1) is said to be strongly black provided that the following three
conditions are met: first, it has no white-white columns; then, the last column is
incomplete; and next, if there are at least two complete columns, then the last
complete column is a black-black one.
A scheme is said to be strong if it is either strongly white or strongly black.
Alternatively we may define a strong scheme as follows. Let S′-scheme be a
scheme that appears from the S-scheme (6.2) by changing colors of the first and
the last points. Then ST -scheme is strongly white (black) if and only if both
ST -scheme and S′T ′-scheme have no black-black (white-white) columns.
We stress that the map ρ defined in Lemma 7.3 transforms strongly white
schemes to strongly black ones and vice versa. Therefore the ST -scheme is strong
if and only if the S∗T ∗-scheme is strong. Similarly, the ST ∗-scheme is strong if and
only if the S∗T -scheme is strong.
Theorem 9.5. Suppose that S, T are respectively (k,m)- and (i, j)-regular sets. If
ST - and ST ∗-schemes are strong, then [ΦS(k,m),ΦT−(i, j)] = 0.
Proof. Without loss of generality we may suppose that both schemes are strongly
white. Indeed, the mirror generators allow us, if necessary, to switch the roles of S
and T , while Lemma 6.5 and Lemma 7.3 allow us to find a pair of strongly white
schemes. Moreover, once ST - and ST ∗-schemes are strongly white, Lemma 6.5
allows one to switch the roles of T and T ∗. Thus, without loss of generality, we may
suppose also that T is white (i, j)-regular.
1. Assume S is white (k,m)-regular. We shall use double induction on numbers
of elements in S∩ [k,m) and in T ∩ [i, j). If both intersections are empty then i 6= k,
j 6= m, for ST -scheme is strongly white.
◦
k
◦ · · · ◦ ◦ ◦
m
•
◦
i
◦ ◦ · · · ◦
j
•
◦
k
◦ ◦ ◦ · · · ◦ ◦
m
•
◦
ψ(j)
• • · · · •
ψ(i)
•
Similarly k,m /∈ [ψ(j), ψ(i)], for ST ∗-scheme is strongly white. Hence Proposition
9.1 applies.
If s ∈ S ∩[k,m), then by Lemma 6.9 we have ΦS(k,m) ∼ [ΦS(1+s,m),ΦS(k, s)].
It is easy to see that SsT - and SsT ∗-schemes (the schemes for the pair ΦS(k, s),ΦT−(i, j))
are still strongly white, while S is still white (k, s)- and (1 + s,m)-regular. Hence
the inductive supposition implies [ΦS(k, s),ΦT−(i, j)] = 0. By the same reason
[ΦS(1+s,m),ΦT−(i, j)] = 0. Now Jacobi identity (2.19) implies the required equality.
It remains to consider the case S ∩ [k,m) = ∅; that is, ΦS(k,m) = u[k,m]. If
t ∈ T ∩ [i, j), then by Lemma 6.9 we have ΦT−(i, j) ∼ [Φ
T
−(1+ t, j),Φ
T
−(i, t)]. In this
case T is still (k, s)- and (1+ s,m)-regular, while ST t-scheme is strongly white. At
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the same time ST ∗ψ(t)-scheme is not strongly white only if ψ(t)−1 = k−1 (the first
from the left column is complete).
Hence by the inductive supposition we have [ΦS(k,m),ΦT−(i, t)] = 0 with one
exception being ψ(t) = k. Similarly [ΦS(k,m),ΦT−(1+ t, j)] = 0 with one exception
being ψ(t) − 1 = m. Hence, if in the set T ∩ [i, j) there exists a point t 6= ψ(k),
t 6= ψ(m) − 1, then Jacobi identity (2.22) implies the required equality. Certainly
if T ∩ [i, j) has more than two elements then such a point does exist.
If T ∩ [i, j) has two points then there is just one exceptional configuration for
the main ST ∗-scheme:
◦
k
◦ ◦ · · · ◦ ◦
m
•
◦
ψ(j)
• · · · • ◦ • • · · · • • ◦ • · · ·
ψ(i)
•
In this case T ∩ [i, j) = {t1, t2}, where ψ(t2) − 1 = k − 1, ψ(t1) − 1 = m. Let
a = ΦS(k,m) = u[k,m], b− = ΦT−(i, j), u
−
0 = u[i, t1]
− = u[i, ψ(m) − 1]−, u−1 =
u[1+t1, t2]
− = [ψ(m), ψ(k)]−, u−2 = u[1+t2, j]
− = u[1+ψ(k), j]−. Using Lemma 6.9
twice, we have b− ∼ [[u−2 , u
−
1 ], u
−
0 ]. Lemma 8.2 implies [a, u
−
1 ] ∼ 1− ha. Inequality
ψ(m) ≤ ψ(k) implies both ψ(m), ψ(k) /∈ [i, ψ(m) − 1] = [i, t1] and ψ(m), ψ(k) /∈
[1 + ψ(k), j] = [1 + t2, j]. Therefore by Proposition 9.1 we have [a, u
−
0 ] = 0 unless
m = ψ(m)− 1, and [a, u−2 ] = 0 unless k = 1+ψ(k). At the same time k = 1+ψ(k)
implies k = n + 1, and hence n = ψ(k) = t2 ∈ T ∩ [i, j), which is impossible,
for T is white (i, j)-regular. Similarly, m = ψ(m) − 1 implies m = n, and hence
n = ψ(m)− 1 = t1 ∈ T ∩ [i, j), which is wrong by the same reason.
Taking into account the proved relations, we may write
[a, b−] ∼ [a, [[u−2 , u
−
1 ], u
−
0 ]]
(2.5)
= [[a, [u−2 , u
−
1 ]], u
−
0 ]
(2.22)
∼ [[u−2 , [a, u
−
1 ]], u
−
0 ]
(2.25)
∼ [u−2 , u
−
0 ].
Here we have applied inhomogeneous substitution (2.25) to the left factor in the
brackets. Proposition 4.7 with k ← i, m ← j, i ← t1, j ← t2 implies [u
−
2 , u
−
0 ] = 0
provided that j 6= ψ(i), j 6= ψ(t1) − 1, t2 6= ψ(i), and t1 6= ψ(t2) − 1. The first
inequality is valid since T is (i, j)-regular. The second and third inequalities are
equivalent to j 6= m and ψ(k) 6= ψ(i) respectively. However j 6= m and k 6= i are
valid, for the main ST -scheme is strongly white. The equality t1 = ψ(t2) − 1 is
equivalent to m = t2, while in this case on the ST -scheme we have a black-black
column.
If T ∩ [i, j) = {t} then there are just two exceptional configuration for the main
ST ∗-scheme, where ψ(t) = k in case A, and ψ(t) = m+ 1 in case B:
A :
◦
k
◦ ◦ ◦
m
•
◦
ψ(j)
• • ◦ • •
ψ(i)
•
; B :
◦
k
◦ ◦ ◦ ◦
m
•
◦
ψ(j)
• • ◦ •
ψ(i)
•
In case A we keep the above notations a = u[k,m], b− = ΦT−(i, j), u
−
0 = u[i, t]
−,
u−1 = u[1 + t, j]
−. Lemma 6.9 implies b− = [u−1 , u
−
0 ]. We have ψ(m), ψ(k) /∈ [1 +
t, j] = [1+ψ(k), j].Moreover k 6= 1+t, for otherwise the first from the left complete
column on the main ST -scheme is white-black which contradicts the definition of
a strongly white scheme (here t 6= j and therefore the scheme has at least two
complete columns). Hence Proposition 9.1 implies [a, u−1 ] = 0. Since ψ(t) = k ≤
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ψ(i) ≤ m, Proposition 9.3 shows that [a, u−0 ] ∼ hk→ψ(i)u[ψ(i) + 1,m]. Thus we get
[a, b−] = [a, [u−1 , u
−
0 ]]
(2.22)
∼ [u−1 , [a, u
−
0 ]]
(2.12)
∼ hk→ψ(i)[u
−
1 , u[ψ(i) + 1,m]] = 0.
The latter equality follows from antisymmetry identity (2.20) and Proposition 9.1.
Indeed, ψ(i) + 1 6= 1 + t = 1 + ψ(k), for i 6= k, while in configuration A we have
ψ(m), ψ(ψ(i) + 1) /∈ [1 + t, j] since ψ(i) + 1,m /∈ [ψ(j), ψ(1 + t)] = [ψ(j), k − 1].
This allows one to apply Proposition 9.1.
In case B we consider the points k′ = ψ(m), m′ = ψ(k), i′ = ψ(j), j′ = ψ(i),
and t′ = ψ(t) − 1 = m. These points are in configuration A. Therefore we have
[u[k′,m′],Φ
{t′}
− (i
′, j′)] = 0. Let us apply gk→mfi→jσ, where σ is the antipode. Using
properties of the antipode given in (2.48), (4.13), (6.11) we get the required equality.
2. If S is black (k,m)-regular, but not white (k,m)-regular, then n ∈ [k,m), and
n is a black point on the scheme S. Lemma 6.8 implies ΦS(k,m) = [ΦS(k, n),ΦS(n+
1,m)]. By definition S, as well as any other set, is white (k, n)- and (n + 1,m)-
regular. Since ST - and ST ∗-schemes are strongly white, the point n is not black
on the schemes T, T ∗. At the same time n is a white point on T if and only if it
is a black point on T ∗. Hence n does not appear on T, T ∗ at all, n /∈ [i − 1, j]. In
particular SnT -, and SnT ∗-schemes (the schemes for the pair ΦS(k, n), ΦT−(i, j))
are still strongly white. The above considered case implies [ΦS(k, n),ΦT−(i, j)] = 0.
By the same reason [ΦS(n+1,m),ΦT−(i, j)] = 0. It remains to apply Jacobi identity
(2.19). 
10. Proof of the main theorem
Lemma 10.1. Let k ≤ s < n. If s ∈ S, then
(10.1)
[
ΦS(k, n),ΦS−(k, s)
]
∼ ΦS(1 + s, n),
where S is the complement of S with respect to [k, s).
Proof. By Lemma 6.9 we have ΦS(k,m) =
[
ΦS(1 + s, n),ΦS(k, s)
]
. At the same
time
[
ΦS(1 + s, n),ΦS−(s, n)
]
= 0 due to Lemma 2.2. Taking into account Theorem
8.1 we have [[
ΦS(1 + s, n),ΦS(k, s)
]
,ΦS−(k, s)
]
(2.5)
=
[
ΦS(1 + s, n),
[
ΦS(k, s),ΦS−(k, s)
]]
(2.25)
∼ ΦS(1 + s, n),
where the coefficient of the proportion equals 1−χ1+s→n(hk→s) = 1−µ
n,s
k = 1−q
−2,
see (4.9). 
Lemma 10.2. Let i 6= k, m ≤ n. If the Smk T
m
i -scheme has only one black-black
column (the last one), and the first complete column is white-white then
(10.2)
[
ΦS(k,m),ΦT−(i,m)
]
=
m−1∑
b=ν−1
αbΦ
T
−(i, b) · Φ
S(k, b),
where ν = max{i, k}, while αb 6= 0 if and only if the column b is white-white. Here
by definition ΦS(k, k − 1) = ΦT−(i, i− 1) = 1.
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Proof. For the sake of definiteness, assume that k < i (if i < k then the proof
is quite similar). We use induction on the number of white-white columns on the
Smk T
m
i -scheme. If there is just one white-white column then this is the first from the
left column labeled by i−1.Moreover all intermediate complete columns are white-
black or black-white. Hence Theorem 8.1 implies
[
ΦS(i,m),ΦT−(i,m)
]
∼ 1−hi→m.
By Lemma 6.8 we have ΦS(k,m) =
[
ΦS(k, i− 1),ΦS(i,m)
]
. At the same time[
ΦS(k, i− 1),ΦT−(i,m)
]
= 0 due to Lemma 2.2. Hence[[
ΦS(k, i− 1),ΦS(i,m)
]
,ΦT−(i,m)
]
(2.5)
=
[
ΦS(k, i− 1),
[
ΦS(i,m),ΦT−(i,m)
]] (2.25)
∼ ΦS(k, i− 1),
which is required, for the coefficient of the proportion equals 1− χk→i−1(hi→m) =
1− µm,i−1k = 1− q
−2 6= 0 (recall that m ≤ n).
To make the inductive step, let a be the maximal white-white column. Then
all columns between a and m are black-white or white-black. Hence Theorem
8.1 implies
[
ΦS(1 + a,m),ΦT−(1 + a,m)
]
∼ 1 − h1+a→m. Let us fix for short the
following designations:
u = ΦS(k, a), v = ΦS(1 + a,m), w− = ΦT−(i, a), t
− = ΦT−(1 + a,m).
Then by Lemma 6.8 we have ΦS(k,m) = [u, v], ΦT−(i,m) = [w
−, t−]. Lemma 2.2
implies [u, t−] = [v, w−] = 0. At the same time [v, t−] ∼ 1− h1+a→m, while [u,w−]
equals the left hand side of (10.2) with m ← a. Applying inductive supposition
to [u,w−] we see that [[u,w−], t−] = 0. Indeed, we may apply inhomogeneous
substitution (10.2) to the left factor of the bracket. Then for each b < a we have[
ΦS(k, b), t−
]
= 0 by Lemma 2.2, while
[
ΦT−(i, b), t
−
]
= 0 due to Lemma 4.2.
Additionally, using (2.25) with xi ← v, x
−
i ← t
−, we have [w−, [v, t−]] ∼ w−, for
χw
−
(gvft) = (µ
m,a
i )
−1 = q2 6= 1 according to (4.9).
All that relations allow us to simplify (2.24):
[[u, v], [w−, t−]] ∼ [u, [w−, [v, t−]]] = u · w− − p(u,w−vt−)w− · u
(10.3) = [u,w−] + p(u,w−)(1 − p(u, vt−))w− · u.
Here we apply inhomogeneous substitution to the right factor of the bracket. By
this reason we have to develop the bracket to its explicit form. We have p(u, vt−)
= p(u, v)p(t, u) = µm,ak = q
−2 6= 1. Thus inductive supposition applied to [u,w−]
shows that (10.3) is the required sum. 
Lemma 10.3. Let S be a black (k,m)-regular set, k ≤ n < m. We have
(10.4) ε− ⊗ ε0 ⊗ id
([
ΦS(k,m),ΦS−(k, n)
])
6= 0.
This nonzero element has degree [ψ(m) : n] = [n + 1 : m]. Here ε−, ε0 are the
counits of U−q and k[H ] respectively, the tensor product of maps is related to the
triangular decomposition (3.1), (3.2); while S is a complement of S with respect to
[k, n).
Proof. Let us fix for short the following designations:
u = ΦS(k, n), v = ΦS(1 + n,m), w− = ΦS−(k, n).
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By Lemma 6.8 we have ΦS(k,m) = [u, v], while Jacobi identity (2.19) implies
that
[
ΦS(k,m),ΦS−(k, n)
]
is a linear combination of two elements, [u, [v, w−]] and
[[u,w−], v]. The latter one equals zero since due to Theorem 8.1 we have [u,w−] ∼
1 − hv, and coefficient of (2.26) with xi ← u, x
−
i ← w
−, u ← v is χv(gufw) − 1
= µm,nk − 1 = 0, see (4.9), (4.11). Further, due to Proposition 6.5 we have
(10.5) [v, w−] ∼
[
Φψ(S)−1(ψ(m), n),ΦS−(k, n)
]
.
Let us show that we may apply Lemma 10.2 to this bracket. If a ∈ [k, n) is a
black point on S then a is a white point on S. If additionally a ∈ [ψ(m), n) then
ψ(a) − 1 ∈ [n,m). Moreover since S is black (k,m)-regular, the point ψ(a) − 1 is
black on S. Hence a = ψ(ψ(a) − 1) − 1 is a white point on ψ(S)− 1. Thus the
ψ(S)− 1
n
ψ(m) S
n
k -scheme has no black-black columns except the last one. The first
from the left complete column is labeled by ν − 1, where ν = max{ψ(m), k}. If
ψ(m) < k then ψ(k) is black on S, see (6.8), hence k− 1 = ψ(ψ(k))− 1 is white on
ψ(S)− 1. If k < ψ(m) then ψ(m)−1 is black on S, see (6.7), hence ψ(m)−1 is white
on S. Thus in both cases the first form the left complete column is white-white. By
Lemma 10.2 we may continue (10.5):
(10.6) =
n−1∑
b=ν−1
αbΦ
S
−(k, b) · Φ
ψ(S)−1(ψ(m), b)
df
=
n−1∑
b=ν−1
αb w
−
b · vb.
In order to find [u, [v, w−]] we would like to substitute the found value of [v, w−].
However this is inhomogeneous substitution to the right factor of the bracket.
Therefore we have to develop the brackets to their explicit form and analyze the
coefficients. We have
p(u, vw−)p(u,w−b vb)
−1 = p(u, v)p(u, vb)
−1p(w, u)p(wb, u)
−1
= Pk→n,1+n→ψ(b)−1P1+b→n,k→n
= Pk→n,1+n→ψ(b)−1P1+n→ψ(b)−1,k→n = µ
ψ(b)−1,n
k ,
see definition (4.7). Relations (4.9–4.11) show that µ
ψ(b)−1,n
k = 1 unless b = k − 1.
If b = k− 1 then µ
ψ(b)−1,n
k = µ
ψ(k),n
k = q
2, see (4.10). Thus all brackets [u,w−b · vb]
have the same coefficient as [u, vw−] does with only one exception being b = k− 1.
If k < ψ(m) then of course b 6= k − 1, for b ≥ ν − 1 = ψ(m) − 1 ≥ k. Hence in
this case by ad-identity (2.9) the element [u, [v, w−]] splits in linear combination of
two sums:
(10.7)
n−1∑
b=ψ(m)−1
αb
[
ΦS(k, n),ΦS−(k, b)
]
· Φψ(S)−1(ψ(m), b).
and
(10.8)
n−1∑
b=ψ(m)−1
αb Φ
S
−(k, b) ·
[
ΦS(k, n),Φψ(S)−1(ψ(m), b)
]
.
By Lemma 10.1 we have
[
ΦS(k, n),ΦS−(k, b)
]
∼ ΦS(1 + b, n), for b is a white point
on S (otherwise αb = 0). In particular all terms in (10.7) belong to the positive
quantum Borel subalgebra, and hence application of ε− ⊗ ε0 ⊗ id does not change
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this sum. Application of ε− ⊗ ε0 ⊗ id to (10.8) kill all terms, for ε−(ΦS−(k, b)) = 0,
b ≥ k. Thus the left hand side of (10.4) takes up the form
(10.9) αΦS(ψ(m), n) +
n−1∑
b=ψ(m)
αbΦ
S(1 + b, n) · Φψ(S)−1(ψ(m), b),
where α = αψ(m)−1 6= 0. We may decompose all terms in this expression using
definition (6.1). As a result we will get a polynomial, say F, in u[i, j], 1 ≤ i ≤ j ≤ n.
It is very important to note that all first from the left factors u[i, j] in all monomials
of F satisfy i > ψ(m) with only one exception, αu[ψ(m), n], coming from the first
term of (10.9). In particular u[i, j] < u[ψ(m), n] (recall that x1 > x2 > . . . > xn,
while words in X are ordered lexicographically). Hence further diminishing process
of decomposition in PBW-basis (see [3, Lemma 7]) produces words in u[i, j], j <
ψ(i) that start with lesser than u[ψ(m), n] elements. This means that αu[ψ(m), n]
is still the leading term of (10.9) after the PBW-decomposition. In particular (10.9)
is not zero.
If ψ(m) < k then again by ad-identity (2.9) the element [u, [v, w−]] splits in sums
(10.7), (10.8) with
n−1∑
b=ψ(m)−1
←
n−1∑
b=k
and an additional term that corresponds to the
value b = k − 1. Since αk−1 6= 0, this term is proportional to
(10.10) u · vk−1 − p(u, vw
−) vk−1 · u,
where vk−1 = Φ
ψ(S)−1(ψ(m), k−1) was defined in (10.6). We have already seen that
p(u, vw−) = p(u, vk−1) q
2. At the same time p(vk−1, u)p(u, vk−1) = pk−1 k pk k−1
= q−2, for pijpji = 1, j > i+1, see (4.2). Hence p(u, vk−1) q
2 = p(vk−1, u)
−1. There-
fore the term (10.10) is proportional to [vk−1, u] with coefficient −p(vk−1, u)−1.
Taking into account formula (6.9), we have
(10.11) [vk−1, u] = [Φ
ψ(S)−1(ψ(m), k − 1),ΦS(k, n)] = ΦR(ψ(m), n),
where R =
(
ψ(S)− 1 ∩ [ψ(m), k − 1)
)
∪ (S ∩ [k, n)) .
Certainly the map ε−⊗ ε0⊗ id kills all terms of (10.8) with b ≥ k, while Lemma
10.1 implies
[
ΦS(k, n),ΦS−(k, b)
]
∼ ΦS(1 + b, n), b ≥ k. Thus the left hand side of
(10.4) is proportional to the sum
(10.12) ΦR(ψ(m), n) +
n−1∑
b=k
α′bΦ
S(1 + b, n) · Φψ(S)−1(ψ(m), b).
This is a nonzero element precisely by the same reasons as (10.9) is. 
Proof of Theorem 7.2. Suppose that there exists a pair of simple roots such that
one of schemes (7.1-7.4) has fragment (7.1) and no one of these schemes has form
(7.7). Among all that pairs we choose a pair [k : m], [i : j]− that has fragment
(7.1) with minimal possible s − t on one of the schemes. Actually, due to Lemma
7.3, there are at least two of the schemes that have fragments with that minimal
value of s − t. Without loss of generality, changing if necessary notations S ↔ S∗
or T ↔ T ∗ or both, we may assume that the ST -scheme has that fragment. Since
s− t is minimal, there are no white-white or black-black columns between t and s.
Hence due to Theorem 8.1 we have
(10.13)
[
ΦS(1 + t, s),ΦT−(1 + t, s)
]
∼ 1− h1+t→s,
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provided that S or, equivalently, T is (1 + t, s)-regular.
Let, first, s ≤ n. In this case by definition S is (1 + t, s)-regular, while due to
Lemma 6.14 we have ΦS(k, s) ∈ US(k,m) ⊆ U+, ΦT−(1 + t, s) ∈ U
S
−(i, j) ⊆ U
−.
Hence we get
(10.14)
[
ΦS(k, s),ΦT−(1 + t, s)
]
∈ [U+, U−] ⊆ U.
At the same time by Lemma 6.8 we have a decomposition
(10.15) ΦS(k, s) ∼
[
ΦS(k, t),ΦS(1 + t, s)
]
.
Lemma 2.2 implies
(10.16)
[
ΦS(k, t),ΦT−(1 + t, s)
]
= 0.
Applying first (2.5), and then (2.25) with xi ← ΦS(1 + t, s), x
−
i ← Φ
T
−(1 + t, s)
due to (10.13) we see that the left hand side of (10.14) is proportional to ΦS(k, t),
in which case the coefficient equals 1 − χk→t(h1+t→s) = 1 − µ
s,t
k = 1 − q
−2, see
(4.7), (4.9). Thus ΦS(k, t) ∈ U ∩ U+q (so2n+1) = U
+; that is, [k : t] is an U+-root.
According to Lemma 6.11 we have [1+t : m] ∈ Σ(US(k,m)) ⊆ Σ(U+). This implies
that t = k − 1, for otherwise we have a contradiction: [k : m] = [k : t] + [1 + t : m]
is a decomposition of a simple U+-root in Σ(U+). Similarly, due to the mirror
symmetry, we have t = i− 1; that is, k = i = 1 + t.
Now we are going to show that m = s. Equality t = k − 1 implies
(10.17)
[
ΦS(k,m),ΦT−(k, s)
]
∈ [U+, U−] ⊆ U.
Let s = n. In this case n is black on S; that is, S is black (k,m)-regular. We
have ε− ⊗ ε0 ⊗ id(U) ⊆ U+. Hence if m 6= s = n, Lemma 10.3 allows us to find
in U+ a nonzero element of degree [n + 1 : m]. In particular [n+ 1 : m] ∈ Σ(U+).
Hence [k : m] = [k : n] + [1 + n : m] is a decomposition of a simple U+-root in
Σ(U+). A contradiction that implies m = n = s.
Let, further, s < n. If S is white (k,m)-regular, or if S is black (k,m)-regular and
ψ(s) − 1 is not white, then S is still (1 + s,m)-regular, while Lemma 6.9 provides
a decomposition
(10.18) ΦS(k,m) ∼
[
ΦS(1 + s,m),ΦS(k, s)
]
.
Let us show that Theorem 9.5 implies
(10.19)
[
ΦS(1 + s,m),ΦT−(k, s)
]
= 0.
To see this we have to check that Sm1+sT
s
k - and S
m
1+sT
∗ψ(k)
ψ(s) -schemes are strong. The
first one has just one complete column, hence it is both strongly white and strongly
black. Suppose firstly that S is white (k,m)-regular. Let us show that if s 6= n
(even if s > n), then the Sm1+sT
∗ψ(k)
ψ(s) -scheme is strongly white.
If a is a black point on T
∗ψ(k)
ψ(s) , ψ(s) ≤ a < ψ(k), then by definition ρ(a) =
ψ(a)− 1 is white on T sk . The inequalities k ≤ ρ(a) < s imply that the point ρ(a) is
intermediate for the minimal fragment (7.1), recall that now t = k − 1. Therefore
ρ(a) is black on S. Since S is white (k,m)-regular, the point a = ρ(ρ(a)) is not black
on S. If a = ψ(k), then still a is not black on S, see (6.6). Thus the Sm1+sT
∗ψ(k)
ψ(s) -
scheme has no intermediate complete black-black columns.
Since s 6= n, we have ψ(s) 6= 1 + s. Hence the first from the left column is
incomplete.
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If there are at least two complete columns, then m ≥ ψ(s). In this case the first
from the left complete column has the label a = ψ(s)−1 = ρ(s). Since s is black on
S, and S is white (k,m)-regular, the point ρ(s) is white on S. Thus the first from
the left complete column is white-white one, and Sm1+sT
∗ψ(k)
ψ(s) -scheme is strongly
white.
Similarly we shall show that if S is black (k,m)-regular and ψ(s)−1 is not white,
s < n, then the Sm1+sT
∗ψ(k)
ψ(s) -scheme is strongly black. If a is a white point on T
∗ψ(k)
ψ(s) ,
ψ(s) ≤ a < ψ(k), then by definition ρ(a) = ψ(a)− 1 is black on T sk , and hence it is
white on S. Since S is black (k,m)-regular, the point a = ρ(ρ(a)) is not white on
S. Thus the Sm1+sT
∗ψ(k)
ψ(s) -scheme has no complete white-white columns (recall that
now ψ(s)− 1 is not white on S, hence the column ψ(s)− 1 is not white-white).
The last column is incomplete, for ψ(k) 6= m.
If there are at least two complete columns; that is, m ≥ ψ(s), then the last
complete column is labeled by m or by ψ(k). In the former case ψ(m)− 1 is black
on S, see (6.7). Hence, as an intermediate point for (7.1), it is white on T. Therefore
m = ψ(ψ(m) − 1)− 1 is black on T ∗. It is still black on T
∗ψ(k)
ψ(s) , for m 6= ψ(s) − 1.
In the latter case ψ(k) is black on S, see (6.8). Hence it is black on Sm1+s too, for
ψ(k) 6= s (recall that now k ≤ s < n). Thus the Sm1+sT
∗ψ(k)
ψ(s) -scheme is strongly
black. This completes the proof of (10.19).
Now we show how (10.13) with t = k − 1 and (10.17–10.19) imply s = m.
Applying first (2.5), and then (2.25) due to (10.13) we see that the left hand side of
(10.17) is proportional to ΦS(1 + s,m), in which case χ1+s→m(hk→s) = µ
m,s
k 6= 1,
with only one exception being s = n, see (4.9–4.11). Thus ΦS(1 + s,m) ∈ U ∩
U+q (so2n+1) = U
+; that is, [1 + s : m] is an U+-root. According to Lemma 6.11 we
have [k : s] ∈ Σ(US(k,m)) ⊆ Σ(U+). This implies s = m, for otherwise we have a
forbidden decomposition of a simple U+-root, [k : m] = [k : s] + [1 + s : m].
If S is black (k,m)-regular and ψ(s) − 1 is white on S, then we may not use
(10.18). However in this case ΦS(k, n) ∈ US(k,m) ⊆ U+, and certainly S is
white (k, n)-regular. Hence instead of (10.18) we may consider the decomposition
ΦS(k, n) ∼
[
ΦS(1 + s, n),ΦS(k, s)
]
, while instead of (10.19) use
[
ΦS(1 + s, n),ΦT−(k, s)
]
=
0, which is valid due to Lemma 2.2. Hence we get [1 + s : n] ∈ Σ(U+), for now
s < n. This also provides a forbidden decomposition, [k : m] = [k : s] + [1 + s : n]
+[n+ 1 : ψ(s)− 1] + [ψ(s) : m], unless s = m. Here [n+ 1 : ψ(s)− 1] = [1 + s : n],
while [ψ(s) : m] ∈ Σ(U+) due to Lemma 6.11.
Thus in all cases s = m. Due to the mirror symmetry we have also s = j; that is,
the ST -scheme has the form (7.7). This contradiction completes the case “s ≤ n.”
Let, then, n ≤ t. By Lemma 7.3 the S∗T ∗-scheme also contains a fragment (7.1)
with t ← ψ(s)− 1, s← ψ(t)− 1. Since n ≤ t implies ψ(t)− 1 ≤ n, one may apply
already considered case to the S∗T ∗-scheme.
Let, next, t < n < s. In this case the nth column, as an intermediate one, is
either white-black or black-white. Since the color of the point n defines the color of
regularity, S and T have different color of regularity. For the sake of definiteness,
we assume that S is white (k,m)-regular, while T is black (i, j)-regular (otherwise
one may change the roles of S and T considering the mirror generators).
If ψ(t)−1 is a black point on the scheme S, then on the ST ∗-scheme we have a new
fragment of the form (7.1) with t← n, s← ψ(t)− 1, for the color of ρ(t) = ψ(t)− 1
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on the scheme T ∗ is also black. Certainly ψ(t) − 1− n = n− t < s− t, for n < s;
that is, we have found a lesser fragment. Hence ψ(t)− 1 is not black on the scheme
S. Lemma 6.12 implies ΦS(1 + t, s) ∈ U+, while Lemma 6.6 shows that S is white
(1 + t, s)-regular. In particular (10.13) is valid. Moreover S ∪ {t} is still white
(k,m)-regular, hence we have decomposition (6.9). In perfect analogy ψ(s) − 1 is
not white on the scheme T. Hence Lemma 6.13 implies ΦT−(1 + t, s) ∈ U
−, and we
have decomposition (6.10) of ΦT−(i, j).
By definition of a white regular set the point ψ(k− 1)− 1 = ψ(k) is not black on
the scheme S, see (6.5), (6.6). Hence Lemma 6.12 implies ΦS(k, s) ∈ U+. Therefore
(10.14) is still valid. Lemma 6.8 implies decomposition (10.15), for ψ(t) − 1 is not
black on the scheme S. Let us show that Theorem 9.5 implies (10.16).
Indeed, the StkT
s
1+t-scheme has just one complete column, hence it is strongly
white (and of course it is strongly black too). Let us check the StkT
∗ψ(t)−1
ψ(s) -scheme.
If a is a black point on Stk, k ≤ a < t, then ψ(a) − 1 is not black on S, for
(a, ψ(a)− 1) is a column of the shifted scheme of white (k,m)-regular set S. At the
same time if ψ(s) ≤ a < ψ(t) − 1, then s > ψ(a) − 1 > t. In particular ψ(a) − 1
appears on the scheme S, and it is a white point on S. Further, ψ(a) − 1 is an
intermediate point on the minimal fragment (7.1), hence it is black on the scheme
T. Therefore ψ(ψ(a)−1)−1 = a is a white point on T ∗. Since a 6= ψ(t)−1 yet, it is
a white point on T
∗ψ(t)−1
ψ(s) as well. Thus the S
t
kT
∗ψ(t)−1
ψ(s) -scheme has no intermediate
complete black-black columns.
Consider the last column, a = t. Since T is black (i, j)-regular, and (t, ψ(t) − 1)
is a column of the shifted T -scheme, the point ψ(t)−1 is not white on T. Therefore
t = ψ(ψ(t)−1)−1 is not black on T ∗. It is neither black on T
∗ψ(t)−1
ψ(s) , for t = ψ(t)−1
implies t = n, while now t < n.
Let b be a label of the first from the left complete column of the StkT
∗ψ(t)−1
ψ(s) -
scheme, b = max{k − 1, ψ(s) − 1}. In this case k − 1 6= ψ(s) − 1, for ψ(k) is not
black on S, see (6.6). In particular the first from the left column is incomplete.
If k < ψ(s), b = ψ(s)− 1, then (b, s) is a column of the shifted S-scheme. Hence
b is white on S. It is still white on Stk, for ψ(s)− 1 is not white on T in particular
b 6= t. Thus, the first from the left complete column on the StkT
∗ψ(t)−1
ψ(s) -scheme is
white-white one.
If k > ψ(s), b = k − 1, then due to (6.7) the point ψ(k) is white on S. We have
t < n ≤ ψ(k) < s; that is, ψ(k) is an intermediate point of the fragment (7.1).
Hence ψ(k) is black on T, while k− 1 = ψ(ψ(k))− 1 is white on T ∗. Thus, the first
from the left complete column on the StkT
∗ψ(t)−1
ψ(s) -scheme is still white-white one.
This proves that StkT
∗ψ(t)−1
ψ(s) -scheme is strongly white, and one may apply Theorem
9.5 to see that (10.16) is valid.
While considering the case “s ≤ n”, we have seen how relations (10.13–10.16)
with µs,tk 6= 1 imply t = k− 1. Here µ
s,t
k 6= 1 according to (4.9–4.11), for t 6= n, and
s, being a black point on S, is not equal to ψ(k). Thus t = k − 1.
Consider the T ∗S∗-scheme that corresponds to the mirror generators. This
scheme contains a fragment (7.1) with t← ψ(s)− 1, s← ψ(t)− 1. In this case T ∗
is white (ψ(j), ψ(j))-regular. Therefore we may apply already proved “t = k − 1”
to that situation. We get ψ(s)− 1 = ψ(j)− 1; that is, j = s.
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Further, relations (10.17) and (10.18) are valid. While considering the case
“s ≤ n”, we have seen that if t = k − 1, then the Sm1+sT
∗ψ(k)
ψ(s) -scheme is strongly
white even if s > n. Hence Theorem 9.5 implies (10.19). At the same time we know
that relations (10.17–10.19) imply s = m.
Applying this result to the T ∗S∗-scheme that corresponds to the mirror genera-
tors we have ψ(k) = ψ(i); that is k = i = t − 1, m = j = s. Thus, ST -scheme has
the form (7.7). This contradiction completes the proof.
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