This paper presents an approach for obtaining accurate interaction energies at the DFT level for systems where dispersion interactions are important.
Introduction
Since Density Functional Theory has been introduced into the world of computational chemistry, countless studies on "large" systems have been performed that would otherwise have been impossible due to the size of the systems examined.
1 A large portion of those studies involve biologically active molecules, their structure, reactivity, catalytic and binding properties. 2 One of the most fundamental aspects examined in these studies are interaction energies. However, the use of DFT becomes problematic when energetics and related properties are examined for systems where dispersion interactions are important. 3 Accurate description of interaction energies demands the use of levels of theory that include electron correlation, and although MP2 has started to become applicable to systems of relevant size in recent years, 4-8 the more accurate methods such as CCSD(T) are still far from reaching that stage. Therefore, the adjustment of DFT methods for a correct descriptions of dispersion interaction is nowdays a topic of an active research. Numerous examples can be found in the recent special issue of Phys. Chem. Chem. Phys. dedicated to stacking interactions.
2
In several studies adjustments were made to existing density functionals to improve their performance for non-covalent interactions. Xu et al. 9 designed an X3LYP extended functional, based on the well-known B3LYP functional, that improves the accuracy for Van der Waals complexes. Zhao and Truhlar 10-12 developed functionals based on simultaneously optimized exchange and correlation functionals. Rothlisberger et al. developed a dispersion-corrected DFT, where they augment the B3LYP functional with dispersion corrected atom-centered potentials (DCACPs). [13] [14] [15] [16] Also several studies by Hirao and Lundqvist have been performed for developing special correlation functionals which take long-range dispersion interactions into account.
17-20
The inclusion of empirical dispersion coefficients, [21] [22] [23] [24] [25] [26] [27] [28] as advocated by Grimme, Hobza and Head-Gordon, has booked some success as a cost-efficient method for examination of stacking phenomena in larger systems, since such applications are today not yet possible with the more elaborated methods mentioned above.
A different approach consists of calculating dispersion energies from dispersion coefficients. For instance, Van Gisbergen et al. derived van der Waals dispersion coefficients from frequency dependent polarizabilities using time dependent DFT.
29, 30
On the other hand, Becke and Johnson [31] [32] [33] [34] [35] [36] developed an approximation for the calculation of dispersion coefficients from exchange-hole dipole moments that allows to obtain dispersion energies at the DFT level in an easy and efficient fashion. However, the method of Becke and Johnson has two major drawbacks. First of all, Becke and
Johnson use inappropriate values for the polarizabilities of atoms in the molecules, thus undermining the theoretical foundation of the method significantly. In their first publication they used empirical values for polarizabilities, while in their later works they approximated atomic polarizabilities by scaling free-atom polarizabilities by the Hirshfeld effective volume of the atom in the molecule. Such a rough approach for obtaining atom-in-molecule polarizabilities ignores many relevant effects, such as electron density reorganization due to the applied electric field. Second, Becke and
Johnson make use of a damping function that strongly reduces the values of dispersion energy even at equilibrium geometries by an approximate factor of 2.
In our previous work 37 we showed that the use of intrinsic polarizabilities, obtained from the Hirshfeld method, 38, 39, 41 improves the dispersion energies obtained from the dispersion coefficients of Becke and Johnson significantly. As a result, not only the dubious character of the atomic polarizabilities used in the method is eliminated, but also realistic dispersion energies are obtained at equilibrium geometry without the need for a damping function.
In this work we develop our all-Hirshfeld approach further in three separate ways.
First of all, we extend the methodology for reproducing high-level interaction energies at the DFT level, instead of comparing pure dispersion energies. This method is applied using three functionals of a different nature, namely the hybrid functional By its iterative nature the method eliminates the somewhat arbitrary nature of the weight function and can also be applied to charged systems. It has recently been shown by some of the authors that not only the charges obtained with Hirshfeld-I are more in line with the oxidation state of the atoms in the molecules, but also the intrinsic polarizabilities are more adequate. 47 For the validation of our modified approach a set of 18 complexes is examined. To ensure the quality of the high level geometries and interaction energies, all the complexes were optimized using the same methodology, namely CCSD(T)/aug-cc-pVTZ and a frozen monomer approach.
Method
The dispersion corrections used in this work are based on the model developed by
Becke and Johnson, 31-35 wherein explicit expressions for the dispersion coefficients C 6 , C 8 and C 10 were derived from the instantaneous dipole moment created by an electron and its corresponding Fermi hole. The dispersion energy between two nonoverlapping systems A and B at a distance R from each other is given by 
The expectation values of the square of a multipole M l are approximated by
with σ representing the spin of the electron.
It has also been shown by Becke and Johnson that when the systems A and B contain more than one atom, the dispersion energies obtained from coefficients in equations (2-4) can be decomposed into pair-wise atom-atom interactions between the atoms in the two systems. For example, the interaction energy obtained from the C 6 term can be decomposed into pair-wise contributions as
with
In the expressions for these interatomic coefficients the polarizabilities and expec- 
The elements of the intrinsic atomic polarizability tensor are then defined by
where i and j represent the Cartesian directions x, y or z and ρ (j) (r) denotes the first order density perturbed by an electric field applied in direction j. Since the polarizability is not a straightforwardly additive property, the total polarizability of the molecule cannot be reconstructed from the intrinsic polarizabilities alone, but a charge transfer term must be added. However, in the present work we will only consider the intrinsic polarizabilities.
In this work the method is further extended by introducing the improved, itera- .
The process is repeated untill the weight functions of two subsequent iterations are identical.
The use of atomic intrinsic polarizabilites, which are obtained in the form of an atomic polarizability tensor, allows to introduce anisotropy into the model described above.
Going back to the classical paper by Buckingham, 48, 49 standard second order Rayleigh-Schrödinger perturbation theory for long range intermolecular forces was shown to yield the following general expression for the R −6 contribution to the dispersion energy for two molecules or two atoms a and b
where α (a) and α (b) are the (dipole) polarizability tensors of the interacting systems and the elements of the T 2 tensor are defined as
where R ab is the intermolecular distance and i and j stand for the Cartesian coordinates x, y, z. This expression was obtained using an Unsöld/London type of approximation 50, 51 by simplifying the energy denominator in the second order perturbation theory expression by introducing an average excitation energy (or ionization energy), for a and b, namely U a and U b . Equation (11) can then be rewritten as
where the ↔ Π and ↔ α tensors involve the elements T 2,ij and α ij . It is easily shown that in the case of isotropic tensors equation (13) reduces to
where α (a) and α (b) are now equal to the diagonal elements of
(or one third of their traces), respectively. As it is easily shown that Tr (
, eq. (13) finally reduces to
whereby the standard London dispersion formula is recovered. Concentrating now on a pairwise atom-atom interaction scheme, where in (13) a and b refer to isolated atoms or atoms-in-molecules, and replacing in (13) , in the spirit of Becke and Johnson's treatment 31 as also adopted in our previous work, the average excitation energies U a and U b by expressions of the type 2 M 2 1 /3α, where α is the isotropic polarizability of the atom in the molecule, we arrive at
In the isotropic case the equation reduces to
which is the expression for the R −6 term used in our previous work.
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Equation (16) was implemented in the atdisp 37 program. Note that anistropy corrections to the R −8 and R −10 terms could be treated in a similar way necessitating, however, the evaluation of terms involving quadrupole and mixed dipole-quadrupole polarizabilities. As these contributions are expected to be smaller and lend themselves less easily to an interpolation into the framework of eq. (16), we only consider in this paper the expression of an anisotropy corrected C 6 term, optionally combined with isotropic C 8 and C 10 terms. On the whole, anisotropy corrections to dispersion coefficients were relatively seldom studied in the literature. 53 
Computational Details
The main goal of this work is to reproduce accurate interaction energies obtained from high level calculations by adding dispersion energy corrections to interaction energies obtained at the DFT level. For this purpose, a set of eighteen different complexes was examined. In order to ensure that the benchmark set is of good and consistent quality, individual geometries of the different complexes have been optimized as follows.
First the geometries of the monomers have been fully optimized at the CCSD(T)/augcc-pVTZ level with tight convergence criteria. Subsequently, the geometries of the complexes were optimized at the same level keeping the internal geometries of the monomers frozen. For most of the complexes this meant optimizing only one parameter, namely the distance between the two monomers. For a few others the lateral displacement of the two monomers has been taken into account. Symmetries of the complexes with the lowest reported energies were taken from the literature.
10, 32, 56-61
Once the equilibrium geometries were obtained, the interaction energies at CCSD(T) level and at DFT level using the B3LYP, PBE and TPSS functionals were calculated, taking into account the counterpoise BSSE correction. 54, 55 Since the geometry of the monomers was kept unchanged in the dimers, the interaction energies are given by
The stars in eq. (18) and (19) denote that the energies were obtained using all the basis functions of the dimer.
To ensure high quality reference data the values for the interaction energy at the CCSD(T) level were extrapolated to the complete basis set limit (CBS) using the following focal point analysis. To obtain the BSSE-corrected interaction energy one needs to extrapolate the energies of the dimers and the complexes
where the total energy of each entity is a sum of the Hartree-Fock energy and the correlation energy
Since it has been shown by Sinnokrot and Sherrill 62 that the correlation energies at the MP2 and CCSD(T) levels converge very similarly with the size of the basis set, the difference between the two remaining constant for the set of the aug-cc-pVXZ basis sets upon the increase of X, it is sufficient to extrapolate the correlation energy at the MP2 level to the basis set limit and add the correlation energy value between the two methods obtained for a smaller basis set:
The MP2 correlation energy at the complete basis set limit was obtained using Helgaker's linear extrapolation formula 63, 64
where we chose X=5 and Y=4 for all the complexes. Finally, since the Hartree-Fock total energy converges towards the complete basis set limit fast and monotonously,
63
the energies at the HF/aug-cc-pV6Z level were used to estimate E HF/CBS tot .
In the following step the interaction energy at the DFT level, obtained with the B3LYP, PBE and TPSS functionals, was corrected for dispersion
where the dispersion interaction correction was calculated in four ways of increasing complexity. The first two approaches, which neglect anistropy, yield the following equations:
• Isotropic C 6 term only
• Three isotropic terms
In a subsequent step anisotropy is introduced. In order to reach an optimal quality cost ratio only the C 6 term was corrected for anistropy as it may be expected that the main contribution to anisotropy will essentially be due to the C 6 term. The counterpart of eq. (25) may be written as
• A compilation of the anisotropic C 6 term and isotropic C 8 and C 10 terms finally gives
The coefficients used in eq. (25) to (28) Tables 2 to 4 give the dispersion corrected post-DFT interaction energies obtained by the C 6 -isotropic (eq. 25), full isotropic (eq. 26), C 6 anisotropic (eq. 27) and mixed (eq. 28) models for the B3LYP, PBE and TPSS functionals, respectively. In contrast to our previous work on dispersion energies, 37 where the classic version of the Hirshfeld method was utilized, the dispersion corrections are obtained here with the Hirshfeld-I method. The difference between the two versions of the method is only of importance for the larger complexes, where the monomers contain more than one atom, which are unidentical. In that case the atomic weight functions which determine the distribution of the electronic density among the atoms are different, and as a result also the charges and other properties of the atoms are different. It has been shown in a previous study by some of the authors 47 that atomic polarizabilities obtained with the Hirshfeld-I method are of better quality, therefore also leading to more reliable dispersion coefficients. The two last lines in Tables 2 to 4 also show the correlation coefficient between the post-DFT interaction energies and the high level interaction energies listed in Table 1 and the standard error of the linear regression.
Results and Discussion
From Table 2 remains an outlier. One can conclude that the large standard error (listed in Table 2) and the very low value of the slope (shown in Figure 1 ), indicate that the C 6 -based models are insufficient by far for reproducing accurate post-DFT interaction energies and that the higher coefficients are indispensable. Figure 2 depicts the correlation between the high level interaction energy values and the post-B3LYP interaciton energy values for the full isotropic and mixed models.
As was mentioned in the method section, the derivation of anisotropic dispersion coefficients higher than C 6 becomes complicated as extra terms appear in the equations and the model loses its simplicity, which is one of its major advantages. Therefore a mixed model is examined here, which on the one hand combines the improvement achieved in the C 6 coefficient by introducing anisotropy and on the other hand uses isotropic C 8 and C 10 coefficients, which are vital for reproduction of accurate interaction energies. The mixed model performs better than the full isotropic method, both of them performing significantly better than the C 6 -based models, having a correlation coefficient of 0.94 and 0.95 for the former and the latter, respectively. Also the value for the CO 2 -CO 2 complex improves considerably by the addition of the higher dispersion coefficients. The difference between the two models is the largest for the four complexes with the highest interaction energy values, namely CO 2 -CO 2 , OCS-OCS, C 2 H 2 -C 2 H 2 and C 2 H 4 -C 2 H 4 . As can be seen in Figure 2 , when only isotropic contributions are taken into account, the order of interaction energies for those three complexes is not correctly reproduced: while CCSD(T) interaction energies follow the
teraction energies obtained with the full isotropic model follow the order
However, once anisotropy is introduced in the mixed model, the correct order is restored. The reason for this difference is the lower symmetry of the complexes, where the monomers are laterally shifted with respect to each other and anisotropy becomes more important. Therefore one can expect the linear regression parameters to improve further for the mixed model when more complexes of lower symmetry are taken into account.
Although the correlation achieved for the full isotropic and mixed models is satisfying, the linear regression parameters are not optimal yet. With a slope of 0.82 in the full isotropic model and 0.83 in the mixed model, both models underestimate the interaction energy by an approximate 20%. The PBE functional seems to suffer from an opposite problem, as can be seen from the values listed in Table 3 . The interaction energies obtained by the full and mixed models are overestimated by no less than 40%, as can also be seen from the linear regression coefficients in Figure 3 . The source of the overestimation of the values must be sought in the pure DFT interaction energies obtained with this functional. As can be seen in Table 1 , the PBE functional produces all negative interaction energies even though dispersion is not included in the functional. Since the dispersion energy correction is added to the original pure DFT interaction value, the spurious potential well produced by the PBE functional for the examined complexes causes a serious overestimation of the interaction energies. On the other hand, the correlation coefficients for the full isotropic and mixed models are very high, being more than 0.99, while the standard error is reduced almost half in size in comparison to the B3LYP functional. One can therefore conclude that our method for the calculation of dispersion energy corrections performs surprisingly well for the PBE functional, but for accurate interaction energies the values must be scaled by a factor of 0.71. It must also be mentioned that the effect of anisotropy on the interaction energy values is analogous for the PBE functional: the replacement of the isotropic C 6 coefficient by an anisotropic one in the mixed model restores the correct order in interaction energy values for the four largest complexes. The addition of the higher order coefficients C 8 and C 10 is here also of importance. Although the correlation coefficients are quite high for the C 6 -based models, the values are less reliable.
For example, the interaction value for the C 2 H 2 -C 2 H 2 is an evident outlier in Table 3 for those two models.
The post-TPSS interaction energies are listed in Table 4 for the four different models and depicted in Figure 4 for the full isotrpic and mixed models. This functional seems to perform very well, the correlation for the full isotropic and mixed models being 0.98 and the standard error on the linear regression being almost as low as for the PBE functional. The main strength of this functional is the perfect slope of 1.00 for the mixed model, enabling us to reproduce accurate interaction energies without the need for up-or down-scaling, as is the case for the B3LYP and PBE functionals. Amongst the larger complexes only the interaction energy value of the ethene dimer appears to be problematic, being overestimated by 0.4 kcal/mol. As was also the case with the PBE functional, the source for this overestimation may lay in the negative pure DFT interaction energy value of this complex (-0.548 kcal/mol).
It seems that also here our method for obtaining dispersion energies is performing very well, but care must be taken if the potential energy surface produced by the functional is incorrect.
Concluding Remarks
In our previous work 37 
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