Abstract: A set of four factorizable non-relativistic S-matrices for a multiplet of fundamental particles are defined based on the R-matrix of the quantum group deformation of the centrally extended superalgebra su(2|2). The S-matrices are a function of two independent couplings g and q = e iπ/k . The main result is to find the scalar factor, or dressing phase, which ensures that the unitarity and crossing equations are satisfied. For generic (g, k), the S-matrices are branched functions on a product of rapidity tori. In the limit k → ∞, one of them is identified with the S-matrix describing the magnon excitations on the string world sheet in AdS 5 × S 5 , while another is the mirror S-matrix that is needed for the TBA. In the g → ∞ limit, the rapidity torus degenerates, the branch points disappear and the S-matrices become meromorphic functions, as required by relativistic S-matrix theory. However, it is only the mirror S-matrix which satisfies the correct relativistic crossing equation. The mirror S-matrix in the relativistic limit is then closely related to that of the semi-symmetric space sine-Gordon theory obtained from the string theory by the Pohlmeyer reduction, but has anti-symmetric rather than symmetric bound states. The interpolating S-matrix realizes at the quantum level the fact that at the classical level the two theories correspond to different limits of a one-parameter family of symplectic structures of the same integrable system. arXiv:1112.4485v1 [hep-th]
Introduction
The AdS/CFT correspondence has many facets and its underlying integrability is one of the most remarkable. On the string side this manifests as the integrability of the 1 + 1-dimensional QFT on the string world-sheet. The integrability allows one to write down the exact S-matrix for the scattering of magnon degrees-of-freedom: see for example the series of review articles [1] and references therein. This S-matrix theory is actually non-relativistic due to the way that the symmetries of the world-sheet theory are fixed. The S-matrix has an underlying Yangian symmetry associated to two copies of the centrally extended Lie superalgebra h = psu(2|2) R 3 , just like the S-matrices that describe the (relativistic) principal chiral models in 1 + 1-dimensions are associated to the Yangian of a product of two ordinary Lie algebras. The Yangian structure is not easy to describe but one knowns from the example of the principal chiral model that the symmetry structure can be deformed into something more manageable, namely a quantum group U q (h). At the level of the S-matrix the q-deformation involves replacing the rational R-matrix that describes the magnons by the trigonometric one constructed in [2] . This q-deformed version of the magnon scattering theory can be viewed as the quantum analogue of the classical fact that the symplectic structure of the integrable system can be continuously deformed. The deformed theory now depends on two coupling constants: g the original coupling of the magnon theory that corresponds to the 't Hooft coupling of the dual gauge theory and the new quantum deformation parameter q. The magnon theory with the Yangian symmetry is then obtained in the rational limit q → 1. Another interesting limit is to take g → ∞ keeping q fixed [3] . This was shown in [4, 5] to lead to the quantum S-matrix theory of the relativistic semi-symmetric space sine-Gordon theory. This latter theory is known to be classical equivalent to the string world-sheet theory via the Pohlmeyer reduction but has a different symplectic structure (for work on the Pohlmeyer reduction in this context see [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] . The relativistic S-matrix theory was studied in some detail in [5] and the Smatrix was shown to fall into a class of S-matrix theories associated to affine quantum groups, in this case for the superalgebra su(2|2).
The aim of the present paper is to consider the S-matrix of the interpolating theory, that is for g and q generic, although we take q to be a complex phase. In particular, the scattering of the fundamental states is governed by a product of two of the Rmatrices of [2] but in order to make a consistent S-matrix this must be multiplied by an overall scalar factor. In the string limit, this is the famous "dressing phase" which took a lot of work to completely pin down in the magnon theory [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] . The main result we present is the dressing phase which incorporates the q deformation. This then determines the S-matrix elements of the interpolating theory for the fundamental states. In this discussion it will be important for us to consider both the original magnon theory and the so-called "mirror theory". This latter theory arises as the double Wick rotation of the world-sheet theory and is the version of the theory that is relevant for formulating the Thermodynamic Bethe Ansatz [43] [44] [45] [46] [47] [48] . The mirror S-matrix is simply the original S-matrix but with a different physical region and therefore a different set of bound-state poles. This turns out to be crucial for our analysis.
The next problem-and one that is not addressed here-will be to find the complete set of bound states of the fundamental states and build up the complete S-matrix by using the bootstrap equations. An important part of this programme has already been completed in a recent paper [49] which showed that the R-matrix for the bound states is determined completely by the quantum group symmetry. In [5] , it was conjectured that the S-matrix theory was most naturally defined with q being a root of unity q = e iπ/k , with a positive integer k. The spectrum of bound states then consists of a finite set of k atypical, or short, representations of the quantum group. The bound-states correspond to symmetric representations in the original S-matrix and anti-symmetric representations in the mirror. The infinite set of bound states is then recovered in the k → ∞ limit. In this regard, it could be that the interpolating theory provides a manageable way to regularize the spectrum of the theory. This paper is organized as follows. In section 2, we discuss the dispersion relation in the interpolating theory. This naturally describes an elliptic curve whose uniformization leads to the generalized rapidity. We show how the relativistic limit corresponds to a situation where the elliptic curve degenerates to the familiar rapidity cylinder of a relativistic theory. In section 3, we write down the S-matrix for the fundamental states of the interpolating theory based on the R-matrix of [2] . In section 4, we consider the unitarity and crossing constraints which are key to pinning down the dressing factor. Particular attention is paid to how the crossing symmetry equation behaves in the relativistic limit. In the interpolating theory there are two possible definitions of crossing symmetry depending on which direction is chosen for the shift by a half period on the rapidity torus. However, with the choice made by the world-sheet theory it is only the mirror version that gives the correct crossing equation in the relativistic limit. Section 5 is devoted to the construction of the dressing phase which mirrors very closely what happens in the magnon theory. In general this quantity has a complicated analytic structure since it is a branched function on the rapidity plane. However, we show how the branching disappears in the relativistic limit to give a meromorphic function as expected and required by relativistic S-matrix theory. Section 6 is devoted to a discussion of the bound-state poles of the S-matrix. We show that there is a natural set of vertices that are associated to bound-states transforming in a set of atypical short representations of the quantum group symmetry.
The Dispersion Relation and Rapidity Torus
In a relativistic theory, particle states have an energy and momentum that satisfy the familiar dispersion relation E 2 = p 2 + m 2 . If we solve this for the energy then we have E = ± p 2 + m 2 meaning that there is a branched double cover of the complex momentum plane. Of course physical particle states have real p and positive energy E. For many purposes, particularly for S-matrix theory, it is convenient to find a uniformizing parameterization which removes the branch points. This is achieved by introducing the rapidity θ with E = m cosh θ and p = m sinh θ. As a complex variable, θ takes values on the rapidity cylinder 0 ≤ Im θ < 2π and physical values correspond to imposing the reality of θ. In a relativistic factorizable scattering theory, the 2-body S-matrix S(θ) is a meromorphic function on the infinite un-branched cover of the rapidity cylinder, that is the (relative) rapidity plane θ = θ 1 − θ 2 . The region for which 0 ≤ Im θ ≤ π, the physical strip, plays an important role since any poles in this region correspond to bound state processes or anomalous thresholds.
Turning to the non-relativistic S-matrix theory that describes the interpolating theory, the analogues to the dispersion relation and rapidity are a good deal more complicated. In fact we do not know a priori in the interpolating theory what are the energy and momentum of states, all we know is that the fundamental one particle states of the theory are labelled by a pair of variablesx ± that satisfy the the non-trivial constraint equation [2] 
In the above, we should view g, a positive real number, and q, a complex phase, as two independent couplings. It is more convenient to work in terms of the shifted and re-scaled variables defined in [50] :
2)
3)
The deformation parameter q will be taken as the complex phase
With the choice above bothg and ξ are real numbers withg > 0 and 0 ≤ ξ ≤ 1. In terms of the new variables, (2.1) becomes the more aesthetic
In terms of the representation theory of U q (h), the 3 central charges are determined by x ± . Following [50] , we define the two quantities 6) where the equalities follow from the dispersion relation (2.1). Then the three central charges are
where α is a constant. These charges are related via
and we have defined
. This is precisely the shortening condition for the atypical fundamental 4-dimensional representation of U q (h).
One advantage of the variables x ± is that the antipode map (eq. 2.73 of [2] ) of the quantum group which is crucial to the crossing symmetry of the S-matrix is now particularly simple because it does not depend on q:
Just as in the magnon case, we can solve the constraint (2.5) in terms of a parameterization of x ± . To this end we introduce the map x(u) defined by
The pre-factor multiplying q −2iu has been chosen for the convenience of taking particular limits, but can always be absorbed by an additive shift in u. Note that x(u) has square root branch points at u ± where 11) and x(u + i0 + ) = 1/x(u − i0 + ) along the branch cut which we denote u ∈ C. The two branches of x(u) are distinguished by |x(u)| ≷ 1 and the image of a contour that encircles the branch cut is the unit circle |x(u)| = 1.
Given the map x(u), we can then solve (2.5) by taking
, with x + and x − subject to the dispersion relation (2.5), takes values on a 4-fold cover of the cylinder u ∼ u + ik in the complex u plane corresponding to the four possibilities for |x ± | ≷ 1. Following [39] , we will denote these sheets as: 13) and it will be useful to think of the label as defined modulo 4 so that R −2 ≡ R 2 . This 4-fold covering defines the rapidity torus of the interpolating theory and is illustrated in figure 1 . The four branches are joined by branch cuts located along |x ± | = 1. Since the topology is a torus there are non-trivial cycles. For instance if we start on the sheet R 0 , there are two inequivalent ways to reach the sheet R ±2 . The first involves crossing the cut |x + | = 1 to the sheet R 1 . Then one crosses the cut |x − | = 1 to reach the sheet R 2 . The other path involves crossing the cuts in the other order, first |x − | = 1 then |x + | = 1 thereby passing through the intermediate sheet R −1 . The distinction between these two paths will become central in the discussion of crossing symmetry.
There are two particular limits of interest: (i) The string limit: obtained by taking q → 1 or k → ∞. In this limit,g → g and ξ → 2πg/k and so ξ
and so the map x(u) is determined by
14) In this case the branch cut C runs between u ± = ∓2g. In this limit, we know that the physical momentum and energy are
and physical values of the parameters, that is p and E real, are obtained when x + = (x − ) * which corresponds to u ∈ R. A physical particle must have E > 0 which restricts one to the Riemann sheet R 0 and if we require positive momentum then u ∈ R > 0. In this limit, the figure 1 still applies but now for the u-plane where the cuts corresponding to |x ± | = 1 are parallel. Note that the expressions for the energy and momentum in terms of x ± above are modified in the mirror magnon theory [47] .
(ii) The relativistic limit: obtained by taking g → ∞, in which caseg → (2 sin π k ) −1 and ξ → 1. In this limit, the branch points u ± → ±∞, that is q −2iu ± → 0 and ∞, and 16) which is the relativistic parameterization used in the soliton S-matrix of [5] , when we identify the relativistic rapidity as 17) up to a constant additive shift of u that cancels out from the S-matrix in the relativistic limit since the latter depends only on the difference θ 1 − θ 2 . The fact that the identification (2.17) differs in the ordinary and mirror theories by a minus sign is, as we shall see, crucial. In this limit, the branch points u ± move out to ±∞ and the branch cut C becomes the line Im u = 0 modulo k. In the q −2iu plane in figure 1 the left-hand branch points of the cuts |x ± | = 1 both coalesce at the origin while the right-hand branch points move out to infinity and the covering becomes un-branched. In this limit, taking the plus sign in (2.16), the 3 central charges are 18) with ± here corresponding to the sign in (2.17), so that P and K become identified with the null components of the 2-momentum and the shortening condition (2.8) becomes the familiar relativistic mass-shell condition.
Another potentially interesting limit is obtained by taking g → 0, givingg → g and ξ → 2g sin π k . In this case,
This limit is discussed in [50] and should also lead to a relativistic S-matrix although we will not consider it further here.
We have argued that the 4-fold cover of the u cylinder u ∼ u+ik on which functions f (x + , x − ) with x ± subject to (2.5) take values is an elliptic curve. In Appendix A, we show how to uniformize this curve to find the generalized rapidity z, which takes values on the complex plane modulo periodicities in two independent directions:
In the relativistic limit, after a suitable re-scaling the period ω 1 diverges and ω 2 remains constant which manifests the degeneration of the rapidity torus to the relativistic rapidity cylinder. We remark that the rapidity z itself is not such a useful coordinate in the non-relativistic interpolating S-matrix theory because the 2-body S-matrix is not simply a meromorphic function on a product of two rapidity z-planes. In fact, the Smatrix turns out to take values on a branched cover of the rapidity plane which defines an infinite genus Riemann surface. So although z uniformizes the dispersion relation itself it does not uniformize the S-matrix. Nevertheless we find it useful to write the rapidity dependence of quantities in terms of z where appropriate. We note that the antipode operation involves a shift by a half period:
in particular, s : R n → R n±2 , a fact that will be important for the discussion of crossing symmetry.
The Interpolating S-matrix
The S-matrix is constructed using a product of two copies of the fundamental R-matrix of the quantum group deformation of the triply extended superalgebra h = psu(2|2) R 3 in [2] , with the central extensions identified. Each particle multiplet is 4×4 dimensional, and carries a product of two of the four-dimensional fundamental representations of the algebra, denoted 0, 0 in [2] .
For completeness we now write down the fundamental R-matrix in terms of the new coordinates x ± . 1 The four states, two bosonic and two fermionic, are denoted {|φ a , |ψ a }, a = 1, 2. Here, we write down the related matrixŘ = P · R where P is the graded permutation matrix
where V 1 (z 1 ) is the 4-dimensional module spanned by the basis {|φ a , |ψ a }. We then havě
1 These are related to x ± in the reference [2] , which earlier we denoted asx ± , as in (2.2).
The functions A to L are defined in [2] as A 12 to L 12 (with R 0 12 = 1) with respect to the original parametersx ± i . In terms of the new parameters x ± i , we have
The S-matrix takes the form expected for a theory with a product
where Z(z 1 , z 2 ) is a scalar factor which compensates for the fact that the product of twǒ R(z 1 , z 2 ) matrices would have a double pole at x
and this should be a simple pole since it corresponds to the s-channel bound state transforming in the short, or atypical, symmetric representation 1, 0 of U q (h):
In (3.4), the tensor product respects the fermionic grading of the states. The multiplication by the factors involving U i in (2.6),
2 Note that in terms of the coordinates x ± the quantity γ defined in [2] is −iαq 1/2 U V (x + − x − ) where α is a constant that cancels out of the S-matrix.
3 Similar to the principal chiral model which has a G × G symmetry. 4 When we make a statement like this we always mean a product of two of these representations, one for each U q (h) factor.
is needed so that the dressing factor σ(z 1 , z 2 ) agrees with the definition in [39, 40, 42] when the magnon limit is taken.
Notice that once multiplied by Z(z 1 , z 2 ) the product of twoŘ(z 1 , z 2 ) matrices also has a simple pole at x
. This is not on the physical sheet for the magnon S-matrix but becomes the s-channel bound-state pole for the mirror S-matrix. It corresponds to the bound state transforming in the short, or atypical, anti-symmetric representation 0, 1 of U q (h). It is important to note that the S-matrix of the mirror theory is just an analytic continuation of the S-matrix of the magnon theory, the difference lies in the definition of the physical values of rapidity and the physical sheet and consequently the bound states and bootstrap are different.
To fix our conventions, we write down the S-matrix in the so-called su(2) and sl(2) sectors in the string limit.
5 These algebras are the bosonic subalgebras of (complexified) su(2|2) under which φ a transform as (1, 0) and ψ a as (0, 1). 6 The S-matrix element for the "su(2) sector" corresponds to the particular element |φ
This form manifests the s-channel pole at x
The fact that this pole appears in the symmetric channel of the (two copies of) su(2) ⊂ su(2|2), identifies the bound state as the atypical symmetric 1, 0 representation of su(2|2). On the other hand, for the "sl(2) sector" corresponding to the particular 
Crossing and Unitarity
In order to have a consistent S-matrix, we need to determine the scalar factor-the "dressing phase"-denoted σ(z 1 , z 2 ) in the last section. It is important to recognise that the z i dependence of σ(z 1 , z 2 ) does not mean that it is valued on the rapidity torus. In fact the dressing phase takes values on an infinite branched cover of the rapidity torus. In a relativistic scattering theory things are simpler and the covering becomes un-branched. In this case, σ(θ 1 , θ 2 ) ≡ σ(θ), with θ ≡ θ 1 −θ 2 , is a meromorphic infinite cover of the rapidity cylinder identified with the complex θ plane.
We define S-matrix elements, so that
Here, i, j, . . . = 1, 2, . . . , 16 label states of the 16-dimensional representation formed from the product of fundamental representations V 1 for each of the two symmetry algebras. The unitarity condition requires that
Now we turn to the crucial implications of crossing symmetry. The action of charge conjugation on particles involves taking the antipode operation on the parameters (2.21), s : x ± → 1/x ± . However, this operation requires care because we should be mindful of the path followed on the rapidity torus from x ± to the antipode point. This becomes clearer if we think of the uniformized variable z. The antipode point is at z + ω 2 , however, this can be reached in more than one way since on the torus z + ω 2 ≡ z − ω 2 . Although the R-matrix and factor Z in (3.5) are periodic on the torus, the S-matrix itself is not, due to the dressing phase σ(z 1 , z 2 ), and so one should be careful to distinguish the points z ± ω 2 . We will investigate this point in more detail below.
To start with, here is one way to write the crossing relation in a relativistic theory:
where the charge conjugate states are |ī, θ = Cī i |i, θ with C the charge conjugation matrix, and S(θ 1 , θ 2 ) ≡ S(θ 1 − θ 2 ) due to relativistic invariance. This gives the familiar form
So here the analogue of the antipode operation involves θ → θ + iπ for the second particle. Of course, as points on the rapidity cylinder, θ ± iπ are equivalent, but the S-matrix is not periodic on the cylinder and so the choice matters. The implication is that when we consider the interpolating S-matrix the crossing relation will involve taking x ± → 1/x ± but implicitly this entails choosing a direction on the rapidity torus, either z → z + ω 2 or z → z − ω 2 . If we start on the Riemann sheet with |x ± | > 1, that is R 0 , then crossing symmetry involves changing to the sheet with |x ± | < 1, that is R ±2 . As we explained in section 2 the two directions on the torus correspond to crossing the curves |x ± | = 1 in a particular order, which can also be thought of as the choice of which intermediate sheet to cross. The relation with the uniformized variable is
unitarity" in the context of quantum groups. The S-matrix axiom of Hermitian Analyticity usually guarantees the equivalence between braiding and matrix unitarity. It is known that S-matrices built from quantum group intertwiners when q is a complex phase may not satisfy Hermitian Analyticity, and naïvely the present R matrix is no different, as pointed out in [2] . However, Hermitian Analyticity only need hold in some particular basis in the one-particle Hilbert space [51] , and this basis freedom has not been exploited in the present case to give a definitive answer to the question of unitarity. In addition, an important point is that for the rapidity torus itself R 2 is identified with R −2 but for the S-matrix this identification is no longer valid and the sheets R ±2 become distinct. In fact, as we shall see, by analytic continuation and by repeated shifts by ω 2 we move out onto an infinite set of sheets R n for any integer n. Note that the interpolating S-matrix, being a function of z 1 and z 2 , is valued on a product of the sheets which is denoted R m,n . An important subtlety that does not arise in the relativistic limit is that the S-matrix will turn out to have branch points and associated cuts on some of the sheets. This means that when we write the crossing equations there is an implicit choice for the path of the analytic continuation. It is not immediately obvious what sign in (4.5) is needed to match (4.3), so for the moment, we will write z 2 → z 2 + εω 2 , with ε = ±1, and then the analogue of (4.3) is 6) which is illustrated in figure 2.
TheŘ-matrix itself satisfies the unitarity conditioň
and the crossing relationŘ
Note that we could equivalently write the crossing equation in the form
This other way of writing the crossing equation is equivalent to (4.6) and leads to the same constraint on the dressing phase below in (4.14).
The choice of sign here does not matter since the R-matrix is an honest function on the rapidity torus. The charge conjugation matrix is
and we have defined a function
(4.10)
The factor Z(z 1 , z 2 ) in (3.4) is also an honest function on the rapidity torus and is completely inert with regard to unitarity and crossing, meaning
Putting all the unitarity and crossing relations together means that the dressing factor must satisfy the unitarity condition
and the crossing relation
If we use unitarity and swap z 1 and z 2 , we can write this as
a form that is favoured in the string theory literature. Above, we have employed the identity
which follows from (2.5). In appendix B, we show that (4.14) with ε = +1 is equivalent to the crossing equation written by Janik [28] and in other subsequent works. In particular, in the string limit, ξ → 0, the crossing equation (4.14) is precisely the one written in both [39] , eq. 2.8, and [42] , eq. 3.4.
The crossing ambiguity ε
The particular analytic continuation needed in the magnon theory was made clear in [39, 40, 42] . It corresponds to ε = 1 in our notation and involves the anti-clockwise contour in the u 1 plane as shown in the top left figure 3 . We also show how this contour generalizes in the q −iu 1 -plane when q = 1. Note that with this choice the analytic continuation involves the sheets R 0,0 → R 1,0 → R 2,0 . The two choices for the analytic continuation ε = ±1 in the string limit are illustrated in the left-hand figures of 3 which shows the contours for the analytic continuation in the u 1 -plane.
The two choices ε = ±1 lead to S-matrices with different analytic properties and so the choice matters. In particular, the difference is not the usual kind of CCD ambiguity that always appears in the S-matrices of integrable theories. The string world-sheet theory apparently requires ε = +1 and we now argue that once the S-matrices are qdeformed and become interpolating S-matrices then only the mirror theory is consistent with the relativistic limit. Since this is a key observation, let us lay out the logic of the argument seriatim:
(i) First of all, we have fixed the way that u, x ± or z relates to the relativistic rapidity in the g → ∞ limit by taking into account the position of the s-channel bound-state pole of the S-matrix which occurs at magnon:
x
on the sheet R 0,0 . Assuming that the bound state poles continue to lie on the physical sheet in the interpolating theory, (2.17) is fixed by the condition that both correspond
(ii) It is clear from figure 3 that the analytic continuation z 1 → z 1 + εω 2 with ε = 1 involves crossing the cut |x ) the imaginary part of u 1 is increasing. Indeed, in top right-hand diagram of figure 3 the motion is counter-clockwise and since q −2iu 1 = e 2πu 1 /k it must be that Im u 1 is increasing. Consequently, in the relativistic limit with the choice ε = 1, Im θ 1 is decreasing, θ 1 → θ 1 − iπ, in the magnon theory and increasing , the mirror theory. Note that in the relativistic limit the left-hand branch points nearly touch at the origin forcing the contour to encircle the origin. This implies that moving round the contour is equivalent to wrapping the non-trivial cycle of the u/rapiditycylinder. The opposite is true with the choice ε = −1. To summarize, the relation is magnon:
In the relativistic limit, the crossing equation (4.14) becomes
where the upper/lower sign is for the magnon and mirror cases, respectively. This is the correct relativistic crossing equation only if the left-hand side is σ(θ)σ(θ + iπ); that is ε = −1, in the magnon case, and ε = 1, in the mirror case.
If the conventional dressing phase σ is the solution of (4.14) with ε = 1, let us denote the solution with ε = −1 as σ. If we take (4.14) with ε = −1 and then shift
(4.19)
Then multiplying this with (4.14) with ε = 1 and using (4.15) gives
(4.20)
There are two solutions of this equation for σ in terms of σ which are consistent with unitarity. We choose the solution which will imply that if σ and its inverse are analytic on R 0,0 then so is σ, and vice-versa; namely,
Notice that the pre-factor here has no poles or zeros on R 0,0 . We can then define two additional S-matrices by choosing σ as the dressing factor rather than σ.
Out of the four possible S-matrices built from the magnon or mirror bootstrap with either σ or σ as the dressing phase, only the mirror S-matrix with σ and the magnon S-matrix with σ satisfy the correct crossing equation of relativistic S-matrix theory in the limit g → ∞. This is summarized in table 1.
We can illustrate the difference between the four S-matrices by considering the su(2) sector in the string limit. The magnon/mirror S-matrix takes the form (3. Table 1 . A summary of the data for the four possible S-matrices. The top two lines are the conventional magnon and mirror theories, whereas the last two lines are the same S-matrices but with the alternative dressing factor σ. Note that only the middle two lines are consistent with relativistic crossing symmetry in the g → ∞ limit and so that includes the mirror theory but apparently not the ordinary magnon theory.
while the new S-matrix involves replacing σ with σ which can then be written in terms of σ using (4.21), to give
The magnon version of this manifests the bound-state s-channel pole at x For the mirror version, both these poles lie off the physical sheet and the su(2) element has no bound-state poles.
Constructing the Dressing Phase
We now turn to the solution for the dressing phase σ in the q deformed theory. The story of the dressing phase in the magnon theory is long and interesting and summarized nicely in the review article [42] . A conjecture for an integral form of the phase [37] was shown in [39] to explicitly satisfy the crossing equation (4.14) (for ε = 1). A constructive derivation of the factor then appeared in [40] . We will draw heavily on these later two references as well as on the review [42] .
To start with we will assume that in the q deformed theory σ(z 1 , z 2 ) has the same factorization as in the magnon S-matrix [30] :
with χ(x 1 , x 2 ) = −χ(x 2 , x 1 ) in order to ensure that the unitarity constraint (4.12) is satisfied.
The first step of [40, 42] is to show that the quantity χ(u 1 , u 2 ) ≡ χ(x 1 = x(u 1 ), x 2 = x(u 2 )) satisfies a Riemann-Hilbert problem. As a function of the u i , χ(u 1 , u 2 ) inherits the branch cuts of x i = x(u i ) corresponding to u i ∈ C. The Riemann-Hilbert problem takes the form
where u i ∈ C and is an infinitesimal such that u i ± lie on either side of the cut.
The solution of such a problem is then straightforward. Firstly, if we have the simpler problem
then the solution can be written as
where we have defined
Using this integral kernel we can write the solution of the Riemann-Hilbert problem (5.2) as
Here, we are using the conventions of [39] (but with g → 2g). In [40, 42] χ(x 1 , x 2 ) is defined with the opposite sign. 10 In order to show that it satisfies (5.3), one finds, using x(u + ) = 1/x(u − ) for u ∈ C, that the two terms on the left-hand side of (5.3) almost cancel but leave an integral around the pole at w = u with a residue that is precisely G(u).
Then we use the identity
The first term here is independent of u and does not contribute in the combination (5.1). We then change variables from w to z = x(w), in the second term, and to z = 1/x(w) in the third term, to end up with the integral form [37, 40, 42] χ( 8) up to terms which do not contribute to the dressing phase due to the combination of functions in (5.1). The solution of the problem therefore boils down to specifying the kernel Θ(u 1 , u 2 ) in the Riemann-Hilbert problem. Note that the unitarity constraint (4.12) requires
In the string limit, the kernel has to satisfy the equation [40, 42] ). This yields the difference equation
The solution of these conditions is not unique, but it was argued that constraints on the analytic properties of the dressing phase lead to the particular solution [40, 42] 
For the interpolating theory the equation for the kernel is still (5.10) but now the map x(u) is modified and we can use this to motivate a solution for q = 1. Using the modified map, the difference equation (5.11) now becomes 13) up to multiplicative factors which do not affect the result. This suggests that the solution should be similar to (5.12) with gamma functions replaced by q-gamma functions. 14) where the conventional q-gamma function satisfies the basic identity
The expression (5.14) solves the difference equation, again up to multiplicative factors that we have not kept track of. Our ultimate justification for taking (5.14) comes with the direct proof of crossing later in this section.
The conventional gamma function has the integral representation 16) valid for Re x > −1. We can write a similar kind of representation for the q-gamma function with q = e iπ/k :
.
This representation is valid in the strip −1 < Re x < k (with k > 1) and returns to (5.16) in the large k limit. We can then use (5.15) to analytically continue to other regions of the complex x-plane. Note that the terms which are constant, linear and quadratic in x in (5.17) do not contribute to the dressing phase. This is either because they cancel when taking the logarithm of (5.14), or because the integral in (5.8), for a kernel which is only a function of u 1 (or u 2 ), vanishes as the contour of the z (or z) integral can be shrunk to nothing.
To summarize, our solution for the dressing phase in the interpolating theory is
. (5.18) 11 We do not know whether this representation has appeared in the literature before.
We can find a useful representation of χ(x 1 , x 2 ) through its large x i expansion:
where
Notice that the image of |z| = 1 in the u plane lies along the real axis and so we can use the integral representation for the q-gamma function (5.17) to write
In the limit k → ∞, ξ → 2πg/k, and so
and we recover the well-known series expansion of the magnon dressing phase with coefficients [34] c rs (g) mag = 2 sin
Direct proof of crossing
In this section we consider the analytic structure of the dressing phase and show explicitly that it satisfies the crossing equation. Our approach mirrors very closely that of [39] and we draw on all of the techniques developed there generalized appropriately for the interpolating theory. In view of this we find it very convenient to use the same notation.
In order that the crossing equation (4.14) is satisfied, we start on the sheet R 0,0 for which we take 25) where the right-hand side is the integral expression in (5.18). In the region R 0,0 , |x ± 1 | > 1 and |x ± 2 | > 1, the integral representation manifests that the dressing phase σ(z 1 , z 2 ) and its inverse are analytic in this region.
Let us now consider the crossing equation (4.14) with ε = 1. This involves analytically continuing R 0,0 → R 1,0 → R 2,0 , as illustrated in figure 3 . The first change of sheet here involves crossing the curve |x 
is not modified since we still have |x
is easily calculated as in the magnon case by picking up the residue of the z integral around the pole at z = x 1 to give
The function Ψ(x 1 , x 2 ) is itself a branched function of x 1 with cuts that are solutions of u(x 1 ) = u(z) ± in, for n ∈ Z = 0 and u(z) ∈ C; that is
with |x 1 | < 1. If we choose to define x(u) on the sheet with |x(u)| > 1 then the cuts are defined as
The cuts are illustrated in figure 4 for three choices of (g, k).
The fact that there are multiple cuts on the sheet R 1,0 means that one must be careful to specify the path for the analytic continuation. As discussed at length in [39] , the path must be chosen so that x + 1 crosses the cut x (1) + first. This means that as we perform the second part of the analytic continuation R 1,0 → R 2,0 , which involves moving from a sheet with |x + . Putting this together, we have
We are now in a position to prove that the crossing relation (4.14) is satisfied for (z 1 , z 2 ) ∈ R 0,0 with the choice of analytic continuation described above. Using the identity 31) proved in Appendix C, and (5.30), we find that for (z 1 , z 2 ) ∈ R 0,0 Figure 5 . The cut structure of σ(z 1 , z 2 ) in the q −2iu plane on the sheets R 0,0 , R 1,0 and R 2,0 . The red and blue cuts are identified. Note that the black cuts on the sheet R 1,0 corresponding to the cuts x (n) + , n = 2, 3, . . . going anti-clockwise from the cut |x
+ ), and x (n) − , n = 1, 2, . . . going clockwise from the cut |x
2 ) become out of reach in the relativistic limit when all the inner branch points coalesce at the origin and the outer ones go to infinity. Also shown is the path for the analytic continuation
Then using the identity
which follows from (C.5) proved in Appendix C, (5.32) becomes precisely the crossing equation (4.14). The cut structure of σ(z 1 , z 2 ) is illustrated in figure 5 .
We have shown above that the crossing equations are satisfied between regions R 0,0 and R 2,0 . As explained in [39] , in order to complete the proof of crossing one has to show that it is satisfied between regions R 0,1 and R 2,1 . We leave this straightforward generalization to the reader.
The Relativistic Soliton Limit
In the relativistic limit, the branch points of C, u ± , move to ∓∞. The cut C then corresponds to the infinite line Im u = 0 (modulo k). The situation in the x plane is shown in figure 4 : the left branch points of the cuts x (n) ± all coalesce on x = −1 and the limit is then determined by the behaviour in the neighbourhood of x = −1. This has the important consequence that in the relativistic limit the dressing phase becomes a meromorphic function, as is required by relativistic S-matrix theory. In particular, the branch cuts at x + and the analytic continuation described in the last section becomes unique. The behaviour of the cuts near the relativistic limit is shown in figure 5 . In particular, this makes clear why the additional cuts on the sheet R 1,0 become out of reach in the relativistic limit. Note that the analytic continuation z 1 → z 1 + ω 2 corresponding to R 0,0 → R 1,0 → R 2,0 corresponds to θ 1 → θ 1 − iπ in the relativistic limit for the magnon theory, and θ 1 → θ 1 + iπ, for the mirror.
In order to take the relativistic limit of the dressing phase directly, it is useful to go back to the expression (5.6) with (5.5). The map x(u) becomes (2.16) in the relativistic limit. Given that the kernel of (5.18) can be expressed as an integral using (5.17), then up to terms which do not contribute to the dressing phase
and we need to evaluate the integral
Note that in the relativistic limit the contour C becomes the real axis. We can evaluate the integral by completing the contour at infinity and picking up the residues taking into account that |x(u)| > 1 implies 0 < Im u < k. The poles are at w = u + ikn, with n ∈ Z. Completing the contour at infinity in either the upper-or lower-half planes gives
Hence, with u i = ∓kθ i /π, for the magnon and mirror theories, respectively, 37) where to get the last line we have scaled t → 2t and set θ = θ 1 − θ 2 . The latter means that relativistic invariance is recovered in the limit. Note that this integral is divergent at t = 0, however, the singular term cancels in the combination (5.1), that is 38) with χ(θ) ≡ χ(θ 1 , θ 2 ). It is easy to show that the latter expression yields 39) with the upper/lower sign for the magnon and mirror cases, respectively. Notice that the magnon and mirror cases are related by θ → −θ:
It is reasonably simple to write the dressing factor (5.39) in terms of an infinite product of gamma functions; choosing the magnon case,
For the mirror case we simply use (5.40). These expressions manifest the fact the σ(θ) has no poles or zeros in the region | Im θ| < π in either the magnon or mirror cases.
Taking the relativistic limit of (4.21) and using (5.41), the alternative dressing factor in the relativistic limit is 43) which means that we can write 44) which is valid in the region | Im θ| < π − π k , with the upper/lower sign for the magnon and mirror cases, respectively. Contrary to σ(θ), the alternative dressing factor σ(θ) has a zero at θ = iπ − iπ k , which gives the t-channel pole of the magnon type S-matrix, and a pole at θ = −iπ + iπ k . These are then swapped over in the mirror case according to θ → −θ.
The magnon type S-matrix with σ is precisely the S-matrix constructed in [5] . The exact relation to the quantity F(θ) defined in that reference is
It is interesting that the S-matrices of the magnon and mirror type are simply related by the parity transformation θ → −θ. 12 Out of the four possible S-matrices it is only the two shown in table 1 that are consistent with relativistic crossing symmetry. This includes, of course the S-matrix constructed in [5] . The transformation θ → −θ has the effect of changing the bound states from the symmetric representations n, 0 to the anti-symmetric representations 0, n , as we discuss more fully in the next section.
Bound-State Processes
The S-matrices that we have constructed have a complicated analytic structure: there are poles, zeros and branch points. In the relativistic limit things are simpler: the branch points disappear and the S-matrix is a meromorphic function. In this limit a special role is played by the physical strip, the region 0 ≤ Im θ ≤ π, which corresponds to the physical sheet in the usual s-parameterization familiar from S-matrix theory in 3 + 1-dimensions. Simple poles in this region correspond to bound states propagating in either the s-or t-channel. Higher poles correspond to anomalous thresholds that become branch points in higher dimensions. 13 Unfortunately, we do not know the analogue of the physical strip-or sheet-in non-relativistic S-matrix theory.
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In the string limit, we know the energy and momentum of states and so there are conventional arguments that identify the physical poles. Note that the mirror theory has different energy and momentum from the magnon theory and so the physical poles Figure 6 . The bound-state processes giving rise to simple poles of the magnon S-matrix on the sheet as indicated. On the left is the s-channel process and on the right the t-channel process. Note that the t-channel pole occurs on the sheet R 2ε,0 . Also shown are the rapidity differences in the relativistic limit. For the mirror case the s-channel pole is at x will be different. For instance, if we take the magnon S-matrix, the pole at x + 1 = x − 2 on the sheet R 0,0 is physical and corresponds to the bound state 1, 0 in the s-channel. As we q-deform, the interpolating S-matrix has this pole as is apparent in (3.4): each R-matrix has a pole and Z(z 1 , z 2 ) has a zero at x on the sheet R 2ε,0 corresponding to a bound-state in the t-channel. As we have argued, it is only with the dressing factor σ that we get a consistent S-matrix in the relativistic limit. These poles are illustrated in figure 6 . For the mirror theory, the physical sheet changes and now the s-channel pole is at x Other poles of the interpolating S-matrix should correspond to anomalous thresh-type dressing bound states s-channel t-channel generic rel. limit generic rel. limit magnon σ n, 0 x Table 2 . This summarizes the positions of the s-and t-channel poles for the four possible S-matrices including the relativistic limit. Note that the t-channel pole is in the wrong place for the magnon S-matrix based on σ and the mirror S-matrix based on σ since relativistic crossing symmetry is violated for these theories.
olds and some work in this direction appears in [37] . In particular, note that these "DHM poles" are located on sheets that are reached by crossing the cuts x (n) + in figure  5 and these sheets become out of reach in the relativistic limit. Therefore the DHM poles are not associated to anomalous thresholds in the relativistic theory. 15 We know from either the magnon or mirror limits that the theories contain bound states transforming in (a product of 2 copies) of the atypical representations magnon:
a − 1, 0 , mirror: 0, a − 1 , (6.1) a = 1, 2, . . ., of the deformed algebra U q (h). For these representations, the shortening condition (2.8) generalizes to:
As for the fundamental representation a = 1, one can introduce parameters x ± , but now with a modified dispersion relation
15 Note in this regard that the DHM pole on the sheet reached by crossing the particular cut x
+ is actually the t-channel pole and not an anomalous threshold. 16 This generalized dispersion relation was also written down independently in [49] .
The shortening condition is equivalent to the dispersion relation if the central charges are given as in (2.7) where U and V are now given more generally by
In terms of the map x(u), we have
In principle the S-matrix elements of the bound states can be found by using the bootstrap equations, as employed in the relativistic limit in [5] . However, the R-matrix on which the S-matrix is based can also be deduced on purely algebraic grounds as explained in [49] . The possible 3-point vertices are illustrated in figures 7. These couplings are relevant only in the mirror theory where there is a good relativistic limit in which case V a are the modules for the anti-symmetric representations 0, a − 1 .
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These vertices mean that the general S-matrix element S ab (z 1 , z 2 ) should have four bound-state poles, two in the s-and two in the t-channel corresponding to boundstates V a+b and V |a−b| in each case.
The theory with k ∈ Z, so that q is a root of unity q 2k = 1, is particularly interesting because the spectrum of bound states is naturally truncated a − 1, 0 or 0, a − 1 , a = 1, 2, . . . , k. In particular, this provides a natural regularization of the infinite spectrum of states in the magnon or mirror theory which are obtained in the limit k → ∞.
A Possible Resolution of the Crossing Puzzle
The picture that we have established is slightly unsatisfactory in the sense that the original magnon S-matrix does not seem to have a good relativistic limit when q-deformed. One possible way to rectify this feature arises from our lack of knowledge of the physical sheet of the S-matrix. It could be that at some intermediate values of g and k, as we move from a neighbourhood of the string limit to one of the relativistic limits, the s-channel pole at x + 1 = x − 2 moves off the physical sheet and the pole at x − 1 = x + 2 moves on to the physical sheet. This would mean that at that point in parameter space, the bound states a − 1, 0 , for a > 1, become unbound and 0, a − 1 become bound. If we assume this is the case, then to take the relativistic limit of the 17 For the magnon theory with σ one has to replace x ± ↔ x ∓ and V a are the symmetric representations. q deformed magnon S-matrix with dressing factor σ, the logic in part (i) on page 16 implies θ = + π k u. Consequently the crossing relation becomes the correct relativistic one. Then in the relativistic limit the magnon and mirror S-matrices become identical, as expected in a relativistic theory. This would be consistent with the idea that the double Wick rotation has an action on the interpolating S-matrix and not just on the string and relativistic limits. Further work will be needed to clarify if this possibility actually is correct.
Discussion
In this paper we have constructed S-matrices that correspond to a q deformation of the S-matrix of the magnons of the string world-sheet in AdS 5 × S 5 . The main work involved finding the dressing factor that ensures the unitarity and crossing symmetry of the theory. We pointed out an ambiguity in defining the crossing equation in the non-relativistic S-matrix theory that gives rise to two different dressing factors σ and σ. This allows for the existence of four distinct S-matrices: the magnon and mirror S-matrices with either σ or σ as dressing factor. Once these S-matrices are embedded in the larger theory incorporating the q deformation, then consistency with the relativistic limit fixes the ambiguity. The deformation of the original magnon S-matrix does not satisfy crossing symmetry in the relativistic limit but the mirror S-matrix does. This means that one can define a TBA system for the interpolating mirror theory and this would be interesting to investigate.
In the relativistic limit g → ∞, we can use the s → 0 asymptotic forms ) −1 . In this limit, both periods vanish, however ω 2 vanishes faster. This suggests a re-scaling z = − √ sθ, which in the relativistic limit has a periodicity of θ ∼ θ + 2πi in the ω 2 direction and divergent periodicity in the ω 1 direction. In this limit,
along with cn(z) → 1, and so one finds the relation (2.16) along with (2.17).
B The Magnon S-matrix
In this appendix, we survey some of the literature regarding the magnon S-matrix and crossing symmetry in order to establish our conventions and show they relate to other works. This is not intended to be a comprehensive review of the literature. In particular, we will concentrate on the S-matrix in the su(2) sector that is for |φ a φ a ; z 1 ⊗ |φ a φ a ; z 2 → |φ a φ a ; z 2 ⊗ |φ a φ a ; z 1 .
We begin with Janik's paper which established how to formulate crossing symmetry [28] . In this work, the S-matrix elements are based on the R-matrix of Beisert [53] which are precisely the q → 1 limit of the R-matrix of [2] written in (3.2), (3.3) (but without the U i V i factors). The S-matrix in the su(2) sector is taken as S 0 A Now we turn to Beisert's paper [54] . It uses the same conventions as Janik above and writes the S-matrix element in the su(2) sector as S su (2 2) appears as eq. 3.59 and 3.60 in [33] although without the square since there is only one R-matrix factor in that reference.
The crossing equation (B.4) appears in the review article [55] for the S-matrix in the su(2) sector-eq. 3.94-written as (in our notation) 21 S su(2) (z 1 , z 2 ) = 1 σ(z 1 , z 2 ) 2 · We have not written the factors involving exponentials of p i as these can be removed by a simple re-definition. Note the factors of x ± i which can be re-defined away for the single element su(2) as above in (B.1) and (B.3), but then this would affect other elements of the S-matrix. We prefer to leave these factors in the definition of S su (2) since they appear naturally in the q → 1 limit of the R-matrix in (3.2). The crossing equation eq. 3.118 written in terms of σ is then identical to (B.4).
In many references the su(2) S-matrix written is the inverse of the one written here. Using unitarity (4.2) this is equivalent to a parity transformation z 1 ↔ z 2 . For example, in [30] the su(2) S-matrix written in eq. 3 with s = 1 is the inverse of (B.1) and (B.3) with σ 2 → σ. However, the crossing equation eq. 12 with x j = x 1 and x k = x 2 is identical to (B.4).
