Abstract. We present a game inspired by research on the possible number of billiard ball collisions in the whole Euclidean space. One player tries to place n static "balls" with zero radius (i.e., points) in a way that will minimize the total number of possible collisions caused by the cue ball. The other player tries to find initial conditions for the cue ball to maximize the number of collisions. The value of the game is √ n (up to constants).
Introduction
This paper is inspired by articles on the maximum number of totally elastic collisions for a finite system of n balls in a billiard table with no walls (i.e, the whole Euclidean space). We will review the history of this problem in Section 1.1. It is a challenge to find initial conditions so that the ensuing evolution involves a large number of collisions. The first lower bound, given in [BD19] , was of order n 3 . This was later improved to an exponential lower bound in [BI18] . One particularly simple set of initial conditions is to make n − 1 balls static (i.e., their initial velocities are zero) and send the remaining ball ("cue ball") in a direction that would trigger a large number of collisions. Needless to say, these initial conditions are inspired by real billiards games.
We will use the above idea as an inspiration for a game-a simplified and idealized version of the original problem. Consider two players. The first player has to place n identical balls at some locations in the Euclidean space. These balls are static. The other player has one cue ball. The goal of the second player is to give the initial position and velocity to the cue ball that will maximize the number of collisions (between the cue ball and other balls, and between the other balls). The goal of the first player is to place the balls in a way that will minimize the maximum number of collisions, with the maximum taken over all initial conditions of the cue ball.
If a moving ball strikes a static ball then they will move in directions that form the right angle (assuming that the balls have the same masses and radii). This rigid property of elastic collisions suggests that the first player should place the balls at very large distances because then it will be hard for the second player to arrange for each of the two balls involved in a collision to move in a direction that will result in a new collision with some other ball.
The above remarks lead us to the following idealized model. The static balls are assumed to be far from each other, in the sense that the ratio of the ball diameter to the typical distance between balls is very small. We will take this idea to the limit and Figure 1 . Only one billiard trajectory may emanate from a point of the collision. The dashed line represents the trajectory of the ball that will not be involved in any future collisions.
we will assume that the balls' radii are zero. In other words, the cue ball, also assumed to be pointwise, will have to hit a point, not a ball. Second, only one of the two balls (points) involved in a collision will be allowed to be involved in another collision, i.e., only one billiard trajectory may emanate from a point of the collision. The unique billiard trajectory leaving a collision point will have to form an angle greater than π/2 with the trajectory of the ball arriving at the collision location. Finally, moving balls will be able to collide only with static balls (points) because it is "unlikely" that two moving balls can collide. See Fig. 1 .
Informally speaking, our main result says that, in two dimensions, the value of the game is c √ n (in the rigorous statement, the bounds for both players have unequal constants in front of √ n). The first player may place the balls (points) in such a way that the second player can create at most 3( √ n + 1) collisions, and no matter where the balls are placed by the first player, the second one can generate at least (1/2) √ n collisions.
A rigorous mathematical representation of the game and our claims is given in Section 2. We analyze the two dimensional case. The restriction on the angle being greater than π/2 mentioned above is interpreted in two different ways, as a strict inequality and as a weak inequality, in two parts of our theorem.
There are many possible versions and generalizations of the game. One of the most obvious modifications is to allow the angle between consecutive portions of the trajectory to be in the interval [α, π] for some α = π/2. We do not know any theorems about this version of the game, except for the obvious monotonicity; for example, if α < π/2 then the second player can generate at least as many collisions as in the original game (when the lower bound for the angle is equal to π/2).
1.1.
Hard ball collisions-historical review. The question of whether a finite system of hard balls can have an infinite number of elastic collisions was posed by Ya. Sinai. It was answered in the negative by [Vas79] . For alternative proofs see [Ill89, Ill90, CI04] . The papers [BFK98c, BFK98b, BFK00, BFK02, BFK98a] were the first to present universal bounds (1.1)-(1.2) on the number of collisions of n hard balls in any dimension. No improved universal bounds were found since then, as far as we know.
It has been proved in [BD19] by example that the number of elastic collisions of n balls in d-dimensional space is greater than n 3 /27 for n ≥ 3 and d ≥ 2, for some initial conditions. The previously known lower bound was of order n 2 (that bound was for balls in dimension 1 and was totally elementary). An exponential lower bound was given in [BI18] .
A related article, [ABD18] , gives an upper bound for the number of "collisions" of pinned billiard balls.
Rigorous model
Whenever we refer to the angle between two line segments sharing an endpoint, we mean the smaller of the two angles, i.e., the one in the range [0, π].
Let A(n) be the family of all sets of n distinct points in R 2 . Given a set X := {x 1 , x 2 , . . . , x n } ∈ A(n), we define an admissible billiard trajectory Γ as a polygonal line with vertices y 1 , y 2 , . . . , y k , such that k ≤ n, all y 1 , y 2 , . . . , y k are distinct, each y j is equal to some x m , and the angle between the line segments y j−1 , y j and y j , y j+1 is in the range [π/2, π] for all 2 ≤ j ≤ k − 1. We will call k the length of Γ and we will write |Γ| = k. The set of all admissible billiard trajectories relative to X ∈ A(n) will be denoted G(X).
If Γ ∈ G(X) and the angle between the line segments y j−1 , y j and y j , y j+1 is in (π/2, π] for all 2 ≤ j ≤ |Γ| − 1 then we will say that Γ is strongly admissible billiard trajectory. We will use G (X) to denote the set of all strongly admissible billiard trajectories. See Fig. 2 .
Theorem. The following holds for every n ≥ 1.
(
Proof. (i) For x ∈ R 2 , we will denote its coordinates by (x 1 , x 2 ). Recall that a function f : R → R is called Lipschitz with constant λ if |f (x)−f (y)| ≤ λ|x − y| for all x, y ∈ R. Let Lip(1) denote the family of all Lipschitz functions with constant 1. For a set X := {x 1 , x 2 , . . . , x n } ⊂ R 2 , we will say that f ∈ Lip(1) is a Lipschitz majorant of X if all points x j lie below the graph of f , i.e., f (x 1 j ) ≥ x 2 j for j = 1, . . . , n. We will say that f is the least Lipschitz majorant of X if f (x) ≤ g(x) for all x ∈ R and all Lipschitz majorants of X. See Fig. 3 .
Consider a non-empty set X := {x 1 , . . . , x n } ⊂ R 2 . Let f be the infimum of all Lip(1) majorants of X. Then f ∈ Lip(1) and f is a majorant of X. Hence, the least Lipschitz majorant exists for every non-empty X.
Fix any n ≥ 1 and X ∈ A(n). Let f 1 be the least Lipschitz majorant of X. Let X 1 = X. We proceed by induction. Suppose that f k and X k have been defined for some k ≥ 1. Then let X k+1 be the set of all points in X k which do not belong to the graph of f k . If X k+1 = ∅ then we let k * = k and we do not define X j+1 and f j for j > k * . If X k+1 is non-empty then we let f k+1 be the least Lipschitz majorant of X k+1 . Note that 1 ≤ k * ≤ n. It is easy to see that f k is piecewise linear, with only a finite number of (finite or semi-infinite) line segments in its graph. The slopes of these line segments can be only 1 or −1.
For k ≤ k * , let Y k := (y k,1 , y k,2 , . . . , y k,m k ) be the sequence of all points in X k which belong to the graph of f k , ordered so that y
. Let Γ k be the polygonal line consisting of all line segments y k,j , y k,j+1 , for j = 1, . . . , m k − 1. The angle between any two consecutive line segments in Γ k cannot exceed π/2 because the slope of any of the line segments comprising the graph of f k is either −1 or 1. Hence,
We note parenthetically that the line segments y k,j , y k,j+1 need not belong to the graph of f k . In a "typical" situation they do not. Every polygonal line Γ k is the graph of a Lip(1) function but it is not necessarily true that Γ k lies below Γ k−1 . It may happen that some line segments comprising Γ k intersect those of Γ j for j = k. See Fig. 4 .
If |Γ k | = m k ≥ √ n for some k then we are done. Suppose otherwise, that is, m k < √ n for all k = 1, . . . , k * . Since there are n points in X and Y j ∩ Y k = ∅ for j = k, we must have k * > √ n. For x ∈ R 2 and θ ∈ [0, 2π], let C(x, θ) be the set of all points y ∈ R 2 satisfying (in the complex notation) y − x = re iα for some r > 0 and |α − θ| ≤ π/4. Consider any k ∈ {2, . . . , k * } and any y ∈ Y k . We will argue that there exists z ∈ Y k−1 ∩ C(y, π/2).
Suppose that Y k−1 ∩ C(y, π/2) = ∅. Since Y k−1 is non-empty and the union of the wedges C(y, θ) for θ = 0, π/2, π, 3π/2 covers the whole plane R 2 , one of the wedges C(y, θ), θ = 0, π/2, π, 3π/2, must contain a point of Y k−1 . We will show that this is impossible.
If z ∈ Y k−1 ∩ C(y, 3π/2) then the slope of the straight line passing through y and z is either greater than or equal to 1 or smaller then or equal to −1. In either case, the point y must lie on or above the graph of the least Lipschitz majorant f k−1 of X k−1 . This cannot be true because y ∈ Y k so we see that Y k−1 ∩ C(y, 3π/2) = ∅.
We next consider the case when Y k−1 ⊂ C(y, 0) ∪ C(y, π). Let g : R → R be defined by g(x) = |x − y 1 | + y 2 . In other words, the graph of g is that of the usual "absolute value" function shifted by the vector y. Since g ∈ Lip(1) and all points in Y k−1 lie below or on the graph of g, we must have f k−1 ≤ g and, therefore, y ∈ Y k−1 . This contradicts the assumption that y ∈ Y k so we have proved that there exists z ∈ Y k−1 ∩ C(y, π/2). Let T k be defined by T k (y) = z.
Let v k * = y k * ,1 . We define v k 's inductively. Assuming that v k has been defined for
This completes the proof of part (i).
(ii) The polygonal lines Γ k and Γ constructed in part (i) of the proof not only belong to G(X) but they also satisfy a stronger condition-they are graphs of Lip(1) functions. More precisely, each Γ k is the graph of a Lip(1) function in the usual orthonormal coordinate system and Γ is the graph of a Lip(1) function in the orthonormal coordinate system rotated by the angle π/2.
It has been proved in part (i) that |Γ k | ≥ √ n for some k or | Γ| ≥ √ n. Assume without loss generality that |Γ k | ≥ √ n for some k, fix some k with this property, and let Λ 1 = Γ k . Let m = |Λ 1 | and suppose that Λ 1 is comprised of line segments w 1,j , w 1,j+1 for j = 1, . . . , m − 1.
If there is no integer j 1 such that the angle between w 1,j 1 −1 , w 1,j 1 and w 1,j 1 , w 1,j 1 +1 is the right angle then we let Λ ∞ = Λ 1 . Otherwise we let j 1 be the smallest integer with this property.
Assuming that j 1 exists, we create a new billiard trajectory Λ 2 by removing from Λ 1 line segments w 1,j 1 −1 , w 1,j 1 and w 1,j 1 , w 1,j 1 +1 and replacing them with a single line segment w 1,j 1 −1 , w 1,j 1 +1 . Let the line segments in Λ 2 be denoted w 2,j , w 2,j+1 for j = 1, . . . , m − 2. Then w 2,j 1 −1 = w 1,j 1 −1 and w 2,j 1 = w 1,j 1 +1 . See Fig. 5 .
The transformation of Λ 1 into Λ 2 described above can only increase the angles at the vertices w 1,j 1 −1 and w 1,j 1 +1 . Let θ i j be the angle between w i,j−1 , w i,j and w i,j , w i,j+1 . Then θ
Hence, if there is j 2 such that the θ 2 j 2 = π/2, then j 2 ≥ j 1 + 1. We proceed by induction. Suppose that Λ k has been defined for some 1 ≤ k < ∞ and the line segments in Λ k are denoted w k,j , w k,j+1 for j = 1, . . . , m − k. If there is no integer j k such that the angle θ k j k = π/2 we let Λ ∞ = Λ k . Otherwise we let j k be the smallest integer with this property.
Assuming that j k exists, we create a new billiard trajectory Λ k+1 by removing from Λ k line segments w k,j k −1 , w k,j k and w k,j k , w k,j k +1 and replacing them with a single line segment w k,j k −1 , w k,j k +1 . Let the line segments in Λ k+1 be denoted w k+1,j , w k+1,j+1 for j = 1, . . . , m − k − 1. Then w k+1,j k −1 = w k,j k −1 and w k+1,j k = w k,j k +1 .
The transformation of Λ k into Λ k+1 described above can only increase the angles at the vertices w k,j k −1 and w k,j k +1 . That is,
Hence, if there is j k+1 such that the angle
we have j k+1 ≥ j k + 1.
Since j 1 ≥ 2 and j k+1 ≥ j k + 1 for every k, we have j k ≥ k + 1. This and the fact that |Λ k | = m − k imply that one can find j k as defined above only if k + 1 ≤ m − k − 1, i.e., when k ≤ m/2 − 1. Hence, |Λ ∞ | ≥ m/2 ≥ √ n/2. This proves part (ii) of the theorem. We can find a scaling factor a = a(m) ∈ (0, 1) sufficiently small so that if x ∈ K(ar) and y, z ∈ K(r) then the angle between line segments xy and yz is strictly less than π/2. For such an a, a stronger property holds, namely, (*) If b ∈ (0, 1], c ∈ (0, a], x ∈ K(cr), y ∈ K(r) and z ∈ K(br) then the angle between line segments xy and yz is strictly less than π/2. Let X = m−1 j=0 K(a j ). We have |X| = m 2 = √ n 2 ≥ n. The validity of the argument given below is not affected by the possibility that X may have more than n elements.
Suppose that Γ ∈ G(X). Let k be the largest number with the property that some of the vertices of Γ belong to K(a k ). The number of vertices of Γ in K(a k ) is at most m, i.e., the cardinality of K(a k ). Let the line segments in Γ be denoted y j , y j+1 for j = 1, . . . , − 1, where = |Γ|. Let I := (p, p + 1, . . . , r) be a maximal interval of consecutive integers such that y i ∈ K(a k ) for all i ∈ I. Here "maximal" means that either p = 1 or y p−1 / ∈ K(a k ), and, similarly, either r = or y r+1 / ∈ K(a k ). We have r − p + 1 ≤ m because the number of vertices of Γ in K(a k ) is at most m. Suppose that r < . Then y r+1 ∈ K(a k 1 ) for some k 1 < k. It follows from (*) that if r + 1 < then y r+2 ∈ K(a k 2 ) for some k 2 < k 1 . By induction, if r + j < then y r+j+1 ∈ K(a k j+1 ) for some k j+1 < k j . Since k ≤ m − 1 and k > k 1 > · · · > k j ≥ 0 for all j, it follows that − r ≤ m − 1.
A completely analogous argument shows that p ≤ m − 1. Hence, |Γ| = = (p − 1) + (r − p + 1) + ( − r) ≤ (m − 1) + m + (m − 1) < 3m = 3 √ n .
