ABSTRACT Experiments used for model validation constitute a new type of experiments, whose primary goal is to determine the ability of a high-fidelity mathematical model in simulating a well-characterized physical process. Considering the importance of the credibility of the validation experiment, in this paper, a methodology for the optimal design of validation experiments based on the area metric factor and the fuzzy expert system is presented to obtain the test scheme with low cost and satisfactory credibility. First, the concept of area metric factor is proposed, which is a dimensionless validation metric. Then, a criterion for qualitative assessment of the predictive model accuracy is developed based on the fuzzy expert system, in which the inconsistency among the different expert groups is considered. Subsequently, an optimization model of the validation experiment design is constructed, in which the sample size of the experiments is designed variable, while the credibility of the validation experiment is a constraint. Meanwhile, a novel method is developed to solve the optimization model, in which the Latin hypercube sampling is used to obtain the location of each validation experiment. Finally, two simulation examples are adopted to validate the proposed methods. The simulation results show that the randomness of the experimental scheme significantly affects the credibility of the evaluation results in the case of small sample sizes. The proposed method for the validation experiment design can reduce the impact of the selection of the testing programs on the credibility of model validation.
I. INTRODUCTION
With the rapid development of computer technology, modeling and simulation (M&S) has become a valuable tool to solve practical engineering problems. For engineering projects with high-standard requirements, it is desirable to know how reliable the simulation model is. Therefore, model verification and validation (V&V) is proposed to assess the accuracy and reliability of the model [1] . Model validation is the process of determining the degree to which a model is an accurate representation of the real world from the perspective of the intended uses of the model [2] . Decision making is usually a challenge problem because of its uncertainty input and limited samples due to the costs of experiments. However, model
The associate editor coordinating the review of this manuscript and approving it for publication was Zhonglai Wang. validation provides more confidence for decision makers when improving prediction accuracy at the same time. The goal of model validation is to ensure the simulation model with enough accuracy and to increase the prediction credibility of simulation models through comparing simulation model with experimental performance measures.
Model validation, which is a fundamental concept proposed by the U.S. Department of Energy, is mainly used in reliability assessment and decision making for storage management of nuclear weapons at the beginning. Developing quantitative methods for model validation under uncertainty have attracted considerable interest. Professional societies and standards committees have played an important role in guiding development in model validation, seeing, for example, guides published by ASME [2] , AIAA [3] , NASA [4] and IEEE [5] . Oreskes [6] and Kleindorfer [7] demonstrated the meanings of model validation in terms of philosophy and methodology. Oberkampf et al. [8] - [10] summarized the model validation concept in computational fluid dynamics and presented a monograph and a comprehensive framework for model validation in scientific computing. Xiong et al. [11] , Youn et al. [12] , Oh et al. [13] , Hu et al. [14] and Wu et al. [15] made some great contributions in model calibration considering model bias. In electromagnetic and power electronic engineering, Sevgi [16] and Mehrabadi [17] , [18] made some great contributions in model validation.
Model validation requires measurement of the degree of agreement between the model output and the experimental observations, and can be performed quantitatively (validation metric) or qualitatively (graphical comparison). There are four main types of validation metrics [19] [20] [21] , including classical hypothesis testing, Bayes factor, frequentist's metric and area metric. The classical hypothesis testing and the Bayes factor only provide a binary (accept or reject) outcome, which does not give a quantitative assessment about the accuracy of the model. The frequentist's metric gives a quantitative assessment of the mismatch between the predictions and the experimental observations, in which only the means of the two sets of populations are considered. The area metric [22] quantifies the difference between the predictions and the experimental observations by calculating the area between the cumulative distribution function (CDF) related to the model simulation output and the empirical distribution function based on the experimental observation data. The frequentist's metric and area metric methods can provide a quantitative assessment of the model. Since the distributions of the predictions and experimental observations are considered in the area metric method, it can be considered as an extension of the frequentist's metric. Based on these four model validation metrics, various model validation metrics have been developed. To solve correlated multiple responses of model validation, based on the multivariate probability integral transformation (PIT), Li et al. [23] generalized the area metric method and proposed the PIT area metric and t-pooling transformation. Wu et al. [24] established a validation area metric based on the component functions of model output, in which a calibration of conditional expectations is used. Zhao et al. [25] developed the Mahalanobis distance area metric to validate the simulation models with multiple correlated responses. Bi et al. [26] investigated uncertainty quantification metrics with varying statistical information based on Euclidian distance-based criteria, Mahalanobis distance-based criteria and Bhattacharyya distance-based criteria. Mullins et al. [27] investigated model validation under multiple uncertainty sources. In their work, the point-by-point approach is applied for the separation of aleatory and epistemic uncertainty sources.
The validation metric is directly related to the number and locations of validation experiments. Hence, how to design a validation experiment associated with the M&S tools would be the key step for V&V. There are many researches reported in this area [28] . Design of experiments (DoE) can be divided into two general categories, namely classical DoE (such as Full and fractional-factorial designs, Central composite designs and Box-Behnken designs, Optimal designs, Orthogonal arrays experiments) and modern DoE (such as Random designs, Quasi-random designs, Projections-based designs, Uniform designs, Miscellaneous designs, Hybrid designs) [29] . In contrast to traditional experiments, the validation experiment is a new type of experimental methods, whose main purpose is to determine the prediction accuracy and reliability of the simulation model used to describe the physical model. In order to apply the validation experimental results to the prediction of the target model, Hamilton [30] , [31] proposed a potential experimental method to evaluate the correlation with the target by using a series of simple experiments and calculation models, and verified the experimental method by a onedimensional nonlinear transient heat conduction simulation. Further research and discussion are needed on the specific arrangement of the validation experiment and its relationship with the predicted target. On the one hand, the validation experiment should coordinate with the simulation results; on the other hand, it should be independent with the modeling process. Oberkampf and Smith [32] developed a framework, consisting of the predictive capability maturity method and the strong-sense model validation experiments, for assessing model validation experiments for computational fluid dynamics. Oomen and Bosgra [33] investigated the ill-posedness in the deterministic model validation problem formulation. Jiang and Mahadevan [34] presented an integrated Bayesian cross-entropy methodology for validation experiment design of computational models. Ao et al. [35] proposed a validation experiment design optimization method for life prediction models to obtain the optimal testing stress levels and the number of tests at each stress level. So far, various methods for validation experiments have been developed. However, in the previous works the credibility of the validation experiment is always ignored, which is a very important evaluation index for the validation experiment. How to evaluate the credibility of the validation experiment and how to conduct the validation experiment under certain credibility conditions are open problems. In this paper, the issues are studied, and methodologies for credibility evaluation of validation experiment and validation experiment design based on the area metric factor and the fuzzy expert system are developed. In the methods, the Latin hypercube sampling is used to obtain test scheme. By optimizing the sample size, the test cost is reduced while the credibility of the validation experiment is satisfied. A numerical example and a Sandia thermal challenge problem are used as simulation examples to demonstrate the proposed methods.
The rest of this paper is structured as follows. The area metric factor is developed in Section II. In Section III, the fuzzy expert system for model validation is presented. A mathematical formulation of experimental design for model validation and a methodology of experimental design for model validation are presented in Section IV. Two simulation examples are analyzed in Section V. Finally, the conclusions are provided in Section VI.
II. AREA METRIC FACTOR
The area metric proposed by Ferson et al. [22] is a validation metric based on the probability theory, which uses the area between the cumulative distribution function of the model response and the empirical CDF of the observed data to measure the disagreement of the entire distribution of the predictions and the experimental observations.
Mathematically, the area metric is defined as
where, F m and S n are the CDFs from the experiment and simulation, respectively. m and n are the sample sizes of the experiment and simulation, respectively. The area metric has the same unit as that for the quantity of interest (y), which is considered as a direct measure of prediction error. Since area metric is a dimension validation metric, and its unit varies with different systems, which makes it impossible to form a unified evaluation standard. To obtain a unified evaluation standard, in this work, the concept of the area metric factor is proposed, as shown in Figure. 1, which is a dimensionless validation metric and is defined by Eq. (2).
where, d(F m , S n ) is the area metric obtained by Eq. (1) .
is a metric, which has the same unit as that for the area metric, and is expressed as
where, F 0 (y) denotes the step function, and can be expressed as
where, µ and σ are the mean and standard deviation of the simulation outputs, respectively. A small area metric factor is a great indication for agreement between the model predictions and the experimental observations at the validation site. The area metric factor approaches to zero, when the predictive model perfectly matches the physical model. The area metric factor is influenced by the sample size of the experiment. A large area metric factor may be due to insufficient experimental data.
III. FUZZY EXPERT SYSTEM FOR MODEL VALIDATION
Area metric factor is a dimensionless validation metric, and can be used for quantitative validation of a predictive model. In engineering, deciders usually want to get qualitative assessment (Good, Moderate, Worst, et al.) of the predictive model to determine whether to accept the predictive model. The model evaluation results are based on the expert experiences. For different experts, the qualitative assessments exist bias. Hence, in this work, a fuzzy expert system is presented to qualitatively evaluate the predictive model, in which the inconsistency among the different expert groups is considered. Based on the fuzzy theory, the model evaluation results can be divided into four groups, i.e., Excellent, Good, Moderate and Worst ( Figure. 2). The membership functions are given by, Excellent
Moderate
Worst
FIGURE 2. Illustration of fuzzy expert system for model validation.
The fuzzy expert system provides a unified standard for simulation model evaluation and selection.
IV. EXPERIMENTAL DESIGN FOR MODEL VALIDATION UNDER ALEATORY UNCERTAINTY
Current validation experiment design is always based on the experience of engineers, which significantly affects the credibility of the validation experiment. To improve the credibility of the model validation experiment, a large test size is needed, which is time-consuming and expensive. To obtain the experiment scheme for model validation with low cost and satisfactory credibility, in this work, a methodology for validation experiment design under aleatory uncertainty (Aleatory uncertainty [36] is a kind of uncertainty, which derives from an inherent random nature of physical quantities or environment.) based on the area metric factor and the fuzzy expert system is developed.
A. MATHEMATICAL FORMULATION OF EXPERIMENTAL DESIGN FOR MODEL VALIDATION
In this method, the number of experimental observations is taken as a design variable. By optimizing the sample size, the test cost is reduced while the credibility of the model validation experiment is satisfied. The mathematical formulation of the design approach can be expressed as,
where, m d and m u are the minimum and maximum sample sizes of the experiment, respectively, which are presented by positive integers. P (·) is a probability function relative to the sample size of the experiment. P r is the probability value which is used to evaluate the credibility of the model validation experiment. In this work, P r is set at 90%, which means that the credibility of the model validation experiment is 90%. µÃ (ρ (F m , S n )) |Excellent is the membership function for Excellent, and µ 0 is the fuzzy truncated value which is set at 1. T C (m) is the test cost, and calculated by
where, C s and C t are the costs of a single sample and a single test, respectively.
B. A METHODOLOGY OF EXPERIMENTAL DESIGN FOR MODEL VALIDATION
For the optimization model of the design approach, the number of experimental observations is the design variable, which is a positive integer constrained maximum. Gradient-type and intelligent optimization methods are inefficient to solve this kind of optimization problem. Hence, an optimization approach for the experimental design for model validation is presented. The main procedures of the approach are shown in Figure. 3 with the following steps.
Step 1: Initiate the sample size of the experiment at m d , and set n 1 at 0.
Step 2: Choose the number of the sample sets, n 2 , which decides on the number of the sample sets of the model validation experiment. The number of the sample sets need to be set at a high value to reduce the influence on the probability distribution of area metric factor.
Step 3: Choose n 2 random sample sets, containing n 2 × m samples, from each distribution of each aleatory uncertainty by using Latin hypercube sampling.
Step 4: Choose a random sample set from n 2 sets, A i .
Step 5: Use the complete array of sampled values A i to obtain test data, and calculate the CDF from the experiment, F m (i).
Step 6: Calculate the area metric factor, ρ i , by Eq. (2).
Step 7: If µÃ (ρ (F m , S n )) |Excellent ≥ µ 0 , set n 1 = n 1 + 1.
Step Step 9: Calculate P m = n 1 n 2 , determine if P m is greater than or equal to P r . If No, n 1 = 0, m = m + 1, and return to Step 2. If Yes, go to Step 10.
Step 10: Calculate the test cost by Eq. (10), and the output of the sample size of the experiment, m, probability value of µÃ (ρ (F m , S n )) |Excellent ≥ µ 0 , P m , and test cost, T C (m).
V. RESULTS AND DISCUSSION
In this section, two simulation examples are employed to demonstrate the proposed validation metric, expert system for model validation and experimental design method for model validation. The simulation examples include a numerical example, and a Sandia thermal challenge problem.
A. NUMERICAL EXAMPLE
The experimental observations in this section are generated using the following model,
where, y e represents the experimental observation, x 1 and x 2 are random variables following Gaussian distribution x 1 ∼ N (2, 0.1 2 ) and x 2 ∼ N (2, 0.1 2 ), and θ is the model parameter which represents the uncertainty of the model, with the truth value θ= 2. Three test scenarios, as shown in Table 1 , are created by using different predictive models, in which model 1 is a correct predictive model with θ= 2; model 2 and model 3 are the incorrect predictive models with θ = 2.2 and θ = 2.4, respectively. A total of 10000 simulated responses are produced by each of the three predictive models, and different numbers of experimental observations are generated by Eq. (11) . The change of the area metric factor of these three models with the number of observations is shown in Figure. 4. It can be found that the area metric factor of model 1 is smaller than that of model 2 and model 3, and the area metric factor of model 2 is smaller than that of model 3. This is consistent with the degree of deviation between the three predictive models and the physical model. Although model 1 is consistent with the physical model, the area metric factor of model 1 is still not equal to zero. This is because the number of the experimental observations is insufficient, leading to the deviation of the CDF obtained by the experiment from the CDF of the physical model. From Figure. 4 , it also indicates that the area metric factors of the three models are converging as the number of the experimental observations increases. Table 2 shows the area metric factors and qualitative assessment of the three predictive models when the number of the experimental observations is 10, 20, 50, 500 and 5000. It shows that the area metric factors for model 1 with 10, 20, 50, 500 and 5000 observations are 0.1679, 0.1433, 0.0498, 0.0136 and 0.0065, respectively. Accordingly, the qualitative assessments are obtained based on the fuzzy expert system as, Moderate , respectively. The qualitative assessment is false when the number of the experimental observation is 10. The evaluation of the predictive model for other cases is closer to the results obtained by using 5000 observations with the increase of the number of experimental observations. In conclusion, in the case of small sample sizes, the model evaluation based on the fuzzy expert system may be false. The area metric factor converges with the increase of the number of the experimental observations.
Considering that the test scheme has a significant influence on the model evaluation in the case of small sample sizes, in order to avoid the influence of the test scheme on model evaluation, the proposed experimental design method for model validation is used to obtain the minimum sample size of the experiment with satisfying credibility. In this section, the probability value, P r , is set as 90%, and the minimum sample size of the experiment is 40, while P µÃ (ρ (F m , S n )) |Excellent ≥ µ 0 is 93.3%. The change of P µÃ (ρ (F m , S n )) |Excellent ≥ µ 0 with the number of experimental observations is shown in Figure. 5. It can be found that P µÃ (ρ (F m , S n )) |Excellent ≥ µ 0 does not increase monotonously with the increase of the number of experimental observations. Its value fluctuates with the change of the number of experimental observations. The general change trend of P µÃ (ρ (F m , S n )) |Excellent ≥ µ 0 is increased. The reason is that, in the case of small sample sizes, the selection of test samples significantly affects the distribution function of experimental observations, and eventually leads to the fluctuation of the curve.
B. SANDIA THERMAL CHALLENGE PROBLEM
The Sandia thermal challenge problem is shown in Figure. 6. The mathematical model for transient temperature response of the one-dimensional transient heat conduction problem can be expressed as [37] ,
where, x and t are the distance from the left surface and the time, respectively. T (x, t) and T i denote the temperature response and initial temperature condition, respectively. q and L denote the applied heat flux and thickness, respectively. k and ρC are the material thermal conductivity and volumetric heat capacity, respectively. In this work, the material thermal conductivity and volumetric heat capacity are considered as random variables following Gaussian distribution k ∼ N (0.0628, 0.0099 2 ) (W/ (m · • C)) and ρC ∼ N (393900, 36250 2 ) J/ m 3 · • C . The applied heat flux and thickness are deterministic parameters, which are equal to 3500W/m 2 and 1.90 cm, respectively. To investigate the influence of the number of experimental observations and the distribution of uncertain parameters on the model prediction results, four test scenarios are created as shown in Table 3 . Model 1 is consistent with the physical model. Comparing with the physical model, there is 5% deviation in the mean and standard deviation of the random variables for model 2, model 3 and model 4. The area metric factors of the four predictive models for the surface temperature at the time t = 1000 s, considering different numbers of experimental observations, are shown in Figure. 7. It indicates that the area metric factors of the four models are converging as the number of experimental observations increases. The area metric factor of model 1 approaches zero as the number of the experimental observations increases. The area metric factor of model 2 is smaller than that of model 3, which means that the influence of the deviation in the mean on the predicted results is more noticeable. The area metric factor of model 4 is smaller than that of model 3, indicating model 4 is better than model 3 in predicting the physical observations, Good , respectively. It shows the model evaluation with 20 observations is closer to that with 5000 observations than those with 50 observations, which is affected by the randomness of the sampling scheme. Since the test scheme can significantly affect the model evaluation accuracy in the case of small sample sizes, the experimental design method for model validation is applied to optimize the model validation experiment. Here, P r , is set at 90%, the number of experiment observations is 42, and P µÃ (ρ (F m , S n )) |Excellent ≥ µ 0 is 91.2%. P µÃ (ρ (F m , S n )) |Excellent ≥ µ 0 obtained from the number of observations m from 2 to 200 is shown in Figure. 8. It indicates that the general trend of the change of P µÃ (ρ (F m , S n )) |Excellent ≥ µ 0 is increased with the increase of the number of the experimental observations. However, P µÃ (ρ (F m , S n )) |Excellent ≥ µ 0 fluctuates with the number change of the experimental observations.
VI. CONCLUSIONS
Considering that the credibility of the validation experiment is a very important evaluation index for the validation experiment, in this work, we investigate the methodology for validation experiment design with low cost and satisfactory credibility. Firstly, a dimensionless validation metric (area metric factor) is presented, and a fuzzy expert system for model validation is developed. Then, an optimal model for validation experiment design based on the area metric factor and the fuzzy expert system is constructed, and a methodology for validation experiment design is presented. The simulation results of a numerical example and a Sandia thermal challenge problem lead to the following observations. The number of experimental observations and sampling schemes can significantly affect the area metric factor when the number of experimental observations is small. A false model evaluation can be obtained because of the randomness of the sampling scheme. The area metric factor converges with the increase of the number of experimental observations. By using the experimental design method for model validation, the number of experimental observations is obtained, by which, the credibility of the validation experiment is satisfied.
