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1. Introduction
We consider solutions of the equation
w(m) = q(r)g(w), r > a, (1.1)
satisfying the initial conditions
w(m−i)(a) > δ
(i − 1)!a
i−1, i = 1, . . . ,m, (1.2)
where a > 0 and δ > 0 are some real numbers, m 2 is an integer, q : [a,∞) → [0,∞)
belongs to Lloc([a,∞)), and g : (0,∞) → (0,∞) is a continuous function.
Let us use the following notation:
p(r) = r1−mq(r) inf
t>δ/(m−1)!
g(rm−1t)
g(t)
(1.3)
and
H(t) =
t∫
1
g−1/m(ζ )ζ 1/m−1 dζ.
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∞∫
1
g−1/m(t)t1/m−1 dt < ∞, (1.4)
we also put
G(t) =
∞∫
t
g−1/m(ζ )ζ 1/m−1 dζ.
Definition 1.1 [8]. A solution w˜ : [a, b˜) → R, a < b˜∞, of problem (1.1), (1.2) is called
an extension of a solution w : [a, b) →R if b˜  b and w˜(r) = w(r) for any r ∈ [a, b).
Definition 1.2 [8]. A solution w : [a, b) → R of problem (1.1), (1.2) is said to be non-
extendable if b = b˜ for every its extension w˜ : [a, b˜) → R.
Every non-extendable solution of (1.1), (1.2) either is a proper (regular) solution defined
on the whole set [a,∞) or tends to infinity on a finite interval what is known as “blow-up
phenomenon.”
Definition 1.3 [4]. A proper solution of (1.1), (1.2) is called rapidly growing if
lim
r→∞w
(m−1)(r) = ∞. (1.5)
This paper deals with a priori estimates and blow-up conditions for solutions of problem
(1.1), (1.2). The questions treated in our article were studied mainly for g(t) = tλ [1–3,7].
The general case was investigated in paper [5]. However, in [5] it is essentially used that
the function q should be monotone non-increasing. We do not impose this constraint.
2. Main results
Theorem 2.1. Let
lim sup
t→∞
osc(t/θ, tθ) g
g(t)
 α < ∞ (2.1)
for some real number θ > 1,
∞∫
a
ξm−1p(ξ) dξ = ∞, (2.2)
and
lim sup
rmp(r)∫ r
ξm−1p(ξ) dξ
 β < ∞. (2.3)r→∞ a
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w(r)Arm−1H−1
(
B
( r∫
a
ξm−1p(ξ) dξ
)1/m)
(2.4)
for all enough large r , where H−1 is the inverse function of H and the constants A > 0,
B > 0 depend only on m, α, β , and θ .
Example 2.1. Consider a proper solution of the problem
w(m) = q(r)wλ, r > a, (2.5)
w(m−i)(a) > 0, i = 1, . . . ,m, (2.6)
where λ ∈ (−∞,1) and
q(r) ∼ rs as r → ∞, (2.7)
i.e., there exist constants c1 > 0 and c2 > 0 such that c1rs  q(r) c2rs for almost all r
in a neighborhood of infinity.
If s > −λ(m − 1) − 1, then Theorem 2.1 implies the inequality
w(r)Ar(m+s)/(1−λ) (2.8)
for all sufficiently large r , where the constant A > 0 does not depend on w.
It can easily be verified that the right-hand side in (2.8) is a solution of problem (2.5),
(2.6) with some continuous function q under condition (2.7).
Thus, estimate (2.8) is exact.
Example 2.2. Suppose that w is a proper solution of problem (2.5), (2.6), where
q(r) ∼ r−λ(m−1)−1(ln r)s as r → ∞
with some s ∈ (−1,∞). By Theorem 2.1, we have
w(r)Arm−1(ln r)(s+1)/(1−λ) (2.9)
for all sufficiently large r , where the constant A > 0 does not depend on w.
Example 2.3. Consider the equation
w(m) = q(r)w lnλ(1 + w), r > a, (2.10)
where 0  λ < m and the function q satisfies relation (2.7) with s > −m. According to
Theorem 2.1, every proper solution of (2.10), (2.6) admits the lower bound
w(r)Arm−1eBr(s+m)/(m−λ) (2.11)
for all sufficiently large r , where the constants A > 0 and B > 0 do not depend on w.
Both estimates (2.9) and (2.11) are exact.
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non-extendable solution of problem (1.1), (1.2) tends to infinity on a finite interval.
Example 2.4. In Eq. (2.10), let λ > m and
q(r) =
∞∑
k=1
r−mχ2k(r),
where
χk(r) =
{
1, r ∈ [rk, rk+1],
0, (2.12)
rk =
k∑
i=1
1
i
, k = 1,2, . . . .
Then, by Theorem 2.2, every non-extendable solution of (2.10), (2.6) tends to infinity on
a finite interval.
Theorem 2.3. Suppose that
∞∫
a
ξm−1p(ξ) dξ < ∞, (2.13)
lim sup
r→∞
rmp(r)∫∞
r ξ
m−1p(ξ) dξ
 β < ∞ (2.14)
and, moreover, relations (1.4) and (2.1) are valid. Then every proper solution of (1.1),
(1.2) satisfies the inequality
w(r)Arm−1G−1
(
B
( ∞∫
r
ξm−1p(ξ) dξ
)1/m)
(2.15)
for all enough large r , where G−1 is the inverse function of G and the constants A > 0,
B > 0 depend only on m, α, β , and θ .
Example 2.5. In the right-hand side of (2.10), let λ > m and
q(r) ∼
∞∑
k=1
rsχ2k(r) as r → ∞, (2.16)
where s < −m and the functions χk are defined by formula (2.12) for some positive real
numbers rk such that
er
(s+m)/(m−λ)
k+1 = er(s+m)/(m−λ)k + 1
k
, k = 1,2, . . . .
Then, according to Theorem 2.3, every proper solution of (2.10), (2.6) admits the upper
bound
w(r)Arm−1eBr(s+m)/(m−λ)
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on m, λ, and q . This bound is exact. Namely, for any real number B > 0, one can verify
by direct differentiation that
w(r) = rm−1 +
∞∑
k=1
r∫
a
(r − ξ)m−1χ2k(ξ)ξm−1+(m(s+λ))/(m−λ)eBξ(s+m)/(m−λ) dξ
is a solution of problem (2.10), (2.6) with some function q satisfying relation (2.16). In
so doing, it can be shown that
w(r) ∼ rm−1eBr(s+m)/(m−λ) as r → ∞.
Example 2.6. Consider Eq. (2.5) with λ > 1 and
q(r) ∼
∞∑
k=2
r−λ(m−1)−1(ln r)sχk(r) as r → ∞, (2.17)
where
χk(r) =
{
1, r ∈ [k, k + 1/ lnk],
0.
If s  0, then every non-extendable solution of (2.5), (2.6) tends to infinity on a finite
interval by Theorem 2.2. Now assume that s < 0. Then, by Theorem 2.3, every proper
solution of (2.5), (2.6) admits the estimate
w(r)Arm−1(ln r)s/(1−λ) (2.18)
for all enough large r , where the constant A > 0 depends only on m, λ, and q . Setting
w(r) = rm−1 +
∞∑
k=2
r∫
a
(r − ξ)m−1χk(ξ)ξ−1(ln ξ)s/(1−λ) dξ, (2.19)
we get
w(r) ∼ rm−1(ln r)s/(1−λ) as r → ∞.
Thus, to verify that (2.18) is exact it remains to check that formula (2.19) give us a solution
of problem (2.5), (2.6) for some function q satisfying relation (2.17).
Theorems 2.1 and 2.3 will be proved later. Theorem 2.2 is a partial case of the following
statement.
Let η : [a,∞) → (0,∞) be a measurable function such that
ess inf
[a,∞)
η > 0 (2.20)
and
η(r) ess sup
ξ∈(r/σ, rσ )
ξmp(ξ)∫ ξ
a ζ
m−1p(ζ ) dζ
(2.21)
for almost all r in a neighborhood of infinity, where σ > 1 is some real number.
A.A. Kon’kov / J. Math. Anal. Appl. 298 (2004) 184–209 189Theorem 2.4. Suppose that
lim inf
r→∞
∫ r
a ξ
m−1η1/m−1(ξ)p(ξ) dξ
(
∫ r
a
ξm−1p(ξ) dξ)1−1/m
> 0. (2.22)
If (1.4), (2.1), and (2.2) hold, then every non-extendable solution of problem (1.1), (1.2)
tends to infinity on a finite interval.
Example 2.7. In Eq. (2.10), let λ > m and
q(r) =
∞∑
k=2
(
lnk
k
)m
χk(r),
where
χk(r) =
{
1, r ∈ [k, k + (1/ lnk)2],
0.
It can easily be seen that relations (2.20)–(2.22) are fulfilled with some continuous function
η such that η(r) ∼ ln r as r → ∞. Applying Theorem 2.4, we obtain that every non-
extendable solution of (2.10), (2.6) tends to infinity on a finite interval.
In Theorems 2.2 and 2.4, constraints on the function g can be weakened. In addition,
Eq. (1.1) can be replaced by the inequality
w(m)  q(r)g(w), r > a. (2.23)
We denote
gθ (t) = inf
(t/θ, tθ)
g,
where θ > 1 is some real number.
Theorem 2.5. Suppose that (2.2) and (2.3) hold and, moreover,
∞∫
1
g
−1/m
θ (t)t
1/m−1 dt < ∞. (2.24)
Then every non-extendable solution of problem (2.23), (1.2) tends to infinity on a finite
interval.
Theorem 2.6. Suppose that conditions (2.2), (2.22), and (2.24) are valid. Then every non-
extendable solution of problem (2.23), (1.2) tends to infinity on a finite interval.
Remark 2.1. In the case where g is a non-decreasing function, formula (2.24) is equivalent
to (1.4).
We need the following known result (see [6, Lemma 2.3]).
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T1
g
−1/m
θ (t)t
1/m−1 dt
)m
 C
T2∫
T1
dt
g(t)
,
where the constant C > 0 depends only on θ and ν.
Lemma 2.2. Let w be a rapidly growing solution of (1.1), (1.2). Then there is a real
number a∗ ∈ [a,∞) such that
w(m−1)(a∗)a∗ − w(m−2)(a∗) > 0. (2.25)
Proof. We have w(m)(r) 0 for almost all r ∈ (a,∞). Hence,
w(m−2)(r) = w(m−2)(a)+
r∫
a
w(m−1)(ξ) dξ w(m−2)(a) + w(m−1)(r)(r − a)
for all r ∈ [a,∞), or, in other words,
w(m−1)(r)r − w(m−2)(r)w(m−1)(r)a − w(m−2)(a).
To complete the proof it remains to use relation (1.5). 
Lemma 2.3. Suppose that condition (2.2) is fulfilled. Then every proper solution of prob-
lem (1.1), (1.2) is rapidly growing.
Proof. Let w be a proper solution of (1.1), (1.2). It is evident that
w(m)(r) 0 and w(m−i)(r) > δ
(i − 1)!r
i−1
for all r ∈ [a,∞), i = 1, . . . ,m. If w is not a rapidly growing solution, then
sup
[a,∞)
w(m−1) < ∞.
Hence, there exists a constant A > 0 such that
w(r)Arm−1
for all r ∈ [a,∞); therefore,
inf
r∈[a,∞) g
(
w(r)
rm−1
)
> 0.
At the same time, by (1.3),
q(r)g
(
w(r)
)
 rm−1p(r)g
(
w(r)
rm−1
)
for all r ∈ [a,∞). Thus, Eq. (1.1) implies the estimate
A.A. Kon’kov / J. Math. Anal. Appl. 298 (2004) 184–209 191w(m−1)(r) inf
ξ∈[a,∞) g
(
w(ξ)
ξm−1
) r∫
a
ξm−1p(ξ) dξ → ∞ as r → ∞.
This contradiction proves the lemma. 
Proof of Theorem 2.4. Assume the converse. In the hypotheses of Theorem 2.4, let w
be a proper solution of (1.1), (1.2). In accordance with Lemma 2.3, w is a rapidly grow-
ing solution. Therefore, by Lemma 2.2, there exists a real number a∗ ∈ [a,∞) such that
inequality (2.25) holds.
Integrating Eq. (1.1), we obviously get
w(r) = w(a∗) + w′(a∗)(r − a∗) + · · · + 1
(m − 1)!w
(m−1)(a∗)(r − a∗)m−1
+ 1
(m − 1)!
r∫
a∗
(r − ξ)m−1q(ξ)g(w(ξ)) dξ (2.26)
for all r ∈ [a∗,∞).
Let us denote
Z(r, a∗) = w(a∗) + w′(a∗)(r − a∗) + · · · + 1
(m − 1)!w
(m−1)(a∗)(r − a∗)m−1,
u(r) = w(r)
rm−1
, (2.27)
and
τ = min{σ 1/2, θ},
where θ > 1 and σ > 1 are the constants in formulas (2.1) and (2.21), respectively.
By (2.26), we have
u(r) = Z(r, a∗)
rm−1
+ 1
(m − 1)!
r∫
a∗
(
1 − ξ
r
)m−1
q(ξ)g
(
ξm−1u(ξ)
)
dξ (2.28)
for all r ∈ [a∗,∞).
Since
∂
∂r
(
Z(r, a∗)
rm−1
)
= 1
(m − 2)!
(
w(m−1)(a∗)a∗ − w(m−2)(a∗)
)
r−2
+ O(r−3) as r → ∞,
there exists r0 ∈ [a∗,∞) such that
0 <
∂
∂r
(
Z(r, a∗)
rm−1
)
 2 ∂
∂ξ
(
Z(ξ, a∗)
ξm−1
)
(2.29)
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[r0,∞). In addition,
lim
r→∞u(r) = ∞ (2.30)
by the Newton–Leibniz formula and relation (1.5).
According to condition (2.1), we may assume without loss of generality that
sup
(tθ−m, tθm)
g   inf
(tθ−m, tθm)
g (2.31)
for all t  min{(δ/(m − 1)!)rm−10 , u(r0)}, where the constant  > 1 depends only on m,
α, and θ . We shall also assume that (2.21) is valid for almost all r ∈ [r0,∞).
Take some λ ∈ (0,1). We put
ε = λ
3m−2(4τm)2
.
Let us define the real numbers ri , i = 1,2, . . . , by induction. If θu(r0)  u(τr0), then
we put r1 = τr0; otherwise we take r1 ∈ (r0, τ r0) to be such that u(r1) = θu(r0). Assume
further that ri−1 is already constructed. If θu(ri−1)  u(τri−1), then we put ri = τri−1;
otherwise we take ri ∈ (ri−1, τ ri−1) to be such that u(ri) = θu(ri−1).
There is a subsequence {rik }∞k=0 of the sequence {ri}∞i=0 such that either
u(rik+1)∫
u(rik−1)
dt
g(t)
 b1
rik∫
rik−1
ξm−1p(ξ) dξ (2.32)
or
u(rik+1)∫
u(rik−1)
g−1/m(t)t1/m−1 dt  b2
∫ rik
rik−1
ξm−1η1/m−1(ξ)p(ξ) dξ
(
∫ rik
a
ξm−1p(ξ) dξ)1−1/m
(2.33)
for all k = 1,2, . . . , where the constants b1 > 0, b2 > 0 depend only on m, α, θ , λ, ε, and τ .
The subsequence {rik }∞k=0 is also constructed by induction. Put i0 = 0. Suppose that
ik−1 is already known. Let us define ik to be the minimal integer such that ik > ik−1 and,
moreover, at least one of the following two inequalities is fulfilled:
rik+1 − rik  ε(rik − rik−1), (2.34)
rik∫
rik−1
p(ξ) dξ  λ
rik+1∫
rik
p(ξ) dξ. (2.35)
The required integer ik obviously exists; otherwise the function u tends to infinity on a
finite interval.
Step 1. Fix some natural number k. Let us prove that at least one of two bounds (2.32),
(2.33) holds.
A.A. Kon’kov / J. Math. Anal. Appl. 298 (2004) 184–209 193Taking relations (2.28) and (2.29) into account, we obtain
u(rik+1) − u(rik−1)
1
(m − 1)!
rik+1∫
rik−1
(
1 − ξ
rik+1
)m−1
q(ξ)g
(
ξm−1u(ξ)
)
dξ.
By (1.3), this implies the estimate
u(rik+1) − u(rik−1)
1
(m − 1)!
rik+1∫
rik−1
(
1 − ξ
rik+1
)m−1
ξm−1p(ξ)g
(
u(ξ)
)
dξ
 inf
(u(rik−1), u(rik+1))
g
1
(m − 1)!
×
rik+1∫
rik−1
(
1 − ξ
rik+1
)m−1
ξm−1p(ξ) dξ. (2.36)
At the same time,
rik+1∫
rik−1
(
1 − ξ
rik+1
)m−1
ξm−1p(ξ) dξ 
(
1 − rik
rik+1
)m−1
rm−1ik−1
rik∫
rik−1
p(ξ) dξ,
whence, by the evident inequality
rik+1  τ 2rik−1,
one can conclude that
rik+1∫
rik−1
(
1 − ξ
rik+1
)m−1
ξm−1p(ξ) dξ  b3 (rik+1 − rik )m−1
rik∫
rik−1
p(ξ) dξ, (2.37)
where b3 = τ−2(m−1).
At first we assume that inequality (2.34) is valid. Then, according to (2.36) and (2.37),
u(rik+1) − u(rik−1) b4 inf
(u(rik−1), u(rik+1))
g(rik − rik−1)m−1
rik∫
rik−1
p(ξ) dξ, (2.38)
where b4 = εm−1b3/(m − 1)!.
In the case of
θu(rik−1) u(rik+1),
we obviously have
rik = τrik−1.
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u(rik+1)∫
u(rik−1)
dt
g(t)
 b5 rm−1ik
rik∫
rik−1
p(ξ) dξ, (2.39)
where the constant b5 > 0 depends only on m, α, τ , and ε.
By the definition of ik , we have
ri∫
ri−1
p(ξ) dξ < λ
ri+1∫
ri
p(ξ) dξ (2.40)
for all ik−1 < i < ik; therefore,
rik∫
rik−1
p(ξ) dξ =
∑
ik−1<iik
ri∫
ri−1
p(ξ) dξ 
∑
ik−1<iik
λik−i
rik∫
rik−1
p(ξ) dξ
 1
1 − λ
rik∫
rik−1
p(ξ) dξ. (2.41)
Combining (2.39) and (2.41), we obviously obtain (2.32).
Let us consider the case of
θu(rik−1) < u(rik+1).
By construction of the real numbers ri , i = 1,2, . . . , one can also claim that
θ2u(rik−1) u(rik+1).
Hence, (2.31) implies the estimate
u(rik+1)∫
u(rik−1)
g−1/m(t)t1/m−1 dt  inf
(u(rik−1), u(rik+1))
g−1/m u
1/m(rik+1) − u1/m(rik−1)
m
 b6 u1/m(rik+1) sup
(u(rik−1), u(rik+1))
g−1/m,
where the constant b6 > 0 depends only on m, α, and θ .
In its turn, according to (2.38), this implies that
u(rik+1)∫
u(rik−1)
g−1/m(t)t1/m−1 dt  b7 (rik − rik−1)1−1/m
( rik∫
rik−1
p(ξ) dξ
)1/m
, (2.42)
where the constant b7 > 0 depends only on m, α, τ , ε, and θ .
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u(rik+1)∫
u(rik−1)
g−1/m(t)t1/m−1 dt  b7
rik∫
rik−1
p1/m(ξ) dξ. (2.43)
Let us denote
ϕ(ξ) = ξ
mp(ξ)∫ ξ
a
ζm−1p(ζ ) dζ
;
then
p1/m(ξ) = ξ
m−1ϕ1/m−1(ξ)p(ξ)
(
∫ ξ
a
ζm−1p(ζ ) dζ )1−1/m
 ξ
m−1ϕ1/m−1(ξ)p(ξ)
(
∫ rik
a
ζm−1p(ζ ) dζ )1−1/m
for all ξ ∈ (rik−1, rik ). Therefore, by formula (2.43),
u(rik+1)∫
u(rik−1)
g−1/m(t)t1/m−1 dt  b7
∫ rik
rik−1
ξm−1ϕ1/m−1(ξ)p(ξ) dξ
(
∫ rik
a
ξm−1p(ξ) dξ)1−1/m
 b7 ess inf(rik−1, rik ) ϕ
1/m−1
×
∫ rik
rik−1
ξm−1p(ξ) dξ
(
∫ rik
a ξ
m−1p(ξ) dξ)1−1/m
. (2.44)
We evidently have
rik−1+1  τrik−1 (2.45)
and
ri+1 − ri < ε(ri − ri−1) (2.46)
for all ik−1 < i < ik , whence and from the definition of ε, it follows that
rik  τ 2rik−1 .
Thus, by relation (2.21),
η1/m−1(ξ) ess inf(rik−1, rik ) ϕ
1/m−1
for almost all ξ ∈ (rik−1 , rik ), and to obtain (2.33) it remains to use estimates (2.41) and
(2.44).
Now we assume that inequality (2.35) is valid. Without loss of generality we may also
assume that
rik+1 − rik < ε(rik − rik−1).
Put
r∗ = rik −
rik+1 − rik and r∗ = rik −
rik+1 − rik .
2ε ε
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θu
(
r∗
)
< u(rik+1).
Repeating the arguments given in the proof of expression (2.44) with rik−1 replaced
by r∗, we get
u(rik+1)∫
u(r∗)
g−1/m(t)t1/m−1 dt  b8 ess inf
(r∗, rik )
ϕ1/m−1
∫ rik
r∗ ξ
m−1p(ξ) dξ
(
∫ rik
a
ξm−1p(ξ) dξ)1−1/m
, (2.47)
where the constant b8 > 0 depends only on m, α, τ , ε, and θ .
Let us prove that
rik∫
r∗
ξm−1p(ξ) dξ  b9
rik∫
rik−1
ξm−1p(ξ) dξ (2.48)
with some constant b9 > 0 depending only on λ and τ .
Differentiating (2.28), we obviously have
u′(r) = ∂
∂r
(
Z(r, a∗)
rm−1
)
+ 1
rm(m − 2)!
r∫
a∗
(r − ξ)m−2ξq(ξ)g(ξm−1u(ξ))dξ (2.49)
for all r ∈ [a∗,∞). By the mean value theorem, there exist real numbers ξ∗ ∈ (r∗, rik ) and
ξ∗ ∈ (rik , rik+1) such that
u′
(
ξ∗
)= u(rik ) − u(r∗)
rik − r∗
and u′(ξ∗) = u(rik+1) − u(rik )
rik+1 − rik
,
whence in accordance with the evident inequality
u(rik+1) − u(rik ) > u(rik ) − u(r∗)
we obtain
u′(ξ∗) >
1
2ε
u′
(
ξ∗
)
.
By (2.49), this implies
1
ξm∗ (m − 2)!
ξ∗∫
a∗
(ξ∗ − ξ)m−2ξq(ξ)g
(
ξm−1u(ξ)
)
dξ
 1
2ε
∂
∂r
(
Z(r, a∗)
rm−1
)∣∣∣∣
r=ξ∗
− ∂
∂r
(
Z(r, a∗)
rm−1
)∣∣∣∣
r=ξ∗
+ 1
2εξ∗m(m − 2)!
ξ∗∫
(ξ∗ − ξ)m−2ξq(ξ)g(ξm−1u(ξ)) dξ. (2.50)a∗
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1
2ε
∂
∂r
(
Z(r, a∗)
rm−1
)∣∣∣∣
r=ξ∗
− ∂
∂r
(
Z(r, a∗)
rm−1
)∣∣∣∣
r=ξ∗
 0.
Hence, formula (2.50) implies the estimate
1
ξm∗
ξ∗∫
a∗
(ξ∗ − ξ)m−2ξq(ξ)g
(
ξm−1u(ξ)
)
dξ
 1
2εξ∗m
ξ∗∫
a∗
(
ξ∗ − ξ)m−2ξq(ξ)g(ξm−1u(ξ))dξ. (2.51)
It is clear that 3(ξ∗ − r∗) ξ∗ − r∗; therefore, 3(ξ∗ − ξ) ξ∗ − ξ for all ξ  r∗. Thus,
we get
3m−2
ξ∗m
r∗∫
a∗
(ξ∗ − ξ)m−2ξq(ξ)g(ξm−1u(ξ)) dξ
 1
ξm∗
r∗∫
a∗
(ξ∗ − ξ)m−2ξq(ξ)g
(
ξm−1u(ξ)
)
dξ.
Combining this with (2.51), we obtain
1
ξm∗
ξ∗∫
r∗
(ξ∗ − ξ)m−2ξq(ξ)g
(
ξm−1u(ξ)
)
dξ
 1
2ε
1
ξ∗m
ξ∗∫
a∗
(
ξ∗ − ξ)m−2ξq(ξ)g(ξm−1u(ξ))dξ
− 1
ξm∗
r∗∫
a∗
(ξ∗ − ξ)m−2ξq(ξ)g
(
ξm−1u(ξ)
)
dξ
 1
4ε
1
ξ∗m
r∗∫
a∗
(
ξ∗ − ξ)m−2ξq(ξ)g(ξm−1u(ξ))dξ,
whence, it follows that
1
ξm∗
ξ∗∫
∗
(ξ∗ − ξ)m−2ξq(ξ)g
(
ξm−1u(ξ)
)
dξr
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4ε
1
ξ∗m
r∗∫
rik−1
(
ξ∗ − ξ)m−2ξq(ξ)g(ξm−1u(ξ))dξ. (2.52)
At the same time, 3(r∗ − r∗) ξ∗ − ξ for all ξ ∈ (r∗, ξ∗), and ξ∗ − ξ  r∗ − r∗ for all
ξ ∈ (rik−1, r∗). Thus, (2.52) implies the inequality
3m−24ε
ξ∗∫
r∗
ξq(ξ)g
(
ξm−1u(ξ)
)
dξ 
r∗∫
rik−1
ξq(ξ)g
(
ξm−1u(ξ)
)
dξ. (2.53)
By the definition of the function p, we have
p(ξ) = ξ1−mq(ξ)ψ(ξ),
where
ψ(ξ) = inf
t>δ/(m−1)!
g(ξm−1t)
g(t)
.
On the other hand, according to condition (2.31),
sup
ξ∈(rik−1, rik+1)
g
(
ξm−1u(ξ)
)
  inf
ξ∈(rik−1, rik+1)
g
(
ξm−1u(ξ)
)
and
sup
(rik−1, rik+1)
ψ   inf
(rik−1, rik+1)
ψ.
Therefore, it follows from (2.53) that
3m−24ε2τ 2m
ξ∗∫
r∗
p(ξ) dξ 
r∗∫
rik−1
p(ξ) dξ.
The last formula obviously implies the estimate
λ
4
rik+1∫
r∗
p(ξ) dξ 
r∗∫
rik−1
p(ξ) dξ. (2.54)
Further, combining (2.54) and (2.35), we obtain
rik∫
r∗
p(ξ) dξ  λ
2
rik+1∫
rik
p(ξ) dξ. (2.55)
From (2.54) and (2.55), it can easily be seen that
rik∫
r∗
p(ξ) dξ  b10
rik∫
r
p(ξ) dξik−1
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Finally, combining (2.47) and (2.48), we again derive (2.44), whence inequality (2.33)
follows as demonstrated above.
Step 2. So one can divide the set of natural numbers into two disjoint subsets L and M
such that bound (2.32) holds for all k ∈ L, whereas (2.33) is fulfilled for all k ∈ M . Let us
denote: Ln = {k ∈ L: k  n} and Mn = {k ∈ M: k  n}. We obviously have
2
u(rin+1)∫
u(r0)
dt
g(t)
 b1
∑
k∈Ln
rik∫
rik−1
ξm−1p(ξ) dξ (2.56)
and
2
u(rin+1)∫
u(r0)
g−1/m(t)t1/m−1 dt  b2
∑
k∈Mn
∫ rik
rik−1
ξm−1η1/m−1(ξ)p(ξ) dξ
(
∫ rin
a
ξm−1p(ξ) dξ)1−1/m
(2.57)
for all n = 1,2, . . . .
By Lemma 2.1 and relation (2.31), inequality (2.56) implies that
( u(rin+1)∫
u(r0)
g−1/m(t)t1/m−1 dt
)m
 b11
∑
k∈Ln
rik∫
rik−1
ξm−1p(ξ) dξ (2.58)
for all sufficiently large n, where the constant b11 > 0 depends only on m, α, θ , λ, ε, and τ .
Hence, taking into account condition (1.4), we obtain the estimate
∑
k∈L
rik∫
rik−1
ξm−1p(ξ) dξ < ∞,
from which, by (2.2) and (2.20), it follows that
lim inf
n→∞
∑
k∈Mn
∫ rik
rik−1
ξm−1η1/m−1(ξ)p(ξ) dξ
(
∫ rin
a
ξm−1p(ξ) dξ)1−1/m
= lim inf
n→∞
∫ rin
a ξ
m−1η1/m−1(ξ)p(ξ) dξ
(
∫ rin
a
ξm−1p(ξ) dξ)1−1/m
.
Combining the last formula with (2.57), we evidently get
2
∞∫
u(r0)
g−1/m(t)t1/m−1 dt  b2 lim inf
r→∞
∫ r
a
ξm−1η1/m−1(ξ)p(ξ) dξ
(
∫ r
a
ξm−1p(ξ) dξ)1−1/m
. (2.59)
In accordance with (2.30) the left-hand side in (2.59) tends to zero as r0 → ∞. This
contradicts condition (2.22).
Theorem 2.4 is completely proved. 
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proof of Theorem 2.4 with σ = 2. According to (2.2), there exists a real number a0 > r0
such that
r∫
r0
ξm−1p(ξ) dξ  1
2
r∫
a
ξm−1p(ξ) dξ
for all r  a0.
Let rn  a0. If the inequality
∑
k∈Ln
rik∫
rik−1
ξm−1p(ξ) dξ  1
2
rin∫
r0
ξm−1p(ξ) dξ (2.60)
holds, then, by estimate (2.58), we get( u(rin+1)∫
u(r0)
g−1/m(t)t1/m−1 dt
)m
 b12
rin∫
a
ξm−1p(ξ) dξ, (2.61)
where the constant b12 > 0 depends only on m, α, θ , λ, ε, and τ .
In the case that (2.60) is not valid, we evidently have
∑
k∈Mn
rik∫
rik−1
ξm−1p(ξ) dξ  1
2
rin∫
r0
ξm−1p(ξ) dξ.
Thus, setting η ≡ β in formula (2.57), we again derive (2.61).
Without loss of generality we shall assume that θ−1u(r0) > 1. Take some r  τ 2a0.
Clearly there exists a natural number n such that rin−1 < r  rin .
According to (2.40),
ri∫
rin−1
p(ξ) dξ <
λ
1 − λ
ri+1∫
ri
p(ξ) dξ (2.62)
for all in−1 < i < in. On the other hand, by relation (2.31),
u(ri+1)∫
u(ri)
g−1/m(t)t1/m−1 dt  γ
u(ri)∫
θ−1u(ri)
g−1/m(t)t1/m−1 dt
with some constant γ > 0 depending only on m, α, and θ ; therefore,
u(ri+1)∫
1
g−1/m(t)t1/m−1 dt  (1 + γ )
u(ri)∫
1
g−1/m(t)t1/m−1 dt (2.63)
for all in−1 < i  in. Taking the real number λ ∈ (0,1) to be such that
λ  (1 + γ )−m,1 − λ
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1
g−1/m(t)t1/m−1 dt
)m
 b12
ri∫
rin−1
ξm−1p(ξ) dξ (2.64)
for all rn−1 < i  in.
Fix the natural number i satisfying the condition ri−1 < r  ri . At first let
rin−1∫
a
ξm−1p(ξ) dξ 
ri∫
rin−1
ξm−1p(ξ) dξ. (2.65)
Since rin−1  τ−2r  a0, we have( u(rin−1+1)∫
u(r0)
g−1/m(t)t1/m−1 dt
)m
 b12
rin−1∫
a
ξm−1p(ξ) dξ,
whence, by the evident inequality u(rin−1+1) θu(r), it follows that( θu(r)∫
u(r0)
g−1/m(t)t1/m−1 dt
)m
 b12
rin−1∫
a
ξm−1p(ξ) dξ.
Combining this with (2.65) and (2.27), we readily obtain (2.4).
Now let
rin−1∫
a
ξm−1p(ξ) dξ <
ri∫
rin−1
ξm−1p(ξ) dξ,
then bound (2.4) follows from (2.64) and from the inequality u(ri+1) θ2u(r). 
Proof of Theorem 2.3. If a proper solution w of problem (1.1), (1.2) is not rapidly grow-
ing, then
∞∫
a
w(m)(ξ) dξ < ∞.
By the Newton–Leibniz formula, this implies that
w(r) = O(rm−1) as r → ∞;
therefore (2.15) is trivial. Hence, we may prove Theorem 2.3 under the assumption that w
is a rapidly growing solution. Repeating the arguments given in the proof of Theorem 2.4
with
ϕ(ξ) = ξ
mp(ξ)∫∞
ζm−1p(ζ ) dζ
 β < ∞, (2.66)ξ
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(2.58) holds and, moreover,
∞∫
u(r0)
g−1/m(t)t1/m−1 dt  b13
∑
k∈M
∫ rik
rik−1
ξm−1p(ξ) dξ
(
∫∞
r0
ξm−1p(ξ) dξ)1−1/m
, (2.67)
where the constant b13 > 0 depends only on m, α, θ , λ, β , ε, and τ . If
∑
k∈M
rik∫
rik−1
ξm−1p(ξ) dξ  1
2
∞∫
r0
ξm−1p(ξ) dξ,
then (2.67) obviously implies (2.15). At the same time, for
∑
k∈L
rik∫
rik−1
ξm−1p(ξ) dξ  1
2
∞∫
r0
ξm−1p(ξ) dξ,
estimate (2.15) follows from (2.58), where n → ∞. 
Theorem 2.5 is a partial case of Theorem 2.6. Combining Theorem 2.4 with Lemmas 2.4
and 2.5 given below, we immediately establish the validity of Theorem 2.6.
Lemma 2.4. Let condition (2.24) hold. Then there is a non-decreasing continuous function
f : (0,∞) → (0,∞) such that f (t) g(t) for all t ∈ (0,∞) and, moreover,
∞∫
1
f−1/m(t)t1/m−1 dt < ∞
and
lim sup
t→∞
osc(t/θ, tθ) f
f (t)
< ∞.
Proof. It is sufficient to define the f in a neighborhood of infinity. Set tk = θk/2, k =
0,1,2, . . . . By induction, we construct a sequence of non-decreasing continuous functions
fk : [1, tk] → (0,∞), k = 1,2, . . . , satisfying the following properties:
(i) fk(θt) θ3fk(t) for all t ∈ [1,∞), k = 1,2, . . . ;
(ii) fk(t) fs(t) g(t) for all t ∈ [1, ts], 1 s  k;
(iii)
tk∫
1
f
−1/m
k (t)t
1/m−1 dt  θ
2/m
1 − θ−1/(2m)
tk∫
1
g
−1/m
θ (t)t
1/m−1 dt (2.68)
for all k = 1,2, . . . .
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γk = min[tk−1, tk]g, k = 1,2, . . . .
Put f1 ≡ γ1. Assume further that the function fk−1 is already defined. We set
fk(t) =
{
min{γk, fk−1(t)}, t ∈ [1, tk−1],
min{γk, fk−1(tk−1)}, t ∈ [tk−1, tk],
if
θfk−1(tk−1) γk (2.69)
and
fk(t) =
{
fk−1(t), t ∈ [1, tk−1],
tk−t+θ(t−tk−1)
tk−tk−1 fk−1(tk−1), t ∈ [tk−1, tk],
otherwise. It is clear that the functions fk satisfy properties (i) and (ii). We shall prove
property (iii).
If k = 1, then (2.68) is trivial. Fix some k > 1. Let us establish the validity of estimate
(2.68) provided that
ts∫
1
f
−1/m
s (t)t
1/m−1 dt  θ
2/m
1 − θ−1/(2m)
ts∫
1
g
−1/m
θ (t)t
1/m−1 dt
for all s  k − 1.
At first assume that (2.69) holds. We take s = max{0, n − 1}, where n is the minimal
nonnegative integer such that fk(tn) = fk(tk). By the induction hypothesis,
ts∫
1
f
−1/m
k (t)t
1/m−1 dt  θ
2/m
1 − θ−1/(2m)
ts∫
1
g
−1/m
θ (t)t
1/m−1 dt. (2.70)
Really, the function fk coincides with fs on the interval [1, ts] if s  1. In the case of s = 0,
(2.70) is obvious.
At the same time,
tk∫
ts
f
−1/m
k (t)t
1/m−1 dt mθ1/mf −1/mk (tk)t
1/m
k
since θfk(t) fk(tk) for all t ∈ [ts, tk]. On the other hand, by inequality (2.69),
tk∫
tk−1
g
−1/m
θ (t)t
1/m−1 dt mθ−1/m
(
1 − θ−1/(2m))f−1/mk (tk)t1/mk .
Thus, we obtain
tk∫
f
−1/m
k (t)t
1/m−1 dt  θ
2/m
1 − θ−1/(2m)
tk∫
g
−1/m
θ (t)t
1/m−1 dt. (2.71)
ts tk−1
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Now assume that
θfk−1(tk−1) < γk.
In this case, fk(tk) = θfk(tk−1). Take the minimal positive integer s such that fk(ti+1) =
θfk(ti ) for all s  i  k − 1. We have
ti+1∫
ti
f
−1/m
k (t)t
1/m−1 dt = θ−(i−s)/(2m)
ts+1∫
ts
f
−1/m
k (t)t
1/m−1 dt
for all s  i  k − 1; therefore,
tk∫
ts
f
−1/m
k (t)t
1/m−1 dt  1
1 − θ−1/(2m)
ts+1∫
ts
f
−1/m
k (t)t
1/m−1 dt. (2.72)
It can easily be seen that θfk(t) γs for all t ∈ [ts, ts+1]. Hence,
ts+1∫
ts
f
−1/m
k (t)t
1/m−1 dt mθ1/mγ−1/ms
(
t
1/m
s+1 − t1/ms
)
.
Combining this with the evident inequality
ts+1∫
ts
g
−1/m
θ (t)t
1/m−1 dt mγ−1/ms
(
t
1/m
s+1 − t1/ms
)
,
we get
ts+1∫
ts
f
−1/m
k (t)t
1/m−1 dt  θ1/m
ts+1∫
ts
g
−1/m
θ (t)t
1/m−1 dt,
whence, according to (2.72), it follows that
tk∫
ts
f
−1/m
k (t)t
1/m−1 dt  θ
1/m
1 − θ−1/(2m)
ts+1∫
ts
g
−1/m
θ (t)t
1/m−1 dt.
Finally, summing the last estimates and (2.70), we again derive (2.68).
Let us define the function f by
f (t) = lim
k→∞fk(t).
Formula (2.24) implies that γk → ∞ as k → ∞. Thus, for every compact set ω ⊂
[1,∞) there exists a natural number n such that fk |ω ≡ fn|ω with all k  n; therefore, f
is a continuous function satisfying the requirements of Lemma 2.4. 
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then the equation
v(m) = q(r)g(v)
admits a solution v : [a,∞) → (0,∞) such that
v(m−i)(a) = w(m−i)(a), i = 1, . . . ,m,
and, moreover, w(r) v(r) for all r ∈ [a,∞).
Proof. Setting v0(r) = Z(r, a) and
vi(r) = Z(r, a)+ 1
(m − 1)!
r∫
a
(r − ξ)m−1q(ξ)g(vi−1(ξ))dξ, 1 = 1,2, . . . ,
where Z(r, a) is introduced on in the proof of Theorem 2.4, we obviously obtain 0 <
vi−1(r) vi(r)w(r) for all r ∈ [a,∞), i = 1,2, . . . . Thus, to complete the proof of the
lemma it remains to put
v(r) = lim
i→∞ vi(r). 
Remark 2.2. Suppose that (2.2) holds. If p : [a,∞) → [0,∞) is a non-increasing func-
tion, then relation (2.3) is evidently fulfilled. Relation (2.3) is also fulfilled if
rmp(r) β < ∞ (2.73)
for all r in a neighborhood of infinity.
Theorem 2.7. Let conditions (2.1), (2.2), and (2.73) be valid. Then every proper solution
of (1.1), (1.2) satisfies the estimate
Aw(r)/rm−1∫
1
g−1/m(t)t1/m−1 dt +
Aw(r)/rm−1∫
1
dt
g(t)
 B
r∫
a
ξm−1p(ξ) dt (2.74)
for all enough large r , where the constants A > 0, B > 0 depend only on m, α, β , and θ .
Example 2.8. Suppose that w is a proper solution of the linear equation
w(m)(r) = q(r)w, r > a,
under initial conditions (2.6), where
q(r) ∼ r−m(ln r)s as r → ∞
with some −1 < s  0. Applying Theorem 2.7, we have
w(r)Arm−1eB(ln r)s+1
for all r in a neighborhood of infinity, where the constants A > 0, B > 0 do not depend
on w. This estimate is best possible.
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proof of Theorem 2.4 with σ = 2. According to (2.73), we may assume without loss of
generality that
p1/m(r) = (rmp(r))1/m−1rm−1p(r) β1/m−1rm−1p(r)
for all r  r0. Hence, (2.43) implies the inequality
u(rik+1)∫
u(rik−1)
g−1/m(t)t1/m−1 dt  b14
rik∫
rik−1
ξm−1p(ξ) dξ,
where the constant b14 > 0 depends only on m, α, β , τ , ε, and θ . Therefore, repeating the
proof of Theorem 2.4 with (2.33) replaced by the bound
u(rik+1)∫
u(rik−1)
g−1/m(t)t1/m−1 dt  b15
rik∫
rik−1
ξm−1p(ξ) dξ,
where the constant b15 > 0 depends only on m, α, β , θ , λ, ε, and τ , we divide the set of
natural numbers into two disjoint subsets L and M such that inequality (2.56) holds and,
moreover,
u(rin+1)∫
u(r0)
g−1/m(t)t1/m−1 dt  b16
∑
k∈Mn
rik∫
rik−1
ξm−1p(ξ) dξ (2.75)
for all n = 1,2, . . . , where the constant b16 > 0 depends only on m, α, β , θ , λ, ε, and τ .
Summing (2.56) and (2.75), we get
u(rin+1)∫
u(r0)
g−1/m(t)t1/m−1 dt +
u(rin+1)∫
u(r0)
dt
g(t)
 b17
rn∫
r0
ξm−1p(ξ) dξ
for all n = 1,2, . . . , where the constant b17 > 0 depends only on m, α, β , θ , λ, ε, and τ .
This implies estimate (2.74) by the arguments given in the proof of Theorem 2.1. 
In the case that g(t)/t is a non-decreasing function, condition (2.1) in Theorems 2.1,
2.3, and 2.7 can be dropped.
Theorem 2.8. Let relations (2.2) and (2.3) be valid. If g(t)/t is a non-decreasing function,
then every proper solution of (1.1), (1.2) satisfies estimate (2.4) for all r in a neighborhood
of infinity, where the constants A > 0, B > 0 depend only on m and β .
Theorem 2.9. Suppose that (1.4), (2.13), and (2.14) hold. If g(t)/t is a non-decreasing
function, then every proper solution of (1.1), (1.2) satisfies inequality (2.15) for all r in a
neighborhood of infinity, where the constants A > 0, B > 0 depend only on m and β .
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every proper solution of (1.1), (1.2) satisfies estimate (2.74) for all r in a neighborhood
of infinity, where the constants A > 0, B > 0 depend only on m and β .
Proof. Consider the sequences {ri}∞i=0 and {rik }∞k=0 constructed in the proof of Theo-
rem 2.4 (the real numbers θ > 1 and σ > 1 may be chosen in an arbitrary way). By
K we denote the set of natural numbers k such that θ2g(u(ri)) < g(u(ri+1)) for some
ik−1  i  ik . We fix µ ∈ (0,1/m).
Let k ∈ K and, moreover, ik−1  i < ik . Taking into account formulas (1.3), (2.28), and
(2.29), we obviously have
u(ri+1) − u(ri) 1
(m − 1)!
ri+1∫
ri
(
1 − ξ
ri+1
)m−1
ξm−1p(ξ)g
(
u(ξ)
)
dξ. (2.76)
From the definition of the sequence {ri}∞i=0, it follows that u(ri+1)  θu(ri) and
ri+1  τri ; therefore, (2.76) implies the estimate
u(ri)
g(u(ri))
 b18
ri+1∫
ri
(ri+1 − ξ)m−1p(ξ) dξ, (2.77)
where the constant b18 > 0 depends only on m, τ , and θ .
At the same time, by the Hölder inequality,
ri+1∫
ri
pµ(ξ) dξ  b19(ri+1 − ri )1−mµ
( ri+1∫
ri
(ri+1 − ξ)m−1p(ξ) dξ
)µ
with some constant b19 > 0 depending only on m and µ, whence, by (2.45) and (2.46), we
obtain
ε(1−mµ)(i−ik−1)
( ri+1∫
ri
(ri+1 − ξ)m−1p(ξ) dξ
)µ
 b20
ri+1∫
ri
ξmµ−1pµ(ξ) dξ,
where the constant b20 > 0 depends only on m, τ , and µ. According to (2.77), this implies
that
ε(1−mµ)(i−ik−1)
(
u(ri)
g(u(ri))
)µ
 b21
ri+1∫
ri
ξmµ−1pµ(ξ) dξ,
where b21 = bµ18b20. Since t/g(t) is a non-increasing function, summing the last inequality
over all ik−1  i < ik , we readily get
(
u(rik−1)
g(u(rik−1))
)µ
 b22
rik∫
rik−1
ξmµ−1pµ(ξ) dξ, (2.78)
where the constant b22 > 0 depends only on m, τ , µ, and ε.
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u(rik+1+1)
g(u(rik+1+1))
 θ−1
u(rik−1)
g(u(rik−1))
for any k ∈ K . Thus, summing (2.78) over all k ∈ K , we obtain the estimate
(
u(r0)
g(u(r0))
)µ
 b23
∑
k∈K
rik∫
rik−1
ξmµ−1pµ(ξ) dξ, (2.79)
where the constant b23 > 0 depends only on m, τ , µ, and ε.
To prove Theorem 2.9 we consider the function ϕ defined by (2.66). It can easily be
seen that
ξmµ−1pµ(ξ) = ξ
m−1ϕµ−1(ξ)p(ξ)
(
∫∞
ξ ζ
m−1p(ζ ) dζ )1−µ
 βµ−1 ξ
m−1p(ξ)
(
∫∞
r0
ζm−1p(ζ ) dζ )1−µ
for all ξ ∈ (r0,∞). Hence, (2.79) implies the inequality(
u(r0)
g(u(r0))
)µ
 b24
∑
k∈K
∫ rik
rik−1
ξm−1p(ξ) dξ
(
∫∞
r0
ξm−1p(ξ) dξ)1−µ
, (2.80)
where b24 = βµ−1b23.
Let N be the set of all natural numbers. One can obviously divide the set N \K into two
disjoint subsets L and M such that relations (2.58) and (2.67) hold. If
∑
k∈K
rik∫
rik−1
ξm−1p(ξ) dξ  1
3
∞∫
r0
ξm−1p(ξ) dξ, (2.81)
then combining (2.80) with the evident formula
u(r0)∫
θ−1u(r0)
dt
g(t)
 (1 − θ
−1)u(r0)
g(u(r0))
,
we obtain
u(r0)∫
θ−1u(r0)
dt
g(t)
 b25
∞∫
r0
ξm−1p(ξ) dξ,
where the constant b25 > 0 depends only on m, τ , µ, and ε. By Lemma 2.1, this implies
(2.15). In the case that (2.81) is not valid, bound (2.15) follows immediately from (2.58)
and (2.67) as shown in the proof of Theorem 2.3.
Let us prove Theorem 2.8. By analogy with (2.80), we have(
u(r0)
g(u(r0))
)µ
 b26
∑
k∈Kn
∫ rik
rik−1
ξm−1p(ξ) dξ
(
∫ rin ξm−1p(ξ) dξ)1−µr0
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m, β , τ , µ, and ε; therefore,
∑
k∈Kn
rik∫
rik−1
ξm−1p(ξ) dξ = o
( rin∫
r0
ξm−1p(ξ) dξ
)
as n → ∞. (2.82)
The set N \ K can be divided into two disjoint subsets L and M such that relations
(2.57) and (2.58) are fulfilled with η ≡ β . As before we denote: Ln = {k ∈ L: k  n} and
Mn = {k ∈ M: k  n}. By formula (2.82), we have either
∑
k∈Ln
rik∫
rik−1
ξm−1p(ξ) dξ  1
3
rin∫
r0
ξm−1p(ξ) dξ
or
∑
k∈Mn
rik∫
rik−1
ξm−1p(ξ) dξ  1
3
rin∫
r0
ξm−1p(ξ) dξ
for all sufficiently large n, whence estimate (2.61) follows at once. Thus, to obtain inequal-
ity (2.4) it remains to repeat the arguments given in the proof of Theorem 2.1.
Theorem 2.10 is proved in a similar way. We must only note that condition (2.73) im-
plies the bound
rmµ−1pµ(r) = (rmp(r))µ−1rm−1p(r) βµ−1rm−1p(r),
from which and from inequality (2.79) we readily obtain (2.82). 
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