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Abstract
This thesis displays a sample distribution, generated from both a simulation (for large
n) by computer program and explicitly calculated (for smaller n), that is not governed
by the Central Limit Theorem and, in fact seems to display chaotic behavior. To
our knowledge, the explicit calculation of the sample distribution function is new.
This project outlines the results that have found a relation to number theory in a
probabilistic game that has perplexed mathematicians for hundreds of years.
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1 Introduction
In 1713, Nikolaus Bernoulli sent a letter to French mathematician De Mondmort in
which he defined a theoretical game of chance [1]. The game works in this manner:
The player flips a fair, two-sided coin. If the coin tosses heads on the first flip, the
house pays $2. If the first heads tossed occurs on the second toss, the house pays $4.
If it happens on the third toss, the house pays $8. To generalize, the house pays out
larger powers of two as the first heads occurs on later tosses: $2n if it is on the nth toss.
The paradox occurs when applying the probabilities to each of these situations to find
the expected value for the game. The paradox is explained in formal mathematical
symbols as:
E[X] = (12)(2) + (
1
4)(4) + (
1
8)(8) + ...+ (
1
2n )(2
n) + ...
E[X] = 1 + 1 + 1 + 1 + ...
E[X] =1,
where E[X] is defined as the expected value for X.
By its mathematical definition, a player of this game should expect to win an infinite
amount of money. But, surely no one would dare pay any large sum of money on this
game in which half of the time the player will only receive $2 as the payout — and
that is the paradox!
Since this problem was originally presented, countless mathematicians have at-
tempted to understand it in more detail. Daniel Bernoulli became aware of the prob-
lem through correspondence with his cousin and gave it a title when he published it
in the St. Petersburg Academy Proceedings [1]. He investigated the calculation of the
expected utility of the game, rather than the expected payout. This work examines the
satisfaction produced by a dollar outcome. In economics, this relates very closely to
the idea of diminishing returns. At a certain point, a consumer receives no more grat-
ification from having more of a product [4]. Since this initial investigation, economists
such as Adam Smith and John Maynard Keynes have investigated this problem. A
multitude of papers have been published examining the implications of this simple
problem.
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Figure 1: A Sample Probability Distribution Histogram for n = 2048 plays of the game
An 18th century French mathematician Compte de Bu↵on was so concerned that
real-life experience would not match this theoretically-calculated expected value that he
decided to play the game 2048 times and see what happened by running the experiment
by hand with an actual coin [2]. The story goes that he paid a child to flip a coin and
record what had happened.
In 2011, mathematicians Dominic Klyve and Anna Lauren repeated this procedure
with a computer. In fact, they did more: they played the game 2048 times (calling
it “the Bu↵on experiment”), but then performed what is known as a Monte-Carlo
method.
Definition 1.1. A Monte-Carlo method is a technique that averages a large number of
simulated results in order to numerically approximate the solution of a mathematical
problem that studies the distribution of some random variable, often generated by a
computer.
Simply put, they did what Bu↵on did, but iterated it one million times. Using
the Monte-Carlo method proves to be an e↵ective means to examine large numbers of
plays of the game. Simulating the game allows the observer to notice trends to identify
defining characteristics. The result of this simulation — the frequency of each average
payout — yields an interesting graph, called a histogram. This thesis project began by
generating such a histogram for Bu↵on’s experiment. This result is seen in Figure 1.
Definition 1.2. We define a sample probability histogram as a graphical representation
of an estimate obtained via sampling or simulation of the probability distribution of a
continuous variable.
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Klyve and Lauren first generated such a histogram for the St. Petersburg Paradox
problem in 2011. They note that “[the sample probability histogram] is surprising.
Its comb-like, fractaline quality demands explanation.[2]” This project replicates this
work but also takes it farther by finding a mathematical explanation for the properties
of this paradox.
The average payouts that are displayed on this histogram are known to mathemati-
cians as random variable values for this experiment. Simply put, a random variable is
a numerical value assigned to an outcome of a probabilistic experiment. A more formal
definition will be provided later in this paper. The work of this thesis aims to describe
the probability distribution associated with this random variable.
There are many interesting aspects left to be explored following this work. Ob-
viously there is something unique happening to cause the spikes in probability. By
the Central Limit Theorem, one might expect this distribution to approach a normal
bell-shaped curve. This is clearly not the case, and this project will provide a proof for
why this paradox violates this fundamental concept from probability theory — one of
the most important theorems in this subfield. Additionally, there are many intervals
of average payouts for which the probability is zero for this distribution. Such inter-
vals of zero probability do not typically occur for distributions of averages of random
variables. These characteristics demand and deserve explanation, as they seem quite
bizarre to have come from a simple coin flipping game.
This thesis only begins to scratch the surface of the depth of this amazing paradox.
There is a powerful connection to powers of two that arises from the construction of
the game. There is an application of a computer science program with algorithmic
properties that is used as a tool for further understanding of the game. Additionally,
this project stumbled upon a link to the mathematical subfield of Number Theory,
specifically regarding partitions of numbers. Even after all of this investigation, there
remain aspects to be explored by future mathematicians. What might one find in
exploring the number of coin tosses as the examined random variable? What might
occur if the coin is not equally weighted between heads and tails – further, what might
occur if the coins weight changed after each toss? The game itself has a certain breadth
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of sophistication allowing mathematicians and economists alike to dive into problem
that will have ever more results, observations, and applications.
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2 Computer Simulation
To gain a fundamental understanding of the algorithm used to simulate the St. Pe-
tersburg Paradox, this project included the writing of a C++ program. This program
allows the programmer to select a number of games for which the program will play,
then averages the payout, and stores the data into a text file. The program then ex-
ports the data to Microsoft Excel and converts it into a histogram. The output is then
displayed for the selected parameter.
The program works by utilizing a function called cointoss that plays the game once
and returns the value of the payout for that play of the game. This function sets an
integer counter variable x to 0 and sets another integer variable coin to 0 as well. coin
equalling zero is equivalent to being in the state of tails. A while loop then “flips” the
coin by setting the variable number either to 0 or 1, and then increments the counter
variable x by one. This continues while coin is equal to 0 (“tails”). If the random value
selected is one, the “player has flipped heads” and the while loop breaks, returning 2x,
where x is the counter variable.
The function bu↵onexp creates an array of size n which is determined by the user. A
“for loop” then fills each bin of the array with a run of the function cointoss. A new for
loop then creates a variable sum and adds the value of each bin. This is equivalent to
adding the payout of each of the n games that have been played. Finally, this function
creates a double variable avg and divides sum by n, and returns this value. This gives
the average payout for the n plays of the game.
The main portion of the program essentially repeats the process of bu↵onexp, except
it creates an array of size 1,000,000 and utilizes a while loop to fill each bin with a call
of bu↵onexp. Additionally, this function opens a text file and uses a file stream object
to export each of the values to the text file. At the end of the program, the average of
the average payouts is displayed for the user.
After the computer program is completed, the user then copies the data from the
text file and pastes it into a column of Microsoft Excel. After selecting all of the
column, the user selects histogram for the data toolbar to create the desired sample
7
probability histogram.
This project is in no way, shape, or form intended to prove impressive from a
computer science standpoint. If fact, this code is a “brute force” method to accomplish
the goal of completing these calculations and is not optimized for running time. This
work might make some computer scientists cringe, but its simplicity is all that is
required to accomplish this mathematical investigation.
This C++ code is found as Appendix A. While simple to understand, the insight
it provides into the St. Petersburg Parodox proved invaluable—setting the stage for
an impressive investigation of the probabilistic and number theoretic characteristics.
The following represent the simulated outputs for two and three plays of the game
(Figures 2 and 3, respectively), which will be investigated in a formal, mathematical
manner.
Figure 2: A Sample Probability Histogram of average payouts for n = 2 plays of the game
iterated using the Monte Carlo Method
The sample histogram for n = 3 plays of the game appears in Figure 3 on the next
page. See Appendix C additional sample histograms created by this simulation, for
n = 4, n = 10, n = 4096, 8192, 16384, and 32768.
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Figure 3: A Sample Probability Histogram of average payouts for n = 3 plays of the game
iterated using the Monte Carlo Method
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3 Mathematical Analysis for Two and Three
Plays of the Game
Upon completing an examination of the computer simulation, the attention is now
turned to the explicit mathematical investigation of the true population probability
distribution for the St. Petersburg Paradox. This portion of the project began with
tedious calculations of specific cases, which in turn led to insights as to why the prob-
ability histograms have such bizarre shapes..
The significant portion to note for this analysis of the game is that, instead of
analyzing the game itself, we analyze a given number of plays of the game in which the
random variable is the average payout.
Definition 3.1. A random variable assigns a number to each possible outcome in a
random experiment.
A simple example of a random variable would be the value of a rolled die. In this
experiment, we could assign a random variable X to be the number of marks on the
side that is face up. If one were to roll the die and have it land on the side with four
marks then, we would define the random variable’s value as X = 4.
Definition 3.2. Events A and B are independent when P [A and B] = P [A] · P [B].
In probability theory, it is important to note if events are independent, as it a↵ects
the calculation of the probability for that scenario. For example, if one wished to know
the probability of rolling a 2 on a fair die and then rolling a 6 on that same die the
probability would be 136 . In particular, since each event is independent and they have
a 16 probability, the probability of rolling a 2 and then a 6 is
1
6 · 16 . This concept will
be utilized frequently throughout this project, with clarity of its application becoming
apparent through examples.
Instead of examining plays of the game, we fix the average payout and find the
values of individual payouts that combine to form it. For example, an average of $8 on
three plays of the game could come form payouts of 8,8, and 8 or from payouts of 4,4,
and 16. This approach then utilizes a new random variable, which is the payout on
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an individual play of the game. Then, by associating the probabilities of each of these
individual payouts, the probability of the given average payout can be found. We will
also use the following concept.
Definition 3.3. A discrete random variable is one which has a value that is typically
obtained by counting something. The number of values the random variable assigns is
either finite or countably infinite. Any discrete random variable X is described by its
probability mass function P [X = x], where x is a value that X assigns.
Because tossing a coin produces what are typically discrete random variables and
because Xn = the average payout on n tosses, is described through a probability mass
function. The first step toward understanding and trying to describe Xn
0
s probability
mass function is to examine small values of n. Trying to determine this function for
n = 2048 would be extremely di cult.
Therefore, this investigation starts first with the simple case for n = 2 plays of
the game. It is first important to observe a notational subtlety. Instead of examining
probabilities forXn, look at n·Xn. This minor change will the work save from constantly
dealing with fractions. The mathematical analysis of this random variable n · Xn is
identical to the analysis of Xn. Because the random variable is constructed to be the
average payout, the value shall be restricted to the even numbers as there is no odd
parity possible. This can be observed simply by the fact that the smallest such number
of coin tosses in a given play of the game is one. Raising this as a power of two will
give 2. It follows that all sums of powers of two are even, by definition. The set of
possible payouts are all even integers, and the sum of any number of even integers will
always itself be an even integer.
Definition 3.4. The notation (x1, x2) represents the outcome on two plays of the game,
where the payout of the first play is x1 and the payout of the second play is x2.
With this notation, examine the smallest such payout for two plays of the game:
$4—tossing heads on the first toss for both plays of the game. This is represented as
P [2X2 = 4] = P (2, 2) =
1
2 · 12 = 122 . The preceding notation P [2X2 = 4] is defined as
the probability that the payout for two plays of the game will average to be $ 4.
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Because there are only two plays of the game, it is quite easy to develop the following
formula for the expected payout of two plays of the game.
Theorem 3.5.
P [X2 = (2
k + 2j)/2] =
8>><>>:
(12)
j+k if j = k
(12)
j+k 1 if j 6= k
Proof. For the first case, for which j = k, using the definition of the probabililty and
the independence of each play of the game, P [2X2 = (2k + 2j)] = (
1
2)
j · (12)k = (12)j+k.
For the second case, P [2X2 = (2k + 2j)] = 2(
1
2)
j · (12)k = 2 · (12)j+k = (12)j+k 1.
Moving beyond the simplistic case of n = 2, a similar notation for n plays of the
game is used.
Definition 3.6. The notation (x1, x2, ..., xn) represents the outcome on n plays of the
game, where the payout of the ith play is xi, for i = 1, 2, ..., n.
This convention for the probabilities is adopted for the remainder of this paper. So
for n = 3 plays of the game, a similar example would be P [3X3 = 6] = P (2, 2, 2) =
1
23 ,
which represents the probability of earning a payout of $2 on each play of three distinct
games. The following represents the explicitly calculated values for a few di↵erent
probabilities for n = 3 plays of the game:
P [3X3 = 8] = 3 · P (2, 2, 4) = 324
P [3X3 = 10] = 3 · P (2, 2, 6) = 325
P [3X3 = 12] = 3 · P (2, 2, 8) + 3! · P (2, 4, 6) = 726
P [3X3 = 20] = 3 · P (8, 8, 4) + 3 · P (16, 2, 2) = 3210 + 3·1626 = 726
P [3X3 = 50] = 3! · P (32, 16, 2) = 3!210
By explicitly exploring these probabilities, the structure of the values gave insight
to find trends and create conjectures. The first identifiable feature of these values is a
formula that explains the values for powers of two for the average payout that is being
calculated. One of the first observations one would make when viewing these values is
the special case that occurs around powers of two. In the form of an equation:
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Equation 3.7. P [X3 = 2k] = 7/23k
Proof. P [3X3 = 3 · 2k] = P [(2k, 2k, 2k)] + 3 · P [(2k+1, 2k 1, 2k 1)] = 723k.
Below are examples of the equation confirming the values of each probability.
Example 1: P [3X3 = 24] = 3 · P [(16, 4, 4)] + P [(8, 8, 8)] = 3/28 + 1/29 = 7/29
Example 2: P [3X3 = 48] = 3 ·P [(32, 8, 8)]+P [(16, 16, 16)] = 3/211+1/212 = 7/212
It is no surprise that there exists a formula that is unique to values of the form
2k. The intuition here is in the number of ways a number can be represented as the
sum of powers of two. In the examples above, there are multiple ways to represent
each number as a sum of powers of two. This significantly increases the probability
of this expected payout occurring as there are more contributing factors. This begins
to provide insight into the “jumps” that occur on the sample probability distribution
histogram. These “jumps” are the values for which there is an increase in probability.
The general trend for the probability distribution is decreasing, but occasionally, there
are areas where the probability increases quickly and then begins to decrease again.
Clearly, when there is more than one way for a given number to be represented, there
will be a higher probability for that number.
An understanding of the “jumps” was a significant first step towards clearly defining
how this paradox works, but another portion of the graph demanded explanation—
specifically the large “gaps” where the probability is zero. The following theorems and
equations provide an explanation for the when the probability for a given value will be
zero and when a gap exists, as well as how large that gap will be, where the probability
is zero.
Theorem 3.8. For x 2 {6, 7, 8, ...} and if x cannot be written as 2j + 2k + 2l for
j < k < l or if x has an even number of ones in its base two expansion, then P [3X3 =
x] = 0.
Proof. If x cannot be written as 2j + 2k + 2l for j < k < l and if the probability
is not zero, then there must be at least two of the three plays where heads was first
tossed on the same numbered coin toss. Say j = k, or (if heads is tossed on the
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same numbered toss in all three plays) j = k = l. Then either x = 2j+1 + 2l or
x = 3 · 2j = 2j+1 + 2j , which in either case would mean x has an even number of ones
in its base two expansion.
Theorem 3.9. Suppose positive integer powers satisfy n > m > k. For any x with
2n + 2m + 2k + 2  x  2n + 2m+1   2, P [3X3 = x] = 0.
As an example for the above theorem, choose n=9, m=5, and k=4, so that the
corresponding powers of 2 are 512, 32, and 16. By the above theorem, P [3X3 = x] = 0
for every value x between 562 and 574, inclusive.
View below the mathematically calculated probability distribution for n = 3 up to
the average payout of $62. Already becoming more dense than n = 2, this histogram
gives a visual for the theorems described above as well as verifies the computer simula-
tion’s representation. Note the “jumps” as well as the “gaps” for which the probability
is zero.
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Figure 4: The Explicitly Calculated Probability Distribution Histogram for n = 3 plays of
the game
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4 The Random variable Y = the number of coin
tosses
Examining the expected payout as the random variable is quite di↵erent from examin-
ing the number of coins tossed for each play of the game. This variable presents itself in
an interesting manner because of its direct connection to the construction of the game.
Instead of focusing on the payout, simply examining the variable of the number of coin
tosses leads to a closer insight into the infinite expected value. The di↵erence is subtle,
but simple. Not raising this value as a power of two significantly changes the analysis
of probabilities. This aspect of the St. Petersburg Paradox is closely related to an
important type of random variable—one that arises often in probability theory—and
is known as the Negative Binomial Random Variable.
The construction of the game leads to a connection with what is known as the
Binomial Distribution. There are three defining characteristics for the Binomial Dis-
tribution [3], which are all met by the characteristics of tossing a coin.
• Each trial must have just two outcomes, a success and a failure – we assign heads
as a success and tails as a failure
• The probability of a success must always be the same – the probability of a heads
is .5
• Each trail is independent of any other trial – the outcome of one coin flip does
not e↵ect the outcome of another
From this explanation, it is clear that each coin toss in the construction of the St.
Petersburg Paradox meets these characteristics.
Furthermore, we understand a more well-defined subcategory of the Binomial Dis-
tribution, specifically the Negative Binomial Distribution.
Definition 4.1. A statistical experiment is a Negative Binomial Experiment if the
following properties hold [5]:
• The experiment consists of n repeated trials.
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• Each trial must have just two outcomes: a success or a failure.
• The probability of a success is the same for every trial.
• Each trail is independent of any other trial.
• The experiment continues until a predetermined number of successes has occurred
From examining the explicit calculations of for probabilities of each scenario, the
following equation was found to represent each probability.
Label XNB the random variable counting the total number of trials seen to obtain
heads in n plays of the game.
P [Yn = k] = P [XNB = n(k   1)] =
 n 1
k 1
 
(12)
n+k
While this equation seemed to be quite the insightful result for the problem, it
was quickly found that this indeed is the Negative Binomial Mass Function. While
the result was not new, it certainly proves to be an interesting example of when the
Negative Binomial Distribution applies [5]. The insight to the big problem of explaining
the paradox is minimal from this result, but this is a unique way to determine the
equation for the probability of a negative binomial distribution.
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5 The Central Limit Theorem
One of the most fundamental concepts from probability theory is the Central Limit
Theorem. This theorem governs most random experiments that arise. The most com-
mon feature that is seen when studying distributions of sample averages is that they
follow an approximately normal “bell-shaped curve” that is quite familiar. This theo-
rem gives a powerful insight into any random variable that it governs, but the investi-
gation of this thesis problem leads one to believe that it does not apply to the random
variable of the average payout of a given number of plays of the St. Petersburg Paradox
game. The Central Limit Theore will now be formally stated.
Theorem 5.1. Suppose that X1, X2, ... is a sequence of independent and identically
distributed random variables, each with finite expected value µ and finite nonzero stan-
dard deviation  . Let Zn be the standardized version of Xn, i.e.
Zn =
Xn µ
( /
p
n)
.
Then as n!1, Zn ! N (0, 1), the normal random variable with mean 0 and standard
deviation 1.
Stated in plain words: Given certain conditions, the arithmetic mean of a su ciently
large number of iterates of independent and identically distributed random variables,
each with a well-defined finite expected value and well-defined finite variance, will be
approximately normally distributed, regardless of the underlying distribution.
It is well known that one of the certain conditions required is a finite expected value.
This characteristic, by definition, excludes a play of the game from being governed by
this theorem. But what about the case in which the average payout of multiple plays
of the game is examined? One might expect this this to closely resemble a normal
distribution, especially with the large number of plays—2048—that the computer pro-
gram considers. As we see with the graph of the distribution, we find that this is not
the case. There is no bell-shape to it at all. Why is this true? The paradox’s violation
of the Central Limit Theorem is explained in the following theorem.
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Theorem 5.2. Let X Be the payo↵ random variable that assigns X = 2k for tossing
heads on the kth toss. Since E[X] =1, E[Xn] =1 for any sample size n.
Proof. For anym = 1, 2, 3, ... we define a random variable gm(X) =
8>><>>:
X if X  2m
0 if X > 2m
.
P [gm(X) = 0] =
P1
k=1
1
2m+k
=
1
2m+1
1  12
= 12m . Otherwise, P [gm(X) = 2
k] = 1
2k
, k =
1, 2, 3, ...,m for 2k  2m. E[gm(X)] =
P
x · P [gm(X) = x] = 0 +
Pm
k=1 2
k · 1
2k
=Pm
k=1 1 = m. Therefore, m = E[gm(X)] = E[gm(X)n]  E[Xn] holds for each given n
and for all m = 1,2,3, ... We take the limit as m ! 1 to get E[Xn] = 1. Since the
expected value of X is infinite, the Central Limit Theorem does not apply to ensure
normality of X. A key condition for the Central Limit Theorem has not been met, and
we see this take e↵ect in the probability distribution.
This proof is crucial to one’s understanding of the paradox. It is clear and intu-
itive that the way in which the game is constructed causes a violation of the Central
Limit Theorem. As previously noted, the assignment of random variables is a defining
characteristic for a probabilistic experiment. Indeed, the Central Limit Theorem will
not kick in to provide a clear and concise explanation of the St. Petersburg Paradox.
The true understanding comes from a fundamental understanding of partitioning the
integers into powers of two.
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6 Binary and Special Binary Representation
In this project, powers of two are important not only to playing the game, but also to
the resulting probabilities and equations for this problem. When examining expected
payouts, it becomes evident that the payout must be expressed as the sum of powers
of two.
Definition 6.1. Binary representation is the base two representation of some a 2 Z.
The result is a string of 00s and 10s.
Suppose one wished to represent the integer 19 as a binary number. The binary
representation can be found by finding the largest power of two that can go into the
number, marking that as a 1, then subtracting it from the initial integer. Repeat this
process on the remainder of the subtraction until the subtraction yields 0. If there is a
power of two that is too large to go into the number, we represent that as a 0 and try the
next smaller power of two. By following this process, we find that 10011 is the binary
representation for the integer 19 since 19 = 16+2+1 = 1 ·24+0 ·23+0 ·22+1 ·21+1 ·20.
Definition 6.2. For a positive integer x = x1x2...xn, expressed in its binary repre-
sentation, the weight of x, denoted as wt(x) is the number of digits xi of x, for which
xi = 1, i = 1, . . . , n.
To illustrate from the previous example, wt(19) = 3, since there are three ones in
the binary expansion 10011. Simply put, the weight of a number is the number of ones
in its binary expansion. This fundamental understanding of binary representation and
the weight of a number provide a clear understanding of some of the characteristics of
the probability distribution histogram for the St. Petersburg Paradox. With a little
bit of thought, one would believe the statement that there are some integers for which
there is no binary expansion for some given weight.
One restriction that binary notation has for this project is the fact that the powers
of two that compose a given integer are required to be distinct. Simply put, a binary
representation of a number is unique. This proves to be a disadvantage for analysis of
the St. Petersburg Paradox, as it is allowable for a expected payout to be composed
in di↵erent ways.
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For example, one might wish to obtain P [3X3 = 544]. The standard binary notation
for this number is 1000101010, which has weight 4. To stay true to the desired three
plays of the game for this case, we would need the weight to be exactly 3. Indeed, one
can find that 544 = 16+16+512, thus 544 has been represented by the sum of powers
of two and should have an assigned probability, but how can this be represented in
binary when the 16’s position can only be 0 or 1? A simple answer is to allow the
binary representation to account for repeated powers of two, not just 0 or 1 powers of
two.
Definition 6.3. Special binary representation is the base two representation of some
a 2 Z where repetition of powers of two is allowed. The result is a string of integers
that represent the number of powers of two for that value for each place.
Definition 6.4. For an element x = x1x2...xn[2], the special weight of x, denoted as
swt(x) is defined to be
Pn
i=1 xi.
It was shown above that 544 can be represented with three non-distinct powers of
two. A simpler example for the special binary representation is as follows:
The binary expansion for 10 is 1010[2]. It is clear that wt(10) = 2, but can 10
be represented for swt(10) = 3? This is simply done by“demoting” one of the given
ones in the binary expansion. Demoting is defined as removing an individual “1” from
one decimal place and replacing it by adding two “1’s” to the decimal place to the
immediate right. For this example, 10 could be represented as 0210 or 1002. To clarify,
10 = 0 ·8+2 ·4+1 ·2+0 ·1 = 1 ·8+0 ·4+1 ·2+0 ·1. Both special binary representations
have special weight three, thus meeting the requirement previously defined. Because 10
has representations for special weight 2 and special weight 3, there would be nonzero
probabilities assigned to the expected payout of 10 for both two plays of the game and
three plays of the game.
By continuing to demote ones, a number can be broken down into all of its pos-
sible special binary representation. The technique used to find these values is to use
a tree structure, called a special binary tree, to keep track of each special representa-
tion. Each horizontal row on the tree will give all possible representations for a given
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weight. Knowing this fact, the understanding of the gaps and spikes that occur on
the sample probability distribution histogram becomes much more simple. These tree
structures’ lack of representation for a certain weight explain when gaps will occur, and
the width of the tree provides insight to the jumps in probabilities for certain areas of
the distribution.
For example, Figure 5, below, gives the complete special binary tree for the number
10.
Figure 5: Special Binary Tree for 10
Additionally, see Appendix B for the complete special binary tree for the number
20. Note how quickly this tree begins to widen and how deep it is. Clearly, the larger
a number is, the more possible representations in special binary there are.
Theorem 6.5. Given k coin tosses and a (su ciently large) n, n can be written as k
powers of 2 exactly when there exists a binary expansion for which the swt(n) = k.
Proof. Because each coin toss represents a distinct power of two, when a value is
obtained, it marks that value “on” for the binary expansion. When each power of two
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has been represented, the binary expansion for an integer has been obtained, specifically
with weight k.
This theorem provides a substantial insight into the probability distribution for the
St. Petersburg Paradox. For all x > k, there is no special binary expansion for a
number with swt(x). This follow from the fact that there are no more special binary
representations beyond that for which swt(x) = x. This explains zeros for probabilities
in the distrubuiton. There are integers that cannot be written as the sum of non-
distinct powers of two and this tree shows which ones those are. Generalizing this
method for creating trees—creating a computer program to generate all of them for
some upper bound—would provide the ability to know where gaps and where spikes
will occur for a given number of plays of the game.
Theorem 6.6. The width of a special binary tree will show the given number for that
tree will cause a “jump” on the probability distribution. Additionally, if a number has
no special binary representation for a given weight (i.e. that number does not appear on
its special binary tree), then it will have a zero probability on the probability distribution
for that number of plays of the game.
Proof. The number of nodes on each horizontal level of the special binary tree represent
distinct possibilities of possible payouts for a given special weight. The more nodes on a
given horizontal level will result in a higher probability of that value arising. If a number
has no special binary representation, it is impossible for that value to be obtained for
that given weight, which implies the probability of that value occurring is zero.
It is important to note that this notation gives an extra term that should not be
considered for examining the St. Petersburg Paradox. The rightmost digit of the
special binary representation, by this construction, can be thought of as the coe cient
on a payout of $20 = $1. It has been discussed that this is not a possible payout, so
any special binary notation that has a value greater than zero in the rightmost position
should be discarded as uninteresting to the application of this representation to the St.
Petersburg Paradox game.
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For the special binary tree for the number 10 (refer again to Figure 5), one can
see that the last five rows (corresponding to n = 6, 7, 8, 9, and 10 plays of the game)
do not have any element in the row that have a nonzero rightmost digit, and hence
they do not apply. Rows n = 2, 3, 4, and 5 each have at least one element with a
nonzero entry in the last row, and so 10 will be an average payout value for nXn with
positive probability for each of these four n values, and only these four. The example
of the special binary tree for the number 20 found in Appendix B gives a more powerful
insight as to how significantly di↵erent a representation can be for a weight.
This project concludes with the above theorem regarding special binary trees, but
leaves room for much more investigation. One could easily generate a computer pro-
gram to develop these trees. Being able to quickly evaluate these trees would provide
a truly powerful understanding of how the probabilities for a given number occur.
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7 Conclusion
This project has approached the St. Petersburg Paradox in many di↵erent ways:
through computer simulation, using probability theory, and using number theory.
Clearly this is a problem that has many connections to various sub-fields of math-
ematics.
While the algorithm itself that was used to simulate the game is not interesting
from a computer science standpoint, it proved to be a powerful tool in understanding
the problem. The sample probability histograms created by this simulation were indeed
what sparked this project. As the original mathematicians who created them noted, it
“demanded explanation” [2].
By explicitly calculating probabilities, this project began to pick up steam, find-
ing simple trends that seemed to appear in the investigation of n = 2 and 3 plays of
the game. These equations developed nicely into theorems with succinct proofs that
the probability distributions displayed. Additionally, a strong relation to the Negative
Binomial Random Variable was observed, which is one of the most important distri-
butions from Probability Theory. This result was not unexpected, as flipping a coin is
the most simple example that is almost always used to illustrate this concept when it
is taught in a course.
It is no surprise that there is an inherent connection to powers of two in how the
probability distribution is developed. One might wish to relate the expected payouts
to a binary representation, but the key insight for this thesis was the fundamental
understanding that repetitions of each power of two must be allowed. This led to
developing “special binary notation,” which does just that. This representation allows
for a quick calculation of how to many possible ways an integer can be represented as
the sum of non-distinct powers of two.
There is a huge amount of potential for continued work in this area. This thesis has
only begun to scratch the surface of the probabilistic and number theoretic connections
to the St. Petersburg Paradox. One might wish to continue investigating special
binary trees, which might lead to insights not only to this subject, but also to the
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partition function. Additionally, more theorems could be developed with the intention
of explicitly describing the probability distribution for this probability experiment with
n = 4, 5, .... Clearly, the St. Petersburg Paradox could continue to provide fruitful
mathematical study, providing many more results for probability, computer science,
and number theory.
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8 Appendix A
#include <iostream>
#include <c s t d l i b>
#include <math . h>
#include <f stream>
using namespace std ;
int c o i n t o s s ( ) ;
int buffonexp ( ) ;
int main ( ) {
srand ( time ( 0 ) ) ;
int n = 1000000;
int a [ n ] ;
o f s t ream data ( ”data . txt ” ) ;
for ( int x = 0 ; x < n ; x++) {
a [ x ] = buf fonexp ( ) ;
data << a [ x ] << ’ \n ’ ;
}
double sum = 0 ;
for ( int x = 0 ; x < n ; x++) {
sum += a [ x ] ;
}
data . c l o s e ( ) ;
double avg = sum/(double )n ;
cout << avg << endl ;
return 0 ;
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}int buffonexp ( ) {
int n = 2 ;
int a [ n ] ;
for ( int x = 0 ; x < n ; x++) {
a [ x ] = co i n t o s s ( ) ;
}
double sum = 0 ;
for ( int x = 0 ; x < n ; x++) {
sum += a [ x ] ;
}
double avg = sum/n ;
return avg ;
}
int c o i n t o s s ( ) {
int co in = 0 ;
int x = 0 ;
while ( co in == 0) {
co in = rand ( ) % 2 ;
x++;
i f ( co in == 1)
break ;
}
int winnings = pow(2 , x ) ;
return winnings ;
}
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9 Appendix B
Special Binary Tree for 20
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10 Appendix C
Sample Probability Distribution Histogram for n = 4
Sample Probability Distribution Histogram for n = 10
Sample Probability Distribution Histogram for n = 4092
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Sample Probability Distribution Histogram for n = 8192
Sample Probability Distribution Histogram for n = 12384
Sample Probability Distribution Histogram for n = 32769
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