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В работе рассматривается метод удаления шума в разреженных сиг-
налах, основанный на процедуре множественной проверке нулевых ги-
потез с использованием FDR-порога. В модели с белым гауссовским
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Введение
Во многих прикладных областях возникает потребность в обработке цифровых
сигналов самых разных видов и происхождения. Одной из самых распространен-
ных задач при этом является фильтрация шума, которая чаще всего становится
отправной точкой для последующей обработки сигнала.
Для фильтрации сигнала обычно сначала осуществляется преобразование, при-
водящее к его экономному (разреженному) представлению, т.е. фактически разло-
жение функции сигнала по некоторому базису, зависящему от конкретного класса
рассматриваемых сигналов. Затем осуществляется пороговая обработка, обнуля-
ющая часть коэффициентов разложения, которые считаются шумом. Фактически
эта операция эквивалентна процедуре множественной проверки нулевых гипотез
для набора коэффициентов сигнала.
Одной из основных проблем в этом подходе является выбор стратегии по-
иска порогового значения, для которого существуют различные методы вычис-
ления, в основном ориентированные на минимизацию среднеквадратичной по-
грешности [1–4]. В данной работе рассматривается пороговая фильтрация с FDR-
порогом для класса сигналов, вектор значений которых является разреженным.
Такого рода сигналы часто возникают, например, после осуществления вейвлет-
преобразования исходного сигнала. Доказывается, что в этом классе при мягкой
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пороговой обработке с FDR-порогом оценка среднеквадратичного риска являет-
ся состоятельной. Статистические свойства такой оценки при других стратегиях
выбора порога изучены в работах [5–8].
1. Модель данных и пороговая обработка
Рассмотрим следующую модель отсчетов сигнала с шумом:
𝑥𝑖 = 𝜇𝑖 + 𝜀𝑖, 𝑖 = 1, . . . , 𝑛, (1)
где 𝜇𝑖 – точные значения сигнала в узлах равномерной сетки, а 𝜀𝑖 – случайные
величины, соответствующая шумовой компоненте измерения 𝜇𝑖. Величины 𝑥𝑖 бу-
дем называть зашумленными значениями исходной функции. Предполагается, что
шум является белым гауссовским, т.е. 𝜀𝑖 независимы и имеют нормальное рас-
пределение с нулевым средним и дисперсией 𝜎2. Далее не ограничивая общности
будем считать, что 𝜎2 = 1.
Введем обозначение для пространства разреженных векторов, которому при-
надлежат значения полезного сигнала 𝜇𝑖:
𝑙0[𝜂] = {𝜇 ∈ R𝑛 : ‖𝜇‖0 ≤ 𝜂𝑛},
где ‖𝑥‖0 = #{𝑖 : 𝑥𝑖 ̸= 0}.
Для удаления шумовой компоненты воспользуемся алгоритмом мягкой порого-
вой обработки. Мягкой пороговой обработкой называется процедура оценивания
сигнала, при которой к каждому отсчету 𝑥𝑖 применяется пороговая функция, ко-
торая задается следующим образом:
𝜌𝑡(𝑥) =
⎧⎪⎨⎪⎩
𝑥− 𝑡, если 𝑥 > 𝑡;
𝑥 + 𝑡, если 𝑥 < −𝑡;
0, если |𝑥| 6 𝑡.
Риском обработки сигнала с порогом 𝑡 назовем функцию
𝑟(𝜇, 𝑡) =
1
𝑛
𝑛∑︁
𝑖=1
𝑟𝑖(𝜇𝑖, 𝑡),
где 𝑟𝑖(𝜇𝑖, 𝑡) – индивидуальный риск (риск обработки отдельного отсчета). Инди-
видуальный риск в случае использования мягкой пороговой функции выглядит
следующим образом:
𝑟𝑖(𝜇𝑖, 𝑡) = E(𝜌𝑡(𝑥𝑖)− 𝜇𝑖)2.
Помимо мягкой пороговой обработки часто используется жесткая пороговая
обработка [9], при которой отсчет 𝑥𝑖 обнуляется, если его абсолютное значение
не превосходит порога, и остается неизменным в противном случае. При такой
пороговой обработке используется разрывная пороговая функция, что приводит к
появлению дополнительных артефактов в обрабатываемом сигнале. Обычно жест-
кая пороговая обработка используется для компрессии сигналов с потерями.
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Минимальный риск при жесткой пороговой обработке равен [9]
𝑟𝑖𝑛𝑓 (𝜇) =
1
𝑛
𝑛∑︁
𝑖=1
min(𝜇2𝑖 , 1). (2)
Значение 𝑟𝑖𝑛𝑓 (𝜇) и порог, при котором достигается это значение, вычислить на
практике нельзя, поскольку они зависят от ненаблюдаемых чистых отсчетов сиг-
нала.
Риск мягкой пороговой обработки 𝑟(𝜇, 𝑡) и порог 𝑡𝑚𝑖𝑛, минимизирующий этот
риск, также зависят от неизвестных значений полезного сигнала, и на практике
используют оценку риска при мягкой пороговой обработке, называемую 𝑆𝑈𝑅𝐸
(англ. Stein Unbiased Risk Estimator). Эта оценка является несмещенной и равна
̂︀𝑟(𝑥, 𝑡) = 1
𝑛
𝑛∑︁
𝑖=1
Φ(𝑥2𝑖 ),
где
Φ(𝑥) =
{︃
𝑥− 1, если 𝑥 6 𝑡2;
1 + 𝑡2, если 𝑥 > 𝑡2.
2. Универсальный порог
В работе [1] Донохо и Джонстон предложили использовать порог, называемый
универсальным, который равен 𝑡𝑈 =
√
2 ln𝑛. Этот порог практически удаляет весь
шум, поскольку
P( max
16𝑖6𝑛
|𝜀𝑖| >
√
2 ln𝑛) → 0 при 𝑛→∞. (3)
При этом значения отсчетов полезного сигнала затрагиваются не сильно.
Риск мягкой и жесткой пороговой обработки при использовании порога 𝑡𝑈 бли-
зок к минимальному риску 𝑟𝑖𝑛𝑓 (𝜇) (2), и при 𝑛 ≥ 4 выполняется неравенство [9]
𝑟(𝜇, 𝑡𝑈 ) 6 (2 ln𝑛 + 1)
(︂
1
𝑛
+ 𝑟𝑖𝑛𝑓 (𝜇)
)︂
. (4)
Универсальный порог можно использовать практически в любых ситуациях,
однако в некоторых случаях его значение оказывается слишком большим, и оценка
сигнала получается слишком сглаженной.
3. FDR-порог
Одним из популярных методов построения порогового значения является ис-
пользование алгоритмов множественной проверки гипотез. Так как 𝑥𝑖 являются
реализациями некоторых случайных величин, то можно каждой такой случай-
ной величине xi, 𝑖 = 1, . . . , 𝑛 сопоставить нулевые гипотезы {𝐻0𝑖 , 𝑖 = 1, . . . , 𝑛}.
Каждая нулевая гипотеза включает в себя предположение о распределении этой
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Таблица 1: Результаты множественной проверки гипотез
Число
принятых
гипотез
Число
отвергнутых
гипотез
Всего
Число верных
гипотез
𝑢 𝑣 𝑚0
Число
неверных
гипотез
𝑤 𝑠 𝑚1
Всего 𝑛− 𝑘 𝑘 𝑛
случайной величины и о том, что данное значение сигнала является полностью
шумовым. Далее для имеющихся реализаций случайных величин используется
некоторый алгоритм множественной проверки гипотез.
Таким образом, набору нулевых гипотез 𝐻0 и реализациям случайных величин
𝑋 = {𝑥1, 𝑥2, . . . , 𝑥𝑛} ставится в соответствие набор p-значений 𝑝 = {𝑝1, 𝑝2, . . . , 𝑝𝑛}.
Так как на основе этих p-значений каждая нулевая гипотеза либо принимается,
либо отвергается, то могут быть допущены ошибки второго и первого рода, со-
ответственно. Число отклоненных нулевых гипотез 𝑘 и число принятых 𝑛 − 𝑘
являются наблюдаемыми случайными величинами, тогда как число отвергнутых
неверных 𝑠, число отвергнутых верных 𝑣, число принятых неверных 𝑤, число при-
нятых верных 𝑢 из Таблицы 1 являются ненаблюдаемыми.
Задача множественной проверки гипотез состоит в том, чтобы выбрать такой
метод, который минимизирует число ложных отклонений 𝑣 и ложных принятий 𝑤.
Существует несколько мер оценивающих число произошедших ошибок первого
рода при использовании определенного алгоритма проверки гипотез. Одной из
таких мер является FDR. FDR (англ. False Discovery Rate) – средняя доля ошибок
первого рода среди всех отклоненных гипотез:
FDR = E
𝑣
𝑘
, при 𝑘 > 0.
Бенджамини и Хочберг разработали алгоритм множественной проверки гипо-
тез [10], который позволяет ограничить сверху значение FDR. Ими была доказана
теорема, что для независимых тестовых статистик 𝑋 = {𝑥1, 𝑥2, . . . , 𝑥𝑛} и для про-
извольной конфигурации неверных нулевых гипотез, описанная ими процедура
позволяет контролировать FDR на уровне 𝑞, т.е.
E
𝑣
𝑘
6 𝑞,
где 𝑣 – число ошибок первого рода среди отклоненных гипотез.
Опишем саму процедуру:
– упорядочим по возрастанию p-значения;
– возьмем за 𝑘 такое максимальное 𝑖, для которого выполняется
𝑝(𝑖) 6
𝑖
𝑛
𝑞; (5)
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– затем отвергнем все нулевые гипотезы 𝐻0(𝑖) с номерами 𝑖 = 1, 2, . . . , 𝑘.
В качестве нулевых гипотез возьмем гипотезы о том, что коэффициенты сигна-
ла 𝑥𝑖 являются полностью шумовыми и, в соответствии с используемой моделью
шума, имеют нормальное распределение с нулевым математическим ожиданием и
единичной дисперсией.
В рамках принятой модели p-значения выражаются следующим образом:
𝑝𝑖 = 2 [1− Φ (|𝑥𝑖|)] ,
где Φ(𝑥) – функция стандартного нормального распределения.
Далее из этих p-значений формируется вариационный ряд, для которого ищет-
ся 𝑘 из условия (5). Сам порог выражается следующим образом:
𝑡𝐹 =
⎧⎪⎪⎨⎪⎪⎩
Φ−1
(︁
1− 𝑝(𝑘+1)
2
)︁
, если 𝑘 = 1, 2, . . . , 𝑛− 1;
0, если 𝑘 = 𝑛;
Φ−1
(︁
1− 𝑝(1)
2
)︁
, если нет 𝑘, для которых выполнено (5),
где Φ−1(𝑥) – обратная функция к функции стандартного нормального распреде-
ления.
Модифицируем алгоритм получения FDR-порога, исходя из рассуждений,
справедливых для универсального порога. Так как справедливо утверждение тео-
ремы (3), то можно сделать вывод, что брать порог 𝑡 >
√
2 ln𝑛 нецелесообразно,
поэтому под FDR-порогом далее будем понимать min(𝑡𝐹 , 𝑡𝑈 ) и обозначать его так-
же через 𝑡𝐹 .
Для случайных величин, вектор математических ожиданий которых принад-
лежит 𝑙0[𝜂], в [11] получен важный результат, описывающий свойства FDR-порога.
Теорема 1. Пусть xi ∼ 𝑁(𝜇𝑖, 1), 𝑖 = 1, . . . , 𝑛, 𝜇 ∈ 𝑙0[𝜂𝑛] и 𝜂𝑛 ∈ [𝑛−1(ln𝑛)5, 𝑛−𝛿],
где 0 < 𝛿 < 1. Тогда существует такая константа 𝑐 > 0, что для FDR-порога
𝑡𝐹 c управляющим параметром 𝑞𝑛
𝑛−→ 0, построенного для реализаций этих слу-
чайных величин, при достаточно больших 𝑛 выполняется неравенство
sup
𝜇∈𝑙0[𝜂𝑛]
P(𝑡𝐹 < 𝑡1) ≤ 2𝑛 exp{−𝑐 𝑞𝑛𝜅𝑛𝛾2𝑛},
где 𝑡1 ∼ (2 ln 𝜂−1𝑛 )1/2, 𝛾𝑛 = 1ln ln𝑛 , 𝜅𝑛 = 𝑛 𝜂𝑛1−𝑞𝑛−𝛾𝑛 .
4. Состоятельность оценки риска при использовании FDR-порога
Следующая теорема показывает, что при выборе FDR-порога оценка риска по
вероятности сходится к минимальному риску мягкой пороговой обработки.
Теорема 2. Пусть в модели (1) для вектора чистых отсчетов сигнала выполне-
но 𝜇 ∈ 𝑙0[𝜂𝑛]. Пусть FDR-порог 𝑡𝐹 вычисляется c управляющим параметром 𝑞𝑛.
Если выполняется 𝜂𝑛 ∈ [𝑛−1(ln𝑛)5, 𝑛−𝛿], где 0 < 𝛿 < 1, и 𝑞𝑛 𝑛−→ 0 так, что
𝑞𝑛𝜅𝑛𝛾
2
𝑛
ln𝑛 →∞, тогда
P(|̂︀𝑟(𝑥, 𝑡𝐹 )− 𝑟(𝜇, 𝑡𝑚𝑖𝑛)| > 𝜀) → 0 при 𝑛→∞.
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Доказательство. Справедлива оценка
P(|̂︀𝑟(𝑥, 𝑡𝐹 )− 𝑟(𝜇, 𝑡𝑚𝑖𝑛)| > 𝜀) ≤
≤ P
(︁
|̂︀𝑟(𝑥, 𝑡𝐹 )− 𝑟(𝜇, 𝑡𝐹 )| > 𝜀
2
)︁
+ P
(︁
|𝑟(𝜇, 𝑡𝐹 )− 𝑟(𝜇, 𝑡𝑚𝑖𝑛)| > 𝜀
2
)︁
.
Оценим сначала первую вероятность. Для удобства заменим 𝜀/2 на 𝜀. Тогда
P(|̂︀𝑟(𝑥, 𝑡𝐹 )− 𝑟(𝜇, 𝑡𝐹 )| > 𝜀) ≤
≤ P(|̂︀𝑟(𝑥, 𝑡𝐹 )− 𝑟(𝜇, 𝑡𝐹 )| > 𝜀, 𝑡𝐹 ∈ [𝑡1, 𝑡𝑈 ]) + P(𝑡𝐹 /∈ [𝑡1, 𝑡𝑈 ]).
По теореме 1 P(𝑡𝐹 /∈ [𝑡1, 𝑡𝑈 ]) 𝑛−→ 0, а первое слагаемое не превосходит
P( sup
𝑡∈[𝑡1,𝑡𝑈 ]
|̂︀𝑟(𝑥, 𝑡)− 𝑟(𝜇, 𝑡)| > 𝜀). (6)
Обозначим Z(𝑡) = ̂︀𝑟(𝑥, 𝑡)−𝑟(𝜇, 𝑡) и представим Z(𝑡) в виде Z(𝑡) = 1𝑛 𝑛∑︀
𝑖=1
Y𝑖(𝑡), где
Y𝑖(𝑡) – независимые случайные величины с нулевым математическим ожиданием.
Несложно показать, что |Y𝑖(𝑡)| ≤ 2 + 𝑡2. Применяя неравенство Хёффдинга [12]
для фиксированного 𝑡 и произвольного 𝑟𝑑 > 1, имеем
P
(︂
|Z(𝑡)| ≥ 𝑟𝑑 1√
𝑛
)︂
≤ 2 exp
(︂
− 𝑟
2
𝑑
2(𝑡2 + 2)2
)︂
. (7)
Возьмём 𝑡′ > 𝑡 и обозначим 𝑁(𝑡, 𝑡′) = # {𝑖 : 𝑡 < |𝑥𝑖| ≤ 𝑡′}. Для следующего шага
оценим приращение ̂︀𝑟(𝑥, 𝑡):
|̂︀𝑟(𝑥, 𝑡)− ̂︀𝑟(𝑥, 𝑡′)| ≤
≤
⃒⃒⃒⃒
⃒ 2𝑛
𝑛∑︁
𝑖=1
1(𝑡2 < 𝑥2𝑖 ≤ 𝑡′2)
⃒⃒⃒⃒
⃒+
⃒⃒⃒⃒
⃒ 1𝑛
𝑛∑︁
𝑖=1
(𝑥2𝑖 ∧ 𝑡2 − 𝑥2𝑖 ∧ 𝑡′2)
⃒⃒⃒⃒
⃒ ≤
≤ 2
𝑛
𝑁(𝑡, 𝑡′) + (𝑡′2 − 𝑡2). (8)
Также можно оценить приращение 𝑟(𝜇, 𝑡)− 𝑟(𝜇, 𝑡′). Используя оценку для модуля
производной ⃒⃒⃒⃒
𝜕𝑟(𝜇, 𝑡)
𝜕𝑡
⃒⃒⃒⃒
≤ 4 𝑡𝑈 ,
справедливую при 𝑡 < 𝑡𝑈 и достаточно больших 𝑛, и ограничив изменение аргу-
мента |𝑡− 𝑡′| < 𝛿𝑛, можно получить неравенство
|𝑟(𝜇, 𝑡)− 𝑟(𝜇, 𝑡′)| ≤ 4 𝑡𝑈𝛿𝑛. (9)
Объединив оценки (8) и (9), получим:
|𝑍(𝑡)− 𝑍(𝑡′)| ≤ 2
𝑛
𝑁(𝑡, 𝑡′) + (𝑡′ − 𝑡)(𝑡′ + 𝑡) + 4𝑡𝑈𝛿𝑛 ≤ 2
𝑛
𝑁(𝑡, 𝑡′) + 6𝑡𝑈𝛿𝑛.
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Теперь разобьем отрезок [𝑡1, 𝑡𝑈 ] на равные части точками 𝑡𝑗 = 𝑡1+𝑗𝛿𝑛 ∈ [𝑡1, 𝑡𝑈 ].
Очевидно, выполняется
𝐴𝑛 =
{︃
sup
[𝑡1,𝑡𝑈 ]
|𝑍(𝑡)| ≥ 3𝑟𝑑 1√
𝑛
}︃
⊂ 𝐷𝑛 ∪ 𝐸𝑛 ,
где
𝐷𝑛 =
{︂
sup
𝑗
|𝑍(𝑡𝑗)| ≥ 𝑟𝑑 1√
𝑛
}︂
и
𝐸𝑛 =
{︃
sup
𝑗
sup
𝑡∈[𝑡𝑗 ,𝑡𝑗+𝛿𝑛)
|𝑍(𝑡)− 𝑍(𝑡𝑗)| ≥ 2𝑟𝑑 1√
𝑛
}︃
.
Выберем последовательность 𝛿𝑛 такую, чтобы 𝑡𝑈𝛿𝑛 = 𝑜
(︁
1√
𝑛
)︁
. Тогда при доста-
точно больших 𝑛
𝐸𝑛 ⊂ 𝐸′𝑛 =
{︂
sup
𝑗
2
𝑛
𝑁(𝑡𝑗 , 𝑡𝑗 + 𝛿𝑛) ≥ 𝑟𝑑 1√
𝑛
}︂
, так как
{︃
sup
𝑗
sup
𝑡∈[𝑡𝑗 ,𝑡𝑗+𝛿𝑛)
|𝑍(𝑡)− 𝑍(𝑡𝑗)| ≥ 2𝑟𝑑 1√
𝑛
}︃
⊂
⊂
{︂
sup
𝑗
2
𝑛
𝑁(𝑡𝑗 , 𝑡𝑗 + 𝛿𝑛) ≥ 2𝑟𝑑 1√
𝑛
− 𝑜
(︂
1√
𝑛
)︂}︂
.
Заметим, что 𝑁(𝑡, 𝑡′) = # {𝑖 : 𝑡 < |𝑥𝑖| ≤ 𝑡′} – не что иное, как сум-
ма индикаторов того, что случайная величина попала в заданный интер-
вал: 𝑁(𝑡, 𝑡′) =
𝑛∑︀
𝑖=1
1(𝑡 < |𝑥𝑖| ≤ 𝑡′). Нетрудно также показать, что
E𝑁(𝑡′, 𝑡′ + 𝛿𝑛) ≤ 2√2𝜋 𝑛 𝛿𝑛, поэтому справедливо E𝑁(𝑡𝑗 , 𝑡𝑗 + 𝛿𝑛) = 𝑜(𝑟𝑑
√
𝑛). Для
события 𝐸′𝑛 выполняется
𝐸′𝑛 ⊂
{︂
sup
𝑗
(𝑁(𝑡𝑗 , 𝑡𝑗 + 𝛿𝑛)− E𝑁(𝑡𝑗 , 𝑡𝑗 + 𝛿𝑛)) ≥ 1
2
𝑟𝑑
√
𝑛− 𝑜(𝑟𝑑
√
𝑛)
}︂
.
Заметим, что, начиная с некоторого 𝑛, верно 12 𝑟𝑑
√
𝑛− 𝑜(𝑟𝑑
√
𝑛) ≥ 13 𝑟𝑑
√
𝑛, поэтому
можно продолжить цепочку вложенности событий{︂
sup
𝑗
(𝑁(𝑡𝑗 , 𝑡𝑗 + 𝛿𝑛)− E𝑁(𝑡𝑗 , 𝑡𝑗 + 𝛿𝑛)) ≥ 1
2
𝑟𝑑
√
𝑛− 𝑜(𝑟𝑑
√
𝑛)
}︂
⊂
⊂
{︂
sup
𝑗
1
𝑛
|(𝑁(𝑡𝑗 , 𝑡𝑗 + 𝛿𝑛)− E𝑁(𝑡𝑗 , 𝑡𝑗 + 𝛿𝑛)| ≥ 1
3
√
𝑛
𝑟𝑑
}︂
= 𝐸′′𝑛.
Применяя неравенство Хёффдинга, получаем
P(𝐸′′𝑗 ) = P
(︂
1
𝑛
|(𝑁(𝑡𝑗 , 𝑡𝑗 + 𝛿𝑛)− E𝑁(𝑡𝑗 , 𝑡𝑗 + 𝛿𝑛)| ≥ 1
3
√
𝑛
𝑟𝑑
)︂
≤ 2𝑒− 29 𝑟2𝑑 ,
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и далее для события 𝐸′′𝑛
P(𝐸′′𝑛) ≤ 2
𝑡𝑈
𝛿𝑛
𝑒−
2
9 𝑟
2
𝑑 .
Теперь оценим вероятность события 𝐷𝑛. Для каждой случайной величины
Y𝑖(𝑡𝑗) выполняется |Y𝑖(𝑡𝑗)| ≤ 2 + 𝑡2𝑈 , поэтому, используя неравенство (7), по ана-
логии с предыдущим неравенством получаем
P(𝐷𝑛) ≤
∑︁
𝑗
P
(︂
|𝑍𝑛(𝑡𝑗)| ≥ 1√
𝑛
𝑟𝑑
)︂
≤ 2 𝑡𝑈
𝛿𝑛
exp
(︂
− 𝑟
2
𝑑
2(𝑡2𝑈 + 2)
2
)︂
.
Наконец, оценим вероятность события 𝐴𝑛:
P(𝐴𝑛) ≤ P(𝐷𝑛) + P(𝐸′′𝑛) ≤ 2
𝑡𝑈
𝛿𝑛
(︂
exp
(︂
− 𝑟
2
𝑑
2(𝑡2𝑈 + 2)
2
)︂
+ exp
(︂
−2
9
𝑟2𝑑
)︂)︂
.
Возьмем в качестве 𝑟𝑑 последовательность 𝑡𝑈 (𝑡
2
𝑈 + 2) =
√
2 ln𝑛 (𝑡2𝑈 + 2), члены
которой, начиная с некоторого 𝑛 больше 1. Тогда неравенство преобразуется к
виду P(𝐴𝑛) ≤ 4𝑡𝑈𝛿𝑛𝑛 . Уточним длину отрезков разбиения 𝛿𝑛 = 𝑡𝑈/𝑛
3
4 , при этом
ранее заявленное условие 𝑡𝑈𝛿𝑛 = 𝑜
(︁
1√
𝑛
)︁
выполняется. Получаем
P(𝐴𝑛) ≤ P
(︃
sup
[𝑡1,𝑡𝑈 ]
|𝑍(𝑡)| ≥ 6
√
2 ln𝑛 (ln𝑛 + 1)√
𝑛
)︃
= 𝑂
(︁
𝑛−
1
4
)︁
.
Таким образом вероятность (6) стремится к нулю при 𝑛→∞.
Оценим теперь вероятность P(|𝑟(𝜇, 𝑡𝐹 ) − 𝑟(𝜇, 𝑡𝑚𝑖𝑛)| > 𝜀) по аналогии с (6).
Исходя из этого, достаточно оценить
P( sup
𝑡∈[𝑡1,𝑡𝑈 ]
|𝑟(𝜇, 𝑡)− 𝑟(𝜇, 𝑡𝑚𝑖𝑛)| > 𝜀),
причем знак модуля можно убрать, так как любой риск больше минимального.
Далее нам понадобится соотношение 0 ≤ 𝑟𝑖(𝜇𝑖, 𝑡)− 𝑟𝑖(0, 𝑡) ≤ 𝜇2𝑖 [1]. Объединяя это
неравенство с неравенством 𝑟𝑖(𝜇𝑖, 𝑡) ≤ 1 + 𝑡2, получаем
𝑟𝑖(𝜇𝑖, 𝑡) ≤ min(𝑟𝑖(0, 𝑡) + 𝜇2𝑖 , 1 + 𝑡2) ≤ 𝑟𝑖(0, 𝑡) + min(𝜇2𝑖 , 1 + 𝑡2).
Теперь для sup
𝑡∈[𝑡1,𝑡𝑈 ]
(𝑟(𝜇, 𝑡)− 𝑟(𝜇, 𝑡𝑚𝑖𝑛)) справедлива оценка
sup
𝑡∈[𝑡1,𝑡𝑈 ]
(𝑟(𝜇, 𝑡)− 𝑟(𝜇, 𝑡𝑚𝑖𝑛)) ≤
≤ sup
𝑡∈[𝑡1,𝑡𝑈 ]
(︃
1
𝑛
𝑛∑︁
𝑖=1
(︀
𝑟𝑖(0, 𝑡) + min(𝜇
2
𝑖 , 1 + 𝑡
2)
)︀− 𝑟(𝜇, 𝑡𝑚𝑖𝑛))︃ .
Поскольку 𝜕𝑟𝑖(0,𝑡)𝜕𝑡 ≤ 0, максимум 𝑟𝑖(0, 𝑡) достигается на левой границе отрезка при
𝑡 = 𝑡1, а выражение min(𝜇
2
𝑖 , 1 + 𝑡
2) принимает максимальное значение на правой
границе 𝑡 = 𝑡𝑈 . С учетом этого
sup
𝑡∈[𝑡1,𝑡𝑈 ]
(𝑟(𝜇, 𝑡)− 𝑟(𝜇, 𝑡𝑚𝑖𝑛)) ≤ 1
𝑛
𝑛∑︁
𝑖=1
(min(𝜇2𝑖 , 1 + 𝑡
2
𝑈 ) + 𝑟𝑖(0, 𝑡1))− 𝑟(𝜇, 𝑡𝑚𝑖𝑛). (10)
СОСТОЯТЕЛЬНОСТЬ ОЦЕНКИ РИСКА ПРИ МНОЖЕСТВЕННОЙ... 13
Можно показать, что для любого 𝑡 > 0 выполняется неравенство
𝑟𝑖(0, 𝑡) ≤
√︂
2
𝜋
1
𝑡
𝑒−
𝑡2
2 . (11)
Подставляя в (10) значения 𝑡1 и 𝑡𝑈 , а также используя оценку (11), ограничение
на 𝜂𝑛 и тот факт, что неравенство (4) справедливо не только для 𝑡𝑈 , но и для
𝑡𝑚𝑖𝑛, получаем, что правая часть (10) стремится к нулю при 𝑛 → ∞. Таким об-
разом, случайная величина |𝑟(𝜇, 𝑡𝐹 ) − 𝑟(𝜇, 𝑡𝑚𝑖𝑛)| сходится почти наверно к 0, и,
следовательно, P(|𝑟(𝜇, 𝑡𝐹 )− 𝑟(𝜇, 𝑡𝑚𝑖𝑛)| > 𝜀) 𝑛−→ 0. Теорема доказана.
Заключение
Рассмотрен метод удаления шума в разреженном сигнале, основанный на про-
цедуре множественной проверке нулевых гипотез. В модели с белым гауссовским
шумом доказана состоятельность оценки среднеквадратичного риска при выборе
FDR-порога.
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We consider the method of denoising the sparse signals based on the mul-
tiple hypothesis testing with the use of the FDR threshold. In the model
with a white Gaussian noise we prove the consistency of the unbiased mean-
square risk estimator.
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