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RESUMO
Neste trabalho encontramos todas as me´tricas de Einstein invariantes em quatro famı´lias
de variedades bandeira do tipo Bl e Cl. Os nossos resultados sa˜o consistentes com a conjectura
de Wang e Ziller sobre a finitude das me´tricas de Einstein. O nosso me´todo para resolver as
equac¸o˜es de Einstein e´ baseado nas simetrias do sistema alge´brico.
Obtemos os sistemas alge´bricos de Einstein para variedades bandeira generalizadas do
tipo Bl, Cl e G2. Estes sistemas sa˜o as condic¸o˜es necessa´rias e suficientes para me´tricas
invariantes nessas variedades serem Einstein.
Os sistemas alge´bricos que obtivemos generalizam as equac¸o˜es de Einstein obtidas por
Sakane nos casos maximais. As equac¸o˜es nos casos Al eDl foram obtidas por Arvanitoyeorgos.
Calculamos o conjunto das t-ra´ızes para as variedades bandeira generalizadas dos grupos
de Lie cla´ssicos. Assim estendemos a` essas variedades certos resultados sobre estruturas
Hermitianas invariantes obtidos por San Martin, Cohen e Negreiros.
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ABSTRACT
In this work we find all the invariant Einstein metrics on four families of flag manifolds of
type Bl and Cl. Our results are consistent with the finiteness conjecture of Einstein metrics
proposed by Wang and Ziller. Our approach for solving the Einstein equations is based on
the symmetries of the algebraic system.
We obtain the Einstein algebraic systems for the generalized flag manifolds of type Bl, Cl
and G2. These systems are necessary and sufficient conditions for invariant metrics on these
manifolds to be Einstein.
The algebraic systems that we obtained generalize the Einstein equations obtained by
Sakane in the maximal cases. The equations in the cases Al and Dl were obtained by
Arvanitoyeorgos.
We calculate all the t-roots on the generalized flag manifolds of the classical Lie groups.
Thus we extend to these manifolds certain results on invariant structures Hermitian obtained
by San Martin, Cohen and Negreiros.
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INTRODUC¸A˜O
Uma variedade bandeira e´ um espac¸o homogeˆneo G/K onde G e´ um grupo de Lie semi-
simples e compacto e K o centralizador de um toro em G. Esses espac¸os homogeˆneos sa˜o
compactos, simplesmente conexos e admitem uma estrutura Ka¨hler.
As variedades bandeiras tambe´m sa˜o conhecidas como espac¸os C-Ka¨hlerianos. O estudo
desses espac¸os tem importantes aplicac¸o˜es em f´ısica, conforme mencionado em [13].
Existem diversos trabalhos sobre o estudo da geometria das variedades bandeira. Este
trabalho discute quais dentre as infinitas estrutura Hermitianas invariantes aquelas que ori-
ginam me´tricas de Einstein nesses espac¸os.
Dada uma variedade Riemanniana (M, g), dizemos que g e´ Einstein se e´ proporcional ao
tensor de Ricci, isto e´, Ric(g) = cg, onde c e´ uma constante chamada constante de Einstein.
O problema de descrever me´tricas invariantes Einstein sobre espac¸os homogeˆneos apre-
senta grandes interesses do ponto de vista geome´trico, bem como aplicac¸o˜es f´ısicas, conforme
mencionado em [11] ou [3]. Ainda existem va´rios problemas em aberto sobre a existeˆncia e
classificac¸a˜o das me´tricas de Einstein homogeˆneas.
Wang e Ziller em [36], constru´ıram exemplos de espac¸os homogeˆneos compactos e simples-
mente conexos que na˜o admitem nenhuma me´trica de Einstein invariante. Nesse contexto,
as variedades bandeira sa˜o espac¸os homogeˆneos privilegiados pois elas admitem uma me´trica
invariante Ka¨hler-Einstein, veja Teorema 3.6.1.
Um problema ba´sico que ainda esta´ em aberto e´ a seguinte conjectura da finitude, proposta
por Wang e Ziller, [38]:
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Conjectura 0.0.1. Se G/H e´ um espac¸o homogeˆneo cuja representac¸a˜o isotro´pica consiste
de somandos irredut´ıveis e inequivalentes dois a dois, enta˜o G/H admite, a menos homote-
tias, apenas um nu´mero finito de me´tricas de Einstein invariantes.
Alguns trabalhos como [6], [32], [20] e [26] apresentam resultados consistentes com essa
conjectura para certas famı´lias de variedades bandeira.
Nesse trabalho classificamos as variedades bandeira dos grupos dos Lie cla´ssicos com ate´
quatro somandos isotro´picos e provamos que essa conjectura e´ verdadeira para quatro famı´lias
de variedades bandeira. Com o uso da teoria de Lie, as equac¸o˜es de Einstein se reduzem a um
sistema alge´brico. Resolvendo este sistema encontramos explicitamente todas as me´tricas de
Einstein, a menos de homotetias, nessas variedades bandeira.
Ale´m disso usando teoria de Lie calculamos o sistema alge´brico de Einstein para todas
as famı´lias de variedades bandeira do tipo Bl e Cl. Essas equac¸o˜es generalizam as equac¸o˜es
dadas em [26] e complementam os trabalhos [1] e [6]. O sistema alge´brico de Einstein para a
variedade bandeira ma´ximal do tipo G2 tambe´m foi computado nesse trabalho.
Os principais resultados desse trabalho sa˜o (veja os Teoremas 5.2.1, 5.2.2 e 5.2.3):
Teorema A: As variedades bandeira SO(2n+1)
U(m)×SO(2t+1) , com n = m+t, m > 1 e t 6= 1, admitem
exatamente, a menos de homotetia, duas me´tricas invariante Einstein.
Teorema B : As variedades bandeira Sp(n)
U(m)×Sp(t) com n = m + t, m ≥ 1 e t ≥ 3 admitem
exatamente, a menos de homotetia, duas me´tricas invariante Einstein.
Teorema C : As variedades bandeira SO(2n+1)
U(1)2×SO(2n−3) , n ≥ 5, admitem exatamente, a menos
de homotetias, oito me´tricas de Einstein invariantes.
Os Teoremas A), B) e uma versa˜o mais fraca do Teorema C (Teorema C’ abaixo) junta-
mente com o esboc¸o de suas demonstrac¸o˜es, foram apresentados pelo autor em Co´rdoba em
agosto de 2008, [34].
Teorema C’ : As variedades bandeira SO(2n+1)
U(1)2×SO(2n−3) , n ≥ 5, admitem, a menos de homote-
tias, pelo menos duas me´tricas de Einstein invariantes na˜o-Ka¨hler.
Independentemente, Arvanitoyeorgos e Chrysikos obtiveram os Teoremas A) e B) em
2008, [9].
Continuando o estudo das me´trica de Einstein invariante em variedades bandeira com ate´
quatro somandos isotro´picos, obtivemos em 2008 o seguinte resultado.
Teorema D : As variedades bandeira Sp(n)
U(m)×U(m) , n = 2m, admitem exatamente, a menos
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de escalar, duas me´trica invariante Einstein na˜o-Ka¨hler. (Veja Teorema 5.2.4.)
Esse resultado foi obtido independentemente em abril de 2009 em [10].
Um dos ingredientes essenciais para descrever tensores invariantes sobre variedades ban-
deira e´ o uso de t-ra´ızes, afim de decompor o espac¸o tangente na origem em submo´dulos
irredu´tiveis e inequivalente da representac¸a˜o adjunta.
Nesse trabalho exibimos o conjunto das t-ra´ızes de todas as variedades bandeira dos
grupos de Lie cla´ssicos. Observamos que em geral esse conjunto na˜o e´ sistema de ra´ızes no
sentido cla´ssico. Entretanto obtivemos uma propriedade geral do conjunto das t-ra´ızes, isto e´,
toda t-ra´ız pertence a alguma tripla soma zero. Com isso caracterizamos todos os conjuntos
de quatro e seis t-raizes (contando as t-ra´ızes positivas e negativas) associados a variedades
bandeira do grupos de Lie cla´ssicos ou excepcionais.
Me´tricas de Einstein podem ser analisadas dentro da teoria geral de estruturas quase
Hermitianas. Com base nos trabalhos [28] e [35], Santos [23] conjecturou que as me´tricas de
Einstein invariantes sobre as variedades bandeira maximal do tipo Al pertencem a apenas
duas classes Hermitianas: Ka¨hler ou W1 ⊕W3.
Nesse trabalho, com base em [28] e [35], obtemos como consequeˆncia do uso das t-ra´ızes
o seguinte resultado:
Teorema E : As classes de estruturas quase hermitianas invariante sobre variedades ban-
deira maximal do tipo Al sa˜o as mesmas das variedades bandeira generalizadas do tipo Al.
O mesmo ocorre para as variedades bandeira do tipo Cl.
Este trabalho esta organizado da seguinte forma:
No cap´ıtulo 1 apresentamos a construc¸a˜o das variedades bandeira como espac¸os ho-
mogeˆneos, que denotaremos por F = G/K, e a classificac¸a˜o desses espac¸os por diagramas de
Dynkin pintados. Tambe´m apresentamos conceitos e resultados ba´sicos sobre a representac¸a˜o
adjunta (ou equivalentemente isotro´pica) correspondente as variedades bandeira. Esta repre-
sentac¸a˜o e´ um homomorfismo de alge´bras de Lie ad : k→ gl(ToF), onde k e´ a a´lgebra de Lie
de K.
No cap´ıtulo 2, apresentamos em detalhes a definic¸a˜o de t-ra´ızes e como elas sa˜o usadas
para obtermos uma decomposic¸a˜o do espac¸o tangente em somandos isotro´picos irredut´ıveis
e inequivalentes dois a dois, com base em [33] e [8]. Os somandos isotro´picos sa˜o subespac¸os
mi ⊂ ToF do espac¸o tangente que satisfazem ad(k)(mi) ⊂ mi.
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No cap´ıtulo 3, caracterizamos as principais estruturas invariantes sobre variedades ban-
deira, com o uso de t-ra´ızes. Muitas dessas caracterizac¸o˜es sa˜o bem conhecidas, como por
exemplo me´tricas invariantes. Nesse cap´ıtulo, apresentamos um estudo das estruturas inva-
riantes (1,2)-simple´ticas em termos de t-ra´ızes.
No cap´ıtulo 4, obtivemos as equac¸o˜es de Einstein para as variedades bandeira do tipo
Bl, Cl e G2, usando a teoria de Lie e as expresso˜es do tensor de Ricci dadas em [6] e [26].
Ale´m disso, apresentamos as equac¸o˜es de Einstein para as variedades bandeira do tipo Al e
Dl obtidas em [6].
No cap´ıtulo 5, apresentamos explicitamente todas as me´tricas de Einstein em quatro
famı´lias de variedades bandeira (teoremas A,B,C e D acima). Tambe´m classificamos as varie-
dades bandeira dos grupos de Lie cla´ssicos de acordo com o nu´mero de somandos isotro´picos
irredut´ıveis e inequivalentes no espac¸o tangente. Este nu´mero determina a quantidade de
paraˆmetros de qualquer tensor invariante sobre esses espac¸os.
Neste cap´ıtulo, usamos a expressa˜o da curvatura escalar dada em [36] e o me´todo dos
mu´ltiplicadores de Lagrange. Assim obtivemos uma ligac¸a˜o entre a dimensa˜o dos somandos
isotro´picos e os paraˆmetros de uma me´trica de Einstein invariante nas variedades bandeira.
Com esse me´todo tambe´m conclu´ımos que toda t-ra´ız pertence a alguma tripla soma zero.
Tambe´m apresentamos bijec¸o˜es entre estruturas invariantes de variedades bandeira ma-
ximais e generalizadas do tipo Al e Cl.
No cap´ıtulo 6, mostramos que o crite´rio da propriedade (1, 1)-simple´tica, obtida em [14],
estende-se a`s de t-ra´ızes. Este crite´rio e´ dado em termos de uma propriedade combinato´rica
de um grafo de intersec¸a˜o associado com o sistema dado de ra´ızes (resp. t-ra´ızes).
Mostramos que a construc¸a˜o desses grafos para t-ra´ızes e´ muito simples em va´rias va-
riedades bandeira generalizadas. Assim estendendo esse crite´rio combinato´rio a`s t-ra´ızes,
obtivemos va´rios exemplos em diferentes classes de variedades bandeira generalizadas.
CAPI´TULO 1
VARIEDADES BANDEIRA
Variedades bandeira sa˜o espac¸os homogeˆneos redutivos cuja estrutura e classificac¸a˜o se
derivam da teoria geral de a´lgebras (e grupos) de Lie simples, veja [18], [1] ou [5]. Dentre
elas, as maximais sa˜o analisadas em termos de sistemas de ra´ızes e diagramas de Dynkin
usuais, enquanto as parciais necessitam da extensa˜o para sistemas de t-ra´ızes e diagramas de
Dynkin pintados, [1] ou [5].
1.1 Variedade Riemannianas Homogeˆneas
Uma variedade Riemanniana M e´ homogeˆnea se as propriedades geome´tricas que ocorrem
em um ponto de M ocorrem em todos os pontos. Mais precisamente temos:
Definic¸a˜o 1.1.1. Uma variedade Riemanniana (M, g) e´ homogeˆnea se seu grupo de isome-
trias I(M, g) age transitivamente, isto e´, para cada p, q ∈M , existe uma isometria f tal que
f(p) = q.
O pro´ximo resultado e´ o bem conhecido.
Teorema 1.1.2. (Myers-Steenrod) O grupo de isometrias de uma variedade Riemanniana e´
um grupo de Lie.
Portanto uma variedade Riemanniana homogeˆnea e´ difeomorfa ao espac¸o quociente G/K
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onde G e´ um grupo de Lie e K e´ o subgrupo de isometrias em um ponto, veja por exemplo
([39], teorema 3.62).
Quando um grupo de Lie G age transitivamente em uma variedade M , uma me´trica em
M e´ dita G-invariante se para cada x ∈ G, o difeomorfismo p 7→ x · p (p ∈ M), e´ uma
isometria.
Consideramos agora M = G/K uma variedade homogeˆnea. Denotamos por g e k a
a´lgebra de Lie de G e K respectivamente. Tomamos a representac¸a˜o adjunta de G (resp. de
g), Ad : G → GL(g), (resp. ad : g→gl(g)). Um espac¸o homogeˆneo G/K e´ dito redut´ıvo se
existe um subespac¸o m, AdG(K)-invariante tal que g = k⊕m.
Como AdG(K) (m) ⊂ m, temos que [k,m] ⊂ m. Como veremos nas pro´ximas sec¸o˜es, todas
variedades bandeira sa˜o espac¸os homogeˆneos redutivos.
O espac¸o ToM tangente a um espac¸o homogeˆneo redutivo M = G/K na origem o = eK,
pode ser identificado com m, via
X 7→ X∗ (o) = d
dt
(exp tX · o) |t=0 , X ∈ m.
Assim, m e´ identificado com g/k, [7].
Para cada x ∈ G, tome Lx o difeomorfismo definido por Lx (gK) = xgK. A representac¸a˜o
isotro´pica de G/K e´ o homomorfismo de K em GL(ToM) definido por k 7→ (dLk)o .
Observamos que a representac¸a˜o isotro´pica de G/K e´ equivalente a representac¸a˜o adjunta
de K em m, veja por exemplo [7].
1.2 Variedades Bandeira Generalizadas
Discutiremos agora a teoria de Lie associada a`s variedades bandeira, as quais constituem
uma classe especial de espac¸os homogeˆneos redutivos.
Sejam G um grupo de Lie semisimples compacto e g sua a´lgebra de Lie. Consideramos
para cada X ∈ g, a o´rbita adjunta de X, isto e´, o conjunto MX = Ad(G)X ⊂ g.
O grupo de Lie G age transitivamente em MX por g1 ·Ad (g2)X = Ad (g1g2)X. Considere
K = KX = {g ∈ G : Ad(g)X = X} o subgrupo de isotropia de X. Enta˜o MX e´ difeomorfa
ao espac¸o homogeˆneo F = G/K, onde X corresponde a classe da identidade o = eK.
Se tomarmos SX = expRX, enta˜o pode-se mostrar que SX e´ um toro em G, (ver [22]) e
K e´ o centralizador C(SX) do toro SX . Se o toro SX e´ maximal em G, enta˜o C(SX) = SX .
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Definic¸a˜o 1.2.1. Seja G um grupo de Lie semisimples compacto. Uma variedade bandeira
generalizada (ou simplesmente variedade bandeira) e´ a o´rbita adjunta de um elemento na
algebra de Lie g de G. Esta e´ a variedade bandeira complexa.
Assim uma variedade bandeira e´ um espac¸o homogeˆneo da forma G/C(S), onde S e´
um toro em G. Se S for um toro maximal, chamamos este espac¸o quociente por variedade
bandeira maximal.
Exploraremos agora a interrelac¸a˜o de F vista como variedade diferencia´vel complexa e
real.
Denote por V C a complexificac¸a˜o de um espac¸o vetorial real V . Sejam hC uma suba´lgebra
de Cartan de gC e Π o sistema de ra´ızes associado ao par
(
gC, hC
)
sendo
gC = hC ⊕ ∑
α∈Π
gCα
onde gCα =
{
X ∈ gC : ∀H ∈ hC, [H,X] = α (H)X
}
denota os correspondentes auto espac¸os
de ra´ızes unidimensional.
Observamos que a forma de Cartan-Killing (X, Y ) = tr (ad (X) ad (Y )) de g e´ na˜o de-
generada e negativa definida em g, pois o grupo de Lie G, associado a g, e´ semisimples e
compacto. Cada ra´ız α ∈ Π determina de maneira u´nica um elemento Hα ∈ hC atrave´s da
representac¸a˜o de Riez α (X) = (X,H).
Fixamos um sistema simples de ra´ızes Σ de Π e denotamos por Π+ o conjunto formado
pelas ra´ızes positivas associadas. Seja ΣK ⊂ Σ um subsistema simples de ra´ızes, e denotamos
por
ΠK =
β ∈ Π : β = ∑
αi∈ΣK
kiαi

o subsistema das ra´ızes geradas por ΣK . Tambe´m denotamos por
kC (ΣK) = k
C = hC +
∑
α∈ΠK
gCα
a suba´lgebra de gC associada a` escolha de ΣK . Seja K
C o subgrupo conexo de GC gerado
pela suba´lgebra kC. Enta˜o o espac¸o homogeˆneo F = GC/KC e´ uma variedade bandeira. Na
verdade, qualquer variedade bandeira tem essa forma, [3] e [5].
No caso em que ΣK = ∅, temos kC = hC e KC e´ um toro maximal, assim a variedade
bandeira F = GC/KC obtida e´ chamada variedade bandeira maximal.
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Observamos que as variedade bandeira F = GC/KC sa˜o espac¸os homogeˆneos conexos e
simplesmente conexos, veja [1].
Chamamos o conjunto de ra´ızes ΠM = Π\ΠK como conjunto das ra´ızes complementares.
Agora fixamos de uma vez por todas, uma base de Weyl de gC, a qual e´ formada por
vetores Xα ∈ gCα, α ∈ Π e Hβ, β ∈ Σ, que satisfazem
[Xα, X−α] = −Hα, (Xα, X−α) = −1 e [Xα, Xβ] = Nα,βXα+β (1.1)
para todo par α, β ∈ Π tal que α + β ∈ Π. As constantes de estrutura Nα,β satisfazem
Nα,β ∈ R, Nα,β = 0 se α + β /∈ Π, Nα,β = −Nβ,α, N−α,−β = −Nα,β se α + β ∈ Π e
Nα,β = Nβ,γ = Nγ,α se α, β, γ ∈ Π e α + β + γ = 0.
Fixada tal base, consideremos
Aα = Xα −X−α, Sα = Xα +X−α, α ∈ Π+ e
gα = gerR {iAα, Sα} , α ∈ Π+.
Assim a a´lgebra de Lie g = ih⊕∑α∈Π+ gα e´ uma forma real compacta de gC, onde h =
g ∩ hC e k = g ∩ kC. Como a forma real compacta G ⊂ GC de GC age transitivamente em F,
por restric¸a˜o da ac¸a˜o de GC, podemos escrever F = G/K, onde K = G∩KC e´ o centralizador
do toro T correspondente a k = ih⊕ ∑
α∈ΠK
gα.
Exemplo 1.2.2. Uma bandeira maximal em Cn e´ uma cadeia crescente
x = {V1 ⊂ V2 ⊂ · · · ⊂ Vn−1}
de subespac¸os Vi de Cn com dimVi = i. Denotamos por FA(n) o conjunto de todas as
bandeiras maximais em Cn. Onde o subscrito A indica que a classe da a´lgebra de Lie g e´ do
tipo Al.
O grupo de Lie unita´rio especial SU(n) = {x ∈ GL(n,C) : xxt = Id; det(x) = 1} age
transitivamente em FA(n) por g · x = {gV1 ⊂ gV2 ⊂ · · · ⊂ gVn−1}. Considere e1, ..., en a
base canoˆnica de Cn e x0 a bandeira obtida pelos subespac¸os V 0i gerado sobre C por e1, ..., ei.
Assim o subgrupo de isotropia de x0 e´ S (U(1)× · · · × U(1)) , isto e´, o conjunto das matrizes
diagonais em SU(n). Portanto,
FA(n) =
SU(n)
S (U(1)× · · · × U(1)) , (U(1) n vezes).
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Exemplo 1.2.3. Dado um conjunto de inteiros positivos {n1, ..., ns} tais que n1+···+ns = n,
definimos uma bandeira parcial em Cn como sendo uma cadeia crescente x = {V1 ⊂ ... ⊂ Vs}
de subespac¸os Vi de Cn com dimVi = n1 + · · · + ni. Denotamos por FA(n, n1, ..., ns) o
conjunto de todas as bandeiras parciais.
De forma ana´loga ao caso anterior, SU(n) age transitivamente em FA(n, n1, ..., ns) e o
subgrupo de isotropia de um ponto fixo e´ S(U(n1)× · · · × U(ns))
= {diag(A1, ..., As);Ai ∈ U(ni); det(A1) · · · det(As) = 1}. Portanto,
FA(n, n1, ..., ns) =
SU(n)
S(U(n1)× · · · × U(ns)) .
Como casos especiais de variedades bandeiras parciais (ou generalizadas) temos as va-
riedades Grassmannianas GrkCn definidas como o conjunto de todos os k-planos em Cn. O
grupo SU(n) age transitivamente nesta variedade sendo o subgrupo de isotropia associado ao
k - plano gerado pelos k primeiros vetores da base canoˆnica, isomorfo a S(U(k)×U(n− k)).
Logo GrkCn =
SU(n)
S(U(k)×U(n−k)) .
Uma propriedade gozada pelas variedades Grasmanniana e´ que elas sa˜o espac¸os sime´tricos,
ver [18].
Observac¸a˜o 1.2.1. Nos dois exemplos acima o grupo U(n)(⊃ SU(n)) tambe´m age transiti-
vamente. Portanto, temos FA(n) = U(n)U(1)×···×U(1) (n vezes) e FA(n, n1, ..., ns) =
U(n)
U(n1)×···×U(ns) .
Em particular, GrkCn =
U(n)
U(k)×U(n−k) .
1.3 O Espac¸o Tangente
Seja F = G/K uma variedade bandeira, onde G e´ um grupo de Lie conexo, semi-simples
e compacto e K e´ um subgrupo de isotropia. Denotaremos por g e k a a´lgebra de Lie de G e
K, respectivamente.
Como G e´ um grupo de Lie semi-simples e compacto, a forma de Cartan Killing (·, ·) de
g e´ na˜o degenerada e negativa definida. Isto origina a seguinte decomposic¸a˜o redutiva
g = k⊕m, ad (k)m⊂ m
onde m = k⊥, com respeito a (·, ·). Assim vemos que F e´ um espac¸o homogeˆneo redut´ıvel.
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Agora consideremos a projec¸a˜o canoˆnica pi : G → G/K e a sua diferencial na origem
dpie : g→ToF. Se X ∈ g, enta˜o
dpie (X) =
d
dt
(pi ◦ exp tX)
∣∣∣∣t=0 = ddt ((exp tX)K)
∣∣∣∣t=0
assim, ker dpie = k. Ale´m disso pode-se mostrar que dpie e´ sobrejetora ([7] p.65). Portanto
dpie|m e´ um isomorfismo e
m ∼= g/k ∼= ToF.
Como o subgrupo de isotropia K e´ o centralizador de um toro S em G, se T for um toro
maximal em G contendo S enta˜o T ⊂ C(S) = K. Denotaremos por h a a´lgebra de Lie de T .
Sejam Π o sistema de ra´ızes associado ao par (gC, hC) e
gC = hC ⊕∑
α∈Π
CXα
sua decomposic¸a˜o em espac¸os de ra´ızes. Como T ⊂ K segue-se que hC ⊂ kC, assim existe um
subsistema ΠK ⊂ Π tal que
kC = hC ⊕ ∑
α∈ΠK
CXα.
Enta˜o
mC =
∑
α∈ΠM
CXα
com ΠM = Π\ΠK e gC = kC ⊕mC.
O espac¸o mC tangente a origem da variedade bandeira (complexa) GC/KC tem com base
o conjunto {Xα;α ∈ ΠM}.
Agora, a a´lgebra de Lie real g e´ o conjunto dos pontos fixos da involuc¸a˜o gC → gC dada
por Xα 7→ −X−α. Isto implica que {Sα, iAα} gera g∩ (gα ⊕ g−α).
Como
m =
∑
α∈ΠM
g∩ (gα ⊕ g−α)
temos que ToF = m e´ gerado pelos vetores Sα, iAα com α ∈ ΠM . Uma base de m, ortonormal
com respeito a negativa da forma de Cartan-Killing − (·, ·) = B(·, ·) e´ dada pelo seguinte
conjunto de pares de vetores
{
Sα/
√
2, iAα/
√
2 : α ∈ Π+M
}
(1.2)
pois (Xα, X−α) = −1. Em particular, a dimensa˜o de ToF = m e´ sempre par.
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Exemplo 1.3.1. Considere a variedade bandeira generalizada F(7, 3, 2, 2) = SU(7)/S(U(3)×
U(2) × U(2)). O espac¸o tangente a F(7, 3, 2, 2) na origem o = S(U(3) × U(2) × U(2)) se
identifica com su(7)/ (s(u(3)× u(2)× u(2))).
Assim, um elemento X em ToF(7, 3, 2, 2), pode ser escrito na forma
∗ ∗ ∗ z14 z15 z16 z17
∗ ∗ ∗ z24 z25 z26 z27
∗ ∗ ∗ z34 z35 z36 z37
−z14 −z24 −z34 ∗ ∗ z46 z47
−z15 −z25 −z35 ∗ ∗ z56 z57
−z16 −z26 −z36 −z46 −z56 ∗ ∗
−z17 −z27 −z37 −z47 −z57 ∗ ∗

onde zij ∈ C.
1.4 Variedades Bandeira Generalizadas e grafos de
Dinkyn pintados
Dizemos que duas variedades bandeiras F = G/K e F′ = G/K ′ sa˜o equivalentes se
existir um automorfismo Φ ∈ Aut (G) tal que Φ (K) = K ′. Este automorfismo Φ induz um
difeomorfismo Φ˜ : F −→ F′ definido por Φ˜ (gK) = Φ (g)K ′, [5].
Usando a teoria de Lie e´ poss´ıvel fazer uma classificac¸a˜o completa das variedades bandeira,
a menos de isomorfismo, por meio de diagramas de Dynkin pintados, ver [13], [3] ou [1].
Seja Σ uma sistema simples de ra´ızes de Π. Enta˜o ΣK = Σ ∩ ΠK e´ um sistema simples
de ra´ızes para ΠK . O par (Π,ΠK) e´ representado graficamente preenchendo determinados
ve´rtices do diagrama de Dynkin do tipo g.
Mais precisamente, seja Γ = Γ(Σ) o diagrama de Dynkin do sistema de ra´ızes Π. Em Γ
pintamos de preto os ve´rtices correspondentes a Σ\ΣK , obtendo assim o diagrama de Dynkin
pintado de F = G/K. Nesse diagrama o sistema simples de ra´ızes ΣK e´ determinado como o
subdiagrama dos ve´rtices em branco.
Exemplo 1.4.1. A variedade bandeira F = SU(5)
S(U(3)×U(2)) , e´ representada graficamente pelo
diagrama:
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Observe que o diagrama de Dynkin pintado das variedades bandeira maximal possui todos
os ve´rtices pintados de pretos.
Reciprocamente, considere um diagrama de Dynkin Γ de uma a´lgebra semisimples g.
Suporemos que em Γ temos um subconjunto de ve´rtices pintados de preto. A suba´lgebra k e´
enta˜o obtida como uma soma direta do tipo
k = u(1)⊕ · · · ⊕ u(1)⊕ k′
onde cada ve´rtice pintado de preto em Γ da´ origem a uma componente u(1) e os ve´rtices
pintados de branco junto com as arestas conectadas entre eles produzem o diagrama de
Dynkin de k′, sendo a parte semisimples de k gerada pelos vetores Xα, α ∈ ΠK , [13].
Exemplo 1.4.2. Pintando o diagrama de Dynkin da a´lgebra de Lie excepcional g = e8 da
forma
obtemos
k = u(1)× u(1)× su(3)× so(8)
portanto a variedade bandeira correspondente e´ F = E8
U(1)2×SU(3)×SO(8) .
Teorema 1.4.3. ([13],[3] ou [7]) Existe uma bijec¸a˜o entre variedades bandeira F = G/K de
um grupo de Lie compacto semisimples (a menos de isomorfismo como espac¸os homogeˆneos)
e diagramas de Dynkin pintados do tipo G (a menos de equivanleˆncia de diagramas).
A te´cnica ba´sica para estabelecer a equivaleˆncia de diferentes diagramas de Dynkin pin-
tados e´ feita atrave´s da ac¸a˜o de determinados elementos do grupo de Weyl de g sobre Σ, ver
por exemplo, [13].
Usando o teorema anterior podemos classificar todas as variedades bandeira por meio de
diagramas de Dynkin pintados. As variedades bandeira F = G/K, onde G e´ um grupo de
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Lie Cla´ssico, sa˜o dadas pela seguinte lista, a menos de isomorfismo ([13],[5]):
Al : SU(n)/S(U(n1)× · · · × U(ns)× U(1)m).
(n =
∑
ni +m, n1 ≥ n2 ≥ · · · ≥ ns > 1, s ≥ 0, m ≥ 0).
Bl : SO(2n+ 1)/U(n1)× · · · × U(nk)× SO(2l + 1)× U(1)m.
Cl : Sp(n)/U(n1)× · · · × U(nk)× Sp(l)× U(1)m.
Dl : SO(2n)/U(n1)× · · · × U(nk)× SO(2l) × U(1)m.
(n =
∑
ni +m+ l, n1 ≥ n2 ≥ · · · ≥ nk > 1, k,m, l ≥ 0, l 6= 1).
Existem 3 variedades bandeira relacionadas ao grupo excepcional G2: a maximal do tipo
G2/T e duas parciais do tipo G2/U(2). A diferenc¸a entre as duas se deve a pintar uma ra´ız
curta ou longa no diagrama de Dynkin.
Para os outros grupos de Lie excepcionais existem exatamente 98 variedades bandeira
na˜o isomorfas. A lista completa de todos esses espac¸os pode ser encontrada em [5].
CAPI´TULO 2
SUBMO´DULOS IRREDUTI´VEIS
Considere a decomposic¸a˜o redutiva gC = kC⊕mC associada a` variedade bandeira F = G/K
e a` decomposic¸a˜o Π = ΠK ∪ΠM do sistema de ra´ızes relativo ao par (gC, hC). Neste cap´ıtulo
definiremos t-ra´ızes e descrevemos em detalhes a prova contida em [8] da bijec¸a˜o entre t-
ra´ızes e submo´dulos inequivalentes e invariantes pela representac¸a˜o adjunta de gC, restrita
a kC. Optamos pela inclusa˜o dessa prova nesta tese devido e´ a dificuldade, ainda hoje, de
acessar essa prova na literatura.
O conceito de t-ra´ızes foi introduzido em [3], embora a correspondeˆncia acima foi provada
primeiramente em [33], conforme consta em [8].
2.1 T-Ra´ızes
Consideremos a seguinte relac¸a˜o de equivaleˆncia ∼ no sistema de ra´ızes Π associado ao
par (gC, hC):
α ∼ β ⇐⇒ α = β +∑niαi, αi ∈ ΠK e ni ∈ Z. (2.1)
Assim, Π e´ decomposto em classes de equivaleˆncia
Π = Π0 ∪ Π1 ∪ · · · ∪ Πs
onde Π0 e´ a classe de 0. E´ claro que ΠK ⊂ Π0.
15
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Por outro lado, segue-se da definic¸a˜o acima que quaisquer dois elementos de ΠK sa˜o
equivalentes. Ainda pela definic¸a˜o, todo elemento fora de ΠK na˜o e´ equivalente a qualquer
elemento de ΠK . Logo Π0 = ΠK . Assim podemos escrever Π = ΠK ∪ Π1 ∪ · · · ∪ Πs.
Sejam γ, δ ∈ Π, dizemos que γ e δ sa˜o ligados atrave´s de ΠK se existe uma sequeˆncia
{γ0, γ1, . . . , γk} de Π, tal que γ0 = γ, γk = δ e γi+1 − γi ∈ ΠK , com i = 0, 1, . . . , k − 1.
Assim obtemos a seguinte relac¸a˜o de equivaleˆncia em Π:
γ ∼∼ δ ⇐⇒ γ e δ sa˜o ligados atrave´s de ΠK .
Observamos que γ ∼∼ δ implica em γ ∼ δ. Pois se {γ0, γ1, . . . , γk} e´ uma sequeˆncia de
Π, tal que γ0 = γ, γk = δ e γi+1 − γi ∈ ΠK , com i = 0, 1, . . . , k − 1. Enta˜o, γ = γ0 =
γk − (γk − γk−1)− · · · − (γ1 − γ0). Logo γ ∼ δ.
O pro´ximo resultado afirma que os elementos de qualquer classe Πn ∈ Π/ ∼ sa˜o ligados
atrave´s de ΠK .
Lema 2.1.1. As relac¸o˜es de equivaleˆncia ∼ e ∼∼ em Π coincidem.
Demonstrac¸a˜o. Queremos mostrar que γ, δ ∈ Π e γ ∼ δ implica γ ∼∼ δ. Para isto, seja µ
escolhido tal que γ ∼ µ (e, portanto, δ ∼ µ) e (µ, µ) e´ mı´nimo (onde (·, ·) denota o produto
interno em Π induzido pela forma de Cartan Killing in g). E´ suficiente mostrar que γ ∼∼ µ
e δ ∼∼ µ.
Introduzimos a seguinte definic¸a˜o: se γ ∼ δ a distaˆncia entre γ e δ e´ definida por
d(γ, δ) =
∑
i
|ni| ∈ N onde γ = δ +
∑
i
niαi.
Por simetria mostraremos apenas que γ ∼∼ µ.
Queremos construir uma sequeˆncia γi com γ0 = γ tal que para todo i existe j tal que
γi+1 − γi = ±αj e d(γi+1, µ) = d(γi, µ)− 1.
Por induc¸a˜o, isto claramente implicara´ que existe I tal que γI = µ. Assim a demonstrac¸a˜o
estara´ completa.
Para provar a induc¸a˜o, usando a minimalidade de µ e a desigualdade de Cauchy-Schwarz,
vemos que (γi, γi) ≥ (γi, µ), onde a igualdade ocorre se, e somente se {γi, µ} for linearmente
dependente. Como ra´ızes distintas na˜o sa˜o proporcionais, temos enta˜o a desigualdade estrita,
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(γi, γi − µ) > 0 (2.2)
Agora constru´ımos γi+1 a partir de γi. Ja´ que γ0 ∼ µ, e por induc¸a˜o, γi ∼ µ, temos
γi = µ+
∑
j
njαj. (2.3)
Assim, (2.2) pode ser escrito na forma
∑
j(γi, njαj) > 0, implicando que existe um ı´ndice
j tal que (γi, njαj) > 0, donde (γi, sgn(nj)αj) > 0. Portanto, γi+1 := γi − sgn(nj)αj ∈ Π,
(veja [19], Lema 9.4). Ale´m disso, claramente, d(γi+1, µ) = d(γi, µ)− 1, completando o passo
de induc¸a˜o.
Observac¸a˜o 2.1.1. Considere a decomposic¸a˜o Π = ΠK ∪Π1∪· · ·∪Πs e seja gCi =
⊕
α∈Πi g
C
α.
Enta˜o como
gC = kC ⊕mC = kC ⊕ ∑
α∈ΠM
gCα
segue que
gC = kC ⊕ gC1 · · · ⊕ gCs .
Definiremos agora as t-ra´ızes e mostraremos a sua ligac¸a˜o com a decomposic¸a˜o de Π
descrita acima. Seja Z(kC), o centro da suba´lgebra kC. Considere a seguinte suba´lgebra de h,
t = Z(kC) ∩ h.
Lema 2.1.2. ([6]) O conjunto Z(kC) ∩ h e´ igual a {X ∈ h : α(X) = 0 ∀α ∈ ΠK}.
Demonstrac¸a˜o. De fato,
Z(kC) ∩ h =
X ∈ kC, [X, Y ] = 0 ∀Y ∈ kC = hC ⊕ ∑
α∈ΠK
CXα
 ∩ h
=
{
X ∈ kC,
[
X, hC
]
= 0 e [X,Xα] = 0,∀α ∈ ΠK
}
∩ h.
Mas esse conjunto e´ igual a
{
X ∈ hC, α(X)Xα = 0,∀α ∈ ΠK
}
∩ h = {X ∈ h;α(X) = 0,∀α ∈ ΠK} .
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Sejam h∗ e t∗ os espac¸os duais de h e t, respectivamente. Consideremos a restric¸a˜o
k : h∗ → t∗ definida por:
k(α) = α|t para todo α ∈ h∗.
Definimos Πt ≡ k(Π) = k(ΠM). Note que k(ΠK) = 0, pelo Lema anterior. Assim temos a
seguinte definic¸a˜o.
Definic¸a˜o 2.1.3. Os elementos de Πt = k(ΠM) sa˜o chamados de t-ra´ızes.
Em geral Πt na˜o e´ um sistema de ra´ızes no sentido cla´ssico, ver [19]. Por exemplo, no
caso em que F = SO (2n+ 1) / (U (n1)× · · · × U (ns)), Πt na˜o e´ um sistema de ra´ızes, como
sera´ visto no cap´ıtulo 4. Onde mostramos que para as variedades bandeira do tipo Al, Πt e´
um sistema de ra´ızes do tipo As, s ≤ l. E para variedades bandeira do tipo Cl e Dl, Πt e´ um
sistema de ra´ızes do tipo Cs, s ≤ l.
O pro´ximo resultado mostra uma propriedade da relac¸a˜o de equivaleˆncia ∼ definida em
Π.
Proposic¸a˜o 2.1.4. ([8]) Consideramos a seguinte relac¸a˜o de equivaleˆncia ∼ definida em Π,
conforme equac¸a˜o (2.1). Para α, β ∈ Π temos
α ∼ β ⇐⇒ α|t = β|t.
Demonstrac¸a˜o. De fato, usando o Lema 2.1.2 temos α|t = β|t ⇐⇒ (α − β)|t = 0, o que e´
equivalente a (α− β) ∈ ΠK , isto e´, α− β = ∑niαi, αi ∈ ΠK , ni ∈ Z⇐⇒ α ∼ β
Observac¸a˜o 2.1.2. Considere a decomposic¸a˜o Π = ΠK ∪ Π1 ∪ · · · ∪ Πs. Dada uma t-
ra´ız α¯ = k(α), a proposic¸a˜o anterior garante que a imagem inversa k−1(α¯) e´ a classe de
equivaleˆncia Πi que conte´m α ∈ ΠM , para algum 1 ≤ i ≤ s.
2.2 Decomposic¸a˜o do espac¸o tangente
Nesta sec¸a˜o, seguindo [3], apresentamos uma maneira de decompor o espac¸o tangente ToF
em k-mo´dulos irredut´ıveis e inequivalentes usando t-ra´ızes.
Lema 2.2.1. ([8]) Se lC ⊂ gC1 ⊕ · · · ⊕ gCs e´ um subespac¸o ad(hC)-invariante. Enta˜o lC e´ da
forma
∑
α′∈Π′ CXα′ onde Π′ e´ um subconjunto de ΠM .
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Demonstrac¸a˜o. Seja X ∈ lC, enta˜o
X = r1Xα1 + · · ·+ rpXαp ∈ lC
para certos escalares ri e autovetores Xαi ∈ gCi , com i = 1, . . . , p.
Como a forma de Cartan Killing de g e´ na˜o degenerada, dados α, β ∈ Π existe H ∈ hC
tal que β(H) = 0 e α(H) = 1. Assim, para α1 e αp existe Hp ∈ hC satisfazendo αp(Hp) = 0
e α1(Hp) = 1. Computando ad(Hp)(X) = X
′, vemos que
X ′ = r1Xα1 + r2α2(Hp)Xα2 + · · ·+ rp−1αp−1(Hp)Xαp−1 ∈ lC.
Continuando esse processo obtemos que rα1Xα1 ∈ lC enta˜o CXα1 ⊂ lC. Analogamente,
prova-se que CXαi ⊂ lC para i = 2, . . . , p.
Teorema 2.2.2. ([3],[8]) Existe uma bijec¸a˜o entre t-ra´ızes e submo´dulos irredut´ıveis mCξ do
kC-mo´dulo mC, dada por
Πt 3 ξ ←→ mCξ =
⊕
k(α)=ξ
gCα
Ale´m disso esses submo´dulos sa˜o inequivalentes como kC-mo´dulos.
Demonstrac¸a˜o. Considere a decomposic¸a˜o Π = ΠK ∪ Π1 ∪ · · · ∪ Πs. Mostraremos que os
subespac¸os gCi =
⊕
α∈Πi g
C
α (i = 1, 2, . . . , s) sa˜o k
C-submo´dulos invariantes e inequivalentes
dois a dois.
Para a invariaˆncia, e´ suficiente mostrar que
[
kC, gCi
]
⊂ gCi ou equivalentemente
(ΠK + Πi) ∩ Π ⊂ Πi, i ≥ 1.
Para este fim, tome φ ∈ ΠK , α ∈ Πi e considere φ+ α = γ ∈ Π. Enta˜o γ − α = φ ∈ ΠK ,
logo γ ∼ α, isto e´, γ ∈ Πi.
Quanto a` irredutibilidade, seja lC um kC-mo´dulo com lC ⊂ gCi , onde a classe correspondente
Πi e´ dada por Πi =
{
µi1 , . . . , µini
}
, i ≥ 1. Como hC ⊂ kC segue que lC e´ um hC-mo´dulo,
enta˜o pelo Lema 2.2.1 temos
lC =
⊕
µi∈Π′i
CXµi onde Π′i ⊂ Πi.
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Tome agora µt ∈ Πi e µi ∈ Π′i ⊂ Πi pelo Lema 2.1.1, Πi e´ ΠK-ligado, isto e´, existe um
subconjunto {µi = δ0, δ1, . . . , δk = µt} de Π tal que δj+1 − δj ∈ ΠK , para 0 ≤ j ≤ k − 1.
Assim δ1 − δ0 = δ1 − µi ∈ ΠK , enta˜o Xδ1−µi ∈ kC e [Xδ1−µi , Xµi ] = Xδ1 ∈ lC. Continuando
com esse processo, conclu´ımos que Xδk ∈ lC, isto e´, Xµt ∈ lC, logo lC = gCi .
Finalmente, vemos que os kC-mo´dulos gCi sa˜o inequivalentes dois a dois. De fato, se g
C
i e
gCj , com i 6= j, fossem equivalentes como kC-mo´dulos, em particular eles seriam equivalentes
como hC-mo´dulos. Isto significa que existiria um isomorfismo T : gCi → gCj tal que
T (ad(H)X) = ad(H)(TX)
para todo H ∈ hC e todo X ∈ gCi . Em particular, para um autovetor Xα ∈ gCi associado a
raiz α ∈ Πi obter´ıamos
α(H)TXα = ad(H)(TXα).
Isto significaria que o vetor TXα ∈ gCj e´ um autovetor associado a ra´ız α ∈ Πi. Mas isso e´
um absudo porque as ra´ızes de Πi e Πj sa˜o distintas.
Assim, uma decomposic¸a˜o do kC-mo´dulo mC (= ToF) em submo´dulos irredut´ıveis, e´ dada
por
mC =
∑
ξ∈Πt
mξ.
Para o realificado m =
(
mC
)τ
, uma decomposic¸a˜o do k-mo´dulo real m em submo´dulos
irredut´ıveis e´ dada por
m =
∑
ξ∈Π+t
(mξ + m−ξ)
τ
onde τ denota uma conjugac¸a˜o complexa de gC, nτ denota o conjunto de pontos fixos de τ
em um subespac¸o vetorial n ⊂ gC e Π+t = k(Π+M).
Exemplo 2.2.3. Considere a variedade bandeira F = SU(7)
S(U(3)×U(2)×U(2)) . Uma suba´lgebra de
Cartan para a a´lgebra de Lie su(7)C = sl(7,C) e´ dada pelo conjunto das matrizes da forma
hC =
{
diag (ε1, ε2, . . . , ε7) , εi ∈ C,
7∑
i=1
εi = 0
}
.
O sistema de ra´ızes do par
(
sl(n,C), hC
)
e´ formado pelos funcionais diag (ε1, ε2, . . . , ε7) 7→
εi − εj, os quais sera˜o denotados por εi − εj. Assim
Π = {± (εi − εj) , 1 ≤ i < j ≤ 7} .
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A escolha canoˆnica de ra´ızes positivas e´ dada por
Π+ = {εi − εj, 1 ≤ i < j ≤ 7} .
Ale´m do mais, kC = s (u(3)× u(2)× u(2))C e o sistema de ra´ızes associado ao par
(
kC, hC
)
e´
dado por
ΠK = {± (ε1 − ε2) ,± (ε2 − ε3) ,± (ε1 − ε3) ,± (ε4 − ε5) ,± (ε6 − ε7)} .
Enta˜o usando a observac¸a˜o 2.1.2, obtemos que a suba´lgebra t e´ da forma
t =
{
diag
(
ε1, ε1, ε1, ε2, ε2, ε3, ε3
)
∈ h
}
.
Para distinguir ra´ızes e t-ra´ızes, usaremos a letra δ para denotar as t-ra´ızes. Por e-
xemplo, a restric¸a˜o do funcional ε1 − ε4 a suba´lgebra t sera´ denotado por δ1 − δ2, pois
(ε1−ε4) : diag (ε1, ε1, ε1, ε2, ε2, ε3, ε3) 7→ ε1−ε2. Assim restringindo as ra´ızes de ΠM = Π−ΠK
a suba´lgebra t, obtemos
Πt = {± (δ1 − δ2) ,± (δ2 − δ3) ,± (δ1 − δ3)} .
Portanto, a decomposic¸a˜o do espac¸o tangente ToF em k-submo´dulos irredut´ıveis e inequiva-
lentes e´ dada por
ToF = m = m12 ⊕m23 ⊕m13
onde
mij =
∑
α∈Π+M ,k(α)=δi−δj
{RiAα + RSα} , 1 ≤ i < j ≤ 3.
CAPI´TULO 3
TENSORES INVARIANTES EM
VARIEDADES BANDEIRAS
Neste cap´ıtulo daremos a caracterizac¸a˜o dos tensores invariantes sobre variedades ban-
deira usados nesse trabalho.
3.1 Me´tricas Invariantes
Uma me´trica ds2 sobre uma variedade bandeira F = G/K e´ dita G-invariante (ou sim-
plesmente invariante) se para todo x ∈ F, tivermos:
ds2(dgxX, dgxY ) = ds
2(X, Y )
onde X, Y ∈ ToF e g ∈ G.
E´ bem sabido que uma me´trica invariante sobre uma variedade bandeira F e´ com-
pletamente determinada por seu valor na origem, isto e´, por um produto interno g (·, ·) em
m = ToF que e´ invariante sob a ac¸a˜o adjunta de k, ver por exemplo ([21] ou [28]).
Consideremos a base {Xα;α ∈ ΠM} de mC, usaremos a mesma notac¸a˜o para a extensa˜o
de g (·, ·) a mC, e denotaremos o escalar g (Xα, Xβ) por gα,β. Assim, dados X = ∑α∈ΠM aαXα
e Y =
∑
α∈ΠM bαXα em m
C, temos g (X, Y ) =
∑
α,β∈ΠM aαbβgα,β.
23
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Pela ad(kC)-invariaˆncia, g (·, ·) satisfaz
g ([K,X] , Y ) + g (X, [K,Y ]) = 0
para todo X, Y ∈ mC e K ∈ kC. Tomando K = H ∈ hC ⊂ kC, X = Xα e Y = Xβ, na
igualdade acima, obtemos que gα,β = 0 se α + β 6= 0. Ale´m disso, gα = g (Xα, X−α) =
g (X−α, Xα) = g−α e 0 < g (Xα +X−α, Xα +X−α) = 2gα portanto, g−α = gα > 0, α ∈ ΠM .
Agora considere a decomposic¸a˜o
mC = mC1 ⊕ · · · ⊕mC2s
em kC-mo´dulos irredut´ıveis e inequivalentes correspondente a`s t-ra´ızes ±δ1, . . . ,±δs. Seja
Λ: mC → mC uma aplicac¸a˜o linear tal que g (X, Y ) = − (ΛX, Y ), para todo X, Y ∈ mC.
Enta˜o Λ e´ sime´trica em relac¸a˜o a` forma de Cartan-Killing. A ad(kC)-invariaˆncia de g (·, ·) e´
equivalente a Λ comutar com ad(X) para todo X ∈ kC. Enta˜o pelo Lema de Schur,
Λ = λδ1Id|mC1 + · · ·+ λδsId|mCs .
Consequentemente, se α, β ∈ ΠM sa˜o tais que α|t = β|t = δ ∈ Πt, enta˜o gα = gβ = λδ e como
gα = g−α > 0 segue que λδ = λ−δ > 0, onde k(α) = δ ∈ Πt. Portanto:
Proposic¸a˜o 3.1.1. ([3],[26]) Qualquer produto interno real ad(k)-invariante sobre m e´ da
forma
g (·, ·) = −λδ1 (·, ·) |m1×m1 − · · · − λδs (·, ·) |ms×ms (3.1)
onde δi ∈ Π+t , λδi > 0 para i = 1, . . . , s e (·, ·) denota a forma de Cartan-Killing de g.
Assim temos que uma me´trica Riemanniana em uma variedade bandeira F depende exa-
tamente de |Π+t | paraˆmetros.
Se F = G/K e g e´ uma a´lgebra de Lie cla´ssica, e´ conveniente representar Λ por uma
matriz (λij) de modo que o produto ΛX seja dado pelo produto de Hadamard, isto e´, se
X = (xij) enta˜o ΛX = (λij) (xij) = (λijxij), para todo X ∈ m.
A simetria de Λ em relac¸a˜o a` forma de Cartan-Killing implica em λij = λji. Escreveremos
simplesmente Λ = (λij) para denotar a me´trica ds
2 sobre a variedade bandeira. Continuare-
mos denotando por Λ a sua extensa˜o a mC.
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Exemplo 3.1.2. Usando o Exemplo 2.2.3, vemos que qualquer me´trica invariante sobre
F = SU(7)/S(U(3)× U(2)× U(2)) e´ da forma
Λ =

0 0 0 λ12 λ12 λ13 λ13
0 0 0 λ12 λ12 λ13 λ13
0 0 0 λ12 λ12 λ13 λ13
λ12 λ12 λ12 0 0 λ23 λ23
λ12 λ12 λ12 0 0 λ23 λ23
λ13 λ13 λ13 λ23 λ23 0 0
λ13 λ13 λ13 λ23 λ23 0 0

onde λij = λδij , 1 ≤ i < j ≤ 3.
3.2 Estruturas quase Complexas
Vamos caracterizar as estruturas quase complexas invariantes (abreviadamente eqci) sobre
variedades bandeira F. Em particular, vamos caracterizar as estruturas complexas invariantes
sobre F.
Uma estrutura quase complexa J∗ sobre F e´ um campo de tensores do tipo (1, 1) que
associa a cada x ∈ F a um endomorfismo linear Jx : TxF → TxF que satisfaz J2x = −Id. A
estrutura quase complexa J∗ sobre F = G/K e´ invariante (G- invariante) se
dgx ◦ Jx = Jgx ◦ dgx
para todo g ∈ G.
Uma eqci e´ completamente determinada por um endormorfismo linear J : m −→m, satis-
fazendo J2 = −Id que comuta com a ac¸a˜o adjunta de K sobre g, isto e´,
Ad(k)J = JAd(k) para todo k ∈ K
o que e´ equivalente a
ad(L)J = Jad(L) para todo L ∈ k
conforme [21] ou [35].
Denotamos tambe´m por J sua complexificac¸a˜o em mC. Como J2 = −Id seus autovalores
sa˜o i e −i, e os auto-espac¸os correspondentes sa˜o denotados por
T (1,0)o F =
{
X ∈ ToFC : JX = iX
}
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T (0,1)o F =
{
X ∈ ToFC : JX = −iX
}
.
Enta˜o
mC = ToFC = T (1,0)o F⊕ T (0,1)o F.
Os autovetores com autovalor +i sa˜o chamados do tipo (1,0), enquanto os autovetores asso-
ciados a −i sa˜o chamados do tipo (0,1).
Proposic¸a˜o 3.2.1. Sejam F uma variedade bandeira e Πt o conjunto de t-ra´ızes correspon-
dente. Enta˜o qualquer eqci J sobre F e´ dada por um conjunto de sinais {εδ, δ ∈ Πt} onde
εδ = ±1 satisfazendo εδ = −ε−δ para todo δ ∈ Πt. Em particular, J e´ determinada por
exatamente |Π+t | sinais.
Demonstrac¸a˜o. Considere a complexificac¸a˜o de J a mC. Pela invariaˆncia de J , temos
ad(H)JXα = Jad(H)Xα = α(H)JXα para todo H ∈ hC,
logo J(gCα) = g
C
α para todo α ∈ Π. Os autovalores de J sa˜o ±i e os autovetores em mC sa˜o
Xα, α ∈ Π. Portanto JXα = iεαXα, com εα = ±1.
Ale´m disso, temos
iAα = i (Xα −X−α) = −i (X−α −Xα) = −iA−α
e
Sα = (Xα +X−α) = S−α.
Observamos que X−α = 12 (i(iAα) + Sα), enta˜o
iε−α
1
2
(i(iAα) + Sα) = iε−αX−α = JX−α =
1
2
(iJ(iAα) + J(Sα)) .
Comparando os termos reais e imagina´rios do lado esquerdo da primeira igualdade e do
lado direito da terceira igualdade, obtemos
J(iAα) = ε−αSα e J(Sα) = −ε−α(iAα),
enta˜o
ε−αSα = J(iAα) = −J(iA−α) = −εαS−α
donde εα = −ε−α para todo α ∈ Π.
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Agora consideremos a decomposic¸a˜o
mC = mC1 ⊕mC2 ⊕ · · · ⊕mC2s
em kC-mo´dulos irredut´ıveis e inequivalentes correspondente as t-ra´ızes δ1,−δ1, . . . ,−δs, δs.
Como
mCj = m
C
δj
=
∑
α∈Π,k(α)=δj
CXα
segue que J(mCδj) = m
C
δj
, para todo δj ∈ Πt. Enta˜o, pelo Lema de Schur, temos
J = iε1Id|mC1 ⊕ · · · ⊕ iεsId|mCs
isto e´, se α, β ∈ Π sa˜o tais que k(α) = k(β) = δ ∈ Πt enta˜o εα = εβ = εδ.
Finalmente, dado δ ∈ Πt temos
εδ = εα = −ε−α = −ε−δ
onde α e´ qualquer ra´ız em Π tal que k(α) = δ.
De modo ana´logo ao caso das me´tricas invariantes, e´ conveniente representar J por uma
matriz (εij) tal que o produto JX e´ dado pelo produto de Hadamard. Aqui, εkj = ±i, se
k 6= j e εjj = 0. Tambe´m e´ comum, com um certo abuso de notac¸a˜o, denotar J simplesmente
por {εδ}, como por exemplo em [28].
Exemplo 3.2.2. Como vimos no exemplo 2.2.3, a variedade bandeira F = SU(7)
S(U(3)×U(2)×U(2))
tem exatamente treˆs t-ra´ızes positivas, portanto F admite no ma´ximo 23 = 8 estruturas quase
complexas. Qualquer estrutura quase complexa J pode ser respresentada por
J =

0 0 0 ε12 ε12 ε13 ε13
0 0 0 ε12 ε12 ε13 ε13
0 0 0 ε12 ε12 ε13 ε13
ε12 ε12 ε12 0 0 ε23 ε23
ε12 ε12 ε12 0 0 ε23 ε23
ε13 ε13 ε13 ε23 ε23 0 0
ε13 ε13 ε13 ε23 ε23 0 0

onde −εkj = εjk = ±i se 1 ≤ k 6= j ≤ 3.
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Uma estrutura quase complexa invariante J e´ uma estrutura complexa invariante ou uma
estrutura quase complexa integra´vel invariante se J e´ livre de torsa˜o [21], isto e´,
[JX, JY ] = [X, Y ] + J [X, JY ] + J [JX, Y ] para todo X, Y ∈ m.
Isto e´ equivalente ao tensor de Nijenhuis (invariante) ser nulo. Este tensor e´ definido por
−1
2
N(X, Y ) = − [JX, JY ] + [X, Y ] + J [X, JY ] + J [JX, Y ] para todo X, Y ∈ m.
Como F = GC/KC e´ um espac¸o homogeˆneo de um grupo de Lie complexo, F tem uma
estrutura natural de variedade complexa. Fixada uma ordem em Πt, a estrutura quase
complexa integra´vel associada Jc e´ dada por εδ = +1 se δ < 0.
Consideremos o espac¸o t junto com os hiperplanos
{x ∈ t : δ(x) = 0} δ ∈ Πt.
O complementar da unia˜o desses hiperplanos e´ aberto e denso em t. Suas componentes
conexas em t sa˜o chamadas t-caˆmaras, [3].
Um subconjunto {δ1, . . . , δn} de Πt e´ uma base de Πt se toda t-ra´ız pode ser escrita
como uma combinac¸a˜o linear desses elementos com todos os coeficientes do mesmo sinal
(≥ 0 ou ≤ 0). Fixada uma base ΣK de ΠK , seja Σ uma base de Π tal que ΣK ⊂ Σ, definimos
ΣM := Σ \ ΣK . O pro´ximo resultado relaciona estruturas complexas invariantes com t-
caˆmaras.
Proposic¸a˜o 3.2.3. ([3] ou [8]) Existe uma bijec¸a˜o entre:
(1) Bases Σ = ΣK ∪ ΣM de Π as quais conte´m uma base fixada ΣK do sistema de ra´ızes
ΠK.
(2) Bases de Πt.
(3) t-caˆmaras.
(4) Ordens parciais em ΠM (ou escolhas de ra´ızes positivas em ΠM).
(5) Estruturas complexas invariantes sobre F.
(6) Elementos ω do grupo de Weyl de Π com ωΣK ⊂ Σ.
Para mais detalhes sobre estruturas complexas invariante sobre variedades bandeira F,
citamos [3] e [8].
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3.3 A forma de Ka¨hler
Em [28], San Martin e Negreiros classificaram as estruturas quase Hermitianas sobre
variedades bandeira maximal. Em particular, eles mostraram que uma estrutura quase Her-
mitiana (J,Λ) sobre uma variedade bandeira maximal e´ quase Ka¨hler se e somente se e´
Ka¨hler. Silva mostrou, em sua tese de doutorado, que a classe das estruturas quase Ka¨hler
coincide com a classe das estruturas Ka¨hler tambe´m em variedades bandeira generalizadas,
ver [31] ou [35].
Nesta sec¸a˜o, mostramos um crite´rio em termos de t-ra´ızes para uma variedade bandeira
quase Hermitiana ser (1, 2)-simple´tica. A vantagem de usar t-ra´ızes e´ que se F e´ uma variedade
bandeira generalizada, enta˜o o nu´mero de t-ra´ızes e´ significamente menor que o nu´mero de
ra´ızes complementares. Isso facilita a ana´lise de classificac¸a˜o de estruturas quase Hermitianas.
Seja F uma variedade bandeira munida de uma me´trica invariante g e uma estrutura
quase complexa J . Computando g(JX, JY ) na base de Weyl escolhida, e´ fa´cil ver que g e´
quase Hermitiana com respeito a J , isto e´, g(JX, JY ) = g(X, Y ).
Denotaremos por Ω = ΩJ,Λ a forma de Ka¨hler correspondente:
Ω (X, Y ) = g (X, JY ) = − (ΛX, JY ) , X, Y ∈ m. (3.2)
Como e´ comum, continuaremos denotando por Ω, sua extensa˜o natural a uma 2-forma in-
variante em mC. Calculando o valor de Ω na base de Weyl {Xα, α ∈ ΠM}, temos
Ω(Xα, Xβ) = − (ΛXα, JXβ) = −iλα¯εβ¯ (Xα, Xβ) =

−iεα¯λα¯ se β = −α
0 caso contra´rio
onde α¯ = k(α), β¯ = k(β) sa˜o as t-ra´ızes correspondentes a α e β respectivamente.
Portanto, considerando a decomposic¸a˜o
mC = mC1 ⊕ · · · ⊕mC2s
em submo´dulos ad(k)-invariantes irredut´ıveis e inequivalentes, conclu´ımos que Ω e´ uma 2-
forma dada por
Ω (·, ·) = ∑
α∈ΠM
iεαλα (·, ·) |gCα×gC−α =
∑
δ∈Πt
∑
α∈ΠM
α¯=δ
iεδλδ (·, ·) |gCα×gC−α =
∑
δ∈Π+t
iεδλδ (·, ·) |mC
δ
×mC−δ .
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Pela invariaˆncia de Ω a diferencial exterior dΩ e´ dada por
3dΩ(X, Y, Z) = −Ω([X, Y ], Z) + Ω([X,Z], Y )− Ω([Y, Z], X)
para todos campos de vetores X, Y, Z ∈ m em F, veja [21]. O pro´ximo resultado foi obtido
em [35].
Proposic¸a˜o 3.3.1. Sejam α, β, γ ∈ ΠM enta˜o dΩ(Xα, Xβ, Xγ) e´ nulo, exceto quando α +
β + γ = 0. Neste caso
dΩ(Xα, Xβ, Xγ) = −3iNα,β (εαλα + εβλβ + εγλγ) .
Podemos obter um resultado ana´logo a` proposic¸a˜o anterior usando t-ra´ızes. Para isto
precisamos do seguinte resultado.
Lema 3.3.2. ([4], Lema 4) Sejam ξ, η, ζ t-ra´ızes tais que ξ+η+ ζ = 0. Enta˜o existem ra´ızes
α, β, γ ∈ ΠM com k(α) = ξ, k(β) = η, k(γ) = ζ, e tais que α + β + γ = 0.
Se δ, ζ, η ∈ Πt sa˜o tais que δ + ζ + η = 0 diremos que a tripla (δ, ζ, η) e´ uma tripla soma
zero de t-ra´ızes.
Proposic¸a˜o 3.3.3. Sejam δ, ζ, η ∈ Πt enta˜o dΩ(mCδ ,mCζ ,mCη ) = {0}, exceto quando δ+ζ+η =
0. Neste caso
dΩ(X, Y, Z) = −3iN (εδλδ + εζλζ + εηλη) .
onde N ∈ Q\{0} e X, Y, Z pertencem a mCδ ,mCζ e mCη , respectivamente.
Demonstrac¸a˜o. Se α, β, γ ∈ ΠM sa˜o tais que α + β + γ = 0 enta˜o δ + ζ + η = 0, quando
k(α) = δ, k(β) = ζ e k(γ) = η.
Reciprocamente, se δ, ζ, η ∈ Πt sa˜o tais que δ+ ζ + η = 0 enta˜o, pelo Lema 3.3.2, existem
α, β, γ ∈ ΠM com k(α) = δ, k(β) = ζ, k(γ) = η, e tais que α + β + γ = 0.
Assim pela Proposic¸a˜o 3.3.1 e pela caracterizac¸a˜o de me´tricas invariantes e estruturas
quase complexas invariantes temos
dΩ(Xα, Xβ, Xγ) = −3iNα,β (εαλα + εβλβ + εγλγ) = −3iNα,β (εδλδ + εζλζ + εηλη) .
Observe ainda que se α′, β′, γ′ ∈ ΠM sa˜o tais que k(α′) = δ, k(β′) = ζ, k(γ′) = η e α′+β′+γ′ =
0 enta˜o
dΩ(Xα′ , Xβ′ , Xγ′) = −3iNα′,β′ (εδλδ + εζλζ + εηλη) .
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Uma variedade quase Hermitiana (M,Λ, {εδ}) e´ dita ser (1,2)-simple´tica (ou quasi Ka¨hler)
se
dΩ (X, Y, Z) = 0
quando um dos vetores X, Y, Z e´ do tipo (1, 0) e os outros dois sa˜o do tipo (0, 1).
A Proposic¸a˜o 3.3.3 fornece um crite´rio, em termos de triplas soma zero de t-ra´ızes, para
uma estrutura (Λ, J) sobre F ser (1, 2)-simple´tica.
Definic¸a˜o 3.3.4. Seja J = {εδ, δ ∈ Πt} uma eqci sobre F. Uma tripla soma zero de t-ra´ızes
(δ, ζ, η) e´ dita ser uma {0, 3}-tripla de t-ra´ızes se εδ = εζ = εη e uma {1, 2}-tripla de t-ra´ızes
caso contra´rio.
Observac¸a˜o 3.3.1. Originalmente o conceito de (0, 3)-triplas e (1, 2)-triplas foi discutido no
caso de triplas de ra´ızes, veja [28]. Entretanto pela Proposic¸a˜o 3.2.1 segue-se que uma tripla
soma zero de ra´ızes (α, β, γ) e´ uma (0,3)-tripla (resp. (1,2)-tripla) de ra´ızes se e somente se
(k(α), k(β), k(γ)) e´ uma (0,3)-tripla (resp. (1,2)-tripla) de t-ra´ızes.
Neste contexto e´ natural conjecturar que toda t-ra´ız e´ membro de uma tripla soma zero
de t-ra´ızes. Esta conjectura sera´ confirmada no cap´ıtulo 5.
Proposic¸a˜o 3.3.5. A estrutura quase Hermitiana invariante (J = {εδ} ,Λ = {λδ}), δ ∈ Πt,
e´ (1, 2)-simple´tica se e somente se
εδλδ + εζλζ + εηλη = 0
para toda {1, 2}-tripla de t-ra´ızes (δ, ζ, η).
Demonstrac¸a˜o. Segue imediatamente da Proposic¸a˜o 3.3.3.
Uma me´trica invariante Λ e´ (1,2)-simple´tica com respeito a J se o par (Λ, J) e´ (1,2)-
simple´tico. Uma eqci J e´ (1,2)-admiss´ıvel se existe Λ tal que o par (Λ, J) e´ (1,2)-simple´tico.
Uma variedade quase Hermitiana e´ dita ser quase Ka¨hler se Ω e´ simple´tica, isto e´, dΩ = 0.
Quando dΩ = 0 e J e´ integra´vel dizemos que a variedade e´ Ka¨hler, [21].
Consideremos o tensor de Nijenhuis (invariante) sobre F, dado por:
−1
2
N(X, Y ) = − [JX, JY ] + [X, Y ] + J [X, JY ] + J [JX, Y ] , X, Y ∈ mC.
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Seja J = {εδ, δ ∈ Πt} uma eqci sobre F. O tensor de Nijenhuis calculado na base {Xα, α ∈ ΠM}
de mC e´ dado por
−1
2
N(Xα, Xβ) = − [JXα, JXβ] + [Xα, Xβ] + J [Xα, JXβ] + J [JXα, Xβ]
= Nα,βεk(α)εk(β)Xα+β +Nα,βXα+β
−Nα,βεk(β)εk(α)+k(β)Xα+β −Nα,βεk(α)εk(α)+k(β)Xα+β
= Nα,β
(
εk(α) + εk(β)
) (
εk(β) − εk(α)+k(β)
)
Xα+β (3.3)
onde k(α), k(β) ∈ Πt.
Proposic¸a˜o 3.3.6. ([28], [35]) Uma estrutura quase Hermitiana sobre F e´ quase Ka¨hler se
e somente se e´ Ka¨hler.
Demonstrac¸a˜o. Notamos que um par (Λ, J) quase Ka¨hler na˜o pode admitir {0, 3}-triplas de
t-ra´ızes. Pois, se admitisse uma {0, 3}-tripla (δ, ζ, η) em Πt, como dΩ = 0, pela Proposic¸a˜o
3.3.3 ter´ıamos a igualdade
λδ + λζ + λη = 0
o que e´ imposs´ıvel, ja´ que λδ, λζ , λη > 0. Assim a eqci J admite apenas {1, 2}-triplas e nesse
caso, por (3.3), e´ fa´cil ver que o tensor de Nijenhuis e´ nulo, logo J e´ integra´vel. Portanto o
par (Λ, J) e´ Ka¨hler. A rec´ıproca e´ imediata.
Agora observamos que pela Proposic¸a˜o 3.2.3 as ecqi sobre F esta˜o em bijec¸a˜o com bases
de Πt e portanto em bijec¸a˜o com as escolhas de t-ra´ızes positivas. A correspondeˆncia e´ dada
explicitamente por
δ ∈ Π+t ←→ εδ = +1.
Assim, pelas Proposic¸o˜es 3.3.3 e 3.3.6 obtemos um crite´rio para uma me´trica ser Ka¨hler.
Proposic¸a˜o 3.3.7. ([4],[6]) Dada uma estrutura complexa invariante J sobre F, uma me´trica
invariante Λ e´ Ka¨hler (com respeito a J) se e somente se satisfaz
λδ+η = λδ + λη para todo δ, η ∈ Π+t .
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3.4 Uma condic¸a˜o necessa´ria para estruturas serem
(1, 2)-simple´ticas
A Proposic¸a˜o 3.3.5 fornece um crite´rio para estruturas (1, 2)-simple´ticas invariantes. Essas
estruturas esta˜o intimamente relacionadas com aplicac¸o˜es harmoˆnicas sobre variedades ban-
deira. No caso das variedades bandeira maximal, Cohen, Negreiros e San Martin mostraram
em [29] um crite´rio para estruturas (1,2)-simple´ticas invariante baseado em subsistemas de
ra´ızes de posto 3.
Nesta sec¸a˜o mostramos que um dos resultados em [29] pode ser estendido a`s variedades
bandeiras generalizadas via o uso de t-ra´ızes.
Sejam G/T uma variedade bandeira maximal e Π o sistema de ra´ızes correspondente a
G. Dado um conjunto de quatro ra´ızes q = {α, β, γ, δ} com α + β + γ + δ = 0 dizemos que
uma tripla de ra´ızes {(u+v), w1, w2} e´ extra´ıda de q por u e v se {u, v, w1, w2} = {α, β, γ, δ}.
E´ claro que qualquer tal tripa satisfaz (u+ v) + w1 + w2 = 0.
Definic¸a˜o 3.4.1. ([29]) Seja J = {εα} uma eqci sobre uma variedade bandeira maximal
G/T . Dizemos que J e´ livre de cone se a seguinte condic¸a˜o e´ satisfeita:
Se q = {α, β, γ, δ} e´ uma qua´drupla de ra´ızes que na˜o conte´m pares de ra´ızes opostas e
α + β + γ + δ = 0 enta˜o o nu´mero de {0, 3}-triplas extra´ıdas de q e´ diferente de 1.
Uma justificativa para o termo cone na definic¸a˜o acima e´ dada em [29]. Conforme ob-
servado em [29], na definic¸a˜o anterior, a hipo´tese de q na˜o possuir pares de ra´ızes opostas
foi inclu´ıda apenas para enfatizar esse fato, sendo essa hipo´tese redundante. De fato, se
por exemplo, α = −β enta˜o δ = −γ, e as poss´ıveis triplas extra´ıdas da quadrupla sa˜o
(β + γ,−β,−γ), (β − γ,−β, γ), (−β + γ, β,−γ) e (−β − γ, β, γ). E´ fa´cil ver que nesse
conjunto as {0, 3}-triplas aparecem em pares, independentemente de J .
Teorema 3.4.2. ([29]) Seja G/T uma variedade bandeira maximal. Uma condic¸a˜o necessa´ria
para o par (J,Λ) em G/T ser (1, 2)-simple´tico e´ que J seja livre de cone no sentido da
definic¸a˜o anterior.
Estamos interessados em estender este resultado para variedades bandeira generalizadas.
Para tanto faremos definic¸o˜es ana´logas a`s anteriores com t-ra´ızes no lugar de ra´ızes.
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Dada uma qua´drupla de t-ra´ızes q = {δ, ζ, η, τ} com δ + ζ + η + τ = 0 dizemos que uma
tripla {(u+ v), w1, w2} e´ extra´ıda de q por u e v se {u, v, w1, w2} = {δ, ζ, η, τ}. E´ claro que
qualquer tal tripla satisfaz (u + v) + w1 + w2 = 0. A seguir definiremos a condic¸a˜o livre de
t-cones em termos dessas triplas de t-ra´ızes.
Definic¸a˜o 3.4.3. Seja J = {εδ, δ ∈ Πt} uma eqci sobre uma variedade bandeira F. Dizemos
que J e´ livre de t-cone se a seguinte condic¸a˜o e´ satisfeita:
Se q = {δ, ζ, η, τ} e´ uma qua´drupla de t-ra´ızes que na˜o conte´m pares de t-ra´ızes opostas e
δ + ζ + η + τ = 0 enta˜o o nu´mero de {0, 3}-triplas extra´ıdas de q e´ diferente de 1.
E´ claro que as definic¸o˜es 3.4.1 e 3.4.3 coincidem quando F e´ uma variedades bandeira
maximal, pois neste caso Πt = Π.
Seja Πt um conjunto de t-ra´ızes. Consideremos o espac¸o vetorial E (sobre R) gerado por
Πt, chamamos l = dimE o posto de Πt. Se Πt = Π e´ um sistema de ra´ızes, exceto quando
o sistema de ra´ızes e´ G2, a propriedade livre de cone e´ uma condic¸a˜o sobre subsistemas de
ra´ızes de posto 3. De fato, como na˜o existem ra´ızes opostas em {δ, ζ, η, τ} o subespac¸o V
gerado por essas ra´ızes tem dimensa˜o dois ou treˆs. Agora os u´nicos sistemas de ra´ızes de
posto dois sa˜o A1 ⊕ A1, A2, B2 e G2. Dos quais, apenas em G2 existem tais qua´druplas.
Portanto, a intersec¸a˜o Π ∩ V e´ um subsistema de ra´ızes de posto 3 quando na˜o estamos no
caso de G2. Uma discussa˜o sobre a ocorreˆncia da propriedade livre de cone no caso G2 e´
apresentada em [29].
Observamos que no caso das variedades bandeira generalizadas quando Πt na˜o e´ um
sistema de ra´ızes a propriedade livre de t-cone na˜o e´ necessariamente uma condic¸a˜o sobre
um subconjunto de t-ra´ızes de posto 3. Por exemplo, se F = SO(2n+1)
U(r)×U(n−r) , r > 1, conforme
veremos no cap´ıtulo 5, Πt = {±δ1,±δ2,±(δ1 − δ2),±2δ1,±2δ2}. Nesse caso, e´ fa´cil ver que
(δ1, δ2, δ1 − δ2,−2δ1) e´ uma quadrupla soma zero de t-ra´ızes de posto 2.
Lema 3.4.4. ([21]) Seja w uma k-forma diferencial invariante sobre uma variedade bandeira
G/K. Enta˜o
dw(X1, . . . , Xk+1) = (k + 1)
∑
i<j
(−1)i+jw([Xi, Xj], X1, . . . , X̂i, . . . , X̂j, . . . , Xk+1)
para X1, . . . , Xk+1 na a´lgebra de Lie g de G. Aqui X̂i significa que o vetor Xi foi omitido.
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Observamos que um resultado ana´logo ao anterior vale em espac¸os homogeˆneos arbitra´rios,
ver [21]. Usando a Proposic¸a˜o 3.3.1 e o lema anterior, pode-se computar d2Ω na base de Weyl
{Xα, α ∈ ΠM}. Mais precisamente, tem-se
Lema 3.4.5. ([29]) d2Ω e´ dada pela soma dos seguintes seis termos
d2Ω (Xα, Xβ, Xγ, Xρ) = +Nα,βNγ,ρ (εα+βλα+β + εγλγ + ερλρ)
−Nα,γNβ,ρ (εα+γλα+γ + εβλβ + ερλρ)
+Nα,ρNβ,γ (εα+ρλα+ρ + εβλβ + εγλγ) (3.4)
+Nβ,γNα,ρ (εβ+γλβ+γ + εαλα + ερλρ)
−Nβ,ρNα,γ (εβ+ρλβ+ρ + εαλα + εγλγ)
+Nγ,ρNα,β (εγ+ρλγ+ρ + εαλα + εβλβ) .
Esses termos se cancelam entre si, donde d2Ω = 0.
Denotaremos por dΩ(i,j) a (i, j) componente de dΩ, por exemplo, dΩ(2,1) e´ a soma de todos
os valores dΩ(X, Y, Z), onde os vetores X, Y, Z sa˜o tais que um deles e´ do tipo (0, 1) e os
outros dois e´ do tipo (1, 0).
Assim, e´ conveniente usarmos a seguinte notac¸a˜o dΩ{0,3} = dΩ(0,3) + dΩ(3,0) e dΩ{1,2} =
dΩ(1,2) + dΩ(2,1), enta˜o
dΩ = dΩ{0,3} + dΩ{1,2}
O pro´ximo resultado e´ uma consequeˆncia imediata da Proposic¸a˜o 3.3.3 e da caracterizac¸a˜o
de me´tricas invariantes e eqci por t-ra´ızes.
Lema 3.4.6. Suponha d(i,j)Ω (Xα, Xβ, Xγ) = 0 e sejam δ, ζ, η ∈ Πt tais que k(α) = δ,
k(β) = ζ e k(γ) = η enta˜o d(i,j)Ω
(
mCδ ,m
C
ζ ,m
C
η
)
= 0.
Agora obtemos uma condic¸a˜o necessa´ria para o par (J,Λ) ser (1, 2)-simple´tico sobre va-
riedades generalizadas.
Teorema 3.4.7. Uma condic¸a˜o necessa´ria para o par (J,Λ) ser (1, 2)-simple´tico e´ que J seja
livre de t-cone no sentido da definic¸a˜o 3.4.3.
Demonstrac¸a˜o. Seja q = {δ, ζ, η, τ} uma quadrupla de t-ra´ızes tal que δ + ζ + η + τ = 0.
Observamos que pelo Lema 3.3.2, existem ra´ızes α, β, γ, ρ ∈ ΠM tais que k(α) = δ, k(β) = ζ,
k(γ) = η, k(ρ) = τ e α + β + γ + ρ = 0.
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Como (J,Λ) e´ (1, 2)-simple´tico, pelo Lema 3.4.6 segue-se que dentre os seis termos em
(3.4) aqueles que correspondentes a {1, 2} triplas de ra´ızes sa˜o zero.
Assim, se fosse poss´ıvel extrair apenas uma {0, 3}-tripla (de t-ra´ızes) de q, pela Proposic¸a˜o
3.2.1 conclu´ımos que seria poss´ıvel extrair tambe´m apenas uma {0, 3}-tripla de ra´ızes da
quadrupla q′ = {α, β, γ, ρ}. Enta˜o, nesse caso, d2Ω seria diferente de zero, o que contradiz o
Lema 3.4.5.
Com relac¸a˜o a` rec´ıproca do Teorema anterior, no caso das variedades bandeira maximais
temos:
Teorema 3.4.8. ([29], Teoremas 6.4 e 7.1) Seja F = G/T uma variedade bandeira maximal
tal que as ra´ızes de G teˆm o mesmo comprimento. Se J = {εα} e´ livre de cone em F enta˜o
J e´ (1, 2)-admiss´ıvel.
E´ natural questionar se este resultado estende-se ao caso das variedades bandeira generali-
zadas. Uma maneira de fazer isso e´ tentar adaptar a demonstrac¸a˜o deste Teorema a`s t-ra´ızes,
mas a dificuldade nesse caso esta´ no fato de que o conjunto das t-ra´ızes na˜o e´ necessariamente
um sistema de ra´ızes no sentido cla´ssico. A rec´ıproca do Teorema 3.4.7 nos outros casos de
variedades bandeira maximal tambe´m foi analisada em [29].
3.5 O Tensor de Ricci
Sejam (Mn, g) uma variedade Riemanniana e ∇ a conexa˜o Riemanniana correspondente.
Consideremos o tensor curvatura R(X, Y )Z = ∇Y∇XZ −∇X∇YZ +∇[X,Y ]Z. O tensor de
Ricci, denotado por Ric(X, Y ), e´ definido como o trac¸o da aplicac¸a˜o Z 7−→ R(X,Z)Y .
Definic¸a˜o 3.5.1. Uma variedade Riemanniana (Mn, g) e´ Einstein, se o tensor de Ricci
satisfaz a equac¸a˜o:
Ric(X ,Y ) = cg(X ,Y )
onde X, Y sa˜o campos de vetores sobre M . Esta equac¸a˜o e´ chamada a equac¸a˜o de Einstein.
Se n ≥ 3 pode-se mostrar, pela primeira identidade de Biachi, que c e´ constante. Neste
caso c e´ chamada constante de Einstein.
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Os espac¸os homogeˆneos sa˜o especialmente importantes na geometria diferencial, pois neles
podemos computar, efetivamente, muitas quantidades geome´tricas, como por exemplo as
curvaturas seccional, de Ricci e escalar.
No caso das variedades bandeira, temos
Proposic¸a˜o 3.5.2. ([2],[6]) Seja F = G/K uma variedade bandeira. Para X, Y ∈ mC
considere os tensores RX e TXY em m
C definidos por
TXY =
1
2
([X, [Y, Z]k] + [Y, [X,Z]k]), Z ∈ mC;
−2g(RXY, Z) = g(X, [Y, Z]m) + g(Y, [X,Z]m) + g(Z, [X, Y ]m), Z ∈ mC.
Enta˜o o tensor de Ricci para uma me´trica invariante g e´ dado por
Ric(X, Y ) = trRXRY + trTXY X, Y ∈ mC. (3.5)
Computando a expressa˜o (3.5) na base de Weyl {Xα, α ∈ ΠM}, pode-se mostrar que
Proposic¸a˜o 3.5.3. ([6]) O tensor de Ricci para uma me´trica invariante Λ e´ dado por
Ric (Xα, Xβ) = 0, α, β ∈ ΠM , α + β /∈ ΠM ,
Ric(Xα, X−α) = (α, α) +
∑
φ∈ΠK
α+φ∈Π
N2α,φ +
1
4
∑
β∈ΠM
α+β∈ΠM
N2α,β
λα+βλβ
(
λ2α − (λα+β − λβ)2
)
(3.6)
Ja´ que gα,β = g (Xα, Xβ) = 0 se α + β /∈ ΠM , as equac¸o˜es de Einstein sa˜o dadas
por RicΛ (Xα, X−α) = cgα = cλα. Estas equac¸o˜es reduzem-se a sistema alge´brico. Como
Ric(κg) = Ric(g) (κ ∈ R) nesse sistema alge´brico, temos a liberdade de normalizar as
equac¸o˜es colocando c = 1 ou um dos λα = 1. Ale´m disso, ja´ sabemos que qualquer me´trica
invariante Λ depende exatamente de |Π+t | paraˆmetros.
Portanto o problema de encontrar me´tricas de Einstein invariantes sobre F reduz-se ao
problema de encontrar soluc¸o˜es (positivas) de um sistema alge´brico de
∣∣∣Π+t ∣∣∣ equac¸o˜es e ∣∣∣Π+t ∣∣∣
inco´gnitas.
No apeˆndice apresentamos outra maneira equivalente de obter-se as equac¸o˜es de Einstein
em variedades bandeira.
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3.6 A me´trica Ka¨hler-Einstein
Em [36], Wang e Ziller obtiveram exemplos de espac¸os homogeˆneos compactos e simples-
mente conexos que na˜o admitem nenhuma me´trica invariante Einstein. Nesse sentido, as
variedades bandeira sa˜o espac¸os homogeˆneos privilegiados pois, como veremos adiante, elas
admitem uma u´nica me´trica invariante Ka¨hler-Einstein, a menos de ac¸a˜o do grupo de Weyl
e homotetias.
Seja (M, g, J,Ω) uma variedade Ka¨hler. A forma de Ricci e´ a 2-forma ρ definida por
ρ(X, Y ) = Ric(JX, Y ).
Comparando com a forma de Ka¨hler Ω (veja (3.2)), podemos concluir que g sera´ Einstein se
e somente se
Ric(JX, Y ) = cg(JX, Y ), ∀X, Y ∈ mC, ou seja, ρ = cΩ.
Consideramos agora uma variedade bandeira F = G/K e fixamos uma estrutura complexa
invariante J (ou seja, uma escolha de ra´ızes positivas em ΠM , conforme a Proposic¸a˜o 3.2.3).
A forma Ricci na origem o = eK, avaliada na base {Xα, α ∈ ΠM} e´ dada por
ρo(Xα, X−α) = 2i〈δ, α〉,
onde δ = 1
2
∑
β∈Π+M β e 〈, 〉 e´ o produto interno em (h
C)∗ induzido pela forma Cartan-Killing
em gC, veja por exemplo [7] ou [32].
Teorema 3.6.1. (Borel-Hirzebruch, veja [7] ou [26]) Seja F uma variedade bandeira. Dada
uma estrutura complexa invariante J sobre F, existe uma u´nica me´trica Ka¨hler-Einstein
invariante ΛJ (a menos de escalar). Esta me´trica e´ dada por
ΛJ =
λα = c · 〈δ, α〉 : δ = 12
∑
β∈Π+M
β
 .
onde Π+M e´ a escolha de ra´ızes positivas em ΠM correspondente a J .
Temos ainda um resultado mais geral.
Teorema 3.6.2. (Y. Matsushima, veja [11] 8.95) Todo espac¸o homogeˆnea Ka¨hler, compacto
e simplesmente conexo admite (a menos de homotetia) uma u´nica me´trica invariante Ka¨hler-
Einstein.
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3.7 A me´trica normal
Seja F = G/K uma variedade bandeira. Consideremos a decomposic¸a˜o:
g = k⊕m
onde m = m1 ⊕ · · · ⊕ ms sendo cada mi um submo´dulo ad(k) -invariante e irredut´ıvel. A
me´trica normal sobre F, denotada por gB e´ a negativa da forma de Cartan-Killing de g, isto
e´,
gB (·, ·) = − (·, ·) |m1×m1 − · · · − (·, ·) |ms×ms
onde (·, ·) denota a forma de Cartan-Killing de g.
Observe que todo espac¸o homogeˆneo G/H com G compacto e semi-simples admite a
me´trica normal, pois o fato de G ser compacto garante que a forma de Cartan-Killing e´
negativa definida. Wang e Ziller, em [37], caracterizaram todos os espac¸os homogeˆneos sobre
os quais gB e´ Einstein, ou seja, quando a curvatura de Ricci e´ constante.
Teorema 3.7.1. ([37]) Seja G/H um espac¸o homogeˆneo, onde G e´ um grupo de Lie com-
pacto, conexo e semi-simples e H um subgrupo fechado. Se H e´ um toro em G, enta˜o gB e´
Einstein se e somente se o toro e´ maximal e todas as ra´ızes de G teˆm o mesmo comprimento
com respeito a` me´trica − (·, ·).
Portanto, se F = G/K e´ uma variedade bandeira maximal enta˜o a me´trica gB e´ Einstein
se e somente se G e´ SU(n), SO(2n), E6, E7 ou E8.
O me´todo adotado por Wang e Ziller em [37] e´ baseado em considerar o tensor de Ricci
como um endomorfismo sime´trico em mC e escrever Ric(gB) em termos do operador de
Casimir da representac¸a˜o isotro´pica de G/H. Assim o problema foi reduzido a um problema
de teoria de Lie.
Mais geralmente, conforme observado em [37], o tensor de Ricci para qualquer me´trica
invariante g tambe´m pode ser representado em termos do operador de Casimir da repre-
sentac¸a˜o isotro´pica. Entretanto, para uma me´trica invariante arbitra´ria g, o operador de
Casimir e consequentemente o tensor de Ricci podem na˜o serem positivos definidos.
CAPI´TULO 4
EQUAC¸O˜ES DE EINSTEIN EM
VA´RIAS CLASSES DE
VARIEDADES BANDEIRA
Neste cap´ıtulo computamos as equac¸o˜es alge´bricas de Einstein nas variedades bandeira
do tipo Bl, Cl e G2.
Na classe Bl obtivemos as equac¸o˜es de Einstein para o caso
FB{n1, . . . , ns+1} = SO(2n+ 1)
U(n1)× · · · × U(ns)× SO(2ns+1 + 1)
onde n =
∑
i ni, ns+1 ≥ 0 e ns+1 6= 1. Assim as equac¸o˜es no caso SO(2n+ 1)/(U(n1)× · · · ×
U(ns)) foram obtidas como caso particular de FB{n1, . . . , ns+1}.
Ja´ para a classe Cl, computamos o sistema alge´brico de Einstein nas seguintes famı´lias
de variedades bandeira
FC(n1, . . . , ns) =
Sp(n)
U (n1)× · · · × U (ns) ,
com n1 + · · ·+ ns = n e s ≤ n. Observamos que o me´todo de obter as equac¸o˜es de Einstein
no caso Sp(n)/(U(n1) × · · · × U(nk) × Sp(l)) (l > 1) e´ ana´logo a`quele que descrevemos na
sec¸a˜o 4.3.
Em ambos os casos acima usamos a Proposic¸a˜o 3.5.3.
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Para o sistema alge´brico obtido no caso maximal de G2, usamos a expressa˜o do tensor de
Ricci dada em [26]. As variedades bandeira generalizada do tipo G2 foram discutidas em [6].
O sistema de Einstein em outros caso excepcionais foi computado em [20]. Ja´ os casos Al
e Dl foram estudados em [2] e [6].
Os resultados deste cap´ıtulo sa˜o novos, exceto quando explicitamente mencionado.
4.1 O caso Al
Como ja´ vimos, as variedades bandeira do tipo Al sa˜o da forma
FA(n1, . . . , ns) =
SU(n)
S (U (n1)× · · · × U (ns)) , n =
s∑
i=1
ni, s ≤ n.
As equac¸o˜es de Einstein nesta classe de variedades bandeira, foram determinadas em [2] e
[6].
Uma suba´lgebra de Cartan para a a´lgebra de Lie su(n)C = sl(n,C) e´ dada pelo conjunto
das matrizes da forma
hC =
{
diag (ε1, ε2, . . . , εn) , εi ∈ C,
n∑
i=1
εi = 0
}
.
O sistema de ra´ızes do par
(
sl(n,C), hC
)
e´ formado pelos funcionais
Π = {± (εi − εj) , 1 ≤ i < j ≤ n} .
Aqui estamos denotando o funcional αij : diag (ε1, ε2, . . . , εn) 7→ εi − εj por εi − εj.
As ra´ızes positivas sa˜o dadas por
Π+ = {εi − εj, 1 ≤ i < j ≤ n} .
No que segue sera´ conveniente usar a notac¸a˜o empregada em [6], isto e´, denotamos:
εia = εn1+···+ni−1+a com i = 1, . . . , s e n0 = 0.
Logo temos, kC = s (u (n1)× · · · × u (ns))C e o sistema de ra´ızes associado ao par
(
kC, hC
)
e´
dado por
ΠK =
{
±
(
εia − εib
)
: 1 ≤ a < b ≤ ni
}
e
Π+K =
{
εia − εib : 1 ≤ a < b ≤ ni
}
.
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Podemos escrever Π+ = Π+K ∪ Π+M onde Π+M =
{
εia − εjb : 1 ≤ i < j ≤ s
}
.
Usando o Lema 2.1.2, temos
t =
{
diag
(
ε1n1 , . . . , ε
1
n1
, ε2n2 , . . . , ε
2
n2
, . . . , εsns , . . . , ε
s
ns
)}
∈ h,
onde cada εini aparece exatamente ni vezes, i = 1, . . . , s.
Para distinguir ra´ızes e t-ra´ızes denotaremos por δi− δj a restric¸a˜o do funcional (εia− εjb)
a suba´lgebra t. Assim
Πt = {± (δi − δj) ; 1 ≤ i ≤ s} .
Em particular existem s(s−1)
2
t-ra´ızes positivas. Portanto,
Proposic¸a˜o 4.1.1. O conjunto Πt das t-ra´ızes correspondente a FA(n1, . . . , ns) e´ um sistema
de ra´ızes do tipo As−1.
A seguir escrevemos as equac¸o˜es que uma me´trica G-invariante em FA(n1, . . . , ns) deve
satisfazer para ser Einstein.
Proposic¸a˜o 4.1.2. ([2]) As equac¸o˜es de Einstein em FA(n1, . . . , ns) se reduzem ao seguinte
sistema alge´brico
ni + nj +
1
2
∑
l 6=i,j
nl
λilλjl
(λ2ij − (λil − λjl)2) = λij 1 ≤ i < j ≤ s (4.1)
constitu´ıdo de s(s− 1)/2 equac¸o˜es com s(s− 1)/2 inco´gnitas λij.
Soluc¸o˜es conhecidas
Agora vamos descrever algumas me´tricas de Einstein conhecidas sobre as variedades
bandeira FA(n1, . . . , ns). Note que de acordo o Teorema 3.6.1, para cada estrutura complexa
invariante a me´trica Ka¨hler e´ uma soluc¸a˜o do sistema alge´brico (4.1).
Outra soluc¸a˜o cla´ssica, de acordo com o Teorema 3.7.1, e´ a me´trica normal, a qual e´
Einstein em FA(n1, . . . , ns) se, e somente se, n1 = · · · = ns, de acordo com [6] e [32].
No caso, em que s = 1, isto e´, n1 = · · · = ns = 1 a equac¸a˜o (4.1) sobre
FA(n) =
SU(n)
S (U (1)× · · · × U (1)) ,
(U(1) n vezes) se reduz a
2 +
1
2
∑
l 6=i,j
1
λilλjl
(λ2ij − (λil − λjl)2) = λij. (4.2)
CAP. 4 • EQUAC¸O˜ES DE EINSTEIN EM VA´RIAS CLASSES DE VARIEDADES
BANDEIRA 44
Alguns autores tentaram encontrar novas me´tricas de Einstein sobre FA(n). Dentre essas
me´tricas, mencionamos algumas:
(i) Arvanitoyeorgos em [6], mostrou que em FA(n) a me´trica dada por
λ1i = λ1j = n− 1, i 6= 1, j 6= 1
λkl = n+ 1, k, l 6= 1.
e´ uma soluc¸a˜o de (4.2). Esta me´trica pode ser representada por
ΛA =

0 a · · · · · · a
0 b · · · b
0
. . .
...
. . . b
0

onde Λ e´ sime´trica, a = n− 1 e b = n+ 1. Ela reduz o sistema (4.2) em um sistema alge´brico
de duas equac¸o˜es e duas inco´gnitas (a e b), cuja soluc¸a˜o e´ a = n− 1 e b = n+ 1.
Como e´ sabido o grupo de Weyl das a´lgebras de Lie do tipo Al coincide com o grupo das
permutac¸o˜es de l + 1 elementos, ver por exemplo [30]. Ale´m disso, as equac¸o˜es de Einstein
sa˜o invariante pela ac¸a˜o do grupo de Weyl, ver [8] ou [32].
Portanto, aplicando as transposic¸o˜es geradoras, do grupo das permutac¸o˜es, na me´trica
ΛA, obtemos n me´tricas equivalentes a ΛA, dadas por
λsi = λsj = n− 1, i 6= s, j 6= s
λkl = n+ 1, k, l 6= s.
com 1 ≤ s ≤ n.
(ii) Outra classe de me´tricas de Einstein foi obtida por Senda, (ver [26]), no caso em
que n = 2m, (m > 2). Neste caso foi considerada a seguinte restric¸a˜o para uma me´trica em
FA(n)
λij = a, se 1 ≤ i < j ≤ m;
λij = b, se i ≤ m < j;
λij = c, se m < i < j ≤ 2m.
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Esta restric¸a˜o pode ser representada da seguinte forma
ΛS =

0 a · · · a b · · · · · · b
0
. . .
...
...
...
. . . a
...
...
0 b · · · · · · b
0 c · · · c
0
. . .
...
. . . c
0

Esta escolha reduz as equac¸o˜es de Einstein a um sistema alge´brico de treˆs equac¸o˜es e treˆs
inco´gnitas, cuja soluc¸a˜o e´ dada, a menos de multiplicac¸a˜o por escalar, por a = c = m + 2 e
b = 3m− 2.
(iii) Ainda nas condic¸o˜es do item anterior, Santos em [32], encontrou uma outra soluc¸a˜o
(na˜o isome´trica a (ii)), dada por a = c = m + 5 e b = 3m − 5 com m ≥ 6. Ele tambe´m
mostrou que a me´trica invariante
Λ =

0 1 1 2 2
0 1 2 2
0 1 1
0 1
0

e´ Einstein em F(5) = SU(5)
S(U(1)×···×U(1)) .
4.2 O caso Bl
Denotaremos as variedades bandeira da classe Bl da seguinte forma:
tipo I : FB(n1, . . . , ns) :=
SO (2n+ 1)
U (n1)× · · · × U (ns) , n ≥ 2 e s ≤ n;
tipo II : FB{n1, . . . , ns+1} := SO(2n+ 1)
U(n1)× · · · × U(ns)× SO(2ns+1 + 1) , ns+1 ≥ 2;
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onde n =
∑
i ni. Note que quando ns+1 = 0 em FB{n1, . . . , ns+1} do tipo II, obtemos
FB(n1, . . . , ns) do tipo I.
Nesta sec¸a˜o, determinamos as equac¸o˜es de Einstein para todas as famı´lias de variedades
bandeira da classe Bl. E´ razoa´vel esperar que essas equac¸o˜es sejam algebricamente mais
complicadas neste caso, ja´ que as a´lgebras do tipo Bl possuem ra´ızes do tipo ±εi e ±(εi±εj).
Na verdade, ficara´ evidente que quanto mais tipos de ra´ızes o par (g, h) possuir, mais com-
plicado, algebricamente, sera´ o sistema de Einstein da variedade bandeira G/K. Entretanto,
ainda nesses casos, conseguimos encontrar novas soluc¸o˜es quando o nu´mero de inco´gnitas for
relativamente pequeno.
O pro´ximo resultado mostra que o nu´mero de somandos isotro´picos nas variedades ban-
deira, da classe Bl, do tipo I e II e´ o mesmo.
Proposic¸a˜o 4.2.1. O conjunto das t-ra´ızes de ambos espac¸os FB(n1, . . . , ns) e FB{n1, . . . , ns+1}
e´ dado por
Πt = {±δi,±2δi, 1 ≤ i ≤ s} ∪ {±(δi ± δj), 1 ≤ i < j ≤ s}
onde δi representa a restric¸a˜o do funcional ε
i
a a` suba´lgebra t.
Demonstrac¸a˜o. Comec¸amos a ana´lise com o caso FB(n1, . . . , ns) do tipo I.
As ma´trizes da a´lgebra de Lie so (2n+ 1) tem a seguinte forma
A =

0 β γ
−γt a b
−βt c −at

com β e γ matrizes 1 × n, as demais n × n, com b e c matrizes n × n anti-sime´tricas. Uma
suba´lgebra de Cartan de so (2n+ 1,C) e´ dada por
hC = {diag (0, ε1, . . . , εn,−ε1, . . . ,−εn) , εi ∈ C} . (4.3)
O sistema de ra´ızes associado ao par (so(2n+ 1,C), hC) e´ dado por
Π = {±εi, 1 ≤ i ≤ n}
⋃ {± (εi − εj) , 1 ≤ i < j ≤ n}⋃ {± (εi + εj) , 1 ≤ i 6= j ≤ n}
onde εi denota o funcional diag (0, ε1, . . . , εn,−ε1, . . . ,−εn) 7→ εi e εi− εj denota o funcional
diag (0, ε1, . . . , εn,−ε1, . . . ,−εn) 7→ εi − εj.
CAP. 4 • EQUAC¸O˜ES DE EINSTEIN EM VA´RIAS CLASSES DE VARIEDADES
BANDEIRA 47
Assim a escolha canoˆnica de ra´ızes positivas fica
Π+ = {εi, 1 ≤ i ≤ n}
⋃ {εi − εj, 1 ≤ i < j ≤ n}⋃ {εi + εj, 1 ≤ i 6= j ≤ n} .
O sistema de ra´ızes associado ao par
(
kC = sl (n1,C)× · · · × sl (ns,C) , hC
)
e´ dado por
ΠK =
{
±
(
εia − εib
)
: 1 ≤ a < b ≤ ni
}
, εia = εn1+···+ni−1+a.
Enta˜o
Π+M =
{
εia, 1 ≤ i ≤ s, 1 ≤ a ≤ ni
}⋃{
εia − εjb, 1 ≤ i < j ≤ s
}
⋃{
εia + ε
j
b, 1 ≤ i 6= j ≤ s
}⋃{
εia + ε
i
b, 1 ≤ a 6= b ≤ ni
}
.
O centro de kC como suba´lgebra de h tem a forma
t =


0
Λ
−Λ
 ∈ h

, (4.4)
onde Λ = diag
(
ε1n1 , . . . , ε
1
n1
, ε2n2 , . . . , ε
2
n2
, . . . , εsns , . . . , ε
s
ns
)
sendo que cada εini aparece exatamente ni vezes, i = 1, . . . , s.
Para distinguir ra´ızes e t-raizes, denotamos a restric¸a˜o k(εia) por δi, k(ε
i
a± εjb) por δi± δj
e k(εia + ε
i
b) por 2δi. (Lembrando que k(α) = α|t, α ∈ ΠM .) Assim
Π+t = k
(
Π+M
)
= {δi, 2δi : 1 ≤ i ≤ s} ∪ {δi ± δj; 1 ≤ i < j ≤ s} .
Em particular o nu´mero de ra´ızes positivas e´ s+ s(s−1)
2
+ s(s−1)
2
+ s = s2 + s. Note que neste
caso Πt na˜o e´ um sistema de ra´ızes no sentido cla´ssico.
Para a ana´lise do caso FB{n1, . . . , ns+1} do tipo II, tomamos a mesma suba´lgebra de
Cartan de so (2n+ 1,C) dada em (4.3). O sistema de ra´ızes associado ao par
(
kC, hC
)
,
com kC = sl (n1,C)× · · · × sl (ns,C)× so (2ns+1 + 1,C), e´ dado por
ΠK =
{
±
(
εia − εib
)
: 1 ≤ i ≤ s, 1 ≤ a < b ≤ ni
}⋃{±εs+1a , 1 ≤ a ≤ ns+1}⋃{
±
(
εs+1a − εs+1b
)
; 1 ≤ a < b ≤ ns+1
}⋃{± (εs+1a + εs+1b ) ; 1 ≤ a < b ≤ ns+1} .
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Sendo assim, obtemos ΠM como a unia˜o dos seguintes conjuntos de ra´ızes:
{
±εia : 1 ≤ i ≤ s, 1 ≤ a ≤ ni
}
,
{
±
(
εia − εjb
)
: 1 ≤ i < j ≤ s+ 1
}
,{
±
(
εia + ε
j
b
)
: 1 ≤ i < j ≤ s+ 1
}
,{
±
(
εia + ε
i
b
)
: 1 ≤ i ≤ s, 1 ≤ a < b ≤ ni
}
.
A intersec¸a˜o do centro de kC com a suba´lgebra h e´ constitu´ıdo pelas matrizes diagonais
da forma (4.4), com
Λ = diag
(
ε1n1 , . . . , ε
1
n1
, ε2n2 , . . . , ε
2
n2
, . . . , εsns , . . . , ε
s
ns , 0, . . . , 0
)
(4.5)
onde cada εini aparece exatamente ni vezes, i = 1, . . . , s. Restringindo as ra´ızes de Π
+
M a t e
usando a notac¸a˜o δi := k(ε
i
a) obtemos
Π+t = {δi, 2δi : 1 ≤ i ≤ s} ∪ {δi ± δj; 1 ≤ i < j ≤ s}
ou seja, como no caso ns+1 = 0. Isto completa a demonstrac¸a˜o.
Agora vamos computar as equac¸o˜es alge´bricas de Einstein para as variedades FB{n1, . . . , ns+1}
do tipo II.
Tomamos X = diag(0, a1, . . . , an,−a1, . . . ,−an) e Y = diag(0, b1, . . . , bn,−b1, . . . ,−bn).
A forma de Cartan-Killing em so(2n+ 1,C) e´ dada por
(X, Y ) = 2(2n− 1)
n∑
i=1
aibi = tr(XY )(2n− 1).
Usando a expressa˜o da forma de Cartan-Killing, obtemos os duais das ra´ızes, isto e´,
Hα =

0
Λα
−Λα

onde Λα e´ uma matriz n× n diagonal e
Λεi−εj =
1
2(2n− 1)diag(0, . . . , 1i, . . . ,−1j, . . . , 0);
Λεi+εj =
1
2(2n− 1)diag(0, . . . , 1i, . . . , 1j, . . . , 0);
Λεi =
1
2(2n− 1)diag(0, . . . , 1i, . . . , 0).
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Assim temos
(εi − εj, εi − εj) = (εi + εj, εi + εj) = 1
2n− 1 e (εi, εi) =
1
2 (2n− 1) .
Usando a igualdade
[Eα, E−α] = (Eα, E−α)Hα, (4.6)
sendo Eα o autovetor canoˆnico em g
C
α, obtemos os elementos Xα ∈ gα tais que (Xα, X−α) =
−1 e [Xα, X−α] = −Hα. Assim temos
Eij := Xεi−εj =
1√
2(2n−1)Eεi−εj , 1 ≤ i < j ≤ n,
Eji := Xεj−εi = − 1√2(2n−1)Eεj−εi , 1 ≤ i < j ≤ n,
Gi := Xεi =
1√
2(2n−1)Eεi , 1 ≤ i ≤ n,
G−i := X−εi = − 1√2(2n−1)E−εi , 1 ≤ i ≤ n,
F ij := Xεi+εj =
1√
2(2n−1)Eεi+εj , 1 ≤ i 6= j ≤ n,
F−ij := X−(εi+εj) = − 1√2(2n−1)E−(εi+εj), 1 ≤ i 6= j ≤ n.
(4.7)
Para usar a Proposic¸a˜o 3.5.3 sera´ conveniente usar a seguinte notac¸a˜o:
Gia = Xεia , G
−i
−a = X−εia , 1 ≤ i ≤ s
Eijab = Xεia−εjb , 1 ≤ i 6= j ≤ s
F ijab = Xεia+εjb
, F−ij−ab = X−(εia+εjb), 1 ≤ i < j ≤ s
F iab = Xεia+εib , F
−i
−ab = X−(εia+εib), 1 ≤ a 6= b ≤ ni.
Denotaremos o produto escalar invariante g = gΛ avaliado na base {Xα,α ∈ ΠM}, por:
gij = g
(
Eijab, E
ji
ba
)
, fij = g
(
F ijab, F
−ij
−ab
)
, 1 ≤ i < j ≤ s (4.8)
hi = g
(
Gia, G
−i
−a
)
, li = g
(
F iab, F
−i
−ab
)
, 1 ≤ i ≤ s.
Usando a equac¸a˜o
[Xα, Xβ] = Nα,βXα+β
conclu´ımos que em so(2n + 1,C), o quadrado das constantes estruturais Nα,β na˜o nulas e´
dado por
N2α,β =
1
2 (2n− 1) . (4.9)
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Observac¸a˜o 4.2.1. Observamos que as restric¸o˜es das ra´ızes εia − εs+1b , εia + εs+1b e εia a`
suba´lgebra t, dada em (4.5), coincidem para 1 ≤ i ≤ s. Portanto pela Proposic¸a˜o 3.1.1 temos
gi(s+1) = fi(s+1) = hi, 1 ≤ i ≤ s. (4.10)
Agora obteremos as equac¸o˜es de Einstein para os espac¸os FB{n1, . . . , ns+1} do tipo II.
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Proposic¸a˜o 4.2.2. Para as famı´lias de variedades bandeira FB{n1, . . . , ns+1} do tipo II as
equac¸o˜es de Einstein sa˜o dadas por
Ric
(
Ektcd, E
tk
dc
)
= 2(nk + nt) + (1 + 8ns+1)
(
g2kt − (ht − hk)2
)
hkht
+
s∑
i 6=k,t
ni
gikgit
(
g2kt − (gik − git)2
)
+
s∑
i 6=k,t
ni
fikfit
(
g2kt − (fik − fit)2
)
+
4 (nt − 1)
fktlt
(
g2kt − (fkt − lt)2
)
+
4 (nk − 1)
fktlk
(
g2kt − (fkt − lk)2
)
= gkt, 1 ≤ k < t ≤ s.
Ric
(
E
k(s+1)
cd , E
(s+1)k
dc
)
= 2(2ns+1 + nk) +
(nk − 1)
hklk
(
h2k − (hk − lk)2
)
+
s∑
i 6=k
ni
hifik
(
h2k − (hi − fik)2
)
+
s∑
i 6=k
ni
higik
(
h2k − (hi − gik)2
)
= hk, 1 ≤ k ≤ s.
Ric
(
F ktcd , F
−kt
−cd
)
= 2(nk + nt) + (1 + 2ns+1)
(
f 2kt − (hk − ht)2
)
hkht
+
(nk − 1)
lkgkt
(
f 2kt − (lk − gkt)2
)
+
(nt − 1)
ltgkt
(
f 2kt − (lt − gkt)2
)
+
s∑
i 6=k,t
ni
fikgit
(
f 2kt − (fik − git)2
)
+
s∑
i 6=k,t
ni
fitgik
(
f 2kt − (fit − gik)2
)
= fkt, 1 ≤ k < t ≤ s.
Ric
(
F
k(s+1)
cd , F
−k(s+1)
−cd
)
= 2(nk + 2ns+1) +
(nk − 1)
hklk
(
h2k − (hk − lk)2
)
+
s∑
i 6=k
ni
higik
(
h2k − (hi − gik)2
)
+
s∑
i 6=k
ni
hifik
(
h2k − (hi − fik)2
)
= hk, 1 ≤ k ≤ s.
Ric
(
F kcd, F
−k
−cd
)
= 4(nk − 1) + (1 + 2ns+1) l
2
k
h2k
+ 2
s∑
i 6=k
ni
gikfik
(
l2k − (gik − fik)2
)
= lk, 1 ≤ k ≤ s.
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e
Ric
(
Gkc , G
−k
−c
)
= 2(nk + 2ns+1) +
(nk − 1)
lkhk
(
h2k − (lk − hk)2
)
+
s∑
i 6=k
ni
fikhi
(
h2k − (fik − hi)2
)
+
s∑
i 6=k
ni
gikhi
(
h2k − (gik − hi)2
)
= hk, 1 ≤ k ≤ s.
Demonstrac¸a˜o. Introduzimos a seguinte notac¸a˜o: dado α ∈ ΠM , denotamos
ΠK (α) := {φ ∈ ΠK : α + φ ∈ Π}
ΠM (α) := {β ∈ ΠM : α + β ∈ ΠM} .
A estrate´gia da demonstrac¸a˜o e´ simples: 1) calcular ΠK (α) e ΠM (α) para cada α ∈ ΠM ;
2) substituir a soma dos elementos destes conjuntos e as constantes estruturais (4.9) na
Proposic¸a˜o 3.5.3, obtendo explicitamente as equac¸o˜es alge´bricas de Einstein. Como a parte
trabalhosa da demonstrac¸a˜o e´ apenas o passo 1), escrevemos explicitamente apenas este
passo. Para simplificar o sistema alge´brico, a constante c tal que Ric(g) = cg, foi tomada
como c = 1
4(2n−1) .
Assim, para as ra´ızes da forma εkc − εtd, com 1 ≤ k < t ≤ s temos
ΠK
(
εkc − εtd
)
=
{
εka − εkc , 1 ≤ a ≤ nk, a 6= c
}⋃{
εtd − εta, 1 ≤ a ≤ nt, a 6= d
}
.
ΠM
(
εkc − εtd
)
pode ser expresso como a unia˜o dos seguintes conjuntos:
{(
εtd + ε
k
a
)
,−
(
εkc + ε
k
a
)
: 1 ≤ a ≤ nk, a 6= c
}
,{
εtd
}
,
{
−εkc
}
,
{(
εtd + ε
t
a
)
,−
(
εkc + ε
t
a
)
: 1 ≤ a ≤ nt, a 6= d
}
,{(
εtd ± εia
)
,
(
εia − εkc
)
,−
(
εkc + ε
i
a
)
: 1 ≤ i ≤ s+ 1, i 6= k, t e 1 ≤ a ≤ ni
}
.
Para as ra´ızes da forma εkc − εs+1d ∈ ΠM , 1 ≤ k ≤ s, temos que ΠK(εkc − εs+1d ) e´ a unia˜o
dos seguintes conjuntos de ra´ızes:
{(
εs+1d − εs+1a
)
,
(
εs+1a + ε
s+1
d
)
: 1 ≤ a ≤ ns+1, a 6= d
}
,
{
εka − εkc : 1 ≤ a ≤ nk, a 6= c
}
,
{
εs+1d
}
.
Ja´ ΠM
(
εkc − εs+1d
)
e´ a unia˜o dos conjuntos:
{(
εia − εkc
)
,−
(
εia + ε
k
c
)
,
(
εs+1d − εia
)
,
(
εia + ε
s+1
d
)
: 1 ≤ i ≤ s, i 6= k, 1 ≤ a ≤ ni
}
,{
−
(
εka + ε
k
c
)
,
(
εka + ε
s+1
d
)
: 1 ≤ a ≤ nk, a 6= c
}
.
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Para as ra´ızes da forma εkc + ε
t
d ∈ ΠM , com 1 ≤ k < t ≤ s, o conjunto ΠK
(
εkc + ε
t
d
)
e´ a
unia˜o dos seguintes conjuntos de ra´ızes:{
εta − εtd : 1 ≤ a ≤ nt, a 6= d
}
,
{
εka − εkc : 1 ≤ a ≤ nk, a 6= c
}
.
No caso de ΠM
(
εkc + ε
t
d
)
ele sera´ a unia˜o dos seguintes conjuntos de ra´ızes:{
−εtd
}
,
{
−εkc
}
,
{(
εka − εtd
)
,−
(
εkc + ε
k
a
)
: 1 ≤ a ≤ nk, a 6= c
}
,{(
εta − εkc
)
,−
(
εtd + ε
t
a
)
: 1 ≤ a ≤ nt, a 6= d
}
,{(
εs+1a − εtd
)
,
(
εs+1a − εkc
)
,−
(
εtd + ε
s+1
a
)
,−
(
εkc + ε
s+1
a
)
: 1 ≤ a ≤ ns+1
}
,{(
εia − εtd
)
,
(
εia − εkc
)
,−
(
εia + ε
t
d
)
,−
(
εia + ε
k
c
)
: 1 ≤ i ≤ s, i 6= k, t, 1 ≤ a ≤ ni
}
.
Se as ra´ızes forem escritas como εkc+ε
s+1
d ∈ ΠM , com 1 ≤ k ≤ s, o conjunto ΠK
(
εkc + ε
s+1
d
)
e´ a unia˜o dos seguintes conjuntos de ra´ızes:{
εka − εkc : 1 ≤ a ≤ nk, a 6= c
}
,
{
−εs+1d
}
,
{(
εs+1a − εs+1d
)
,−
(
εs+1a + ε
s+1
d
)
: 1 ≤ a ≤ ns+1, a 6= d
}
.
ΠM
(
εkc + ε
s+1
d
)
e´ a unia˜o dos seguintes conjuntos de ra´ızes:{(
εia − εkc
)
,
(
εia − εs+1d
)
,−
(
εia + ε
k
c
)
,−
(
εia + ε
s+1
d
)
: 1 ≤ i ≤ s, i 6= k, 1 ≤ a ≤ ni
}
,{
−
(
εka + ε
k
c
)
,
(
εka − εs+1d
)
: 1 ≤ a ≤ nk, a 6= c
}
.
Para as ra´ızes da forma εkc + ε
k
d ∈ ΠM , com 1 ≤ k ≤ s e 1 ≤ c < d ≤ nk, temos
ΠK
(
εkc + ε
k
d
)
=
{(
εka − εkc
)
,
(
εka − εkd
)
: 1 ≤ a ≤ nk, a 6= c, d
}
.
ΠM
(
εkc + ε
k
d
)
e´ a unia˜o dos seguintes conjuntos de ra´ızes:{
−εkc ,−εkd
}
,
{(
εs+1a − εkc
)
,
(
εs+1a − εkd
)
,−
(
εkc + ε
s+1
a
)
,−
(
εkd + ε
s+1
a
)
: 1 ≤ a ≤ ns+1
}
,{(
εia − εkc
)
,
(
εia − εkd
)
,−
(
εia + ε
k
c
)
,−
(
εia + ε
k
d
)
: 1 ≤ i ≤ s, i 6= k, 1 ≤ a ≤ ni
}
.
Finalmente, para as ra´ızes εkc ∈ ΠM , 1 ≤ k ≤ s, temos
ΠK
(
εkc
)
=
{
εka − εkc , 1 ≤ a ≤ nk, a 6= c
}⋃{±εs+1a , 1 ≤ a ≤ ns+1}
e o conjunto das ra´ızes β ∈ ΠM tais que εkc + β ∈ ΠM e´ a unia˜o dos seguintes conjuntos de
ra´ızes:
ΠM
(
εkc
)
=
{
εka,−
(
εka + ε
k
c
)
: 1 ≤ a ≤ nk, a 6= c
}
⋃{±εia, (εia − εkc) ,− (εia + εkc) : 1 ≤ i ≤ s, i 6= k, 1 ≤ a ≤ ni} .
Isto completa a demonstrac¸a˜o.
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Observamos que as equac¸o˜es da Proposic¸a˜o 4.2.2 na˜o sa˜o sime´tricas pois ns+1 esta´ tratado
diferentemente dos demais ni.
O sistema de Einstein nas variedades FB(n1, . . . , ns) do tipo I e´ mais sime´trico do que o
anterior.
Proposic¸a˜o 4.2.3. As equac¸o˜es de Einstein nos espac¸os FB(n1, . . . , ns) do tipo I, sa˜o dadas
por
Ric
(
Ektcd, E
tk
dc
)
= 2 (nk + nt) +
(
g2kt − (ht − hk)2
)
hkht
+
s∑
i 6=k,t
ni
gikgit
(
g2kt − (gik − git)2
)
+
s∑
i 6=k,t
ni
fikfit
(
g2kt − (fik − fit)2
)
+
4 (nt − 1)
fktlt
(
g2kt − (fkt − lt)2
)
+
4 (nk − 1)
fktlk
(
g2kt − (fkt − lk)2
)
= gkt
Ric
(
F ktcd , F
−kt
−cd
)
= 2 (nk + nt) +
(
f 2kt − (hk − ht)2
)
hkht
+
(nk − 1)
gktlk
(
f 2kt − (gkt − lk)2
)
+
(nt − 1)
gktlt
(
f 2kt − (gkt − lt)2
)
+
s∑
i 6=k,t
ni
fikgit
(
f 2kt − (fik − git)2
)
+
s∑
i 6=k,t
ni
fitgik
(
f 2kt − (fit − gik)2
)
= fkt
Ric
(
F kcd, F
−k
−cd
)
= 4 (nk − 1) + l
2
k
h2k
+ 2
s∑
i 6=k
ni
fikgik
(
l2k − (fik − gik)2
)
= lk
e
Ric
(
Gkc , G
−k
−c
)
= 2nk +
s∑
i 6=k
ni
fikhi
(
h2k − (fik − hi)2
)
+
(nk − 1)
(
h2k − (hk − lk)2
)
hklk
+
s∑
i 6=k
ni
gikhi
(
h2k − (gik − hi)2
)
= hk.
Demonstrac¸a˜o. Este resultado pode ser demonstrado de maneira equivalente ao anterior.
Mas ele tambe´m pode ser obtido formalmente por substituic¸a˜o de ns+1 = 0 na Proposic¸a˜o
4.2.2.
CAP. 4 • EQUAC¸O˜ES DE EINSTEIN EM VA´RIAS CLASSES DE VARIEDADES
BANDEIRA 55
Observamos que a Proposic¸a˜o 4.2.3 aplica-se para variedades bandeira maximal da classe
Bl, simplesmente fazendo n1 = · · · = ns = 1.
A Proposic¸a˜o 4.2.2 generaliza as equac¸o˜es de Einstein dadas em [26], as quais sa˜o
somente para variedades bandeira maximal do tipo Bl.
Com o uso de manipulac¸o˜es alge´bricas em um sistema computacional, Sakane em [26],
computou uma base de Gro¨bner para o sistema alge´brico formado pelas equac¸o˜es de Einstein
em SO(5)/U(1)2. Com isso, Sakane mostrou que SO(5)/U(1)2 admite exatamente, (a menos
de multiplicac¸a˜o por escalar), seis me´tricas invariantes Einstein, das quais quatro sa˜o Ka¨hler.
No cap´ıtulo 5 apresentamos novas soluc¸o˜es para certas famı´lias de variedades bandeira
do tipo Bl.
4.3 O caso Cl
Nesta sec¸a˜o descrevemos as equac¸o˜es de Einstein de famı´lias de variedades bandeira do
tipo Cl. Essas equac¸o˜es generalizam as equac¸o˜es de Einstein no caso maximal, obtidas em
[26].
Proposic¸a˜o 4.3.1. O conjunto Πt das t-ra´ızes correspondente a famı´lia de variedades ban-
deira
FC(n1, . . . , ns) =
Sp(n)
U (n1)× · · · × U (ns) ,
com n =
∑
i ni, e´ um sistema de ra´ızes do tipo Cs.
Demonstrac¸a˜o. Sabemos que uma suba´lgebra de Cartan da a´lgebra de Lie sp(n,C) e´ formada
pelas matrizes da forma
hC =
Λ 0
0 −Λ
 (4.11)
onde Λ = diag(ε1, . . . , εn : εi ∈ C).
Assim o sistema de ra´ızes tem a forma
Π = {± (εi − εj) ,± (εi + εj) : 1 ≤ i < j ≤ n}
⋃ {±2εi : 1 ≤ i ≤ n} (4.12)
O sistema de ra´ızes para a suba´lgebra kC = sl (n1,C)× · · · × sl (ns,C) e´ dado por
ΠK =
{
±
(
εia − εib
)
: 1 ≤ a < b ≤ ni, 1 ≤ i ≤ s
}
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Logo,
ΠM =
{
±
(
εia − εjb
)
,±
(
εia + ε
j
b
)
: 1 ≤ i < j ≤ s
} ⋃{± (εia + εib) : 1 ≤ i ≤ s, 1 ≤ a ≤ b ≤ ni} .
Enta˜o,
Z
(
kC
)
∩ h =
Λ 0
0 −Λ
 ,
com
Λ = diag
(
ε1n1 , . . . , ε
1
n1
, ε2n2 , . . . , ε
3
n3
, . . . , εsns , . . . , ε
s
ns
)
onde cada εini aparece exatamente ni vezes, i = 1, . . . , s. Portanto restringindo as ra´ızes de
Π+M em Z
(
kC
)
∩ h, e usando a notac¸a˜o δi := k(εia), obtemos o conjunto das t-ra´ızes:
Πt = {± (δi − δj) ,± (δi + δj) , 1 ≤ i < j ≤ s}
⋃ {±2δi, 1 ≤ i ≤ s} .
Note que (εia + ε
i
b) |t = 2εia|t, 1 ≤ i ≤ s. Em particular temos s(s − 1) + s = s2 t-ra´ızes
positivas.
Agora procedemos no sentido de computar as equac¸o˜es de Einstein para variedades ban-
deira do tipo Cl. A forma de Cartan-Killing de sp(n) e´ (X, Y ) = 2 (n+ 1) trXY, (α, α) =
1
n+1
,
se α = ±2εi e (α, α) = 12(n+1) se α ∈ {± (εi − εj) ,± (εi + εj) : 1 ≤ i < j ≤ n} .
Denotamos por e(i, j) a matriz 2n × 2n cuja entrada (i, j) e´ igual a 1 e as demais sa˜o
nulas. Assim podemos escrever os autovetores como
Eεi−εj = e (i, j)− e (j + n, i+ n) , Eεi+εj = e (i, j + n) + e (j, i+ n)
E−(εi+εj) = e (i+ n, j) + e (j + n, i) ; 1 ≤ i 6= j ≤ n,
E2εi = e (i, i+ n) , E−2εi = e (i+ n, i) ; 1 ≤ i ≤ n.
Ja´ os autovetores Xα ∈ gα satisfazendo (Xα, X−α) = −1 e [Xα, X−α] = −Hα, sa˜o
X±(εi−εj) = ±
1
2
√
n+ 1
E±(εi−εj), X±(εi+εj) = ±
1
2
√
n+ 1
E±(εi+εj), 1 ≤ i < j ≤ n;
X±2εi = ±
1√
2 (n+ 1)
E±2εi , 1 ≤ i ≤ n.
Considerando as ra´ızes curtas e longa de sp(n) pode-se obter os seguintes valores para as
constantes estruturais.
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Lema 4.3.2. Os quadrados das constantes estruturais em sp(n) sa˜o dados por
N2(εi+εj),±(εi−εj) = N
2
±2εj ,(εi∓εj) = N
2
−2εi,(εi±εj) =
1
2 (n+ 1)
; i 6= j
N2(εi−εj),α = N
2
(εi+εj),β
=
1
4 (n+ 1)
se α ∈ {(εk − εi) , (εj − εk) , (εj + εl) ,− (εi + εp) , p 6= i, l 6= j, k 6= i, j, e i 6= j} e
β ∈ {− (εi + εk) ,− (εj + εl) , k 6= j, l 6= i} .
E´ conveniente usar a seguinte notac¸a˜o,
Eijab = Xεia−εjb , F
ij
ab = Xεia+εjb
, F−ij−ab = X−(εia+εjb), 1 ≤ i < j ≤ s
F iab = Xεia+εib , F
−i
−ab = X−(εia+εib), 1 ≤ a 6= b ≤ ni, G
i
a = X2εia , G
−i
−a = X−2εia , 1 ≤ i ≤ s.
Usaremos a seguinte notac¸a˜o para uma me´trica invariante sobre FC(n1, . . . , ns)
gij = gΛ
(
Eijab, E
ji
ba
)
, fij = gΛ
(
F ijab, F
−ij
−ab
)
, 1 ≤ i < j ≤ s
hi = gΛ
(
Gia, G
−i
−a
)
, li = gΛ
(
F iab, F
−i
−ab
)
, 1 ≤ i ≤ s.
Como (εia + ε
i
b) |t = 2εia|t temos
li = hi, 1 ≤ i ≤ s
de acordo com a Proposic¸a˜o 3.1.1.
Agora obtemos as condic¸o˜es suficientes e necessa´rias para uma me´trica invariante em
FC(n1, . . . , ns) ser Einstein.
CAP. 4 • EQUAC¸O˜ES DE EINSTEIN EM VA´RIAS CLASSES DE VARIEDADES
BANDEIRA 58
Proposic¸a˜o 4.3.3. As equac¸o˜es de Einstein sobre FC(n1, . . . , ns) se reduzem ao seguinte
sistema alge´brico
Ric
(
Ektcd, E
tk
dc
)
= 2(nk + nt) +
(nk + 1)
hkfkt
(
g2kt − (hk − fkt)2
)
+
(nt + 1)
htfkt
(
g2kt − (ht − fkt)2
)
+
s∑
i 6=k,t
ni
gikgit
(
g2kt − (gik − git)2
)
+
s∑
i 6=k,t
ni
fikfit
(
g2kt − (fik − fit)2
)
= gkt, 1 ≤ k 6= t ≤ s.
Ric
(
F ktcd , F
−kt
−cd
)
= 2(nk + nt) +
(nk + 1)
hkgkt
(
f 2kt − (hk − gkt)2
)
+
(nt + 1)
htgkt
(
f 2kt − (ht − gkt)2
)
+
s∑
i 6=k,t
ni
fitgik
(
f 2kt − (fit − gik)2
)
+
s∑
i 6=k,t
ni
fikgit
(
f 2kt − (fik − git)2
)
= fkt, 1 ≤ k 6= t ≤ s
Ric
(
Gkc , G
−k
−c
)
= Ric
(
F kcd, F
−k
−cd
)
= 4(nk + 1) + 2
s∑
i 6=k
ni
fikgik
(
h2k − (fik − gik)2
)
= hk, 1 ≤ k ≤ s.
Demonstrac¸a˜o. Para cada ra´ız α ∈ Π+M , usaremos a seguinte notac¸a˜o
ΠK (α) = {φ ∈ ΠK : α + φ ∈ Π} ,
ΠM (α) = {β ∈ ΠM : α + β ∈ ΠM} .
Assim, para as ra´ızes da forma εkc − εtd ∈ Π+M , 1 ≤ k < t ≤ s, temos
ΠK
(
εkc − εtd
)
=
{
εka − εkc : 1 ≤ a ≤ nk, a 6= c
}⋃{
εtd − εta : 1 ≤ a ≤ nt, a 6= d
}
.
Ale´m disso, ΠM
(
εkc − εtd
)
e´ a unia˜o dos seguintes conjuntos de ra´ızes
{(
εtd − εia
)
,
(
εia − εkc
)
,
(
εia + ε
t
d
)
,−
(
εia + ε
k
c
)
: 1 ≤ i ≤ s, i 6= k, t e 1 ≤ a ≤ ni
}
,{(
εka + ε
t
d
)
,−
(
εka + ε
k
c
)
: 1 ≤ a ≤ nk
}
,
{
−
(
εta + ε
k
c
)
,
(
εta + ε
t
d
)
: 1 ≤ a ≤ nt
}
.
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Quando a ra´ız for da forma εkc + ε
t
d ∈ Π+M , 1 ≤ k < t ≤ s, temos
ΠK
(
εkc + ε
t
d
)
=
{
εka − εkc : 1 ≤ a ≤ nk, a 6= c
}
∪
{
εta − εtd : 1 ≤ a ≤ nt, a 6= d
}
.
ΠM
(
εkc + ε
t
d
)
e´ a unia˜o dos seguintes conjuntos de ra´ızes{(
εia − εkc
)
,
(
εia − εtd
)
,−
(
εia + ε
k
c
)
,−
(
εia + ε
t
d
)
: 1 ≤ i ≤ s, i 6= k, t; 1 ≤ a ≤ ni
}
,{(
εta − εkc
)
,−
(
εta + ε
t
d
)
: 1 ≤ a ≤ nt
}
,
{(
εka − εtd
)
,−
(
εka + ε
k
c
)
: 1 ≤ a ≤ nk
}
.
Para εkc + ε
k
d ∈ Π+M , com 1 ≤ k ≤ s e 1 ≤ c < d ≤ nk, temos
ΠK
(
εkc + ε
k
d
)
=
{(
εka − εkc
)
,
(
εka − εkd
)
: 1 ≤ a ≤ nk; a 6= c, d
}
∪
{
±
(
εkc − εkd
)}
.
ΠM
(
εkc + ε
k
d
)
=
{(
εia − εkc
)
,
(
εia − εkd
)
,−
(
εia + ε
k
c
)
,−
(
εia + ε
k
d
)
: 1 ≤ i ≤ s; i 6= k
}
.
Para 2εkc ∈ Π+M , com 1 ≤ k ≤ s, temos
ΠK
(
2εkc
)
=
{
εka − εkc : 1 ≤ a ≤ nk; a 6= c
}
.
ΠM
(
2εkc
)
=
{(
εia − εkc
)
,−
(
εia + ε
k
c
)
: 1 ≤ i ≤ s; i 6= k
}
.
Agora, para obter as equac¸o˜es de Einstein basta usar o Lema 4.3.2 e a Proposic¸a˜o (3.5.3).
Tomando a constante c tal que Ric(g) = cg igual a 1
8(n+1)
obte´m-se as equac¸o˜es simplificadas
como acima.
Quando ni = 1, com i = 1, . . . , s, e s = n, temos as variedades bandeira maximal do tipo
Cl, as quais sera˜o denotadas por
FC(n) =
Sp(n)
U (1)× · · · × U (1)
onde U(1) aparece n vezes. Nesse caso, ΠK = ∅ e portanto ΠM = Π. A Proposic¸a˜o anterior
aplica-se naturalmente a esse caso. O caso maximal foi discutido em [26].
4.4 O caso Dl
As equac¸o˜es de Einstein nesse caso foram computadas em [6]. Aqui faremos um breve
resumo da descric¸a˜o dessas equac¸o˜es. Mas antes, observamos que o conjunto das t-ra´ızes
nesse caso e´ um sistema de ra´ızes isomorfo ao sistema das t-ra´ızes das variedades bandeira
FC(n1, . . . , ns). Pois ambos sa˜o um sistema de ra´ızes do tipo Cs.
A descric¸a˜o das t-ra´ızes em FD(n1, . . . , ns) foi discutido em [6]. Entretanto, registramos
o seguinte fato que observamos nessa descric¸a˜o.
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Proposic¸a˜o 4.4.1. Para as variedades bandeira do tipo Dl da forma
FD(n1, · · · , ns) = SO(2n)
U(n1)× · · · × U(ns) ,
com n =
∑s
i=1 ni, o conjunto Πt das t-ra´ızes correspondentes e´ um sistema de ra´ızes do tipo
Cs.
Demonstrac¸a˜o. Uma suba´lgebra de Cartan para so (2n)C e´ formada pelas matrizes da forma
hC = {diag (ε1,−ε1, . . . , εn,−εn) : εi ∈ C} .
O sistema de ra´ızes associado ao par
(
so (2n)C , hC
)
e´ dado por
Π = {± (εi ± εj) : 1 ≤ i < j ≤ n} .
O sistema de ra´ızes para a suba´lgebra kC = sl (n1,C)× · · · × sl (ns,C) e´
ΠK =
{
±
(
εic − εid
)
: 1 ≤ c < d ≤ ni
}
,
enta˜o
Π+M =
{
εia ± εjb : 1 ≤ i < j ≤ s
}
∪
{
εia + ε
i
b : a < b
}
.
O centro de kC como suba´lgebra de h e´ formado pelas matrizes da forma
t = {diag
(
ε1n1 ,−ε1n1 , . . . , ε1n1 ,−ε1n1 , . . . , εsns ,−εsns , . . . , εsns ,−εsns
)
∈ h}
com εini aparecendo exatamente ni vezes. Restringindo as ra´ızes de Π
+
M a t, e usando a
notac¸a˜o δi := k(ε
i
a), obtemos o conjunto das t-ra´ızes:
Π+t = {δi ± δj, 2δi; 1 ≤ i < j ≤ s}
Portanto temos s (s− 1) + s = s2 t-ra´ızes positivas.
A forma de Cartan-Killing em so (2n) e´ dada por (X, Y ) = 2 (n− 1) trXY , (α, α) =
1
2(n−1) , para toda ra´ız α ∈ Π. Os autovetores satisfazendo (Xα, X−α) = −1 sa˜o dados por
Eijab =
1
2
√
n− 1Eεia−εjb , F
ij
ab =
1
2
√
n− 1Eεia+εjb , G
i
ab =
1
2
√
n− 1Eεia+εib .
As constantes estruturais tem valor absoluto igual a 1
2
√
n−1 .
A notac¸a˜o para um produto escalar invariante avaliado na base {Xα, α ∈ ΠM} e´ dada por
gij = gΛ
(
Eijab, E
ji
ba
)
, fij = gΛ
(
F ijab, F
ji
ba
)
, hi = gΛ
(
Giab, G
i
ba
)
, 1 ≤ i < j ≤ s.
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Proposic¸a˜o 4.4.2. ([6]) Para as famı´lias de variedades bandeira da forma FD(n1, · · · , ns)
as equac¸o˜es de Einstein se reduzem a um sistema de s2 equac¸o˜es e s2 inco´gnitas gij, fij, hi.
ni + nj +
1
2
∑
l 6=i,j
nl
gilgjl
(
g2ij − (gil − gjl)2
)
+
∑
l 6=i,j
nl
filfjl
(
g2ij − (fil − fjl)2
)
+
ni − 1
fijhi
(
g2ij − (fij − hi)2
)
+
nj − 1
fijhj
(
g2ij − (fij − hj)2
)}
= gij,
ni + nj +
1
2
∑
l 6=i,j
nl
gilfjl
(
f 2ij − (gil − fjl)2
)
+
∑
l 6=i,j
nl
filgjl
(
f 2ij − (fil − gjl)2
)
+
ni − 1
gijhi
(
f 2ij − (gij − hi)2
)
+
nj − 1
gijhj
(
f 2ij − (gij − hj)2
)}
= fij,
2 (ni − 1) +
∑
l 6=i
nl
gilfil
(
h2i − (gil − fil)2
)
= hi.
Quando s = 1, temos o espac¸o F = SO(2n)/U(n) o qual e´ isotropicamente irredut´ıvel,
portanto admite apenas uma me´trica Einstein, a menos de multiplicac¸a˜o por escalar ([11],
7.44). Mas quando s = 2 e n1 = n2 temos o espac¸o SO(2n)/ (U(m)× U(m)) que admite
exatamente quatro me´tricas Einstein na˜o isome´tricas, sendo uma delas Ka¨hler, (ver [6], Teo.
9).
4.5 O caso G2
Nesta sec¸a˜o descreveremos as equac¸o˜es de Einstein na variedade bandeira maximal G2/T
usando um me´todo diferente das sec¸o˜es anteriores. Em [26] Sakane obteve outra expressa˜o
para o tensor de Ricci em variedades bandeira maximal. Esta expressa˜o e´ equivalente a`quela
obtida em [6], conforme foi mostrado em [32].
Sejam F = G/K uma variedade bandeira e ToF = m o espac¸o tangente a F na origem
o = eK. Considere
m = m1 ⊕m2 ⊕ · · · ⊕ms (4.13)
a decomposic¸a˜o de m em ad(k)-mo´dulos reais, irredut´ıveis e na˜o equivalentes.
Lembramos que B(·, ·) denota a negativa da forma de Cartan-Killing em m. Seja {eα}
uma base de m B-ortonormal, adaptada a (4.13), isto e´, eα ∈ mi para algum i, e α < β se
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i < j. Conforme definido em [37], temos
Ckij :=
∑
([eα, eβ] , eγ)
2 (4.14)
onde a soma e´ tomada sobre todos os ı´ndices α, β, γ com eα ∈ mi, eβ ∈ mj e eγ ∈ mk para
todo i, j, k = 1, . . . , s.
E´ fa´cil ver que Ckij ≥ 0 com Ckij = 0 se, e somente se, B ([mi,mj] ,mk) = 0. Este
coeficiente Ckij e´ independente da base B-ortonormal escolhida para mi, mj e mk. Ale´m disso,
Ckij e´ sime´trico nos ı´ndices, conforme [37]. No cap´ıtulo 5 mostramos um crite´rio em termos
de t-ra´ızes para o coeficiente Ckij ser na˜o nulo.
Se F e´ uma variedade bandeira maximal, enta˜o
m = mα1 ⊕ · · · ⊕mαs , αi ∈ Π+, i = 1, . . . , s
onde mαi = gerR{iAαi , Sαi}. Assim escrevemos
[
α
βγ
]
, com α, β, γ ∈ Π+, ao inve´s de Cγαβ.
Uma prova do pro´ximo resultado e´ dado no apeˆndice.
Proposic¸a˜o 4.5.1. ([26]) As equac¸o˜es de Einstein de uma me´trica G−invariante gΛ sobre
a variedade bandeira maximal F = G/T sa˜o dadas por
c =
1
2λα
+
1
8
∑
β,γ∈Π+
λα
λβλγ
[
α
βγ
]
− 1
4
∑
β,γ∈Π+
λγ
λαλβ
[
γ
αβ
]
(4.15)
onde gΛ(·, ·)|mα = λα(·, ·)|mα , α ∈ Π+ e c e´ a constante de Einstein.
De modo ana´logo a` Proposic¸a˜o 3.5.3, temos a liberdade de tomar uma das inco´gnitas
igual a 1, o que faz com que esse sistema alge´brico fique com |Π+| equac¸o˜es e |Π+| inco´gnitas.
Diferentemente da Proposic¸a˜o 3.5.3, este resultado apresenta cada equac¸a˜o do sistema de
Einstein, como uma expressa˜o alge´brica homogeˆnea de grau −1.
No apeˆndice apresentamos uma demonstrac¸a˜o do seguinte fato: as u´nicas triplas de ra´ızes
positivas para as quais
[
γ
αβ
]
e´ na˜o nulo sa˜o as triplas soma zero, para as quais[
α + β
αβ
]
= 2 (Nα,β)
2 e
[
α− β
αβ
]
= 2 (Nα,−β)
2 (4.16)
onde Nα,β sa˜o as constantes de estrutura introduzidas na sec¸a˜o 1.2. Ale´m disso, (Nα,β)
2 =
Nα,β (−N−α,−β) = (p+1)q2 (α, α), onde p e q sa˜o os maiores inteiros positivos tais que β −
pα, β + qα ∈ Π, ([30], lema 8.5).
Agora podemos descrever as equac¸o˜es de Einstein sobre F = G2/T .
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Proposic¸a˜o 4.5.2. O sistema de Einstein na variedade bandeira maximal F = G2/T para
uma me´trica invariante e´ dado pelo seguinte sistema alge´brico
c =
1
2λ1,2
+
1
16
(
λ1,2
λ1λ2
+
λ1,2
λ1,3λ2,3
)
− 1
16
(
λ2
λ1,2λ1
+
λ1
λ1,2λ2
+
λ2,3
λ1,2λ1,3
+
λ1,3
λ1,2λ2,3
)
c =
1
2λ2
+
1
16
(
λ2
λ1λ1,2
+
λ2
λ2,3λ−3
)
+
1
12
λ2
λ−3λ1
− 1
16
(
λ1,2
λ2λ1
+
λ1
λ2λ1,2
+
λ−3
λ2λ2,3
+
λ2,3
λ2λ−3
)
− 1
12
(
λ1
λ2λ−3
+
λ−3
λ2λ1
)
c =
1
2λ1
+
1
16
(
λ1
λ1,2λ2
+
λ1
λ1,3λ−3
)
+
1
12
λ1
λ−3λ2
− 1
16
(
λ2
λ1λ1,2
+
λ1,2
λ1λ2
+
λ−3
λ1λ1,3
+
λ1,3
λ1λ−3
)
− 1
12
(
λ2
λ1λ−3
+
λ−3
λ1λ2
)
c =
1
2λ−3
+
1
16
(
λ−3
λ2,3λ2
+
λ−3
λ1,3λ1
)
+
1
12
λ−3
λ1λ2
− 1
16
(
λ2
λ−3λ2,3
+
λ2,3
λ−3λ2
+
λ1
λ−3λ1,3
+
λ1,3
λ−3λ1
)
− 1
12
(
λ2
λ−3λ1
+
λ1
λ−3λ2
)
c =
1
2λ2,3
+
1
16
(
λ2,3
λ−3λ2
+
λ2,3
λ1,3λ1,2
)
− 1
16
(
λ2
λ2,3λ−3
+
λ−3
λ2,3λ2
+
λ1,2
λ2,3λ1,3
+
λ1,3
λ2,3λ1,2
)
c =
1
2λ1,3
+
1
16
(
λ1,3
λ1,2λ2,3
+
λ1,3
λ1λ−3
)
− 1
16
(
λ2,3
λ1,3λ1,2
+
λ1,2
λ1,3λ2,3
+
λ−3
λ1,3λ1
+
λ1
λ1,3λ−3
)
Demonstrac¸a˜o. Uma a´lgebra de Lie do tipo G2 pode ser vista como sendo a a´lgebra de Lie
g = sl(3,C) ⊕C3 ⊕ (C3)∗, [30]. A suba´lgebra h das matrizes diagonais de sl(3,C) e´ uma
suba´lgebra de Cartan em g.
Agora considere os funcionais εi de h definidos por: εi : diag{a1, a2, a3} 7→ ai. Uma base
para o sistema de ra´ızes relativas ao par (g, h) e´ dada por Σ = {ε1 − ε2, ε2}.
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O conjunto das ra´ızes positivas e´ dado por Π+ = {α1 = ε1 − ε2, α2 = ε2, α1 + α2 =
ε1, α1 + 2α2 = −ε3, α1 + 3α2 = ε2 − ε3, 2α1 + 3α2 = ε1 − ε3}. Sabemos que a forma de
Cartan-Killing (·, ·) e´ dada por:
(2α1 + 3α2, 2α1 + 3α2) = (α1 + 3α2, α1 + 3α2) = (α1, α1) =
1
4
(α1 + 2α2, α1 + 2α2) = (α1 + α2, α1 + α2) = (α2, α2) =
1
12
Para o ca´lculo dos valores
[
γ
αβ
]
, com α, β, γ ∈ Π+ usamos (4.16). Assim, obtemos:
1
4
=
[
α1
(α1 + α2)α2
]
=
[
α1
(2α1 + 3α2) (α1 + 3α2)
]
=
[
α2
(α1 + 3α2) (α1 + 2α2)
]
=
[
(α1 + α2)
α1α2
]
=
[
(α1 + α2)
(2α1 + 3α2) (α1 + 2α2)
]
=
[
(α1 + 2α2)
(α1 + 3α2)α2
]
=
[
α1 + 2α2
(2α1 + 3α2) (α1 + α2)
]
=
[
(α1 + 3α2)
(α1 + 2α2)α2
]
=
[
(α1 + 3α2)
(2α1 + 3α2)α1
]
=
[
(2α1 + 3α2)
α1 (α1 + 3α2)
]
=
[
(2α1 + 3α2)
(α1 + α2) (α1 + 2α2)
]
1
3
=
[
α2
(α1 + 2α2) (α1 + α2)
]
=
[
(α1 + α2)
(α1 + 2α2)α2
]
=
[
(α1 + 2α2)
(α1 + α2)α2
]
.
Fazendo λi,j = λεi−εj e λ±i = λεi em (7.6), obte´m-se as equac¸o˜es desejadas.
CAPI´TULO 5
NOVAS ME´TRICAS DE EINSTEIN
Neste cap´ıtulo classificamos as variedades bandeira, dos grupos de Lie cla´ssicos, de acordo
com o nu´mero de somandos isotro´picos. Em seguida obtivemos explicitamente todas as
me´tricas de Einstein invariantes, a menos de homotetia, em quatro famı´lias de variedades
bandeira.
Na sec¸a˜o 5.3 relacionamos me´tricas de Einstein invariantes com a dimensa˜o dos somandos
isotro´picos por meio da curvatura escalar de uma me´trica invariante em variedades bandeira.
Ja´ na sec¸a˜o 5.4 mostramos que os tensores invariantes sobre variedades bandeira maxi-
mais, do tipo Al e Cl, esta˜o em bijec¸a˜o com os tensores invariantes sobre variedades bandeira
generalizadas, do tipo Al e Cl. Consequentemente observamos que essas variedades bandeira
maximais e generalizadas teˆm as mesmas estruturas quase Hermitianas invariantes.
Os resultados deste cap´ıtulo sa˜o novos, exceto quando explicitamente mencionado.
5.1 Variedades bandeira com poucos somandos
isotro´picos
Nesta sec¸a˜o usaremos t-ra´ızes para classificar todas as variedades bandeira dos grupos
de Lie cla´ssicos, com o nu´mero de somandos isotro´picos menor ou igual a quatro. Assim,
pelo que foi visto no cap´ıtulo 2, os tensores como: f -estruturas, me´tricas invariante e o Ricci
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sobre essas variedades bandeira, sa˜o caracterizados com, no ma´ximo, quatro paraˆmetros.
Lembramos que a quantidade de somandos isotro´picos e´ igual ao nu´mero
∣∣∣Π+t ∣∣∣.
O pro´ximo resultado estende para as classes Bn e Cn o resultado originalmente obtido em
[6] que discutiu os casos An e Dn .
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Proposic¸a˜o 5.1.1. O nu´mero de somandos isotro´picos das variedades bandeira dos grupos
de Lie cla´ssicos e´ determinado pela seguinte tabela.
Tabela 1. O nu´mero de somandos isotro´picos das varidades bandeira.
Tipo G/K
∣∣∣Π+t ∣∣∣
An
SU(n)
S(U(n1)×···×U(ns))
s(s−1)
2∑
ni=n, ni≥1
(i) SO(2n+1)
U(n1)×···×U(ns)×U(1)m (s+m)
2 + s
n≥2
Bn
(ii) SO(2n+1)
U(n1)×···×U(ns)×U(1)m×SO(2t+1) (s+m)
2 + s
t≥2
(i) Sp(n)
U(n1)×···×U(ns)×U(1)m (s+m)
2
n≥3
Cn
(ii) Sp(n)
U(n1)×···×U(ns)×U(1)m×Sp(t) (s+m)
2 + (s+m)
t≥3
(i) SO(2n)
U(n1)×···×U(ns) ×U(1)m (s+m)
2 −m
Dn n≥4
(ii) SO(2n)
U(n1)×···×U(ns) ×U(1)m×SO(2t) (s+m)
2 + s
t≥4
onde
∑
ni + m = n, ni > 1 e m, s ≥ 0 no caso Bn (i), Cn (i) e Dn (i). Nos casos Bn (ii),
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Cn (ii) e Dn (ii) temos ni + t+m = n, com ni > 1 e m, s ≥ 0.
Demonstrac¸a˜o. O ca´lculo de
∣∣∣Π+t ∣∣∣ e´ ana´logo em todos os casos. Assim apresentamos este
ca´lculo em detalhes apenas para o caso Bn (ii).
Para as variedades bandeiraBn (ii), sabemos que uma suba´lgebra de Cartan de so (2n+ 1,C)
tem a forma
hC =


0
∆
−∆


(5.1)
onde ∆ = {diag (ε1, . . . , εn) , εi ∈ C}.
O sistema de ra´ızes de so (2n+ 1,C) com respeito a hC e´
Π = {±εi, 1 ≤ i ≤ n} ∪ {± (εi ± εj) , 1 ≤ i < j ≤ n} .
Uma base de Π e´ dada por
Σ = {ε1 − ε2, . . . εn−1 − εn, εn} . (5.2)
O sistema de ra´ızes de kC = gl (n1,C)×· · ·×gl (ns,C)×gl (1,C)m×so (2t+ 1,C) com respeito
a hC e´
ΠK =
{
±
(
εia − εib
)
: 1 ≤ i ≤ s, 1 ≤ a < b ≤ ni
}
⋃{± (εs+m+1a ± εs+m+1b ) ,±εs+m+1c : 1 ≤ a < b ≤ t, 1 ≤ c ≤ t} ,
onde εs+m+1c = εn1+···+ns+m+c, 1 ≤ c ≤ t. Enta˜o a suba´lgebra t da forma real h e´ a a´lgebra de
todas as matrizes diagonais da forma (5.1) com
∆t =
{
diag(ε1n1 , . . . , ε
1
n1
, . . . , εsns , . . . , ε
s
ns , εn−t−m+1, εn−t−m+2, . . . , εn−t, 0, . . . , 0) ∈ h}
onde cada εini e 0 aparecem exatamente ni vezes e t vezes, respectivamente.
O conjunto das ra´ızes complementares positivas, com respeito a Σ, e´
Π+M =
{
εia ± εjb : 1 ≤ i < j ≤ s
}⋃{
εic, ε
i
a + ε
i
b, ε
s+1
d : a < b, 1 ≤ d ≤ m
}
⋃{
εia ± εs+1d , εia ± εs+m+1c , εs+1d ± εs+m+1c
}⋃{
εs+1c ± εs+1d : c < d
}
.
CAP. 5 • NOVAS ME´TRICAS DE EINSTEIN 69
Portanto pela restric¸a˜o das ra´ızes de Π+M a` suba´lgebra t, obtemos que o conjunto das t-ra´ızes
positivas e´
Π+t = {δi ± δj : 1 ≤ i < j ≤ s} ∪ {δi, 2δi, δn−t−m+k : 1 ≤ i ≤ s, 1 ≤ k ≤ m}
∪ {δi ± δn−t−m+k, : 1 ≤ i ≤ s, 1 ≤ k ≤ m} ∪ {δn−t−m+k ± δn−t−m+r : 1 ≤ k < r ≤ m} .
onde δi denota a restric¸a˜o k(ε
i
a).
Assim, vemos que
∣∣∣Π+t ∣∣∣ = 2s (s− 1) /2 + 2s + m + 2sm + 2m (m− 1) /2 = (s+m)2 + s.
Note que (εia ± εs+m+1c ) |t = δi = εia|t e (εs+1d ± εs+m+1c )|t = δn−t−m+k = εs+1d |t.
No caso sl (n,C) tomamos hC = {diag(ε1, . . . , εn) : εi ∈ C,∑i εi = 0} como uma suba´lgebra
de Cartan.
Ja´ nos casos sp (n,C) e so (2n,C) tomamos a suba´lgebra de Cartan como
hC = {diag(ε1, . . . , εn,−ε1, . . . ,−εn) : εi ∈ C}.
Assim, usando a notac¸a˜o δi := k(ε
i
a), obtemos:
Π+t =
 σ (δi − δj) , α (δi + δj) , η (δn−t−m+k ± δn−t−m+r) :1 ≤ i < j ≤ s, 1 ≤ r < k ≤ m

⋃ βδi, γ2δi, µδn−t−m+k, ξ2δn−t−m+k, ψ (δi + δn−t−m+k) ,ζ (δi − δn−t−m+k) : 1 ≤ i ≤ s, 1 ≤ k ≤ m

onde σ, α, β, γ, µ, ξ, ψ, ζ, η assume os valores 0 ou 1.
No caso An, apenas σ = 1 e os coeficientes restantes sa˜o todos nulos.
Analisando o caso Bn (i), quando s = 0, (isto e´ o caso maximal), enta˜o apenas µ = η = 1.
Ainda neste caso, se m = 0 enta˜o σ = α = β = γ = 1. E quando s,m 6= 0 enta˜o apenas
ξ = 0.
No caso Bn (ii), se s = 0 enta˜o apenas η = µ = 1. Se m = 0 enta˜o σ = α = β = γ = 1.
Para as variedades bandeira do tipo Cn (i), se s = 0 enta˜o ξ, η = 1. Se m = 0 enta˜o
σ = α = γ = 1. Ja´ quando s,m 6= 0 enta˜o β = µ = 0.
Para as variedades bandeira do tipo Cn (ii), se s = 0 enta˜o η = µ = ξ = 1. Se m = 0
enta˜o σ = α = β = γ = 1. E quando s,m 6= 0 enta˜o todos os coeficientes sa˜o iguais a 1.
No caso Dn (i), se s = 0 enta˜o apenas η = 1. Quando m = 0 enta˜o σ = α = γ = 1. Ja´
quando s,m 6= 0 enta˜o β = µ = ξ = 0.
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Finalmente, para as variedades bandeira do tipo Dn (ii), se s = 0 enta˜o η = µ = 1.
Quando m = 0 enta˜o σ = α = β = γ = 1. Se s,m 6= 0 enta˜o apenas ξ = 0. Isto conclui a
demonstrac¸a˜o.
Pela Proposic¸a˜o anterior e o Teorema 2.2.2, obtemos
Corola´rio 5.1.2. Seja F = G/K uma variedade bandeira de um grupo de Lie cla´ssico, enta˜o
ToF ≡ m tem no ma´ximo quatro adg(k)-submo´dulos mi (irredut´ıveis e na˜o-equivalentes) se, e
somente se, F e´ isomorfa a uma das seguintes variedades bandeira
Tabela 2. Variedades Bandeira com no ma´ximo quatro somandos isotro´picos.
r type An type Bn type Cn type Dn
SO(2n)
U(n)
1 SU(n)
S(U(t)×U(n−t))
SO(2n+1)
U(1)×SO(2n−1)
Sp(n)
U(n)
SO(2n)
U(1)×SO(2n−2)
2 − SO(2n+1)
U(m)×SO(2t+1)
Sp(n)
U(m)×Sp(t)
SO(2n)
U(m)×SO(2t)
m+t=n,m>1,t≥0 m+t=n,m≥1,t≥3 m+t=n,m>1,t≥3
[34] [34] [9]
3 SU(n)
S(U(n1)×U(n2)×U(n3)) − −
SO(2n)
U(n−1)×U(1)∑
ni=n,ni≥1
[20], [6] e [26] [20]
SO(5)
U(1)×U(1)
SO(2n)
U(n−t)×U(t)
4 − [26] Sp(n)
U(m)×U(t) t>1
m+t=n,m≥1,n≥3 [6]
SO(2n+1)
U(1)2×SO(2n−3)
SO(2n)
U(1)2×SO(2n−4)
n≥4 n≥6
[34] [8]
onde r e´ o nu´mero de submo´dulos irredut´ıveis mi do ad(k)-mo´dulo m.
CAP. 5 • NOVAS ME´TRICAS DE EINSTEIN 71
Na tabela acima, as refereˆncia abaixo das variedades bandeira indica os trabalhos que
discutiram as me´tricas de Einstein invariantes nesses espac¸os.
5.2 Novas soluc¸o˜es
E´ conhecido que as variedades bandeira da primeira linha da tabela 2 acima, admitem (a
menos de homotetia) uma u´nica me´trica invariante Einstein, pois esses espac¸os sa˜o isotropi-
camente irredut´ıveis, (veja [11] 7.44). Os espac¸os da segunda linha desta tabela admitem
apenas, a menos de homotetia, duas me´tricas de Einstein invariantes, das quais uma delas e´
a Ka¨lher-Einstein, conforme [34] e [9].
Em [20], Kimura classificou todas as variedades bandeira com apenas treˆs somandos
isotro´picos e determinou o nu´mero de me´tricas invariante Einstein nessas variedades. Em
particular, ele mostrou que as variedades bandeira da terceira linha da tabela 2 acima, ad-
mitem exatamente, a menos de homotetia, quatro me´tricas invariante Einstein sendo treˆs
delas Ka¨lher-Einstein.
Para a u´ltima linha, os espac¸os SO(2n)
U(m)×U(m) (isto e´, quando n = 2t) e
SO(2n)
U(1)2×SO(2(n−2))
admitem exatamente, a menos de homotetia, dez me´tricas invariante Einstein sendo quatro
delas Ka¨lher-Einstein, conforme [6] e [8].
Em [26], usando base de Gro¨ebner, Sakane mostrou que SO(5)
U(1)×U(1) admite extamente, a
menos de homotetias, seis me´tricas invariante Einstein sendo quatro delas Ka¨lher-Einstein.
Ale´m disso, ele considerou o seguinte problema: Quantas me´tricas invariante Einstein na˜o-
Ka¨lher, a menos de homotetias, uma variedade bandeira admite? Mais geralmente, Wang e
Ziller em [38] conjecturaram: Se G/H e´ um espac¸o homogeˆneo compacto cuja representac¸a˜o
isotro´pica consiste de somandos irredut´ıveis e dois a dois na˜o-equivalentes, enta˜o as equac¸o˜es
alge´bricas de Einstein tem apenas um nu´mero finito de soluc¸o˜es.
Nesta sec¸a˜o respondemos essas questo˜es para quatro famı´lias de variedades bandeira.
Os pro´ximos dois Teoremas foram obtidos pelo autor em 2008 e apresentados em [34] e
independentemente por Arvanitoyeorgos e Chrysicos em [9].
Teorema 5.2.1. A famı´lia de variedades bandeira F = SO(2n+1)
U(m)×SO(2t+1) , com n = m+ t, m > 1
e t 6= 1, admite exatamente, a menos de homotetia, duas me´tricas invariante Einstein. Estas
CAP. 5 • NOVAS ME´TRICAS DE EINSTEIN 72
me´tricas sa˜o dadas explicitamente por
(1) h = 2(2n− 1), l = 4(2n− 1) e c = n+ t,
(2) h = n+ t, l = 2(m− 1) e c = (n+ t)
2 + (2t+ 1) (m− 1)
2 (2n− 1) .
sendo a primeira, a me´trica Ka¨hler-Einstein.
Demonstrac¸a˜o. De fato, pela Proposic¸a˜o (4.2.2) o sistema de Einstein neste caso reduz a
Ric(F 1cd, F
−1
−cd) =
m− 1
2n− 1 +
(1 + 2t)
4 (2n− 1)
l2
h2
= cl,
Ric(G1c , G
−1
−c) =
n+ t
2 (2n− 1) +
1
4 (2n− 1)
(m− 1)
lh
(
h2 − (l − h)2
)
= ch.
Fazendo h = 1 e substituindo c na segunda linha, obtemos a seguinte equac¸a˜o
(n+ t) l2 − (4n− 2) l + 4(m− 1) = 0
cujas ra´ızes sa˜o
l = 2 e l =
2 (m− 1)
n+ t
.
Com um ca´lculo ana´logo a esse, consegu´ımos
Teorema 5.2.2. A famı´lia de variedades bandeira F = Sp(n)
U(m)×Sp(t) com n = m + t, m ≥ 1 e
t ≥ 3 admite exatamente (a menos de homotetia) duas me´tricas invariante Einstein. Estas
me´tricas sa˜o dadas explicitamente por
h = 1, g =
1
2
, c =
m+ 2t+ 1
2 (n+ 1)
h = 1, g =
1 + 2m+ 4t
4 (m+ 1)
, c =
m+ 1
2n+ 2
+
4t(m+ 1)2
(n+ 1)(1 + 2m+ 4t)2
sendo a primeira, a me´trica Ka¨hler-Einstein.
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Demonstrac¸a˜o. Pela Proposic¸a˜o (3.5.3) as equac¸o˜es de Einstein para este espac¸o se reduzem
a duas equac¸o˜es, dadas por
m+ 2t+ 1
4 (n+ 1)
+
1
16 (n+ 1)
(2m+ 1)
hg
(
g2 − (h− g)2
)
= cg
m+ 1
2 (n+ 1)
+
t
4 (n+ 1)
h2
g2
= ch.
Fazendo h = 1 obtemos c na segunda equac¸a˜o. Substituindo c na primeira equac¸a˜o,
obtemos uma equac¸a˜o quadra´tica em g.
Agora iremos discutir o caso SO(2n+1)
U(1)2×SO(2n−3) . Em [34] foi mostrado pelo autor que esta
variedade admite pelo menos duas me´tricas de Einstein na˜o Ka¨hler invariante. O resultado
abaixo que estende a`quele provado em [34] foi tambe´m obtido independentemente em [5].
Teorema 5.2.3. A famı´lia de variedades bandeira FB {1, 1, n− 2} = SO(2n+1)U(1)2×SO(2n−3) , n ≥ 5,
admite exatamente, a menos de homotetias, oito me´tricas de Einstein invariantes. Estas
me´tricas dadas explicitamente por
(1) − (2) : z1 = z2 = 2
2 (n− 1)±
√
2n− 5
2n− 1
 , x = y = z2
1∓
√
2n− 5
2n− 1
 (5.3)
(3) − (4) : z1 = z2 = (2n− 1) (2n− 3)
n− 1
y =
(2n− 1)
(
(2n− 1) (2n− 3)±
√
(2n− 3) (8n3 − 36n2 + 46n− 19)
)
2 (n− 1)2
x =
(2n− 1)
(
(2n− 1) (2n− 3)∓
√
(2n− 3) (8n3 − 36n2 + 46n− 19)
)
2 (n− 1)2 (5.4)
(5) x = 4, y = 8(n− 1), z1 = 4n− 2, z2 = 4n− 6
(6) x = 8(n− 1), y = 4, z1 = 4n− 2, z2 = 4n− 6
(7) x = 8(n− 1), y = 4, z1 = 4n− 6, z2 = 4n− 2
(8) x = 4, y = 8(n− 1), z1 = 4n− 6, z2 = 4n− 2. (5.5)
sendo que as me´tricas dadas em (5.5) sa˜o Ka¨hler-Einstein.
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Demonstrac¸a˜o. Usando a suba´lgebra de Cartan de so (2n+ 1,C) dada em (5.1) e o sistema
de ra´ızes Π dado em (5.1) obtemos, neste caso,
ΠK = {± (εi ± εj) ,±εk : 3 ≤ i < j ≤ n, 3 ≤ k ≤ n}
Π+M = {ε1 ± ε2, ε1, ε2, ε1 ± εj, ε2 ± εj : 3 ≤ j ≤ n}
com respeito a base Σ dada em (5.2). A suba´lgebra t tem a forma (5.1) com
∆t = {diag (ε1, ε2, 0, . . . , 0)}
onde 0 aparece n − 2 vezes. Enta˜o restringindo as ra´ızes complementares positivas a t,
obtem-se Π+t = {δ1 ± δ2, δ1, δ2}, onde δi denota a restric¸a˜o do funcional εi a` suba´lgebra t.
Por convenieˆncia fazemos Vα = RSα + R
√−1Aα, α ∈ Π+M . Qualquer me´trica invariante
sobre FB {1, 1, n− 2} tem a forma
Λ = x ·m1 + y ·m2 + z1 ·m3 + z2 ·m4. (5.6)
onde m1 = Vε1−ε2 , m2 = Vε1+ε2 ,m3 = Vε1⊕
n∑
j=3
(
Vε1+εj ⊕ Vε1−εj
)
e m4 = Vε2⊕
n∑
j=3
(
Vε2+εj ⊕ Vε2−εj
)
.
Relembramos que a forma de Cartan-Killing neste caso satisfaz (εi ± εj, εi ± εj) = 12n−1 ,
(εi, εi) =
1
2(2n−1) e as constantes de estrutura Nα,β tem valor absoluto igual a
1√
2(2n−1) .
Usando a expressa˜o do tensor de Ricci vemos que Λ e´ uma me´trica invariante Einstein
se, e somente se,: f1 := Ric (Xε1 , X−ε1) − cz1 = 0, f2 := Ric (Xε2 , X−ε2) − cz2 = 0,
f3 := Ric (Xε1−ε2 , Xε2−ε1) − cx = 0 e f4 := Ric
(
Xε1+ε2 , X−(ε1+ε2)
)
− cy = 0, onde f1 =
f1(x, y, z1, z2), f2 = f2(x, y, z1, z2), f3 = f3(x, z1, z2) e f4 = f4(y, z1, z2).
Definindo F := f1 +f2 e G := f3 +f4, enta˜o as equac¸o˜es alge´bricas de Einstein satisfazem
F (x, y, z1, z2) = F (x, y, z2, z1) e G(x, y, z1, z2) = G(y, x, z1, z2). Escolhemos c = 1/4(2n − 1)
e usamos estas simetrias para obter o seguinte sistema equivalente as equac¸o˜es alge´bricas de
Einstein
p1 = (z1 − z2)
(
(x+ y)
(
(z1 + z2)
2 − xy
)
− z1z2xy
)
= 0
p2 = 2 (4n− 1)xyz1z2 + (x+ y) (z1 + z2)
(
(z1 − z2)2 − xy
)
− (z1 + z2) z1z2xy = 0
p3 = (x− y) ((2n− 3) (x+ y)− z1z2) = 0 (5.7)
p4 = 8z1z2 + (2n− 3)
(
(x+ y)2 − 2xy − 2 (z1 − z2)2
)
− (x+ y) z1z2 = 0
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onde p1 := 4(2n−1)xyz1z2(f1−f2), p2 := 4(2n−1)xyz1z2(f1+f2), p3 := 4(2n−1)z1z2(f3−f4)
e p4 := 4(2n− 1)z1z2(f3 + f4).
Agora resolvemos esse sistema em quatro etapas:
i) Se x = y e z1 = z2, enta˜o p2 e p4 sa˜o fatorados facilmente. Assim obtemos as duas
me´tricas de Einstein invariante dadas em (5.3).
ii) Se x 6= y e z1 = z2 simplificamos o sistema fatorando p2, p3 e p4 usando a hipo´tese que
x 6= y e todas as inco´gnitas sa˜o positivas. Assim obtemos as duas soluc¸o˜es dadas em (5.4).
iii) Se x = y e z1 6= z2 pela expressa˜o de p1 e p4 vemos que x, z1, z2 devem satisfazer as
equac¸o˜es 2
(
(z1 + z2)
2 − x2
)
− z1z2x = 0 e 4z1z2 + (2n− 3)x2 − xz1z2 = 0 as quais implica
na seguinte igualdade
2 (z1 + z2)
2 + (2n− 5)x2 + 4z1z2 = 0
o que e´ imposs´ıvel, pois n ≥ 4 and z1, z2, x > 0. Portanto na˜o existe me´trica de Einstein
invariante satisfazendo x = y e z1 6= z2.
iv) Se x 6= y e z1 6= z2 vemos que o sistema (5.7) reduz-se ao seguinte sistema alge´brico
(x+ y)
(
(z1 + z2)
2 − xy
)
− z1z2xy = 0
2 (4n− 1)xyz1z2 + (x+ y) (z1 + z2)
(
(z1 − z2)2 − xy
)
− (z1 + z2) z1z2xy = 0
(2n− 3) (x+ y)− z1z2 = 0
8z1z2 + (2n− 3)
(
(x+ y)2 − 2xy − 2 (z1 − z2)2
)
− (x+ y) z1z2 = 0
o qual pode ser resolvido por substituic¸a˜o. Suas soluc¸o˜es sa˜o as me´tricas Ka¨hler-Einstein
invariantes dadas em (5.5).
Continuando o estudo da me´tricas de Einstein nas variedades bandeira com quatro so-
mandos isotro´picos, na tabela 2, obtivemos o pro´ximo resultado. Continuaremos a explorar
as simetrias das equac¸o˜es de Einstein.
Teorema 5.2.4. A famı´lia de variedades bandeira FC (m,m) = Sp(n)U(m)×U(m) , n = 2m, admite
exatamente, a menos de homotetias, seis me´trica de Einstein invariante. Estas me´tricas sa˜o
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dadas explicitamente por
(1) − (2) x = (2b− 1) (3b− 2)±
√
b ((2b− 1) (3b− 2))
2b− 1 , y = 6b− 4− x
z1 = z2 =
2b (3b− 2)
2b− 1 (5.8)
(3) z1 = 2b, z2 = 6b− 4, x = 2b− 2, y = 4b− 2
(4) z1 = 6b− 4, z2 = 2b, x = 2b− 2, y = 4b− 2
(5) z1 = 6b− 4, z2 = 2b, x = 4b− 2, y = 2b− 2
(6) z1 = 2b, z2 = 6b− 4, x = 4b− 2, y = 2b− 2 (5.9)
onde b = m+ 1. Ale´m disso, as me´tricas (3)− (6) sa˜o Ka¨hler-Einstein.
Demonstrac¸a˜o. Tomamos a mesma suba´lgebra de Cartan hC de sp(n,C) dada em (4.11)
e o sistema de ra´ızes associado dado em (4.12). O sistema de ra´ızes associado ao par
(hC, gl (m,C)× gl (m,C)) e´ dado por
ΠK = {± (εi − εj) ,± (εi+m − εj+m) : 1 ≤ i < j ≤ m} .
Assim,
ΠM = {± (εi ± εj+m) ,± (εi + εj) ,± (εi+m + εj+m) : 1 ≤ i ≤ j ≤ m} .
Enta˜o, a suba´lgebra t tem a forma (4.11) com
Λt = diag{ε1, . . . , ε1, ε2, . . . , ε2},
onde εi aparecem vezes. Assim o conjunto das t-ra´ızes e´ dado por Πt = {± (δ1 ± δ2) ,±2δ1,±2δ2}
onde δi = εi|t.
Qualquer me´trica invariante sobre FC (m,m) tem a forma (5.6), com
m1 =
m∑
i,j=1
Vεi−εj+m ,m2 =
m∑
i,j=1
Vεi+εj+m ,m3 =
m∑
i,j=1
Vεi+εj ,m4 =
m∑
i,j=1
Vεi+m+εj+m .
Relembramos que a forma de Cartan-Killing de sp(n,C) e´ dada por (X, Y ) = 2 (n+ 1) trXY .
Ale´m disso (α, α) = 1
n+1
, se α = ±2εi e (α, α) = 12(n+1) se α = εi ± εj. Usamos o Lema 4.3.2
para obter os valores das constantes de estrutura.
De forma ana´loga ao caso anterior, escrevemos
f1 := Ric
(
Xεi−εj+m , Xεj+m−εi
)
− cx, f2 := Ric
(
Xεi+εj+m , X−(εi+εj+m)
)
− cy,
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f3 := Ric
(
Xεi+εj , X−(εi+εj)
)
− cz1, f4 := Ric
(
Xεi+m+εj+m , X−(εi+m+εj+m)
)
− cz2
assim Λ e´ Einstein se, e somente se, fi = 0, i = 1, . . . , 4.
Escolhemos c = 1/4(n+ 1). Obtemos deste modo o seguinte sistema simplificado equiva-
lente as equac¸o˜es de Einstein
p1 = (x− y)
[
(bz2 + bz1) (x+ y)
2 − z1z2 (bz1 + bz2 + 2xy)
]
= 0
p2 = (x+ y)
[
(bz2 + bz1) (x− y)2 − z1z2 (bz1 + bz2 + 2xy)
]
+ 8(n+ 1)xyz1z2 = 0
p3 = (z1 − z2) (m (z1 + z2)− xy) = 0 (5.10)
p4 = 4xy (n+ 1)− xy (z1 + z2)− n
(
x2 + y2
)
+m
(
z21 + z
2
2
)
= 0
onde b = m + 1, p1 := 2xyz1z2 (f1 − f2), p2 := 2xyz1z2 (f1 + f2), p3 := xy (f3 − f4) e p4 :=
xy (f3 + f4).
De forma ana´loga ao caso anterior encontramos, em quatro etapas, as soluc¸o˜es do sistema
(5.10), as quais sa˜o dadas em (5.8) e (5.9).
Os Teoremas acima provam a Conjectura 0.0.1 de Wang e Ziller para as respectivas quatro
famı´lias de variedades bandeira generalizadas.
5.3 Me´tricas de Einstein e as dimenso˜es dos
somandos isotro´picos
Nesta sec¸a˜o queremos ligar repetic¸a˜o dos paraˆmetros da me´trica de Einstein com as
dimenso˜es dos somandos isotro´picos mi, denotadas por Di. Comec¸amos com um exemplo
extremo na variedade FA(n1, . . . , ns). A me´trica nesta variedade cujos paraˆmetros sa˜o todos
iguais a 1 e´ Einstein somente quando os nu´meros Dij = 2ninj sa˜o iguais, ou seja, somente
quando n1 = . . . = ns. Neste caso, esta me´trica e´ a me´trica normal. Assim, igualdade na
me´trica implica igualdade nas dimenso˜es dos somandos.
Mais geralmente, os exemplos citados nas sec¸o˜es anteriores, e outros encontrados em [6],
[26] e [32], nos levam a acreditar que toda me´trica de Einstein invariante de tipo na˜o Ka¨hler
tenha alguns paraˆmetros repetidos. Enquanto na˜o podemos afirmar esta conjectura, vamos
estabelecer algumas ligac¸o˜es entre esta questa˜o e igualdade dos nu´meros Di.
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Sejam F uma variedade bandeira e ToF = m o espac¸o tangente a F na origem. Considere
a decomposic¸a˜o, m = m1⊕m2⊕· · ·⊕ms em ad(k)-mo´dulos reais irredut´ıveis na˜o equivalentes.
Seja Λ uma me´trica invariante sobre F e S (Λ) a curvatura escalar associada. A curvatura
escalar sobre um espac¸o homogeˆneo compacto e conexo G/H foi calculada em [36].
No caso das variedades bandeira a expressa˜o de S (Λ) se reduz a
S (Λ) =
1
2
∑
i
Di
λi
− 1
4
∑
i,j,k
Ckij
λk
λiλj
(5.11)
onde Di = dimR(mi) e λi sa˜o os paraˆmetros da me´trica invariante Λ para i = 1, . . . , s. Os
coeficientes Ckij foram definidos em (4.14).
Consideremos o conjunto das me´tricas invariante sobre F, com volume unita´rio, [20]:
M = {(λ1, . . . , λs) ∈ Rs : λD11 · · ·λDss = 1;λ1, . . . , λs > 0}.
O pro´ximo resultado e´ va´lido em espac¸os homogeˆneos mais gerais do que as variedades
bandeira. Este resultado mostra a relac¸a˜o entre me´tricas invariante Einstein e a curvatura
escalar.
Teorema 5.3.1. [36] Seja F uma variedade bandeira. Enta˜o os pontos cr´ıticos de S|M sa˜o
precisamente as me´tricas invariante Einstein em F.
A priori, dada uma me´trica invariante Λ sobre F, para calcular S (Λ) deve-se computar
todos os coeficientes Ckij. Entretanto, o pro´ximo resultado mostra que esses coeficientes sa˜o
na˜o nulos apenas nas triplas soma zero de t-ra´ızes.
Lema 5.3.2. Sejam di, dj, dk t-ra´ızes associadas aos ad(k)-mo´dulos reais mi,mj e mk, respec-
tivamente. Enta˜o Ckij 6= 0 se, e somente se, di + dj + dk = 0.
Demonstrac¸a˜o. Considere os elementos Xα, α ∈ ΠM , da base de Weyl de gC fixada em (1.1).
Seja Vα = RSα + R
√−1Aα, enta˜o, conforme observado em (1.2) os vetores Eα = Sα/
√
2 e
Fα =
√−1Aα/
√
2, α ∈ Π+M formam uma base B-ortonormal de Vα.
Assim, uma base B-ortonormal de um ad(k)-mo´dulo mi = mdi , com di ∈ Π+t e´ dada por
bi =
{
Eα, Fα : α|t = di, α ∈ Π+M
}
.
Considere bi, bj e bk bases B-ortonormal de mi, mj e mk respectivamente. Como
[
gCα, g
C
β
]
=
gCα+β e
(
gCα+β, g
C
γ
)
= 0, exceto quando α + β + γ = 0, conclu´ımos que para todo eα ∈ bi,
eβ ∈ bj e eγ ∈ bk temos B ([eα, eβ] , eγ) = 0 exceto quando α+β+(−γ) = 0 com α, β, γ ∈ Π+M .
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Portanto, de acordo com (4.14) se Ckij 6= 0 enta˜o existe α, β, γ ∈ Π+M com k (α) = di,
k(β) = dj, k (γ) = dk tais que α+ β + (−γ) = 0, logo di + dj + (−dk) = α|t + β|t + (−γ)|t =
(α + β + (−γ))|t = 0.
Reciprocamente, se di, dj, dk sa˜o t-ra´ızes ta´ıs que di + dj + dk = 0, enta˜o pelo Lema 3.3.2
existem α, β, γ ∈ ΠM com α|t = di, β|t = dj, γ|t = dk tais que α + β + γ = 0. Portanto,
Ckij 6= 0.
Lembramos que uma t-ra´ız di pertence a uma tripla soma zero se existem dj, dk ∈ Πt tais
que di+dj+dk = 0. Neste caso denotamos por T (di) o nu´mero de triplas soma zero contendo
di ∈ Πt.
Proposic¸a˜o 5.3.3. Sejam F uma variedade bandeira e Πt um conjunto de t-ra´ızes correspon-
dente. Sejam di, dj,−(di + dj) = dk ∈ Πt tais que T (di) = T (dj) = 1. Se existirem i e j tais
que F admita uma me´trica invariante Einstein satisfazendo λi = λj enta˜o dimmi = dimmj.
Demonstrac¸a˜o. Usando o me´todo do multiplicador de Lagrange, segue-se do Teorema 5.3.1
que uma me´trica Λ e´ Einstein se, e somente se, Λ e´ soluc¸a˜o das s+ 1 equac¸o˜es de Einstein
∂S
∂λl
= ξDlλ
D1
1 · · ·λDl−1l · · ·λDss , 1 ≤ l ≤ s (5.12)
λD11 · · ·λDss = 1 (5.13)
onde Dl = dimml e ξ e´ o multiplicador de Lagrange.
Em particular, Λ deve satisfazer as duas equac¸o˜es do sistema (5.12) relativas a i e j.
Como T (di) = T (dj) = 1, segue-se da expressa˜o da curvatura escalar (5.11) e pelo Lema 4.14
que a igualdade (5.12), para l = i, se reduz a
− Di
2λ2i
− 1
4
Ckij
(
1
λjλk
− λk
λ2iλj
− λj
λ2iλk
)
= ξDiλ
D1
1 · · ·λDi−1i · · ·λDss . (5.14)
Multiplicando esta u´ltima equac¸a˜o por λi/Di e usando (5.13), obtemos
− 1
2λi
− 1
4Di
Ckij
(
λi
λjλk
− λk
λiλj
− λj
λiλk
)
= ξ. (5.15)
Analogamente, para l = j, temos
− 1
2λj
− 1
4Dj
Ckij
(
λj
λiλk
− λk
λiλj
− λi
λjλk
)
= ξ. (5.16)
Portanto se Λ e´ uma me´trica invariante Einstein satisfazendo λi = λj, pelas equac¸o˜es
(5.15) e (5.16), obtemos Di = Dj.
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Exemplo 5.3.4. Considere a variedade bandeira F = SU(n)
S(U(n1)×U(n2)×U(n3)) . Neste caso, um
conjunto de t-raizes positivas e´ dado por
Π+t = {δ12 = (d1 − d2), δ23 = (d2 − d3), δ13 = (d1 − d3)} .
Com uma simples inspec¸a˜o, vemos que δ12 + δ23 + δ31 = 0 e T (δ12) = T (δ23) = 1. Assim
qualquer me´trica invariante sobre F e´ da forma
Λ = λ12m12 + λ23m23 + λ13m13
onde mij e´ o ad(k)-mo´dulo associado a δij e dimmij = 2ninj, com 1 ≤ i < j ≤ 3.
Portanto, a condic¸a˜o necessa´ria para a me´trica normal ser Einstein e´ n1 = n2 = n3.
Observac¸a˜o 5.3.1. Em geral, se F e´ uma variedade bandeira que possui um conjunto de
t-ra´ızes positivas da forma
Π+t = {δ, η, (δ + η)} , com δ 6= η
enta˜o, δ + η − (δ + η) = 0 e T (δ) = T (η) = 1.
Portanto se dimmδ 6= dimmη enta˜o qualquer me´trica invariante Einstein sobre F deve
satisfazer λδ 6= λη.
Assim das 10 classes de variedades bandeira com apenas treˆs somandos isotro´picos, classi-
ficadas por Kimura em [20], podemos aplicar essa observac¸a˜o, pois em cada uma delas temos
apenas treˆs t-ra´ızes positivas.
Sejam F uma variedade bandeira e Πt um conjunto de t-ra´ızes correspondentes. Dada
uma t-ra´ız δ, seja α ∈ ΠM ⊂ Π tal que k(α) = δ. Como Π e´ um sistema de ra´ızes, sabemos
que α pertence a alguma tripla soma zero de ra´ızes, isto e´, α + β + γ = 0 para alguma
β, γ ∈ Π. Enta˜o k(α) + k(β) + k(γ) = 0.
Entretanto, se γ ∈ ΠK na˜o podemos concluir que δ ∈ Πt pertence a uma tripla soma zero
de t-ra´ızes, pois nesse caso k(γ) = 0.
O pro´ximo resultado mostra que a existeˆncia da me´trica invariante Ka¨hler-Einstein sobre
F implica que toda t-ra´ız esta´ em alguma tripla soma zero.
Teorema 5.3.5. Sejam F uma variedade bandeira e Πt um conjunto de t-ra´ızes correspon-
dentes. Se Πt contiver mais que uma t-ra´ız positiva, enta˜o toda t-ra´ız pertence a alguma
tripla soma zero.
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Demonstrac¸a˜o. Considere a me´trica Ka¨hler-Einstein Λ correspondente a estrutura complexa
canoˆnica sobre F. Pelo Teorema 5.3.1, Λ satisfaz o sistema alge´brico dado em (5.12) e (5.13).
Suponhamos que uma t-ra´ız dk0 na˜o pertence a nenhuma tripla soma zero, logo pelo Lema
5.3.2, temos Ck0ij = 0 para todo i, j = 1, . . . , s.
Enta˜o, a equac¸a˜o (5.12) para l = k0 reduz a
−Dk0
2λ2k0
= ξDk0λ
D1
1 · · ·λDk0−1k0 · · ·λDss
donde,
ξ = − 1
2λk0
. (5.17)
Como F na˜o e´ isotropicamente irredut´ıvel, existe pelo menos uma t-ra´ız di 6= dk0 corres-
pondente a ad(k)-mo´dulo mi irredut´ıvel e na˜o equivalente a mk0 . Assim, a equac¸a˜o (5.12)
para l = i e´ dada por
∂S
∂λi
= − 1
2λk0
Diλ
D1
1 · · ·λDi−1i · · ·λDss
donde,
∂S
∂λi
= − Di
2λiλk0
. (5.18)
Por outro lado,
∂S
∂λi
= − Di
2λ2i
+ f (5.19)
onde f e´ uma func¸a˜o dependo de todos λj tais que di± dj ∈ Πt, pelo Lema 5.3.2. Enta˜o, por
(5.18) e (5.19) temos
f =
Di
2λi
(
1
λi
− 1
λk0
)
o que contradiz o fato de dk0 na˜o pertencer a nenhuma tripla soma zero de t-ra´ızes.
Como consequeˆncia, podemos caracterizar alguns conjuntos de t-ra´ızes.
Proposic¸a˜o 5.3.6. Seja F e´ uma variedade bandeira com apenas dois somandos isotro´picos
irredut´ıveis e inequivalentes, enta˜o o conjunto das t-ra´ızes associado e´ da forma Πt = {±ζ,±2ζ}.
Demonstrac¸a˜o. Como m = m1⊕m2, podemos escrever Πt = {δ,−δ, ζ,−ζ}, onde δ, ζ ∈ k (Π+).
Pelo Teorema 5.3.5, δ pertence a alguma tripla soma zero de t-ra´ızes.
Como as t-ra´ızes sa˜o funcionais lineares em t∗ na˜o nulos, as possibilidades para as triplas
soma zero contendo δ sa˜o δ + ζ + ζ = 0, δ + δ + ζ = 0, ou δ − ζ − ζ = 0. Agora, usando
o Lema 3.3.2, vemos que a primeira e segunda contradiz o fato de δ e ζ pertencer a k (Π+).
Logo, δ = 2ζ.
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Corola´rio 5.3.7. Se F e´ tal que m = m1⊕m2 com dimm1 6= dimm2, enta˜o qualquer me´trica
invariante Einstein sobre F deve satisfazer λ1 6= λ2. (Isto e´, se a me´trica normal e´ Einstein
sobre F enta˜o dimm1 = dimm2.)
Demonstrac¸a˜o. De fato, neste caso cada t-ra´ız pertence a exatamente uma tripla soma zero.
Agora o resultado segue da Proposic¸a˜o 5.3.3.
Proposic¸a˜o 5.3.8. Se F tem apenas treˆs somandos isotro´picos irredut´ıveis e inequivalentes,
enta˜o o conjunto das t-ra´ızes associado e´ da forma Πt = {±δ,±ζ,±(δ + ζ)} ou Πt =
{±δ,±2δ,±4δ}, onde δ, ζ ∈ t∗ \ {0}.
Demonstrac¸a˜o. Como m = m1⊕m2⊕m3 podemos escrever, Πt = {±α,±β,±γ} onde α, β, γ ∈
k(Π+) sa˜o as t-ra´ızes positivas com α, β, γ ∈ t∗ \{0}. Observamos que na˜o existe tripla soma
zero com apenas t-ra´ızes positivas ou tripla contendo duas t-ra´ızes opostas.
Assim vemos que as poss´ıveis triplas soma zero contendo α sa˜o (α, β,−γ), (α,−β, γ),
(α,−β,−γ), (α, α,−β), (α, α,−γ), (α,−β,−β), (α,−γ,−γ). De qualquer uma das treˆs
primeiras opc¸o˜es, conclu´ımos que Πt tem a forma Πt = {±δ,±ζ,±(δ + ζ)}.
Para cada uma das quatro u´ltimas possiblidades, conclu´ımos que Πt tem a forma Πt =
{±δ,±2δ,±3δ} ou Πt = {±δ,±2δ,±4δ}.
5.4 Correspondeˆncia entre estruturas de variedades
bandeira maximais e generalizadas
Em [28], Negreiros e San Martin classificaram todas as estruturas quase Hermitianas em
variedades bandeira maximal, usando a classificac¸a˜o obtida por Gray e Hervella em [16].
Mais precisamente, eles mostraram que no caso das variedades bandeira maximais as 16
classes de Gray e Hervella colapsam em treˆs classes, sendo que uma delas inclui a me´trica
normal.
No caso de variedades bandeira generalizadas, Silva [35] mostrou que as 16 classes colap-
sam em cinco classes. Aqui na˜o entraremos em detalhes das definic¸o˜es das 16 classes.
Nesta sec¸a˜o mostraremos bijec¸o˜es entre estruturas de certas variedades bandeira maxi-
mais e generalizadas. Essas estruturas sa˜o me´tricas invariantes, estruturas quase complexas,
estruturas quase Hermitianas e me´tricas de Einstein.
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Tem uma consequeˆncia importante a bijec¸a˜o entre estruturas quase Hermitianas de varie-
dades bandeira maximais e bandeira generalizadas cujo conjunto Πt e´ um sistema de ra´ızes.
Pois como veremos a seguir, nesse caso, nas variedades bandeira generalizada com essa ca-
racter´ıstica (isto e´, Πt e´ um sistema de ra´ızes) as classes das estruturas quase Hermitianas
sa˜o as mesmas que no caso das variedades bandeira maximal.
Teorema 5.4.1. Sejam
FA(s) =
SU(s)
S(U(1)× · · · × U(1)) e FA(n1, . . . , ns) =
SU(n)
S(U(n1)× · · · × U(ns)) ,
com
∑
ni = n e ni ≥ 1, variedades bandeira maximal e generalizada do tipo Al, respectiva-
mente. Sejam Π+ as ra´ızes positivas de sl(s,C) e Π+t as t-ra´ızes positivas correspondentes a
variedade bandeira generalizada FA(n1, . . . , ns). Enta˜o existe uma bijec¸a˜o
(1) entre me´tricas invariantes em FA(s) e FA(n1, . . . , ns), dada por
λαij ←→ λδij (5.20)
(2) entre estruturas quase complexas invariante em FA(s) e FA(n1, . . . , ns), dada por
εαij ←→ εδij (5.21)
(3) estrutura quase Hermitianas invariante em FA(s) e FA(n1, . . . , ns), dada por
({
λαij
}
,
{
εαij
})
←→
({
λδij
}
,
{
εδij
})
(4) entre me´tricas invariante Einstein em FA(s) e FA(n1, . . . , ns), se n1 = · · · = ns = n/s,
dada por ([32])
λδij ←→
n
s
λαij
onde 1 ≤ i 6= j ≤ s, αij ∈ Π+ e δij ∈ Π+t .
Demonstrac¸a˜o. Os itens (1)-(3) sa˜o consequencias da Proposic¸a˜o 4.1.1 e da caracterizac¸a˜o
desses tensores, em termos das t-ra´ızes, dada no cap´ıtulo 3. O item (5) e´ um resultado em
[32] e para sua verificac¸a˜o basta usar as equac¸o˜es de Einstein no caso Al.
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A classificac¸a˜o das classes de estruturas quase Hermitiana invariante dada em [28] e´
baseada em termos combinato´rios envolvendo os sistemas de ra´ızes Π e os escalares λα e εα.
Assim, como no caso Al o conjunto Πt e´ um sistema de ra´ızes, pela Proposic¸a˜o 4.1.1, o
mesmo me´todo usado em [28] para classificar as estruturas quase Hermitiana invariante em
FA(n) pode ser repetido para classificar essas estruturas sobre FA(n1, . . . , ns). Consequente-
mente,
Teorema 5.4.2. As famı´lias de variedades bandeira FA(s) e FA(n1, . . . , ns) possuem as mes-
mas classes de estruturas quase Hermitiana invariantes.
Um resultado ana´logo ocorre para as variedades bandeira maximal e generalizada do tipo
Cl, isto e´,
FC(s) =
Sp(s)
U(1)s
e FC(n1, . . . , ns) =
Sp(n)
U(n1)× · · · × U(ns) ,
com
∑
ni = n e ni ≥ 1.
Teorema 5.4.3. Considere as variedades bandeira FC(s) e FC(n1, . . . , ns). Sejam Π+ =
{αij = εi − εj, βij = εi + εj, γi = 2εi, 1 ≤ i < j ≤ s} uma escolha de ra´ızes positivas de sp(s,C)
e Π+t =
{
α¯ij, β¯ij, γ¯i, 1 ≤ i < j ≤ s
}
as t-ra´ızes positivas correspondentes a FC(n1, . . . , ns).
Enta˜o existe uma bijec¸a˜o entre
(1) me´tricas invariantes sobre FC(s) e FC(n1, . . . , ns), dada por
λαij ←→ λα¯ij
λβij ←→ λβ¯ij (5.22)
λγij ←→ λγ¯ij
(2) estruturas quase complexas invariante sobre FC(s) e FC(n1, . . . , ns), dada por
εαij ←→ εα¯ij
εβij ←→ εβ¯ij (5.23)
εγij ←→ εγ¯ij
(3) estrutura quase Hermitianas invariante (Λ, J) sobre FC(s) e FC(n1, . . . , ns), dada por
(5.22) e (5.23);
Demonstrac¸a˜o. Segue da Proposic¸a˜o 4.3.1 e da caracterizac¸a˜o desses tensores dada no cap´ıtulo
3.
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Observamos que nesse caso na˜o e´ poss´ıvel estabecer uma bijec¸a˜o entre me´tricas de Einstein
invariantes sobre FC(s) e FC(n1, . . . , ns) via multiplicac¸a˜o por algum escalar.
Pela Proposic¸a˜o 4.3.1, o conjunto das t-ra´ızes de FC(n1, . . . , ns) e´ um sistema de ra´ızes
do tipo Cs, portanto de forma ana´loga ao caso anterior obtemos
Teorema 5.4.4. As famı´lias de variedades bandeira FC(s) e FC(n1, . . . , ns) possuem as mes-
mas classes de estruturas quase Hermitiana invariantes.
CAPI´TULO 6
ESTRUTURAS INVARIANTES
(1,1)-SIMPLE´TICAS
Neste cap´ıtulo estudamos f -estruturas invariante nas variedades bandeira. Essas estru-
turas generalizam as eqci J vistas no cap´ıtulo 3, pois neste caso o paraˆmetro εδ pode assumir
os valores ±1 ou 0.
O estudo das f -estruturas (1, 1)-simple´ticas em variedades bandeira e´ motivado por certos
resultados sobre aplicac¸o˜es complexas harmoˆnicas com valores em F, veja [12].
Cohen e Pinzo´n, em [14], obtiveram uma caracterizac¸a˜o combinato´ria da propriedade
(1, 1)-simple´tica, veja o Teorema 6.2.9 abaixo. Entretanto essa caracterizac¸a˜o combinato´ria
foi baseada em grafos cujo o nu´mero de ve´rtices depende da quantidade de ra´ızes em ΠM .
Assim, quanto maior for o nu´mero |ΠM |, mais trabalhoso e complicado e´ obter novos exem-
plos.
O nosso objetivo neste cap´ıtulo e´ provar que a caracterizac¸a˜o combinato´ria de Cohen
e Pinzo´n estende-se a`s t-ra´ızes. Assim obteremos novos exemplos de grafos em variedades
bandeira generalizadas cujo o nu´mero |ΠM | e´ arbitrariamente grande.
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6.1 f-Estruturas Invariantes
Nesta sec¸a˜o caracterizamos as f -estruturas invariantes por meio de t-ra´ızes. Como usamos
alguns resultados do cap´ıtulo 5 para produzir alguns exemplos, vemos que e´ mais adequado
esta sec¸a˜o estar neste cap´ıtulo do que no cap´ıtulo 3.
Seja M uma variedade diferencia´vel n-dimensional. Uma f -estrutura sobre TM e´ um
campo tensorial do tipo (1, 1), denotado por F , tal que F3 + F = 0. Evidentemente toda
eqci e´ uma f -estrutura invariante. Uma variedade diferencia´vel munida de uma f -estrutura
e´ dita uma f -variedade. O conceito de f -estrutura foi introduzido por K. Yano em [40].
Agora vamos apresentar uma caracterizac¸a˜o das f -estruturas invariante sobre variedades
bandeira por meio de t-ra´ızes.
Definic¸a˜o 6.1.1. Uma f -estrutura F na variedade bandeira F = G/K e´ chamada invariante
(ou G-invariante) se para cada x ∈ G/K o endomorfismo Fx : TxF→ TxF satisfaz dgx◦Fx =
Fgx ◦ dgx, para todo g ∈ G.
A definic¸a˜o acima diz que dado x ∈ F a lei de formac¸a˜o do endomorfismo Fx pode ser
determinada pelo endomorfismo Fo : m → m, onde o = eK denota a origem de F. Mais
precisamente: uma f -estrutura invariante em G/K e´ completamente determinada por um
endomorfismo F : m→ m, que comuta com a ac¸a˜o adjunta de K, isto e´, Ad(K)F = FAd(K),
e satisfaz F3 + F = 0, veja [14].
Como de costume, denotaremos tambe´m por F a sua complexificada, isto e´, o endomor-
fismo F : mC → mC. Este endomorfismo e´ diagonaliza´vel e seus autovalores sa˜o i, 0,−i. Isto
implica que os elementos da base de Weyl de gC sa˜o autovetores de F , pois F comuta com
a ac¸a˜o adjunta de KC (e portanto com a ac¸a˜o adjunta de kC). Portanto
F(Xα) = iεαXα (6.1)
para todo α ∈ ΠM , onde εα ∈ {±1, 0} e ε−α = −εα. Assim as f -estruturas ficam determi-
nadas pelos valores εα indexados pelas ra´ızes complementares ΠM . Esta caracterizac¸a˜o das
f -estruturas foi dada em [14].
O pro´ximo resultado fornece a caracterizac¸a˜o das f -estruturas invariantes por meio das
t-ra´ızes.
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Proposic¸a˜o 6.1.2. Sejam F uma variedade bandeira e Πt o conjunto das t-ra´ızes correspon-
dente. Uma f -estrutura invariante F em F e´ dada por um conjunto de sinais indexados pelas
t-ra´ızes {εδ; δ ∈ Πt}, onde εδ ∈ {+1, 0,−1} e −εδ = ε−δ.
Demonstrac¸a˜o. Considere a decomposic¸a˜o dada pelo conjunto das t-ra´ızes Πt = {δ1, . . . , δk}
mC= mC1 ⊕ · · · ⊕mCk
onde os ad(kC)-submo´dulos mCi , i = 1, . . . , k, sa˜o irredu´tiveis e na˜o equivalentes.
Como F comuta com ad(kC), pelo lema de Schur segue-se que F|mCi = ciIdmCi , onde ci ∈ C.
Ale´m disso cada mCi e´ determinado por alguma t-ra´ız δ ∈ Πt, enta˜o podemos escrever εδ
no lugar de ci.
Sabemos que a restric¸a˜o F|mCi avaliada na base {Xα;α ∈ ΠM e k(α) = δi} e´ dada por
(6.1). Logo, se α e β sa˜o ra´ızes em ΠM que determinam a mesma t-ra´ız, isto e´, se k(α) = k(β),
enta˜o εα = εβ. Portanto, se α ∈ ΠM e´ tal que k(α) = δ ∈ Πt enta˜o −εδ = −εα = ε−α = ε−δ,
donde obtemos a anti-simetria de ε.
Com um certo abuso de notac¸a˜o, denotaremos uma f -estrutura invariante sobre F por
um conjunto {εδ} , onde εδ = −ε−δ = +1, 0 ou −1 e δ ∈ Πt. Notamos que no caso em que
F e´ uma variedade bandeira maximal, temos Πt = Π, logo os sinais εδ sa˜o indexados por
elementos de Π.
Agora vejamos como a Proposic¸a˜o 6.1.2 nos permite identificar facilmente as f -estruturas
invariantes em diferentes classes de variedades bandeira generalizadas.
Observac¸a˜o 6.1.1. Seja F e´ uma variedade bandeira isotropicamente irredut´ıvel, isto e´,
|Π+t | = 1. Enta˜o pela Proposic¸a˜o 6.1.2, qualquer f -estrutura em F e´ dada por
F = iεδIdmC
δ
− iεδIdmC−δ
onde Πt = {δ,−δ} e εδ ∈ {±1, 0}. Assim as u´nicas duas f -estruturas na˜o nulas εδ = ±1 em
F sa˜o estruturas quase complexas invariantes.
Como exemplo desta observac¸a˜o, destacamos os espac¸os da primeira linha da tabela 2 no
cap´ıtulo anterior.
Exemplo 6.1.3. Qualquer f -estrutura invariante em uma variedade bandeira da famı´lia
FA(n1, n2, n3) = SU(n)S(U(n1)×···×U(n3)) , e´ determinada por um conjunto com apenas treˆs sinais
{εδ12 , εδ23 , εδ13}, onde εδij ∈ {±1, 0} e δij = δi − δj ∈ Π+t , com 1 ≤ i < j ≤ 3.
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De fato, basta usar a Proposic¸a˜o anterior observando que neste caso |Πt| = 6, conforme a
Proposic¸a˜o 4.1.1. Enta˜o fixado uma escolha de t-ra´ızes positivas de Π+t , temos |Π+t | = 3.
Exemplo 6.1.4. Consideremos o espac¸o FC (m,m) = Sp(n)U(m)×U(m) , n = 2m. Como vimos
na demonstrac¸a˜o do Teorema 5.2.4, o conjunto das t-ra´ızes neste caso e´ dado por Πt =
{± (δ1 ± δ2) ,±2δ1,±2δ2}. Portanto qualquer f -estrutura em FC (m,m) e´ determinada por
quatro paraˆmetros {εδ1−δ2 , εδ1+δ2 , εδ1 , εδ2}, onde esses paraˆmetros podem assumir os valores
±1 ou 0.
6.2 Estruturas (1,1)-simple´ticas
Nesta sec¸a˜o estendemos a caracterizac¸a˜o combinato´ria da propriedade (1, 1)-simple´tica,
obtida em [14], para t-ra´ızes. A propriedade (1, 1)-simple´tica de f -estruturas e´ uma genera-
lizac¸a˜o da propriedade (1, 2)-simple´tica de eqci J , vista no cap´ıtulo 3.
Considere a derivada d∇F : m×m→ m em relac¸a˜o a conexa˜o Riemanniana definida por
(
d∇F
)
(X, Y ) = ∇XFY −∇YFX −F [X, Y ]
onde a conexa˜o Riemanniana associada a` uma me´trica invariante Λ e´ dada por
2∇XY = [X, Y ]m + Λ−1 ([X,ΛY ]m − [ΛX, Y ]m) .
A derivada d∇F avaliada na base de Weyl e´ dada por, [14]:
(
d∇F
)
(Xα, Xβ) =

iη(α,β)Nα,βXα+β
2λα+β
, α + β ∈ ΠM
0, caso contra´rio
(6.2)
onde
η (α, β) = εβ (λα+β + λβ − λα) + εα (λα+β + λα − λβ)− 2εα+βλα+β.
Denotaremos por
(
d∇F
)+−
a restric¸a˜o de d∇F : m×m→ m ao subespac¸o m+×m−, onde
m± e´ o autoespac¸o associado ao autovalor ±i.
A tripla (F,Λ,F) e´ dita ser (1, 1)-simple´tica se
(
d∇F
)+−
= 0, isto e´, se
(
d∇F
)
(X, Y ) = 0
para todo X ∈ m+ e Y ∈ m−.
O par (F,F) e´ dito ser (1, 1)-admiss´ıvel se exite uma me´trica invariante Λ tal que a tripla
(F,Λ,F) e´ (1, 1)-simple´tica.
CAP. 6 • ESTRUTURAS INVARIANTES (1,1)-SIMPLE´TICAS 91
A forma de Ka¨hler, considerada como uma 2-forma, e´ definida por σ (X, Y ) = −(ΛX,FY ).
Usando a caracterizac¸a˜o de me´tricas invariante e f -estruturas invariantes, segue-se a forma
de Ka¨hler avaliada nos elementos da base de Weyl e´ dada por
σ (Xα, Yβ) =

iεαλα, β = −α, εα 6= 0,
0, caso contra´rio
para todo α, β ∈ ΠM . Como no cap´ıtulo 3, a derivada exterior dσ e´ dada por
dσ (Xα, Xβ, Xγ) =

0, α + β + γ 6= 0,
0, εα = εβ = εγ = 0
−1
3
iNα,β (εαλα + εβλβ + εγλγ) , caso contra´rio
para todo α, β, γ ∈ ΠM , ver [14].
Considere dσ+−− a restric¸a˜o de dσ ao subespac¸o m+×m−×m−, dizemos que a variedade
bandeira (F,Λ,F) e´ (1, 2)-simple´tica se dσ+−− = 0.
Teorema 6.2.1. ([14]) As seguintes propriedades da variedade bandeira (F,Λ,F) sa˜o equi-
valentes.
(i) dσ+−∗ = 0.
(ii) d∇F+− = 0.
(iii) Para todo α, β ∈ ΠM com α + β ∈ ΠM e 1 = εα = −εβ, temos
λα − λβ =

0, εα+β = 0
λα+β, εα+β = 1.
(iv) εαλα + εβλβ + εγλγ = 0, para toda tripla soma zero {α, β, γ} com 1 = εα = −εβ.
As propriedades (1, 1)- e (1, 2) -simple´tica coincidem quando a f -estrutura F e´ uma eqci
J . Mas quando a f -estrutura F na˜o e´ uma eqci, a propriedade (1, 2)-simple´tica e´ uma
condic¸a˜o necessa´ria (mas na˜o suficiente) para a propriedade (1, 1)-simple´tica, ver [14].
Agora vamos discutir o crite´rio combinato´rio para a propriedade (1, 1)-simple´tica de f -
estruturas. Em particular, este e´ mais um crite´rio para a propriedade (1, 2)-simple´tica de
eqci apresentada no cap´ıtulo 3.
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O grafo de intersec¸a˜o Ω (S) associado a uma famı´lia S = {S1, . . . , Sn} de conjuntos e´
um grafo G sem loops ou arestas mu´ltiplas com conjunto de ve´rtices S, onde Si e Sj sa˜o
conectados por uma aresta se e somente se Si e Sj na˜o sa˜o disjuntos. Estas arestas sa˜o
nomeadas pela intersec¸a˜o entre Si e Sj.
Em particular, dado um conjunto de ra´ızes complentares ΠM , define-se o grafo de in-
tersec¸a˜o associado com ΠM como o grafo G(SΠM ), onde SΠM e´ o conjunto de todas as triplas
soma zero em ΠM (isto e´, triplas T = {α, β, γ} tais que α, β, γ ∈ ΠM e α + β + γ = 0).
Denotaremos este grafo por G(ΠM).
E´ fa´cil ver que duas triplas soma zero distintas em ΠM sa˜o disjuntas ou teˆm uma u´nica
ra´ız em comum. Assim, as arestas de G(ΠM) sa˜o nomeadas por ra´ızes de ΠM . Ale´m disso,
diferentes arestas podem ser nomeadas pela mesma raiz em ΠM .
Observe que a construc¸a˜o do grafo G(ΠM) e´ muito trabalhosa se a quantidade |ΠM | for
suficientemente grande. Por exemplo, se F = SU(4)
S(U(1)×U(1)×U(1)×U(1)) enta˜o o grafo G(ΠM) e´
um cubo. Mas se F = SU(38)
S(U(2)×U(18)×U(4)×U(14)) enta˜o neste caso o grafo G(ΠM) e´ a unia˜o de
va´rios cubos, conforme [14].
Agora pelo Teorema 5.3.5 podemos estender a definic¸a˜o de grafos intersec¸a˜o a`s t-ra´ızes.
Definic¸a˜o 6.2.2. Dado um conjunto Πt de t-ra´ızes, o grafo de intersec¸a˜o associado a Πt e´
definido como sendo o grafo G := G(SΠt), onde SΠt e´ o conjunto de todas as triplas soma
zero em Πt, isto e´, tripla T = {α, β, γ} tais que α, β, γ ∈ Πt e α + β + γ = 0. Denotaremos
este grafo por G(Πt).
De forma ana´loga, as arestas de G (Πt) sa˜o nomeadas por t-ra´ızes. Ale´m disso, diferentes
arestas podem ser nomeadas pela mesma t-ra´ız.
Se F e´ maximal enta˜o Πt = ΠM = Π, logo os grafos G(Πt) e G(ΠM) coincidem neste caso.
E´ claro que se F e´ isotropicamente irredut´ıvel, isto e´, |Π+t | = 1, enta˜o o grafo G(Πt) e´
trivial, ou seja, sem ve´rtices.
Observac¸a˜o 6.2.1. Segue-se das Proposic¸o˜es 5.3.6 que se |Π+t | = 2, enta˜o o grafo G(Πt) e´
desconexo e conte´m apenas dois ve´rtices.
Exemplo 6.2.3. Consideremos a famı´lia de variedades bandeira SO(2n)
U(n−1)×U(1) , n ≥ 4. Pela
Proposic¸a˜o 5.1.1 o conjunto das t-ra´ızes correspondente e´ dado por
Π+t = {2δ1, (δ1 ± δn)}
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onde 2δ1 e´ o funcional definido por diag(ε, . . . , ε, εn) 7→ 2ε e δ1±δn : diag(ε, . . . , ε, εn) 7→ ε±εn,
com ε aparecendo n − 1 vezes. Portanto G(Πt) e´ desconexo e conte´m apenas dois ve´rtices:
T = {2δ1, δn − δ1,−(δ1 + δn)} e −T .
Consideremos as qua´druplas Q = {α, β, γ, φ} soma zero de ra´ızes em ΠM . Isto significa
que α, β, γ, φ sa˜o ra´ızes distintas em ΠM e α + β + γ + φ = 0. Diremos que uma quadrupla
soma zero Q em ΠM e´ na˜o sime´trica se Q na˜o e´ da forma {α,−α, β,−β}.
Somando duas ra´ızes emQ, por exemplo α+β, obtemos uma tripla soma zero {α + β, γ, φ},
chamada tripla extra´ıda de Q. Observamos que algumas triplas soma zero extra´ıda de Q po-
dem na˜o estar em ΠM .
No caso das t-ra´ızes, uma t-qua´drupla Q = {δ, ζ, η, ξ} soma zero de ra´ızes em Πt e´ uma
qua´drupla de t-ra´ızes tal que δ, ζ, η, ξ sa˜o t-ra´ızes distintas e δ + ζ + η + ξ = 0. Diremos que
uma t-quadrupla soma zero Q em Πt e´ na˜o sime´trica se Q na˜o e´ da forma {δ,−δ, η,−η}.
Colocando Πt no lugar de ΠM e t-ra´ızes no lugar de ra´ızes, define-se triplas soma zero
extra´ıdas de t-qua´druplas soma zero na˜o sime´tricas de t-ra´ızes.
O nu´mero exato de triplas extra´ıdas de uma qua´drupla soma zero na˜o sime´trica de ra´ızes
complementares foi analizado em [14].
Lema 6.2.4. ([14]) Toda qua´drupla na˜o sime´trica soma zero Q no conjunto das ra´ızes com-
plementares ΠM tem exatamente quatro triplas soma zero contidas em ΠM .
O pro´ximo resultado fornece o nu´mero exato de triplas extra´ıdas de uma qua´drupla soma
zero na˜o sime´trica Q que esta˜o em Πt.
Lema 6.2.5. Dada uma t-qua´drupla na˜o sime´trica soma zero Q em Πt, podemos extrair de
Q exatamente quatro triplas soma zero de t-ra´ızes.
Demonstrac¸a˜o. Seja Q = {δ, ζ, η, ρ} uma t-qua´drupla na˜o sime´trica soma zero de t-ra´ızes.
Se T = {δ + ζ, η, ρ} e´ uma tripla extra´ıda, pelo Lema 3.3.2, existem ra´ızes complementares
α, γ, φ ∈ ΠM tais que α|t = δ + ζ, γ|t = η, φ|t = ρ e α + γ + φ = 0.
Agora observamos que (δ + ζ) − δ − ζ = 0 e´ tambe´m uma tripla soma zero de t-ra´ızes
enta˜o, usando o Lema 3.3.2 de novo, conclu´ımos que existem ra´ızes α1 e α2 em ΠM tais que
α = α1 +α2 e α1 6= α2, pois por hipo´tese δ 6= ζ. Ale´m disso, a qua´drupla {α1, α2, γ, φ} e´ na˜o
sime´trica, pois se fosse a t-qua´drupla {δ, ζ, η, ρ} tambe´m o seria.
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Assim, para cada t-qua´drupla na˜o sime´trica soma zero em Πt podemos obter uma qua´drupla
na˜o sime´trica soma zero em ΠM . Agora o resultado segue do Lema 6.2.4.
Agora vamos apresentar alguns exemplos de grafos G(Πt) em diferentes classes de varie-
dades bandeira generalizadas.
Exemplo 6.2.6. Considere a famı´lia de variedades bandeira FA(n1, n2, n3, n4), onde ni ≥ 1,
i = 1, . . . , 4. Sabemos que neste caso o conjunto das t-ra´ızes e´ dado por
Πt = {±(δi − δj) : 1 ≤ i < j ≤ 4} .
Assim o grafo G (Πt) e´ dado pelo cubo da figura 1, onde cada aresta desse cubo e´ nomeada
pelas t-ra´ızes δi − δj. Neste caso cada face do cubo representa uma quadrupla na˜o sime´trica
soma zero em Πt e os ve´rtices do cubo representam as triplas soma zero de t-ra´ızes.
Exemplo 6.2.7. No caso da famı´lia de variedades FC (m,m) = Sp(n)U(m)×U(m) , n = 2m, ja´
sabemos que Πt = {± (δ1 ± δ2) ,±2δ1,±2δ2}. E´ fa´cil ver que cada t-ra´ızes da forma ±2δk
(k = 1, 2) pertence a uma u´nica tripla soma zero. Assim vemos que o grafo G(Πt) e´ um
quadrado, apresentado na figura 2. Observamos que em qualquer t-qua´drupla soma zero
aparece t-ra´ızes repetidas. Logo na˜o existe t-qua´druplas soma zero na˜o sime´tricas.
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Figura 1. O Grafo G(Πt) para
SU(n)
S(U(n1)×···×U(n4)) . Figura 2. O Grafo G(Πt) para
Sp(n)
U(m)×U(m) , n = 2m.
• •
• •
••
• •
....................................................................................................................................................
−2− 3
....
....
....
....
....
....
....
....
...
2− 1
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
1 + 3
....
....
....
....
....
....
....
....
...
1 + 2
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
3− 1
.........................................................................
3− 2...........
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
..
1− 3
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
.
−1− 3
.........................................................................
2 + 3
....
....
....
....
....
....
....
....
...
1− 2
....
....
....
....
....
....
....
....
...
−1− 2
....................................................................................................................................................
2− 3
• •
• •
••
• •
....................................................................................................................................................
1 + 3
....
....
....
....
....
....
....
....
...
1− 3
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
−1− 1
....
....
....
....
....
....
....
....
...
2− 1
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
−3− 2
.........................................................................
−1− 2...........
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
..
2 + 3
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
.
1 + 1
......................................................................... −1− 3 .
....
....
....
....
....
....
....
....
..
3− 1
....
....
....
....
....
....
....
....
...
1− 2
....................................................................................................................................................
1 + 2
• •
• •
••
• •
....................................................................................................................................................
2 + 3
....
....
....
....
....
....
....
....
...
2− 3
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
−2− 2
....
....
....
....
....
....
....
....
...
1− 2
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
−1− 3
.........................................................................
−1− 2...........
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
..
1 + 3
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
.
2 + 2
......................................................................... −3− 2 .
....
....
....
....
....
....
....
....
..
3− 2
....
....
....
....
....
....
....
....
...
2− 1
....................................................................................................................................................
1 + 2
• •
• •
••
• •
....................................................................................................................................................
2− 3
....
....
....
....
....
....
....
....
...
2 + 3
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
−2− 2
....
....
....
....
....
....
....
....
...
1− 2
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
3− 1
.........................................................................
−1− 2...........
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
..
1− 3
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
.
2 + 2
.........................................................................
3− 2 .
....
....
....
....
....
....
....
....
..
−3− 2
....
....
....
....
....
....
....
....
...
2− 1
....................................................................................................................................................
1 + 2
• •
• •
••
• •
....................................................................................................................................................
3− 1
....
....
....
....
....
....
....
....
...
1 + 3
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
−3− 3
....
....
....
....
....
....
....
....
...
2− 3
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
1− 2
.........................................................................
−2− 3...........
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
..
2− 1
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
.
3 + 3
.........................................................................
1− 3 .
....
....
....
....
....
....
....
....
..
−1− 3
....
....
....
....
....
....
....
....
...
3− 2
....................................................................................................................................................
3 + 2
• •
• •
••
• •
....................................................................................................................................................
1 + 3
....
....
....
....
....
....
....
....
...
3− 1
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
−3− 3
....
....
....
....
....
....
....
....
...
2− 3
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
−1− 2
.........................................................................
−2− 3...........
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
..
1 + 2
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
.
3 + 3
......................................................................... −1− 3 .
....
....
....
....
....
....
....
....
..
1− 3
....
....
....
....
....
....
....
....
...
3− 2
....................................................................................................................................................
3 + 2
Figura 3. Cubo do grafo G(Πt) para as variedades
Sp(n)
U(n1)×U(n2)×U(n3) , onde ±i± j representa ±δi ± δj .
i
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Exemplo 6.2.8. Consideremos o caso FC (n1, n2, n3) = Sp(n)U(n1)×U(n2)×U(n3) , onde n =
∑
i ni
e ni ≥ 1, i = 1, 2, 3. Pela Proposic¸a˜o 5.1.1 o sistema das t-ra´ızes e´ dado por Π+t =
{δ1 ± δ2, δ2 ± δ3, δ1 ± δ3, 2δ1, 2δ2, 2δ3}. Neste caso o grafo G(Πt) e´ a unia˜o dos cubos da
Figura 3. Observe que quando n1 = n2 = n3 = 1, temos o caso maximal que foi analisado
em [14].
Dizemos que um grafo G(ΠM) e´ localmente transitivo com respeito a F se em todo cubo
o nu´mero total de ve´rtices com tripla de sinais igual a (+ + +), (+ + 0) ou (+ 0 0) na˜o e´ 1.
O pro´ximo resultado e´ um crite´rio combinato´rio da propriedade (1, 1)-simple´tica de f -
estruturas.
Teorema 6.2.9. ([14]) Seja F uma f -estrutura em uma variedade bandeira F e G(ΠM) o
grafo de intersec¸a˜o de ra´ızes em ΠM associado. Enta˜o a transitividade local de G(ΠM) e´ uma
condic¸a˜o suficiente e necessa´ria para (F,F) ser (1, 1)-admiss´ıvel.
Agora procedemos no sentido de mostrar que podemos colocar G(Πt) no lugar de G(ΠM),
no Teorema anterior. Assim a ana´lise combinato´ria desse crite´rio torna-se simples em va´rias
classes de variedades bandeira generalizadas, como vimos em exemplos anteriores.
De acordo com a Proposic¸a˜o 6.1.2, toda f -estrutura invariante F sobre uma variedade
bandeira F determina uma tripla de sinais (+,−, 0) em cada ve´rtice do grafo G(Πt) associado.
Assim podemos definir de modo ana´logo a transitividade local no grafo G(Πt).
Definic¸a˜o 6.2.10. Dizemos que um grafo G(Πt) e´ localmente transitivo com respeito a F
se em todo cubo o nu´mero total de ve´rtices com tripla de sinais igual a (+ + +), (+ + 0) ou
(+ 0 0) na˜o e´ 1.
O pro´ximo resultado fornece um crite´rio para um grafo G(ΠM) ser localmente transitivo
com respeito a F .
Teorema 6.2.11. Seja (F,F) uma f -variedade. Consideremos o conjunto ΠM das ra´ızes
complementares e o cojunto Πt das t-ra´ızes. O grafo G(ΠM) e´ localmente transitivo se e
somente se G(Πt) tambe´m o e´.
Demonstrac¸a˜o. A aplicac¸a˜o restric¸a˜o k : ΠM → Πt faz cada ve´rtice (α, β, γ) do grafo G(ΠM)
corresponder ao ve´rtice (k(α), k(β), k(γ)) do grafo G(Πt).
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Chamando de V (G) o conjunto dos ve´rtices do grafo G, podemos definir a func¸a˜o
k′ : V (G(ΠM)) −→ V (G(Πt))
dada por k′(α, β, γ) = (k(α), k(β), k(γ)).
As propriedades de k′ sa˜o: pela Proposic¸a˜o 6.1.2, k′ preserva as triplas de sinais com
respeito a F . Ale´m disso usando os lemas 6.2.4 e 6.2.5 conclu´ımos que k′ faz cada cubo de
G(ΠM) corresponder a um u´nico cubo de G(Πt). Geometricamente k
′ colapsa va´rios cubos
de G(ΠM) em um u´nico cubo de G(Πt). Portanto se um grafo G(ΠM) e´ localmente transitivo
enta˜o o correspondente grafo G(Πt) tambe´m o e´.
Reciprocamente, suponhamos que um grafo G(Πt) seja localmente transitivo. Se o grafo
G(ΠM) na˜o fosse localmente transitivo, existira um cubo C com um u´nico ve´rtice (α, β, γ)
cuja a tripla sinais (εα, εβ, εγ) com respeito a F seria igual a (+ + +), (+ + 0) ou (+ 0 0).
Enta˜o pelas propriedades de k′ conclu´ımos que k′(C) seria um cubo em G(Πt) com um u´nico
vertice (k(α), k(β), k(γ)) cuja a tripla de sinais (εk(α), εk(β), εk(γ)) com respeito a F seria igual
a (+ + +), (+ + 0) ou (+ 0 0). Assim o grafo G(Πt) na˜o seria localmente transitivo. Isto
contradiz a hipo´tese. Portanto o grafo G(ΠM) e´ localmente transitivo.
As bijec¸o˜es dadas nos Teoremas 5.4.1 e 5.4.3 aplicam-se tambe´m para as f -estruturas
invariantes.
Corola´rio 6.2.12. (a) Existe uma bijec¸a˜o entre f -estruturas invariante em FA(s) e FA(n1, . . . , ns),
dada por (5.21).
(b) Existe uma bijec¸a˜o entre f -estruturas invariante em FC(s) e em FC(n1, . . . , ns), dada
por (5.23).
Ale´m disso, essas bijec¸o˜es preservam a propriedade (1, 1)-simple´tica.
Demonstrac¸a˜o. Segue como consequeˆncia da Proposic¸a˜o 6.1.2 e do Teorema anterior.
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CAPI´TULO 7
APEˆNDICE
Neste apeˆndice mostramos as propriedades dos coeficientes
[
γ
αβ
]
usadas no cap´ıtulo 4,
quando descrevemos as equac¸o˜es de Einstein no caso G2.
Seja M = G/L uma variedade homogeˆnea, onde G e´ um grupo de Lie conexo, semi-
simples e compacto e L e´ um subgrupo de isotropia. Denotamos por g e l, a a´lgebra de Lie
de G e L, respectivamente. Ale´m disso, denotamos por B (·, ·) a forma de Cartan-Killing da
a´lgebra de Lie g.
Como G e´ um grupo de Lie compacto e semi-simples, a negativa da forma de Cartan-
Killing, usualmente denotada por −B(·, ·) = (·, ·), e´ um produto interno Ad(L)-invariante
([7], Teorema 2.13).
Tome m o complemento ortogonal de l em g com respeito a (·, ·) . Enta˜o
g = l⊕m e Ad(L)m ⊂ m. (7.1)
Seja m = m1⊕ · · · ⊕mn uma decomposic¸a˜o de m em submo´dulos Ad(L)-irredut´ıveis mi (i =
1, . . . , n), mutualmente na˜o equivalentes. Denotamos dk = dimmk (k = 1, . . . , n).
Seja {eδ} uma base ortonormal, com respeito a (·, ·), adaptada a decomposic¸a˜o de m,
isto e´, eα ∈ mi para algum i e se i < j, eα ∈ mi e eβ ∈ mj enta˜o α < β. Denotando
Aγαβ = ([eα, eβ] , eγ), temos que [eα, eβ] =
∑
γ A
γ
αβeγ ja´ que {eδ} e´ uma base (·, ·)-ortonormal.
Definimos
[
k
ij
]
=
∑(
Aγαβ
)2
, onde a soma e´ tomada sobre todos os ı´ndices α, β, γ com
eα ∈ mi, eβ ∈ mj e eγ ∈ mk.
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Como Aγαβ e´ anti-sime´trico nos treˆs ı´ndices, segue que
[
k
ij
]
e´ sime´trico nos treˆs ı´ndices.
A notac¸a˜o
[
k
ij
]
e´ devida a Wang-Ziller [36].
Lembramos que uma me´trica g, G - invariante em M , e´ dada por
{
λ1 · (·, ·) |p1 + · · ·+ λn · (·, ·) |pn ;λ1, . . . , λn ∈ R+
}
. (7.2)
O espac¸o dos 2-tensores covariantes sime´tricos G− invariantes, e´ dado por
{w1 · (·, ·) |p1 + · · ·+ wn · (·, ·) |pn ;w1, . . . , wn ∈ R} . (7.3)
Como o tensor de Ricci de uma me´trica G− invariante em M e´ um 2-tensor covariante
sime´trico G− invariante, ele e´ caracterizado por (7.3).
Proposic¸a˜o 7.0.13. A curvatura de Ricci de (M, 〈, 〉), pode ser expressa por :
Ric(g)(X,X) = −1
2
∑
i
∣∣∣[X,Xi]p∣∣∣2 + 12 (X,X) (7.4)
+
1
4
∑
i,j
〈
[Xi, Xj]p , X
〉2
(7.5)
onde (·, ·) e´ a negativa da forma de Cartan-Killing e {Xi} e´ uma base ortonormal com respeito
a 〈, 〉.
Demonstrac¸a˜o. Ver [11], Corola´rio 7.38.
Lema 7.0.14. ([26])As componentes rk do tensor de Ricci, Ric(g), de uma me´trica T -
invariante g = λ1 (, ) |p1 + · · ·+ λn (, ) |pn em M = G/L sa˜o dadas por:
rk =
1
2λk
+
1
4dk
n∑
i,j=1
λk
λiλj
[
k
ij
]
− 1
2dk
n∑
i,j=1
λj
λkλi
[
j
ki
]
(k = 1, . . . , n).
Demonstrac¸a˜o. Seja
{
e
(k)
δ
}dk
δ=1
uma base ortonomal em mk (k = 1, . . . , n), com respeito ao
produto interno (, ). Defina X
(k)
δ =
1√
λk
e
(k)
δ , enta˜o
{
X
(k)
δ
}dk
δ=1
e´ uma base ortonormal em mk
(k = 1, . . . , n) , com respeito a me´trica g.
Para usar (7.4), e´ conveniente calcular alguns termos do lado direito separadamente.
Para calcular o primeiro termo do lado direito em (7.4), lembramos que
⋃n
k=1
{
X
(k)
δ
}dk
δ=1
e´ uma base ortonormal com respeito a me´trica g em m = m1 + · · ·+ mn. Enta˜o
[
X(k)α , X
(i)
β
]
m
=
[
X(k)α , X
(i)
β
]
m1
+ · · ·+
[
X(k)α , X
(i)
β
]
mn
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e como os vetores
[
X(k)α , X
(i)
β
]
mj
sa˜o dois a dois ortogonais, vemos que
∣∣∣[X(k)α , X(i)β ]m∣∣∣2 =
∣∣∣∣[X(k)α , X(i)β ]m1
∣∣∣∣2 + · · ·+ ∣∣∣∣[X(k)α , X(i)β ]mn
∣∣∣∣2 .
Enta˜o, o primeiro termo do lado direito em (7.4) e´ dado por
−1
2
n∑
i=1
di∑
β=1
∣∣∣[X(k)α , X(i)β ]m∣∣∣2 = −12
n∑
j,i=1
di∑
β=1
∣∣∣∣[X(k)α , X(i)β ]mj
∣∣∣∣2
= −1
2
n∑
j,i=1
1
λkλi
di∑
β=1
〈[
e(k)α , e
(i)
β
]
mj
,
[
e(k)α , e
(i)
β
]
mj
〉
= −1
2
n∑
j,i=1
λj
λkλi
di∑
β=1
([
e(k)α , e
(i)
β
]
mj
,
[
e(k)α , e
(i)
β
]
mj
)
= −1
2
n∑
j,i=1
λj
λkλi
∑
γ,β
([
e(k)α , e
(i)
β
]
, e(j)γ
)2
onde a penu´ltima igualdade e´ devido a expressa˜o da me´trica g, isto e´, g = λ1 (, ) |m1 + · · · +
λn (, ) |mn .
E para a u´ltima igualdade, observamos que
⋃n
k=1
{
e
(k)
δ
}dk
δ=1
e´ uma base ortonormal com
respeito a me´trica (·, ·), em m, enta˜o
[
e(k)α , e
(i)
β
]
pj
=
dj∑
γ=1
([
e(k)α , e
(i)
β
]
, e(j)γ
)
e(j)γ .
O terceiro termo do lado direito em (7.4) e´ dado por
1
4
n∑
j,i=1
∑
γ,β
〈[
X(j)γ , X
(i)
β
]
m
, X(k)α
〉2
=
1
4
n∑
j,i=1
∑
γ,β
〈[
X(j)γ , X
(i)
β
]
mk
, X(k)α
〉2
=
1
4
n∑
j,i=1
∑
γ,β
λk
λjλi
([
e(j)γ , e
(i)
β
]
, e(k)α
)2
.
Portanto
rk = Ric(g)(X
(k)
α , X
(k)
α ) = −
1
2
n∑
j,i=1
λj
λkλi
∑
γ,β
([
e(k)α , e
(i)
β
]
, e(j)γ
)2
+
1
2λk
+
1
4
n∑
j,i=1
λk
λjλi
∑
γ,β
([
e(j)γ , e
(i)
β
]
, e(k)α
)2
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agora tomando a soma sobre o ı´ndice α na igualdade acima e usando a definic¸a˜o de
[
k
ij
]
,
conseguimos
dkrk =
dk∑
α=1
Ric(g)(X(k)α , X
(k)
α ) = −
1
2
n∑
j,i=1
λj
λkλi
[
j
ki
]
+
dk
2λk
+
1
4
n∑
j,i=1
[
k
ji
]
.
Corola´rio 7.0.15. As componentes rα do tensor de Ricci Ric(g) de uma me´trica G−invariante
g =
∑
α∈Π+ λα (·, ·) |mα em G/T sa˜o dadas por
rα =
1
2λα
+
1
8
∑
β,γ∈Π+
λα
λβλγ
[
α
βγ
]
− 1
4
∑
β,γ∈Π+
λγ
λαλβ
[
γ
αβ
]
. (7.6)
Demonstrac¸a˜o. Basta aplicar a Lema (7.0.14), observando que dα = 2, α ∈ Π+.
Os dois pro´ximos resultados mostram como calcular
[
γ
αβ
]
, com α, β, γ ∈ Π+.
Proposic¸a˜o 7.0.16. As u´nicas triplas de ra´ızes positivas para as quais
[
γ
αβ
]
e´ na˜o nulo sa˜o
[
α + β
αβ
]
= 2 (Nα,β)
2 e
[
α− β
αβ
]
= 2 (Nα,−β)
2 .
Demonstrac¸a˜o. Pela definic¸a˜o e simetria de
[
γ
αβ
]
, temos
[
β
γα
]
=
[
γ
βα
]
=
[
γ
αβ
]
=
1
8

([Sα, Sβ] , Sγ)
2 + ([Sα, Sβ] , Aγ)
2 + ([Sα, Aβ] , Sγ)
2 + ([Sα, Aβ] , Aγ)
2 +
([Aα, Sβ] , Sγ)
2 + ([Aα, Sβ] , Aγ)
2 + ([Aα, Aβ] , Aγ)
2 + ([Aα, Aβ] , Sγ)
2

.
Para os colchetes envolvendo Aα e Sβ, se α 6= β enta˜o usando que Nα,β = −N−α,−β, obtemos
[Aα, Aβ] = Nα,βAα+β +N−α,βAα−β (7.7)
[Sα, Sβ] = Nα,βAα+β −Nα,−βAα−β
[Aα, Sβ] = Nα,βSα+β +Nα,−βSα−β.
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Note que α + β + γ 6= 0, ∀ α, β, γ ∈ Π+.
Usando (7.7) , obtemos que os u´nicos termos na˜o nulos na soma
[
γ
αβ
]
sa˜o
([Sα, Sβ] , Aγ)
2 =

(−2Nα,−β)2 , se γ = α− β
(−2Nα,β)2 , se γ = α + β
0, caso contra´rio
([Sα, Aβ] , Sγ)
2 =

(−2N−α,β)2 , se γ = α− β
(−2Nα,β)2 , se γ = α + β
0, caso contra´rio
([Aα, Sβ] , Sγ)
2 =

(2Nα,−β)
2 , se γ = α− β
(2Nα,β)
2 , se γ = α + β
0, caso contra´rio
([Aα, Aβ] , Aγ)
2 =

(2N−α,β)
2 , se γ = α− β
(2Nα,β)
2 , se γ = α + β
0, caso contra´rio.
Portanto, usando o fato que (N−α,β)
2 = (Nα,−β)
2 ,
[
γ
αβ
]
=

2 (Nα,β)
2 , se γ = α + β ;
2 (Nα,−β)
2 , se γ = α− β;
0, caso contra´rio.
Lema 7.0.17. Sejam α e β ra´ızes e
β − pα, . . . , β, . . . , β + qα (7.8)
a α− sequeˆncia atrave´s de β. Enta˜o
(Nα,β)
2 = Nα,β (−N−α,−β) = (p+ 1) q
2
B (α, α) .
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Demonstrac¸a˜o. Ver [30], Lema 8.5.
Observac¸a˜o 7.0.2.
[
γ
αβ
]
e´ invariante pelo grupo de Weyl W , isto e´,
[
w (γ)
w (α)w (β)
]
=
[
γ
αβ
]
, ∀ w ∈ W.
De fato, para ra´ızes α, β ∈ Π, B(α, α) = B(β, β) se e somente se β = w(α) para algum w do
grupo de Weyl W . E w(β) + kw(α) ∈ Π se e somente se β + kα ∈ Π. Agora basta usar a
Proposic¸a˜o 7.0.16 e o Lema 7.0.17.
