We introduce the fractional Fourier domain decomposition for continuous and discrete signals and systems.
INTRODUCTION
The continuous spectral decomposition (or expansion) and its discrete counterpart , the singular value decomposition (SVD), plays a fundamental role in signal and system analysis, representation and processing. The spectral decomposition of a function h (u, U') is 00 where the A, are the eigenvalues and the $, (U) are the eigenfunctions of h (u, U') (that is, they are solutions of the equation J-", h(u,u') 
f(u') du' = Af(u).
Turning our attention t o the discrete case, the SVD of an arbitrary N , x N , complex matrix H is HN,.XN, = u N , x N , z N , x N , vLcxN,1 (2) where uj and vj are the columns of U and V. It is common to assume that the oj are ordered in decreasing value.
In this paper we define the continuous and discrete fractional Fourier domain decomposition (FFDD) . While the FFDD may not match the SVD's central importance, we believe it is of fundamental importance in its own right as an alternative which may offer complementary insight and understanding. Although exploring the full range of properties and applications of the FFDD is beyond the scope of this paper, we illustrate its usefulness by showing that it can be used for fast implementation of space-variant linear systems. We believe the FFDD has the potential to become a useful tool in signal and system analysis, representation, and processing (especially in time-frequency space) , in some cases in a similar spirit to the SVD.
We refer the reader to [l, 2, 31 for an introduction t o the fractional Fourier transform as well as an extensive list of references. Here we briefly mention a few vital properties. The a t h order fractional Fourier trans- (u,u') 
THE CONTINUOUS FRACTIONAL FOURIER DECOMPOSITION
Let h(u, U') be a two-dimensional function, representing either an image or the kernel of a one-dimensional linear system. Its fractional Fourier domain decomposition is defined as
J_: 1 :
where c(a, U") is a family of one-dimensional weighting functions with parameter a. The integration interval is limited to [-2 21, since the fractional Fourier transform is periodic in a with period 4. Comparing the fractional Fourier decomposition with the spectral decomposition given in ( l ) , we can see that the integrands in both expressions consist of three terms. The definition of the FFDD can be rewritten in the form
where we have defined Equation (5) can be interpreted as an expansion of
with c ( a , U!') corresponding to the expansion coefficients. The basis functions in (6) can easily be shown t o be linearly independent as a direct consequence of the fact that (Ka(u", U ) , Kat ( U , u " ) )~ is nonzero for all a , a'. Here (., denotes a one-dimensional inner product with respect to the variable U .
THE DISCRETE FRACTIONAL FOURIER DOMAIN DECOMPOSITION
We now turn out attention to the discrete FFDD. Let When H is Hermitian (skew-Hermitian), C k is real (imaginary). We also note that (FG:k)t = F$c.
The FFDD always exists and is unique, as will be discussed further below.
Comparing and contrasting the FFDD with the SVD will help gain insight into the FFDD. If we compare one term on the right-hand side of (7) with the righthand side of (2), we see that they are similar in that they both consist of 3 terms of corresponding dimensionality, the first and third being unitary matrices and the second being a diagonal matrix. But whereas the columns of U and V constitute orthonormal bases specific t o H, the columns of FGBk and FG:k constitute orthonormal bases for the akth fractional Fourier domain. Customization of the decomposition is achieved through the coefficients c k j (and perhaps also the orders a k ) . When H is a square matrix of dimension N, the FFDD takes the simpler form
Denoting the j t h columns of
k=l where all matrices are N x N.
Equation (9) 
APPLICATIONS
Let H denote a linear matrix operator. Equation (7) represents a decomposition of this operator into N terms.
Each term, taken by itself, corresponds t o filtering in the akth fractional Fourier domain [6, 21, where an nkth order forward transform is followed by multiplication with a filter function c k and concluded with an inverse nkth order t,ransform. If H represents a time-invariant system, all filter COefficients except those corresponding to a k = 1 will be zero. More generally, different domains will make varying contributions to the decomposition. By eliminating domains for which the coefficients C k l , C k 2 , . . . , CkN' are small, significant savings in storing and implementing H becomes possible. This procedure, which we refer t o as pruning the FFDD, is the counterpart of truncating the SVD. An alternative to this selective elimination procedure will be referred to as sparsening, in which we simply work with a more coarsely spaced set of domains.
In any event, the resulting smaller number of domains will be denoted by M < N. The upper limit of the summation in (7) (N,N,) for direct implementation [7] .
In passing, we note that the pruned FFDD is directly related to the concept of parallel filtering [8, 91 .
As an example, we consider the problem of recovering a signal consisting of multiple chirp-like components, which is buried in white Gaussian noise such that the signal-to-noise ratio is 0.1. We assume the signal consists of 6 chirps with uniformly distributed random amplitudes and time shifts, and that the chirp rates are known with a f 5 % accuracy. We find that the general linear optimal Wiener filter H for this problem can be approximated with a mean-square error of 5.2% by using only M = 6 domains. H can also be approximated by truncating (3) Lett., vol. 22, no. 14, 1995 Lett., vol. 22, no. 14, , pp. 1047 Lett., vol. 22, no. 14, -1049 struct a similar constrained optimization problem by using the truncated SVD. However, this leads to a much more difficult nonlinear optimization problem because uj and vj in (3) are also unknowns, whereas the only unknowns in (7) are the &, leading t o a linear optimization problem.
Other potential applications other than fast implementation of linear systems include data compression, statistically-optimum filtering, and regularization of illposed inverse problems, all of which may be based on the same basic idea of appropriately pruning or weighting the different domains.
We have not addressed the problem of optimally choosing the orders a k , which corresponds to choosing the basis matrices. When M = N , the basis matrices form a complete set and any choice is acceptable. However, certain choices may offer better numerical stability. When M < NI the choice of a k may reflect our knowledge about the ensemble of matrices H we wish
