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Xu Chen, Lingjun Pu, Lin Gao, Weigang Wu, and Di Wu
Abstract
In this article we propose a novel Device-to-Device (D2D) Crowd framework for 5G mobile edge
computing, where a massive crowd of devices at the network edge leverage the network-assisted D2D
collaboration for computation and communication resource sharing among each other. A key objective
of this framework is to achieve energy-efficient collaborative task executions at network-edge for mobile
users. Specifically, we first introduce the D2D Crowd system model in details, and then formulate the
energy-efficient D2D Crowd task assignment problem by taking into account the necessary constraints.
We next propose a graph matching based optimal task assignment policy, and further evaluate its
performance through extensive numerical study, which shows a superior performance of more than
50% energy consumption reduction over the case of local task executions. Finally, we also discuss the
directions of extending the D2D Crowd framework by taking into variety of application factors.
I. INTRODUCTION
More and more mobile applications such as mobile object recognition, IoT data stream
processing, augmented reality and mobile health computing are emerging and will become
prevalent in the 5G Era. These novel applications typically demand intensive computation re-
source for realtime processing and high network bandwidth for data exchange, leading to high
energy consumption especially when they suffer from limited device resources [1]. In general,
mobile devices have limited energy capacity due to the physical size constraint, and the battery
Xu Chen, Weigang Wu and Di Wu are with School of Data and Computer Science, Sun Yat-sen University, Guangzhou,
China. E-mails: chenxu35@mail.sysu.edu.cn,wuweig@mail.sysu.edu.cn, and wudi27@mail.sysu.edu.cn.
Lingjun Pu is with College of Computer and Control Engineering, Nankai University, Tianjin, China. E-mail: pul-
ingjun@mail.nankai.edu.cn.
Lin Gao is with School of Electronic and Information Engineering, Shenzhen Graduate School, Harbin Institute of Technology,
Shenzhen, China. E-mail: gaolin021@gmail.com.
2Fig. 1: An illustration of D2D Crowd framework. The dashed (solid) arrow represents cellular (D2D) link, and the
blue (red) color bar represents available CPU (cellular bandwidth) resource.
technology trend makes the limitation unlikely disappear in the near future [2]. Therefore, it is
of great significance to achieve energy-efficient task executions in mobile devices.
As an interesting and promising solution, task offloading has been widespread concerned and
is attracting great research attention. Along this direction, many research efforts have focused on
mobile cloud computing, where mobile users can offload their computation-intensive tasks to the
resource-rich remote clouds via wireless access [3]. Due to the labile wireless connection and
high network latency between mobile devices and remote clouds, nevertheless, the satisfaction of
the real-time interactive response requirements of mobile applications can be very challenging
for such an approach. As an alternative, mobile edge computing is an emerging 5G service
paradigm that leverages a multitude of collaborative end-user devices and/or near-user facilities
at the network edge to carry out a substantial amount of communication and computation tasks
[4]. Since mobile edge computing is implemented in mobile users’ close proximity, it can provide
low-latency as well as agile computation and communication augmenting services for the users
[4].
As illustrated in Fig. 1, in this article we propose D2D Crowd, a novel task offloading
framework based on network-assisted Device-to-Device (D2D) collaboration, where a massive
crowd of devices at the network edge can beneficially share the computation and communication
resources among each other via the control assistance by the network operator. The common
rationale is two-fold. On one hand, the operator can typically have abundant network information
for achieving more informed and efficient management decision making. On the other hand, the
diverse capabilities of different types of devices (e.g., IoT devices, smartphones, and tablets) as
3well as the multiplexing gain (due to the runtime heterogeneity of resource availability among
devices) can be exploited to support collaborative task execution for a variety of services. A
simple illustration of this framework is shown in Fig. 1. Suppose that a device B would like to
execute a computation-intensive task (e.g., data compression) while currently its CPU resource
is heavily occupied by other applications. In this case, device B can offload its task via the
energy-efficient D2D link to a nearby device A, who possesses a large amount of idle CPU
resource to facilitate the task execution.
We envision that, by jointly pooling and sharing heterogeneous computation and communica-
tion resources among the mobile devices, D2D Crowd can facilitate many novel applications and
services demanding hybrid kinds of resources. For instance, the promising emerging applications
enabled by the D2D Crowd framework include but are not limited to the following cases:
• Mobile Data Offloading: Due to the heterogeneity of transmission technology adopted
in device and the time-varying nature of wireless transmission, the quality of cellular
connections among the devices can be diverse even at the same location. In this case,
data offloading service can be carried out such that a device of poor cellular connection
can offload its data to a nearby device with a high-quality cellular link in order to improve
the energy efficiency.
• Mobile Data Stream Processing: Nowadays many mobile and IoT devices are equipped
with a set of powerful embedded sensors and capable of acquiring and communicating a
large amount of data streams. By leveraging a multitude of collaborative device computation
resources at the network edge, D2D Crowd can enable efficient in-situ processing (e.g., data
cleaning and feature abstraction) of the acquired data streams across variety of devices.
• D2D-Assisted Cloud Offloading: The D2D Crowd framework can also play a complementary
role for the mobile cloud computing by provisioning the D2D-Assisted cloud offloading
service. That is, instead of offloading the computation task to the cloud directly, a device
(e.g., Device D in Fig. 1) can first transfer its computation task to a nearby device (e.g.,
Device C in Fig. 1) with both strong computing capability and good cellular connection,
which can then help to process some small-scale task components and in parallel offload
the computation-hungry components to the cloud1.
1We will elaborate more on the integration of D2D-assisted cloud offloading with mobile-edge cloud computing service in
Section IV-A.
4Moreover, the D2D Crowd framework can achieve a win-win situation for both network
operator and mobile users. On one hand, the users can benefit from the multiplexing gain due to
the heterogeneity of resource availability among them. On the other hand, through good-quality
cellular connection and various device resources sharing among users, the operator can extend
its network coverage, improve its service quality as well as provide novel applications to attract
more subscribers.
A. Related Work
Most existing researches on collaborative task offloading mainly focus on the delay tolerant
networking (DTN) applications and the homogenous tasks utilizing the same type of resource
(see [5], [6] and references therein). For example, Shi et. al. in [6] design a traffic offloading
framework to offload user’s data files to nearby users. Hu et. al. in [5] propose a task offloading
framework where a mobile device offloads its CPU processing task to the encountered users.
Along a different line, in this article we consider the collaborative task offloading by heterogenous
computation and communication resource sharing, which can enable many novel services in 5G
networks. Moreover, motivated by the fact that the operator generally has sufficient network
information and high computation power, we consider the network-assisted architecture that the
base station will provide the control assistance in determining the efficient task offloading as-
signments for mobile devices. Such a network assisted architecture is advocated by the emerging
5G networks (e.g., D2D overlaid cellular [7] and cellular IoT [8]) and software-defined wireless
networks (e.g., SDN controller for application module scheduling [9]).
B. Main Contributions
In this article, we tackle the key issue of achieving energy-efficient task assignment, which
is a critical build block of D2D Crowd, aiming at minimizing the total energy consumption for
collaborative task executions among the devices. Specifically, we first introduce the D2D Crowd
system model for joint computation and network resources sharing among the devices. Accord-
ingly, we then propose the energy-efficient D2D Crowd task assignment problem formulation by
accounting for the necessary constraints, and next develop a graph matching based optimal task
assignment policy by leveraging the structural property of the problem. We further evaluate the
performance of the proposed D2D Crowd task assignment policy through numerical study, which
demonstrates a superior performance gain with more than 50% energy consumption reduction
5over the case of local task executions. Last but not least, we also discuss the important directions
of extending the D2D Crowd framework by taking into variety of application factors.
The rest of the article is organized as follows. We first present the system model in Section
II. We then propose the D2D Crowd task assignment problem formation and the graph matching
based policy in Section III, and outline the directions of extending the framework in Section IV.
We finally conclude the article in Section V.
II. D2D CROWD MODEL
As illustrated in Fig. 1, we consider that the D2D Crowd framework involves a set N =
{1, 2, ..., N} of mobile devices and a network operator that manages multiple base stations. A
device can establish the cellular connection with its associated base station (e.g., via LTE-Cat
and LTE-M for smartphones and IoT devices, respectively) as well as the D2D connection with
the devices in proximity (e.g., using cellular D2D or WiFi-direct).
A. Device Resource Model
We first introduce the model to describe the device resources of a D2D Crowd user for mobile
task processing as follows.
• Computation Capacity: For a device i, let Zi be its CPU working frequency, and hence the
total computation capacity is Zi (in CPU cycles per unit time). In addition, we denote δi
as its current load (i.e., percentage of occupied processing capacity) since the device i may
have the background load and run some unoffloadable tasks. Then, the available processing
capacity for a D2D Crowd task is denoted by ci=(1− δi)Zi.
• Cellular Link: Each device i can establish a cellular link with its associated base station.
We assume that the base station will determine a cellular transmission power level P bi based
on some power control scheme, and the device i achieves an average cellular data rate Di.
• D2D Link: Each device i can also establish a D2D link with another device in proximity.
The device can transmit data via both cellular and D2D links simultaneously (i.e., using
different transmission interfaces). We denote the D2D data rate from a user i to another user
j as Dij , and P
d
i and P
r
j are the D2D transmission power of device i and the D2D receiving
power of device j, respectively. As a global view from the network operator’s perspective2,
2Through network-assisted device discovery and local information report by the devices, the network operator can gather
sufficient D2D connectivity information in practice.
6we introduce the D2D connectivity graph G= {N , E}, where the set of devices N is the
vertex set and E={(i, j) :eij=1, ∀i, j ∈ N} is the edge set where eij=1 if devices i and
j can establish a feasible D2D link between them. Similar to FlashLinQ [10], due to the
time and resource constraint we impose a practically-relevant constraint that a device can
establish and maintain one D2D link during a task offloading round (e.g., a time frame).
B. Mobile Task Model
In the D2D Crowd framework, we adopt a parameter tuple <Ii, Ψi, Oi, Bi> to characterize
the mobile task of a device i, where Ii is the input data size of the task, Ψi is the amount of
computing resource required for the task (i.e., the number of CPU cycles), Oi is the output data
size of the task, and Bi is the amount of cellular traffic required for the task. For simplicity,
we do not distinguish between the upload and download cellular traffics, which can be easily
factorized by introducing two separate cellular traffic parameters in the mobile task model.
We consider that this model allows rich service modeling flexibility in practice. For example,
for the task of data uploading, we will have Ψi = 0 and Bi as the cellular traffic to be uploaded.
As another example, for the task of network-edge data stream processing, we have Ψi as the
computing resource for processing the acquired data stream and Bi as the required cellular traffic
for transmitting the processed data to the remote data-center. Our model can be also easily
extended to account for other types of resources (e.g., storage) by introducing more parameters
in the tuple.
C. Task Execution Model
We next introduce the task execution model such that a task can be either locally executed
on its original mobile device or offloaded to be executed on another device in proximity.
1) Local Execution: a device i can locally execute its own task. According to the task parameter
tuple, the execution time for computation is given by T ci = Ψi/ci, and the energy consumption
is given by Eci = ρ
c
iT
c
i , where ρ
c
i is the energy cost per CPU cycle for computation, which
depends on the energy efficiency of the processor model and can be measured in practice [11].
Similarly, the execution time for cellular communication is given by T bi =Bi/Di, and the energy
consumption is given by Ebi =P
b
i T
b
i . Therefore, the total energy consumption of local execution
is Eli=E
c
i +E
b
i .
72) Offloaded Execution: As an alternative, a device i can offload its own task to a nearby device
j via D2D link. In this case, the energy consumption for task input and output data transfer
through D2D transmission between these two devices are given by Edij = (P
d
i + P
r
j )Ii/Dij+
(P dj + P
r
i )Oi/Dji. In addition, the energy overhead for executing the offloaded task in device
j is given by Eeij =ρ
c
jΨi/cj+P
b
jBi/Dj . Therefore, the corresponding total energy consumption
of offloaded execution is Eoij=E
d
ij+E
e
ij . Due to the constraint of physical size, mobile devices
typically have limited resource capacity and hence we assume that a device can execute at most
one task at a time.
III. ENERGY-EFFICIENT TASK ASSIGNMENT FOR D2D CROWD
Based on the system model above, we next describe the problem formulation for optimal
task assignment in the D2D Crowd framework, in order to optimize the energy efficiency for
collaborative task executions and meanwhile by taking into account the necessary assignment
constraints.
A. Problem Formulation
We first formulate the constraints for the D2D Crowd task assignment problem. Specifically,
let pii be a binary indicator that is 1 if device i has a task to be executed, and 0 otherwise (e.g.,
the task queue of device i is empty). In addition, we adopt µij as a binary decision variable
for task assignment, which is 1 if the task of a device i is offloaded to execute on a device j,
and 0 otherwise. Note that µii indicates whether a device i locally executes its task. For ease of
notation, based on D2D connectivity graph G={N , E}, we also define that eii ∈ E (i.e., local
execution is feasible). We then have the task assignment constraints as follow.
µij=0, ∀eij 6∈ E , (1)∑
j∈N
µij=pii, ∀i ∈ N , (2)
∑
i∈N
µij≤1, ∀j ∈ N , (3)
µij=µji, if pii=pij=1, (4)
µij∈{0, 1}. (5)
The constraint (1) ensures that the task assignments are determined according to the feasible
D2D connectivity. The constraint (2) represents that if a device has a task, its task should be
8assigned. The constraint (3) represents that due to the limited device resource, during a task
offloading round a device will execute at most one task (which could either be its own task or
an offloaded task from a nearby device)3. The constraint (4) presents that: (a) If two devices
have tasks and they establish a D2D link between them to exchange their tasks with each other
to execute, we have µij=µji = 1. This is due to the fact that if a pair of devices have already
established a D2D link during a task offloading round, they cannot establish any additional D2D
link with other devices4; (b) If two devices have tasks and they do not want to establish a D2D
link between them for task exchange, device i (device j, similarly) can either execute the task
locally or offload the task to another device k. In this case, we have µij=µji = 0.
By taking into account the assignment constraints above, our objective is to minimize the
overall energy consumption of the task executions by all the devices, which is formally described
as follows.
min
µ
N∑
i=1
(
µiiE
l
i + (1− µii)
∑
j 6=i
µijE
o
ij
)
(6)
subject to (1), (2), (3), (4) and (5).
B. Graph Matching Based Optimal Task Assignment
We next propose the optimal task assignment policy for the problem in (6).
At a first glimpse, one might regard problem (6) as the classical assignment problem, which
can be solved by the minimum weight bipartite matching solution. That is, as illustrated in
Fig. 2, a weighted bipartite graph can be constructed, where on one side a node i represents
a task of a device i, and on the other side the nodes represents the set of devices for the task
executions. There exists an edge between a task node i and a device node j if there is a feasible
D2D link between devices i and j, and the edge weight denotes the energy consumption. Then,
the minimum weight bipartite matching solution can be found using the standard Hungarian
algorithm [12].
However, the above approach would fail to work in our problem. Taking Fig. 2 for instance,
suppose the minimum weight bipartite matching solution is that device 2’s task is assigned to
3For the case such that a device i can execute multiple tasks simultaneously, we can extend the model by duplicating the
device i as multiple “virtual” devices of the same resource capacity such that each virtual device can execute at most one task.
4As discussed in Section III-B, if a device can simultaneously establish multiple D2D links, then the task assignment problem
is much easier, since it involves solving the standard bipartite matching problem.
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Fig. 3: An illustration of the modified graph matching based task assignment, with pruning in Step I, replication
in Step II and matching in Step III.
device 1 and device 3’s task is assigned to device 2. In this case, device 2 needs to simultaneously
establish and maintain two D2D links with devices 1 and 3, which would demand excessive
resource and overhead and hence violates the assignment constraint in (4).
Thus, in this article we propose a novel graph matching based solution for problem (6). The
most critical part is that we need to properly define the graph structure for matching. The key
idea of our solution is that we first adopt the D2D connectivity graph G as the basic graph to
ensure the structure of assignment feasibility via D2D links. Then we modify the basic graph
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using the following two steps: 1) Node Pruning: for a device k that does not have a task, if all
its neighboring devices also do not have any tasks, then we remove the device node k in the
graph (e.g., node 5 is removed in Step I in Fig. 3), since the device k will not be assigned with
any task; 2) Node Replication: for a device node i that has a task to be executed (i.e., pii = 1),
we add a new replicated node i′ and add an edge connecting node i′ and node i (e.g., nodes 2
and 3 have tasks and hence two replicated nodes are added in Step II in Fig. 3). By doing so,
for the matching over the modified graph, we have the following three nice representations:
• Case 1: If node i is matched with its replicated node i′, then it means that the device i will
execute its task locally.
• Case 2: If node i is matched with another node j without a replicated node, then it represents
that the task of device i will be offloaded to device j.
• Case 3: If node i is matched with another node j having a replicated node, then it indicates
that devices i and j exchange their tasks for the mutually offloaded execution5.
Moreover, due to the property of graph matching, each device node will be matched to at
most one node. This ensures the assignment constraint in (4) can be satisfied. Accordingly, we
next define the weights for the edges of the modified graph as follows:
• Case 1: for an edge that connects node i with its replicated node i′, we set the weight
wii′ = E
l
i , i.e., the energy consumption of local execution.
• Case 2: for an edge that connects node i with another node j without a replicated node, we
set the weight wij = E
o
ij , i.e., the energy consumption of offloaded execution from device
i to device j.
• Case 3: for an edge that connects node i with another node j having a replicated node, we
set the weight wij = E
o
ij +E
o
ji, i.e., the total energy consumption of the mutually offloaded
executions. In this case, devices i and j would exchange their tasks for execution and hence
the edge weight should represent the total energy consumption of these two devices.
Based on the modified weighted graph above, we can obtain the optimal solution for the
D2D Crowd task assignment problem by finding the minimum weight matching solution using
the Edmonds’s Blossom algorithm [12], which possesses a polynomial time complexity and can
compute the solution in a fast manner as shown in the performance evaluation section later. As
5For example, two devices have heterogenous resource capacity and they are running tasks with different resource requests.
Mutual task offloading can be beneficial.
11
illustrative example, we show a matching solution in Step III in Fig. 3 where node 2 is matched
with node 2′ (i.e., device 2 executes the task locally) and node 3 is matched with node 4 (i.e.,
device 3 offloads its task an idle device 4).
TABLE I: Simulation Setting
Category Parameter Value
Cellular Link
Cellular Data Rate [1, 10]Mbps
Cellular Power 600mW
D2D Link
Maximum D2D Bandwidth 20Mhz
Maximum D2D Distance 200m
D2D Power 200mW
Path Loss Exponent 3
Background Noise 10−8
User & Task
Total CPU Cycles 2Ghz
CPU Load [0, 70%]
CPU Power 900mW
Task Input Size [500, 2000]KB
Processing Density of Pure CPU Tasks 3000 cycle/bit
Processing Density of Hybrid Tasks 1000 cycle/bit
C. Performance Evaluation
We next evaluate the performance of the proposed task assignment policy for D2D Crowd
through numerical studies. Table I shows the simulation parameter settings, most of which are
in accordance with the real measurements in practice [13]. In the simulation, we run 100 rounds
of task assignments to obtain the average performance. The feasible D2D connectivity among
the devices is varying from round to round, which depends on the devices’ locations. Here
we use the commonly-adopted Opportunistic Network Environment (ONE) simulator [14] to
model devices’ location dynamics due to mobility, which has been shown to well capture the
distributional property in many real-world user mobility traces [14].
We consider three different types of application tasks, including pure CPU tasks (e.g., image
compression), pure cellular tasks (e.g., file downloading) and hybrid tasks requiring both CPU
and cellular resources (e.g., data stream acquisition and analytic). In the simulation we adopt the
data processing applications as the study case, such that the required computation cycles for task
12
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execution is proportional to its input data size (described by the processing density in Table I).
During each task assignment round, a device’s task is generated according to the task generation
frequency, i.e., the probability that a device has a task. We use the energy saving ratio as the
performance metric which is defined as the energy consumption of a task assignment scheme
compared with the result that each device executes its own task locally.
W compare our graph matching based task assignment policy with three schemes: 1) Greedy:
the base station first sorts all feasible task owner-executor pairs, and then chooses the owner-
worker pairs greedily; 2) Reciprocal: two users are reciprocal if both of them are task owners
and achieves mutually better performance when they exchange the tasks for execution. In this
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scheme, the base station only selects the pairs of users who are reciprocal; 3) Random: the
base station first randomly sorts the task owners, who will act sequentially to choose a feasible
neighboring device randomly among the remaining devices for task execution.
We depict the energy saving ratio by different schemes with different user amounts in Fig.
4, in which we also plot the error bar with 90% confidence interval. We see that our proposed
graph matching based task assignment scheme can achieve an high energy saving ratio of 50%.
Also, our scheme can save more than 40%, 30%, and 20% energy compared with the random,
reciprocal, and greedy schemes, respectively. This demonstrates the superior performance of our
task assignment scheme for D2D Crowd. We observe that the performance of our algorithm will
slightly increase with user amount increasing. The reason is that larger user size would enable
a device to have more neighbors, and hence a device can have more opportunities to offload the
task to a suitable device.
To evaluate the impact of task amount, we then show the energy saving ratio by different
schemes with different task generation frequencies in Fig. 5. We observe that with task frequency
increasing both the performance of our approach and the greedy scheme decreases (greedy
scheme has a more significant performance drop, while our approach is more robust and slightly
decreases). This is due to in large part that as task frequency increases, more devices will generate
tasks. This will decrease the number of idle devices, and hence hinders the overall performance.
In addition, with more user generating task the task reciprocal pairs are also increasing, which
makes the performance of reciprocal scheme improve. Despite that, our scheme can still save
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more than 39%, 28% and 20% energy over random, greedy and reciprocal schemes, respectively,
even when the task generation frequency is high.
We next evaluate the running time of the proposed task assignment scheme based on Ed-
monds’s Blossom algorithm. We run our scheme on an ordinal computer with Intel Core i5-
2400 Processor@3.1GHz and 8G Memory. Fig. 6 shows the average running time in terms of
million-seconds (ms). It shows that the running time almost linearly (super-linearly) increases as
the number of devices increase. The running time is much less than the theoretic upper bound of
Edmonds’s Blossom algorithm, less than 80ms even when the number of devices is large (e.g.,
1000). This demonstrates our scheme can obtain the task assignment solution in a fast manner.
Furthermore, we implement in our scheme on a computing cluster (Dell PowerEdge C6100),
which is generally deployed at the network edge by the operator for scheduling management. We
observe a very fast running time of less than 1 ms in all cases, which corroborates our proposed
scheme is amenable for practical application.
IV. EXTENSIONS AND FUTURE DIRECTIONS
In the sections above, we mainly introduce the D2D Crowd framework and focus on addressing
the key issue of energy-efficient collaborative task assignment. In this part, we will further
discuss the several important directions for extending D2D Crowd into a full-fledged framework
by accounting for variety of application factors.
A. Integration with Mobile-Edge Cloud Service
As an emerging service for mobile edge computing, mobile edge cloud computing is a
paradigm to provide augmented cloud computing capabilities at the edge of pervasive radio
access networks in close proximity to mobile devices [4].
As mentioned earlier, the proposed D2D Crowd framework can be well integrated with the
mobile edge cloud computing to further boost the performance gain of cloud offloading. For
instance, for a device i that would like to utilize the mobile-edge cloud service, we can define
two execution modes: 1) Direct Cloud Offloading: device i utilizes its own cellular link to offload
its computation task to the mobile edge cloud at the bast station directly; 2) D2D-Assisted Cloud
Offloading: using the energy-efficient D2D link, device i first transfers its computation task to a
nearby device j of a good cellular connection, and then device j helps to offload device i’s task
to the mobile-edge cloud. Furthermore, when device j also has a strong computing capability,
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device i can also decide to partition a portion of its computation task to be executed at device j,
to reduce the offloading volume to the mobile-edge cloud and the energy overhead as well. For
such an integrated computing service framework, an important emerging research issue is that
how to properly partition the computation task components among the local device, the D2D
offloaded device and the mobile-edge cloud in order to optimize the overall energy efficiency.
B. Incentive Mechanisms for Collaboration
For practical implementation, the D2D Crowd framework strongly relies on device’s collabora-
tion, and hence a good incentive mechanism that can prevent the over-exploiting and free-riding
behaviors that harm device user’s motivation for collaboration is highly desirable. As an initial
attempt, we next discuss a network-assisted incentive mechanism tailored to the D2D Crowd
framework as follows.
The incentive mechanism is motivated by the resource tit-for-tat scheme in peer-to-peer
systems. The key idea is to ensure that a device is allowable to exploit more resources from other
devices only if it has contributed sufficient resources to the others. We can regard the resource
contribution as user credit, which will be maintained by the base station.
Specifically, we denote by XCPUi (t) and X
Cellular
i (t) to represent the amount of CPU resource
(e.g., in terms of CPU cycles) and the cellular resource (e.g., in terms of data bytes) that other
users contribute to a device i, respectively, and Y CPUi (t) and Y
Cellular
i (t) to represent the resource
amounts that the device i contributes to other devices up to time t. We then define the following
resource tit-for-tat constraint
αCPUi X
CPU
i ≤ β
CPU
i + Y
CPU
i , (7)
αCellulari X
Cellular
i ≤ β
Cellular
i + Y
Cellular
i , (8)
where the parameters α∗i and β
∗
i are normalized within the range [0,1]. The resource tit-for-tat
constraint reflects that the resource amount that a device exploits from the others is in proportion
to that it contributes to the others. If a device wants more resources, it needs to share more in
return. To promote the collaboration and resource contribution, when a device does not satisfy
resource tit-for-tat constraints above, the network operator will not assign device i’s offloaded
tasks.
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C. Coping with System Dynamics
In order to gain useful insights, in the discussions above we mainly discuss the D2D Crowd
framework in the static setting and consider the task assignment issue during each task offloading
round. To implement the proposed D2D Crowd framework in practical systems, we need to
consider its generalization to deal with the system dynamics. In a dynamic setting, many system
factors are time varying, e.g., devices’ D2D connections can dynamically change due to device
users’ mobility, and the cellular link quality can vary from time to time due to fading effect.
Moreover, different number of new tasks can be generated at a device across different time
frames, and hence we need to carefully address the task queueing issues, to prevent the queue
explosion from a long run perspective.
To cope with the system dynamics, we can consider to generalize the current D2D Crowd task
assignment scheme by resorting to the tool of Lyapunov optimization [15]. Generally speaking,
two key salient features enable Lyapunov optimization suitable for addressing dynamic task
assignment problem: 1) Lyapunov optimization is an online stochastic optimization problems with
time-average objective, and in general it only utilizes the system information at the current time
period; 2) It also enables the feature of stabilizing the queues by providing a drift-plus-penalty
function for joint queue stability and time-average objective optimization. Thus, in a future work
we can explore to leverage the Lyapunov optimization approach to design efficient online task
assignment for D2D Crowd that can be adaptive to the system dynamics and meanwhile can
ensure the stability of the task queues.
D. Hybrid Centralized-Decentralized Implementation
A key focus in this article is to embrace the benefit of network assisted D2D collaboration for
energy-efficient mobile edge computing. The network assisted architecture enables an efficient
centralized management paradigm, and hence is advocated in many future networking system,
e.g., 5G D2D overlaid cellular networks, cellular IoT, and software-defined mobile networks.
Another important direction of further extending the proposed D2D Crowd framework is
to consider its hybrid centralized-decentralized implementation. This can be highly relevant to
the application scenario that we would like to achieve a synergetic scheduling across multiple
heterogenous networks such as cellular network and WiFi network. The decentralized nature of
CSMA access in WiFi requires a hybrid centralized-decentralized design. Also, in some cases
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some gateway device can have better communications links with its peripheral devices and hence
can be selected as a leader device for achieving efficient local coordination.
One possible approach for implementing the hybrid centralized-decentralized paradigm is
that we can first decompose the D2D connectivity graph into multiple communities. Within a
community, one leader device can be selected or elected to manage the local task assignment (e.g.,
using the proposed graph matching based scheme locally) for D2D collaboration based mobile
edge computing. The leader devices will also negotiate among themselves for task assignment
synchronization and conflict resolution. How to design the lightweight and efficient protocol for
such a hybrid centralized-decentralized implementation can be very interesting and challenging.
V. CONCLUSION
In this article, we proposed a novel framework of D2D Crowd, as an emerging key service
for 5G mobile edge computing, by leveraging a massive crowd of devices at the network edge
for energy-efficient collaborative task executions. By jointly pooling and sharing heterogeneous
computation and communication resources among the mobile devices, D2D Crowd can facilitate
many novel applications and services demanding hybrid kinds of resources.
Specifically, we proposed the system model for D2D Crowd and formulated the energy-
efficient D2D Crowd task assignment problem. We further proposed a graph matching based
optimal task assignment policy, and showed that it can achieve a superior performance through
numerical evaluation. Finally, we discussed several important and interesting directions for
extending the D2D Crowd framework, such as devising a proper incentive mechanism for
encouraging device collaboration and developing an efficient online mechanism for coping with
the system dynamics.
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