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ÏÐÅÄÈÑËÎÂÈÅ 
 
Учебно-методическое пособие по дисциплине «Высшая матема-
тика» предназначено для выполнения контрольных работ и подго-
товки к экзаменам студентами химико-технологических специаль-
ностей заочной формы обучения, для которых типовыми учебными 
планами предусмотрено изучение курса высшей математики в объеме 
524–570 часов.  
Данное учебное издание также может быть использовано для 
подготовки учащихся других специальностей. 
Издание полностью соответствует образовательному стандарту  
и программе дисциплины, содержит программу, изложение теорети-
ческих вопросов программы, решение типовых задач с подробными 
пояснениями и рекомендациями, контрольные задания по 13-ти ос-
новным разделам высшей математики, приложение и список рекомен-
дуемой литературы.  
По каждой теме в теоретическом разделе приведены основные 
понятия и определения, теоремы и формулы, необходимые для вы-
полнения контрольных работ. Затем даны образцы решения задач, 
аналогичных задачам контрольных работ.  
Структура учебно-методического пособия позволит студенту 
самостоятельно проработать материал и выполнить контрольные 
работы, не прибегая к посторонней помощи. 
Содержание издания служит рационализации учебного процесса, 
дает возможность студентам самостоятельно усваивать учебный мате-
риал, способствует повышению качества подготовки специалистов  
в высших учебных заведениях. 
Предлагаемый материал излагается в логической последова-
тельности, что позволяет при изучении определенной темы исполь-
зовать усвоенные знания по предыдущим разделам. Работа написана 
ясным математическим языком. Удачно сочетается строгость изло-
жения и доступность материала. Многие примеры для наглядности 
иллюстрируются рисунками. 
В процессе подготовки к выполнению контрольной работы реко-
мендуется изучить теоретические сведения, разобраться с решениями 
предложенных типовых задач, решить несколько аналогичных задач, 
ответы на которые известны, и только после этого переходить к вы-
полнению контрольной работы. 
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ÏÐÎÃÐÀÌÌÀ ÊÓÐÑÀ «ÂÛÑØÀß ÌÀÒÅÌÀÒÈÊÀ» 
 
Тема 1. Элементы линейной алгебры  
и аналитической геометрии 
 
1. Матрицы. Действия над матрицами. Ранг матрицы. Обратная 
матрица. 
2. Определители второго и третьего порядков, их свойства и вы-
числение. Определители n-го порядка. 
3. Обратная матрица. Ранг матрицы. 
4. Системы линейных уравнений. Матричная форма записи. 
Совместность и несовместность систем. Теорема Кронекера – Капелли. 
Решение систем методами Крамера, Гаусса и обратной матрицы. 
5. Векторы. Линейные операции над векторами и их свойства. 
6. Проекция вектора на ось. Прямоугольная система координат в 
пространстве. Ортонормированная тройка векторов. Координаты век-
тора. Направляющие косинусы и длина вектора. Линейные операции 
над векторами в координатной форме. 
7. Линейно независимые системы векторов. Базис. Ортонормиро-
ванный базис. Разложение вектора по базису. 
8. Скалярное произведение векторов и его свойства.  
9. Векторное произведение двух векторов и его свойства. Вычис-
ление площади треугольника, построенного на двух векторах. 
10. Смешанное произведение векторов и его свойства. Вычисле-
ние объема пирамиды, построенной на трех векторах. 
11. Взаимное расположение векторов: перпендикулярность, па-
раллельность, компланарность, угол между векторами. 
12. Декартовая и полярная системы координат на плоскости. 
Уравнение линий на плоскости.  
13. Различные формы уравнения прямой на плоскости. Расстояние 
от точки до прямой. Взаимное расположение прямых на плоскости. 
14. Кривые 2-го порядка: окружность, эллипс, гипербола, парабола. 
15. Уравнение плоскости и прямой в пространстве. Расстояние от 
точки до плоскости. Взаимное расположение плоскостей, прямых, 
прямой и плоскости. 
 
Тема 2. Введение в математический анализ 
 
1. Множества и функции. Области определения и изменения 
функции. Способы задания. Классификация функций. Основные 
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элементарные функции. Сложная функция. Функции, заданные пара-
метрически и неявно. 
2. Окрестность конечной и бесконечно удаленной точки. Конеч-
ный и бесконечный пределы функции. Односторонние пределы. 
3. Бесконечно малые и бесконечно большие функции и их свойства.  
4. Основные теоремы о пределах. Раскрытие неопределенностей. 
5. Определение касательной к графику функции. Число e. Нату-
ральные логарифмы. Первый и второй замечательные пределы. 
6. Сравнение бесконечно малых величин. Эквивалентные беско-
нечно малые. Использование эквивалентных бесконечно малых при 
вычислении пределов. 
7. Непрерывность функции в точке и на отрезке. Критерий непре-
рывности функции в точке. Точки разрыва и их классификация. Ос-
новные теоремы о непрерывных функциях. 
 
Тема 3. Дифференциальное исчисление 
функции одной переменной 
 
1. Производная функции, ее геометрический и механический 
смысл. Дифференцируемость и непрерывность. 
2. Основные правила дифференцирования. Производная сложной 
и обратной функций. 
3. Производные основных элементарных функций. Логарифмиче-
ское дифференцирование. Дифференцирование функций, заданных 
параметрически и неявно. 
4. Дифференциал функции и его геометрический смысл. Основ-
ные свойства дифференциала. Инвариантность формы первого 
дифференциала. Применение дифференциала в приближенных вы-
числениях. 
5. Производные и дифференциалы высших порядков. 
6. Основные теоремы о дифференцируемых функциях (Ролля, 
Коши, Лагранжа). Правило Лопиталя для раскрытия неопределен-
ностей. 
 
Тема 4. Исследование функций с помощью производных 
 
1. Возрастание и убывание функции. Необходимые и достаточные 
условия возрастания и убывания дифференцируемой функции. 
2. Понятие о локальном экстремуме функции. Необходимые усло-
вия экстремума дифференцируемой и непрерывной функций. 
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3. Достаточные условия экстремума по первой и второй произ-
водной. Отыскание наибольшего и наименьшего значений функций на 
замкнутом промежутке. 
4. Асимптоты графика функции. Вертикальные и наклонные 
асимптоты и их нахождение. 
5. Выпуклые и вогнутые функции. Достаточные условия выпук-
лости и вогнутости функций. Точки перегиба. 
6. Общая схема исследования функции и построение ее графика. 
 
Тема 5. Неопределенный интеграл 
 
1. Первообразная. Неопределенный интеграл и его свойства. Таб-
лица неопределенных интегралов. 
2. Методы нахождения неопределенных интегралов: интегриро-
вание по частям и заменой переменной. 
3. Интегрирование рациональных функций. 
4. Интегрирование простейших иррациональных функций и три-
гонометрических выражений. 
 
Тема 6. Определенный интеграл, несобственные интегралы  
 
1. Задачи, приводящие к понятию определенного интеграла (о пло-
щади криволинейной трапеции, о нахождении пути, пройденного мате-
риальной точкой). Определенный интеграл и его основные свойства. 
2. Интеграл с переменным верхним пределом. Формула Ньютона –
Лейбница.  
3. Замена переменной в определенном интеграле. 
4. Интегрирование по частям в определенном интеграле. 
5. Приложение определенных интегралов к вычислению площадей 
плоских фигур, длин дуг кривых, объемов тел и площадей поверхностей 
вращения. Физические приложения определенного интеграла. 
6. Несобственные интегралы с бесконечными пределами интег-
рирования. Несобственные интегралы от неограниченных функций. 
Абсолютная и условная сходимость. Признаки сходимости. 
 
Тема 7. Обыкновенные дифференциальные уравнения 
 
1. Дифференциальные уравнения. Основные понятия и определения.  
2. Дифференциальные уравнения первого порядка (решение, общее 
решение, начальные условия, частное решение). Задача Коши. Теорема 
существования и единственности решения задачи Коши. 
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3. Основные классы уравнений первого порядка, интегрируемых  
в квадратурах (уравнения с разделяющимися переменными, однород-
ные, линейные, Бернулли). 
4. Дифференциальные уравнения высших порядков. Задача Коши 
и частное решение. Уравнения второго порядка, допускающие пони-
жение порядка. 
5. Линейные дифференциальные уравнения n-го порядка. Свой-
ства решений.  
6. Линейные однородные дифференциальные уравнения. Струк-
тура общего решения. 
7. Линейные неоднородные уравнения. Структура общего решения. 
8. Линейные однородные уравнения второго порядка с постоян-
ными коэффициентами. 
9. Линейные неоднородные уравнения второго порядка со специ-
альной правой частью. Метод подбора частных решений. 
10. Метод Лагранжа вариации произвольных постоянных. 
11. Общее понятие о системах дифференциальных уравнений, 
задача Коши. Нормальные системы дифференциальных уравнений. 
Линейные системы дифференциальных уравнений с двумя неизвест-
ными функциями и их решение методом сведения к дифференциаль-
ному уравнению второго порядка с одной неизвестной функцией. 
 
Тема 8. Функции нескольких переменных 
 
1. Понятие функции нескольких переменных, область определе-
ния, значений и график. Функция нескольких переменных как функ-
ция точки.  
2. Линии уровня. Поверхности второго порядка и их канониче-
ские уравнения. 
3. Предел и непрерывность функции двух переменных. 
4. Частные производные. Полный и частный дифференциалы 
функции многих переменных. Инвариантность формы полного 
дифференциала. Дифференцирование сложных и неявно заданных 
функций. 
5. Градиент и производная по направлению функции нескольких 
переменных, их свойства. 
6. Касательная плоскость и нормаль к поверхности.  
7. Применение полного дифференциала в приближенных вы-
числениях. 
8. Частные производные и дифференциалы высших порядков. 
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9. Экстремумы функций двух переменных. Необходимое условие 
экстремума. Достаточное условие экстремума. 
10. Условный экстремум. Наибольшее и наименьшее значение 
функции в замкнутой области. 
 
Тема 9. Ряды 
 
1. Основные понятия. Числовые ряды. Сходимость и сумма ряда. 
2. Необходимый признак сходимости числового ряда. Свойства 
сходящихся числовых рядов. 
3. Знакоположительные ряды. Первый и второй признаки срав-
нения, признак Даламбера, интегральный признак Коши. 
4. Знакопеременные ряды. Абсолютная и уловная сходимость. 
Знакочередующиеся ряды, признак Лейбница. Оценка остатка знако-
чередующегося ряда. 
5. Функциональные ряды, область сходимости и сумма ряда. Сте-
пенные ряды. Радиус, интервал и область сходимости степенного ряда. 
Непрерывность суммы, интегрирование и дифференцирование сте-
пенных рядов. 
6. Ряд Тейлора. Разложение основных элементарных функций в ряд 
Тейлора.  
7. Применение степенных рядов в приближенных вычислениях  
и к решению дифференциальных уравнений. 
 
Тема 10. Кратные интегралы 
 
1. Задачи, приводящие к двойному интегралу. Двойной интеграл  
и его свойства. Вычисление двойного интеграла повторным интегри-
рованием в декартовых и полярных координатах. Изменение порядка 
интегрирования.  
2. Тройной интеграл и его свойства. Вычисление тройных инте-
гралов повторным интегрированием в декартовых и цилиндрических 
координатах. 
3. Геометрические и физические приложения кратных интегралов.  
 
Òåìà 11. Êðèâîëèíåéíûå è ïîâåðõíîñòíûå èíòåãðàëû 
è òåîðèÿ ïîëÿ 
 
1. Криволинейные интегралы первого и второго рода, их основ-
ные свойства и вычисление. 
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2. Понятие о поверхностных интегралах, их свойства и вычисление. 
3. Скалярные и векторные поля. Потенциальные и соленоидаль-
ные поля. 
4. Поток векторного поля через ориентированную поверхность, 
его физический смысл. Дивергенция векторного поля, ее физический 
смысл и вычисление.  
5. Формула Грина. Условие независимости криволинейного инте-
грала второго рода от пути интегрирования. Нахождение функции по 
ее полному дифференциалу. 
 
Тема 12. Теория вероятностей 
 
1. Предмет теории вероятностей. Понятие случайного события. 
Классификация случайных событий. Пространство элементарных 
событий. 
2. Классическое определение вероятности. Непосредственный 
подсчет вероятности. Статистическая вероятность.  
3. Сумма и произведение событий и их свойства. Геометрическая 
интерпретация. Теорема сложения вероятностей несовместных собы-
тий. Зависимые и независимые события. Условная вероятность. Тео-
рема умножения вероятностей. Теорема сложения вероятностей со-
вместных событий.  
4. Формула полной вероятности. Формула Байеса. Схема Бернулли. 
Формула Бернулли. Предельные теоремы: Пуассона, локальная и инте-
гральная теоремы Муавра – Лапласа. 
5. Понятие случайной величины. Типы случайных величин. Дискрет-
ная случайная величина. Ряд распределения и его свойства. Интегральная 
функция распределения случайной величины и ее свойства. Числовые 
характеристики дискретной случайной величины: математическое ожи-
дание, дисперсия, среднеквадратическое отклонение и их свойства. 
6. Непрерывная случайная величина. Интегральная и дифферен-
циальная  функции распределения и их свойства. Числовые характе-
ристики непрерывной случайной величины. 
7. Законы распределения случайных величин и их числовые ха-
рактеристики (биномиальный, Пуассона, равномерный, показатель-
ный, нормальный). Функция Лапласа и ее свойства. Правило трех 
сигм и его практическое значение. 
8. Двумерные случайные величины. Дискретные и непрерывные. 
Одномерные составляющие. Числовые характеристики двумерной 
случайной величины.  
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Тема 13. Элементы математической статистики 
 
1. Предмет математической статистики. Генеральная совокуп-
ность, выборочный метод. Вариационный ряд. Статистическое рас-
пределение выборки. Интервальный статистический ряд. Полигон и 
гистограмма. Эмпирическая функция распределения. 
2. Статистические оценки параметров и определение закона рас-
пределения генеральной совокупности. Точечные и интервальные 
оценки. Свойства точечных оценок (статистик): несмещенность, со-
стоятельность и эффективность. Точечные оценки математического 
ожидания, дисперсии и среднеквадратического отклонения генераль-
ной совокупности. Исправленная выборочная дисперсия. 
3. Интервальные оценки параметров генеральной  совокупности. 
Доверительная вероятность. Доверительные интервалы для оценива-
ния математического ожидания нормально распределенной генераль-
ной совокупности. 
4. Статистические гипотезы: параметрические и непараметриче-
ские. Статистические критерии проверки гипотез. Уровень значимо-
сти. Статистическая проверка непараметрических гипотез. Критерий 
согласия 2χ  Пирсона. 
5. Элементы корреляционного и регрессионного анализа. Функ-
циональная, статистическая и корреляционная зависимости. Линейная 
корреляционная зависимость и прямые регрессии. Выборочный коэф-
фициент корреляции и его свойства. Проверка значимости коэффици-
ента корреляции. 
6. Эмпирические зависимости. Метод наименьших квадратов. 
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Òåìà 1. ÝËÅÌÅÍÒÛ ËÈÍÅÉÍÎÉ ÀËÃÅÁÐÛ  
È ÀÍÀËÈÒÈ×ÅÑÊÎÉ ÃÅÎÌÅÒÐÈÈ 
 
1.1. Элементы линейной алгебры 
 
Матрицей размера nm×  называется таблица, состоящая из nm ⋅  
элементов, записанных в m строк и n столбцов. Матрица обычно бе-
рется в круглые или квадратные скобки и обозначается большими бу-
квами латинского алфавита. Матрица А размера nm×  имеет вид 
 
11 12 1
21 22 2
1 2
n
n
m m mn
a a a
a a a
A
a a a
⎛ ⎞⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
"
"
"""""
"
, (1.1) 
где , 1, 2, , ; 1, 2, ,ija i m j n= =… …  – элементы матрицы A. Если число 
строк равно числу столбцов (m = n), то матрица называется квадратной. 
Для квадратной матрицы вводится понятие определителя. 
Определитель – это числовая характеристика квадратной матрицы, 
вычисленная из элементов матрицы по определенным правилам. 
Определитель берется в прямые скобки и обозначается Adet . 
Так для квадратной матрицы второго порядка 
 ⎟⎟⎠
⎞
⎜⎜⎝
⎛=
2221
1211
aa
aa
A  (1.2) 
определитель вычисляется следующим образом: 
12212211
2221
1211det aaaa
aa
aa
A −== . 
Говорят, что элементы 2211, aa  лежат на главной диагонали, а эле-
менты 21a  и 12a  – на побочной. 
Квадратной матрице третьего порядка 
11 12 13
21 22 23
31 32 33
a a a
A a a a
a a a
⎛ ⎞⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
 
соответствует определитель третьего порядка, который вычисляется 
следующим образом: 
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.
det
322311332112312213
322113312312332211
333231
232221
131211
aaaaaaaaa
aaaaaaaaa
aaa
aaa
aaa
A
−−−
−++==  (1.3) 
Числа 332211 ,, aaa  – это элементы главной диагонали, 312213 ,, aaa  – 
элементы побочной диагонали. 
Указанное правило вычисления определителя называется прави-
лом треугольников.  
Действительно, слагаемые, входящие в формулу (1.3) со знаком  
« + », лежат на главной диагонали определителя, а также в углах тре-
угольников со сторонами, параллельными главной диагонали, а сла-
гаемые, входящие в формулу (1.3) со знаком « – », лежат на побочной 
диагонали и в углах треугольников со сторонами, параллельными по-
бочной диагонали: 
•••
•••
•••
−
•••
•••
•••
=
•••
•••
•••
. 
Рассмотрим применение определителей для решения систем ли-
нейных уравнений (метод Крамера). Пусть дана система из трех ли-
нейных уравнений с тремя неизвестными 1 2 3, , x x x : 
 
⎪⎩
⎪⎨
⎧
=++
=++
=++
,
,
,
3333232131
2323222121
1313212111
bxaxaxa
bxaxaxa
bxaxaxa
 (1.4) 
где , ( 1, 2, 3; 1, 2, 3)ij ia b i j= =  – заданные числа. Запишем систему (1.4) 
в матричном виде: 
 AX = b; (1.5) 
11 12 13
21 22 23
31 32 33
a a a
A a a a
a a a
⎛ ⎞⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
;  
3
1
2
x
X x
x
⎛ ⎞⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
;  
1
2
3
b
b b
b
⎛ ⎞⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
, 
где A – матрица системы; X – столбец неизвестных; b – столбец сво-
бодных членов. 
Пусть определитель матрицы системы (1.5) отличен от нуля: 
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 0
333231
232221
131211
≠=Δ
aaa
aaa
aaa
. (1.6) 
Тогда система (1.5) имеет единственное решение, которое может 
быть найдено по формулам Крамера: 
 Δ
Δ= jjx ,   j =1, 2, 3, (1.7) 
где jΔ  – определитель, полученный из определителя системы путем 
замены j-го столбца столбцом свободных членов. 
 
Задача 1. Решить систему уравнений 
⎪⎩
⎪⎨
⎧
=+−
−=+−
=+−
.1
,135
,342
321
321
321
xxx
xxx
xxx
 
Решение. Вычислим определитель Δ данной системы по правилу 
треугольников: 
2 4 1
1 5 3
1 1 1
−
Δ = − =
−
( ) ( )2 5 1 4 3 1 1 1 ( 1)⋅ − ⋅ + − ⋅ ⋅ + ⋅ ⋅ − −  
1 ( 5) 1 2 3 ( 1) 1 1 ( 4)− ⋅ − ⋅ − ⋅ ⋅ − − ⋅ ⋅ − =  
8 0.= − ≠  
Вычисляем вспомогательные определители: 
1
3 4 1
1 5 3
1 1 1
−
Δ = − − =
−
3 ( 5) 1 ( 4) 3 1⋅ − ⋅ + − ⋅ ⋅ + 1 ( 1) ( 1)⋅ − ⋅ − −  
1 ( 5) 1 3 3 ( 1) 1 ( 1) ( 4) 16;− ⋅ − ⋅ − ⋅ ⋅ − − ⋅ − ⋅ − = −  
2
2 3 1
1 1 3
1 1 1
Δ = − = 2 ( 1) 1 1 3 3⋅ − ⋅ + ⋅ ⋅ + 1 1 1⋅ ⋅ −  
1 ( 1) 1 2 3 1 1 1 3 0− ⋅ − ⋅ − ⋅ ⋅ − ⋅ ⋅ = ; 
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AB
JJJG
 
B 
A 
Рис. 1.1 
3
2 4 3
1 5 1 2 ( 5) 1 1 ( 4) ( 1)
1 1 1
−
Δ = − − = ⋅ − ⋅ + ⋅ − ⋅ − +
−
3 ( 5) 1 2 ( 1) ( 1) ( 4) 1 1 8.− ⋅ − ⋅ − ⋅ − ⋅ − − − ⋅ ⋅ =  
Значит, 2
8
161
1 =−
−=Δ
Δ=x , 0
8
02
2 =−=Δ
Δ=x , 1
8
83
3 −=−=Δ
Δ=x . 
Проверка: 
2 2 4 0 1 3,
2 5 0 3 ( 1) 1,
2 0 1 1.
⋅ − ⋅ − =⎧⎪ − ⋅ + ⋅ − = −⎨⎪ − − =⎩
 
Верно.  
Ответ: 1 2x = ; 2 0x = ; 3 1x = − . 
 
1.2. Основные сведения из векторной алгебры 
 
Вектором называют направленный отрезок (рис. 1.1). Если точка 
А – начало вектора, а В – его конец, то такой вектор обозначают AB
JJJG
.  
 
Наряду с этим используется обозначение век-
тора малой латинской буквой со стрелкой, т. е. aG . 
Векторы называют равными, если они имеют 
равные длины и одинаково направлены. Число, 
равное длине вектора, называется его модулем  
и обозначается символом aG . Если aG  = 1, то век-
тор aG  называется единичным. 
 
Векторы называются коллинеарными, если они лежат на одной 
прямой или на параллельных прямых. 
Пусть вектор aG  наклонен к оси l под углом ϕ  (рис. 1.2). Тогда про-
екция вектора aG  на ось l обозначается символом aпрl G  и вычисляется по 
формуле 
 ϕ⋅= cosaaпрl GG .  (1.8) 
Проекции вектора aG  на оси прямоугольной декартовой системы 
координат называются координатами вектора. Координаты вектора 
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обозначаются буквами x, y, z соответственно координатным осям,  
а вектор в координатной форме записывается { }; ;a x y z=G . Три взаимно-
перпендикулярных вектора единичной длины , ,i j k
GG G
 называют орто-
нормированным базисом. 
 
 
 
Вектор в ортонормированном базисе имеет вид 
 kzjyixa
GGGG ++= . (1.9) 
Если даны две точки );;( 1111 zyxM  и );;( 2222 zyxM , являющиеся 
соответственно началом и концом вектора 21MM , то   
 { }12121221 ;; zzyyxxMM −−−= . (1.10) 
Длина вектора aG  находится по формуле 
 222 zyxa ++=G . (1.11) 
Если вектор aG  составляет с координатными осями углы α , β  и γ , 
то αcos , βcos , γcos  называются направляющими косинусами векто-
ра aG  и определяются по формулам 
 
a
xG=αcos ; a
yG=βcos ; a
zG=γcos , (1.12) 
причем  
 1coscoscos 222 =γ+β+α . (1.13) 
Над векторами { }111 ;; zyxa =G , { }222 ;; zyxb =G  определены опера-
ции сложения, умножения на число, а также скалярное и векторное 
произведения. 
При этом для сложения векторов и умножения вектора на число 
имеют место следующие формулы: 
aG  
l aпрl
G  
ϕ  
aG
l aпрl
G
ϕ
Рис. 1.2 
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 { } { }321212121 ;;;;; xxxazzyyxxba μμμ=μ+++=+ GGG .  (1.14) 
Определение. Скалярным произведением двух векторов aG  и bG  на-
зывается число, равное произведению длин этих векторов, умножен-
ному на косинус угла между ними. 
Скалярное произведение обозначается точкой между векторами 
или круглыми скобками. Если угол между векторами обозначим 
через ϕ , то скалярное произведение можно выразить следующей 
формулой: 
ϕ⋅⋅=⋅ cosbaba GGGG . 
Для векторов, записанных в координатной форме, скалярное про-
изведение вычисляется по формуле 
 332211 yxyxyxba ++=⋅
GG . (1.15) 
Определение. Векторным произведением двух векторов aG  и bG  
называется вектор, обозначаемый символом ba
GG ×  и определяемый 
следующими тремя условиями (рис. 1.3):  
 
1) модуль вектора ba
GG ×  равен 
ϕ⋅⋅ sinba GG , где ϕ  – угол между векто-
рами aG  и bG  (равен площади параллело-
грамма, построенного на этих векторах); 
2) вектор ba
KG ×  перпендикулярен 
плоскости векторов aG  и bG ; 
3) направлен в сторону, откуда 
кратчайший поворот от вектора aG  к век-
тору b
G
 виден против часовой стрелки. 
 
Для векторов, записанных в координатной форме, векторное про-
изведение вычисляется по формуле 
 k
yx
yx
j
zx
zx
i
zy
zy
zyx
zyx
kji
ba
GGG
GGG
KG
22
11
22
11
22
11
222
111 +−==× . (1.16) 
b
G
 
ϕ  
aG  
ba
GG ×  
Рис. 1.3 
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Определение. Смешанным произведением трех векторов aG , bG  
и cG  называется число, равное векторному произведению ba KG × , умно-
женному скалярно на вектор cG , и обозначается cba GGG . 
Для векторов, записанных в координатной форме, смешанное 
произведение вычисляется по формуле 
 
333
222
111
zyx
zyx
zyx
cba =GGG . (1.17) 
Из определения скалярного произведения ϕ⋅⋅=⋅ cosbaba GGGG  и 
формулы (1.15) можно найти косинус угла ϕ  между векторами aG  и bG : 
 .cos
2
2
2
2
2
2
2
1
2
1
2
1
212121
zyxzyx
zzyyxx
ba
ba
++++
++=⋅=ϕ KG
GG
 (1.18) 
Поскольку площадь параллелограмма, построенного на векторах 
aG  и bG , равна 
 ϕ⋅=× sinbaba GGGG , (1.19)  
то площадь S треугольника, построенного на векторах aG  и bG , вычис-
ляется по формуле  
 baS
GG ×=
2
1 . (1.20) 
Наконец, из определения смешанного произведения векторов aG , 
b
K
и cG  вытекает, что объем треугольной пирамиды, построенной на 
этих векторах, определяется формулой 
 1
6
V abc= GG G . (1.21) 
 
1.3. Основные сведения из аналитической геометрии 
 
Общее уравнение прямой на плоскости в декартовой системе ко-
ординат имеет вид 
 0=++ CByAx .  (1.22) 
Вектор { }BAn ;=  называется нормальным вектором прямой. Он 
перпендикулярен прямой (рис. 1.4). 
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Уравнение прямой, проходящей че-
рез точку );( 000 yxM  перпендикулярно 
вектору { }BAn ;= , имеет вид 
( ) ( ) 000 =−+− yyBxxA .     (1.23) 
 
Если две прямые заданы уравнениями А1х + В1у + С1 = 0 и А2х +  
+ В2у + С2 = 0, то угол ϕ между ними определяется как угол между их 
нормальными векторами { }111 ;BAn =  и { }222 ;BAn = : 
 
2
2
2
2
2
1
2
1
2121
21
21cos
BABA
BBAA
nn
nn
+⋅+
+=⋅
⋅=ϕ GG
GG
. (1.24) 
Следовательно, условие перпендикулярности двух прямых cosϕ = 0 
или  
 02121 =+ BBAA , (1.25) 
а условие параллельности имеет вид 
 
2
1
2
1
B
B
A
A = . (1.26) 
Расстояние от точки 0 0 0( ; )M x y  до прямой (1.22) вычисляется по 
формуле 
 
22
00
BA
CByAx
d +
++= . 
Рассмотрим другие виды уравнений прямой на плоскости. 
Уравнение прямой, проходящей через заданную точку );( 000 yxM  
параллельно вектору { }nms ;=G , имеет вид 
 
n
yy
m
xx 00 −=− . (1.27) 
Вектор { }nms ;=G  называется направляющим вектором прямой.  
Уравнение прямой, проходящей через две точки );( 111 yxM  и 
);( 222 yxM , записывается по формуле 
 
12
1
12
1
yy
yy
xx
xx
−
−=−
− . (1.28) 
n  
Рис. 1.4 
М0(х0; у0) М(х; у) 
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Угловым коэффициентом прямой называется тангенс угла α  на-
клона прямой к оси Ох (рис. 1.5). Уравнение прямой с угловым коэф-
фициентом k имеет вид 
 y k x b= + . (1.29) 
 
Уравнение прямой с угловым коэф-
фициентом k, проходящей через задан-
ную точку );( 000 yxM , записывается по 
формуле 
).( 00 xxkyy −=−            (1.30) 
Если две прямые заданы уравнениями 
11 bxky +=  и 22 bxky += , то условие пер-
пендикулярности этих прямых имеет вид 
 
                  ,121 −=⋅ kk                                          (1.31) 
а условие параллельности: 
.21 kk =                                             (1.32) 
Рассмотрим далее различные виды прямой в пространстве. 
Каноническое уравнение прямой в пространстве (рис. 1.6) имеет вид 
 
p
zz
n
yy
m
xx 000 −=−=− ,     (1.33) 
где );;( 0000 zyxM  – точка, лежащая на 
прямой, а { }pnms ;;=G  – направляющий 
вектор прямой. 
 
Уравнение прямой в пространстве, проходящей через две точки 
);;( 1111 zyxM  и );;( 2222 zyxM  записывается по формуле 
12
1
12
1
12
1
zz
zz
yy
yy
xx
xx
−
−=−
−=−
− .                             (1.34) 
Параметрическое уравнение прямой в пространстве имеет вид 
 
⎪⎩
⎪⎨
⎧
+=
+=
+=
,
,
,
0
0
0
ptzz
ntyy
mtxx
 +∞<<∞− t . (1.35) 
b  
α 
x0  
Рис. 1.5 
sG  
0 0 0 0( ; ; )M x y z  
( ; ; )M x y z
Рис. 1.6 
y  
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Общее уравнение плоскости в декартовой системе координат 
имеет вид  
 0=+++ DCzByAx . (1.36) 
 
Вектор { }CBAn ;;=  называ-
ется нормальным вектором плос-
кости. Он перпендикулярен плос-
кости (рис. 1.7). Уравнение плос-
кости, проходящей через точку 
0 0 0 0( ; ; )M x y z  перпендикулярно 
вектору { }CBAn ;;= , имеет вид 
 ( ) ( ) ( ) 0000 =−+−+− zzCyyBxxA .                      (1.37) 
Уравнение плоскости, проходящей через три точки );;( 1111 zyxM , 
);;( 2222 zyxM  и );;( 3333 zyxM , записывается по формуле 
0
131313
121212
111
=
−−−
−−−
−−−
zzyyxx
zzyyxx
zzyyxx
.                          (1.38) 
Если две плоскости заданы уравнениями А1х + В1у + С1z + D1= 0 и 
А2х + В2у + С2z + D2 = 0, то угол ϕ между ними определяется как угол 
между их нормальными векторами { }1111 ;; CBAn =K  и { }2222 ;; CBAn =K : 
 
2
2
2
2
2
2
2
1
2
1
2
1
212121
21
21cos
CBACBA
CCBBAA
nn
nn
++⋅++
++=⋅
⋅=ϕ GG
GG
. (1.39) 
Следовательно, условие перпендикулярности двух прямых имеет 
вид cosϕ = 0 или  
 0212121 =++ ССBBAA , (1.40) 
а условие параллельности: 
 1 1 1
2 2 2
A B C
A B C
= = . (1.41) 
Расстояние от точки 0 0 0 0( ; ; )M x y z  до прямой (1.36) вычисляется 
по формуле 
•  
Рис. 1.7 
( ; ; )M x y z
0 0 0 0( ; ; )M x y z  
nG  
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222
000
CBA
DCzByAx
d ++
+++= . (1.42) 
Рассмотрим кривые второго порядка. 
Линии, задаваемые уравнением второй степени относительно 
текущих координат х и у, называются кривыми второго порядка. Про-
стейшей кривой второго порядка является окружность.  
 
Определение. Окружностью 
называется геометрическое место 
точек плоскости, равноудаленных 
от данной точки этой плоскости, 
называемой центром окружности 
(рис. 1.8).  
Уравнение окружности радиу-
са R с центром в точке );( 00 yxM  
имеет вид  
( ) ( ) 22020 Ryyxx =−+− .   (1.43) 
 
Уравнение окружности радиуса R с центром в начале координат 
записывается формулой 
 222 Ryx =+ . (1.44) 
Параметрическое уравнение окружности радиуса R с центром в 
начале координат имеет вид 
 ⎩⎨
⎧
=
=
,sin
,cos
tRy
tRx π≤≤ 20 t . (1.45) 
Определение. Эллипсом называется геометрическое место точек 
плоскости, для каждой из которых сумма расстояний до двух данных 
точек этой плоскости (фокусов эллипса 1F  и 2F ) есть величина посто-
янная (большая, чем расстояние между фокусами). 
Если оси координат по отношению к эллипсу расположить так, 
как указано на рис. 1.9, то каноническое уравнение эллипса будет 
представлено следующим выражением: 
 12
2
2
2
=+
b
y
a
x . (1.46) 
);( 000 yxM  
);( yxM
•
x
R  
0
y  
Рис. 1.8 
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Точки пересечения эллипса с осями координат называются вер-
шинами эллипса. Вершины эллипса имеют координаты ( )0;1 аА − , ( )0;2 аА , ( )bB −;01 , ( )bB ;02 . Числа a и b называются соответственно 
большей и малой полуосями эллипса. Расстояние между фокусами 
эллипса обозначим через 2с, тогда полуфокусное расстояние с связано 
с полуосями соотношением 222 cba =− . 
Число 
a
с=ε , где а – большая полуось, называется эксцентриси-
тетом эллипса. Эксцентриситет характеризует вытянутость эллипса 
вдоль большей полуоси. Чем больше эксцентриситет, тем больше вы-
тянутый эллипс. Для эллипса 10 <ε<  (для окружности 0=ε ). 
Две прямые ε−=
ax , ε=
ax , перпендикулярные большей полуоси, 
называются директрисами эллипса. 
Параметрическое уравнение эллипса имеет вид 
 ⎩⎨
⎧
=
=
,sin
,cos
tby
tax
 .20 π≤≤ t   (1.47) 
Определение. Гиперболой называется геометрическое место точек 
плоскости, для каждой из которых модуль разности расстояний от 
двух данных точек этой плоскости (фокусов гиперболы 1F  и 2F ) есть 
величина постоянная (меньше расстояния между фокусами и отлична 
от нуля). 
Если оси координат по отношению к гиперболе расположить так, как 
указано на рис. 1.10, то каноническое уравнение гиперболы имеет вид 
y
)0;(2 cF )0;(2 aA  x0
Рис. 1.9
)0;(1 cF −)0;(1 aA −  
);0(2 bB
);0(1 bB −
ε
−= ax  ε=
ax  
 27
 12
2
2
2
=−
b
y
a
x . (1.48) 
Точки ( )0;1 аА −  и ( )0;2 аА  пересечения гиперболы с осью Ох на-
зываются вершинами гиперболы. Ось Ох называется действительной 
осью, а ось Оу – мнимой осью. Числа a и b называются соответствен-
но действительной и мнимой полуосями гиперболы. Расстояние меж-
ду фокусами гиперболы обозначим через 2с, тогда полуфокусное рас-
стояние с связано с полуосями соотношением 222 bас =− . 
 
 
 
Две прямые 
 x
a
by −= ,       x
a
by =  (1.49) 
называются асимптотами гиперболы. К ним приближаются ветви 
гиперболы при неограниченном удалении от начала координат. 
Число 
a
с=ε , где а – действительная полуось, называется эксцен-
триситетом гиперболы. Очевидно, что для гиперболы 1>ε . 
Две прямые ε−=
ax , ε=
ax , перпендикулярные действительной 
полуоси, называются директрисами эллипса. 
Определение. Параболой называется геометрическое место точек 
плоскости, для каждой из которых расстояние до некоторой данной 
y
)0;(2 cF  
)0;(2 aA  
x0
Рис. 1.10
)0;(1 cF −
)0;(1 aA −  
);0(2 bB
);0(1 bB −
ε
−= ax ε=
ax
 28 
точки F этой плоскости, называемой фокусом, равно расстоянию до 
некоторой данной прямой, называемой директрисой (рис. 1.11). 
 
 
Каноническое уравнение параболы в выбранной декартовой сис-
теме координат имеет вид 
 pxy 22 = , (1.50) 
где p – расстояние от фокуса до директрисы. В этой же системе коор-
динат уравнение директрисы имеет вид  
 
2
px −= . (1.51) 
Эксцентриситет параболы 1=ε . 
Замечание. Эллипс, гипербола и парабола и только эти кривые 
обладают общим геометрическим свойством – отношение расстояния 
от любой точки каждой из этих кривых до фокуса к расстоянию от 
этой точки до ближайшей директрисы есть величина постоянная, рав-
ная эксцентриситету ε . 
 
1.4. Полярная система координат 
 
Если на плоскости заданы фиксированная точка О, называемая по-
люсом, и исходящий из полюса луч с выбранной на нем единицей мас-
штаба, называемый полярной осью, то говорят, что на плоскости задана 
полярная система координат. В этом случае положение любой точки М 
на плоскости определяется двумя числами r  и ϕ , где r  – расстояние  
⎟⎠
⎞⎜⎝
⎛ 0;
2
pF x  0
Рис. 1.11
2
px −=  
y
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от точки М до точки О, ϕ  – угол, образуемый вектором OM  с поло-
жительным направлением полярной оси. Угол ϕ , отсчитываемый от 
полярной оси до вектора OM  в направлении против часовой стрелки, 
считается положительным, а отсчитываемый в противоположном на-
правлении – отрицательным (рис. 1.12). 
Обычно считают, что π<ϕ≤ 20 , ∞<≤ r0 . Если 0=r , точка М 
совпадает с полюсом О и угол ϕ  для нее не определен. 
Пусть наряду с полярной системой координат на плоскости вы-
брана прямоугольная декартова система координат так, что начало 
координат совпадает с полюсом О, а ось Оx совпадает с полярной 
осью (рис. 1.13). Тогда прямоугольные координаты x и y точки М свя-
заны с ее полярными координатами r  и ϕ  соотношениями  
 ϕ⋅=ϕ⋅= sin;cos ryrx . (1.52) 
 
 
Из (1.51), в частности, вытекает, что 
 22 yxr += ;   
22
cos
yx
x
+=ϕ ;   22sin yx
y
+=ϕ . (1.53) 
Рассмотрим далее применение вышеизложенных теоретических 
сведений к решению типовых задач. 
 
Задача 2. Даны координаты вершин пирамиды 4321 AAAA : )9;3;3(1A , 
)1;9;6(2A , )3;7;1(3A , )8;5;8(4A . Найти: 1) длину ребра 21AA ; 2) угол 
между ребрами 21AA  и 41AA ; 3) угол между ребром 41AA  и гранью 
321 AAA ; 4) площадь грани 321 AAA ; 5) объем пирамиды; 6) уравнение 
прямой 21AA ; 7) уравнение плоскости 321 AAA ; 8) уравнение высоты, 
опущенной из вершины 4A  на грань 321 AAA . 
( )ϕ;rM
O  
Рис. 1.12 
ϕ  
r
r
( ; )M x y  
xO
ϕ
y
r
y  
x
Рис. 1.13
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Решение. Сделаем схематический чертеж (рис. 1.14). По формуле 
(1.10) найдем координаты векторов 21AA , 31AA  и 41AA : 
{ } { }8;6;391;39;3621 −=−−−=AA ; 
{ } { }6;4;293;37;3131 −−=−−−=AA ; 
{ } { }1;2;598;35;3841 −=−−−=AA . 
 
 
 
1) Длину ребра 21AA  найдем по формуле (1.11): 
 109)8(63 22221 =−++=AA . 
2) Угол ϕ  между ребрами 21AA  и 41AA  найдем как угол между 
векторами 21AA , 41AA  по формуле (1.18): 
( ) ( ) =−++⋅−++
−⋅−+⋅+⋅=⋅
⋅=ϕ
222222
4121
4121
125863
)1()8(2653cos
AAAA
AAAA  
6121,0
30109
35 ≈⋅= , 
откуда ≈=ϕ 6121,0arccos 52°15'. 
3) Для нахождения угла α между ребром 41AA  и гранью 321 AAA  
найдем нормальный вектор nG , перпендикулярный плоскости 321 AAA ,  
2A
3A
1A  
Рис. 1.14 
D
nG  4A
•
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в качестве которого можно взять векторное произведение векторов 
21AA  и 31AA , вычисляемое по формуле (1.16): 
=⋅−+⋅−−
−−⋅−
−=
−−
−=×= kji
kji
AAAAn
GGG
GGG
G
42
63
62
83
64
86
642
8633121  
kji
GGG ⋅+⋅+⋅−= 24344 . 
Синус искомого угла α равен косинусу угла β между векторами nG  
и 41AA , так как сумма этих углов равна 2
π . Поэтому 
( )
( ) ( )
1 4
2 22 2 2 2
1 4
4 5 34 2 24 1
sin cos
4 34 24 5 2 1
n A A
n A A
− ⋅ + ⋅ + ⋅ −⋅α = β = = =⋅ − + + ⋅ + + −
JJJJGG
JJJJGG
1048,0
301748
24 ≈⋅= ,  т. е.  ≈≈α 1048,0arcsin 6°1'. 
4) Площадь грани 321 AAA  вычислим по формуле (1.20): 
( ) 9,20437
2
174824344
2
1
2
1
2
1 222
3121 ≈==++−==×= nAAAAS G . 
5) Объем V пирамиды 4321 AAAA  найдем по формулам (1.17) и (1.21): 
=
−
−−
−
=⋅⋅=
125
642
863
6
1
6
1
413121 AAAAAAV  
=−⋅−+−
−−⋅−−
−⋅⋅=
25
42
)8(
15
62
6
12
64
3
6
1  
424
6
1)24(832683
6
1 =⋅=−⋅−⋅−⋅⋅= (куб. ед.). 
6) Уравнение прямой 21AA  найдем по формуле (1.33): 
91
9
39
3
36
3
−
−=−
−=−
− zyx ,  т. е.  
8
9
6
3
3
3
−
−=−=− zyx . 
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7) Уравнение плоскости 321 AAA  найдем по формуле (1.38): 
0
933731
913936
933
=
−−−
−−−
−−− zyx
,  т. е.  0
642
863
933
=
−−
−
−−− zyx
; 
( ) ( ) ( ) 0
42
63
9
62
83
3
64
86
3 =−−+−−
−−−−
−− zyx ; 
.0)9(24)3(34)3(4 =−+−+−− zyx  
Отсюда, 030624344 =−++− zyx , или 015312172 =−−− zyx  – 
искомое уравнение плоскости. 
8) Из полученного выше уравнения плоскости следует, что ее нор-
мальный вектор { }12;17;2 −−=nG .  
Нормальный вектор nG  перпендикулярен плоскости 321 AAA , поэтому 
его можно взять за направляющий вектор высоты, опущенной из вер-
шины 4A  на эту плоскость. Следовательно, уравнение этой высоты 
можно найти по формуле (1.33): 
12
8
17
5
2
8
−
−=−
−=− zyx . 
 
Задача 3. Найти уравнение окружности, описанной около тре-
угольника с вершинами А(–1; 1), В(2; –1), С(4; 0). 
Решение. Сначала найдем координаты центра окружности. Центр 
окружности, описанной около треугольника, лежит на пересечении 
перпендикуляров, проведенных к серединам сторон треугольника. 
Поэтому для решения этой задачи поступим следующим образом: 
1) составим уравнения сторон AB и AC; 
2) найдем координаты середин сторон AB и AC; 
3) составим уравнения прямых, перпендикулярных сторонам AB  
и AC и проведенных через их середины; 
4) найдем координаты центра окружности; 
5) найдем радиус описанной окружности; 
6) запишем уравнение описанной окружности. 
Для наглядности решения сделаем рис. 1.15. 
1) Уравнения сторон AB и AC найдем по формуле (1.28). Уравне-
ние стороны AB будет: 
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( )
( )
1 1
2 1 1 1
x y− − −=− − − − ,  или  
1 1
3 2
x y+ −= − ,  т. е.  3
1
3
2 +−= xy ;  
3
2−=ABk . 
Уравнение стороны AС: 
( )
( ) 10
1
14
1
−
−=−−
−− yx ,  или  
1
1
5
1
−
−=+ yx ,  т. е.  
5
4
5
1 +−= xy ;  
5
1−=ACk . 
2) Найдем координаты точек M и N, являющихся серединами сто-
рон AB и AC соответственно, по формулам 
2
1
2
21
2
=+−=+= BAM xxx ;  02
11
2
=−=+= BAM yyy ; 
2
3
2
41
2
=+−=+= CAN xxx ;  2
1
2
01
2
=+=+= CAN yyy . 
Итак, ⎟⎠
⎞⎜⎝
⎛ 0;
2
1M  и ⎟⎠
⎞⎜⎝
⎛
2
1;
2
3N  – середины сторон AB и AC. 
3) Для составления уравнений прямых, проходящих через точки M и 
N перпендикулярно сторонам треугольника, используем формулу (1.30), 
найдя предварительно угловые коэффициенты прямых из условия (1.31). 
Так как 
3
2−=ABk  (см. найденное уравнение прямой AB), то 
2
31
1 =−=
ABk
k , значит, уравнение первой прямой, проходящей через 
точку М, имеет вид 
( ) ( )MM xxkyy −=− 1 ,  т. е.  ⎟⎠
⎞⎜⎝
⎛ −⋅=−
2
1
2
30 xy ,  или  
4
3
2
3 −= xy . 
Поскольку 
5
1−=ACk  (см. найденное уравнение прямой AC), то 
512 =−=
ACk
k , значит, уравнение второй прямой, проходящей через 
точку N, имеет вид ( )NN xxkyy −=− 2 , т. е. ⎟⎠
⎞⎜⎝
⎛ −=−
2
35
2
1 xy , или 
75 −= xy . 
4) Решив систему из двух уравнений, найдем координаты точки О1 – 
точки пересечения прямых, являющейся центром искомой окружности: 
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253 3 3 3 ,, 5 7, 142 4 2 4
25 275 7 5 7 5 7
14 14
.
xy x x x
y x y x y
⎧ =⎧ ⎧ ⎪= − − = −⎪ ⎪ ⎪⇒ ⇒⎨ ⎨ ⎨⎪ ⎪ ⎪= − = − = ⋅ − =⎩ ⎩ ⎪⎩
 
Итак, точка 1
25 27;
14 14
O ⎛ ⎞⎜ ⎟⎝ ⎠  – центр искомой окружности.  
 
 
 
5) Радиус R описанной окружности равен расстоянию от центра 
окружности до любой из вершин треугольника. Расстояние между 
точками О1 и А в соответствии с формулами (1.10) и (1.11) равно 
2 2
1
25 27 102 2
14 14 14
O A R⎛ ⎞ ⎛ ⎞= − + − = =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ . 
6) По формуле (1.43) запишем уравнение искомой окружности:  
225 27 10
14 14 196
.x y⎛ ⎞ ⎛ ⎞− + − =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠  
 
Задача 4. Оси эллипса совпадают с осями координат. Большая по-
луось расположена на оси Ох. Записать уравнение эллипса и сделать 
C
x  
O 
Рис. 1.15
A
1O
B
–1 
1 41−  
1 
2 
2M
N
y  
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чертеж с изображением директрис, если известно, что расстояние между 
фокусами равно 62 =c , а эксцентриситет 
5
3=ε . 
Решение. Из условия задачи вытекает, что 3=c . Из определения 
эксцентриситета имеем 
5
33 ===ε
aa
c , следовательно 5=a . По формуле, 
связывающей а, b и c, находим 
4162522 =−=−= cab . 
Следовательно, искомое уравнение имеет вид 
1
1625
22
=+ yx . 
Уравнения директрис: 
5 25
3 3
5
ax = = =ε ;   
5 25
3 3
5
ax = − = − = −ε . 
Эллипс и директрисы изображены на рис. 1.16. 
 
 
 
Задача 5. Фокусы гиперболы расположены на оси Ох симметрично 
началу координат. Записать уравнение гиперболы и сделать чертеж  
с изображением директрис и асимптот, если известно, что расстояние 
между директрисами равно 
5
412 , а уравнения асимптот xy
4
3±= . 
)0;3(2F )0;5(2A  x  O
Рис. 1.16
)0;3(1 −F)0;5(1 −A  
)4;0(2B
)4;0(1 −B
3
25−=x  
3
25=x  
y
 36 
Решение. Так как фокусы гиперболы расположены на оси Ох, то 
уравнение гиперболы имеет вид 
12
2
2
2
=−
b
y
a
x . 
Найдем а и b. Поскольку расстояние между директрисами равно 
5
412 , то уравнение правой директрисы определяется выражением 
5
32=ε=
ax . Учитывая то, что 
a
с=ε , 22 bac +=  и 
4
3=
a
b , имеем 
2 2
2 2 2
4 32
5 59 11 16
a a a a a ax
c a b b
a
= = = = = = =ε + ⎛ ⎞ ++⎜ ⎟⎝ ⎠
. 
Следовательно, 6,8 == ba , а уравнение гиперболы  
1
3664
22
=− yx . 
Искомая гипербола изображена на рис. 1.17. 
 
 
 
Задача 6. Составить уравнение линии, каждая точка которой рав-
ноудалена от точки A(2; 2) и от оси абсцисс. Сделать чертеж. 
)0;10(2F  
2 (8; 0)A  
xO)0;10(1 −F
)0;8(1 −A  
)6;0(2B
5
32−=x  
5
32=x
)6;0(1 −B
y
Рис. 1.17
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Решение. Пусть );( yxM  – произвольная точка искомой линии (рис. 
1.18). Расстояние MA запишем в соответствии с формулами (1.10) и 
(1.11) в виде 
( ) ( )22 22 −+−= yxMA . 
 
 
Расстояние от точки М до оси абсцисс, т. е. до точки ( )0;xN , такое, 
что MN ⊥ Ox, составит: 
( ) ( ) yyxxMN =−+−= 22 0 . 
Так как по условию задачи MNMA = , то ( ) ( ) yyx =−+− 22 22 , 
или, возведя обе части последнего уравнения в квадрат и выполнив 
тождественные преобразования, получим: 
,4444 222 yyyxx =+−++−  т. е. ( ) 12
4
1 2 +−= xy . 
Последнее уравнение есть уравнение параболы, ветви которой 
направлены вверх, а вершина находится в точке ( )1;2B . 
 
A
x  O  
Рис. 1.18
•
1
2  
1 2
y  
B
M
N
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Òåìà 2. ÂÂÅÄÅÍÈÅ Â ÌÀÒÅÌÀÒÈ×ÅÑÊÈÉ ÀÍÀËÈÇ 
 
2.1. Понятие предела функции  
и основные теоремы о пределах 
 
Множество точек, удовлетворяющих условию bxa << , называ-
ется интервалом и обозначается );( ba  или [;] ba . Интервалы могут 
быть конечными и бесконечными. Если один из концов интервала 
включается в множество, то множество называется полуинтервалом. 
Например, );[ ba . 
Множество точек, удовлетворяющих условию bxa ≤≤ , называ-
ется отрезком и обозначается ];[ ba .  
Окрестностью конечной точки 0x  называется любой интервал, 
содержащий эту точку. Если из окрестности удалить точку 0x , то ок-
рестность называется проколотой. 
Определение. Конечное число А называется пределом функции 
)(xf  при ax → , если для любого 0>ε  существует такая проколотая 
окрестность точки а, что для всех х из этой окрестности выполняется 
неравенство ( ) ε<− Axf  и записывается ( ) Axf
ax
=→lim . 
Введем понятие бесконечного предела функции при ax → . 
Определение. Говорят, что ( ) ∞=→ xfaxlim , если для любого сколь 
угодно большого числа 0>M  существует такая окрестность точки а, 
что для всех х из этой окрестности выполняется неравенство ( ) Mxf > . 
Рассмотрим односторонние пределы. Если x a→  и x < a, то это 
записывается в виде 0x a→ − . Если же ax →  и x > a, то это записы-
вается в виде 0x a→ + . Числа  
( ) ( )xfaf
ax 0
lim0 −→=−   и  ( ) ( )xfaf ax 0lim0 +→=+  
называют пределом слева функции )(xf  в точке a и пределом справа 
функции )(xf  в точке a (если эти числа существуют), соответственно. 
Для существования предела )(xf  при ax →  необходимо и дос-
таточно, чтобы имело место равенство ).0()0( +=− afaf  
При вычислении пределов используют следующие основные 
теоремы о пределах. 
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Если существуют конечные пределы ( )xf
ax→lim  и ( )xgax→lim , то:  
1) ( ) ( )( ) ( ) ( )xgxfxgxf
axaxax →→→ +=+ limlimlim ; (2.1) 
2) ( ( ) ( ) ) ( ) ( )xgxfxgxf
axaxax →→→ ⋅=⋅ limlimlim ; (2.2) 
3) ( )( )
( )
( )xg
xf
xg
xf
ax
ax
ax
→
→
→ = lim
lim
lim  (если ( ) 0lim ≠→ xgax ); (2.3) 
4) )(lim))((lim xfcxfc
axax →→ ⋅=⋅ .  (2.4) 
Для элементарных функций во всех точках из области их опре-
деления 
 ( ) ( )0
0
lim xfxf
xx
=→ . (2.5) 
Иногда полезно использовать равенства 
 ( )( ) ( )( )lim ln ln limx a x af x f x→ →= ; (2.6) 
 ( ) ( )xfxf
ax
axee →=→
lim
lim . (2.7) 
Наконец, следует знать два замечательных предела: 
1-й замечательный предел: 
 1sinlim
0
=→ x
x
x
; (2.8) 
2-й замечательный предел: 
 e
x
x
x
=⎟⎠
⎞⎜⎝
⎛ +∞→
11lim , или ( ) e=α+ α→α
1
1lim
0
. (2.9) 
Число 718282,2≈e  есть иррациональное число. Логарифм по 
основанию е называется натуральным логарифмом и записывается 
xln , а функция xey =  называется экспонентой. 
Поскольку ( ) ( )0
0
lim xfxf
xx
=→  (2.5), то при вычислении пределов, 
прежде всего, вместо x подставляем предельное значение (обычно это 
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записывается в квадратных скобках) и, если значение ( )0f x  опреде-
лено, применяем основные теоремы о пределах. 
Однако часто при подстановке в ( )f x  вместо x  предельного зна-
чения 0x  получаются выражения вида: ⎥⎦
⎤⎢⎣
⎡
0
0 ; ⎥⎦
⎤⎢⎣
⎡
∞
∞ ; [ ]0 ⋅∞ ; 1∞⎡ ⎤⎣ ⎦ ; [ ]∞ −∞  
и другие, которые называются неопределенностями. Полученные не-
определенности нужно «раскрывать» специальными методами, учи-
тывая характер стремления к пределу отдельных функций, состав-
ляющих данную функцию.  
Рассмотрим основные приемы раскрытия некоторых видов неоп-
ределенностей. 
1) При нахождении предела отношения двух многочленов при 
∞→x , числитель и знаменатель дроби полезно разделить на nx , где 
n – наивысшая степень этих многочленов. 
 
Задача 1. Вычислить 
153
102lim 2
2
+−
−+
∞→ xx
xx
x
. 
Решение. Вычислим данный предел: 
2 2
2
2
2 1012 10 1 0 0 1lim lim 5 13 5 1 3 0 0 33x x
x x x x
x x
x x
→∞ →∞
+ −+ − ∞ + −⎡ ⎤= = = =⎢ ⎥− + ∞ − +⎣ ⎦ − +
. 
При решении задачи применили деление числителя и знаменателя 
дроби на 2x  и использовали соотношения (2.1)–(2.3). 
Иногда аналогичный прием можно применить и для дробей, со-
держащих иррациональности. 
2) При нахождении предела 
)(
)(lim
xQ
xP
ax→  (а – конечное число) отно-
шения двух многочленов )(xP  и )(xQ , где 0)()( == aQaP , следует 
сократить дробь один или несколько раз на бином ax − . 
 
Задача 2. Вычислить 
107
23lim 2
2
2 +−
+−
→ xx
xx
x
. 
Решение. Используя формулу разложения квадратного трехчлена 
на множители ))(( 21
22 xxxxacbxax −−=++ , где 1x  и 2x  – корни 
квадратного трехчлена, получим: 
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2
22 2 2
3 2 0 ( 2)( 1) 1 2 1 1lim lim lim
7 10 0 ( 2)( 5) 5 2 5 3x x x
x x x x x
x x x x x→ → →
− + − − − −⎡ ⎤= = = = = −⎢ ⎥− + − − − −⎣ ⎦ . 
3) При вычислении пределов от выражений, содержащих ирра-
циональность, переводим иррациональность из числителя в знамена-
тель, или наоборот, используя умножение числителя и знаменателя 
дроби на сопряженное выражение. 
 
Задача 3. Вычислить 
x
xx
x
−−+
→
11lim
0
. 
Решение 
0 0
1 1 0 ( 1 1 )( 1 1 )lim lim
0 ( 1 1 )x x
x x x x x x
x x x x→ →
+ − − + − − + + −⎡ ⎤= = =⎢ ⎥ + + −⎣ ⎦  
=−++=−++
−−+= →→ )11(
2lim
)11(
)1(1lim
00 xxx
x
xxx
xx
xx
 
1
11
2
11
2lim
0
=+=−++= → xxx . 
В данном случае умножили числитель и знаменатель дроби на ве-
личину, сопряженную числителю, далее сократили числитель и зна-
менатель на х и применили формулы (2.1) и (2.3). 
4) При вычислении пределов от тригонометрических функций 
иногда приходится использовать 1-й замечательный предел (2.8),  
а при раскрытии неопределенностей вида 1∞⎡ ⎤⎣ ⎦  – 2-й замечательный 
предел (2.9). 
 
Задача 4. Вычислить 20
2cos1lim
x
x
x
−
→ . 
Решение 
22
2
2 20 0 0
1 cos2 0 2sin sinlim lim 2lim 2 1 2
0x x x
x x x
x x x→ → →
− ⎡ ⎤ ⎛ ⎞= = = = ⋅ =⎜ ⎟⎢ ⎥⎣ ⎦ ⎝ ⎠ . 
При решении задачи использовали тригонометрическую формулу 
2
sin2cos1 2 α=α− , а также (2.4) и (2.8). 
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Задача 5. Вычислить 
x
x x
x 2
3
5lim ⎟⎠
⎞⎜⎝
⎛
+
+
∞→ . 
Решение. Так как 
515lim lim 133 1x x
x x
x
x
→∞ →∞
++ = =+ +
, то в данном случае имеем 
неопределенность вида 1∞⎡ ⎤⎣ ⎦ , для раскрытия которой используем вто-
рой замечательный предел (2.9) следующим образом: 
=⎟⎠
⎞⎜⎝
⎛
++=⎟⎠
⎞⎜⎝
⎛ −+
++=⎟⎠
⎞⎜⎝
⎛
+
+
∞→∞→∞→
x
x
x
x
x
x xx
x
x
x 222
3
21lim1
3
51lim
3
5lim  
.
3
21lim 41
4
3
42
3
3
2
2
3 limlim
eee
x
xxx
xx
x
xx
x
===⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎠
⎞⎜⎝
⎛
++=
++
⋅
∞→
∞→∞→
++
 
При решении задачи использовали (2.9) так: 
( ) e
x
замена
x
x
x
=α+=+=α=⎟⎠
⎞⎜⎝
⎛
++
α
→α
+
∞→
1
1lim
3
2
3
21lim
0
2
3
,  
была применена также и формула (2.7). 
 
Задача 6. Вычислить ( )( )xxx
x
ln2lnlim −+∞→ . 
Решение. ( )( ) =⋅∞=+⋅=−+ ∞→∞→ )0(2lnlimln2lnlim x
xxxxx
xx
 
2ln2ln21limln21lnlim 2
2
2 =⋅==⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎠
⎞⎜⎝
⎛ +=⎟⎠
⎞⎜⎝
⎛ += ∞→∞→ eexx
x
x
x
x
. 
При решении задачи использованы формулы (2.9) и (2.6), а также 
свойства логарифмов. 
 
2.2. Непрерывность функции 
 
Рассмотрим функцию )(xf , определенную в точке 0x  и некото-
рой ее окрестности. 
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Определение. Функция )(xfy =  называется непрерывной в точке 
0x , если: 
1) )(xf  определена в точке 0x  и некоторой ее окрестности; 
2) ( ) ( )0
0
lim xfxf
xx
=→ . 
Так как 0
0
lim xx
xx
=→ , то второе условие можно записать в виде 
( ) ( )0
00
limlim xfxfxf
xxxx
=⎟⎠
⎞⎜⎝
⎛= →→ . 
Это означает, что для непрерывной функции знаки предела и 
функции можно переставлять. 
Определение. Если функция )(xfy =  определена в окрестности 
точки 0x  и ( ) ( ) ( )000 0lim0 xfxfxfxx =−=−→  (аналогично ( )0 0limx x f x→ + =   
= ( ) ( )0 00f x f x+ = ), то функция )(xfy =  называется непрерывной  
в точке 0x  слева (соответственно справа). 
Обычно при исследовании функции на непрерывность используют 
следующий критерий. 
Критерий. Функция )(xf  называется непрерывной в точке 0x , 
если выполняются следующие три условия: 
1) функция )(xf  определена в точке 0x ; 
2) существуют односторонние пределы ( )00 −xf  и ( )00 +xf ; 
3) эти пределы равны между собой и равны значению функции  
в точке 0x , т. е. выполняется условие 
 ( ) ( ) ( )000 00 xfxfxf =+=− . (2.10) 
При вычислении пределов функций часто используется теорема: 
«Элементарные функции непрерывны в каждой точке области опре-
деления». 
Определение. Функция )(xf  называется непрерывной на отрезке 
];[ ba , если она непрерывна в каждой точке этого отрезка, в точке a  
непрерывна справа, а в точке b  слева. 
Определение. Точка 0x  называется точкой разрыва, если в этой 
точке нарушается хотя бы одно из условий непрерывности.  
Точки разрыва функции классифицируются следующим образом. 
Точка 0x  называется точкой устранимого разрыва, если в этой 
точке существуют односторонние пределы, они равны между собой, 
 44 
но не равны значению функции в точке 0x , или функция в точке 0x  не 
определена. 
Если в точке устранимого разрыва функцию доопределить или 
сделать равной односторонним пределам, то функция в этой точке 
станет непрерывной. 
Точка 0x  называется точкой конечного разрыва, если в этой точке 
существуют односторонние пределы, но они не равны между собой. 
Точка 0x  называется точкой бесконечного разрыва, если хотя бы 
один из односторонних пределов равен бесконечности.  
Точки устранимого и конечного разрывов называются точками 
разрыва I (первого) рода. 
Если хотя бы один из односторонних пределов ( )00 −xf  или ( )00 +xf  равен бесконечности или не существует, то точки разрыва 
называют точками разрыва II (второго) рода. 
 
Задача 7. Рассмотрим функцию 5
1
2)( −= xxf . Заданы два значе-
ния аргумента 31 =x  и 52 =x . Требуется:  
1) установить, является ли данная функция непрерывной или 
разрывной для каждого из данных значений аргумента;  
2) в случае разрыва функции найти ее пределы в точках разрыва 
слева и справа;  
3) сделать схематический чертеж графика. 
Решение. 1) Так как )(xf  является элементарной функцией, то 
она непрерывна во всех точках ( ) ( )∞+∞− ;55; ∪ , в которых она опре-
делена. Следовательно, в точке 31 =x  функция непрерывна. В точке 
52 =x  функция не определена (деление на ноль не определено). Не 
выполняется первое условие критерия непрерывности. Значит, 
52 =x  – точка разрыва функции.  
2) Вычислим односторонние пределы в точке 52 =x :  
1 1 1
5 5 0 5 0
5 0
1 1(5 0) lim 2 2 2 2 0
2
x
x
f −∞− − − − +∞→ −− = = = = = = =+∞ ; 
1 1 1
5 5 0 5 0
5 0
(5 0) lim 2 2 2 2x
x
f +∞− + − +→ ++ = = = = = +∞ . 
Один из пределов оказался бесконечным, поэтому 52 =x  – точка 
бесконечного разрыва. 
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3) Учитывая, что 
1 1
05lim2 2 2 1x
x
− ∞
→∞ = = = , строим эскиз графика 
функции (рис. 2.1). 
 
Задача 8. Для функции  
2 1, если 1,
( ) 2 , если 1 3,
2, если 3
x x
f x x x
x x
⎧ + ≤⎪= < ≤⎨⎪ + >⎩
 
найти точки разрыва, если они существуют, и сделать схематический 
чертеж графика. 
Решение. Поскольку )(xf  задана тремя непрерывными элемен-
тарными функциями, то она непрерывна на каждом из интервалов ( )1;∞− , ( )3;1  и ( )3; + ∞ . Точками разрыва данной функции могут 
быть лишь точки 11 =x  и 32 =x , в которых функция меняет свое 
аналитическое задание. Проверим в этих точках выполнение усло-
вий критерия. 
Рассмотрим сначала точку 11 =x . 
1) Функция определена в точке 11 =x  и ее окрестности, и значение  
2(1) 1 1 2f = + = ; 
2) 2
1 0 1 0
(1 0) lim ( ) lim ( 1) 1 1 2
x x
f f x x→ − → −− = = + = + = , 
212)2(lim)(lim)01(
0101
=⋅===+ +→+→ xxff xx ; 
3) )1()01()01( fff =+=− . 
5 xO  
Рис. 2.1
1
y  
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Следовательно, в точке 11 =x  функция )(xf  непрерывна. 
Теперь рассмотрим точку 32 =x . 
1) Функция определена в точке 32 =x  и ее окрестности, и значе-
ние ( ) 63 =f ; 
2) 6322lim)(lim)03(
0303
=⋅===− −→−→ xxff xx , 
523)2(lim)(lim)03(
0303
=+=+==+ +→+→ xxff xx ; 
3) ).03()03( +≠− ff  
Не выполняется третье условие критерия непрерывности. Итак, 
точка 32 =x  – это точка разрыва функции )(xf . Поскольку одно-
сторонние пределы в этой точке конечны, то это точка конечного 
разрыва. 
Чертеж графика функции представлен на рис. 2.2. 
 
 
 
 
 
 
 
x0
Рис. 2.2
21 41−  
1 
2 
3
3 
4 
5 
6 
5
7 
y  
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Òåìà 3. ÄÈÔÔÅÐÅÍÖÈÀËÜÍÎÅ ÈÑ×ÈÑËÅÍÈÅ  
ÔÓÍÊÖÈÈ ÎÄÍÎÉ ÏÅÐÅÌÅÍÍÎÉ 
 
3.1. Производная. Правила вычисления производных.  
Таблица производных 
 
Пусть функция )(xfy =  определена на интервале );( ba . Аргу-
менту );( bax∈  дадим приращение xΔ . Тогда функция )(xfy =  по-
лучит приращение )()( xfxxfy −Δ+=Δ  (рис. 3.1).  
 
 
 
Определение. Производной функции )(xfy =  в точке x называется 
предел отношения приращения функции yΔ  к приращению аргумента 
xΔ  при 0→Δx , обозначаемый одним из символов )(xf ′ , 
dx
dy : 
 
x
xfxxfxf
x Δ
−Δ+=′ →Δ
)()(lim)(
0
. (3.1) 
С физической точки зрения производная определяет мгновенную 
скорость изменения любого физического параметра, описываемого 
функцией )(xf  в точке х. 
С геометрической точки зрения производная )(xf ′  равна тангенсу 
угла наклона касательной к графику функции )(xfy =  в точке 
))(;( xfxM , т. е. α=′ tg)(xf . 
x  xx Δ+O  x
)(xf  
)( xxf Δ+  
α  
Рис. 3.1
y  
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Если производная )(xf ′  существует для всех );( bax∈ , то функ-
ция )(xf  называется дифференцируемой на интервале );( ba . 
Операция вычисления производной называется дифференциро-
ванием. 
Главная линейная часть приращения функции )(xf  в точке x на-
зывается дифференциалом функции. Дифференциал функции )(xf  
обозначается символом )(xdf  и вычисляется по формуле 
 ( ) ( )dxxfxdf ′= . (3.2) 
При вычислении производных используют правила вычисления 
производных, таблицу производных, правило вычисления производ-
ной сложной функции. 
Основные правила нахождения производной: если ( )xuu =  и ( )xvv =  – функции, имеющие производные, constc = , то: 
1) 0;c′ =   
2) ( )u v u v′ ′ ′± = ± ; 
3) ( )uv u v v u′ ′ ′= + ;   
4) ( )cu cu′ ′= ;   
5) 2
u u v v u
v v
′ ′ ′−⎛ ⎞ =⎜ ⎟⎝ ⎠   ( )0v ≠ . 
Правило вычисления производной сложной функции состоит в 
следующем. 
Если )(uyy =  и )(xuu = , где функции y и u имеют производ-
ные, то 
 x u xy y u′ ′ ′= ⋅ ,  или  dx
du
du
dy
dx
dy ⋅= . (3.3) 
Это правило распространяется на цепочку из любого конечного 
числа дифференцируемых функций. 
В табл. 3.1 представлены производные основных элементарных 
функций. Производные остальных функций могут быть найдены с ис-
пользованием правил дифференцирования и вычисления производной 
сложной функции. 
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Таблица 3.1  
Таблица производных 
 
1. ( ) 1x ′ =  9. ( ) ( )21arcsin 11x xx
′ = <−  
2. ( ) 1n nx nx −′ =  10. ( ) ( )21arccos 11x xx′ = − <−  
3. ( ) 1
2
x
x
′ =  11. ( ) 21arctg 1x x
′ = +  
4. 2
1 1
x x
′⎛ ⎞ = −⎜ ⎟⎝ ⎠  
12. ( ) 21arcctg 1x x
′ = − +  
5. ( )sin cosx x′ =  13. ( ) ln ( 0, 1)x xa a a a a′ = > ≠  
6. ( )cos sinx x′ = −  14. ( )x xe e′ =  
7. ( ) 21tg cosx x
′ =  15. ( ) ( )1ln 0x x
x
′ = >  
8. ( ) 21ctg sinx x
′ = −  16. ( ) ( )1log 0, 0, 1
lna
x x a a
x a
′ = > > ≠  
 
Задача 1. Найти производные функций: 
а) 5 1 arctgy x x x
x
= + + ⋅ ;     б) 
sin
xey
x
= ;    
в) ( ) 53sin 2y x x= + ;                г) 3ln tg 5y x= . 
Решение. Применяя правила вычисления производных и таблицу 
производных, найдем: 
а) ( ) ( )15 2 arctgy x x x x− ′′ ⎛ ⎞ ′′ = + + =⎜ ⎟⎝ ⎠  
= ( )4 43 3 2
2 2
1 15 arctg arctg 5 arctg
12 2
xx x x x x x x
xx x
′′− + + ⋅ = − + + + . 
б) 
( ) ( ) ( )
2 2 2
sin sin sin cossin cos
sin sin sin
x x xx xe x e x e x xe x e xy
x x x
′ ′− −−′ = = = . 
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Применив правило вычисления производной сложной функции, 
найдем: 
в) полагая 5uy = , где ,2sin)( 3xxxu +=  получим: 
( )( ) ( ) ( )5 43 3 3sin 2 5 sin 2 sin 2y x x x x x x′ ′′ = + = + + =  
( ) ( )43 25 sin 2 2cos2 3 .x x x x= + +  
г) Так как y является степенной функцией от натурального лога-
рифма, который, в свою очередь, является функцией от x5tg , то диф-
ференцируя как сложную функцию, получим: 
( ) ( ) ( ) ( )2 2 253 ln tg 5 ln tg 5 3 ln tg 5 tg 5 cos 5xy x x x x x
′′′ = ⋅ = =⋅  
2 215ln 5 30ln tg 5 .
cos5 sin5 sin10
x x
x x x
= =⋅  
 
3.2. Логарифмическое дифференцирование 
 
В некоторых случаях вычисление производной значительно уп-
рощается, если функцию предварительно прологарифмировать.  
Здесь надо учитывать, что x – независимая переменная и 1=′x ,  
а ( )xyy =  – зависимая переменная и ( )( ) yxy ′=′ . 
Первый случай. При вычислении производной показательно-
степенной функции вида )()( xvxuy =  (основание и степень – заданные 
дифференцируемые функции) сначала прологарифмируем обе части 
этого равенства и затем их продифференцируем:  
( ) ;ln)(ln;lnln;lnln ′=′== uvyuvyuy v  
.lnln;ln1 ⎟⎠
⎞⎜⎝
⎛ ′+′=⎟⎠
⎞⎜⎝
⎛ ′+′=′′+′=′
u
uvuvu
u
uvuvyy
u
uvuvy
y
v  
 
Задача 2. Найти производную функции ( )sintg .xy x=   
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Решение. Логарифмируя и вычисляя производные от обеих частей 
равенства, получим: 
( ) ( ) ( )sinln ln tg sin ln tg ; ln sin ln tg ;xy x x x y x x′ ′= = ⋅ = ⋅  
( ) ( ) 21cos ln tg sin ;tg cos
y x x x
y x x
′ = +  ( )sin 1tg cos ln tg
cos
xy x x x
x
⎛ ⎞′ = +⎜ ⎟⎝ ⎠ . 
Второй случай. Рекомендуется предварительно логарифмировать 
обе части равенства при вычислении производных от функции, пред-
ставляющей собой произведение многих сомножителей. В этом слу-
чае вычисление производной от произведения сводится к вычислению 
производной от суммы логарифмов. 
 
Задача 3. Вычислить производную функции 
5
32
3
121
+
+⋅+⋅=
x
xxxy . 
Решение. Логарифмируя и вычисляя производные от обеих частей 
равенства, последовательно получим: 
( ) ( ) ( ) ( )1 1 1ln 2ln ln 1 ln 2 1 ln 3 ;
2 3 5
y x x x x
′′ ⎛ ⎞= + + + + − +⎜ ⎟⎝ ⎠  
2 1 2 1 ,
2( 1) 3(2 1) 5( 3)
y
y x x x x
′ ⎛ ⎞= + + −⎜ ⎟+ + +⎝ ⎠  
т. е. .
)3(5
1
)12(3
2
)1(2
12
3
121
5
32
⎟⎟⎠
⎞⎜⎜⎝
⎛
+−+++++
+⋅+⋅=′
xxxxx
xxxy  
 
3.3. Производные функций,  
заданных неявно и параметрически 
 
Пусть функция )(xyy =  задана неявно, т. е. соотношением вида 
0);( =yxF , не разрешенным относительно y . В этом случае для на-
хождения xy′  следует продифференцировать обе части последнего ра-
венства по переменной x , пользуясь, когда необходимо, теоремой  
о вычислении производной сложной функции и учитывая, что x  – не-
зависимая переменная и 1=′x , а ( )xyy =  – зависимая переменная  
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и ( )( ) yxy ′=′ . Из получившегося в результате дифференцирования ра-
венства находят xy′ . 
 
Задача 4. Найти производную неявно заданной функции 
2 0xyy x e+ = . 
Решение. Дифференцируя обе части равенства по переменной х  
и считая, что )(xyy = , получим: 
( )
( )
2
2
2 1 1 0;
2 ,
xy
xy xy
y y x y e y xy
y y x xy e y ye
′ ′⋅ ⋅ + ⋅ + ⋅ + =
′ ′⋅ ⋅ + ⋅ = − +  
т. е. 
( )
xy
xy
xeyx
eyyy +
+−=′
2
 – искомая производная. 
Пусть )(xyy =  – параметрически заданная функция 
( )
( )⎩⎨
⎧ β≤≤α=
=
t
tyy
txx
,
,
. 
Тогда ее производная первого порядка вычисляется, если она су-
ществует, по формуле 
 .
t
t
x x
yy ′
′=′  (3.4) 
 
Задача 5. Найти xy′ , если ⎩⎨
⎧
−=
−=
.cos1
,sin
ty
ttx
 
Решение. Так как ,cos1,sin txty tt −=′=′  то 
.
2
ctg
2
sin2
2
cos
2
sin2
cos1
sin
2
t
t
tt
t
tyx ==−=′  
 
3.4. Производные высших порядков 
 
Пусть функция )(xyy =  дифференцируема на интервале );( ba . 
Тогда ее производная )(xy′  также является некоторой функцией  
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переменной х. Если она к тому же имеет производную в некоторой 
точке этого интервала, то указанная производная называется произ-
водной второго порядка функции )(xy  и обозначается )(xy ′′ .  
Итак, )()( ′′=′′ yxy .  
Аналогично производная от производной порядка 1−n  называет-
ся производной n-го порядка: ( )( )′= −1)( nn yy . 
 
Задача 6. а) Найти производную второго порядка от функции 
3 2xy x e= . б) Найти производную третьего порядка от функции 
2cosy x= . 
Решение 
а) ( ) ( ) ( ) xxxxx exxexexexexy 23223222323 2323 +=+=′+′=′ ; 
( )( ) ( ) ( ) =+++=′+=′′ xxx exxexxexxy 23222232 2236623  
( ) .2632 22 xexxx ++=  
б) ( ) ( ) xxyxxxy 2cos22sin,2sinsincos2 −=′−=′′−=−=′ ; 
xy 2sin4=′′′ . 
Пусть )(xyy =  – параметрически заданная функция 
( )
( )⎩⎨
⎧ β≤≤α=
=
t
tyy
txx
,
,
. 
Тогда ее производная второго порядка вычисляется, если она су-
ществует, по формуле 
 
t
tx
xx x
yy ′
′′=′′ )( . (3.5) 
 
Задача 7. Найти ххy′′ , если  
 ⎩⎨
⎧
−=
−=
.cos1
,sin
ty
ttx
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Решение. Находим по формуле (3.4) производную первого порядка 
(задача 5): 
2
2sin cossin 2 2 ctg .
1 cos 22sin
2
x
t t
t ty tt
′ = = =−  
Далее находим: 
( )
2 2
1 1ctg
2 2sin 2sin
2 2
x t
t
t ty t t
′ ′⎛ ⎞ ⎛ ⎞′′ = = − = −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ , 
и по формуле (3.5) получаем: 
2 2 2 4
1 1 1 1 1
1 cos2sin 2sin 2sin 4sin
2 2 2 2
xxy t t t tt
′′ = − ⋅ = − ⋅ = −− . 
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Òåìà 4. ÏÐÈËÎÆÅÍÈÅ ÏÐÎÈÇÂÎÄÍÎÉ  
Ê ÈÑÑËÅÄÎÂÀÍÈÞ ÔÓÍÊÖÈÉ 
È ÏÎÑÒÐÎÅÍÈÞ ÃÐÀÔÈÊÎÂ 
 
4.1. Возрастание и убывание функции 
 
Определение. Функция )(xfy = , определенная на отрезке ];[ ba , 
называется возрастающей на этом отрезке, если из неравенства 
21 xx < , где 1x  и 2x  – любые две точки,  принадлежащие данному от-
резку, следует неравенство ( ) ( )21 xfxf <  (рис. 4.1, а). 
 
 
 
Определение. Функция )(xf , определенная на отрезке ];[ ba , на-
зывается убывающей на этом отрезке, если из неравенства 21 xx < , где 
1x  и 2x  – любые две точки, принадлежащие данному отрезку, следует 
неравенство ( ) ( )21 xfxf >  (рис. 4.1, б). 
Сформулируем достаточные условия возрастания и убывания 
функции. 
Теорема. Если непрерывная на отрезке ];[ ba  функция )(xfy =   
в каждой внутренней точке этого отрезка имеет положительную (от-
рицательную) производную, то эта функция возрастает (убывает) на 
отрезке ];[ ba . 
 
Задача 1. Найти участки возрастания и убывания функции 
xxy −= 3
3
1 . 
x  
Рис. 4.1
x O2xO  1x
)( 1xf  
)( 2xf  
α  
a  б
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α  )( 2xf
)( 1xf
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Решение. Эта функция определена и дифференцируема на всей 
числовой оси. 
1) Находим производную: ( ) 12 −=′ xxf . 
2) Приравниваем производную к нулю и находим ее корни:  
1;1;01 21
2 −=−==− xxx . 
Эти числа разбивают всю область определения данной функции 
на три интервала: 
+∞<<<<−−<<∞− xxx 1;11;1 . 
В каждом из этих интервалов производная сохраняет свой знак. 
Поэтому при исследовании знака производной в каждом интервале 
достаточно взять любую точку этого интервала.  
В интервале 1−<<∞− x  берем, например, точку 2−=x . В этой 
точке ( ) ( ) 0312 2 >=−−=′ xf  производная положительна, следова-
тельно, на этом отрезке функция возрастает.  
Аналогично находим, что в интервале 11 <<− x , производная 
отрицательна (функция убывает), а в интервале +∞<< x1  произ-
водная положительна (функция возрастает). 
 
4.2. Экстремумы функции 
 
Определение. Функция )(xfy =  имеет локальный максимум в 
точке 0xx = , если существует такая окрестность точки 0xx = , что для 
всех точек 0xx ≠ , принадлежащих данной окрестности, выполняется 
неравенство ( ) ( )0xfxf < .  
Определение. Функция )(xfy =  имеет локальный минимум в 
точке 0xx = , если существует такая окрестность точки 0xx = , что для 
всех точек 0xx ≠ , принадлежащих данной окрестности, выполняется 
неравенство ( ) ( )0xfxf > .  
Значение функции в точке максимума (минимума) называется 
максимумом (минимумом) функции.  
Максимум и минимум функции объединяются общим названием 
экстремум функции.  
Следует отметить, что понятие экстремума функции связано с 
внутренней точкой ее области определения.  
Сформулируем необходимое условие экстремума функции. 
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Теорема. Если непрерывная функция )(xfy =  имеет экстремум  
в точке 0xx = , то производная функции ( )xf ′  в этой точке обращается 
в нуль или не существует. 
Следует отметить, что условие ( ) 00 =′ xf  (или ( )0xf ′  не сущест-
вует), будучи необходимым для существования экстремума, не явля-
ется достаточным. 
Точки, в которых производная обращается в нуль или не сущест-
вует, называются критическими точками. 
Таким образом, экстремум функции, если он существует, может 
иметь место только в критической точке. Однако не во всякой крити-
ческой точке функция имеет экстремум. Сформулируем достаточные 
условия экстремума функции. 
Теорема (первый достаточный признак существования экс-
тремума). Если функция )(xfy =  имеет производную ( )xf ′  во всех 
точках некоторого интервала, содержащего критическую точку 
0xx =  (за исключением, может быть, самой этой точки), и если про-
изводная ( )xf ′  при переходе аргумента слева направо через крити-
ческую точку 0xx =  меняет знак с плюса на минус, то функция  
в этой точке имеет максимум, а при перемене знака с минуса на плюс – 
минимум. 
Замечание. Если производная ( )xf ′  не меняет знака при переходе 
через критическую точку, то функция в этой точке не имеет ни мак-
симума, ни минимума. 
Так в предыдущем примере (задача 1) мы имеем две критические 
точки 11 −=x  и 12 =x . Мы видим, что слева от точки 11 −=x  произ-
водная больше нуля, а справа меньше, следовательно, в точке 11 −=x  
функция xxy −= 3
3
1  имеет максимум. В точке 12 =x , наоборот, слева 
производная отрицательна, а справа положительна, следовательно,  
в точке 12 =x  функция xxy −= 33
1  имеет минимум. 
Теорема (второй достаточный признак существования экстре-
мума). Если в точке 0xx =  первая производная функция )(xfy =  рав-
на нулю, а вторая производная существует и отлична от нуля, то при ( ) 00 >′′ xf  в данной точке функция имеет минимум, а при ( ) 00 <′′ xf  – 
максимум. 
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4.3. Наибольшее и наименьшее значения функции на отрезке 
 
Известно, что непрерывная на отрезке [ ; ]a b  функция ( )y f x=  
достигает на нем своего наибольшего и наименьшего значения. Эти 
значения могут достигаться либо во внутренних точках, либо на кон-
цах отрезка. Если наибольшее (или наименьшее) значение функции 
достигается во внутренней точке, то это значение является максиму-
мом (минимумом) функции.  
Таким образом, получаем следующее правило нахождения наи-
большего и наименьшего значений функции ( )y f x=  на отрезке [ ]ba; : 
1) находим все критические точки функции в интервале ( )ba;   
и вычисляем в них значения функции; 
2) вычисляем значения функции на концах отрезка – в точках 
ax =  и bx = ; 
3) из всех этих значений выбираем наибольшее и наименьшее. 
 
Задача 2. Найти наибольшее и наименьшее значения функции 
3 23 3 2y x x x= − + +  на отрезке [ ]2;2− . 
Решение. Найдем критические точки этой функции, лежащие на 
[–2; 2]. Так как 2 2 23 6 3 3( 2 1) 3( 1)y x x x x x′ = − + = − + = − , то 1=x  – 
единственная критическая точка. Вычислим значение функции в точке 
1=x  и на концах отрезка [ ]2;2− : 3)1( =y , 24)2( −=−y , 4)2( =y . 
Сравнивая полученные значения функции, находим унаим = –24, 
унаиб = 4. 
 
4.4. Асимптоты графика функции 
 
При исследовании функции важно установить форму ее графи-
ка при неограниченном удалении точки графика от начала коорди-
нат или, как говорят, при удалении его переменной точки в беско-
нечность. 
Особый интерес представляет случай, когда график функции при 
удалении его переменной точки в бесконечность неограниченно при-
ближается к некоторой прямой. 
Определение. Асимптотой графика функции )(xfy =  называется 
прямая линия, обладающая тем свойством, что расстояние от пере-
менной точки на графике до прямой стремится к нулю при неограни-
ченном удалении этой точки от начала координат. 
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Замечание. С понятием асимптоты мы встречались на примере 
гиперболы (рис. 1.10). 
Асимптоты делятся на два класса: вертикальные и наклонные. 
Вертикальные асимптоты параллельны оси Оy и записываются урав-
нением ax = . Прямая ax =  является асимптотой, если хотя бы один 
из односторонних пределов ( )xf
ax 0
lim−→  или ( )xfax 0lim+→  равен бесконеч-
ности. Вертикальных асимптот может быть столько, сколько точек 
бесконечного разрыва. 
Наклонная асимптота записывается уравнением 
 bxky += , (4.1) 
где 
     ( )
x
xfk
x ±∞→= lim ;   ( )( )xkxfb x ⋅−= ±∞→lim . (4.2) 
Наклонных асимптот может быть не более двух. Максимум две: 
одна при −∞→x , вторая при +∞→x . Если хотя бы один из преде-
лов (4.2) не существует, то функция )(xfy =  наклонных асимптот 
не имеет. 
При 0=k  как частный случай получаем горизонтальную асим-
птоту by = , ( )xfb
x ±∞→= lim . 
 
Задача 3. Найти асимптоты графика функции ( )
2
122
−
+−=
x
xxxf . 
Решение. Эта функция определена и дифференцируема на всей 
числовой оси, за исключением точки 2=x . Так как 
( ) 2
2 0 2 0
2 1lim lim
2x x
x xf x
x→ − → −
− += = −∞−  и ( )
2
2 0 2 0
2 1lim lim
2x x
x xf x
x→ + → +
− += = +∞− , то 
функция в точке 2=x  имеет бесконечный разрыв, следовательно, 
прямая 2=x  является вертикальной асимптотой.  
Найдем наклонные асимптоты. Так как  
( )
( )
2
2 2
2
2 11
2 1lim lim lim 1
22 1
x x x
xf x x x x xk
x x x x
x
→±∞ →±∞ →±∞
⎛ ⎞− +⎜ ⎟− + ⎝ ⎠= = = =− ⎛ ⎞−⎜ ⎟⎝ ⎠
; 
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( )( ) 2 2 1 1lim lim lim 0
2 2x x x
x xb f x k x x
x x→±∞ →±∞ →±∞
− += − ⋅ = − = =− − , 
то наклонной асимптотой будет прямая xy = . 
 
4.5. Выпуклость и вогнутость графика функции 
 
Определение. График дифференцируемой функции )(xfy =  на-
зывается выпуклым в интервале );( ba , если он расположен ниже 
любой своей касательной на этом интервале (рис. 4.2, а). 
Определение. График дифференцируемой функции )(xfy =  назы-
вается вогнутым в интервале );( ba , если он расположен выше любой 
своей касательной на этом интервале (рис. 4.2, б). 
 
 
 
График функции в одних интервалах может быть выпуклым, в 
других – вогнутым. Например, график функции xy sin= , рассматри-
ваемый в интервале от 0 до π2 , выпуклый в интервале );0( π  и вогну-
тый в интервале ( ; 2 )π π . 
Рассмотрим теперь достаточный признак, позволяющий устано-
вить, является ли график функции в данном интервале выпуклым или 
вогнутым. 
Теорема. Пусть функция )(xfy =  имеет вторую производную 
( )xf ′′  во всех точках интервала );( ba . Если во всех точках этого 
интервала ( ) 0<′′ xf , то график функции в этом интервале выпуклый, 
если же ( ) 0>′′ xf  – вогнутый. 
y  
x  x OO  ba  
a б
y
a b  
Рис. 4.2
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Точка графика непрерывной функции, отделяющая его выпуклую 
часть от вогнутой, называется точкой перегиба. В этих точках изменя-
ется направление вогнутости графика функции. 
В точке перегиба ( )000 ; yxM  вторая производная ( )0xf ′′  равна ну-
лю или не существует. 
 
Задача 4. Исследовать на выпуклость и вогнутость функцию 
( ) xxxf 33 −= . 
Решение. Находим вторую производную: ( ) 33 2 −=′ xxf , 
( ) xxf 6=′′ . Приравниваем ( )xf ′′  к нулю: 06 =x , откуда 0=x . Видим, 
что если 0<x , то ( ) 06 <=′′ xxf , а если 0>x , то ( ) 06 >=′′ xxf , за-
ключаем, что в интервале ( ;0)−∞  график выпуклый, а в интервале 
(0;+ )∞  – вогнутый. При 0=x  функция имеет точку перегиба 
(рис. 4.3). 
 
 
 
4.6. Общая схема исследования функции 
и построения графика 
 
При исследовании функций и построении их графиков полезно 
придерживаться следующей схемы: 
1) найти область определения функции и интервалы непрерыв-
ности; 
2) если есть точки разрыва, найти односторонние пределы функ-
ции в этих точках и изобразить на чертеже поведение функции в каж-
дой точке разрыва;  
x  O
y
Рис. 4.3
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3) исследовать функцию на четность и нечетность, периодич-
ность; 
4) найти вертикальные, горизонтальные и наклонные асимптоты, 
если они есть; 
5) найти интервалы монотонности функции и точки экстремума; 
6) найти интервалы выпуклости и вогнутости графика функции, 
точки перегиба; 
7) найти точки пересечения графика функции с координатными 
осями (если это возможно) и построить график с учетом полученных 
результатов. 
 
Задача 5. Исследовать функцию 
12
2
−= x
xy  и построить ее график. 
Решение  
1) Функция не определена при 1 1x = −  и 2 1x = , поэтому область 
определения функции ( ) ( ) ( ) ( ); 1 1;1 1; +D y = −∞ − − ∞∪ ∪ . 
2) Так как в точках 11 =x  и 12 −=x  функция не определена, то это 
точки разрыва функции. Исследуем поведение функции в окрестности 
этих точек. Для этого вычислим односторонние пределы: 
( )( ) ( ) ( )
2 2
21 0 1 0
1 11 0 lim lim
1 1 1 2 1 0 1 2 0
( )
x x
x xy
x x x→ + → +
+ = = = = = +∞− + − + − + . 
Вычисленный односторонний предел оказался бесконечным, 
поэтому прямая 1=x  будет вертикальной асимптотой графика 
функции. 
( )( ) ( ) ( ) .02
1
1012
1
11
lim)01(
2
01
−∞=−=−−=−+=− −→ xx
xy
x
 
Вычислим односторонние пределы функции в точке 12 −=x : 
( )( ) ( ) ( ) −∞=+−=++−−=−+=+− +−→ 02
1
1012
1
11
lim)01(
2
01 xx
xy
x
; 
( ) ( ) ( ) ( ) +∞=−−=+−−−=−+=−− −−→ 02
1
1012
1
11
lim)01(
2
01 xx
xy
x
. 
Односторонние пределы и в точке 1−=x  оказались бесконеч-
ными, поэтому прямая 1−=x  будет вертикальной асимптотой гра-
фика функции.  
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3) Поскольку ( ) ( )( ) ( )xyx
x
x
xxy =−=−−
−=−
11 2
2
2
2
, то функция четная. 
4) Так как односторонние пределы функции в точках 1 1x = −   
и 2 1x =  равны бесконечности, то прямые 1 1x = −  и 2 1x =  будут верти-
кальными асимптотами графика функции. 
Для нахождения наклонной асимптоты (4.1) bxky +=  графика 
функции вычислим два предела (4.3): ( )
x
xfk
x ∞→= lim  и ( )( )xkxfb x −= ∞→lim :  
( )
2
2
2
1 1lim lim 0
11 1
x x
xk
x x x
x
→∞ →∞
∞⎛ ⎞= = = = =⎜ ⎟∞ ∞⎛ ⎞− ⎝ ⎠ −⎜ ⎟⎝ ⎠
; 
2 2
2 2
2
1 1lim 0 lim lim 111 1 1 01x x x
x xb x
x x
x
→∞ →∞ →∞
⎛ ⎞= − ⋅ = = = =⎜ ⎟− − −⎝ ⎠ −
. 
Значит, прямая 10 +⋅= xy , т. е. 1=y  – это горизонтальная 
асимптота графика функции и при х→+∞, и при х→ – ∞.  
5) Вычислим производную, найдем критические точки, интервалы 
монотонности и точки экстремума: 
( )( ) ( )2222
22
2
2
1
2
1
212
1 −
−=
−
⋅−−=
′
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−=′ x
x
x
xxxx
x
xy ; 
( )22
2 0 0
1
xy x
x
−′ = = ⇒ =
−
. 
В точках 1 1x = −  и 2 1x =  производная не существует. 
Составим таблицу изменений знака производной y′  (табл. 4.1). 
 
Таблица 4.1 
x (–∞; –1) –1 (–1; 0) 0 (0; 1) 1 (1; + ∞) 
y′ + Не сущ. + 0 – Не сущ. – 
y Возр. Экстр. нет Возр. 
Макс. 
max 0y =  Убыв. 
Экстр. 
нет Убыв. 
 
Так как 0>′y  при ( ) ( )0;11; −−∞−∈ ∪x , то на этих интервалах 
функция возрастает. 
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При ( ) ( )0;1 1; +x∈ ∞∪  производная 0<′y , следовательно, на этих 
интервалах функция убывает. 
Поскольку 0)0( =′y , то 0=x  – единственная критическая точка 
функции, а так как y′  меняет знак в точке 0 с « + » на « – », то 0=x  – 
точка максимума функции, причем 0)0( =y . 
6) Интервалы выпуклости и вогнутости найдем по знаку производ-
ной второго порядка y ′′ . Найдем вторую производную и возможные 
точки перегиба: 
( )
( ) ( )
( )
( )
( )32
2
42
222
22 1
312
1
212112
1
2
−
+=−
−⋅−−⋅−=
′
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−=′′
x
x
x
xxxx
x
xy . 
В точках 1 1x = −  и 2 1x =  вторая производная не существует. 
Составим таблицу изменений знака y ′′  (табл. 4.2). 
 
Таблица 4.2 
х (–∞; –1) –1 (–1; 1) 1 (1; +∞) 
y′′ + Не сущ. – Не сущ. + 
у ∪ (вогн.) Не сущ. ∩ (выпукл.) не сущ. ∪ (вогн.) 
 
Итак, на интервалах (–∞; –1) и (1; +∞) график функции вогнутый, 
а на интервале (–1; 1) – выпуклый. Точек перегиба нет. 
7) Учитывая, что ( ) 00 =y , строим график (рис. 4.4). 
 
y
x
0
2 4–1
1
2
3
3
4
–2 –3 –4 
1−
2−
Рис. 4.4
1
 65
Задача 6. Исследовать функцию xxey −=  и построить ее график. 
Решение 
1) Область определения функции – вся числовая прямая, т. е. 
RyD =)( . 
2) Данная функция является элементарной функцией, определен-
ной на всей числовой оси, значит, точек разрыва, а следовательно  
и вертикальных асимптот нет. 
3) Поскольку ( ) ( )xyxy ≠−  и ( ) ( )xyxy −≠− , то ( )xy  – ни чет-
ная, ни нечетная функция. 
4) Исследуем наличие наклонной асимптоты при +∞→x . Так как 
( ) 1 1lim lim lim 0
+
x
xx x x
f x xek
x x e
−
→+∞ →+∞ →+∞
⎡ ⎤= = = = =⎢ ⎥∞⎣ ⎦ ; 
( )( ) ( )
1 1lim lim lim lim 0
+x xx x x xx
x xb f x k x
e ee
→+∞ →+∞ →+∞ →+∞
′∞⎡ ⎤ ⎡ ⎤= − = = = = = =⎢ ⎥ ⎢ ⎥′∞ ∞⎣ ⎦ ⎣ ⎦ , 
то прямая 0=у  – горизонтальная асимптота графика функции при 
+∞→x  (являющаяся частным случаем наклонной асимптоты при 
+∞→x ).  
Исследуем наличие наклонной асимптоты при −∞→x . Так как 
( ) 1lim lim limx xx x xf x xek ex x e
−
+∞
→−∞ →−∞ →−∞= = = = = +∞ , 
то при −∞→x  наклонной асимптоты нет. 
5) Вычислим  производную, найдем критические точки, интер-
валы монотонности и точки экстремума: 
( ) ( ) xxxx exexexey −−−− −=⋅−⋅=′=′ 11 ; 
( ) 101 =⇒=−=′ − xexy x . 
Составим таблицу изменений знака производной y ′  (табл. 4.3). 
 
Таблица 4.3 
x (–∞; –1) 1 (1; +∞) 
у′ + 0 – 
y Возр. 
Макс. 
1
maxy e
−=  Убыв. 
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Так как 0>′y  при 1<x  и 0<′y  при 1>x , то функция при 1<x  
возрастает, а при 1>x  убывает. Так как (1) 0y′ = , то 1x =  – един-
ственная критическая точка функции. Поскольку в критической точке 
функция меняет знак с « + » на « – », то 1x =  – точка максимума 
функции и 
e
ey 1)1( 1 == − . 
6) Интервалы выпуклости и вогнутости найдем по знаку произ-
водной второго порядка y ′′ . Найдем вторую производную и возмож-
ные точки перегиба: 
( )( ) ( ) ( ) xxxx exexeexy −−−− −=−−−=′−=′′ 211 ; 
( ) 202 =⇒=−=′′ xxy . 
Составим таблицу изменений знака у′′ (табл. 4.4). 
 
Таблица 4.4 
х (–∞; 2) 2 (2; + ∞) 
у′′ – 0  + 
у ∩ (выпукл.) 22 e−⋅  ∪ (вогн.) 
 
Так как 0>′′y  при 2>x  и 0<′′y  при 2<x , то при 2>x  график 
функции вогнутый, а при 0<x  – выпуклый. Так как в точке 2x =  y ′′  
меняет знак, то точка )2;2( 2−aM  – точка перегиба графика функции. 
7) Учитывая, что (0) 0y = , строим график функции (рис. 4.5).  
 
 
x0  
Рис. 4.5
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1
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Òåìà 5. ÍÅÎÏÐÅÄÅËÅÍÍÛÉ ÈÍÒÅÃÐÀË 
 
5.1. Первообразная и неопределенный интеграл 
 
Определение. Функция ( )xF  называется первообразной для за-
данной функции ( )xf , если ( ) ( )xfxF =′ . 
Определение. Множество всех первообразных для функции ( )xf  
называется неопределенным интегралом от функции ( )f x  и обозна-
чается ( )f x dx∫ . 
Итак, если ( ) ( )′ =F x f x , то 
 ( )∫ dxxf = ( )F x + C . (5.1) 
При вычислении неопределенных интегралов используют свой-
ства интегралов, таблицу неопределенных интегралов, различные 
методы интегрирования, а также тождественные преобразования 
подынтегральной функции. 
Свойства неопределенных интегралов 
1. ( ) ( )∫ += .CxFxdF  
2. ( ) ( )( ) ( ) ( ) .f x g x dx f x dx g x dx± = ±∫ ∫ ∫  
3. ( ) ( )∫ ∫= ,dxxfkdxxkf  где .constk =  
4. ( ) CbaxF
a
dxbaxf ++=+∫ )(1 . 
Таблица неопределенных интегралов 
1. 
1
,
1
xx dx C
α+
α = +α +∫  ( )n ≠ −1 . 
2. .ln Cx
x
dx +=∫  
3. ∫ += .Cedxe xx  
4. ∫ += .ln Ca
adxa
x
x  
5. .cossin Cxxdx +−=∫  
6. ∫ += .sincos Cxxdx  
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7. ∫ += .tgcos2 Cxx
dx  
8. .ctg
sin 2
Cx
x
dx +−=∫  
9. ∫ +=− .sinarc22 Ca
x
xa
dx  
10 ∫ +=+ .tgarc
1
22 Ca
x
axa
dx  
11. ∫ ++
−=− .ln2
1
22
C
ax
ax
aax
dx  
12. ∫ +±+=± .ln
22
22
Caxx
ax
dx  
 
Задача 1. Вычислить ∫ ⎟⎟⎠
⎞
⎜⎜⎝
⎛
+−++− dxxxxx 222
3
25
1
9
214 . 
Решение. Используя свойства и таблицу неопределенных инте-
гралов, получим: 
∫ ⎟⎟⎠
⎞
⎜⎜⎝
⎛
+−++− dxxxxx 222
3
25
1
9
214 = 
=+−++−= ∫∫∫∫
−
2222
23
53
24
x
dx
x
dxdxxdxx  
=+++−++−−+⋅= +−
+
Cxxx
x
x 2
12
13
25ln
3
tgarc
3
212
13
4
 
4 21 2 arc tg ln 25
3 3
xx x x C
x
= + + − + + + . 
 
5.2. Вычисление неопределенного интеграла 
методом замены переменной 
 
Во многих случаях удается введением вместо переменной интег-
рирования x новой переменной t свести данный интеграл ( )∫ dxxf   
к новому интегралу, который или содержится в таблице основных 
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интегралов, или легко вычисляется другим способом. Этот метод 
интегрирования получил название метода замены переменной, или 
интегрирование подстановкой. 
Введем вместо x новую переменную t, связанную с х соотношением ( )tx ϕ= , где ( )tϕ  – непрерывная монотонная функция, имеющая не-
прерывную производную ( )tϕ′ . Тогда имеет место формула 
 ( ) ( )( ) ( )∫∫ ϕ′ϕ= dtttfdxxf , (5.2) 
которая называется формулой замены переменной (интегрирование 
подстановкой). 
 
Задача 2. Вычислить 21 x dx−∫ . 
Решение. Сделав замену переменной tx sin=  и учитывая, что 
,cossin11 22 ttx =−=−  ,cos)sin( dtttddx ==  получим:  
=⎟⎠
⎞⎜⎝
⎛ +=+==− ∫∫∫∫∫ )2(2cos2
1
2
1)2cos1(
2
1cos1 22 tdtdtdtttdtdxx
 
=++=++= CxxCtt
4
)arcsin2sin(arcsin2
4
2sin2  
CxxxCxxx +−+=++=
2
1arcsin
4
)cos(arcsin)sin(arcsin2arcsin2 2 . 
 
Задача 3. Вычислить ∫ + xdxex 12 . 
Решение. Полагая 12 += xt  и учитывая, что xdxdt 2=  и 
2
dtxdx = , 
получим: 
CeCedtexdxe x
t
tx +=+== ++∫ ∫ 11 22 2
1
22
. 
 
5.3. Вычисление неопределенного интеграла 
методом интегрирования по частям 
 
Вычисление интеграла по формуле  
 ∫ ∫−= vduuvudv  (5.3) 
называется интегрированием по частям. 
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Этой формулой пользуются в том случае, когда интеграл ∫ vdu  
более простой, чем udv∫ . Укажем некоторые часто встречающиеся 
интегралы, которые вычисляются методом интегрирования по частям. 
1. Интегралы вида 
( )∫ α dxexP xn ; 
( )∫ α dxxxPn sin ; 
( )∫ α dxxxPn cos , 
где ( )xPn  – многочлен n-й степени, а α некоторое число. Интегралы 
этих типов берутся по частям, если принять ( )xPu n= , а оставшуюся 
часть за dv . 
 
Задача 4. Вычислить ( )2 31 xx e dx+∫ . 
Решение. Положим 2 1u x= +  и 3xdv e dx= .  
Тогда ( )2 1 2du x dx xdx′= + = , 3 313x xv e dx e= =∫ . Применяя фор-
мулу интегрирования по частям, получим: 
( ) ( ) ∫∫ +−+=+ Cdxexexdxex xxx 33232 321311 . 
Снова полагая u x=  и dxedv x3= , т. е. du dx= , xev 3
3
1= , по-
лучим: 
∫ −= xx xedxex 33 3
1 ∫ =dxe x33
1 .
9
1
3
1 33 Cexe xx +−  
Итак, окончательно имеем: 
( ) ( ) =+⎟⎠⎞⎜⎝⎛ −−+=+∫ Cexeexdxex xxxx 333232 9
1
3
1
3
21
3
11  
.
9
2
3
21
3
2
3
Cxxe
x
+⎟⎠
⎞⎜⎝
⎛ +−+=  
2. Интегралы вида 
( )∫ dxxxPn arcsin ; 
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( )∫ dxxxPn arccos ; 
( )∫ dxxxPn arctg ; 
( ) ,arcctg∫ dxxxPn  
где ( )xPn  – многочлен n-й степени. 
Во всех этих случаях за u принимают функцию, являющуюся 
множителем при ( ),xPn  и ( )dxxPdv n= . 
 
Задача 5. Вычислить ∫ xdxarctg . 
Решение. Положим xu arctg=  и dxdv = . 
Тогда ( ) dx
x
xddu 21
1arctg +== , ∫ == xdxv . Применяя формулу 
интегрирования по частям, получим: 
∫∫∫ =+
+−=+−= 2
2
2 1
)1(
2
1arctg
1
1arctgarctg
x
xdxxdx
x
xxxxdx  
Cxxx ++−= )1ln(
2
1arctg 2 . 
Замечание. При нахождении v по dv после вычисления интеграла, 
произвольную постоянную С полагаем равной нулю. 
 
5.4. Интегрирование рациональных дробей 
 
Рациональной дробью R(x) называется отношение двух многочле-
нов ( )nP x  и ( )mQ x , соответственно n-й и m-й степеней, записывается 
в виде ( ) ( )( )xQ
xPxR
m
n= .  
Рациональная дробь называется правильной, если степень числи-
теля меньше степени знаменателя, в противном случае рациональная 
дробь неправильная. 
Известно, что всякую неправильную рациональную дробь мож-
но представить в виде суммы многочлена и правильной рациональ-
ной дроби.  
Поскольку интегрирование многочлена не представляет труда, 
то остается рассмотреть интегрирование правильных рациональных 
дробей. 
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Доказано, что всякую правильную рациональную дробь можно 
представить в виде суммы конечного числа так называемых простей-
ших дробей следующих четырех типов: 
1. ( )ax
A
− ;                             2. ( )nax
A
− ; 
3. 
qpxx
CBx
++
+
2
;                     4. nqpxx
CBx
)( 2 ++
+  ( )2, 3, ...n = , 
где А, а, p, q, M и N – действительные числа, а трехчлен x px q2 + +  
не имеет действительных корней, то есть его дискриминант отрица-
тельный. 
Интегрирование простейших дробей первого и второго типов не 
представляет труда. При интегрировании дробей третьего и четвертого 
типов в знаменателе дроби выделяют полный квадрат: 
22 2 2
2 2 2
2 4 4 2 4
p p p p px px q x x q x q
⎛ ⎞ ⎛ ⎞⎛ ⎞+ + = + + − − = + − −⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠ ⎝ ⎠
, 
и делают замену tpx =+
2
. 
При интегрировании правильной рациональной дроби первона-
чально знаменатель разлагают на множители ax − , ( )sax − , 
qpxx ++2 , ( )mqxpx 112 ++ , где квадратные трехчлены не имеют дей-
ствительных корней. После этого дробь записывают в виде суммы 
простейших дробей с неопределенными коэффициентами. При этом 
сомножителю первого типа соответствует простейшая дробь первого 
типа; сомножителю второго типа соответствует сумма простейших 
дробей второго типа, где n изменяется от 1 до s; сомножителю третьего 
типа соответствует простейшая дробь третьего типа; сомножителю 
четвертого типа соответствует сумма простейших дробей четвертого 
типа, где n изменяется от 1 до m.  
Замечание. В случае неправильной рациональной функции 
(т. е. при n m≥ ) предварительно следует выделить целую часть  
и представить дробь в виде многочлена и правильной рациональ-
ной дроби. 
Для нахождения неопределенных коэффициентов приводим про-
стейшие дроби к общему знаменателю и приравниваем многочлен, 
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получившийся в числителе, к многочлену в числителе исходной дроби. 
Затем приравниваем коэффициенты при одинаковых степенях пере-
менной x  в левой и правой частях и получаем систему для нахожде-
ния коэффициентов. 
Замечание. Алгебраическую систему для нахождения неопре-
деленных коэффициентов можно получить, если дать переменной 
x  несколько частных значений по числу коэффициентов (удобно 
давать значения корней знаменателя). Можно комбинировать оба 
способа. 
 
Задача 6. Вычислить ( ) ( )∫ +++ ++ dxxxx xx 1343 1783 2
2
. 
Решение. Так как квадратный трехчлен x x2 4 13+ +  не имеет 
действительных корней, то представим подынтегральную функцию 
в виде: 
( )( ) 13431343 1783 22
2
++
+++=+++
++
xx
CBx
x
A
xxx
xx . 
Преобразуем равенство: 
( )( )
2 2
2 2
( 4 13) ( )( 3) 3 8 17
( 3)( 4 13) 3 4 13
A x x Bx C x x x
x x x x x x
+ + + + + + +=+ + + + + + . 
Отсюда следует, что: 
 ( ) ( )( ) 17833134 22 ++=+++++ xxxCBxxxA ;  
 178333134 222 ++=++++++ xxCCxBxBxAAxAx ;  
( ) ( ) 178331334 22 ++=++++++ xxCAxCBAxBA . 
Приравнивая далее коэффициенты при одинаковых степенях x   
в последнем выражении, получим систему 
⎪⎩
⎪⎨
⎧
=+
=++
=+
.17313
,834
,3
CA
CBA
BA
 
Решая систему методом последовательного исключения неиз-
вестных или по формулам Крамера, получим: .3;1;2 −=== CBA   
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Итак, ( )( )∫ +++ ++ dxxxx xx 1343 1783 2
2
 = 2 ∫ + 3x
dx  + 2
3
4 13
x dx
x x
−
+ +∫ .  
Вычислим эти интегралы: 
ln 3
3
dx x C
x
= + ++∫ , 
далее  
2
3
4 13
x dx
x x
−
+ +∫  = ( )( )2 2
22 5 5
92 9
t xx tdx dt
dt dx tx
= ++ − −= = == ++ +∫ ∫  
= 
t dt
t 2 9+∫  – 5 dtt 2 23+ =∫
( )1
2
9
9
2
2
d t
t
+
+∫  – =+ Ct3tgarc35  
= ( )21 5ln 9 arctg2 3 3tt C+ − + = 21 5 2ln 4 13 arc tg2 3 3xx x C++ + − + . 
Окончательно имеем: 
( )( )
2
2
3 8 17
3 4 13
x x dx
x x x
+ + =+ + +∫  
21 5 22ln 3 ln 4 13 arc tg
2 3 3
xx x x C+= + + + + − + . 
 
5.5. Интегрирование простейших иррациональностей 
 
Интегрирование простейших иррациональностей основано на ис-
пользовании замены переменной, позволяющей избавиться от ирра-
циональности у подынтегральной функции. 
 
Задача 7. Вычислить ( )∫ + 31 xx dx . 
Решение 
( )31dxx x+∫  =
6 5
3 23
, 6 ,
,
x t dx t dt
x t x t
= = == = ( )
5
3 2
6
1
t dt
t t
=+∫  
2
2 2
16 6 1 6( arctg )
1 1
t dt dt t t
t t
⎛ ⎞= = − = − =⎜ ⎟+ +⎝ ⎠∫ ∫ ( )6 66 arctgx x C− + . 
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5.6. Интегрирование некоторых 
тригонометрических функций 
 
При вычислении интегралов от тригонометрических функций 
вида  
( )∫ dxxxR cos,sin  
полезно пользоваться следующими правилами: 
1) если подынтегральная функция нечетна относительно sin x , т. е.  
( ) ( )xxRxxR cos;sincos;sin −−= , 
то следует делать замену cost x= ; 
2) если подынтегральная функция нечетна относительно xcos , т. е.  
( ) ( )xxRxxR cos;sincos;sin −−= , 
то следует делать замену xt sin= ; 
3) если подынтегральная функция не изменяет знак при измене-
нии знака у xsin  и xcos , то следует делать замену xt tg= . 
 
Задача 8. Вычислить sin cos3 2x x dx∫ . 
Решение 
 sin cos3 2x x dx∫ = cossin ,замена t xdt x dx= == − ( )− − =∫ 1 2 2t t dt  
 ( ) 5 3 5 34 2 cos cos .5 3 5 3t t x xt t dt C C= − = − + = − +∫  
 
Задача 9. Вычислить sin cos2 3x x dx∫ . 
Решение 
 ( )2 3 2 2sinsin cos 1cos ,замена t xx xdx t t dtdt xdx== = − ==∫ ∫   
 ( ) 3 5 3 52 4 sin sin3 5 3 5t t x xt t dt C C− = − + = − +∫ . 
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Если подынтегральная функция содержит четные степени синуса 
или косинуса, то полезно понизить степени этих функций, используя 
следующие формулы: 
2
2cos1sin 2 xx −=   или  
2
2cos1cos2 xx += . 
 
Задача 10. Вычислить ∫ .sin 4 xdx  
Решение 
 ( ) ( )24 21 1sin 1 cos2 1 2cos2 cos 24 4xdx x dx x x dx= − = − + =∫ ∫ ∫  
 ( )1 1 cos4 11 2cos2 3 4cos2 cos4
4 2 8
xx dx x x dx+⎛ ⎞= − + = − + =⎜ ⎟⎝ ⎠∫ ∫   
 Cxxx ++−= 4sin
32
12sin
4
1
8
3 . 
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Òåìà 6. ÎÏÐÅÄÅËÅÍÍÛÉ ÈÍÒÅÃÐÀË 
 
6.1. Определенный интеграл и его свойства. 
Формула Ньютона – Лейбница 
 
Определенный интеграл определяется как конечный предел инте-
гральной суммы от функции )(xf  по отрезку ];[ ba  и обозначается 
( )dxxfb
a
∫ [2]. 
Основные свойства определенного интеграла 
1. ( ) 0a
a
f x dx =∫ . 
2. ( ) ( )b a
a b
f x dx f x dx= −∫ ∫ . 
3. ( ) ( ) ( )dxxfdxxfdxxf b
c
c
a
b
a
∫∫∫ += . 
4. ( ) ( )( ) ( ) ( )b b b
a a a
f x g x dx f x dx g x dxα +β = α +β∫ ∫ ∫ . 
5. abdx
b
a
−=∫ . 
Если функция ( )xf  непрерывна на отрезке [a; b], а функция ( )xF  – 
некоторая ее первообразная, то имеет место формула Ньютона – Лейбница 
 ( ) ( ) ( ) ( )b b
a
a
f x dx F x F b F a= = −∫ . (6.1) 
Задача 1. Вычислить интеграл 
0
sinxdx
π∫ . 
Решение. Так как функция ( ) cosF x x= −  является первообразной 
для функции ( ) xxf sin= , то по формуле (6.1) получим: 
( ) ( )0
0
sin cos cos cos0 1 1 2xdx x
π π= − = − π − = − − − =∫ . 
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6.2. Вычисление определенного интеграла  
методом интегрирования по частям  
и методом замены переменной 
 
Если функции )(xu  и )(xv  непрерывны вместе со своими произ-
водными на отрезке ];[ ba , то 
 ∫∫ −=
b
a
b
a
b
a
duvuvdvu . (6.2) 
Вычисление определенного интеграла по формуле (6.2) называется 
интегрированием по частям. 
 
Задача 2. Вычислить 
π
0
cosx xdx∫ . 
Решение. Полагая u x= , cosdv xdx= , получим du dx= , 
cos sinv xdx x= =∫ . Тогда по формуле (6.2) 
 
0
0 0
cos sin sinx xdx x x xdx
π ππ= − =∫ ∫  
 
0
sin 0sin 0 cos 0 0 cos cos0 1 1 2x π= π π − + = − + π − = − − = − . 
Если функция )(tx ϕ=  непрерывна вместе со своей производной 
на отрезке ];[ βα , )(αϕ=a , )(βϕ=b , а ))(( tf ϕ  также непрерывна на 
отрезке ];[ βα , то  
 ( ) ( )( ) ( )∫∫
β
α
ϕ′ϕ= dtttfdxxf
b
a
. (6.3) 
Вычисление определенного интеграла по формуле (6.3) называется 
интегрированием методом замены переменной. 
 
Задача 3. Вычислить dxx∫ −1
0
21 . 
Решение. Сделаем замену tx sin= . Тогда ( ) dttdttdx cossin =′= . 
Если 0x = , то 0sin0 = , и следовательно 0t = . Если 1x = , то 1 sin
2
π= ,  
и следовательно 
2
t π= . Поэтому 
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==⋅−=− ∫∫∫
ππ
2
0
2
2
0
2
1
0
2 coscossin11 dttdtttdxx  
( ) =⎟⎠
⎞⎜⎝
⎛ +=+=
ππ
∫
2
0
2
0
2sin
2
1
2
12cos1
2
1 ttdtt  
1 π 1 1 1 1 π πsin π 0 sin 0
2 2 2 2 2 2 2 4
⎛ ⎞ ⎛ ⎞= + − + = ⋅ =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ . 
 
6.3. Применение определенного интеграла  
для вычисления площадей плоских фигур 
 
Площадь S  криволинейной трапеции, ограниченной графиком 
функции ( ) 0≥= xfy , отрезком ];[ ba  оси Оx , прямыми ax =  и bx =  
(рис. 6.1), вычисляется по формуле 
( )dxxfS b
a
∫= .                                         (6.4) 
 
 
 
Площадь фигуры, заключенной между графиками функций ( )xf 2  
и ( )xf1 , прямыми ax =  и bx = , если ( ) ( )xfxf 12 ≥  для bxa ≤≤ , 
(рис. 6.2) вычисляется по формуле 
 ( ) ( )( )∫ −= b
a
dxxfxfS 12 . (6.5) 
y
O b b aa x
)(xfy =
)(2 xfy =
O
y
)(1 xfy =
Рис. 6.1 Рис. 6.2
x
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Площадь криволинейной трапеции, верхняя граница которой за-
дана параметрическими уравнениями ( )tx ϕ= , ( )ty ψ= , β≤≤α t ,  
а нижней границей является ось Ох, вычисляется по формуле 
 ( ) ( )∫
β
α
ϕ′ψ= dtttS . (6.6) 
Площадь криволинейного сектора, ограниченного кривой, задан-
ной в полярных координатах уравнением ( )ϕ= rr , β≤ϕ≤α  и двумя 
лучами, составляющими с полярной осью углы α  и β  (рис. 6.3), вы-
числяется по формуле 
( )∫β
α
ϕϕ= drS 2
2
1 .                 (6.7) 
 
  
Задача 4. Найти площадь фигуры, ограниченной параболами 
2xy =  и 22 xy −= . 
Решение. Найдем координаты точек пересечения этих парабол, 
решив систему 
2
2
,
2
y x
y x
⎧ =⎪⎨ = −⎪⎩
 ⇔ 
2
2 2
,
2
y x
x x
⎧ =⎪⎨ = −⎪⎩
 ⇔ 
2
2
,
1
y x
x
⎧ =⎪⎨ =⎪⎩
 ⇔ 1 1
2 2
1, 1,
1, 1.
x y
x y
= =
= − =  
Изобразим для наглядности эту фигуру на рис. 6.4. 
По формуле (6.5) вычислим площадь фигуры: 
( ) ( )∫∫
− −−
=⎟⎠
⎞⎜⎝
⎛ −=−=−−=
1
1
1
1
3
2
1
1
22
3
22222 xxdxxdxxxS  
3
22
3
112
3
112 =⎟⎠
⎞⎜⎝
⎛ +−−⎟⎠
⎞⎜⎝
⎛ −=  (кв. ед.). 
O
β  
1 x–1
α
r
)(ϕ= rr 22 xy −=
O
y
2xy =
2
Рис. 6.3 Рис. 6.4
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Задача 5. Найти площадь фигуры, ограниченной кривой cosx a t= , 
siny b t= , π≤≤ 20 t . 
Решение. Так как  
1sincossincos 22
2
22
2
22
2
2
2
2
=+=+=+ tt
b
tb
a
ta
b
y
a
x , 
то данные параметрические уравнения описывают эллипс. Вычислим 
площадь 1S  части эллипса, расположенной в первой четверти 
(рис. 6.5), по формуле (6.6): 
( ) ( )∫∫∫
π
ππ
=−=−=′⋅= 2
0
0
2
2
0
2
1 2cos12
sincossin dttabdttabdttatbS  
2
0
1 1 1sin2 sin 0 sin0
2 2 2 2 2 2 4
ab ab abt t
π
π π⎛ ⎞ ⎛ ⎞= − = − π − + =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ . 
Отсюда площадь всего эллипса abSS π== 14  (кв. ед.). 
 
 
 
Задача 6. Найти площадь фигуры, ограниченной кривой 
ϕ−= cos1r . 
Решение. Данная линия является кардиоидой (рис. 6.6), функция ( )ϕr  определена при всех значениях аргумента, имеет период 2π.  
Искомую площадь вычислим по формуле (6.7): 
a
Рис. 6.5 
b
x 
y
O
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( ) ( )∫∫ ππ =ϕϕ+ϕ−=ϕϕ−= 2
0
2
2
0
2 coscos21
2
1cos1
2
1 ddS  
2 2
0 0
1 1 cos2 1 3 11 2cos 2cos cos2
2 2 2 2 2
d d
π π+ ϕ⎛ ⎞ ⎛ ⎞= − ϕ+ ϕ = − ϕ+ ϕ ϕ =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠∫ ∫  
2
0
1 3 1 3 2 32sin sin 2
2 2 4 4 2
π ⋅ π π⎛ ⎞= ϕ− ϕ+ ϕ = =⎜ ⎟⎝ ⎠  (кв. ед.), 
так как sin 2 0nπ = , Zn∈ . 
 
 
 
6.4. Применение определенного интеграла  
для вычисления длин дуг плоских кривых 
 
Длина L  кривой, являющейся графиком функции ( )xfy = , 
bxa ≤≤ , вычисляется по формуле 
 ( )( )21b
a
L f x dx′= +∫ . (6.8) 
Длина L  кривой, заданной параметрическими уравнениями ( )x t= ϕ , ( )ty ψ= , tα ≤ ≤ β , вычисляется по формуле 
 2 2( ( )) ( ( ))L t t dt
β
α
′ ′= ϕ + ψ∫ . (6.9) 
Рис. 6.6 
a
x
y
O
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Длина L  кривой, заданной в полярных координатах уравнением ( )ϕ= rr , α ≤ ϕ ≤ β , вычисляется по формуле 
 ϕϕ′+ϕ= ∫
β
α
drrL 22 ))(()( . (6.10) 
Задача 7. Вычислить длину дуги кривой ( )21ln xy −= , если 
2
10 ≤≤ x . 
Решение. Используем формулу (6.8), преобразовав предваритель-
но подынтегральную функцию: 
( )( ) ( )( ) =⎟⎠⎞⎜⎝⎛ −
−+=−′+=′+
2
2
222
1
211nl11
x
xxxf  
( ) 2
22
2
2
22
242
1
1
1
1
1
421
x
x
x
x
x
xxx
−
+=⎟⎠
⎞⎜⎝
⎛
−
+=−
++−= . 
Поэтому  
=⎟⎠
⎞⎜⎝
⎛
−+−=−
+−−=−
+= ∫∫∫ 2
1
0
2
2
1
0
2
22
1
0
2
2
1
21
1
21
1
1 dx
x
dx
x
xdx
x
xL  
1
2
0
1 11 1 12ln ln ln311 2 21
2
xx
x
⎛ ⎞−⎜ ⎟⎛ − ⎞= − + = − + = −⎜ ⎟⎜ ⎟+⎝ ⎠ ⎜ ⎟+⎝ ⎠
. 
Задача 8. Вычислить длину дуги кривой 2tx = , ( )3
3
2 −= tty . 
Решение. Так как кривая задана параметрическими уравнениями, 
то используем формулу (6.9), преобразовав предварительно подынте-
гральную функцию:  
( )( ) ( )( ) ( ) =⎟⎟⎠
⎞
⎜⎜⎝
⎛ ′
⎟⎠
⎞⎜⎝
⎛ −+⎟⎠
⎞⎜⎝
⎛ ′=ψ′+ϕ′
2
3
2
222
3
1 ttttt  
( ) ( ) ( ) 1112412 222242222 +=+=+−+=−+= ttttttt . 
Находим пределы интегрирования из условия у = 0 и получаем: 
( ) 323
3
33
3
1
3
0
33
0
2 =+=⎟⎠
⎞⎜⎝
⎛ +=+= ∫ ttdttL . 
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6.5. Применение определенного интеграла  
для вычисления объемов тел вращения 
 
Объем тела, образованного вращением вокруг оси Оx  криволи-
нейной трапеции, ограниченной кривой ( )y f x= , осью Оx  и двумя 
прямыми ax =  и bx =  (рис. 6.7), вычисляется по формуле 
 ( )∫π=
b
a
x dxxyV
2 . (6.11) 
Аналогично объем тела, образованного вращением вокруг оси 
Оy  криволинейной трапеции, ограниченной кривой ( )x g y= , осью 
Оy  и двумя прямыми y c=  и y d=  (рис. 6.8), вычисляется по фор-
муле 
 ( )2dy
c
V x y dy= π∫ . (6.12) 
 
 
 
Задача 9. Вывести формулу для вычисления объема шара радиуса R . 
Решение. Поскольку объем шара радиуса R  равен объему тела 
вращения окружности 222 Ryx =+  вокруг оси Оx , то по формуле 
(6.11) получим: 
( ) 33222
3
4
3
RxxRdxxRV
R
R
R
R
π=⎟⎠
⎞⎜⎝
⎛ −π=−=
−−
∫  (куб. ед.). 
y
O b
x
c
a
x
)(xfy =
( )x g y=  
O
y
d
Рис. 6.7 Рис. 6.8
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6.6. Несобственные интегралы 
 
Пусть функция ( )f x  непрерывна на промежутке );[ ∞+a , тогда 
она интегрируема на любом отрезке ];[ ba , где +∞<< ba .  
Определение. Несобственным интегралом функции ( )f x  по бес-
конечному промежутку [ ; + )a ∞  называется предел, определяемый ра-
венством 
 ( ) ( )lim b
b
a a
f x dx f x dx
+∞
→+∞=∫ ∫ . (6.13) 
Если этот предел существует и является конечным, то несоб-
ственный интеграл (6.13) называется сходящимся, если же предел не 
существует или равен бесконечности – расходящимися. 
Аналогично определяются несобственные интегралы по беско-
нечным промежуткам ];( a−∞  и ( ; + )−∞ ∞ : 
 ( ) ( )limb b
a
a
f x dx f x dx→−∞−∞
=∫ ∫ , (6.14) 
 ( ) ( ) ( )lim limc b
a b
a c
f x dx f x dx f x dx
+∞
→−∞ →+∞−∞
= +∫ ∫ ∫ . (6.15) 
Пусть функция )(xf  непрерывна на промежутке [ ba; ] и не огра-
ничена при bx = , тогда несобственный интеграл от неограниченной 
функции ( )f x  на отрезке [ ba; ] определяется равенством 
 ( ) ( )
0
lim
b b
a a
f x dx f x dx
−ε
ε→+=∫ ∫ . (6.16) 
Если этот предел существует и является конечным, то несоб-
ственный интеграл (6.16) называется сходящимся, если же предел не 
существует или равен бесконечности – расходящимся. 
Аналогично определяются несобственные интегралы от функций 
с бесконечными разрывами в точках a  и c , если bca << . 
 
Задача 10. Вычислить несобственный интеграл ∫
+∞
+0 21 x
dx  (или до-
казать его расходимость). 
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Решение. Используем формулу (6.13): 
 ( )2 2 0
0 0
lim lim arctg
1 1
b
b
b b
dx dx x
x x
+∞
→+∞ →+∞= = =+ +∫ ∫  
 ( )lim arctg arctg0 0
2 2b
b→+∞
π π= − = − = . 
Итак, несобственный интеграл сходится и равен 
2
π . 
 
Задача 11. Вычислить несобственный интеграл ( )∫ −
1
0
21x
dx  (или до-
казать его расходимость). 
Решение. Так как подынтегральная функция ( ) ( )21
1
−= xxf   
не ограничена при 1 0x → − , то используем формулу (6.15): 
( ) ( )
11 1
2 20 0 0
00 0
( 1) 1 1 1lim lim lim 1 1 .
1 1 1 01 1
dx d x
xx x
−ε−ε
ε→+ ε→+ ε→+
⎛ ⎞− − − −⎛ ⎞= = = − = − = +∞⎜ ⎟ ⎜ ⎟⎜ ⎟− − ε − −⎝ ⎠− − ⎝ ⎠∫ ∫  
Итак, несобственный интеграл расходится. 
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Òåìà 7. ÎÁÛÊÍÎÂÅÍÍÛÅ  
ÄÈÔÔÅÐÅÍÖÈÀËÜÍÛÅ ÓÐÀÂÍÅÍÈß  
 
7.1. Общие понятия. Обыкновенные дифференциальные 
уравнения 1-го порядка. Решение дифференциальных уравнений  
с разделяющимися переменными, однородных и линейных 
 
Определение. Дифференциальным уравнением называется урав-
нение, связывающее независимую переменную х с искомой функцией 
y(x) и ее производными, записывается в виде 
 ( )( ) 0;;;;; =′′′ nyyyyxF … .  (7.1) 
Определение. Порядком дифференциального уравнения называ-
ется наивысший порядок производной, существенно входящей в 
уравнение. 
Уравнение (7.1) – дифференциальное уравнение n-го порядка.  
Определение. Решением или интегралом дифференциального 
уравнения называется всякая функция, которая будучи подставленной 
в уравнение обращает его в тождество. 
Дифференциальное уравнение первого порядка в общем случае 
записывается в виде 
 ( ) .0;; =′yyxF  (7.2) 
Если дифференциальное уравнение (7.2) можно разрешить отно-
сительно y ′ , то оно называется обыкновенным дифференциальным 
уравнением 1-го порядка, разрешенным относительно производной  
и записывается 
 );( yxfy =′ .  (7.3) 
Задача, в которой требуется найти решение дифференциального 
уравнения (7.3), удовлетворяющее начальному условию 
 0
0
yy
xx
== , (7.4) 
называется задачей Коши. 
Определение. Общим решением дифференциального уравнения  
1-го порядка называется функция );( cxy ϕ= , зависящая от аргумен-
та х и произвольной постоянной c и удовлетворяющая следующим 
двум условиям: 
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1) при любом значении произвольной постоянной с она обращает 
уравнение в тождество; 
2) для любых начальных условий (7.4) существует единственное 
значение произвольной постоянной 0cc =  такое, что решение 
);( 0cxy ϕ=  удовлетворяет данному начальному условию. 
Определение. Решение, полученное из общего решения при кон-
кретном значении 0cc = , называется частным решением дифференци-
ального уравнения. 
Рассмотрим решение некоторых типов дифференциальных урав-
нений 1-го порядка. 
Дифференциальное уравнение вида 
 ( ) ( )yfxf
dx
dy
21 ⋅=  (7.5) 
называется уравнением с разделяющимися переменными. Если 
0)(2 ≠yf , то, разделив переменные в (7.5) и проинтегрировав обе части 
равенства, получим общее решение: 
 ( ) ( )dxxfyf
dy
1
2
= , ( ) ( ) cdxxfyf
dy += ∫∫ 1
2
. 
 
Задача 1. Решить уравнение 
x
yy =′ . 
Решение. Разделив переменные в уравнении 
x
y
dx
dy = , получим 
x
dx
y
dy = . Поэтому c
x
dx
y
dy ln∫∫ += , т. е. cxy lnlnln += , cxy lnln = . 
Итак, cxy =  – искомое общее решение. Решение 0=y  получается 
из формулы общего решения при 0=c . 
 
Если правая часть уравнения (7.3) представима в виде 
( ) ⎟⎠
⎞⎜⎝
⎛ϕ=
x
yyxf ; , то уравнение 
 ⎟⎠
⎞⎜⎝
⎛ϕ=′
x
yy  (7.6) 
называется однородным уравнением 1-го порядка. Для решения этого 
уравнения вводят новую функцию ( )
x
xyxu )(= .  
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Тогда xuy ⋅= , uxuy +′=′ , и уравнение (7.6) принимает вид 
( )ufuxu =+′ . Разделяя переменные в этом уравнении, последователь-
но получим: 
( ) uuf
dx
dyx −= ;  ( )∫ ∫ +=− cx
dx
uuf
du . 
Перейдя после интегрирования к функции )(xy , получим общее 
решение исходного уравнения. 
 
Задача 2. Решить уравнение 
x
yyyx ln=′ . 
Решение. Разделив обе части исходного уравнения на х, полу-
чим, 
x
y
x
yy ln=′ . Так как это однородное уравнение, то введем 
функцию 
x
yu = . Тогда uxuy +′=′ , и исходное уравнение примет 
вид uuuxu ln=+′ , откуда ( )1ln −= uu
dx
dux , ( ) x
dx
uu
du =−1ln . 
Проинтегрировав обе части последнего соотношения, получим: 
( )∫ ∫ −=+ 1lnln uu
duc
x
dx ;   ( )∫ −=+ 1ln
lnlnln
u
udcx ; 
( ) 1lnln
1ln
1lnln −=−
−= ∫ uu
udcx . 
Итак, ln 1cx u= − , ln 1u cx= + , 1cxu e += , 1cxy e
x
+= . 
Отсюда получаем 1cxy x e += ⋅  – общее решение уравнения. 
 
Дифференциальное уравнение вида 
 )()( xqyxpy =+′ ,  (7.7) 
где )(xp  и )(xq  – непрерывные функции от переменной x, называется 
линейным уравнением 1-го порядка. 
Решение этого уравнения ищут в виде )()()( xvxuxy ⋅= . Тогда 
vuvuy ′+′=′  и (7.7) преобразуется в )()( xquvxpvuvu =⋅+′+′ , или 
)())(( xqvxpvuvu =+′+′ . Функцию )(xv  находят из условия 
 0)( =+′ vxpv .  (7.8) 
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После чего, решая уравнение 
 )(xqvu =′ , (7.9) 
находят функцию )(xu . 
Таким образом, решение линейного дифференциального уравне-
ния 1-го порядка (7.7) сводится к решению двух уравнений (7.8) и 
(7.9) с разделяющимися переменными. 
Замечание. При решении уравнения (7.8) произвольную постоян-
ную с полагают равной нулю, находят частное решение. 
 
Задача 3. Найти частное решение уравнения 
2
2 xxexyy −=+′ , удов-
летворяющее начальному решению 1)0( =y . 
Решение. Решение данного линейного дифференциального урав-
нения будем искать в виде ( ) ( ) ( )xvxuxy ⋅= . Так как vuvuy ′+′=′ , то 
получим ( ) 22 xxexvvuvu −=+′+′ . 
Найдем ( )xv  из условия 02 =+′ xvv  (уравнение (7.8)). Имеем 
xv
dx
dv 2−= , ∫ ∫−= xdxvdv 2 , 2ln xv −= , ( )
2xexv −= . 
Далее найдем ( )u x  из условия 2 2x xu e x e− −′ ⋅ = ⋅ (уравнение (7.9)). 
Получим xu =′ , xdxdu = , ∫ += cxdxu , т. е. ( )
2
2
xu x c= + . 
Следовательно, ( ) 22
2
2
x
ecxxy
−⋅⎟⎟⎠
⎞
⎜⎜⎝
⎛ +=  – общее решение исходного 
уравнения. Подставляя в общее решение 0=x  и ( ) 10 =y , получим: 
( ) 101 ⋅+= c , т. е. 1=c . Следовательно, ( ) 22 21
2
x
exxy
−⋅⎟⎠
⎞⎜⎝
⎛ +=  – искомое 
частное решение уравнения. 
 
7.2. Решение дифференциальных уравнений 2-го порядка,  
допускающих понижение порядка 
 
Дифференциальное уравнение называется уравнением, допус-
кающим понижение порядка, если путем введения новой переменной, 
его можно свести к уравнению более низкого порядка. 
Дифференциальное уравнение 2-го порядка в общем случае запи-
сывается в виде 
 91
 ( ) .0;;; =′′′ yyyxF  (7.10) 
Следует отметить, что общее решение );;( 21 ccxy ϕ=  дифферен-
циального уравнения второго порядка зависит от двух произвольных 
постоянных 1c  и 2c , а начальные условия задачи Коши имеют вид: 
 00 yy xx == ;      00 yy xx ′=′ = . 
Рассмотрим три основные вида дифференциальных уравнений 
второго порядка, допускающих понижение порядка. 
1. Уравнения вида 
 ( )xfy =′′ . (7.11) 
Делаем замену )(xzy =′ , тогда )(xzy ′=′′ , и уравнение (7.11) сво-
дим к уравнению первого порядка )(xfz =′ . Решая это уравнение, по-
лучаем 1( ) ( ) ( )z x y x f x dx c′= = +∫ . 
Интегрируя последнее, имеем ( ) ( )( )∫ ∫ ++= 21 cdxcdxxfxy . 
2. Уравнения вида  
 ( ); y f x y′′ ′= , (7.12) 
т. е. уравнения, явно не содержащие искомую функцию y . Данные 
уравнения решаются с помощью замены )(xzy =′ . Тогда )(xzy ′=′′ ,  
и уравнение (7.12) принимает вид ))(;( xzxfz =′ . 
3. Уравнения вида 
 ( )yyfy ′=′′ ; , (7.13) 
т. е. уравнения, не содержащие в явном виде независимую перемен-
ную х, решают путем замены ( )ypy =′ . Тогда 
dy
dppy =′′ , и уравнение 
(7.13) принимает вид ( )pyf
dy
dpp ;= . 
 
Задача 4. Найти общее решение уравнения xy cos=′′ . 
Решение. Так как уравнение имеет вид (7.11), то, проинтегрировав 
обе его части, получим 11 sincos cxcxdxy +=+=′ ∫ . Проинтегрировав 
последнее уравнение, найдем искомое общее решение:  
( )1 2siny x c dx c= + +∫ ,  т. е. ( ) 1 2cosy x x c x c= − + + . 
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Задача 5. Найти общее решение уравнения 2xy y′′ ′= . 
Решение. Так как уравнение имеет вид (7.12), то, сделав замену 
( )xzy =′ , получим )(xzy ′=′′  и ( )xzxzx =′ )(2 , или 
x
dx
z
dz
2
= . Проинтег-
рировав обе части последнего уравнения, получим xcz lnlnln 1 =+ , 
т. е. xzc =1 , или xdx
dyc =1 . 
Интегрируя последнее выражение: ∫∫ += 21 cdxxdyc , получим: 
( )
1
22
3
13
2
c
cx
c
xy += . Обозначив 
1
*
1 3
2
c
c = , 
1
2*
2 c
cc = , окончательно имеем: 
( ) *22
3
*
1 cxcxy += . 
 
Задача 6. Найти частное решение уравнения ( )2yyy ′=′′⋅ , удовле-
творяющее начальным условиям 1)0( =y , (0) 3y′ = . 
Решение. Уравнение имеет вид (7.13), поэтому, выполнив замену 
)(ypy =′ , получим: 
dy
dppy =′′ , 2p
dy
dppy =⋅ , 0dpp y p
dy
⎛ ⎞− =⎜ ⎟⎝ ⎠ . Отсюда 
следует, либо 0=p , т. е. 0=′y , что не удовлетворяет начальным 
данным, либо 0=− p
dy
dpy . 
Разделив переменные в последнем уравнении и проинтегрировав, по-
следовательно получим: p
dy
dpy = , ∫ ∫ += 1ln cy
dy
p
dp , 1lnlnln cyp += , 
ycp 1lnln = , ycp 1= , или ( ) ( )xycxy 1=′ .  
При 0x =  последнее равенство с учетом начальных данных 
принимает вид 13 1 ⋅= c , т. е. 31 =c . Поэтому ( ) ( )xyxy ⋅=′ 3 , ydx
dy 3= , 
или ∫ ∫ += 23 cdxy
dy , 23ln cxy += . 
Получаем решение ( ) 23 cxexy += . Подставим в это решение на-
чальные условия 0x =  и 1y = , получим: ( ) 200 cey += , 21 ce= . Отсюда 
находим 02 =c . Итак, ( ) xexy 3=  – искомое частное решение. 
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7.3. Решение линейных дифференциальных уравнений  
2-го порядка с постоянными коэффициентами  
и специальной правой частью 
 
Уравнение вида 
 ( )y p y q y f x′′ ′+ ⋅ + ⋅ = , (7.14) 
где p и q – постоянные; )(xf  – определенная на некотором интервале 
функция, называется линейным неоднородным дифференциальным 
уравнением 2-го порядка с постоянными коэффициентами. Если 
0)( ≡xf , то уравнение (7.14) называется линейным однородным диф-
ференциальным уравнением. 
Общее решение уравнения (7.14) есть сумма общего решения y  
соответствующего однородного уравнения и какого-нибудь частного 
решения *y  исходного неоднородного уравнения, т. е.  
 *yyy += . (7.15) 
Однородное уравнение  
 0=+′+′′ qyypy   (7.16) 
является частным случаем неоднородного, и для его решения состав-
ляется характеристическое уравнение  
 02 =+λ+λ qp . (7.17) 
Решаем характеристическое уравнение. Вид общего решения ( )y x  определяется корнями характеристического уравнения 1λ  и 2λ . 
1. Если 1λ  и 2λ  действительные и разные, т. е. 21 λ≠λ , то  
 ( ) 1 21 2x xy x c e c eλ λ= + . (7.18) 
2. Если 1λ  и 2λ  действительные и одинаковые, т. е. 21 λ=λ , то  
 ( ) ( ) 11 2 xy x c c x eλ= + . (7.19) 
3. Если 1λ  и 2λ  комплексно-сопряженные числа, т. е. iβ±α=λ 2,1 , 
где 1−=i , то  
 ( ) ( )1 2cos sinxy x e c x c xα= β + β . (7.20) 
Здесь 1c  и 2c  – произвольные постоянные. 
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Задача 7. Найти общее решение уравнения 065 =+′−′′ yyy . 
Решение. Составим характеристическое уравнение 0652 =+λ−λ  
и решим его: 
2
15
2
6455 2
2,1
±=⋅−±=λ , т. е. 31 =λ , 22 =λ . По фор-
муле (7.18) записываем искомое общее решение: 
( ) 3 21 2x xy x c e c e= + . 
 
Задача 8. Найти общее решение уравнения 096 =+′+′′ yyy . 
Решение. Составим характеристическое уравнение 0962 =+λ+λ  
и решим его: 
2
06
2
9466 2
2,1
±−=⋅−±−=λ , т. е. 321 −=λ=λ . 
По формуле (7.19) записываем искомое решение: 
( ) ( ) 31 2 xy x c c x e−= + . 
Задача 9. Найти общее решение уравнения  
 0294 =+′+′′ yyy . 
Решение. Составим характеристическое уравнение 02942 =+λ+λ   
и решим его: 
i⋅±−=−⋅±−=−±−=⋅−±−=λ 52
2
1104
2
1004
2
29444 2
2,1 . 
По формуле (7.19) записываем искомое решение: 
  ( ) ( )2 1 2cos5 sin5xy x e c x c x−= + . 
Метод отыскания частного решения ( )xy*  уравнения (7.14) рас-
смотрим для двух специальных видов ( )xf . 
1. Пусть ( ) xn exPxf α=)( , где ( )xPn  – многочлен степени n, т. е. 
пусть уравнение (7.14) имеет вид 
 ( ) axn exPqyypy =+′+′′ . (7.21) 
Тогда, если число a совпадает с k корнями )2,1( =k  характери-
стического уравнения (7.17), то частное решение *y  уравнения (7.21) 
следует искать в виде  
 ( ) axnk exQxy ⋅=* , (7.22) 
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где ( )xQn  – полный многочлен той же степени, что и ( )xPn . 
Подставляя *y  в уравнение (7.21) и сокращая обе части уравнения 
на xeα , получаем тождество, из которого приравниванием коэффици-
ентов при одинаковых степенях получаем систему для определения 
значений коэффициентов. Этот метод нахождения *y  называется ме-
тодом неопределенных коэффициентов. 
Замечание 1. Если ( ) ( )xPxf n= , то следует проверять, совпадает 
ли число 0=a  с корнями характеристического уравнения. 
Замечание 2. Если ( ) axexf = , ( ) ( ) 10 == xPxPn , то в этом случае ( ) ( ) AxQxQn == 0 , где constA = . 
2. Пусть ( ) )sincos( bxnbxmexf ax += , т. е. пусть уравнение (7.14) 
имеет вид 
 )sincos( bxnbxmeqyypy ax +=+′+′′ . (7.23) 
Тогда если комплексное число iba ±  совпадает с корнями харак-
теристического уравнения (7.17), то частное решение *y  уравнения 
(7.23) следует искать в виде  
 ( )bxNbxMxey ax sincos* += . (7.24) 
Если же комплексное число iba ±  не совпадает с корнями харак-
теристического уравнения (7.17), то частное решение *y  уравнения 
(7.23) следует искать в виде 
 ( )cos sinaxy e M bx N bx= +* . (7.25) 
При этом неопределенные коэффициенты M и N отыскиваются 
путем подстановки *y  в уравнение (7.23) с последующим приравни-
ванием коэффициентов при bxcos  и bxsin  и решением получившейся 
системы. 
Замечание 1. В частном случае, когда ( ) bxnbxmxf sincos +=  и 
корни характеристического уравнения (7.17) ib±=λ 2,1 , то частное ре-
шение *y  уравнения (7.23) следует искать в виде 
 ( )bxNbxMxy sincos* += , (7.26) 
если же ib±≠λ 2,1 , то 
 ( )bxNbxMy sincos* += .  (7.27) 
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Замечание 2. Если ( ) bxmxf cos=  или ( ) bxnxf sin= , *y  все рав-
но следует искать в общем виде (7.26) или (7.27), т. е. и с bxcos ,  
и с bxsin . 
 
Задача 10. Найти общее решение уравнения  
( ) xexyyy 3267 ⋅−=+′−′′ . 
Решение. Найдем сначала общее решение ( )xy  однородного 
уравнения 067 =+′−′′ yyy . 
Для этого составим характеристическое уравнение 0672 =+λ−λ  
и решим его: 
2
57
2
6477 2
2,1
±=⋅−±=λ ,  т. е. 61 =λ , 12 =λ . 
В соответствии с формулой (7.18) ( ) xx ececxy 261 += . 
Найдем далее *y  – частное решение исходного уравнения. По-
скольку число 3=a  не совпадает с корнями характеристического 
уравнения, то в соответствии с формулой (7.22) *y  будем искать  
в виде ( ) xeBAxy 3* += .  
Тогда  
( ) ( ) ( ) xxx eBAAxeBAxAey 33* 333 ++=++=′ ;
( ) ( ) ( ) xxx eBAAxeBAAxAey 333* 9693333 ++=+++=″ . 
Подставляя *y , ( )′*y , ( )″*y  в исходное уравнение и сокращая обе 
части уравнения на xe3 , получим: 
( ) ( ) 26337969 −=++++−++ xBAxBAAxBAAx ;  
 266 −=−−− xBAAx . 
Приравняв коэффициенты в обеих частях последнего равенства 
при одинаковых степенях x, получим систему уравнений 
 ⎩⎨
⎧
−=−−
=−
.26
,16
BA
A
 
Решив ее, найдем A и B: 
6
1−=A , 13
36
B = . 
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Итак, 313
6 36
* xxy e⎛ ⎞= − + ⋅⎜ ⎟⎝ ⎠ .  
Значит 6 31 2
1 13
6 6
* x x xy y y c e c e x e⎛ ⎞= + = + + ⋅ − ⋅⎜ ⎟⎝ ⎠  – общее решение 
исходного уравнения. 
 
Задача 11. Найти общее решение уравнения xyyy cos252 =+′+′′ . 
Решение. Найдем сначала общее решение ( )y x  однородного 
уравнения 052 =+′+′′ yyy . Для этого составим характеристическое 
уравнение 0522 =+λ+λ  и решим его:  
i21141511 22,1 ±−=−⋅±−=−±−=λ . 
В соответствии с формулой (7.20)  
( ) ( )xcxcexy x 2sin2cos 21 += − . 
Найдем далее *y  – какое-нибудь частное решение исходного урав-
нения. Поскольку число i  не является корнем характеристического 
уравнения, то в соответствии с формулой (7.27) будем искать *y   
в виде xNxMy sincos* += : 
xNxMy cossin)( * +−=′ ;  xNxMy sincos)( * −−=′′ . 
Подставляя *y , )( * ′y   и )( * ′′y  в исходное уравнение, получим:  
( ) ( ) xxNxMxNxMxNxM cos2sincos5cossin2sincos =+++−+−− ; 
( ) ( ) xxNMxNM cos2sin42cos24 =+−++ . 
Приравняв коэффициенты в обеих частях последнего равенства 
при cosx  и sinx , получим систему уравнений 
⎩⎨
⎧
=+−
=+
,042
,224
NM
NM
  или  ⎩⎨
⎧
=
=+
.2
,12
NM
NM
 
Решив ее, найдем M и N: 
5
2=M , 
5
1=N . 
Итак, xxy sin
5
1cos
5
2* += .  
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Значит ( ) xxxcxceyyy x sin
5
1cos
5
22sin2cos 21
* +++=+= −  – об-
щее решение исходного уравнения. 
 
7.4. Решение систем линейных дифференциальных уравнений 
 
Совокупность дифференциальных уравнений вида 
 
11 12
21 22
,
,
dx a x a y
dt
dy a x a y
dt
⎧ = +⎪⎪⎨⎪ = +⎪⎩
 (7.28) 
где ( )tx , ( )ty  – функции независимой переменной t; ( )2,1;2,1 == jiaij  – 
числа, называется нормальной системой двух линейных дифференци-
альных уравнений с постоянными коэффициентами. 
Общим решением системы (7.28) называется совокупность двух 
функций 
 ( )21;; cctxx = ;  ( )21;; cctyy = , (7.29) 
содержащих две произвольные постоянные 1c  и 2c  и обращающих оба 
уравнения системы в тождества при любых значениях 1c  и 2c . 
Решение, получаемое из общего при подстановке конкретных чи-
словых значений произвольных постоянных, называется частным 
решением. 
Задача нахождения решения системы (7.28), удовлетворяющего 
условиям 
 ( ) 00 xtx = ; ( ) 00 yty = , (7.30) 
где 0t , 0x , 0y  – заданные числа, называется задачей Коши для сис-
темы (7.28). 
Один из способов решения системы (7.28) состоит в сведении ее  
к обыкновенному дифференциальному уравнению 2-го порядка путем 
исключения одной из искомых функций. Покажем это на примере. 
 
Задача 12. Найти общее решение системы  
3 ,
.
dx x y
dt
dy x y
dt
⎧ = − −⎪⎪⎨⎪ = −⎪⎩
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Решение. Запишем систему в виде 
3 ,
.
x x y
y x y
′ = − −⎧⎨ ′ = −⎩  
Из 2-го уравнения системы найдем x y y′= +  и подставим в 1-е 
уравнение, получим: 
( ) ( ) yyyyy −+′−=′+′ 3 ;  yyyyy −−′−=′+′′ 33 ,  
т. е. 044 =+′+′′ yyy . 
Для решения последнего уравнения составим характеристическое 
уравнение 0442 =+λ+λ  и решим его: ( ) 02 2 =+λ , 22,1 −=λ .  
В соответствии с формулой (7.19) ( ) ( ) tetccty 221 −+= . Подставив 
найденную функцию ( )ty  в выражение ( ) ( ) ( )tytytx += ' , найдем ( )tx : 
( ) ( )( ) ( ) ( ) ( )2 2 2 2 21 2 1 2 2 1 2 1 22t t t t tx t c c t e c c t e c e c c t e c c t e− − − − −′= + + + = − + + + =
( ) ( ) .22 2212221212 tt etcccetcctccc −− −−=++−−=  
Итак, 
( ) ( )
( ) ( )⎩⎨
⎧
+=
−−=
−
−
t
t
etccty
etccctx
2
21
2
212 ,  – общее решение исходной системы. 
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Òåìà 8. ÔÓÍÊÖÈÈ ÍÅÑÊÎËÜÊÈÕ ÏÅÐÅÌÅÍÍÛÕ 
 
8.1. Частные производные функции двух переменных 
 
Определение. Переменная величина z называется функцией 
двух переменных величин x и y, если каждой упорядоченной паре 
( ; )x y  допустимых значений x и y соответствует единственное зна-
чение z. 
Функция двух переменных обозначается одним из выражений: ( );z f x y= , ( ; )z z x y=  и т. п. 
Аналогично определяются функции большего числа переменных. 
Пусть в некоторой окрестности точки ( ; )M x y  задана функция 
( ; )z z x y= . Фиксируя переменную у так, что y const= , получим функ-
цию от одной переменной х. Производная этой функции в точке х на-
зывается частной производной функции ( ; )z x y  в точке ( ; )x y  и обо-
значается ( );z x y
x
∂
∂ , или xz′ . Итак, 
 ( ) ( ); ;
const.
z x y dz x y
yx dx
∂ = =∂  (8.1) 
Аналогично  
 ( ) ( ); ;
const.
z x y dz x y
xy dy
∂ = =∂  (8.2) 
Поскольку частные производные xz′  и yz′  в свою очередь являются 
функциями двух переменных, то и от них можно брать частные про-
изводные: 
 xxzx
z
x
z
x
′′=∂
∂=⎟⎠
⎞⎜⎝
⎛
∂
∂
∂
∂
2
2
;   xyzyx
z
x
z
y
′′=∂∂
∂=⎟⎠
⎞⎜⎝
⎛
∂
∂
∂
∂ 2 ; (8.3) 
 yxzxy
z
y
z
x
′′=∂∂
∂=⎟⎟⎠
⎞⎜⎜⎝
⎛
∂
∂
∂
∂ 2 ;   yyzy
z
y
z
y
′′=∂
∂=⎟⎟⎠
⎞⎜⎜⎝
⎛
∂
∂
∂
∂
2
2
. (8.4) 
Частные производные (8.3) и (8.4) называются частными произ-
водными второго порядка. Взяв от них частные производные, полу-
чим частные производные третьего порядка и т. д. 
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Задача 1. Дана функция xyez = . Показать, что она удовлетворяет 
уравнению 0
2
2
2
2
2
2 =∂
∂−∂
∂
y
zy
x
zx . 
Решение. Вычислим, пользуясь определением, частные произ-
водные: 
xy
x
xy yexye
x
z =′⋅=∂
∂ )( ;  ( ) xyyxyxy eyxyyeyexyz 22
2
)( =′⋅=∂
∂=∂
∂ ; 
xy
y
xy xexye
y
z =′⋅=∂
∂ )( ;  ( ) xyyxyxy exxyxexeyyz 22
2
)( =′⋅=∂
∂=∂
∂ . 
Следовательно, 02222
2
2
2
2
2
2 =−=∂
∂−∂
∂ xyxy exyeyx
y
zy
x
zx , что и требо-
валось доказать. 
 
8.2. Экстремум функции двух переменных 
 
Определение. Точка );( 000 yxM  называется точкой локального 
максимума (минимума) функции ( ; )z z x y= , если существует такая 
окрестность этой точки, что для всех точек из этой окрестности вы-
полняется неравенство ( ) ( )0 0; ;z x y z x y>   ( ( ) ( )0 0; ;z x y z x y< ). 
Точки минимума и максимума называются точками экстремума. 
Экстремум функции нескольких переменных может достигаться лишь 
в точках, лежащих внутри области ее определения, в которых все ча-
стные производные первого порядка обращаются в нуль или не суще-
ствуют.  
Такие точки называются критическими. Для функции двух пе-
ременных ( ; )z z x y=  критические точки находятся из системы 
уравнений 
 
( )
( )
; 0,
; 0.
x
y
z x y
z x y
′ =⎧⎪⎨ ′ =⎪⎩
 (8.5) 
Условия (8.5) являются необходимыми, но не достаточными усло-
виями существования экстремума. Достаточные условия экстремума 
для функции ( ; )z z x y=  в критической точке );( 000 yxM  выражаются  
с помощью определителя 
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 ( ) ( ) ( )( ) ( )
0 0 0 0
0 0
0 0 0 0
; ;
;
; ;
xx xy
x y y y
z x y z x y
x y
z x y z x y
′′ ′′Δ = =′′ ′′  
 ( ) ( ) ( )( )20 0 0 0 0 0; ; ;x x y y x yz x y z x y z x y′′ ′′ ′′= − . (8.6) 
1. Если 0);( 00 >Δ yx , то );( 000 yxM  – это точка экстремума:  
при ( )0 0; 0x xz x y′′ <  – точка максимума, при ( )0 0; 0x xz x y′′ >  – точка 
минимума. 
2. Если ( )0 0; 0x yΔ < , то в точке 0 0 0( ; )M x y  нет экстремума.  
 
Задача 2. Исследовать на экстремум функцию xyyxz 933 ++= . 
Решение. Вычислим частные производные первого и второго поряд-
ка: ( ) 2; 3 9 ;xz x y x y′ = +  ( ) 2; 3 9yz x y y x′ = + ; ( ); 6xxz x y x′′ = ; ( ); 6 ;yyz x y y′′ =  
( ); 9yxz x y′′ = . 
Приравнивая к нулю первые производные, получим систему 
уравнений для определения критических точек 
 ⎪⎩
⎪⎨⎧ =+
=+
.093
,093
2
2
xy
yx
 
Решаем данную систему и находим две критические точки 
)0;0(1M  и )3;3(2 −−M . Вычисляем значения частных производных 
второго порядка и определитель в этих точках. 
В точке )0;0(1M получаем: 0)0;0( =′′xxz ; 0)0;0( =′′yyz ; 9)0;0( =′′yxz ; 
( ) 20 90; 0 0 0 ( 9) 81
9 0
−Δ = = ⋅ − − = −− . 
Так как в точке )0;0(1M  определитель 081)0;0( <−=Δ , то в силу 
достаточных условий заключаем, что в этой точке экстремума нет. 
В точке )3;3(2 −−M  получаем: 18)3;3( −=−−′′xxz ; 18)3;3( −=−−′′yyz ; 
9)3;3( =−−′′yxz ; ( ) 218 93; 3 ( 18)( 18) 9 2439 18
−Δ − − = = − − − =− . 
Так как 0243 >=Δ  и 18)3;3( −=−−′′xxz , то в силу достаточных ус-
ловий заключаем, что функция в точке )3;3(2 −−M  имеет максимум, 
причем 27)3;3();(max =−−= zyxz . 
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Òåìà 9. ÐßÄÛ  
 
9.1. Числовые ряды 
 
Пусть задана бесконечная последовательность чисел ,nu  
1, 2, 3,n = … . Выражение 
 …… +++++=∑∞
=
n
n
n uuuuu 32
1
1  (9.1) 
называется числовым рядом. Числа …… ,,,, 21 nuuu  называют членами 
ряда, причем nu  – его общим членом. 
Конечная сумма 
 nn uuuuS ++++= …321 , (9.2) 
слагаемыми которой являются первые n членов ряда (9.1), называется 
n-й частичной суммой данного ряда. 
Определение. Ряд (9.1) называется сходящимся, если существует 
конечный предел его частичной суммы 
 SSnn =∞→lim , (9.3) 
который и называется суммой ряда. В этом случае принимают  
 ∑∞
=
=
1n
nuS . (9.4) 
В противном случае ряд называется расходящимся. 
 
Задача 1. Исследовать на сходимость ряд 
.
3
1
3
1
3
11
3
1
2
0
…… +++++=∑∞
= nn n
 
Решение. Составим n-ю частичную сумму для заданного ряда: 
nnS 3
1
3
1
3
11
2
++++= … . Члены nS  являются членами геометрической 
прогрессии с 11 =b  и 3
1=q . Вычислим их сумму по формуле 
q
qbS
n
n −
−=
1
)1(1  и найдем ее предел. 
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Таким образом,  
)
3
11(
2
3
3
11
)
3
11(1
n
n
nS −=
−
−
=  и 
2
3)11(
2
3)
3
11(
2
3limlim =∞−=−= ∞→∞→ nnnn S . 
Данный ряд сходится, причем 
2
3
3
1
0
=∑∞
=n n
. 
Полезно иметь ввиду, что ряд ∑∞
=0n
naq  ( )0≠a  сходится при 1<q   
и расходится при 1≥q . 
При изучении сходимости рядов используют необходимый и дос-
таточные признаки сходимости. 
Необходимый признак сходимости ряда  
Если ряд ∑∞
=1n
nu  сходится, то 0lim =∞→ nn u . 
Обратное утверждение неверно. 
Замечание. Из необходимого признака сходимости ряда вытекает 
достаточное условие расходимости ряда: если 0lim ≠∞→ nn u  или не суще-
ствует, то ряд ∑∞
=1n
nu расходится. 
 
Задача 2. Исследовать на сходимость ряд ∑∞
= +1 2
2
1n n
n . 
Решение. Проверим выполнение необходимого признака сходи-
мости ряда. Так как 01
01
1
11
1lim
1
limlim
2
2
2
≠=+=+
=⎟⎠
⎞⎜⎝
⎛
∞
∞=+= ∞→∞→∞→
n
n
nu
nnnn
, 
то необходимый признак сходимости не выполнен. Следовательно, 
данный ряд расходится. 
 
Задача 3. Исследовать на сходимость ряд ∑∞
=1
1
n n
. 
Решение. Так как 011limlim =∞== ∞→∞→ nu nnn , то необходимый признак 
сходимости выполнен. О сходимости ряда на основании этого признака 
ничего нельзя сказать. Для изучения его сходимости нужно использо-
вать достаточные признаки сходимости. 
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Ряд, все члены которого положительны, называется знакополо-
жительным рядом. Рассмотрим далее достаточные признаки сходи-
мости знакоположительных рядов. 
Признак Даламбера 
Пусть дан знакоположительный ряд  
 ∑∞
=1n
nu , 0>nu , …,3,2,1=n , (9.5) 
и l
u
u
n
n
n
=+∞→ 1lim . Тогда, если 1<l , то ряд (9.5) сходится, если 1>l , то ряд 
(9.5) расходится. 
Замечание. Признак Даламбера удобно применять, если в nu  вхо-
дят выражения na  и !n . Если 
n
n
n u
u 1lim +∞→  не существует или же 1lim
1 =+∞→
n
n
n u
u , 
то признак Даламбера не позволяет установить сходимость ряда (9.5). 
 
Задача 4. Исследовать на сходимость ряд ∑∞
=1
2
3n n
n . 
Решение. Применяем признак Даламбера. Находим предел: 
( ) ( )2 221
1 1 2
1 13lim lim :
3 3 3
n
n
n n nn n
n
n nu n
u n
+
+ +→∞ →∞
+ += = ⋅ =  
= 
2 21 1 1 1lim 1 1
3 3n n→∞
⎛ ⎞ ⎛ ⎞⋅ + = + =⎜ ⎟ ⎜ ⎟∞⎝ ⎠ ⎝ ⎠
1 11
3 3
⋅ = . 
Данный предел меньше 1, значит ряд сходится. 
 
Радикальный признак Коши 
Пусть дан ряд с положительные членами  
 ∑∞
=1n
nu ,  …,3,2,1=n , (9.6) 
и lun nn =∞→lim . Тогда, если 1<l , то ряд (9.6) сходится, если 1>l , то ряд 
(9.6) расходится. 
Замечание. Если n nn u∞→lim  не существует или же 1lim =∞→ n nn u , то ра-
дикальный признак Коши не позволяет установить, сходится ли ис-
следуемый ряд (9.6). 
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Задача 5. Исследовать на сходимость ряд ∑∞
=
⎟⎠
⎞⎜⎝
⎛
+
+
1 32
1
n
n
n
n . 
Решение. Этот ряд сходится по радикальному признаку Коши, так 
как 
111 1 0 14lim lim lim 132 3 2 0 22
4
n
nn n n
nu
n→∞ →∞ →∞
++ += = + = <+ ++
. 
 
Интегральный признак Коши 
Если положительная, невозрастающая и непрерывная при 1≥≥ ax  
функция ( )xf  такова, что ( ) nunf = , то ряд ∑∞
=1n
nu  и несобственный инте-
грал ( )∫+∞
a
dxxf  сходятся или расходятся одновременно. 
Задача 6. Исследовать на сходимость ряд ∑∞
=2 ln
1
n nn
. 
Решение. Этот ряд по интегральному признаку Коши расходится, 
так как расходится несобственный интеграл ∫+∞
2 ln xx
dx . 
Действительно, 
==== +∞→+∞→+∞→
+∞ ∫∫∫ bb
b
b
b
b
x
x
xd
xx
dx
xx
dx
2
222
)ln(lnlim
ln
)(lnlim
ln
lim
ln
 
( ) ( )( )lim ln ln ln ln 2
b
b→+∞= − = +∞ . 
Замечание. С помощью интегрального признака Коши можно до-
казать, что обобщенный гармонический ряд ∑∞
= α1
1
n n
 сходится при 1>α  
и расходится при 1≤α . Отсюда следует, что гармонический ряд ∑∞
=1
1
n n
 
расходится (задача 3). 
 
Первый признак сравнения 
Рассмотрим два знакоположительных ряда: 
 ∑∞
=1n
nu   (9.7) 
 ∑∞
=1n
nv   (9.8) 
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Пусть выполняется условие nn vu ≤  ( …,3,2,1=n ). Тогда, если 
сходится ряд (9.8), то сходится и ряд (9.7), если же ряд (9.7) расходится, 
то расходится и ряд (9.8). 
Второй признак сравнения 
Если существует конечный и отличный от нуля предел 
)0(lim +∞<<=∞→ AAv
u
n
n
n
, то ряды (9.7) и (9.8) сходятся или расходятся 
одновременно. 
Замечание. При использовании признаков сравнения во многих 
случаях ряды удобно сравнивать с обобщенным гармоническим рядом 
∑∞
= α1
1
n n
, который сходится при  1>α  и расходится при 1≤α . 
Задача 7. Исследовать на сходимость ряд ∑∞
= ++1 2
1
n nnn
. 
Решение. Возьмем для сравнения сходящийся ряд ∑∞
=1 2
1
n n
 (этот ряд 
сходится, так как это обобщенный гармонический ряд с 2=α ). Так как 
22
11
nnnn
<++ , то по первому признаку сравнения сходится и наш ряд. 
Задача 8. Исследовать на сходимость ряд ∑∞
=1
1sin
n n
. 
Решение. Возьмем для сравнения расходящийся ряд ∑∞
=1
1
n n
 (этот ряд 
расходится, так как это обобщенный гармонический ряд с 
2
1=α ). 
1
0
0sinlim
1
1
=⎟⎠
⎞⎜⎝
⎛=∞→
n
n
n
 (так как 1sinlim
0
=α
α
→n  – это 1-й замечательный предел), 
следовательно, по второму признаку сравнения ряд расходится. 
Рассмотрим знакопеременные и знакочередующиеся ряды.  
Ряд называется знакопеременным, если среди его членов есть как 
положительные, так и отрицательные. 
Ряд называется знакочередующимся, если он имеет вид 
 ( ) …+−+−=−∑∞
=
+
4321
1
11 uuuuu
n
n
n , (9.9) 
где 0>nu ,  …,3,2,1=n  . 
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Признак сходимости знакочередующегося ряда (признак 
Лейбница) 
Если члены nu  ряда монотонно убывают …… >>>>> nuuuu 321  
и 0lim =→∞ nn u , то знакочередующийся ряд ( )∑
∞
=
+−
1
11
n
n
n u  сходится, а его 
сумма положительна и не превосходит первого члена. 
 
Задача 9. Исследовать на сходимость ряд ( )∑∞
=
−
1
1
n
n
n
. 
Решение. Данный ряд является знакочередующимся, поэтому 
проверим выполнение условий признака Лейбница. Так как 
011limlim =∞== ∞→∞→ nu nnn , а 01
11 >+> nn , то оба условия признака Лейбница 
выполнены. Следовательно, данный знакочередующийся ряд сходится. 
Введем понятие абсолютной и условной сходимости. 
Знакопеременный ряд ∑∞
=1n
nu  называется абсолютно сходящимся, если 
ряд ∑∞
=1n
nu , составленный из абсолютных величин его членов, сходится. 
Сходящийся знакопеременный ряд ∑∞
=1n
nu , не являющийся абсо-
лютно сходящимся, называется условно сходящимся. 
Примером условно сходящегося ряда является ряд ( )∑∞
=
+−
1
1 11
n
n
n
. 
Действительно, как показано в задаче 9, этот знакочередующийся ряд 
по признаку Лейбница сходится. Но ряд, составленный из модулей 
∑∞
=1
1
n n
, является расходящимся гармоническим рядом. Следовательно, 
исходный ряд сходится, но не абсолютно, а значит, он является условно 
сходящимся рядом. 
 
9.2. Степенные ряды 
 
Ряд вида 
 ∑∞
=0n
n
n xa , (9.10) 
где na , …,2,1,0=n  – постоянные числа, называется степенным рядом. 
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Множество значений аргумента х, для которых степенной ряд 
(9.10) сходится, называется областью сходимости этого ряда.  
При нахождении области сходимости степенного ряда исполь-
зуется понятие радиуса сходимости и интервала сходимости сте-
пенного ряда. 
Величина 0≥R  (где R – число или символ +∞) такая, что при всех х, 
удовлетворяющих неравенству Rx < , ряд (9.10) сходится, и при всех х, 
удовлетворяющих неравенству Rx > , ряд (9.10) расходится, называ-
ется радиусом сходимости степенного ряда (9.10). 
Известно, что у всякого степенного ряда существует радиус схо-
димости. 
Множество точек х, для которых Rx < , называется интервалом 
сходимости ряда (9.10). 
Очевидно, что интервал сходимости есть открытый интервал  
(–R; R) с центром в точке 0=х . 
На концах интервала сходимости, т. е. при Rx ±= , ряд (9.10) мо-
жет либо сходиться, либо расходиться. 
Отметим, что у некоторых степенных рядов интервал сходимости 
вырождается в точку (если 0=R ), а у других – охватывает всю ось Ох 
(если +∞=R ). 
Радиус сходимости степенного ряда можно вычислить либо по 
формуле 
 
1
lim
+
∞→=
n
n
n a
aR , (9.11) 
либо по формуле 
 
n
nn
a
R
∞→
=
lim
1 , (9.12) 
если стоящие в правых частях этих равенств пределы существуют. 
Если же 0lim =∞→ n nn a , то +∞=R . 
Задача 10. Найти область сходимости степенного ряда ∑
=1 2n n
n
n
x . 
Решение. Вычислим радиус сходимости степенного ряда по 
формуле (9.11).  
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Так как nn n
a
2
1
⋅= , то ( ) 11 21
1
++ ⋅+= nn na , и 
( ) =⋅
+=
+
∞→ n
n
n n
nR
2
21lim
1
 
21211lim21lim2 =⋅=⎟⎠
⎞⎜⎝
⎛ +⋅=+⋅= ∞→∞→ nn
n
nn
. 
Следовательно, интервал сходимости данного ряда будет )2;2(− . 
Это означает, что при 2<x  ряд сходится, а при 2>x  – расходится. 
Исследуем сходимость степенного ряда на концах интервала сходи-
мости, т. е. в точках 21 =x  и 22 −=x . 
Подставив в исходный степенной ряд 21 =x , получим числовой 
ряд ∑∑ ∞
=
∞
=
=⋅ 11
1
2
2
nn
n
n
nn
. Это гармонический ряд. Так как он расходится, то 
и степенной ряд в точке 21 =x  расходится. 
Подставив в исходный степенной ряд 22 −=x , получим знакоче-
редующийся числовой ряд  
( ) ( ) ( )∑∑∑ ∞
=
∞
=
∞
=
−=⋅
⋅−=⋅
−
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1
2
21
2
2
n
n
n
n
nn
n
n
n
nnn
. 
По признаку Лейбница этот ряд сходится (см. задачу 9), следо-
вательно, и степенной ряд в точке 22 −=x  сходится. Итак, обла-
стью сходимости нашего степенного ряда является числовой про-
межуток [–2; 2). 
Замечание. Отметим, что степенной ряд вида 
 ( )∑∞
=
−
0
0
n
n
n xxa  (9.13) 
по степеням двучлена 0xx −  (при х0 = 0 ряд (8.13) принимает вид 
(8.10)) сходится при Rxx <− 0 , и его интервал сходимости имеет вид 
 RxxRx +<<− 00 . (9.14) 
Радиус сходимости ряда (9.13) также вычисляется по формулам 
(9.11) и (9.12). 
Сходящиеся степенные ряды обладают некоторыми замечатель-
ными свойствами. В частности, внутри интервала сходимости их 
можно почленно интегрировать и дифференцировать, при этом полу-
ченные степенные ряды будут иметь тот же радиус сходимости, что и 
исходный степенной ряд. 
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9.3. Ряды Тейлора и Маклорена 
 
Теорема. Если функция ( )xf  и ее производные всех порядков оп-
ределены, непрерывны и ограничены на );( ba , а точки х0 и х принад-
лежат этому интервалу, то на );( ba  функция ( )xf  представима сте-
пенным рядом 
 ( ) ( ) ( )( )n
n
n
xx
n
xfxf 0
0
0
!
−=∑∞
=
, (9.15) 
который называется рядом Тейлора для функции ( )xf . 
При 00 =x  ряд Тейлора (8.15) называется рядом Маклорена и 
формула (9.15) принимает вид  
 ( ) ( ) ( ) n
n
n
x
n
fxf ∑∞
=
=
0 !
0 , (9.16) 
или в развернутой формуле записи 
       ( ) ( ) ( ) ( ) ( ) ( ) ( ) …… +++′′′+′′+′+= nn x
n
fxfxfxffxf
!
0
!3
0
!2
0
!1
00 32  . (9.17) 
Поскольку основные элементарные функции xe , xsin , xcos  
удовлетворяют условиям сформулированной выше теоремы на всей 
числовой прямой, то при любом Rx∈  имеют место следующие раз-
ложения: 
 …… ++++++==∑∞
= !!3!2
1
!
32
0 n
xxxx
n
xe
n
n
n
x ; (9.18) 
( )
( ) ( ) ( ) …… ++−++−+−=+
−=
+∞
=
+∑ !121!7!5!3!12
1sin
12753
0
12
n
xxxxx
n
xx
n
n
n
nn
;(9.19) 
( )
( ) ( ) ( ) …… +−++−+−=
−=∑∞
= !2
1
!6!4!2
1
!2
1cos
2642
0
2
n
xxxx
n
xx
n
n
n
nn
 .   (9.20) 
Для 11 ≤<− x  
( ) ( ) ( ) …… +−++−+−=−=+ +∞
=
+
∑ n
xxxxx
n
xx
n
n
n
nn
1
432
0
1
1
432
11ln  ,  (9.21) 
а для 11 <<− x  
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( ) ( ) ( )( ) ++−−+−++=+ …32
!3
21
!2
111 xmmmxmmmxx m  
 ( )( ) ( )( ) …… +−−−−+ nx
n
nmmmm
!
121  .  
Приведенные разложения используются для приближенного 
вычисления определенных интегралов, для приближенного вычис-
ления значений функций, для решения дифференциальных уравне-
ний и т. д. 
 
Задача 11. Вычислить определенный интеграл ( )∫ +5,0
0
21ln dxx   
с точностью до 0,001. 
Решение. Так как разложение функции ( )x+1ln  в ряд Маклорена 
имеет вид (9.21), то подставляя в это разложение вместо х перемен-
ную х2, получим: 
 ( ) …+−+−=+
432
1ln
864
22 xxxxx  . 
Используя это разложение и почленно интегрируя, получим: 
( ) =⎟⎠
⎞⎜⎝
⎛ +−+−=+ ∫∫ 2
1
0
864
2
5,0
0
2
432
1ln dxxxxxdxx …  
= ≈+⋅−⋅+⋅−⋅=⎟⎠
⎞⎜⎝
⎛ +⋅−⋅+⋅− …… 362
1
212
1
102
1
32
1
9473523 9753
0
9753 2
1
xxxx  
039,0
320
1
24
1
18432
1
3968
1
320
1
24
1 ≈−≈+−+−≈ … . 
Так как при вычислении интеграла мы получили знакочередую-
щийся числовой ряд, то отбросив при вычислении его сумм все члены, 
начиная с третьего члена 
3968
1 , мы допустили ошибку, не превы-
шающую первого отброшенного члена (согласно признаку сходимо-
сти Лейбница). Поскольку же 001,0
3968
1 < , то наш интеграл вычис-
лен с точностью до 0,001. 
(9.22)
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Задача 12. Найти три первых отличных от нуля члена разложения 
в степенной ряд решения дифференциального уравнения 22 yxy +=′ , 
удовлетворяющего начальному условию 1)0( =y . 
Решение. Запишем искомое решение у(х) дифференциального 
уравнения в виде степенного ряда Маклорена 
 ( ) ( ) ( ) ( ) …+′′+′+= 2
!2
0
!1
00 xyxyyxy  . (9.23) 
Найдем последовательно ( ) ( )0,0 yy ′  и ( )0y ′′ . Из начального усло-
вия следует, что 1)0( =y . Непосредственно из дифференциального 
уравнения находим, что ( ) ( ) 1000 22 =+=′ yy . 
Продифференцировав обе части уравнения, получим: 
yyxy ′⋅+=′′ 22 . Отсюда, ( ) ( ) ( ) 2112002020 =⋅⋅=′⋅⋅+⋅=′′ yyy . Под-
ставляя найденные значения производных в (9.23), получим искомое 
разложение 
 ( ) …… +++=+++= 22 1
!2
21 xxxxxy  . 
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Òåìà 10. ÊÐÀÒÍÛÅ È ÊÐÈÂÎËÈÍÅÉÍÛÅ ÈÍÒÅÃÐÀËÛ 
 
10.1. Двойные интегралы, их вычисление  
в декартовой и полярной системах координат 
 
Двойной интеграл определяется как конечный предел интеграль-
ной суммы от функции двух переменных );( yxfz =  по двумерной 
области D и обозначается ∫∫
D
dxdyyxf );(  [2]. 
Если область D ограничена прямыми bxax == ,  (проектируется 
на ось Ox в отрезок [a; b]) и графиками функций )(1 xy ϕ=  и )(2 xy ϕ= , 
причем )()( 12 xx ϕ≥ϕ  при ];[ bax∈ , и любая прямая, параллельная оси 
Oy, пересекает границу области не более чем в двух точках (рис. 10.1), 
то двойной интеграл вычисляется по формуле 
 ∫∫∫∫
ϕ
ϕ
=
)(
)(
2
1
);();(
x
x
b
aD
dyyxfdxdxdyyxf . (10.1) 
 
Стоящий в правой части (10.1) ин-
теграл называется повторным интегра-
лом и вычисляется следующим обра-
зом. Сначала вычисляют интеграл по 
переменной y  от функции );( yxf , 
считая при этом, что .constx =  Полу-
чившуюся в результате новую функцию 
)(1 xf  интегрируют по переменной x   
и в итоге получают число, которое рав-
но искомому двойному интегралу. 
 
Если область D ограничена прямыми dycy == , (проектируется 
на ось Oy в отрезок ];[ dc ) и графиками функций )(1 yx ψ=   
и )(2 yx ψ= , причем )()( 12 yy ψ≥ψ  при ];[ dcy∈ , и любая прямая, па-
раллельная оси Oх  пересекает границу области не более чем в двух 
точках (рис. 10.2), то двойной интеграл вычисляется по формуле  
 ∫∫∫∫
ψ
ψ
=
)(
)(
2
1
.);();(
y
y
d
cD
dxyxfdydxdyyxf  (10.2) 
b xa 
)(2 xy ϕ=
O
)(1 xy ϕ=
D
y  
Рис. 10.1 
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При этом сначала вычисляют интеграл 
по переменной x  от функции );( yxf , счи-
тая, что consty = , затем получившуюся 
функцию )(2 yf  интегрируют по перемен-
ной y  и в результате получают число, ко-
торое равно искомому двойному интегралу. 
 
Задача 1. Вычислить двойной инте-
грал от функции yxyxf +=);(  по облас-
ти D, ограниченной прямыми 0,x =  
y x=  и 1=y . 
 
Решение. Изобразим область D (рис. 10.3, а).  
 
 
 
Область D проектируется на ось Ox в отрезок ]1;0[ . 
В соответствии с формулой (9.1) получим: 
=⎟⎠
⎞⎜⎝
⎛ +=+=+ ∫∫∫∫∫ dxyxydyyxdxdxdyyx
xxD
1
0
1211
0 2
)()(  
=⎟⎠
⎞⎜⎝
⎛ −+=⎟⎠
⎞⎜⎝
⎛ −⋅−+⋅= ∫∫ dxxxdxxxxx 1
0
21
0
22
2
3
2
1
22
11  
2
1
2
1
2
1
2
1
222
1
0
32
=−+=⎟⎠
⎞⎜⎝
⎛ −+= xxx . 
1 
x1 
xy =  
Рис. 10.3
O
y
a
D 
1
x1 
yx =
O
y
б
D
1=y  
0=x
d
x
c
)(2 xx ψ=
O
)(1 xx ψ=
D
y
Рис. 10.2 
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Данный двойной интеграл можно вычислить и по формуле (10.2), 
Спроектировав область D на ось Oy в отрезок ]1;0[ , как показано на 
рис. 10.3, б. Тогда 
=⎟⎠
⎞⎜⎝
⎛ +=+=+ ∫∫∫∫∫ dyyxxdxyxdydxdyyx
yy
D
1
0 0
2
0
1
0 2
)()(  
2
1
22
3
2
1
0
21
0
21
0
2
2
===⎟⎠
⎞⎜⎝
⎛ += ∫∫ ydyydyyy . 
Замечание 1. Переход при вычислении двойного интеграла от 
расстановки пределов интегрирования по формуле (10.1) к расстановке 
пределов по формуле (10.2) называется изменением порядка интегри-
рования. 
Замечание 2. Если область D не удовлетворяет вышеуказанным 
условиям, то ее разбивают на несколько областей, каждая из которых 
удовлетворяет указанным условиям. 
В некоторых случаях вычисление двойного интеграла значи-
тельно упрощается, если перейти к полярной системе координат. 
При переходе от декартовых координат x и y к полярным r  и ϕ  по 
формулам ϕ= cosrx  и ϕ= sinry  двойной интеграл преобразуется 
по формуле 
 ∫∫∫∫ ϕϕϕ=
DD
rdrdrrfdxdyуxf )sin;cos();( , (10.3) 
причем стоящий в правой части (10.3) интеграл также вычисляется 
сведением к повторному. Возможны следующие три случая. 
1. Полюс находится вне области интегрирования. Область интег-
рирования D ограничена лучами α=ϕ  и β=ϕ  ( )β<α , граничными 
кривыми ( )ϕφ= 1r  и ( )ϕφ= 2r , причем любой луч, выходящий из по-
люса и проходящий через область D, пересекает границу не более чем 
в двух точках (рис. 10.4). Тогда 
 
( )
( )
∫∫∫∫
ϕφ
ϕφ
β
α
ϕϕϕ=ϕϕϕ 2
1
)sin;cos()sin;cos( rdrrrfdrdrdrrf
D
. (10.4) 
2. Полюс находится на границе области, и область интегрирова-
ния D ограничена лучами α=ϕ  и β=ϕ  )( β<α  (рис. 10.5). Тогда ин-
теграл (10.3) вычисляется по формуле  
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( )
∫∫∫∫
ϕφβ
α
ϕϕϕ=ϕϕϕ
0
)sin;cos()sin;cos( rdrrrfdrdrdrrf
D
.      (10.5) 
 
 
 
3. Полюс находится внутри области интегрирования D (рис. 10.6), 
интеграл (9.3) вычисляется по формуле  
 
( )
∫∫∫∫
ϕφπ
ϕϕϕ=ϕϕϕ
0
2
0
)sin;cos()sin;cos( rdrrrfdrdrdrrf
D
. (10.6)  
 
 
 
Замечание. Если область D не удовлетворяет вышеуказанным ус-
ловиям, то ее разбивают на несколько областей, каждая из которых 
удовлетворяет указанным условиям. 
 
Задача 2. Вычислить ∫∫ +
D
dxdyyx 22 , где D – четверть круга ра-
диуса 3=R , лежащая в 1-м квадранте. 
Решение. Изобразим область D на рис. 10.7. 
)(2 ϕφ=r
O  
α
r
β  
)(1 ϕφ=r  
D  
A
B  
Рис. 10.4 
O
α
r
β
D
A  
B
Рис. 10.5
)(ϕφ=r  
O r
D  
)(ϕφ=r  
Рис. 10.7Рис. 10.6 
O
D
3  x  
3
y
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Границу области D и подынтегральную функцию удобнее выра-
зить в полярных координатах, поэтому переходим к полярным коор-
динатам и вычисляем данный интеграл по формуле (10.4): 
∫∫∫∫∫∫ =ϕ=ϕϕ+ϕ=+
DDD
drdrrdrdrrdxdyyx 2222222 sincos  
2
99
3
2
0
2
0
3
0
33
0
2
2
0
π=ϕ=ϕ⎟⎟⎠
⎞
⎜⎜⎝
⎛=ϕ= ∫∫∫∫
πππ
ddrdrrd . 
 
Замечание. Свойства двойного интеграла аналогичны свойст-
вам определенного интеграла. В частности, двойной интеграл по 
области D от функции, тождественно равной единице, равен пло-
щади области D: 
 D
D
Sdxdy =⋅∫∫1 .  (10.7) 
 
10.2. Тройные интегралы, их вычисление  
в декартовой и цилиндрической системах координат 
 
Тройной интеграл определяется как конечный предел интеграль-
ной суммы от функции );;( zyxfu =  по трехмерной области V и обо-
значается ∫∫∫
V
dxdydzzyxf );;(  [2]. 
Если 1);;( ≡zyxf , то тройной интеграл равен объему области V . 
Вычисление тройного интеграла сводится к повторному, а затем  
к последовательному вычислению трех определенных интегралов. Ес-
ли область V  снизу ограничена поверхностью ( )yxz ;1ψ= , сверху – 
поверхностью ( )yxz ;2ψ= , а проекция этой области на плоскость xOy  
есть область D, ограниченная прямыми ,x a x b= =  и графиками 
функций )(1 xy ϕ=  и )(2 xy ϕ= , причем )()( 12 xx ϕ≥ϕ  при ];[ bax∈  
(рис. 10.8), то тройной интеграл вычисляется по формуле 
( )
( )
== ∫∫ ∫∫∫∫
ψ
ψD
yx
yxV
dzzyxfdxdydxdydzzyxf
,
,
2
1
);;();;(  
 
( )
( )
∫∫ ∫
ψ
ψ
ϕ
ϕ
=
yx
yx
b
a
x
x
dzzyxfdydx
,
,
)(
)(
2
1
2
1
);;( .  
(10.8)
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В тройном интеграле 
сначала вычисляют инте-
грал по переменной z , 
считая x  и y  постоянны-
ми. Таким образом, трой-
ной интеграл сводится к 
двойному, и затем можно 
интегрировать по перемен-
ной y , считая x  постоян-
ной, и наконец, по пере-
менной x . Получившееся 
число и есть искомый трой-
ной интеграл. 
 
Задача 3. Вычислить ∫∫∫
V
xdxdydz , где V – область, ограниченная 
плоскостями 1, 2 , 0 и 4x y x z x y z= = = + + = . 
Решение. Область V – это усеченная призма, изображенная на 
рис. 10.9. Проекция этой призмы на плоскость xОy – это треуголь-
ник, изображенный на рис. 10.10.  
 
 
 
В соответствии с формулой (10.8) получим: 
x
xy 2=
O
z
1 D
1
x1 
xy 2=
O
y
D
4
2
y
Рис. 10.10 
yxz −−= 4
Рис. 10.9 
O
a
);(2 yxz ψ=  
y
D
b
x
z
);(1 yxz ψ=  
10.8 Рис.
)(1 xy ϕ= )(2 xy ϕ=
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( )∫ ∫∫ ∫ ∫∫∫∫ −−−− == 1
0
2
0
4
0
1
0
2
0
4
0
x
yx
x yx
V
dyxzdxxdzdydxxdxdydz = 
( )( ) ( )∫∫ ∫ =⎟⎠
⎞⎜⎝
⎛ −−=−−=
1
0
2
0
21
0
2
0 2
44 dxyxyxxdyxyxxdx
x
x
 
( )( ) ( )
3
51
3
8
3
848224
1
0
4
31
0
32
1
0
2 =−=⎟⎠
⎞⎜⎝
⎛ −=−=−−= ∫∫ xxdxxxdxxxxxx . 
В некоторых случаях вычисление тройного интеграла значительно 
упрощается, если от декартовой системы координат zyx ;;  перейти  
к цилиндрическим координатам ; ;r zϕ  по формулам: 
ϕ= cosrx ; ϕ= sinry ; zz =  ),20,0( +∞<<∞−π≤ϕ≤+∞≤≤ zr .(10.9) 
Тройной интеграл преобразуется следующим образом: 
 dzrdrdzrrfdxdydzzyxf
VV
∫∫∫∫∫∫ ϕϕϕ= );sin;cos();;( .  (10.10) 
Вычисление стоящего в правой части (10.10) интеграла осуществ-
ляется путем его преобразования к последовательному вычислению 
трех определенных интегралов. 
 
Задача 4. Найти объем тела, ограниченного поверхностями 
22 yxz +=  и 9=z . 
Решение. Изобразим тело, ограниченное эллиптическим парабо-
лоидом 22 yxz +=  и плоскостью 9=z , перпендикулярной оси Оz 
(рис. 10.11). 
Проекция этого тела на плоскость xOy  − это круг радиуса 3=R  
(рис. 10.12), так как линией пересечения данных поверхностей является 
окружность 222 3=+ yx , лежащая в плоскости 9=z . 
Учитывая, что уравнение эллиптического параболоида в ци-
линдрических координатах имеет вид 22222 sincos rrrz =ϕ+ϕ= , а 
уравнение окружности 3=r , и полюс находится внутри области D, 
вычислим объем тела с помощью тройного интеграла в цилиндри-
ческих координатах: ( ) =ϕ=ϕ=ϕ=⋅= ∫∫∫∫∫∫∫∫∫∫∫ ππ 3
0
0
2
00
3
0
2
0
2
2
1 drzrdrdzdrddzrdrddxdydzV r
r
VV
 
2
812
4
81
4
81
4
2
0
2
0
3
0
43
0
3
2
0
π=π=ϕ=ϕ⎟⎟⎠
⎞
⎜⎜⎝
⎛=ϕ= ∫∫∫∫ πππ ddrdrrd  (куб. ед.). 
(10.11)
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10.3. Криволинейные интегралы 
 
Криволинейный интеграл по длине дуги или интеграл I рода от 
функции );( yxfz =  по кривой L определяется как конечный предел 
соответствующей интегральной суммы [2] и обозначается 
 ( )dsyxf
L
∫ ; . (10.12) 
Если ( ) 1; ≡yxf  на кривой L, то интеграл (10.12) численно равен 
длине кривой L . 
Криволинейные интегралы по координатам или интегралы II рода 
от функций ( )yxP ;  и ( )yxQ ;  по кривой L также определяются как 
конечные пределы соответствующих интегральных сумм [2] и обо-
значаются 
 ( )dxyxP
L
∫ ; ;   ( )dyyxQ
L
∫ ;  (10.13) 
или в общем случае 
 ( ) ( )dyyxQdxyxP
L
;; +∫ . (10.14) 
Криволинейный интеграл II рода вида (10.14) численно равен ра-
боте, производимой силой ( ) ( ) ( ) →→→ ⋅+⋅= jyxQiyxPyxF ;;;  при переме-
щении материальной точки вдоль кривой L. 
x
Рис. 10.11 
O  
z
x
y
D 
9
3
y
Рис. 10.12 
22 yxz += 3 O
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Если кривая L является графиком функции ( )xyy = , bxa ≤≤ , то 
криволинейные интегралы вычисляются их сведением к определен-
ным интегралам по формулам 
 ( ) ( )( ) ( )( ) dxxyxyxfdsyxf b
aL
21;; ′+= ∫∫ ; (10.15) 
 ( ) ( ) ( )( ) ( ) ( )( )( )dxxyxQxyxyxPdyyxQdxyxP b
aL
∫∫ ′+=+ ;;;; . (10.16) 
Если кривая L задана параметрическими уравнениями ( )tx ϕ= , ( )ty ψ= , β≤≤α t , то криволинейные интегралы вычисляются сведе-
нием к определенным интегралам по формулам 
 ( ) ( ) ( )( ) ( )( ) ( )( )2 2; ;b
L a
f x y ds f t t t t dt′ ′= ϕ ψ ⋅ ϕ + ψ∫ ∫ ; (10.17) 
 ( ) ( ); ;
L
P x y dx Q x y dy+ =∫   
 ( ) ( )( ) ( ) ( ) ( )( ) ( )( ); ;P t t t Q t t t dtβ
α
′ ′= ϕ ψ ⋅ϕ + ϕ ψ ψ∫ .  
 
Задача 5. Вычислить криволинейный интеграл 
L
xds∫ , где L  – дуга 
параболы 
2
2xy =  от точки ( )0;0O  до точки )22;2(B . 
Решение. Кривая L  задана в явном виде. Находим производную 
заданной функции: 
2
2
2 xxy ==′ . 
Для вычисления криволинейного интеграла по длине дуги ис-
пользуем формулу (10.15): 
2 2
2 2
0 0
1 ( 2) 1 2
L OB
xds xds x x dx x x dx= = + = + =∫ ∫ ∫ ∫
22 1 3
2 2 22 2
0 0
1 1 2 1 13(1 2 ) (1 2 ) (1 2 ) (27 1) .
4 4 3 6 3
x d x x= + + = ⋅ + = − =∫  
(10.18)
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Задача 6. Вычислить криволинейный интеграл 2
L
y ds∫ , где L  – 
часть окружности cosx a t= , siny a t= , 
2
0 π≤≤ t . 
Решение. Так как кривая L  задана параметрическими уравнениями, 
то для вычисления криволинейного интеграла по длине дуги исполь-
зуем формулу (10.17):  
( ) ( ) ( )2 2 2 22
0
sin sin cos
L
y ds a t a t a t dt
π
= ⋅ − + =∫ ∫  
=
2 2
2 2 2 2 3 2
0 0
sin sin cos sina t t tdt a tdt
π π
⋅ + =∫ ∫ = 
= ( )
4
2sin
2
1
2
2cos1
2
32
0
32
0
3 attadtta π=⎟⎠
⎞⎜⎝
⎛ −=−
ππ
∫ . 
 
Задача 7. Вычислить работу А, производимую силой 
( ) ( ) jxixxyyxF GGG +−= 2;  при перемещении материальной точки вдоль 
дуги параболы 22xy =  от точки ( )0;0O  до точки )3;1(B . 
Решение. Вычислим работу А с помощью криволинейного инте-
грала II рода по формуле (10.18), при этом учитывая, что 
:);(,);( 2 xyxQxxyyxP =−=  
( ) ( )12 2 2 2
0
2 2
L
A xy x dx xdy x x x x x dx
′⎛ ⎞= − + = ⋅ − +⎜ ⎟⎝ ⎠∫ ∫  = 
= ( ) .
2
31
2
1
3
3
4
232
1
0
341
0
23 =+=⎟⎟⎠
⎞
⎜⎜⎝
⎛ +=+∫ xxdxxx  
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Òåìà 11. ÝËÅÌÅÍÒÛ ÒÅÎÐÈÈ ÏÎËß 
 
11.1. Скалярное поле 
 
При изучении различных физических процессов широко исполь-
зуется понятие скалярного поля. Примерами скалярных полей является 
поле температур внутри нагретого тела, поле плотной массы и т. д. 
Пусть D – некоторая область на плоскости или в пространстве. 
Говорят, что в области D задано скалярное поле, если каждой точке М 
из области D ставится в соответствие некоторое число ( )Muu = . 
Иначе говоря, скалярное поле задается с помощью числовой 
функции. Рассмотрим далее основные операции, связанные со скаляр-
ными полями. 
Градиент скалярного поля 
Пусть в трехмерном пространстве задана прямоугольная декарто-
ва система координат с единичными векторами ,,, kji
GGG
 направленны-
ми соответственно вдоль оси Ох, Оу и Oz, и пусть в некоторой области 
D этого пространства задано скалярное поле с помощью дифференци-
руемой функции ( )zyxuu ;;= . 
Определение. Градиентом скалярного поля ( )zyxuu ;;=  называ-
ется вектор, обозначаемый ugrad , проекциями которого на оси декар-
товой прямоугольной системы координат являются частные произ-
водные функции ( )zyxuu ;;=  по соответствующим переменным, т. е. 
 k
z
uj
y
ui
x
uu
GGG
∂
∂+∂
∂+∂
∂=grad . (11.1) 
Равенство (11.1) часто записывают с помощью символа ∇ , назы-
ваемого оператором Гамильтона: 
 
z
k
y
j
x
i ∂
∂+∂
∂+∂
∂=∇ GGG . (11.2) 
Используя (11.2), получим: 
 
z
uk
y
uj
x
uiu ∂
∂+∂
∂+∂
∂=∇ GGG , т. е. ugradu =∇ . (11.3) 
Производная по направлению 
Пусть в области D задано скалярное поле функцией ( ) ( )Muzyxuu == ;; , 0M  – некоторая точка этой области, и некоторый 
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вектор l
G
, задающий направление в точке 0M . Пусть 1M  – другая точка 
области D, такая, что вектор 10MM  коллинеарен вектору l
G
 и 
ρ=10MM . 
Определение. Если существует конечный предел 
 ( ) ( )ρ
−
→ρ
01
0
lim MuMu , (11.4) 
то он называется производной скалярного поля в точке 0M  по направ-
лению вектора l
G
 и обозначается l
u
∂
∂
.  
Итак,  
 ( ) ( )ρ
−=∂
∂
→ρ
01
0
lim MuMu
l
u . (11.5) 
Если kljlill zyx
GGGG ++= , т. е. zyx lll ;;  – координаты вектора l
G
 в 
прямоугольной декартовой системе координат Oxyz, то 
 
l
lxG=αcos ; 
l
lyG=βcos ; 
l
lzG=γcos  (11.6) 
являются направляющими косинусами вектора l
G
 (здесь 
222
zyx llll ++=
G
 – длина вектора l
G
). 
В этом случае, производная по направлению вычисляется по 
формуле 
 γ∂
∂+β∂
∂+α∂
∂=∂
∂ coscoscos
z
u
y
u
x
u
l
u . (11.7) 
Из определения производной вытекает, что она задает скорость 
изменения функции ( )Muu =  в точке 0M  в направлении вектора lG . 
Нетрудно показать, что градиент скалярного поля задает направление 
наибольшего изменения функции u . 
 
Задача 1. Дана функция 2 2z x y xy= + . Найти в точке ( )1;20M  
zgrad  и производную по направлению вектора jil
GGG
34 += . 
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Решение. Так как  
22 yxy
x
z +=∂
∂ ;    xyx
y
z 22 +=∂
∂ , 
то ( ) 511221;2 2 =+⋅⋅=∂
∂
x
z ; ( ) 812221;2 2 =⋅⋅+=∂
∂
y
z . 
По формуле (11.1), записанной для двумерного случая, получим: 
j
y
zi
x
zz
GG
∂
∂+∂
∂=grad ,  или ( ) jiMz GG 85grad 0 += . 
Вычислим направляющие косинусы вектора l
G
 по формуле (11.6): 
5
4
34
4cos
22
=+=α ; 5
3
34
3cos
22
=+=β . 
По формуле (11.7) получим: 
0( ) 4 3 445 8 8,8
5 5 5
u M
l
∂ = ⋅ + ⋅ = =∂ . 
 
11.2. Векторное поле 
 
Наряду со скалярными полями рассматривают векторные поля. 
Поле скоростей потока жидкости, поле вектора магнитной индукции – 
это примеры векторных полей. 
Если каждой точке М области D ставится в соответствие опре-
деленный вектор ( )MFF GG = , то говорят, что в области D задано век-
торное поле. 
Иначе говоря, векторное поле задается с помощью векторной 
функции. Пусть в трехмерном пространстве задана прямоугольная де-
картова система координат с единичными векторами ,,, kji
GGG
 направ-
ленными соответственно вдоль оси Ох, Оу и Oz. Тогда векторная 
функции ( )zyxFF ;;GG =  записывается в виде: 
 ( ) ( ) ( ) ( ) kzyxRjzyxQizyxPzyxF GGGG ;;;;;;;; ++= . (11.8) 
Пусть Р, Q и R – дифференцируемые функции своих аргументов. 
Рассмотрим основные характеристики векторных полей. 
Определение. Дивергенцией векторного поля (11.8) в некоторой 
точке называется число, обозначаемое символом F
G
div  и вычисляемое 
по формуле 
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z
R
y
Q
x
PF ∂
∂+∂
∂+∂
∂=Gdiv . (11.9) 
Используя оператор Гамильтона, выражение (11.9) символически 
можно записать следующим образом: 
 FF
GG ∇=div ,  (11.10) 
где F
G∇  – скалярное произведение оператора Гамильтона на вектор-
ную функцию F
G
. Действительно, 
 ( )
z
R
y
Q
x
PkRjQiP
z
k
y
j
x
iF ∂
∂+∂
∂+∂
∂=++⋅⎟⎟⎠
⎞⎜⎜⎝
⎛
∂
∂+∂
∂+∂
∂= GGGGGGGdiv . 
Если дивергенция в точке больше нуля, то точка называется 
источником, если же меньше нуля, то стоком. Значение диверген-
ции равно мощности источника или стока. 
Определение. Ротором, или вихрем, векторного поля (11.8) в не-
которой точке называется вектор, обозначаемый символом F
G
rot  и вы-
числяемый по формуле  
 k
y
P
x
Qj
z
R
z
Pi
z
Q
y
RF
GGGG
⎟⎟⎠
⎞⎜⎜⎝
⎛
∂
∂−∂
∂+⎟⎠
⎞⎜⎝
⎛
∂
∂−∂
∂+⎟⎟⎠
⎞⎜⎜⎝
⎛
∂
∂−∂
∂=rot . (11.11) 
Используя оператор Гамильтона, выражение (11.11) можно запи-
сать в виде 
 
RQP
zyx
kji
FF ∂
∂
∂
∂
∂
∂=×∇=
GGG
GG
rot ,  (11.12) 
где F
G×∇  – векторное произведение оператора Гамильтона на вектор-
ную функцию F
G
. 
Ротор характеризует вращательное (вихревое) свойство векторно-
го поля. 
Дивергенция и ротор векторного поля используются для анализа 
векторных полей. 
В приложениях векторного анализа наиболее часто находят при-
менения некоторые частные виды векторных полей. 
Определение. Векторное поле F
G
 называется соленоидальным 
(трубчатым), если 
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 div 0F =G . (11.13) 
Соленоидальные поля не содержат ни источников, ни стоков. 
Определение. Векторное поле F
G
 называется потенциальным 
(безвихревым) в области D, если криволинейный интеграл dsF∫ τ);( GG  
(циркуляция векторного поля) равен нулю по любой замкнутой кусочно-
гладкой кривой L, расположенной в области D (здесь τG  – единичный 
вектор касательной к кривой L). 
Необходимым и достаточным условием потенциальности вектор-
ного поля (11.8) в поверхностно-односвязной области D является ра-
венство нулю его ротора во всех точках этой области: 
 0rot =FG . (11.14) 
Для потенциального поля F
G
 существует такая скалярная функция 
(потенциал) и, что 
 uF grad=G . (11.15) 
Потенциал векторного поля можно находить по формуле 
 dzzyxPdyzyxPdxzyxPzyxu
z
z
y
y
x
x
∫∫∫ ++=
000
);;();;();;();;( 000 ,  (11.16) 
где точка );;( 0000 zyxM  – фиксированная точка из области задания 
векторного поля. Если точка )0;0;0(O  принадлежит области задания 
векторного поля, то ее удобно брать в качестве 0M . 
 
Задача 4. Проверить, является ли заданное векторное поле 
( ) ( ) ( )kxyzjxzyiyzxF GGGG +++++= 222  соленоидальным и потенци-
альным. В случае потенциальности найти его потенциал. 
Решение. Для проверки соленоидальности векторного поля F
G
 вы-
числим его дивергенцию по формуле (11.9). Так как в нашем случае ( ) yzxzyxP += 2;; , ( ) xzyzyxQ += 2;; , ( ) xyzzyxR += 2;; , то 
2=∂
∂=∂
∂=∂
∂
z
R
y
Q
x
P  и 6222div =++=FG . 
Поскольку 0div ≠FG , то векторное поле FG  не является соленои-
дальным. 
Для проверки потенциальности векторного поля F
G
 вычислим его 
ротор по формуле (11.11).  
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Учитывая, что x
z
Q
y
R =∂
∂=∂
∂ , y
x
R
z
P =∂
∂=∂
∂ , z
y
P
x
Q =∂
∂=∂
∂ , получим: 
( ) ( ) ( ) 0rot =−+−+−= kzzjyyixxF GGGG . 
Поскольку 0rot =FG , то векторное поле FG  потенциальное. 
Найдем потенциал векторного поля по формуле (11.16), выбрав 
фиксированную точку )0;0;0(O : 
 =+++= ∫∫∫ dzxyzdyydxxzyxu
zyx
000
)2(22);;(  
 2 2 2 2 2 2
0 0 0
( )
x y z
x y z xyz x y z xyz= + + + = + + + . 
Итак, xyzzyxu +++= 222  – потенциал векторного поля FG . 
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Òåìà 12. ÒÅÎÐÈß ÂÅÐÎßÒÍÎÑÒÅÉ 
 
12.1. Случайные события и их классификация 
 
Предметом теории вероятностей является изучение вероятност-
ных закономерностей массовых однородных случайных явлений. 
Результат опыта или наблюдения в теории вероятностей называ-
ется событием. События обозначаются заглавными буквами латин-
ского алфавита: …,,, CBA . 
Наблюдаемые события можно разделить на три вида: достовер-
ные, невозможные и случайные. 
Достоверным называется событие, которое всегда происходит 
при осуществлении некоторого эксперимента. 
Невозможным называется событие, которое заведомо не про-
изойдет при осуществлении некоторого эксперимента. 
Случайным называется событие, которое может произойти, а мо-
жет и не произойти при осуществлении некоторого эксперимента. На-
пример, выпадение герба при однократном подбрасывании монеты, 
число очков при подбрасывании игральной кости, количество дожд-
ливых дней в июне для данной местности и т. п. 
Для некоторых опытов можно указать конечное множество вза-
имно исключающих друг друга, равновозможных элементарных исхо-
дов, причем в результате одного опыта должен осуществиться какой-
нибудь один из них. Такая совокупность называется пространством 
элементарных событий Ω , связанных с данным опытом, а входящие 
в нее события – элементарными событиями iω . 
Под равновозможными понимают такие события, которые имеют 
одинаковые условия для появления и для которых нет оснований ут-
верждать, что какое-либо из них в результате опыта имеет больше 
шансов появиться, чем другое. 
Любое подмножество элементарных событий образует некоторое 
случайное событие A . Говорят, что событие A  произошло, если в ре-
зультате опыта имело место одно из элементарных событий, принад-
лежащих событию A . 
Заметим, что каждое элементарное событие является случайным, 
а все пространство Ω  является достоверным событием. Достоверное 
событие будем обозначать через Ω . 
Каждому событию А  соответствует противоположное событие А , 
появление которого равносильно не появлению A. 
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Невозможное событие представляет собой событие, противопо-
ложное достоверному событию Ω . Очевидно, что невозможное собы-
тие представляет собой пустое множество элементарных событий. 
Например, выпадение более шести очков при бросании игральной 
кости. Невозможное событие будем обозначать через ∅. 
Для возможности выполнения действия с событиями введем ос-
новные определения. 
Событие В  называется следствием события А : ВА⊂ , если из 
появления А  следует появление В . Очевидно, если ВА⊂  и АВ ⊂ , 
то ВА = , если ВА⊂  и СВ ⊂ , то СА⊂ . 
Суммой, или объединением, двух событий А  и В  называется та-
кое событие С , которое состоит в осуществлении события А  или со-
бытия В , или событий А  и В  вместе. Условно записывают так: 
 ВАС += ,  или  ВАС ∪= . 
Сумма событий BA +  состоит из всех элементарных событий, 
принадлежащих событиям А и B. 
Произведением, или пересечением, двух событий А  и В  называ-
ется событие С , которое состоит в осуществлении события А  и собы-
тия В  одновременно. Условно записывают так: 
 АВС = ,  или  ВАС ∩= . 
Произведение событий AB  состоит из элементарных событий, 
одновременно входящих в событие A  и событие B . 
События А  и В  называются совместными, если они могут поя-
виться одновременно в одном и том же испытании. Это значит, что 
существуют такие элементарные события, которые входят в состав  
и А , и В  одновременно, другими словами, произведение событий AB  
не пустое множество. 
События А  и В  называются несовместными, если появление 
одного из них исключает появление другого, т. е. если =АВ ∅. Ины-
ми словами, нет ни одного элементарного события, которое входило 
бы в состав и А , и В  одновременно. В частности, противоположные 
события A  и A  всегда несовместны. 
События nAAA ,,, 21 …  называются попарно несовместными, если 
любые два из них несовместны. 
События nAAA ,,, 21 …  образуют полную группу, если в результате 
опыта наступит хотя бы одно из них. 
Если при этом события nAAA ,,, 21 …  попарно несовместны, то го-
ворят, что они образуют полную группу попарно несовместных событий. 
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Противоположные события A  и A  представляют собой простей-
ший случай полной группы событий. 
 
12.2. Классическое определение вероятности.  
Свойства вероятности 
 
Вероятность случайного события A есть численная мера степени 
объективной возможности появления события A . 
Рассмотрим пространство элементарных событий Ω , состоящее 
из n элементарных (равновозможных, несовместных, образующих 
полную группу) событий nωωω ,,, 21 … . 
Элементарное событие называется благоприятствующим собы-
тию A , если его появление влечет за собой появление события A . 
Классическое определение вероятности 
Вероятностью )(AP  случайного события A  называется отноше-
ние числа m  благоприятствующих ему элементарных событий к их 
общему числу n : 
 
n
mAP =)( .  (12.1) 
Основные свойства вероятности 
1. Вероятность случайного события A  есть неотрицательное чис-
ло, заключенное между нулем и единицей, т. е. 
 1)(0 ≤≤ AP .  
2. Вероятность достоверного события равна единице ( ) 1=ΩP . 
3. Вероятность невозможного события равна нулю P(∅) = 0.  
 
12.3. Элементы комбинаторики 
 
При вычислении вероятности случайного события по формуле 
(12.1) полезно использовать элементы комбинаторики. 
Пусть имеется множество, состоящее из n элементов. Любое его 
подмножество, содержащее m элементов, называется сочетанием из 
n элементов по m. Порядок элементов, входящих в сочетание, роли 
не играет. 
Число всех сочетаний из n элементов по m элементов обозначается 
символом mnC  и вычисляется по формуле 
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 ( ) ( ) ( )
!
1...21
m
mnnnnC mn
+−⋅⋅−⋅−⋅= . (12.2) 
Пусть имеется множество, состоящее из n элементов. Любое его 
упорядоченное подмножество, содержащее m элементов, называется 
размещением из n элементов по m. Различают размещения без повто-
рений, когда один элемент входит в подмножество только один раз,  
и размещения с повторениями, когда один и тот же элемент может 
входить в подмножество несколько раз. 
Число всех размещений без повторений из n элементов по m эле-
ментов обозначается символом mnA  и вычисляется по формуле 
 ( ) ( ) ( ) ( )1...21!
! +−⋅⋅−⋅−⋅=−= mnnnnmn
nAmn . (12.3) 
Число всех размещений с повторениями из n элементов по m эле-
ментов обозначается символом повт( )
m
nA  и вычисляется по формуле 
 повт( )
m m
nA n= . (12.4) 
Множество называем упорядоченным, если по условиям опыта 
важен порядок входящих в него элементов. Например, из цифр 1, 2, 3 
составляется трехзначное число. 
Перестановками из n элементов называются соединения, каждое 
из которых содержит все n элементов, отличающихся поэтому друг от 
друга только порядком их расположения. 
Число всех перестановок из n элементов обозначается символом 
Рn и вычисляется по формуле 
 Рn= n!. (12.5) 
 
Задача 1. Набирая номер телефона, студент забыл две последние 
цифры. Вспомнив, что эти цифры были различны, он набрал их нау-
гад. Какова вероятность того, что номер набран правильно? 
Решение. Здесь элементарное событие представляет упорядочен-
ное подмножество из двух различных цифр, причем важен их порядок 
записи. Число n всевозможных элементарных событий равно числу 
всех размещений без повторений из 10 элементов (множество всех 
цифр) по 2, т. е. 210An = .  
Событию А (цифры набраны верно) благоприятствует только 
один исход, т. е. 1=m . По формуле (12.1) находим ( )AP : 
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 ( )
90
1
910
11
2
10
=⋅=== An
mAP . 
 
Задача 2. В партии из 50 изделий 5 бракованных. Какова вероят-
ность того, что выбранные наугад 3 изделия окажутся годными? 
Решение. Рассмотрим подмножество из пяти различных изделий, 
причем порядок их расположения внутри множества неважен. Число n 
всевозможных исходов равно числу сочетаний из 50 элементов по 3, 
т.  е. 350Cn = . Так как изделия выбираются наугад, то все эти способы 
выбора равновероятны. 
Через A  обозначим событие – выбранные наугад 3 изделия год-
ные. Число m исходов, благоприятствующих данному событию, равно 
числу сочетаний из 45 (число годных деталей) элементов по 3, т. е. 
3
45Cm = .  
По формуле (12.1) находим ( )AP : 
( ) 724,0
484950
434445
321
484950:
321
434445
3
50
3
45 ≈⋅⋅
⋅⋅=⋅⋅
⋅⋅
⋅⋅
⋅⋅===
C
C
n
mAP . 
 
12.4. Основные теоремы вероятностей случайных событий 
 
Наряду с классическим определением, для вычисления вероятно-
стей случайных событий можно использовать сформулированные 
ниже теоремы. 
Теорема сложения вероятностей несовместных событий 
Вероятность суммы двух несовместных событий равна сумме ве-
роятностей этих событий: 
 ( ) ( ) ( )BPAPBAP +=+ . (12.6) 
Следствие 1. Вероятность суммы нескольких попарно несовмест-
ных событий равна сумме вероятностей этих событий: 
 ( ) ( ) ( ) ( )nn APAPAPAAAP +++=+++ …… 2121 . (12.7) 
Следствие 2. Сумма вероятностей событий nAAA ,,, 21 … ,  обра-
зующих полную группу попарно несовместных событий, равна 1: 
 ( ) ( ) ( ) 121 =+++ nAPAPAP … . (12.8) 
Следствие 3. Сумма вероятностей противоположных событий 
равна 1: 
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 ( ) ( ) 1=+ APAP . (12.9) 
Теорема сложения вероятностей совместных событий 
Вероятность суммы двух совместных событий равна сумме ве-
роятностей этих событий за вычетом вероятности их совместного 
появления: 
 ( ) ( ) ( ) ( )ABPBPAPBAP −+=+ . (12.10) 
Для формулировки теорем о вероятности произведения событий 
вводится понятие условной вероятности, поскольку вероятность неко-
торых событий может меняться по мере получения информации  
о протекании эксперимента. 
Два события А и В называются зависимыми, если вероятность 
появления одного из них зависит от наступления или не наступле-
ния другого. В противном случае события А и В называются неза-
висимыми. 
Несколько событий называются независимыми в совокупности, 
если каждое из них и любая комбинация остальных есть события не-
зависимые. 
Вероятность события В, вычисленная в предположении, что со-
бытие А произошло, называют условной вероятностью события В  
и обозначают символом РА(В) или )/( ABP . 
Для независимых событий РА(В) = Р(В). 
Теорема умножения вероятностей 
Вероятность произведения двух событий равна произведению ве-
роятности одного из них на условную вероятность другого, вычис-
ленную в предположении, что первое событие уже наступило: 
 ( ) ( ) ( )BPAРABР A= . (12.11) 
Вероятность произведения двух независимых событий равна про-
изведению вероятностей этих событий: 
 ( ) ( ) ( )BPAРABР = . (12.12) 
Последнюю теорему легко обобщить на случай произведения ко-
нечного числа событий: 
( ) ( ) ( ) ( ) ( )
1 1 2 1 2 11 2 3 1 2 3 ... nn A A A A A A n
P A A A A P A P A P A P A−= ⋅ ⋅ ⋅ ⋅… … . (12.13) 
В частности, для независимых в совокупности событий формула 
(12.13) принимает следующий вид: 
( ) ( ) ( ) ( )1 2 3 1 2... ...n nP A A A A P A P A P A= . 
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Следствие 1. Вероятность произведения независимых событий 
равна произведению их вероятностей 
( ... ) ( ) ( ) ( ) ... ( ) ( )P ABC KL P A P B P C P K P L= . 
Следствие 2. Вероятность появления хотя бы одного из событий 
, , , , ...A B C D , независимых в совокупности, равна 
 1 ( ) ( ) ( ) ( )...P P A P B P C P D= − . (12.15) 
 
Задача 3. Два стрелка делают по одному выстрелу по мишени. 
Вероятность попадания в мишень для первого стрелка − 0,6, для вто-
рого – 0,8. Найти вероятность следующих событий: А – в мишень по-
падут оба стрелка; В – в мишень попадет только один стрелок; С – ни 
один стрелок не попадет в мишень; D – в мишень попадет хотя бы 
один стрелок. 
Решение. Обозначим события: Нi – i-й стрелок попал в мишень 
)2,1( =i , iH
_
 – i-й стрелок не попал в мишень. Тогда события А, В и С 
можно представить в виде: 
 21HHA = ; 2121 HHHHB += ; 
_
2
_
1 HHC = . (12.16) 
Вероятность попадания в мишень каждого из стрелков не зависит 
от того, попал или нет в мишень другой стрелок. Значит по теореме  
о вероятности произведения независимых событий и о вероятности 
суммы несовместных событий из равенств (12.16) получим: 
( ) ( ) ( )21 HPHPAP = ; ( ) ( ) ( )2_1_21 )()( HPHPHPHPBP += ; 
( ) )()( _2_1 HPHPCP = . 
Так как по условию задачи ( ) 6,011 == PHP , ( ) 8,022 == PHP , то 
для противоположных событий 
4,01)( 11
_
1 =−== pqHP ;  2,01)( 22
_
2 =−== pqHP . 
Следовательно, ( ) 48,08,06,0 =⋅=AP ; 
( ) 44,08,04,02,06,0 =⋅+⋅=BP ; 
( ) 08,02,04,0 =⋅=CP . 
Полученный результат можно проконтролировать следующим 
образом. Так как события А, В и С образуют полную группу попарно 
(12.14)
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несовместных событий, то сумма их вероятностей должна быть равна 1. 
Действительно, ( ) ( ) ( ) 0,108,044,048,0 =++=++ CPBPAP . 
Поскольку события D и С противоположные, т. е. 
_
CD = , то 
( ) ( ) 92,008,011)( _ =−=−== CPCPDP . 
Вероятность этого события можно найти и другим способом. По-
скольку D A B= + , то ( ) ( ) ( ) 0,48 0,44 0,92P D P A P B= + = + = . 
 
Задача 4. Студент знает 20 из 25 вопросов программы. Экзамена-
тор последовательно один за другим задает 3 вопроса. Найти вероят-
ность того, что студент ответит на предложенные 3 вопроса. 
Решение. Пусть Аi – событие, состоящее в том, что студент знает 
i-й вопрос )3,2,1( =i , В – событие, состоящее в том, что студент знает 
все 3 предложенные вопроса. Тогда 321 AAAB = . По определению ве-
роятности случайного события получим, что ( )
25
20
1 =AP . Если собы-
тие А1 произошло, то у экзаменатора осталось 24 вопроса, из которых 
студент знает 19. То есть вероятность события А2 следует вычислять с 
учетом того, что произошло событие А1. Поэтому ( ) 24
19
21
=APA . Анало-
гично ( )
1 2 3
18
23A A
P A = .  
По формуле (12.13) находим, что  
( ) ( ) ( ) ( )
1 1 21 2 3
20 19 18 0,496
25 24 23A A A
P B P A P P A P P A= = ⋅ ⋅ ≈ . 
Следствием сформулированных выше теорем является формула 
полной вероятности. 
Теорема. Пусть событие А может произойти только при появле-
нии одного из событий 1 2, , , nH H H" , образующих полную группу 
попарно несовместных событий и называемых гипотезами. Тогда ве-
роятность события А равна сумме произведений вероятностей каждой 
из гипотез на соответствующую условную вероятность события А: 
 ( ) ( ) ( )APHPAP n
i
Hi∑== 1 1 . (12.17) 
Так как гипотезы nHHH ,,, 21 …  образуют полную группу несо-
вместных событий, то 
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 ∑
=
=n
k
kHP
1
1)( . 
 
Задача 5. Из двух цехов поступили заготовки для дальнейшей об-
работки, причем из первого цеха поступило 2000 заготовок, а из вто-
рого – 3000 заготовок. Брак среди заготовок первого цеха составляет 
5%, а среди заготовок второго цеха 2%. Найти вероятность того, что 
наугад взятая для обработки заготовка бракованная. 
Решение. Событие А, состоящее в том, что наугад взятая заготовка 
бракованная, может наступить лишь при появлении одного из несо-
вместных событий Н1 (деталь изготовлена первым цехом) или Н2 (де-
таль изготовленная вторым цехом). Учитывая количество изготовлен-
ных цехами заготовок, получим: 
 ( )
5
2
30002000
2000
1 =+=HP ;  ( ) 5
3
30002000
3000
2 =+=HP . 
По условию задачи ( ) 05,0
%100
%5
1
==APH , ( ) 02,0%100
%2
2
==APH . 
По формуле полной вероятности (12.17) находим вероятность со-
бытия А: 
( ) ( ) ( ) ( ) ( ) 032,002,0
5
305,0
5
2
21 21 =⋅+⋅=+= APHPAPHPAP HH . 
Итак, вероятность того, что наугад взятая заготовка бракованная, 
равна 0,032. 
 
12.5. Схема испытаний Бернулли 
 
Пусть производится n независимых испытаний, в каждом из кото-
рых событие А может появиться с вероятностью р или не появиться с 
вероятностью pq −=1 . В этом случае говорят, что имеет место схема 
испытаний Бернулли. 
Вероятность того, что в описанных n испытаниях событие А поя-
виться ровно k раз )0( nk ≤≤ , вычисляется по формуле Бернулли: 
 ( ) knkknn qpСkP −= . (12.18) 
 
Задача 6. Стрелок производит 5 выстрелов по цели. Вероятность 
попадания в цель при одном выстреле 8,0=p . Найти вероятность того, 
что будет ровно три попадания. 
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Решение. Воспользуемся формулой Бернулли (12.18). Так как  
в нашем случае 5, 3, 1 0,8 0,2n k q= = = − = , то  
( ) 3 3 25 5 5 4 33 0 8 0 2 0 512 0 04 0 20481 2 3, , , , ,P С
⋅ ⋅= ⋅ ⋅ = ⋅ ⋅ =⋅ ⋅ . 
Использовать формулу Бернулли при больших значениях п трудно, 
так как формула требует выполнения большого числа арифметических 
действий.  
В этих случаях пользуются локальной теоремой Лапласа или 
формулой Пуассона. 
Локальная теорема Лапласа 
Если вероятность р появления события А в каждом испытании по-
стоянна и не близка к нулю или единице, то вероятность ( )kPn  того, 
что событие А появиться в п испытаниях ровно k раз, приближенно 
равна 
 ( ) ( )x
npq
kPn ϕ≈ 1 ,  (12.19) 
где 
npq
npkx −= ; ( ) 2
2
2
1 xex
−
π=ϕ . 
Определить значение для функции )(xϕ  можно по специальной 
таблице (см. прил. 1). 
 
Задача 7. Вероятность того, что изготовленная деталь бракован-
ная, 2,0=p . Найти вероятность того, что среди 400 деталей брако-
ванных окажется ровно 80. 
Решение. Так как по условию задачи ,400=n  ,80=k  2,0=p , то 
8,02,01 =−=q  и 0
8,02,0400
2,040080 =⋅⋅
⋅−=x .  
По прил. 1 находим, что ( ) 3989,00 =ϕ . Тогда по формуле (12.19) 
получим ( ) 050,03989,0
2,08,0400
180400 ≈⋅⋅⋅≈P . 
Если же число испытаний п велико, а вероятность р появления 
события А мала, то обычно используют формулу Пуассона 
 ( )
!k
ekP
k
n
λ−λ≈ , (12.20) 
где np=λ . 
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Задача 8. Прядильщица обслуживает 1000 веретен. Вероятность 
отрыва нити на одном веретене в течение одной минуты равна 0,004. 
Найти вероятность того, что в течение минуты произойдет отрыв ни-
тей на пяти веретенах. 
Решение. По условию 1000=n ; 0,004=р ; 5=k .  
Тогда 4004,01000 =⋅==λ np . Искомая вероятность будет равна 
( ) 1563,0
!5
44 4
5
1000 == −eP . 
Интегральная теорема Лапласа 
Если вероятность р появления события А в каждом испытании по-
стоянна и не близка к нулю или единице, то вероятность ( )21; kkPn  то-
го, что событие А появится в п испытаниях от k1 до k2 раз, вычисляется 
по формуле  
 ( ) ( )1221 )(; xxkkPn Φ−Φ= ,  (12.21) 
где 
npq
npkx −= 11 ; npq
npkx −= 22 , а ( )
2
2
1
21
2π
x t
x
x e dt
−Φ = ∫  – интегральная 
функция Лапласа. Значение для функции ( )хΦ  смотреть в прил. 2. 
 
Задача 9. Вероятность того, что деталь не прошла проверку ОТК, 
равна 2,0=p . Найти вероятность того, что среди 400 случайно ото-
бранных деталей окажется непроверенных от 70 до 100 деталей. 
Решение. По условию 400=n ; k1 = 70; k2 = 100; 2,0=p . Тогда 
1
1
70 400 0,2 1,25
400 0,2 0,8
k npx
npq
− − ⋅= = = −⋅ ⋅ ; 
2
2
100 400 0,2 2,5
400 0,2 0,8
k npx
npq
− − ⋅= = =⋅ ⋅ . 
Учитывая нечетность функции ( )xΦ , по прил. 2 находим, что  
( 1,25) (1,25) 0,3944Φ − = −Φ = − ;  4938,0)5,2( =Φ . 
По формуле (12.20) находим искомую вероятность: 
( ) ( ) ( ) ( ) ( )400 70;100 2,5 1,25 2,5 1,25P = Φ −Φ − = Φ +Φ =  
8882,03944,04938,0 =+= . 
 
12.6. Случайные величины 
 
Случайной величиной называют величину, которая в результате ис-
пытания принимает одно и только одно возможное значение, наперед 
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неизвестное и зависящее от случайных причин, которые заранее не 
могут быть учтены. 
Случайные величины обычно обозначают греческими буквами 
…,,, ζηξ  или заглавными буквами …,,, ZYX  латинского алфавита,  
а их возможные значения – строчными латинскими буквами 
…,,, zyx . Случайные величины делятся на дискретные и непре-
рывные. 
Дискретной называют случайную величину, если ее возможные 
значения можно пронумеровать. Дискретная  случайная величина 
принимает изолированные значения. 
Непрерывной называют случайную величину, которая может при-
нимать все значения из некоторого конечного или бесконечного про-
межутка. 
Законом распределения случайной величины называется любое со-
ответствие между возможными значениями случайной величины  
и их вероятностями. Это соответствие можно задать таблицей, гра-
фически и аналитически. 
При табличном способе задания дискретной случайной величины 
в первой строке указывают ее возможные значения, а во второй – их 
вероятности (табл. 12.1). 
 
Таблица 12.1 
ξ x1 x2 … xn 
p p1 p2 … pn 
 
Следует иметь в виду, что 1
1
=∑
=
n
i
ip . Такую таблицу называют 
также рядом распределения дискретной случайной величины. 
Законы распределения как дискретных, так и непрерывных слу-
чайных величин можно задать с помощью интегральной функции рас-
пределения ( )F x . 
Интегральной функцией распределения случайной величины ξ  
называется функция F(x), определяющая вероятность того, что слу-
чайная величина ξ  примет значение, меньшее х: 
 )()( xPxF <ξ= . (12.22) 
Отметим следующие свойства )(xF ; 
1) 1)(0 ≤≤ xF ; 
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2) )(xF  – неубывающая и непрерывная слева функция, т. е. если 
12 xx > , то )()( 12 xFxF > ; 
3) 0)(lim =−∞→ xFx , 1)(lim =+∞→ xFx . 
При решении задач наиболее часто используется следующее 
свойство )(xF : 
 )()()( aFbFbaP −=<ξ≤ . (12.23) 
 
Задача 10. В денежной лотерее выпущено 100 билетов, причем 
разыгрывается один выигрыш в 10 000 рублей и 10 выигрышей по 
5000 рублей. Составить закон распределения случайной величины  
ξ  – возможного выигрыша в лотерее на приобретенный один билет, 
найти ее функцию распределения и построить ее график. 
Решение. Возможные значения случайной величины ξ  – это числа 
0, 5000, 10 000. Найдем вероятность этих значений. Вероятность того, 
что ξ  примет значение, равное 0, будет: ( ) 890 0,89
100
P ξ = = = , так как 
из ста билетов лотереи 89 без выигрыша. 
Аналогично: ( ) 105000 0,10
100
P ξ = = =  и ( ) 110 000 0,01
100
P ξ = = = . 
Следовательно, закон распределения случайной величины ξ  имеет 
вид, представленный в табл. 12.2. 
 
Таблица 12.2 
ξ  0 5000 10 000 
р 0,89 0,10 0,01 
 
Найдем функцию распределения F(x).  
Если х ≤ 0, то ( ) 0F x = . Если 0 < х ≤ 5000, то ( ) 0,89F x = .  
Если 5000 < х ≤ 10000, то ( )  0,89  0,10  0,99F x = + = .  
Наконец, если х >10000, то ( )  0,99  0,01 1 ,0F x = + = . Итак,  
 
0, если 0,
0,89, если 0 5000,
( )
0,99, если 5000 10 000,
1,0, если 10 000
x
x
F x
x
x
≤⎧⎪ < ≤⎪= ⎨ < ≤⎪⎪ >⎩ .
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12.1 Рис.
График функции )(xF  изображен на рис. 12.1. 
 
 
 
Закон распределения непрерывных случайных величин наряду  
с интегральной функцией распределения )(xF  можно задавать плот-
ностью распределения вероятностей )(xp .  
Плотностью распределения вероятностей, или дифференциальной 
функцией распределения, непрерывной случайной величины называется 
функция )(xp , такая, что  
 ( ) ( )  .p x F x′=   (12.24) 
Свойства функции )(xp : 
1) 0)( ≥xp , т. е. плотность распределения неотрицательна; 
2) ( ) 1=∫+∞
∞−
dxxp . 
При решении задач часто используется следующая формула: 
 ( ) ( )∫=<ξ<
b
a
dxxpbaP . (12.25) 
Откуда следует, что 
( ) ( )∫
∞−
=
x
dttpxF . 
)(xF
O  x10 0005000
00,1
89,0  
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12.7. Числовые характеристики случайных величин 
 
К основным числовым характеристикам случайных величин от-
носятся математическое ожидание M ξ , дисперсия Dξ , среднеквадра-
тическое отклонение ξσ . 
Математическим ожиданием дискретной случайной величины ξ  
называют сумму произведений всех ее возможных значений на их ве-
роятности: 
 
1
n
i i
i
M x pξ
=
=∑  (12.26) 
Математическим ожиданием непрерывной случайной величины ξ , 
возможные значения которой принадлежат отрезку [a; b], называют 
определенный интеграл 
 ( )b
a
M x p x dxξ = ∫ .  (12.27) 
Если возможные значения принадлежат всей оси Ох, то  
 ( )M x p x dx+∞ξ
−∞
= ∫ . (12.28) 
Вероятностный смысл математического ожидания состоит в том, 
что оно приближенно равно среднему ожидаемому значению случай-
ной величины. 
Отклонением случайной величины от ее математического ожида-
ния называют разность M ξξ −  между случайной величиной и ее ма-
тематическим ожиданием. 
Дисперсией (рассеиванием) случайной величины называют мате-
матическое ожидание квадрата отклонения случайной величины от ее 
математического ожидания: 
 ))(( 2ξξ −= MхMD i . (12.29) 
Для дискретной случайной величины дисперсия вычисляется по 
формуле 
 ( )∑
=
ξξ −=
n
i
ii pMхD
1
2 . (12.30) 
Для непрерывной случайной величины дисперсия равна 
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 ( ) ( )dxxpMxD b
a
∫ ξξ −= 2 , (12.31) 
если возможные значения принадлежат отрезку [a; b], и  
 ( ) ( )dxxpMxD ∫+∞
∞−
ξξ −= 2 , (12.32) 
если возможные значения принадлежат всей оси Ох. 
На практике, как правило, используют другие формулы. Поскольку 
верно, что  
 22 )( ξξ −ξ= MMD , (12.33) 
то дисперсия для дискретной случайной величины вычисляется по 
формуле 
 ∑
=
ξξ −=
n
i
ii MpxD
1
22 . (12.34) 
Для непрерывных случайных величин по формуле 
 ( ) 22 ξξ −= ∫ MdxxpxD
b
a
 (12.35) 
или  
 ( ) 22 ξ+∞
∞−
ξ −= ∫ MdxxpxD . (12.36) 
Дисперсия характеризует степень рассеяния возможных значений 
случайной величины относительно ее математического ожидания. 
Среднеквадратическим отклонением случайной величины ξ  на-
зывают квадратный корень из дисперсии: 
 ξξ =σ D . (12.37) 
Среднеквадратическое отклонение, как и дисперсия, характеризует 
степень рассеивания значений случайной величины относительно ее 
математического ожидания. 
 
Задача 11. По данному закону распределения дискретной случай-
ной величины ξ  (табл. 12.3): 
а) найти математическое ожидание ξM ;  
б) найти дисперсию ξD ;  
в) найти среднеквадратическое отклонение ξσ ; 
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г) найти вероятность )( ξ<ξ MP ;  
д) найти функцию распределения )(xF ;  
е) построить график функции распределения. 
 
Таблица 12.3 
ξ 2 3 5 
р 0,1 0,6 0,3 
 
Решение 
а) Найдем математическое ожидание M ξ  по формуле (12.26): 
2 0,1 3 0,6 5 0,3 3,5M ξ = ⋅ + ⋅ + ⋅ = . 
б) Для того, чтобы найти дисперсию, запишем закон распределе-
ния случайной величины 2ξ  (табл. 12.4). 
 
Таблица 12.4 
ξ2 4 9 25 
p 0,1 0,6 0,3 
 
Найдем математическое ожидание 2( )M ξ : 
 3,133,0256,091,04)( 2 =⋅+⋅+⋅=ξM . 
Искомую дисперсию найдем по формуле (12.30): 
 2 2 2( ) 13,3 3,5 1,05D M Mξ ξ= ξ − = − = . 
в) Среднеквадратическое отклонение будет равно: 
025,105,1 ≈=σξ . 
г) Вычислим вероятность: 
 7,06,01,0)3()2()5,3()( =+==ξ+=ξ=<ξ=<ξ ξ PPPMP . 
д) Функцию распределения находим аналогично задаче 10: 
 ( )
⎪⎪⎩
⎪⎪⎨
⎧
>
≤<
≤<
≤
=
.5если,0,1
,52если,7,0
,32если,1,0
,2если,0
x
x
x
x
xF  
 147
)(xF
е) Построим график функции распределения F(x) (рис. 12.2). 
 
 
 
Задача 12. Непрерывная случайная величина ξ  задана интеграль-
ной функцией распределения )(xF . Требуется найти: а) плотность 
распределения )(xp  вероятностей случайной величины ξ ; б) матема-
тическое ожидание ξM  и дисперсию ξD ; в) )( ξξ σ<−ξ MP ; г) по-
строить графики функции распределения )(xF  и плотности распреде-
ления вероятностей )(xp . 
( )
⎪⎩
⎪⎨
⎧
>
≤<
≤
=
.1,1
,10,
,0,0
x
xx
x
xF  
Решение. а) Найдем плотность вероятности )(xp : 
 ( ) ( )
0, если 0,
1, если 0 1,
0, если 1
'
.
x
p x F x x
x
≤⎧⎪= = < ≤⎨⎪ >⎩
 
б) Найдем математическое ожидание по формуле (12.27): 
2
1
0
1
2
1
21
0
==⋅⋅= ∫ξ xdxxM . 
O  x52 
00,1  
0,7 
3
0,1 
Рис. 12.2 
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Найдем дисперсию по формуле (12.31): 
12
1
4
1
0
1
32
11
31
0
2
2 =−=⎟⎠
⎞⎜⎝
⎛−⋅⋅= ∫ξ xdxxD . 
Среднеквадратическое отклонение: 
 
32
1
12
1 ===σ ξξ D . 
в) Находим вероятность: 
=⎟⎠
⎞⎜⎝
⎛ +<ξ<−=σ<−ξ<σ−=σ<−ξ ξξξξξ 32
1
2
1
32
1
2
1)()( PMPMP  
3
1
32
1
2
1
32
1
2
1
32
1
2
1
32
1
2
1 =+−+=⎟⎠
⎞⎜⎝
⎛ −−⎟⎠
⎞⎜⎝
⎛ += FF . 
г) Построим графики функции распределения )(xF  и плотности 
распределения вероятностей )(xp  (рис. 12.3). 
 
 
 
12.8. Некоторые законы распределения случайных величин 
 
Биноминальный закон распределения 
Если вероятности возможных значений дискретной случайной ве-
личины ξ  вычисляются по формуле Бернулли ( ) knkkn qpCkp −==ξ , то 
распределение называется биноминальным. Числовые характеристики 
биноминального распределения: 
 npM =ξ ;  npqD =ξ ;  npq=σξ . (12.38) 
x1 
xy =  
O
a 
D 
б
x1
xy =
O
D
11 
Рис. 12.3
p(x)F(x)
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Распределение Пуассона 
Если вероятности возможных значений дискретной случайной ве-
личины ξ  вычисляются по формуле Пуассона ( )
!k
ekP
k
n
λ−⋅λ= , то рас-
пределение называется распределением Пуассона. Его числовые ха-
рактеристики: 
 λ=== ξξ npDM ;  np=σξ . (12.39) 
Закон равномерного распределения 
Распределение непрерывной случайной величины ξ  называется 
равномерным, если ее плотность вероятности постоянна на промежутке 
];( ba , т. е. имеет вид: 
 ( )
⎪⎪⎩
⎪⎪⎨
⎧
>
≤<−
≤
=
.,0
,,1
,,0
bx
bxa
ab
ax
xp  (12.40) 
Интегральная функция распределения имеет вид: 
 ( )
⎪⎪⎩
⎪⎪⎨
⎧
>
≤<−
−
≤
=
.,1
,,
,,0
bx
bxa
ab
ax
ax
xF  (12.41) 
Числовые характеристики равномерного распределения: 
 
2
abM +=ξ ; 12
)( 2abD −=ξ ; 32
ab −=σξ . (12.42) 
Вероятность попадания случайной величины в заданный интервал ( )βα;  будет равна: 
 ( )
ab
p −
α−β=β<ξ<α . (12.43) 
Показательный закон распределения 
Непрерывная случайная величина называется распределенной по 
показательному закону, если ее плотность вероятности имеет вид: 
 ( )
⎩⎨
⎧
>λ≥λ
<= λ− .0,0,
,0,0
xe
x
xp x  (12.44) 
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Интегральная функция распределения имеет вид: 
 ( ) 0, 0,
1 , 0.x
x
F x
e x−λ
<⎧= ⎨ − ≥⎩
 (12.45) 
Числовые характеристики: 
 λ=ξ
1M ; 2
1
λ=ξD ; λ=σξ
1  (12.46) 
Вероятность попадания в заданный интервал ( )βα;  будет равна: 
 ( ) λβ−λα− −=β<ξ<α eep . (12.47) 
Нормальный закон  распределения 
Непрерывная случайная величина называется распределенной по 
нормальному закону, если ее плотность вероятности имеет вид: 
 ( )
( )
22
2
2
1 ξσ
−−
ξ πσ
=
ax
exp , (12.48) 
где aM =ξ ; 2ξξ σ=D . 
Вероятность попадания случайной величины в заданный интервал ( )βα;  вычисляется по формуле 
 ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
σ
−αΦ−⎟⎟⎠
⎞
⎜⎜⎝
⎛
σ
−βΦ=β<ξ<α
ξξ
aap . (12.49) 
Вероятность отклонения случайной величины от математического 
ожидания на величину δ  равна: 
 ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
σ
δΦ=δ<−ξ
ξ
ξ 2Mp . (12.50) 
Здесь ( ) dtex x t∫ −π=Φ 0
2
2
2
1  – функция Лапласа; )()( xx Φ−=−Φ  – 
функция нечетная; 0)0( =Φ ; 5,0)5( =≥Φ x . Значения функции )(xΦ  
представлены в прил. 2. 
 
Задача 13. Случайная величина ξ  – время работы радиолампы – 
распределена по показательному закону. Среднее время работы лампы 
400 часов. Найти вероятность того, что радиолампа проработает не 
менее 600 часов. 
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Решение. По условию 400M ξ = . Для  показательного закона рас-
пределения 1 400M ξ = =λ . Следовательно, 400
1=λ . Искомую вероят-
ность ( )ξ 600p ≥  будем искать, используя вероятность противопо-
ложного события и формулу (12.47): 
( ) ( ) ( )0 600 3400 400 2ξ 600 1 0 ξ 600 1 0 22p p e e e− − −≥ = − ≤ < = − − = ≈ , . 
 
Задача 14. Случайная величина ξ  распределена по нормальному 
закону. Математическое ожидание и среднеквадратическое отклоне-
ние этой величины соответственно равны 30 и 10.  
Найти: а) вероятность попадания случайной величины в интервал 
(20; 50); б) вероятность )( ξξ σ<−ξ Мp . 
Решение. а) По условию 20=α ; 50=β ; 30=a ; 10=σ . По фор-
муле (12.49) и прил. 2 получим: 
( ) ( ) ( )50 30 20 3020 ξ 50 2 1
10 10
p − −⎛ ⎞ ⎛ ⎞< < = Φ −Φ =Φ −Φ − =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠  
( ) ( )2 1= Φ +Φ = 0,4772 0,3413 0,8185+ = . 
б) По формуле (12.50) получим: 
( ) 2 2 (1) 2 0,3413 0,6826p М ξξ ξ
ξ
⎛ ⎞σξ − < σ = Φ = Φ = ⋅ =⎜ ⎟⎜ ⎟σ⎝ ⎠
. 
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Òåìà 13. ÌÀÒÅÌÀÒÈ×ÅÑÊÀß ÑÒÀÒÈÑÒÈÊÀ 
 
13.1. Статистический ряд и его описание 
 
Математическая статистика занимается установлением закономерно-
стей, которым подчинены массовые, однородные, случайные явления, на 
основе изучения статистических данных – результатов наблюдений. 
Генеральной совокупностью называется множество всех возмож-
ных значений случайной величины ξ . 
Выборкой объема n называется множество nxxx ,,, 21 ⋅⋅⋅  наблюдае-
мых значений изучаемой случайной величины, которые соответствуют 
n независимым испытаниям (опытам). 
Размах выборки W – разность между максимальным и минималь-
ным значениями элементов выборки: minmax xxW −= . 
Статистический ряд – совокупность пар ( ); i ix n , ki ,1= , где 
ix  − разные элементы выборки, in  – частота появления выборочного 
значения ix . Очевидно, что nn
k
i
i =∑
=1
. 
Величины 
n
ni
i =ω , ki ,1=  называются относительными частотами, 
и для них 1
1
=ω∑
=
k
i
i . 
Обычно статистический ряд записывают в виде табл. 13 1. 
 
        Таблица 13.1 
ix  1x  2x  ... kx  
in  1n  2n  ... kn  
iω  n
n1  
n
n2  ... 
n
nk  
 
При изучении непрерывной случайной величины или при боль-
шом объеме выборки ее элементы объединяются в группы, и записы-
вают интервальный статистический ряд (табл. 13.2). 
Если все интервалы имеют одинаковую длину h, то 
k
Wh = . Коли-
чество интервалов выбирают по формуле  
 nk lg2,31+= . (13.1) 
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        Таблица 13.2 
Интервал min 2[ ; )x x  );[ 32 xx  ... ];[ maxxxk  
Середина интервала *x1  
*x2  ... 
*
kx  
Частота 1n  2n  ... kn  
Относительная частота n
n1  
n
n2  ... n
nk  
 
Полигоном частот статистического ряда называется ломаная ли-
ния с вершинами в точках ( )ii nx ; , ki ,1= . 
Полигоном относительных частот статистического ряда называ-
ется ломаная линия с вершинами в точках ⎟⎠
⎞⎜⎝
⎛
n
nx ii ; , ki ,1= .  
Гистограммой относительных частот статистического интер-
вального ряда называется ступенчатая фигура, составленная из пря-
моугольников, построенных на интервалах группирования с высотой 
прямоугольников 
nh
ni . Площадь каждого прямоугольника равна 
n
ni ,  
а сумма площадей всех прямоугольников равна 1. 
Эмпирической функцией распределения ( )xF *  называется функция  
 ( ) ∑
<
=
xx
i
i n
nxF * . (13.2) 
Эта функция непрерывна слева, обладает всеми свойствами функ-
ции распределения случайной величины ( ) ( )xPxF <ξ=  и является 
приближенным представлением последней. 
 
13.2. Статистическая оценка 
параметров распределения 
 
Анализ полигона, гистограммы и эмпирической функции распре-
деления дает возможность сделать предположение о законе распреде-
ления изучаемой случайной величины. Данный закон может быть ус-
тановлен и на основании теоретических предположений.  
Затем возникает задача оценки параметров предполагаемого закона 
распределения по полученной выборке. Оценкой параметра называ-
ют функцию от выборки, значение которой является приближенным 
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значением параметра. Оценки параметров подразделяются на точеч-
ные и интервальные.  
Точечные оценки задаются одним числом, а интервальные – гра-
ницами доверительного интервала. Точечные оценки должны удовле-
творять определенным требованиям. 
Несмещенной называется статистическая оценка ~Θ , математиче-
ское ожидание которой равно оцениваемому параметру Θ  при любом 
объеме выборки, т. е. ( ) Θ=Θ~M . 
Эффективной называется статистическая оценка, которая (при 
данном объеме выборки) имеет минимально возможную дисперсию. 
Состоятельной называется статистическая оценка, которая при 
∞→n  стремится по вероятности к оцениваемому параметру, т. е. ( ) 1~
∞→
→ε<Θ−Θ
n
P .  
Точечной оценкой математического ожидания является выбороч-
ное среднее 
 ∑
=
= k
i
iinxn
x
1
1 . (13.3) 
Для интервального статистического ряда (табл. 13.2) 
 i
k
i
i nxn
x ∑
=
∗=
1
1 . (13.4) 
Точечной оценкой дисперсии является выборочная дисперсия вD , 
которая вычисляется по формуле  
 
( ) .11 2
1
2
1
2 xnx
n
xxn
n
D
k
i
ii
k
i
iiв −=−= ∑∑
==
 
Эта оценка является смещенной. Несмещенной оценкой дис-
персии ξD  является 
2
в1
ns D
n
= − . Для статистического ряда выборки 
объема n  она вычисляется по формуле  
 ( ) .
11
1
1
1 2
1
2
1
22 x
n
nx
n
xx
n
s
n
i
i
n
i
i −−−=−−= ∑∑ ==  (13.5) 
Для интервального статистического ряда (табл. 13.2) 
 
( ) .
1
)(
1
1
1
1 2
1
2*
1
2*2 x
n
nnx
n
nxx
n
s
k
i
ii
k
i
ii −−−=−−= ∑∑ ==   (13.6) 
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Оценкой среднеквадратического отклонения служит корень из 
несмещенной оценки дисперсии, т. е. s. 
Доверительным интервалом для параметра Θ  называется интер-
вал ( )21;αα , который покрывает неизвестный параметр Θ  с заданной 
надежностью α−=γ 1 , т. е. ( ) γ=α<Θ<α 21P . Число α−=γ 1  называ-
ется доверительной вероятностью, а значение α  – уровнем значимости. 
На практике обычно используют уровни значимости: 0,1; 0,05; 0,01. 
Доверительный интервал для математического ожидания нор-
мально распределенной случайной величины ξ  при данном уровне 
значимости α  и известной дисперсии 2ξξ σ=D  имеет вид 
 
,x t x t
n n
ξ ξ
γ γ
σ σ⎛ ⎞− +⎜ ⎟⎝ ⎠ ,  (13.7) 
где γt  определяется из условия ( ) α−=γ=Φ γ 12 t , или ( ) 2/γ=Φ γt , и 
( ) ∫ −π=Φ
x t
dtex
0
2
2
2
1  − функция Лапласа (см. прил. 2). 
При неизвестной дисперсии генеральной совокупности использу-
ется формула  
 
⎟⎠
⎞⎜⎝
⎛ +− νανα n
stx
n
stx ;; , , (13.8) 
где να;t  определяется с помощью таблицы значений распределения 
Стьюдента по данному числу степеней свободы 1−=ν n  и уровню 
значимости α  (прил. 3). Здесь s  − оценка среднеквадратического 
отклонения (13.4). Отметим, что при объеме выборки 30>n  вместо 
распределения Стьюдента можно пользоваться нормальным распре-
делением. 
 
Задача 1. Даны результаты наблюдения случайной величины, за-
писанные в табл. 13.3. 
1. Построить гистограмму относительных частот. 
2. Найти эмпирическую функцию распределения и построить ее 
график. 
3. Определить гипотетическую плотность закона распределения. 
4. Вычислить выборочное среднее значение x  и несмещенную 
оценку дисперсии 2s . 
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Таблица 13.3 
36 39 43 45 26 34 50 33 36 57 
29 40 31 34 17 47 39 35 41 28 
25 30 39 36 49 42 24 27 20 52 
36 33 18 32 56 37 40 29 31 46 
38 19 28 33 42 26 35 37 34 48 
44 22 36 49 30 27 40 32 41 43 
45 38 24 37 46 36 29 25 39 52 
50 21 38 34 41 47 29 31 28 35 
44 55 39 30 27 32 34 40 54 36 
25 53 45 33 43 37 26 42 28 51 
 
5) Найти доверительный интервал для математического ожидания 
с доверительной вероятностью 95,0=γ . 
Решение. Поскольку объем выборки достаточно большой: 100=n , 
то строим интервальный статистический ряд. Количество интервалов 
вычисляем по следующей формуле (13.1):  
4,74,61100lg2,31 =+=+=k . 
Принимаем 7=k . Размах выборки 401757 =−=W .  
Длина интервала: 
7
40=h . Принимаем 6=h .  
Находим количество элементов выборки в каждом интервале и 
строим интервальный статистический ряд (табл. 13.4). 
1) Строим гистограмму относительных частот (рис. 13.1) (значе-
ние высот вычислено и записано в четвертой строке табл. 13.4). 
 
Таблица 13.4 
Интервал 
[xi – xi + 1) 
[17–23) [23–29) [29 –35) [35–41) [41–47) [47–53) [53–59]
Середина интер-
вала, ∗ix  
20 26 32 38 44 50 56 
Частота, ni 6 15 22 26 16 10 5 
Относительная 
частота, 
n
ni
i =ω  0,06
 
0,15
 
0,22 0,26 0,16 0,1 0,05 
Высота, 
hn
ni  0,01 0,025 0,037 0,043 0,027 0,017 0,008 
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13.2  Рис.
 
 
Строим график функции распределения (рис. 13.2). 
 
 
 
2) Найдем эмпирическую функцию распределения ( )xF ∗  по фор-
муле (13.2). Данная функция является кусочно-постоянной, ее значе-
ния получаются накоплением относительных частот в точках xi и из-
меняются в пределах от 0 до 1.  
Запишем функцию в следующем виде: 
)(xF ∗
O x 
06,0  
1,00 
43,0
21,0  
56504538322620  
hn
ni
O  x9553474135292317
01,0
04,0
03,0
02,0  
13.1  Рис.
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0, если 20,
0,06, если 20 26,
0,21, если 26 32,
0,43, если 32 38,
( )
0,69, если 38 44,
0,85, если 44 50,
0,95, если 50 56,
1, если 56.
x
x
x
x
F x
x
x
x
x
∗
≤⎧⎪ < ≤⎪⎪ < ≤⎪ < ≤⎪= ⎨ < ≤⎪⎪ < ≤⎪ < ≤⎪⎪ >⎩
 
3) По виду гистограммы выдвигаем гипотезу о нормальном зако-
не распределения случайной величины. Данный закон содержит два 
параметра a  и σ : M aξ = ; 2Dξ = σ . 
4) Найдем точечную оценку математического ожидания по фор-
муле (13.4): 
( ) =⋅+⋅+⋅+⋅+⋅+⋅+⋅= 55610501644263822321526620
100
1x
 
86,36
100
3686 == . 
Несмещенную оценку дисперсии найдем по формуле (13.6): 
(2 2 2 2 2 21 16,86 6 10,86 15 4,86 22 1,14 26 7,14 1699s = ⋅ + ⋅ + ⋅ + ⋅ + ⋅ +  
)2 2 8402,04+13,14 10 19,14 5 84,8799⋅ + ⋅ = = . 
Тогда 2,9=s . 
Функция плотности соответствующего нормального закона рас-
пределения имеет вид  
2
2
( 36,86)
2 9,21( )
9,2 2
.
x
f x e
−− ⋅= ⋅⋅ π  
5) Найдем доверительный интервал для математического ожида-
ния при неизвестной дисперсии по формуле (13.8) с уровнем значимо-
сти 05,0=a . Число степеней свободы будет 991=−=ν n . По прил. 3 
определим 98,199;05,0; ==να tt .  
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Тогда получим: 
 ( )68,38;04,35
100
2,998,186,36;
100
2,998,186,36 =⎟⎠
⎞⎜⎝
⎛ +− . 
 
13.3. Эмпирические зависимости.  
Метод наименьших квадратов 
 
При исследовании многочисленных физических, химических, 
технологических и других процессов очень часто сталкиваются со 
следующей задачей: в итоге опыта получен ряд значений перемен-
ных x  и y , требуется по полученным данным найти аналитическое 
выражение зависимости между x  и y . Такая зависимость называет-
ся эмпирической.  
Пусть заданы результаты наблюдений (табл. 13.5). 
 
                 Таблица 13.5 
X 1x  2x  … nx  
Y 1y  2y  … ny  
 
Нужно получить такую эмпирическую зависимость 
 ( )maaaaxfy ...;;;;; 210= , (13.9) 
где maaaa ,,,, 210 …  – такие параметры, при которые значения ( )maaaaxfy ...;;;;; 210=  в точках ix  мало отличались от опытных 
данных .,1, niyi =  
Задача определения эмпирической зависимости состоит из двух 
этапов:  
1) определение вида функциональной зависимости (выбор 
класса функций, которому должна принадлежать искомая функция ( )maaaaxfy ...;;;;; 210= ; 
2) определение параметров эмпирической зависимости. 
Определение вида зависимости может быть произведено на основе 
теоретических представлений о характере изучаемой зависимости или 
из геометрических соображений. На плоскости xOy  строят точки 
);( iii yxM , 1,i n=  и по характеру их расположения выбирают вид 
функциональной зависимости.  
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Например, расположение экспериментальных точек может навести 
на мысль о линейной или квадратичной, или экспоненциальной, или 
другой зависимости.  
Однако общего метода для нахождения наилучшего типа эмпи-
рической зависимости, соответствующей опытным данным, указать 
нельзя. 
После того, как определен класс, которому должна принадлежать 
искомая эмпирическая зависимость, встает вопрос о нахождении кон-
кретных значений параметров maaaa ,,,, 210 … . 
Одним из основных методов нахождения параметров эмпириче-
ской зависимости является метод наименьших квадратов. Этот метод 
не решает вопроса о выборе общего вида аналитической функции,  
а дает возможность при заданном типе аналитической функции по-
добрать наиболее вероятные значения для ее параметров. 
Сущность метода наименьших квадратов состоит в том, что пара-
метры maaaa ,,,, 210 …  выбираются из условия минимума суммы 
квадратов уклонений  
 ( ) 20 1 2
1
; ; ; ; ...;
n
m i
i
S f x a a a a y
=
⎡ ⎤= −⎣ ⎦∑ . (13.10)  
Известно, что если в качестве функции f  берется многочлен 
2
0 1 2( )
m
mf x a a x a x a x= + + + +" , то функция ( )0 1 2; ; ; ...; mS S a a a a=  
имеет одну точку экстремума, в которой достигается минимум. В этом 
случае коэффициенты многочлена maaaa ,,,, 210 …  представляют со-
бой решение системы линейных уравнений 1m + -го порядка:  
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…
…
 (13.11) 
Данная система называется нормальной и решается любым из-
вестным методом (Гаусса, Крамера, матричным). 
В частном случае, когда y  зависит от x  линейно: y ax b= + , сис-
тема для нахождения коэффициентов имеет вид:  
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 1 1
2
1 1 1
,
.
n n
i i
i i
n n n
i i i i
i i i
bn a x y
b x a x x y
= =
= = =
⎧ + =⎪⎪⎨⎪ + =⎪⎩
∑ ∑
∑ ∑ ∑
  (13.12) 
 
Задача 2. По результатам наблюдений (табл. 13.6) установить вид 
эмпирической зависимости y от x и методом наименьших квадратов 
найти эмпирическую зависимость ( )xfy = .  
Построить точечную диаграмму и график полученной  эмпириче-
ской зависимости. 
 
     Таблица 13.6 
х 14 17 20 23 26 29 32 35 38 41 
у 32 36 42 48 52 56 62 64 69 76 
 
Решение  
На плоскости xOy  построим точки ( ),i i iM x y , 1,10i = . 
Из точечной диаграммы (рис. 13.3) видно, что точки ( );i i iM x y  
расположены вблизи некоторой прямой, поэтому можно считать, что 
зависимость y  от x  будет линейной, т. е. вида y ax b= + .  
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Для нахождения коэффициентов а и b запишем нормальную сис-
тему (13.12). Для вычисления коэффициентов системы (13.12) соста-
вим табл. 13.7. 
 
Таблица 13.7 
 ix  iy  2ix  i ix y  
1 14 32 196 448 
2 17 36 289 612 
3 20 42 400 840 
4 23 48 529 1104 
5 26 52 676 1352 
6 29 56 841 1624 
7 32 62 1024 1984 
8 35 64 1225 2240 
9 38 69 1444 2622 
10 41 76 1681 3116 
∑ 275 537 8305 15942 
 
Система (13.12) для нашего примера имеет вид: 
10 275 537,
275 8305 15942.
b a
b a
+ =⎧⎨ + =⎩  
Из нее находим коэффициенты a  и b : 1,58a = ; 10,2b = . Искомая 
эмпирическая функция: 1,58 10,2y x= + . На рис. 13.3 построим график 
полученной прямой. График эмпирической зависимости соответствует 
точечной диаграмме. 
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Тема 1. Элементы линейной алгебры,  
векторной алгебры и аналитической геометрии 
 
Задачи 1–10. Записать систему линейных уравнений в матричной 
форме и решить методом Крамера. 
1 2 3
1 2 3
1 2 3
3 2 2 5,
1. 2 3 5,
2 0.
x x x
x x x
x x x
− + =⎧⎪ + − =⎨⎪ − + =⎩
  
1 2 3
1 2 3
1 2 3
5 13,
2. 2 3 1,
2 4 2.
x x x
x x x
x x x
− + =⎧⎪ − + = −⎨⎪ − − = −⎩
 
1 2 3
1 2 3
1 2 3
2 3 10,
3. 2 3 1,
3 4 5 22.
x x x
x x x
x x x
+ + =⎧⎪ − − = −⎨⎪ + + =⎩
  
1 2 3
1 2 3
1 2 3
4 3 14,
4. 3 5 5,
2 6.
x x x
x x x
x x x
+ + =⎧⎪ + − =⎨⎪ − + =⎩
 
1 2 3
1 2 3
1 2 3
4 2 3,
5. 7 2 8,
4 3 3 4.
x x x
x x x
x x x
+ − =⎧⎪ − + =⎨⎪ + − =⎩
  
1 2 3
1 2 3
1 2 3
5 6 4,
6. 4 9,
3 2 2 4.
x x x
x x x
x x x
− − = −⎧⎪ + + =⎨⎪ + − =⎩
 
1 2 3
1 2 3
1 2 3
3 2 4 12,
7. 3 3 2,
2 5 0.
x x x
x x x
x x x
+ + =⎧⎪ − + =⎨⎪ − + =⎩
  
1 2 3
1 2 3
1 2 3
3 7 6,
8. 5 4,
2 4 3.
x x x
x x x
x x x
+ − = −⎧⎪ + − =⎨⎪ − + =⎩
 
1 2 3
1 2 3
1 2 3
4 5 14,
9. 3 0,
2 5 3 4.
x x x
x x x
x x x
+ − = −⎧⎪ − + =⎨⎪ + − −⎩
 
1 2 3
1 2 3
1 2 3
3 4 4,
10. 2 8 1,
3 2 4 5.
x x x
x x x
x x x
+ + =⎧⎪ − + =⎨⎪ + − =⎩
 
 
Задачи 11–20. Даны координаты вершин пирамиды 4321 AAAA . 
Найти: 1) длину ребра 21AA ; 2) угол между ребрами 21 AA  и 41AA ;  
3) уравнение плоскости 321 AAA ; 4) площадь грани 321 AAA ; 5) объем пи-
рамиды; 6) уравнение прямой 21AA ; 7) уравнение высоты, опущенной 
из вершины 4A  на плоскость 321 AAA . 
11. 1 2 3 4(2; 4; 7); (6; 6; 2); (5; 4; 7); (7; 3; 0).A A A A  
12. ).6;9;7();4;4;9();3;5;7();7;5;4( 4321 AAAA  
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13. ).6;2;1();6;6;4();1;1;6();0;2;4( 4321 AAAA  
14. ).2;8;5();4;8;3();4;5;5();10;5;3( 4321 AAAA  
15. ).8;9;3();5;1;4();1;7;0();3;6;4( 4321 AAAA  
16. ).2;9;6();1;7;3();5;5;9();8;7;5( 4321 AAAA −  
17. 1 2 3 4(4; 9; 3); (2; 4; 3); (7; 6; 3); (3; 6; 7).A A A A  
18. ).8;4;6();3;8;5();4;5;3();9;9;1( 4321 AAAA  
19. ).8;5;8();1;9;6();9;3;3();3;7;1( 4321 AAAA  
20. ).1;4;0();1;6;1();4;1;3();6;1;1( 4321 −−− AAAA  
 
Задача 21. Составить каноническое уравнение эллипса, большая 
полуось которого равна 10, эксцентриситет 0,6 и фокусы лежат на оси 
Ox . Изобразить эллипс на рисунке.  
 
Задача 22. Составить каноническое уравнение эллипса, сумма по-
луосей которого равна 8 и расстояние между лежащими на оси Ox  
фокусами 8. Изобразить эллипс на рисунке.  
 
Задача 23. Составить каноническое уравнение эллипса, если рас-
стояния от лежащего на оси Oy  фокуса до концов его большой оси 
равны 9 и 1. Изобразить эллипс на рисунке.  
 
Задача 24. Составить каноническое уравнение эллипса, вытянутого 
вдоль оси Oy , если расстояние между директрисами равно 12 и рас-
стояние между фокусами равно 8. Изобразить эллипс на рисунке.  
 
Задача 25. Составить каноническое уравнение гиперболы, фокусы 
которой лежат на оси Oy , действительная полуось равна 6, а эксцен-
триситет 
3
5 . Изобразить гиперболу на рисунке.  
 
Задача 26. Составить каноническое уравнение гиперболы, если 
расстояние между лежащими на оси Ox  фокусами равно 20, а уравне-
ние асимптот xy
3
4±= . Изобразить гиперболу на рисунке.  
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Задача 27. Составить каноническое уравнение гиперболы, если 
расстояние между лежащими на оси Oy  фокусами равно 20, а рас-
стояние между вершинами 12. Изобразить гиперболу на рисунке.  
 
Задача 28. Составить каноническое уравнение гиперболы, если 
расстояние между лежащими на оси Oy  фокусами равно 26, сумма 
полуосей равна 17, а действительная полуось больше мнимой. Изо-
бразить гиперболу на рисунке.  
 
Задача 29. Составить каноническое уравнение параболы, вершина 
которой совпадает с началом координат, а прямая  3=x  является ди-
ректрисой. Изобразить параболу на рисунке.  
 
Задача 30. Составить каноническое уравнение параболы, вершина 
которой совпадает с началом координат, а фокус находится в точке 
)5,1;0( −F . Изобразить параболу на рисунке.  
 
Тема 2. Предел и непрерывность функции 
 
Задачи 31–40. Найти предел функции, не используя при этом пра-
вило Лопиталя. 
31. ;
32
103lim) 2
2
−+
−+
∞→ xx
xxa
x
  ;
3
211lim) 20 xx
xx
б
x +
+−+
→  
      ;
3sin
2cos1lim)
0 xx
x
в
x
−
→   .52
32lim)
1−
∞→ ⎟⎠
⎞⎜⎝
⎛
+
+ x
x x
x
г  
32. ;
158
127lim) 2
2
3 +−
+−
→ xx
xxa
x
  ;
4
35lim)
4 −
−+
→ x
x
б
x
 
      ;
4cos1
tglim)
0 x
xx
в
x −→   ( ) .51lim)
1
0
x
x
x
xг
+
→ −  
33. ;
102
3lim) 3
23
+−
++
∞→ xx
xxxa
x
  ;
24
lim)
0 −+→ x
x
б
x
 
      
20
tg2 sin 2) lim ;
x
x x
в
x→
−   .
1
lim)
31 x
x x
x
г
−
∞→ ⎟⎠
⎞⎜⎝
⎛
−  
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34. ;
1
34lim) 3
2
1 −
+−
→ x
xxa
x
  ;
22
312lim)
4 −−
−+
→ x
x
б
x
 
      ;coscoslim) 2
3
0 x
xx
в
x
−
→   .2
32lim)
5 x
x x
x
г
−
∞→ ⎟⎠
⎞⎜⎝
⎛ −  
35. ;
125
30lim) 3
2
5 +
−−
−→ x
xxa
x
  ;11lim) 2
2
0 x
x
б
x
−−
→  
      ;
sin
6cos1lim)
0 xx
x
в
x ⋅
−
→   
.
2
3lim)
3x
x x
x
г ⎟⎠
⎞⎜⎝
⎛
−
+
→∞  
36. ;
523
103lim)
2
2
+−
++
∞→ xx
xxa
x
  ;
3
572lim)
9 −
−+
→ x
x
б
x
 
      ;
2costg
3sinlim) 20 xx
xx
в
x→   
x
x x
x
г ⎟⎠
⎞⎜⎝
⎛
+
−
∞→ 2
1lim) . 
37. ;
8
107lim) 3
2
2 −
+−
→ x
xxa
x
  ;
516
2lim)
4 −+
−
→ x
x
б
x
 
      ;
5tg
2sinlim)
2
2
0 x
x
в
x→    ( ) .21lim)
1
0
x
x
xг −→  
38. ;
145
1lim) 2
3
1 −−
−
→ xx
xa
x
  ;
314
2lim)
2
2 −+
−−
→ x
xx
б
x
 
      ;2sinlim) 2
2
0 x
x
в
x→    ( ) xxг x 3
2
21lim)
0
+→ . 
39. ( ) ;
54
1lim) 2
2
1 −+
−
→ xx
xa
x
  ;
1
23lim)
1 −
−+
→ x
x
б
x
 
      
0
1 1) lim ;
sin tgx
в
x x→
⎛ ⎞−⎜ ⎟⎝ ⎠   .2
2lim)
4 x
x x
x
г
−
∞→ ⎟⎠
⎞⎜⎝
⎛
+
−  
40. ;
1023
52lim) 2
2
+−
++
∞→ xx
xxa
x
  ;
341
4lim)
2
2 −−
−
−→ x
x
б
x
 
      ;
3sin
2tglim) 2
2
0 x
x
в
x→    .1
lim)
3 x
x x
x
г
−
∞→ ⎟⎠
⎞⎜⎝
⎛
−  
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Задачи 41–50. Функция )(xy  задана различными аналитиче-
скими выражениями для различных областей изменения независи-
мой переменной. Найти точки разрыва, если они существуют. Сде-
лать чертеж. 
41. 
⎪⎩
⎪⎨
⎧
>+
≤<
≤−
=
.2если,1
,20если,
,0если,2
2
xx
xx
xx
y    42. 
⎪⎩
⎪⎨
⎧
>+
≤<
≤+
=
.3если,2
,31если,2
,1если,12
xx
xx
xx
y  
43. 
⎪⎩
⎪⎨
⎧
>
≤<
≤
=
.1если,2
,10если,
,0если,2 2
x
xx
xx
y    44. 
⎪⎩
⎪⎨
⎧
≥
<<
≤−
=
.2если,2
,20если,
,0если,1
2
xx
xx
xx
y  
45. 
⎪⎩
⎪⎨
⎧
>−
≤≤+
<−
=
.4если,11
,40если,1
,0если,3
2 xx
xx
xx
y    46 
⎪⎩
⎪⎨
⎧
≥
<≤+
<+
=
.1если,0
,10если,1
,0если,13
2
x
xx
xx
y  
47. 
⎪⎩
⎪⎨
⎧
>
≤<+
≤−
=
.1если,2
,10если,1
,0если,2
2
x
xx
xx
y    48. 
⎪⎩
⎪⎨
⎧
>
≤≤+
<
=
.1если,
,10если,1
,0если,1
2
xx
xx
x
y  
49. 
⎪⎩
⎪⎨
⎧
>−
≤≤
<−
=
.4если,1
,40если,
,0если,
2
xx
xx
xx
y    50. 
⎪⎩
⎪⎨
⎧
>−
≤≤−
−<+
=
.2если,6
,21если,
,1если,12
2
xx
xx
xx
y   
 
Тема 3. Производная и ее вычисление 
 
Задачи 51–60. Найти производные dy
dx
 данных функций. 
51. а) ( );arcsinln2 xy =   б) ( ) ;3cos2 4xey x +=  
     в) ( ) ;2sin 3xxy =    г) .122 =++ xyyxxy  
52. а) 23 tg ;x xy e +=    б) ;1tg3 ⎟⎠
⎞⎜⎝
⎛ +=
x
xy  
      в) ;
13
123
+
++=
x
xxxy  г) .2yexy y =+  
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53. а) ;sinln5ln2 xxxy −=   б) ;
1
1arctg −
+=
x
xy  
      в) ( ) ;3tg 2 xxy =     г) ( ) .cos xxy =  
54. а) ;1arctgln 2xy +=    б) ( )xxxey x ++= + 3213 ; 
      в) ( ) ;sin3 xxxy +=    г) .33 xyyx =+  
55. а) ( ) ;tg3 42cos xy x +=    б) ;sin12 xxy +=  
      в) ( )( )3 52
2
;
1
)1
−
+=
x
xxy    г) 3 arcctg .y x y= +  
56. а) ;10
3sin1 xy −=     б) ;
1
1arcsin −
+=
x
xy  
      в) ;5sin123 xxexy x +=   г) .0cossin =− xyyx  
57. а) ;tg1 32 xtgxy ++=   б) ;1arcsin 2xxxy −+=  
      в) ( ) ;arctg xxy =     г) .tg xyy =  
58. а) ;1cosln
x
xy −=    б) ;
1
1
x
x
e
ey −
+=  
      в) ;21
3x
x
y ⎟⎠
⎞⎜⎝
⎛ +=     г) .3ln =+
y
xy  
59. а) ( )2 3 1sin x xy e + += ;   б) ;lnln1 3 xxxxy −+=  
      в) ( ) ( )( ) ( ) ;411
211
54
32
xx
xxy +−
−+=   г) .0352 =++ xyyxx  
60. а) ;ctgln 2 xy =    б) ;arcsin
sin3
xx
x
xy −=  
      в) ( ) xxy cos= ;    г) .53 yxe y +=  
 
Задачи 61–70. Найти 
dx
dy  и 2
2
dx
yd  параметрически заданных функций. 
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61. 
⎩⎨
⎧
=
=
.cos
,
ty
ex t
  62. 
⎪⎩
⎪⎨
⎧
−=
=
.
3
1
,
3
2
tty
tx
 
63. ⎩⎨
⎧
=
=
.sin
,cos
tty
ttx
  64. ⎩⎨
⎧
−=
−=
.cos1
,sin
ty
ttx
 
65. 
⎩⎨
⎧
=
−=
.3
,2
2
3
ty
ttx
  66. 
⎩⎨
⎧
−=
−=
.
,1
3
2
tty
tx
 
67. 
⎩⎨
⎧
=
=
.sin4
,cos3
2 ty
tx
  68. 
⎪⎩
⎪⎨
⎧
−=
=
.sin
,
2
cos
tty
tx
 
69. 
⎩⎨
⎧
+=
+=
.2
,8
5
3
tty
ttx
  70. ⎩⎨
⎧
=
=
.3sin
,3cos
ty
tx
 
 
Тема 4. Исследование функций и построение графиков 
 
Задачи 71–80. Исследовать функцию ( )xfy =  и построить ее 
график. 
71. .
1
2
−= x
xy    72. .42
3
x
xy +=  
73. 
2
632
+
++=
x
xxy .  74. 
1
12
+
−−=
x
xxy . 
75. .
12 −= x
xy   76. 
2
2
1
1
x
xy −
+= . 
77. 
1
12 2
+
++=
x
xxy .  78. .
1
1
2 += xy  
79. .
4
8
2 −= xy   80. .1 2x
xy +=  
 
Задачи 81–90. Найти наибольшее и наименьшее значения функ-
ции ( )xfy =  на отрезке [a; b]. 
81. ( ) ,2
2
3
3
1 23 xxxxf +−=  [0; 3]. 
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82. ( ) ,3818 432 xxxxf −+=  [0; 4]. 
83. ( ) ,2 24 xxxf −=    [0; 2]. 
84. ( ) ,123 xxxf −=    [–1; 3]. 
85.
x
xxf 2
8
)( +=    [1; 6]. 
86. ( ) ,3
3 x
xxf +=    [–5; –1]. 
87. ( ) ,233 23 ++−= xxxxf  [–2; 2]. 
88. ( ) ,3 23 xxxf −=    [1; 3]. 
89. ( ) ,44 xxxf +=    [–2; 2]. 
90. ( ) ,7123 +−= xxxf   [0; 3]. 
 
Тема 5. Неопределенный интеграл и его вычисление 
 
Задачи 91–100. Вычислить неопределенные интегралы:  
а) методом замены переменной;  
б) методом интегрирования по частям. 
91. а) dx
x
x∫ ln ;   б) .)12( 2 dxexx x∫ ++  
92. а) ∫ + 2
2
1
)arctg(
x
dxx ;  б) 2(3 2) .
x
x e dx+∫  
93. а) 2 ;xxe dx∫    б) 2( 1)sin .x x xdx− +∫  
94. а) 
2
sin ;
cos
xdx
x∫    б) .ln2 xdxx∫  
95. а) 
2
;
1
xdx
x +∫    б) .cos)123( 2∫ −+ xdxxx  
96. а) 
2
(2 3) ;
3 8
x dx
x x
−
− +∫    б) .)52( 13∫ ++ dxex x  
97. а) 3sin cos ;x xdx∫   б) ln .x xdx∫  
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98. а) ∫ ;ln xx
dx
   б) .arctg∫ xdx  
99. а) ;
1 5
4
∫ + x
dxx    б) ( 1)cos2 .x xdx+∫  
100. а) sin cos ;xe xdx∫   б) .ln 2∫ xxdx  
 
Задачи 101–110. Вычислить неопределенные интегралы. 
101. ( )( ) dxxx xx∫ +− +− 11 123 2
2
.  102. ( )( ) dxxxx x∫ ++− + 542 94 2 . 
103. ( )( ) dxxx xx∫ +− +− 41 52
2
.  104. ( ) dxxxx x∫ +++ 2222 .  
105. ( )( ) dxxx xx∫ +− −+ 11 23 2
2
.   106. ( )( ) dxxx x∫ +− + 42 42 2 . 
107. ( )( ) dxxx xx∫ ++ +− 42 22
2
.  108. ( ) dxxx xx∫ + +− 163242 2
2
.  
109. ( )( ) dxxx xx∫ +− +− 11 123 2
2
.  110. ( )( ) dxxx x∫ ++ − 93 618 2 .  
 
Задачи 111–120. Вычислить неопределенные интегралы от ирра-
циональных и от тригонометрических функций. 
111. а) ;
)1(12 3 2∫ +++ xx
dx   б) .sin3∫ xdx  
112. а) ∫ −+ ;123x
dx    б) .cossin 32∫ xdxx  
113. а) ∫ − ;4x
dxx     б) ∫ .cos
sin3
x
xdx  
114. а) ;
1)1( 44 3∫ −+− xx
dx   б) .2sin2∫ xdx  
115. а) ∫ + ;2 xx
dx     б) ∫ .sin
cos
2
3
x
xdx  
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116. а) ;
123
12∫ −+
−
x
dxx    б) .cos3∫ xdx  
117. а) ;
)4( 4∫ + xx
dx    б) .3sin 2∫ xdx  
118. а) ;
)2( 3∫ + xx
dx    б) .tg3∫ xdx  
119. а) ;
1414 4∫ +−+ xx
dx   б) .cos∫ xdx52  
120. а) ;
)11(1 3∫ +−+ xx
dx   б) .ctg3∫ xdx  
 
Тема 6. Определенный интеграл и его применение 
 
Задачи 121–130. Вычислить площадь фигуры, ограниченной дан-
ными линиями, и изобразить фигуру на чертеже. 
121. 4,442 =++−= xyxxy . 
122. 82,542 =−++= xyxxy . 
123. 1 , 2, 2xy e x y x= + + = = . 
124. 01  ,142 =−−++−= xyxxy . 
125. xyxy 4  ,4 22 == . 
126. 6,   7 0xy x y= + − = . 
127. 2 22 1, 2 1y x x y x x= − + = − + + . 
128. ,   ,   1x xy e y e x−= = = . 
129. 4,   4,   4xy x y= = = . 
130. 16 ,   17y y x
x
= = − . 
 
Задачи 131–140. Вычислить объем тела, образованного вращением 
фигуры вокруг оси Ox  (задачи 131–136) или вокруг оси Oy  (задачи 137–
140), ограниченной указанными линиями. Изобразить фигуру на рисунке. 
 173
131. 22   , yxxy == . 
132. 0  ,2 2 =−= yxxy . 
133. 0 ,4  ,1 ,4 ==== yxxxy . 
134. 0  ,
2
  ,
2
  ,cos1 =π=π−=+= yxxxy . 
135. 0 ,  ,0  ,sin1 =π==+= yxxxy . 
136. .  ,  ,  , 0101 ===+= yxxey x  
137. 1
94
22
=+ yx . 
138. 0  ,3  ,12 ==+= xyxy . 
139. 0  ,4 2 =−= xyyx . 
140. 0  ,1  ,3 === xyxy . 
 
Задачи 141–150. Вычислить несобственный интеграл (или дока-
зать его расходимость). 
141. ∫
+∞
−
0
2
dxxe x .   142. ∫ −
1
0 1 x
dx . 
143. ∫+∞
2
ln
x
xdx .    144. ∫e xx
dx
1 ln
. 
145. ∫+∞ +0 2 19x
dx .   146. ∫+∞
2 ln xx
dx . 
147. ∫+∞ +0 3
2
1x
dxx .   148. ∫ −
2
1
2)1(x
dx . 
149. ∫
+∞
− ++1 2 22xx
dx .   150. ∫ −
2
0
24 x
dx . 
 
Тема 7. Обыкновенные дифференциальные уравнения 
 
Задачи 151–160. Найти общее решение дифференциальных урав-
нений первого порядка. 
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151. 3=+′ yyx .    152. 22 yxyyx −=−′ . 
153. ( ) ( ) 222 121 xxyyx +=−′+ . 154. 
x
yyyyx ln=−′ . 
155. xeyy =−′ .    156. ( )223 22 yxyyx −=′ . 
157. 
2232 xexxyy −⋅=+′ .   158. 02 222 =++′ yxyx . 
159. ( ) xxyyx +=+′+ 31 .   160. 
x
yyyx ln=′ . 
 
Задачи 161–170. Найти общее решение дифференциального урав-
нения второго порядка, допускающего понижение порядка. 
161. 22 x
x
yy =′+′′ .    162. xy ln=′′ . 
163. xxyy 2sintg =′+′′ .   164. ( ) ( ) 051 2 =′−+′′ yyy . 
165. yxxy ′=′′ ln .    166. ( )2yyy ′=′′ . 
167. xxyy sinctg =′−′′ .   168. ( ) ( )222 yyy ′=′′− . 
169. yyx ′=′′ .    170. 1tg +′=′′ yxy . 
 
Задачи 171–180. Найти частное решение дифференциального 
уравнения, удовлетворяющее заданным начальным условиям. 
171. ,04 =+′′ yy   ( ) ( ) 20,00 =′= yy . 
172. 096 =+′−′′ yyy , ( ) ( ) 30,10 =′= yy . 
173. 044 =+′+′′ yyy , ( ) ( ) 10,10 −=′= yy . 
174. 025 =+′′ yy ,  ( ) ( ) 100,10 =′= yy . 
175. 020 =−′+′′ yyy , ( ) ( ) 10,20 =′= yy . 
176. 044 =+′+′′ yyy , ( ) ( ) 20,00 =′= yy . 
177. 0136 =+′+′′ yyy , ( ) ( ) 30,10 −=′= yy . 
178. 0168 =+′+′′ yyy , ( ) ( ) 10,20 −=′= yy . 
179. 022 =+′+′′ yyy , ( ) ( ) 20,30 =′= yy . 
180. 05 =′+′′ yy ,  ( ) ( ) 200,70 −=′= yy . 
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Задачи 181–190. Найти общее решение линейного дифференци-
ального уравнения второго порядка. 
181. xeyyy 3423 =+′−′′ . 
182. 384 xyy =−′′ . 
183. ( ) xexyyy 618134 +=+′+′′ . 
184. xeyyy 3786 =+′+′′ . 
185. xxyyy 2cos32sin42 −=+′−′′ . 
186. xeyyy −=+′+′′ 18102 . 
187. xxyyy sin14cos296 +=+′−′′ . 
188. 712556 2 +−=+′−′′ xxyyy . 
189. ( ) xexyy −−=′+′′ 243 . 
190. xxyyy sin2cos25262 +=+′−′′ . 
 
Задачи 191–200. Найти решение системы дифференциальных 
уравнений, удовлетворяющее заданным начальным условиям. 
191. 
⎪⎪⎩
⎪⎪⎨
⎧
−=
−−=
,
,3
yx
dt
dy
yx
dt
dx
  ( ) ,00 =x  .1)0( =y  
192. 
⎪⎪⎩
⎪⎪⎨
⎧
−−=
+−=
,52
,7
yx
dt
dy
yx
dt
dx
 ( ) ,00 =x  .1)0( =y  
193. 
⎪⎪⎩
⎪⎪⎨
⎧
+=
+=
,6
,2
yx
dt
dy
yx
dt
dx
  ( ) ,20 =x  .1)0( −=y  
194. 
⎪⎪⎩
⎪⎪⎨
⎧
−=
−=
,4
,3
yx
dt
dy
yx
dt
dx
  ( ) ,20 =x  .3)0( =y  
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195. 
⎪⎪⎩
⎪⎪⎨
⎧
+=
+−=
,
,8
yx
dt
dy
yx
dt
dx
  ( ) ,20 −=x  .2)0( =y  
196. 
⎪⎪⎩
⎪⎪⎨
⎧
+=
+=
,43
,2
yx
dt
dy
yx
dt
dx
  ( ) ,30 =x  .)( 50 =y  
197. 
⎪⎪⎩
⎪⎪⎨
⎧
+−=
−=
,4
,
yx
dt
dy
yx
dt
dx
 ( ) ,40 =x  .)( 40 =y  
198.
 
⎪⎪⎩
⎪⎪⎨
⎧
+−=
+=
,32
,
yx
dt
dy
yx
dt
dx
 ( ) ,10 =x  .2)0( =y  
199. 
⎪⎪⎩
⎪⎪⎨
⎧
+−=
+−=
,2
,23
yx
dt
dxy
yx
dt
dx
 ( ) ,10 =x  .2)0( =y  
200. 
⎪⎪⎩
⎪⎪⎨
⎧
−−=
+=
,3
,35
yx
dt
dy
yx
dt
dx
  ( ) ,10 =x  .)( 00 =y  
 
Тема 8. Функции нескольких переменных 
 
Задачи 201–210. Проверить, удовлетворяет ли заданному уравне-
нию функция ( ).; yxuu =  
201. ,2=∂
∂+∂
∂
y
uy
x
ux  если  ( ).ln 22 yxyxu ++=  
202. ,2
2
2
2
2
x
ua
y
u
∂
∂=∂
∂   если  ( )sin , const.u x ay a= + −  
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203. ,
2
y
u
yx
ux ∂
∂=∂∂
∂    если  .
y
xu =  
204. ,02
2
2
2
2
2 =∂
∂+∂
∂
y
uy
x
ux   если  .xyeu =  
205. ,02
2
22 =∂
∂−⎟⎠
⎞⎜⎝
⎛
∂
∂
∂
∂
y
uy
x
ux
x
u  если  .x
y
eu =  
206. ,02
2
2
2
=∂
∂−∂
∂
y
u
x
u    если  ( ) .ln 22 yxu −=  
207. ,1=∂
∂+∂
∂
y
u
x
u    если  ( ) .ln yx eeu +=  
208. ,02
2
2
2
=∂
∂+∂
∂
y
u
x
u    если  .arctg
x
yu =  
209. ,02
2
2
2
=∂
∂−∂
∂
y
u
x
u    если  ( ).ln 22 yxu −=  
210. ,2
2
2
2
2
y
u
x
ua ∂
∂=∂
∂
  если  ( ) .sin ayxu −=  
 
Задачи 211–220. Исследовать функцию );( yxzz =  на экстремум. 
211. .102 22 yxyxxyz ++−−=  
212. .2633 22 yxyxyxz −−++=  
213. .6443 22 yxyxxyz −+−−=  
214. .74353 22 yxyxyxz ++++=  
215. .9633 22 yxyxxyz +−−−=  
216. .43 22 yxyxyxz −−++=  
217. .22 yxyxyxz +++−=  
218. .353 22 yxyxyxz −+++=  
219. .1062 22 yxyxyxz −+−+=  
220. .2445 22 yxyxyxz −−−−−=  
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Задачи 231–240. Дана функция );( yxzz = , точка );( 00 yxA  и век-
тор aG . Найти zgrad  в точке А и производную функции z в точке А по 
направлению вектора aG .  
221. )(arctg 2 yxz = ,   jiaA GGG 43),1;2( += . 
222. )54ln( 22 yxz += ,  jiaA GG 815),1;1( −= . 
223. ⎟⎠
⎞⎜⎝
⎛=
x
yz
2
arcsin ,  jiaA
GGG 512),1;3( −= . 
224. 22 yxz −= ,   jiaA GGG 158),4;5( −= . 
225. yxyxz 432 2 ++= ,  jiaA GGG 34),3;1( += . 
226. xyz arctg= ,   jiaA GGG 125),4;1( += . 
227. )2ln( 22 yxyxz ++= , jiaA GGG 86),1;1( += . 
228. ⎟⎟⎠
⎞
⎜⎜⎝
⎛=
y
xz
2
arccos ,  jiaA
GGG 68),3;1( −= . 
229. ( )xyz += 1ln ,  jiaA GGG 125),4;1( −= . 
230. 
x
y
y
xz −= ,   jiaA GGG 43),1;1( −= . 
 
Тема 9. Числовые и степенные ряды 
 
Задачи 231–240. Исследовать сходимость числового ряда. 
231. а) ∑∞
=
+
1
2
2
1
n
n
n ;  б) ∑∞
= ++
+
1
3 25
73
n nn
n . 
232. а) ∑∞
=1 !3
7
n
n
n
n
;  б) ∑∞
= +
+
1
2)1(
12
n n
n . 
233. а) ∑∞
= +1 )!1(
3
n
n
n
;  б) ∑∞
= ++1 2 1
1
n nn
. 
234. а) ∑∞
= +
+
1 )!1(2
13
n
n n
n ; б) ∑∞
=
⎟⎠
⎞⎜⎝
⎛
1
2
1sin
n n
. 
 179
235. а) ∑∞
=
+
1 4
2
n
nn
n ;  б) ∑∞
= ++1 2 1n nn
n . 
236. а) ∑∞
= +1 1
3
2n n
n ;  б) ∑∞
= ++
+
1
2 34
62
n nn
n . 
237. а) ∑∞
= +1 2)1(
!
n
nn
n ; б) ∑∞
=
⎟⎠
⎞⎜⎝
⎛
1
2
1cos
n n
. 
238. а) ∑∞
=
−
1 3
12
n
n
n ;  б) 
2
1
2
2
12
2∑∞
=
⎟⎠
⎞⎜⎝
⎛
+
+
n n
n . 
239. а) ∑∞
=
+
1
2
!
)2(
n n
n ;  б) ∑∞
= −+
++
1
5
2
163
44
n nn
nn . 
240.  а) ∑∞
= +1 )!12(
1
n n
; б) ∑∞
= +1 2
2
1n n
n . 
 
Задачи 241–250. Найти радиус и интервал сходимости степен-
ного ряда. 
241. ∑∞
= +
−
1
13
)1(
n
n
nx .   242. ∑∞
= +1 )!1(n
n
n
nx . 
243. ∑∞
= +
+
1 1
)1(
n
n
n
x .   244. ∑∞
=
+
1
2
2
)1(
n
n
nxn . 
245. ∑∞
=
+
1 !
)2(
n
n
nn
x .   246. ∑∞
=
−
1
)1(
n
n
nn
x .  
247. ∑∞
=1 3n n
nxn .   248. ∑∞
=1
5
n
nn xn .  
249. ∑∞
= +1 13n
n
n
x .   250. ∑∞
=
−
1 5
)3(
n
n
n
n
x .  
 
Задачи 251–260. Вычислить ∫
b
a
dxxf )(  с точностью до 0,001, раз-
ложив подынтегральную функцию в ряд и затем проинтегрировав его 
почленно. 
251. .cos
1
0
2∫ dxx    252. ( ) .1ln5,0
0
2
∫ + dxx
x  
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253. .cos
1
0
2∫ dxxx    254. .1
5,0
0
3∫ + dxx  
255. .
1
0
2∫ − dxe x    256. .
1
5,0
0
3∫ + x
xdx  
257. .sin
1
0
2∫ dxx    258. .sin
5,0
0
∫ dxx
x  
259. .sin
1
0
∫ dxxx    260. .
1
5,0
0
4∫ + x
dx  
 
Задачи 261–270. Найти три первых отличных от нуля члена раз-
ложения в степенной ряд решения )(xyy =  дифференциального 
уравнения );( yxfy =′ , удовлетворяющего начальному условию 
.)0( 0yy =  
261. .2)0(,2 =+=′ yyey x   262. .1)0(, =+=′ yxyey y  
263. .1)0(,22 =+=′ yyxy   264. .1)0(,cos =+=′ yexy y  
265. .2)0(,2 =+=′ − yyey x   266. .1)0(,sin =+=′ yxyxy  
267. .1)0(,sin 2 =+=′ yyxy   268. .2)0(,3 =+=′ yyxy  
269. .2)0(, =−=′ yyey x    270. .0)0(, =+=′ yexy y  
 
Тема 10. Кратные и криволинейные интегралы,  
их применение 
 
Задачи 271–280. Изменить порядок интегрирования. Изобразить 
область интегрирования. 
271. ∫ ∫1
0
.),(
y
y
dxyxfdy    272. ∫ ∫2
1 1
2
.),(
x
dyyxfdx  
273. ∫ ∫−2
0
6
2
.),(
x
x
dyyxfdx    274. ∫ ∫1
0
3
2
.),(
x
x
dyyxfdx  
275. ∫ ∫
+2
0
24
2
.),(
x
x
dyyxfdx    276. ∫ ∫
−
−1
1
1
0
2
.),(
x
dyyxfdx  
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277. ∫ ∫1
0 3
.),(
x
x
dyyxfdx    278. ∫ ∫
−
−−
1
0
1
1 2
.),(
y
y
dxyxfdy  
279. ∫ ∫
−1
0
2 2
.),(
y
y
dxyxfdy    280. ∫ ∫−5
2
7
10
.),(
x
x
dyyxfdx  
 
Задачи 281–290. Вычислить двойной интеграл по области D, огра-
ниченной указанными линиями. 
281. ∫∫ +
D
dxdyy )1( ,  где yxyxD 5  ,: 2 == . 
282. ∫∫
D
dxdy
x
y
2
2
,   где  2 ,1 ,: === yxyyxD . 
283. ( )∫∫ +
D
dxdyx 1 ,   где  1,1:
22 −=−= xyxyD . 
284. ∫∫
D
xdxdy ,   где  2
2
1
2  , :
x
yxyD +== . 
285.  ∫∫ +
D
dxdyxy )( ,  где  D: 22 1y  ,1 xxy −=−= . 
286. dxdyyx
D
∫∫ +− )(1 22 ,     где D – полукруг: 0  ,122 ≥≤+ xyx . 
287. ∫∫ −
D
dxdyyx )( 2 ,  где  D: 4, 2 ==  yxy . 
288. dxdye
D
yx∫∫ + 22 ,  где D – четверть круга: 122 ≤+ yx , рас-
положенного в первом квадранте. 
289. ∫∫
D
xdxdy ,  где D: 07 ,6 =−+= xyxy . 
290. ∫∫ +
D
dxdyyx )( 2 , где D: xyxy == 22   , . 
 
Задачи 291–300. Переходя к цилиндрическим координатам, вы-
числить с помощью тройного интеграла объемы тел, ограниченных 
указанными поверхностями. Изобразить данные тела. 
291. 0  ,122 =−+= zyxz . 
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292. 4  ,22 =+= zyxz . 
293. 2 2 2 28 ( ),   .z x y z x y= − + = +  
294. .0  ,9  , 2222 ==++= zyxyxz  
295. .  , 2222 yxzyxz +=+=  
296. .2  , 22222 =+++= zyxyxz  
297. .0  ,4  , 2222 ==++= zyxyxz  
298. .0  ,1  ,10 22 ==++= zyxxz  
299. .2  , 22222 =+++= zyxyxz  
300. .0  ,1  ,5 22 ==++= zyxyz  
 
Задачи 301–306. Вычислить криволинейные интегралы. 
301. ,∫
C
yds  где С – дуга параболы: ,22 xy =  заключенная между 
точками O(0; 0) и А(2; 2). 
302. ,∫
C
xds  где С – дуга параболы: ,2xy =  заключенная между точ-
ками А(7; 2 ) и В(2; 4). 
303. ,∫
C
xds  где С – отрезок прямой от точки О(0; 0) до точки А(1; 2). 
304. ∫
C
dsy2 , где С – первая арка циклоиды: ( sin ),  x a t t= −  
π (1 cos ),   0 .
2
y a t t= − ≤ ≤  
305. ,)( 2∫ ++
C
xydydxyx  С – дуга кривой: ,xey =  заключенная 
между точками А(0; 1) и В(1; е). 
306. ,)()(∫ −++
C
dyyxdxyx  где С – четверть окружности: cos ,x R t=  
πsin ,   0 .
2
y R t t= ≤ ≤  
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Задачи 307–310. Вычислить с помощью криволинейных интегралов. 
307. Длину дуги кривой: .0  ,cossin ,sincos π≤≤−=+= ttttytttx  
308. Работу силы jxyixF
GGG += 2  при перемещении материальной 
точки по четверти окружности: 
2
0  ,sin  ,cos π≤≤== ttytx . 
309. Работу силы jyixF
GGG
22 +=  при перемещении материальной 
точки вдоль кривой: xy = от точки О(0;0) до точки А(1;1). 
310. Работу силы jxyiyxF
GGG
22 +=  при перемещении материальной 
точки вдоль кривой: .10  ,  , 3 ≤≤== ttytx  
 
Задачи 311–320. Проверить, будет ли векторное поле F
G
 потен-
циальным и соленоидальным. В случае потенциальности векторного 
поля F
G
 найти его потенциал.  
311. kxyzjxzyiyzxF
GGGG
)32()32()32( +++++= . 
312. kxyzjxzyiyzxF
GGGG
)3()3()3( −+−+−= . 
313. kxyzjxzyiyzxF
GGGG
)5()5()5( −+−+−= . 
314. kxyzjxzyiyzxF
GGGG
)()7()7( +++++= . 
315. kxyzjxzyiyzxF
GGGG
)3()34()34( −+−+−= . 
316. kxyzjxzyiyzxF
GGGG
)5()5()5( +++++= . 
317. kxyzjxzyiyzxF
GGGG
)23()23()23( +++++= . 
318. kxyzjxzyiyzxF
GGGG
)5()5()5( −+−+−= . 
319. kxyzjxzyiyzxF
GGGG
)()()( +++++= . 
320. kxyzjxzyiyzxF
GGGG
)()()2( −+−+−= . 
 
Тема 12. Теория вероятностей 
 
Задачи 321–330. Решите следующие задачи, используя теоремы 
сложения и умножения вероятностей. 
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321. Три стрелка делают по одному выстрелу по мишени. Вероят-
ность попадания в цель для первого стрелка равна 0,7, для второго – 
0,8, для третьего – 0,9. Найти вероятность попаданий в цель: а) хотя 
бы одним стрелком; б) двумя стрелками. 
322. В коробке 4 красных и 6 синиx карандашей. Из коробки нау-
дачу извлекли два карандаша. Найти вероятность того, что: a) извлече-
ны карандаши одного цвета; б) извлечены карандаши разных цветов. 
323. Рабочий обслуживает три станка, работающих независимо 
друг от друга. Вероятность того, что в течение часа не потребует вни-
мания первый станок 0,9, второй – 0,8, третий – 0,85. Найти вероят-
ность того, что в течение часа не потребуют внимания: а) ровно два 
станка; б) хотя бы один станок. 
324. Вероятность того, что студент сдаст первый экзамен 0,9, вто-
рой – 0,8 и третий – 0,7. Найти вероятность того, что студент сдаст:  
а) только один экзамен; б) все три экзамена; в) хотя бы один экзамен. 
325. Для сигнализации об аварии установлено два независимо ра-
ботающих сигнализатора. Вероятность того, что при аварии срабаты-
вает первый сигнализатор равна 0,95, второй – 0,9. Найти вероятность 
того, что при аварии сработает: а) только один сигнализатор; б) хотя 
бы один сигнализатор. 
326. В урне находятся 10 белых и 5 черных шаров. Из урны нау-
дачу извлекли 4 шара. Найти вероятность, что среди них: а) все белые 
шары; б) два белых и два черных шара. 
327. Экспедиция издательства отправила газеты в три почтовых 
отделения. Вероятность доставки газет в первое отделение равна 0,9, 
во второе – 0,85 и в третье – 0,8. Найти вероятность того, что два от-
деления получат газеты вовремя, а одно с опозданием. 
328. Для одной бригады вероятность выполнения нормы равна 
0,8, для другой – 0,9. Какова вероятность, что: а) обе бригады выпол-
нят норму; б) хотя бы одна бригада выполнит норму. 
329. Вероятность попадания в мишень при одном выстреле равна 
0,6. После первого попадания стрельба прекращается. Найти вероят-
ность того, что будет произведено ровно 4 выстрела. 
330. В первой урне 2 белых и 10 черных шаров, во второй урне – 
8 белых и 4 черных шара. Из каждой урны вынули по шару. Какова 
вероятность того, что: а) оба шара белые; б) один шар белый; в) хотя 
бы один шар белый. 
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Задачи 331–340. Решите следующие задачи, используя формулу 
полной вероятности. 
331. Два автомата производят детали, которые поступают на об-
щий конвейер. Вероятность получения нестандартной детали на пер-
вом автомате равна 0,08 и на втором – 0,09. Производительность вто-
рого автомата вдвое больше, чем первого. Найти вероятность того, 
что наугад взятая с конвейера деталь стандартна. 
332. В телевизионном ателье имеется 4 кинескопа. Вероятности 
того, что кинескопы выдержат гарантийный срок службы соответст-
венно равны: 0,8; 0,85; 0,9; 0,95. Найти вероятность того, что наугад 
взятый кинескоп выдержит гарантийный срок службы. 
333. В ящике имеется 5 деталей, изготовленных заводом № 1 и 10 
деталей, изготовленных заводом № 2. Сборщик последовательно вы-
нимает из ящика детали одну за другой. Найти вероятность того, что 
второй будет извлечена деталь, изготовленная заводом № 1. 
334. В группе спортсменов 20 лыжников, 6 велосипедистов, 4 бе-
гуна. Вероятность выполнить квалификационную норму равна для 
лыжника 0,8; для велосипедиста 0,9; для бегуна 0,75. Найти вероят-
ность того, что вызванный наудачу спортсмен выполнит квалифика-
ционную норму. 
335. В каждой из двух урн находится по 5 белых и 10 черных 
шаров. Из первой во вторую перекладывают один шар. После чего из 
второй урны извлекают шар. Найти вероятность того, что он будет 
белый. 
336. Имеется три ящика деталей: в первом ящике 40 деталей, из 
них 20 окрашенных; во втором 50, из них 10 окрашенных; в третьем 
30 деталей, из них 15 окрашенных. Найдите вероятность того, что 
наугад взятая деталь из наугад взятого ящика окажется окрашенной. 
337. Заготовки для обработки поступают из трех цехов: 50% из 
первого, 30% из второго, 20% из третьего. Брак среди заготовок пер-
вого составляет 5%, второго цеха 4% и третьего цеха 2%. Найти веро-
ятность того, что наугад взятая заготовка не бракованная.  
338. Имеются две партии одинаковых изделий из 18 и 20 штук. 
Причем в первой партии два, а во второй три бракованных изделия. 
Наудачу взятое изделие из первой партии переложено во вторую, по-
сле чего случайным образом выбирается изделие из второй партии. 
Найти вероятность того, что выбранное изделие бракованное. 
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339. Из трамвайного парка в случайном порядке выходят 4 трам-
вая № 1 и 8 трамваем № 2. Найти вероятность того, что второй из вы-
шедших на линию трамваев будет иметь № 1. 
340. В урне было 10 шаров, из них 4 черных. Из урны два шара 
забрали. После чего извлекли один шар. Найдите вероятность того, 
что он черный. 
 
Задачи 341–350. Решите следующие задачи, используя схему 
Бернулли. 
341. Вероятность попадания в мишень при одном выстреле равна 
0,8. По мишени производится 7 выстрелов. Найдите вероятность того, 
что в мишень будет не менее двух попаданий. 
342. При установившемся технологическом процессе 60% всех 
изготовляемых заводом изделий выпускается высшим сортом. При-
емщик наугад берет 200 изделий. Чему равна вероятность того, что 
среди них изделий высшего сорта окажется от 120 до 150? 
343. Вероятность того, что любой абонент некоторой сети выхо-
дит в интернет в течение часа равна 0,005. Сеть обслуживает 600 або-
нентов. Какова вероятность того, что в течение часа в интернет вый-
дет 5 абонентов? 
344. Вероятность выхода из строя за некоторое время Т одного 
конденсатора равна 0,2. Найдите вероятность того, что из 100 незави-
симо работающих конденсаторов в течение времени Т выйдет из строя 
не более 20 конденсаторов. 
345. Производятся независимые испытания, в каждом из которых 
вероятность появления события А равна 0,8. Найдите вероятность  
того, что в 100 испытаниях событие А появиться: а) ровно 90 раз; б) не 
менее 20 раз. 
346. Найдите вероятность того, что в 6 независимых испытаниях 
событие А появится не менее 5 раз, если в каждом испытании вероят-
ность появления события равна 0,9. 
347. Вероятность того, что изделие не выдержит испытание, равна 
0,004. Найдите вероятность того, что из 1000 наудачу взятых изделий 
не выдержат испытания не более двух изделий. 
348. Вероятность поражения мишени стрелком при одном вы-
стреле равна 0,8. Найти вероятность того, что при 100 выстрелах стре-
лок поразит мишень более 75 раз. 
 187
349. В партии из 1000 изделий имеется 10 дефектных. Найти ве-
роятность того, что среди наудачу взятых из этой партии 50 изделий 
ровно 5 окажутся дефектными. 
350. Рабочий обслуживает 10 однотипных станков. Вероятность 
того, что в течение часа станок потребует внимания, равна 0,6. Найдите 
вероятность того, что в течение часа этих требований будет от 3 до 5. 
 
Задачи 351–360. По данному закону распределения случайной ве-
личины ξ  найдите: а) математическое ожидание ξM ; б) дисперсию 
ξD ; в) среднеквадратическое отклонение ξσ ; г) ( )ξ<ξ MP ; д) функцию 
распределения ( )xF ; е) постройте график ( )xF . 
 
ξ  23 25 28 29 ξ 17 21 25 27 351. 
р 0,3 0,2 0,4 0,1 352. р 0,2 0,4 0,3 0,1 
 ξ  22 26 28 30 ξ 12 16 19 21 353. 
р 0,2 0,2 0,5 0,1 354. р 0,1 0,5 0,3 0,1 
 ξ  25 27 30 32 ξ 30 32 35 40 355. 
р 0,2 0,4 0,3 0,1 356. р 0,1 0,5 0,2 0,2 
 ξ  12 14 16 20 ξ 21 25 28 31 357. 
р 0,1 0,2 0,5 0,2 358. р 0,1 0,4 0,2 0,3 
 ξ  60 64 67 70 ξ 45 47 60 82 359. 
р 0,1 0,3 0,4 0,2 360. р 0,2 0,4 0,3 0,1 
 
Задачи 361–370. Случайная величина ξ  задана функцией рас-
пределения )(xF . Требуется найти: а) плотность распределения 
)(xp  вероятностей случайной величины ξ ; б) математическое 
ожидание ξM  и дисперсию ξD ; в) )( ξξ σ<−ξ MP ; г) построить 
графики функции распределения )(xF  и плотности распределения 
вероятностей )(xp . 
361. ,
.4при,1
64при,2
2
1
,4при,0
)(
⎪⎪⎩
⎪⎪⎨
⎧
>
≤<−
≤
=
x
xx
x
xF  
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362. 
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370. 
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Задачи 371–380. Случайная величина ξ  распределена по нор-
мальному закону с параметрами a и σ . Найдите: a) вероятность 
попадания случайной величины ξ  в заданный интервал );( βα ; 
б) )2( σ<−ξ ξMP . 
371. .52;45;5;50 =β=α=σ=a  
372. .26;17;3;20 =β=α=σ=a  
373. .40;30;4;36 =β=α=σ=a  
374. .70;54;5;60 =β=α=σ=a  
375. .56;45;4;48 =β=α=σ=a  
376. .33;24;3;30 =β=α=σ=a  
377. .48;40;5;45 =β=α=σ=a  
378. .37;27;4;35 =β=α=σ=a  
379. .43;34;3;40 =β=α=σ=a  
380. .27;20;2;25 =β=α=σ=a  
 
Тема 13. Математическая статистика 
 
Задачи 381–390. По заданному интервальному ряду: 
1) построить гистограмму относительных частот; 
2) найти эмпирическую функцию распределения и построить ее 
график; 
3) определить гипотетическую плотность закона распределения; 
4) вычислить выборочное среднее значение x  и несмещенную 
оценку дисперсии 2s ; 
5) найти доверительный интервал для математического ожидания 
с доверительной вероятностью 95,0=γ . 
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[ )1+− ii xx  [ )1210 − [ )1412 − [ )1614 − [ )1816 −  [ ]2018 −
381. 
in  7 20 44 21 8 
 [ )1+− ii xx  [ )1614 − [ )1816 − [ )2018 − [ )2220−  [ ]2422 −382. 
in  10 18 42 22 8 
 [ )1+− ii xx  [ )2418− [ )3024− [ )3630− [ )4236−  [ ]4842−383. 
in  8 21 38 22 11 
 [ )1+− ii xx  [ )2420− [ )2824− [ )3228− [ )3632−  [ ]4036−
384. 
in  6 19 48 20 7 
 [ )1+− ii xx  [ )126 −  [ )1812− [ )2418− [ )3024−  [ ]3630−385. 
in  8 20 40 21 11 
 [ )1+− ii xx  [ )62−  [ )106 −  [ )1410− [ )1816 −  [ ]2218−386. 
in  6 22 43 19 10 
 [ )1+− ii xx  [ )104−  [ )1610− [ )2216− [ )2822−  [ ]3428−
387. 
in  10 22 34 23 11 
 [ )1+− ii xx  [ )2220− [ )2422− [ )2624− [ )2826−  [ ]3028−388. 
in  8 21 39 22 10 
 [ )1+− ii xx  [ )1410− [ )1814− [ )2218− [ )2622−  [ ]3026−389. 
in  12 20 30 21 17 
 [ )1+− ii xx  [ )2420− [ )2824− [ )3228− [ )3632−  [ ]4036−
390. 
in  9 24 35 22 10 
 
Задачи 391–400. По результатам наблюдений установить вид 
эмпирической зависимости y от x и методом наименьших квадратов 
найти эмпирическую зависимость ( )xfy = .  
Построить точечную диаграмму и график полученной эмпириче-
ской зависимости. 
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x 2,1 2,7 3,3 3,8 4,2 4,9 5,6 6,1 6,8 391. y 1,2 1,6 2,1 2,4 2,5 2,8 3,4 3,8 4,0 
 
x 0 0,6 1,3 1,8 2,7 3,1 3,9 4,2 5,1 392. y 10,2 8,2 6,0 5,1 1,5 0,8 –1,6 –2,8 –5,5
 
x –4,2 –3,7 –3,3 –2,6 –1,8 –1,1 –0,8 –0,4 0 393. y 0,1 0,5 1,1 1,8 2,9 3,6 4,0 4,7 4,9 
 
x –9,8 –8,5 –6,5 –5,0 –2,0 2,0 4,6 7,0 9,5 394. y 0,8 0,5 0,3 0 –0,5 –1,7 –1,8 –2,5 –2,8
 
x –4,0 –3,5 –2,4 –2,0 –0,8 0,5 1,4 2,5 3,8 395. y –1,6 –1,0 –0,8 –1,1 –0,7 –0,4 –0,2 0 0,3 
 
x 2,0 1,5 1,1 0,5 –0,3 –1,1 –1,2 –2,0 –2,5396. y –1,1 0 1,0 2,1 2,3 2,9 4,0 5,1 5,8 
 
x 0,8 1,5 2,7 3,5 4,1 5,3 6,1 7,7 8,8 397. y 2,3 2,5 3,0 3,5 3,6 4,0 4,4 5,2 5,6 
 
x 0,4 0,9 1,2 1,6 2,3 2,5 3,5 3,8 4,2 398. y 1,7 3,3 3,8 5,0 6,3 7,5 8,8 10,4 11,7
 
x 2,1 2,8 3,5 3,1 4,2 4,4 5,7 5,8 6,2 399. y 6,7 3,4 1,3 0,7 –1,6 –2,8 –6,3 –8,4 –9,6
 
x –3,0 –2,0 –1,5 –1,0 0,8 0,9 2,0 2,5 3,2 400. y –2,1 –1,3 –1,0 0,5 0,7 1,5 1,6 2,3 2,7 
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Таблица значений функции 
2/ 21( )
2
xx e−ϕ = π  
 0 0,01 0,02 0,03 0,04 0,05 0,06 0,07 0,08 0,09
0,0 0,3989 0,3989 0,3989 0,3988 0,3986 0,3984 0,3982 0,3980 0,3977 0,3973
0,1 0,3970 0,3965 0,3961 0,3956 0,3951 0,3945 0,3939 0,3932 0,3925 0,3918
0,2 0,3910 0,3902 0,3894 0,3885 0,3876 0,3867 0,3857 0,3847 0,3836 0,3825
0,3 0,3814 0,3802 0,3790 0,3778 0,3765 0,3752 0,3739 0,3725 0,3712 0,3697
0,4 0,3683 0,3668 0,3653 0,3637 0,3621 0,3605 0,3589 0,3572 0,3555 0,3538
0,5 0,3521 0,3503 0,3485 0,3467 0,3448 0,3429 0,3410 0,3391 0,3372 0,3352
0,6 0,3332 0,3312 0,3292 0,3271 0,3251 0,3230 0,3209 0,3187 0,3166 0,3144
0,7 0,3123 0,3101 0,3079 0,3056 0,3034 0,3011 0,2989 0,2966 0,2943 0,2920
0,8 0,2897 0,2874 0,2850 0,2827 0,2803 0,2780 0,2756 0,2732 0,2709 0,2685
0,9 0,2661 0,2637 0,2613 0,2589 0,2565 0,2541 0,2516 0,2492 0,2468 0,2444
1,0 0,2420 0,2396 0,2371 0,2347 0,2323 0,2299 0,2275 0,2251 0,2227 0,2203
1,1 0,2179 0,2155 0,2131 0,2107 0,2083 0,2059 0,2036 0,2012 0,1989 0,1965
1,2 0,1942 0,1919 0,1895 0,1872 0,1849 0,1826 0,1804 0,1781 0,1758 0,1736
1,3 0,1714 0,1691 0,1669 0,1647 0,1626 0,1604 0,1582 0,1561 0,1539 0,1518
1,4 0,1497 0,1476 0,1456 0,1435 0,1415 0,1394 0,1374 0,1354 0,1334 0,1315
1,5 0,1295 0,1276 0,1257 0,1238 0,1219 0,1200 0,1182 0,1163 0,1145 0,1127
1,6 0,1109 0,1092 0,1074 0,1057 0,1040 0,1023 0,1006 0,0989 0,0973 0,0957
1,7 0,0940 0,0925 0,0909 0,0893 0,0878 0,0863 0,0848 0,0833 0,0818 0,0804
1,8 0,0790 0,0775 0,0761 0,0748 0,0734 0,0721 0,0707 0,0694 0,0681 0,0669
1,9 0,0656 0,0644 0,0632 0,0620 0,0608 0,0596 0,0584 0,0573 0,0562 0,0551
2,0 0,0540 0,0529 0,0519 0,0508 0,0498 0,0488 0,0478 0,0468 0,0459 0,0449
2,1 0,0440 0,0431 0,0422 0,0413 0,0404 0,0396 0,0387 0,0379 0,0371 0,0363
2,2 0,0355 0,0347 0,0339 0,0332 0,0325 0,0317 0,0310 0,0303 0,0297 0,0290
2,3 0,0283 0,0277 0,0270 0,0264 0,0258 0,0252 0,0246 0,0241 0,0235 0,0229
2,4 0,0224 0,0219 0,0213 0,0208 0,0203 0,0198 0,0194 0,0189 0,0184 0,0180
2,5 0,0175 0,0171 0,0167 0,0163 0,0158 0,0154 0,0151 0,0147 0,0143 0,0139
2,6 0,0136 0,0132 0,0129 0,0126 0,0122 0,0119 0,0116 0,0113 0,0110 0,0107
2,7 0,0104 0,0101 0,0099 0,0096 0,0093 0,0091 0,0088 0,0086 0,0084 0,0081
2,8 0,0079 0,0077 0,0075 0,0073 0,0071 0,0069 0,0067 0,0065 0,0063 0,0061
2,9 0,0060 0,0058 0,0056 0,0055 0,0053 0,0051 0,0050 0,0048 0,0047 0,0046
3,0 0,0044 0,0043 0,0042 0,0040 0,0039 0,0038 0,0037 0,0036 0,0035 0,0034
3,1 0,0033 0,0032 0,0031 0,0030 0,0029 0,0028 0,0027 0,0026 0,0025 0,0025
3,2 0,0024 0,0023 0,0022 0,0022 0,0021 0,0020 0,0020 0,0019 0,0018 0,0018
3,3 0,0017 0,0017 0,0016 0,0016 0,0015 0,0015 0,0014 0,0014 0,0013 0,0013
3,4 0,0012 0,0012 0,0012 0,0011 0,0011 0,0010 0,0010 0,0010 0,0009 0,0009
3,5 0,0009 0,0008 0,0008 0,0008 0,0008 0,0007 0,0007 0,0007 0,0007 0,0006
3,6 0,0006 0,0006 0,0006 0,0005 0,0005 0,0005 0,0005 0,0005 0,0005 0,0004
3,7 0,0004 0,0004 0,0004 0,0004 0,0004 0,0004 0,0003 0,0003 0,0003 0,0003
3,8 0,0003 0,0003 0,0003 0,0003 0,0003 0,0002 0,0002 0,0002 0,0002 0,0002
3,9 0,0002 0,0002 0,0002 0,0002 0,0002 0,0002 0,0002 0,0002 0,0001 0,0001
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Таблица значений функции 
2/ 2
0
1
Ф( )
2
x
tx e dt−= π ∫  
x Ф(х) x Ф(х) x Ф(х) x Ф(х) x Ф(х) 
0,00 0,0000 0,34 0,1331 0,68 0,2517 1,02 0,3461 1,36 0,4131 
0,01 0,0040 0,35 0,1368 0,69 0,2549 1,03 0,3485 1,37 0,4147 
0,02 0,0080 0,36 0,1406 0,70 0,2580 1,04 0,3508 1,38 0,4162 
0,03 0,0120 0,37 0,1443 0,71 0,2611 1,05 0,3531 1,39 0,4177 
0,04 0,0160 0,38 0,1480 0,72 0,2642 1,06 0,3554 1,40 0,4192 
0,05 0,0199 0,39 0,1517 0,73 0,2673 1,07 0,3577 1,41 0,4207 
0,06 0,0239 0,40 0,1554 0,74 0,2704 1,08 0,3599 1,42 0,4222 
0,07 0,0279 0,41 0,1591 0,75 0,2734 1,09 0,3621 1,43 0,4236 
0,08 0,0319 0,42 0,1628 0,76 0,2764 1,10 0,3643 1,44 0,4251 
0,09 0,0359 0,43 0,1664 0,77 0,2794 1,11 0,3665 1,45 0,4265 
0,10 0,0398 0,44 0,1700 0,78 0,2823 1,12 0,3686 1,46 0,4279 
0,11 0,0438 0,45 0,1736 0,79 0,2852 1,13 0,3708 1,47 0,4292 
0,12 0,0478 0,46 0,1772 0,80 0,2881 1,14 0,3729 1,48 0,4306 
0,13 0,0517 0,47 0,1808 0,81 0,2910 1,15 0,3749 1,49 0,4319 
0,14 0,0557 0,48 0,1844 0,82 0,2939 1,16 0,3770 1,50 0,4332 
0,15 0,0596 0,49 0,1879 0,83 0,2967 1,17 0,3790 1,51 0,4345 
0,16 0,0636 0,50 0,1915 0,84 0,2995 1,18 0,3810 1,52 0,4357 
0,17 0,0675 0,51 0,1950 0,85 0,3023 1,19 0,3830 1,53 0,4370 
0,18 0,0714 0,52 0,1985 0,86 0,3051 1,20 0,3849 1,54 0,4382 
0,19 0,0753 0,53 0,2019 0,87 0,3078 1,21 0,3869 1,55 0,4394 
0,20 0,0793 0,54 0,2054 0,88 0,3106 1,22 0,3888 1,56 0,4406 
0,21 0,0832 0,55 0,2088 0,89 0,3133 1,23 0,3907 1,57 0,4418 
0,22 0,0871 0,56 0,2123 0,90 0,3159 1,24 0,3925 1,58 0,4429 
0,23 0,0910 0,57 0,2157 0,91 0,3186 1,25 0,3944 1,59 0,4441 
0,24 0,0948 0,58 0,2190 0,92 0,3212 1,26 0,3962 1,60 0,4452 
0,25 0,0987 0,59 0,2224 0,93 0,3238 1,27 0,3980 1,61 0,4463 
0,26 0,1026 0,60 0,2257 0,94 0,3264 1,28 0,3997 1,62 0,4474 
0,27 0,1064 0,61 0,2291 0,95 0,3289 1,29 0,4015 1,63 0,4484 
0,28 0,1103 0,62 0,2324 0,96 0,3315 1,30 0,4032 1,64 0,4495 
0,29 0,1141 0,63 0,2357 0,97 0,3340 1,31 0,4049 1,65 0,4505 
0,30 0,1179 0,64 0,2389 0,98 0,3365 1,32 0,4066 1,66 0,4515 
0,31 0,1217 0,65 0,2422 0,99 0,3389 1,33 0,4082 1,67 0,4525 
0,32 0,1255 0,66 0,2454 1,00 0,3413 1,34 0,4099 1,68 0,4535 
0,33 0,1293 0,67 0,2486 1,01 0,3438 1,35 0,4115 1,69 0,4545 
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x Ф(х) x Ф(х) x Ф(х) x Ф(х) x Ф(х) 
1,70 0,4554 1,88 0,4699 2,12 0,4830 2,48 0,4934 2,84 0,4977 
1,71 0,4564 1,89 0,4706 2,14 0,4838 2,50 0,4938 2,86 0,4979 
1,72 0,4573 1,90 0,4713 2,16 0,4846 2,52 0,4941 2,88 0,4980 
1,73 0,4582 1,91 0,4719 2,18 0,4854 2,54 0,4945 2,90 0,4981 
1,74 0,4591 1,92 0,4726 2,20 0,4861 2,56 0,4948 2,92 0,4982 
1,75 0,4599 1,93 0,4732 2,22 0,4868 2,58 0,4951 2,94 0,4984 
1,76 0,4608 1,94 0,4738 2,24 0,4875 2,60 0,4953 2,96 0,4985 
1,77 0,4616 1,95 0,4744 2,26 0,4881 2,62 0,4956 2,98 0,4986 
1,78 0,4625 1,96 0,4750 2,28 0,4887 2,64 0,4959 3,00 0,49865 
1,79 0,4633 1,97 0,4756 2,30 0,4893 2,66 0,4961 3,20 0,49931 
1,80 0,4641 1,98 0,4761 2,32 0,4898 2,68 0,4963 3,40 0,49966 
1,81 0,4649 1,99 0,4767 2,34 0,4904 2,70 0,4965 3,60 0,499841 
1,82 0,4656 2,00 0,4772 2,36 0,4909 2,72 0,4967 3,80 0,499928 
1,83 0,4664 2,02 0,4783 2,38 0,4913 2,74 0,4969 4,00 0,499968 
1,84 0,4671 2,04 0,4793 2,40 0,4918 2,76 0,4971 4,50 0,499997 
1,85 0,4678 2,06 0,4803 2,42 0,4922 2,78 0,4973 5,00 0,499997 
1,86 0,4686 2,08 0,4812 2,44 0,4927 2,80 0,4974   
1,87 0,4693 2,10 0,4821 2,46 0,4931 2,82 0,4976   
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t-распределение Стьюдента 
 
Уровень значимости 
(двухсторонняя  
критическая область), α 
Уровень значимости 
(двухсторонняя  
критическая область), α 
Число  
степеней 
свободы, ν 
0,10 0,05 
Число  
степеней 
свободы, ν 
0,10 0,05 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
6,31 
2,92 
2,35 
2,13 
2,01 
1,94 
1,89 
1,86 
1,83 
1,81 
1,80 
1,78 
1,77 
1,76 
1,75 
1,75 
12,7 
4,30 
3,18 
2,78 
2,57 
2,45 
2,36 
2,31 
2,26 
2,23 
2,20 
2,18 
2,16 
2,14 
2,13 
2,12 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
40 
60 
120 
1,74 
1,73 
1,73 
1,73 
1,72 
1,72 
1,71 
1,71 
1,71 
1,71 
1,71 
1,70 
1,70 
1,70 
1,68 
1,67 
1,66 
2,11 
2,10 
2,09 
2,09 
2,06 
2,07 
2,07 
2,06 
2,06 
2,06 
2,05 
2,05 
2,05 
2,04 
2,02 
2,00 
1,98 
0,05 0,025 0,05 0,025 
ν Уровень значимости 
(односторонняя  
критическая область), α 
ν Уровень значимости  
(односторонняя  
критическая область), α 
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