ABSTRACT. Let k denote a complete nonarchimedean local field with finite residue field. Let G be the group of k-rational points of a connected reductive linear algebraic group defined over k. Subject to some conditions, we establish a range of validity for the Harish-Chandra-Howe local expansion for characters of admissible irreducible representations of G. Subject to some restrictions, we also verify two analogues of this result.
INTRODUCTION
Let k be a field with discrete valuation and residue field f. We suppose that k is complete and f is finite. Suppose that G is the group of k-rational points of a reductive connected linear algebraic group defined over k. Let g denote the Lie algebra of G.
In this paper we prove homogeneity results for G-invariant distributions on G and g. All of these results have their origins in a conjecture of Thomas Hales, Allen Moy, and Gopal Prasad [18, x1]; we now discuss this conjecture and the results of this paper.
0.1. A conjecture. Suppose that ( ; V ) is an irreducible admissible representation of G. We first recall some facts about the character of ( ; V ). Fix r 2 R. We define g r := x2B(G) g x;r and G r := x2B(G) G x;r :
These objects have been studied in [2, 8, 10] . We recall that if N denotes the set of nilpotent elements in g and U denotes the set of unipotent elements in G, then we have [2] g r = \ x2B(G) g x;r + N and G r = \ x2B(G) G x;r U:
Consequently, g r (resp., G r ) is a G-domain; that is, it is a G-invariant, open, and closed subset of g (resp., G).
We define the subspace H r of C 1 C c (g=g x;r ):
We interpret the sum on the right as above.
A distribution on G is a complex-valued, linear function on C 1 c (G). For g; h 2 G, we let g h = ghg ?1 . If f 2 C 1 c (G) and g 2 G, we define f g 2 C 1 c (G) by f g (h) = f( g h) for h 2 G. If T is a distribution on G and g 2 G, then the distribution g T is defined by g T(f) = T(f g ) for f 2 C 1 c (G). The distribution T is said to be G-invariant if g T = T for all g 2 G. We let J(G) denote the set of G-invariant distributions on G.
For g we define J(g), the space of G-invariant distributions on g, in an analogous fashion. Let J(g r ) denote the space of G-invariant distributions on g with support in g r . Let J(N ) res Dr J(g r ) = res Dr J(N ):
In the stunning paper [24], Waldspurger proved this conjecture for r 2 Z (with some hypotheses on G and k). For the group GL n (k) and r 2 Z + 1 n , it is verified in [7] . Additionally, it is known to be true for the groups SL 2 (k), GSp 4 (k), and Sp 4 (k) when the residual characteristic of k is odd [6] . In Theorem 2.1.5 we prove Conjecture 2 subject to some conditions. In fact, as in [11, 13, 24] , we prove an apparently stronger statement.
Let J(G r ) denote the space of G-invariant distributions on G with support in G r . Let J(U) denote the space of G-invariant distributions on G with support in U. If T is a distribution on G, then we let res Hr T denote the restriction of T to H r . We now state the second analogue of Conjecture 1. If r = 0, then this conjecture has been addressed (though not completely solved) in [10, 23] . In Theorem 4.1.2 we prove this conjecture for r > 0 subject to some conditions. I thank Robert Kottwitz for his patience and guidance. This paper has benefitted from discussions with Jeff Adler, Robert Kottwitz, Eugene Kushnirsky, Allen Moy, Fiona Murnaghan, Amritanshu Prasad, Gopal Prasad, and Paul J. Sally, Jr. It is a pleasure to thank all of these people.
NOTATION
In addition to the notation introduced in the introduction, we will require the following.
1.1. Basic notation. We let denote our discrete valuation on k, and we suppose that f has characteristic p. Denote the ring of integers of k by R and the prime ideal by } . Let be a fixed complex-valued additive character on k + which is nontrivial on R and trivial on } .
Let G be a connected, reductive, linear algebraic group defined over k. We let G = G(k), the group of k-rational points of G. We denote by g the Lie algebra of G. We let g = g(k), the vector space of k-rational points of g. Let ; ] denote the Lie bracket operation for g.
Normalize as in [17] . In particular, define`as in [17] .
If g; h 2 G, then g h = ghg ?1 . If S G, then we let G S denote the set f g s j g 2 G and s 2 Sg. If h 2 G, then we write G h for G fhg, the G-orbit of h. If g 2 G and X 2 g, then g X = Ad(g)X.
If S g, then we let G S denote the set f g s j g 2 G and s 2 Sg. If X 2 g, then we write G X for G fXg, the G-orbit of X.
An element X 2 g is called nilpotent provided that there exists 2 X k (G) such that lim t!0 (t) X = 0. Let N denote the set of nilpotent elements in g and let O(0) denote the set of nilpotent G-orbits in g. We say that h 2 G is unipotent provided that there exists 2 X k (G) such that lim t!0 (t) h = 1. Let U denote the set of unipotent elements in G.
If a group H acts on a set S, then S H denotes the set of H-fixed points of S.
If S is a set, then we let jSj denote the cardinality of S.
For a subset S of g (resp., G) we let S] denote the characteristic function of S on g (resp., on G).
1.2.
Apartments, buildings, and associated notation. Let B(G) = B(G; k) denote the reduced Bruhat-Tits building of G.
For B(G), we let stab G ( ) denote the stabilizer of in G.
Given a maximal k-split torus S we have the torus S = S(k) in G and the corresponding apartment A(S) = A(S; k) in B(G).
We let (S) = (S; k) denote the set of roots of G with respect to k and S; we denote by (S) = (A) = (S; k; ) the set of affine roots of G with respect to k, S, and . If 2 (A), then _ 2 (A) denotes the gradient of . For 2 (A), let U denote the corresponding subgroup of the root group U _ (see [18, x2.4]).
1.3. The Moy-Prasad filtrations of g. We will require a basic understanding of the "root decomposition" of the lattices g x;r ; however, we will not repeat the definition of the g x;r (see, [17, 18] ).
Suppose that S is a maximal k-split torus. For 2 (A(S; k)), we can define a lattice g in the root space g _ of g. Let m denote the Lie algebra of the k-Levi subgroup C G (S). 1.4. The Moy-Prasad filtrations of G. For x 2 B(G), we will denote the parahoric subgroup attached to x by G x (= G x;0 ), and we denote its pro-unipotent radical G x;0 + by G + x . Note that both G x and G + x depend only on the facet of B(G) to which x belongs. If F is a facet in B(G) and x 2 F, then we define G F = G x and G + F = G + x . For x 2 B(G) the quotient G x =G + x is the group of f-rational points of a connected reductive group G x defined over f. The sums in the definitions below should be interpreted as in the introduction. We can now state an extension of Conjecture 2. Proof. Let X 0 be any element of (Z + g x;s +) \ N. For X 0 we choose Y 0 2 g x;?s , H 0 2 g x;0 and
There exists an h 2 G x such that := h 0 lies in S, the maximal f-split torus in G x corresponding to S. Let 2 X k (S) be the lift of . Let X (resp.,
in V x;?s V x;0 V x;s . The triple ( Y ; H; X) forms an sl 2 (f)-triple under the Lie algebra product inherited from g.
Since for sufficiently small " > 0 we have g x;s + g x+" ;s +, in order to establish the first claim of the lemma it is enough to show that X 2 g x+" ;s + for all sufficiently small " > 0.
Modulo g x;s + we can write
where the sum is over 2 (S; k) such that (x) = s and X 2 g r g + . Since is adapted to the sl 2 (f)-triple ( Y ; H; X), for all occurring in this sum we have (x + " ) = (x) + " h _ ; i = s + 2" > s: Hence X 2 g x+" ;s +.
Since for Z 0 2 g x;s +, we have G x;(r?s) Z 0 Z 0 + g x;r +, in order to establish the second claim of the lemma it is sufficient to show that X + g x+" ;r + G x;(r?s) (X + g x;r +)
for all sufficiently small " > 0. That is, we need to show that for all 2 (S; k) such that (x) = r and (x + " ) > r, we have X + g G x;(r?s) X modulo g x;r +.
Fix such a . Let
we have i < p.
For j 2 Z and b 2 R define V x;b (j) := fv 2 V x;b j (t) v = t j v for all t 2 f g: We recall some of the basic properties of generalized r-facets.
Remark 2.4.4. Suppose F 1 ; F 2 2 F(r). 
We have
Since for all 2 g + F we have Z + + g y;r +] 2 C(g y;r =g y;r +) D r r + , the lemma is proved in this case. Now suppose that s < r. Let F y denote the generalized r-facet containing y. Since F y F , we have m F y (z) m F (z) for all z 2 F y . By using a reduction as in equation (2) 
and for all Z 0 2 g y;s + we have X + Z 0 + g y+" ;r + G y;(r?s) (X + Z 0 + g y;r +):
Fix " > 0 so that equations (3) and (4) For all 2 a we have X + Z 0 + + g x;r +] 2 C(g x;s +=g x;r +).
If g x;s + = g x;r , then we are finished. Otherwise, we claim that we can iteratively apply the above process to write For nilpotent elements, we now define certain subsets of B(G). Eventually, we will be required to assume that there exists a "nice" G-invariant, bilinear, symmetric, nondegenerate form on g (see Hypothesis 3.4.1). However, it is notationally simpler to avoid identifying g with its dual for the first few pages of this section. We note that f 2 C(g x;r =g x;s ) if and only iff 2 C(g x;(?s) + =g x;(?r) + ). 
if X 2 g r and '(X) = g 0 if g 6 2 G r . The following lemma allows us to transfer our problem to the dual of the Lie algebra. Let N denote the set of nilpotent elements in g , i.e., the set of 2 g for which there exists 2 X k (G) such that lim t!0 (t) = 0. The inner integral of the final displayed line above is zero unless 2 g x;(?s) + . Therefore, the support of f must intersect i + g x;(?s) + N + g x;(?s) + .
Two hypotheses and some consequences. Both hypotheses introduced below are valid if
p is greater than some constant which may be determined by looking at the absolute root datum of G.
We first assume that we can identify g with g in a nice way. See [3, Fourier transform of a function on g is again a function on g.
We will also require that nilpotent orbital integrals make sense as distributions on g. In characteristic zero, this is proved in [19] . To the best of my knowledge, the question of convergence in positive characteristic is still open. However, an analysis of [19] shows that if p is larger than some constant which can be determined from the absolute root datum of G, then nilpotent orbital integrals converge as distributions on g. 
converges.
We follow [15] 
On the other hand, we have 
A PROOF OF CONJECTURE 3 (FOR POSITIVE r).
Subject to some conditions, we now prove Conjecture 3 (for positive r). After a certain point, our proof of Conjecture 3 is nearly identical to the proof of Conjecture 2 given in x2. We will therefore not reproduce that part of the proof. In this section we will prove the following theorem. 4.2. Some hypotheses on the map exp t . The hypotheses of this subsection place some restrictions on k and G; they are all valid if p is larger than some constant which can be determined by examining the absolute root datum of G.
Recall that for x 2 B(G) and t 2 R we call a coset of g x;t =g x;t + (resp., a coset of G x;t =G x;t +) degenerate if the coset has nontrivial intersection with N (resp., with U). Definition 4.2.1. For F 2 F(0) we let N F (resp., U F ) denote the set of degenerate elements in g F =g + F (resp., in G F =G + F ). Let V x;r (i) (resp., V x;r ( i)) denote the image of g x;r (i) (resp., the image of g x;r ( i)) in V x;r . Thus, the proof of Theorem 4.1.2 has been reduced to a "depth zero" problem. We now sketch how to complete the proof of this theorem. We begin with an analogue of Lemma 2.3.1, the descent and recovery lemma. The proof of Theorem 4.1.2 (1) is now a straightforward translation of the proof in x2.5.
Moreover, thanks to parts (3) and (4) 
