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NUMERICAL RANGES OF COMPOSITION OPERATORS WITH
ELLIPTIC AUTOMORPHISM SYMBOLS
YONG-XIN GAO AND ZE-HUA ZHOU∗
Abstract. In this paper we investigate the numerical ranges of composition
operators whose symbols are elliptic automorphisms of finite orders on the
Hilbert Hardy space H2(D).
1. Introduction
Let T be an operator on a complex Hilbert space H . The numerical range of
T , denoted by W (T ) in this paper, is the image of the unit sphere of H under the
quadratic form associated with T . That is,
W (T ) = {〈Tf, f〉 : f ∈ H , ||f || = 1}.
It is a bounded subset of C. And the spectrum of T is contained in the closure of
W (T ).
In this paper, we discuss the numerical ranges of composition operators on Hardy
space. Let D be the open unit disk in C. Recall that the Hardy space H2(D)
consists of the holomorphic functions on D that are square-integrable on unit circle.
It is a Hilbert space with the following inner product:
〈f, g〉 = lim
r→1−
∫ 2pi
0
f(reiθ)g(reiθ)
dθ
2π
.
It is well known that each holomorphic self-map ϕ of D induces a bounded operator
Cϕ on H
2(D). This operator is defined as Cϕf = f ◦ ϕ, and is called a composition
operator.
The numerical ranges of composition operators have been studied by many ex-
perts in the past twenty years. Yet, known results are far from ample, partly
because of the difficulties caused by the fact that the numerical range is not in-
variant under similarity. This makes the study of numerical ranges of composition
operators an interesting and challenging topic.
The early attempts focused on the composition operators induced by some con-
crete self-maps. In 2001, Matache [9] figured out the numerical ranges of compo-
sition operators induced by monomials. And Shapiro [11] gives some information
about the numerical ranges of composition operators induced by inner functions.
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In 2000, Bourdon and Shapiro considered the numerical ranges of invertible
composition operators in their paper [2]. Recall that a composition operator Cϕ is
invertible on H2(D) if and only if ϕ is an automorphism of D.
If ϕ is a hyperbolic or parabolic automorphism, Bourdon and Shapiro proof that
W (Cϕ) is a disc centered at the origin. But the radius of the disc and whether the
disc is open or closed are unknown, except for a special case.
If ϕ is a elliptic automorphism, then the shape ofW (Cϕ) is closely related to the
order of ϕ. When the order of ϕ is infinite, Bourdon and Shapiro showed that the
closure of W (Cϕ) is a disc centered at the origin. However, they still did not find
out the radius of this disc, and one does not know which points of the boundary, if
any, belong to W (Cϕ).
When ϕ is a elliptic automorphism of finite order, the shape of W (Cϕ) can
become more complicated:
• If ϕ is of order 2, Bourdon and Shapiro prove that the closure of W (Cϕ) is an
ellipse with foci ±1. Later in 2005, Abdollahi [1] gave the length of major axis of
this ellipse. However, neither [2] nor [1] gives any information about what points
on the boundary of this ellipse belong to W (Cϕ).
• If ϕ is of finite order greater than 2, little is known about W (Cϕ). Bourdon
and Shapiro said they ‘strongly suspect that in this case the closure of W (Cϕ) is
not a disc’. In 2013, Patton proved that Bourdon and Shapiro’s conjecture is true
when ϕ of order 3, see [10]. Then in 2015, Heydari and Abdollahi [8] showed that
Bourdon and Shapiro’s conjecture is true at least ‘for a large class of finite order
elliptic automorphisms’. Recently, Patton and her students verified Bourdon and
Shapiro’s conjecture when ϕ of order 4 in their paper [4].
In this paper we will continue to investigate the numerical range of Cϕ on H
2(D)
when ϕ is an elliptic automorphism of finite order. In Section 4, we will prove that
W (Cϕ) is an open set when ϕ is of order 2. This result completes the discussion in
[2] and [1], and is one of our main results in this paper.
Main Result 1. Suppose ϕ is an elliptic automorphism of order 2 and the fixed
point of ϕ is a ∈ D\{0}. Then the numerical range of Cϕ on H2(D) is the open
ellipse with foci ±1 and semi-major axis 1+|a|21−|a|2 .
In Section 3 we focus on the case where ϕ is of order 3. Patton [10] found
the support function of W (Cϕ) for this case. Now in this paper, we will give a
complete description of the numerical ranges of composition operators induced by
elliptic automorphisms of order 3. It is our second main result here.
Main Result 2. Suppose ϕ is an elliptic automorphism of order 3 and the fixed
point of ϕ is a ∈ D\{0}. Then the numerical range of Cϕ on H2(D) is the interior
of the convex hull of an algebraic curve of class 3 and degree 6. Moreover, the real
foci of this curve are 1, e2pii/3 and e4pii/3. The equation of this curve is given in
Section 3 as (3.10).
In particular, the closure of W (Cϕ) is obviously not a disc when ϕ is of order 3.
2. Preliminaries
2.1. Support Lines of a Convex Set. The famous Toeplitz-Hausdorff Theorem,
see [7] for example, states that the numerical range of an operator is always a
bounded convex set in C.
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Suppose E is a bounded convex set in C. For α ∈ R, define the line LE(α) as
follows,
LE(α) : cosα · x+ sinα · y − ΛE(α) = 0,
where
ΛE(α) = sup
w∈E
Re(e−iαw).
The line LE(α) is called the support line of E perpendicular to e
iα. Obviously,
LE(α) goes through the point ΛE(α)e
iα, and it does not separate any two points in
E. This means that for each α ∈ R, the set E is contained in one of the halfplanes
whose boundaries are LE(α). By the Hahn-Banach Theorem, the intersection of
these halfplanes is exactly the closure of E. So the closure of a convex set is uniquely
decided by its support lines.
In our Section 3, in order to determine the convex set W (Cϕ), we will find out
all the support lines of W (Cϕ). This idea is succeeded from Bourdon and Shapiro’s
approach in [2].
2.2. Algebraic Curves on Projective Plane. In this paper we need some ba-
sic concepts about the geometry on projective plane. Recall that the projective
plane extends the Euclidean plane by adding the ‘points at infinity’. Homogeneous
coordinates (x, y, z) are used to denote the points on projective plane.
Duality between lines and points is a fundamental principle of projective geome-
try. The equations of lines in homogeneous coordinate are of the form u0x+ v0y+
w0z = 0, which are uniquely determined by the homogeneous coordinate of the
point (u0, v0, w0) on the dual plane. Conversely, a given point (x0, y0, z0) on the
projective plane determines a line x0u+ y0v + z0w = 0 on dual plane.
Suppose f(x, y, z) = 0 is an algebraic curve on projective plane, then its tangents
form a curve in the dual plane, which is called the dual curve of f(x, y, z) = 0. The
equation of the dual curve is called the tangential equation for the original curve.
The classic Plu¨cker Formula gives the relation between the degrees of a curve and
its dual curve.
Plu¨cker Formula. Suppose f(x, y, z) = 0 is an algebraic curve of degree d, with
τ nodes and κ cusps. Then the degree of its dual curve, denoted by d∗, satisfies the
following equation:
d∗ = d(d− 1)− 2τ − 3κ.
The degree of the dual curve is called the class of the original curve.
2.3. Numerical Ranges of Composition Operators. The space being consid-
ered in this paper is the Hardy space H2(D). It is a Reproducing Kernel Hilbert
Space, and the reproducing kernel at point w ∈ D is
Kw(z) =
1
1− wz .
Throughout this paper, we will use the notation kw to denote the normalized re-
producing kernel at point w ∈ D, that is,
kw(z) = Kw(z)/||Kw|| =
√
1− |w|2
1− wz .
Several known results about the numerical ranges of composition operators on
H2(D) will be useful in our following discussions. The first result is Corollary 3.4
in [8].
4 Y.X. GAO AND Z.H. ZHOU
Theorem 2.1. Suppose ϕ is an elliptic automorphism of order p. Let W (Cϕ) be
the numerical range of Cϕ on H
2(D). Then ω ∈ W (Cϕ) if and only if e2pii/pω ∈
W (Cϕ).
The following result is Theorem 7 in [1], which is the main result there.
Theorem 2.2. Suppose ϕ is an elliptic automorphism of order 2 and the fixed point
of ϕ is a ∈ D\{0}. Let W (Cϕ) be the numerical range of Cϕ on H2(D). Then
W (Cϕ) is the ellipse with foci ±1 and semi-major axis 1+|a|
2
1−|a|2 .
Recall that any elliptic automorphism of order 2 is of the form
ϕa(z) =
a− z
1− az .
It is an involution automorphism that exchanges 0 and a. The notation ϕa will be
used throughout this paper.
3. Elliptic Automorphisms of Order 3
Firstly, we consider the case where ϕ is an elliptic automorphism of order 3.
Instead of computing the numerical range of Cϕ directly, we deal with its adjoint
operator C∗ϕ. From now on, we will always assume that the fixed point of Cϕ is not
zero. Otherwise, Cϕ will be a monomial, and the corresponding result is given in
[9].
3.1. Eigenvectors of C∗ϕ. If ϕ is an automorphism of order 3 with fixed point
a ∈ D, then on H2(D) the operator C∗ϕ has three eigenvalues: 1, ϕ′(a), and ϕ′(a)
2
.
The next lemma gives the eigenvectors corresponding to each eigenvalue. It is a
direct corollary of Lemma 2.2 in [3], or one can find it as Corollary 2.6 in [6].
Lemma 3.1. Suppose ϕ is an elliptic automorphism of order 3 with fixed point
a ∈ D\{0}. Then for k = 0, 1, 2,
Ker(C∗ϕ − ϕ′(a)
k
) = span{e3j+k − ae3j+k−1; j = 0, 1, 2, ...},
where e−1 = 0 and ej = kaϕja for j = 0, 1, 2, ....
Note that {ej}∞j=0 is an orthonormal basis for H2(D). It is called the Guyker
basis. So for each f ∈ H2(D), there is a unique decomposition f = f1 + f2 + f3,
where fk ∈ Ker(C∗ϕ − ϕ′(a)
k−1
) for k = 1, 2, 3.
Now suppose
f1 = ||f1|| ·

α0e0 + ∞∑
j=1
αj
e3j − ae3j−1√
1 + |a|2

 ∈ Ker(C∗ϕ − I);
f2 = ||f2|| ·

 ∞∑
j=0
βj
e3j+1 − ae3j√
1 + |a|2

 ∈ Ker(C∗ϕ − ϕ′(a));
f3 = ||f3|| ·

 ∞∑
j=0
γj
e3j+2 − ae3j+1√
1 + |a|2

 ∈ Ker(C∗ϕ − ϕ′(a)2).
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Here we assume ∞∑
j=0
|αj |2 =
∞∑
j=0
|βj |2 =
∞∑
j=0
|γj |2 = 1.
Then
〈f2, f3〉 = ||f2||||f3|| ·

− a
1 + |a|2
∞∑
j=0
βjγj

 ;
〈f3, f1〉 = ||f3||||f1|| ·

− a
1 + |a|2
∞∑
j=0
γjαj+1

 ;
〈f1, f2〉 = ||f1||||f2|| ·

− a√
1 + |a|2α0β0 −
a
1 + |a|2
∞∑
j=1
αjβj

 .
From these equalities one can make the following observations.
Observation 3.2. Suppose fk ∈ Ker(C∗ϕ − ϕ′(a)
k−1
)\{0} for k = 1, 2, 3. Then
|〈f2, f3〉|
||f2||||f3|| 6
|a|
1 + |a|2 ;
|〈f3, f1〉|
||f3||||f1|| 6
|a|
1 + |a|2 ;
|〈f1, f2〉|
||f1||||f2|| 6
|a|√
1 + |a|2 .
Observation 3.3. Suppose fk ∈ Ker(C∗ϕ − ϕ′(a)
k−1
)\{0} for k = 1, 2, 3. Then∣∣∣∣ 〈f3, f1〉||f3||||f1||
∣∣∣∣
2
+
∣∣∣∣ 〈f1, f2〉||f1||||f2||
∣∣∣∣
2
<
2|a|2
(1 + |a|2)2 .
Proof.
|〈f1, f2〉|
||f1||||f2|| 6
|a|√
1 + |a|2 |α0||β0|+
|a|
1 + |a|2
√
1− |α0|2
√
1− |β0|2
6
√
|a|2
1 + |a|2 |α0|
2 +
|a|2
(1 + |a|2)2 (1 − |α0|
2).
<
|a|
1 + |a|2
√
1 + |α0|2,
and
|〈f3, f1〉|
||f3||||f1|| 6
|a|
1 + |a|2
√
1− |α0|2.
So we have ∣∣∣∣ 〈f3, f1〉||f3||||f1||
∣∣∣∣
2
+
∣∣∣∣ 〈f1, f2〉||f1||||f2||
∣∣∣∣
2
<
2|a|2
(1 + |a|2)2 .

Remark 3.4. Since a is the fixed point of ϕ in D, Observations 3.2 and 3.3 actually
show that |〈f2,f3〉|||f2||||f3|| 6
1
2 and
∣∣∣ 〈f3,f1〉||f3||||f1||
∣∣∣2 + ∣∣∣ 〈f1,f2〉||f1||||f2||
∣∣∣2 < 12 .
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Observation 3.5. We can never find fk ∈ Ker(C∗ϕ −ϕ′(a)
k−1
)\{0} for k = 1, 2, 3
such that
|〈f2, f3〉|
||f2||||f3|| =
|〈f3, f1〉|
||f3||||f1|| =
|〈f1, f2〉|
||f1||||f2|| =
|a|
1 + |a|2 .
Proof. It is a direct corollary of Observations 3.2 and 3.3. 
Observation 3.6. For any θ = (θ1, θ2, θ3) ∈ R3 and ǫ > 0, one can find fk ∈
Ker(C∗ϕ − ϕ′(a)
k−1
)\{0} for k = 1, 2, 3, such that
0 6 ei(θk1+θk2−
∑
3
k=1
θk) · 〈fk1 , fk2〉||fk1 ||||fk2 ||
+
|a|
1 + |a|2 < ǫ
for k1 6= k2.
Proof. Take
η1 = −arga− θ1;
η2 = −2arga− θ1 − θ2;
η3 = −3arga− θ1 − θ2 − θ3.
Then let α0 = 0 and
αj+1 = e
i(η2+jη3)
√
(1− ρ)ρj ;
βj = e
ijη3
√
(1− ρ)ρj ;
γj = e
i(η1+jη3)
√
(1− ρ)ρj ,
for j = 0, 1, 2..., where ρ ∈ (0, 1). Thus we have
〈f2, f3〉
||f2||||f3|| = −
a
1 + |a|2
∞∑
j=0
βjγj
= − a
1 + |a|2
∞∑
j=0
eijη3
√
(1− ρ)ρje−i(η1+jη3)
√
(1− ρ)ρj
= −eiθ1 |a|
1 + |a|2 ;
〈f3, f1〉
||f3||||f1|| = −
a
1 + |a|2
∞∑
j=0
γjαj+1
= − a
1 + |a|2
∞∑
j=0
ei(η1+jη3)
√
(1 − ρ)ρje−i(η2+jη3)
√
(1− ρ)ρj
= −eiθ2 |a|
1 + |a|2 ;
〈f1, f2〉
||f1||||f2|| = −
a
1 + |a|2
∞∑
j=1
αjβj
= − a
1 + |a|2
∞∑
j=1
ei(η2+(j−1)η3)
√
(1− ρ)ρj−1e−ijη3
√
(1− ρ)ρj
= −eiθ3 |a|
1 + |a|2 ρ
1/2.
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By letting ρ→ 1, we get our conclusion. 
These observations play critical roles in our discussion in the next subsection.
3.2. The Numerical Range. From now on, we set µ = ϕ′(a) for convenience.
Note that µ is a third root of unity. Define
Q =
{
δ =(δ1, δ2, δ3) ∈ R3 : ∃fk ∈ Ker(C∗ϕ − µk−1)\{0}
for k = 1, 2, 3, s. t.
( |〈f2, f3〉|
||f2||||f3|| ,
|〈f3, f1〉|
||f3||||f1|| ,
|〈f1, f2〉|
||f1||||f2||
)
= δ
}
as a subset of R3. For given δ = (δ1, δ2, δ3) ∈ Q, let
Hδ =
{
f = f1 + f2 + f3 ∈ H2(D) : fk ∈ Ker(C∗ϕ − µk−1),
(|〈f2, f3〉|, |〈f3, f1〉|, |〈f1, f2〉|) = (δ1||f2||||f3||, δ2||f3||||f1||, δ3||f1||||f2||)
}
,
and
Wδ(C
∗
ϕ) =
{〈C∗ϕf, f〉 : ||f || = 1, f ∈ Hδ} .
For each f = f1 + f2 + f3 ∈ Hδ, we can find θ = (θ1, θ2, θ3) ∈ R3 such that
(〈f2, f3〉, 〈f3, f1〉, 〈f1, f2〉) = (δ1eiθ1 ||f2||||f3||, δ2eiθ2 ||f3||||f1||, δ3eiθ3 ||f1||||f2||).
Then
〈C∗ϕf, f〉 =〈f1 + µf2 + µ2f3, f1 + f2 + f3〉(3.1)
=||f1||2 − 2||f2||||f3||δ1 cos (θ1 − π
3
)
+ µ
(
||f2||2 − 2||f1||||f3||δ2 cos (θ2 − π
3
)
)
+ µ2
(
||f3||2 − 2||f1||||f2||δ3 cos (θ3 − π
3
)
)
.
At the same time, we have
||f ||2 =||f1||2 + ||f2||2 + ||f3||2 + 2||f1||||f2||δ3 cos θ3(3.2)
+ ||f2||||f3||δ1 cos θ1 + ||f1||||f3||δ2 cos θ2.
Now for α ∈ R, let
Λ = Λ(α, δ) = sup
w∈Wδ(C∗ϕ)
Re(e−iαw),
and
Λ0(α) = sup
δ∈Q
Λ(α, δ) = sup
w∈W (C∗ϕ)
Re(e−iαw).
We introduce the following partial order on Q ⊂ R3: δ 6 δ˜ if δk 6 δ˜k for k = 1, 2, 3.
Moreover, δ < δ˜ if δ 6 δ˜ and δ 6= δ˜. Set ∆ = (∆,∆,∆), where ∆ = |a|1+|a|2 . Then
by Observations 3.2 and 3.5,
Λ0(α) = max
{
sup
δ<∆
Λ(α, δ), sup
δ3>∆
Λ(α, δ)
}
.
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Note that for each w = 〈C∗ϕf, f〉 ∈ Wδ(C∗ϕ), by (3.1) we have
Re(e−iαw) =ζ1
(
||f1||2 − 2||f2||||f3||δ1 cos (θ1 − π
3
)
)
(3.3)
+ ζ2
(
||f2||2 − 2||f1||||f3||δ2 cos (θ2 − π
3
)
)
+ ζ3
(
||f3||2 − 2||f1||||f2||δ3 cos (θ3 − π
3
)
)
,
where ζ1 = cosα and {ζk}3k=1 are the roots of the equation T3(ζ)−cos 3α = 0. Here
T3 is the Chebyshev polynomial of degree 3, i.e., T3(ζ) = 4ζ
3 − 3ζ.
For fixed α ∈ R and δ ∈ Q, define a symmetric matrixM = M(λ,φ) as follows:


λ − ζ1
(
λ cos φ3 + ζ3 cos (φ3 −
pi
3
)
)
δ3
(
λ cos φ2 + ζ2 cos (φ2 −
pi
3
)
)
δ2
(
λ cos φ3 + ζ3 cos (φ3 −
pi
3
)
)
δ3 λ − ζ2
(
λ cos φ1 + ζ1 cos (φ1 −
pi
3
)
)
δ1
(
λ cos φ2 + ζ2 cos (φ2 −
pi
3
)
)
δ2
(
λ cos φ1 + ζ1 cos (φ1 −
pi
3
)
)
δ1 λ − ζ3


.
Here we require that the variable λ is positive and the variables φ = (φ1, φ2, φ3)
are real. For each x = (x1, x2, x3) ∈ (R+)3, we consider xMxT as a function with
respect to φ = (φ1, φ2, φ3), and assume it achieves its minimum at
Φ = Φ(λ) = (Φ1,Φ2,Φ3).
Then
∂(xMxT )
∂φk
= −2x1x2x3
xk
(
λ sinφk + ζk sin (φk − π
3
)
)
δk
vanish at φ = Φ for k = 1, 2, 3. Note that in order to reach the minimum, it must
be required that ζk sinΦk 6 0. So
sinΦk =
−√3ζk
2
√
λ2 + λζk + ζ2k
;
cosΦk =
−2λ− ζk
2
√
λ2 + λζk + ζ2k
.
Thus we have
detM(λ,Φ) =
∣∣∣∣∣∣∣∣∣∣
λ− ζ1 −
√
λ2 + λζ3 + ζ23δ3 −
√
λ2 + λζ2 + ζ22δ2
−
√
λ2 + λζ3 + ζ23δ3 λ− ζ2 −
√
λ2 + λζ1 + ζ21δ1
−
√
λ2 + λζ2 + ζ22δ2 −
√
λ2 + λζ1 + ζ21δ1 λ− ζ3
∣∣∣∣∣∣∣∣∣∣
(3.4) =
3∏
j=1
(λ− ζj)−
3∑
j=1
(λ3 − ζ3j )δ2j − 2
3∏
j=1
√
λ2 + λζj + ζ2j · δj.
Let λ = Λ′(α, δ) be the largest positive root of the equation detM(λ,Φ) = 0. The
existence of Λ′ is guaranteed by the proof of the next lemma.
Lemma 3.7. M(λ,Φ) is positive definite for all λ > Λ′. In particular, Λ′ >
max{ζ1, ζ2, ζ3}.
Proof. Note that by Remark 3.4, detM(λ,Φ) 6 0 when λ = max{ζ1, ζ2, ζ3} and
detM(λ,Φ) > 0 for λ large enough. 
Corollary 3.8. M(λ,φ) is positive definite for all λ > Λ′ and φ ∈ R3.
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Proof. For any nonzero x = (x1, x2, x3) ∈ R3, take x˜ = (|x1|, |x2|, |x3|) ∈ (R+)3.
Then
xM(λ,φ)xT = x˜M(λ, φ˜)x˜T ,
where φ˜ = (φ1 + s1π, φ2 + s2π, φ3 + s3π) and sk =
∑
l 6=k sgnxl. Therefore,
xM(λ,φ)xT > x˜M(λ,Φ)x˜T > 0.

So far we have defined two quantities, Λ and Λ′, as functions of α ∈ R and δ ∈ Q.
In what follows, we will investigate the relationship between Λ and Λ′.
Proposition 3.9. Λ is no larger than Λ′.
Proof. For arbitrary nonzero f ∈ Hδ we can write f =
∑3
k=1 fk, where fk ∈
Ker(C∗ϕ−µk−1) for k = 1, 2, 3. Take x = (||f1||, ||f2||, ||f3||) ∈ R3 and suppose that
(〈f2, f3〉, 〈f3, f1〉, 〈f1, f2〉) = (δ1eiθ1 ||f2||||f3||, δ2eiθ2 ||f3||||f1||, δ3eiθ3 ||f1||||f2||).
Then by (3.1) and (3.2) we have
xM(λ, θ)xT = λ||f ||2 − Re(e−iα〈C∗ϕf, f〉),
where θ = (θ1, θ2, θ3). According to Corollary 3.8,M(Λ
′, θ) is positive semidefinite,
so
xM(Λ′, θ)xT = Λ′||f ||2 − Re(e−iα〈C∗ϕf, f〉) > 0,
that is,
Λ′ > Re
(
e−iα
〈
C∗ϕ
f
||f || ,
f
||f ||
〉)
.
Therefore, by the definition of Λ we conclude that Λ 6 Λ′. 
Lemma 3.10. Λ′(α, δ) < Λ′(α, δ˜) whenever δ < δ˜.
Proof. λ = Λ′(α, δ) is a zero of (3.4). Since δ < δ˜, by keeping in mind that
Λ′(α, δ) > max{ζ1, ζ2, ζ3} we see that
3∏
j=1
(λ− ζj)−
3∑
j=1
(λ3 − ζ3j )δ˜2j − 2
3∏
j=1
√
λ2 + λζj + ζ2j · δ˜j .
is negative at λ = Λ′(α, δ). So according to the definition of Λ′ we must have
Λ′(α, δ) < Λ′(α, δ˜). 
Now take Λ′0(α) = Λ
′(α,∆). Then λ = Λ′0(α) is the largest real zero of
(3.5)
3∏
j=1
(λ− ζj)−∆2 ·
3∑
j=1
(λ3 − ζ3j )− 2∆3 ·
3∏
j=1
√
λ2 + λζj + ζ2j .
Remark 3.11. Since (3.5) is symmetric with respect to ζ1, ζ2 and ζ3, we have
Λ′0(α) = Λ
′
0(α+
2π
3
) = Λ′0(α−
2π
3
).
Moreover, Theorem 2.1 shows that
Λ0(α) = Λ0(α+
2π
3
) = Λ0(α− 2π
3
).
Theorem 3.12. For each α ∈ R we always have Λ0 = Λ′0.
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Proof. According to Remark 3.11, without loss of generality we may assume that
ζ2 6 ζ3. Then we can assert that Λ
′(α, δ) < Λ′0(α) for all δ ∈ Q. Indeed, if δ <∆,
then this claim follows directly from Lemma 3.10. Otherwise, if δ3 > ∆, then by
Observations 3.2 and 3.3 one can easily check that (3.5) is negative at λ = Λ′(α, δ).
Therefore by the definition of Λ′ we have
Λ′(α, δ) < Λ′(α,∆) = Λ′0(α).
Now using Proposition 3.9, we get Λ(α, δ) < Λ′0(α) for all δ ∈ Q. So Λ0(α) 6 Λ′0(α).
One the other hand, by the proof of Observation 3.6, for arbitrary ǫ > 0 and
θ = (θ1, θ2, θ3) ∈ R3, one can always find δ ∈ Q satisfying |δk − ∆| < ǫ and unit
vectors fk ∈ Ker(C∗ϕ − µk−1) such that
(〈f2, f3〉, 〈f3, f1〉, 〈f1, f2〉) = (δ1eiθ1 , δ2eiθ2 , δ3eiθ3).
For x = (x1, x2, x3) ∈ R3, let f =
∑3
k=1 xkfk. Then f ∈ Hδ. Again by (3.1) and
(3.2) we have
(3.6) xM(λ, θ)xT = λ||f ||2 − Re(e−iα〈C∗ϕf, f〉).
For any λ > Λ(α, δ), the right side of (3.6) is positive. This means that M(λ, θ)
is positive definite for any λ > Λ(α, δ). Therefore, by the definition of Λ′ and
Proposition 3.9 we have
Λ′(α, δ) = Λ(α, δ) 6 Λ0(α).
By letting ǫ go to 0, we get Λ′0 6 Λ0. 
Theorem 3.12 tells us that λ = Λ0 is actually the largest root of the equation
(3.7)
3∏
j=1
(λ− ζj)−∆2 ·
3∑
j=1
(λ3 − ζ3j )− 2∆3 ·
3∏
j=1
√
λ2 + λζj + ζ2j = 0.
Since ζ1, ζ2 and ζ3 are the roots of the equation 4ζ
3 − 3ζ − cos 3α = 0, by noticing
that (3.7) is symmetric with respect to ζ1, ζ2 and ζ3, it can be written as
λ3 − 3λ
4
−1
4
cos 3α−
(
3λ3 − 3
4
cos 3α
)
·∆2 =
2
√
λ6 +
3λ4
4
− λ
3
2
cos 3α+
9λ2
16
− 3λ
16
cos 3α+
1
16
cos2 3α ·∆3.
By squaring both sides of this equation, we get quadratic equation with respect to
cos 3α. And then we have
1
4
cos 3α = Λ30 − LΛ0,
or
(3.8) cos3 α− 3
4
cosα = Λ30 − LΛ0,
where
L =
3 + 6∆3
√
3− 3∆2 − 6∆4 − 6∆2
4(1−∆2)(1− 4∆2) .
Notice that L is a constant determined only by the fixed point of ϕ. Remember
that all support lines of W (C∗ϕ) are given by
cosα · x+ sinα · y − Λ0(α) = 0,
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so (3.8) implies that, on the dual plane with homogeneous coordinate (u, v, w), the
support lines of W (C∗ϕ) lie on the curve
(3.9) u3 − 3uv2 − 4Lu2w − 4Lv2w + 4w3 = 0.
It’s a cubic. Thus each support line ofW (C∗ϕ) is actually tangent to the boundary
of W (C∗ϕ), and W (C∗ϕ) is the convex hull of a curve whose tangential equation is
(3.9). So things need to be done is to figure out the dual curve of (3.9). Suppose
the equation of the dual curve of (3.9) is Γ(x, y) = 0 in Euclidean coordinates. One
can check that (3.9) has no singular point, so by the Plu¨cker Formula, Γ is of degree
6.
First of all, the symmetry of (3.9) implies that Γ is a linear combination of{
(x2 + y2)ν(x3 − 3xy2)τ}
2ν+3τ66
.
So Γ(x, 0) is a polynomial of degree 6 without linear term. It is easy to check that
L > 34 , and then some more calculations show that one can draw four distinct real
tangents of (3.9) through the point (0, 1, 0). This means that Γ(x, y) = 0 has four
distinct points of intersection with the real axis, whose horizontal ordinates are 34L
and the three roots of the equation x3 − Lx − 14 = 0. Moreover, since the line
3u+4Lw = 0 is an inflexional tangent to (3.9), the point ( 34L , 0) must be a cusp of
Γ(x, y) = 0. Therefore, by taking Γ(x, 0) monic, we have
Γ(x, 0) =(x− 3
4L
)3(x3 − Lx− 1
4
)
=x6 − 9
4L
x5 + (
27
16L2
− L)x4 + (2− 27
64L3
)x3 − 9
8L
x2 +
27
256L3
.
So
Γ(x,y) = P (x2 + y2)3 +Q(x3 − 3xy2)2 − 9
4L
(x2 + y2)(x3 − 3xy2)
+ (
27
16L2
− L)(x2 + y2)2 + (2− 27
64L3
)(x3 − 3xy2)− 9
8L
(x2 + y2) +
27
256L3
,
where P + Q = 1. Finally, by noticing that ( 38L ,
1√
L
) lies on Γ = 0, we see that
P = 1 − 2764L3 and Q = 2764L3 . So the closure of W (C∗ϕ) is the convex hull of the
curve
(1− 27
64L3
)(x2 + y2)3 +
27
64L3
(x3 − 3xy2)2(3.10)
− 9
4L
(x2 + y2)(x3 − 3xy2) + ( 27
16L2
− L)(x2 + y2)2
+ (2− 27
64L3
)(x3 − 3xy2)− 9
8L
(x2 + y2) +
27
256L3
= 0.
The shape of (3.9) and (3.10) are illuminated in Figure 1 and Figure 2 respec-
tively.
Finally, we show that W (C∗ϕ) contains no boundary point.
Lemma 3.13. W (C∗ϕ) is an open set.
Proof. According to Observation 3.5, for each α ∈ R, one can never find f ∈ H2(D)
such that Re(e−iα〈C∗ϕf, f〉) = Λ′0 = Λ0. SoW (C∗ϕ) contains no boundary point. 
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x
y
−6 −4 −2 0 2 4 6
−6
−4
−2
0
2
4
6
Figure 1. Curve (3.9)
when L = 1.
x
y
−2 −1 0 1 2
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
Figure 2. Curve (3.10)
when L = 1.
Now, as a conclusion of this section, we can prove our first main result, which
gives a precise description of the numerical ranges of composition operators induced
by elliptic automorphisms of order 3.
Proof of Main Result 2. Note that (3.10) is symmetric with respect to the real
axis, so the numerical ranges of Cϕ and C
∗
ϕ are exactly the same.
Now we check out the real foci of (3.10). For k = 0, 1, 2, the lines joining the circu-
lar points (1, i, 0) and (cos 2kπi/3, sin 2kπi/3, 1) lie on (3.9) on the dual plane. So do
the lines joining the other circular points (1,−i, 0) and (cos 2kπi/3, sin 2kπi/3, 1).
Therefore, the real foci of (3.10) are (cos 2kπi/3, sin 2kπi/3, 1) for k = 0, 1, 2 in
homogeneous coordinates. 
4. Elliptic Automorphisms of Order 2
In this section, we will turn to the elliptic automorphisms of order 2. In papers
[2] and [1], it has been shown that if ϕ is an elliptic automorphism of order 2 with
fixed point a ∈ D, then the closure of the numerical range of Cϕ on H2(D) is
the ellipse with foci ±1 and semi-major axis 1+|a|21−|a|2 , see Theorem 2.2. So what we
concern here is that if any boundary point of this ellipse belongs to the numerical
range of Cϕ.
We want to mention here that the route we followed in the previous section is
still available for figuring out W (Cϕ) when ϕ is an elliptic automorphism of order
2, only after a slight modification. In fact, the calculation of order 2 cases is much
simpler than what we have done for the order 3 cases in the last section. However,
since the shape of W (Cϕ) has been given in [2] and [1], we now adopt a more direct
way to show that W (Cϕ) is actually an open set.
Similar to Lemma 3.1, the next lemma gives the eigenvector spaces of C∗ϕ when
ϕ is an elliptic automorphisms of order 2.
Lemma 4.1. Suppose ϕ is an elliptic automorphism of order 2 with fixed point
a ∈ D. Then for k = 0, 1, we have
Ker(C∗ϕ − (−1)k) = span{e2j+k − ae2j+k−1; j = 0, 1, 2, ...},
where e−1 = 0 and ej = kaϕja for j = 0, 1, 2, ...
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Lemma 4.2. Suppose ϕ is an elliptic automorphism of order 2 with fixed point
a ∈ D\{0}. For non-zero vectors fk ∈ Ker(C∗ϕ − (−1)k−1), k = 1, 2 we have
〈f1, f2〉
||f1||||f2|| <
2|a|
1 + |a|2 .
Proof. Let
f =
∞∑
j=0
βj
e2j+1 − ae2j√
1 + |a|2 ∈ Ker(C
∗
ϕ + 1);
here we assume
∑∞
j=0 |βj |2 = 1, so that ||f || = 1.
Then the square of the length of the projection of f in Ker(C∗ϕ − 1) is
|a|2|β0|2
1 + |a|2 +
∑∞
j=0 |aβj + aβj+1|2
(1 + |a|2)2
<
|a|2|β0|2
1 + |a|2 +
2
∑∞
j=1 |a|2|βj |2
(1 + |a|2)2 +
2
∑∞
j=0 |a|2|βj |2
(1 + |a|2)2
6
4|a|2
(1 + |a|2)2 .

Now we can give a proof to our Main Result 1.
Proof of Main Result 1. By Theorem 2.2, we only need to check that W (C∗ϕ)
is contained in this open ellipse. For each f ∈ H2(D) such that ||f || = 1, we can
write f = f1 + f2 where fk ∈ Ker(C∗ϕ + (−1)k−1) for k = 1, 2. Then
〈C∗ϕf, f〉 = 〈f1 − f2, f1 + f2〉.
So
1− 〈C∗ϕf, f〉 =〈2f2, f1 + f2〉
=2||f2||2 + 2〈f2, f1〉,
and
1 + 〈C∗ϕf, f〉 =〈2f1, f1 + f2〉
=2||f1||2 + 2〈f1, f2〉.
Hence
1
4
|1− 〈C∗ϕf, f〉|2 −
1
4
|1 + 〈C∗ϕf, f〉|2 =(||f2||2 − ||f1||2)||f ||2
=||f2||2 − ||f1||2.(4.1)
Suppose that 〈f1, f2〉 = δeiθ||f1|| · ||f2|| where δ > 0. Then we have
1
4
|1− 〈C∗ϕf, f〉|2 = ||f2||4 + ||f1||2||f2||2δ2 + 2||f1|| · ||f2||3δ cos θ
and
1
4
|1 + 〈C∗ϕf, f〉|2 = ||f1||4 + ||f1||2||f2||2δ2 + 2||f1||3||f2||δ cos θ.
Therefore,
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|1− 〈C∗ϕf, f〉| − |1 + 〈C∗ϕf, f〉|
2
> (||f2||2 − ||f1||2)
√
1− δ2.(4.2)
Combining (4.1) and (4.2) we get
|1− 〈C∗ϕf, f〉|+ |1 + 〈C∗ϕf, f〉|
2
6
1√
1− δ2 .
Finally, by Lemma 4.2, δ < 2|a|1+|a|2 , so
|1− 〈C∗ϕf, f〉|+ |1 + 〈C∗ϕf, f〉|
2
<
1 + |a|2
1− |a|2 .

Since each quadratic curve is of class two, it is natural to make the following
conjecture about the cases where the order of ϕ is greater than or equal to 4.
Conjecture. Suppose ϕ is an elliptic automorphism of finite order p and the fixed
point of ϕ is not 0. Then the numerical range of Cϕ on H
2(D) is the interior of the
convex hull of an algebraic curve of class p and degree p2−p. Moreover, the real foci
of the curve are exactly the eigenvalues of Cϕ on H
2(D), which are {e2kpii/p}pk=1.
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