ABSTRACT In Pareto dominance-based multi-objective evolutionary algorithms (PDMOEAs), Pareto dominance fails to provide the essential selection pressure required to drive the search toward convergence in many-objective optimization problems (MaOPs). Recently, the idea of using secondary criterion, such as knee points and so on to enhance the convergence, is becoming popular. In this paper, we propose to employ popular ranking methods-average rank (AR) and weighted sum (WS) of objectives, which are capable of accelerating the convergence as secondary criterion. After nondominated sorting, based on the secondary criterion employed (AR or WS) and a niche radius, nondominated solutions are assigned a rank referred to as priority rank (PR). In other words, among a set of nondominated solutions, solutions that are diverse and best within a neighborhood in terms of ranking method (AR or WS) employed are assigned a better PR. During mating and environmental selections, giving preference to solutions with least PR enables the selection of solutions that are diverse and can improve the convergence speed of MOEA without the need for additional diversity maintenance mechanisms. The performances of proposed PDMOEAs with ranking methods are compared with the state-of-the-art methods to demonstrate the significance of ranking methods in accelerating the convergence. PDMOEA with AR as secondary criterion is referred to as PDMOEA-AR while PDMOEA with WS as secondary criterion is referred to as PDMOEA-WS. From the experimental results, it has been observed that PDMOEAs with ranking methods (PDMOEA-AR and PDMOEA-WS) outperform the state-of-the-art algorithms on benchmark MaOPs, such as DTLZ and WFG. In addition, it has been observed that PDMOEA-AR performs better on a wide variety of MaOPs with diverse characteristics whereas PDMOEA-WS is particularly suitable for only a subclass of MaOPs. In other words, the rangeindependent nature of AR makes PDMOEA-AR a general-purpose algorithm, which performs better on a wide variety of problems.
I. INTRODUCTION
Optimization problems characterized by multiple conflicting objectives are referred to multi-objective optimization problems (MOPs). When solving MOPs, due to conflicting objectives it is only possible to obtain a set of trade-off solutions, referred to as Pareto-optimal set (PS) in decision space or Pareto-optimal front (PF) in objective space, instead of a single optimal solution. In other words, the set of solutions in PF are said to be nondominated with each other. In addition, the set of solutions in the PF should be evenly distributed. In other words, multi-objective optimization algorithms should simultaneously achieve two goals namely -convergence to PF and maximizing the diversity in PF.
In literature, population-based meta-heuristics such as evolutionary algorithms (EAs) are commonly employed to MOPs due to their ability to approximate the entire PF in a single run [1] - [5] . In MOEAs, the ability to balance between convergence and diversity depends on the selection operator. In literature, a variety of selection strategies have been proposed and depending on the selection strategy employed MOEAs can be broadly classified as: Pareto dominancebased MOEAs (PDMOEAs), indicator-based MOEAs, and decomposition-based MOEAs.
In PDMOEAs, the quality of solutions in a population is determined through nondominated sorting where each solution is assigned a rank based on its Pareto dominance. The set of solutions that are nondominated with each other and not dominated by any other solution in the population are assigned the best rank. The solutions in the best rank are given preference during the mating and/or selection process since they guide the search to convergence. In addition, PDMOEAs employ diversity promotion strategies such as crowding distance [1] , weighted distance [6] , etc. to obtain an even distribution in PF.
In evolutionary multi-objective optimization, optimization problems with more than three conflicting objectives are referred to as many-objective optimization problems (MaOPs). In MaOPs, as the number of objectives increase balancing convergence and diversity becomes a daunting task. Hence, the performance of PDMOEAs seriously degrades in MaOPs [6] - [8] . The performance degradation can be attributed to the conventional Pareto dominance based selection criterion. In a randomly generated population, as the number of objectives increases the number of solutions that is nondominated with each other increases drastically. Therefore, the nondominated sorting assigns similar rank to most of the solutions and fails to segregate the solutions even in the early stages of the optimization process. When the primary dominance-based selection criterion fails to provide an appropriate selection pressure, PDMOEAs rely on the secondary selection criterion which tries to enforce population diversity. Therefore, in MaOPs as the number of objectives increases, PDMOEAs concentrate more on diversity but fail considerably in terms of convergence.
In MaOPs, among a set of nondominated solutions there exist a subset of solutions with better convergence and have the ability to guide the search to the Pareto-optimal front [6] . To identify the subset of solutions with better convergence and enhance convergence, the different strategies proposed in literature are: a) Modification of conventional Pareto dominance relationship to improve the selection pressure and enhance the convergence to PF. Popular modifications include C --dominance [9] , [10] , L-optimality [11] , fuzzy dominance [12] and preference order ranking [13] . b) Novel selection criteria based on performance indicators such as hyper volume and S metric. Some of the representative algorithms include IBEA [14] , SMS-EMOA [15] , and HypE [16] . c) Combining conventional Pareto dominance with additional convergence metrics, where the solutions are selected first based on the dominance relationship, and then on the convergence-related metric. In literature, knee points [6] and grid-dominance [8] are employed in addition to Pareto dominance to increase the selection process when solving MaOPs. In [7] , solutions in the critical front (after performing nondominated sorting in original objective space) are transformed into a bigoal space so that Pareto dominance can effectively differentiate between solutions. In MOEAs, Pareto dominance is generally adopted to establish preferences among a given set of solutions. However, due to its limitation in providing adequate selection pressure in MaOPs, a number of alternative preference assignment techniques have been proposed [17] , [18] . The most popular among the alternate preference assignment methods include ranking methods such as average ranking (AR), weighted sum (WS) and maximum ranking (MR). In [18] , a comparative study including AR, WS and Pareto dominance demonstrates the better converging abilities of AR and WS compared to Pareto dominance. However, AR and WS fail to provide an evenly distributed set of solutions. In this paper, we propose to employ ranking methods (AR or WS) as additional selection criteria in PDMOEAs to enhance their performance in solving MaOPs. In other words, to establish preference among a set of nondominated solutions ranking methods (AR or WS) are considered. In the proposed method, after performing nondominated sorting, solutions that are nondominated are divided into different groups where each group is assigned a rank referred to as priority rank (PR). To assign priority to nondominated solutions, a niche radius and the secondary criterion (AR or WS) are used. In other words, with in a neighborhood defined by the niche radius the solution with better AR or WS is given preference by assigning a better priority rank. Hence the use of priority rank enforces the diversity without any additional diversity mechanisms such as crowding distance.
The remainder of the paper is organized as follows. Section II presents summaries related works and presents the motivation of the paper. The description of the proposed method with ranking methods (AR or WS) is presented in the Section III. Sections IV and V present the experimental setup, analysis and discussion of the experimental results. Finally, Section VI concludes the paper.
II. RELATED WORK AND MOTIVATION
In this section, we first review some PDMOEAs with additional convergence metrics. Later, we present the motivation behind our proposed work in which ranking methods (AR and WS) are used as secondary selection criteria in PDMOEAs.
A. PDMOEAs WITH ADDITIONAL CONVERGENCE METRICS
In [8] , a grid-based EA (GrEA) was proposed to improve the selection pressure while maintaining an uniform distribution among solutions in PF. In GrEA, once the critical front is obtained using nondominated sorting, the solutions in the critical front are selected based on two concepts -grid dominance and grid difference, which are employed as secondary selection criteria. To assign fitness to individuals in the critical front, three grid-based metrics namely -grid ranking (GR), grid crowding distance (GCD) and grid coordinate point distance (GCPD) were introduced. Among these metrics, GR and GCPD are responsible for convergence while GCD is responsible for diversity. Since each solution has a deterministic position on the grid, the gridbased criteria provide qualitative comparison between two solutions as well the quantitative difference between them in each objective which is essential to increase the selection pressure in MaOPs [8] . However, the performance of GrEA heavily depends on the number of grid divisions which changes depending on the characteristics of MaOP.
Based on the observation that Pareto dominance is effective for MOPs but losses it effectiveness in MaOPs, a bi-goal evolution (BiGE) algorithm was proposed [7] . Initially, nondominated sorting is employed to find the critical front. For each individual in the critical front, two metrics namely proximity (distance to PF) and crowding degree (closeness to other individuals) are evaluated. Using proximity and crowding degree, individuals in the critical front are transformed into a bi-goal space where nondominated sorting is performed. In other words, the solutions that cannot be compared based on the Pareto dominance in the original many-objective space are transformed into a bi-goal objective space where the comparison based on Pareto dominance is feasible.
In [6] , a knee point-driven EA (KnEA) was proposed in which the knee points among a set of nondominated solutions are given priority during the selection as they can enhance the convergence. In other words, KnEA employs the knee point information is used a secondary selection criterion in addition to Pareto-dominance. In addition, KnEA also propose a weighted distance metric to measure the diversity of the population members. When two individuals cannot be distinguished using both Pareto dominance and knee point criterion then they are compared using the weighted distance metric.
B. MOTIVATION
In multi-objective optimization literature, different ranking methods have been proposed to compare and thus select solutions [17] , [18] . The most popular ranking methods are Pareto dominance (PD), average ranking (AR) and weighted sum (WS). Among these methods, PD and AR are rangeindependent while WS is range-dependent. In [17] , it has been pointed out range-dependent methods (e.g., WS) fail on multi-objective problems where one or more objectives dominate the others, resulting in convergence to poor solutions. In other words, the range-dependent methods fail on multi-objective problems with incompatible effective ranges. In contrast, range-independent methods (such as PD and AR) perform significantly better on a wide variety of different multi-objective problems. In other words, MOEAs that employ range-independent ranking methods are most appropriate for developing general-purpose MOEAs.
However, among the range-independent ranking methods, PD has been the most commonly adopted method to compare solutions in MOEAs. However, in MaOPs, the convergence ability of approaches based on Pareto dominance decreases. In [18] , through a comparative study it has been demonstrated ranking methods such as AR and WS possess better convergence properties compared to PD in high dimensional objective spaces when solving MaOPs. However, it has also been demonstrated that among the three ranking methods PD can provide a diverse set of points unlike AR and WS which converge to a sub region on the Pareto-optimal front.
Hence, in this paper, we propose to employ Pareto dominance as the primary criteria while AR or WS is used as a secondary criterion. In current work, the average rank and weighted sum of a solution in a population are calculated according to the following definitions.
1) AVERAGE RANK (AR)
Given a set of N solutions, each solution is assigned a set of M ranks where each rank corresponds to one of the M objectives. Assuming that all the objectives in MaOP are to be minimized, on each objective, the solutions are sorted in the ascending order and are assigned ranks starting from 1 to N . In other words, the solution with best fitness is assigned the smallest rank. The average rank of a solution x with the set of ranks (R x1 , R x2 , R x3 , . . . . . . , R xj , ...., R xM ), where R xj is the rank of x with respect to j th objective, is calculated as follows.
where M is the total number of objectives. Therefore, the solutions with least average ranks are preferred as they drive the convergence to the Pareto-optimal front.
2) WEIGHTED SUM (WS)
In weighted sum approach, the M objective values of each solution are arithmetically added to form a single objective. However, given a set of solutions each with M objective values, the objective values of solutions are first normalized before calculating WS due to its range-dependency. WS of a solution x with a set of normalized objective values
is calculated as follows.
where M is the total number of objectives and f xj is the normalized objective of x with respect to j th objective. The solutions with the minimum weighted sum are preferred to effectively drive the convergence to the Pareto-optimal front.
III. PROPOSED ALGORITHM FOR MANY-OBJECTIVE OPTIMIZATION
Proposed algorithm belongs to the class of elitist Pareto dominance-based MOEAs. Here, ranking methods (AR or WS) are used as secondary selection criterion in addition to the dominance relationship. Once the solutions are given the Pareto dominance rank, solutions with same VOLUME 5, 2017
Pareto dominance rank are sorted in ascending order based on average rank (in PDMOEA-AR) or weighted sum (in PDMOEA-WR). Starting with the best solution according to the ranking method employed (AR or WS) and using a niche radius (r), solutions are assigned a rank referred to as priority rank (PR). The niche radius (r) is the mean distance between solutions in nondominated front under consideration. The process of assigning priority ranks to solutions makes sure that solutions with same PR are well separated. Therefore, we do not employ any separate diversity enhancement strategies during mating and environmental selection processes.
A. GENERAL FRAMEWORK OF PROPOSED ALGORITHM
Like most PDMOEAs, the proposed method starts with an initial parent population of size N that is randomly generated. Each member in the population is assigned Pareto dominance rank using nondominated sorting. Then each member in the population is assigned a priority rank based on its Pareto dominance rank and its position with respect to the other solutions with the same Pareto dominance rank. Then population for mating operation is selected using PR and AR (in PDMOEA-AR) or WS (in PDMOEA-WS) information.
After obtaining mating population, offspring population is generated using variation operators (simulated binary crossover [19] and polynomial mutation [20] ). Actual population is combined with offspring population and nondominated sorting is performed on the combined population. After nondominated sorting, priority ranks are assigned to individuals in the combined population and then the environmental selection is performed using priority ranks and AR (in PDMOEA-AR) or WS (in PDMOEA-WR). The mating selection, variation, nondominated sorting, priority rank assignment and environmental selection operations are repeated one after the other until the stopping criteria is satisfied. The general framework of PDMOEA-AR is demonstrated in Algorithm 1. However, the general framework of PDMOEA-WS is same as Algorithms with AR replaced with WS.
Algorithm 1 General Framework of PDMOEA-AR
: while termination criterion not met do 5: P ← Mating selection (P, PR) 6: P ← P∪ Variation (P , N ) 7: F ← Nondominated_sort (P) 8:[PR, AR] ← Priority-rank (P, F) 9: P ← Environmental_selection (PR, AR) 10: end while Return P
B. PRIORITY RANK ASSIGNMENT
In MaOPs, to segregate solutions in a nondominated front the proposed method assigns different ranks (referred to as priority rank) to individuals with the same Pareto rank. After assigning Pareto ranks, solutions in each front are assigned priority ranks starting with the solutions belonging to the first nondominated Pareto front.
Algorithm 2 Priority rank assignment
PR(p) = index; 10:
F i ← F i \ NB 11: end for 12: index = index + 1; 13: end for Return: PR In a given front, solutions are ranked on each objective and the average rank each of each solution is evaluated according to eq. (1). In addition, niche radius (r) is calculated as the mean distance between solutions of the Pareto front in the objective space. After sorting solutions on average rank, the solution with least average rank is assigned a priority rank of 1 and solutions within r distance are marked and temporarily removed. Then the solution with the next least average rank is assigned a priority rank of 1 and solutions within r distance are marked and temporarily removed. The process is repeated till all the members are either assigned a priority rank or marked. After that solutions which are marked but not assigned a priority rank are unmarked. The unmarked solutions undergo a similar procedure for the assignment of the next priority rank which is 2. The process continues till all the solutions in the Pareto front are assigned a priority rank. In other words, solutions that are diverse and with least average are assigned better priority ranks so that they are given higher priority during mating and environmental selections.
After assigning priority ranks to all the solutions in a Pareto front, the assignment of priority ranks to solutions in the next Pareto front is done. The priority rank of solutions in the second Pareto front will always be greater than the priority rank of solutions in the first Pareto front. The process of assigning priority ranks to solutions is depicted in Algorithm 2.
C. MATING SELECTION
In mating selection, the proposed approach adopts binary tournament selection strategy based on Pareto dominance comparison and priority rank. The detailed procedure of mating selection employed in current work is presented in Algorithm 3. The aim of mating selection is to select members of the population that have a better chance of producing fitter offspring population. In binary tournament mating selection, two candidate parent population members are randomly chosen. Among the two selected solutions, if one solution dominates the other, then the dominant solution will be preferred (lines 4-7). However, if both the solutions are nondominated with respect to each other, then the one with a better priority rank will be selected (lines 9-12). In case, if both the solutions have same priority rank then one among the two solutions will be randomly chosen. The process is repeated until a required number of parents constitute the mating pool.
Algorithm 3 Mating Selection
Input: P (population), N (population size), PR 1: Q ← ∅ 2:while |Q|<N do 3: randomly choose a and b from P 4: In PDMOEAs, the goal of environmental selection is to select better solutions as parent population for the next generation. In other words, environmental selection drives the search towards the Pareto-optimal front. A better environmental selection operator should be able to achieve faster convergence. Similar to most PDMOEAs, the proposed algorithm also adopts Pareto dominance as the primary selection criteria during environmental selection. In addition to Pareto dominance rank, PDMOEA-AR considers priority rank and average rank (AR) when choosing solutions for the next generations. The detailed explanation of environmental selection employed in PDMOEA-AR is presented in Algorithm 4.
IV. EXPERIMENTAL DESIGN
In this section, we present an overview of the experimental design that includes the description of benchmark problems, performance evaluation metrics, state-of-the-art algorithms for comparison, and general parameters employed. 
Algorithm 4 Environmental Selection

A. TEST PROBLEMS AND PERFORMANCE METRIC
The experiments are conducted on 16 scalable test problems taken from two widely used test suites, DTLZ [21] and WFG [22] . The DTLZ test suite contains 7 problems DTLZ1 to DTLZ7. Among them, DTLZ1, DTLZ3 and DTLZ6 are multi-modal in nature with a large number of local Pareto-optimal fronts and test convergence ability of the MOEA to global Pareto-optimal front [8] . DTLZ2, DTLZ4, DTLZ5, DTLZ6 and DTLZ7 test the ability of MOEA in handling the problems with different shapes and locations. WFG test suite contains problems which are scalable to any number of objectives and decision variables. The Paretooptimal fronts of WFG test problems possess characteristics such as linear, convex, concave, multi-modal, disconnected, biased, and degenerated; and therefore test the different capabilities of MOEAs. For each test problem in the 2 test suites, 4-, 6-, 8-and 10-objectives are considered, respectively. Based on the suggestion in [6] , the parameter values are chosen as shown in Table 1 .
To compare different algorithms by evaluating the quality of Pareto fronts produced, we employ the well-known hyper volume (HV) [23] , [24] performance indicator. HV indicator can evaluate both the convergence ability and the diversity of the solutions in the Pareto front provided by MOEAs. However, the calculation of HV indicator requires a reference point. In case of DTLZ problems where the range of all objectives is same, all the solution sets obtained by the algorithms that are being compared in all the runs on a given test instance are combined. From the entire set, nondominated solutions are identified and the maximum values corresponding to each objective constitute the reference point. However, in case of WFG problems, different objectives have different ranges. Therefore, the objectives are normalized to have an uniform range [0, 1] and (1, 1. . . 1) M is considered as the reference point. In addition, HV is approximated through Monte Carlo method by using 1000,000 sampling points. On a given problem, when comparing different MOEAs, the algorithm with a larger HV is considered to be performing better compared to the other algorithms.
B. STATE-OF-THE-ART ALGORITHM EMPLOYED FOR COMPARISON AND GENERAL PARAMETER SETTING
Since the proposed algorithm belongs to the class of PDMOEAs, we compare the performance of proposed PDMOEA-AR and PDMOEA-WS with state-of-the-art algorithms such as MOEA_D, NSGA-III, KnEA, BiGE and GrEA. Unlike NSGA-II [1] , where mating and environmental selection depend on Pareto dominance rank and crowding distance, NSGA-III [25] employs reference vectors and decomposition-based niching technique so that a set of better converged and diverse solutions can be obtained. In MOEA/D, a given multi-objective problem is decomposed into a set of scalar optimization subproblems which are optimized in a collaborative manner [26] . In the current work, we compare the performance of the proposed method with MOEA/D which employs Tchebycheff scalarizing function [26] . However, methods such as BiGE, GrEA and KnEA use additional selection criterion during mating and/or environmental selection. The details of these algorithms are discussed in Section II. A.
All the algorithms, including the proposed algorithm, employ the efficient nondominated sorting with sequential search (ENS-SS) proposed in [27] . In addition, all the algorithms adopt simulated binary crossover, SBX [19] and polynomial mutation [20] to generate offspring population. As suggested in [28] , the distribution indices for mutation and crossover are set to n m = 20 and n c = 20, respectively. The probabilities of crossover and mutation are set to p c = 1.0 and p m = 1/D, respectively, where D is number of decision variables. The population size is set to 120, 132, 156 and 275 for 4-, 6-, 8-and 10-objectives, respectively for all the algorithms as suggested in [6] . In addition, the parameters related to the number of references points are set as suggested in [6] .
We performed 30 independent runs for each algorithm on each test instance on a PC with a 3.40 GHz Intel Core i7-2600QM CPU and Windows 10 SP1 64-bit operating system. In the current work, number of generations is adopted as the termination criterion for all considered algorithms. The maximum number of generations for DTLZ1 and WFG2 is set to 700 and is set to 1000 for DTLZ3 and WFG1. And for the other problem instances (DTLZ2, DTLZ4, DTLZ5 -DTLZ7, and WFG3 -WFG9) the maximum number of generations is set to 250 [6] .
Among the algorithms used for comparison, the performance of GrEA depends on the number of divisions (div) done in the objective space [8] while the performance of KnEA depends on the threshold parameter (T ) that controls the number of knee points in a Pareto front [6] . The optimal values of these parameters depend on the nature of the problem and the number of objectives. For a fair comparison, the optimal values of these parameter values are set according to [8] .
V. EXPERIMENTAL RESULTS AND DISCUSSION
The experimental results (mean and standard deviation values of normalized HV values) on DTLZ and WFG benchmark test suites are presented in Tables 2 and V, respectively. On a given problem, among the different algorithms, the algorithm that performs significantly (with large HVs) better is shaded in gray and highlighted in bold. In addition, the algorithm with the second best performance is just shaded in gray. For statistical comparison, we performed the Wilcoxon's rank sum test with a significance level of 0.05. Tables 3 and 6 summarize the performance of PDMOEA-AR and PDMOEA-WS algorithms with the stateof-the-art algorithms on DTLZ and WFG benchmark functions, respectively based on the HV values presented in Tables 2 and 5 , respectively. Table 4 and 7 summarize the performance comparison between PDMOEA-AR and PDMOEA-WS based on the HV values presented in Tables 2 and 5 on DTLZ and WFG problems, respectively.
A. ALGORITHMIC PERFORMANCE ON DTLZ PROBLEM SET
From Tables 2 and 3 , it can be observed that PDMOEA-AR outperforms KnEA and BiGE on 18 instances out of the 28 instances. However, NSGA-III and GrEA outperform PDMOEA-AR on 12 instances while being worst on 11 and 10 instances, respectively. In addition, it can be observed that PDMOEA-AR outperforms MOEA/D on 21 instances and performs worse on 4 cases. In Table 3 , by observing the instances where each of the state-of-the-art algorithms performs better than PDMOEA-AR, it is evident that the state-of-the-art algorithms perform better when the number of objectives is low. In addition, PDMOEA-AR performs significantly worse on DTLZ5 and DTLZ6 problems where the Pareto fronts are degenerative in nature. The improved performance of NSGA-III and GrEA is mainly due to their improved performance on DTLZ5 and DTLZ6 problems. PDMOEA-WS significantly outperforms KnEA, GrEA and BiGE on 17, 15 and 20 instances, respectively according to Table 3 . PDMOEA-WS outperforms NSGA-III on 13 cases while being worst on 11 cases. NSGA-III outperforms PDMOEA-WS on DTLZ1, DTLZ2 and DTLZ3 problems that are multimodal in nature with a large number of local Pareto-optimal fronts. In other words, the use of WS to guide the search might result in the solutions being converged to the local Pareto-optimal fronts. However, PDMOEA-WS outperforms MOEA/D on 25 instances and has significant similar performance on 3 cases.
PDMOEA-AR performs better than, comparable to and worse than PDMOEA-WS in 14, 2 and 12 instances, respectively. Out of the 12 instances where PDMOEA-AR is worse, 8 cases correspond to DTLZ5 and DTLZ6 problems where the Pareto fronts are degenerative in nature. In addition, on DTLZ7, where the Pareto front is discontinuous, PDMOEA-WS outperform PDMOEA-AR at lower objectives (4-& 6-objectives) but PDMOEA-AR outperforms as the number of objective increases (8-& 10-objectives). The remaining 2 instances correspond to 4-objective problems. Tables 5 and 6 , the superior performance of the proposed algorithms is more evident on WFG benchmark problems than on DTLZ problems. From Table 5 and 6, it is evident that MOEA/D outperforms PDMOEA-AR and PDMOEA-WS on 3 and 4 cases, respectively while being worse on 33 and 32 cases, respectively. Both the proposed algorithms significantly outperform NSGA-III on 35 out of the 36 instances. In addition, PDMOEA-AR and PDMOEA-WS outperform KnEA on 33 and 28 instances, respectively. PDMOEA-AR outperforms each of GrEA and BiGE on 28 instances. However, GrEA performs better on WFG9 while BiGE performs better on WFG8 and WFG9. PDMOEA-WS outperforms GrEA and BiGE on 22 and 14 instances, respectively but fails on WFG8.
B. ALGORITHMIC PERFORMANCE ON WFG PROBLEM SET
Based on
From Table 6 , it is evident that the state-of-the-art algorithms outperform the proposed algorithms mainly on lower objectives such as 4-& 6-objectives. In addition, the stateof-the-art algorithms such as GrEA and BiGE perform better than the proposed algorithms on problems such as WFG7, WFG8 and WFG9. The degraded performance of the proposed algorithms on these problems can be attributed to the presence of biased transformations.
Among the proposed methods, PDMOEA-AR outperforms PDMOEA-WS on 24 out of 36 instances. PDMOEA-AR performs worse than PDMOEA-WS on WFG7 and WFG9 problems due to the presence of bias.
C. OVERALL PERFORMANCE EVALUATION
From the results on both WFG and DTLZ test suites, it is evident that PDMOEA-AR and PDMOEA-WS significantly outperforms the other algorithms on most of the test problems. In other words, out of the 64 instances, PDMOEA-AR outperforms MOEA_D, NSGA-III, KnEA, GrEA and BiGE on 54, 46, 51, 38 and 46 instances, respectively while PDMOEA-WS outperforms the same algorithms on 57, 48, 45, 37 and 34 instances, respectively. Therefore, it is can be VOLUME 5, 2017 concluded that PDMOEAs with ranking methods (AR or WS) used as secondary criteria perform better than the state-ofthe-art methods. This is due to the better convergence ability of the ranking methods. In addition, the proposed method does not introduce any parameters that significantly affect the algorithm performance, unlike in KnEA and GrEA.
Among the two proposed methods, the overall performance of PDMOEA-AR is better than PDMOEA-WS. In other words, PDMOEA-AR performs better than, comparable to and worse than PDMOEA-WS on 38, 6 and 20 instances, respectively. On DTLZ problems the performance of PDMOEA-AR is slightly better than PDMOEA-WS but their performance is competitive. However, on WFG test suite, PDMEOA-AR significantly outperforms PDMOEA-WS. The degradation in performance of PDMOEA-WS compared PDMOEA-AR on WFG can be attributed to the problem characteristics. In other words, WFG test problems have different effective ranges and WS being range dependent fails on most of the cases in WFG problems. However, on some particular instances (WFG9, DTLZ5 and DTLZ6) the performance of PDMOEA-WS is significantly better compared to PDMEOA-AR. Therefore, it can be concluded that PDMOEA-AR performs better on a wide variety of problems due to the range-independent nature of AR.
However, the better suitability of PDMOEA-WS for a certain type of problems where the Pareto fronts is degenerative (DTLZ4 and DTLZ5) and bias (WFG7 & WFG9) can be attributed to the range-dependence of WS. Therefore, it can be concluded that PDMOEA-AR is general purpose algorithm that is suitable for effectively solving a wide range of MaOPs.
VI. CONCLUSION
In this paper, we propose a Pareto dominance-based MOEA (PDMOEA) where ranking methods such as average rank (AR) and weighted sum (WS) are employed as secondary criteria to enhance convergence when solving MaOPs. In addition, by employing the ranking methods and a niche radius, solutions with same Pareto rank are segregated by assigning a priority rank. Through experimental analysis, it has been demonstrated that the use of ranking methods significantly enhanced the convergence of PDMOEA when solving MaOPs.
In addition, it is also observed that PDMOEA based on AR performs better on a wide variety of MaOPs due to range-independent nature. However, PDMOEA based on WS significantly outperforms PDMOEA with AR on a subset of problems. Therefore, PDMOEA with AR can be viewed as general-purpose MOEA which effectively solve MaOPs with diverse characteristics.
