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I. INTRODUCTION HE dynamic behavior and stability of continuous-time
T recurrent neural networks (R"'s) described by a set of nonlinear differential equations have been widely studied during the past decade. A series of local and global stable conditions have been derived using different nonlinear analysis approaches by Cohen and Grossberg [3] ; Guez, Protopopsecu, and Berhen [7] ; and Kelly [17] for a general class of continuous-time RNN's as well as the Hopfield network [ l l ] , [12] . Recently, Matsuoka [22] improved the previous stability criteria using a novel Lyapunov function, so that the absolute stability conditions may be easily checked using only the synaptic connection weights of the network. For a RNN model described by a set of nonlinear difference equations, the brain-state-in-a-box (BSB) neural model with a symmetric connection weight matrix was conceived by Anderson and coworkers [ 11 and the stability and implementation of associative memories of it with symmetric or nonsymmetric weight matrices were recently discussed by Hui and h k [14] and Michel et al. [23] , respectively. The main difference between the BSB neural model and the usual nonlinear difference equation is that the former is defined on the closed hypercube by a symmetric rump function 111, while the latter is defined on R". On the other hand, a global stability condition for a so-called iterated-map neural network with a symmetric weight matrix was proposed by Marcus and Westervelt [20] using Lyapunov's function method. The stability condition was used in the associative memory learning algorithms in [21] by Marcus, Waugh, and Westervelt. More recently, the stability and bifurcation properties of some neural networks were analyzed by Blum and Wang [2] , [25] , and the stability of the fixed points was studied for a class of discrete-time recurrent networks by Li [18] using the norm condition of a matrix. Changes in the stable region of the fixed points due to the changing of the neuron gain were also obtained.
The absolute stability of a general class of discrete-time RNN's is analyzed in this paper. In Section 11, a model of discrete-time RNN's is represented by a set of nonlinear difference equations. The existence of the equilibrium points of the neural model is verified in Section 111. Some sufficient conditions for absolute stability are derived in Sections IV and V by using Ostrowski's theorem [13] , not a commonly used Gerschgorin's theorem [ 131, and the similarity transformation approach. For a given RNN model, these conditions are determined only by the synaptic weight matrix of the network. It is shown that these results need fewer constraints on the synaptic weight matrix and the model than required in other studies previously described [18] .
DISCRETE-TIME MATHEMATICAL MODEL
Assume that a recurrent neural network with n neurons is described by a discrete-time nonlinear system of the form defined by [l] Pz # 0. [22] 1045-9227/94$04.00 Q 1994 IEEE where h is a discrete step and ~i is the time constant associated with the ith neuron. 
ANALYSIS OF THE EQUILIBRIUM POINTS
The basic goal of dynamical analysis is to understand the eventual or asymptotic behavior of a dynamical system. For a discrete process of the recurrent neural network, the goal is to understand the eventual behavior of the points x f o ( z ) ,
as n becomes large. The discussion of the stability or instability of a point or a stored pattem in associative memory can be made only if it is an equilibrium point, a periodic, or a general invariant set of the system. For the discrete-time nonlinear system (3), the fixed points of the function f(x) Ax + Ba(Wx + s) are the equilibrium points of the system (3) for a given input s and the connection weight matrices W . The existence of the equilibrium points of the system (3) is then obtained as follows using the above lemma. Theorem 2: Let all ai = 1, i = 1 , 2 , " . , n in (3). Then, the dynamical system ( 3 ) has at least one equilibrium point x* E R" if and only if the given input s and the connection weight matrix satisfy of the system (3).
Furthermore, system (3) has a unique equilibrium point if and only if the weight matrix W is invertible and this equilibrium point is x* = -W-ls.
Proofi In this case, the n-dimension algebraic equation
Since .(U) = 0 only for U = 0, the fixed points of system ( 3 ) exist if and only if the n-dimension linear equation
W x + s = O
is solvable and the remaining part can easily be obtained. 0
In the case when there are only some cq = 1 in (3), the existence of the equilibrium points of system ( 3 ) may be discussed using the results given in Theorems 1 and 2. Without loss of generality, let aEl # 1, i l = 1 , -. . : n l and ai, = 1,
The state and input vectors may be divided then into x1, SI E R"' and 5 2 , s2 E Rn-"l, and the n-dimension algebraic equation x = f(x) may be represented as 1Wl : W2,zJ Equation ( 5 ) has at least one equilibrium point x; E Rnl for the arbitrary input S I and x2 based on Theorem 1. Indeed, the solution of (6) may be discussed using Theorem 2. Therefore, the following results are obtained. In order to analyze the stability of the equilibrium points, the Jacobian of the function f(z) is given by given weight matrix W and the input s. In this case, system (3) has only attractors. Hence, for an arbitrary initial state, the state of system (3) will converge to one of the equilibrium points for a given weight matrix W and input s. For the local asymptotically stability of the equilibrium point x*, the eigenvalues of the Jacobian at the equilibrium point IC* should be examined. If all the eigenvalues of the Jacobian at x* are within a unit circle, z* is then a local asymptotically stable equilibrium point of the system (3) and this equilibrium point is a sink. If all the eigenvalues of the Jacobian at z* are outside the unit circle, it is a source. If some eigenvalues are inside and some are outside the unit circle, the equilibrium point is a saddle or unstable equilibrium point. Obviously, the equilibrium points of the neural system ( 3 ) depend on the input s for a given weight matrix W .
An important property of the neural network system will be introduced now using the asymptotical stability of system (3) for any input s.
Definition 2 131, [22] : If the neural system ( 3 ) has only asymptotically stable equilibrium points for a given weight matrix W and any input s, then the neural system is said to be absolutely stable.
It is important to note the difference between the asymptotic stability and the absolute stability; the asymptotic stability may depend upon the input s, whereas the absolute stability does not depend upon the input s. Therefore, for an absolutely stable neural network, the system state will converge to one of the asymptotically stable equilibrium points regardless of the initial state and the input signal. This paper will concentrate on the absolute stability of system (3) . . . . Iv. ABSOLUTE STABILITY CONDITIONS FOR ALL l a i l < 1 If all !ail < 1, then using Theorem 1, the existence of the fixed points of system (3) Corollary 2 is shown in Fig. 2 . Using the results of Corollary 2, the eigenvalues of the Jacobian (5) of system (3) are examined in order to obtain the sufficient conditions for the absolute stability of the neural system (3).
Theorem3: Let -1 < a; < 1; i = 1 , 2 , -. . , n in ( 
f$x) = ai + /3aa:(x)Wi,i i = 1,2,. . . , n and Then Therefore, using Corollary 2, it is proven that all the eigenvalues of the Jacobian f'(x) are located inside the unit circle in the complex plane which implies that the system (3) is
The absolute stability condition (11) is independent of the signs of the connection weights and contains only the parameters and connection weights of the network. For the given parameters of a network, inequality (11) defines a solution space of the connection weights wi,j for which the absolute stability is ensured. This solution space for such connection weights is referred to as an absolutely stable region of system (3) described by the radius Si of system (3) . In this case, the absolutely stable region becomes large as the absolute value of the neural gain Pi, or the time constant ai, decreases. In the limiting case, Pi -0, the radius of the absolutely stable region constant Si -00, which implies that for a sufficiently small neural gain p; regardless of the connection weight matrix W the system (3) has a unique global stable equilibrium point x* = 0. Indeed, as shown in Fig. 3 , changes of the absolutely stable region are more sensitive to the changes of the neural gain P; than that of the time constant a;. Proof: The results of (15) and (16) are obtained by
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The results of Theorem 4 may also be obtained directly using Gerschgorin's theorem [13] which can be implied by setting y = 1 and y = 0 in Ostrowski's theorem. The solution space of the connection weights given by inequalities (15) and (16) forms n open convex hypercones in n-dimensional space. Fig. 4 shows a three-dimension convex cone for a three-neuron system with 6, = 1. Since (RzC,)1/2 5 (R, + C,)/2; that is, when y = 1/2, Ostrowski's radius T , is located between the Gersgorin's radii R, and C,. Consequently, in case some of the R, and C, satisfy the conditions of Theorem 4 and others do not, Theorem 3 may give a better estimation of the absolutely stable region of system (3). This fact is illustrated in the following examples of two-neuron network systems. One can easily obtain that Si = 1/2, i = 1 , 2 and Therefore, using Theorem 3, the absolute stability of the neural network (17) is ensured. Now, the absolute stability of system (17) is examined using the results of Theorem 4 as follows Example 2: In this example, it will be shown that if a suitable parameter y is chosen, the stability condition presented in Theorem 3 is more relaxed than the norm stability condition which was recently proposed by Li [ 181 for a class of discretetime neural networks. Consider a simple two-neuron system without linear feedback terms and extemal inputs with the following form (23) and (24) found at the bottom of the next page. In fact, only the existence of the equilibrium points in this case are need to be proven. Without the loss of generality, let all aiz = 1, i 2 = nl + 1, . . . , n in inequalities (23) and (24) .
Obviously, the last two conditions of inequality (23) imply that n. n that is, the submatrix W2,2 is invertible using Lemma 3. Furthermore, it will be shown that the last two conditions of hequality (24) can also ensure the nonsingularity of the matrix W2,2. Note that the following inequalities may be obtained from the second and third equations of (24) Example 3: Consider a three-neuron recurrent neural network whose nonlinear dynamics are described by the nonlinear difference equations (27) that is, W2,2 is invertible based on Lemma 3. The existence of the equilibrium point is thus demonstrated using Corollary 1. Consequently, the absolute stability conditions for the case of some IQ,[ = 1 and others la2/ < 1 in (3) are straightforward using the results obtained for the case of all la,l < 1 and all
It is to be noted that when laz[ = 1, the signs of the recurrent connection weights are important for the absolute stability, though they do not appear in the case of all la, I < 1. Theorems 5 and 6 show that if system (3) is absolutely stable for a% = 1 (or -1) and PZ > 0, the recurrency connection of the zth hidden neuron then has negative (or positive) feedback, and the recurrency weight of the neuron is greater than the absolute value of the sum of all the weights in the feedforward, feedback and intra-layer connections within all the neurons. In other words, in this case the recurrency functions of the neurons play a dominant role in the dynamic properties of the neural networks.
It is easy to show that
Hence, the sufficient conditions of (19) and (21) 
Since the absolute stable condition (19) is not satisfied for i = 1, Theorem 5 fails to prove the absolute stability of system (27). For the condition (21) 3 5/48 < 1/5; j = 1 11/96 < 1/8; j = 2 . 25/126 < 1/6; j = 3 I P i W i , j l = i=l,i#j System (27) is, therefore, absolutely stable for the arbitrary constant input s based on Theorem 6. For the input s1 = -2, sa = 1 and s3 = 3, the initial states ~( 0 ) = (6,7,8)T, the unique absolutely stable equilibrium point is X* = (-0.4835,0.1898, 0.2489)T. The three-dimension phase space trajectoy for the neural system (27) is plotted in Fig. 6 .
VI. SIMILARITY TRANSFORMATION BASED STABILITY RESULTS
Since P -l W P has the same eigenvalues as W whenever P is a nonsingular n x n matrix, the estimation of the union of eigenvalues of P -l A P can be obtained applying Ostrowski's theorem. In fact, for some choices of P the bounds obtained may be sharper. A particularly convenient choice is P = diagbl, p 2 , . . . , p,] with all p; > 0. System (3) may then be represented using the new coordinate z ( k ) = P z ( k ) as follows
f(z(k)).
(28)
The Jacobian is given as f"(4 = [ Z , j ( z ) l n x n = P -l A P + P -l B C W P = P-lf'(z)P (29) where C = diag[al(z) , c72 (2) , . . . , on ( z ) ] . Therefore, the Jacobians f " ( z ) and f ' ( z ) have the same eigenvalues; that is, system (28) has the same stability as the original system (3). 
0
Therefore, using Corollary 2, the absolutely stability of system Furthermore, the results corresponding to Theorems 4-6 in the previous section are respectively given in the following theorems derived using the same proof procedures as that in Theorem 7. system (3) is absolutely stable. The solution of the above inequalities is a region described by 4/3 < (pZ/pl) < 2 in the p1-p~ plane, as shown in Fig. 7 .
Therefore, based on the Theorem 8, the absolutely stability of the system (17) is proven. 
Exumple5:
The absolute stability problem of the threeneurons system (27) will now be discussed using Theorem 
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Obviously, there exist pl , p2 and p3 which satisfy inequalities (41). Hence, the absolute stability of system (27) can be determined using Theorem 9.
For -1 < a; < 1; i = 1,2, . . . , n, consider a trivial network structure where the majority of the feedback connections are eliminated such that the network is a dynamic feedforward network. In this case, the weight matrix is a strict lower triangular matrix possibly after a renaming of all neurons; that is, wiJ = 0, for all j 2 i. His field of research has been in the areas of adaptive control systems, non-invasive methods for the diagnosis of cardiovascular diseases, monitoring the incipient failures in machines, and fuzzy logic. His present interests are expanded to the areas of neuro-vision, neuro-control, fuzzy neural networks, neuronal morphology of biological vision systems, intelligent systems, cognitive information, new paradigms in information, and chaos in neural systems. In addition to publishing over 450 research papers, he has co-authored two books on fuzzy logic with Japanese translation, and has edited 15 volumes in the field of adaptive control systems, fuzzy logic/computing, neuro-vision systems, neuro-control systems, and fuzzy neural networks.
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