We give quantitive estimates for the number of locally symmetric spaces of a given type with bounded volume.
Introduction
In asymptotic group theory a main goal is to understand the subgroup growth of discrete groups. That is, given a finitely generated group ∆, denote by a n (∆) the number of its subgroups of index at most n, and try to determine the asymptotic behavior of a n (∆) as a function of n as n → ∞. Note that in this discrete case it is easy to show that a n (∆) is finite for any n, and to give an explicit upper bound for it in terms of the number of generators only, without taking into account the intrinsic structure of ∆. However, to achieve "good" estimations of a n (∆) is usually a very hard task, and a lot of research has been done in the past and present on this and related question.
In this paper we concern a continuous analog to the "discrete subgroup growth theory". More precisely, let G be a connected semi-simple Lie group without compact factors, and let V > 0. We denote by ρ G (V ) the number of lattices in G with covolume at most V , up to conjugation, i.e. ρ G (V ) = |{Γ ≤ G : Γ is discrete and µ(G/Γ) ≤ V }/ ∼ | where Γ 1 ∼ Γ 2 iff Γ 1 = gΓ 2 g −1 for some g ∈ G. We call ρ G (V ) a growth function of lattices. More generally, if P is any property of lattices which is stable under conjugation, we denote by ρ P G (V ) the growth function of P lattices, i.e. In the sequel we will consider properties such as: torsion freeness, irreducibility, cocompactness, etc. For example let P =t.f. be the property of being torsion-free. Then ρ t.f. G (V ) counts S-Riemannian manifolds (i.e. Riemannian manifolds with finite volume for which S is the universal covering) where S = G/K is the symmetric space corresponding to G. An interesting and challenging task is to determine, or at least to estimate, the asymptotic behavior of ρ P G for different P 's and G's. In the light of [10] , questions concerning this asymptotic behavior are closely related to the congruence subgroups problem for arithmetic lattices.
Unlike the situation in the discrete (finitely generated) case, it is not clear, and in general not true, that ρ P G (V ) < ∞. However, a classical theorem of H.C. Wang (see [17] ) asserts that if G has no factor locally isomorphic to SL 2 (R) or SL 2 (C) then ρ G (V ) is finite for any 0 < V < ∞. As remarked in [3] , if G has factors locally isomorphic to SL 2 (R) or SL 2 (C) then the number of irreducible lattices ρ irr G (V ) is still finite for any V > 0 (see also corollary 6.5). We remark that Wang's proof is non-effective and gives no estimate.
In [4] , a very strong finiteness result for equivalence classes of arithmetic lattices was established by A. Borel and G. Prasad. We remark that the equivalence relation used in [4] do not distinguish between non conjugate commensurable lattices, and that the argument there does not provide an estimate neither implies the finiteness of the number of conjugacy classes of commensurable arithmetic lattices of a given covolume.
The first concrete estimation of ρ P G was given in [6] by M. Burger, A. Lubotzky, S. Mozes and the author for the case G = PSO(n, 1) = Isom(H n ) 0 , n ≥ 4. We have shown that
PSO(n,1) (V ) ≤ V CV for any V ≥ V 0 , for some constants c, C ∈ R + . In this paper we estimate growth functions of lattices for general semisimple Lie groups. We concern here only upper bounds. Our estimates, which seems not to be tight in the general case, are the first explicit numerical estimates on this finite number ρ P G (V ). The method we use is based on the thick-thin decomposition of a manifold. This decomposition is particularly simple when the rank of the manifold is 1 (see [16] , [2] , and [1] ). In order to preserve the simplicity of the decomposition in the higher-rank case we are led to impose some regularity condition on the lattices in question. (The lattice corresponding to a locally symmetric manifold with finite volume is its fundamental group embedded as the deck transformations subgroup in the (Lie) group G of isometries of the universal covering.)
Recall that an element g ∈ G is called regular if it belongs to a unique Cartan subgroup. The set of regular elements is Zariski open. We call a lattice regular if all its elements are regular. We will also give a weaker definitions of regularity in order to obtain more general results. Theorem 3.1 gives a uniform bound on the growth function of regular lattices, for general center-free semi-simple Lie group (with three exceptional groups). In fact, our proof gives more (see 4.29) . If one normalizes the curvature of the corresponding symmetric space to be bonded from below by −1 and takes the Haar measure induced by the Riemannian structure, then ρ reg G (V ) ≤ V C d V where C d is a constant depending on the dimension d of the symmetric space.
If rank(G) = 1 then any torsion-free uniform lattice is regular. Stretching our arguments a little further, we get theorem 5.1 which yields a uniform bound for the growth function of all torsion-free lattices (uniform and nonuniform) for any rank-1 group, with the two familiar exceptional PSL 2 (R) and PSL 2 (C) for which Wang's theorem is not true. This generalizes the (upper bound) result from [6] .
In section 6 we show how our method gives an estimate for the growth function of irreducible lattices in some examples of higher rank groups: nontrivial products of PSL 2 (R)'s and PSL 2 (C)'s others then PSL 2 (R)×PSL 2 (R). We also describe in details the argument which proves the finiteness of ρ irr G (V ) in these cases.
This work is a part of my Ph.D. thesis being prepared at the Hebrew University. I thank my adviser Shahar Mozes for introducing me to this fascinating subject and for many fruitful discussions and suggestions. I also thank Alexander Lubotzky, Yehuda Shalom, Asaf Naor, Uri Bader and Yair Glasner for their interest and for many helpful conversations throughout the research and the preparation of this work.
Notations, definitions and background
In this section we fix our notations and summarize some basic facts about symmetric spaces of non-compact type, and manifolds of non-positive curvature. For a conclusive treatment of these subjects see [1] and [5] .
Let G ⊂ PSL n (R) be a center-free semi-simple Lie group without compact factors and let K ⊂ G be a maximal compact subgroup. We denote by
the corresponding symmetric space, where
is identified with the set of positive definite n × n matrices with determinant 1, on which G acts by similarity (g · x = gxg t ), and we identify the tangent space T I (P (n, R)) with S(n, R), the set of symmetric n × n matrices with trace 0. Then G = Isom(S) 0 and S is a Riemannian manifold with nonpositive curvature such that for each point p ∈ S there is an isometry σ p of S which stabilizes p and acts as −1 on the tangent space T p (S). The composition of two such isometries σ p · σ q is called a transvection, and is belong to G.
The geodesic lines through I are of the form
where X ∈ T I S is a symmetric matrix. The non-positivity of the sectional curvature implies that the distance function d : S × S → R + is convex and, in fact, its restriction to a geodesic line c(t) = (c 1 (t), c 2 (t)) in S × S is strictly convex, unless c 1 and c 2 are contained in a flat plane in S.
For γ ∈ G we denote by d γ the displacement function
This function is convex and smooth outside Fix(γ). In particular the sublevel sets {x ∈ S : d γ (x) < t}, shortly denoted by {d γ < t}, are convex. We denote by min(γ) the set
For a set A ⊂ S we denote by
the distance function. If A is a convex set then the function D A is convex and smooth at any point off the boundary of A. We denote its t-sub-level set by (A) t = {D A < t} and call it the t-neighborhood of A. Note that (A) t+s = ((A) t ) s . If A is closed and convex then for any x ∈ S there is a unique closest point π(x) in A. The map π : S → A is called the projection on A, and it is distance decreasing, i.e. d(π(x), π(y)) ≤ d(x, y) for any x, y ∈ S.
We shall often use the following convention. Let A be a closed convex set and B a set containing A. We say that B is star-shaped with respect to A if for any b ∈ B the geodesic segment connecting b to its closest point (the projection) in A is contained in B. In that case we can define a deformation retract from B to A by moving b at constant rate (equal to the initial distance) towards its projection in A. We call this the star-contraction from B to A. From the convexity of the distance function we conclude that the star contraction from B to A is distance decreasing. In particular it is continuous. Thus, we get: A flat subspace is a totally geodesic sub-manifold which is isometric to an Euclidean space. A flat is a maximal flat subspace. Any flat subspace is contained in a flat. All flats in S have the same dimension rank(S) = rank(G) (by rank(G) we always mean the real-rank).
If Γ is a group of isometries of S, we say that a subset A ⊂ S is Γ-precisely invariant if γ · A = A whenever γ · A ∩ A = ∅. If Γ acts freely and discretely (e.g. Γ ⊂ G is discrete and torsion free) then we denote by A/Γ the image of A in S/Γ. If A is a connected simply connected Γ-precisely invariant set then
If Γ ⊂ G is a uniform lattice then any element γ ∈ Γ is semi-simple, i.e. γ is diagonalizable over C, or equivalently min(γ) = ∅. If in addition, Γ is torsion free then all its elements are hyperbolic. A hyperbolic isometry γ has an axis, i.e. a geodesic line on which γ acts by translation. Any two axes are parallel, and x ∈ min(γ) iff the geodesic line x, γ · x is an axis of γ. 
Regular lattices, statements and examples
The following theorem gives a uniform bound on the growth function of regular lattices for a general center-free semi-simple group G ⊂ PSL n (R). By uniform we mean that after an appropriate normalization of the Haar measure, the estimate is independent of G.
Let µ be the Haar measure of G. We denote by ρ reg G (V ) the number of regular lattices in G with covolume at most V up to conjugation. i.e.
In the sequel we will use the notations:
Remark 3.2. The G's which do not satisfy the above inequality are PSL 2 (R), PSL 2 (C) and
In the language of locally symmetric spaces, a compact S-manifold M = S/Γ is regular if the lift of each close geodesic in M to S is a regular geodesic. If we normalize the Riemannian metric so that the curvature is ≥ −1, one can extract from the proof explicit constants c d , depending only on the dimension d = dim S, for which the following holds: Remark 3.6. It is shown in [6] that for G = SO(4, 1) there is also a constant c > 0 such that V cV is a lower bound.
In section 5 we will abandon the cocompactness assumption and show that (for rank-1 groups) V CV is an upper bound for the growth function of all torsion free lattices.
2. If G is a product of rank-1 groups then a hyperbolic element is singular iff its projection to one of the factors is contained in a compact group. If G has no center then a lattice Γ ⊂ G is irreducible iff its projection on each factor is one to one (see [14] 5.21). Thus, a regular lattice is irreducible. In section 6 we will show how theorem 3.1 helps, in some examples, to estimate the number of all torsion-free irreducible lattices.
for some r ∈ R + and θ ∈ [0, 2π).
In section 7 we will define pseudo-regular lattice to be a lattice which doesn't contain elements of the form 
The idea of the proof
The proof is an elaboration of the ideas that appeared in [6] . There is a 1-1 correspondence between conjugacy classes of torsion free lattices and orientable S = G/K-Riemannian manifolds (i.e. complete Riemannian manifolds for which S is the universal covering) with finite volume. It follows from Mostow rigidity theorem that if two lattices in G are isomorphic as abstract groups then they are conjugate in G. Thus, counting S-manifolds with bounded volume is amount to counting isomorphism classes of fundamental groups of such manifolds. That is, (We denote by µ also the induced measure on S = G/K.)
In order to bound the number of possibilities for π 1 (M) we whish to adjust to each such manifold a simplicial complex homotopicaly equivalent to it, in such a way that the volume boundedness assumption will be translated to a combinatorial restriction on this simplicial complex, and then to estimate the number of simplicial complexes which satisfy these restrictions.
In order to do this we decompose M = S/Γ and its universal covering S =M to thick and thin parts. This decomposition happens to be simple when Γ is regular.
For a fixed ǫ, the thin part is defined to be
and the thick part M ≥ǫ is the closure of its compliment
The pre-image of the thin part in the universal covering is a union of convex setsM ≤ǫ = ∪ γ∈Γ\{1} {d γ ≤ ǫ}. In the next subsections we will analyze the topology and the geometry of M ≤ǫ and M ≥ǫ . We will see that M ≥ǫ is a compact connected manifold with boundary, and that M ≤ǫ has finitely many connected components, each of which is topologically a ball-bundle over an Euclidean compact manifold, and thus its boundary is topologically a sphere-bundle over the same manifold. From the assumptions of the theorem (dim S − rankS ≥ 3) it will follow that the dimension of this sphere is at least 2. Thus, the fundamental group of each of these fiber bundles (the connected component and its boundary) is that of the (same) base space, and the injection map, from the boundary to the connected component, induces an isomorphism between these fundamental groups. By a successive use of the Van-Campen theorem we get
The geometry of M ≥ǫ is controlled by the injectivity radius far away from its boundary. In order to control the geometry near the boundary we will modify M ≥ǫ to a set topologically the same but with better understood geometry. At that stage we will be able to construct a natural simplicial complex within the modified thick part which is homotopicaly equivalent to it, and to perform the needed combinatorial estimation.
The thick-thin decomposition for regular manifolds
As it is shown in [1] (see also [16] and [2] ) the following two theorems hold for any discrete group of isometries of an Hadamard manifold.
Theorem 4.1. (Margulis' lemma):
There are constants ǫ(S) > 0 and n(S) ∈ N such that if a discrete group Γ of isometries of S is generated by a finite set Σ for which there is a point
We fix once and for all ǫ = ǫ(S)/3. For a regular isometry γ ∈ G we denote by F γ the unique flat containing an axis of γ. Although the axis of γ may not be unique, we have:
Proof. First notice that if C 1 , C 2 are parallel geodesic and C 1 is regular then so is C 2 , since there is an isometry which takes C 1 to C 2 (the isotropy group of C 1 (∞) acts transitively on S). Now if C 1 , C 2 are axes of γ then they are parallel and therefore bound a flat strip which generates a flat plane. This plane is contained in a flat F . It follows from regularity that F is the unique flat containing C 1 (resp. C 2 ). Proof. Without loss of generality I ∈ min(γ). Let X ∈ T I (S) be a symmetric matrix for which γ · I = exp(X).
Then the geodesic line c(s) = exp(sX) is an axis of γ and
and the isometry γ 0 is the transvection
Now since k stabilizes a regular geodesic it leaves the flat F = F γ and the Weyl chamber W determined by this geodesic. Since the Weyl group N K (F )/C K (F ) acts in a simply transitive way on the set of Weyl chambers which are contained in F , it follows that k ∈ C K (F ). Therefore
In particular, it follows that F γ ⊂ min(γ). The other inclusion follows from the fact that min(γ) is the union of the axes of γ.
for any Y ∈ T I (F γ ). Letting p = exp(Y ) ∈ F γ we see that k commutes with the transvection g p = σ p 1/2 · σ I (the element in G ⊂ SL n (R) which represents the isometry g p is exp(Y /2)). Since γ 0 obviously commutes with g p we see that g p γg −1 p = γ, and it follows that γ acts in "the same way" along F γ .
Lemma 4.6. For a regular isometry γ with
This will follow if we show that there is
(convexity of the distance function then implies that s = (ǫ − ǫ 0 )/(ǫ ′ − ǫ 0 ) will satisfy our requirement). By remark 4.5 we see that
is attained on the compact orthogonal sphere
(where π Fγ is the projection on the convex set F γ ). By lemma 4.4 this minimum is strictly larger then ǫ 0 .
Lemma 4.7. If a regular isometry γ leaves a flat
Proof. Let π be the projection to the convex set F . Since γ leaves F invariant π commutes with γ, and since π doesn't increase distances we get
Therefore min(γ) ∩ F = ∅ and therefore F contains an axis of γ (since F is γ invariant). Thus F = F γ . Now if γ 1 , γ 2 are commuting isometries than the function d γ 2 is γ 1 invariant. In particular the set F γ 2 = min(γ 2 ) is γ 1 invariant.
For the rest of this section let Γ ⊂ G be a regular lattice with µ(S/Γ) ≤ V , and let M = S/Γ be the corresponding locally symmetric space. We denote by B m the m-dimensional ball.
Proof. It is easy to see that a connected componentM 0 ≤ǫ ofM ≤ǫ is a Γ-precisely invariant set of the form
where Γ 0 ⊂ Γ is a subset such that for each α, β ∈ Γ 0 there is a finite sequence α = γ 1 , γ 2 , ..., γ t = β such that
We first show that F α = F β for any α, β ∈ Γ 0 . For this we may assume that {d α ≤ ǫ} ∩ {d β ≤ ǫ} = ∅. Since α, β is a discrete group, it follows from the Margulis lemma that there is a nilpotent subgroup of finite index N ⊂ α, β . Let γ ∈ C(N) be a central element. It follows from lemma 4.7 that
We may therefor denote F = F α , α ∈ Γ 0 . Now since Γ 0 is a discrete set of regular elements acting by short translations on F , it follows that Γ 0 is finite and therefor the Hausdorff distance Hd(F,M 0 ≤ǫ ) is finite. Since the Hausdorff distance between distinct flats is infinite it follows that F is the unique flat contained inM 0 ≤ǫ and therefore each γ ∈ Γ for which γ ·M 0 ≤ǫ =M 0 ≤ǫ satisfies γ · F = F , and therefore any such γ acts as a translation on F . Thus Γ acts discretely and cocompactly by translations on F . Since Γ acts freely it follows that Γ 0 = γ ∈ Γ : γ · F = F is abelian. Thus,
Unless we are in the special case whereM 0 ≤ǫ = F , which we can obviously ignore. Since in that case the connected component has no interior and it is therefor included in the thick part.
Finally, it is easy to see that there is an ǫ > η > 0 such that
where B η (x 0 ) is the ball of radios η around some fixed point x 0 ∈ F . M 0 ≤ǫ is star-shaped with respect to (F ) η , and the star-contraction from M 0 ≤ǫ to (F ) η is an homotopy equivalence which induces an homotopy equivalence between M 0 ≤ǫ and the ball-bundle
Remark 4.9. In the proof above and in the sequel, whenever we wright 
Proof. The boundary of each component of the thin part is a sphere-bundle over the k-torus. In particular it is connected. Thus M ≥ǫ is connected. Since d − k ≥ 3, the dimension of this sphere is at least two, and thus the inclusion map ∂M 0 ≤ǫ → M 0 ≤ǫ induces an isomorphism between the corresponding fundamental groups
The corollary follows by a successive use of the Van-Campen theorem.
The argument in the next subsection is based on the following: 
Modifying the thick part
In order to control the number of possibilities of π 1 (M ≥ǫ ) we wish to cover M ≥ǫ with subsets with "nice" intersections which will form a "good cover" in the sense of [7] (see Theorem 13.4 there), i.e. that any non empty intersection of sets of the cover will be diffeomorphic to R d (or more generally contractible). Then π 1 (M ≥ǫ ) = π 1 (R) where R is the simplicial complex corresponding to the "nerve" of the cover, i.e. the vertices of R correspond to the sets in the cover, and a collection of vertices form a simplex when the intersection of the corresponding sets is not empty.
In a manifold with injectivity radius bounded uniformly (from below) by ǫ, such a "good cover" is achieved by taking the "nice" subsets to be ǫ-balls for which the set of centers form an ǫ/2 (say) discrete net. Since M ≥ǫ is not a manifold any more (but a manifold with boundary), balls are no more "nice" subsets (they are not convex or even contractible).
In this subsection we construct such a "good cover" with "nice" subsets. Of course, our problems arise only near the boundary (far away from the boundary we can use ordinary balls). To control the geometry of the boundary we replace M ≤ǫ by its ǫ-neighborhood (M ≤ǫ ) ǫ . This bounds the curvature of the boundary from above (see lemma 4.18). We then establish the existence of universal constants δ << ǫ and b ≥ 1 such that (b + 1)δ-balls with centers at distance at least δ from the (new) boundary form "nice" subsets (intersections of which are contractible), and so, when we take them with centers forming a maximal δ-discrete net, we get a "good cover".
Remark 4.12. Throughout this subsection we will be looking at figures in M and, at the same time, at their pre-images in S =M . Since these figures are small (with diameter ≤ 2(b+1)δ) and located where the injectivity radius is big (in M ≥ǫ ) they look the same in both places.
The pre-image of the thin part inM is a union of convex setsM ≤ǫ = ∪ γ∈Γ\{1} {d γ ≤ ǫ}. We need some information on the structure of the "corners" ofM ≤ǫ , where the boundaries of these convex sets intersect. As the fundamental group π 1 (M 0 ≤ǫ ) of each component of the thin part is abelian, the following lemma implies that the exterior angles of these corners are at least π/2.
For an isometry γ, and for x ∈ S with d γ (x) = a > min d γ we denote bŷ n γ (x) the external (with respect to {d γ ≤ a}) normal to {d γ = a} = ∂{d γ ≤ a}. 
Thus if c(t) is the geodesic line through x withċ(0) =n β (x) then it is enough to show that
Let π denote the projection on the convex set {d β ≤ a β }. Since α and β commute, the set {d β ≤ a β } is α-invariant and therefore α commute with π. Since π decreases distances and since the geodesic lines c(t), α · c(t) are both orthogonal to ∂{d β ≤ a β } one sees that d(c(t), α · c(t)) is a non-decreasing function of t. Thus
Let A, B ⊂ S be convex bodies with smooth boundaries and with common interior point. For x ∈ ∂A ∩ ∂B the angle φ x (∂A, ∂B) is defined to be
wheren A (x) (resp.n B (x)) is the external normal at x. The above lemma states that if A and B are sublevel sets corresponding to commuting isometries then φ x (∂A, ∂B) ≥ π/2. We will now show that this "big angle" property is preserved when we replace A, B by their ǫ-neighborhoods (A) ǫ , (B) ǫ .
Define φ(∂A, ∂B) to be
and denote
Define also
then we have Lemma 4.14. (Monotonicity of angles): ϕ t is a non-increasing function of t.
Proof. We need to show that if t 1 > t 2 ≥ 0 then ϕ t 1 ≤ ϕ t 2 . If ϕ t vanishes at some point t = t 0 then, as it is easy to verify, the union A t 0 ∪ B t 0 is convex, and ϕ t = 0 for any t > t 0 . We may therefore assume that ϕ t is strictly positive in our segment [t 2 , t 1 ]. Fix a common interior point
where R runs over the (compact) balls centered at y. It is therefore enough to show that
for any such R.
Fix R large enough (so that the intersection R ∩ ∂(A) t 1 ∩ ∂(B) t 1 is not empty) and letφ
Sinceφ t is obviously continuous, it is enough to show that for any t 2 < t ≤ t 1 we haveφ t−∆t ≥φ t whenever ∆t is small enough. Fix t and let ∆t be so small so that the below argument holds. To simplify notation we replace A (resp. B) by (A) t−∆t (resp. (B) t−∆t ) and assume that t − ∆t = 0 (this is just a matter of changing names after t and ∆t are fixed). Let x t ∈ R ∩ ∂(A) t ∩ ∂(B) t be such that
It is enough to show that there is x 0 ∈ R ∩ ∂A ∩ ∂B with
Let x 0 ∈ ∂A ∩ ∂B be a point closest to x t . Denote byû 0 (resp.û t ) the tangent to the geodesic line x 0 , x t at x 0 (resp. at x t ).
Since ∆t is arbitrarily smallû t is roughly in the direction of the bisector of the angle betweenn (A)t (x t ) andn (B)t (x t ), and x 0 is closer to y than x t . In particular x 0 ∈ R.
By the Lagrange multipliers theoremû 0 is a linear combination ofn A (x 0 ) andn B (x 0 ) and since ∆t is arbitrarily small, we can assume thatû 0 is in the convex cone spanned byn A (x 0 ) andn B (x 0 ) (again, in the limit caseû 0 is in the direction of the bisector of the angle betweenn A (x 0 ),n B (x 0 )). Thus
and since (by the triangle inequality for angles)
it is enough to show that
(and the analogous inequality for B instead of A).
Let c(s) be the geodesic line of unit speed with c(0) = x 0 ,ċ(0) =û 0 , and let c(s 0 ) = x t (i.e. s 0 = d(x 0 , x t )). Then the above inequality follows from the followinĝ
and this follows from the convexity of the function D A .
Corollary 4.15. If we replace M ≤ǫ by its ǫ-neighborhood (M ≤ǫ ) ǫ , then the exterior angles in its "corners" would still be ≥ π/2.
We also need the following lemma, in which the constant b is determined. Proof. Let ∆ be a maximal 1-discrete subset of {n i } i∈I . Then there are at most b/2 elements in ∆ for some universal constant b = b(d), and for anŷ n i ∈ {n i } i∈I there isn i 0 ∈ ∆ with n i −n i 0 < 1 and son i ·n i 0 > 1/2. Let
From the above 3 lemmas we obtain the following proposition. 
we put x in a "corner" of [M 0 ≤ǫ ], i.e. x ∈ ∂({d α ≤ a α }) ǫ for all α ∈ Γ 0 (by doing this we avoid some difficulties).
The above lemmas then yields a directionf ∈ T x (S) such that
for any α ∈ Γ 0 . Let c(t) be the geodesic line through x withċ(0) =f . Since the distance function D {dα≤aα} (x) from the convex set {d α ≤ a α } is convex
for any t > 0 (convex function has non-decreasing derivative). Thus, the point c(bt) is outside ([M
≤ǫ ]) t , and so the distance from x to ∂(M 0 ≤ǫ ) t is less then bt. We intend to replace the thin part M ≤ǫ by its ǫ-neighborhood (M ≤ǫ ) ǫ , since the second one , apart of having smooth boundary, has no "sharp cusps". In other wards, its curvature is uniformly bounded.
Lemma 4.18. (Small curvature):
For any isometry γ and for any point x ∈ ∂({d γ ≤ ǫ}) ǫ the ball of radius ǫ tangent to the boundary of ({d γ ≤ ǫ}) ǫ with the same external normal at x is contained in ({d γ ≤ ǫ}) ǫ .
Proof. The distance between x and its projection π(x) in {d γ ≤ ǫ} is easily seen to be ǫ, and the ǫ ball centered at π(x) is the required one. (Recall that ∂({d γ ≤ ǫ}) ǫ is smooth.)
The following two lemmas are clear. 
Let B r be a ball of radius r in S, and B r (x) the ball around x.
Lemma 4.20. There is a constant m such that for any δ < 1,
Thus in any δ-discrete subset of (B (b+1)δ ) there are at most m elements.
For a finite set {y 1 , ..., y t } ⊂ S we denote by σ(y 1 , ..., y t ) its Chebyshev center, i.e. the unique point which minimize the function max 1≤i≤t d(x, y i ).
We will soon take B to be an intersection of balls, and B ′ ⊂ B to be the intersection of B with the (modified) thick part B ′ = B ∩ M ≥ . We therefor need to find a deformation retract of B for which we can apply 4.19. It is natural to use the star contraction to the Chebyshev center of the centers of the associated balls. In order to do this, we need the following. Proof. Assume the contrary. Then there is a sequence δ n → 0, a corresponding sequence of ǫ balls tangent to some x 0 ∈ S (which we may assume converge to some fixed such ball), and a corresponding sequence of m-tuples of points y Rescaling the metric each time we can assume that δ n is fixed and equal 1. We then get a sequence of Riemannian metrics converging, on the ball of radius b + 1 around x 0 , to the Euclidean metric on the ball of radius b + 1. More precisely, we look at the ball of radius b + 1 in T x 0 S. We identify it each time with the ball of radius (b + 1)δ n around x 0 in S via the map X → exp(δ n X) and rescaling the metric there to
These metrics induce the same topology, and "convergence" has a clear meaning. Now, in the rescaled metrics our tangent balls tends to an half space (ǫ/δ n → ∞), and we may as well assume that our m-tuples also converge. In the limit, we get an m-tuple of points in an Euclidean space at distance at least 1 (and at most b + 1) from an half space, for which the inner product of the external normal to this half space with the vector pointing from some x 0 on the boundary hyper-plane to the Chebyshev center of this m-tuple is non-positive. This is an absurd.
The new thick part: Let ǫ, b, m, δ be as above. We replace the thin part by M ≤ = (M ≤ǫ ) ǫ and the thick part by the closure of its compliment
We first prove the following. As the following lemma shows, this new decomposition is topologically the same as the old one.
Lemma 4.22. There is a homotopy equivalence between
Proof. BothM ≤ andM ≤ǫ are star-shaped with respect to a flat F . Let η be as in the proof of proposition 4.8, then the star contraction fromM ≤ (resp.M ≤ǫ ) to (F ) η is a homotopy equivalence which induces a homotopy equivalence of (M ≤ , ∂M ≤ ) (resp. (M ≤ǫ , ∂M ≤ǫ )) with ((F/Γ) η , ∂(F/Γ) η ). (Notice that M ≤ ⊂M ≤ǫ(S) and therefore x, y ∈M ≤ are congruent modulo Γ iff they are congruent modulo Γ 0 = {γ ∈ Γ :
It follows from proposition 4.17 that the union of a collection C of balls of radius (b + 1)δ for which the set of centers form a maximal δ-discrete subset of M \ (M ≤ ) δ covers M ≥ . We fix such a collection, and for any subset B ⊂ M we denote by B ′ its intersection with M ≥ . The next proposition which conclude the above discussion gives us a way to control the topology of M ≥ . Proof. Lemma 4.18 implies that for x ∈ ∂M ≤ and for any γ ∈ Γ 0 (where Γ 0 is the same as in the proof of 4.8) for which x ∈ ∂({d γ ≤ ǫ}) ǫ there is an ǫ-ball, tangent to ∂({d γ ≤ ǫ}) ǫ at x, which is contained in ({d γ ≤ ǫ}) ǫ ⊂M ≤ . Thus if in addition x ∈ B, proposition 4.21 implies that the geodesic segment [x, σ(y 1 , ..., y t )] is inside B ′ .
Corollary 4.25. π 1 (M) = π 1 (R).
Counting 2-skeletons
The argument of this subsection is fully described in [6] . We give it here again in order to make this paper more self contained.
The fundamental group of R is the same as that of its 2-skeleton R 2 (see [15] ). We use a combinatorial argument to estimate the number of possibilities for R 2 . The 1-skeleton R 1 is a graph with at most c 1 V vertices (where c 1 = 1/µ(B δ/2 )) and the degree of a vertices is at most Proof. The number of triangles is bounded by the number of path of length 2, which is at most c 1 V m ′ 2 .
Corollary 4.28. There are at most V CV possibilities for the 2-skeleton.
Proof. To describe a 2-skeleton amounts to describing a 1-skeleton and choosing a subset of its set of triangles. Thus there are at most
This complete the proof of theorem 3.1.
A generalization
Call a uniform lattice Γ ≤ G ǫ-almost regular if any singular element γ ∈ Γ satisfies min d γ > ǫ, and if it satisfy the condition in Mostow's rigidity theorem, i.e. it is irreducible in the SL 2 -factors of G. A slight modification of the proof above yields: The only change in the proof needed to be remarked is that M 0 ≤ǫ is a B d−kbundle over a general compact Euclidean k-manifold, and that π 1 (M 0 ≤ǫ ) is not abelian but almost abelian. It is therefore natural to ask: Question 4.30. Given G, is there ǫ = ǫ(G) such that any torsion-free uniform lattice is ǫ-almost regular?
An upper bound in the rank one case
In this section we assume that rank(G) = 1 and that G is not isomorphic to PSL 2 (R) or PSL 2 (C). We denote by ρ t.f.
G (V ) the number of torsion-free lattices in G with covolume at most V up to conjugation, i.e. The purpose of this subsection is to prove the following theorem which generalize the result in [6] .
Or in the language of locally symmetric spaces:
The method of the proof is the same as that of theorem 3.1 and we shall not go over it again here. Instead, we shall only indicate and explain the parts of it which are not included in the previous section.
We use the same terminology as in the previous sections, i.e. Γ ⊂ G is a torsion free lattice with µ(S/Γ) ≤ V and M = S/Γ is the corresponding locally symmetric manifold.
Our starting point is the following characterization of the connected components of the thin part (see [1] 
We use the same arguments as in the previous section to count possibilities for π 1 (M ≥ǫ ). Of course the argument in the previous section already deals with the first type of connected components, so we should only take care of the second type -the cusps. In this case the elements of Γ 0 do not commute. This forces us to apply a more involved argument in order to prove an analogous of proposition 4.17 for this case. For this argument we should take smaller ǫ (namely ǫ ′ = ǫ/20), and then take an appropriate δ ′ to make the analogue of proposition 4.21, and therefore the rest of the proof, correct.
Let M Proof. Γ 0 is a subgroup of the unipotent group U z = {g ∈ G : g leaves the horospheres around z invariant}.
Since rank(G) = 1, U z is metabilian.
The new thin part: Let ǫ ′ = ǫ/20, and for γ ∈ Γ 0 define ǫ γ = ǫ if γ ∈ C(Γ 0 ) = the center of Γ, and
and take the new thin component to be:
The dependency of ǫ γ on γ doesn't change the topology of M ≤ : One easily sees that since both sets are "star-shaped" with respect to z ∈ S(∞), (M ≤ , ∂M ≤ ) and (M ≤ǫ ′ , ∂M ≤ǫ ′ ) are homotopically equivalent through a homotopy which flows points in the direction of z. Such a homotopy induces also a homotopy equivalence between (M ≤ , ∂M ≤ ) and (M ≤ǫ ′ , ∂M ≤ǫ ′ ).
In this setup we have:
Lemma 5.6. (Intersection of boundaries implies commutativity):
we have for some x 0 ∈ {d γ 2 ≤ ǫ ′ },
and thus
Thus if γ = 1 then since γ ∈ C(Γ) we have ǫ γ = ǫ, and therefore x ∈ {d γ ≤ ǫ γ }. A contradiction to the assumption
It follows that we can apply lemmas 4.13, 4.14 for our case and get: 
The proof is the same as the proof of proposition 4.17, except that here we take the "good direction"n only with respect to the relevant γ ′ s (i.e. with respect to those γ ∈ Γ 0 for which D ({dγ ≤ǫγ }) ǫ ′ (x) ≤ ǫ ′ ). The proof works due to the fact that these γ's commute.
Finely, we take such δ ′ < ǫ ′ /(b + 1) which makes proposition 4.21 correct (with ǫ ′ , δ ′ instead of ǫ, δ). Apart from the above changes, the proof of theorem 5.2 is contained in that of theorem 3.1.
Irreducible lattices in products of PSL 2 's
The main result of this section (theorem 6.1) gives an upper bound for ρ irr,t.f. G , the number of conjugacy classes of irreducible torsion-free lattices, for the cases where G is a non-trivial product of PSL 2 (R)'s and PSL 2 (C)'s other then PSL 2 (R) × PSL 2 (R). Denote
Recall that a manifold is called reducible if it has a finite covering which can be decomposed non-trivially to a product. Theorem 6.1 translates to: is discrete (see [8] ). The argument there, however, dosen't gives an estimation, neither provides the finiteness of the number of lattices of a given covolume in a fixed commensurability class in each fixed G a,b .
In [17] Wang didn't considered the case where G has factors locally isomorphic to PSL 2 (R) or PSL 2 (C). It follows from the Margulis arithmeticity theorem that if G has both, a factor which is locally isomorphic to PSL 2 (R) or PSL 2 (C) and a factor which is not locally isomorphic PSL 2 (R) or PSL 2 (C) then G contains no irreducible lattices (see [11] corollary 4.5, page 315). It was remarked without proof in [3] (see 8.3 and 8.1 there) that Wang's argument does imply the finiteness of the number of conjugacy classes of irreducible lattices even for G a,b when (a, b) = (1, 0), (0, 1). Since some details are needed to be stated and explained in order to make Wang's argument valid for these cases, and since no other references for this important fact are available in the literature, the author decided to include the argument here.
Since irreducible lattices are locally rigid (see [17] , 7.5), the missing ingredient in order to apply Wang's argument ( [17] Proof. Assume that ∆ is reducible. Then we can write G as an almost direct product G = G 1 · G 2 in such a way that ∆ is commensurable with ∆ 1 · ∆ 2 where ∆ i = ∆ ∩ G i . Fix a finite generating set for ∆, and for large n, denote by f n : ∆ → Γ n the homomorphism induced by sending each generator to the closest element in Γ n . As stated in [17] , since ∆ is finitely presented f n is a well define homomorphism whenever Γ n is close enough to ∆.
For any δ ∈ ∆, f n (δ) → δ. We will show that f n (δ) is central for each δ ∈ ∆ 1 which is non-central, and for any large enough n. Since the center of G is discrete this will imply the desired contradiction. Fix δ ∈ ∆ 1 non-central. As Γ n is irreducible, we will show that f n (δ) is central by showing that its projection to the second factor π 2 (f n (δ)) is the unit element in G 2 .
∆ 2 is a lattice in G 2 . Let {δ 2,1 , δ 2,2 , ..., δ 2,k } ∈ ∆ 2 be a finite set of generators for ∆ 2 . By the Borel's density theorem, {Ad(δ 2,1 ), ..., Ad(δ 2,k )} generates the algebra Ad(G 2 ) ≤ End(g 2 ) (here g 2 denote the Lie algebra of G 2 ). Since this algebra is finite dimensional, it is generated by {Ad(
whenever n is large enough. Since G 2 is semi-simple the adjoint representation Ad : G 2 → GL(g 2 ) has no invariant vectors. Let ǫ n = π 2 (f n (δ)). Since f n (δ) is close to δ, ǫ n = π 2 (f n (δ)) is close to the identity of G 2 . We can therefor assume that ǫ n is contained in an identity neighborhood of G 2 where log = exp −1 : G 2 → g 2 is a well defined diffeomorphism. As δ commutes with each δ 2,i , ǫ n commutes with each π 2 (f n (δ 2,i )), and it follows that Ad(π 2 (f n (δ 2,i )))(log ǫ n ) = log ǫ n , which implies log ǫ n = 0, i.e. ǫ n = 1. Proof of lemma 6.6. If Γ ⊂ G is reducible then Γ contains an element γ for which one of the projection p i (γ) is trivial. Conversely, if Γ ⊂ G is irreducible then, since G is center-free, the projections p i are one to one. If p i (γ) is elliptic for γ ∈ Γ then it is stronglyelliptic if G i = PSL 2 (R) and pseudo-hyperbolic if Proof of lemma 6.7. If α is pseudo-hyperbolic with axis c(t) then clearly c(t) = min(α), and therefore β leaves c(t) invariant. It follows that β acts as a translation on c(t) and therefore β is also pseudo-hyperbolic with axis c(t).
If α is strongly-elliptic with fixed point x ∈ S then β leaves x invariant. Now, if β were pseudo-hyperbolic it would follow, as above, that α is pseudohyperbolic as well. Thus, β is strongly-elliptic with the same fixed point x ∈ S.
If α is parabolic with fixed point z ∈ S(∞) then β leaves z invariant. Now, if β were not parabolic it would be pseudo-hyperbolic or strongly-elliptic and it would follow, as above, that α is not parabolic. 2. The group Γ 0 generated by the set of small elements Γ 0 is metabelian.
We will now prove 1 and 2. Given any α, β ∈ Γ 0 we can find a sequence α = γ 1 , γ 2 , ..., γ m = β in Γ 0 such that {d γ i ≤ ǫ} ∩ {d γ i+1 ≤ ǫ} = ∅.
By the Margulis lemma, there is a nilpotent subgroup N i ⊂ γ i , γ i+1 of finite index l i . Let τ i ∈ N i be a central element, then the refined sequence It follows that the projections of α and β to each factor G i of G are jointly pseudo-hyperbolic/strongly-elliptic/parabolic with the same axis/fixed point/fixed point at infinity. Thus, we can reorder the G i 's and find 1 ≤ r 1 ≤ r 2 ≤ k, a geodesic line c i (t) ∈ S i for each i ≤ r 1 , a point x i ∈ S i for any r 1 < i ≤ r 2 , and a point at infinity z i ∈ S i (∞) for each i > r 2 , such that for each γ ∈ Γ 0 the projection p i (γ) to G i is hyperbolic or pseudo-hyperbolic with axis c i for i ≤ r 1 , strongly-elliptic with fixed point x i ∈ S i for r 1 < i ≤ r 2 , and parabolic with fixed point z i ∈ S i (∞) for i > r 2 . Now, the case r 2 = k is essentially the same as our "regular" case of which we already took care in section 4. In fact, if r 1 < r 2 = k then the flat subspace F inM 0 ≤ǫ on which Γ 0 acts by translation would be of dimension r 1 < k = rank(S), but the treatment of this case is the same. One should only point out that F is Γ 0 -invariant since Γ 0 is normal in Γ 0 and since F = min(γ) for any γ ∈ Γ 0 . Assume r 2 < k. In this case M 0 ≤ǫ is not compact. The flow on geodesic lines pointing opposite to z k ∈ S k (∞) in the k'th coordinate (until reaching the boundary ∂M Thus, we have condition 1 for this case too. In addition, since the projection p k ( Γ 0 ) is contained in the unipotent group U z k = {g ∈ G k : g leaves the horospheres in S k around z k invariant } it is metabalian. Since p k is one to one (Γ is irreducible) we get that Γ 0 is metabalian, i.e. we have also condition 2.
The rest of the proof is essentially the same as that of 5.1. We only remark that in order to show that (M ≤ǫ , ∂M ≤ǫ ) is homotopically equivalent to (M ≤ , ∂M ≤ ) one should only define an appropriate flow on geodesics for which the projection to the i'th factor approaches c i if i ≤ r 1 , x i if r 1 < i ≤ r 2 and z i if i > r 2 .
7 The case G = SL 3 (R)
We conclude this paper by examining a little further the situation for the group G = SL 3 (R). For this purpose we call an element γ ∈ SL 3 (R) strongly singular if it is conjugate to for some r ∈ R + \ {1}.
We say that a uniform torsion-free lattice Γ is pseudo-regular if it doesn't contains strongly singular elements. Denote by ρ p−r SL 3 (R) (V ) the number of pseudo-regular lattices in SL 3 (R) with covolume ≤ V up to conjugation. We show To prove this proposition we need only to take care of the thin componentsM 0 ≤ǫ = ∪ γ∈Γ 0 {d γ ≤ ǫ} for which Γ 0 contains non-regular elements, i.e. elements of the form γ =
where θ is an irrational multiple of π.
By replacing γ with γ −1 if needed, we can assume that r > 1. We then find a sequence of integers n j → ∞ such that e in j θ → 1. Thus r −n j γ n j → : t ∈ R}. Denote this geodesic by E.
Since for any α, β ∈ Γ 0 we can find a sequence α = γ 1 , γ 2 , ..., γ l = β in Γ 0 = Γ 0 such that γ i , γ i+1 commute, for each i < l, it follows that Γ 0 contains only elements of the above form. Since Γ is torsion free and discrete, it follows that Γ 0 is a cyclic group and that Γ 0 = {γ ∈ Γ : min(γ) = E}. Thus M 0 ≤ǫ is a ball bundle over the circle. The dimension of this ball is 4. In particular, the boundary ∂M for some 1 − ǫ < λ < 1 + ǫ, is bounded by V C(ǫ)V .
