ABSTRACT. We study the C * -algebra generated by the field operators associated to representations of a symplectic space and the operators affiliated to it. We show that the algebra is graded by the semilattice of all finite dimensional subspaces of the symplectic space and in the finite dimensional case we give an intrinsic description of the components of the grading.
INTRODUCTION
The field operator algebra Φ associated to a symplectic space Ξ has been introduced by D. Kastler [25, §6] as "the object of main interest for field theory". For systems with a finite number of degrees of freedom we have studied Φ in [3, 20] and used it in the spectral theory of Hamiltonians which have a many body type structure. D. Buchholz and H. Grundling introduced the resolvent (CCR) algebra in [8] as an alternative for the Weyl CCR algebra with more convenient properties [9] . We will prove (Section 4) that the resolvent algebra coincides (or rather is canonically isomorphic) with the field algebra. The resolvent algebra has been studied and used in the treatment of quantum systems with an infinite number of degrees of freedom in a series of papers by D. Buchholz [4, 5, 6, 7] .
Loosely speaking, if we denote φ(ξ) the field operator at point ξ ∈ Ξ, then the Weyl algebra is the C * -algebra generated by the exponentials e iφ(ξ) , where ξ runs over Ξ, and the resolvent algebra is the C * -algebra generated by the resolvents (φ(ξ)−λ) −1 , where ξ runs over Ξ and λ over the non-real complex numbers. Kastler's definition of the field operator algebra is more involved but technically important, it will be presented later (Section 4).
In this paper we continue the study undertaken in [20] , where Φ was called "symplectic graded algebra" of the underlying symplectic space, but we adopt the definition of Buchholz and Grundling as starting point, which gives a simple and elegant presentation of the theory. However, in order to get a detailed understanding of the algebra we will have to go back to Kastler's description. Note that we restrict ourselves to regular representations, and we call them just "representations", since this is the only case of interest in the applications we have in mind. We make an effort to give a representation independent version of the theory, although we are not really interested in this question.
We will now state in slightly more precise terms some of our results (we use notions which will be introduced later, but see §1.1 for a minimum of terminology). Fix a representation W : Ξ → U (H) of a symplectic space Ξ on a Hilbert space H. The field operator at point ξ ∈ Ξ is denoted φ(ξ) and is defined such that W (ξ) = e iφ(ξ) . Then the field C * -algebra (associated to W ) is the C * -algebra generated by the self-adjoint operators φ(ξ):
If E is finite dimensional subspace of Ξ and {ξ 1 , . . . , ξ n } is a basis of E, then
Φ E . = C * (φ(ξ 1 ), φ(ξ 1 ), . . . , φ(ξ n )) (1.3)
i.e. Φ(E) is the closed linear subspace generated by the products u 1 (φ(ξ 1 )) . . . u n (φ(ξ n )) when the functions u 1 , . . . , u n run over C 0 (R) and Φ E is the C * -algebra generated by the operators φ(ξ 1 ), φ(ξ 1 ), . . . , φ(ξ n ). We will see that Φ E = c F ⊂F Φ(F ). Here and later c means "closure of the sum".
The spaces Φ(E) are C * -subalgebras of Φ and have the following properties:
(1) the family {Φ(E) | E ∈ G(Ξ)} is linearly independent, (2) if E, F ∈ G(Ξ) then Φ(E) · Φ(F ) ⊂ Φ(E + F ),
(iii) (W (ξ) − 1)T → 0 if ξ ∈ E and ξ → 0.
The next result is a consequence of the graded C * -algebra structure. It shows in particular that Φ has many ideals (see also [4] ). (1.4)
The projection P E : Φ → Φ E determined by this direct sum decomposition is a morphism.
We have Φ ∩ K(H) = 0 if Ξ is infinite dimensional.
Now assume Ξ finite dimensional. Then clearly Φ(Ξ) is the minimal ideal of Φ (by the property (2) above) and we have Φ(Ξ) = K(H) if and only if W is irreducible and Φ(Ξ) ⊂ K(H) if and only if W is of finite multiplicity. Let H(Ξ)
be the set of hyperplanes of Ξ.
Theorem. Assume Ξ finite dimensional and W of finite multiplicity. If T is an element of Φ or a self-adjoint operator affiliated to Φ then its essential spectrum is given by
Sp ess (T ) = E∈H(Ξ) Sp(P E T ) (1.5)
and if ω ∈ E σ is not zero then This implies that quite simple quantum anisotropic Hamiltonians are not affiliated to Φ. Namely, let X = R and v : R → R a continuous function such that lim x→±∞ v(x) = a ± exist in R and a + = a − . Then the self-adjoint operator p 2 + v is not affiliated to Φ.
On the other hand, large classes of N-body type Hamiltonians with singular interactions are affiliated to Φ: see Theorem 7.2.
In this paper we do not treat examples of infinite dimensional symplectic spaces and of operators affiliated to the corresponding Φ, however we make some comments on this case. We consider the Fock space situation and present a result from [16] . Let Ξ be a complex Hilbert space and Γ(Ξ) the symmetric Fock space associated to it. We keep the notation Ξ for the underlying real vector space of Ξ which is equipped with the symplectic structure defined by the symplectic form σ(ξ, η) = ℑ ξ|η . Then Φ is a C * -algebra of operators on Γ(Ξ) which does not contain compact operators and the usual quantum field Hamiltonians are not affiliated to it. The problem comes from the fact that Γ(A) / ∈ Φ if A is a bounded operator on the one particle Hilbert space Ξ (even if A = 0). The solution to this problem is to extend Φ by adding to it the necessary free kinetic energies. More precisely, if O is an abelian C * -algebra on the Hilbert space Ξ whose strong closure does not contain compact operators then is a C * -algebra of operators on Γ(Ξ) which contains the compacts and whose quotient with respect to the ideal of compact operators is canonically embedded in O ⊗ F (O) which allows one to describe the essential spectrum of the operators affiliated to F (O). The Hamiltonians of the P (ϕ) 2 models with a spatial cutoff are affiliated to such algebras.
The table of contains gives a rather detailed description of the content of our paper, but we add here some comments. Section 3, and especially §3. 4 , is devoted to a description of the main aspects of the theory and of our main results in a rather self contained way. We also give there proofs of the simpler assertions but leave the other ones for later sections. Section 2 is a résumé of the theory of C * -algebras graded by semilattices and in Appendix A we discuss the notion of self-adjoint operator affiliated to a C * -algebra. Some preliminary material concerning symplectic spaces and their representations is presented in §3.1- §3. 3 . We give a self-contained treatment of Kastler's twisted measure algebra in Section 4; our approach is elementary, nothing more than the Stone-Von Neumann theorem is needed. The Section 5 is devoted to proofs and other results. The proof of Theorem 3.5, our main technical result, is given in Appendix B. In Section 6 we discuss the essential spectrum of the elements of the field C * -algebra and of the self-adjoint operators affiliated to it: this is a general version of the HVZ description of the essential spectrum of N-body Hamiltonians. A general class of N-body Hamiltonians affiliated to the field algebra is presented Section 7, see especially Theorem 7.2.
1.1. We describe here some general terminology and notations.
We denote ·|· scalar products, linear in the second variable, and ·, · bilinear forms.
If H is a Hilbert space then B(H) is the algebra of bounded operators on H and K(H) the ideal consisting of compact operators. If (X, dx) is a measure space f |g = Xf g dx.
U (H) is the group of unitary operators on H equipped with the strong operator topology.
A self-adjoint operator A on H is affiliated to a C * -algebra C ⊂ B(H) if (A − z) −1 ∈ C for some z in the resolvent set of A. Then θ(A) ∈ C for any θ ∈ C 0 (R), in particular (A − z) −1 ∈ C for all z in the resolvent set of A. The C * -algebra generated by a set A of self-adjoint operators on H is the smallest C * -algebra to which are affiliated all the operators in A; we denote it C * (A) or C * (A i | i ∈ I) if A = {A i | i ∈ I}. If A = {A} consists of a single operator then C * (A) ≡ C * (A) = {θ(A) | θ ∈ C 0 (R)}.
If A, B are linear subspaces of a Banach algebra then AB is the linear subspace generated by the products AB with A ∈ A and B ∈ B and A · B is its norm closure. These notations clearly extend to the case of n factors, e.g. A 1 · A 2 · . . . · A n . is the closed linear space generated by products A 1 A 2 . . . A n with A i ∈ A i .
If A i are subspaces of a Banach space then Σ c i A i is their closed linear span. By ideal of a C * -algebra we mean a closed bilateral ideal. A morphism between two C * -algebras is a * -morphism.
If X is a finite dimensional real vector space then C b (X) is the C * -algebra of bounded continuous complex functions on X and C u b (X), C 0 (X), C c (X) are the subspaces consisting of uniformly continuous functions, functions which tend to zero at infinity, functions with compact support, respectively. We sometimes set H(X) = L 2 (X), B(X) = B(L 2 (X)), K (X) = K(L 2 (X)). The norm in B(X), hence in the various C * -subalgebras introduced later, is independent of the choice of the measure defining L 2 (X). 2. GRADED C*-ALGEBRAS 2.1. Definition. C * -algebras graded by a finite semilattice S, or S-graded C * -algebras, have been introduced and their rôle in the spectral analysis of N -body systems has been pointed out in [2] . Since they play an important role in our approach, we present in this section the main ideas of the theory. A detailed presentation may be found in [1, §8.4] and an extension to infinite semilattices in [12, §2.3] and [13] . The papers [26, 27] by Athina Mageira are devoted to an extensive study of this class of C * -algebras.
Here we use the convention from [1, 2] which is better suited to the context of this paper (except in the applications to N -body systems), convention different from that in later developments of the theory: in the papers [13, 26, 27] , the roles of the lower and upper bounds in the definition of the grading are interchanged.
A semilattice is a set S equipped with a partial order relation ≤ such that each pair of elements a, b ∈ S has a least upper bound a ∨ b; if the greatest lower bound a ∧ b also exists for any a, b then S is a lattice. If T ⊂ S is ∨-stable then T is called sub-semilattice of S. If a ∨ b ∈ T for any a ∈ T and b ∈ S then T is an ideal of S. For example, for any a ∈ S the set S ≤a = {b ∈ S | b ≤ a} is a sub-semilattice and S ≤a = {b ∈ S | b ≤ a} is an ideal. If S has a greatest element w then {w} is an ideal.
Example 2.1. The semilattices which are of main interest in this paper are of the following type. Let X be a real vector space. The Grassmannian G(X) of X is the set of all finite dimensional linear subspaces of X. Then G(X) is a lattice for the order relation defined by inclusion with 0 ≡ {0} as least element and if E, F ∈ G(X) then E ∩ F and E + F are their greatest lower bound and least upper bound. The set P(X) of all one dimensional linear subspaces of X is called projective space of X. If X is finite dimensional then H(X) is the set of its hyperplanes.
If A, B are linear subspaces of a Banach algebra C then AB is the linear subspace generated by the products AB with A ∈ A and B ∈ B and A · B is its norm closure. A family {A i } i∈I of linear subspaces of C is linearly independent if i∈I A i = 0 with A i ∈ A i and A i = 0 except for a finite number of i implies A i = 0 for all i. We denote c i∈I A i the closure of the linear sum i∈I A i .
Definition 2.2. A C
* -algebra C is S-graded, or graded by S, if a linearly independent family {C (a)} a∈S of C * -subalgebras of C is given such that:
The algebras C (a) are called components of C ; they satisfy
Remark 2.3. If S is a lattice then one may consider a version of this definition with ∧ instead of ∨ in the first condition from (2.1), which would become
In order to avoid confusions we will sometimes say ∨-graded, or sup-graded, by S if (2.1) holds and ∧-graded, or inf-graded, by S if the second version of the definition is satisfied.
If T ⊂ S we denote C (T )
• the linear sum a∈T C (a) and C (T ) its closure, hence C (T ) = c a∈T C (a). If T is a sub-semilattice it is clear that C (T ) is an T -graded C * -algebra with components C (a). The next result is due to A. Mageira [27, Pr. 1.6] .
The following observation will be useful.
Lemma 2.5. C = T C (T ) union over all countable sub-semilattices of S. Proof. Any T ∈ C is norm limit of a sequence of elements T n ∈ C (T n ) with T n a finite sub-semilattice. We may assume T n ⊂ T n+1 and then T ∈ C (T ) with T = ∪ n T n .
2.2.
Finite semilattices. The case of finite semilattices is important, e.g. the C * -algebra generated by N -body Hamiltonians including some classes of many body interactions which do not preserve the number of particles [14] is S-graded with S the semilattice of partitions of a set of N elements. Also, this case has some remarkable features which are lost if S is infinite. So for the clarity of the presentation we consider it separately.
In this subsection we fix a finite semilattice S and an S-graded C * -algebra C with components C (a), a ∈ S. Thanks to Proposition 2.4, the second condition in (2.1) can be replaced by a∈S C (a) = C . And if T ⊂ S the sum a∈T C (a) is a closed subspace.
Thus C = a∈S C (a) is a topologically direct sum decomposition of C hence the projections P(a) : C → C (a) associated to it are linear continuous maps (there is no analog of this fact in the general case). For each a let
which is the projection of C onto the closed subspace C a . = b≤a C (b) determined by the preceding direct sum decomposition of C . Obviously C a is a C * -subalgebra of C and a simple computation shows that P a is a morphism with ker
It is possible to invert the relations (2.2): if µ S : S 2 → Z is the Möbius function [1, §8.4.1] of the ordered set S then for each fixed b we have the Möbius inversion formula
Since S is finite it is clear that it has a biggest element w = sup S and that C (w) is an ideal of C . Hence the quotient C /C (w) is a well defined "abstract" C * -algebra. By using the direct sum decomposition
we get a natural vector space identification
Since a<w C (a) is not an algebra for the product of C the identification will not hold at the algebraic level. But it is clear that the product on the linear space a<w C (a) obtained from that of C /C (w) with the help of the linear isomorphism (2.5) is
so is zero in the quotient. In order to determine the norm in the quotient it is however preferable to proceed as follows.
Consider the direct sum C * -algebra ⊕ a<w C a , so here ⊕ is interpreted in the C * -algebra sense. Define a map C → ⊕ a<w C a by S → ⊕ a<w P a [S] . It is easy to check that this is a morphism with C (w) as kernel hence it induces an embedding
If a ≤ b then we clearly have C a ⊂ C b and P a P b = P b P a = P a hence the right hand side above is redundant and it is convenient to modify the definition of the embedding as follows. Let M be the set of maximal elements of S \ {w} and let P : C → ⊕ a∈M C a be defined as above, i.e. P[S] = ⊕ a∈M P a [S] . Note that any a < w is majorated by an element of M. Then P is a morphism with ker P = C (w) hence it defines an embedding If H is a self-adjoint operator affiliated to C then one may get (2.9) either by using its resolvent and the spectral mapping theorem or by thinking in terms of the observable associated to it. The definition of P a [H] is given on page 34 in a more general context.
Morphic projections.
If C is a C * -algebra and P : C → C is a morphism such that P 2 = P then we say that P is a morphic projection. Giving a morphic projection is equivalent to giving a direct sum decomposition C = A + I with A a C * -subalgebra and I an ideal; then P is the linear projection C → A determined by the direct sum.
Let S be a semilattice and
is an ideal of C . Then [11, Th. 3.1] or [13, Pr. 3.3] give:
The projection P a : C → C a determined by this direct sum decomposition is a morphism, hence P a = 1.
Thus P a is the morphic projection associated to the decomposition C = C a + C ′ a . It is convenient to denote P a [T ] or just P a T instead of P a (T ) the value at T of P a . P a may also be defined as the unique linear map P a :
Remark 2.9. If S is a lattice then P a P b = P a∧b for all a, b.
Proof. It suffices to prove that for each ε > 0 there is a function F : S → C with finite range such that P a [T ] − F (a) < ε for all a ∈ S. There is a finite set T ⊂ S and an operator S ∈ C (T ) such that T − S < ε, hence P a [T ] − P a [S] < ε for any a. We may write S = b∈S S(b) with uniquely determined S(b) ∈ C (b) and
Since there is only a finite number of nonzero S(b) the set {F (a) | a ∈ S} is finite and
Assume S has a greatest element w = max S. Clearly C (w) will be an ideal of C and C (w) ⊂ C ′ a for any a < w. An element a < w is a co-atom if there are no elements between a and w. We say that S is co-atomic if any element = w is majorated by a co-atom. If M is the set of co-atoms, then [11, Th. 3.2] or [13, Pr. 3.4] imply: Theorem 2.11. Assume that S has a greatest element w and is co-atomic. Then
is a morphism with ker P = C (w). This gives a canonical embedding
V. GEORGESCU AND A. IFTIMOVICI 2.4. Affiliation to graded algebras. We recall here the Theorem 3.5 from [13] . Some notations and terminology have been introduced in the last part of the Appendix A.
Consider a semilattice S which has a least element o and an S-graded C * -algebra C of operators on a Hilbert space H. Then C (o) · C (a) ⊂ C (a) for any a ∈ S, but we assume more, namely that C (o) acts non-degenerately on each C (a), i.e. C (o) · C (a) = C (a).
Let H o be a positive (densely defined) self-adjoint operator on H, denote G its form domain, and let G ⊂ H ⊂ G * be the associated scale (see the Appendix). Set H(o) = 0 and for each a ∈ S, a = o let H(a) : G → G * be a symmetric operator such that
(1) the family {H(a)} a∈S is norm summable in B(G, G * ); 
Then H is strictly affiliated to C and
Remark 2.13. The following fact is not covered by Theorem 2.12 but it is easy to prove:
2.5. An abelian example. We present here a toy model: an abelian C * -algebra which has a structure similar to the field operator algebra, namely it is generated by a set of self-adjoint operators and is graded by the semilattice of subspaces of a vector space.
Let X be a finite dimensional real vector space. If Y ⊂ X is a linear subspace and π Y : X → X/Y is the natural surjection, then we identify C 0 (X/Y ) with a C * -subalgebra of C u b (X) by using the morphism f → f • π Y . Then we have
• the family of
for any linear subspaces Y, Z of X the second assertion being a consequence of the Stone-Weierstrass theorem. The Grassman
was introduced in [11] and the preceding two properties mean that the C * -algebra G(X) is ∧-graded by the semilattice G(X) (Example 2.1, Definition 2.2 and Remark 2.3). G(X) plays an important rôle in an algebraic approach to the N-body problem: the crossed product G(X) ⋊ X (that we call N-body algebra) is also ∧-graded by G(X) and very general N -body type Hamiltonians are affiliated to it [11, 12, 13] . We mention that the many body algebra introduced in [14] is an extension of the N-body algebra, is ∧-graded by G(X), and the Hamiltonians affiliated to it describe N -body systems with interactions which do not preserve the number of particles.
We give now a second description of G(X) which is of interest in the context of this paper since we will define the field C * -algebra by a similar procedure, namely as the C * -algebra generated by a family of self-adjoint operators.
If ϕ : X → C is a Borel function then let ϕ(q) be the operator of multiplication by ϕ in L 2 (X). A continuous function ϕ : X → C can and will be identified with the operator ϕ(q). Thus we may and will think of C b (X) as a C * -subalgebra of B(X), in particular G(X) ⊂ B(X). The dual X * of X is the space of linear forms ϕ : X → R hence X * is identified with a set of self-adjoint operators on L 2 (X) and we may consider the C * -algebra C * (X * ) generated by it and ask for a more explicit description of it.
Proposition 2.14.
Proof. Let f = u • ϕ with u ∈ C 0 (R) and ϕ ∈ X * . If ϕ = 0 then f = u(0) is a number. If ϕ = 0 then ϕ induces a bijective map X/ ker ϕ → R hence f is identified with a map in C 0 (X/ ker ϕ) and if u runs over C 0 (R) the function f runs over C 0 (X/ ker ϕ).
By definition, C * (X * ) is the norm closed subspace of C u b (X) generated by finite products f 1 . . . f n with f i = u i • ϕ i and u i ∈ C 0 (R) and ϕ i ∈ X * and we clearly have
Fix ϕ 1 , . . . , ϕ n and let Y = ker ϕ 1 ∩· · ·∩ker ϕ n . Then by the preceding comments we see that the linear subspace generated by the products f 1 . . . f n is dense in C 0 (X/Y ). Finally, note that for any subspace Y there are ϕ 1 , . . . , ϕ n such that Y = ker ϕ 1 ∩· · ·∩ker ϕ n .
Remark 2.15. We emphasize a point proved above: if Y ∈ G(X) and ϕ 1 , . . . , ϕ n ∈ X * then Y = ker ϕ 1 ∩ · · · ∩ ker ϕ n if and only if ϕ 1 , . . . , ϕ n generate the polar set Y ⊥ ⊂ X * and then C 0 (X/Y ) is the closed subspace generated by the products
With a notation introduced in §1.1, this can be written
Remark 2.16. As a second abelian example, we identify X with a set of self-adjoint operators on
To get this it suffices to replace X by X * above and to observe that
FRAMEWORK AND MAIN RESULTS
In this section we summarize the main aspects of the theory and our main results. We prove only the simplest assertions, the missing proofs may be found in the next sections. In the first two subsection §3.1 and §3.2 we recall the facts we need from the theory of symplectic spaces and their representations. The definition of the filed algebra is given in §3.4.
Symplectic spaces.
A symplectic form on a real vector space Ξ is a bilinear map σ : Ξ 2 → R which is anti-symmetric and non-degenerate: σ(ξ, η) = 0 ∀η ∈ Ξ ⇒ ξ = 0. A symplectic space is a couple (Ξ, σ) ≡ Ξ consisting of a real vector space Ξ and a symplectic form σ on Ξ. Set
If Ξ is finite dimensional, an isotropic subspace E is Lagrangian if and only if 2 dim E = dim Ξ. E is isotropic if and only if σ is zero on E 2 and E is symplectic if and only if σ is non-degenerate on E, hence (E, σ| E 2 ) is a symplectic space.
Let G(Ξ) be the set of finite dimensional subspaces of Ξ and G s (Ξ) the set of symplectic subspaces in G(Ξ). An E ∈ G(Ξ) is symplectic if and only if Ξ = E ⊕ E σ and then E σ is symplectic too. For any
If Ξ is countably dimensional then it has a basis of the form A holonomic decomposition of a finite dimensional symplectic space Ξ is a couple (X, X * ) of Lagrangian subspaces of Ξ such that X ∩ X * = 0 or, equivalently, X + X * = Ξ. The existence of such decompositions is equivalent to the existence of symplectic bases.
If X is a real vector space and X * is its dual, the phase space of the configuration space X is the symplectic space defined by Ξ = T * X . = X ⊕ X * with symplectic form
Any finite dimensional symplectic space Ξ is a phase space. Indeed, let Ξ = X + X * be a holonomic decomposition of Ξ and let us set x, k = σ(k, x) for x ∈ X and k ∈ X * . Then we get a non-degenerate bilinear form on X × X * which allows us to identify X * with the dual of X. If ξ, η ∈ Ξ and ξ = x + k, η = y + l are their decompositions with respect to the direct sum Ξ = X + X * then σ(ξ, η) = y, k − x, l hence we get an identification Ξ = T * X.
3.2.
Representations. Let Ξ be a symplectic space and H a Hilbert space. A map W :
The second condition is equivalent to the continuity of the restriction of W to finite dimensional subspaces. The relation (3.17) implies
Since {W (tξ)} t∈R is a continuous unitary representations of R it follows that for each ξ there is a unique self-adjoint operator φ(ξ) on H such that W (tξ) = e itφ(ξ) ∀t ∈ R. The operators φ(ξ) are called field operators. From the first relation in (3.19) we get 
If H 1 is finite dimensional then one says that W is of finite multiplicity. This means that W is a finite direct sum of irreducible representations.
If Ξ is the phase space of the finite dimensional configuration space X then its Schrödinger representation is the irreducible representation of Ξ on H = L 2 (X) defined by
Thus any holonomic decomposition of a finite dimensional symplectic space Ξ furnishes an irreducible representation. Note that the holonomic decompositions (X, X * ) and (X * , X) give different representations (related by a Fourier transformation). On the other hand, as in the case of locally compact groups, Ξ also has a regular representation defined as follows: H = L 2 (Ξ) and
Sometimes we denote W Ξ this representation; its field operators are given by
where
which gives a canonical factorization of the regular representations:
3.3. Schrödinger representation. It is useful to have a more explicit description of the field operators in the Schrödinger representation of the symplectic space Ξ = T * X = X ⊕ X * associated to a finite dimensional real vector space X with dual X * . We first recall some notations.
If x ∈ X and k ∈ X * then x, k = k(x) is the duality map ·, · : X × X * → R. We fix some Lebesgue measures dx and dk on X and X * and define the Fourier transform by
The position and momentum observables are denoted q and p.
. A continuous function ϕ : X → C will be identified with the operator ϕ(q), thus we think of
We keep the same notation for the closures of such operators: these are the field operator.
To define the field operator at the point ξ = (x, k) ∈ Ξ it is convenient to use the notations x, p = x(p) and q, k = k(q). The
The Schrödinger representation W of Ξ defined by (3.21) may be expressed in terms of the field operators as follows:
Now we may define the field C * -algebra on X as the C * -algebra of operators on L 2 (X) generated by the self-adjoint operators ϕ(q) + ψ(p) with ϕ ∈ X * and ψ ∈ X, or
This is a particular case of the next Definition 3.1.
We give a definitionà la Buchholz-Grundling [8] of the field C * -algebra associated to W . See §1.1 and Appendix A for C * -algebras generated by a set of self-adjoint operators.
Definition 3.1. The C * -algebra of operators on H generated by the self-adjoint operators φ(ξ) is called field C * -algebra of Ξ in the representation W and is denoted
That the field algebra coincides, or rather is canonically isomorphic, with the resolvent CCR algebra of Buchholz and Grundling, follows for example from Theorem 4.10 in [8] or Propositions 2.3 and 2.4 in [9] . A descriptionà la Kastler of the algebra is given in Definition 5. If E is a symplectic subspace of Ξ then the restriction of W to E is a representation of E on H still denoted W . If F is another symplectic subspace we obviously have
Any finite dimensional subspace of Ξ is included in a finite dimensional symplectic subspace, hence we have
(3.30) where ∪ denotes the closure of the union. 
Proof. Assume first Ξ finite dimensional. Then we may use the Stone-Von Neumann theorem as stated in §3.2. Fix an irreducible representation W 0 : Ξ → U (H 0 ) and let W : Ξ → U (H) be an arbitrary representation. Then there is a Hilbert space H 1 and a unitary operator V :
This clearly implies
and, by the preceding relation, its restriction to
for all ξ ∈ Ξ and is uniquely determined by this relation.
We cover the case of infinite dimensional Ξ with the help of (3.30). Indeed, by what we have proved, for each E ∈ G s (Ξ) we have a canonical isomorphism
and from uniqueness we get
Due to Proposition 3.2 we will in general not indicate explicitly the dependence on W of the field algebra. We also set Φ = Φ Ξ if Ξ is obvious from the context.
3.4.1.
Our purpose is to show that the algebra Φ has a structure similar to that of C * (X * ) pointed out in Proposition 2.14. We will prove that Φ is graded by the semilattice G(Ξ) and the main point is to understand what are the analogues of the algebras C 0 (X/Y ) in the case of Φ. Remark 2.15 suggests the following construction.
It suffices to assume that {ξ 1 , . . . , ξ n } generates E, hence contains a basis of E. Recall that (3.31) means that Φ(E) is equal to the closed linear subspace generated by the products u 1 (φ(ξ 1 )) . . . u n (φ(ξ n )) when the functions u 1 , . . . , u n run over C 0 (R). One may consider only functions
One may check directly that Φ(E) and Φ E are C * -algebras independent of the choice of ξ 1 , . . . , ξ n but this is also an immediate consequence of Theorem 3.4.
If needed we denote Φ Ξ,W (E) and Φ Ξ,W E these spaces. We have for them statements analogous to that of Proposition 3.2 hence the simpler notations Φ(E) and Φ E are justified. Below we give two other descriptions of Φ(E) which frequently are more convenient than the definition. The first is an easy consequence of Proposition 5.2 and will allow us to make the connection with Kastler's definition of the field algebra.
is equal to the norm closure in B(H) of the set of operators W (µ).
The following theorem gives a simple intrinsic description of Φ(E) under strong conditions on Ξ and W ; however, the result is much deeper. Appendix B is devoted to its proof.
Theorem 3.5. If Ξ is finite dimensional and W is irreducible then Φ(E) is the set of operators T ∈ B(H) such that:
Next we have the "main structure theorem" for Φ. Note that property (2) below is stronger than required in condition (2.1) from the definition of C * -algebras graded by semilattices.
Theorem 3.6. The C * -algebras Φ(E) have the following properties:
In particular, the C * -algebra Φ is graded by the semilattice G(Ξ) with components Φ(E).
3.4.2. We mention a useful property of the nonzero field operators and an application. Proof. We may assume that Ξ is finite dimensional, otherwise we replace it with a finite dimensional symplectic subspace which contains ξ. Then, as in the proof of Proposition 3.2, we have
is the field operator in the irreducible representation W 0 , hence it suffices to show that the spectrum of φ 0 (ξ) is purely absolutely continuous spectrum. Let us take as W 0 the Schrödinger representation used in §3.3. Then according to (3.25) we have φ 0 (ξ) = q, k − x, p . If x = 0 then k = 0 and then φ 0 (ξ) = q, k clearly has purely absolutely continuous spectrum. If x = 0 then we choose an Euclidean structure and an orthonormal basis on X such as to identify X = R d and x = (1, 0, . . . , 0). Then we get
If B = 0 then it has purely absolutely continuous spectrum hence A ⊗ 1 + 1 ⊗ B is also purely absolutely continuous by a general abstract result. If B = 0 then we must use the absolute continuity of A which is clear because A = −e iθ p 1 e −iθ where
Proof. If K is a compact operator and ξ = 0 then s-lim KW (rξ) = 0 as a consequence of Proposition 3.8. If we also have K ∈ Φ then by Theorem 3.6-(3) for any ε > 0 there is a finite set E ⊂ G(Ξ) and there are
3.4.3. The next result is a consequence of the graded C * -algebra structure. We use notations, terminology and results presented in §2.3 in a more general setting. Proofs and a more detailed presentation of the topics discussed in this subsection may be found in §5.3.
We denote P E [T ] or P E T instead of P E (T ) the value at T of P E and we often abbreviate
One may also define P E as the unique linear map P E : Φ → Φ such that
if T (F ) ∈ Φ(F ) and T (F ) = 0 except for a finite number of F . We have
in particular
is well defined and clearly it is an ideal of Φ. The next theorem gives a realization of the quotient C * -algebra Φ/Φ(Ξ). Recall that H(Ξ) is the set of hyperplanes of Ξ (co-atoms of G(Ξ)) and P(Ξ) the set of all lines (one dimensional
This gives a canonical embedding
With the terminology introduced in Appendix A, the quotient C * -algebra
is called localization at infinity of the algebra Φ. By Proposition 3.9, we have Φ = Φ if dim Ξ = ∞. In order to compute Φ in case dim Ξ < ∞ we need the following version of the Kolmogorov-Riesz compactness theorem (see Proposition 4.9 for a proof).
Proposition 3.12. Assume Ξ finite dimensional.
(
1) W is irreducible if and only if Φ(Ξ) = K(H). (2) W is of finite multiplicity if and only if Φ(Ξ) ⊂ K(H).
If W is of finite multiplicity then for M ⊂ H and T ∈ B(H) we have: 
the embedding (3.41) follows from Theorem 2.11 but the last two results of the theorem require more than the graded algebra structure of Φ. The compactness of the set of P E [T ] with E ∈ H(Ξ) is not trivial and will be proved later on.
The existence of the limit in (3.42) follows easily from (3.20) and the fact that Φ is the C * -algebra generated by the operators u(φ(ξ)) with u ∈ C 0 (R) and ξ ∈ Ξ. Indeed, we have W (rω) * φ(ξ)W (rω) = φ(ξ) + rσ(ξ, ω) hence if we take T = u(φ(ξ)) then the right hand side of (3.42) is equal to T if ξ ∈ E and equal to 0 if ξ / ∈ E.
Theorem 3.13 implies the following description of the essential spectrum of the operators in Φ or affiliated to Φ. Relation (3.43) says that the essential spectrum of an element of Φ or of a self-adjoint operator affiliated to Φ is parameterized by the hyperplanes X or rather, if thought in terms of the limit in (3.42), by the projective space of X.
Theorem 3.14. Assume Ξ finite dimensional and W of finite multiplicity. If T is an element of Φ or a self-adjoint operator affiliated to Φ then its essential spectrum is given by
If T is a self-adjoint operator affiliated to Φ then the limit in (3.42) is interpreted in the sense defined in the Appendix page 34.
This is an extension of the classical HVZ theorem to a very general class of operators. The classical version gives a parameterization of the essential spectrum of N -body Hamiltonians in terms of partitions of a set of N elements and one may find in [1, Ch. 10], for example, a proof that a formula like (3.43) gives the usual statement of the HVZ theorem.
If Ξ is infinite dimensional then the operators in Φ or affiliated to Φ have no discrete spectrum so their essential spectrum coincides with their spectrum.
The fact that the next limits exist and are equal
for each T in or affiliated to Φ seems a little bit disturbing because it implies that very simple quantum anisotropic Hamiltonians are not affiliated to Φ.
For example, if X = R and v : R → R is a continuous function, lim x→±∞ v(x) = a ± exist in R, and a + = a − , then the self-adjoint operator p 2 + v is not affiliated to Φ.
On the positive side, we have in the same context: if v is a real Borel measure on R with lim |a|→∞ |v|([a, a + 1]) = 0, then the self-adjoint operator p 2 + v is affiliated to Φ.
We mention that there are physically reasonable Hamiltonians which are much worse. Indeed, if we retain only condition (i) from Theorem 3.5 we get the algebra
which is much larger than Φ and to which many phase space anisotropic Hamiltonians are affiliated [21, 22] . But the Stark Hamiltonian
Naturally we would like that most physically relevant Hamiltonians be affiliated to the field algebra. In fact N-body type Hamiltonians with very singular interactions are affiliated to Φ. To show this, we rely on the graded structure of Φ and Theorem 2.12: see Section 7
4. TWISTED ALGEBRA OF A SYMPLECTIC SPACE 4.1. Preliminaries. Let X be a finite dimensional real vector space. M (X) is the Banach space of bounded Borel complex measures on X with µ 1 . = |µ| as norm. M (X) is identified with the dual of the Banach space C 0 (X). Then L 1 (X) is the closed subspace of M (X) consisting of measures absolutely continuous with respect to some Lebesgue measure (translation invariant Radon measure). The definition of the norm in the spaces L p (X) with p = 1 requires a choice of Lebesgue measure on X that we denote dx, or λ X , which is arbitrary unless otherwise stated. If X is Euclidean or symplectic then we equip it with the Euclidean or symplectic measure respectively.
If Y ⊂ X is a linear subspace then M (Y ) is identified with the closed subspace of M (X) consisting of the measures with support in 
The following simple fact will be important:
In this section we use Kastler's approach to the field C * -algebra. Let Ξ = (Ξ, σ) be a finite dimensional symplectic space. We equip M (Ξ) with the unital Banach * -algebra structure associated to the twisted convolution product as defined by D. Kastler in [25] . If µ, ν are bounded measures on Ξ then their twisted convolution product is the bounded measure µ × ν ≡ µ × σ ν on Ξ given by
and the adjoint measure µ * is defined by
The unit of the algebra M (Ξ) is the Dirac measure at zero δ 0 . The subspace
We mention some useful relations. Denote ξ σ = σ(ξ, ·), let δ ξ be the Dirac measure at ξ and τ ξ the translation by ξ defined for functions by
In particular, since e i 2 ξ σ τ ξ δ η = e i 2 σ(ξ,η) δ ξ+η , we get:
, that we also denote W , by defining
Thus if we set
Until now we never used the non-degeneracy condition imposed on σ. For example, we may have σ = 0 and then M (Ξ) becomes the usual convolution measure algebra whose product is denoted ⋆. Clearly |µ × ν| ≤ |µ| ⋆ |ν|.
But the non-degeneracy of σ is essential for the next result.
Proof. We use the Stone-Von Neumann theorem as stated in §3.2. Fix an irreducible representation W 0 : Ξ → U (H 0 ) and let W : Ξ → U (H) be an arbitrary representation. Then there is a Hilbert space H 1 and a unitary operator V :
due to (4.4) . From this it follows easily that the representation is faithful [25, Th. 5] .
By Proposition 4.1, if W (µ) = 0 for some representation W then W (µ) = 0 for any representation W . Since the regular representation is faithful, we get:
Due to Proposition 4.1, there is a unique norm · on M (Ξ) such that µ = W (µ) for some, hence for all, representations W : Ξ → U (H) and all µ ∈ M (Ξ). Clearly this is a C * -norm and satisfies µ ≤ µ 1 . We shall call it the C * -norm of M (Ξ) and we shall denote M(Ξ) the space M (ξ) equipped with this norm. Thus the algebras M (Ξ, W ) associated to different representations W are canonically isomorphic to M (Ξ) so we identify M (Ξ, W ) = M (Ξ) unless the dependence of W is important.
is not defined but we may associate to each symplectic subspace E a canonical C * -norm on M (E), hence a pre-C * -algebra M(E) and its 18 V. GEORGESCU AND A. IFTIMOVICI completion, the measure C * -algebra M (E). We shall use them to construct the measure C * -algebra of Ξ.
Note that we have a natural isometric embedding
Indeed, we have M (E) ⊂ M (F ) and the restriction of a representation of F to E is a representation of E, so by Proposition 4.1 the restriction of the C * -norm of M (F ) coincides with the C * -norm of M (E), hence M(E) ⊂ M(F ) isometrically, so we get (4.11) by taking closures. Note that (4.11) is also an immediate consequence of (3.24).
Since for any finite dimensional subspace X of Ξ there is E ∈ G s (Ξ) such that X ⊂ E, G s (Ξ) is a filtered set:
This allows us to define the measure algebra in the infinite dimensional case.
Definition 4.5. The measure C * -algebra of an infinite dimensional symplectic space Ξ is
More explicitly, due to (4.11) and (4.12) the set E∈Gs(Ξ) M (E) is equipped with a unital * -algebra structure and with a C * -norm, and M (Ξ) is its completion.
Note that for any E ∈ G(Ξ) the space M (E) is naturally embedded in M (Ξ).
(4.14)
Proof. If F ∈ G s (Ξ) the restriction W |F is a representation of F hence it extends to an isometric representation W F : M (F ) → B(H). If F, G, H ∈ G s (Ξ) and F +G ⊂ H then from (4.11) we get W H |M (F ) = W F and W H |M (G) = W G so W induces a C * -algebra representation M (Ξ) → B(H) that we also denote W which clearly satisfies (4.14).
Thus we may define for any finite dimensional linear subspace E of Ξ
The following fact is important.
Proof. This proof gives more information than stated in the proposition. Due to (4.12), we may assume Ξ finite dimensional. If µ ∈ M (E) and ν ∈ M (F ) then supp(µ×ν) ⊂ E +F because if f ∈ C 0 (Ξ) has support disjoint from E + F then the right hand side of (4.2) is equal to zero. Thus
For another proof we may use |µ × ν| ≤ |µ| ⋆ |ν|, where ⋆ is the ordinary convolution operation of measures, and the following known fact: if µ, ν are positive bounded measures on Ξ then supp(µ ⋆ ν) is included in the closure of suppµ + suppν.
. By the preceding comments, it suffices to prove that µ ⋆ ν ∈ L 1 (E + F ) if µ, ν are positive measures in
and L 1 (F ) respectively. Denote µ ⊗ ν the product measure on E ⊕ F . This is clearly an absolutely continuous positive bounded measure on E ⊕ F and if we denote S : E ⊕ F → E + F the sum operation S(ξ, η) = ξ + η then µ ⋆ ν is the bounded positive measure on E + F defined by (µ ⋆ ν)(A) = (µ ⊗ ν)(S −1 (A)) for any Borel set A ⊂ E + F . We have to show that this measure is absolutely continuous. But S is a linear surjective map, hence if N ⊂ E + F is of measure zero then S −1 (N ) is of measure zero. Indeed, if G is a subspace of E ⊕ F supplementary to ker S then S : G → E + F is a linear bijective map, so M = S −1 (N ) ∩ G is of measure zero and S −1 (N ) = G ⊕ ker S is also of measure zero by Fubini theorem.
where dξ, dη are the Euclidean measures associated to some scalar products on E, F respectively. For ξ 0 ∈ E, η 0 ∈ F , and r > 0 real let us take above µ equal to the characteristic function of the ball |ξ − ξ 0 | < r in E divided by its volume B E (r) and ν the similarly defined function on F . Then we get
By the Lebesgue differentiation theorem, the limit as r → 0 of the left hand side above is equal to e i 2 σ(ξ0,η0) f (ξ 0 + η 0 ) for almost every ξ 0 ∈ E, η 0 ∈ F . Thus f = 0.
If E ∈ G(Ξ) and W is a representation of Ξ then
This is a C * -algebra canonically isomorphic to L (E). 
We now discuss a version of the Kolmogorov-Riesz compactness criterion. Note that in the second part of the next statement the set K is not required to be bounded: this improvement of the usual Kolmogorov-Riesz criterion is due to V. N. Sudakov [33, 23] .
Proposition 4.9. Let W be a representation of a finite dimensional symplectic space Ξ.
ii) W is of finite multiplicity if and only if L (Ξ, W ) ⊂ K(H). (iii) W is of infinite multiplicity if and only if
If W is of finite multiplicity then for M ⊂ H and T ∈ B(H) we have:
(1) M is relatively compact if and only if lim ξ→0 sup u∈M W (ξ)u − u = 0; (2) T is compact if and only if lim ξ→0 W (ξ)T − T = 0. If m is bounded then (1) follows from [18, Theorem 3.4] if W is irreducible and is extended to the finite multiplicity case as above. In order to eliminate the boundedness condition we may assume that Ξ is the phase space associated to a configuration space X and that W is the corresponding Schrödinger representation. We consider only the irreducible case, the extension to representations of finite multiplicity is done as before.
We equip X with an Euclidean structure and denote χ r is the characteristic function of the region |x| > r. We prove first that the condition lim ξ→0 sup u∈M W (ξ)u − u = 0 implies χ r (q)u → 0 as r → ∞ uniformly u ∈ M . This follows from the following more precise estimate which is of some independent interest: there is a number c depending only on dim X such that for any r > 0
To prove it note that for any ε > 0 we have
In order to estimate the last integral for a fixed x we identify X = R d with the help of an orthonormal basis e 1 , . . . , e d such that x = |x|e 1 . If we set a 1 = s and (a 2 , . . . , a d ) = t then the ball |a| ≤ ε is described by the conditions −ε ≤ s ≤ ε and t 2 ≤ ε 2 − s 2 , hence there are numbers C ′ , C ′′ depending only on d such that
Then we get
If ε|x| > 4 then the last parenthesis is > 1/2. Thus there is a number C depending only on the dimension of X such that for any ε > 0 and any u ∈ H
This estimate is better than (4.19) . Now the assertion (1) follows from [23, Theorem 1]
5. FIELD C*-ALGEBRA 5.1. Field algebra. In this section we give a description " la Kastler" of the field C * -algebra. The treatment is independent of that in §3.4 and §3.4.1.
The measure C * -algebra M (Ξ) is a natural but not very convenient object because it is excessively large (even in the finite dimensional case). For example,
which is the L 1 algebra associated to the discrete space Ξ hence M (Ξ) contains the CCR algebra considered in [28, 29, 31] for example, and this is exactly the algebra we are trying to avoid. Also, M (Ξ) has a natural representation on ℓ 2 (Ξ) which is generated by an irreducible representation of Ξ which is not continuous. There are also pathologies known in the abelian case (σ = 0) as Wiener-Pitt phenomenon. 
As before, we forget the superscript Ξ if it is obvious from the context. It is convenient to adopt the notation
because we will soon prove that Φ is a G(Ξ)-graded C * -algebra with L (E) as components, so the new notation makes the connection with the abstract Definition 2.2.
For any representation W : Ξ → U (H) and any E ∈ G(Ξ) we define the C * -subalgebras M (E, W ) and L (E, W ) as in (4.10) (with Ξ replaced by E) and (4.17) and we set
If (ξ 1 , . . . , ξ n ) is a basis of E and if we denote F the (conveniently normalized) Fourier transform of the measure µ expressed in the coordinates of this basis, then (4.14) gives
is the norm closure of the set of operators F (φ(ξ 1 ), . . . , φ(ξ n ) with F as above. In particular, L (E, W ) is the norm closed subalgebra generated by the operators F (φ(ξ)) with ξ ∈ E; this is [25, Th. 23] . The next proposition gives a slightly more precise description of the preceding fact, which makes obvious the connection with the Definition 3.1. Proof. Let ε k be the sign of λ k and
Thus if ε = i −n ε 1 . . . ε n we get
But we clearly have the relation Thus if we set ω(s 1 , . . . , s n ) = θ(s 1 ξ 1 , . . . , s n ξ n ) we get
This implies k φ(ξ k ) + iλ k −1 ∈ Φ Ξ (E). It remains to prove that the subspace generated by such products is dense in Φ Ξ (E). For this it suffices to show that for each choice of ε 1 , . . . , ε n the linear subspace generated by the functions e iω(s1,...,sn)−(s1λ1+···+snλn) is dense in L 1 (I 1 × · · · × I n ) when the parameters λ k run over I k . Since e iω is a bounded function with bounded inverse, it suffices that the linear subspace generated by the functions e −(s1λ1+···+snλn) be dense in L 1 (I 1 ×· · ·×I n ) and this is clear because the functions e −sλ generate L 1 (0, ∞) when λ runs over ]0, ∞[.
Components of Φ. We mention some elementary properties of the algebras Φ(E).
We work in a representation W of Ξ which is not explicitly indicated in the next statement.
Proposition 5.4. Let Ξ be a finite dimensional symplectic space.
(a) Φ(E) is a non-degenerate C * -subalgebra of B(H). (b) Φ(0) = C and this is the only Φ(E) which is unital. (c) Φ(E) is abelian if and only if
E is isotropic. (d) T ∈ Φ(E), ξ ∈ E σ , S ∈ Φ(E σ ) =⇒ T W (ξ) = W (
ξ)T and T S = ST . (e) W is irreducible if and only if Φ(Ξ) = K(H) and then
Φ(Ξ) = {T ∈ B(H) | (W (ξ) − 1)T → 0 if ξ → 0}.
We have Φ(E) ∩ K(H) = 0 for any other E.
Proof. Let λ E be a Lebesgue measure on E and ρ an integrable function on E with E ρλ E = 1. Then for ξ ∈ E and ε > 0 consider the function ρ ε ξ (η) = ε −n ρ((η − ξ)/ε), where n = dim E, and let µ ε ξ (dη) = ρ ε ξ (η)λ E (dη). Then we have
For example s-lim ε→0 W (µ ε 0 ) = 1, which implies property (a). The first assertion of (b) is obvious and the second follows from
. By taking µ = µ ε ξ and ν = µ ε η with ξ, η ∈ E and making ε → 0 we get W (ξ)W (η) = W (η)W (ξ) and then (3.19) implies (e iσ(ξ,η) − 1)W (η)W (ξ) = 0 hence e iσ(ξ,η) = 1 for all ξ, η ∈ E, so E is isotropic. The converse assertion is obvious. For (d) it suffices to look at T = W (µ) = E W (η)µ(dη) and to notice that W (η)W (ξ) = W (ξ)W (η) if η ∈ E and ξ ∈ E σ . The point (e) is a consequence of [15, Th. 1.30] but we shall also give an alternative proof. Let µ ∈ L 1 (Ξ) and ξ ∈ Ξ. From (4.5) we get
and the last term tends to zero if ξ → 0 in Ξ (the translations act continuously in L 1 ). Then, if W is of finite multiplicity we get W (µ) ∈ K(H) by Proposition 4.9 hence we have shown Φ(Ξ) ⊂ K(H). To get equality one has to assume W irreducible and then one may use [30, Th. 2.4.9]. If W is of infinite multiplicity then clearly Φ(Ξ) contains non compact operators. The last assertion is a consequence of Theorem 5.6-(2).
Remark 5.5. If E is isotropic then its dual space is E * ≃ Ξ/E σ hence the spectrum of the abelian C * -algebra Φ(E) is naturally identified with Ξ/E σ and Φ(E) ≃ C 0 (Ξ/E σ ).
5.3.
Grading. In this subsection W is a representation of a finite dimensional symplectic space Ξ. We study the relative positions of the subalgebras Φ(E) = Φ Ξ,W (E) of B(H).
Theorem 5.6. The family of C * -subalgebras Φ(E) has the following properties:
) The family of algebras {Φ(E)} E∈G(Ξ) is linearly independent. (3) If S ⊂ G(Ξ) is finite then E∈S Φ(E) is norm closed in B(H).
As a particular case of (2), we have Φ(E) ∩ Φ(F ) = 0 if E = F . Property (3) is a consequence of Proposition 2.4, which is due to A. Mageira, but we will give an independent proof based on a technique which is useful in other contexts.
From Theorem 5.6 and Corollary 5.3 we get:
Corollary 5.7. The linear sum E∈G(Ξ) Φ(E) is a unital * -subalgebra of B(H) whose norm closure is the field C * -algebra Φ:
Thus Φ is a G(Ξ)-graded C * -algebra with components Φ(E).
The first part of Theorem 5.6 is an immediate consequence of Proposition 4.7, so the field algebra Φ is given by the relation (5.6) and E∈G(Ξ) Φ(E) is a unital * -subalgebra of B(H). It remains to prove (2) and (3) of Theorem 5.6.
We write ξ → ∞ mod F if the image of ξ in the quotient space Ξ/F tends to infinity; this means that the distance from ξ to F tends to infinity. Observe that ξ → ∞ mod E σ is equivalent to σ(η, ξ) → ∞ for any η ∈ E.
Proof. We give two proofs of this . For the first one observe that it suffices to show that
and from (4.5) we have
The map ξ → σ(·, ξ) is an isomorphism of Ξ onto its dual space which allows us to identify these two spaces. The polar of E is E σ and the dual of E is identified to the quotient space Ξ/E σ . Hence if ξ → ∞ mod E σ then the above integral tends to zero by the RiemannLebesgue lemma. This finishes the first proof.
The second proof is based on Proposition 5.2. The set of T such that s-lim T W (ξ) = 0 if ξ → ∞ mod E σ is clearly a norm closed left ideal in B(H) hence by the quoted proposition it suffices to show that the operator T = n k=1 (φ(ξ k ) + iλ k ) −1 with ξ k ∈ E and λ k ∈ R \ {0} belongs to this ideal. From (3.20) we get
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The relation ξ → ∞ mod E σ implies σ(ξ k , ξ) → ∞ for any k by a remark made before the statement of the lemma. Then it suffices to note that for any self-adjoint operator A and any ϕ ∈ C 0 (R) we have s-lim a→∞ ϕ(A + a) = 0, where a ∈ R.
Proposition 5.9. For each T ∈ Φ and ω ∈ Ξ the limit
exists. Moreover, if T ∈ Φ(E) then we have T ω = T if ω ∈ E σ and T ω = 0 otherwise.
Proof. Since E∈G(Ξ) Φ(E) is norm dense in Φ it suffices to show that the limit in (5.7) exists if T ∈ Φ(E) for some E and that the last assertion of the proposition is true. If ω ∈ E σ then rω ∈ E σ and so W (rω)
Now we prove (2) of Theorem 5.6. Let S ⊂ G(Ξ) finite and {T (E)} E∈S a family of operators T (E) ∈ Φ(E) such that E∈S T (E) = 0. With the notations of Proposition 5.9, for any ω ∈ Ξ we will have E∈S T (E) ω = 0. Fix F ∈ S and consider the spaces E ∈ S such that E ⊂ F . For such E we have F σ ⊂ E σ hence E σ ∩F σ is a strict subspace of F σ , so we may choose ω ∈ F σ which does not belong to any of these subspaces, hence
Thus from Proposition 5.9 we get E⊂F T (E) = 0 ∀F ∈ S where the E runs over S. If F is minimal in S we get T (F ) = 0. Then if S 1 is the set of E ∈ S which are not minimal, we get E∈S1 T (E) = 0. By repeating the above argument for S 1 , etc, we get T (F ) = 0 for all F ∈ S. Hence (2) of Theorem 5.6 is true.
Finally, we prove part (3) of Theorem 5.6. Since the semilattice generated by a finite subset of G(Ξ) is finite, it suffices to show that E∈S Φ(E) is norm closed if S ⊂ G(Ξ) is a finite semilattice. In this case, if F ∈ S the subsets
are also semilattices. From (1) and (2) of Theorem 5.6 it follows that Φ(S) = E∈S Φ(E) is a * -subalgebra of B(H) and the sum is a direct sum of vector subspaces; let P(E) be the linear projection Φ(S) → Φ(E) associated to this direct sum. Similar properties hold for the similarly defined Φ(S ⊂F ) and Φ(S ⊂F ) and we have
Then P F = E⊂F P(E) is the projection of Φ(S) onto Φ(S ⊂F ) defined by the direct sum decomposition (5.9). The map P F is norm continuous, in fact P F = 1, by the computations we did before: if T = E∈S T (E) and ω is as above, then
Now from the Möbius inversion formula (2.3) we get the continuity of the P(F ).
Finally, we show that Φ(S) is complete. Let {T n } be a norm Cauchy sequence in Φ(S). Then for each E the sequence {P(E)T n } is Cauchy in Φ(E) which is complete, hence converges in norm to T (E) ∈ Φ(E). Then T n = E P(E)T n has as norm limit E T (E) ∈ Φ(S). This finishes the proof of Theorem 5.6. We present now some consequences of the fact that the C * -algebra Φ is G(Ξ)-graded with components Φ(E). From Theorem 2.7 we get:
Φ E is a C * -subalgebra and J E an ideal of Φ such that
The projection P E : Φ → Φ E given by the preceding decomposition is a morphism.
Remark 5.11. The comments after Theorem 2.7 give the following characterization of the morphic projection P E : if T (F ) ∈ Φ(F ) and T (F ) = 0 but for a finite number of F then
Moreover, by the Remark 2.9 we have for any E, F ∈ G(Ξ)
Corollary 5.12. If Θ is a symplectic subspace of Ξ then Φ Θ is a C * -subalgebra of Φ and there is a canonical linear projection P Θ : Φ → Φ Θ which is a morphism. Now we apply Theorem 2.11 in the present context. P(Ξ) is defined in Example 2.1.
is a morphism with ker P = Φ(Ξ) which gives a canonical embedding
Proof. The lattice G(Ξ) has Ξ as greatest element and M from Theorem 2.11 is the set of E ∈ G(Ξ) such that dim E = dim Ξ − 1, i.e. the set of hyperplanes of Ξ. On the other hand, one may identify hyperplanes with kernels of nonzero linear forms on Ξ. Since the symplectic form σ is non-degenerate and Ξ is finite dimensional, the map ξ → σ(ξ, ·) is an isomorphism of Ξ onto its dual space Ξ * . Hence for each ξ ∈ Ξ \ {0} the space ker σ(ξ, ·) is a hyperplane and each hyperplane is of this form with ξ uniquely determined modulo a nonzero real factor. In other terms, V → V σ is a bijective map from the projective space P(Ξ) to M. Let E ∈ M and V ∈ P(Ξ) such that E = V σ ; fix some nonzero ω ∈ V , so that V = Rω. We look for a more explicit formula for P E , which is the natural projection
. Since both terms are norm continuous functions of T , the formula remains valid for all T ∈ Φ.
Two dimensions.
It is instructive to consider the simplest case when Ξ is the phase space R ⊕ R * ≡ R ⊕ R of the configuration space X = R with symplectic form σ(ξ, η) = ky − lx where ξ = (x, k), η = (y, l).
We work in the Schrödinger representation acting in H = L 2 (R):
In terms of the position, momentum and field observables q, p and φ(ξ) = kq − xp:
W (ξ) = e iφ(ξ) = e −ixk/2 e ikq e −ixp = e ixk/2 e −ixp e ikq .
V. GEORGESCU AND A. IFTIMOVICI
We are interested in the self-adjoint operators affiliated to Φ = Φ Ξ . The simplest subalgebras Φ(E) are Φ(0) = C and Φ(R ⊕ R * ) = K (R). Then we have the algebras Φ(E) with dim E = 1 and among these we have two special cases:
The two dimensional case is simple because the other one dimensional subspaces E are also Lagrangian. We parameterize these space by vectors (cos θ, sin θ) with 0 ≤ θ < π, so s → (s cos θ, s sin θ) is a linear bijective map R → E. If we write the field operators as
is the norm closure of the set of operators of the form R e isφ θ ρ(s)ds =ρ(φ θ ) where ρ ∈ L 1 (R andρ is a conveniently normalized inverse Fourier transform of ρ. Thus
The commutation relations between the field operators
The algebras C * (φ θ ) are obtained by continuous rotations starting for anyone of them. For
The dilations induce a group of automorphisms of Φ Ξ . The generator of the dilation group in H is δ = (qp + pq)/2 and (e itδ f )(x) = e t/2 f (e t x) hence e itδ qe −itδ = e t q and e itδ pe −itδ = e −t p. Thus the algebras C * (q) and C * (p) are stable under the group of automorphisms associated to e itδ but if θ = 0, π/2 then e itδ φ θ e −itδ = e t q sin θ − e −t p cos θ = e −t cos θ(qe 2t tan θ − p)
hence e itδ C * (φ θ )e −itδ = C * (qe 2t tan θ − p) runs over all the algebras C * (E) with E one dimensional and distinct from R and R * . Then clearly e itδ Φ Ξ e −itδ = Φ Ξ ∀t ∈ R.
Lemma 5.14. We have
So if T ∈ Φ Ξ the limits s-lim s→±∞ e isp T e −isp exist, belong to C + C * (p), and are equal.
Proof. Since e isp qe −isp = q + s and e isp pe −isp = p we have for ϕ ∈ C 0 (R):
From this we get
because s-lim |s|→∞ ϕ(A + s) = 0 for any self-adjoint operator A. On the other hand, if θ = 0 then e isp ϕ(p)e −isp = ϕ(p). The last assertion of the lemma is easy to prove.
As an application of this lemma we show that some simple and physically natural Hamiltonians are not affiliated to the field algebra. The point is that for T ∈ Φ Ξ the translations e isp T e −isp have the same behaviour as s → −∞ and s → +∞.
Example 5.15. Let v : R → R be bounded Borel and such that lim x→±∞ v(x) = a ± ∈ R with a + = a − . Then the self-adjoint operator p 2 + v is not affiliated to Φ Ξ .
Proof. It suffices to prove that T = (H + i)
This is a consequence of the last assertion of Lemma 5.14 and of the relations
On the positive side, we have:
Example 5.16. Let v be a real Borel measure on R with lim |a|→∞ |v|([a, a + 1]) = 0. Then the self-adjoint operator p 2 + v is affiliated to Φ Ξ .
Proof. Denote
which is of the form (p 2 + λ)
A GENERAL HVZ THEOREM
In this section Ξ is finite dimensional and W of finite multiplicity. Theorem 6.5 gives a description of the essential spectrum of the operators in Φ or affiliated to Φ of the same nature as the HVZ theorem concerning N-body Hamiltonians [10, Th. 3.7] .
We recall the definition of the essential spectrum. A bounded operator on H is called Fredholm if its kernel has finite dimension and its range has finite codimension. By Atkinson theorem this means that the quotient of the operator in the Calkin algebra B(H)/K(H) is invertible. The essential spectrum of T ∈ B(H) is the set Sp ess (T ) of complex numbers λ such that T − λ is not Fredholm. In other terms
where T is the image of T in B(H)/K(H). This is the characterization that we use.
By Proposition 3.12 we have Φ(Ξ) ⊂ K(H) if and only if W is of finite multiplicity and then
so the first part of Theorem 6.4 below is just a reformulation of Theorem 5.13. For the proof of Theorem 6.5 we also need the following two lemmas.
Lemma 6.1. Let C be a unital C * -algebra, I a set, and
≤ C for some number C independent of i. We have to prove that the last condition is automatically satisfied if A = {A i | i ∈ I} is compact. In this case A − λ is also compact so we may assume without loss of generality that λ = 0. If I is the set of invertible elements of C , then I is an open subset of C and the map S → S −1 is continuous on I . Since A is a compact subset of I , we see that {A In general this inclusion is strict but we have ∪ i Sp(A i ) = Sp(A) if A is normal. To prove this, let us denote ρ(S) = C \ Sp(S) the resolvent set of the operator S and F
• is the interior of the complex set F . Then the preceding relation is equivalent to (∩ i ρ(A i ))
• = ρ(A) and only the inclusion ⊂ has to be proved. But if λ ∈ (∩ i ρ(A i ))
• then we have (A i − λ) −1 = dist(λ, Sp(A i )) −1 ≤ a for some number a because A i is normal, which finishes the proof.
The last assertion of Theorem 6.4 is important because it ensures that the right hand side of (6.6) is closed. For the proof, we need a preliminary result. Recall that
Proof. We saw in Lemma 2.5 that there is a countable sub-semilattice S ⊂ G(Ξ) such that T ∈ Φ(S). Let S E be the set of F ∈ S such that F ⊂ E. We have F
In the first case we also have
with F ∈ S. Since these two operators are linear and continuous we get P E = P L σ on Φ(S) and so
Proof. We have only to prove the last assertion of the theorem. Due to Proposition 2.10, it suffices to show that the set T = {T L | L ∈ P(Ξ)} is norm closed. By (5.15) we have
In this proof we use the notation
We first make two remarks concerning the projections P E . If E, F ∈ G(Ξ) then by (5.14):
Let S be an accumulation point of T . Then there is a sequence of elements
The sequence of subspaces E n = m≥n L m = 0 is decreasing hence there is a subspace E of dimension k > 0 such that E n = E for large n. Then for each such n one can find integers n 1 < n 2 < · · · < n k with
Choose a sequence n 1 = n < n 2 < · · · < n k as above and denote F i = L n1 + · · · + L ni−1 . The relations (6.5) and (6.4) imply
On the other hand, by using (6.4) again we can write
Repeating this procedure we get
Thus we have
with E σ = Ξ and now it suffices to use Lemma 6.3 with E replaced by E σ .
Finally, we get an HVZ type description of the essential spectrum of the operators in Φ.
Theorem 6.5. If W is of finite multiplicity then for any T ∈ Φ we have
Proof. Φ is a unital C * -subalgebra of B(H) and (6.2) gives a realization of Φ/Φ(Ξ) as a C * -subalgebra of B(H)/K(H). Thus T (with a notation introduced before) is an element of Φ/K(H) hence, by Theorem 6.4, its spectrum coincides with the spectrum of the element
(notation of Lemma 6.1). Thus (6.6) follows from Lemma 6.1.
The preceding characterization extends to the self-adjoint operators affiliated to Φ. We mention that the result remains valid in the non self-adjoint case if the convergence is interpreted in a generalized strong resolvent sense.
Corollary 6.6. Assume W of finite multiplicity and let H be a self-adjoint operator on H affiliated to Φ. Then for each L ∈ P(Ξ) and ω ∈ L\{0} the limit
exists in the sense defined in Appendix A and the essential spectrum of H is
and that H L is a self-adjoint not necessarily densely defined operator (Appendix A). If we set R = (H + i) −1 then a standard argument shows that this is equivalent to existence of s-lim r→∞ W (rω) * RW (rω) . = R L , which is true because R ∈ Φ, and in fact
. Now it suffices to use a version of the spectral mapping theorem which says that Sp(H L ) is the set of complex λ such that (λ + i) −1 ∈ Sp(R L ) and a similar fact concerning the essential spectrum: λ ∈ Sp ess (H) if and only if (λ + i) −1 ∈ Sp ess (R).
Remark 6.7. We stress that the operators H L defined by (6.7) could be non-densely defined, so in general they should be interpreted as observables, as explained in Appendix A.
Remark 6.8. The main fact behind Theorem 6.5 and (6.8) is the embedding
described in Theorem 5.13. This implies a weaker version of (6.8), which involves the closure of the union ∪ L∈P(Ξ) instead of the union, by the following easy estimate. A real number λ does not belong to the essential spectrum of H if and only if there is ϕ ∈ C 0 (R) such that ϕ(λ) = 0 and ϕ(H) ∈ K(H). If this is the case then ϕ(
On the other hand, if λ is a point outside this closure then there is ϕ ∈ C c (R) with ϕ(λ) = 1 and ϕ(H L ) = 0 for all L, hence ϕ(H) ∈ K(H) by (6.9), so that λ / ∈ Sp ess (H). This proves Sp ess (H) = ∪ L∈P(Ξ) Sp(H L ). It remains to show that ∪ L∈P(Ξ) Sp(H L ) is a closed set, but this is not at 30 V. GEORGESCU AND A. IFTIMOVICI all trivial. Also, the proof of (6.6) with union replaced by closure of union is easy if T is a normal operator, cf. Remark 6.2, but is not trivial if T is not normal. The problem is at the level of Lemma 6.1: the inclusion Sp(A) ⊃ ∪ i∈I Sp(A i ) is trivial, but the fact that one has equality here is quite exceptional if I is infinite.
It is much easier to prove Theorem 6.5 for operators in or affiliated to "finitely graded" C * -subalgebras of Φ: indeed, then we are in a situation where the set I from Lemma 6.1 is finite, hence we do not have the problem discussed in Remark 6.8. Moreover, in this case the relations (6.6) and (6.8) can be put in the form (6.14) where the connection with the usual HVZ theorem is more transparent.
Let S be a finite sub-semilattice of G(Ξ). From Theorem 5.6 it follows that
is an S-graded C * -algebra of operators on H with components C (E) = Φ(E). We use now (a simple case of) the general theory from Appendix 2. Let us recall the notations S ⊂E = {F ∈ S | F ⊂ E} and S ⊂E = {F ∈ S | F ⊂ E} for E ∈ S and let us set C E = Φ(S ⊂E ) and J E = Φ(S ⊂E ).
(6.11)
Obviously C E is a C * -subalgebra of C , J E is an ideal of C , and we have
We keep the notation P E for the restriction to C of the morphic projection P E introduced in Theorem 5.10. Then P E is just the projection of C onto C E associated to the preceding direct decomposition and P E is a morphism.
Clearly S has a greatest element max S and C (max S) is an ideal in C . Let S max be the set of maximal elements of S \ max S. Then the morphism C → E∈Smax C E defined by
) E∈Smax has C (max S) as kernel so we get a canonical embedding
This is the fundamental relation which allows one to compute the essential spectrum of the operators in C or the observables affiliated to C . We note the following easy fact:
Lemma 6.9. Let C be a C * -algebra of operators on H such that C ∩ K(H) = 0. Then the operators in C and the self-adjoint operators affiliated to C have no discrete spectrum.
Proof. This is algebraically obvious, because the restriction to C of the canonical surjection of B(H) onto the Calkin algebra B(H)/K(H) is injective, hence an isomorphism onto its image. Or, if H is a self-adjoint operator affiliated to C , then ϕ(H) ∈ C if ϕ ∈ C 0 (R), so ϕ(H) cannot be a compact operator if it is nonzero. 
(6.14)
If ω ∈ E σ \ F σ where F runs over the elements of S not included in E, then
and C (max S) = K(H if max S = Ξ. Thus (6.1) and (6.13) imply (6.14)
To prove the last assertion we note that T = F ∈S T (F ) with T (F ) ∈ Φ(F ) and
Proposition 5.9 gives
If E = Ξ and ω ∈ E σ then ω ∈ F σ for all F ⊂ E. There are finitely many spaces F ∈ S such that F ⊂ E, hence E σ ⊂ F σ , so we may choose ω ∈ E σ \ F σ where F runs over the elements of S which F ⊂ E.
Remark 6.11. It was shown in [3] that the case of N -body systems without external magnetic fields corresponds to the situation when max S is a lagrangian subspace of Ξ (so the other subspaces in S are isotropic). The presence of a magnetic field is characterized by the fact that max S is a subspace of dimension half of that of Ξ but is not isotropic.
Remark 6.12. Theorem 6.10 gives physically interesting examples of observables whose essential spectrum is not determined by localizations at infinity in configuration space (see §4.2 in ( [20] ) ). In particular, this is does not hold for systems in constant, nontrivial, external magnetic fields.
OPERATORS AFFILIATED TO Φ
In this section we assume Ξ finite dimensional and W irreducible. Then Theorem 3.5 describes the algebra Φ(E) in very simple terms so we shall use it to give examples of selfadjoint operators affiliated to it. With the help of the perturbative criterion of Theorem 2.12 one may then show that Hamiltonians of N -body systems with singular n-body interactions (1 ≤ n ≤ N ) and asymptotically constant external magnetic fields are affiliated to Φ. We refer to [20, §4.4] for some results on this question which we intend to treat in detail later on. See however Theorem 7.2 for the case of zero magnetic field and Remark 6.11.
Let S be the dense linear subspace of H consisting of the C ∞ vectors of the representation W . For each ξ ∈ Ξ we have W (tξ) = e itφ(ξ) and these operators leave S invariant. Clearly S ⊂ dom(φ(ξ)) and S is stable under φ(ξ) hence by Nelson lemma the restriction φ(ξ) S is essentially self-adjoint. From (3.20) we get
on S for all ξ, η ∈ Ξ.
Proposition 7.1. Assume that E ∈ G(Ξ) is equipped with an euclidean structure. If {e 1 , . . . , e n } is an orthonormal basis of E then the form sum ∆ E = n k=1 φ(e k ) 2 is a self-adjoint operator affiliated to Φ(E). ∆ E is independent of the choice of the basis.
Proof. If {e ′ 1 , . . . , e ′ n } is a second orthonormal basis then e ′ j = k a jk e k with (a jk ) an orthogonal matrix, so that i a ij a ik = δ jk . Then we get φ(e
2 and this is a positive closed densely defined form which defines a positive self-adjoint operator ∆ E .
We show now that T = (∆ E + 1) −1 ∈ Φ(E) by checking the three conditions of Theorem 3.5. Note that the form domain of ∆ E is K = k dom(φ(e k )). We embed in the standard way K ⊂ H = H * ⊂ K * . Then (7.1) shows that the operators W (ξ) leave invariant K, hence they extend to bounded operators in K * . Below we consider T as an operator H → K and K * → H (by taking adjoints) and ∆ E as an operator K → K * . Then it is easy to show that
If ξ ∈ E σ the last term above is zero, so the condition Theorem 3.5-(ii) is satisfied. Then 
If ξ ∈ E then we can write it as ξ = t k e k with reals t k . By using the preceding formula we see that in order to prove the third condition of Theorem 3.5 it suffices to show that
so the assertion follows immediately from the estimate φ(e k ) 2 ≤ ∆ E .
An abstract result giving affiliation criteria to graded C * -algebras was presented in §2.4 but the formalism there is too general for the standard N-body problem so we consider here only the simplest case when S ⊂ G(Ξ) is finite, has a least element min S, and satisfies E, F ∈ S ⇒ E + F ∈ S. From Theorem 5.6 it follows that
is an S-graded C * -algebra of operators on H with components Φ(E).
To see that this covers the usual N-body formalism, we have to be more specific [3] . Fix a Lagrangian subspace X of Ξ and let L be a finite set of subspaces of X such that
To clarify the physical intuition, note that X should to be thought as the configuration space of a system N of N particles. Then the elements of L are configuration spaces associated to cluster decompositions of N : if Y ∈ L then a point of Y gives the position of the clusters. In more mathematical terms, a cluster decomposition is just a partition a of the set N and its corresponding space Y is denoted X a . It is intuitively clear and obvious once the complete definitions are given that we have X a ∩X b = X a∨b , where a∨b denotes the upper bound in the lattice of partitions of N .
These comments explain the conditions (7.3) but we should also mention that the requirement "X is Lagrangian" is not satisfied if the system of particles is placed in an external magnetic field. In this case X is a subspace of dimension half of that of Ξ but is not isotropic, cf. Remark 6.11 and Section 7
Given L we take
we see that X = X σ = min S and S is stable under sums, as required.
We identify as usual Ξ = T * X = X ⊕ X * and then
Since the sapces Y are isotropic, S consists of involutive spaces.
We shall now apply Theorem 2.12 in the present context. Let H X be a positive densely defined self-adjoint operator on H, denote G its form domain, and let G ⊂ H ⊂ G * be the associated scale (Appendix A). Set H(X) = 0 and for Y ∈ L with Y = X let H(Y ) : G → G * be a symmetric operator such that 
Then H is strictly affiliated to Φ(S) and
The main conditions of the theorem are (H X + 1) −1 ∈ Φ(X), which means that H X is affiliated to Φ(X), and (7.5). One may find in [13, 20] quite explicit assumptions which imply these conditions but we do not go into details here.
Instead, we shall explain how one may use Theorem 3.5 in this context, just the main ideas. We will assume that W is irreducible and we will work in the Schrödinger representation associated to a Lagrangian subspace of Ξ. It is convenient to use the space X, although we could work with X * , because we are used to think of an N -body Hamiltonian as a differential operators. Or we may choose X * and then make a Fourier transform.
Then if Y ⊂ X we have T ∈ Φ(Y σ ) if and only if T is a bounded operator on H such that
Take first Y = X. With the notations form §3.3, for ξ = x ≡ (x, 0) ∈ X we have W (x) = e −i x,p hence the condition (ii) means that T is a bounded Borel function of p (because the Von Neumann algebra generated by p is maximal abelian), so there is a bounded Borel function ϕ : X * → C such that T = ϕ(p). Then (i) says that ϕ must be uniformly continuous and (iii) says that ϕ tends to zero at infinity. Thus T ∈ Φ(X) means ∃ϕ ∈ C 0 (X * ) such that T = ϕ(p). Then the strict affiliation of H X to Φ(X) means that there is ϕ ∈ C 0 (X * ) with ϕ(k) > 0 ∀k ∈ X * such that (H X + 1) −1 = ϕ(p). And this is equivalent to the existence of a continuous function h : X * → R with h(x) ≥ 0 and lim k→∞ h(k) = ∞ such that H X = h(p).
Similar arguments can be used in case Y ⊂ X strictly but then one needs a certain description of Φ(Y σ ) which is a follows from the conditions (i)-(iii). What we have shown in the case Y = X may be written Φ(X) = C 0 (X * ) in a certain representation W . Similarly
where ⋊ means "crossed product", but the argument is slightly more involved. See for example [3] or [20, §4.3] (in the second reference nonzero magnetic fields are considered).
APPENDIX A. AFFILIATION TO C*-ALGEBRAS
The notion of affiliation that we use has been introduced in [ [34] shows that any self-adjoint operator on H is affiliated in his sense to K(H), but with our definition only operators with discrete spectrum have this property.
There are three ways of viewing the objects of interest: as morphisms of C * -algebras, as resolvents † , or as operators. Since we are interested in observables of a quantum system, the morphism point of view is conceptually the most natural because it is consistent with Von Neumann's approach to the foundations of quantum mechanics. We shall see below that this forces us to consider not densely defined self-adjoint operators as observables. † The usual terminology is "pseudo-resolvent" but, since we want to treat on the same footing densely and non densely defined self-adjoint operators, this is not convenient in our setting. An observable (or a self-adjoint operator) affiliated to a C * -algebra C is a morphism F : C 0 (R) → C or, equivalently, a self-adjoint resolvent R : C \ R → C , i.e. a map R : C\R → B(H) satisfying R(z 1 )−R(z 2 ) = (z 1 −z 2 )R(z 1 )R(z 2 ) and R(z) * = R(z). The resolvent associated to a morphism is defined by R(z) = F (r z ) where r z (λ) = (λ − z)
and any resolvent is of this form for a uniquely determined F [1, §8.1].
If C is realized on a Hilbert space then an observable can also be thought as a not necessarily densely defined self-adjoint operator. This is a linear operator H : D(H) → H such that HD(H) ⊂ H ′ where H ′ is the closure of D(H) in H and such that H considered as operator in H ′ is self-adjoint in the usual sense. The correspondance between operators and resolvents is given by R(z) = (H − z)
Note that we may have F = 0 or R(z) = 0; the corresponding operator H is denoted ∞.
Unless really necessary, we will not distinguish the morphism and operator points of view and we will just say "let H be an observable". Then we set F (ϕ) = H(ϕ) . = ϕ(H) where the operator ϕ(H), a priori defined only on H ′ , is extended to H by setting ϕ(H)|H ′⊥ = 0.
Let {F n } be a sequence of morphisms
is a morphism and we write F = s-lim n F n . As mentioned above, F is associated to a self-adjoint not necessarily densely defined operator H. If the F n are the morphisms associated to a sequence of self-adjoint operators H n , i.e. F n (u) = u(H n ), then we write s-lim n H n = H, but we emphasize that with our definition, even if the H n are bounded operators, H is not densely defined in general. We may obviously have H = ∞ even if each H n is bounded.
Observe that if D is a new C * -algebra and π : C → D is a morphism then we may defined the image of an observable F affiliated to C through π as the observable π • F which is affiliated to D. In particular, if C is realized on a Hilbert space H and H is a self-adjoint operator on H affiliated to C then the image of H through π is a well defined observable affiliated to D which we will denote π(H), or π[H], or just πH.
We may reformulate the equality of the observable π•F with a certain observable affiliated to D in more familiar Hilbert space terms as follows: if H, K are self-adjoint operators affiliated to C , D respectively then π(H) = K means π(u(H)) = u(K) for any function u ∈ C 0 (R); or, equivalently, if π((H − i)
The C * -algebra generated by a set A of observables affiliated to a C * -algebra C is the smallest C * -subalgebra of C to which are affiliated all the observables from A; we denote it C * (A).
. The C * -algebra generated by a single observable A is the range of A, so C
The following phenomenon may happen in very simple cases, as in the next example, which is relevant in our setting.
If A, B are commuting self-adjoint operators on H affiliated to C then the naturally defined sum A + B is a self-adjoint operator which in general is not affiliated to C .
Proof. Consider the operators q 1 , q 2 in the Hilbert space L 2 (R 2 ) defined as multiplication by the coordinates x 1 , x 2 respectively. Then the C * -algebra C * (q 1 ) generated by q 1 is the set of operators of the form θ(q 1 ) with θ ∈ C 0 (R) and similarly for C * (q 2 ). Then clearly
is identified with the algebra of multiplication operators by functions from C 0 (R 2 ). Clearly
If H is a Hilbert space then the quotient C(H) . = B(H)/K(H) is a C * -algebra called Calkin algebra of H. Let π : B(H) → C(H) be the canonical morphism. If A ∈ B(H) then we call its imageÂ = π(A) in C(H) localization at infinity of A. This extends to self-adjoint operators H, or more generally to observables, on H: if we interpret H as morphism
the observable H is affiliated to C then its localization at infinity H is affiliated to C .
The spectrum Sp(H) of an observable H is the set of λ ∈ R such that if ϕ ∈ C 0 (R) and ϕ(λ) = 0 then ϕ(H) = 0. If H is affiliated to a C * -algebra C realized on a Hilbert space then the spectrum of H is called essential spectrum of H and is denoted Sp ess (H). Clearly Sp ess (H) is the set of real λ such that for any ϕ ∈ C 0 (R) with ϕ(λ) = 0 the operator ϕ(H) is not compact. Note that
Now we give a perturbative criterion for a self-adjoint operator on a Hilbert space H to be affiliated to a C * -algebra C of bounded operators on H. This is a result from [13] .
Let H 0 be a densely defined self-adjoint operator on H and let G = D(|H 0 | 
A standard form perturbation of H 0 is a symmetric operator V : G → G * such that for some real numbers µ, ν with 0 ≤ µ < ν one of the next conditions is satisfied:
(1) ± V ≤ µ|H 0 | + ν or (2) H 0 is bounded from below and V ≥ µH 0 − ν. Under these conditions the operator H = H 0 +V : G → G * induces a self-adjoint operator in H which we also denote H.
A self-adjoint operator S on H is strictly affiliated to C if it is affiliated to C and the operators of the form θ(S)T with ϕ ∈ C 0 (R) and T ∈ C generate a dense subspace of C . 
We adopt the result of Theorem 3.4 as definition: Φ(E) is the norm closure in B(H) of the set of operators W (µ) = E W (ξ)µ(ξ)dξ with µ ∈ L 1 (E). We denoteΦ(E) the algebra defined by (i)-(iii) of Theorem 3.5, hence we have to prove that Φ(E) =Φ(E).
This is easy in two cases. First, if E = 0, then E σ = Ξ and by the irreducibility of the representation W we haveΦ(0) = C, hence this case is trivial. The second case is E = Ξ. Then E σ = 0 soΦ(Ξ) = K(H) by Proposition 4.9. On the other hand, the set of operators W (µ) with µ ∈ L 1 (Ξ) is dense in K(H) because W (µ) is a finite rank operator if µ is a Hermite function on Ξ, so Φ(Ξ) = K(H).
The rest of the section is devoted to the proof of Theorem 3.5 for E = 0, Ξ. Clearly both integrals tend to zero as ξ → 0 in E.
Remark B.2. Obviously we can restate Theorem 3.5 as
1 (E)} is a dense * -subalgebra ofΦ(E). (B.1)
Hence, due to Lemma B.1, we only have to check the density assertion.
Let now ρ be an integrable function on E such that E ρλ E = 1. For ε > 0 set ρ ε (η) = ε −n ρ(η/ε), where n = dim E, and µ ε (dη) = ρ ε (η)λ E (dη). B.2. For the rest of the proof we need to go beyond measures and define the operators W (µ) for µ temperate distributions on Ξ. This Weyl pseudo-differential calculus requires some supplementary formalism: we refer to [15] for details (see also the appendix of [3] ).
Let S = {f ∈ H | ξ → W (ξ)f ∈ H is of class C ∞ }. This is a dense subspace of H and we equip it with the Fréchet space topology defined by the seminorms ∂ If X is a Lagrangian subspace of Ξ and W X is the Schrödinger representation of Ξ on L 2 (X) then there is a unitary operator U : H → L 2 (X), uniquely determined modulo a complex factor of modulus 1, such that U intertwines W and W X . Then U S = S(X) is the space of Schwartz test functions on X.
Let S(Ξ) be the space of Schwartz test functions on Ξ and S * (Ξ) its adjoint space. We equip L 2 (Ξ) with the scalar product given by the symplectic measure and identify it with its adjoint space. Then we get continuous linear embeddings S(Ξ) ⊂ L 2 (Ξ) ⊂ S * (Ξ) and for µ ∈ S * (Ξ) and f ∈ S(ξ) the value µ(f ) of µ at f is also denoted f |µ . We also set f |µ = f, µ = f µ. We may also write this as Ξ f (ξ)µ(ξ)dξ, which is often a convenient abuse of notation. From Lemma B.6 we see that (B.5) holds if we may take k = 0 in the representation (B.7) of µ × T # . So the proof of the Theorem 3.5 is finished once we show that the operator W (µ × T # ) is bounded if and only if k = 0. Before starting this last step of the proof, we describe a direct sum decomposition of the symplectic space Ξ determined by E. B.5. We define the centralizer of E by E c := E ∩E σ and set E := E +E σ . A subspace is symplectic if its centralizer reduces to 0. Since Ξ is finite dimensional, by using E σσ = E it is easy to see that E c = E σc = E c = E σ and E = E cσ = E c = E σ . In what follows, we shall denote by ⊕ σ and ⊕ the symplectic (respectively vector) direct sum, and by ⊥ the symplectic orthogonality between elements of Ξ. Let now G ⊂ E such that E = G ⊕ E c and F ⊂ E σ such that E σ = F ⊕ E c . Then G and F are symplectic (indeed, suppose there is a ξ ∈ G with ξ ⊥ G; then E c ⊂ E σ shows that ξ ⊥ E c , so ξ ⊥ (G + E c ), thus ξ ∈ E σ , which means that ξ ∈ E ∩ E σ = E c ; then G ∩ E c = {0} shows ξ = 0). Hence H ≡ G ⊕ σ F is a symplectic subspace too, and we have E = H ⊕ σ E c . For, if ξ ∈ H ∩ E c then there are ξ G ∈ G and ξ F ∈ F such that ξ G = ξ − ξ F ∈ E σ − E σ = E σ which shows that ξ G ⊥ G ⊂ E. Since G is symplectic, ξ G = 0 and the same holds for ξ F . On the other hand, H + E c = G + F + E c = (G + E c ) + (F + E c ) = E + E σ = E. Further, remark that H σ is also a symplectic space and E c is a Lagrangian subspace of H σ . Indeed, E c ⊥ H thus E c ⊂ H σ and is isotropic. If it where not maximal, there would exist some ξ ∈ H σ \ E c with ξ ⊥ E c . Thus ξ ⊥ (E c + H) = E, i.e. ξ ∈ E σ = E c , which is absurd. Now let K be a Lagrangian subspace of H σ such that H σ = E c ⊕ K (this will be a holonomic decomposition of the symplectic space H σ ). Then Ξ splits as
B.6. Let us go back now to the proof of the fact that W (µ × T # ) is bounded only if k = 0. Note that we may take M = F ⊕K. Any ξ ∈ Ξ may be uniquely written as ξ = η+ζ F +ζ K with η ∈ E, ζ F ∈ F and ζ K ∈ K. In the next formulas we abbreviate λ E (dη) = d E η, λ F (dζ F ) = dζ F and λ K (dζ K ) = dζ K . Then, by (B.3) and (B.7),
which can be further developed as follows:
The third equality above is a consequence of F ⊥ K (so W (ζ F + ζ K ) = W (ζ F ) W (ζ K )) and of F ⊥ E (which implies σ(η, ζ F ) = 0). Further, we took into account that the derivatives with respect to ζ K at ζ K = 0 of e and w α ∈ C ∞ c (E), thus there are E-a.c. measures µ αβ with densities with respect to λ E of class C ∞ c (E) such that the last equality be true. Let F = Ω ⊕ Ω * and G = Γ ⊕ Γ * be some holonomic decompositions of the symplectic subspaces F and G. Thus we get a decomposition
each of the three parentheses being a symplectic space equipped with a holonomic decomposition. We also have E = (Γ ⊕ Γ
) with φ α and ψ β polynomial functions of degrees |α| and |β| respectively and q, p are the position and momentum observables associated to the space in the index. Observe that the notation p E c is justified by the identification (E c ) * = K. Moreover, the operators W (µ αβ ) can be written in the form ω αβ (q Γ , p Γ , q E c ) for some smooth function ω αβ , expression which can be rigorously interpreted in terms of the Weyl calculus (this fact, however, does not play any role in what follows). Thus we have
and we have to prove that if this operator is bounded then necessarily k = 0.
From now on we may assume that we work in the Schrödinger representation associated to X = Ω ⊕ Λ, where Λ = Γ ⊕ E c . Then our Hilbert space factorizes as H = L 2 (Ω) ⊗ L 2 (Λ) and, if we denote φ α (q Ω , p Ω ) by S α and β ψ β (p E c )ω αβ (q Γ , p Γ , q E c ) by T α we have W (µ × T # ) = |α|≤k S α ⊗ T α . We show first that S α ∈ B(L 2 (Ω)) for all α; in fact they are complex multiples of the identity operator on L 2 (Ω).
Notice that T α ∈ B(S(Λ)) and that we may assume that the family {T α } |α|≤k is linearly independent in B(S(Λ)). Let T denote the vector space of operators L : S(Λ) → S(Λ) of the form L = i |u i v i | (finite sum), with u i , v i ∈ S(Λ). Then we may realize T as a space of linear forms on B(S(Λ)) by defining B(S(Λ)) ∋ T → Tr (LT ) = i v i |T u i . Notice that T is a subspace of the dual of B(S(Λ)) which separates the points (for, if Tr (LT ) = Tr (LT ′ ) for all L ∈ T , then u, (T − T ′ )v|= 0 for all u, v ∈ S(Λ)). It follows that we may find a finite family of operators {L α } ∈ T such that Tr (L α T β ) = δ αβ for all α, β with |α| ≤ k, |β| ≤ k.
Indeed, if V is the finite dimensional vector subspace generated by the family {T α } (which is a basis in it) we may find a basis {Φ α } in the dual space V ′ such that Φ α (T β ) = δ αβ . Thus we are reduced to prove that for each Φ ∈ V ′ we may find L ∈ T such that Φ(T ) = Tr (LT ) for all T ∈ V , i.e. that the mapping T ∋ L → Tr (L · ) | V ∈ V ′ is surjective. Equivalently, the dual mapping V ≡ V ′′ ∋ T → Tr ( · T ) ∈ T ′ has to be injective. But this is true, since T separates points.
Let now L α = i |u αi v αi | with u αi , v αi ∈ S(Λ) and, for u, v ∈ S(Ω), let us compute
Since W (µ × T # ) has been supposed bounded, this shows that all S α are bounded. But S α are polynomials φ α (q Ω , p Ω ), so these polynomials have to be of degree zero, i.e. φ α are complex numbers. Now we can write W (µ × T # ) = 1 ⊗ α φ α T α . Thus it remains to show that if an operator of the form B = β ψ β (p E c )W (µ β ) is bounded in L 2 (Λ), then the polynomials ψ β are constants. By rearranging the sum we can assume that B = γ p γ E c W (µ γ ) (a basis
