In this paper I present definitions and algorithms for Grobner bases for submodules of free modules over polynomial rings in n variables over Noetherian commutative rings with certain algorithmic properties . I then give an algorithm for computing the primary decomposition of submodules of submodules of these free modules when the base ring is also a PID, and show that under certain dimension conditions the requirement of a PID may be dropped .
. Introduction
In this paper I present an algorithm for computing the primary decomposition of a submodule of a submodule of a free module of a polynomial ring in n variables . The base ring R must be a PID in which ideal membership is decidable and syzygies are computable, and in which we are given an algorithm for factoring polynomials over fields which are finitely generated over R or are residue fields of R . Examples of such rings are the integers Z, the rational numbers Q, and finite fields .
There has been a lot of recent work done to compute primary decompositions for ideals in polynomial rings . Most of the algorithmic techniques rely on the computability of Grobner bases, which were first constructed by Buchberger (1985) . Lazard (1985) gives an explicit structure theorem for the Grobner basis of an ideal in a polynomial ring in two variables over a field . From this he gives an algorithm for constructing a Grobner basis for each primary component of a zero-dimensional ideal . Gianni, Trager, and Zacharias (1988) give an algorithm for computing the primary decomposition of an ideal in a polynomial ring in n variables over a principal ideal domain (PID) . The restriction to a PID is removable if certain other conditions exist .
Moller (1988) generalizes Buchberger's algorithm to include ideals in polynomial rings over more general rings R in which certain conditions about computability exist . Moller and Mora (1986) generalize the notion of Grobner bases to submodules of free modules of polynomial rings over a field . My construction of a primary decomposition for a module relies on the work done by Gianni, Trager and Zacharias (1988) . In the next section, I define the basic notation I will use, and discuss the types of rings I will allow . The third section generalizes the Grobner basis definitions and properties of (Moller, 1988 , section 2) to modules . The fourth section shows how, just as in (Gianni, Trager and Zacharias, 1988) for ideals, many module operations can be effectively computed using Grobner bases . I then, in the next two sections, give a basic overview of primary modules and the dimension of modules, and show how Grobner bases can be related to both of these algebraic notions. Section 7 gives an algorithm for the special case of a zero-dimensional module and R is not necessarily a PID, and section 8 gives the algorithm for the case when R is a PID .
Some Notation
Let R be a Noetherian commutative ring with identity . If M is any R-module generated by a set V = {vi, . . ., v,,,} C M, we will write M = (vl v.) . We say that M is given if we are given a finite set of generators for M . We will use the following standard notation . If S C _ R is a multiplicatively closed set, I C R is an ideal of R, a C R is a prime ideal of R, N and M are R-modules, and f E R, then we define We note the following :
1 . If it is clear which ring R we are in, we will write Ann(M) for AnnR(M) ; 2. If N C M then N : M= Ann(M/N) ; 3. If M C Rt then MM, = MR,,, the submodule of the ring Rtp generated by M .
DEFINITION 2 .1 . We say that linear equations are solvable in R if-(i) Given a, a,, . . ., am E R it is possible to decide if a E (al, . . . , am ) and, if so, find b1, . . ., b,,, E R such that a = E bia; .
(ii) Given al am E R it is possible to find a finite set of generators for the R-module {(b1 bm ) I E bia; = 0} .
In other words, ideal membership and syzygy modules are effectively computable in R . From now on we will always assume that R is a Noetherian commutative ring with identity in which linear equations are solvable .
Grobner Bases for Modules
In this section we generalize the results in (Moller, 1988 , section 2) to submodules of free modules over R. Theorem 3 .6 and its proof are the module analog of (Moller, 1988, theorem 1) . These results show Grobner bases exist and are effectively computable for modules .
Given n E N and a set of indeterminates xl, . . . , x", we define the set of power products of the polynomial ring R[xl, . . . , x"] = R[X] by T = {X° = xl°1 . . . x"°°I a = (al, . . . , a n ) E N" }.
Let us assume we are given a term order < on T. For any f E R [X] we may write f = Et=1 ciX°" with c, E R -{0} and a ; E N", and a,. < . . . < a l. With this notation we define lc(f) = ci, the leading coefficient off ; lp(f) = X° 1, the leading power product of f; It(f) = c1 X°1 , the leading term of f.
For some positive integer s, we now consider R[X]' . The set of terms of R [X] ' is defined to be T, = {((pi, . . ., (p,) 13i E {1, . . ., s} such that cp ; E T and cps = 0 dj # i} .
Using the standard unit basis vectors {el, . . ., e,} in R[X]', we may write T, = Ui-1 Te; (disjoint) where Te, --{tpe ; lp E T}. Given a term order <T on T there are a number of ways we can extend this to a term order on T,, but only two such orders will be of importance to us . The first, which we will call TOP and denote by <TOP, regards the term order of the coordinates more highly than their position in the vector . Given 4' = toe; and' = t,be, in T,, with <p, 0 E T, we define 4' <TOP' b either 4P <T ' or 4p = ,0 and j < i. The second, which we call POT and denote by <POT, regards the position of the coordinates in the vector more highly than their term orders . Thus we define 4' <POT I G* either j < i or j = i and 4P <T .
When it is clear which order we are using, or when the order is arbitrary, we may drop the subscript and simply write < . We note that these term orders on T, induced by a term order <T on T have the properties that I < * =:>. <p4' < 4p* d4 E T and VI, * E T, ; and tp <T b = tp4' <'04 `dtp,,O E T and VI E T, . As above for R[X], for any F E R[X]' we may write F c;4' ; with c; E R -{0}, 4; E T,, and I, < . . . < 41. We then define lc(F) = ci, the leading coefficient of F ; lp(F) = 11, the leading power product of F ; It(P) = elf,, the leading term of F. For any subset f) C _ R[X]' we define the leading term module of 0 by Lt(a) _ ({lt(F) I F E fl}) . When a = 1, this definition for Grobner bases is the one given by (Gianni, Trager and Zacharias, 1988) for ideals . Moller (1988) ' and an element F E N, 3vi , . . ., v,,, E R[X] such that F = Ev;Gi . We call this a Grobner representation of F (in terms of G1, . . ., G m ) if lp(F) = max; {lp(v;)lp(G;)} . DEFINITION 3 .3 . Let it = { Gi, . . . , G,,,} C R[X]' and F, H E R[X]' . We say that F reduces to H modulo St, written F --+n H, if lp(H) < lp(F) and F -H has a Grobner representation in terms of 0. We define -'n to be the reflexive transitive closure of If no H # F exists such that F -'n H we say F is reduced modulo fl .
Note that the reduction -'n is Noetherian, i .e . there is no infinite sequence F1 --+n
F2
The proof is the same as in the ideal case (see Gianni, Trager and Zacharias, 1988) . Moreover, a reduction algorithm exists which, given F and 0, computes H such that H is reduced and F --+n H . This algorithm is the same as that for ideals . DEFINITION 3 .4 . For F1 , . . . , Fr E R[X]', let B = (lt(F1), . . . , lt(F,.)) . We say that G = (91, • • •, 9r) E R [X] r is a syzygy with respect to B if Ei=1 gilt(F1) = 0 . We say G is homogeneous if for some I E T, we have either gi = 0 or gi = lt(g i ) and lp(gi)lp(Fi) = 4, for i = 1, . . . , r. We call oD the degree of G .
The set S(B) of all syzygies with respect to a given tuple B is called the module of syzygies with respect to B . Now, if we can write Gi = Ek Hik with each Hik E S(Bi) homogeneous of degree 9ik E T and such that Hik = E 1 hikrei with hiki = 0 Ml ~ Ji, then setting 'fik = Oikei we see that Hik E S(B) and is homogeneous of degree Hik E T, . We have thus reduced the proof to the case where s = 1 .
Thus it suffices to show that if B = (lt( f1), . . . , lt(f,.)) with fi E R[X], and H = (hl, . . ., h r ) E S(B), then H splits into a sum of homogeneous syzygies of B . ( Note that this is not necessarily the same r as above .) Let us write hi = Ej=1 aij,lrii, with Vii distinct elements of T .and ai j E R . We then have that
Let Jij = { 0ap I V,a plp(fa ) = trij lp(fi )}, and notice that for any two pairs (i, j) and We may assume that for each i either gi = 0 or lp(gi)4i = 4 . To see this, write gi = E"EN* ci"X" for some ci" E R, only finitely many of which are nonzero . Then
Recall that for each i and j either hij = 0 or hij = lt(hi j) and lp(hij)lp(Gj) _ 4'i . Fix j . 
The maximal term on the left hand side is -t, on the right hand side < 4' . Thus, replacing the left hand side with the right hand side in the equation F u,Gi, we obtain a representation for F with maximal term < 4 . Iterating this procedure, we obtain a Grobner representation for F which, as seen above, shows lt(F) E Lt(fl) .
(i) = (iv) Let F E N, and suppose by induction that H --++ 0 for all H E N with lp(H) < lp(F) . Since F E N we have by (i) that lt(F) = E"=, hilt(Gi) . Without loss of generality we may assume that for each i either hi = 0 or lp(h,)lp(G,) = lp(F) . Let PROOF . As a result of Theorem 3 .6, the usual Buchberger algorithm can be modified to compute a Grobner bases for N (see Buchberger, 1985) . 0 Note : CoCoA currently computes Grobner bases for modules when R is a field, using either the TOP or POT order on T3 .
. Operations on Modules
Using Grobner bases many operations on modules are effectively computable . All of the results of this section generalize results of (Gianni, Trager and Zacharias, 1988, Section 3) to the case of submodules of free modules of R[X], and we will only refer to the results of (Gianni, Trager and Zacharias, 1988) for the ideal cases.
Let N C R[Y, X]' = R[yi, . . ., TJm, x1, . . ., xn] ' be a module, and suppose we are given two orders <, and <, on monomials of R[Y, X] in X and Y respectively . We define a term order < on R[Y, X] by X°'Yp' < X a 'Ya'~--> either X°' <s X°2 or X°' = X°2 and Y/ 3 ' < y Y02 .
Val, a2 E Nn and Y/31, #2 E N'" . Notice that this is a lexicographical ordering between X and Y (and is often called an elimination order) . (ii) Notice that because of the TOP ordering, if 
PROOF . (i) As in the case of ideals, we have
where z is any other indeterminate, and the right hand side of 4 .1 is computable using Proposition 4 .1 .
(ii) The proof is the same as that for ideals (see Gianni, Trager and Zacharias, 1988, Cor . 3 .2(ii) ) .
(iii) Note that
where z is any other indeterminate, and the right hand side of 4 .2 is computable using 
PROOF . Same as for ideals (see Gianni, Trager and Zacharias, 1988, Lemma 3 .5) . 0 
. Primary Modules
For a complete treatment of primary ideals, we refer to (Zariski and Samuel, 1975, or Hungerford, 1974) . Let R be a Noetherian commutative ring. PROOF . We note that clearly P is a prime ideal in R . We make M into an R-module by defining rm = 0(r)m for any r E R and M E M (and similarly N is an R-module) . 
Gr5bner Bases and Dimension
In this section we first review some facts and definitions about the dimensions of ideals and modules, and then show how dimension relates to primary decomposition and the structure of a Grobner basis . We are able to obtain stronger results when N is viewed as a submodule of R[X]', rather than as a submodule of some R-module M C R[X]', as in Proposition 6 .7 and Lemma 6 .8 . The following definitions and propositions can be found in (Kuntz, 1985 ; Zariski and Samuel, 1975 ; Matsumura, 1980) .
Recall that the Krull dimension of a ring R, dim(R), is the supremum of the lengths of all chains of prime ideals in R, and if I is and ideal in R then the Krull dimension of I, dim(I), is defined to be dim(R/I) . It is easily seen that VY is maximal if and only if dim(I) = 0 and I is primary. DEFINITION 6.1 . Let N be an R-module . Then the dimension of N is defined to be dim(N) = dim(R/Ann(N)) .
Note that this is equivalent to saying dim(N) = dim(Ann(N)) . Hence the definition of
Krull dimension of an ideal I differs from its definition of dimension when viewed as an R-module . Unless otherwise specified, when discussing the dimension of an ideal we will always mean its Krull dimension . Now Ann(M/N) has radical (y, x), which is maximal, hence Ann(M/N) is primary. Thus, N is a primary submodule of M. However, Ann(B/N) is zero-dimensional but not primary, hence N is not a primary submodule of B. Thus, when discussing whether a module N is primary, it is important to be given not only N but the overlying R-module M, as well. Being able to decide the primality of ideals in R[X] and determine whether the dimension of an ideal or module is zero is crucial to our work . To do this, however, we need to assume that we already have a primality test for ideals in R and that we can test the irreducibility of univariate polynomials over quotient fields of residue rings of R[X] . We now prove the analogous results to (Gianni, Trager and Zacharias, 1988 , Propositions 5 .2 and 5 .5) for submodules of free modules . In all that follows we will assume that we are using the lexicographical term order on T with xl > x2 > . . . > x,,, and either the TOP or POT on T" and that {el, . . ., e,} is the standard unit basis for R[X]' . 
Hence fi E Ann(R[X]'/N) .
We claim that lt(fi) = x~' ' ' n " . Since lt(Wii) = xr"ei, then lt(gii ) = x ;n 'J , regardless of the ordering on T, . Moreover, writing fi as a polynomial in the gik's, the nonzero term xT-m`' . Thus, using either the POT or TOP ordering, xi E -V/Lt(Ann(R[X]'/N)) for each i. O Proposition 6.7 is the module analog to (Gianni, Trager and Zacharias, 1988, Prop. 5.2) . We would like to find a criteria for determining whether dim(R[X]'/N) = 0 simply by examining a Grobner basis for N . As in the ideal case, we must make the additional assumption that N fl R' is a primary submodule of R' . Let fl be a Grobner basis for N, and set ilii = {G E fZ 1 lt(G) = cx ; `e, for some c E R, m > 0} and Lii = (c I c = lc(G) for some G E flii) .
LEMMA 6 .8 . With the above notation, 3m such that xrei E Lt(N) .
Lii = (1) .
PROOF . = : Since xrei E Lt(N) = Lt(fl), then xrei = EGEn fGlt(G) . We can clearly assume that lt(G) = cGx;"°ei and fG = dGx;" for all G such that fG $ 0 . Hence 1 = LrGEni, dGCG E L,, . G : Suppose 1 = E aGCG E Lii for some aG E R. GEtt :,,c°=1c(G) Let m = maxGEn ;,{mG lt(G) = cGx ;"Oe1}, and for each G E Iii let fG = aGxf"°. Then x"ei = EGEnr; fGlt(G) E Lt(flii) C Lt(N) . O We can now prove the module analog of (Gianni, Trager and Zacharias, 1988, Prop . 5.5 ). In this section we present an algorithm for computing the primary decomposition of a module N when it is given as a submodule of some submodule M C R[X]' and dim(M/N) = dim(Ann(M/N) fl R) = 0 . As in (Gianni, Trager and Zacharias, 1988) , not only will we assume that linear equations are solvable in R, but we will also assume that we already have a primality test for ideals in R and that we can test the irreducibility of univariate polynomials over quotient fields of residue rings of R[X] . The idea is to compute the primary decomposition of N fl R[z"]', extend that decomposition to a (not necessarily primary) decomposition of N , and proceed by induction on the number of variables to compute a primary decomposition of each component . The algorithm will also give us the associated primes for N, which are unique and maximal . The following theorem describes the induction step . 
Primary Decomposition over a Principle Ideal Domain
We now want to consider cases where dim(M/N) is not zero . To do this, however, we need to restrict our ring R to one which is also a Principal Ideal Domain (PID) . compositions for each Ni we obtain a decomposition
