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A continuum model for the dynamics of a single step with the strongly anisotropic line energy is formulated
and analyzed. The step grows by attachment of adatoms from the lower terrace, onto which atoms adsorb from
a vapor phase or from a molecular beam, and the desorption is nonnegligible (the “one-sided” model). Via a
multiscale expansion, we derived a long-wave, strongly nonlinear, and strongly anisotropic evolution PDE for
the step profile. Written in terms of the step slope, the PDE can be represented in a form similar to a convective
Cahn-Hilliard equation. We performed the linear stability analysis and computed the nonlinear dynamics. Linear
stability depends on whether the stiffness is minimum or maximum in the direction of the step growth. It also
depends nontrivially on the combination of the anisotropy strength parameter and the atomic flux from the terrace
to the step. Computations show formation and coarsening of a hill-and-valley structure superimposed onto a
long-wavelength profile, which independently coarsens. Coarsening laws for the hill-and-valley structure are
computed for two principal orientations of a maximum step stiffness, the increasing anisotropy strength, and the
varying atomic flux.
DOI: 10.1103/PhysRevE.88.022402

PACS number(s): 81.15.Aa, 68.55.−a

I. INTRODUCTION

In several well-known experimental papers it was observed that crystal steps on homoepitaxially growing, clean
semiconductor or metal surfaces become faceted and form
corners [1,2]. In Ref. [2] the train of monoatomic steps on
Si(111) develops a zigzag (sawtooth) in-phase instability.
In Ref. [1] two-to-five monoatomic steps bunch on the
surface of Nb(011), forming a multistep which then becomes
faceted as it evolves, and some distinct monoatomic steps
also facet. It also appears from the micrographs (see Fig. 1)
that corners where the facets meet are very sharp, and the
facets are remarkably straight and seemingly free of kinks.
Although certainly the multistep kinetics is very important in
these experiments (see also Ref. [3]), it is conceivable that
equilibrium thermodynamics is at least partially responsible
for step faceting and corner formation [4].
Guided by these examples, in this paper we model strongly
anisotropic step dynamics for a single step that grows
by attachment of adatoms from the lower terrace, onto which
atoms adsorb from a vapor phase or from a molecular beam
(and weakly adsorbed atoms de-adsorb back into the ambient).
Weakly anisotropic step dynamics in this simple setup was
modeled by Saito & Uwaha [5], who derived the KuramotoSivashinsky type equation via the weakly nonlinear analysis
near the instability threshold. (In Ref. [6] their work is extended
to include the diffusion on, and attachment of adatoms from,
the upper terrace.) In the weakly anisotropic formulation the
facets of a step are precluded from being straight lines, and
the corners are smooth. The former is achieved by employing
the twice-differentiable expression for the step line energy
β (thus step stiffness β̃ is defined for all orientations), and
the latter is achieved by using small values of the anisotropy
strength parameter α (see Refs. [7,15] for a detailed review
and discussion of the pertinent anisotropy model).
This paper is partially motivated by the fact that the
analysis by Saito & Uwaha, being to date the only one
published which targets the anisotropic step dynamics, does
not reveal effects of the anisotropic line energy on the step
linear stability; we try to close this gap for the case of strong
1539-3755/2013/88(2)/022402(8)

anisotropy and also analyze some aspects of the nonlinear step
dynamics. By strong anisotropy we mean that through smooth,
twice-differentiable line energy the facet is still not allowed
to have zero curvature, but sharp corners are possible—due to
the assumed negative values of the step stiffness for some
orientations—when there is no material deposition on the
surface and the temperature is very low or zero. (Absence
of deposition and low temperature imply a vanishingly small
or an insignificant density of kinks on the step; thus the step
is stationary.) As the temperature increases (and so does the
number of kinks, making the step rough), and the step starts
to evolve, the tendency to form sharp corners remains due
to assumed strong anisotropy, but the penalty (regularization)
term included in the line energy imposes a radius of curvature
and thus rounds up sharp corners before they form. The
physical origin of the step corner regularization is thought
to be the energy, E (n,nx ), of kink interaction inside a corner,
much the same way the regularization is believed to emerge
for a dynamic corner on a two-dimensional crystal surface
(where interacting one-dimensional steps provide the needed
contribution to the surface energy). Here n(x) is the density of
kinks, and x is the direction across the corner [8].

II. PROBLEM FORMULATION AND THE DERIVATION
OF THE STRONGLY NONLINEAR EVOLUTION
EQUATION FOR THE STEP

We consider morphological evolution of an unstable
monoatomic step on a crystal surface. A step grows by the
flux of adatoms from the lower terrace, and the line energy is
assumed anisotropic. (If the initially straight step is at z = 0,
then the lower terrace is the domain z > 0.)
The governing equations of the model are the steady-state
diffusion equation for the concentration of adatoms on the
lower terrace, the mass conservation condition at the terrace
edge (the step), the (modified) Gibbs-Thomson boundary
condition for the concentration at the step [10], and the
boundary condition for the concentration on the lower terrace

022402-1

©2013 American Physical Society

MIKHAIL KHENNER

PHYSICAL REVIEW E 88, 022402 (2013)

FIG. 1. Faceted step bunches (dark lines) and individual steps
(light lines) on the Nb(011) surface. (Reprinted with permission from
Ref. [1]. Copyright 2002, American Vacuum Society.)
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n = (−Hx cos θ, cos θ ),
δ̄(|α|) > 0,

(2a)


cos θ = 1 + Hx2

function is of no importance for modeling. Thus an increase
of |α| (which increases kc ) is compensated by an increase of
δ̄ (which decreases kc ). Physically, the larger is |α| above the
critical value 1/15, the more surface orientations are excluded
from the equilibrium shape or, in the dynamical situation,
the more surface orientations are unstable with respect to
short-wavelength perturbations; the commensurate increase of
δ̄ in response to this allows one to keep the short-wavelength
instability under control.
Due to the fourfold anisotropy of the stiffness, having
negative α values is equivalent to having the corresponding
positive values and the phase shift of π/4; that is, the
stiffness β̃ = β0 (1 − 15α cos 4θ ) with α < 0 has the same
effect on stability and evolution as the stiffness β̃ = β0 [1 −
15|α| cos 4(θ − π/4)]. The phase shift is interpreted as rotation
of the crystal that exposes (to instability) a step with another
crystallographic orientation. We assume zero phase shift in
the expression for β̃, as shown above; nonzero phase shift,
if it were factored in, does not have an impact on the main
conclusions from the modeling.
Our analysis begins with the formal long-wave expansion
as in Ref. [10], as follows:

(3)
−1/2

x=

,

X

,t = T0 +

T2
2

+

T3
3

+

T4
4

+ ···,

C = C0 (X,z,T0 ,T2 , . . .)
+ 2 C2 (X,z,T0 ,T2 , . . .) + · · · ,

β̃ = β0 (1 − 15α cos 4θ ).

In Eqs. (1)–(3) D is the diffusivity, C the concentration of
adatoms on a terrace, τ the desorption time, f the molecular
or atomic flux impinging on a terrace, H (x,t) the step profile,
θ the angle of the unit normal n to the step with the z axis
(the principal crystal direction), Vn the normal velocity of the
step,  the atomic volume, Ceq the equilibrium concentration,
s the arclength along the step, kB T̄ the Boltzmann factor, κ
the step curvature, β0 the mean energy of a step line, β̃ the
corresponding stiffness, α the anisotropy strength, and δ̄ the
regularization parameter. Note that the expression in the curly
brackets is the regularized stiffness.
The formulation in Eqs. (1)–(3) differs from the one in
Ref. [5] in two respects.
1. The stiffness β̃ is taken in the standard form for fourfold
anisotropy, such that β̃ is negative for certain step orientations
θ when either α > 1/15 or α < −1/15 (strong anisotropy). In
the former (latter) case the stiffness is minimum (maximum) in
the direction θ = 0 (the z axis). Notice that if the need arises,
the general (m-fold) anisotropy can be easily incorporated
into the derivation of the evolution equation and its effects are
straightforward to analyze along the lines of Secs. III and IV.
2. The boundary condition (2b) for the concentration of
adatoms at the step includes the term which provides corner
energy regularization [7,10–15]. This term is proportional
to the positive adjustable parameter δ̄, which depends on
the modulus of the anisotropy strength α. Mathematically,
the latter is necessary in order to keep small the cutoff
wave number kc for arbitrary anisotropy strength and thus
formally remain within the framework of long-wave instability
theory; note that this important feature is absent from the
original long-wave model of Ref. [10]. We assume that δ̄ is
a superlinearly increasing function of |α|; the form of this

(4a)
(4b)

where X is the long-scale spatial coordinate, T0 is the fast
time, T2 ,T3 , . . . are the slow-time variables, and  1 is the
small and dimensionless expansion parameter. Physically,
can be thought of as being the ratio of the initial upper terrace
width, H (t = 0), to the wavelength of the most dangerous
(fastest growing) unstable perturbation of the terrace edge (the
step). This definition of and the scalings (4) are different from
Refs. [5,16], where measures the distance from the instability
threshold in the weakly nonlinear analysis. Notice that we do
not expand the step position H ; thus H (X,T0 ,T2 , . . .) is O(1)
in , meaning that the resulting long-wave evolution equation
is strongly nonlinear and thus it is capable of describing
deformations of the step of order unity. This is contrasted
to the weakly nonlinear equations derived in Refs. [5,16].
We assume that the density of kinks in the step corner region
is high—much higher than a typical density of steps in the surface corner region—and thus the quantity δ̄ = ∂ 2 E(n,0)/∂n2x
(which determines the magnitude of the regularization effect)
is of the order −2 . This is responsible for a finite interval
of unstable wave numbers already at the order O( 2 ) of the
perturbation expansion, as can be seen from Eq. (6b) that is
derived below. In the experiments it was determined that the
step stiffness is sensitive to “many-body interactions such as
kink-kink interactions and/or effective corner energies” [17]. If
by stiffness one understands a full regularized expression, see
the comment to Eq. (2b), then our physical model qualitatively
correlates with these findings.
At the order O(1) we obtain
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where τ = xs2 /D, and feq = Ceq /τ is the flux at the equilibrium. Equation (5a) coincides with Eq. (8) from Ref. [16].
Also, V0 is the constant speed of advance in the positive
z direction of a straight (unperturbed) step [5], and after
transforming to the reference frame advancing with this speed,
the dependence of H on T0 is eliminated.
At the order O( 2 ) we obtain


1
1 2
(H −z)/xs
(z − H )
H + HXX
C2 = (Ceq − τf )e
2
xs X
β0
(15α − 1)e(H −z)/xs HXX ,
(6a)
± Ceq
kB T̄


∂C2
∂C0
−
HX
HT2 = D
∂z |z=H
∂X |z=H


β0
1
2
= xs 
(15α − 1) HXX
(feq − f ) − feq
2
xs kB T̄

feq − f 2
δ(|α|)
HXXXX −
− feq
HX .
(6b)
2xs
xs kB T̄

2

HT2 +

4

HT4 ,

(9)

and introducing the original variable x [which cancels the
powers of in Eq. (9)] results in the final, yet dimensional,
evolution equation:


β0
1
2
(15α − 1) Hxx
Ht = xs 
(feq − f ) − feq
2
xs kB T̄

feq − f 2
δ(|α|)
Hxxxx −
− feq
Hx
2xs
xs kB T̄


x2
3 4
+ s (feq − f )
Hx + Hxx Hx2
4
xs


2 2
feq xs  β0
1
∓
(15α − 1)
Hxx Hx2 + Hxxx Hx .
2xs
kB T̄
(10)

m1 ∓ m2
Hxx Hx2
Ht = (m1 − m2 ) Hxx − m3 Hxxxx +
2


3 4
Hx − Hx2 ∓ m2 Hxxx Hx .
+ m1
(11)
2

(7)

Also notice that the right-hand side of Eq. (2b) implies
C < Ceq when δ̄ = 0 and β̃, HXX < 0 (the step is concave
downward). Thus in order to preserve this property—that
is, to have C = C0 + 2 C2 = Ceq + 2 C2 < Ceq —one has to
select the positive sign in the expression (7) for C2 at the step
[and in Eq. (6a)] when α > 1/15, and select the negative sign
otherwise.
When the anisotropy strength α = 0, we assumed the
corresponding regularization δ(|α|) = 0, and thus Eq. (6b)
has the form of the fourth-order Kuramoto-Sivashinsky (KS)
equation (52) from Ref. [16]. It incorporates the linear effect
of the anisotropy. (By formally assuming that limα→0 δ(|α|) =
0, the form (52) from Ref. [16] is recovered for zero
anisotropy.) Again speaking only about equation structure,
Eq. (6b) differs from the evolution equation (3.9) in Ref. [5]
in that the anisotropy term in the curly brackets features the
characteristic combination 15α − 1, while at the same time it
is not multiplied neither by the nonlinearity, nor by , which
makes the linear stability of the step dependent on anisotropy
(similar to the models of surface anisotropy, which Ref. [10]
pioneered).
Having obtained the linear effect of the anisotropy, our goal
now is to derive the nonlinear contribution. Thus we proceed
to the order O( 3 ) in the perturbation expansion [where we
obtain H = const(T3 )] and then to the order O( 4 ), which
results in
HT4

Ht =

Lastly, using xs for the length scale and τ for the time scale,
we obtain the dimensionless evolution equation:

Notice that at the step, z = H , the concentrations are
C0 = Ceq , C2 = ±Ceq (β0 /kB T̄ )(15α − 1)HXX .

Notice that all terms on the right-hand side of Eq. (8) are
nonlinear and thus they do not affect linear stability.
Next, combining derivatives like this:



∂C2
1 ∂C2
1 ∂C0
= D −
HX −
HX2 +
HX3
∂X |z=H
2 ∂z |z=H
2 ∂X |z=H


2

x 
3 4
= s
feq − f
H + HXX HX2
4
xs X


feq xs2 2 β0
1
2
∓
(15α − 1)
HXX HX + HXXX HX . (8)
2xs
kB T̄

Here,
1
feq − f τ,
2
feq 2 β0 τ
(15α − 1),
m2 =
kB T̄ xs
feq 2 τ δ(|α|)
m3 =
.
kB T̄ xs3
m1 =

(12)

The parameter m1 measures the deviation of the flux from the
equilibrium value, the parameter m2 measures the strength
of the anisotropy, and the parameter m3 measures the
effect of the regularization (corner rounding). We note the
symmetry of Eq. (11) with respect to the transformation
x → −x. Again comparing to the anisotropy model in Ref. [5],
Eq. (11) contains the nonlinear terms proportional to Hxxx Hx
and Hx4 ; these terms are not in Eq. (3.9) of Ref. [5].
Since m3 > 0, clearly, the step is linearly unstable if


2β0
(15α − 1) ,
m1 − m2 < 0, or f > fc = feq 1 −
xs kB T̄
(13)
where fc is the critical flux of adatoms from the lower terrace to
the step. When α = 0 (isotropy), the condition (13) coincides
with Eq. (2.9) in Ref. [5].
However, we emphasize that Eq. (11) is not applicable
in the isotropic case. Indeed, the second and the fifth (the
last) terms on the right-hand side of Eq. (11) are responsible
for the onset and development of the step faceting instability,
and these terms remain in the equation even in the limit α = 0
(when there cannot be any faceting and/or corner formation).
Thus in the isotropic case Eq. (6b), where α is set equal to zero
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and the coefficient of the fourth derivative term is appropriately
re-defined (as in Ref. [16], for instance), must be used instead.
In the weakly anisotropic case (α = 0, |α| < 1/15), because
Eq. (11) does not connect smoothly to the “isotropic” equation
as α → 0, and because Eq. (6b) is deficient (since it does
not contain nonlinear terms responsible for faceting and only
correctly, as we believe, describes the linear instability),
Eq. (3.9) from Ref. [5] is appropriate for computing the
nonlinear dynamics of the step.

III. ANALYSIS OF THE EVOLUTION EQUATION AND ITS
FURTHER SIMPLIFICATION

As far as the linear stability of the step governed by
Eq. (11) is in question, we observe that the dispersion curve
ω(k) has the typical long-wave shape on the interval 0  k 
kc ; the
√ growth rate ω vanishes at the cutoff wave number
kc = (m2 − m1 )/m3 . As per our assumptions, kc remains
finite (and small) as √
|α|, δ(|α|) → ∞. The most dangerous
wavelength λmax = 2 2π/kc and the most dangerous growth
rate ωmax = (m2 − m1 )2 /4m3 .
Consider the case α > 1/15 in Eq. (13), i.e., the stiffness
is minimum in the direction of growth. Then, the critical flux
is less than the equilibrium one, and at α = αc = 1/15 + r,
where r = xs kB T̄ /30β0 , the critical flux vanishes; thus at
α > αc any flux destabilizes the step. As suggested by the
dimensional parameters [18], r typically is a value between
0.01 and 0.1. At any flux value such that f > feq > fc the
growth (in the frame moving with the nonzero velocity V0 )
and the instability coexist [16]; at fc < f < feq , the speed V0
is zero but the step is instable and growing in the laboratory
frame; and at a nonzero f , such that f < fc < feq , the speed
V0 is zero and the step is straight, stable, and not growing in
the laboratory frame. The latter situation is possible only when
α is in a narrow interval, 1/15 < α < αc .
On the other hand, when the stiffness is maximum in the
direction of growth (α < −1/15), the critical flux needed for
instability is larger than feq , signaling that the step is less
prone to destabilization. Even when f < feq and the step is
linearly stable, it is possible to envision the situation when
the initial shape of the step is the large-amplitude, smooth (or
nearly smooth) curve. For such initial condition the nonlinear
phase of evolution can be studied; we defer this to future
investigations. And no matter how f , feq and m1 , m2 compare,
the nonlinear evolution with α > 1/15 and with α < −1/15
is expected to be different due to the opposite sign of (at least)
the last nonlinear term in Eq. (11) (notice how m1 − m2 and
m1 + m2 may in principle be of the same sign, and then the
effective sign of the Hxx Hx2 term is the same for α < −1/15
and α > 1/15 cases).
Next, due to the assumption that the regularization parameter δ is a function of |α|, the dimensionless parameter m3 can
be represented as a function of the dimensionless parameter
m2 ; thus these parameters are not independent. Since our goal
is to investigate in detail the interplay of the parameters m1
and m2 , in the case of linear instability, we eliminate the
parameter m3 . We do this by fixing the most dangerous wave
number kmax of the linear instability and then representing δ
2
, where m2 − m1 > 0.
as δ = (m2 − m1 )kB T̄ xs3 /22 feq τ kmax

Then the evolution equation takes the form


m1 ∓ m2
Hxxxx
+
Hxx Hx2
Ht = (m1 − m2 ) Hxx + 2
2kmax
2


3 4
2
H − Hx ∓ m2 Hxxx Hx ,
+ m1
(14)
2 x
where kmax is a fixed input parameter.
Before presenting the results of computations, we mention
that by introducing the step slope q ≡ Hx , Eq. (11) can be put
in the following convective (and fully conservative) form [10]:




3
−∂G
2
4
2
+m3 qxx
qt + m1 q − m1 q − m2 qx +
= 0,
2
∂q
x
xx
(15)
where
m1 − m 2 4
G=
q +
24




m2
m1 − m2
−
qx q 2 .
2
2

(16)

For simplicity of the demonstration, we kept the signs in
Eqs. (15) and (16) that correspond only to the case α > 1/15.
The energy G in Eq. (16) is reminiscent of the Cahn-Hilliard
energy, although the cubic term is absent and the prefactor to
the quadratic term is the linear function of the step curvature,
qx . We found that the computations of Eq. (15) are not as
convenient to interpret as those of Eq. (14); thus in the next
section we describe the computations of the latter equation.
IV. COMPUTATIONAL RESULTS

We performed computations of step instability and growth
starting from a random, small-amplitude perturbation of the
step profile H (x,0) = 1 on the domain 0  x  100λmax
(λmax = 2π/kmax ), with periodic boundary conditions. Integration in time of Eq. (14) was performed using the stiff ODE
solver DVODE, whereas the discretization in space was carried
out using the second-order centered finite differencing on a
spatially uniform grid. The number of spatial grid points was
at least 20 per wavelength λmax . Dimensional parameters were
chosen as in Ref. [18]. We describe separately the results for
the cases α > 1/15 and α < −1/15.
When the dynamics is governed by a convective CahnHilliard equation, it is known that the pattern length scale
coarsens nonuniformly (with different speeds) in time [19].
Such is the case, for instance, when the hill-and-valley
structure is formed on a crystal surface which evolves by the
deposition flux and the surface diffusion with the strongly
anisotropic surface energy [13,14]. For the growing step with
the strongly anisotropic line energy, absent the line diffusion,
we found a similar situation; the computations aim to quantify
the growth speed and the laws of the morphology coarsening.
A. Stiffness is minimum in the growth direction (α > 1/15)

In this section we describe the results of the two sets
of computations: the first, with the fixed flux f = 2feq and
α = 0.1,0.2,0.4,0.8,1.6; and the second, with fixed α = 0.4
and f/feq ≡ F = 0.1,1,10,50,150. For these values of α the
critical flux is zero (see the above analysis); thus for all chosen
f values the step is linearly unstable.
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FIG. 2. (Color online) Late-time step morphology. α = 0.1, F =
2. Dashed line: Long-wavelength modulation of the mean step
position. This line connects the grid nodes whose numbers are the
average values of all grid nodes on an uphill or a downhill; thus the
locations of such grid nodes do not coincide with a midpoint on a
slope, as can be seen in the bottom inset (but they are close). Bottom
inset: Zoom into the middle section of the main figure. Top inset:
Zoom into the graph of the step slope, Hx . Note: The axes labels in
the figures are capitalized for visibility.

established—that is, hills and valleys do not coarsen any
more; we call this a steady state. Such late-time morphology
is typical to all anisotropy strengths |α| > 1/15. The length
scale of the hill-and-valley structure is defined as the ratio
of the length of the computational domain to the number
of kinks (valleys). Besides this length scale one can clearly
distinguish a large-amplitude, long-wavelength modulation of
the mean step position (the dashed line). The latter length
scale continues to coarsen even after the steady state has
been reached. For example, we show the coarsening of the
long-wavelength modulation in Fig. 3, but at this point we
are unable to quantify it due to difficulties of the numerical
implementation. Also note, from the top inset of Fig. 2 that the
slope of the hills is fairly gentle—around 12◦ .
Figure 4 shows the entire time evolution of the morphology
for α = 0.1 and α = 1.6. Especially in the right panel one
can notice that the long-wavelength modulation continues to
coarsen even after the steady state has been reached roughly
by the time it takes the step to grow to the level z = 1.6.
Prior to that, the significant changes in the length scale of
the hill-and-valley structure (the kink-antikink collisions) are
signaled by the regions of high black contrast.
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Figure 2 shows the step morphology after the final length scale of the hill-and-valley structure has been
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FIG. 3. (Color online) Coarsening of the long-wavelength modulation of the mean step position. α = 1.6, F = 2. For better view, the
profiles corresponding to different times have been bunched together.
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FIG. 4. Evolution of the morphology from the small random
perturbation to the final computed shape. F = 2. Top panel: α = 0.1,
bottom panel: α = 1.6.
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FIG. 5. (Color online) Coarsening of the hill-and-valley structure
for different anisotropy strengths. Coarsening laws are shown for
the case α = 0.1. Inset shows the time to reach the steady state (the
horizontal part of the curve in the main figure) vs α. (The curve in
the inset is only a guide for the eye.) F = 2.

FIG. 6. (Color online) Step velocity vs the time for different
anisotropy strengths. Inset shows the velocity in the steady state (the
horizontal part of the curve in the main figure) vs α. The slope of this
line is 1.7 × 10−4 . (The curve in the inset is only a guide for the eye.)
F = 2.
2. Fixed anisotropy strength
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Figure 5 shows the plots of the length scale of the hilland-valley structure, Lx , vs the time for varying anisotropy
strength α. (Lx was averaged over ten computations with
the different initial random perturbation of the straight
step.) One can distinguish three coarsening regimes for
α = 0.1,0.2, and 0.4, and two regimes for α = 0.8 and
1.6. Simple averaging gives Lx = log10 2.65t 0.054 , Lx =
log10 1.27t 0.203 , Lx = log10 1.88t 0.154 for the first, second,
and third regimes, respectively. Clearly, coarsening is the
fastest in the second regime. As has been pointed out above,
the existence of different coarsening regimes for a given α
can be attributed to the presence of convective terms in the
Cahn-Hilliard-like evolution equation (15) [19]. The final,
steady-state value of Lx is not very sensitive to α; this value (in
the 0.8–0.9 range) seems to depend on α nonmonotonically.
The value signals that the final number of kinks (or antikinks)
is significantly less (by 20–25%) than 100; the latter number
is the number of kinks that would fit into the computational
domain according to the linear stability analysis. Also notice
that as the anisotropy strength increases, the steady-state
occurs faster (inset).
Finally, Fig. 6 shows the graphs of the step velocity
vs the time for different anisotropy strengths. Irregularity
(oscillation) of the velocity increases with α, but ultimately
a steady-state velocity is reached. Comparison of Fig. 5
with Fig. 6 shows that the emergence of the steady-state
velocity coincides with the establishment of the final length
scale of the hill-and-valley structure. The inset to this figure
demonstrates that the steady-state velocity increases linearly
with the anisotropy strength.

Figure 7 shows the plots of the length scale, Lx , vs the time
for the varying flux F . In contrast to Fig. 5 we notice that both
the time to the steady state (inset) and the steady-state length
scale are the nonmonotonic functions of the flux. Both increase
when F ∼ 1, then decrease. When F is increased from 0.1 to
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FIG. 7. (Color online) Coarsening of the hill-and-valley structure
for different fluxes F . Inset shows the time to reach the steady state
vs F . (The curve in the inset is only a guide for the eye.) α = 0.4.
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FIG. 8. (Color online) Step velocity vs the time for different fluxes
F . The curve that corresponds to F = 150 is not shown in order to not
scale down the view of the other four curves. Inset shows the velocity
in the steady state. (The solid curve in the inset is only a guide for the
eye.) The dashed curve is the five-point fit 1.16 × 10−7 F 2 + 4.26 ×
10−6 F + 5.35 × 10−5 . α = 0.4.

150, the length scale decreases by 20%. For flux values larger
than 200 the step evolution is chaotic.
Figure 8 shows the plots of the step velocity vs the time
for the varying flux F . Predictably, velocity increases when
the flux increases. As is shown in the inset, this dependence is
nonlinear; it is fitted quite well by the quadratic polynomial.

B. Stiffness is maximum in the growth direction (α < −1/15)

Here, because the problem is very numerically stiff even
with regularization in effect, we succeeded in computing the
step evolution only for modest values of the anisotropy strength
|α| above the critical value 1/15: 1/15 < |α|  0.2. Since
when α < −1/15 the critical flux is always nonzero [see
Eq. (13) and its discussion], every time a new α is chosen,
the input flux must also be changed to keep it above fc .
The values we chose are as follows: for α = −0.1, F = 15.5;
for α = −0.15, F = 18.8; α = −0.2, F = 22.2. These values
are at the same distance (= 3.3, arbitrarily chosen) from the
corresponding Fc value in all three cases.
Figure 9 shows the plots of the length scale, Lx , vs the
time for the varying α. Notice, by comparison with Fig. 5,
that the coarsening exponents are much larger in the present
case, and the steady-state length scales are also much larger,
signaling the reduction in the number of kinks compared to
the number expected from λmax by as much as 50% even for
these relatively small values of |α|. Again averaging the data
from the three curves gives Lx = log10 0.47t 0.342 , Lx =
log10 0.79t 0.288 for the first and the second regime, respectively.
Coarsening is the fastest in the first regime.

FIG. 9. (Color online) Coarsening of the hill-and-valley structure
for different anisotropy strengths. Coarsening laws are shown for the
case α = −0.1.

The step velocity exhibits a behavior very similar to the one
in Fig. 6, including the linear dependence of the steady-state
velocity on the anisotropy strength.
V. SUMMARY

In this paper, a long-wave PDE is formulated for the
description of the strongly anisotropic step dynamics within
the framework of a one-sided model. Written in terms of the
step slope, the PDE can be represented in a form similar to a
convective Cahn-Hilliard equation.
Analysis of the model shows, most importantly, that the
linear stability of a step depends not only on the strength of
the adatom flux from the terrace to the step, but also on the
sign and the strength of the line energy anisotropy parameter α.
The latter observation is entirely new. However, it should not
come as a complete surprise, since the mathematical structure
of the one-sided step evolution model is similar to the model
of solidification into a hypercooled melt [10]. That model
involves the concentration field dynamics on one side of the
interface only (in the liquid phase), and it is well-known and
accepted that the linear stability depends on the anisotropy
strength. Consequently, the results of our modeling remind us
of those obtained in Ref. [10].
Specifically, we found that it matters whether the step
stiffness is a minimum or a maximum in the direction of
the step growth. In the former case, when α is larger than
the threshold value, the critical flux that destabilizes the step
is less than the equilibrium value, and it is even possible to
destabilize the step by anisotropy alone by taking α large
enough. That is, the flux and the anisotropy complement each
other in destabilizing the step, though in the latter case, the
critical flux is larger than the equilibrium value for any α.
In the computations of the nonlinear dynamics with the
strong anisotropy, most interestingly, we found the emergence
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and coarsening of the long-wavelength deformation of the step,
which goes on simultaneously with the (nonuniform in time)
coarsening of the hill-and-valley structure. We characterized
the coarsening of the latter structure as a function of the
anisotropy and the flux, and our future research will focus
on the analysis of the former process.
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