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INEQUALITIES FOR THE LOWEST MAGNETIC NEUMANN
EIGENVALUE
S. FOURNAIS AND B. HELFFER
Abstract. We study the ground state energy of the Neumann magnetic Lapla-
cian on planar domains. For a constant magnetic field we consider the question
whether the disc maximizes this eigenvalue for fixed area. More generally, we
discuss old and new bounds obtained on this problem.
1. Introduction
1.1. The setup. We consider an open set Ω ⊂ R2 that is smooth, bounded and
connected. We denote by A(Ω) the area of Ω, and define RΩ to be the radius of the
disc with the same area as Ω, i.e.
πR2Ω = A(Ω).(1.1)
Let λN1 (B,Ω) be the ground state energy for the magnetic Neumann Laplacian on
Ω with constant magnetic field of intensity B ≥ 0, i.e.
(1.2) HN(A, B,Ω) := (−i∇ +BA)2
where
A =
1
2
(−x2, x1)
(in particular ∇ × A = 1), and where we impose (magnetic) Neumann boundary
conditions.
Similarly, λD1 (B,Ω) will denote the ground state energy in the case where we
impose the Dirichlet boundary condition. We are interested in upper and lower
bounds on these eigenvalues, universal or asymptotic in the two regimes B → 0
or B → +∞ . When considering lower bounds, we first mention the following
result obtained by L. Erdo¨s [13] (in the spirit of the Faber-Krahn inequality for
non-magnetic eigenvalues)
Theorem 1.1. For any planar domain Ω and B > 0, we have:
(1.3) λD1 (B,Ω) ≥ λD1 (B,D(0, R)) ,
Moreover the equality in (1.3) occurs if and only if Ω = D(0, RΩ).
We would like to analyze a similar question for the Neumann magnetic Laplacian.
Question 1: For which B > 0 do we have λN1 (B,Ω) ≤ λN1 (B,D(0, RΩ)) ?
When Ω is assumed to be simply connected, our choice of A such that the magnetic
field curlA = 1 is not important because, by gauge invariance, this spectral question
depends only on the magnetic field. We will discuss the non simply connected
situation in Section 5.4.
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To analyze Question 1, we first look at the two asymptotic regimes B → 0 and
B → +∞ .
1.2. Weak magnetic field asymptotics. By rather standard perturbation theory
[17, Proposition 1.5.2], we have the following weak field asymptotics.
Theorem 1.2. Let Ω ⊂ R2 be smooth, bounded and simply connected. There exists
a constant CΩ > 0 such that for all B > 0
(1.4) A(Ω)−1B2
∫
Ω
|A′|2 dx− CΩB4 ≤ λN1 (B,Ω) ≤ A(Ω)−1B2
∫
Ω
|A′|2 dx ,
where the magnetic potential A′ is the solution of
(1.5) ∇×A′ = 1 , ∇ ·A′ = 0 and A′ · ν = 0 on ∂Ω .
Notice that in the case of the disc, we have A′ = A . A weak version of Question 1
above would consequently be:
Question 2: Do we have
∫
Ω
|A′|2 dx ≤ 1
4
∫
D(0,1/
√
pi)
r2 dx if A(Ω) = 1 ?
We will review the affirmative answer to Question 2 in Section 3 below.
1.3. Strong magnetic field asymptotics. For a smooth domain Ω and a point
P ∈ ∂Ω we denote by κ(P ) the curvature of the boundary at P . We denote by
κmax(Ω) the maximum value of κ(P ), P ∈ ∂Ω.
In the limit where B → +∞, we have the following [17, Theorem 8.3.2] (referring
to former results by Bernoff-Sternberg [5], Helffer-Morame [19], Lu-Pan [25]).
Theorem 1.3. Let Ω ⊂ R2 be smooth and bounded. There exist cΩ, BΩ > 0 such
that ∣∣λN1 (B,Ω)− (Θ0B − C1κmax(Ω)B1/2)∣∣ ≤ cΩB1/3,(1.6)
for all B ≥ BΩ. Here Θ0, C1 > 0 are universal constants, in particular, independent
of B and Ω.
Remark 1.4. In the paper by Baumann-Phillips-Tang [3] (Theorem 6.1, p. 24) the
authors prove the following more precise asymptotic expansion for large values of B
in the case of the disc (see Fournais-Helffer [17, Chapter 5] and Fournais-Persson
[18] for improvements):
(1.7) λN(B,D(0, R)) = Θ0B − C1 1
R
B
1
2 +O(1) .
When κ(P ) has a unique non degenerate maximum, a more complete expansion than
(1.6) can be obtained (see Fournais-Helffer [16]).
The asymptotics for strong magnetic fields leads us to the next question
Question 3: Is the maximal boundary curvature minimized by the disc ?
We will review the affirmative answer to Question 3 (for simply connected domains)
in Section 2 below.
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1.4. Reverse Faber-Krahn inequality for magnetic fields. The analysis of
Question 2 and 3, i.e. the study of the limits of large and small magnetic field
strength, suggests that
λN1 (B,Ω) ≤ λN1 (B,D(0, RΩ)),(1.8)
for all B. This would correspond to a reverse Faber-Krahn inequality for magnetic
fields, i.e. to an affirmative answer to Question 1. Notice though, that we do not
prove such an inequality in this paper. Also notice that this inequality is not true in
general non-simply connected domains as the counterexample in Remark 2.4 below
shows. Notice also that it should not be confused with the inequality—which often
goes under the name ‘reverse Faber-Krahn inequality’
λN2 (0,Ω) ≤ λN2 (0, D(0, RΩ)) ,(1.9)
which is due to Szego¨ for the two-dimensional case and Weinberger for the general
case, see [32, 34].
Remark 1.5. The discussion in the present paper also applies to a magnetic version
of (1.9). I.e. one may ask if the inequality
λN2 (B,Ω) ≤ λN2 (B,D(0, RΩ))(1.10)
holds for all B > 0. Since (1.9) is strict if Ω 6= D(0, RΩ) we immediately get (1.10)
for small values of B by continuity. For B large one can argue as follows: Suppose
Ω is simply connected and not a disc. By the affirmative answer to Question 3 given
in Section 2 below and continuity of the curvature we may choose distinct points
x, x′ ∈ ∂Ω such that the respective curvatures satisfy
κ(x) ≥ κ(x′) > 1/R,
(with 1/R being the curvature of the disc D(0, RΩ)). The proof of (1.6) (see [19])
involves the construction of approximate eigenfunctions localized near an arbitrary
boundary point and with κmax(Ω) replaced by the boundary curvature at that point.
Since the points x, x′ are distinct these approximate eigenfunctions will have disjoint
support for large enough B and both give energy expectations below the value (1.7)
for the disc. The inequality (1.10) follows upon an application of the variational
characterization of eigenvalues. Actually, by generalization to arbitrary number of
points we find that if Ω is simply connected and not a disc, then for all n ≥ 1 there
exists B0 > 0 such that
λNn (B,Ω) ≤ λN1 (B,D(0, RΩ)), for all B ≥ B0.
However, to establish (1.10) for intermediate values of B remains open.
2. Around maximal curvature
In this section we assume that Ω is simply connected. We discuss the following
result.
Theorem 2.1. For given area, the maximal curvature is minimized by the disc.
This is actually an old theorem which was rediscovered in [26] (and proved in the
star-shaped case).
4 S. FOURNAIS AND B. HELFFER
Sketch of the proof of Theorem 2.1 in the star-shaped case. If x(s) = (x1(s), x2(s))
is a point of the boundary (parametrized by the arc length coordinate), it is an
immediate consequence of the divergence theorem that
(2.1) A(Ω) =
1
2
∫
∂Ω
p(s)ds ,
where
p(s) = x(s) · ν(s) ,
and ν(s) is the outward normal1. We note that if Ω is star-shaped with respect to
0, then p(s) ≥ 0 .
The second ingredient in the proof is the so-called Minkowski formula which in
dimension 2 reads
(2.2) ℓ(∂Ω) =
∫
p(s)κ(s)ds .
The identity (2.2) follows from the observation that
x′′(s) = −κ(s)ν(s) .
Hence we can rewrite∫
p(s)κ(s)ds = −
∫
x(s)x′′(s)ds =
∫
|x′(s)|2ds =
∫
ds = ℓ(∂Ω) .
Combining (2.2) with (2.1) (and the positivity of p(s)), we easily get
(2.3) ℓ(∂Ω) ≤ 2κmax(Ω)A(Ω) .
Now the classical isoperimetric inequality says that
(2.4) 4πA(Ω) ≤ ℓ(∂Ω)2 ,
with equality (only) in the case of the disc.
Inserting (2.4) in (2.3) we find
(2.5)
√
πA(Ω)−
1
2 ≤ κmax(Ω) .
with strict inequality if Ω is not a disc. 
The general (simply connected but not star-shaped) case was open until recently.
However, it has been settled in [27] on the basis of a result due to Pestov-Ionin [28]
(and [22]):
Proposition 2.2. For a smooth closed Jordan curve, the interior of the curve con-
tains a disk of radius 1
κmax(Ω)
.
Finally, we mention that, as observed in [26], this implies through the semi-
classical analysis recalled in Theorem 1.3 that in the large magnetic field strength
limit we have
λN1 (B,Ω) ≤ λN1 (B,D(0, RΩ)) +O(B1/3), as B →∞.
From this we deduce:
1Note that in [17] the normal is directed inwards.
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Proposition 2.3. Let Ω ⊂ R2 be smooth and simply connected. There exists
B1(Ω) > 0 such that, for all B ≥ B1(Ω),
(2.6) λN1 (B,Ω) ≤ λN1 (B,D(0, RΩ)) .
Furthermore, the inequality (2.6) is strict unless Ω = D(0, RΩ).
Remark 2.4 (Non-simply-connected counterexample to reverse Faber-Krahn). Let
Ω be an annulus, i.e. Ω = {x ∈ R2 : R1 < |x| < R2} for some 0 < R1 < R2. Notice
that κmax(Ω) = κmax(D(0, R2)) =
1
R2
, since the curvature on the inner boundary
of the annulus is negative. Therefore, κmax(Ω) < κmax(D(0, RΩ)), and we get from
Theorem 1.3 that
λN1 (B,Ω) > λ
N
1 (B,D(0, RΩ)),
for sufficiently large B.
3. Torsional rigidity
We assume that Ω is simply connected and introduce
(3.1) ŜΩ :=
∫
Ω
|A′|2 dx
where the magnetic potential A′ is the solution of
(3.2) ∇×A′ = 1 , divA′ = 0 and A′ · ν = 0 on ∂Ω .
As observed in [17] we have the identity
(3.3) ŜΩ = inf
φ∈H2(Ω)
∫
Ω
|∇φ+A′|2 dx,
which will be useful later.
Define now ψ = ψΩ to be the solution of
(3.4) ∆ψ = 1 , ψ
∣∣
∂Ω
= 0 .
Then we have
A′ = ∇⊥ψ ,
where ∇⊥ψ = (−∂x2ψ, ∂x1ψ) . Hence, we get:∫
Ω
|A′|2 dx =
∫
Ω
|∇ψ|2 dx .
The quantity
(3.5) SΩ :=
∫
Ω
|∇ψ|2 dx
with ψ solution of (3.4), is a well known quantity in Mechanics, which is called (see
[31], up to a factor 2) the torsional rigidity of Ω. In Mathematics, these quantities
are analyzed in the celebrated book of Polya and Szego¨ [29] where the results are
obtained or illustrated with many explicit computations for specific domains. By an
integration by parts, we get
(3.6) SΩ = −
∫
Ω
ψ dx .
If ψ = ψΩ is the solution of (3.4) then, by the maximum principle, ψ < 0 in Ω
and attains its infimum ψmin(Ω) in Ω.
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In [20] it was observed, using Theorem 1.1 and the asymptotics for B large, that:
(3.7) 0 > ψmin(Ω) ≥ ψmin(D(0, RΩ))
where D(0, R) is the disk of same area as Ω. As recalled in Sperb [31, p. 193] , this
result is actually due to Polya-Szego¨ [29]. The inequality (3.7) is also a consequence
of the very classical result by G. Talenti, see [33].
To address Question 2 from the introduction, we will compare SΩ for different
domains.
Example 1 (Optimizing SΩ over ellipses).
As a preliminary exercise, we can consider the case of the full ellipse defined as
{(x, y) ∈ R2 , x2
a2
+ y
2
b2
< 1}, where explicit formulas are available. We have then
(3.8) ψa,b(x, y) =
1
2/a2 + 2/b2
(x2
a2
+
y2
b2
− 1
)
, ψa,b,min = − 1
2/a2 + 2/b2
.
To compare with equal area we assume in addition
ab = 1 ,
the unit disk corresponding to a = b = 1.
We then have by changing variables in the integral,
−
∫
ψa,b(x, y)dxdy =
1
2/a2 + 2/b2
∫ (
1− x
2
a2
− y
2
b2
)
+
dxdy
=
2ab
1/a2 + 1/b2
(−
∫
ψ1,1(x, y) dxdy .
This implies
(3.9)
(
−
∫
ψa,b(x, y) dxdy
)
≤
(
−
∫
ψ1,1(x, y) dxdy
)
if ab = 1 ,
with equality for a = b = 1.
This is actually the particular case (already mentioned in [29]) of a general result
communicated to us by D. Bucur [7] (see also [8] for generalizations to other models).
Proposition 3.1. Suppose that Ω is simply connected, then
(3.10) SΩ ≤ SD(0,R) .
Remark 3.2. This problem was raised by Saint-Venant as early as the 19th century
(so this inequality is often called the Saint-Venant inequality) even though the proof
is attributed to G. Polya.
Sketch of the proof. The proof is based on the formula
(3.11) SΩ = −
(∫
Ω
|∇ψΩ|2 dx+ 2
∫
Ω
ψΩ dx
)
which is an immediate consequence of (3.5). One can then follow the standard proof
of the Faber-Krahn inequality. Observe that ψΩ is the unique critical point for the
functional H10 (Ω) ∋ u 7→
∫
Ω
|∇u|2 dx + 2 ∫
Ω
u dx. By uniqueness, it is a minimum.
Using the Schwarz symmetrization procedure (see for example the survey [1] for the
main definitions and properties), this leads to∫
Ω
|∇ψΩ|2 dx+ 2
∫
Ω
ψΩ dx ≥
∫
D(0,R)
|∇ψ∗Ω|2 dx+ 2
∫
D(0,R)
ψ∗Ω dx
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where ψ∗Ω is deduced from ψΩ by the symmetrization. One can then use that∫
D(0,R)
|∇ψ∗Ω|2 dx+ 2
∫
D(0,R)
ψ∗Ω dx ≥
∫
D(0,R)
|∇ψD(0,R)|2 dx+ 2
∫
D(0,R)
ψD(0,R) dx .

As a corollary, we obtain
Proposition 3.3. Suppose that Ω is smooth, bounded and simply connected. There
exists B0 = B0(Ω) > 0 such that, for all B ∈ (0, B0),
(3.12) λN1 (B,Ω) ≤ λN1 (B,D(0, RΩ)) .
Remark 3.4. Using recent results by Brasco-De Philippis-Velichkov [6], it is possible
to show that we can take, assuming A(Ω) = 1,
B0(Ω) = CA(Ω) ,
where C > 0 is a universal constant and A(Ω) is the Fraenkel assymmetry
A(Ω) := inf
unit discs D
A(Ω∆D) ,
where the symbol ∆ stands for the symmetric difference between sets.
Observing that the main term of the asymptotics in Theorem 1.2 is an upper
bound (coming from using a constant function as a trial state) we also get the
following consequence of Prop. 3.1.
Proposition 3.5. Suppose that Ω is simply connected. Then for all B > 0,
(3.13) λN1 (B,Ω) ≤ A(Ω)−1SΩB2 .
and
(3.14) λN1 (B,Ω) ≤
A(Ω)
8π
B2 .
Remark 3.6. Note also that (3.14) can also be obtained via Polya’s inequality:
A(Ω)−1SΩ ≤ 1
λD1 (0,Ω)
,
(which results of a combination of (3.5), (3.6) and the Poincare´ inequality) and the
standard Faber-Krahn inequality.
The recent improvement in [4] of the Polya inequality permits actually to improve
(3.14).
Remark 3.7. One can find in [29] (see p. 10) a lower bound for smooth, simply
connected planar domains:
(3.15) SΩ ≥ π
8
R4in ,
with optimality in the case of the disk.
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4. lower bounds
There are very few universal lower bounds in the literature. Theorem 3.8 in the
work of Ekholm-Kowarik-Portmann [12] reads:
Theorem 4.1. Under the same assumptions as before
(4.1) λN1 (B,Ω) ≥
π
4A(Ω)
B2R4inλ
N
2 (0,Ω)
B2R2in + 6λ
N
2 (0,Ω)
if 0 ≤ B ≤ R−2in ,
and
(4.2) λN1 (B,Ω) ≥
π
32A(Ω)
E(R2inB)λ
N
2 (0,Ω)
B + 12λN2 (0,Ω)
if B ≥ R−2in ,
where Rin is the interior radius of Ω and E(t) is the largest integer ≤ t .
Note that this estimate is coherent with the homogeneity property:
λN1 (t
−2B, tΩ) = t−2λN1 (B,Ω) , ∀t > 0 ,
but none of these estimates are close to the associated asymptotics (B small or B
large).
As B → 0, we indeed get from (4.1) that
(4.3) λN1 (B,Ω) ≥
π
24A(Ω)
B2R4in +O(B
3) ,
which should be compared to the asymptotic result using (3.15).
As B → +∞, (4.2) becomes
(4.4) λN1 (B,Ω) ≥
π
32A(Ω)
R2inλ
N
2 (0,Ω) + o(1) ,
In particular, the right hand side of (4.4) remains bounded in contrast to (1.6).
Other geometric upper bounds in [13] and [10, 9] seem to indicate that this lower
bound is rather far from an optimal one for B large.
It could be also interesting to compare with what one gets from Section 3.2 in our
book [16].
5. Extensions and open questions.
5.1. Open questions. Of course, the main question is: Can we prove the reverse
Faber-Krahn inequality (1.8) for arbitrary B ?
Let us also mention the following connected questions
(1) What can we say when B is no more constant ?
(2) What can we say in three dimensions ?
(3) What can we say in the non-simply connected case ?
In the next subsections we will discuss partial answers to these questions.
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5.2. The case of a non constant magnetic field. Let us assume that the mag-
netic potentialA has as magnetic field β(x), with β not necessarily constant. Define,
ŜAΩ :=
∫
Ω
|A′|2 dx ,
where A′ is the unique magnetic potential, such that A′ − A is a gradient and
satisfying
curlA′ = β, divA′ = 0 in Ω and A′ · ν = 0 on ∂Ω .
We have the following easy perturbation proposition:
Proposition 5.1. If Ω is connected,
(5.1) A(Ω)−1B2ŜAΩ − CΩB4 ≤ λN1 (BA,Ω) ≤ A(Ω)−1B2ŜAΩ .
We now asssume that Ω is simply connected (we recall that when Ω is simply
connected, ŜAΩ depends only on β) and define,
SβΩ :=
∫
Ω
|∇ψ|2 dx ,
where this time ψ(x) is the solution of
∆ψ(x) = β(x) in Ω , ψ = 0 on ∂Ω .
We observe as in [21], that A′ = ∇⊥ψ , which implies:
(5.2) ŜAΩ = S
β
Ω .
We would like now to find an isoperimetric inequality for SβΩ. From now on, we
also assume that the magnetic field β satisfies
β(x) > 0 on Ω .
We then conclude from the maximum principle that ψ < 0 in Ω and follow the
different steps of the constant magnetic field case.
First we observe that by an integration by parts, we can rewrite SβΩ in the following
form, if Ω is simply-connected,
(5.3) SβΩ = −
∫
Ω
β(x)ψ(x) .
For applying the variational argument of D. Bucur, we rewrite SβΩ in the form
SβΩ = −
(∫
Ω
|∇ψ(x)|2 dx+ 2
∫
Ω
β(x)ψ(x) dx
)
.
We now observe that by the Schwarz symmetrization procedure, we get (see [1, p. 4,
lines -2 and -1]).∫
Ω
|∇ψ(x)|2 dx+2
∫
Ω
β(x)ψ(x) dx ≥
∫
D(0,RΩ)
|∇ψ∗(x)|2 dx+2
∫
D(0,RΩ)
β∗(x)ψ∗(x) dx ,
with ψ∗ ∈ H10 (Ω).
Here we have used [24, Theorem 3.4] (or [1, (1.14)]). Hence we get
Proposition 5.2. If Ω is simply connected and β ≥ 0 then
(5.4) SβΩ ≤ Sβ
∗
D(0,RΩ)
,
where β∗ is the Schwarz symmetrization of β.
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Remark 5.3. This proposition is also a consequence of Talenti’s result, see [33].
We can then be a little more explicit. Since β∗ is radial2 it is possible to compute
the corresponding Sβ
∗
D(0,RΩ)
. We have first to compute the (radial) solution ψ∗ of
∆ψ(x) = β∗(x) in D(0, RΩ) , ψ = 0 on ∂D(0, RΩ) .
Hence, we have to analyze the solutions in the interval (0, R) of
(5.5)
d2ψ
dr2
+
1
r
dψ
dr
= β∗(r) , ψ(R) = 0 .
This is rewritten in the form
(5.6)
1
r
(rψ′)′(r) = β∗(r) in (0, R) , ψ(R) = 0 .
We get first
rψ′(r) =
∫ r
0
t β∗(t) dt+ C ,
and then (we add the condition that ψ is continuous at 0) we get
(5.7) ψ∗(r) = −
∫ R
r
1
s
(
∫ s
0
t β∗(t) dt) ds
Hence we finally have
Sβ
∗
D(0,RΩ)
= 2π
∫ R
0
rβ∗(r)
(∫ R
r
1
s
(∫ s
0
t β∗(t) dt
)
ds
)
dr .
Define the flux function
F (r) =
∫ r
0
r′β∗(r′) dr′.
By an integration by parts, we then find,
Sβ
∗
D(0,RΩ)
= 2π
∫ RΩ
0
F (r)2
r
dr.
Remark 5.4. In our particular case, we recover from Proposition 5.1, under the
additional assumption that Ω is simply connected, the following variant3 of Colbois-
Savo’s result (Proposition 4 in [10] or [9]):
(5.8) λN1 (BA,Ω) ≤ B2
1
A(Ω)λD1 (Ω)
(∫
Ω
β2dx
)
,
where λD1 (Ω) = λ
D
1 (0,Ω) is the groundstate energy of the Dirichlet realization of the
Laplacian in Ω.
The authors use there (with k = 1) the comparison theorem between the magnetic
Laplacian and a Schro¨dinger operator with electric potential: V (x) = B2A(x)2
(5.9) λNk (BA,Ω) ≤ λNk (−∆+ V,Ω) , ∀k ≥ 1 ,
2In the case of the radial function, we use the same notation for the function and the corre-
sponding 1D function.
3 The authors use another lowest eigenvalue corresponding to a Laplacian on 2-forms satisfying
specific boundary conditions but work in any dimension. Here we are in dimension 2 and identify
2-forms and functions.
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which results from the min-max comparison principle and is true under the assump-
tion that Ω is connected.
Here we observe, using (5.3), that, if Ω is simply connected,
SβΩ ≤ ‖β‖ ‖ψ‖ ≤
‖β‖√
λD1 (Ω)
(
SβΩ
) 1
2
,
which gives, by the standard isoperimetric inequality for λD1
(5.10) SβΩ ≤ ‖β‖2λD1 (Ω)−1 ≤ ‖β‖2λD1 (D(0, RΩ))−1 .
Remark 5.5. As in the constant magnetic field case, the previous estimates are only
good for small values of B. When B is large, we refer to the semi-classical analysis
of N. Raymond [30] or to the universal estimates of [13] or [10, 9].
5.3. The 3D-case.
We consider the ground state energy λN(Ω, B) of the Neumann magnetic Laplacian
in Ω attached to the magnetic potential B(−x2
2
, x1
2
, 0). There is no hope to have in
3D the inequality
(5.11) λN(Ω, B) ≤ λN(B(0, RΩ), B) if |Ω| = |B(0, RΩ)| = 4
3
πR3Ω ,
where B(0, R) denotes the ball of radius R centered at 0 in R3 and |Ω| denotes the
volume of Ω .
Take indeed, for some L > 0, ω ⊂ R2, the set ΩL = ω × [0, L] . We have
|ΩL| = A(ω)L =
4πR3ΩL
3
,
and (by separation of variables)
λN(ΩL, B) = λN(ω,B) .
But, using the constant function |ΩL|− 12 as trial state, we have, for some universal
constant C > 0 ,
λN(B(0, RΩL), B) ≤ CB2R2ΩL .
Taking the limit as L→ 0, we see that (5.11) cannot be satisfied.
This is actually not surprising because the magnetic field introduces a privileged
direction. The ”optimal domain” should have the same property.
5.4. The nonsimply connected case.
We mention a recent preprint of B. Colbois and A. Savo [10], further developed4 in
[11] for the lower bounds and [9] for the upper bounds, devoted to the Neumann
problem (see in particular the upper bound given in their Proposition 4 in [10] and
a lower bound when B = 0) and two papers by Helffer-Persson Sundqvist [20, 21]
initially motivated by Ekholm-Kowarik-Portman [12]. Here we denote by λN(A,Ω)
the first eigenvalue of the Neumann problem. We are not aware of a comparison
with a specific domain in the non simply connected case.
As in [21] (see also [10] for a more geometric formalism), we can observe that if
Ω has k holes Dj (j = 1, · · · , k),
Ω := Ω˜ \ ∪jDj ,
4We thank B. Colbois for communicating to us these papers before publication.
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and A is a solution of
curlA = β, divA = 0 in Ω, and A · ν = 0 on ∂Ω ,
the generating function ψ such that A = ∇⊥ψ is now solution of
(5.12) ∆ψ = β in Ω, with ψ|∂Ω˜ = 0 and ψ|∂Dj = Cj ,
for some real constants Cj.
We can then write
ψ = ψ0 +
k∑
j=1
Cj θ
j
where ψ0 is the solution of
∆ψ0 = β, ψ0|∂Ω = 0 ,
and θj ’s is the solution of
∆θj = 0, θj |∂Di = δij , θj |∂Ω˜ = 0 .
It remains to compute SβΩ, which gives
(5.13) SβΩ = −
∫
Ω
βψ0 +
∑
i,j
CiCjMij ,
with
(5.14) Mij =
∫
Ω
∇θi · ∇θjdx =Mji .
We obtain by a reasoning similar to Remark 5.4,
SβΩ ≤ ‖β‖2 λD(Ω)−1 +
∑
i,j
CiCjMij .
When coming back to the upper bound to λN1 (βB,Ω), we have to implement the
gauge invariance in order to minimize the Cj as in [21].
Here, it is better to return to the formulation in terms of the circulations of A
along the Di (i = 1, · · · , k). We introduce
A0 = ∇⊥ψ0
and the circulations of A0 and A along ∂Di
Φ0i =
∫
∂Di
A0 ds, Φi =
∫
∂Di
A ds for i = 1, . . . , k .
Observing that
Mij = −
∫
∂Di
∂νθ
j ,
we get
(5.15) Φi = Φ
0
i −
∑
j
MijCj .
We also note thatM is positive definite (just computeM ~C · ~C to get the injectivity).
We deduce from (5.13):
SβΩ = −
∫
Ω
βψ0 dx+ |M− 12 (Φ− Φ0)|2 .
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Note here that, for fixed β ≥ 0, ψ0 ≤ 0 by the maximum principle and
−
∫
Ω
βψ0 dx ≥ 0 .
Hence for fixed β ≥ 0 the torsion rigidity is minimal when Φ = Φ0.
Coming back to the upper bound for λN(A,Ω), we can use the gauge invariance
of the problem (see for example Proposition 2.1.3 in [16]) in order to get:
(5.16) λN(A,Ω) ≤ 1
A(Ω)
(
‖β‖2λD1 (Ω)−1 + inf
γ∈Zk
(
|M− 12 (Φ− Φ0 − 2πγ)|2
))
Remark 5.6. We can use the isoperimetric inequality for λD1 and get
(5.17)
λN(A,Ω) ≤ 1
A(Ω)
(
‖β‖2λD1 (D(0, RΩ))−1 + inf
γ∈Zk
(
|M− 12 (Φ− Φ0 − 2πγ)|2
))
Remark 5.7. These estimates are related to the so-called Aharonov-Bohm effect
(see references in [9]).
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