ABSTRACT Iterative learning control (ILC) has been developed for decades and is mainly used to solve the repetitive control tasks. However, in the actual operation of systems, there are many non-strictly repetitive or iteration-varying factors, such as the iteration-varying reference trajectory, non-repetitive system parameters, iteration-related initial states, iteration-dependent input and output disturbances, etc. In order to solve the non-strictly repetitive problems, the High-Order Internal Model (HOIM)-based ILC is proposed. HOIM can be formulated as a polynomial in the iteration domain, which is auto-regressive. HOIM-based ILC for nonlinear systems is more complex than HOIM-based ILC for linear systems, and when the system parameters change iteratively, the Lyapunov-based analysis method is used instead of traditional contraction mapping method. Not only can HOIM be integrated into the traditional ILC, it can be also combined with other control methods, such as adaptive control, terminal control, repetitive control and so on. In this paper, we review the advances in HOIM-based ILC, systematically sort out the development and main contents of HOIM, summarize its main applications and extensions, and finally put forward some further development directions.
I. INTRODUCTION
After decades of development, iterative learning control (ILC) has become an important branch in the field of learning control. Learning is a process by which various signals are repeatedly input to the system and the system is externally calibrated so that it has a specific response to a specific input. ILC is a recursive algorithm that utilizes the tracking errors of the system output from the desired trajectory and iteratively updates its current control command so as to generate an upgraded control command for the next operation, when the system operates repetitively over a fixed finite time interval [1] . It was first presented by M. Uchiyama to improve the performance of the manipulator [2] , in which the controller is designed by repeatedly tracking the same target trajectory based on the results of many prior trials. After that, Arimoto et al. [3] , Craig [4] , Casalino and Bartolini [5] and Kawamura et al. [6] designed ILC algorithms to track the expected target for the repetitive behavior of industrial robots, respecThe associate editor coordinating the review of this manuscript and approving it for publication was Dong Shen.
tively. With further development, more advanced iterative learning algorithms such as high-order ILC [7] - [9] , robus ILC [10] , [11] and adaptive ILC [12] - [14] are proposed.
Traditional ILC has assumptions about the repetitiveness or iteration-invariance of key factors, such as the reference trajectories, system parameters, initial conditions, external disturbances, etc., which greatly limits the development of ILC. In the practice, non-repetitiveness problems are more common and more important than repetitiveness problems. Non-strict repetitiveness means that a system which runs repeatedly exhibits different dynamic characteristics during each run. First of all, the reference trajectories may be different in different iterations. For instance, a practical problem is considered in [15] : Control the robot manipulator to continuously draw circles, which can be required 1) the radius of each circle is not the same; 2) the time period of each circle is different; 3) the radius and time period of each circle are different. For another example, the turning processing of the middle convex variable ellipse piston profile investigated in literature [16] is a gradually varying tracking problem. From this paper, it can be seen that the non-strict repetitiveness of the reference trajectories does affect the control effect to some extent. Beyond that, the system parameters will also show the characteristics of non-repetitiveness. Considering that a robot manipulator carries standard parts with mass M in the odd circles and with mass 2M in the even circles, the load mass as a model parameter of the robot manipulator is not strictly repetitive [17] . In addition, random iteration-varying input and output noise [18] , [19] , disturbance [20] - [22] and so on are also major problems faced by traditional ILC. Last but not least, in the practical control tasks, it is impossible to measure the initial state very accurately and the accuracy of repetitive positioning devices is limited, so it is difficult to satisfy the same initial state with each iteration [23] . References [24] , [25] describe the influence of initial state deviation of the system on the tracking error.
Many researches have been dedicated to describing and solving the iteration-varying problems in ILC [10] , [13] , [26] - [29] . In fact, non-repetitive or iteration-varying problems can be generally divided into two situations: with known variation pattern or unknown variation pattern [30] . In the case of unknown variation pattern, adaptive or robust ILC is mainly used to overcome the influence of non-repetitiveness. In view of the known variation pattern, many researchers have exploited high order internal model (HOIM)-based ILC to cope with the effects of non-repetitiveness. HOIM-based ILC is a very useful method to reflect and describe the nonrepetitiveness in the iteration domain, which is simpler and more effective compared with other methods.
The internal model principle was first proposed by B. Francis and W. Wonham, which provides an idea: if the feedback control system can well eliminate external periodic disturbances or track periodic reference signals, it is considered that the feedback control loop must contain a dynamic model identical to these external signals [31] . The model embedded in the controller is called the internal model [23] . The internal model principle is widely used in a variety of linear and non-linear systems, and it provides a theoretical basis for the system to perfectly track the reference signals without steady-state errors [32] , [33] .
The internal model principle was first incorporated into ILC in [34] , [35] . At first, the internal-model-based ILC (IM-ILC) was only used in the time domain, for example, the output disturbance does not change with the iteration and in order to make the errors converge to zero, it is only necessary to make the structure of the internal-model controller meet certain robustness performance conditions [36] . After that, IM-ILC was extended to the iteration domain in [17] , which means, the iteration-varying factors in the iteration domain would be considered rather than the periodically varying factors in the time domain. A shift operator, ω, was introduced to describe the basic form of the high-order internal model in [37] , which means that the HOIM can be integrated into the iteration domain, and the prospect and discussion of using the HOIM-based ILC to deal with the iteration-varying problems were also given. The HOIM-based ILC for linear systems was developed relatively early, and it was extended to solve non-repetitive problems for nonlinear systems by Yin et al. [23] , [38] . Since there are more uncertainties in the nonlinear systems, the implementation of HOIM-based ILC is more difficult. In addition, HOIM-based ILC for continuous-time and discrete-time systems have been both investigated in recent years. HOIM-based ILC was first considered to apply for discrete-time LTV systems, and these systems all can be dealt with lifting techniques [39] or super-vector transformation techniques [40] . Then, Yu and Zhou further extended the HOIM-based ILC for discrete-time systems [41] , [42] . Moreover, HOIM-based ILC for continuous-time systems has also been developed in some papers, such as [43] , [44] . This paper is organized as follows. In Section 2, we discuss the HOIM-based ILC scheme to solve the problems about iteration-varying reference trajectories. Next, the HOIM-based ILC scheme for iteration-varying parameters is discussed in Section 3. Then, we propose and discuss the corresponding HOIM-based ILC scheme to deal with iteration-varying disturbances and initial states in Section 4. Applications and some extensions for HOIM-based ILC are introduced in Section 5. Finally, the conclusion is elaborated in Section 6.
II. ITERATION-VARYING REFERENCE TRAJECTORIES
Whether or not the reference trajectory changes will not directly affect the dynamic characteristics of the system, but we generally believe that the controlled system should meet the requirement of accessibility for a given reference trajectory, which means there exists reference control input profiles corresponding to the given reference trajectory in the system. However, in some studies, the non-strict repetitiveness of the reference trajectories is depicted by adding randomly varying disturbances or noises to the reference trajectories. This method may express more general non-repetitiveness, but it may not meet the requirement of accessibility. Besides, in practice, the reference trajectory of the system is generally determined artificially to perform a specific task, and it should not contain random factors. In addition, some researchers use adaptive ILC to track the iteration-varying reference trajectories for nonlinear systems, but this method requires certain prior knowledge about nonlinear terms of the system, which is contrary to the advantage of ILC as a modelfree control method. Therefore, HOIM-based ILC is a better method to depict and solve the problem of iteration-varying reference trajectories.
The iteration-varying reference trajectory satisfies the following HOIM in the iteration domain:
where h i (i = 1 · · · n) are the coefficients of the nth-order
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where
. In fact, a polynomial is called stable if all roots of its characteristic equation lie inside the unit circle (asymptotically stable) or the roots with unit modulus are single.
It should also be noted that HOIM-based ILC is different from high-order ILC. HOIM-ILC can be regarded as an extension of previous high-order ILC. Many high-order ILC methods aim to improve the performance of iteratively invariant tracking tasks [45] , and usually requires the sum of the weights of the past control inputs is chosen to be unity [43] .
A. HOIM-BASED ILC FOR CONTINUOUS-TIME SYSTEMS
A P-type ILC law based on HOIM as (3) for continuoustime LTV system with the iteration-varying reference trajectory is first proposed in [46] . Meanwhile, two possible extensions are proposed: D-type ILC based on HOIM and the HOIM-based ILC scheme for LTV systems with nonlinear terms and disturbances.
are the learning gains, u i represents the control input and e i represents the output error. With satisfying the initial resetting condition: x i (0) = 0, i = 1, 2, · · · , if the learning gains γ j are chosen such that for η j h j I − γ j D , j = 1, 2, · · · , n (h j represent the coefficients of H ω −1 and I is the identity matrix), and the polynomial R(z) = z n − η 1 z n−1 − · · · − η n is asymptotically stable, the learning convergence y d i −y i → 0 asi → ∞ can be guaranteed, where D is the direct output matrix and m is the order of HOIM. The proof can be seen in [46] in detail.
After that, Li et al. proposed a D-type ILC based on HOIM in [47] , in order to solve the problem of iteration-varying reference trajectories for continuous-time linear time-varying systems. Simple D-type ILC law can be designed as (4) for LTV dynamic system with the relative degree of 1.
With satisfying the initial resetting condition, if the learning gains γ j are chosen such that for η j h j I − γ j CB and the polynomial R(z) = z n −η 1 z n−1 −· · ·−η n is asymptotically stable, the learning convergence can be guaranteed, where B is input matrix, C is output matrix and CB is of full rank. The effectiveness of the control algorithm is also proven. The proof can be seen in [46] , [47] in detail.
C. Yin et al. presented a P-type ILC law based on HOIM for continuous-time non-linear systems. Meanwhile, they provide the limit analysis and the convergence analysis of HOIM-based ILC scheme using the time-weighted norm method and contraction mapping method [38] , [44] . In the paper, the reference trajectory would repeat after several iterations. For example, if H ω −1 = ω −1 , iteration-varying reference trajectory satisfies y d i+1 = y d i−1 , which means the reference trajectories are same at odd iteration and other reference trajectories are same at even iteration. They also prove that the non-repetitiveness phenomenon can be quantified in a simple and straightforward form by using a polynomial structure, and the HOIM-based ILC method can effectively track the iteration-varying control tasks.
Generally speaking, the iteration-varying reference trajectories generated by HOIM have a hidden periodicity in the iteration domain [23] . If the period is an integer [38] , [44] , as mentioned above, the reference trajectory is said to be partially iteration-varying. But if the period is an irrational number, the reference trajectory is said to be strictly iterationvarying.
B. HOIM-BASED ILC FOR DISCRETE-TIME SYSTEMS
With the application of computer and digital control, the study on discrete-time systems becomes more and more important. The early discrete-time ILC scheme adopts the lifting technique [39] to remodel the input-output relationship of the discrete-time LTV systems into a static mapping. This can be used to simplify the ILC design without considering any timedomain factor. When considering the iteration-varying factors, the HOIM-based ILC method for discrete-time systems is similar to the HOIM-ILC for continuous-time systems, which is equivalent to the Z transformation in the iteration domain.
The HOIM-based ILC scheme for discrete-time nonlinear systems is proposed in [42] , [48] . The HOIM is integrated into the D-type ILC law, and the tracking errors of the system can converge to zero in a finite time by designing appropriate learning gains [48] . The learning properties of HOIM-based ILC is furtherly discussed in the presence of state disturbance and output noise [42] , in which an integrator is incorporated into the ILC law to eliminate the influence of disturbances.
In fact, when there is an iteration-invariant disturbance or noise, it only increases the order of the HOIM, but does not affect the learning convergence. There is a more detailed analysis about this robustness in [49] . The study on robustness is an important research direction in the field of ILC. The HOIM-based robust ILC was analyzed and designed [50] considering the discrete-time SISO non-repetitive systems. Under the assumption that the system matrices, initial states, iterative reference trajectories and learning gain coefficients are bounded, it further assumes that the variations of all the system matrices between two successive iterations converge to zeros and the initial state satisfies the HOIM progressively. Based on these assumptions, the iteration-varying reference trajectories can be tracked well. It can be seen as an extension of [30] , and the repetitive system considered in [30] can be seen as a special case of the non-repetitive system. These HOIM-based ILC schemes mentioned above are all for one-dimensional (1-D) systems. Wan et al. proposed an ILC scheme based on HOIM for two-dimensional (2-D) discrete-time linear systems in [51] . The iteration-varying reference trajectories are depicted by HOIM, and by virtue of the property of the HOIM-based 2-D linear inequalities and the stability theory of a 2-D Roesser model, the convergence and robustness of the HOIM-based ILC scheme are analyzed theoretically under random boundary conditions and HOIM-based boundary conditions respectively. It proves that the HOIM-based ILC method can perfectly track the reference trajectory. In addition, compared with the existing HOIM-based ILC algorithms for 1-D dynamical systems, the proposed new method only use one previous iterative control input, which can save the storage space.
III. ITERATION-VARYING SYSTEM PARAMETERS
The traditional HOIM-based ILC methods can be used to perform the tracking tasks for iteration-varying reference trajectories, because the reference trajectories will not affect the dynamic characteristics of the controlled system. And the error-free tracking can be achieved theoretically in these ways when the variation pattern is known. But in practice, more systems are parametric, and their internal models may change. The traditional ILC method based on contraction mapping cannot effectively utilize the structured information of system parameters, but can only solve tracking problems of the system that satisfies the global Lipschitz condition. This method is not effective when the system parameters change. At this point, the Lyapunov functional in the iteration domain can be introduced, hence the transition from non-parametric system to parametric system can be realized by adopting the adaptive ILC method. Just like the iteration-varying reference trajectories generated by HOIM, when the system parameters change iteratively and meet a certain HOIM, the parameter θ i can be expressed as follows:
neutrally stable, and the initial parameters θ 0 (t) · · · θ 1−m (t) are unknown basis functions that are linearly independent. (5) can be further rewritten as (6) by introducing the shift operator ω:
A. HOIM-BASED ILC FOR CONTINUOUS-TIME SYSTEMS
The HOIM-based ILC method is proposed in [26] , [52] to deal with the iteration-varying system parameters in continuous-time systems. When designing adaptive ILC control law for systems with iteration-varying parameters, the design of parameter learning law is an important step. The simplest method is to incorporate the HOIM directly into the parametric learning law, which is somewhat similar to high-order adaptive ILC, but this method has certain limitations. Reference [52] considers the iteration-varying parameters generated by a second-order internal model.
The HOIM-based adaptive ILC algorithm was designed, and the method of composite energy function (CEF) was used to analyze the convergence along the time axis and the pointwise convergence along the iteration axis of the designed ILC scheme. CEF is analogous to the Lyapunov functional, but dedicated to finite time interval and developed for facilitating the design of nonlinear ILC law and the analysis of the learning convergence [53] . The ILC scheme based on second-order internal model for a class of nonlinear systems was extended to ILC scheme based on HOIM in [26] . System parameters are both time-varying and iteration-varying. The iterationvarying characteristics of the parameters are described by a HOIM, and their time-varying characteristics are described by a set of unknown basis functions which can be any continuous functions. The new ILC scheme in [26] consists of the parallel parametric learning mechanism corresponding to unknown basis functions, which is namely the parallel adaptive ILC (PAILC), because the m unknown basis functions are independent of each other. In fact, learning convergence of the PAILC is better than the traditional first-order or high-order ILC. Compared with other methods, HOIM-based PAILC can deal with nonlinear systems with more general parametric uncertainties. C. Yin extended the HOIM-based PAILC scheme for the continuous-time single-parameter system to the continuous-time multi-parameter system [23] , and designed a HOIM-based hybrid parallel adaptive iterative learning controller. Many uncertain parameters of the system are iteration-varying, and the unknown time-varying input gain is also iteration-dependent. On the one hand, the introduction of multiple parameters means that there is more uncertainties in the system, and different parameters follow different iteration-varying rules, so the system will present more complex non-strict repetitiveness. On the other hand, the nonstrictly repetitive time-varying input gain will directly affect the size and quality of the control input, and then affect the dynamic characteristics of the system.
B. HOIM-BASED ILC FOR DISCRETE-TIME SYSTEMS
There are few researches on the discrete-time systems with iteration-varying parameters. Some researchers proposed the interval ILC method [54] in the early years, in which the iteration-varying parameters are set at any value within a fixed interval. However, it only applies to discrete-time linear systems, and the convergence conditions proposed by this method are conservative.
Discrete-time HOIM-based adaptive ILC (AILC) is proposed in [23] . Similar to the continuous-time HOIM-based AILC, the iteration-varying parameters of the system are generated by a HOIM which consists of an autoregressive model and a set of unknown basis functions. Considering the time domain is discrete, the parameter adaptive updating law is designed and the convergence of errors is analyzed on the iteration domain by the least-squares algorithm and the projection algorithm. Based on this, Yin designed the parallel adaptive iterative learning controller based on VOLUME 7, 2019 least-squares method and projection algorithm. Comparatively speaking, the least-squares algorithm has a large amount of computation and can provide better robustness for systems, while the projection algorithm is just the opposite. There are more detailed explanations and understanding about these two methods in [41] . At the same time, Yu and Zhou further extended the application of HOIM-based discrete-time AILC in [41] , in which multi-input multi-output systems with multiple iteration-varying parameters have been considered.
IV. ITERATION-VARYING DISTURBANCES AND INITIAL STATES
There are many disturbances and noises in the actual environment, and these disturbances and noises suffered by systems cannot be exactly the same in each iteration, which means, they meet the non-strict repetitiveness. Noises can be considered to be completely random and may be unbounded, which are generally eliminated through the addition of filters. Disturbances are usually continuous and considered to be bounded and regular. H ∞ method can be adopted to study iteration-varying disturbances [22] .
Iterative initial state or initial condition is another important problem in ILC, which has great influence on the control performance. In previous studies, all kinds of initial conditions, including the initial state reset condition, are constrained under the iteration-invariance framework, but in practice, this ideal assumption is difficult to satisfy, because the initial state of an iteration is very likely to change with iteration.
Zhu et al. designed iterative learning controller for linear discrete-time systems with multiple iteration-varying factors [55] , [56] . The iteration-varying references are generated by a HOIM. The iteration-varying initial state and the iteration-varying exogenous disturbances ultimately satisfy HOIMs but do not strictly follow HOIMs in finite iteration interval as shown in (7).
where x(0) represents the initial state, w k and v k denote the input disturbance and the output disturbance, and H i (q −1 ) with order m i (i = 2, 3, 4) are (marginally) stable HOIMs. According to the aggregation of all HOIMs, new ILC schemes are constructed. The HOIM-based ILC can be designed based on 2-D H ∞ method or monotone convergence analysis method and the learning convergence can be guaranteed by designing proper learning gains. Moreover, the 2-D H ∞ performance is further studied and it can be proven that the ILC based on 2-D H ∞ is superior to the ILC based on monotone convergence. In addition, in order to improve the initial phase tracking performance, a composite HOIM-based law was proposed in [56] .
After that, Zhu et al. generalized ILC for linear discretetime systems with unknown HOIMs [57] , [58] . The HOIMs of the initial state and external disturbances are unknown and may be slowly varying. In [57] , an online identification and ILC algorithm is presented, and based on this, the least squares estimation method with an arithmetic mean filter is utilized and the 2-D H ∞ -based ILC law is designed to identify the unknown augmented HOIM. In addition, considering the unknown HOIMs, the ILC algorithm based on time-frequency analysis (TFA) is proposed in [58] . The shorttime Fourier transformation (STFT) is employed to identify the unknown augmented HOIM, where the STFT could ignore the effect of the random bounded initial states and disturbances.
Moreover, a new stochastic HOIM (SHIOM)-based adaptive terminal iterative learning control (ATILC) method was proposed in [59] to deal with the random uncertainties of the desired terminal points and initial states. The iteration-dependent stochastic initial states are formulated by a SHOIM, as shown in (8) .
where x(0) represents the initial state, 1 , 2 , · · · , l ∈ R p×p are unknown coefficient matrices, δ k is a zero-mean white Gaussian noise vector, and E(δ T k δ k ) = q with q ≥ 0 is a non-negative constant.
The novel SHIOM-based ATILC consists of a learning controller and an iterative estimator. This method is still a data-driven algorithm, which does not need to know any model structure and does not use the exact measurements of initial states, and in which an iteration-difference expression is developed to avoid using the intermediate system states in the controller design.
V. APPLICATIONS AND EXTENSIONS
As mentioned above, HOIM-based ILC is mainly used to solve non-repetitive problems in system motion, including non-repetitive factors in repetitive control tasks and nonrepetitive control tasks. On the one hand, the HOIM-based ILC can be used as an extension of traditional ILC to eliminate the influence of iteration-varying factors of the system and improve the tracking performance. For example, it can be used in the automatic train control [23] , the permanent magnet linear motors velocity tracking control [60] and so on. On the other hand, HOIM-based ILC has also some novel applications.
A HOIM-based ILC scheme for multi-agent system (MAS) formation was presented in [61] . In this paper, the connections between agents are assumed dynamically varying at consecutive formation executions, which means that some connections are disconnected at some iterations, but connected again at different iterations. Therefore, the HOIM-based ILC method can be considered to provide a suitable framework for derivations and analysis of the formation control and achieve the desired formation trajectory.
It is also proven that the proposed HOIM-based ILC method is effective.
In addition, a HOIM-based ILC law for fractional differential equations is designed to track the varying reference trajectory accurately by adopting a few iterations in a finite time interval [62] , and many new mathematical analysis techniques are explored to deal with fractional ILC problems. Fractional order differential equations can be used in the fields such as viscoelasticity, electrical circuits, nonlinear oscillation of earthquake, etc. The research on fractional differential equations and fractional dynamics will become more popular and more important in the future. In this paper, it is a big breakthrough and innovation to extend HOIM-based ILC from integral order differential systems to fractional order differential systems. The simulation results also prove the effectiveness and superiority of the proposed algorithm.
Besides, a HOIM-based ILC method for impulsive differential systems to track the iteration-varying reference accurately was proposed in [63] . Impulsive phenomenon can be understood as a kind of instantaneous mutation, which is universal in practice, and can reflect the changes of things more deeply and more accurately. Impulsive control idea can be introduced to change the states of a system wherever some conditions are satisfied [64] . Therefore, there are many applications of impulsive differential systems in practice. HOIM-based ILC for impulsive differential systems is a good extension when there are some iteration-varying factors in the systems.
With the further development of ILC, HOIM-based ILC has also attracted more researchers' attention. On the basis of general HOIM-based ILC schemes, some extended methods are proposed. Xu et al. proposed a dual-HOIM-based repetitive ILC scheme, which consists of HOIM-based repetitive control (RC) and HOIM-based ILC [65] . The HOIM-based ILC loop can learn the control input from previous iterations and the HOIM-based RC loop can learn the control input from previous times at the current iteration. Therefore, the controller can ensure the convergence in both the time and iteration domains simultaneously. This scheme greatly improves the convergence rate and has better convergence performance than simple HOIM-based ILC. Moreover, Lin et al. proposed a new ATILC based on an extended concept of HOIM for nonlinear non-affine discrete-time systems in [66] , to make the system state or output at the endpoint of each operation track a desired target value. An iteratively dynamical linearization method is performed for the unknown nonlinear systems, and then the inverse of the iteration-varying gradient parameter in the obtained linear data equation is approximated by the HOIM, while the known portion of the HOIM is incorporated into the learning control law. This new control method has a wider range of applications.
Although HOIM-based ILC has made a lot of achievements in theory and applications, it is still in the stage of development and improvement according to the current research status, and there are many problems to be solved. Some directions that might be worth exploring in depth are as follows:
1) Disturbance and uncertainty will affect the accuracy of the internal model and the control effect based on HOIM. Therefore, the robustness of HOIM and the robust design of iterative learning controllers need to be further studied. 2) Practical factors such as data loss, time-delay are also non-strictly repetitive, and HOIM-based ILC can be used to deal with such problems. 3) Most of the existing literatures focus on the iterationinvariant HOIMs, but the iteration-varying HOIMs can greatly expand the application scope of HOIM-based ILC. For example, an iteration-varying HOIM can be expressed as a polynomial with iteration-varying but not constant coefficients. 4) At present, only linear HOIM is considered, which can be extended to nonlinear HOIM or HOIM in the sense of probability to describe more kinds of nonrepetitiveness problems. 5) When the reference trajectory, system parameters, and initial states of a system are iteration-varying, with nonrepetitive disturbances and unknown measured noise, multiple HOIMs can be introduced to deal with these problems simultaneously. 6) Consider the problem that the system structure changes iteratively, for example, the system order of a linear system changes with iteration [37] , which makes the inherent property of the system change intrinsically with iteration. 7) HOIM-based ILC could be applied in network control system (NCS). In addition, communication-based HOIM-ILC is an interesting research direction. 8) HOIM-based ILC could be combined with more other control methods, such as direct learning control (DLC). DLC is also an effective method to solve nonrepetitiveness problems of systems [15] , [67] .
VI. CONCLUSION
In this article, we conduct a survey on the HOIM-based ILC.
It is important for the study on non-repetitiveness problems in the future. There are many non-strictly repetitive factors in the practice, such as iteration-varying reference trajectory, iteration-varying system parameters, iteration-varying initial states and disturbances, etc. These iteration-dependent factors limit the development of ILC. HOIM can depict the variation pattern of non-repetitiveness, which is essentially a linear autoregressive model in the iteration domain, and the HOIMbased ILC can perform the tracking task perfectly. In general, the non-strict repetitiveness generated by the HOIM is special, because that the non-strictly repetitive factors show some regularity in the iteration domain, as such ILC can work effectively. However, there are also some studies about random or unknown HOIMs. But in a word, whether the non-repetitiveness is completely random or regular, whether systems are continuous-time or discrete-time, whether systems are linear or nonlinear, the iterative learning controller can learn the factors of repetitiveness or varying in certain rules through repeated iteration with some analysis methods. In addition, it is worth noting that the analysis method based on traditional contraction mapping principle and the analysis method based on Lyapunov function have their own advantages and disadvantages. When it comes to nonlinear parametric systems, an HOIM-based adaptive ILC is constructed to make more effective use of the system structured information.
