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Chapitre 1
Introduction
Un programme informatique, sous sa forme exe´cutable par un ordinateur, est
un ensemble d’instructions. Une exe´cution se´quentielle d’un programme consiste a`
exe´cuter ses instructions en se´quence, une seule instruction a` la fois. En revanche,
une exe´cution paralle`le d’un programme est l’exe´cution simultane´e de plusieurs de
ses instructions.
Pour obtenir une exe´cution paralle`le, il faut : 1) avoir des architectures mate´rielles
permettant une exe´cution paralle`le et 2) e´crire des programmes paralle`les, a` savoir des
programmes exploitant les capacite´s de traitement paralle`le offertes par les machines.
1.1 Les architectures paralle`les
Les machines paralle`les, permettant d’exe´cuter plus rapidement des programmes
de plus en plus complexes, existent depuis les anne´es soixante. Dans un article paru en
1972, Flynn [41] dresse une classification des diffe´rentes architectures des ordinateurs
selon deux dimensions : la possibilite´ d’exe´cuter plusieurs instructions simultane´ment
et la capacite´ d’appliquer les instructions sur des donne´es multiples. La classe SISD
(Single Instruction Single Data) repre´sente les ordinateurs se´quentiels. Les trois autres
cate´gories d’architectures, SIMD (Single Instruction Multiple Data), MISD (Multiple
Instruction Single Data) et MIMD (Multiple Instruction Multiple Data) sont des
architectures paralle`les. Cette classification, repre´sente´e en Figure 1.1, est de´signe´e
depuis par taxonomie de Flynn.
Dans [37], Duncan dresse une classification des machines paralle`les connues jus-
qu’au de´but des anne´es quatre-vingt-dix, plus ge´ne´rale que la taxonomie de Flynn.
On y trouve notamment les machines vectorielles, destine´es a` acce´le´rer les calculs
sur les vecteurs et les matrices. Les machines vectorielles sont constitue´es d’unite´s
fonctionnelles forme´es de plusieurs e´tages relie´s en pipeline et de registres vectoriels.
Le paralle´lisme des architectures vectorielles est observe´ lorsque le pipeline est rem-
pli ; un re´sultat de calcul est alors produit a` chaque pas de temps correspondant a` la
dure´e d’exe´cution d’un seul e´tage. Les architectures systoliques visaient a` re´duire la
latence des acce`s me´moire en faisant traverser les donne´es par des unite´s de traite-
ment spe´cialise´es successives avant de les re´e´crire en me´moire. On trouve e´galement
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Figure 1.1 – Taxonomie de Flynn (source : Wikipedia)
des machines a` me´moire partage´e et des machines a` me´moire distribue´e qui sont
classe´es dans la cate´gorie MIMD.
Une machine a` me´moire partage´e est constitue´e de plusieurs processeurs parta-
geant l’acce`s a` une seule me´moire centrale (fig. 1.2a). Les architectures a` me´moire
distribue´e sont constitue´es de processeurs inde´pendants ayant chacun une me´moire
physique propre (fig. 1.2b) et relie´s par un re´seau.
Plusieurs topologies d’interconnexion re´seau pour les machines a` me´moire dis-
tribue´e ont e´te´ utilise´es : les architectures en anneaux, en grilles, en cubes ou en
hyper-cubes. Les organisations en tores apparues par la suite sont organise´s en grilles
multi-dimensionnelles ou` les connexions relient les voisins imme´diats et les nœuds aux
extre´mite´s de la grille.
La caracte´ristique commune aux architectures a` me´moire distribue´e et a` me´moire
partage´e est la mise en commun de plusieurs processeurs afin d’augmenter les per-
formances des machines paralle`les ainsi construites. En meˆme temps, la fre´quence
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(a) Architecture a` me´moire partage´e (b) Architecture a` me´moire distribue´e
Figure 1.2 – Me´moire partage´e et me´moire distribue´e (source : Lawrence Livermore
National Laboratory)
d’horloge des processeurs a augmente´ exponentiellement depuis les anne´es 1970. Cette
e´volution est conforme a` une observation faite par Moore [70], devenue par la suite la
loi de Moore, qui stipule que le nombre de transistors inte´gre´s sur le circuit d’un mi-
croprocesseur doublait environ tous les deux ans. Cette e´volution des performances
a permis d’apporter des ame´liorations aux applications existantes et nouvellement
e´crites sans que les programmeurs n’aient eu a` fournir des efforts particuliers pour les
adapter aux nouveaux processeurs.
Dans un article paru en 2004, intitule´ The Free Lunch is Over [87], Sutter annonce
et explique les raisons de la fin de l’augmentation de la fre´quence d’horloge d’un seul
processeur, a` cause notamment de la difficulte´ a` dissiper la chaleur libe´re´e. On voit
sur la figure 1.3 l’aplatissement de la courbe repre´sentant la fre´quence d’horloge des
processeurs depuis 2004. Ces limitations ont amene´ les constructeurs a` inte´grer sur
le meˆme circuit plusieurs microprocesseurs, appele´s cœurs, pour avoir encore plus de
puissance : c’est l’ave`nement des architectures multi-cœurs.
Si les architectures multi-cœurs continuent d’offrir de plus en plus de puissance
de calcul, il n’est pas possible d’en be´ne´ficier sans un effort explicite de program-
mation. Elles rendent ainsi la programmation paralle`le ne´cessaire pour ame´liorer les
performances des programmes et ce de`s le niveau le plus e´le´mentaire des architectures
paralle`les : le nœud.
Contrairement aux anciennes architectures a` me´moire partage´e (fig. 1.2) dans
lesquelles les diffe´rents processeurs avaient des temps d’acce`s uniformes a` la me´moire
partage´e (UMA : Uniform Memory Access), les nouvelles architectures a` me´moire
partage´e ont des temps d’acce`s non uniformes aux donne´es (NUMA : Non Uniform
Memory Access). Cette non-uniformite´ est lie´e aux diffe´rents niveaux de caches que
traversent les donne´es, comme le montre la figure 1.4. Les architectures (ccNUMA :
cache-coherent NUMA) imple´mentent, au niveau physique, un protocole de cohe´rence
de cache pour maintenir une vision cohe´rente des donne´es au niveau de chaque cœur
de calcul.
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Figure 1.3 – Fin de l’augmentation de la fre´quence d’horloge d’un seul processeur
La figure 1.4 montre l’architecture d’un nœud NUMA d’un cluster de la plateforme
de calcul Grid’5000 [17]. Graˆce a` l’outil hwloc [21], on peut visualiser la topologie
de ce nœud, avec deux processeurs, ayant chacun quatre cœurs. Chaque cœur a deux
niveaux de cache propres et un troisie`me niveau partage´ avec les autres cœurs d’un
meˆme processeur. Tous les cœurs partagent la meˆme me´moire centrale.
Au niveau du nœud, on ajoute souvent un acce´le´rateur ou un co-processeur
spe´cialise´ pour acce´le´rer certains types de calculs. Les GPGPUs [79] (General-
Purpose Graphical Processing Units) sont les acce´le´rateurs les plus utilise´s dans
les clusters, notamment les GPUs NVIDIA comme le montre la figure 1.5. Les
GPUs offrent des performances the´oriques creˆtes tre`s e´leve´es mais surtout des de´bits
me´moire un ordre de grandeur plus grands que les CPUs comme le montre la
figure 1.6 pour les GPUs NVIDIA.
Les architectures a` me´moire distribue´e, lorsqu’elles sont constitue´es d’un ensemble
de nœuds homoge`nes, forment un cluster [35]. Les clusters constituent une forme tre`s
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Figure 1.4 – Un nœud NUMA du cluster Adonis sur Grid5000
NœUds NUMA Acce´le´rateurs Re´seau
B313 13 nœuds x 4 cœurs 13 NVIDIA Ethernet 1 GB/s
Salle machines a` Te´le´com SudParis = 52 cœurs Quadro 2000
Adonis 10 nœuds x 2 cpus x 4 cœurs 20 NVIDIA Ethernet 1 GB/s
Cluster de Grid5000 = 80 cœurs Tesla T10 Infiniband 40 GB/s
Titan 18688 nœuds x 1 cpu x 16 cœurs 18688 NVIDIA Cray GEMINI Interconnect
#2 du Top500 en 2013, Cray = 299008 cœurs Tesla K20 4.68-20 GB/s
Topologie re´seau en tore
Table 1.1 – Exemples de clusters
re´pandue d’architectures paralle`les graˆce au rapport e´leve´ performances / couˆt de
production . La figure 1.7 confirme cet e´tat de fait pour les architectures paralle`les
actuelles. Une variante rare de clusters, appele´e Distributed Shared Memory [6], e´mule
une me´moire partage´e au niveau de tous les cœurs d’un cluster.
De nos jours, les clusters sont forme´s de nœuds de calcul relie´s par le re´seau ; chaque
nœud e´tant constitue´ de plusieurs processeurs multi-cœurs avec e´ventuellement des
acce´le´rateurs associe´s. On retrouve donc, dans ces machines, l’aspect me´moire dis-
tribue´e entre les nœuds, me´moire partage´e pour les processeurs et les cœurs d’un
seul nœud et e´ventuellement un acce´le´rateur graphique. On de´signe ces clusters par
architectures hybrides 1.8.
Les architectures hybrides constituent les syste`mes cibles du travail de cette the`se.
Exemples de clusters. Le tableau 1.1 montre les caracte´ristiques de trois clusters
de calcul, du cluster de laboratoire au deuxie`me super-calculateur du Top500 1.
1. http ://www.top500.org/lists/2014/06
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Figure 1.5 – Acce´le´rateurs utilise´s dans les architectures paralle`les (source :
http ://www.top500.org/)
(a) GFLOP/s the´oriques (b) De´bits me´moire : GB/s the´oriques
Figure 1.6 – Performances et de´bits me´moire des GPUs NVIDIA compare´s aux
processeurs Intel (source : CUDA C Programming Guide)
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Figure 1.7 – Architectures paralle`les (source : http ://www.top500.org/)
(a) Architecture hybride me´moire distribue´e +
me´moire partage´e
(b) Architecture hybride me´moire distribue´e +
me´moire partage´e + GPUs
Figure 1.8 – Architectures hybrides (source : Lawrence Livermore National Labora-
tory)
1.2 La programmation paralle`le
1.2.1 Grain de paralle´lisme
Un programme paralle`le est constitue´ de plusieurs parties qui s’exe´cutent en pa-
ralle`le en interagissant a` certains points du programme : les points de synchronisa-
tion qui incluent les communications. Le nombre d’interactions de´finit le grain de
paralle´lisme du programme. Ainsi, un programme paralle`le a` grain fin est caracte´rise´
par des synchronisations fre´quentes pour des pe´riodes de calcul courtes. A l’oppose´, le
paralle´lisme a` gros grain est caracte´rise´ par de longues pe´riodes de calculs paralle`les,
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avant l’exe´cution de points de synchronisation. En absence de synchronisations, un
programme paralle`le est dit comple`tement paralle`le (embarrassingly parallel).
1.2.2 Paralle´lisme de taˆche
Le paralle´lisme de taˆche consiste a` isoler des parties d’un programme pouvant
s’exe´cuter inde´pendamment les unes des autres, formant ainsi des taˆches. Une taˆche
consomme des donne´es en entre´e et en produit en sortie et peut eˆtre exe´cute´e de`s que
ses donne´es en entre´e sont preˆtes. Le paralle´lisme de taˆche est adapte´ aux applications
irre´gulie`res.
1.2.3 Paralle´lisme pipeline´
Le paralle´lisme pipeline´ consiste a` organiser les calculs en plusieurs taˆches succes-
sives. Les taˆches n’ayant pas de de´pendance entre elles peuvent eˆtre exe´cute´es en pa-
ralle`le selon le mode`le de paralle´lisme de taˆches. Les autres taˆches sont contraintes par
les de´pendances producteur/consommateur et sont donc non paralle´lisables a` priori.
Cependant, pour des applications a` flux continu, comme les applications de traite-
ment du signal, l’organisation des diffe´rentes taˆches en pipeline permet a` chaque e´tage
d’effectuer en paralle`le une partie du programme sur les donne´es. Ainsi, en re´gime
stationnaire, le traitement est entie`rement paralle´lise´.
1.2.4 Paralle´lisme de donne´es
Le paralle´lisme de donne´es [52] consiste a` appliquer le meˆme calcul a` des sous-
ensembles diffe´rents de donne´es. Ce calcul peut eˆtre une meˆme instruction, par
exemple une addition, applique´s a` tous les e´le´ments de deux vecteurs. Le mode`le
d’exe´cution SPMD [32] Single Program Multiple Data de´coule de ce paradigme et
est largement utilise´ pour e´crire des programmes scientifiques pour architectures a`
me´moire distribue´e. Il s’agit d’appliquer le meˆme programme, sur plusieurs processus,
a` des parties diffe´rentes des donne´es en fonction de l’identite´ de chaque processus.
Des points de synchronisations globaux permettent de re´tablir le controˆle au meˆme
niveau sur tous les processus. Ainsi, en dehors de ces points de synchronisation
globale, le controˆle peut avancer diffe´remment sur chaque processus, apportant un
degre´ supple´mentaire de paralle´lisme. Le paralle´lisme de donne´es convient a` des
calculs denses sur des donne´es de tre`s grande taille, caracte´ristiques d’une famille de
programmes de calcul scientifique. Les architectures de calcul telles que les GPUs
de NVIDIA [76] sont, par construction, adapte´es a` ce type d’applications : elles sont
constitue´es d’un tre`s grand nombre de cœurs capables de calculer mais avec une
logique de controˆle moins complexe que les CPUs. Les cœurs sont regroupe´s dans des
unite´s appele´es Streaming Multiprocessors qui re´alisent le controˆle sur les cœurs en
ordonnanc¸ant les threads a` l’exe´cution, typiquement par groupes de trente-deux.
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1.2.5 Loi d’Amdhal
La paralle´lisation ne peut re´duire le temps d’exe´cution que si le programme
pre´sente suffisamment de paralle´lisme. Cette notion a e´te´ formalise´e par Amdhal [2].
La loi d’Amdhal (eq 1.1) donne une borne supe´rieure the´orique de l’acce´le´ration,
S, d’un programme en fonction des temps de calcul des parties paralle´lisables, α,
et des parties se´quentielles (non paralle´lisables), par rapport au temps d’exe´cution
se´quentiel. Cette borne est atteinte lorsque le nombre de processus (ou threads)
exe´cutant le programme, P , devient tre`s grand.
S(P ) =
1
1− α + α
P
(1.1)
La loi d’Amdhal permet de savoir si un effort de paralle´lisation est justifie´ pour
toute une application. Dans une approche de paralle´lisation incre´mentale, elle per-
met de cibler en priorite´ les re´gions exposant le plus de paralle´lisme. Cependant,
dans la re´alite´, les performances obtenues oscillent autour de la pre´diction the´orique
d’acce´le´ration soit positivement graˆce notamment a` des effets de cache plus favo-
rables apre`s de´coupage des donne´es et parfois ne´gativement si le support d’exe´cution
du programme paralle`le ajoute un surcouˆt important, principalement lie´ a` la synchro-
nisation, qui inclut les communications en me´moire distribue´e.
1.3 Le calcul scientifique : dense et creux
Le calcul scientifique est un domaine a` l’intersection des mathe´matiques, des
sciences de l’inge´nieur et de l’informatique. Des mode`les mathe´matiques sont
construits pour le traitement du signal ou pour de´crire l’e´volution de phe´nome`nes
naturels tels que l’e´coulement des fluides ou les de´formations d’un support mate´riel.
Des algorithmes nume´riques imple´mentent la re´solution de ces mode`les. L’exe´cution
des programmes qui en re´sultent permet de transformer, d’observer ou de reproduire
les phe´nome`nes naturels mode´lise´s : pre´visions me´te´o, simulation de tests de collisions
automobiles, effets spe´ciaux au cine´ma, etc.
La paralle´lisation de ces programmes permet a` la fois d’avoir des simulations plus
rapides et de traiter des donne´es de plus en plus grandes (zones me´te´orologiques plus
larges, maillages plus fins, ..).
L’information traite´e en calcul scientifique est constitue´e de tre`s grands ensembles
de points repre´sentant les objets mode´lise´s comme les mailles ou les points des images.
Ainsi, les donne´es sont souvent stocke´es dans des tableaux multi-dimensionnels par-
courus par des nids de boucles a` plusieurs niveaux pour leur appliquer diffe´rents
traitements.
La nature des proble`mes mode´lise´s se refle`te dans les valeurs stocke´es dans les
tableaux utilise´s. Ainsi, les maillages non structure´s, par exemple, ge´ne`rent des ta-
bleaux avec des e´le´ments ne portant pas d’information (valeurs nulles). Cette classe
de proble`mes est de´signe´e comme calcul creux. En opposition, le calcul dense est
caracte´rise´ par des tableaux sans valeurs nulles (ou presque). Le calcul scientifique
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creux utilise des techniques de compression de matrices par lignes ou par colonnes
(CRS : Compressed Row Storage, CCS : Compressed Column Storage) pour limiter
le gaspillage de l’espace me´moire alloue´ [89]. Des tableaux d’indirection contenant
les coordonne´es des e´le´ments compresse´s sont alors utilise´s pour acce´der a` ces ta-
bleaux. Il en re´sulte des programmes plus difficiles a` paralle´liser sur des machines a`
me´moire distribue´e. Des techniques de de´couverte d’informations sur les valeurs mo-
difie´es a` l’exe´cution comme l’inspection/exe´cution sont utilise´es [84] pour ge´ne´rer les
communications.
1.4 Contexte et objectifs de la the`se
Le travail de cette the`se se place dans le contexte de la programmation des appli-
cations scientifiques denses, a` paralle´lisme de donne´es, sur des architectures hybrides.
L’objectif de la the`se est de proposer un mode`le de programmation efficace dans
le contexte de´fini. L’efficacite´ recherche´e est de´finie selon trois dimensions :
1. la facilite´ de programmation : le programmeur doit apporter des informations
sur le paralle´lisme et les donne´es, sans avoir a` entrer dans les de´tails relatifs a`
l’environnement d’exe´cution paralle`le ;
2. la re´duction du temps d’exe´cution globale du programme,
3. la re´duction de l’empreinte me´moire sur chaque nœud de la machine paralle`le
pour pouvoir traiter des proble`mes de tre`s grande taille.
1.5 De´fis pose´s par la programmation paralle`le sur
architectures hybrides
Les machines paralle`les hybrides sont difficiles a` programmer efficacement car elles
ne´cessitent d’utiliser plusieurs mode`les de programmation. De plus, la multiplication
des niveaux de me´moire rend difficile la garantie de la correction du programme
paralle`le. Toutes ces conside´rations e´loignent le programmeur des aspects purement
algorithmiques du proble`me a` re´soudre. Enfin, le de´bogage et l’extensibilite´ sont d’au-
tant plus difficiles a` effectuer et a` garantir.
La figure 1.9 montre un exemple d’environnement de programmation paralle`le hy-
bride. Pour chaque niveau, on indique certains des langages ou bibliothe`ques utilise´s,
qui seront de´taille´s au chapitre suivant. Pour tirer parti des performances de la ma-
chine paralle`le, le programmeur doit ge´rer les spe´cificite´s de chaque niveau, avec le
mode`le de programmation ade´quat.
Les points suivant sont a` conside´rer lors de la programmation efficace des archi-
tectures hybrides.
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Figure 1.9 – Environnement de programmation hybride
La distribution des calculs. Les calculs doivent eˆtre re´partis de la fac¸on la plus
e´quilibre´e possible entre les diffe´rentes ressources de calcul afin de tendre vers la
minimisation du temps d’exe´cution global du programme.
La distribution des donne´es. Les donne´es doivent eˆtre place´es de fac¸on a` offrir
la localite´ des calculs tout en minimisant l’empreinte me´moire sur chaque nœud.
Les communications. Pour que les communications soient efficaces, elles doivent
eˆtre agre´ge´es et non redondantes. Elles doivent e´galement permettre de re´aliser un
recouvrement par les calculs afin d’absorber au maximum la latence du re´seau.
Une solution au proble`me de la programmation efficace des architectures hy-
brides doit apporter des re´ponses satisfaisantes aux besoins et difficulte´s souleve´es
pre´ce´demment. La solution doit eˆtre e´galement efficace en terme de programmabilite´.
Il faut offrir au programmeur un mode`le de programmation a` la fois simple et
expressif mais e´galement un mode`le de performance pre´visible.
L’organisation de ce manuscrit est la suivante : le chapitre 2 e´tudie les solutions
existantes pour la programmation des architectures paralle`les hybrides ; dans le cha-
pitre 3, nous proposons dSTEP, un mode`le de programmation pour la programmation
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des machines paralle`les hybrides ; dans le chapitre 4, nous formalisons la distribution
et de´crivons les proprie´te´s ne´cessaires a` une ge´ne´ration de code correcte ; le chapitre 5
pre´sente la compilation efficace de dSTEP, notamment au niveau des communications
ge´ne´re´es ; le chapitre 6 de´montre l’extensibilite´ de dSTEP aux architectures hybrides
e´quipe´es de GPUs ; le chapitre 7 propose un mode`le de couˆt pour aider le program-
meur a` choisir la meilleure distribution en fonction des caracte´ristiques de la machine
paralle`le disponible ; des re´sultats expe´rimentaux sont pre´sente´s au chapitre 8 ; en-
fin, nous concluons en re´sumant les contributions de cette the`se et en pre´sentant les
perspectives d’extension du travail re´alise´ au chapitre 9.
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Chapitre 2
Programmation pour machines
hybrides
Dans ce chapitre, nous pre´sentons les solutions existantes pour la programmation
des machines paralle`les hybrides dans le contexte du calcul scientifique. Selon le ni-
veau d’abstraction par rapport a` l’architecture cible, nous classifions les diffe´rentes
approches en quatre couches, comme repre´sente´ sur la figure 2.1 :
1. les bibliothe`ques,
2. les directives de compilation,
3. les langages de programmation,
4. les approches de haut niveau.
Nous relevons les limitations des approches existantes et nous montrons la ne´cessite´
d’une nouvelle solution que nous positionnons par rapport aux travaux existants.
Nous nous inte´ressons particulie`rement aux directives de compilation.
2.1 Bibliothe`ques
2.1.1 Communications coope´ratives, unilate´rales
Les bibliothe`ques utilise´es pour programmer les machines a` me´moire distribue´e
utilisent le paradigme de passage de messages. Il existe deux fac¸ons d’imple´menter
un e´change de message entre deux processus.
1. Les deux processus coope`rent pour e´changer le message : le processus envoyant
les donne´es appelle explicitement une routine d’envoi (send) et le processus
recevant les donne´es appelle explicitement une routine de re´ception (receive). Il
faut donc que les processus implique´s dans un e´change de donne´es connaissent
exactement le type, la taille, et l’adresse des donne´es e´change´es.
2. Un processus peut acce´der aux donne´es d’un autre processus sans que ce dernier
ne coope`re explicitement a` l’e´change du message (one-sided communication).
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Figure 2.1 – Classification des diffe´rentes approches de la programmation pour ma-
chines paralle`les hybrides
Les routines de base imple´mente´es dans ce type de communication sont l’envoi
de donne´es (put), la re´cupe´ration de donne´es (get) et l’accumulation du re´sultat
d’un calcul (accumulate).
Les communications unilate´rales ne´cessitent un support mate´riel spe´cifique et
peuvent introduire des surcouˆts importants a` l’exe´cution duˆs au me´canisme de
comple´tion et de notification de comple´tion des communications. Pour les appli-
cations a` paralle´lisme de donne´es, le paradigme des communications coope´ratives
reste la solution la plus largement utilise´e. Les communications unilate´rales sont plus
adapte´es aux applications irre´gulie`res et constituent le support de communication
des langages PGAS (voir la section 2.3).
2.1.2 MPI
MPI [67] est un standard pour la programmation a` e´change de messages en
C/C++ et Fortran. Il offre une riche collection de primitives de communication
point-a`-point et collectives. Depuis la version 2.1 du standard, les communications
unilate´rales sont supporte´es. MPI de´finit des communicateurs, ensembles de proces-
sus participant a` l’exe´cution re´partie d’un programme. Les communicateurs peuvent
eˆtre des sous-ensembles des processus disponibles, permettant ainsi un de´coupage
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hie´rarchique des traitements selon les sous-domaines de l’application. Les processus
peuvent e´galement eˆtre structure´s virtuellement en des topologies carte´siennes pour
simplifier la conception des communications pour des proble`mes a` voisinage. Enfin,
MPI offre un support pour les entre´es-sorties paralle`les.
MPI est une spe´cification d’interface pour la programmation a` e´change de mes-
sage dont il existe plusieurs imple´mentations comme MPICH-2 [47] et OpenMPI [45].
MPI est largement adopte´ par la communaute´ du calcul scientifique pour la program-
mation des architectures a` me´moire distribue´e. Cependant, il requiert un effort de
programmation e´leve´ a` un niveau de de´tail tre`s fin. MPI est, de ce fait, qualifie´ de
langage assembleur de la me´moire distribue´e.
Un programme MPI peut eˆtre exe´cute´ aussi bien en me´moire distribue´e qu’en
me´moire partage´e. Cependant MPI n’est pas utilise´ comme solution de choix en
me´moire partage´e car il demande un effort de programmation beaucoup plus im-
portant par rapport a` une solution plus adapte´e comme OpenMP par exemple (voir
section 2.2.1). De plus, d’un point de vue syste`me, les processus MPI sont des entite´s
plus lourdes que les threads utilise´s dans les mode`les de programmation pour me´moire
partage´e. Enfin, MPI n’offre pas de support pour la programmation des acce´le´rateurs.
2.1.3 GASNet
La bibliothe`que de communication GASNet [18] offre une imple´mentation effi-
cace des communications unilate´rales. Elle constitue un support d’exe´cution pour
les langages PGAS [97] (Partitioned Global Address Space) plutoˆt qu’une interface
directement utilise´e par le programmeur applicatif. GASNet utilise les messages ac-
tifs [94](active messages). Un message actif contient, en plus des donne´es, un enteˆte
avec une adresse d’un code, voire directement un code, a` exe´cuter par le processus
re´cepteur pour extraire les donne´es du message.
2.1.4 Global Arrays
Global Arrays [74] est une des premie`res tentatives d’adaptation du mode`le de
programmation a` me´moire partage´e pour les me´moires distribue´es. L’interface Global
Arrays donne au programmeur un controˆle explicite sur les donne´es : distinction entre
des donne´es locales, a` acce`s rapide, et des donne´es partage´es, a` acce`s plus lent. Le
programmeur peut cre´er des tableaux distribue´s, et effectuer des acce`s asynchrones
sur ces tableaux sans coope´ration explicite entre les processus. Il doit ainsi inse´rer
les primitives de synchronisation ne´cessaires afin de garantir la correction des acce`s
concurrents.
2.1.5 StarPU
StarPU [9] est un mode`le de programmation a` paralle´lisme de taˆches pour la pro-
grammation hybride. Le programmeur de´finit des codelets : des fonctions qui peuvent
eˆtre imple´mente´es sur plusieurs types d’architectures (CPU, GPU, CELL, ...). L’ap-
plication d’un codelet sur un ensemble de donne´es constitue une taˆche, pour laquelle
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les acce`s aux donne´es (lecture, e´criture ou lecture et e´criture) sont explicite´es. Le sup-
port d’exe´cution de StarPU ordonnance automatiquement et efficacement ces taˆches
sur les ressources de calcul disponibles en ge´rant les mouvements de donne´es entre les
diffe´rentes me´moires d’une architecture he´te´roge`ne.
En me´moire distribue´e, StarPU offre un ensemble de fonctions de communication
au dessus de MPI pour effectuer des transferts explicites de donne´es [8]. StarPU
permet e´galement de ge´ne´rer des communications de fac¸on transparente en me´moire
distribue´e. Pour cela, le programmeur doit de´finir la distribution des donne´es, et
soumettre au support d’exe´cution des MPI tasks. La distribution est effectue´e via
des handles, qui sont des structures de donne´es permettant de ge´rer la cohe´rence
des variables distribue´s. De plus, la distribution est spe´cifie´e par une fonction de´finie
par le programmeur et appele´e pour chaque e´le´ment des donne´es a` distribuer. Cette
strate´gie peut induire un surcouˆt important lors de la distribution de donne´es de tre`s
grande taille.
Le listing 2.1 tire´ de la documentation en ligne de StarPU montre un exemple de
distribution de donne´es. On remarque que la matrice matrix est re´plique´e sur tous
les nœuds (ligne 1). On de´clare ensuite pour la structure de donne´es data handles,
e´le´ment par e´le´ment, un proprie´taire (ligne 8). L’utilisateur de´finit e´galement la fonc-
tion de distribution comme dans le code du listing 2.2 pour une distribution par
blocs.
2.1.6 Bilan des bibliothe`ques
Le tableau 2.1 re´sume le bilan des bibliothe`ques de communication utilise´es pour
la programmation des architectures hybrides.
MD MP Acc. Facilite´ Dist. donne´es Dist. calculs Comm. Calcul Paralle´lsime Portabilite´
MPI X X programmeur programmeur explicites dense et creux donne´es X
GASNet X X programmeur programmeur explicites dense et creux donne´es
GA X X programmeur programmeur explicites dense et creux donne´es
StarPU X X X programmeur programmeur explicites dense et creux taˆches X
Table 2.1 – Bilan des bibliothe`ques (MD : Me´moire Distribue´e, MP : Me´moire Par-
tage´e, Acc. : Acce´le´rateurs, Dist. : Distribution, Comm. : Communications)
2.2 Directives de compilation
2.2.1 OpenMP
OpenMP [31] est un standard de fait pour la programmation des architectures
a` me´moire partage´e en C/C++ et Fortran. Il utilise un mode`le de programmation
base´ sur les processus le´gers, ou threads, appele´ mode`le fork-join : lorsqu’un thread
rencontre le de´but d’une re´gion paralle`le, il cre´e une e´quipe de threads, dont il devient
le thread principal. A` la fin de l’exe´cution d’une re´gion paralle`le, tous les threads
d’une meˆme e´quipe s’arreˆtent, sauf le thread principal qui continue son exe´cution. Des
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1 unsigned matrix[X][Y];
2 starpu_data_handle_t data_handles[X][Y];
3 for(x = 0; x < X; x++) {
4 for (y = 0; y < Y; y++) {
5 int mpi_rank = my_distrib(x, y, size);
6 if (mpi_rank == my_rank)
7 /* Owning data */
8 starpu_variable_data_register (& data_handles[x][y], 0,
9 (uintptr_t)&( matrix[x][y]),
10 sizeof(unsigned));
11 else if (my_rank == my_distrib(x+1, y, size) ||
12 my_rank == my_distrib(x-1, y, size) ||
13 my_rank == my_distrib(x, y+1, size) ||
14 my_rank == my_distrib(x, y-1, size))
15 /* I don’t own that index , but will need it for my
computations */
16 starpu_variable_data_register (& data_handles[x][y], -1,
17 (uintptr_t)NULL , sizeof(unsigned));
18 else
19 /* I know it’s useless to allocate anything for this */
20 data_handles[x][y] = NULL;
21 if (data_handles[x][y]) {
22 starpu_data_set_rank(data_handles[x][y], mpi_rank);
23 starpu_data_set_tag (data_handles[x][y], x*X+y);
24 }
25 }
26 }
Listing 2.1 – Distribution de donne´es avec StarPU
1 /* Returns the MPI node number where data is */
2 int my_distrib(int x, int y, int nb_nodes) {
3 /* Block distrib */
4 return ((int)(x / sqrt(nb_nodes) +
5 (y / sqrt(nb_nodes)) *
6 sqrt(nb_nodes))) % nb_nodes;
7 }
Listing 2.2 – De´finition d’une fonction de distribution par le programmeur dans
StarPU
constructions de partage de travail permettent de spe´cifier que certaines instructions
peuvent eˆtre exe´cute´es en paralle`le par les diffe´rents threads d’une e´quipe. OpenMP
offre un mode`le me´moire a` consistance relaˆche´e, ou` les threads exe´cutant une re´gion
paralle`le ont une vue locale de l’e´tat des variables acce´de´es au niveau des cœurs de
calcul, ce qui permet d’avoir des lectures rapides et des e´critures non propage´es aux
autres cœurs lors de l’exe´cution d’une re´gion paralle`le. La cohe´rence globale, c’est
a` dire la vision unifie´e des valeurs des variables partage´es par tous les threads, est
re´tablie aux points de synchronisation. Il existe des synchronisations implicites en
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de´but et fin des re´gions paralle`les et explicites en utilisant les barrie`res et la directive
flush.
OpenMP est particulie`rement adapte´ a` la paralle´lisation d’applications a` pa-
ralle´lisme de donne´es. La directive omp for permet de re´aliser un partage de travail
au niveau des ite´rations d’une boucle paralle`le avec la possibilite´ d’indiquer plusieurs
types de partitionnement et d’affectation des ite´rations aux diffe´rents threads. De
plus, OpenMP permet de suivre une approche de paralle´lisation incre´mentale en pa-
ralle´lisant se´pare´ment les boucles d’un programme.
La version 3.0 [77] du standard OpenMP introduit un support pour le paralle´lisme
de taˆches et un controˆle a` l’exe´cution de l’affectation des threads aux cœurs. La
version 4.0 [78] e´largit les architectures cibles d’OpenMP avec l’introduction d’un
ensemble de directives pour l’exe´cution sur acce´le´rateurs. La directive omp target
permet de de´clarer un environnement d’exe´cution sur un acce´le´rateur. La directive
omp declare target permet de de´clarer des fonctions ou des variables pour lesquelles
le compilateur OpenMP ge´ne`re des versions pour GPUs. La clause map permet de
spe´cifier le mouvement de donne´es entre un hoˆte et un acce´le´rateur. La version 4.9.0 de
GCC 1, sortie en avril 2014, annonce l’imple´mentation des fonctionnalite´ d’OpenMP
4.0.
Bien qu’OpenMP offre une interface de programmation intuitive et incre´mentale
pour la paralle´lisation de programmes, il reste limite´ a` la me´moire partage´e et plus
re´cemment aux acce´le´rateurs et n’offre pas de support pour la programmation des
architectures a` me´moire distribue´e. Des travaux se sont inte´resse´s a` l’extension
d’OpenMP pour les clusters comme le projet Distributed OpenMP de PGI [66].
Intel a propose´ Cluster OpenMP [53], une extension d’OpenMP pour les clusters
qui ajoute la directive sharable a` OpenMP pour de´clarer les variables alloue´es en
me´moire distribue´e et dont les mises a` jour sont ge´re´es par un SDSM (Software
Distributed Shared Memory). Basumalik et al. [14] proposent une transformation de
programmes OpenMP vers MPI avec re´plication totale des donne´es.
2.2.2 STEP : Syste`me de Transformation pour l’Exe´cution
Paralle`le
L’outil STEP [68, 69], de´veloppe´ par l’e´quipe HP2 (Haute Performance et Pa-
ralle´lisme) de TELECOM SudParis constitue le point de de´part du travail de cette
the`se. STEP permet la transformation d’un programme OpenMP C ou Fortran en un
programme OpenMP et MPI. Il a e´te´ e´tendu a` la ge´ne´ration de code pour clusters
de GPUs en imple´mentant une transformation de programmes HMPP vers HMPP et
MPI [85]. STEP permet de ge´ne´rer des communications efficaces graˆce a` l’utilisation
des analyses interproce´durales de re´gions de tableaux [30] offertes par le compilateur
PIPS [55, 3]. L’efficacite´ de STEP a e´te´ de´montre´e sur plusieurs programmes de calcul
scientifique tels que la multiplication de matrices, le solveur Jacobi et le programme
de dynamique mole´culaire MD. STEP a e´te´ e´galement applique´ avec succe`s a` une
application de propagation d’ondes ou` des re´ductions significatives des communica-
1. http ://gcc.gnu.org/gcc-4.9/changes.html
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tions ont e´te´ re´alise´es graˆce aux re´gions de´crivant les communications et maintenues
dynamiquement : send, recv et up-to-date.
Au de´but de ce travail de the`se, la limitation principale de STEP e´tait la
re´plication inte´grale des tableaux dans le code ge´ne´re´, ce qui empeˆche l’exe´cution
des programmes ge´ne´re´s sur des donne´es de tre`s grande taille. Cette limitation est
d’autant plus importante dans le contexte des clusters de GPUs que la me´moire d’un
seul GPU ne peut eˆtre e´tendue contrairement a` la me´moire centrale d’un CPU.
2.2.3 HMPP
HMPP(Hybrid Multicore Parallel Programming) [34] est un mode`le de program-
mation pour acce´le´rateurs de´veloppe´ par CAPS Entreprise 2. C’est un ensemble de
directives pour la spe´cification des parties de code a` exe´cuter sur acce´le´rateur. Deux
directives principales sont utilise´es en HMPP : la directive codelet permet d’indiquer
qu’une fonction est a` exe´cuter sur un acce´le´rateur, et la directive callsite permet d’in-
diquer les sites d’appels dans le code ou` la version acce´le´rateur du code d’une fonction
doit eˆtre appele´e. D’autres directives permettent de spe´cifier la politique de transfert
de donne´es entre la me´moire d’un hoˆte et celle d’un acce´le´rateur.
Pour optimiser la ge´ne´ration de code pour les codelets, HMPP offre un autre
ensemble de directives, de´signe´ comme HMPP Codelet Generator [24]. La directive
hmppcg gridify notamment permet de spe´cifier plusieurs dimensions paralle`les d’un
nid de boucles. D’autres directives permettent d’indiquer au compilateur des trans-
formations a` appliquer aux nids de boucles annote´s telles que la permutation ou la
distribution de boucles.
Le listing 2.3 montre un exemple d’utilisation de la directive hmppcg gridify pour
exprimer qu’une boucle i est paralle`le, avec indication des variables prive´es et globales
de la boucle dans des clauses.
1 #pragma hmppcg gridify , private (mylocalvar), global (v1 , v2 , alpha)
2
3 for( i = 0 ; i < n ; i++ ) {
4 v1[i] = alpha * v2[i] + v1[i];
5 mylocalvar= v1[i];
6
7 }
Listing 2.3 – Exemple d’utilisation de la directive hmppcg gridify
Comme OpenMP, HMPP offre une solution de paralle´lisation incre´mentale, qui
permet de porter progressivement plusieurs parties d’un programme sur acce´le´rateurs.
La spe´cification HMPP a donne´ naissance a` la proposition d’un standard ouvert :
OpenHMPP [38]. HMPP ne traite cependant pas la programmation des machines a`
me´moire distribue´e et a` me´moire partage´e.
2. http ://www.caps-entreprise.com
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2.2.4 OpenACC
OpenACC [29, 95] est un standard re´cent pour la programmation d’acce´le´rateurs
en C/C++ et Fortran e´labore´ notamment par CAPS Entreprise, PGI et Cray. L’ob-
jectif d’OpenACC est de devenir pour les acce´le´rateurs ce qu’OpenMP est pour les
machines a` me´moire partage´e en termes de portabilite´, performances et d’adoption
par la communaute´ du calcul haute performance. OpenACC offre un ensemble de di-
rectives pour la spe´cification des parties d’un programme ou des fonctions a` exe´cuter
sur un acce´le´rateur ainsi que les mouvements de donne´es entre les me´moires de l’hoˆte
et de l’acce´le´rateur. OpenACC reste cependant spe´cifique aux acce´le´rateurs et ne cible
ni la me´moire distribue´e ni la me´moire partage´e.
2.2.5 hiCUDA
hiCUDA [50] est un mode`le de programmation a` base de directives pour la sim-
plification de la programmation en CUDA. Le code a` exporter sur GPU est de´limite´
par la directive kernel et le de´coupage des ite´rations par la clause loop partition. Le
mode`le me´moire de hiCUDA refle`te l’organisation me´moire de l’architecture CUDA.
Il propose les directives global, constant, texture et shared pour de´clarer des variables
alloue´es dans la me´moire du meˆme nom dans le mode`le CUDA. Les transferts me´moire
sont a` la charge du programmeur en utilisant les clause copyin et copyout pour les
variables re´fe´rence´es dans les kernels.
2.2.6 Cetus
Basumalik et al. [15] proposent une transformation OpenMP vers MPI imple´mente´e
dans le compilateur Cetus [60]. Dans cette solution, les donne´es sont totalement
re´plique´es. Lee et al. [61] e´tendent ce travail a` une transformation OpenMP vers
CUDA ou` les transferts me´moire sont ge´ne´re´s automatiquement et sont opti-
mise´s graˆce a` une analyse des de´finitions/utilisations des donne´es entre l’hoˆte et
l’acce´le´rateur.
2.2.7 XcalableMP
XcalableMP [73] est un langage de programmation paralle`le, influence´ par
OpenMP et HPF. Il offre aux programmeurs deux vues sur les objets distribue´s :
une vue locale, compatible avec le langage CAF, et une vue globale consistant en
un ensemble de directives. Les directives XcalableMP peuvent eˆtre inse´re´es dans
des programmes e´crits en langage C et Fortran et permettent au programmeur
d’indiquer au compilateur la distribution des donne´es et des calculs, mais ce dernier
doit e´galement expliciter les endroits auxquels les communications doivent avoir lieu
et sur quelles donne´es. La distribution des tableaux est effectue´e avec des directives
similaires a` HPF, exprimant des distributions par blocs et cycliques ainsi que par
blocs de diffe´rentes tailles. Un voisinage peut eˆtre indique´ pour les donne´es distribue´es
avec une directive shadow. Les boucles sont partitionne´es avec la directive loop et
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la clause threads est utilise´e pour indiquer la ge´ne´ration de code pour me´moire
partage´e. La directive gmove est utilise´e pour des instructions d’affectation utilisant
une syntaxe de sections de tableaux. Dans ce cas, si les e´le´ments lus se trouvent sur
des processus distants, alors des communications sont ge´ne´re´es. La directive reflect
indique au compilateur qu’il faut mettre a` jour les e´le´ments des zones shadow.
XcalableMP offre au programmeur la possibilite´ de controˆler a` la fois la distri-
bution des donne´es et des calculs mais lui impose de ge´rer explicitement les commu-
nications par des directives. Aucun moyen de ve´rification des communications ainsi
de´crites n’est offert, et le programme peut produire un re´sultat incorrect si les di-
rectives de communications ne sont pas bien utilise´es. De plus, XcalableMP n’offre
pas de support pour la distribution multi-partitionne´e et ne se´pare pas les notions de
boucle paralle`le et distribue´e.
2.2.8 OmpSs
OmpSs [36] est une solution de programmation paralle`le aynchrone a` base de di-
rectives. La directive task permet de de´clarer une fonction ou une partie de code
comme e´tant une taˆche pouvant s’exe´cuter en paralle`le. A` une taˆche sont associe´es
des informations sur les acce`s aux donne´es via les clauses in, out et inout. Le compi-
lateur d’OmpSs ge´ne`re ensuite un code paralle`le dans lequel les taˆches sont e´ligibles
a` l’exe´cution de`s que leurs de´pendances sont satisfaites. OmpSs peut ge´ne´rer du code
pour plusieurs architectures spe´cifie´es par la directive target. Le support d’exe´cution
d’OmpSs, Nanos++, est responsable de l’ordonnancement des taˆches ainsi que de
la cohe´rence me´moire du programme. Pour une exe´cution distribue´e [22], Nanos++
imple´mente une gestion centralise´e des taˆches ainsi que des communications. Une ins-
tance du support d’exe´cution est lance´e sur chaque nœud et une instance principale
lance et termine les taˆches et toutes les communications entre les diffe´rents nœuds
passent par cette instance, constituant ainsi un goulot d’e´tranglement. De plus, toute
la me´moire globale du programme est alloue´e sur le nœud central, ce qui limite la
capacite´ me´moire des programmes ainsi paralle´lise´s. OmpSs a ajoute´ par la suite le
concept de re´gions [23] pour spe´cifier de fac¸on plus fine des parties d’e´le´ments de ta-
bleaux au niveau des clauses de de´pendance et d’utilisation des donne´es. Les re´gions
ainsi de´crites peuvent notamment se chevaucher. Les clauses d’utilisation de donne´es,
copy in, copy out et copy inout permettent de spe´cifier le mouvement des donne´es
et de ge´ne´rer des communications dans un contexte distribue´. Une limitation impor-
tante d’OmpSs en me´moire distribue´e est la re´plication de toutes les donne´es sur tous
les nœuds. Le programmeur est e´galement responsable de la description pre´cise des
acce`s aux donne´es afin que le compilateur ge´ne`re des communications correctes, ce
qui constitue un effort de programmation e´leve´.
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2.2.9 Bilan des solutions a` base de directives
Le tableau 2.2 re´sume le bilan des approches par directives pour la programmation
des architectures hybrides. Les solutions existantes ne traitent pas tous les niveaux
de l’architecture paralle`le et des solutions telles que STEP, Cetus ou OmpSs e´tendent
leurs mode`les de programmation aux me´moires distribue´es. Cependant, ces solutions
re´pliquent totalement les donne´es du programme, constituant ainsi une limitation aux
traitement de donne´es de tre`s grande taille.
MD MP Acc. Facilite´ Dist. donne´es Dist. calculs Comm. Calcul Paralle´lsime Portabilite´
OpenMP X X(4.0) X programmeur dense donne´es X
creux taˆches (3.0)
STEP X X X X programmeur implicites dense donne´es X
HMPP X programmeur implcites dense donne´es
explicites
OpenACC X X programmeur implicites dense donne´es
explicites
hiCUDA X X programmeur explicites dense
Cetus X X X X programmeur implicites dense donne´es X
compilateur
XcalableMP X X programmeur programmeur explicites dense donne´es
OmpSs X X X programmeur explicites dense taˆches
creux
Table 2.2 – Bilan des solutions a` base de directives (MD : Me´moire Distribue´e, MP :
Me´moire Partage´e, Acc. : Acce´le´rateurs, Dist. : Distribution, Comm. : Communica-
tions)
2.3 Langages de programmation
2.3.1 High Performance Fortran
Le langage HPF [51] (High Performance Fortran) a e´te´ conc¸u dans les anne´es 90
avec l’ambition de devenir un standard pour la programmation des machines paralle`les
a` me´moire distribue´e. Construit au dessus du langage Fortran 95, HPF a ainsi pour
objectif d’offrir une solution de choix a` la fois pour la paralle´lisation incre´mentale
des codes de calcul scientifique existants et pour l’e´criture de nouvelles applications
paralle`les. Bien que HPF soit un langage a` part entie`re, on s’inte´resse a` sa partie
directives, leur expressivite´, leur compilation et leur impact sur les performances du
code ge´ne´re´.
Les directives HPF sont des indications au compilateur sur la fac¸on d’imple´menter
le programme sur une machine a` me´moire distribue´e et n’affectent pas sa se´mantique.
Deux types d’indications sont notamment donne´es au compilateur : la fac¸on de dis-
tribuer les donne´es et le paralle´lisme potentiel des boucles re´fe´renc¸ant les donne´es
distribue´es.
Le mode`le global de distribution des donne´es avec HPF est de´crit dans la figure 2.2.
Les e´le´ments de tableaux peuvent eˆtre aligne´s les uns aux autres avec une directive
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ALIGN et plusieurs tableaux peuvent eˆtre aligne´s au meˆme tableau virtuel, appele´ tem-
plate. Les tableaux, parfois via des templates, sont ensuite distribue´s avec la directive
DISTRIBUTE sur un ensemble de processeurs de´clare´s avec la directive PROCESSORS.
Figure 2.2 – Distribution des donne´es avec HPF
HPF offre au programmeur le moyen d’indiquer au compilateur quelles ite´rations
de boucles peuvent eˆtre exe´cute´es en paralle`le. La directive INDEPENDENT indique que
les instructions d’une boucle ne comportent pas de de´pendances entre les ite´rations.
Une clause de re´duction, REDUCTION, peut eˆtre ajoute´e a` une boucle paralle`le pour
de´clarer une variable pour laquelle le compilateur doit imple´menter une re´duction
paralle`le. La clause NEW permet d’indiquer des variables pouvant eˆtre privatise´es,
une ope´ration utile notamment pour la gestion des tableaux temporaires aux nids de
boucles. La construction de boucles FORALL, passe´e dans le langage Fortran 95, permet
de regrouper plusieurs indices de boucles. Couple´e avec la directive INDEPENDENT,
plusieurs dimensions d’un nid de boucles peuvent ainsi eˆtre de´clare´es paralle`les. La
construction FORALL e´value tous les membres droits des expressions d’affectation avant
d’e´crire les membres gauches.
Les compilateurs HPF interpre`tent les directives de distribution pour ge´ne´rer un
programme paralle`le dans lequel chaque processeur est proprie´taire d’une partie des
donne´es distribue´es, c’est-a`-dire que les donne´es sont alloue´s uniquement sur ce pro-
cesseur. Cependant, aucune indication n’est donne´e au compilateur sur la fac¸on de
re´partir les ite´rations sur les diffe´rents processeurs. La plupart des compilateurs HPF
utilisent une heuristique connue sous le nom de owner-computes. Cette re`gle stipule
que le calcul d’une expression est effectue´ par le proprie´taire de la donne´e ou` le
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re´sultat est stocke´. Des communications doivent eˆtre ge´ne´re´es afin de re´cupe´rer tous
les e´le´ments ne´cessaires au calcul et dont le processeur actif n’est pas proprie´taire.
Cependant, cette re`gle n’est pas toujours suffisante pour re´partir les ite´rations. Un
contre-exemple e´vident est la pre´sence pour une meˆme ite´ration de plusieurs instances
d’instructions e´crivant des e´le´ments de diffe´rents tableaux. Par exemple, dans le code
suivant, il n’est pas e´vident de de´terminer quel processeur doit exe´cuter une ite´ration
i si les proprie´taires des e´le´ments A(i) et B(i-1) ne sont pas le meˆme processeur.
DO i=1, N
A(i) = f(i)
B(i-1) = g(i)
END DO
L’extension ON HOME de HPF permet de lever la contrainte owner-computes
et de ge´ne´raliser la de´finition des processeurs devant exe´cuter une instruction au
proprie´taire d’une re´fe´rence quelconque. Dans l’exemple qui suit, le proprie´taire
de l’e´le´ment B(i) exe´cute l’instruction. Si ce processeur n’est pas proprie´taire de
l’e´le´ment e´crit A(i-1), alors une communication doit eˆtre ge´ne´re´e pour envoyer la
nouvelle valeur de cet e´le´ment a` son proprie´taire.
!HPF$ ON HOME(B(i))
A(i-1) = B(i) + C(i)
Les distributions re´gulie`res par blocs et bloc-cycliques propose´es par HPF per-
mettent de paralle´liser des programmes pour lesquels les dimensions paralle`les des
diffe´rents nids de boucles du programme co¨ıncident avec les dimensions distribue´es
des tableaux acce´de´s. Des sche´mas d’acce`s tels que les balayages par lignes, ren-
contre´s dans les applications imple´mentant des inte´grations ADI (Alternate Direct
Implicit) pre´sentent un de´fi pour les distributions HPF de base. En effet, pour ces
types d’acce`s, quelle que soit la dimension distribue´e, elle sera a un moment acce´de´e de
fac¸on se´quentielle par une boucle du programme, alors que l’acce`s aux autres dimen-
sions est paralle`le. Pour pouvoir be´ne´ficier du paralle´lisme sur toutes les dimensions,
HPF propose la directive REDISTRIBUTE qui permet de redistribuer dynamiquement
les tableaux afin d’avoir, pour chaque nid de boucles, une correspondance entre les
dimensions paralle`les et les dimensions distribue´es des tableaux. La figure 2.3 montre
un exemple illustrant ce proble`me. Si le tableau est distribue´ par lignes (a), alors le
calcul sur la premie`re dimension est se´quentialise´ et prend quatre temps de calcul en
plus des communications induites par les de´pendances de donne´es entre les proces-
seurs. Si le tableau est distribue´ par colonnes, alors le proble`me syme´trique se poserait
pour les de´pendances sur la deuxie`me dimension. Si le tableau est distribue´ sur les
deux dimensions, alors il faudrait deux temps de calcul, avec la moitie´ des processeurs
inactifs a` chaque temps (b). Enfin, si le tableau est redistribue´ dynamiquement afin
d’exploiter le paralle´lisme selon la deuxie`me dimension, alors le calcul se fait en un
seul temps (c). Si la dernie`re solution apporte un meilleur e´quilibrage de charge, le
couˆt des communications ne´cessaires a` la redistribution peut eˆtre prohibitif pour les
performances globales du programme. Les mesures de performances des benchmarks
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NAS paralle´lise´s avec HPF [43] montrent une perte de performance importante pour
les programmes SP et BT a` cause du couˆt important de la redistribution.
Figure 2.3 – Le proble`me des calculs en front-d’onde en HPF avec diffe´rentes
strate´gies de distribution
2.3.2 Le langage dHPF
Le compilateur dHPF [65] de l’universite´ Rice apporte des ame´liorations a` l’ex-
pressivite´ et a` la compilation des directives HPF. Le partitionnement des ite´rations
des nids de boucles sur les processeurs distribue´s, appele´ CP (Computation Partitio-
ning) est plus ge´ne´ral que la re`gle owner-computes. Il s’agit d’unions de proprie´taires
de re´fe´rences en lecture ou en e´criture, pour chaque instruction. De plus, plusieurs CP
inde´pendants peuvent eˆtre de´finis pour diffe´rentes instructions d’un nid de boucles.
De fac¸on ge´ne´rale, pour les tableaux Aj re´fe´rence´s par les expressions fj a` l’ite´ration
i, l’ensemble CP est de´finit par :
CP :
j=n⋃
j=1
{ON HOME Aj(fj(i))}
Une optimisation importante imple´mente´e par dHPF consiste a` re´duire le nombre
des communications en re´pliquant les calculs de´finissant des valeurs de tableaux tem-
poraires. Cette optimisation se base sur le controˆle des calculs par le CP. La re´plication
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partielle des ite´rations n’est cependant inte´ressante que si le couˆt des communications
sur les temporaires est plus important que le couˆt des communications induites par
les acce`s en lecture aux tableaux ne´cessaires au calcul des e´le´ments partiellement
re´plique´s.
Enfin, dHPF imple´mente le multi-partitioning, une ge´ne´ralisation de la distribu-
tion par blocs de HPF introduite dans les NAS Parallel Benchmarks [11]. Dans ce
type de distribution, quelle que soit la dimension conside´re´e, les donne´es sont dis-
tribue´es de fac¸on e´quilibre´e sur tous les processeurs. La figure 2.4 montre un exemple
d’une telle distribution d’un tableau a` deux dimensions sur quatre processeurs (a).
Lors du balayage de n’importe quelle dimension (b), dans n’importe quelle direction,
tous les processeurs sont actifs en meˆme temps, sans ne´cessiter de redistribution. La
charge est ainsi tout le temps e´quilibre´e entre les diffe´rents processeurs.
Figure 2.4 – dHPF : multi-partitioning et exe´cution en front d’onde
2.3.3 Forces et faiblesses de HPF et de dHPF
HPF permet de paralle´liser, avec un couˆt de de´veloppement raisonnable, des pro-
grammes scientifiques re´guliers avec un paralle´lisme uniforme (les meˆmes dimensions
sont acce´de´es en paralle`le d’un nid de boucles a` un autre). Les ame´liorations apporte´es
par dHPF e´largissent ce panel d’applications en imple´mentant le multi-partitioning
ainsi que d’importantes optimisations telles que la re´plication partielle des calculs pour
e´liminer certaines communications. Cependant, la re´partition des ite´rations avec la
re`gle owner-computes ou la ge´ne´ralisation des CP dans dHPF conduit a` la ge´ne´ration
d’un code a` controˆle complexe, qu’il peut eˆtre difficile a` porter sur des architectures de
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type GPU par exemple. De plus, le programmeur n’a aucun controˆle sur la re´partition
des ite´rations et les communications que cela implique.
2.3.4 PGAS : Partitioned Global Address Space
Les PGAS sont une famille de langages de programmation paralle`le offrant un
mode`le de programmation a` me´moire globale visible a` toutes les unite´s d’exe´cution
d’un programme.
Co-Array Fortran
Le langage CAF [75](Co-Array Fortran) est une extension du Fortran 95 qui cible
la communaute´ de programmeurs Fortran avec une approche diffe´rente de celle de
HPF. La notion fondamentale de CAF est la co-dimension : le programmeur peut
de´clarer sur un processeur des e´le´ments supple´mentaires comme une colonne ou une
ligne re´sidant sur un processeur distant. Ces e´le´ments sont ensuite acce´de´s de fac¸on
transparente. Cependant, des constructions de synchronisation doivent eˆtre soigneu-
sement utilise´es afin de maintenir ces e´le´ments dans un e´tat me´moire globalement
cohe´rent. Le langage CAF 2.0 [64] de l’universite´ Rice est une nouvelle version de
CAF qui introduit des notions de bas niveau telles que les sous-ensembles de proces-
seurs et la topologie.
Unified Parallel C
UPC [90] (Unified Parallel C) est une extension du langage C offrant un mode`le
de programmation a` me´moire distribue´e partage´e. Une variable en UPC est de´clare´e
visible par tous les threads dans l’espace global par l’attribut shared. Le partitionne-
ment des ite´rations d’un nid de boucles est spe´cifie´ par la construction upc for avec un
parame`tre d’affinite´ assignant les ite´rations aux threads. Les tableaux partage´s sont
distribue´s sur les threads avec les distributions classiques par blocs et bloc-cycliques.
Le mode`le me´moire offre deux niveaux de cohe´rence : stricte et relaˆche´e. Des routines
de synchronisation, comme upc barrier sont utilise´es pour garantir la cohe´rence des
variables partage´es. Des extensions ont e´te´ apporte´es a` UPC pour programmer les
clusters de GPU [27].
Chapel
Le langage Chapel [25], de´veloppe´ par Cray, utilise le concept de locale pour abs-
traire les unite´s de la machine paralle`le capables d’exe´cuter des taˆches et de stocker
des variables. Des domaines d’indices sont utilise´s pour de´clarer des tableaux. Les do-
maines sont ensuite distribue´s sur les locales selon diffe´rents types de distribution. Les
boucles paralle`les sont exprime´es par la construction forall et le partitionnement des
ite´rations suit la distribution des indices des domaines mais peut eˆtre controˆle´ par la
clause on. Le concept de halo [33] est introduit pour e´tendre l’espace de stockage d’un
tableau afin de re´pliquer les e´le´ments du voisinage et les rendre visible et modifiables
explicitement sur chaque locale.
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X10
X10 [26] est un langage PGAS oriente´-objet, base´ sur le langage Java. Des en-
sembles de points entiers, appele´s re´gions, sont de´finis et auxquels peuvent eˆtre as-
socie´s des e´le´ments de tableaux. Les re´gions sont ensuite distribue´es sur les diffe´rentes
unite´s de me´moire, appele´es places avec des distributions classiques ou via des distri-
butions de´finies par l’utilisateur. Les diffe´rentes taˆches du programme sont appele´es
des activite´s. Le mode`le me´moire de X10 est Localement Synchrone et Globalement
Asynchrone : une activite´ acce`de de fac¸on synchrone aux donne´es de sa propre place,
mais pour acce´der aux donne´es stocke´es sur d’autres places, des activite´s asynchrones
sont cre´e´es sur les places distantes. Enfin, les ite´rateurs foreach et ateach permettent
de parcourir les domaines d’une ou de plusieurs places.
2.3.5 SPOC
Bourgoin et al. [19, 20] proposent SPOC, une solution de programmation de
haut niveau pour GPGPUs utilisant le langage OCaml. SPOC de´finit un type vector
ge´ne´rique pour stocker les donne´es de grande taille. Les transferts me´moire entre le
CPU hoˆte et le GPGPU sont ge´re´s automatiquement par le support d’exe´cution de
SPOC. SPOC re´utilise le Garbage Collector d’OCaml afin de libe´rer la me´moire oc-
cupe´e par les donne´es qui ne sont plus utilise´es, e´vitant ainsi de saturer la me´moire du
GPU. Les auteurs de´montrent l’applicabilite´ de leur solution a` la fois sur des petits
programmes de calcul scientifique mais e´galement sur une grande application de phy-
sique atomique sur laquelle ils atteignent plus de 80% des performances de la version
Fortran CUDA e´crite a` la main [42], tout en re´duisant conside´rablement l’effort de
programmation requis.
2.3.6 Bilan des langages de programmation
HPF et dHPF permettent de simplifier la programmation des architectures a`
me´moire distribue´e mais ne traitent pas des aspects hybrides en pre´sence de pro-
cesseurs multi-cœurs et des acce´le´rateurs. Bien que les langages PGAS soient tre`s
expressifs pour la programmation des machines paralle`les a` me´moire distribue´e, ils
pre´sentent beaucoup de de´tails de bas niveau et des me´canismes de synchronisa-
tion complexes qui requie`rent un effort important de la part du programmeur. Le
tableau 2.3 re´sume le bilan des langages de programmation utilise´s pour la program-
mation des architectures hybrides.
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MD MP Acc. Facilite´ Dist. donne´es Dist. calculs Comm. Calcul Paralle´lsime Portabilite´
HPF, dHPF X X programmeur compilateur implicites dense donne´es
creux
CAF X X programmeur programmeur implicites dense donne´es
creux
UPC X X X programmeur programmeur implicites dense donne´es
(extensions) creux taˆches
Chapel X X programmeur programmeur implicites dense donne´es
creux taˆches
X10 X X programmeur programmeur implicites dense donne´es X
creux taˆches
SPOC X X programmeur implicites dense donne´es X
Table 2.3 – Bilan des langages de programmation (MD : Me´moire Distribue´e, MP :
Me´moire Partage´e, Acc. : Acce´le´rateurs, Dist. : Distribution, Comm. : Communica-
tions)
2.4 Approches de haut niveau
Les approches de haut niveau cachent les de´tails de l’architecture au programmeur.
Nous nous inte´ressons aux approches de haut niveau pour la dimension me´moire
distribue´e de la programmation des architectures hybrides car la distribution des
donne´es constitue l’aspect le plus difficile dans ce contexte. A` ce niveau d’abstraction,
la distribution des donne´es et les communications sont comple`tement transparentes
pour le programmeur, meˆme si elles impactent les performances.
2.4.1 Distribution automatique
Les solutions automatiques de´composent le proble`me de la distribution en deux
sous-proble`mes : l’alignement des tableaux les uns par rapport aux autres et la dis-
tribution des tableaux aligne´s sur les processeurs disponibles. Li et Chen [63] ont
montre´ que trouver un alignement optimal est un proble`me NP-complet. Au dela` de
la difficulte´ de de´cider automatiquement d’un alignement et d’une distribution, le
proble`me de la ge´ne´ration d’un code distribue´ efficace reste pose´. Les de´fis sont no-
tamment le de´coupage efficace des espaces d’ite´ration afin d’avoir un bon e´quilibrage
de charge ainsi que la ge´ne´ration de communications efficaces. Le compilateur PA-
RADIGM [12] est un exemple de solution de ge´ne´ration automatique de code pour
me´moire distribue´e.
2.4.2 Ge´ne´ration de code pour machines a` me´moire dis-
tribue´e en utilisant le mode`le polye´drique
Les techniques de ge´ne´ration de code dans le mode`le polye´drique ont e´te´ e´tendues
par Yuki et al. [98] pour la ge´ne´ration de code pour me´moire distribue´e. Les au-
teurs utilisent le tuilage parame´trique des nids de boucles [56] e´tendu a` la me´moire
distribue´e. La me´moire re´fe´rence´e par chaque tuile est alloue´e, avec une extension,
nomme´e halo, qui couvre les de´placements dans les expressions d’acce`s aux donne´es
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sur chaque dimension. Cette solution utilise la puissance du mode`le polye´drique pour
les transformations et la ge´ne´ration de code mais reste limite´e aux codes a` controˆle
statique [40], avec une limitation aux frontie`res des appels de fonctions. De plus,
si la me´thode est de´taille´e pour un nid de boucles, la gestion de la me´moire et du
paralle´lisme a` travers plusieurs nids de boucles successifs n’est pas explicite´e.
2.4.3 Me´moire distribue´e partage´e
La me´moire distribue´e partage´e e´mule une me´moire partage´e au dessus d’un
syste`me a` me´moire distribue´e. Lorsque l’imple´mentation est logicielle, on parle de
SDSM (Software Distributed Shared Memory).
Un exemple de SDSM est la technologie TreadMarks [6] qui imple´mente un mode`le
me´moire a` cohe´rence relaˆche´e ou` plusieurs e´crivains peuvent simultane´ment acce´der
a` la meˆme page me´moire et ou` les mises a` jours des pages re´plique´es n’ont lieu
qu’aux points de synchronisation du programme. En de´pit de plusieurs ame´liorations
techniques, les SDSM souffrent d’un surcouˆt important a` l’exe´cution en raison de la
granularite´ des e´changes me´moire fixe´s a` la taille d’une page. Le false sharing implique
la communication de pages alloue´es pour plusieurs variables de`s la modification de
l’une d’entre elles.
2.4.4 Bilan des approches de haut niveau
Les approches de haut niveau, si elles ont pour ambition de cacher comple`tement le
placement des donne´es ainsi que les communications au programmeur, ne permettent
pas d’indiquer au compilateur des informations pourtant connues du programmeur.
Il est e´galement a` constater que les approches comple`tement automatiques ne sont
pas largement adopte´es en paralle´lisation pour me´moire distribue´e. En effet, elles ne
re´ussissent pas toujours a` obtenir des informations suffisamment pre´cises pour eˆtre
exploite´es pour la distribution de donne´es pour un programme dans sa globalite´. Le
tableau 2.4 re´sume le bilan des approches de haut niveau pour la programmation des
architectures hybrides.
MD MP Acc. Facilite´ Dist. donne´es Dist. calculs Comm. Calcul Paralle´lsime Portabilite´
SDSM X X syste`me programmeur implicites dense donne´es
creux taˆches
Distribution X X compilateur compilateur implicites dense donne´es
automatique
Mode`le X X X X compilateur implicites dense donne´es
polye´drique
Table 2.4 – Bilan des approches de haut niveau (MD : Me´moire Distribue´e, MP :
Me´moire Partage´e, Acc. : Acce´le´rateurs, Dist. : Distribution, Comm. : Communica-
tions)
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2.5 Conclusion
Dans ce chapitre, nous avons classifie´ les solutions existantes pour la programma-
tion des architectures paralle`les hybrides selon le niveau d’abstraction par rapport a`
l’architecture cible. La liste des solutions e´tudie´es n’est bien suˆre pas exhaustive, mais
est repre´sentative des proble`mes pose´s a` chaque niveau d’abstraction et des solutions
envisage´es pour les re´soudre.
Aucune des approches et solutions existantes n’apporte de solution globale au
proble`me de la programmation des architectures hybrides selon les crite`res e´nume´re´s
dans les bilans de comparaison. Les bibliothe`ques de bas niveau telles que MPI et
GASNet permettent de cibler la me´moire distribue´e a` un niveau de de´tail tre`s fin
mais demandent en conse´quence un effort de programmation et de de´boggage e´leve´s,
tout en restant restreintes aux me´moire distribue´es. Les PGAS incorporent les fonc-
tionnalite´s ne´cessaires a` la programmation des me´moires distribue´es directement au
niveau du langage, et offrent pour certains un support pour la me´moire partage´e et les
GPUs. Cependant, ces langages, qui ne sont pas des standards, demandent un effort
de programmation important a` l’utilisateur qui doit notamment ge´rer les synchronisa-
tions des acce`s aux donne´es distribue´es afin de garantir leur cohe´rence. Les approches
de haut niveau se heurtent a` des proble`mes de de´cidabilite´ pour la distribution au-
tomatique et a` des proble`mes de pre´dictibilite´ des performances pour les SDSM. Les
approches de haut niveau base´es sur le mode`le polye´drique imple´mentent des analyses
mathe´matiques sophistique´es pour l’extraction du paralle´lisme et la transformation
de code pour les architectures hybrides. Cependant, elles restent limite´es a` des codes
a` controˆle statique et la gestion de la distribution des donne´es pour la globalite´ d’un
programme ne semble pas encore effective dans ce mode`le.
Nous pensons qu’une approche a` base de directives pour la programmation des
architectures hybrides est a` la fois pratique et viable. En effet, en se basant sur
un langage de base standardise´ et largement utilise´ par la communaute´ du calcul
scientifique, les codes existants peuvent eˆtre porte´s sans re´e´criture comple`te. Des
applications nouvelles peuvent e´galement eˆtre e´crites dans cette solution sans avoir
a` apprendre un nouveau langage ou les fonctionalite´s d’une nouvelle bibliothe`que.
Enfin, l’insertion de directives permet de maintenir un seul programme source, et de
pouvoir le compiler vers plusieurs types de cible de`s que les informations essentielles
telles que le paralle´lisme et le placement des donne´es sont uniforme´ment exprime´s. Il
est a` noter qu’une solution a` base de directives n’exclut pas l’interaction avec d’autres
approches, les directives pouvant en effet provenir d’une autre solution telle que le
mode`le polye´drique pour l’extraction du paralle´lisme.
Nous avons montre´ que les approches existantes a` base de directives ne proposaient
pas une solution unifie´e pour la programmation des machines paralle`les hybrides. Dans
le chapitre suivant nous proposons dSTEP, une solution a` base de directives pour
la programmation des architectures hybrides qui a pour objectif d’offrir un mode`le
de programmation unifie´ pour les architectures hybride, l’efficacite´ et la facilite´ de
programmation.
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Chapitre 3
dSTEP : directives pour la
distribution des calculs et des
donne´es
Dans ce chapitre, nous proposons dSTEP, une solution a` base de directives pour
la programmation des architectures paralle`les hybrides. Nous avons trois objectifs :
1. l’unification de la programmation pour architectures paralle`les hybrides dans un
seul mode`le de programmation, exploitant tous les niveaux de paralle´lisme of-
ferts par l’architecture de fac¸on transparente pour le programmeur. Le mode`le
de programmation doit eˆtre a` la fois expressif et simple a` utiliser pour per-
mettre au programmeur, ou a` d’autres outils d’analyse en amont, de passer au
compilateur les informations de haut niveau sur l’application ;
2. l’efficacite´ de la programmation : il s’agit a` la fois d’atteindre des performances
e´leve´es, de passer a` l’e´chelle en nombre de ressources de calcul et de pouvoir
traiter des proble`mes de tre`s grande taille ;
3. la facilite´ de programmation : reque´rir un effort de programmation raisonnable
de la part du programmeur.
3.1 Contexte
Nous nous plac¸ons dans le contexte de la programmation d’applications scienti-
fiques denses a` paralle´lisme de donne´es sur architectures hybrides. Ces applications,
telles que les proble`mes de diffe´rences finies, sont largement pre´sentes en calcul scien-
tifique et en simulation nume´rique. Des exemples repre´sentatifs de telles applications
sont les benchmarks NAS [11] BT, SP et LU mais surtout des applications industrielles
de traitement du signal telle que l’application industrielle LDPC de communication
radio, imple´mentant les algorithmes d’encodage d’information du meˆme nom [82].
dSTEP vise la paralle´lisation d’un programme dans sa globalite´. La distribution
des tableaux est spe´cifie´e au niveau de leurs de´clarations et reste fixe tout au long du
programme. La spe´cification du paralle´lisme et de la distribution des nids de boucles
est ensuite indique´e pour tous les nids de boucles acce´dant a` des tableaux distribue´s.
32
La se´paration de la spe´cification de la distribution des calculs et des donne´es
constitue une diffe´rence majeure par rapport a` HPF [51]. Le programmeur a ainsi
le controˆle sur ces deux aspects de la paralle´lisation d’un programme, ce qui permet
au compilateur de dSTEP de ge´ne´rer un code avec un flot de controˆle et des com-
munications plus simples que HPF car il n’existe pas de notion de proprie´taire de
donne´es. Contrairement a` XcalableMP [73], dSTEP ne place pas la responsabilite´ de
la spe´cification des communications sur le programmeur.
Exemple de code ge´ne´re´ par un compilateur HPF. Les exemples de codes
montre´s ici sont tire´s de la documentation en ligne du compilateur dHPF 1. Le lis-
ting 3.1 montre un programme HPF simple avec une boucle paralle`le qui implique
une communication sur le tableau b (lignes 15-17). Le listing 3.2 montre une partie
du code ge´ne´re´ pour ce programme correspondant a` la boucle paralle`le. On constate
que, meˆme pour ce programme simple, les acce`s locaux sont distingue´s des acce`s non
locaux, qui sont re´solus se´pare´ment (ligne 8). Le flot de controˆle d’un programme
ge´ne´re´ par un compilateur HPF est d’autant plus complexe que plusieurs re´fe´rences
en e´criture sont pre´sentes dans un nid de boucles.
1 program simpletest
2 integer i
3 double precision a(100) , b(100)
4
5 CHPF$ processors p(4)
6 CHPF$ template t(100)
7 CHPF$ align a(i) with t(i)
8 CHPF$ align b(i) with t(i)
9 CHPF$ distribute t(block) onto p
10
11 C -- Initializations --
12
13 a(1) = 0
14
15 do i = 2, 100 - 1
16 a(i) = 0.25 * b(i-1)
17 enddo
18
19 end
Listing 3.1 – Exemple d’un code simple en HPF
3.2 Mode`le de programmation
dSTEP est un ensemble de directives de compilation permettant d’exprimer a` la
fois la distribution des donne´es et celle des calculs sur des programmes e´crits dans
le langage C. Le compilateur dSTEP analyse ces directives et ge´ne`re un programme
pour machines paralle`les hybrides : le programme ge´ne´re´ est hybride en cela qu’il
exploite les diffe´rents nœuds d’une machine a` me´moire distribue´e, et au niveau de
1. http ://www.cs.rice.edu/ dsystem/dhpf/
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1 C
2 C --<< Iterations that might access non -local values >>--
3 C
4 C Loop section ---[ i = ((25 * myid1) + 1) ]---
5 C
6 if (1 .le. 25 * myid1 .and. 25 * myid1 .le. 98) then
7 i = 25 * myid1 + 1
8 lnltmp1 = hpf_nonlocal_lookupd(hash$nonlocals , b$data , i -
9 1)
10 a(i) = 0.25 * lnltmp1
11 endif
12 C
13 C --<< Iterations that access only local values >>--
14 C
15 C Loop section ---[ max (((25 * myid1) + 2), 2) <= i <= min (((25
16 * myid1) +
17 C 25), 99) ]---
18 C
19 do i = max (25 * myid1 + 2, 2), min (25 * myid1 + 25, 99)
20 a(i) = 0.25 * b(i - 1)
21 enddo
Listing 3.2 – Code ge´ne´re´ par le compilateur dHPF
chaque nœud, le programme utilise les diffe´rents cœurs de calcul disponibles ou les
acce´le´rateurs attache´s.
3.2.1 De´finitions : processus, processeur, me´moire locale
On utilise dans la suite le terme processus dans son acception syste`me, a` sa-
voir une instance d’exe´cution d’un programme avec son environnement me´moire
propre, que l’on de´signe comme me´moire locale. Les processus sont des entite´s lo-
giques, inde´pendantes des ressources de calcul sous-jacentes que sont les processeurs
constitue´s par les CPUs et les GPUs ; on parle de distribution des calculs et des
donne´es sur un ensemble de processus inde´pendamment de leur affectation aux pro-
cesseurs physiques qui est controˆle´e par l’utilisateur au lancement du programme
ge´ne´re´. Ces de´finitions permettent d’e´tablir les mode`les de programmation et de dis-
tribution, qui sont valables meˆme si l’utilisateur de´cide d’exe´cuter plusieurs processus
sur un meˆme processeur. Dans la pratique, cependant, de meilleures performances sont
ge´ne´ralement obtenues en lanc¸ant un seul processus sur chaque nœud physique de la
machine paralle`le hybride et autant de threads que de cœurs sur chaque processeur
CPU.
3.2.2 Distribution des calculs
En OpenMP, on peut facilement indiquer le partitionnement d’un ensemble
d’ite´rations paralle`les avec la directive de partage de travail omp parallel for.
Les ite´rations sont alors exe´cute´es inde´pendamment par les diffe´rents threads
du programme. Le listing 3.3 montre la paralle´lisation avec OpenMP d’un code
imple´mentant la version na¨ıve de la multiplication de matrices de la forme
C = C + A × B. La directive omp parallel for indique que la boucle i est pa-
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ralle`le et que ses ite´rations peuvent eˆtre partitionne´es entre les diffe´rents threads
disponibles a` l’exe´cution. En OpenMP, la clause schedule(static, taille) permet
de de´finir une taille de bloc d’ite´rations a` affecter de fac¸on cyclique aux threads cre´e´s.
1 #pragma omp parallel for private(i, j, k)
2 for (i = 0; i < M; i++)
3 for (j = 0; j < M; j++)
4 for (k = 0; k < M; k++)
5 C[i][j] = C[i][j] + A[i][k] * B[k][j];
Listing 3.3 – Paralle´lisation OpenMP de la dimension i du nid de boucles i, j, k
Dans cet exemple, l’ensemble des ite´rations de la premie`re dimension du nid de
boucles est partitionne´ par blocs. On remarque que la dimension j est e´galement
paralle`le et on aurait pu la partitionner a` la place de i. Mais si on veut exprimer
le partitionnement des deux dimensions i et j a` la fois, on ne peut pas le faire avec
OpenMP. En effet, OpenMP permet d’exprimer que les deux premie`res dimensions
du nid de boucles sont paralle`les et peuvent eˆtre fusionne´es avec la clause collapse
comme un seul espace d’ite´rations a` partitionner sur les threads disponibles, mais
ne permet pas d’exprimer que chacune de ces dimensions est paralle`le se´pare´ment
avec une seule directive. On peut cependant utiliser deux directives OpenMP afin
d’exprimer un paralle´lisme imbrique´ pour les dimensions i et j.
3.2.3 La directive dstep gridify
Nous pourrions re´utiliser la directive omp parallel for dans dSTEP pour expri-
mer la distribution d’une dimension d’un nid de boucles. Cette directive indique que
les ite´rations d’une telle dimension sont a` distribuer entre les diffe´rents processus
disponibles et que leurs exe´cutions peuvent eˆtre effectue´es en paralle`le. Cependant,
la se´mantique d’une telle directive est restreinte et n’est pas assez expressive. Tout
d’abord, cette directive ne permet de travailler que sur une seule dimension d’un nid
de boucles. Ensuite, elle me´lange deux informations : la distribution et l’ordonnance-
ment des ite´rations.
Nous proposons la directive dstep gridify, inspire´e de la directive du meˆme nom
dans HMPP, et qui est plus ge´ne´rale que la directive omp parallel for. La directive
dstep gridify est original par rapport aux directives omp parallel for et hmppcg gridify
car elle exprime de fac¸on plus ge´ne´rale, pour chaque dimension d’un nid de boucles,
a` la fois une information de distribution et une information d’ordonnancement des
ite´rations.
Le type de distribution est indique´ par un attribut dist et le type d’exe´cution est
indique´ par un attribut sched. Le listing 3.4 montre la syntaxe ge´ne´rale et informelle
de la directive dstep gridify pour un nid de boucles avec les dimensions i1, i2, ...
Le tableau 3.1 de´finit les valeurs possibles de l’attribut de distribution ainsi que
leur se´mantique.
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1 #pragma dstep gridify(i1(dist=dist_type[, diag]; sched=sched_type),
i2 (...), ...)
Listing 3.4 – Syntaxe de la directive dstep gridify
Type de distribution (attribut dist) Se´mantique
block Les ite´rations de la boucle sont distribue´es par blocs de la
meˆme taille et affecte´es aux processus disponibles. Chaque
processus se voit affecte´ un seul bloc.
cyclic Les ite´rations de la boucle sont distribue´es par blocs de la
meˆme taille. La taille de bloc est de´finie par le program-
meur. Les blocs sont attribue´s aux processus disponibles
de fac¸on cyclique.
* (distribution re´plique´e) Toutes les ite´rations de la boucle sont attribue´es a` chaque
processus en un seul bloc.
all Les ite´rations de la boucle sont de´coupe´es par blocs de la
meˆme taille. La taille de bloc est de´finie par le program-
meur. Tous les blocs sont affecte´s a` chaque processus.
Table 3.1 – Se´mantique des types de distribution de l’ensemble des ite´rations d’une
boucle
La distribution diagonalise´e. Pour un nid de boucles a` deux dimensions ou plus,
on peut indiquer qu’une dimension est diagonalise´e avec le mot cle´ diag, donnant lieu
a` une distribution multi-partitionne´e du nid de boucles (voir la distribution multi-
partitionne´e dans dHPF, section 2.3.2). Dans une telle distribution, chaque processus
se voit affecte´ un ensemble de blocs d’ite´rations paralle`les suivant une diagonale de
la grille forme´e par l’ensemble des blocs. Le qualificatif diag peut eˆtre ajoute´ a` une
distribution block ou re´plique´e.
Le tableau 3.2 de´finit les valeurs possibles de l’attribut d’ordonnancement de la
directive dstep gridify ainsi que leur se´mantique.
Type d’ordonnancement (attribut sched) Se´mantique
parallel Les ite´rations peuvent eˆtre exe´cute´es
inde´pendamment par les diffe´rents processus
ordered L’exe´cution des ite´rations sur les diffe´rents processus
et entre les processus doit respecter l’ordre initial des
ite´rations de cette dimension
owner Seuls les processus posse´dant les donne´es acce´de´es
exe´cutent les ite´rations de cette dimension.
Table 3.2 – Se´mantique des types d’ordonnancement de l’ensemble des ite´rations
d’une boucle
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3.2.4 Exploitation des cœurs d’un meˆme nœud ou d’un
acce´le´rateur
Le programmeur indique pour chaque dimension d’un nid de boucles distribue´ un
type d’ordonnancement. Pour un nid de boucles portant une directive dstep gridify, les
ite´rations de la dimension paralle`le la plus externe, apre`s de´coupage entre les diffe´rents
nœuds d’une architecture distribue´e, sont exe´cute´es au niveau de chaque nœud par les
diffe´rents threads disponibles. Le de´coupage des ite´rations sur les threads disponibles
s’effectue par blocs. Ce sont en revanche les dimensions paralle`les les plus internes
d’un nid de boucles qui peuvent eˆtre exporte´es sur un acce´le´rateur si le programmeur
choisit de compiler pour cette cible (voir le chapitre 6).
3.2.5 Applicabilite´ de la directive dstep gridify
La directive dstep gridify peut eˆtre utilise´e pour distribuer plusieurs dimensions
d’un nid de boucles avec les caracte´ristiques suivantes :
– les bornes de boucles peuvent eˆtre des constantes ou des expressions symboliques
ne de´pendant pas des dimensions de boucles englobantes distribue´es ;
– les expressions d’acce`s aux tableaux dans le nid de boucles sont des fonctions
affines des indices de boucles distribue´es ;
– les incre´ments de boucles peuvent eˆtre positifs ou ne´gatifs, d’une valeur absolue
supe´rieure ou e´gale a` un ;
– les nids de boucles peuvent eˆtre imparfaitement imbrique´s si :
– les instructions s’intercalant entre les diffe´rentes boucles ne contiennent pas
de re´fe´rences a` des tableaux distribue´s,
– les boucles non parfaitement imbrique´s correspondent aux boucles les plus
internes ayant une distribution de type all.
3.2.6 Exemples d’utilisation de la directive dstep gridify
Exemple de distribution par blocs paralle`les. On reprend le code de mul-
tiplication de matrices, expose´ dans le Listing 3.3, en utilisant la directive gridify
pour exprimer les meˆmes informations que la directive omp parallel for : on distri-
bue la dimension i par blocs et on indique que l’exe´cution des ite´rations est paralle`le
(listing 3.5).
1 #pragma dstep gridify(i(dist=block , sched=parallel))
2 for (i = 0; i < M; i++) {
3 for (j = 0; j < M; j++) {
4 double c = C[i][j];
5 for (k = 0; k < M; k++) {
6 c = c + A[i][k] * B[k][j];
7 }
8 C[i][j] = c; }}
Listing 3.5 – Distribution avec dstep gridify de la boucle i
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Lorsque la distribution des ite´rations d’une boucle est par blocs, et que leur
exe´cution est paralle`le, on peut omettre les attributs dist et sched qui deviennent
dans ce cas des valeurs par de´faut.
1 #pragma dstep gridify(i)
–
Le listing 3.6 montre la distribution des trois dimensions i, j et k du code de
la multiplication de matrices. Les dimensions i et j sont distribue´es par blocs avec
un ordonnancement paralle`le. La dimension k est distribue´e avec une distribution
all indiquant une taille de bloc de 64. Pour cette dimension, toutes les ite´rations
seront exe´cute´es par chaque processus par blocs de taille 64, avec un ordonnancement
paralle`le.
1 #pragma dstep gridify(i, j, k(dist=all (64); sched=ordered)))
2 for (i = 0; i < M; i++) {
3 for (j = 0; j < M; j++) {
4 double c = C[i][j];
5 for (k = 0; k < M; k++) {
6 c = c + A[i][k] * B[k][j];
7 }
8 C[i][j] = c; }}
Listing 3.6 – Distribution des boucles i, j et k
Exemple de distribution re´plique´e. Une distribution re´plique´e s’utilise typi-
quement lorsque l’e´tendue d’une dimension d’un nid de boucles est re´duite a` un seul
e´le´ment, par exemple i = 1 dans le Listing 3.7.
1 i = 1;
2 for (j = 1; j < grid_points [1]-1; j++) {
3 for (k = 1; k < grid_points [2]-1; k++) {
4 for (m = 0; m < 5; m++) {
5 rhs[i][j][k][m] = rhs[i][j][k][m]- dssp *
6 ( 5.0*u[i][j][k][m] - 4.0*u[i+1][j][k][m] +
7 u[i+2][j][k][m]);
8 }}}
Listing 3.7 – Ite´ration isole´e i (code extrait de NAS BT)
Cet exemple, Listing 3.7, peut eˆtre re´e´crit, comme le montre le Listing 3.8, avec
la directive dstep gridify en :
– introduisant une boucle sur i allant de 1 a` 1,
– re´pliquant la dimension i, pour que les ite´rations i (une seule ici) soient affecte´es
a` tous les processus de cette dimension.
L’ordonnancement owner indique que seuls les proprie´taires des donne´es acce´de´es
selon cette dimension effectuent le calcul.
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1 #pragma dstep gridify(i(dist =*; sched=owner), j, k)
2 for (i = 1; i <= 1; i++) {
3 for (j = 1; j < grid_points [1]-1; j++) {
4 for (k = 1; k < grid_points [2]-1; k++) {
5 for (m = 0; m < 5; m++) {
6 rhs[i][j][k][m] = rhs[i][j][k][m]- dssp *
7 ( 5.0*u[i][j][k][m] - 4.0*u[i+1][j][k][m] +
8 u[i+2][j][k][m]);
9 }}}}
Listing 3.8 – Distribution re´plique´e de la dimension i (code extrait de NAS BT)
Exemple de distribution ordonne´e. Une dimension d’un nid de boucles n’est pas
paralle`le lorsqu’elle introduit des de´pendances entre les diffe´rentes ite´rations de cette
dimension. Avec la directive dstep gridify, une telle dimension peut eˆtre distribue´e
mais son exe´cution doit eˆtre indique´e comme ordonne´e. Dans le code du listing 3.9,
la dimension i n’est pas paralle`le car la fonction matmul sub, qui e´crit des e´le´ments
du tableaux lhs en lisant des e´lements du meˆme tableau, porte des de´pendances sur
la dimension i.
1 for (i = 1; i < isize; i++) {
2 for (j = 1; j < grid_points [1]-1; j++) {
3 for (k = 1; k < grid_points [2]-1; k++) {
4 matvec_sub(lhs[i][j][k][AA],
5 rhs[i-1][j][k], rhs[i][j][k]);
6 matmul_sub(lhs[i][j][k][AA],
7 lhs[i-1][j][k][CC],
8 lhs[i][j][k][BB]);
9
10 binvcrhs( lhs[i][j][k][BB],
11 lhs[i][j][k][CC],
12 rhs[i][j][k] );}}}
Listing 3.9 – De´pendances sur la dimension i (code extrait de NAS BT)
Avec la directive dstep gridify, les trois dimensions de ce nid de boucles peuvent
eˆtre distribue´es, avec indication d’une exe´cution ordonne´e pour la premie`re dimension,
comme le montre l’exemple du listing 3.10.
3.2.7 Distribution des tableaux
La distribution d’un tableau est exprime´e par la directive dstep distribute, ins-
pire´e de HPF. Cette directive indique un type de distribution pour chaque dimension
d’un tableau a` distribuer. On de´finit quatre types de distributions : bloc, bloc-cyclique,
re´plique´e et diagonalise´e. Le tableau 3.3 de´finit les types de distribution possibles pour
une dimension d’un tableau.
La figure 3.1 montre quelques exemples de distribution d’un tableau a` deux dimen-
sions sur quatre processus selon diffe´rents types de distribution pour chaque dimen-
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1 #pragma dstep gridify(i(dist=block; sched=ordered), j, k)
2 for (i = 1; i < isize; i++) {
3 for (j = 1; j < grid_points [1]-1; j++) {
4 for (k = 1; k < grid_points [2]-1; k++) {
5 matvec_sub(lhs[i][j][k][AA],
6 rhs[i-1][j][k], rhs[i][j][k]);
7 matmul_sub(lhs[i][j][k][AA],
8 lhs[i-1][j][k][CC],
9 lhs[i][j][k][BB]);
10 binvcrhs(lhs[i][j][k][BB], lhs[i][j][k][CC], rhs[i][j][k]);}}}
Listing 3.10 – Distribution ordonne´e de la dimension i (code extrait de NAS BT)
Type de distribution Se´mantique
block Les e´le´ments de tableau selon cette dimension sont distribue´s par
blocs de la meˆme taille et affecte´s aux processus disponibles. Chaque
processus se voit affecte´ un seul bloc.
cyclic Les e´le´ments de tableau selon cette dimension sont distribue´s par
blocs de la meˆme taille. La taille de bloc est de´finie par le program-
meur. Les blocs sont attribue´s aux processus disponibles de fac¸on
cyclique.
* (distribution re´plique´e) Tous les e´le´ments de tableau selon cette dimension sont re´plique´s sur
chaque processus.
diag Les e´le´ments de tableau selon une diagonale sont affecte´s par blocs a`
chaque processus.
Table 3.3 – Se´mantique des types de distribution des e´le´ments d’une dimension de
tableau
sion. La sous-figure (e) montre une distribution diagonalise´e de la deuxie`me dimension
du tableau. On remarque que les blocs affecte´s au processus 0 sont dispose´s selon la
diagonale et les blocs affecte´s aux autres processus forment des lignes paralle`les a`
cette diagonale. Ce type de distribution pre´sente les proprie´te´s d’une distribution
multi-partitionne´e : 1) une coupe par un hyperplan (une droite dans l’exemple) selon
n’importe quelle dimension touchera des blocs de chaque processus, 2) pour chaque
bloc, le bloc voisin selon une direction est toujours affecte´ au meˆme processus.
3.2.8 Le halo
La distribution des ite´rations d’un nid de boucles affecte des ensembles
d’ite´rations, ou tranches d’ite´rations, a` chaque processus. Pour un tableau donne´, les
diffe´rentes tranches d’ite´rations exe´cute´es sur un meˆme processus n’acce`dent pas tou-
jours aux meˆmes ensembles d’e´le´ments du tableau. En effet, les fonctions d’acce`s aux
tableaux varient ainsi que les bornes de boucles. Afin de pre´parer un espace me´moire
local contenant une copie de tous les e´le´ments re´fe´rence´s par tous les nids de boucles
du programme, on de´finit un halo, inspire´ des shadow area de XcalableMP [72] et des
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Figure 3.1 – Exemples de distribution d’un tableau 2D sur 4 processus
halos de Chapel [33], qui exprime une re´plication locale de certains e´le´ments distants
en me´moire distribue´e. Un halo est compose´ d’e´le´ments supple´mentaires contigus
ajoute´s de chaque coˆte´ d’une dimension distribue´e d’un tableau. La figure 3.2 reprend
les exemples de distribution du tableau A de la figure 3.1 en ajoutant des halos. La
distribution (d) distribute A(1:block:2, block) ajoute un halo a` chaque bloc
de la premie`re dimension. Ce halo a une porte´e e´gale a` un du coˆte´ infe´rieur de cette
dimension et e´gale a` deux du coˆte´ supe´rieur.
3.2.9 Le halo total
Le halo peut couvrir tous les e´le´ments supe´rieurs ou infe´rieurs d’une dimension, il
s’agit alors d’un halo total, de´signe´ par la constante H . Le halo total permet d’expri-
mer la re´plication des e´le´ments d’une dimension tout en maintenant une distribution
multidimensionnelle. La figure 3.3 montre, pour un tableau a` deux dimensions, une
distribution monodimensionnelle, ou` la seconde dimension est re´plique´e (a) et une
distribution bidimensionnelle, avec halo total sur la seconde dimension (b).
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Figure 3.2 – Exemples de distribution avec halo d’un tableau 2D sur 4 processus
3.3 Mode`le d’exe´cution
A` partir d’un programme e´crit en C et annote´ de directives dSTEP , on ge´ne`re un
programme paralle`le conforme au mode`le d’exe´cution SPMD. Le mode`le d’exe´cution
de dSTEP se de´finit par les proprie´te´s suivantes :
1. les parties du programme hors gridify sont exe´cute´es de fac¸on redondante par
tous les processus ;
2. chaque processus alloue une partie des donne´es du programmes et exe´cute
une partie des ite´rations des nid de boucles, comme indique´ par les directives
distribute et gridify ;
3. pour un gridify paralle`le, chaque processus exe´cute les ite´rations qui lui sont
affecte´es inde´pendamment des autres processus ;
4. une exe´cution owner d’une dimension n’active le calcul que pour les processus
posse´dant toutes les donne´es acce´de´es selon cette dimension ;
5. la pre´sence d’une dimension ordered dans une directive gridify re´sulte en une
exe´cution se´quentielle de cette dimension. Cette exe´cution respecte l’ordre ini-
tial, au niveau de chaque processus et entre les processus ;
6. des communications asynchrones sont ge´ne´re´es pour mettre a` jour les donne´es
re´plique´es lorsqu’elles sont modifie´es ;
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Figure 3.3 – Exemple de halo total (b), distribution sur 4 processus
7. le mode`le d’exe´cution de dSTEP garantit que les communications sur un en-
semble d’e´le´ments de tableaux seront termine´es au point du programme juste
avant leur utilisation. La comple´tion des communications constituent donc un
me´canisme de synchronisation dans dSTEP.
3.3.1 Vue globale du mode`le de programmation de dSTEP
Le listing 3.11 illustre la combinaison de la distribution des donne´es et celle des
calculs ainsi que l’utilisation du halo. On montre l’exe´cution du code, incluant les
communications, ge´ne´re´ par le compilateur dSTEP sur quatre processus. Les tableaux
bidimensionnels A et B sont distribue´s sur leurs deux dimensions par blocs avec la
directive distribute. Pour le tableau A, on ajoute un halo de 1 de chaque coˆte´ des
deux dimensions du tableau pour satisfaire la localite´ des acce`s de tous les nids de
boucles du programme.
Le premier nid de boucles initialise le tableau A. Les acce`s sont paralle`les sur les
deux dimensions. On distribue les dimensions i et j implicitement par blocs, avec
un ordonnancement paralle`le. La figure 3.4 montre l’exe´cution de ce premier nid
de boucles. On y montre les e´le´ments du tableau A alloue´s sur chaque processus
avec leurs indices dans l’espace se´quentiel (voir la section suivante). Les e´le´ments
de tableau repre´sente´s par un rond vide repre´sentent les e´le´ments du halo. On voit
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ainsi comment certains e´le´ments du tableau A sont re´plique´s sur plusieurs processus,
comme l’e´le´ment A[0][4], qui est alloue´ sur les processus p0 et p1. On repre´sente les
ite´rations affecte´es a` chaque processus par des croix. Les croix rouges sur les e´le´ments
du tableau A repre´sentent les e´le´ments alloue´s sur un processus et qui sont acce´de´s
par la tranche d’ite´rations exe´cute´e sur ce processus. L’existence d’e´le´ments re´plique´s
de´clenche des communications lorsque ces derniers sont modifie´s. Sur la figure 3.5, on
repre´sente par des fle`ches les communications de´clenche´es par le processus p0 : mise
a` jour des e´le´ments modifie´s par p0 et dont des copies sont alloue´es sur p1, p2 et p3.
1
2 #dstep distribute A(1: block:1, 1: block :1)
3 double A[8][8];
4 #dstep distribute B(block , block)
5 double B[8][8];
6
7 #pragma dstep gridify(i, j)
8 for (i = 0; i < 8; i++)
9 for (j = 0; j < 8; j++)
10 A[i][j] = (double)((i+j) / 1000);
11
12 #pragma dstep gridify(i, j)
13 for (i = 1; i < 7; i++)
14 for (j = 1; j < 7; j++)
15 B[i][j] = A[i][j] +
16 A[i-1][j] + A[i+1][j] +
17 A[i][j-1] + A[i][j+1];
18
19 #pragma dstep gridify(i, j(dist =*; sched=owner))
20 for (i = 0; i < 8; i++)
21 for (j = 0; j <= 0; j++)
22 A[i][j] = 0.001;
23
24 #pragma dstep gridify(i(dist=block; sched=ordered), j)
25 for (i = 1; i < 7; i++)
26 for (j = 0; j < 8; j++)
27 A[i][j] = A[i-1][j] + B[i][j];
Listing 3.11 – Succession de plusieurs nids de boucles avec diffe´rents gridify
Le deuxie`me nid de boucles montre un sche´ma d’acce`s aux e´le´ments du tableau
A avec des translations de +1 et −1 des indices i et j. Graˆce au halo, ces acce`s sont
locaux a` tous les processus. Ce sont les communications de´clenche´es apre`s l’exe´cution
du premier nid de boucles qui ont permis de mettre a` jour ces e´le´ments. Les valeurs
ainsi lues sont donc locales et correctes (figure 3.6).
Le troisie`me nid de boucles acce`de a` la premie`re colonne du tableau A. Comme
cette colonne n’est pas alloue´e sur tous les processus, il faut utiliser une distribution
re´plique´e de la dimension j avec un ordonnancement owner. Sur la figure 3.7, on voit
comment les ite´rations de la dimension j (dans ce cas une seule, l’ite´ration j ==
0) sont affecte´es a` tous les processus. Cependant, seuls les processus posse´dant les
donne´es acce´de´es, c’est-a`-dire p0 et p2 dans ce cas, exe´cutent les tranches d’ite´rations
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Figure 3.4 – Acce`s en e´criture ge´ne´re´s par le premier nid de boucles sur 4 processus
pour le tableau A
Figure 3.5 – Communications de´clenche´es par le processus p0 pour les e´le´ments du
tableau A
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Figure 3.6 – Acce`s en lecture ge´ne´re´s par le deuxie`me nid de boucles sur 4 processus
pour le tableau A. La localite´ et la correction des valeurs lues sont assure´es par le
halo.
qui leurs sont affecte´es. Les processus p1 et p3 n’effectuent pas le calcul. On notera que
des communications sont ge´ne´re´es le long de la premie`re dimension (qui est distribue´e
par bloc) pour mettre a` jour les e´le´ments re´plique´s.
Enfin, le quatrie`me nid de boucles pre´sente une contrainte d’ordonnancement sur
sa premie`re dimension exprime´e par l’utilisation du type d’ordonnancement ordered,
alors que la deuxie`me dimension est paralle`le. Les figures 3.8 et 3.9 montrent
l’exe´cution de ce nid de boucles en deux temps. Dans un premier temps (figures 3.8),
seuls les processus p0 et p1 sont actifs. Apre`s l’exe´cution des tranches d’ite´rations
affecte´es a` ces processus, des communications sont de´clenche´es afin de mettre a` jour
les e´le´ments re´plique´es sur p2 et p3 dont de´pend la suite du calcul. A` la re´ception de
ces donne´es, les processus p2 et p3 exe´cutent a` leur tour leur tranches d’ite´rations
dans un deuxie`me temps (figure 3.9).
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Figure 3.7 – Acce`s en e´criture ge´ne´re´s par le troisie`me nid de boucles sur 4 processus
pour le tableau A.
Figure 3.8 – Acce`s en e´criture ge´ne´re´s par le quatrie`me nid de boucles sur 4 processus
pour le tableau A, premier temps
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Figure 3.9 – Acce`s en e´criture ge´ne´re´s par le quatrie`me nid de boucles sur 4 processus
pour le tableau A, deuxie`me temps
3.4 Conclusion
Nous avons pre´sente´ un mode`le de programmation unifie´ pour les architectures
hybrides a` base de deux directives. La directive dstep distribute permet d’exprimer la
distribution des tableaux avec plusieurs types de distributions possibles inspire´es des
langages HPF et dHPF. Dans la de´finition de la distribution de chaque dimension,
nous inte´grons le concept de halo qui permet de de´clarer des e´le´ments re´plique´s. La
directive dstep gridify permet d’exprimer a` la fois la distribution des dimensions d’un
nid de boucles et leurs ordonnancements. Cette directive porte l’information utile pour
la ge´ne´ration de code sur une architecture paralle`le hybride a` me´moire distribue´e et
a` me´moire partage´e ou avec des acce´le´rateurs attache´s a` chaque nœud.
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Chapitre 4
Mode`le de distribution
Dans ce chapitre, nous pre´sentons un mode`le de distribution des donne´es et un
mode`le de distribution des calculs. Nous e´tablissons ensuite une relation entre ces
deux mode`les base´e sur les fonctions d’acce`s aux e´le´ments de tableaux. Le formalisme
que nous utilisons est inspire´ de la mode´lisation du compilateur HPFC pre´sente´ a` la
section suivante, mais nos mode`les de programmation et de distribution sont origi-
naux.
4.1 HPFC
HPFC est un compilateur HPF de´veloppe´ a` l’E´cole des Mines de Paris par Coelho
et al [7]. Les auteurs ont mode´lise´ la compilation de HPF par un formalisme d’alge`bre
line´aire de´crivant les templates, les processeurs et les tailles des blocs d’e´le´ments de
tableaux distribue´es avec des matrices. La distribution est alors de´finie par la mise
en e´quation de toutes ces matrices.
Nous nous inspirons de ce travail pour mode´liser la distribution, avec les diffe´rences
suivantes :
– nous n’utilisons pas de notion de template,
– nous mode´lisons a` la fois la distribution des donne´es et la distribution des cal-
culs,
– nous introduisons la notion de halo pour la distribution des donne´es,
– nous inte´grons dans le meˆme mode`le unifie´ les distributions bloc, cyclique et
multi-partitionne´e.
4.2 Mode`le de distribution
Les e´le´ments de tableaux et les ite´rations des nids de boucles sont distribue´s sur des
grilles virtuelles de processus. A` chaque tableau distribue´ ou nid de boucles distribue´
est associe´e sa propre grille virtuelle de processus, dont la construction de´pend des
informations de distribution.
Nous allons tout d’abord expliquer la construction d’une grille virtuelle simple,
en absence de dimension diagonalise´e, puis la construction d’une grille virtuelle
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e´tendue correspondant a` une distribution multi-partitionne´e. Le second cas est une
ge´ne´ralisation du premier, et on parlera par la suite de grille virtuelle de processus
dans le cas ge´ne´ral.
4.2.1 Ensemble de processus
Le nombre de processus est fixe´ par le programmeur au lancement du programme
et ne change pas tout au long de son exe´cution. Ce nombre est repre´sente´ par la
variable nb procs.
De´finition. On de´finit P l’ensemble des processus, avec p l’identifiant d’un proces-
sus :
P = {p|0 ≤ p < nb procs} (4.1)
4.2.2 Grille virtuelle simple
Une grille virtuelle simple de processus est construite a` partir des informations de
distribution et de l’ensemble de processus P . Le nombre de dimensions de la grille
est e´gal au nombre de dimensions distribue´es. La construction d’une telle grille est
de´finie par les fonctions de topologie MPI.
Exemples. Le tableau 4.1 montre la construction d’une grille virtuelle simple cor-
respondant au code du listing 4.1 pour un tableau 2-dimensionnel A. Les e´le´ments du
tableau A seront distribue´s sur une grille 2-dimensionnelle car la directive dstep dis-
tribute indique une distribution 2-dimensionnelle. La grille virtuelle simple construite
sera caracte´rise´e par la matrice diagonale P ′ =
[
P ′0,0 0
0 P ′1,1
]
ou` P ′0,0 (resp. P
′
1,1) est
le nombre de processus alloue´s a` la premie`re (resp. a` la deuxie`me) dimension de la
grille.
1 #pragma dstep distribute A(1: block:1, 2: cyclic (6) :1)
2 double A[m][n];
Listing 4.1 – Exemple d’un tableau distribue´ sur ses deux dimensions
nb procs Forme de la grille virtuelle
4 2× 2
8 4× 2
11 11× 1
Table 4.1 – Exemples de grilles virtuelles simples correspondant au listing 4.1 pour
plusieurs valeurs de nb procs
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Remarques.
– Les fonctions de topologie MPI de´terminent la forme de la grille, c’est-a`-dire ici
les valeurs P ′0,0 et P
′
1,1. Ainsi, avec huit processus, on aura toujours une grille
4×2 pour une distribution 2-dimensionnelle ou` aucune dimension n’est re´plique´e
ni diagonalise´e comme le cas du listing 4.1. On n’obtiendra pas une grille 2× 4
ou 8× 1 par exemple dans ce cas.
– Avec onze processus, la grille virtuelle construite, bien qu’elle soit 2-
dimensionnelle, aura un effet identique a` une grille mono-dimensionnelle
car le nombre de processus ici n’est factorisable qu’en 11 × 1. L’alternative
1 × 11 ne se re´alisera pas dans ce cas car les fonctions de topologie MPI le
de´finissent ainsi.
Lorsqu’une dimension est distribue´e avec une distribution re´plique´e, comme in-
dique´e dans le listing 4.2 pour la premie`re dimension du tableau A, le nombre de pro-
cessus affecte´s a` cette dimension dans la grille virtuelle simple est e´gale a` 1, comme
le montre le tableau 4.2.
1 #pragma dstep distribute A(*, 2: cyclic (6) :1)
2 double A[m][n];
Listing 4.2 – Exemple d’un tableau distribue´ sur ses deux dimensions, avec une
distribution re´plique´e sur la premie`re dimension
nb procs Forme de la grille virtuelle
4 1× 4
8 1× 8
11 1× 11
Table 4.2 – Exemples de grilles virtuelles simples pour plusieurs valeurs de nb procs
pour le code du listing 4.2
Remarque. Dans toute la suite,
−→
cte est le vecteur dont toutes les composantes sont
e´gales a` la constante entie`re cte, de la meˆme dimension que les matrices qui appa-
raissent dans la meˆme expression. Par exemple, si P ′ est une matrice de dimension 3,
alors dans l’expression P ′~1, le vecteur ~1 vaut

11
1

.
De´finition. Une grille virtuelle simple de processus est de´finie par l’ensemble P ′grid
(e´quation 4.2). Le vecteur ~pgrid est l’identifiant d’un processus dans cette grille et P
′
est une matrice diagonale contenant le nombre de processus de la grille selon chaque
dimension.
P ′grid = {~pgrid|~0 ≤ ~pgrid < P
′~1} (4.2)
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De´finition. On de´finit la fonction id in grid qui associe un identifiant de processus
dans l’ensemble de processus P a` un identifiant dans la grille virtuelle simple P ′grid.
id in grid : P → P ′grid
p 7→ ~pgrid
(4.3)
La figure 4.1 montre la construction de la grille virtuelle simple de processus
correspondant a` la premie`re entre´e de la table 4.1 en utilisant la fonction id in grid.
Remarque importante. La fonction id in grid est construite en utilisant les fonc-
tions de topologie MPI qui garantissent sa bijectivite´.
Figure 4.1 – Construction de la grille virtuelle simple de processus correspondant a`
la premie`re entre´e de la table 4.1
4.2.3 Grille virtuelle de processus e´tendue
Un tableau ou un nid de boucles avec un nombre de dimensions supe´rieur ou
e´gal a` deux peut avoir une dimension distribue´e avec une distribution diagonalise´e en
utilisant le mot cle´ diag. La distribution ainsi obtenue est dite multi-partitionne´e, pour
reprendre le vocabulaire utilise´ dans l’imple´mentation de re´fe´rence des benchmarks
NAS BT et SP [11] pour ce type de distribution. Nous rappelons sur un exemple
ce qu’est une distribution multi-partitionne´e ainsi que son inte´reˆt. Nous explicitons
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ensuite la construction d’une grille virtuelle, que l’on qualifiera d’e´tendue, associe´e a`
un tableau ou un nid de boucle avec une distribution multi-partitionne´e.
Contrainte du mode`le. Une seule dimension d’un nid de boucles ou d’un tableau
peut eˆtre diagonalise´e.
Inte´reˆt. Une distribution multi-partitionne´e permet d’obtenir un meilleur
e´quilibrage de charge pour des sche´mas d’acce`s a` balayage. Il s’agit de tableaux
multi-dimensionnels qui sont acce´de´s par des nids de boucles avec au moins une
dimension comportant une de´pendance, imposant ainsi un ordre se´quentiel sur cette
dimension. Dans ce type de programmes, la dimension ordonne´e change entre les
diffe´rents nids de boucles successifs du programme.
Exemple. La figure 4.2 montre un exemple d’exe´cution d’un code effectuant un
balayage par lignes d’un tableau 2-dimensionnel sur quatre processus. Si le tableau
parcouru est distribue´ par lignes, alors il faudrait quatre e´tapes successives pour
effectuer le calcul. Les diffe´rents niveaux de gris indique´s sur la figure montre ces
diffe´rentes e´tapes, rappelant une vague avanc¸ant par blocs de lignes. Dans ce cas, a`
chaque e´tape, un seul processus est actif et les trois autres sont inactifs, en attente
des re´sultats des e´tapes pre´ce´dentes. Il est ainsi clair que cette configuration re´sulte
en une de´gradation des performance de l’exe´cution paralle`le.
Si en revanche on distribuait le tableau par blocs de colonnes alors le proble`me
de la de´pendance sur la premie`re dimension ne se poserait plus et les calculs seraient
effectue´s en une seule e´tape ou` tous les processus sont actifs. Mais si un nid de boucle
suivant acce`de au meˆme tableau avec une de´pendance sur la deuxie`me dimension,
alors le proble`me syme´trique se poserait.
Une distribution 2-dimensionnelle ne re´soudrait pas non plus le proble`me de
l’e´quilibrage de charge car il y aurait deux e´tapes de calcul et pour chaque e´tape,
la moitie´ des processus seraient inactifs.
Maintenant que nous avons rappele´ le proble`me pose´ par ce type de sche´ma
d’acce`s, nous verrons comment une distribution multi-partitionne´e permet de re´gler le
proble`me de l’e´quilibrage de charge. Dans notre exemple, si la deuxie`me dimension du
tableau est distribue´e avec un type diag, on obtient une distribution multi-partitionne´e
comme indique´ sur la figure 4.2. Les blocs du tableau A sont affecte´s aux diffe´rents
processus suivant une diagonale (nous donnerons les de´tails de la construction d’une
telle distribution dans les sections suivantes). Dans ce cas, on a toujours quatre e´tapes
de calcul, mais la diffe´rence majeure avec les distributions pre´ce´dentes est qu’a` chaque
e´tape de calcul, tous les processus sont actifs.
Remarque importante. La distribution multi-partitionne´e, illustre´e par l’exemple
pre´ce´dent, permet d’obtenir un meilleur e´quilibrage de charge, mais introduit des
communications supple´mentaires entre les diffe´rents blocs de donne´es, qui sont plus
nombreux que dans les autres exemples de distribution. Le gain effectif d’une telle
distribution de´coule directement de la diffe´rence entre le gain en e´quilibrage de charge
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et les surcouˆts des communications induites, de´crits dans le chapitre 7 sur le mode`le
de couˆt de dSTEP.
Figure 4.2 – Illustration de la distribution multi-partitionne´e sur un tableau 2-
dimensionnel
Une distribution multi-partitionne´e est effectue´e sur une grille de processus
e´tendue, dont nous donnons la de´finition dans la section suivante.
De´finition. Une grille virtuelle e´tendue de processus est de´finie par l’ensemble Pgrid
(e´quation 4.5). Le vecteur ~˜pgrid est un identifiant de processus virtuel dans cette grille.
La matrice P , de dimension d, est une matrice diagonale contenant le nombre de pro-
cessus selon chaque dimension. La matrice P est obtenue a` partir de la matrice P ′
(e´quation 4.4) en l’e´tendant d’une dimension correspondant a` la dimension diagona-
lise´e et en donnant comme valeur a` cette dimension un nombre de processus virtuels
correspondant au minimum du nombre de processus affecte´s aux autres dimensions,
autres les dimensions re´plique´es.
Pk,k =
{
P ′k,k si k est non diagonalise´e
MIN{P ′j,j , 0 ≤ j < d, j 6= k, j n’est pas re´plique´e} sinon
(4.4)
Pgrid = {~˜pgrid|~0 ≤ ~˜pgrid < P~1} (4.5)
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Exemple. Le listing 4.3 montre l’utilisation de la directive dstep distribute pour
indiquer que la deuxie`me dimension du tableau A est diagonalise´e. Les diffe´rentes
e´tapes permettant de construire la grille virtuelle de processus e´tendue pour cette
distribution sont illustre´es par la figure 4.3. Sur la grille virtuelle e´tendue, il y a seize
identifiants de processus alors que l’on ne dispose re´ellement que de quatre processus.
En effet, les processus affecte´s a` la deuxie`me dimension de la grille, correspondant a` la
dimension diagonalise´e, n’existent pas. Ils sont obtenus en associant vprocs processus
virtuels a` chaque processus re´el. Dans l’exemple pre´ce´dent, vprocs = 4.
De´finition. Pour une grille virtuelle de processus, on de´finit :
vprocs =
{
Pk,k si une dimension k est diagonalise´e,
1 sinon
(4.6)
La matrice P a donc la proprie´te´ suivante :
det(P ) = nb procs× vprocs 6= 0 (4.7)
1 #pragma dstep distribute A(1: block:1, 1:diag :1)
2 double A[m][n];
Listing 4.3 – Exemple d’un tableau distribue´ sur ses deux dimensions, avec une
distribution diagonalise´e sur la deuxie`me dimension
De´finition. La fonction extend id (e´quation 4.8) associe vprocs identifiants de pro-
cessus dans une grille virtuelle e´tendue a` chaque identifiant de processus dans une
grille virtuelle simple. L’ensemble V est de´fini par V = [0, vprocs[.
extend id : P ′grid × V → Pgrid
(~p′grid, v)→ (~p
′
grid + v~1)modvP~1
(4.8)
Exemple. La figure 4.4 montre les quatre processus virtuels associe´s au processus
p = 1.
The´ore`me. 1. La fonction extend id est bijective.
La bijectivite´ de la fonction extend id permet de garantir que tous les processus
virtuels peuvent eˆtre e´nume´re´s : chaque processus obtient son identifiant en interro-
geant l’environnement d’exe´cution, et e´nume`re les vprocs qui lui sont affecte´s graˆce
a` la fonction extend id. Les grilles virtuelles e´tant les supports sur lesquels les nids
de boucles et les tableaux sont distribue´s, cette proprie´te´ garantit que toutes les
ite´rations et les e´le´ments de tableaux distribue´s peuvent eˆtre visite´s (voir le chapitre
compilation 5).
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Figure 4.3 – Construction d’une grille virtuelle e´tendue
De´monstration. Si aucune dimension n’est diagonalise´e, la fonction extend id est la
fonction identite´, qui est trivialement bijective. Sinon, soit k la dimension diagonalise´e
de la grille :
a) Soit (~p′grid, v), (~q
′
grid, w) ∈ P
′
grid × V avec (~p
′
grid, v) 6= (~q
′
grid, w)
On suppose que extend id(~p′grid, v) = extend id(~q
′
grid, w)
=⇒ (~p′grid + v~1)modvP~1 = (~q
′
grid + w~1)modvP~1
L’e´quation pre´ce´dente exprime que les vecteurs (~p′grid+ v~1) et (~q
′
grid+w~1) ont le
meˆme modulo, composante par composante, par le vecteur (P~1). Leur difference est
donc force´ment un multiple du vecteur (P~1), ce qui s’ecrit :
((~p′grid + v~1)− (~q
′
grid + w~1))modvP~1 = ~0
=⇒ ((~p′grid − ~q
′
grid) + (v − w)~1)modvP~1 = ~0
=⇒ ((~p′grid(k)− ~q
′
grid(k)) + (v − w)) mod Pk,k = 0
Or, on a par de´finition ~p′grid(k) = ~q
′
grid(k) = 0,
ce qui implique que (v−w) mod Pk,k = 0, c’est-a`-dire que (v−w) = nPk,k, n ∈ Z
On a par ailleurs 0 ≤ v < Pk,k et 0 ≤ w < Pk,k, ce qui implique que −Pk,k <
v − w < Pk,k.
On en de´duit que n ne peut eˆtre que nul, donc que v = w.
On peut maintenant re´e´crire (~p′grid − ~q
′
grid + (v − w)~1)modvP~1 = ~0 en
(~p′grid − ~q
′
grid)modvP~1 = ~0
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Figure 4.4 – Illustration de la fonction extend id
Soit une dimension k′, k′ 6= k,
(~p′grid − ~q
′
grid)modvP~1 = ~0 =⇒ (~p
′
grid(k
′)− ~q′grid(k
′)) mod Pk′,k′ = 0
=⇒ ~p′grid(k
′)− ~q′grid(k
′) = nPk′,k′ , n ∈ Z
On a par ailleurs 0 ≤ ~p′grid(k
′) < Pk′,k′ et 0 ≤ ~q′grid(k
′) < Pk′,k′ , ce qui implique
que −Pk′,k′ < ~p′grid(k
′)− ~q′grid(k
′) < Pk′,k′ ,
On en de´duit que n ne peut eˆtre que nul, donc que ~p′grid(k
′) = ~q′grid(k
′) pour tout
k′, c’est a` dire que ~p′grid = ~q
′
grid.
Le re´sultat v = w et ~p′grid = ~q
′
grid est en contradiction avec notre hypothe`se,
extend id est donc une injection.
b) On montre que extend id est une surjection, c’est-a`-dire qu’il existe un
ante´ce´dent (~p′grid, v) ∈ P
′
grid × V pour tout e´le´ment ~˜p ∈ Pgrid.
On ve´rifie facilement que l’e´le´ment (~p′grid = (~˜pgrid+P~1− p˜(k)~1)modvP~1, v = ~˜p(k))
est un ante´ce´dent de l’e´le´ment ~˜p ∈ Pgrid.
La fonction extend id est donc bien une bijection.
Remarque. Une grille virtuelle simple n’est qu’un cas particulier d’une grille vir-
tuelle e´tendue dans laquelle vprocs = 1 et la fonction extend id est la fonction iden-
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tite´. Dans toute la suite, nous parlerons de grilles virtuelles de processus au sens
large.
4.2.4 Domaine se´quentiel et domaine distribue´
Le but du mode`le de distribution est de de´finir des fonctions permettant de
construire un sche´ma de compilation permettant de transformer un programme en
entre´e annote´ avec les directives dSTEP en un programme paralle`le pour machines
paralle`les hybrides tout en montrant la validite´ de la transformation. On distingue
donc deux domaines : le domaine se´quentiel qui est celui du code en entre´e et le do-
maine distribue´ qui est celui du code paralle`le ge´ne´re´. On de´finit les objets manipule´s
dans ces deux domaines ainsi que les fonctions les reliant.
4.2.5 Mode`le de distribution des calculs sans calculs redon-
dants
1) Nid de boucles dans le domaine se´quentiel
Dans le domaine se´quentiel, le domaine d’ite´ration d’un nid de boucles (loop nest)
est caracte´rise´ par :
– d un entier repre´sentant le nombre de dimensions gridifie´es successives du nid
de boucles,
– ~i un vecteur d’entiers de dimension d, repre´sentant une ite´ration du domaine
d’ite´ration,
– Lln et Uln, matrices diagonales de rang d contenant les bornes infe´rieures et
supe´rieures du domaine d’ite´ration du nid de boucles.
Un domaine d’ite´rations d’un nid de boucles dans le domaine se´quentiel est de´fini
par un ensemble ln :
ln = {~i|Lln~1 ≤~i < Uln~1} (4.9)
Exemple. L’ensemble des ite´rations du nid de boucles i, j du listing 4.4 est de´fini
par tous les vecteurs d’entiers a` deux dimensions borne´s par les matrices Lln et Uln
suivantes :
Lln =
[
0 0
0 1
]
, Uln =
[
100 0
0 99
]
1 #pragma step gridify(i, j)
2 for(i = 0; i < 100; i++)
3 for(j = 1; j < 99; j++)
4 ...
Listing 4.4 – Exemple des matrices Lln et Uln
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2) Grille virtuelle de processus pour un ensemble d’ite´rations
A` un nid de boucles ln avec d dimensions gridifie´es, on associe une grille virtuelle
de processus Pln de rang d. L’ensemble Pln des processus de la grille virtuelle ainsi
construite est de´fini par :
Pln = {p˜ln|0 ≤ p˜ln < Plnv1} (4.10)
Remarque. La grille virtuelle de processus d’un nid de boucles ln ne de´pend pas
des bornes d’ite´rations Uln et Lln de ce nid de boucles.
3) Bloc d’ite´rations
On de´coupe le nombre d’ite´rations de chaque niveau d’un nid de boucles ln en
des blocs d’ite´rations d’une meˆme taille. Ces tailles de blocs sont repre´sente´es par
une matrice diagonale Bln. Les tailles de blocs sont de´finies en fonction du type de
distribution.
4) Type de distribution d’une dimension
Distribution par blocs. La taille de bloc d’une dimension k distribue´e par blocs
(e´quation 4.11) est calcule´e en divisant le nombre d’ite´rations de cette dimension par
le nombre de processus disponibles dans la grille virtuelle de processus pour cette
dimension. Dans ce cas, le nombre de cycles sur cette dimension est e´gal a` 1.
Blnk,k = ⌈(Ulnk,k − Llnk,k)/Plnk,k⌉ (4.11)
Distribution bloc-cyclique. La taille de bloc est donne´e par le programmeur. Le
nombre de cycles est calcule´ a` partir de la taille du bloc, du nombre d’ite´rations sur
cette dimension et du nombre de processus affecte´s a` cette dimension dans la grille
virtuelle de processus associe´e au nid de boucles.
Distribution re´plique´e. Une dimension re´plique´e affecte un seul processus a` la
dimension correspondante de la grille virtuelle. La taille de bloc est e´gale au nombre
d’ite´rations selon cette dimension et le nombre de cycles est e´gal a` 1.
Distribution diagonalise´e. On pose la contrainte pratique qu’une dimension dia-
gonalise´e ne peut eˆtre cyclique meˆme si ce cas est capture´ dans le mode`le de distri-
bution. La taille de bloc est e´gale au nombre d’ite´rations selon cette dimension divise´
par le minimum du nombre de processus affecte´s aux autres dimensions dans la grille
virtuelle de processus. Le nombre de cycles est e´gal a` 1.
Distribution all. Une dimension distribue´e avec le type all ne ge´ne`re pas de di-
mension correspondante dans la grille virtuelle : une telle dimension ne consomme
pas de processus. La taille de bloc est de´finie par le programmeur.
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Remarque. Dans tous les cas, la taille de bloc pour chaque dimension est non nulle.
det(Bln) 6= 0 (4.12)
5) Nombre de cycles
Pour chaque dimension d’un nid de boucles, le nombre maximal de cycles est
e´gal au nombre d’ite´rations selon cette dimension divise´ par le produit du nombre de
processus affecte´s a` cette dimension et de la taille de bloc selon cette dimension.
On de´finit Cln, une matrice diagonale de rang d contenant le nombre maximal de
cycles pour chaque dimension du nid de boucles.
Cln = ⌈(Uln − Lln)B
−1
ln P
−1
ln ⌉ (4.13)
Remarque. L’e´quation pre´ce´dente calcule le nombre maximal de cycles. Chaque
cycle de´finit un ensemble d’ite´rations qu’il faut ensuite contraindre dans le code
ge´ne´re´ par les bornes d’ite´rations de ln afin de supprimer les e´ventuelles ite´rations
superflues introduites (voir la de´finition de l’ensemble, e´quation ln 4.9).
L’ensemble des cycles Cln d’un nid de boucles distribue´ est alors de´fini par
Cln = {~cln|0 ≤ ~cln < Cln~1} (4.14)
ou` ~cln est vecteur de dimension d contenant l’identifiant du cycle pour chaque
dimension du nid de boucles.
6) Ite´ration dans un bloc
Pour chaque bloc de taille Bln, on de´finit un ensemble d’ite´rations Lln propres au
bloc, de´finies par :
Lln = {~lln|0 ≤ ~lln < Bln~1} (4.15)
7) Ensemble d’ite´rations dans le domaine distribue´ Dans le domaine dis-
tribue´, un domaine d’ite´rations d’un nid de boucles est de´fini par un ensemble lndist
des e´le´ments (~pln,~cln,~lln) comme suit :
lndist = Pln × Cln × Lln (4.16)
8) Changement de domaine pour les ite´rations d’un nid de boucles
On relie une ite´ration (~˜pln,~cln,~lln) ∈ Pln × Cln × Lln dans le domaine distribue´
a` une ite´ration ~i ∈ ln dans le domaine se´quentiel par l’e´quation 4.17 qui de´finit la
fonction loop nest iteration.
~i = Lln~1 + BlnPln~cln + Bln~˜pln +~lln (4.17)
La figure 4.5 illustre cette e´quation pour le nid de boucles 2-dimensionnel du
listing 4.5.
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1 #pragma step gridify(i(dist=cyclic (2); sched =...), j)
2 for(i = 0; i < 7; i++)
3 for(j = 0; j < 5; j++)
4 ...
Listing 4.5 – Exemple d’un nid de boucles 2-dimensionnel
Figure 4.5 – Illustration de la fonction loop nest iteration
Remarque. L’e´quation 4.17 calcule l’ite´ration ~i pour tout triplet (~˜pln,~cln,~lln) ∈
Pln × Cln × Lln. Il peut ainsi y avoir des ite´rations ~i superflues qui n’appartiennent
pas a` ln. Ces ite´rations sont e´limine´es par la suite dans le code ge´ne´re´ en ve´rifiant la
contrainte Lln~1 ≤~i < Ulnv1.
8) Calcul du cycle correspondant a` une ite´ration ~i
The´ore`me. 2. ~i− Lln~1 = BlnPln~cln +Bln~˜pln +~lln est une expression de division par
BlnPln.
Preuve. Pour que l’e´quation~i−Lln~1 = BlnPln~cln+Bln~˜pln+~lln dont tous les termes
sont positifs (notamment ~i ≥ Lln~1) soit une expression de division par BlnPln, il faut
et il suffit que :
1. les matrices diagonales Bln et Pln soient inversibles (de´terminants non nuls donc
tous les coefficients diagonaux non nuls),
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2. Bln~˜pln +~lln < BlnPln~1.
1) On a det(Pln) 6= 0 et det(Bln) 6= 0 par de´finition de ces matrices,
2) On a d’une part
~˜pln ≤ Pln~1−~1
donc
Bln~˜pln ≤ Bln(Pln~1−~1),
d’autre part
~lln < Bln~1
On peut donc e´crire
Bln~˜pln +~lln < Bln(Pln~1−~1) + Bln~1,
ce qui e´quivaut a`
Blnp˜ln +~lln < BlnPln~1
De 1 et 2 on de´duit que ~i− Lln~1 = BlnPln~cln + Bln~˜pln +~lln est une expression de
division par BlnPln. 
~cln est le re´sultat d’une division par BlnPln. On e´crit :
~cln = ⌊P
−1
ln B
−1
ln (
~i− Lln~1)⌋ (4.18)
Remarque. Cette e´quation exprime le fait qu’une ite´ration du nid de boucles ap-
partient a` un cycle unique.
On de´finit la fonction iteration cycle qui calcule ce cycle :
iteration cycle : ln→ Cln
~i 7→ ~cln = ⌊P
−1
ln B
−1
ln (
~i− Lln~1)⌋
(4.19)
9) Calcul du processus exe´cutant une ite´ration ~i
On construit a` partir de l’e´quation 4.17 l’e´quation suivante :
~i− Lln~1 = Bln(~˜pln + Pln~cln) +~lln (4.20)
The´ore`me. 3. L’e´quation ~i − Lln~1 = Bln(~pln + Pln~cln) + ~lln est une expression de
division par Bln.
Preuve. Tous les termes de l’e´quation sont positifs. Il faut et il suffit donc de
montrer que det(Bln) 6= 0 et que ~lln < Bln~1.
1) Par de´finition, la matrice diagonale Bln ne posse`de que des coefficients non nuls
sur sa diagonale, donc det(Bln) 6= 0,
2) ~lln < Bln~1 par la de´finition de l’ensemble Lln (4.15)
On en de´duit que ~i− Lln~1 = Bln(~˜pln + Pln~cln) +~lln est une expression de division
par Bln. 
On peut donc e´crire :
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~˜pln + Pln~cln = ⌊B
−1
ln (
~i− Lln~1)⌋ (4.21)
Donc
~˜pln = ⌊B
−1
ln (
~i− Lln~1)⌋ − Pln~cln (4.22)
Remarque. Cette e´quation exprime le fait qu’une ite´ration est exe´cute´e par un
processus unique.
On de´finit la fonction iteration executor qui associe a` une ite´ration~i le processus
p˜ln qui l’exe´cute.
iteration executor : ln→ Pln
~i 7→ ~˜pln = ⌊B
−1
ln (
~i− Lln~1)⌋ − Plniteration cycle(~i)
(4.23)
10) Calcul du de´placement local dans un bloc correspondant a` une
ite´ration ~i
On construit a` partir de l’e´quation 4.17 l’e´quation suivante qui calcule l’ite´ration
locale dans un bloc :
~lln =~i− Lln~1− BlnPln~cln −Bln~˜pln (4.24)
11) Exemple de distribution d’un nid de boucles
1 #pragma step gridify(i, j)
2 for (i=1; i < 1024; i++)
3 for (j=1; j < 1024; j++) {
4 double neighbour = cos(table[i-1][j]) + sin(table[i][j-1]) +
5 sin(table[i][j+1]) + cos(table[i+1][j]);
6 tableOut[i][j] = neighbour /3;
7 }
Listing 4.6 – Distribution d’un nid de boucles sans calculs redondants
Le code du listing 4.6 montre un nid de boucles ln distribue´ sur ses dimensions i
et j. Si l’on exe´cute la distribution sur quatre processus, on aura :
Lln =
[
1 0
0 1
]
, Uln =
[
1024 0
0 1024
]
, Pln =
[
2 0
0 2
]
, Bln =
[
512 0
0 512
]
Soit l’ite´ration
[
i
j
]
=
[
600
200
]
dans le domaine se´quentiel. En appliquant
l’e´quation 4.18 pour le calcul du cycle, on trouve :
~cln =
[
0
0
]
En appliquant l’e´quation 4.22 pour le calcul de l’identifiant du processus, on
trouve :
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~˜pln =
[
1
0
]
Et en appliquant l’e´quation 4.24 pour le calcul de l’ite´ration locale, on trouve :
~lln =
[
87
199
]
4.2.6 Mode`le de distribution de tableau avec halo
Cette section utilise des notions similaires a` celles pre´sente´es a` la section
pre´ce´dente. On remplace une ite´ration par un e´le´ment de tableau, un ensemble
d’ite´rations par un ensemble d’e´le´ments de tableau et un bloc d’ite´rations par un
bloc d’e´le´ments de tableaux. Les matrices Pln, Bln et Cln deviennent Px, Bx et Cx
pour un tableau x. On ajoute le halo au mode`le de distribution.
1) Tableau dans le domaine se´quentiel
Dans le domaine se´quentiel est caracte´rise´ par :
– d un entier repre´sentant le nombre de dimensions du tableau,
– ~a un vecteur d’entiers de dimension d, contenant les indices situant un e´le´ment
dans le tableau,
– Dx une matrice diagonale de rang d contenant les tailles du tableau selon chaque
dimension distribue´e.
L’ ensemble x des e´le´ments d’un tableau de dimensions Dx est de´fini par :
x = {~a|0 ≤ ~a < Dx~1} (4.25)
Exemple.
double A[M][N];
Le tableau A est de´fini par la matrice DA =
[
M 0
0 N
]
2) Grille virtuelle de processus d’un tableau
A` un tableau x distribue´ sur d dimensions, on associe une grille virtuelle de pro-
cessus Px de rang d. L’ensemble des processus de la grille virtuelle ainsi construite est
de´fini par :
Px = {~˜px|~0 ≤ ~˜px < Px~1} (4.26)
Remarque. La grille virtuelle Px ne de´pend pas des tailles des dimensions du ta-
bleau x. Elle de´pend du nombre de processus disponibles, du nombre de dimensions
du tableau x et du type de distribution pour chaque dimension.
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3) Bloc d’e´le´ments de tableau
On de´coupe le nombre d’e´le´ments de chaque dimension d’un tableau x en des blocs
d’e´le´ments d’une meˆme taille. Ces tailles de blocs sont repre´sente´es par une matrice
diagonale Bx. Comme pour les ite´rations, il existe quatre fac¸ons de de´finir les tailles
de blocs : bloc, bloc-cyclique, re´plique´e et diagonalise´e.
4) Nombre de cycles
De fac¸on similaire aux cycles d’un nid de boucles distribue´, on de´finit le nombre
maximal de cycles pour un tableau x de taille Dx distribue´ sur une grille virtuelle Px
en des blocs Bx par la matrice Cx :
Cx = ⌈DxB
−1
x P
−1
x ⌉ (4.27)
Remarque. L’e´quation pre´ce´dente peut introduire un cycle superflu sur certains
processus, ce qui conduit a` allouer dans le domaine distribue´ de la me´moire non
utilise´e. On peut optimiser le code ge´ne´re´ pour ne pas allouer ces e´le´ments de tableaux
superflus mais cette optimisation n’est pas ne´cessaire a` la correction du code ge´ne´re´
(voir les proprie´te´s du mode`le).
L’ensemble Cx des cycles d’un tableau distribue´ est de´fini par :
Cx = {cx|~0 ≤ ~cx < Cx~1} (4.28)
avec ~cx un vecteur de taille d contenant l’identifiant du cycle pour chaque dimen-
sion du tableau.
5) E´le´ment de tableau dans un bloc avec halo
Pour chaque bloc Bx, on de´finit un ensemble d’e´le´ments propres au bloc de´finis
par l’ensemble L′x :
L′x = {
~lx|0 ≤ ~lx < Bx~1} (4.29)
En pre´sence de halo, on e´tend cet ensemble d’e´le´ments avec les quantite´s Hlowx et
Hupx pour de´finir l’ensemble Lx
Lx = {~lx|~0 ≤ ~lx < (Bx +Hlowx +Hupx)
~1} (4.30)
6) Changement de domaine pour les e´le´ments d’un tableau
On relie un e´le´ment de tableau ~a ∈ x dans le domaine se´quentiel et un e´le´ment de
tableau (~˜px,~cx,~lx) ∈ Px × Bx × Lx dans le domaine distribue´ par l’e´quation 4.31 qui
de´finit la fonction array element.
~a = BxPx~cx + Bx~˜px −Hlowx~1 +~lx (4.31)
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7) Calcul du cycle correspondant a` un e´le´ment de tableau ~a et a` un pro-
cessus ~˜px
A partir de l’e´quation 4.31, on e´crit :
~a−Bx~˜px +Hlowx~1 = BxPx~cx +~lx (4.32)
Contrainte de validite´ des halos. Pour pouvoir associer un e´le´ment de tableau
unique ~a ∈ x a` un triplet (~˜px,~cx,~lx) ∈ Px ×Bx ×Lx pour un identifiant de processus
~˜px fixe´, il faut que les e´le´ments ~lx de cycles diffe´rents ne se recouvrent pas sur ~˜px.
Cette contrainte est exprime´e par l’ine´quation 4.33.
~0 ≤ (Hlowx +Hupx)~1 ≤ (BxPx −Bx)~1 (4.33)
Illustration. La figure 4.6 montre un contre-exemple ou` le halo est invalide. Le
tableau mono-dimensionnel A de taille seize est distribue´ cycliquement avec une taille
de bloc valant quatre et en utilisant un halo infe´rieur et supe´rieur e´gal a` trois. Si
cette distribution est exe´cute´e sur deux processus et que l’on conside`re l’e´le´ment A[5]
dans l’espace se´quentiel, on constate que cet e´le´ment se trouve alloue´ dans l’espace
distribue´ sur le processus ~˜p =
[
0
]
a` la fois sur le cycle ~c =
[
0
]
et ~c =
[
1
]
. On ne sait
pas dans ce cas associer un cycle unique a` certains e´le´ments de l’espace se´quentiel sur
un processus donne´. Le proble`me vient de la violation de la contrainte de validite´ des
halos :
[
0
]
≤
[
3
]
+
[
3
]
≤
[
4
]
×
[
2
]
−
[
3
]
⇐⇒
[
0
]
≤
[
6
]
≤
[
5
]
.
The´ore`me. 4. Pour (~a−Bx~˜px +Hlowx~1) ≥ ~0, si ~0 ≤ Hlowx +Hupx ≤ BxPx −Bx
alors l’e´quation ~a−Bx~˜px +Hlowx~1 = BxPx~cx +~lx est une expression de division par
BxPx.
Preuve du the´ore`me 4. Pour calculer un cycle unique, il faut que l’e´quation 4.32
soit une expression de division par BxPx. Il faut donc que
~lx < BxPx~1 (4.34)
On a par de´finition ~0 ≤ ~lx ≤ (Hlowx + Bx +Hupx)~1 − ~1. La contrainte 4.34 est
donc e´quivalente a` la contrainte sur les halos :
(Hlowx +Bx +Hupx)~1−~1 < BxPx~1 (4.35)
1) On a, par de´finition des matrices Px et Bx, det(Px) 6= 0 et det(Bx) 6= 0
2) On a, en respectant la contrainte sur la validite´ des halos 4.35
~0 ≤ ~lx < PxBx~1 (4.36)
De 1 et 2 on de´duit que pour (~a − Bx~˜px + Hlowx~1) positif et un halo valide,
c’est-a`-dire qui ve´rifie la contrainte 4.35, l’e´quation ~a−Bx~˜px+Hlowx~1 = BxPx~cx+~lx
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Figure 4.6 – Illustration de la violation de la contrainte de validite´ des halos
est une expression de division par BxPx. 
On peut donc calculer l’unique cycle correspondant :
~cx = ⌊P
−1
x B
−1
x (~a−Bx~˜px +Hlowx~1)⌋ (4.37)
Remarques.
1. Lorsque la contrainte sur les halos n’est pas respecte´e, la distribution est in-
correcte. Dans le code ge´ne´re´, la validite´ de cette contrainte est ve´rifie´e et un
message d’erreur est affiche´ au programmeur lorsqu’elle n’est pas ve´rifie´e.
2. Pour une dimension distribue´e sans cycle (nombre de cycles e´gal a` 1), la
contrainte sur les halos est toujours ve´rifie´e. Le halo pour une telle dimension
peut alors recouvrir toute l’e´tendue de la dimension et la distribution reste
correcte (c’est le cas du halo total).
3. Si ~a−Bx~˜px+Hlowx~1 < ~0 ou (⌊P
−1
x B
−1
x (~a−Bx~˜px+Hlowx~1)⌋) /∈ C alors le cycle
n’est pas de´fini pour le point (~a, ~˜px). On de´finit la fonction cycle defined qui
ve´rifie ces conditions.
On de´finit la fonction partielle array cycle qui calcule un cycle unique ~cx lorsque
ce cycle est de´fini pour un point (~a, ~˜px) :
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array cycle : x× Px → Cx
(~a, ~˜px)→ ⌊P
−1
x B
−1
x (~a− Bx~˜px +Hlowx~1)⌋
(4.38)
8) Calcul du de´placement local correspondant a` un e´le´ment de tableau ~a
et a` un processus ~˜px.
On construit a` partir de l’e´quation 4.31 l’e´quation suivante qui calcule le
de´placement local :
~lx = ~a− PxBx~cx −Bx~˜px +Hlowx~1 (4.39)
Remarque. Si ~lx /∈ Lx, alors le de´placement local n’est pas de´fini pour le point
(~a, ~˜px,~cx). On de´finit la fonction local offset defined qui ve´rifie cette condition.
On de´finit la fonction partielle local offset qui calcule le de´placement local pour
les points (~a, ~˜px,~cx).
local offset : x× Px × Cx → Lx
(~a, ~˜px,~cx)→ ~a− PxBx~cx −Bx~˜px +Hlowx~1
(4.40)
9) Exemples de distribution de tableau avec halo.
On se donne un tableau A a` deux dimensions de taille 8×8. Soit l’e´le´ment A[5][3]
dans le domaine se´quentiel. On veut calculer le repre´sentant de cet e´le´ment dans le
domaine distribue´ sur chaque processus pour plusieurs types de distribution.
1 #step distribute table(block , 1: block :1)
2 double A[16][16];
Listing 4.7 – Distribution par blocs
a) Distribution 2-dimensionnelle, sans cycle. La figure 4.7 montre l’exe´cution
de la distribution du listing 4.7 sur quatre processus. Voici les matrices qui de´finissent
cette distribution :
DA =
[
8 0
0 8
]
, PA =
[
2 0
0 2
]
, BA =
[
4 0
0 4
]
, HlowA =
[
0 0
0 1
]
, HupA =
[
0 0
0 1
]
Nombre maximal de cycles. Le nombre de cycles est calcule´ par l’e´quation 4.27 :
Cx =
⌈[
8 0
0 8
] [
1/4 0
0 1/4
] [
1/2 0
0 1/2
]⌉
=
⌈[
8/8 0
0 8/8
]⌉
=
[
1 0
0 1
]
On a donc un seul cycle sur chaque dimension.
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Figure 4.7 – Distribution bidimensionnelle par blocs avec halo
Calcul du cycle sur ~˜p =
[
0
0
]
On applique la fonction array cycle 4.38.
array cycle
([
5
3
]
,
[
0
0
])
=
⌊[
1/2 0
0 1/2
] [
1/4 0
0 1/4
]([
5
3
]
−
[
4 0
0 4
] [
0
0
]
+
[
0 0
0 1
] [
1
1
])⌋
array cycle
([
5
3
]
,
[
0
0
])
=
⌊[
1/8 0
0 1/8
]([
5
3
]
+
[
0
1
])⌋
array cycle
([
5
3
]
,
[
0
0
])
=
⌊[
1/8 0
0 1/8
] [
5
4
]⌋
array cycle
([
5
3
]
,
[
0
0
])
=
⌊[
5/8
3/8
]⌋
array cycle
([
5
3
]
,
[
0
0
])
=
[
1
1
]
Le cycle calcule´ est non de´fini car ne ve´rifie pas la contrainte
[
0
0
]
≤
[
1
1
]
<
[
1
1
]
.
On en de´duit qu’il n’y a pas de repre´sentant local de l’e´le´ment
[
5
3
]
sur le processus[
0
0
]
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Calcul du cycle sur ~˜p =
[
0
1
]
array cycle
([
5
3
]
,
[
0
1
])
=
⌊[
1/2 0
0 1/2
] [
1/4 0
0 1/4
]([
5
3
]
−
[
4 0
0 4
] [
0
1
]
+
[
0 0
0 1
] [
1
1
])⌋
array cycle
([
5
3
]
,
[
0
1
])
=
⌊[
1/8 0
0 1/8
]([
5
3
]
−
[
0
4
]
+
[
0
1
])⌋
array cycle
([
5
3
]
,
[
0
1
])
=
⌊[
1/8 0
0 1/8
] [
5
0
]⌋
array cycle
([
5
3
]
,
[
0
1
])
=
⌊[
5/8
0/8
]⌋
array cycle
([
5
3
]
,
[
0
1
])
=
[
1
0
]
Le cycle calcule´ est non de´fini car ne ve´rifie pas la contrainte
[
0
0
]
≤
[
1
0
]
<
[
1
1
]
.
On en de´duit qu’il n’y a pas de repre´sentant local de l’e´le´ment
[
5
3
]
sur le processus[
0
1
]
Calcul du cycle sur ~˜p =
[
1
0
]
array cycle
([
5
3
]
,
[
1
0
])
=
⌊[
1/2 0
0 1/2
] [
1/4 0
0 1/4
]([
5
3
]
−
[
4 0
0 4
] [
1
0
]
+
[
0 0
0 1
] [
1
1
])⌋
array cycle
([
5
3
]
,
[
1
0
])
=
⌊[
1/8 0
0 1/8
]([
5
3
]
−
[
4
0
]
+
[
0
1
])⌋
array cycle
([
5
3
]
,
[
1
0
])
=
⌊[
1/8 0
0 1/8
] [
1
4
]⌋
array cycle
([
5
3
]
,
[
1
0
])
=
⌊[
1/8
4/8
]⌋
array cycle
([
5
3
]
,
[
1
0
])
=
[
0
0
]
Le cycle calcule´ est parfaitement valide. On peut donc calculer le repre´sentant
local de l’e´le´ment conside´re´.
Calcul du de´placement local. On calcule maintenant le de´placement local avec
l’e´quation 4.39 :
lA = local offset(
[
5
3
]
,
[
1
0
]
,
[
0
0
]
) =
[
5
3
]
−
[
2 0
0 2
] [
4 0
0 4
] [
0
0
]
−
[
4 0
0 4
] [
1
0
]
+
[
0 0
0 1
] [
1
1
]
lA =
[
1
4
]
Ce de´placement local est correct car ve´rifie la contrainte[
0
0
]
≤
[
1
4
]
<
[
4
6
]
.
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Calcul du cycle sur ~˜p =
[
1
1
]
array cycle
([
5
3
]
,
[
1
1
])
=
⌊[
1/2 0
0 1/2
] [
1/4 0
0 1/4
]([
5
3
]
−
[
4 0
0 4
] [
1
1
]
+
[
0 0
0 1
] [
1
1
])⌋
array cycle
([
5
3
]
,
[
1
1
])
=
⌊[
1/8 0
0 1/8
]([
5
3
]
−
[
4
4
]
+
[
0
1
])⌋
array cycle
([
5
3
]
,
[
1
1
])
=
⌊[
1/8 0
0 1/8
] [
1
0
]⌋
array cycle
([
5
3
]
,
[
1
1
])
=
⌊[
1/8
0/8
]⌋
array cycle
([
5
3
]
,
[
1
1
])
=
[
0
0
]
Le cycle calcule´ est parfaitement valide. On peut donc calculer le repre´sentant
local de l’e´le´ment conside´re´.
Calcul du de´placement local. On calcule maintenant le de´placement local avec
l’e´quation 4.39 :
lA = local offset(
[
5
3
]
,
[
1
1
]
,
[
0
0
]
) =
[
5
3
]
−
[
2 0
0 2
] [
4 0
0 4
] [
0
0
]
−
[
4 0
0 4
] [
1
1
]
+
[
0 0
0 1
] [
1
1
]
lA =
[
1
0
]
Ce de´placement local est correct car ve´rifie la contrainte[
0
0
]
≤
[
1
0
]
<
[
4
6
]
.
1 #step distribute table(block , 1: cyclic (2) :1)
2 double A[16][16];
Listing 4.8 – Distribution cyclique
b) Distribution bi-dimensionnelle, cyclique sur la deuxie`me dimension. La
figure 4.8 montre l’exe´cution de la distribution du listing 4.8 sur quatre processus.
Voici les matrices qui de´finissent cette distribution :
DA =
[
8 0
0 8
]
, PA =
[
2 0
0 2
]
, BA =
[
4 0
0 2
]
, HlowA =
[
0 0
0 1
]
, HupA =
[
0 0
0 1
]
Nombre maximal de cycles. Le nombre de cycles est calcule´ par l’e´quation 4.27 :
Cx =
⌈[
8 0
0 8
] [
1/4 0
0 1/2
] [
1/2 0
0 1/2
]⌉
=
⌈[
8/8 0
0 8/4
]⌉
=
[
1 0
0 2
]
On a donc un seul cycle selon la premie`re dimension et deux cycles selon la
deuxie`me.
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Figure 4.8 – Distribution bi-dimensionnelle cyclique avec halo
Calcul du cycle sur ~˜p =
[
0
0
]
On applique la fonction array cycle 4.38.
array cycle
([
5
3
]
,
[
0
0
])
=
⌊[
1/2 0
0 1/2
] [
1/4 0
0 1/2
]([
5
3
]
−
[
4 0
0 2
] [
0
0
]
+
[
0 0
0 1
] [
1
1
])⌋
array cycle
([
5
3
]
,
[
0
0
])
=
[
0
1
]
Le cycle calcule´ est de´fini.
Calcul du de´placement local.
~lA = local offset(
[
5
3
]
,
[
0
0
]
,
[
0
1
]
) =
[
5
3
]
−
[
2 0
0 2
] [
4 0
0 2
] [
0
1
]
−
[
4 0
0 4
] [
0
0
]
+
[
0 0
0 1
] [
1
1
]
~lA =
[
5
0
]
Ce de´placement local n’est pas de´fini car ne ve´rifie pas ~0 ≤
[
5
0
]
<
[
4
4
]
. On en
conclut que l’e´le´ment ~a =
[
5
3
]
n’a pas de repre´sentant local sur ~˜p =
[
0
0
]
.
Calcul du cycle sur ~˜p =
[
0
1
]
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array cycle
([
5
3
]
,
[
0
1
])
=
⌊[
1/2 0
0 1/2
] [
1/4 0
0 1/2
]([
5
3
]
−
[
4 0
0 2
] [
0
1
]
+
[
0 0
0 1
] [
1
1
])⌋
array cycle
([
5
3
]
,
[
0
0
])
=
[
0
0
]
Le cycle calcule´ est de´fini.
Calcul du de´placement local.
~lA = local offset(
[
5
3
]
,
[
0
1
]
,
[
0
0
]
) =
[
5
3
]
−
[
2 0
0 2
] [
4 0
0 2
] [
0
0
]
−
[
4 0
0 2
] [
0
1
]
+
[
0 0
0 1
] [
1
1
]
~lA =
[
5
0
]
Ce de´placement local n’est pas de´fini car ne ve´rifie pas ~0 ≤
[
5
0
]
<
[
4
4
]
. On en
conclut que l’e´le´ment ~a =
[
5
3
]
n’a pas de repre´sentant local sur ~˜p =
[
0
1
]
.
Calcul du cycle sur ~˜p =
[
1
0
]
array cycle
([
5
3
]
,
[
1
0
])
=
⌊[
1/2 0
0 1/2
] [
1/4 0
0 1/2
]([
5
3
]
−
[
4 0
0 2
] [
1
0
]
+
[
0 0
0 1
] [
1
1
])⌋
array cycle
([
5
3
]
,
[
0
0
])
=
[
0
1
]
Le cycle calcule´ est de´fini.
Calcul du de´placement local.
~lA = local offset(
[
5
3
]
,
[
1
0
]
,
[
0
1
]
) =
[
5
3
]
−
[
2 0
0 2
] [
4 0
0 2
] [
0
1
]
−
[
4 0
0 2
] [
1
0
]
+
[
0 0
0 1
] [
1
1
]
~lA =
[
1
0
]
Ce de´placement local est de´fini.
Calcul du cycle sur ~˜p =
[
1
1
]
array cycle
([
5
3
]
,
[
1
1
])
=
⌊[
1/2 0
0 1/2
] [
1/4 0
0 1/2
]([
5
3
]
−
[
4 0
0 2
] [
1
1
]
+
[
0 0
0 1
] [
1
1
])⌋
array cycle
([
5
3
]
,
[
1
1
])
=
[
0
0
]
Le cycle calcule´ est de´fini.
Calcul du de´placement local.
~lA = local offset(
[
5
3
]
,
[
1
1
]
,
[
0
0
]
) =
[
5
3
]
−
[
2 0
0 2
] [
4 0
0 2
] [
0
0
]
−
[
4 0
0 2
] [
1
1
]
+
[
0 0
0 1
] [
1
1
]
~lA =
[
1
2
]
Ce de´placement local est de´fini.
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1 #step distribute table(block , 1:diag :1)
2 double A[16][16];
Listing 4.9 – Distribution multi-partitionne´e
Figure 4.9 – Distribution bi-dimensionnelle multi-partitionne´e
c) Distribution bi-dimensionnelle, diagonalise´e sur la deuxie`me dimension.
La figure 4.9 montre l’exe´cution de la distribution du listing 4.9 sur quatre processus.
La grille virtuelle correspondante est constitue´e de seize processus virtuels. Pour sim-
plifier, nous ne montrons la distribution que sur les processus virtuels correspondant
au processus
[
0
0
]
. Voici les matrices qui de´finissent cette distribution :
DA =
[
8 0
0 8
]
, PA =
[
4 0
0 4
]
, BA =
[
2 0
0 2
]
, HlowA =
[
0 0
0 1
]
, HupA =
[
0 0
0 1
]
Nombre maximal de cycles. Le nombre de cycles est calcule´ par l’e´quation 4.27 :
Cx =
⌈[
8 0
0 8
] [
1/2 0
0 1/2
] [
1/4 0
0 1/4
]⌉
=
⌈[
8/8 0
0 8/8
]⌉
=
[
1 0
0 1
]
Pour simplifier, nous ne montrons le calcul du cycle et du de´placement local que
sur le processus e´tendu ~˜p =
[
2
2
]
qui posse`de un repre´sentant de l’e´le´ment ~a =
[
5
3
]
.
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Calcul du cycle sur ~˜p =
[
2
2
]
array cycle
([
5
3
]
,
[
2
2
])
=
⌊[
1/4 0
0 1/4
] [
1/2 0
0 1/2
]([
5
3
]
−
[
2 0
0 2
] [
2
2
]
+
[
0 0
0 1
] [
1
1
])⌋
array cycle
([
5
3
]
,
[
2
2
])
=
[
0
0
]
Le cycle calcule´ est de´fini.
Calcul du de´placement local.
~lA = local offset(
[
5
3
]
,
[
2
2
]
,
[
0
0
]
) =
[
5
3
]
−
[
4 0
0 4
] [
2 0
0 2
] [
0
0
]
−
[
2 0
0 2
] [
2
2
]
+
[
0 0
0 1
] [
1
1
]
=
[
1
0
]
. Ce de´placement local est de´fini.
4.3 Mode`le combine´ de distribution des calculs et
des donne´es
Les re´fe´rences aux e´le´ments de tableau construisent une correspondance entre les
ite´rations et les e´le´ments de tableau. Une re´fe´rence a` un e´le´ment de tableau dans
un nid de boucles est une fonction du vecteur ite´ration du nid de boucles. Dans le
domaine distribue´, chaque processus exe´cute un ensemble de tranches d’ite´rations. Il
faut s’assurer que pour chaque re´fe´rence a` un e´le´ment de tableau acce´de´ pour une
ite´ration donne´e, il existe un repre´sentant local de cet e´le´ment, que ce repre´sentant
est unique et il faut pouvoir calculer la nouvelle re´fe´rence dans le domaine distribue´.
Il faut e´galement pouvoir retrouver tous les repre´sentants d’un tel e´le´ment sur tous
les autres processus afin de mettre a` jour les donne´es re´plique´es si ne´cessaire.
4.3.1 De´finitions
1) Re´fe´rence a` un e´le´ment de tableau dans le domaine se´quentiel : Lamie`me
re´fe´rence a` un e´le´ment de tableau x dans le domaine se´quentiel est une fonction refmx :
refmx : ln→ x
~i 7→ ~a
(4.41)
2) Ensembles des re´fe´rences d’un nid de boucles. On de´finit REFln, l’en-
semble des re´fe´rences a` des tableaux dans un nid de boucles ln et REFln(X) l’en-
semble des re´fe´rences a` un tableau particulier X.
3) Re´fe´rence en lecture, re´fe´rence en e´criture. Les fonctions is read ref et
is write ref , applique´es a` une re´fe´rence, indiquent s’il s’agit d’une re´fe´rence en lecture
ou en e´criture, respectivement.
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4.3.2 Fonctions de changement de domaine
La fonction loop nest iteration 4.42 associe une ite´ration dans l’espace distribue´
a` l’ite´ration correspondante dans l’espace se´quentiel. Elle est de´finie en utilisant
l’e´quation 4.17 de´crivant le mode`le de distribution des ite´rations d’un nid de boucles.
On notera que cette de´finition garantit que les ite´rations d’une tranche d’ite´rations
sont incluses dans les bornes de l’espace d’ite´ration dans le domaine se´quentiel.
loop nest iteration : Pln × Cln × Lln → ln
(~˜pln,~cln,~lln) 7→~i = Lln~1 + BlnPln~cln + Bln~˜pln +~lln
(4.42)
La fonction iteration slice 4.43 calcule une tranche d’ite´rations, qui est un ensemble
d’ite´rations correspondant a` un cycle donne´ sur un processus donne´. Le symbole ℘
repre´sente l’ensemble des parties d’un ensemble.
iteration slice : Pln × Cln → ℘(ln)
(~˜pln,~cln) 7→ {~i|loop nest iteration(~˜pln,~cln,~0) ≤~i ∧
~i < loop nest iteration(~˜pln,~cln, Bln~1) ∧
Lln~1 ≤~i ∧~i < Uln~1}
(4.43)
Remarque. Un des inte´reˆts de la distribution est de permettre l’exe´cution de pro-
grammes paralle`les sur des donne´es de tre`s grande taille. Il se peut, dans certains
cas, que la me´moire se´quentielle d’un seul nœud ne suffise pas pour allouer toutes
les donne´es du programme se´quentiel. Le raisonnement domaine se´quentiel/domaine
distribue´ reste cependant valide inde´pendamment de la capacite´ me´moire d’un seul
nœud. Le but de cette mode´lisation est de montrer la correction du code paralle`le
ge´ne´re´, c’est-a`-dire qu’il calcule le meˆme re´sultat que le programme se´quentiel.
4.3.3 Unicite´ locale d’un e´le´ment de tableau dans le domaine
distribue´
Chaque e´le´ment de tableau x dans le domaine se´quentiel a au plus un repre´sentant
(~˜px,~cx,~lx) sur un processus ~˜px dans le domaine distribue´. Cette proprie´te´ est as-
sure´e par la contrainte impose´e sur les halos dans la distribution des donne´es (voir
l’e´quation 4.35 page 66). On de´finit la fonction element copy qui calcule un tel e´le´ment
lorsqu’il est de´fini.
element defined : Cx × Lx → {true, false}
(~cx,~lx)→
{
true si cycle defined(~cx) ∧ local offset defined(~lx)
false sinon
(4.44)
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element copy : x× Px → Cx × Lx ∪ {element undefined}
(~a, ~˜px)→
{
(~cx = array cycle(~a, ~˜px),~lx = local offset(~a, ~˜px,~cx)) si element defined(~cx,~lx)
element undefined sinon
(4.45)
La fonction element copy permet de retrouver le repre´sentant dans le domaine
distribue´ d’un e´le´ment dans le domaine se´quentiel en fixant un identifiant de processus
e´tendu. Comme tous les e´le´ments ne sont pas re´plique´s sur tous les processus, il se
peut qu’un e´le´ment donne´ du domaine se´quentiel n’ait pas de repre´sentant dans le
domaine distribue´ pour un processus donne´ (point inde´fini).
La figure 4.10 re´sume les fonctions permettant de passer entre les domaines
se´quentiel et distribue´. La fonction iteration slice calcule une tranche d’ite´ration
correspondant a` un cycle donne´ pour un processus donne´. Les ite´rations de cet
ensemble, via les re´fe´rences refmx aux e´le´ments d’un tableaux x, permettent de
retrouver les e´le´ments acce´de´s pour le tableau x dans l’espace se´quentiel. La fonction
element copy permet enfin de retrouver les repre´sentants de ces e´le´ments dans
l’espace distribue´.
Figure 4.10 – Changement de domaine
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4.3.4 Bonne distribution d’un tableau par rapport a` un nid
de boucles
Un tableau x est bien distribue´ par rapport a` un nid de boucles ln si quelle
que soit la re´fe´rence refmx a` ce tableau, acce´de´ pour toute ite´ration ~i ∈ ln par
un processus ~˜pln, alors soit l’ensemble Procsx = {~˜px|~˜px = extend id(p, v), p =
id in grid−1(first(extend id−1(~˜pln))), v ∈ Vx} :
1. Tous les processus ~˜px ∈ Procx ve´rifient la proprie´te´ d’unicite´ locale pour
l’e´le´ment refx(~i),
2. (a) Si aucune dimension du nid de boucles ln n’a un type d’exe´cution owner,
alors il existe au moins un processus ~˜px ∈ Procsx tel que l’e´le´ment ref
m
x (~i)
posse`de un repre´sentant local sur ce processus,
(b) Sinon, soit la tranche d’ite´rations is = iteration slice(~˜pln, iteration cycle(~i)),
quelles que soient les ite´rations ~i1,~i2 ∈ is,~i1 6= ~i2, alors soit il existe au
moins un processus ~˜px ∈ Procsx tel que les e´le´ments refx(~i1) et refx(~i2)
posse`dent chacun un repre´sentant local unique sur ce processus, soit
refx(~i1) et refx(~i2) n’ont aucun repre´sentant sur aucun de ces ~˜px
Exemples. Les figures 4.11 et 4.12 montrent des exemples de codes avec un tableau
mono-dimensionnel distribue´ par blocs sur deux processus.
Dans le premier cas, figure 4.11, la proprie´te´ de bonne distribution est ve´rifie´e
sur chaque processus pour les deux nids de boucles. Pour la premie`re boucle, une
tranche de huit ite´rations est affecte´e a` chaque processus. On remarquera que la
dernie`re ite´ration (i = 15) n’est pas exe´cute´e sur le processus ~˜p = [1] car elle de´passe
la borne supe´rieure de la boucle. Pour chaque ite´ration, l’e´le´ment acce´de´ posse`de un
repre´sentant local unique sur le processus exe´cutant l’ite´ration. La deuxie`me boucle
a un type d’exe´cution owner : les ite´rations 0 et 1 sont affecte´es a` chaque processus,
mais seul le processus ~˜p = [0] les exe´cute car il posse`de un repre´sentant local de
chacun des e´le´ments acce´de´s.
Dans le second cas, figure 4.12, la proprie´te´ de bonne distribution n’est pas ve´rifie´e.
Pour la premie`re boucle, la dernie`re ite´ration affecte´e a` ~˜p = [0] acce`de a` un e´le´ment
qui ne posse`de pas de repre´sentant sur ce processus. Pour la deuxie`me boucle, les deux
ite´rations 7 et 8 sont affecte´es a` chaque processus. Sur ~˜p = [1], les repre´sentants locaux
des e´le´ments acce´de´s existent, mais sur ~˜p = [0], l’e´le´ment acce´de´ par l’ite´ration 7
posse`de un repre´sentant local, ce qui n’est pas le cas de l’e´le´ment acce´de´ par l’ite´ration
8 appartenant a` la meˆme tranche d’ite´rations.
Remarque. La proprie´te´ de bonne distribution, qui implique la proprie´te´ d’unicite´
locale, est ve´rifie´e dynamiquement par le code ge´ne´re´ (voir la section Compilation).
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Figure 4.11 – Exemple de code ve´rifiant la proprie´te´ de bonne distribution.
4.3.5 Conservation du paralle´lisme dans le domaine distribue´
Proprie´te´ d’un nid de boucles paralle`le ln dans l’espace se´quentiel. Quelles
que soient les re´fe´rences refmx , ref
n
x a` un tableau x dans ln, si au moins une de ces
re´fe´rences est une e´criture, alors : refmx (~i) 6= ref
n
x (~i
′) pour tous ~i, ~i′ ∈ ln.
The´ore`me. 5. Pour un nid de boucles paralle`le ln ve´rifiant la proprie´te´ de bonne
distribution, quelles que soient les ite´rations ~i,~i′ ∈ ln,~i 6= ~i′, quelles que soient les
re´fe´rences refmx , ref
n
x a` un tableau x, si au moins une de ces re´fe´rences est une
e´criture, alors si ~˜px (resp.
~˜
p′x) est un processus posse´dant un repre´sentant local de
refmx (~i) (resp. ref
n
x (~i
′)) alors on a :
(~˜px,~cx,~lx) 6= (
~˜
p′x, ~c
′
x, ~l′x)
avec :
~cx = array cycle(ref
m
x (~i), ~px),
~lx = local offset(ref
m
x (~i), ~px,~cx)
~c′x = array cycle(ref
m
x (~i), ~px),
~l′x = local offset(ref
n
x (~i
′), ~p′x, ~c
′
x)
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Figure 4.12 – Exemple de code ne ve´rifiant pas la proprie´te´ de bonne distribution.
Ce the´ore`me exprime le fait que les acce`s inde´pendants dans le domaine se´quentiel
sont conserve´s dans le domaine distribue´. Ceci implique la possibilite´ de ge´ne´rer un
code paralle`le dans le domaine distribue´ pour un nid de boucles paralle`le dans le code
en entre´e.
De´monstration. On suppose que
(~˜px,~cx,~lx) = (
~˜
p′x, ~c
′
x, ~l′x) (4.46)
L’hypothe`se 4.46 implique que ~lx = ~l′x et ~˜px =
~˜
p′x et
~lx = ~l′x
⇐⇒ (~lx = local offset(ref
m
x (~i), ~px,~cx)) = (
~l′x = local offset(ref
n
x (~i
′), ~px,~cx))
⇐⇒ refmx (~i)− PxBx~cx − Bx~˜px +Hlowx~1 = ref
n
x (~i
′)− PxBx~cx −Bx~˜px +Hlowx~1
⇐⇒ refmx (~i) = ref
n
x (~i
′)
Ce re´sultat est en contradiction avec la proprie´te´ d’un nid de boucles paralle`le
pour lequel refmx (~i) 6= ref
n
x (~i
′). On en conclut que l’hypothe`se 4.46 est fausse et que
donc le paralle´lisme est conserve´ dans le domaine distribue´.
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4.3.6 Pre´servation de l’ordre se´quentiel dans le domaine dis-
tribue´.
Lorsqu’au moins une dimension d’un nid de boucles est ordonne´e, il faut exe´cuter
les ite´rations dans le meˆme ordre selon les dimensions ordonne´es dans le domaine
distribue´ que celui du domaine se´quentiel.
The´ore`me. 6. Pour un nid de boucles ordonne´ ln ve´rifiant la proprie´te´ de bonne
distribution et dont l’ensemble des ite´rations est muni d’un ordre lexicographique <ln,
quelles que soient les ite´rations ~i, ~i′ ∈ ln, si ~i <ln ~i′, alors l’ite´ration ~i peut eˆtre
exe´cute´e avant l’ite´ration ~i′ dans le domaine distribue´.
Ce the´ore`me exprime le fait qu’il est possible de ge´ne´rer pour un nid de boucles
ordonne´ une e´nume´ration des ite´rations dans le domaine distribue´ respectant l’ordre
des ite´rations dans le domaine se´quentiel.
De´monstration.
a) Si les ite´rations~i et ~i′ appartiennent a` la meˆme tranche d’ite´rations iteration slice(~˜pln =
iteration executor(~i),~c = iteration cycle(~i)), alors il suffit d’exe´cuter ces ite´rations
en respectant leur ordre se´quentiel sur le processus ~˜pln.
b) Sinon, soit is = iteration slice(~˜pln = iteration executor(~i),~c = iteration cycle(~i))
et is′ = iteration slice(
~˜
p′ln = iteration executor(~i
′), ~c′ = iteration cycle(~i′)). Soit
~lasti = max<ln(is) et
~firsti′ = min<ln(is
′). Le mode`le de distribution des ite´rations
sans calculs redondants garantit que is∩is′ = ∅. On a donc force´ment ~lasti <ln ~firsti′ .
Pour garantir une exe´cution ordonne´e des ite´rations ~i et ~i′ dans le domaine dis-
tribue´, il suffit de synchroniser les ite´rations ~lasti et ~firsti′ : on bloque l’exe´cution
de l’ite´ration ~firsti′ jusqu’a` la fin de l’exe´cution de l’ite´ration ~lasti. On a ainsi un
moyen de garantir le respect de l’ordre initial pour les ite´rations de deux tranches
d’ite´rations diffe´rentes en synchronisant seulement leurs ite´rations extre´males. Ceci
est re´alise´ dans le code ge´ne´re´ via les communications entre les processus ~˜pln et
~˜
p′ln
(voir la section ge´ne´ration des communications 5.4 du chapitre compilation 5).
4.3.7 Correction de la valeur d’un e´le´ment dans le domaine
distribue´
Pour raisonner sur l’espace distribue´ avant de voir les de´tails de la ge´ne´ration de
code, nous donnons la proprie´te´ suivante du code ge´ne´re´.
Proprie´te´. Le code ge´ne´re´ pour un nid de boucles ln avec n re´fe´rences a` un ta-
bleau x comporte n re´fe´rences aux e´le´ments correspondant dans l’espace distribue´
apparaissant dans le meˆme ordre syntaxique que dans le domaine se´quentiel. Les ex-
pressions du programme ne comportant pas de re´fe´rence a` des tableaux distribue´s
sont inchange´es.
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Point du programme. Pour un nid de boucle ln et pour un tableau x re´fe´rence´
dans ln, un point du programme est parfaitement de´fini par le couple (m,~i) ou` m
de´signe la mie`me re´fe´rence a` x et ~i est l’ite´ration qui acce`de a` cette re´fe´rence.
Me´moire se´quentielle. La me´moire se´quentielle est un environnement MS qui
associe une valeur a` chaque variable dans le domaine se´quentiel a` un point donne´ du
programme.
Me´moire distribue´. La me´moire distribue´e est un environnement MD qui associe
une valeur a` chaque variable dans le domaine distribue´ a` un point donne´ du pro-
gramme.
De´finition. Un e´le´ment (~px,~cx,~lx) du domaine distribue´ acce´de´ a` la m
ie`me re´fe´rence
par l’ite´ration ~i a une valeur me´moire correcte si et seulement si :
MD((~px,~cx,~lx),m,~i) =MS(array element(~px,~cx,~lx),m,~i)
4.3.8 Correction des valeurs me´moire des e´le´ments de ta-
bleau dans le domaine distribue´ pour une tranche
d’ite´rations
The´ore`me. 7. Si la proprie´te´ de bonne distribution est ve´rifie´e pour un nid de
boucles ln, alors quelle que soit l’ite´ration ~i ∈ ln exe´cute´e dans le domaine distribue´e,
quelle que soit la re´fe´rence refmx ∈ REF (ln) dans l’espace se´quentiel, alors pour
un ~˜px posse´dant un repre´sentant local de l’e´le´ment ref
m
x (min(is)) et de l’e´le´ment
refmx (max(is)) avec is = iteration slice(iteration executor(~i), iteration cycle(~i)),
on a :
MD((~px,~cx,~lx),m,~i) =MS(ref
m
x (~i),m,~i)
De´monstration.
Hypothe`se H1 : on admet que les valeurs me´moire dans le domaine distribue´ sont
correctes a` l’entre´e d’une tranche d’ite´rations.
Soit ref 0x , ..., ref
k
x , ..., ref
n−1
x les n re´fe´rences au tableau x dans le nid de boucles
ln dans leurs ordre d’apparition syntaxique dans le code en entre´e. Il s’agit d’un ordre
total sur lequel on peut appliquer une preuve par induction.
Cas de base, k = 0.
a) La re´fe´rence ref 0x est une lecture, alors on a MD((~˜px,~cx,
~lx), 0,~i) =
MS(ref 0x(~i), 0,~i) par l’hypothe`se H1.
b) La re´fe´rence ref 0x est une e´criture : si l’expression qui calcule la valeur de
l’e´le´ment (~˜px,~cx,~lx) contient des re´fe´rences a` des tableaux distribue´s, alors leurs va-
leurs dans le domaine distribue´ sont correctes comme montre´ en (a). La valeur calcule´e
est donc correcte.
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Cas inductif. Pour m < n, on suppose que la proprie´te´ est vraie pour tout m′ < m
et on montre qu’elle aussi vraie pour m.
a) La re´fe´rence refmx est une lecture : si la valeur lue a e´te´ e´crite par un re´fe´rence
pre´ce´dente, alors sa valeur est correcte par hypothe`se d’induction. Sinon, cette valeur
est inchange´e depuis l’entre´e dans la tranche d’ite´rations et sa valeur est donc correcte
par l’hypothe`se H1.
b) La re´fe´rence refmx est une e´criture : si l’expression qui calcule la valeur de
l’e´le´ment (~˜px,~cx,~lx) contient des re´fe´rences a` des tableaux distribue´s, alors ce sont
des re´fe´rences en lecture et leurs valeurs sont correctes comme montre´ en (a). La
valeur calcule´e est donc correcte.
On en conclut que les e´le´ments acce´de´s dans le domaine distribue´ ont des valeurs
correctes.
Remarques sur l’hypothe`se H1.
1. L’hypothe`se H1 n’est pas ne´cessaire pour les nids de boucles de´finissant les
valeurs des e´le´ments de tableau distribue´s sans faire intervenir d’autres tableaux
distribue´s. Ce cas peut notamment se pre´senter lors de la phase d’initialisation
des tableaux.
2. Nous garantirons l’hypothe`seH1 dans la partie compilation en faisant intervenir
les communications qui re´tablissent la correction de la me´moire distribue´e (voir
la section 5.4.5).
4.3.9 Conclusion
Le mode`le de distribution garantit la correction du code ge´ne´re´ en assurant que :
1. tout e´le´ment acce´de´ posse`de au plus un repre´sentant unique sur un processus,
2. les contraintes d’ordonnancement du code en entre´e sont respecte´es dans le
domaine distribue´ et le mode`le de distribution conserve le paralle´lisme contenu
dans le code en entre´e,
3. les valeurs lues et e´crites dans le domaine distribue´ sont correctes par rapport
au domaine se´quentiel graˆce a` l’ordonnancement correct des ite´rations assure´
par les communications.
4.4 Conclusion
Dans ce chapitre, nous avons mode´lise´ la distribution des nids de boucles sans
calcul redondant et la distribution des tableaux avec halos en utilisant un formalisme
d’alge`bre line´aire. Les objets ainsi mode´lise´s appartiennent a` deux domaines distincts :
le domaine se´quentiel, qui repre´sente les objets du code original, et le domaine dis-
tribue´, qui repre´sente les objets du code paralle`le ge´ne´re´. Le sche´ma de compilation,
pre´sente´ au chapitre suivant, consiste a` passer du domaine se´quentiel au domaine
distribue´, en s’appuyant sur les proprie´te´s du mode`le de distribution pre´sente´es dans
ce chapitre.
83
Chapitre 5
Compilation de dSTEP
Dans ce chapitre, nous pre´sentons la compilation des programmes dSTEP base´
sur les proprie´te´s du mode`le combine´ de distribution de´finies au chapitre pre´ce´dent
(chapitre 3). La figure 5.1 montre une vue ge´ne´rale de notre compilateur, qui prend
en entre´e des programmes annote´s avec des directives dstep distribute et dstep gridify
et qui ge´ne`re un programme paralle`le hybride. Le programme paralle`le ge´ne´re´ fait
appel aux fonctions imple´mente´es dans le support d’exe´cution de dSTEP pour re´aliser
notamment les communications. Au moment de la re´daction de cette the`se, nous
traitons des codes en entre´e e´crits dans le langage C, mais le sche´ma de compilation
pre´sente´ peut aussi bien eˆtre imple´mente´ pour prendre en entre´e des programmes
e´crits en Fortran.
5.1 PIPS
Notre compilateur se base sur la plateforme de compilation PIPS [3, 55] qui offre
les fonctionnalite´s d’analyse syntaxique, de construction et de manipulation de l’arbre
de syntaxe abstraite, des analyses se´mantiques puissantes base´es sur les donne´es du
programme ainsi que des pretty-printers qui permettent de ge´ne´rer les programmes
en sortie.
Dans notre sche´ma de compilation, nous utilisons les re´gions de tableaux de´finies
par Creusillet et al. [30] et imple´mente´es dans PIPS. Une re´gion de tableau est un
ensemble d’e´le´ments du tableau de´fini par un polye`dre convexe. Les re´gions de ta-
bleaux, en plus de leur description ge´ome´trique, comportent une information de type
et de pre´cision. Le type d’une re´gion refle`te l’action des instructions du programme
sur ses e´le´ments. Ainsi, une re´gion de type READ (resp. WRITE ) repre´sente les
e´le´ments lus (resp. e´crits) par un ensemble d’instructions. De plus, l’information de
flot de donne´es aux diffe´rents points du programme est e´galement capture´e. Pour
un ensemble d’instructions du programme, une re´gion IN est une re´gion de type
READ dont les e´le´ments ne sont pas rede´finis par un ensemble d’instructions. Une
re´gion OUT pour un ensemble d’instructions est une re´gion de type WRITE dont
les e´le´ments seront utilise´s a` un point succe´dant a` cet ensemble d’instruction dans le
graphe de controˆle du programme. Enfin, l’information de pre´cision indique si la des-
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cription de la re´gion est exacte (EXACT ) ou s’il s’agit d’une approximation (MAY ).
Les analyses de re´gions de tableaux dans PIPS sont interproce´durales : elles sont
applique´es pour calculer les re´gions de tableaux pour tout un programme contenant
plusieurs appels de fonctions avec des tableaux en arguments.
Figure 5.1 – Vue globale du compilateur dSTEP.
Nous pre´sentons d’abord l’allocation des tableaux distribue´s sur chaque proces-
sus. Nous montrons ensuite la compilation des nids de boucles distribue´s qui implique
a` la fois la ge´ne´ration de re´fe´rences aux e´le´ments de tableaux dans le domaine dis-
tribue´ correspondant aux re´fe´rences dans le domaine se´quentiel ainsi que la ge´ne´ration
des communications ne´cessaires pour la mise a` jour des donne´es re´plique´es. Nous
pre´sentons enfin une se´rie d’optimisations pour ame´liorer les performances du code
ge´ne´re´.
5.2 Allocation me´moire
L’algorithme 1 montre la ge´ne´ration de l’allocation me´moire pour un tableau x
du code en entre´e annote´ d’une directive dstep distribute. On ge´ne`re une variable de
meˆme nom augmente´es de deux dimensions : une dimension pour les cycles et une
dimension pour les processus virtuels.
Ve´rification de la contrainte sur les halos d’un tableau. Lors de l’allocation
me´moire pour un tableau distribue´, la validite´ des halos est ve´rifie´e (cf. contrainte
sur les halos 4.35). Si un halo est trop grand, ce qui peut arriver dans le cas d’une
distribution cyclique, alors un message est affiche´ pour inviter le programmeur a`
choisir une autre valeur dans l’intervalle des halos valides.
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Algorithm 1 generate memory allocation
Entre´e: D,B,Hlow,Hup, C,V
Sortie: remplacement de la de´claration de x par une de´claration distribue´e
1: generate memory allocation(X[D0,0]...[Dd−1,d−1]) ≡
2: for each dimension k of array x do
3: if dimension k has a total halo then Lk,k = Dk,k
4: else
5: Lk,k = Hlowk,k +Bk,k +Hupk,k
6: end if
7: end for
8: X[|C|][|V|][L0,0]...[Ld−1,d−1]
5.2.1 Taille me´moire alloue´e pour un tableau distribue´
L’expression 5.1 calcule la taille me´moire alloue´e sur chaque processus pour un
tableau distribue´ de taille d en fonction de la taille du tableau d’origine. On pose
H = Hlow +Hup. La ve´ritable empreinte me´moire est obtenue en multipliant cette
valeur par la taille de l’e´le´ment de base du tableau. Le premier terme de l’e´quation est
la valeur exacte pour les distributions sans cycle et une sous-approximation a` quelques
e´le´ments pre`s pour les distributions cycliques ou` des tailles de blocs sont impose´es par
l’utilisateur. On admet tout de meˆme qu’il repre´sente la me´moire alloue´e sur chaque
processus avant de conside´rer les halos.
det⌈(DP−1)⌉+ |C| |V| (H0,0(H1,1 +B1,1)(H2,2 +B2,2)...(Hd−1,d−1 +Bd−1,d−1)+
H1,1B0,0(H2,2 +B2,2) + ...(Hd−1,d−1 +Bd−1,d−1)
...+
Hd−1,d−1B0,0...Bd−2,d−2
(5.1)
Remarques.
– En absence de halo sur toutes les dimensions du tableau, la taille alloue´e sur
chaque processus est approximativement la taille du tableau d’origine divise´e
par le nombre de processus.
– Avec un halo, les cycles ou une dimension diagonalise´e augmentent la taille
alloue´e sur chaque processus par rapport a` une distribution sans cycle et sans
multi-partitioning.
Exemple. Soit A un tableau bi-dimensionnel d’entiers de taille 28 × 38 = 1064
distribue´ sur ses deux dimensions. Si la distribution est exe´cute´e sur neuf processus,
les e´le´ments de A seront distribue´s sur une grille virtuelle de la forme 3× 3.
Dans le Listing 5.1, le tableau A est distribue´ sans cycle. En appliquant
l’e´quation 5.1, on obtient une taille me´moire pour chaque processus e´gale a` :
(⌈28/3⌉ × ⌈38/3⌉) + (1× 1)((1 + 1)(2 + 13 + 2) + (2 + 2)(10)) = 204.
Dans le Listing 5.2, le tableau A est distribue´ avec une distribution cyclique de
taille cinq sur sa premie`re dimension et par blocs sur la seconde. Le nombre de cycles
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1 #pragma dstep distribute A(1: block:1, 2: block :2)
2 int A[28][38];
Listing 5.1 – Distribution par blocs
dans ce cas est e´gal deux. En appliquant l’e´quation 5.1, on obtient une taille me´moire
pour chaque processus e´gale a` :
(⌈28/3⌉ × ⌈38/3⌉) + (2× 1)((1 + 1)(2 + 13 + 2) + (2 + 2)(5)) = 238.
1 #pragma dstep distribute A(1: cyclic (5):1, 2: block :2)
2 int A[28][38];
Listing 5.2 – Distribution cyclique
On multiplie alors ces valeurs par sizeof(int) pour obtenir la ve´ritable taille
me´moire occupe´e. On constate que la distribution cyclique, dans ce cas, occupe plus
de me´moire que la distribution sans cycles (238 > 204).
5.3 Compilation d’un nid de boucles
5.3.1 Repre´sentation syntaxique d’un nid de boucles
Un nid de boucles portant une directive dstep gridify est mode´lise´ par le code
de l’algorithme 2. Le corps du nid de boucles est abstrait par la repre´sentation syn-
taxique body qui montre les objets d’inte´reˆt : les re´fe´rences a` des e´le´ments de tableaux
distribue´s. Ces re´fe´rences peuvent apparaˆıtre dans des expressions quelconques ou
comme arguments d’appels de fonctions. Si une fonction est appele´e dans body avec
des tableaux distribue´s en arguments, alors le sche´ma de compilation est applique´ a` la
fonction appele´e. On de´signe la me`me re´fe´rence a` un tableau x pour une ite´ration~i par
refmx (~i). Ainsi, x et m peuvent eˆtre conside´re´es comme des variables pour parcourir
l’ensemble des tableaux et des re´fe´rences a` ces tableaux dans un nid de boucles.
Les ite´rations du nid de boucles ln sont borne´es par les matrices diagonales Lln et
Uln. L’incre´ment, pour chaque niveau du nid de boucles peut eˆtre positif ou ne´gatif
(parcours croissant ou de´croissant). Les incre´ments de tous les niveaux du nid de
boucles sont repre´sente´s par le vecteur ~inc. Les points de l’ensemble des ite´rations
sont e´nume´re´s par un vecteur ite´ration ~i, avec e´ventuellement des sauts si la valeur
absolue d’au moins une composante du vecteur incre´ment n’est pas e´gale a` 1.
Algorithm 2 Repre´sentation ge´ne´rique d’un nid de boucles annote´ d’une directive
dstep gridify
#pragma dstep gridify(...) [private(var list)] [firstprivate(var list)] [reduction(op :var list)]
for ~i ∈ {~i|~i = Lln~1 + n| ~inc|, n ∈ N ∧ Lln~1 ≤~i < Uln~1} do
body(..., X[refmx (~i)], ...)
end for
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Exemple Dans le code du listing 5.3, l’incre´ment de la dimension j est ne´gatif et
celui de la dimension k vaut deux. Ce code est repre´sente´ par la forme simplifie´e de
l’algorithme 3, avec les re´fe´rences aux tableaux mises en e´vidence.
1 #pragma step gridify(i, j, k)
2 for (i = 0; i < M/2; i++)
3 for (j = N-1; j >= 0; j--)
4 for (k = 1; k < K; k = k+2)
5 {
6 A[i][j][k] = A[2*i][j][k-1] + B[i-1][j][k];
7 f(..., A[i][j][k-1], ..., B, ...);
8 }
Listing 5.3 – Exemple d’un nid de boucle distribue´
Algorithm 3 Repre´sentation du nid de boucles distribue´
#pragma step gridify(...)
for ~i ∈ {~i|~i =

00
1

+ n

11
2

 , n ∈ N,

00
1

 ≤~i <

 M/2N − 1
K

} do
body(A[ref0A(

 ij
k

)], A[ref1A(

 ij
k

)], B[ref0B(

 ij
k

)], A[ref2A(

 ij
k

)], B)
end for
Remarque. Dans les sche´mas de compilation pre´sente´s par la suite, on me´langera
le code du compilateur et le code ge´ne´re´ par ce dernier. Le code du compilateur sera
distingue´ par une indication compiler en commentaire.
5.3.2 Sche´ma ge´ne´ral de compilation d’un nid de boucles
Au cœur du sche´ma de compilation se trouve la notion de tranche d’ite´rations.
Une tranche d’ite´rations est un ensemble d’ite´rations pour un processus et un cycle
donne´s. Il faut e´nume´rer correctement toutes les tranches d’ite´rations, et pour chaque
tranche d’ite´rations :
1. traduire les re´fe´rences du domaine se´quentiel en des re´fe´rences aux tableaux
distribue´s (changement de domaine),
2. ge´ne´rer les communications pour mettre a` jour les e´le´ments re´plique´s si
ne´cessaire.
On distingue deux cas : les nids de boucles paralle`les, dont aucune dimension n’est
ordonne´e, et les nids de boucles ordonne´s, qui contiennent au moins une dimension
ordonne´e.
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5.3.3 La fonction belongs to
La fonction belongs to permet de retrouver, sur un processus ~px, un couple (~cx, vx)
pour lequel deux e´le´ments ~a1,~a2 ∈ x posse`dent des repre´sentant locaux. Le but de
cette fonction est double :
1. ve´rifier la proprie´te´ de bonne distribution pour le tableau x,
2. le couple (~cx, vx) calcule´ constitue l’information permettant d’effectuer le chan-
gement de domaine pour les re´fe´rences au tableau x.
Algorithm 4 belongs to
Entre´e: ~px,~a1,~a2,Vx
Sortie: un couple (~cx, vx) ou` les e´le´ments ~a1,~a2 posse`dent des repre´sentants local ou un e´le´ment
inde´fini
1: for v ∈ Vx do
2: ~˜px = extend id(~px, v)
3: (~c1,~l1) = element copy(~a1, ~˜px)
4: if element defined((~c1,~l1)) then
5: (~c2,~l2) = element copy(~a2, ~˜px)
6: if element defined((~c2,~l2)) ∧ (~c2 == ~c1) then
7: return (~c1, v)
8: end if
9: end if
10: end for
11: return (cycle undefined, v undefined)
5.3.4 Compilation d’un nid de boucles paralle`le
Il n’existe pas de contrainte sur l’ordre d’exe´cution des ite´rations dans l’espace
se´quentiel pour un nid de boucles paralle`les. Nous avons montre´ au chapitre 4
pre´sentant le mode`le de distribution que ce paralle´lisme est conserve´ dans l’espace
distribue´. L’algorithme 5 montre la compilation d’un nid de boucles paralle`le. Chaque
processus e´nume`re les tranches d’ite´rations qu’il doit exe´cuter (lignes 1-5). Pour
chaque tranche d’ite´rations, on ge´ne`re le code pour le changement de domaine (ligne
6) et pour les communications send asynchrones (ligne 7). Ce sche´ma de compilation
permet de ge´ne´rer un code dans lequel les communications send de plusieurs tranches
d’ite´ration sont recouvertes par le calcul des autres tranches d’ite´rations du meˆme
nid de boucle. Aux lignes 10-12, on montre la ge´ne´ration de code pour d’e´ventuelles
re´ductions paralle`les du nid de boucles. On ge´ne`re ensuite le code pour les communica-
tions recv asynchrones (ligne 13). Enfin, on ge´ne`re la comple´tion des communications
send et recv asynchrones ge´ne´re´es pre´ce´demment.
5.3.5 Compilation d’un nid de boucles ordonne´
Dans le code ge´ne´re´ pour un nid de boucles ordonne´, l’ordre se´quentiel des
ite´rations selon les dimensions ordered doit eˆtre respecte´. Cette contrainte impacte
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Algorithm 5 compile parallel
Entre´e: ln stmt, body,Vln, Cln
Sortie: le code ln stmt compile´ dans le domaine distribue´
1: p = rank()
2: ~pln = id in gridln(p)
3: for vln ∈ Vln do
4: ~˜pln = extend id(~pln, vln)
5: for ~cln ∈ Cln do
6: compile iteration slice(ln stmt, body, p, ~˜pln,~cln) ⊲ compiler
7: generate sends(ln stmt, p, ~˜pln,~cln) ⊲ compiler
8: end for
9: end for
10: if reduction then
11: generate parallel reductions(op, var list) ⊲ compiler
12: end if
13: generate recvs(ln stmt, ∅) ⊲ compiler
14: generate completes(ln stmt) ⊲ compiler
l’e´nume´ration des tranches d’ite´rations et les points auxquels sont inse´re´es les com-
munications. Les e´nume´rations scanc et scanv de´finies dans les sections suivantes
sont utilise´es pour parcourir respectivement les cycles et les blocs d’un nid de boucles
ordonne´. Avant l’exe´cution d’une tranche d’ite´rations, on s’assure que les donne´es
qu’elle utilise et qui sont produites par d’autres tranches d’ite´rations la pre´ce´dant
sont rec¸ues. L’ope´rateur de comparaison <ln est propre a` chaque nid de boucles et est
construit selon les dimensions ordonne´es et du sens de leur incre´ment. Concre`tement,
cet ope´rateur est code´ par un vecteur d’entiers de la meˆme dimension que ln. Toutes
les composantes correspondant a` une dimension non ordonne´e ont une valeur nulle.
Une dimension ordered a la valeur 1 pour un incre´ment positif et −1 pour un
incre´ment ne´gatif.
E´nume´ration des cycles d’un nid de boucles ordonne´ ln. Pour un nid de
boucles ln de dimension d, de vecteur incre´ment ~inc et de nombre de cycles Cln, on
de´finit les vecteurs ~first c et ~inc c de dimension d :
~first ci =
{
0 si ~inci > 0
Clnd−1,d−1 sinon
(5.2)
~inc ci =
{
1 si ~inci > 0
−1 sinon
(5.3)
Une e´nume´ration scanc compatible avec l’ordre du nid de boucles ordonne´ ln est
de´finie par la suite ~cn (e´quation 5.4) a` det(Cln) termes.{
~cn+1 = ~cn + ~inc c
~c0 = ~firstc
(5.4)
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E´nume´ration des processus virtuels d’un nid de boucles ordonne´ ln. Si
aucune dimension d’un nid de boucles n’est diagonalise´e, alors l’e´nume´ration des
processus virtuels vprocs = 1 est triviale. Pour un nid de boucles ln de dimension
d, de vecteur incre´ment ~inc avec une dimension diagonalise´e k, soit j la premie`re
dimension ordonne´ du nid de boucles ln. On de´finit incv par :
inc v =
{
1 si ~incj > 0
−1 sinon
(5.5)
On de´finit le processus ~first pln, qui est le premier processus rencontre´ lors du
parcours de la premie`re dimension ordonne´e de ln par :
~first plni =
{
0 si ~inci > 0
Pln~1−~1 sinon
(5.6)
L’e´nume´ration scanv de´finie par la suite vn a` vprocs termes (e´quation 5.7) est
compatible avec l’ordre du nid de boucles ordonne´ ln.{
vn+1 = (vn + Pk,k + inc v)%Pk,k
v0 = second(extend id
−1( ~first pln))
(5.7)
Exemple. Voici un exemple de nid de boucles avec des dimensions ordered (lis-
ting 5.4). Le vecteur codant l’ope´rateur <ln correspondant est

−10
1

. Dans cet ordre,
l’ite´ration

1020
30

 est infe´rieure aux ite´rations

 521
30

 et

1019
31

.
1 #pragma step gridify(i(dist=block; sched=ordered), j, k(dist=block;
sched=ordered))
2 for (i = 99; i >= 0; i -= 2)
3 for (j = 0; j < 100; j++)
4 for (k = 0; k < 100; k++)
5 {
6 ...
7 }
Listing 5.4 – Exemple d’un nid de boucles ordonne´
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5.3.6 L’ensemble Before pour une tranche d’ite´rations
On de´finit l’ensemble Before pour une tranche d’ite´rations d’un nid de boucle
muni de l’ordre lexicographique <ln par l’e´quation 5.8.
Before(~˜pln,~cln) = {(~˜qln, ~c′ln) ∈ Pln × Cln|
( ~last = max<ln(iteration slice(
~˜qln, ~c′ln))) <ln ( ~first = min<ln(iteration slice(
~˜pln,~cln)))
∧ | ~last− ~first| = | ~inc|}
(5.8)
L’algorithme 6 montre la compilation d’un nid de boucles ordonne´. Pour chaque
tranche d’ite´rations, les contributions a` la de´finition des e´le´ments d’un bloc de tableau
par les tranches d’ite´rations pre´ce´dentes, i.e. appartenant a` l’ensemble Before (voir
e´quation 5.8), sont d’abord conside´re´es (ligne 10). On inse`re des appels de re´ception de
donne´es bloquants afin de garantir que le calcul n’avance pas tant que les de´pendances
ne sont pas satisfaites depuis les processus distants exe´cutant les tranches d’ite´rations
pre´ce´dentes. L’ensemble Received me´morise les tranches d’ite´rations dont les contri-
butions ont de´ja` e´te´ conside´re´es. Ces tranches d’ite´rations ne seront pas prises en
compte dans la ge´ne´ration des recv restants, asynchrones, a` la fin de l’exe´cution
du nid de boucles (ligne 29). La compilation d’une tranche d’ite´ration (ligne 22),
la ge´ne´ration des send asynchrones (ligne 23) ainsi que la ge´ne´ration de code pour
d’e´ventuelles re´ductions paralle`les (lignes 26-28) sont identiques a` un nid de boucle
paralle`le.
5.3.7 Compilation d’une tranche d’ite´rations
La compilation d’une tranche d’ite´rations suit le meˆme sche´ma dans tous les cas
(algorithme 7). L’ensemble des ite´rations de la tranche d’ite´rations est calcule´ et
e´tendu selon chaque dimension owner a` toutes les ite´rations de cette dimension (lignes
1-4). Les re´fe´rences aux tableaux distribue´s sont traduites du domaine se´quentiel au
domaine distribue´ (lignes 29-34). La fonction belongs to calcule le cycle et le processus
virtuel correspondant a` deux e´le´ments de tableau du domaine se´quentiel. Si une telle
paire n’est pas de´finie et qu’il n’existe pas de dimension owner dans le nid de boucles,
alors la distribution n’est pas correcte et le programme est arreˆte´. En pre´sence d’au
moins une dimension owner du nid de boucles, le code ge´ne´re´ teste si tous les e´le´ments
acce´de´s sont alloue´s sur le processus courant (paires (~cx, vx) de´finies) ou si aucun
de ces e´le´ments n’est alloue´. Dans ce dernier cas, le processus courant n’exe´cute
pas la tranche d’ite´rations. Si aucune de ces deux conditions n’est ve´rifie´e, alors la
distribution n’est pas correcte. Il s’agit de la ve´rification dynamique de la proprie´te´ de
bonne distribution (lignes 12-22) de´finie au chapitre pre´ce´dent (voir la section 4.3.4).
Le changement de domaine est effectue´ pour chaque re´fe´rence a` un tableau distribue´
dans le nid de boucles.
5.3.8 Exploitation des diffe´rents cœurs d’un meˆme nœud
Le sche´ma de compilation traduisant les re´fe´rences d’un nid de boucles (algo-
rithme 7) ge´ne`re un code visitant les points d’une tranche d’ite´rations (ligne 29).
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Algorithm 6 compile ordered
Entre´e: ln stmt, body,Vln, Cln
Sortie: le code ln stmt compile´ dans le domaine distribue´
1: p = rank()
2: ~pln = id in gridln(p)
3: Received = ∅
4: for vln scanv Vln do
5: ~˜pln = extend id(~pln, vln)
6: for cln scanc Cln do
7: is = iteration slice(~˜pln,~cln)
8: for each array x written in ln stmt do ⊲ compiler
9: ~px = id in gridx(p)
10: for (~˜qln, ~c′ln) ∈ Before(~pln,~cln) do
11: for each WRITE reference refmx to array x in ln stmt do ⊲ compiler
12: ( ~cmx , v
m
x ) = belongs to(~px, ref
m
x (min(is)), ref
m
x (max(is)))
13: if element undefined( ~cmx , v
m
x ) then
14: abort(”bad distribution”)
15: end if
16: ~˜pmx = extend id(~px, v
m
x )
17: generate sync recv(stmt ln, refmx , ~˜p
m
x ,~c
m
x , ~˜qln, ~c
′
ln) ⊲ compiler
18: end for
19: Received = Received ∪ {(~˜qln, ~c′ln)}
20: end for
21: end for
22: compile iteration slice(body, p, ~˜pln,~cln) ⊲ compiler
23: generate sends(ln stmt, p, ~˜pln,~cln) ⊲ compiler
24: end for
25: end for
26: if reduction then ⊲ compiler
27: generate parallel reductions(op, var list) ⊲ compiler
28: end if
29: generate recvs(ln stmt,Received) ⊲ compiler
30: generate completes(ln stmt) ⊲ compiler
Dans le code en sortie, nous ge´ne´rons une directive omp parallel for au dessus de la
dimension paralle`le la plus externe du vecteur~i. Si une telle dimension est entoure´e de
dimensions ordonne´es, alors ces dernie`res sont passe´es a` la dimension paralle`le dans
une clause firstprivate. Nous n’avons pas montre´ l’insertion des directives OpenMP
pour garder une repre´sentation compacte du vecteur~i. La meˆme remarque vaut pour
le sche´ma de compilation des re´fe´rences en utilisant les re´gions de tableaux (voir
l’algorithme 13).
5.4 Ge´ne´ration des communications
Des communications doivent eˆtre ge´ne´re´es car certains e´le´ments de tableaux dans
l’espace se´quentiel posse`dent plusieurs copies dans l’espace distribue´ pour les distribu-
tions avec halo : la valeur d’un e´le´ment modifie´ par une tranche d’ite´rations doit eˆtre
propage´e a` toutes les copies de cet e´le´ment. Un processus dont la tranche d’ite´rations
modifie un e´le´ment propage sa valeur aux copies : ce sont les envois de donne´es ou les
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Algorithm 7 compile iteration slice
Entre´e: body, p, ~˜pln,~cln
Sortie: le code d’une tranche d’ite´ration compile´ dans le domaine distribue´
1: is = iteration slice(~˜pln,~cln)
2: for each owner dimension k in loop nest ln do
3: extend(is, ln, k)
4: end for
5: ~ilow = min(is)
6: ~iup = max(is)
7: computes = true
8: skips = true
9: for each array x referenced in ln stmt do ⊲ compiler
10: ~px = id in gridx(p)
11: for each reference m to array x do ⊲ compiler
12: ( ~cmx , v
m
x ) = belongs to(~px, ref
m
x (~ilow), ref
m
x (~iup))
13: if element undefined(( ~cmx , v
m
x )) then
14: if !owner then
15: abort(”bad distribution”)
16: else
17: computes = false
18: end if
19: else
20: ~˜pmx = extend id(~px, v
m
x )
21: skips = false
22: end if
23: end for
24: end for
25: if !(computes⊕ skips) then
26: abort(”bad distribution”)
27: end if
28: if computes then
29: for ~i = min<ln(is);~i <ln max<ln(is) + ~inc;~i =~i+ ~inc do
30: for each reference refmx in ln stmt do ⊲ compiler
31: ( ~cmx ,
~lmx ) = element copy(ref
m
x (~i), ~˜p
m
x )
32: end for
33: body(..., X[~cmx ][v
m
x ][
~lmx ], ...)
34: end for
35: end if
communications send. Un processus posse´dant des e´le´ments dont les valeurs ont e´te´
modifie´es par d’autres processus rec¸oit les nouvelles valeurs : ce sont les communica-
tions recvs. Pour les sends et les recvs, on s’inte´resse exclusivement aux re´fe´rences en
e´criture car seules ces re´fe´rences sont susceptibles de modifier la me´moire distribue´e.
5.4.1 Les voisins
Lors de la ge´ne´ration des communications, il n’est pas ne´cessaire de parcourir tous
les processus pour calculer des intersections d’e´le´ments de tableaux a` e´changer. En
effet, pour chaque tableau x, la connaissance des tailles de blocs et du halo permet
de calculer, pour chaque processus ~px, les processus avec lesquels il est susceptible
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de communiquer pour ce tableau. Cet ensemble constitue les voisins du processus ~px
pour le tableau x (voir l’e´quation 5.9). On pose Lx = Hlowx + Bx +Hupx.
neighbours(~˜px) = {~˜qx|~˜qx ∈ Px, ~˜qx 6= ~˜px, ∃~cx, ~c′x ∈ Cx,
{~a|array element(~˜px, ~cx,~0) ≤ ~a < array element(~˜px,~cx, Lx~1)}∩
{~a′|array element(~˜qx, ~c′x,~0) ≤ ~a
′ < array element(~˜qx, ~c′x, Lx~1)} 6= ∅}
(5.9)
5.4.2 Ge´ne´ration des send pour une tranche d’ite´rations
L’algorithme 8 pre´sente la ge´ne´ration des send pour une tranche d’ite´rations. Une
tranche d’ite´rations est de´finie pour un processus e´tendu ~˜pln et un cycle du nid de
boucles ~cln et est e´tendue en pre´sence de dimensions owner aux bornes initiales des
boucles selon ces dimensions (lignes 2-5). On calcule le cycle et le procesus virtuel du
tableau auxquels appartiennent les e´le´ments e´crits. Le test sur la validite´ de ce couple
d’e´le´ments permet de ne pas ge´ne´rer de send pour un processus n’ayant pas effectue´
de calcul (en pre´sence de dimension owner). On parcourt ensuite les voisins de ce
processus a` la recherche de copies des e´le´ments modifie´s afin de leur envoyer les nou-
velles valeurs. Pour e´viter qu’un processus ne communique avec lui meˆme les donne´es
qu’il a modifie´es, on distingue le processus parcouru du processus courant : ~˜qx 6= ~˜px.
Cette condition est de´ja` satisfaite car ~˜qx appartient aux voisins de ~˜px. Cependant, si
le nid de boucles comporte des dimensions owner, les mises-a`-jour selon les dimen-
sions correspondantes du tableau x auront e´te´ effectue´es, dans la phase de calcul, en
redondance sur tous les processus sur lesquels les donne´es acce´de´es sont alloue´es. Il
faut donc projeter (e´liminer) ses dimensions des vecteurs ~˜px et ~˜qx avant comparaison.
Enfin, si les tableau x est distribue´ avec une distribution multi-partitionne´e, la dimen-
sion diagonalise´e des processus ~˜px et ~˜qx n’est pas projete´e pour permettre d’effectuer
la communication selon cette dimension meˆme si elle e´tait acce´de´ par une dimension
owner du nid de boucles (ligne 14-16). Une fois le voisin ~˜qx identifie´, une commu-
nication send est ge´ne´re´e pour lui envoyer une copie de chaque e´le´ment modifie´ par
~˜px dont le processus ~˜qx posse`de une copie locale (lignes 18-23). On notera que pour
pouvoir re´aliser la communication send, on a besoin de connaˆıtre le vrai processus q
auquel correspond le processus ~˜qx (ligne 17).
5.4.3 Ge´ne´ration des recvs
Pour un nid de boucles ordonne´, on ge´ne`re une version synchrone des recvs (al-
gorithme 9). Ce sche´ma impose, pour une tranche d’ite´rations, d’attendre la fin de
l’exe´cution de toutes les tranches d’ite´rations la pre´ce´dant (voir compile ordered 6).
On retrouve ainsi un ordonnancement distribue´ conforme a` l’ordonnancement dans
l’espace se´quentiel.
Les autres recvs sont ge´ne´re´s, tel que pre´sente´ a` l’algorithm 10 de fac¸on syme´trique
aux sends : les tranches d’ite´rations des autres processus sont e´nume´re´es et les
e´le´ments modifie´s sont rec¸us sur le processus local s’il en posse`de des copies. On
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Algorithm 8 generate sends
Entre´e: ln stmt, p, ~˜pln,~cln
Sortie: le code de ln stmt avec les communications send inse´re´es
1: ~pln = id in gridln(p)
2: is = iteration set(~˜pln,~cln)
3: for each owner dimension k in loop nest ln do
4: is = extend(is, ln, k)
5: end for
6: for each array x written in ln stmt do ⊲ compiler
7: ~px = id in gridx(p)
8: for each WRITE reference refmx to array x in ln stmt do ⊲ compiler
9: ownermx = owner dimensions(ref
m
x , ln) ⊲ compiler
10: (~cmx , v
m
x ) = belongs to(~px, ref
m
x (min(is)), ref
m
x (max(is)))
11: if element defined((~cmx , v
m
x )) then
12: ~˜pmx = extend idx(~p
m
x , v
m
x )
13: for ~˜qx ∈ neighbours(~˜px) do
14: ~me = project owner(~˜pmx , (ownerx − diagx) ⊲ compiler
15: ~other = project owner(~˜qx, (ownerx − diagx)) ⊲ compiler
16: if ~me 6= ~other then
17: q = id in grid−1x (first(extend id
−1(~˜qx)))
18: for ~i = min<ln(is);~i <ln max<ln(is) + ~inc;~i =~i+ ~inc do
19: if element defined(element copy(refmx (~i), ~˜qx)) then
20: (~cmx ,
~lmx ) = element copy(ref
m
x (~i), ~˜p
m
x )
21: async send(X[~cmx ][~v
m
x ][
~lmx ], q)
22: end if
23: end for
24: end if
25: end for
26: end if
27: end for
28: end for
exclut toutefois de cette e´nume´ration toutes les tranches d’ite´rations dont les contri-
butions auraient de´ja` e´te´ conside´re´es dans la phase de re´ception synchrone (ligne
15).
5.4.4 Comple´tion des communications
A` chaque communication sur un tableau, un descripteur de requeˆte est associe´. La
comple´tion des communications sur un tableau consiste alors simplement a` terminer
toutes les communications en progression sur ce tableau identifie´es par les requeˆtes
associe´es (algorithme 11).
5.4.5 Correction de la me´moire distribue´e apre`s exe´cution
des communications
Maintenant que la ge´ne´ration des communications send et recv est de´finie pour un
nid de boucles a` ordonnancement quelconque, nous montrons comment les communi-
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Algorithm 9 generate sync recvs
Entre´e: ln stmt, refmx , ~˜px,~cx,
~˜
p′ln,
~c′ln
Sortie: le code de ln stmt avec les communications recv synchrones inse´re´es pour la re´fe´rence refmx
1: p′ = id in grid−1(first(extend id−1(~˜p′ln)))
2: ~p′x = id in gridx(p
′)
3: ownermx = owner dimensions(ref
m
x , ln)
4: is = iteration slice(~˜p′ln,
~c′ln)
5: for each owner dimension k in loop nest ln do
6: is = extend(is, ln, k)
7: end for
8: (~c′x, v
′
x) = belongs to( ~p
′
x, ref
m
x (min(is)), ref
m
x (max(is)))
9: if element defined(~c′x, v
′
x) then
10: ~˜p′x = extend id(~p
′
x, v
′
x)
11: ~me = project owner(~˜px, (owner
m
x − diagx))
12: ~other = project owner(~˜p′x, (owner
m
x − diagx))
13: if ( ~me 6= ~other) then
14: for ~i = min<ln(is);~i <ln max<ln(is) + ~inc;~i =~i+ ~inc do
15: (~cx,~lx) = element copy(ref
m
x (~i
′), ~˜px)
16: if element defined((~cx,~lx)) then
17: sync recv(p′, X[~cx][vx][~lx])
18: end if
19: end for
20: end if
21: end if
cations garantissent la correction de la me´moire distribue´e comme de´fini au chapitre
Mode`le de distribution 4.
Ge´ne´ration des communications pour un nid de boucles paralle`le
Apre`s exe´cution d’une tranche d’ite´rations, on inse`re les send correspondant aux
e´le´ments modifie´s. Ceci permet de recouvrir les communications send avec le calcul
de plusieurs tranches d’ite´rations. Le nid de boucles e´tant paralle`le, il n’existe pas de
de´pendances entre ite´rations et donc pas de de´pendances entre tranches d’ite´rations.
Les recvs sont ainsi inse´re´s apre`s exe´cution de toutes les tranches d’ite´rations du nid
de boucles. Toutes les communications (send et recv) peuvent ensuite eˆtre termine´es.
La comple´tion des communications a` la fin de l’exe´cution d’un nid de boucles garan-
tit que la me´moire distribue´e est correcte avant l’exe´cution de la premie`re tranche
d’ite´ration d’un prochain nid de boucles voir l’(algorithme 5).
Ge´ne´ration des communications pour un nid de boucles ordonne´
Dans ce cas, l’ordre se´quentiel des dimensions ordered doit eˆtre respecte´ lors de
l’exe´cution des tranches d’ite´rations dans
l’espace distribue´ (algorithme 6). Cet ordre est garantit par la ge´ne´ration des com-
munications synchrones (algorithme 6) pour toutes les tranches d’ite´rations posse´dant
des pre´ce´dences dans l’ordre initial du nid de boucles (voir la de´finition de l’ensemble
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Algorithm 10 generate recvs
Entre´e: ln stmt,Received
Sortie: le code de ln stmt avec les communications recv asynchrones inse´re´es
1: p = rank()
2: for each array x written in ln stmt do ⊲ compiler
3: ~px = id in gridx(p)
4: for each WRITE reference refmx to array x in ln stmt do ⊲ compiler
5: ownermx = owner dimensions(ref
m
x )
6: for vx ∈ Vx do
7: ~˜px = extend id(~px, vx)
8: for ~˜qx ∈ neighbours(~˜px) do
9: ~qx = first(extend id
−1(~˜qx))
10: q = id in grid−x 1(~qx))
11: ~qln = id in gridln(q)
12: for wln ∈ Vln do
13: ~˜qln = extend id( ~qln, wln)
14: for ~c′ln ∈ Cln do
15: if (~˜qln, ~c′ln) /∈ Received then
16: is′ = iteration slice(~˜qln, ~c′ln)
17: for each owner dimension k in ln do
18: is′ = extend(is′, ln, k)
19: end for
20: ( ~cx′, wx) = belongs to(~qx, ref
m
x (min(is
′)), refmx (max(is
′)))
21: if element defined(( ~cx′, wx)) then
22: ~me = project owner(~˜px, owner
m
x − diagx)
23: ~other = project owner(~˜qx, owner
m
x − diagx)
24: if ~me 6= ~other then
25: for ~i = min<ln(is
′);~i <ln max<ln(is
′) + ~inc;~i =~i+ ~inc do
26: (~cx,~lx) = element copy(ref
m
x (~i
′), ~˜px)
27: if element defined((~cx,~lx)) then
28: async recv(q,X[~cx][vx][~lx])
29: end if
30: end for
31: end if
32: end if
33: end if
34: end for
35: end for
36: end for
37: end for
38: end for
39: end for
Before 5.8). Chaque processus exe´cutant une tranche d’ite´rations doit recevoir les
donne´es des processus exe´cutant les tranches d’ite´rations pre´ce´dentes si ces dernie`res
modifient des e´le´ments dont des copies sont alloue´es sur ce processus. Cette communi-
cation garantit la correction de la me´moire distribue´e avant l’exe´cution de la tranche
d’ite´rations et assure ainsi que les e´le´ments e´crits auront des valeurs correctes.
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Algorithm 11 generate completes
Entre´e: ln stmt
Sortie: ln stmt avec les comple´tions des communications inse´re´es
1: for each array x written in ln stmt do ⊲ compiler
2: for request ∈ Pending(x) do
3: complete comm(request)
4: Pending(x) = Pending(x)− {(request)}
5: end for
6: end for
5.5 Optimisations
Le sche´ma de compilation pre´sente´ a` la section pre´ce´dente montre le changement
de domaine et la ge´ne´ration des communications e´le´ment par e´le´ment. Pour obtenir
des performances, il n’est pas re´aliste de de´ployer directement ce type de code car
le surcouˆt a` l’exe´cution serait exorbitant. Il faut donc apporter des ame´liorations
au code ge´ne´re´ afin d’obtenir des performances acceptables. Une premie`re source
d’ame´lioration est l’utilisation des re´gions de tableaux afin de re´duire les tests de chan-
gement de domaine a` un seul test par tranche d’ite´rations. L’utilisation des re´gions
de tableaux permet e´galement de regrouper toutes les communications d’une tranche
d’ite´rations en une seule communication. Par la suite, nous montrerons comment ex-
ploiter la nature asynchrone des communications pour ge´ne´rer automatiquement des
recouvrement calculs/communications sous certaines conditions.
5.5.1 Utilisation des re´gions de tableaux
On utilise les re´gions de tableaux READ, WRITE et OUT pour adapter les
sche´mas de compilation pre´sente´s pre´ce´demment afin d’utiliser des re´sume´s pour les
communications et le changement de domaine.
5.5.2 Adaptation de la compilation d’un nid de boucle or-
donne´
Nous adaptons l’algorithme 6 en utilisant les re´gions de tableau READ et
WRITE (algorithme 12) pour calculer l’ensemble des e´le´ments acce´de´s par une
tranche d’ite´rations en lecture et en e´criture pour chaque tableau x (ligne 11). La
re´gion accessedx est obtenue en calculant l’union des re´gions READx et WRITEx
pour tout le code du nid de boucles ln puis en projetant la re´gion obtenue aux bornes
de boucles de la tranche d’ite´rations conside´re´e. La re´gion accessedx regroupe toutes
les re´fe´rences au tableau x. Pour une tranche d’ite´rations, les contributions de toutes
les autres tranches d’ite´rations pre´ce´dentes sont conside´re´es pour la re´gion accessedx
(lignes 8-20).
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Algorithm 12 compile ordered
Entre´e: ln stmt, body,Vln, Cln
Sortie: le code ln stmt compile´ dans le domaine distribue´
1: p = rank()
2: ~pln = id in gridln(p)
3: Received = ∅
4: for vln scanv Vln do
5: ~˜pln = extend id(~pln, vln)
6: for cln scanc Cln do
7: is = iteration slice(~˜pln,~cln)
8: for each array x written in ln stmt do ⊲ compiler
9: ~px = id in gridx(p)
10: for (~˜qln, ~c′ln) ∈ Before(~pln,~cln) do
11: accessedx = read region(x, body, is) ∪ write region(x, body, is)
12: (~cx, vx) = belongs to(~px,min(accessedx),max(accessedx))
13: if element undefined(~cx, vx) then
14: abort(”bad distribution”)
15: end if
16: ~˜px = extend id(~px, vx)
17: generate sync recv(stmt ln, ~˜px,~cx, ~˜qln, ~c′ln) ⊲ compiler
18: end for
19: Received = Received ∪ {(~˜qln, ~c′ln)}
20: end for
21: compile iteration slice(body, p, ~˜pln,~cln) ⊲ compiler
22: generate sends(ln stmt, p, ~˜pln,~cln) ⊲ compiler
23: end for
24: end for
25: if reduction then ⊲ compiler
26: generate parallel reductions(op, var list) ⊲ compiler
27: end if
28: generate recvs(ln stmt,Received) ⊲ compiler
29: generate completes(ln stmt) ⊲ compiler
5.5.3 Adaptation de la compilation d’une tranche d’ite´rations
Dans l’algorithme 13, on re´sume tous les acce`s en lecture et en e´criture a` un tableau
x pour une tranche d’ite´rations par une re´gion accessedx. Le test de localite´ est alors
effectue´ sur cette re´gion, sans avoir a` conside´rer une a` une toutes les re´fe´rences au
tableau x. Ensuite, un vecteur de translation ~shiftx est calcule´ pour la re´gion acce´de´e
(ligne 21) afin de traduire les acce`s pour toutes les re´fe´rences a` ce tableau dans le
domaine distribue´ (lignes 29-31) sans avoir a` calculer explicitement la valeur ~lmx pour
chaque re´fe´rence refmx au tableau x pour toute ite´ration ~i (voir l’algorithme 7).
5.5.4 Adaptation de la ge´ne´ration des communications send
Nous adaptons l’algorithme 8 en utilisant les re´gions de tableau WRITE et OUT
(algorithme 14). La re´gion WRITE d’un tableau de´finit tous les e´le´ments e´crits par
la tranche d’ite´rations a` sa sortie, re´sumant ainsi toutes les re´fe´rences en e´criture
a` ce tableau. Un premier avantage de l’utilisation des re´gions WRITE est donc de
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Algorithm 13 compile iteration slice
Entre´e: body, p, ~˜pln,~cln
Sortie: le code d’une tranche d’ite´ration compile´ dans le domaine distribue´
1: is = iteration slice(~˜pln,~cln)
2: for each owner dimension k in loop nest ln do
3: extend(is, ln, k)
4: end for
5: ~ilow = min(is)
6: ~iup = max(is)
7: computes = true
8: skips = true
9: for each array x referenced in ln stmt do ⊲ compiler
10: ~px = id in gridx(p)
11: accessedx = read region(x, body, is) ∪ write region(x, body, is)
12: (~cx, vx) = belongs to(~px,min(accessedx),max(accessedx))
13: if element undefined((~cx, vx)) then
14: if !owner then
15: abort(”bad distribution”)
16: else
17: computes = false
18: end if
19: else
20: ~˜px = extend id(~px, vx)
21: ~shiftx = array element(~˜px,~cx,~0)
22: skips = false
23: end if
24: end for
25: if !(computes⊕ skips) then
26: abort(”bad distribution”)
27: end if
28: if computes then
29: for ~i = min<ln(is);~i <ln max<ln(is) + ~inc;~i =~i+ ~inc do
30: body(..., X[~cx][vx][ref
m
x (~i)− shiftx], ...)
31: end for
32: end if
conside´rer la dernie`re valeur e´crite dans la tranche d’ite´rations pour chaque e´le´ment et
ne pas ge´ne´rer de communications pour des e´le´ments e´crits par une instance d’instruc-
tion et tue´s par d’autres instances d’instruction de la tranche d’ite´rations conside´re´e.
Un second avantage est de regrouper tous les e´le´ments d’un tableau a` envoyer pour
une tranche d’ite´rations en un seul message.
Une re´gion WRITEx pour une tranche d’ite´rations de´crit les e´le´ments e´crits pour
l’ensemble de ses ite´rations, inde´pendamment de leur utilisation future. L’intersection
de cette re´gion avec la re´gion OUTx de´finit une re´gion livex (ligne 11), qui permet
de ne retenir pour la communication que les e´le´ments effectivement utilise´s dans la
suite des calculs. Lorsque l’on conside`re un programme dans l’espace se´quentiel, une
re´gion OUTx pour un morceau de code est toujours un sous ensemble de la re´gion
WRITEx. Dans l’espace distribue´, cependant, on projette la re´gion WRITEx de
l’espace se´quentiel aux bornes de la tranche d’ite´rations conside´re´e alors que la re´gion
OUTx garde la meˆme signification que dans l’espace se´quentiel.
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Pour chaque processus parmi les voisins (lignes 16-19), si la re´gion livex a une
intersection non vide avec la me´moire alloue´e localement sur ce processus alors une
communication send est ge´ne´re´e (lignes 20-26).
Algorithm 14 generate sends
Entre´e: ln stmt, p, ~˜pln,~cln
Sortie: le code de ln stmt avec les communications send inse´re´es
1: ~pln = id in gridln(p)
2: is = iteration set(~˜pln,~cln)
3: for each owner dimension k in loop nest ln do
4: is = extend(is, ln, k)
5: end for
6: for each array x written in ln stmt do ⊲ compiler
7: ~px = id in gridx(p)
8: ownerx = owner dimensions(x, ln stmt) ⊲ compiler
9: writex = write region(x, body, is)
10: outx = out region(x, body)
11: livex = writex ∩ outx
12: if livex 6= empty region then
13: (~cx, vx) = belongs to(~px,min(livex),max(livex))
14: if element defined((~cx, vx)) then
15: ~˜px = extend id(~px, vx)
16: for ~˜qx ∈ neighbours(~˜px) do
17: ~me = project owner(~˜px, (ownerx − diagx) ⊲ compiler
18: ~other = project owner(~˜qx, (ownerx − diagx)) ⊲ compiler
19: if ~me 6= ~other then
20: for ~c′x ∈ Cx do
21: to send = livex ∩ {~a|array element(~˜qx, ~c′x,~0) ≤ ~a <
array element(~˜qx, ~c′x, Lx~1)}
22: if to send 6= ∅ then
23: ~shiftx = array element(~˜px,~cx,~0)
24: async send(X[~cx][vx], q, to send, ~shiftx)
25: end if
26: end for
27: end if
28: end for
29: end if
30: end if
31: end for
5.5.5 Adaptation de la ge´ne´ration des recvs
Nous adaptons l’algorithme 10 pour la ge´ne´ration des communications recv en
utilisant les re´gions de tableau (algorithme 15) de fac¸on syme´trique a` la ge´ne´ration
des communications send. Les re´gions WRITE et OUT sont utilise´es pour construire
des re´sume´s des e´le´ments a` recevoir. On parcourt les tranches d’ite´rations exe´cute´es
par les autres processus pour construire des re´gions livex. Si l’intersection d’une re´gion
livex avec la me´moire alloue´e localement pour un tableau x est non nulle, alors une
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communication async recv est ge´ne´re´e. La version synchrone pour un nid de boucles
ordonne´ en utilisant les re´gions de tableau est de´crite par l’algorithme 16.
Algorithm 15 generate recvs
Entre´e: ln stmt,Received
Sortie: le code de ln stmt avec les communications recv asynchrones inse´re´es
1: p = rank()
2: for each array x written in ln stmt do ⊲ compiler
3: ~px = id in gridx(p)
4: ownerx = owner dimensions(x, ln stmt)
5: for vx ∈ Vx do
6: ~˜px = extend id(~px, vx)
7: for ~˜qx ∈ neighbours(~˜px) do
8: ~qx = first(extend id
−1(~˜qx))
9: q = id in grid−1x (~qx))
10: ~qln = id in gridln(q)
11: for wln ∈ Vln do
12: ~˜qln = extend id(~qln, wln)
13: for c′ln ∈ Cln do
14: is′ = iteration slice(~˜qln, ~c′ln)
15: for each owner dimension k in ln do
16: is′ = extend(is′, ln, k)
17: end for
18: write′x = write region(x, body, is
′)
19: out′x = out region(x, body)
20: live′x = write
′
x ∩ out
′
x
21: if live′x 6= ∅ then
22: (~c′x, wx) = belongs to(~qx,min(live
′
x),max(live
′
x))
23: if element defined(~c′x, wx) then
24: ~me = project owner(~˜px, (ownerx − diagx))
25: ~other = project owner(~˜qx, (ownerx − diagx))
26: if ~me 6= ~other then
27: for cx ∈ Cx do
28: to recv = live′x ∩ {~a|~a ≥ array element(~˜px,~cx,~0) ∧ ~a <
array element(~˜px,~cx, Lx~1)}
29: if to recv 6= empty region then
30: ~shiftx = array element(~˜px,~cx,~0)
31: async recv(q,X[~cx][vx], to recv, ~shiftx)
32: end if
33: end for
34: end if
35: end if
36: end if
37: end for
38: end for
39: end for
40: end for
41: end for
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Algorithm 16 generate sync recvs
Entre´e: ln stmt, ~˜px,~cx, ~˜qln, ~c′ln
Sortie: le code de ln stmt avec les communications recv synchrones inse´re´es
1: q = id in grid−1x (first(extend id
−1(~˜qln)))
2: ~qx = id in gridx(q)
3: ownerx = owner dimensions(x, ln stmt)
4: is′ = iteration slice(~˜qln, ~c′ln)
5: for each owner dimension k in loop nest ln do
6: is′ = extend(is′, ln, k)
7: end for
8: write′x = write region(x, body, is
′)
9: out′x = out region(x, body)
10: live′x = write
′
x ∩ out
′
x
11: if live′x 6= ∅ then
12: (~c′x, wx) = belongs to(~qx,min(live
′
x),max(live
′
x))
13: if element defined(~c′x, wx) then
14: ~˜qx = extend id(~qx, wx)
15: ~me = project owner(~˜px, (ownerx − diagx))
16: ~other = project owner(~˜qx, (ownerx − diagx))
17: if ( ~me 6= ~other) then
18: for cx ∈ Cx do
19: to recv = live′x ∩ {~a|~a ≥ array element(~˜px,~cx,~0) ∧ ~a <
array element(~˜px,~cx, Lx~1)}
20: if to recv 6= empty region then
21: ~shiftx = array element(~˜px,~cx,~0)
22: sync recv(q,X[~cx][vx], to recv, ~shiftx)
23: end if
24: end for
25: end if
26: end if
27: end if
5.5.6 Recouvrement des communications par les calculs
Les communications ge´ne´re´es, a` l’exception d’une partie des communications pour
un nid de boucles ordonne´ sont asynchrones. Il faut donc assurer leur terminaison
avant toute utilisation future des donne´es communique´es. Dans le sche´ma de com-
pilation d’un nid de boucles ordonne´, les communications dont de´pend l’exe´cution
d’une tranche d’ite´rations sont termine´es avant son exe´cution. Les autres communi-
cations sont termine´es apre`s exe´cution du nid de boucles. Pour un nid de boucles
a` ordonnancement paralle`le, les communications sont e´galement termine´es apre`s du
nid de boucles. Ce sche´ma offre par construction un moyen simple de recouvrir les
communications par les calculs des tranches d’ite´rations d’un meˆme nid de boucles.
Ce recouvrement est cependant insuffisant car :
1. Les comple´tions interviennent trop toˆt : tous les calculs qui s’intercalent entre
la fin de l’exe´cution d’un nid de boucles et la prochaine utilisation des tableaux
implique´s dans des communications pourraient se faire en paralle`le de la pro-
gression de ces communications.
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2. La comple´tion des communications pour un tableau donne´ concerne toutes les
communications en progression sur ce tableau, or des parties diffe´rentes du
tableau peuvent eˆtre utilise´es a` diffe´rents moments.
Nous ame´liorons les deux points pre´ce´dents en utilisant les re´gions accessed,
to send et to recv. On associe a` chaque tableau implique´ dans une communication la
re´gion to send ou to recv concerne´e. Ensuite, pour chaque re´gion accessed, on calcule
les intersections avec les re´gions to send et to recv associe´es au tableau. Pour chaque
intersection non vide, il faut terminer la communication correspondante avant de
poursuivre le calcul.
Dans les algorithmes pre´sente´s pre´ce´demment, on remplace la comple´tion expli-
cite des communications pour un nid de boucles ln, generate completes(ln stmt), par
l’algorithme 17 qui ne termine une communication que si les donne´es concerne´es sont
effectivement acce´de´es par une tranche d’ite´rations. L’ensemble Pending(x) contient
des couples de´crivant les communications en progression sur le tableau x. Il s’agit
de la re´gion et de l’identifiant de la requeˆte associe´s a` la communication. Lors-
qu’une communication est comple´te´e, le couple correspondant est retire´ de l’ensemble
Pending(x). On inse`re dans le code ge´ne´re´ pour compile iteration slice, pour chaque
re´gion accessedx, un appel complete on access(x, accessedx) juste avant l’exe´cution
de la tranche d’ite´rations.
Algorithm 17 complete on access
Entre´e: ln stmt, accessedx
Sortie: ln stmt avec les comple´tions des communications inse´re´es si la re´gion accessedx est im-
plique´e dans une communication
1: for (request, region) ∈ Pending(x) do
2: if (accessedx ∩ region) 6= ∅ then
3: complete comm(request)
4: Pending(x) = Pending(x)− {(request, region)}
5: end if
6: end for
5.6 Exemple de ge´ne´ration de code
Dans cette section nous montrons la ge´ne´ration de code pour un nid de boucles
repre´sentant un calcul de substitution arrie`re lors de la re´solution d’un syste`me
d’e´quations, extrait du programme NAS BT. La dimension i est ordonne´e et la di-
mension k est diagonalise´e. Toutes les dimensions du nid de boucles sont distribue´es
par blocs (listing 5.5).
Dans le code ge´ne´re´ par dSTEP, le nid de boucles est outline´ dans une fonc-
tion x backsubstitute GRIDIFY HYBRID et remplace´ par un appel a` cette fonction
(listing 5.6).
Les listing suivants montre le code ge´ne´re´ pour la fonction x backsubstitute GRIDIFY HYBRID.
Le listing 5.7 montre les de´clarations des variables correspondant notamment aux
matrices de distribution, code´es comme des vecteurs, a` la gestion des cycles, des
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1 void x_backsubstitute(double rhs [162][162][162][5] , double lhs
[162][162][162][3][5][5]) {
2
3 int i, j, k, m, n;
4
5 #pragma step gridify(i(dist=block; sched=ordered), j, k(dist=block , diag; sched=
parallel)) private(m, n)
6 for (i = grid_points [0]-2; i >= 0; i--) {
7 for (j = 1; j < grid_points [1]-1; j++) {
8 for (k = 1; k < grid_points [2]-1; k++) {
9 for (m = 0; m < BLOCK_SIZE; m++) {
10 for (n = 0; n < BLOCK_SIZE; n++) {
11 rhs[i][j][k][m] = rhs[i][j][k][m]
12 - lhs[i][j][k][CC][m][n]*rhs[i+1][j][k][n];
13 }
14 }
15 }
16 }
17 }
18
19 }
Listing 5.5 – Distribution du nid de boucles de la fonction x backsubsitute de BT
1 void x_backsubstitute(void *rhs , void *lhs)
2 {
3 int i, j, k, m, n;
4 x_backsubstitute_GRIDIFY_HYBRID (grid_points , &i, &j, &k, &m, &n, lhs , rhs);
5 }
Listing 5.6 – Remplacament du nid de boucles de la fonction x backsubsitute par un
appel de fonction
processus virtuels ainsi que des incre´ments et de l’ordre du nid de boucles. A` la ligne
7, la fonction DSTEP DISTRIBUTE LOOP calcule les valeurs des matrices de distribution
du nid de boucles. Un identifiant unique (60 dans ce cas) est ge´ne´re´ pour ce nid de
boucles afin de ne calculer les informations de distribution qu’une seule fois. Ces
informations ensuite directement re´utilise´es pour toutes les prochaines invocations
du nid de boucles.
Le listing 5.8 montre les communications recv pour les tranches d’ite´rations
pre´ce´dentes, impose´es par la contrainte d’ordre sur la dimension i du nid de boucles.
Ici, les recv bloquants sont imple´mente´s comme des recv non bloquants, avec un
appel explicite a` la comple´tion des communications correspondantes juste avant le
calcul (voir ligne 6 du listing 5.9).
Le listing 5.9 montre le calcul du nid de boucles pour chaque tranche d’ite´rations.
Le calcul est effectue´ pour les nouvelles bornes de boucles calcule´es pour la tranche
d’ite´rations courante et les re´fe´rences sont traduites dans le domaine distribue´. Les
lignes 17-18 montre la ge´ne´ration des communications pour la tranche d’ite´rations.
La re´gion livex est calcule´e pour le tableau rhs (appele´e ici send rhs) et passe´e
au support d’exe´cution pour calculer les intersections avec la me´moire des voisins et
effectuer les communications correspondantes.
Enfin, le listing 5.10 montre la ge´ne´ration des communications recv restantes pour
le nid de boucles (une premie`re vague de recv ayant e´te´ re´alise´e avant le calcul). La
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1 void x_backsubstitute_GRIDIFY_HYBRID (int grid_points [3], int i_0[1], int j_0[1], int
k_0[1], int m_0[1], int n_0[1], void *lhs , void *rhs)
2 {
3 //PIPS generated variable
4 int _i , _c_rhs , _v_rhs , _c_VECT_rhs [4], _LOW_rhs [4], _DIMS_rhs [4], _c_lhs , _v_lhs ,
_c_VECT_lhs [6], _LOW_lhs [6], _DIMS_lhs [6], _OWNERS_rhs [4] = {0, 0, 0, 0},
_computes = 1, _C[3], _p[3], _order [3] = {-1, 0, 0}, _L[3] = {0, 1, 1}, _U[3] = {
grid_points [0]-2, grid_points [1]-1-1, grid_points [2]-1-1}, _LOW[3], _INCR [3] =
{-1, 1, 1}, _UP[3], _P[3] = {0, 0, 1}, _t_p[3], _rank , __rank , __p[3], __t_p [3],
_v , ___v , _vprocs , _NB_NODES , _NB_c , _NB_N_rhs;
5 int *_N_rhs;
6 int _n_rhs , i, j, k, m, n;
7 DSTEP_DISTRIBUTE_LOOP (60, _C , 2, 3, DSTEP_INT_DIV (grid_points [0]-2+1-0, _P[0], 1),
DSTEP_INT_DIV (grid_points [1]-1-1+1-1, _P[1], 1), DSTEP_INT_DIV (grid_points
[2]-1-1+1-1, _P[2], 1));
8 n = *n_0;
9 m = *m_0;
10 k = *k_0;
11 j = *j_0;
12 i = *i_0;
Listing 5.7 – Code ge´ne´re´: de´clarations, distribution du nid de boucles
ligne 31 montre la comple´tion de toutes les communications non encore termine´es de
ce nid de boucles.
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1 //The first vproc of the diagonalized dimension
2 _v = DSTEP_FIRST_VPROC (_P , _p , _vprocs , 0, -1);
3 for (___v = 0;___v <_vprocs;___v ++) {
4 int _c[3] = {0, 0, 0};
5 DSTEP_EXTEND_ID (3, _P , _p , _v , _t_p);
6 DSTEP_LOOP_BOUNDS (3, _LOW , _UP , _B , _P , _c , _t_p , _L , _U , _INCR);
7 int DSTEP_i_LOW = _LOW [0];
8 int DSTEP_i_UP = _UP [0];
9 int DSTEP_j_LOW = _LOW [1];
10 int DSTEP_j_UP = _UP [1];
11 int DSTEP_k_LOW = _LOW [2];
12 int DSTEP_k_UP = _UP [2];
13 //The rectangular hull of the accessed region of array rhs in the loop
statement
14 int _ACCESSED_rhs [4][2] = {{ DSTEP_GENERIC_MAX (2, 0, DSTEP_i_LOW), DSTEP_i_UP
+1}, {DSTEP_GENERIC_MAX (2, DSTEP_j_LOW , 1), DSTEP_j_UP}, {DSTEP_GENERIC_MAX (2,
DSTEP_k_LOW , 1), DSTEP_k_UP}, {0, 4}};
15 DSTEP_BELONGS_TO(rhs , _DIMS_rhs , &_c_rhs , &_v_rhs , _c_VECT_rhs , _LOW_rhs ,
_ACCESSED_rhs , 0, &_computes , 1);
16 double (* rhs__)[_vprocs ][ _DIMS_rhs [0]][ _DIMS_rhs [1]][ _DIMS_rhs [2]][ _DIMS_rhs
[3]] = (double (*)[_vprocs ][ _DIMS_rhs [0]][ _DIMS_rhs [1]][ _DIMS_rhs [2]][ _DIMS_rhs
[3]]) rhs;
17 double (*rhs)[_vprocs ][ _DIMS_rhs [0]][ _DIMS_rhs [1]][ _DIMS_rhs [2]][ _DIMS_rhs [3]]
= rhs__;
18 //Pre recvs
19 DSTEP_NEIGHBOURS(rhs , &_NB_N_rhs , &_N_rhs);
20 for (_n_rhs = 0;_n_rhs <_NB_N_rhs;_n_rhs += 1) {
21 __rank = _N_rhs[_n_rhs ];
22 DSTEP_PROC_ID (60, __rank , 3, __p);
23 for (__v = 0;__v <_vprocs;__v++) {
24 int __c[3] = {0, 0, 0};
25 DSTEP_EXTEND_ID (3, _P , __p , __v , __t_p);
26 if (_t_p[0]<_P[0] -1&& __t_p [0]== _t_p [0]+1&&( __t_p [1]-_t_p [1]>=-1&& __t_p
[1]-_t_p [1] <=1) &&( __t_p [2]-_t_p [2]>=-1&& __t_p [2]-_t_p [2] <=1)) {
27 DSTEP_LOOP_BOUNDS (3, _LOW , _UP , _B , _P , __c , __t_p , _L , _U , _INCR);
28 int DSTEP_i_LOW = _LOW [0];
29 int DSTEP_i_UP = _UP [0];
30 int DSTEP_j_LOW = _LOW [1];
31 int DSTEP_j_UP = _UP [1];
32 int DSTEP_k_LOW = _LOW [2];
33 int DSTEP_k_UP = _UP [2];
34 int __recv_rhs [4][2] = {{ DSTEP_GENERIC_MAX (2, DSTEP_i_LOW , 0),
DSTEP_i_UP}, {DSTEP_GENERIC_MAX (2, DSTEP_j_LOW , 1), DSTEP_j_UP}, {
DSTEP_GENERIC_MAX (2, DSTEP_k_LOW , 1), DSTEP_k_UP}, {0, 4}};
35 DSTEP_RECV(rhs , __rank , __recv_rhs , sizeof(double), _OWNERS_rhs ,
_v_rhs , 0);
36 }
37 }
38 }
Listing 5.8 – Code ge´ne´re´: re´ception des donne´es produites par les tranches d’ite´rations
pre´ce´dentes
5.7 Conclusion
Nous avons pre´sente´ dans ce chapitre un sche´ma de compilation ge´ne´rique per-
mettant de traduire un code annote´ de directives dSTEP du domaine se´quentiel au
domaine distribue´. Nous avons d’abord montre´ la compilation e´le´ment par e´le´ment
du code en entre´e puis utilise´ les re´gions de tableaux pour ame´liorer les performances
du code ge´ne´re´ notamment au niveau des communications. Le sche´ma de compila-
tion pre´sente´ ge´ne`re un code paralle`le pour me´moire distribue´e et partage´e. Nous
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1 //The rectangular hull of the accessed region of array lhs in the loop
statement
2 int _ACCESSED_lhs [6][2] = {{ DSTEP_GENERIC_MAX (2, DSTEP_i_LOW , 0), DSTEP_i_UP},
{DSTEP_GENERIC_MAX (2, DSTEP_j_LOW , 1), DSTEP_j_UP}, {DSTEP_GENERIC_MAX (2,
DSTEP_k_LOW , 1), DSTEP_k_UP}, {2, 2}, {0, 4}, {0, 4}};
3 DSTEP_BELONGS_TO(lhs , _DIMS_lhs , &_c_lhs , &_v_lhs , _c_VECT_lhs , _LOW_lhs ,
_ACCESSED_lhs , 0, &_computes , 1);
4 double (* lhs__)[_vprocs ][ _DIMS_lhs [0]][ _DIMS_lhs [1]][ _DIMS_lhs [2]][ _DIMS_lhs
[3]][ _DIMS_lhs [4]][ _DIMS_lhs [5]] = (double (*)[_vprocs ][ _DIMS_lhs [0]][ _DIMS_lhs
[1]][ _DIMS_lhs [2]][ _DIMS_lhs [3]][ _DIMS_lhs [4]][ _DIMS_lhs [5]]) lhs;
5 double (*lhs)[_vprocs ][ _DIMS_lhs [0]][ _DIMS_lhs [1]][ _DIMS_lhs [2]][ _DIMS_lhs [3]][
_DIMS_lhs [4]][ _DIMS_lhs [5]] = lhs__;
6 DSTEP_COMPLETE_RECV (rhs , _v_rhs);
7
8 if (_computes) {
9 for(i = DSTEP_i_UP; i >= DSTEP_i_LOW; i += -1)
10 #pragma omp parallel for private(n, m, j, k) firstprivate(i)
11 for(j = DSTEP_j_LOW; j <= DSTEP_j_UP; j += 1)
12 for(k = DSTEP_k_LOW; k <= DSTEP_k_UP; k += 1)
13 for(m = 0; m <= 4; m += 1)
14 for(n = 0; n <= 4; n += 1)
15 rhs [0][ _v_rhs ][i-_LOW_rhs [0]][j-_LOW_rhs [1]][k-_LOW_rhs [2]][m
] = rhs [0][ _v_rhs ][i-_LOW_rhs [0]][j-_LOW_rhs [1]][k-_LOW_rhs [2]][m]-lhs [0][ _v_lhs
][i-_LOW_lhs [0]][j-_LOW_lhs [1]][k-_LOW_lhs [2]][2][m][n]*rhs [0][ _v_rhs ][i+1-
_LOW_rhs [0]][j-_LOW_rhs [1]][k-_LOW_rhs [2]][n];
16
17 int __send_rhs [4][2] = {{ DSTEP_GENERIC_MAX (2, DSTEP_i_LOW , 0), DSTEP_i_UP},
{DSTEP_GENERIC_MAX (2, DSTEP_j_LOW , 1), DSTEP_j_UP}, {DSTEP_GENERIC_MAX (2,
DSTEP_k_LOW , 1), DSTEP_k_UP}, {0, 4}};
18 DSTEP_SEND(rhs , _rank , _NB_NODES , _c_rhs , _v_rhs , _c_VECT_rhs , __send_rhs ,
sizeof(double), _OWNERS_rhs);
19 }
20 //Next vproc in the order imposed by the order of the diagonalized dimension
21 _v = (_v -1+ _vprocs)%_vprocs;
22 }
Listing 5.9 – Code ge´ne´re´: changement de domaine, ge´ne´ration des send
pre´sentons dans le chapitre suivant son adaptation a` la ge´ne´ration de code pour des
machines multi-GPU.
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1 for (_v = 0;_v <_vprocs;_v++) {
2 int _c[3] = {0, 0, 0};
3 DSTEP_EXTEND_ID (3, _P , _p , _v , _t_p);
4 //Post recvs
5 DSTEP_NEIGHBOURS(rhs , &_NB_N_rhs , &_N_rhs);
6 for (_n_rhs = 0;_n_rhs <_NB_N_rhs;_n_rhs += 1) {
7 __rank = _N_rhs[_n_rhs ];
8 DSTEP_PROC_ID (60, __rank , 3, __p);
9 for (__v = 0;__v <_vprocs;__v++) {
10 int __c[3] = {0, 0, 0};
11 DSTEP_EXTEND_ID (3, _P , __p , __v , __t_p);
12 if (!( _t_p[0]<_P[0] -1&& __t_p [0]== _t_p [0]+1&&( __t_p [1]-_t_p [1]>=-1&& __t_p
[1]-_t_p [1] <=1) &&( __t_p [2]-_t_p [2]>=-1&& __t_p [2]-_t_p [2] <=1))) {
13 DSTEP_LOOP_BOUNDS (3, _LOW , _UP , _B , _P , __c , __t_p , _L , _U , _INCR);
14 int DSTEP_i_LOW = _LOW [0];
15 int DSTEP_i_UP = _UP [0];
16 int DSTEP_j_LOW = _LOW [1];
17 int DSTEP_j_UP = _UP [1];
18 int DSTEP_k_LOW = _LOW [2];
19 int DSTEP_k_UP = _UP [2];
20 int __recv_rhs [4][2] = {{ DSTEP_GENERIC_MAX (2, DSTEP_i_LOW , 0),
DSTEP_i_UP}, {DSTEP_GENERIC_MAX (2, DSTEP_j_LOW , 1), DSTEP_j_UP}, {
DSTEP_GENERIC_MAX (2, DSTEP_k_LOW , 1), DSTEP_k_UP}, {0, 4}};
21 DSTEP_RECV(rhs , __rank , __recv_rhs , sizeof(double), _OWNERS_rhs , _v ,
0);
22 }
23 }
24 }
25 }
26 *i_0 = i;
27 *j_0 = j;
28 *k_0 = k;
29 *m_0 = m;
30 *n_0 = n;
31 DSTEP_COMPLETE_COMM (rhs);
32 }
Listing 5.10 – Code ge´ne´re´: ge´ne´ration des recv restant, comple´tion des
communications
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Chapitre 6
Extension du sche´ma de
compilation pour les machines
multi-GPU
6.1 Introduction
Comme pre´sente´ au chapitre 1, les acce´le´rateurs mate´riels sont largement utilise´s
dans les architectures paralle`les hybrides. On peut citer parmi les acce´le´rateurs les
plus re´pandues les co-processeurs Xeon Phi d’Intel, les GPU CUDA de NVIDIA et
les GPU fabrique´s par AMD. L’architecture des GPGPUs est conc¸ue pour permettre
d’effectuer des calculs re´guliers sur de grandes quantite´s de donne´es de fac¸on plus
efficace que sur les processeurs CPU. En effet, contrairement aux architectures CPU,
les GPUs posse`dent un grand nombre de transistors de´die´s aux unite´s de calcul et
moins de transistors de´die´s aux unite´s de controˆle et aux me´moires caches.
La nature des applications cibles des GPGPUs co¨ıncide avec celle du mode`le de
programmation de dSTEP. Il est donc naturel d’e´tendre la ge´ne´ration de code aux
architectures hybrides e´quipe´es de GPUs.
Dans ce chapitre, nous pre´sentons les travaux autour de la programmation des
GPGPUs. Nous pre´sentons ensuite les raisons d’une telle extension dans dSTEP
plutoˆt que la re´utilisation d’une solution spe´cialisante pour acce´le´rateur du code
ge´ne´re´ pour CPU ainsi que les conditions de sa re´alisation. Enfin nous pre´sentons
les modifications apporte´es au sche´ma de compilation pour pouvoir cibler, a` la de-
mande de l’utilisateur, la ge´ne´ration de code pour GPUs.
Nous nous limitons a` la famille des GPGPUs comme acce´le´rateurs et plus parti-
culie`rement a` l’architecture CUDA de NVIDIA car cette dernie`re, comme montre´ en
introduction (ch. 1), constitue le type d’acce´le´rateurs les plus utilise´s dans les clusters
de calcul haute performance. L’extension que nous proposons pre´sente cependant des
aspects ge´ne´riques sur l’ordonnancement des calculs ainsi que sur les transferts de
donne´es entre un acce´le´rateur et son hoˆte et entre plusieurs acce´le´rateurs dans un
contexte distribue´.
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6.2 Programmation des GPGPUs
6.2.1 CUDA
CUDA (Compute Unified Device Architecture) [57, 76] est un mode`le d’architec-
ture et de programmation de´veloppe´ par NVIDIA pour la programmation de ses
GPUs.
Mode`le de programmation CUDA
Le mode`le de programmation de CUDA repose sur la notion de kernel, qui est une
fonction exe´cutable sur GPU. Un kernel est exe´cute´ par un grand nombre de threads.
Chaque thread posse`de un identifiant unique, permettant ainsi de diffe´rencier les
donne´es auxquelles le kernel est applique´. Les threads exe´cutant un kernel sont re-
groupe´s par blocs de threads et les blocs sont organise´s dans des grilles de blocs. A`
l’exe´cution, les threads sont ordonnance´s par groupes, ge´ne´ralement de taille trente
deux, appele´s warps. Chaque Streaming Multiprocessor posse`de un ou plusieurs ordon-
nanceurs de warps et la caracte´ristique principale des GPUs pour cacher la latence des
acce`s a` la me´moire est l’ordonnancement de plusieurs warps simultane´ment. Ainsi,
les temps d’acce`s me´moires se trouvent cache´s par les exe´cutions concurrentes des
threads de plusieurs warps.
Un GPU CUDA posse`de une me´moire propre, se´pare´e de la me´moire de l’hoˆte.
Le programmeur doit allouer les donne´es utilise´es par un kernel sur la me´moire du
GPU. Il doit ensuite assurer la cohe´rence des donne´es entre la me´moire de l’hoˆte et
celle de l’acce´le´rateur en inse´rant les transferts de donne´es ade´quats.
6.2.2 OpenCL
OpenCL [86] est un langage et une interface de programmation paralle`le sup-
portant a` la fois le paralle´lisme de donne´es et le paralle´lisme de taˆches. OpenCL vise
l’unification de la programmation des architectures paralle`les he´te´roge`nes. Un objectif
important d’OpenCL est donc d’assurer la portabilite´ d’un code paralle`le sur plusieurs
architectures : les CPUs multi-cœurs, les GPGPUs de plusieurs constructeurs ainsi
que d’autres types d’acce´le´rateurs tels que le processeur Cell [96]. La contrepartie de
la portabilite´ est une pe´nalite´ en performance avec OpenCL compare´ aux mode`les
de programmation spe´cifiques tels que CUDA pour les GPUs de NVIDIA. Dans [39],
Fang et al. avancent cependant que les diffe´rences de performance entre OpenCL
et CUDA tendent a` s’estomper. D’un point de vue programmabilite´, OpenCL est
tre`s verbeux ; le programmeur doit spe´cifier une grande quantite´ d’information sur le
programme, sa compilation et son contexte d’exe´cution.
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6.3 Solutions pour l’exportation automatiques de
calculs sur GPUs
Les mode`les de programmation pour acce´le´rateurs pre´sentent des aspects re´pe´titifs
et fastidieux tels que la copie des donne´es entre le hoˆte et l’acce´le´rateur, le dimension-
nement et le lancement des kernels, avec toutes les erreurs potentielles que le program-
meur est susceptible d’introduire a` chaque niveau. Des solutions ont e´te´ propose´es,
sous forme de oﬄoad-compilers, pour effectuer toutes ces taˆches automatiquement.
6.3.1 par4all
Par4all [5] est un compilateur source-a`-source de´veloppe´ par la socie´te´ SILKAN 1.
Il extrait automatiquement le paralle´lisme contenu dans un programme se´quentiel
et permet, dans le contexte de la programmation pour acce´le´rateurs, d’isoler les
re´gions paralle`les dans des kernels exe´cutables sur ces derniers. Le code initial est
alors remplace´ par des appels a` ces kernels. L’allocation des donne´es sur la me´moire
de l’acce´le´rateur ainsi que les transferts de donne´es entre la me´moire de l’hoˆte et
celle de l’acce´le´rateur sont e´galement ge´ne´re´s automatiquement. Les transferts de
donne´es sont cependant effectue´s syste´matiquement avant et apre`s toute invocation
d’un kernel, inde´pendamment de l’utilisation future des donne´es. Amini et al. [4]
ont de´veloppe´ des optimisations interproce´durales de l’utilisation des donne´es entre
le hoˆte et l’acce´le´rateur qui permettent de re´duire significativement le nombre de
communications. Guelton et al. [48] ont e´tendu l’utilisation des re´gions de tableaux
pour les transferts de donne´es a` des nids de boucles avec des flots de controˆle plus
complexes.
6.3.2 Approches utilisant le mode`le polye´drique
Le compilateur PPCG (Polyhedral Parallel Code Generator ) [10, 93] permet de
ge´ne´rer du code CUDA a` partir d’un code se´quentiel contenant des parties de code
a` controˆle statique. PPCG permet d’extraire une repre´sentation polye´drique a` par-
tir d’un code en entre´e contenant des parties a` controˆle statique pour lesquelles les
noyaux CUDA sont ge´ne´re´s. Les transferts me´moire entre le hoˆte et l’acce´le´rateur
sont e´galement ge´ne´re´s.
Baskaran et al.[13] proposent C-to-CUDA, un compilateur source-a` source qui per-
met de transformer automatiquement un code en C contenant des boucles a` controle
affine en code CUDA.
Le compilateur R-Stream [62] propose une approche similaire, avec l’application
de plusieurs transformations de boucles pour ame´liorer l’utilisation des me´moires
caches et optimiser les acce`s a` la me´moire globale du GPU. Les auteurs indiquent la
possibilite´ d’e´tendre leur travail aux multi-GPUs comme travaux futurs.
1. http ://www.silkan.com
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6.4 Pourquoi ne pas re´utiliser un oﬄoad-compiler
Les oﬄoad-compilers pre´sente´s pre´ce´demment permettent d’exporter automati-
quement les parties de codes a` exe´cuter sur GPU tout en ge´ne´rant les transferts
me´moire ne´cessaires. Cependant, ces solutions ne traitent pas encore de la ge´ne´ration
de code distribue´ pour clusters de multi-GPUs.
Nous proposons de spe´cialiser notre sche´ma de compilation pour cibler la
ge´ne´ration de code CUDA plutoˆt que de re´utiliser la sortie du sche´ma de compilation
pre´sente´ dans le chapitre 5 a` un oﬄoad-compiler pour ge´ne´rer le code CUDA sur
chaque nœud pour les raisons suivantes :
1. Nous disposons de´ja` de toutes les informations permettant d’ordonnancer cor-
rectement les calculs sur un GPU. Le compilateur dSTEP a obtenu ces infor-
mations par la directive dstep gridify. Un oﬄoad-compiler devrait rede´couvrir
toutes ces informations.
2. Le controˆle autour des nids de boucles est de´ja` pre´sent dans le sche´ma de com-
pilation. Il suffit pour exporter le calcul sur GPU de :
– outliner le calcul d’une tranche d’ite´rations dans un noyau CUDA,
– inse´rer un appel au noyau a` la place du code exe´cutant la tranche d’ite´rations
dans le domaine distribue´.
3. Les communications ne sont plus a` rede´couvrir, elles de´coulent directement des
communications du sche´ma de compilation pour CPU.
6.5 Contraintes
Le mode`le de programmation data parallel des acce´le´rateurs CUDA impose des
contraintes sur un nid de boucles pour qu’il soit e´ligible a` une ge´ne´ration de code sur
GPU. En effet, les k niveaux les plus internes du nid de boucles doivent eˆtre paralle`les,
avec k ≥ 1. Cette contrainte est due a` la synchronisation imple´mente´e sur les GPU.
En effet, il est tre`s couˆteux de synchroniser les threads d’un bloc ainsi que les blocs
entre eux. Il faut que les ite´rations des k niveaux les plus internes d’un kernel soient
toutes inde´pendantes pour pouvoir be´ne´ficier des capacite´s de calcul a` paralle´lisme
de donne´es des GPUs. Pour les dimensions englobantes qui sont ordonne´es, l’ordre
d’exe´cution est assure´ par les appels successifs aux kernels par le hoˆte.
6.6 Mode`le d’exe´cution
Le calcul de chaque tranche d’ite´rations est exporte´ sur GPU. L’ordre d’exe´cution
des ite´rations ordonne´es englobant les k dimensions paralle`les est assure´ par l’ordre
d’appels aux kernels. Lorsqu’un GPU produit des donne´es a` envoyer a` un autre GPU,
il passe par la me´moire de l’hoˆte, comme indique´ dans la figure 6.1 (1). L’hoˆte envoie
ensuite ces donne´es au processus hoˆte de l’autre GPU (2). Enfin, un transfert de l’hoˆte
vers l’acce´le´rateur se fait sur le nœud destinataire (3). Les communications entre les
hoˆtes sont de´ja` ge´ne´re´es par le compilateur dSTEP (voir le chapitre pre´ce´dent). Les
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communications hoˆte/acce´le´rateur et acce´le´rateur/hoˆte sont ge´re´es de fac¸on transpa-
rente pour le programmeur avec la meˆme garantie sur la synchronisation que dans le
cas sans GPU : toute donne´e dans une communication en progression est certainement
disponible au moment de son utilisation future sur un GPU.
Figure 6.1 – Mode`le de communication multi-GPU
6.7 Allocation des donne´es sur GPU
L’allocation me´moire consiste a` allouer sur GPU exactement les meˆmes donne´es
que sur CPU pour chaque tableau distribue´. L’algorithme 18 montre l’adaptation
de l’algorithme d’allocation pour CPU (voir 1) pour ge´ne´rer l’allocation me´moire de
chaque tableau distribue´ x sur GPU (ligne 9). La me´moire ainsi alloue´e est alors
accessible par le pointeur X gpu
6.8 Compilation d’une tranche d’ite´rations pour
GPU
Le code ve´rifiant la bonne distribution est exactement le meˆme que dans le cas
CPU. La partie propre aux GPUs consiste a` ge´ne´rer le kernel effectuant le calcul
sur l’acce´le´rateur et inse´rer les appels correspondants a` ce kernel (algorithme 19). La
fonction project last dimensions e´limine les k dernie`res dimensions paralle`les d’une
tranche d’ite´rations. On re´cupe`re ainsi un ensemble d’ite´rations parcourus dans l’ordre
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Algorithm 18 generate memory allocation gpu
Entre´e: D,B,Hlow,Hup, C,V, type de base du tableau x
Sortie: remplacement de la de´claration de x par une de´claration distribue´e
1: generate memory allocation(X[D0,0]...[Dd−1,d−1]) ≡
2: for each dimension k of array x do
3: if dimension k has a total halo then Lk,k = Dk,k
4: else
5: Lk,k = Hlowk,k +Bk,k +Hupk,k
6: end if
7: end for
8: X[|C|][|V|][L0,0]...[Ld−1,d−1]
9: Xgpu = allocate gpu(|C| × |V| × L0,0...× Ld−1,d−1 × sizeof(type))
impose´ dans l’espace se´quentiel sur le hoˆte. La fonction project first dimensions
permet de re´cupe´rer les ite´rations des dimensions paralle`les qui seront utilise´es pour
cre´er la grille ne´cessaire au lancement du calcul sur GPU. La construction d’une grille
sur GPU de´pend ainsi de la tranche d’ite´rations gpu iterations et des constantes
BLOCKS et BLOCK qui donne respectivement la forme et le nombre de blocs pour
chaque dimension de la grille et la forme et le nombre de threads pour chaque bloc.
La tranche d’ite´rations est ensuite remplace´e par une boucle sur les ite´rations non
paralle`les, appelant le kernel ge´ne´re´. On passe en arguments de cet appel les vecteurs
~shiftx permettant d’effectuer le changement de domaine.
Dans le code ge´ne´re´ (pre´sente´ par l’algorithme 20) pour le kernel correspondant,
on re´cupe`re d’abord l’ite´ration locale, qui est l’identifiant du thread courant dans la
grille. Ensuite, il faut calculer l’ite´ration d’origine avec la fonction loop nest iteration.
Comme le vecteur ~ikernel peut avoir moins de composantes que le vecteur ite´ration
initial (a` cause des e´ventuelles dimensions k′ ordered consomme´es sur le hoˆte), on
remplace ces composantes par des ze´ros. Puis, dans le vecteur re´sultat calcule´ ~i′′, on
e´limine les k′ premie`res composantes. On combine ensuite les vecteurs ~i′ et ~i′′ pour
reconstruire le vecteur ite´ration initial. Enfin, une garde est ajoute´e pour s’assurer
que l’ite´ration recalcule´e ne sorte des bornes d’ite´rations initiales.
6.9 Communications entre hoˆte et acce´le´rateur
Une donne´e modifie´e sur un GPU doit eˆtre propage´e aux diffe´rentes copies alloue´es
sur les autres GPU. Cette communication est re´alise´e en ajoutant deux appels de
fonctions du support d’exe´cution (algorithme 21) : on inse`re, avant chaque send d’une
donne´e alloue´e sur GPU, un appel a` la fonction device to host qui re´alise le transfert
de l’acce´le´rateur a` l’hoˆte au niveau du nœud produisant les donne´es (ligne 1). On
inse`re, apre`s chaque comple´tion d’un recv, un appel a` la fonction host to device qui
transfe`re les donne´es de l’hoˆte a` l’acce´le´rateur sur le nœud destinataire (lignes 8-11).
Me´moire unifie´e A` partir de la version 6.0, CUDA propose un me´canisme de
me´moire unifie´e entre le hoˆte et l’acce´le´rateur. Une donne´e alloue´e sur la me´moire de
l’acce´le´rateur peut eˆtre directement modifie´e de fac¸on transparente a` la fois depuis le
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Algorithm 19 compile iteration slice
Entre´e: body, p, ~˜pln,~cln
Sortie: le code d’une tranche d’ite´ration compile´ dans le domaine distribue´ pour GPU
1: is = iteration slice(~˜pln,~cln)
2: for each owner dimension k in loop nest ln do
3: extend(is, ln, k)
4: end for
5: ~ilow = min(is)
6: ~iup = max(is)
7: computes = true
8: skips = true
9: for each array x referenced in ln stmt do ⊲ compiler
10: ~px = id in gridx(p)
11: accessedx = read region(x, body, is) ∪ write region(x, body, is)
12: (~cx, vx) = belongs to(~px,min(accessedx),max(accessedx))
13: if element undefined((~cx, vx)) then
14: if !owner then
15: abort(”bad distribution”)
16: else
17: computes = false
18: end if
19: else
20: ~˜px = extend id(~px, vx)
21: ~shiftx = array element(~˜px,~cx,~0)
22: skips = false
23: end if
24: end for
25: if !(computes⊕ skips) then
26: abort(”bad distribution”)
27: end if
28: if computes then
29: gpu iterations = project first dimensions(is, k) ⊲ compiler
30: gpu grid = configure gpu grid(gpu iterations,BLOCKS,BLOCK) ⊲ compiler
31: cpu iterations = project last dimensions(is, k) ⊲ compiler
32: for ~i′ = min<ln(cpu iterations);
~i′ <ln max<ln(cpu iterations) +
~inc′; ~i′ = ~i′ + ~inc′ do
33: gpu kernelln(gpu grid, ~˜pln,~cln, ~i′, ~inc, vx, ~shiftx, ...)
34: end for
35: end if
Algorithm 20 gpu kernelln
Entre´e: gpu grid, ~˜pln,~cln, ~i′, ~inc, vx, ~shiftx, ...
Sortie: Ce kernel est le code ge´ne´re´ sur GPU pour le nid de boucles ln
1: ~ikernel = id in block in grid()
2: ~i′′ = loop nest iteration(~˜pln,~cln,
[
~0
~ikernel
]
)
3: ~i =
[
~i′
~i′′
]
4: if Lln ≤~i < Uln ∧ (~i− Lln~1)modv ~inc = ~0 then
5: body(..., Xgpu[~cx][vx][ref
m
x (~i)−
~shiftx], ...)
6: end if
117
Algorithm 21 Communications entre acce´le´rateurs passant par les hoˆtes
1: device to host(Xgpu[~cx][vx], X[~cx][vx], to send, ~shiftx)
2: async send(X[~cx][vx], p
′, to send, ~shiftx)
3: ...
4: for (request, region) ∈ Pending(X) do
5: if (accessedx ∩ region) 6= ∅ then
6: complete comm(request)
7: Pending(X) = Pending(X)− {(request, region)}
8: if is recv(request) then
9: (~cx, vx, ~shiftx) = get local information(request)
10: host to device(X[~cx][vx], Xgpu[~cx][vx], region, ~shiftx)
11: end if
12: end if
13: end for
code du hoˆte et depuis celui de l’acce´le´rateur. Il n’est cependant pas clair dans quelle
mesure un tel me´canisme affecterait les performances du code.
6.10 Les re´ductions
Toutes les re´ductions pre´sentent la meˆme caracte´ristique : appliquer un ope´rateur
associatif a` un ensemble de donne´es et accumuler le re´sultat dans un scalaire. Il est
donc opportun de fournir cette fonctionnalite´ comme fonctions de bibliothe`que plutoˆt
que de la ge´ne´rer de fac¸on ad hoc pour chaque cas.
6.11 Conclusion
Nous avons montre´ dans ce chapitre l’adaptation du sche´ma de compilation de
dSTEP pour cibler les multi-GPUs. Nous avons choisi une telle solution plutoˆt que
la re´utilisation d’un oﬄoad-compiler en raison de la pre´sence de toutes les informa-
tions ne´cessaires a` cette extension dans notre mode`le de programmation. Les cal-
culs sont exporte´s sur GPU pour les dimensions paralle`les les plus internes d’un nid
de boucles. Le code CPU re´alise le controˆle de l’invocation de ces kernels pour les
diffe´rentes tranches d’ite´rations ainsi que pour les dimensions ordonne´es englobantes.
Enfin, nous avons montre´ que les communications host/device de´coulaient directe-
ment des communications ge´ne´re´es dans le sche´ma multi-CPU.
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Chapitre 7
Mode`le de couˆt
7.1 Introduction
Face a` plusieurs distributions possibles, le programmeur doit eˆtre aide´ dans le
choix de la meilleure distribution en fonction des caracte´ristiques des programmes a`
paralle´liser et de l’environnement d’exe´cution. On pre´sente quelques mode`les de couˆt
existants pour re´pondre a` ce besoin tout en montrant leurs limites. On propose ensuite
un mode`le de couˆt qui permet, non pas de trouver une solution optimale dans tous
les cas, mais d’aider le programmeur a` s’en approcher et, par ailleurs, de comprendre
et d’anticiper les performances dans plusieurs configurations.
7.2 Quelques mode`les de couˆt
Les premiers mode`les de couˆt pour la programmation des machines a` me´moire
distribue´e avaient pour but de choisir automatiquement une distribution de donne´es.
Ainsi, Gupta [49] propose dans sa the`se un mode`le de couˆt base´ sur des contraintes
pour de´cider la meilleure distribution qui minimise le temps d’exe´cution global du
programme. Cette technique consiste a` construire un graphe ou` les sommets sont les
diffe´rentes dimensions des tableaux, relie´s entre eux en cas d’alignement. Les areˆtes
sont value´es par des mesures de qualite´ d’alignement indiquant le couˆt des communica-
tions induites si les deux dimensions ne sont pas aligne´es. L’ensemble des sommets est
ensuite partitionne´ de sorte a` minimiser la somme des valuations des areˆtes entre les
sous-ensembles. Trouver une solution optimale a` ce proble`me est prouve´ NP-complet
par Li et Chen [63]. De plus, en pratique, les compilateurs imple´mentant cette tech-
nique, comme PARADIGM [12], ne fournissent pas d’analyses inter-proce´durales et
ne peuvent donc pas de´tecter toutes les contraintes d’alignement.
Gracia et al. [46] proposent une solution de distribution automatique ou` le mode`le
de couˆt des calculs et des communications est capture´ dans un graphe nomme´ Commu-
nication Computation Graph. Un solution optimale est recherche´e en combinant deux
objectifs : minimisation des communications et maximisation du paralle´lisme. Les au-
teurs appliquent cette solution pour de´cider la distribution d’une seule dimension de
chaque tableau tout au long du programme. Ainsi, cette solution, meˆme en apportant
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une re´ponse optimale dans son cadre d’application, ne re´sout pas le proble`me dans le
cas multi-dimensionnel avec des dimensions distribue´es acce´de´es alternativement par
des boucles paralle`les et non paralle`les, cas par exemple des kernels ADI.
Lee et al. [59] pre´sentent une approche base´e sur les tableaux dominants et le
tuilage. Un tableau dominant pour une partie de code est celui qui impose la plus
grande pe´nalite´ de couˆt de communication. Le tuilage sert a` absorber une partie
du couˆt des communications en les exe´cutant en paralle`le avec le traitement des
diffe´rentes tuiles. Le mode`le de couˆt sous-jacent de´cide une distribution pour un
programme donne´ inde´pendamment des parame`tres de l’environnement d’exe´cution
(nombre de processus, caracte´ristiques du re´seau, ...). Plus re´cemment, Hong et al. [54]
ont propose´ un mode`le de couˆt pour les GPU qui prend en compte les temps des acce`s
me´moire et les temps de calcul pour un seul GPU mais ce mode`le ne traite pas le cas
de plusieurs GPU en me´moire distribue´e.
BSP est un mode`le de calcul pour la programmation paralle`le qui inte`gre direc-
tement dans sa de´finition un mode`le de couˆt [91]. L’auteur affirme dans ce mode`le
que, pour avoir une exe´cution optimale de certains algorithmes paralle`les, il faut te-
nir compte du ratio puissance de calcul / de´bit des communications de l’architecture
sous-jacente.
7.3 Mode`le de couˆt de dSTEP
On mode´lise le couˆt d’un nid de boucles dans le cas ge´ne´ral : multi-dimensionnel
et a` ordonnancement quelconque. Le couˆt global d’une application est la somme des
couˆts de toutes les instances de ces nids de boucles ainsi mode´lise´s auquel s’ajoute
le couˆt des parties se´quentielles exe´cute´es en redondance par tous les processus. Le
couˆt des communications est toujours pris en compte dans le mode`le de couˆt meˆme si
une partie de ce couˆt peut eˆtre absorbe´e par le recouvrement calcul/communications
imple´mente´ dans dSTEP dans le cas ou` la technologie re´seau utilise´e l’imple´mente
efficacement.
Le but de cette mode´lisation est d’aider le programmeur a` choisir une distribution
qui minimise le temps d’exe´cution d’une application dans une configuration parti-
culie`re. Les parame`tres a` prendre en compte pour un nid de boucles sont :
– le nombre de processus,
– le ratio temps des communications / temps de calcul,
– le nombre de dimensions du nid de boucles,
– le volume de l’espace d’ite´rations : la taille des diffe´rentes dimensions du nid de
boucles,
– les caracte´ristiques du re´seau : la latence et la bande passante.
7.3.1 Hypothe`ses
1. Un nid de boucles posse`de au plus une seule dimension ordonne´e et une seule
dimension diagonalise´e. Ces deux dimensions peuvent eˆtre confondues.
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2. En pre´sence de halos, on ne conside`re que les voisins selon la direction de ces
halos. On ne´glige les autres voisins car les communications implique´es sont de
volume moins important.
7.3.2 Temps d’exe´cution d’un nid de boucles distribue´
Avec les hypothe`ses mentionne´es ci-dessus, le temps d’exe´cution d’un nid de
boucles de dimension d distribue´ s’e´crit sous la forme :
t = tcalcul + tcommunications + tsupport d’exe´cution (7.1)
Temps de calcul
Le temps de calcul est mode´lise´ par la formule suivante :
tcalcul = steps×
u(α, cycles)T
β
∏d−1
i=0 Pi,i
(7.2)
– T est le temps d’exe´cution se´quentiel du nid de boucles. Ce temps de re´fe´rence
est de´fini pour une exe´cution sur un seul cœur CPU. Le temps de calcul est
divise´ entre les diffe´rents processus disponibles mais avec une pe´nalite´ en cas de
de´se´quilibre de charge ;
– β est une constante mate´rielle qui correspond au ratio des performances
the´oriques entre un CPU multi-cœurs ou un GPU et un seul cœur CPU. Par
exemple, pour un cluster de CPU quadri-cœurs homoge`nes, β vaut quatre.
Pour un GPU de performance the´orique creˆte de 1000 GFlops/s, le facteur β
vaut 40 par rapport un cœur CPU avec une performance the´orique maximale
de 25 GFlops/s ;
– La matrice P repre´sente la grille virtuelle de processus sur laquelle le nid de
boucles est distribue´ ;
– cycles est le nombre de cycles du nid de boucles tel que de´fini au chapitre 4
intitule´ Mode`le de distribution ;
– La fonction u mode´lise le de´se´quilibre de charge. On se place dans le cas d’ap-
plications pour lesquelles la distribution cyclique tend a` corriger ce de´se´quilibre.
Des exemples de ces applications sont les algorithmes de factorisation tels que
LU et QR. Choi et al. justifient l’utilisation d’une distribution bloc-cyclique
pour corriger le de´se´quilibre de charge dans l’imple´mentation Scalapack de ces
algorithmes [28]. Dans [71], les auteurs pre´sentent une application de calcul
de la qualite´ de l’air utilisant une distribution cyclique pour mieux e´quilibrer
la charge. La figure 7.1 montre un exemple de calcul de´se´quilibre´ (repre´sente´
en bleu). Une distribution sans cycle (c’est-a`-dire avec un seul cycle par dimen-
sion) du calcul sur quatre processus charge les processus p0, p1 et p3 de fac¸on
de´se´quilibre´e alors que le processus p2 ne participe pas au calcul. Avec une
distribution a` deux cycles par dimension, on constate que la charge est mieux
121
re´partie entre les diffe´rents processus. Cependant, le processus p0 reste moins
charge´ que les autres processus. L’ajout d’un cycle supple´mentaire a` chaque
dimension permet d’e´quilibrer encore plus la charge. On admet donc que pour
ce type d’applications, l’augmentation du nombre de cycles tend a` corriger to-
talement le de´se´quilibre de charge ;
Figure 7.1 – E´quilibrage de la charge de calcul avec la distribution cyclique.
– α est un re´el qui repre´sente la pe´nalite´ de de´se´quilibre de charge au niveau du
processus qui a le plus de travail et qui conditionnera le temps d’exe´cution de
tous les autres processus. La valeur de α varie entre 1 (aucun de´se´quilibre) et
β
∏d−1
i=0 Pi,i (de´se´quilibre total, ou` toute la charge de calcul est exe´cute´e par un
seul processus) ;
– La fonction u doit avoir les 2 caracte´ristiques suivantes :
– u(α, 1) = α : si le nombre de cycles est e´gal a` 1 (distribution sans cycles)
alors le de´se´quilibre vaut α,
– pour un nombre de cycles assez grand, le de´se´quilibre tend a` eˆtre totalement
corrige´ :
lim
cycles→+∞
u(α, cycles) = 1
– La fonction u peut eˆtre de´finie comme :
u(α, cycles) =
α− 1
cycles
+ 1
Dans la suite, on utilisera pour simplifier u pour repre´senter la valeur
u(α, cycles) ;
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– steps repre´sente les diffe´rents pas de calculs exe´cute´s. Ceci correspond a`
l’e´nume´ration des processus virtuels vprocs, de´fini au chapitre 4, pour une
distribution multi-partitionne´e ou bien a` l’e´nume´ration des diffe´rents processus
selon une dimension ordonne´e.
Couˆt des communications
La taille des messages e´change´s est fonction de la taille des halos Hlowx et Hupx
et des tailles des blocs Bx pour chaque tableau x implique´ dans une communication
pour le nid de boucles. La figure 7.2 repre´sente les tailles des messages e´change´s
pour une distribution bi-dimensionnelle d’un tableau a` deux dimensions. Dans le
mode`le de couˆt, on ne prend en compte que les communications avec les voisins selon
chaque dimension. On ne´glige les autres communications (repre´sente´es par des blocs
transparents figurant aux quatre coins sur la figure).
Figure 7.2 – Tailles des messages e´change´s pour un tableau e´crit dans un nid de
boucles
On suppose que la taille des halos infe´rieur et supe´rieur est identique pour chaque
dimension, c’est-a`-dire que Hlowx = Hupx = Hx. Le nombre d’e´le´ments a` communi-
quer d’un coˆte´ d’une dimension i est donne´ par la sur-approximation Nxi,i :
Nxi,i = Hi,i × (
nb dimsx∏
j=0,j 6=i
(2Hj,j +Bj,j)) (7.3)
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Pour un tableau x, le nombre d’e´le´ments communique´s est alors de´fini par
l’e´quation 7.4. Le facteur 4 de´finit la contribution des communications des deux coˆte´s
de chaque dimension pour un send et un recv.
Nx = 4×
nb dimsx∑
i=0
Nxi,i (7.4)
On suppose par ailleurs que la latence du re´seau est constante et vaut L pour
chaque message e´change´. La latence engendre´e par les communications de chaque ta-
bleau x implique´ dans des communications d’une tranche d’ite´rations est alors de´finie
par l’e´quation 7.5.
Lx = 4×
nb dimsx∑
i=0
L = 4× nb dimsx × L (7.5)
Remarque. Le symbole L utilise´ ici pour la latence n’a pas le meˆme que le symbole
du meˆme nom utilise´ dans le mode`le de distribution.
Enfin, les communications sont effectue´es pour chaque tranche d’ite´rations du
nid de boucles, i.e. pour chaque processus virtuel et chaque cycle. Th est la bande
passante du re´seau. Le temps des communications est de´fini a` l’e´quation 7.6.
tcommunications = vprocs× cycles×
∑
x
(
Nx
Th
+ Lx) (7.6)
Surcouˆt du support d’exe´cution
On suppose que le surcouˆt du support d’exe´cution est constant, repre´sente´ par la
constante R.
Temps global d’exe´cution d’un nid de boucles distribue´
On de´finit maintenant le temps d’exe´cution d’un nid de boucles de dimension d
distribue´ sur P processus par l’e´quation 7.7.
t = steps×
u(α, cycles)T
β
∏d−1
i=0 Pi,i
+ vprocs× cycles×
∑
x
(
Nx
Th
+ Lx) +R (7.7)
7.4 Utilisation du mode`le de couˆt
Le mode`le de couˆt est utilise´ pour choisir une distribution parmi plusieurs distri-
butions possibles en fonction des caracte´ristiques de l’environnement d’exe´cution. Un
exemple d’une telle situation peut eˆtre un programme avec des nids de boucles pa-
ralle`les acce´dant a` des tableaux a` deux dimensions. Dans ce cas, on pourrait distribuer
la premie`re dimension des tableaux et des nids de boucles, la deuxie`me ou bien les
deux a` la fois. La quantification du couˆt des messages e´change´s avec le mode`le de couˆt
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permet de choisir la meilleure distribution. Un autre exemple est un programme qui
requiert une distribution multi-partitionne´e afin de faire travailler tous les processus
en pre´sence d’une dimension ordonne´e du nid de boucles. Dans une telle situation,
une distribution non multi-partitionne´e, que l’on appellera distribution standard est
toujours possible. Dans ce cas, a` chaque fois qu’une dimension est ordonne´e, tous
les processus ne travaillent pas simultane´ment, mais on se retrouve avec moins de
communications en comparaison avec une distribution standard. On se pose donc la
question de savoir quelle distribution choisir en fonction de plusieurs parame`tres : la
taille des donne´es, le nombre de processus, la vitesse du re´seau et la puissance de cal-
cul. Dans les sections suivantes, on quantifie cette comparaison en utilisant le mode`le
de couˆt. Le terme R s’annule toujours dans les diffe´rences. Il ne figure pas dans la
suite.
7.5 Comparaison entre les distributions multi-
partitionne´e et standard
Hypothe`se. On suppose dans ce cas que les tableaux re´fe´rence´s en e´criture ont la
meˆme distribution que le nid de boucles.
7.5.1 Nid de boucles paralle`le
Pour la distribution multi-partitionne´e, steps est le nombre de processus virtuels
vprocs. Pour la distribution standard, il y a un seul vproc, et une seule e´tape de calcul
(vprocs = steps = 1).
On calcule ∆parallel, la diffe´rence de temps d’exe´cution entre la distribution multi-
partitionne´e et la distribution standard en utilisant la formule 7.7. La distribution
standard est meilleure lorsque ∆parallel est positif.
∆parallel = tmulti−partitioned − tstandard (7.8)
∆parallel = vprocs×
u(α,cycles)T
β
∏d−1
i=0 Pi,i
+ vprocs× cycles×
∑
x(
Nx
Th
+ Lx)−(
1× u(α,cycles)T
β
∏d−1
i=0 P
′
i,i
+ 1× cycles×
∑
x(
N ′x
Th
+ Lx)
)
(7.9)
On a, par de´finition des grilles virtuelles de processus la relation suivante entre P
et P ′ :
d−1∏
i=0
Pi,i = vprocs×
d−1∏
i=0
P ′i,i (7.10)
Conforme´ment au mode`le de distribution, pour tout tableau x implique´ dans une
communication, on a la relation 7.11 entre les tailles de blocs Bx de la distribution
multi-partitionne´e et B′x de la distribution standard.
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det(Bx) = f × det(B
′
x), 1 ≤ f ≤ vprocs (7.11)
Les tailles des messages e´change´s e´tant proportionnelles aux tailles de blocs pour
les meˆmes valeurs de halos (voir l’e´quation 7.3), on en de´duit la relation 7.12 entre
les tailles des messages de la distribution multi-partitionne´e et de la distribution
standard.
Nx = f ×N
′
x, 1 ≤ f ≤ vprocs (7.12)
On peut re´e´crire l’e´quation 7.9 en :
∆parallel = vprocs×
u(α,cycles)T
β×vprocs
∏d−1
i=0 P
′
i,i
+ vprocs× cycles×
∑
x(
Nx
Th
+ Lx)−(
u(α,cycles)T
β
∏d−1
i=0 P
′
i,i
+ cycles×
∑
x(
f×Nx
Th
+ Lx)
)
(7.13)
Ce qui se simplifie en :
∆parallel =
u(α,cycles)T
β
∏d−1
i=0 P
′
i,i
+ vprocs× cycles×
∑
x(
Nx
Th
+ Lx)−(
u(α,cycles)T
β
∏d−1
i=0 P
′
i,i
+ cycles× f ×
∑
x(
Nx
Th
+ Lx)
)
(7.14)
Ce qui se simplifie en :
∆parallel = vprocs× cycles×
∑
x(
Nx
Th
+ Lx)−
cycles× f ×
∑
x(
Nx
Th
+ Lx)
(7.15)
Ce qui se simplifie enfin en :
∆parallel = (vprocs− f)× cycles×
∑
x(
Nx
Th
+ Lx) (7.16)
Conclusion. D’apre`s l’ine´quation 7.12, (vprocs− f) ≥ 0. Il en re´sulte que ∆parallel
est toujours positif ou nul. On en conclut donc que la distribution multi-partitionne´e
n’apporte aucun be´ne´fice pour un nid de boucles paralle`le. Elle peut au contraire eˆtre
moins performante que la distribution standard (f < vprocs).
7.5.2 Nid de boucles ordonne´
On calcule ∆ordered, la diffe´rence de temps d’exe´cution entre la distribution multi-
partitionne´e et la distribution standard en utilisant la formule 7.7 pour un nid de
boucles avec une seule dimension ordonne´e k parmi d dimensions. La distribution
standard est meilleure lorsque ∆ordered est positif.
∆ordered = tmulti−partitioned − tstandard (7.17)
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∆ordered = vprocs×
u(α,cycles)T
β
∏d−1
i=0 Pi,i
+ vprocs× cycles×
∑
x(
Nx
Th
+ Lx)−(
P ′k,k ×
u(α,cycles)T
β
∏d−1
i=0 P
′
i,i
+ 1× cycles×
∑
x(
N ′x
Th
+ Lx)
)
(7.18)
∆ordered = vprocs×
u(α,cycles)T
β
∏d−1
i=0 Pi,i
+ vprocs× cycles× (
∑
x
Nx
Th
+
∑
x Lx)−(
P ′k,k ×
u(α,cycles)T
β
∏d−1
i=0 P
′
i,i
+ cycles× (
∑
x
N ′x
Th
+
∑
x Lx)
)
(7.19)
∆ordered =
u(α,cycles)T
β
∏d−1
i=0 P
′
i,i
+ vprocs× cycles× (
∑
x
Nx
Th
+
∑
x Lx)−(
P ′k,k ×
u(α,cycles)T
β
∏d−1
i=0 P
′
i,i
+ cycles× (
∑
x
N ′x
Th
+
∑
x Lx)
)
(7.20)
7.5.3 Simplification de ∆ordered
On suppose que la charge de calcul initiale est uniforme et que donc la distribution
n’est pas cyclique. On a cycles = 1 et u = 1. Sous cette hypothe`se, on a f = vprocs
(voir l’e´quation 7.12).
∆ordered =
T
β
∏d−1
i=0 P
′
i,i
+ vprocs× (
∑
x
Nx
Th
+
∑
x Lx)−(
P ′k,k ×
T
β
∏d−1
i=0 P
′
i,i
+ (vprocs
∑
x
Nx
Th
+
∑
x Lx)
)
(7.21)
∆ordered =
T
β
∏d−1
i=0 P
′
i,i
+ vprocs×
∑
x Lx−(
P ′k,k ×
T
β
∏d−1
i=0 P
′
i,i
+
∑
x Lx
)
(7.22)
∆ordered = (1− P
′
k,k)
T
β
∏d−1
i=0 P
′
i,i
+ (vprocs− 1)×
∑
x Lx (7.23)
La distribution standard devient plus performante lorsque ∆ordered est positif.
∆ordered ≥ 0 =⇒ (1− P
′
k,k)
T
β
∏d−1
i=0 P
′
i,i
+ (vprocs− 1)
∑
x Lx ≥ 0 (7.24)
=⇒ (P
′
k,k − 1)
T
β
∏d−1
i=0 P
′
i,i
− (vprocs− 1)
∑
x Lx ≤ 0 (7.25)
=⇒ (P
′
k,k − 1)
T
β
∏d−1
i=0 P
′
i,i
≤ (vprocs− 1)
∑
x Lx (7.26)
Pour toute distribution sur un nombre de processus supe´rieur ou e´gal a` deux, on
a vprocs > 1. On a donc :
∆ordered ≥ 0 =⇒
(P ′
k,k
−1)
(vprocs−1)
T
∏d−1
i=0 P
′
i,i
≤ β
∑
x Lx (7.27)
=⇒
(P ′
k,k
−1)
(vprocs−1)
T
∏d−1
i=0 P
′
i,i
≤ 4βL
∑
x nb dimsx (7.28)
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Conclusions.
1. Le membre gauche de l’ine´quation est une constante mate´rielle pour un envi-
ronnement donne´ multiplie´ par la somme du nombre de dimensions de chaque
tableau implique´ dans une communication.
2. L’augmentation du nombre de processus, repre´sente´ par le produit
∏d−1
i=0 P
′
i,i
fait diminuer le membre droit de l’ine´quation et laisse supposer l’existence
d’un nombre de processus au dela` duquel l’ine´quation est ve´rifie´e, et la dis-
tribution standard devenant par conse´quent meilleure que la distribution multi-
partitionne´e.
3. Ce point de basculement arrive d’autant plus rapidement que l’acce´le´ration
brute de chaque nœud de calcul, β, et la la latence du re´seau, L, sont e´leve´es.
Une telle configuration peut eˆtre mate´rialise´e par un cluster de GPUs connecte´s
par un re´seau Ethernet.
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7.6 Conclusion
Face a` plusieurs distributions possibles des donne´es et des calculs d’un meˆme
programme, le programmeur peut orienter son choix en fonction de la nature du
proble`me traite´ (paralle´lisme, taille des donne´es) et de l’environnement d’exe´cution
paralle`le. Nous avons propose´ un mode`le de couˆt propre a` dSTEP afin de quantifier les
couˆts de plusieurs types de distributions pour ainsi guider le programmeur a` choisir
une distribution de fac¸on plus pre´cise que la simple intuition. De plus, le mode`le de
couˆt propose´ montre que le choix d’une distribution dans une configuration mate´rielle
donne´e n’est pas absolu et que des points de basculement entre des distributions
diffe´rentes peuvent se produire au dela` d’un certain nombre de processus. Enfin, le
mode`le de couˆt peut e´galement eˆtre utilise´ pour pre´dire ou expliquer les performances
obtenues dans diffe´rentes configurations. Les conclusions de l’application du mode`le
de couˆt sont des pre´dictions the´oriques. Pour valider ces re´sultats, il faut les confronter
aux ve´ritables temps d’exe´cution de programmes pre´sentant plusieurs possibilite´s de
distribution. Nous envisageons d’effectuer des expe´rimentations pour valider le mode`le
de couˆt de dSTEP dans un avenir proche.
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Chapitre 8
Re´sultats expe´rimentaux
8.1 Introduction
Nous pre´sentons dans ce chapitre la mise en œuvre de la distribution des donne´es
et des calculs sur des programmes repre´sentatifs des applications cibles du mode`le de
programmation de dSTEP , de´finies au chapitre 3. Nous mesurons les performances
du code ge´ne´re´ pour les programmes suivants :
– Matmul : multiplication de matrices ;
– le solveur Jacobi, qui pre´sente un sche´ma d’acce`s avec un stencil a` quatre points ;
– Polybench Adi, un programme qui contient des nids de boucles avec des dimen-
sions alternativement paralle`les et ordonne´es ;
– NAS BT, une application des NAS Parallel Benchmarks qui re´sout l’e´quation
de Navier-Stokes en me´canique des fluides ;
– LDPC, une application industrielle de communication radio.
Pour l’application NAS BT, notre solution est compare´e au code de re´fe´rence e´crit
en Fortran MPI et au code e´crit dans le langage UPC.
8.2 Environnement de tests
Nous avons utilise´ la plateforme de calcul Grid’5000 [17], notamment le cluster
Edel a` Grenoble pour re´aliser la plus grande partie des tests pre´sente´s dans cette sec-
tion. Les caracte´ristiques techniques du cluster Edel sont indique´es dans la figure 8.1.
Sauf mention spe´ciale, nous utilisons le re´seau rapide Infiniband.
Remerciements. Experiments presented in this paper were carried out using the
Grid’5000 testbed, supported by a scientific interest group hosted by Inria and inclu-
ding CNRS, RENATER and several Universities as well as other organizations
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Figure 8.1 – Caracte´ristiques du cluster Edel.
8.3 Multiplication de matrices
Nous travaillons sur un programme appele´ Matmul qui effectue une multiplication
de matrices de la forme C := C + A × B. Ce calcul est pre´ce´de´ d’une phase d’ini-
tialisation des matrices A, B et C et suivi de l’affichage de la trace de la matrice C.
Cette organisation du programme Matmul refle`te l’insertion de la multiplication de
matrices dans les programmes de calcul scientifique avec une de´finition des matrices
A, B et C avant le calcul et la re´utilisation de la matrice C par la suite. Elle permet
notamment de mettre en e´vidence la ge´ne´ration des communications.
Le listing 8.1 montre le code du programme Matmul. La fonctionmatrix multiply
imple´mente la version na¨ıve de la multiplication de matrices. On montre en rouge les
directives dSTEP ajoute´es a` ce programme afin de le paralle´liser et de distribuer ses
donne´es.
8.3.1 Insertion des directives
Distribution des donne´es. Nous distribuons la matrice re´sultat C sur ses deux
dimensions. Comme les acce`s aux dimensions de la matrice C ne pre´sente pas de
translation en fonction des indices de boucles i et j, il n’est pas ne´cessaire de de´finir
des halos pour la matrice C. Nous distribuons e´galement les matrices A et B par
blocs sur leurs deux dimensions. Cependant, pour calculer un coefficient Ci,j, il faut
lire toute la ligne i de la matrice A et toute la colonne j de la matrice B. Nous avons
donc besoin d’un halo sur la deuxie`me dimension de la matrice A qui couvre toute la
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1
2 void matrix_init(int m, double A[m][m], double val)
3 {
4 int i, j;
5 #pragma step gridify(i, j)
6 for (i=0; i<m; i++)
7 for (j=0; j<m; j++)
8 A[i][j] = (i * val) / ((i+j) * 1000);
9 }
10
11 void matrix_multiply (int m, double C[m][m], double A[m][m], double B[m][m]){
12 int i, j, k;
13 #pragma step gridify(i, j, k(dist=all(K_BLOCK_SIZE); sched=ordered))
14 for (i=0; i<M; i++)
15 for (j=0; j<M; j++){
16 double c = C[i][j];
17 for (k=0; k<M; k++)
18 c += A[i][k] * B[k][j];
19 C[i][j] = c;
20 }
21 }
22
23 double matrix_trace(int m, double C[m][m])
24 {
25 int i, j;
26 double trace = 0;
27
28 #pragma step gridify(i, j(dist =*; sched=owner)) reduction (+: trace)
29 for (i=0; i<M; i++)
30 for (j=0; j<=0; j++)
31 trace += C[i][i];
32 return trace;
33 }
34
35 int main(void)
36 {
37 unsigned int i,j,k;
38 double trace = 0.0;
39
40 #pragma step distribute A(block , _H_:block:_H_)
41 double A[M][M];
42 #pragma step distribute B(_H_:block:_H_ , block)
43 double B[M][M];
44 #pragma step distribute C(block , block)
45 double C[M][M];
46
47 matrix_init(M, A, v1);
48 matrix_init(M, B, v2);
49 matrix_init(M, C, v3);
50
51 matrix_multiply (M, C, A, B);
52
53 printf("%g\n", matrix_trace(m, C));
54
55 return 0;
56 }
Listing 8.1 – Le programme Matmul
dimension. Nous utilisons pour cela un halo inte´gral repre´sente´ par la constante H .
Il en est de meˆme pour la matrice B mais sur sa premie`re dimension. La figure 8.2
montre les donne´es alloue´es sur le processus p5 (p1,1 dans la grille a` deux dimensions)
pour les matrices A, B et C dans le cas d’une exe´cution sur 16 processus.
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Figure 8.2 – Distribution des matrices A, B et C
Nous rappelons ici que la distribution des deux dimensions d’une matrice par blocs
avec halo total sur l’une de ses dimensions est diffe´rente de la distribution de l’une
de ses dimensions et de la re´plication de l’autre comme le montre la figure 8.3 pour
la matrice A sur le processus p5.
Distribution des calculs La fonction init matrix contient un nid de boucles pa-
ralle`le sur ses deux dimensions. Nous utilisons alors la directive step gridify pour
distribuer ses deux dimensions par blocs avec un ordonnancement paralle`le.
La fonction matrix multiply contient un nid de boucles paralle`le sur ses trois
dimensions i, j et k. Nous distribuons les dimensions i et j par blocs avec un ordon-
nancement paralle`le.
Nous distribuons la dimension k avec une distribution de type all avec une taille
de bloc K BLOCK SIZE dont nous pouvons controˆler la valeur. La distribution
all ne consomme pas de processus dans la grille pour la dimension k et affecte tous
les blocs de taille K BLOCK SIZE a` chaque processus. L’ordonnancement de cette
dimension est e´galement paralle`le et indique´ explicitement dans ce cas. L’ide´e derrie`re
ce type de distribution est de ge´ne´rer plusieurs blocs pour la boucle la plus interne
k afin de gagner en localite´ sur chaque nœud graˆce a` la re´utilisation des donne´es de
chaque bloc.
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Figure 8.3 – Comparaison des distributions re´plique´e et avec halo total pour la
deuxie`me dimension de la matrice A
La fonction matrix trace calcule la trace de la matrice C. Comme il s’agit d’une
re´duction sur les e´le´ments de la diagonale de cette matrice, nous pourrions e´crire ce
code simplement comme dans le listing 8.2, et distribuer la dimension paralle`le i par
blocs.
1 double matrix_trace(int m, double C[m][m])
2 {
3 int i;
4 double trace = 0;
5 #pragma step gridify(i) reduction (+: trace)
6 for (i=0; i<M; i++)
7 trace += C[i][i];
8 return trace;
9 }
Listing 8.2 – Distribution possible de la boucle de re´duction
Cependant, cette distribution affecterait tous les processus disponibles a` la
premie`re dimension de la boucle et ge´ne´rerait des acce`s non satisfaits pour la matrice
C dont la distribution est sans halo. Pour y reme´dier, il suffit d’introduire une
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boucle j, qui effectue une seule ite´ration. La dimension j est alors distribue´e de fac¸on
re´plique´e avec un ordonnancement owner. Il re´sulte de cette distribution que les
deux dimensions consomment les processus disponibles a` l’exe´cution, ce qui garantit
les acce`s pour la matrice C sans halos. De plus, l’ordonnancement owner n’active
le calcul que sur les processeurs posse´dant les e´le´ments de la diagonale. Enfin, nous
ajoutons la clause de re´duction afin d’indiquer au compilateur dSTEP qu’il doit
ge´ne´rer une re´duction distribue´e de la variable trace (lignes 23-33 du listing 8.1)
8.3.2 Code ge´ne´re´
Le listing 8.3 montre un extrait de code ge´ne´re´ pour la fonction matrix multiply.
Les lignes 5 et 6 montrent le calcul des nouvelles bornes des boucles i et j. Les lignes
8 a` 12 montrent le calcul du bloc et du cycle acce´de´ pour la matrice C ainsi que le
typage dynamique du pointeur sur C avec les bonnes dimensions. Ensuite le nombre
de blocs de la boucle k est calcule´ (ligne 14) et parcouru par la boucle bk (ligne 16).
Pour chaque ite´ration de la boucle bk, les nouvelles bornes d’ite´rations de la boucle
k sont calcule´es, ainsi que les blocs et cycles acce´de´s pour les matrices A et B dont les
pointeurs sont type´s dynamiquement (lignes 18-27). Enfin, pour tout processus pour
lequel le calcul est active´, le calcul est effectue´ avec les nouvelles bornes d’ite´rations
des boucles i, j et k. Pour ce calcul, tous les processus sont actifs. Nous remarquerons
le changement de repe`re sur les 2 dimensions distribue´es de la matrice C. En revanche,
pour la matrice A, le changement de repe`re est effectue´ uniquement sur la premie`re
dimension. La deuxie`me dimension de la matrice A posse`de un halo total et l’acce`s
n’est donc pas traduit dans le repe`re local. La meˆme remarque vaut pour la matrice
B avec un changement de repe`re uniquement pour la deuxie`me dimension.
8.3.3 E´valuation des performances
Nous mesurons les temps d’exe´cution du code ge´ne´re´ par le compilateur dSTEP
du programme Matmul pour des matrices carre´es de taille 2048 et 8192 en activant
autant de threads OpenMP que de cœurs sur chaque nœud. Le temps de re´fe´rence
est le temps d’exe´cution du programme original avec un seul thread OpenMP sur
un seul cœur de calcul. Pour le cas N=2048 (fig. 8.4), nous avons teste´ plusieurs
tailles de bloc pour la dimension all et compare´ avec la distribution sans clause all
de la dimension k. Nous obtenons de meilleures performances avec la distribution
all et pour une taille de bloc e´gale a` 16. Nous observons cependant que les temps
d’exe´cution ne diminuent plus significativement au dela` de 128 cœurs car le ratio
communications/calcul devient de plus en plus important avec le nombre de cœurs.
Pour le cas N=8192 (fig. 8.5), le ratio communications/calcul devient plus favorable
et nous observons un meilleur passage a` l’e´chelle. Nous obtenons pour ce cas une
acce´le´ration tre`s e´leve´, 1632, pour la distribution all avec une taille de bloc de 16 sur
de 256 cœurs graˆce a` une ame´lioration de la localite´ temporelle de la boucle k.
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1
2 void matrix_multiply_GRIDIFY_HYBRID (void *A, void *B, void *C) {
3 ...
4
5 STEP_LOOP_BOUNDS (2, _LOW , _UP , _B , _P , _c , _t_p , _L , _U , _INCR);
6 int STEP_i_LOW = _LOW[0], STEP_i_UP = _UP[0], STEP_j_LOW = _LOW[1], STEP_j_UP = _UP
[1];
7
8 int _ACCESSED_C [2][2] = {{ STEP_GENERIC_MAX (2, STEP_i_LOW , 0), STEP_GENERIC_MIN (2,
STEP_i_UP , m-1)},
9 {STEP_GENERIC_MAX (2, STEP_j_LOW , 0), STEP_GENERIC_MIN (2,
STEP_j_UP , m-1) }};
10 STEP_BELONGS_TO (C, _DIMS_C , &_c_C , &_b_C , _c_VECT_C , _LOW_C , _ACCESSED_C , 0, &
_computes);
11 double (*C__)[_NB_B ][ _DIMS_C [0]][ _DIMS_C [1]] = (double (*)[_NB_B ][ _DIMS_C [0]][
_DIMS_C [1]]) C;
12 double (*C)[_NB_B ][ _DIMS_C [0]][ _DIMS_C [1]] = C__;
13
14 int _NB_B_k = STEP_INT_DIV(m, K_BLOCK_SIZE , 1);
15
16 for(_bk = 0; _bk < _NB_B_k; _bk ++) {
17 int STEP_k_LOW = _bk * ksize , STEP_k_UP = STEP_k_LOW + ksize -1;
18 int _ACCESSED_A [2][2] = {{ STEP_GENERIC_MAX (2, 0, STEP_i_LOW), STEP_GENERIC_MIN (2,
m-1, STEP_i_UP)},
19 {STEP_GENERIC_MAX (2, 0, STEP_k_LOW), STEP_GENERIC_MIN (2, m-1, STEP_k_UP)}};
20 STEP_BELONGS_TO (A, _DIMS_A , &_c_A , &_b_A , _c_VECT_A , _LOW_A , _ACCESSED_A , 0, &
_computes , &_skips);
21 int _ACCESSED_B [2][2] = {{ STEP_GENERIC_MAX (2, 0, STEP_k_LOW), STEP_GENERIC_MIN (2,
m-1, STEP_k_UP)},
22 {STEP_GENERIC_MAX (2, 0, STEP_j_LOW), STEP_GENERIC_MIN (2, m-1, STEP_j_UP)}};
23 STEP_BELONGS_TO (B, _DIMS_B , &_c_B , &_b_B , _c_VECT_B , _LOW_B , _ACCESSED_B , 0, &
_computes , &_skips);
24 double (*A__)[_NB_B ][ _DIMS_A [0]][ _DIMS_A [1]] = (double (*)[_NB_B ][ _DIMS_A [0]][
_DIMS_A [1]]) A;
25 double (*A)[_NB_B ][ _DIMS_A [0]][ _DIMS_A [1]] = A__;
26 double (*B__)[_NB_B ][ _DIMS_B [0]][ _DIMS_B [1]] = (double (*)[_NB_B ][ _DIMS_B [0]][
_DIMS_B [1]]) B;
27 double (*B)[_NB_B ][ _DIMS_B [0]][ _DIMS_B [1]] = B__;
28 if (_computes) {
29 #pragma omp parallel for private(i, j, k)
30 for(i = STEP_i_LOW; i <= STEP_i_UP; i += 1) {
31 for(j = STEP_j_LOW; j <= STEP_j_UP; j += 1) {
32 double c = C[_c_C][_b_C][i-_LOW_C [0]][j-_LOW_C [1]];
33 for(k = STEP_k_LOW; k <= STEP_k_UP; k += 1)
34 c += A[_c_A][_b_A][i-_LOW_A [0]][k] * B[_c_B][_b_B][k][j-_LOW_B [1]];
35 C[_c_C][_b_C][i-_LOW_C [0]][j-_LOW_C [1]] = c;
36 }
37 }
38 }
39 }
40 }
Listing 8.3 – Extrait du code ge´ne´re´ pour la fonction matrix multiply
8.4 Jacobi
Le code du solveur Jacobi est constitue´, outre l’initialisation et l’affichage final,
d’un noyau de calcul avec un motif d’acce`s qui pre´sente un stencil a` quatre points et
un calcul de la norme. Ce code utilise deux matrices dont le contenu est e´change´ a`
chaque pas de calcul. Le code ge´ne´re´ pre´sente donc des communications sur les bords
des matrices ainsi qu’une re´duction paralle`le pour calculer la norme.
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Figure 8.4 – Temps d’exe´cution de Matmul, N = 2048
8.4.1 Insertion des directives
Nous distribuons avec la directive step distribute les deux matrices du programme
par blocs sur leurs deux dimensions avec des halos pour chaque dimension afin de
satisfaire les acce`s en stencil du code ge´ne´re´. Les nids de boucles sont distribue´s avec
la directive step gridify sur leurs deux dimensions, avec l’insertion d’une clause de
re´duction pour le calcul de la norme.
8.4.2 E´valuation des performances
Nous mesurons les temps d’exe´cution du code ge´ne´re´ pour deux tailles de matrices
de taille N×N. Pour le cas N=1026 (fig. 8.6), on observe une stagnation du temps
d’exe´cution a` partir de 128 cœurs. Pour le cas N=8196 (fig. 8.7), nous obtenons un
meilleur passage a` l’e´chelle du code ge´ne´re´, avec une acce´le´ration de 192 sur 255
cœurs.
8.4.3 Jacobi Multi-GPU
Ce test constitue une preuve de concept de la partie GPU du compilateur dSTEP.
Contrairement aux autres programmes, le code ici n’est pas entie`rement ge´ne´re´ et
les tests sont effectue´s sur une grappe de PCs d’une salle de cours e´quipe´s de GPUs
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Figure 8.5 – Temps d’exe´cution de Matmul, N = 8192
et connecte´s par un re´seau Ethernet. Les noyaux GPU sont e´crits a` la main, tandis
que les appels a` ces derniers sont ge´ne´re´s ainsi que le reste du code. Nous utilisons
deux jeux de donne´es : Small, qui repre´sente un temps de calcul significatif mais dont
l’empreinte me´moire est infe´rieure a` la capacite´ d’un seul GPU ; et Large, qui de´passe
la capacite´ me´moire d’un seul GPU. Les acce´le´rations obtenues par rapport a` une
exe´cution sur un seul cœur CPU sont repre´sente´es par la figure 8.8. Nous atteignons,
sur 8 GPUs, une acce´le´ration de 108 pour la version Large et de 77 pour la version
Small.
8.5 Le kernel Adi
Nous montrons ici la paralle´lisation du programme Adi de la suite Polybench [81].
Ce programme pre´sente une succession de nids de boucles a` deux dimensions avec la
premie`re et la deuxie`me dimension alternativement paralle`le et ordonne´e.
8.5.1 Choix des directives
On e´tudie deux types de distribution : la distribution multi-partitionne´e et la
distribution standard (non multi-partitionne´e).
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Figure 8.6 – Temps d’exe´cution de Jacobi, 1026 x 1026
Le listing 8.4 montre le code du programme Adi annote´ de directives dSTEP pour
la version standard. On montre en commentaire les directives utilise´es pour la version
multi-partitionne´e avec une distribution diagonalise´e de la deuxie`me dimension des
matrices A, B et X et des nids de boucles. Les matrices A, B et X sont de taille
16000× 16000 et le programme effectue 10 appels au kernel Adi.
8.5.2 E´valuation des performances
Nous comparons les temps d’exe´cution des versions standard et multi-partitionne´e
(fig. 8.9). Pour la version multi-partitionne´e, nous e´tudions deux strate´gies de
comple´tion des communications. La comple´tion explicite consiste a` comple´ter toutes
les communications d’un nid de boucles juste apre`s sont exe´cution. La comple´tion
implicite quant a` elle consiste a` ne comple´ter les communications que lors de
l’acce`s au tableau implique´ dans la communication. The´oriquement, la seconde
strate´gie est meilleure car elle permet de recouvrir tous les calculs interme´diaires,
du de´clenchement de la communication jusqu’au prochain acce`s a` un tableau, avec
la progression de la communication. En pratique, nous n’avons pas observe´ de
gain de performance par rapport a` la comple´tion explicite des communications. Ce
phe´nome`ne s’explique par l’imple´mentation MPI utilise´e qui imple´mente l’envoi des
messages de grande taille par un me´canisme de rendez-vous. En effet, le processeur
initiateur d’une communication envoie une demande de rendez-vous au re´cepteur du
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Figure 8.7 – Temps d’exe´cution de Jacobi, 8194 x 8194
message. Ce dernier renvoie un acquittement pour signaler qu’il peut commencer a`
recevoir les donne´es. C’est a` la re´ception de cet acquittement que l’envoi effectif des
donne´es commence. Dans la pratique, l’acquittement n’est envoye´ que lors du test de
la comple´tion de la communication du coˆte´ du re´cepteur, perdant ainsi tout l’avantage
espe´re´ du recouvrement. Une technique propose´e par Saif et al. [83] permet, graˆce a`
des tests de comple´tion inse´re´s juste apre`s l’appel asynchrone a`MPI Irecv d’envoyer
un acquittement tre`s toˆt et de de´clencher aussitoˆt l’envoi des donne´es. Nous avons
teste´ cette technique dans la strate´gie de comple´tions implicites mais nous n’avons
pas observe´ d’ame´lioration par rapport a` la version explicite des comple´tions. Les
travaux de Brunet et Trahay [88] sur la progression des communications apporte des
solutions a` ce proble`me. Ces ame´liorations interviennent au niveau du moteur des
communications et de´passent le contexte de ce travail.
Nous observons que la distribution multi-partitionne´e est plus performante que
la version standard jusqu’a` 128 cœurs. Sur 256 cœurs en revanche, la distribution
standard devient plus performante. Cette observation est conforme aux pre´visions du
mode`le de couˆt de´fini au chapitre pre´ce´dent 7. En effet, en pre´sence de dimensions
ordonne´es de nids de boucles, il existe une limite en nombre de processus a` partir
de laquelle le temps gagne´ en calcul est de´passe´ par le temps perdu en communica-
tions supple´mentaire pour la distribution multi-partitionne´e, la distribution standard
devenant ainsi plus performante.
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Figure 8.8 – Jacobi multi-GPU
Nous obtenons sur 256 cœurs une acce´le´ration de 41 pour la version multi-
partitionne´ et de 51 pour la version standard.
8.6 NAS BT
Les NAS Parallel Benchmarks [11] sont un ensemble de programmes de calcul
scientifique de´veloppe´s par la NASA. Ces programmes sont de´rive´s d’applications
en ae´ro-physique mais sont plus largement repre´sentatifs d’applications re´elles de
calcul scientifique. La suite des NAS Benchmarks comprend 5 petits programmes et 3
applications : BT, SP et LU. A` partir de la version 3.1 de la spe´cification, de nouveaux
programmes ont e´te´ ajoute´s, notamment des versions multi-zones des applications
BT, SP et LU pour la paralle´lisation hybride. La version 2.3 des NAS constitue une
imple´mentation de re´fe´rence en Fortran contenant a` la fois une version se´quentielle
et une version MPI avec les classes de taille de donne´es W, S, A, B et C, en ordre
croissant. La version 2.4 ajoute notamment la classe D.
Nous montrons dans cette section la paralle´lisation avec dSTEP du programme
BT pour les classes C et D et nous comparons les re´sultats obtenus a` l’imple´mentation
MPI Fortran de re´fe´rence ainsi qu’a` la version UPC de la classe C.
Le programme BT re´sout l’e´quation de Navier-Stokes de la forme Ku = r en utili-
sant une inte´gration implicite alterne´e pour factoriser la matrice K [44]. La figure 8.10
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Figure 8.9 – Temps d’exe´cution du programme Adi
montre le graphe d’appel de la fonction adi, qui constitue le cœur de calcul de l’appli-
cation BT. Les fonctions [xyz] solve cell et [xyz] backsubstitute contiennent plusieurs
nids de boucles avec les dimensions x, y et z qui sont ordonne´es, respectivement.
8.6.1 Mise en œuvre de la distribution
Nous sommes partis d’une version de BT e´crite en OpenMP C par les auteurs
du projet de compilateur Omni [58]. Cette version a e´te´ traduite par les auteurs du
code de re´fe´rence des NAS, version 2.3, e´crit en Fortran MPI. Ils ont ensuite inse´re´
des directives OpenMP pour indiquer les boucles paralle`les. A partir de ce code, nous
avons mis tous les tableaux globaux dans la fonction main, a` l’exception des tableaux
cuf , q, ue et buf qui sont locaux a` la fonction exact rhs. Ces derniers tableaux
sont e´tendus de deux dimensions afin de pouvoir distribuer les nids de boucles ou` ils
sont re´fe´rence´s en meˆme temps que d’autres tableaux distribue´s sur trois dimensions.
Les tableaux fjac et njac, bien qu’ils soient locaux aux fonctions lhs[xyz], sont
de´clare´s dans la fonction main et passe´s en parame`tres a` ces fonctions afin d’e´viter
leur allocation et destruction a` chaque appel de ces fonctions dans les diffe´rents appels
a` la fonction adi dans le code ge´ne´re´.
Pour paralle´liser BT, nous avons utilise´ une distribution non multi-partitionne´e
des tableaux et des nids de boucles sur leurs trois premie`res dimensions. Pour les
nids de boucles, nous avons indique´ les dimensions qui sont ordonne´es ainsi que les
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dimensions owner. Voici par exemple le code de la fonction y backsubstitute annote´
de la directive step gridify 8.5.
1 #pragma step gridify(i, j(dist=block; sched=ordered), k) private(m,
n)
2 for (i = 1; i < grid_points [0]-1; i++) {
3 for (j = grid_points [1]-2; j >= 0; j--) {
4 for (k = 1; k < grid_points [2]-1; k++) {
5 for (m = 0; m < BLOCK_SIZE; m++) {
6 for (n = 0; n < BLOCK_SIZE; n++) {
7 rhs[i][j][k][m] = rhs[i][j][k][m]
8 - lhs[i][j][k][CC][m][n]*rhs[i][j+1][k][n]; }}}}}
Listing 8.5 – Paralle´lisation de la fonction y backsubstitute par la directive step
gridify.
Au total, nous avons inse´re´ 16 directives step distribute et 72 directives step gridify
correspondant a` autant de nids de boucles paralle´lise´s.
Nous avons utilise´ deux classes pour BT : C et D. La classe C correspond aux
parame`tres du code d’origine, sans modifications. Pour obtenir la classe D a` par-
tir de cette meˆme imple´mentation, nous avons modifie´ certains parame`tres de BT,
conforme´ment a` la spe´cification des NAS classe D [92] et avons inse´re´ les valeurs de
ve´rification correspondant a` cette classe. Le tableau 8.1 pre´sente les parame`tres des
classes C et D ainsi que les valeurs de re´fe´rence pour la ve´rification des re´sultats.
Classe C Classe D
Taille de la grille de discre´tisation 162× 162× 162 408× 408× 408
Pas d’inte´gration 1× 10−4 2× 10−5
Nombre de pas 200 250
Norme re´siduelle 0.62398116551764615e+04 0.2533188551738e+05
0.50793239190423964e+03 0.2346393716980e+04
0.15423530093013596e+04 0.6294554366904e+04
0.13302387929291190e+04 0.5352565376030e+04
0.11604087428436455e+05 0.3905864038618e+05
Norme de l’erreur 0.16462008369091265e+03 0.3100009377557e+03
0.11497107903824313e+02 0.2424086324913e+02
0.41207446207461508e+02 0.7782212022645e+02
0.37087651059694167e+02 0.6835623860116e+02
0.36211053051841265e+03 0.6065737200368e+03
Table 8.1 – Valeurs des parame`tres des classes C et D pour le programme BT
8.6.2 Optimisations
Nous avons applique´ deux types d’optimisations sur le code ge´ne´re´ par dSTEP
afin d’ame´liorer ces performances : l’e´change de boucles, et l’adaptation du halo.
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Figure 8.10 – Graphe d’appel de la fonction adi dans le programme BT.
E´change de boucles. L’e´change de boucles a e´te´ applique´ aux nids de boucles
i, j, k ou` la boucle i est ordonne´e. Dans le code non optimise´, la directive OpenMP
parallel for est inse´re´e pour la boucle j, avec passage de la valeur de l’ite´ration i
englobante dans une clause OpenMP firstprivate. Dans ce cas, les threads partageant
les ite´rations de la boucles j sont cre´e´s et de´truits pour chaque ite´ration de la boucle
i. E´changer les boucles i et j permet de cre´er les threads de la boucle j une seule fois.
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Adaptation des halos. L’adaptation des halos consiste a` mettre a` ze´ro la valeur
des halos sur certaines dimensions des tableaux lhs et rhs. En effet, dans la fonction
x solve de adi, seuls les halos de la premie`re dimension sont de´finies et utilise´s. Il en
va de meˆme pour les autres dimensions dans les fonctions y solve et z solve. Cette
optimisation permet de re´duire le nombre et le volume des communications.
8.6.3 Re´sultats pour la classe C
Nous utilisons jusqu’a` 32 nœuds du cluster Edel, correspondant a` 256 cœurs. Sur
chaque nœud, nous exe´cutons autant de processus MPI que de cœurs disponibles, a`
savoir huit, pour la version Fortran MPI du code. Pour le code ge´ne´re´ par dSTEP,
nous exe´cutons un processus MPI et huit threads OpenMP par nœud. Pour obtenir le
temps d’exe´cution des codes de re´fe´rence cependant, nous exe´cutons les codes d’origine
sur un seul cœur (un processus MPI pour le code Fortran, un thread OpenMP pour
le code C d’origine). Nous mesurons e´galement le temps d’exe´cution du code ge´ne´re´
par dSTEP sur un seul cœur avec un processus MPI et un thread OpenMP.
La figure 8.11 montre les gains apporte´s par les deux optimisations pre´sente´s a`
la section pre´ce´dente par rapport a` la version non optimise´e du code ge´ne´re´ sur 8
nœuds. Nous observons une ame´lioration cumule´e des deux optimisations de l’ordre
de 17% par rapport au code non optimise´. Dans la suite des re´sultats pre´sente´s, nous
avons toujours active´ ces deux optimisations.
La figure 8.12 montre les temps d’exe´cution obtenus avec dSTEP pour BT classe
C compare´s aux re´sultats de l’imple´mentation MPI Fortran de re´fe´rence ainsi que
le que la version UPC. Nous constatons d’abord que le code original en OpenMP C
est moins performant sur un cœur que le code Fortran se´quentiel. Nous observons
e´galement que le code ge´ne´re´ par dSTEP est meilleur que le code d’origine sur un
cœur. Le code ge´ne´re´ est cependant moins performant que le code de re´fe´rence en
MPI Fortran car ce dernier utilise une distribution multi-partitionne´e des donne´es
alors que nous avons utilise´ une distribution standard. Nous notons enfin que le code
ge´ne´re´ est plus performant que la version UPC et pre´sente un bon passage a` l’e´chelle.
L’exe´cution des versions MPI Fortran et UPC de BT requie`rent un nombre carre´ de
processus (threads pour UPC), il n’est donc pas possible de les exe´cuter sur 32 et 128
cœurs.
Utilisation d’un re´seau TCP
Au chapitre 7 sur le mode`le de couˆt de la distribution, nous avons identifie´ le
roˆle du ratio entre la vitesse de calcul et celle des communications dans le be´ne´fice
que peut apporter une distribution multi-partitionne´e par rapport a` une distribution
standard. Dans ce test, nous changeons la valeur de ce ratio en utilisant le re´seau TCP,
qui est plus lent que le re´seau Infiniband. Les re´sultats obtenus (fig. 8.13) montre une
de´gradation des performances a` la fois du code ge´ne´re´ et du code de re´fe´rence. Nous
observons surtout que la version de re´fe´rence MPI Fortran est moins performante, a`
partir de 64 processus, que le code ge´ne´re´ par dSTEP pour la distribution standard,
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Figure 8.11 – Optimisations pour BT
a` cause du couˆt prohibitif des communications supple´mentaires induite par le muti-
partitioning.
Nombre de processus a` l’exe´cution
Les nids de boucles et les tableaux du programme BT sont distribue´s sur trois
dimensions. A` l’exe´cution, des grilles virtuelles (voir la section 4.2.2 sur les grilles
virtuelles de processus) a` trois dimensions sont construites pour les tableaux et les
nids de boucles. Mais pour que la distribution soit effectivement a` trois dimensions,
il faut que le nombre de processus soit factorisable en trois nombres diffe´rents de
l’unite´. Ainsi, sur neuf processus, les grilles virtuelles construites sont de la forme
3 × 3 × 1, ce qui e´quivaut a` une distribution a` deux dimensions. Avec un nombre
premier tel que 11 = 11 × 1 × 1, la distribution effective e´quivaut a` une distribu-
tion mono-dimensionnelle. La figure 8.14 montre les temps d’exe´cution avec les trois
configurations ci-dessus. Nous observons que la configuration avec huit processus, qui
correspond effectivement a` une distribution a` trois dimensions, est plus performante
que les configurations a` neuf et onze processus.
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Figure 8.12 – Temps d’exe´cution du code ge´ne´re´ pour BT classe C, comparaison
avec la version MPI Fortran et UPC
8.6.4 Re´sultats pour la classe D
Pour la classe D, la taille des donne´es est tellement importante que l’exe´cution
sur un seul nœud est impossible sans l’utilisation de la me´moire swap. Le code ge´ne´re´
peut eˆtre exe´cute´ a` partir de huit nœuds alors que le code de re´fe´rence est exe´cutable
a` partir de quatre nœuds. Ceci est duˆ a` l’extension des tableaux locaux a` la fonction
exact rhs de deux dimensions pour les besoins de la distribution. La figure 8.15 montre
temps d’exe´cution obtenus. Comme nous ne disposons pas des temps d’exe´cution sur
un seul cœur, nous ne pouvons pas comparer les performances des deux versions. Nous
observons a` la fois un bon passage a` l’e´chelle du code ge´ne´re´ mais des performances
moins importantes que la version MPI Fortran.
Remarque. Nous avons ge´ne´re´ et teste´ une version multi-partitionne´e pour BT qui
donne des re´sultats corrects pour les classes C et D. Cependant, Nous n’avons pas
atteint les performances souhaite´es avec ce type de distribution pour BT au moment
de la pre´sentation de ces re´sultats. Le travail sur l’ame´lioration de l’imple´mentation
de la distribution multi-partitionne´e est en cours.
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Figure 8.13 – Temps d’exe´cution du code ge´ne´re´ pour BT classe C, comparaison
avec la version MPI Fortran, utilisation d’un re´seau TCP
8.7 LDPC
Le programme LDPC est un code industriel de communication radio. Dans le
cadre du projet europe´en Many, nous avons travaille´ a` la ge´ne´ration de la version
distribue´e de LDPC apre`s de´tection et exhibition du paralle´lisme par le compilateur
PoCC [80]. Les tests sont effectue´s sur un petit cluster de processeurs Odroids ayant
quatre cœurs par processeur. Nous obtenons, sur 16 cœurs, une acce´le´ration de 10
par rapport au code en entre´e ge´ne´re´ par PoCC et exe´cute´ sur un cœur (voir la
figure 8.16).
8.8 Conclusion
Nous avons montre´ dans ce chapitre l’utilisation des directives dSTEP pour la
paralle´lisation de programmes repre´sentatifs du calcul scientifique dense ainsi que sur
une application industrielle. Nous avons montre´ qu’avec un effort raisonnable de la
part du programmeur, consistant a` de´corer le programme en entre´e avec les directives
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Figure 8.14 – Temps d’exe´cution du code ge´ne´re´ pour BT classe C avec plusieurs
formes de grilles virtuelles de processus
dstep distribute et dstep gridify, le compilateur dSTEP permet de ge´ne´rer des codes
paralle`les performants. Nous avons obtenu une acce´le´ration de 1632 pour la multipli-
cation de matrices sur 256 cœurs pour des donne´es de grande taille graˆce a` l’utilisation
d’une distribution multi-dimensionnelle combine´e avec l’utilisation du type de distri-
bution all. Pour l’application NAS BT, en conside´rant les acce´le´rations des diffe´rentes
versions par rapport a` leur exe´cution de re´fe´rence, nous obtenons 110% (resp. 57%)des
performances de la version Fortran MPI sur 64 cœurs (resp. 256 cœurs).
Nous avons e´galement montre´ l’inte´reˆt de dSTEP pour le traitement de proble`mes
de tre`s grande taille, impossible a` exe´cuter si les donne´es e´taient re´plique´es, comme
c’est le cas avec le programme NAS BT pour la classe D. Nous avons enfin montre´
l’applicabilite´ de la solution propose´e sur une application industrielle et son interac-
tion avec un outil ge´ne´rant les directives en amont.
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1 void kernel_adi(int tsteps , int n, double X[n][n], double A[n][n], double B[n][n])
2 {
3 int t, i1 , i2;
4 for (t = 0; t < tsteps; t++) {
5 //#pragma step gridify(i1 , i2(dist=block , diag; sched=ordered))
6 #pragma step gridify(i1 , i2(dist=block; sched=ordered))
7 for (i1 = 0; i1 < n; i1++)
8 for (i2 = 1; i2 < n; i2++) {
9 X[i1][i2] = X[i1][i2] - X[i1][i2 -1] * A[i1][i2] /
10 B[i1][i2 -1];
11 B[i1][i2] = B[i1][i2] - A[i1][i2] * A[i1][i2] /
12 B[i1][i2 -1];
13 }
14 //#pragma step gridify(i1 , i2(dist=*, diag; sched=owner))
15 #pragma step gridify(i1 , i2(dist =*; sched=owner))
16 for (i1 = 0; i1 < n; i1++)
17 for (i2 = n-1; i2 <= n-1; i2++)
18 X[i1][i2] = X[i1][i2] / B[i1][i2];
19 //#pragma step gridify(i1 , i2(dist=block , diag; sched=ordered))
20 #pragma step gridify(i1 , i2(dist=block; sched=ordered))
21 for (i1 = 0; i1 < n; i1++)
22 for (i2 = n-2; i2 >= 1; i2 --)
23 X[i1][i2] = (X[i1][i2] - X[i1][i2 -1] * A[i1][i2 -1]) /
24 B[i1][i2 -1];
25 //#pragma step gridify(i1(dist=block; sched=ordered), i2(dist=block , diag; sched=
parallel))
26 #pragma step gridify(i1(dist=block; sched=ordered), i2)
27 for (i1 = 1; i1 < n; i1++)
28 for (i2 = 0; i2 < n; i2++)
29 {
30 X[i1][i2] = X[i1][i2] - X[i1 -1][i2] * A[i1][i2] /
31 B[i1 -1][i2];
32 B[i1][i2] = B[i1][i2] - A[i1][i2] * A[i1][i2] /
33 B[i1 -1][i2];
34 }
35 //#pragma step gridify(i1(dist =*; sched=owner), i2(dist=block , diag; sched=parallel))
36 #pragma step gridify(i1(dist =*; sched=owner), i2)
37 for (i1 = n-1; i1 <= n-1; i1++)
38 for (i2 = 0; i2 < n; i2++)
39 X[i1][i2] = X[i1][i2] / B[i1][i2];
40 //#pragma step gridify(i1(dist=block; sched=ordered), i2(dist=block , diag; sched=
parallel))
41 #pragma step gridify(i1(dist=block; sched=ordered), i2)
42 for (i1 = n-2; i1 >= 1; i1 --)
43 for (i2 = 0; i2 < n; i2++)
44 X[i1][i2] = (X[i1][i2] - X[i1 -1][i2] * A[i1 -1][i2]) /
45 B[i1][i2];
46 }
47 }
48 int main(void) {
49 int n = N, tsteps = TSTEPS;
50 // pragma step distribute X(4: block:4, 4:diag :4)
51 #pragma step distribute X(4: block:4, 4: block :4)
52 double X[n][n];
53 // pragma step distribute A(4: block:4, 4:diag :4)
54 #pragma step distribute A(4: block:4, 4: block :4)
55 double A[n][n];
56 // pragma step distribute X(4: block:4, 4:diag :4)
57 #pragma step distribute B(4: block:4, 4: block :4)
58 double B[n][n];
59
60 init_array (n, X, A, B);
61 kernel_adi (tsteps , n, X, A, B);
62 print_array(n, X);
63 return 0;
64 }
Listing 8.4 – Le code annote´ du programme adi
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Chapitre 9
Conclusion
9.1 Rappel du contexte
Dans cette the`se, nous avons propose´ dSTEP (distributed STEP), un mode`le de
programmation a` base de directives pour la paralle´lisation d’applications scientifiques
denses sur architectures paralle`les hybrides. L’outil existant STEP [68] (Syste`me de
Transformation pour l’Exe´cution Paralle`le), qui est le point de de´part de ce travail,
permet la transformation de programmes e´crits en OpenMP ou HMPP en des pro-
grammes en MPI et OpenMP ou en MPI et HMPP respectivement, avec des optimi-
sations dynamiques des communications [85]. Cependant dans cette transformation,
les donne´es sont re´plique´es dans le code ge´ne´re´, ce qui constitue une limitation au
traitement de proble`mes de tre`s grande taille. De plus, une seule dimension est traite´e
pour chaque nid de boucles : la dimension paralle`le. dSTEP permet de traiter a` la
fois la distribution des calculs et des donne´es ainsi que de ge´ne´raliser la distribution
a` un nombre quelconque de dimensions, pour tout type d’ordonnancement.
9.2 Contributions
Les contributions de cette the`se sont :
1. un mode`le de programmation a` base de directives pour la distribution des
donne´es et des calculs des programmes scientifiques denses,
2. un mode`le de distribution et un sche´ma de compilation ge´ne´rique pour une
ge´ne´ration de code correct et efficace,
3. l’imple´mentation d’un prototype du compilateur dSTEP et d’un support
d’exe´cution,
4. des re´sultats expe´rimentaux.
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9.2.1 Mode`le ge´ne´ral pour la distribution des calculs et des
donne´es
Le mode`le de programmation de dSTEP se´pare la distribution des donne´es et celle
des calculs. Ainsi, le programmeur a un controˆle plus fin sur la paralle´lisation de son
programme. Il n’y a pas de notion de proprie´taire des donne´es. Ce mode`le prend en
compte un nombre quelconque de dimensions pour les tableaux et les nids de boucles.
En plus de la distribution des ite´rations pour un nid de boucles, l’ordonnancent des
ite´rations est pris en compte. Un halo est utilise´ pour agrandir l’espace me´moire alloue´
sur chaque processus pour un tableau distribue´ afin de garantir la localite´ des acce`s
des diffe´rents nids de boucles a` ce tableau. Nous proposons e´galement un halo total,
qui recouvre la totalite´ des e´le´ments d’une dimension d’un tableau, ce qui permet
d’exprimer dans dSTEP des programmes ou` tous les e´le´ments d’une dimension d’un
tableau sont balaye´s sur tous les processus au niveau de certains nids de boucles, tout
en e´vitant la re´plication de la dimension.
9.2.2 Sche´ma ge´ne´rique de compilation
Nous avons propose´ un mode`le de distribution qui de´finit formellement la distri-
bution et en ressort les proprie´te´s. Nous avons ensuite de´rive´ de ce mode`le de distri-
bution un sche´ma de compilation ge´ne´rique dans lequel nous prouvons la correction
du code ge´ne´re´. Le changement de domaine, c’est-a`-dire la ge´ne´ration des re´fe´rences
aux tableaux dans l’espace distribue´ est effectue´ de fac¸on ge´ne´rique, pour tout type
de distribution de tableau. Au niveau de l’ordonnancement des ite´rations, deux cas
sont distingue´s : paralle`le et ordonne´. Dans le dernier cas, l’ordonnancement initial
est assure´ dans une exe´cution distribue´e en inse´rant des communications bloquantes :
pour un nid de boucles ordonne´, un processus ne de´marre le calcul qu’une fois tous
les processus exe´cutant des ite´rations pre´ce´dentes dans l’ordre initial ont termine´ le
calcul.
9.2.3 Ge´ne´ration de communications efficaces
La ge´ne´ration des communications est base´e sur les halos. Naturellement, plus les
halos sont grands, plus les messages e´change´s sont de tailles importantes. Les commu-
nications ge´ne´re´es sont des sends, des recvs ainsi que des re´ductions paralle`les. Les
sends sont toujours asynchrones, ce qui permet au calcul d’avancer lors de l’exe´cution
de plusieurs tranches d’ite´rations au niveau d’un seul processus. Les recvs sont asyn-
chrones pour un nid de boucles paralle`le et effectue´s en deux temps pour un nid de
boucles ordonne´ : synchrones avant le calcul et le restant des messages en asynchrone
par la suite. La comple´tion des communications se fait lors du changement de domaine
au niveau d’un nid de boucles, ce qui garantit qu’une communication sur des e´le´ments
de tableau est termine´e au moment de leur utilisation mais pas avant. Ainsi, les cal-
culs qui s’intercalent entre le de´but de la communication et la prochaine utilisation
du tableau peuvent potentiellement eˆtre effectue´s en paralle`le de la communication.
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Cette proprie´te´ du code ge´ne´re´ n’est cependant effective que si le moteur des commu-
nications utilise´ imple´mente efficacement le recouvrement calculs/communications.
9.2.4 Imple´mentation d’un prototype
On a imple´mente´ le sche´ma de compilation propose´ en deux parties : un com-
pilateur et un support d’exe´cution. Le compilateur dSTEP utilise la plate-forme de
compilation PIPS [55]. Le support d’exe´cution imple´mente les fonctions de gridifi-
cation, la ve´rification des acce`s, le calcul des re´gions a` communiquer ainsi que les
communications synchrones et asynchrones et les re´ductions.
9.2.5 Re´sultats expe´rimentaux
Nous avons montre´ l’applicabilite´ de la solution propose´e sur des programmes
de calcul scientifique tels que la multiplication de matrices, le solveur Jacobi et le
programme Adi de la suite Polybench ainsi que sur l’application BT des NAS Parallel
Benchmarks. Enfin, nous avons applique´ avec succe`s dSTEP a` la paralle´lisation d’une
application industrielle, en interaction avec le compilateur-optimiseur PoCC.
9.3 Originalite´s
Notre solution pour la programmation des architectures paralle`les hybrides
pre´sente les originalite´s suivantes :
1. controˆle se´pare´ par le programmeur de la distribution des donne´es et de la
distribution des calculs ;
2. proposition d’un large choix de distributions et d’ordonnancement ;
3. ge´ne´ration d’un flot de controˆle simple, imple´mentable a` la fois sur CPU et
GPU ;
4. un mode`le de couˆt pour aider le programmeur a` choisir la meilleure distribution
pour un proble`me donne´ dans un environnement donne´.
9.3.1 Se´paration des distributions des donne´es et des calculs
Les approches traditionnelles de la distribution, comme HPF, s’inte´ressent au
placement des donne´es et en de´rivent la re´partition des calculs et les communications.
La notion de proprie´taire de donne´es y est tre`s forte. En permettant au programmeur
de controˆler a` la fois la distribution des donne´es et des calculs, on s’affranchit de
la contrainte de proprie´taire de donne´es. L’utilisation du halo permet de garantir la
localite´ des acce`s et de ge´ne´rer des communications efficaces, aux endroits opportuns
du programme.
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9.3.2 Plusieurs types de distributions et d’ordonnancement
On a inte´gre´ dans le meˆme mode`le de programmation, les distributions utilise´s
en calcul scientifique dense : bloc, cyclique, mutlti-partitionne´e et re´plique´e. Le halo
total ajoute de l’expressivite´ a` la distribution en re´pliquant tous les e´le´ments d’une
dimension tout en la distribuant. Pour un nid de boucles, on traite a` la fois les dimen-
sions ordonne´es et paralle`les. Les acce`s isole´s a` des e´le´ments de tableaux distribue´s
sont traite´s par un ordonnancement particulier : owner.
9.3.3 Flot de controˆle simplifie´
Une autre diffe´rence avec HPF est la ge´ne´ration d’un flot de controˆle simple pour
le code paralle`le. En effet, au changement de domaine pre`s, les acce`s sont exactement
les meˆmes que dans le code en entre´e. Cette proprie´te´ permet une imple´mentation
simplifie´e du sche´ma de compilation a` la fois sur CPU et sur GPU.
9.3.4 Mode`le de couˆt
On a propose´ un mode`le de couˆt propre au mode`le de programmation de dSTEP
pour aider le programmeur a` choisir la meilleure distribution en fonction de plusieurs
parame`tres. Ce mode`le permet notamment de quantifier le couˆt des communications,
et permet de comprendre le comportement de plusieurs types de distributions en
fonction des vitesses relatives du re´seau et des ressources de calcul.
9.4 Limitations
Le compilateur dSTEP ne permet pas de ge´ne´rer des communications optimise´es
lorsque les re´fe´rences en e´criture aux e´le´ments de tableaux ne sont pas des fonc-
tions affines des vecteurs d’ite´ration. dSTEP ne traite donc pas les programmes a`
acce`s irre´guliers comme le calcul scientifique creux. En effet, ces programme utilisent
des vecteurs d’indirection dans les acce`s aux donne´es, pour lesquels on ne sait pas
ge´ne´rer de communications optimise´es. Des techniques d’inspection/exe´cution ont e´te´
propose´es pour traiter ce cas de figure, notamment dans les compilateurs HPF mais
nous pensons que les PGAS, avec les acce`s asynchrones imple´mente´s par des com-
munications unilate´rales au niveau de la bibliothe`que de communication, sont mieux
adapte´s pour ce type d’acce`s.
9.5 Perspectives
9.5.1 Imple´mentation du backend GPU
Nous avons e´tendu le sche´ma de compilation de dSTEP pour la ge´ne´ration de code
pour GPUs. Nous avons montre´ que seule la partie calcul sur GPU devait eˆtre adapte´e.
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Le flot de controˆle dans le domaine distribue´ e´tant simple, la version GPU des cal-
culs est facilement imple´mentable. Les communications entre les diffe´rents processus
sont inchange´es. Des communications supple´mentaires entre l’hoˆte et l’acce´le´rateur
sont inse´re´es, dans le support d’exe´cution, autour de chaque communication inter-
processus. Ainsi, ces transferts sont entie`rement transparents pour le programmeur
et ne concernent que les e´le´ments ne´cessaires : utilisation des halos et des re´gions
OUT de PIPS [30].
9.5.2 Optimisation au niveau du nœud de calcul
Le compilateur dSTEP ge´ne`re un code paralle`le hybride efficace en consommation
me´moire, en communications et en temps de calcul. Au niveau de chaque nœud de cal-
cul, des pragmas OpenMP sont ge´ne´re´s pour les dimensions paralle`les dans la version
CPU. De plus, l’utilisation de la distribution all permet de de´couper les ite´rations
d’une boucle en blocs sur tous les processus, augmentant ainsi la localite´ temporelle
des acce`s a` un meˆme bloc de donne´es. Ceci permet de tirer profit de la puissance des
diffe´rents cœurs de calcul de chaque nœud de calcul mais ne garantit pas d’en faire une
utilisation optimale. Cependant, comme le flot de controˆle ge´ne´re´ pour chaque pro-
cessus est simple, nous pourrions inte´grer les transformations de boucles polye´driques
de´veloppe´es par Bastoul et al. [16] pour l’optimisation en me´moire partage´e du code
ge´ne´re´ pour les nids de boucles afin de tirer le maximum de la puissance de chaque
nœud de calcul.
Une autre possibilite´ d’inte´gration avec d’autres outils est l’utilisation d’imple´mentations
spe´cifiques pour les routines d’alge`bre line´aire. En effet, si le code a` paralle´liser
contient des calculs connus d’alge`bre line´aire, il peut eˆtre inte´ressant, dans le code
ge´ne´re´, de remplacer le calcul ge´ne´re´ par un appel a` la routine d’alge`bre line´aire
correspondante qui est souvent optimise´e pour tout type d’architectures (exemples :
PLASMA pour les CPUs et MAGMA pour les GPUs [1])
9.5.3 Extension du caracte`re hybride
Le caracte`re hybride du code ge´ne´re´ devrait eˆtre e´tendu a` une utilisation simul-
tane´e des CPUs et des GPUs en me´moire distribue´e. Plusieurs configurations sont
possibles :
1. sur une machine a` me´moire distribue´e, exe´cuter le code CPU sur certains nœuds
de calcul et le code GPU sur d’autres,
2. exe´cuter sur chaque nœud de calcul a` la fois le code CPU et le code GPU.
La seconde configuration est plus complexe a` cause des proble`mes lie´s a` la
cohe´rence des donne´es entre la me´moire de l’hoˆte et celle de l’acce´le´rateur sur le
meˆme nœud de calcul pour une se´quence de nids de boucles.
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9.5.4 Plus d’expe´riences
Nous envisageons de prouver l’efficacite´ de dSTEP sur plus de benchmarks, comme
l’application LU des NAS qui pre´sente un de´se´quilibre de charge. Enfin, nous voulons
surtout appliquer notre solution sur davantage d’applications industrielles traitant
des volumes de donne´es de tre`s grande taille.
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Programmation Haute Performance pour Architectures Hybrides
Résumé :
Les architectures parallèles hybrides constituées d’un grand nombre de nœuds de calcul multi-cœurs
et GPUs connectés en réseau offrent des performances théoriques très élevées, de l’ordre de quelque
dizaines de TeraFlops. Mais la programmation efficace de ces machines reste un défi à cause de la
complexité de l’architecture et de la multiplication des modèles de programmation utilisés. L’objectif
de cette thèse est d’améliorer la programmation des applications scientifiques denses sur les archi-
tectures parallèles hybrides selon trois axes : réduction des temps d’exécution, traitement de données
de très grande taille et facilité de programmation. Nous avons pour cela proposé un modèle de pro-
grammation à base de directives appelé dSTEP pour exprimer à la fois la distribution des données et
des calculs. Dans ce modèle, plusieurs types de distribution de données sont exprimables de façon
unifiée à l’aide d’une directive “dstep distribute” et une réplication de certains éléments distribués peut
être exprimée par un “halo”. La directive “dstep gridify” exprime à la fois la distribution des calculs
ainsi que leurs contraintes d’ordonnancement. Nous avons ensuite défini un modèle de distribution
et montré la correction de la transformation de code du domaine séquentiel au domaine distribué. À
partir du modèle de distribution, nous avons dérivé un schéma de compilation pour la transformation
de programmes annotés de directives dSTEP en des programmes parallèles hybrides. Nous avons
implémenté notre solution sous la forme d’un compilateur intégré à la plateforme de compilation PIPS
ainsi qu’une bibliothèque fournissant les fonctionnalités du support d’exécution, notamment les com-
munications. Notre solution a été validée sur des programmes de calcul scientifiques standards tirés
des NAS Parallel Benchmarks et des Polybenchs ainsi que sur une application industrielle.
Mots clés : Mémoire distribuée, Mémoire partagée, Accélérateurs, Compilation, MPI, OpenMP,
GPU
High-Performance Programming for Hybrid Architectures
Abstract:
Clusters of multicore/GPU nodes connected with a fast network offer very high therotical peak per-
formances, reaching tens of TeraFlops. Unfortunately, the efficient programing of such architectures
remains challenging because of their complexity and the diversity of the existing programming models.
The purpose of this thesis is to improve the programmability of dense scientific applications on hybrid
architectures in three ways: reducing the execution times, processing larger data sets and reducing
the programming effort. We propose dSTEP, a directive-based programming model expressing both
data and computation distribution. A large set of distribution types are unified in a “dstep distribute”
directive and the replication of some distributed elements can be expressed using a “halo”. The “dstep
gridify” directive expresses both the computation distribution and the schedule constraints of loop it-
erations. We define a distribution model and demonstrate the correctness of the code transformation
from the sequential domain to the parallel domain. From the distribution model, we derive a generic
compilation scheme transforming dSTEP annotated input programs into parallel hybrid ones. We have
implemented such a tool as a compiler integrated to the PIPS compilation workbench together with
a library offering the runtime functionality, especially the communication. Our solution is validated on
scientific programs from the NAS Parallel Benchmarks and the PolyBenchs as well as on an industrial
signal procesing application.
Keywords: Distributed-memory, Shared-memory, Hardware Accelerators, Compilation, MPI, OpenMP,
GPU
