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It is shown that when the random vector X in R” has a mean and when the con- 
ditional expectation E(u’X) r/X) = 0 for all vectors u, v E R” which satisfy u’u = 0, 
then the distribution of X is orthogonally invariant. A version of this charac- 
terization is also established when X does not have a mean vector. RJ 1986 Academic 
Press, Inc. 
1. INTRODUCTION 
In this paper, spherical distributions on R” are characterized in a couple 
of different ways. These characterizations arose in part from assumptions 
concerning error distributions in some linear model problems-see 
Toyooka [7], Kariya and Toyooka [5], and Eaton [3]. A discussion of 
this is given in Section 3. 
To describe the main results here, recall that a random vector XE R” has 
a spherical distribution if L(X) = L(fX) for all n x n orthogonal matrices IY 
Here, vectors in R” are written as columns and L(X) denotes the dis- 
tribution of X. For many properties of spherical distributions, see Cam- 
banis, Huang, and Simons [ 11. One characterization of spherical dis- 
tributions is the following. 
THEOREM 1. Suppose the random vector X in R” has a mean vector. 
Assume that for each vector v # 0 and for each vector u which is perpen- 
dicular to v (that is, u’v = 0), 
E(u'XJv'X)=O. (1.1) 
Then X is spherical and conversely. 
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When X does not have a mean vector, an alternative characterization is 
possible. 
THEOREM 2. Consider a random vector XE R”. Assume that for each vec- 
tor v # 0 and each u which is perpendicular to v, 
L(U’X] V’X) = L( -u’X] V’X). 
Then X is spherical and conversely. 
(1.2) 
The notation in (1.2) means the conditional distribution of u’X given v’X 
is the same as the conditional distribution of -z/X given v’X. A slightly 
different version of Theorem 2 is described in Section 3. When X has a 
mean, then of course, ( 1.2) implies ( 1.1). 
The results of Theorem 1 should be compared to characterizations of 
spherical distributions based on linear regression which appeared in 
Nimmo-Smith [6] and Hardin [4]. Also, the work of Vershik [S] is 
relevant. 
2. TECHNICAL DETAILS 
Given a random vector X in R”, 
g(t) = E exp[it’X] (2.1) 
is the characteristic function of X. Obviously, X is spherical iff 
A?(t) = g(ft) (2.2) 
for all f in the orthogonal group O,,. 
Proof qf Theorem 1. Since X has a mean vector, the gradient of g exists 
and is given by 
Vg(t) = iEXexp[it’X]. (2.3) 
When ( 1.1) holds, an easy conditioning argument yields 
E{u’Xexp[iu’X]} =0 (2.4) 
for all u perpendicular to v # 0. But (2.4) is equivalent to 
u’Vg( v) = 0. (2.5) 
To show X is spherical, (2.5) is now used to verify (2.2) when t #O. Since 
t and ft have the same length, say Iltf[ = r, there exists a smooth curve c 
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mapping (0, 1) into (xl llxll = } r such that c(ar) = t and c(az) = Tt for some 
a,, a,E(O, 1). Since llc(a)jl*=r* for aE(0, 1) 
(E(a))‘t(a) = 0 for all aE (0, 1) (2.6) 
where E(a) is the vector of derivatives of the curve c. Using (2.5) and (2.6) 
we have 
2 g(c(a)) = (4a))’ We(a)) = 0 
for CUE (0, 1). Thus g(c(a)) is constant in a so (2.2) holds and hence X is 
spherical. 
The converse is well known and a proof can be found in Cambanis, 
Huang, and Simons [ 11. m 
Proof 01 Theorem 2. It is an easy argument which shows that (1.2) is 
equivalent to 
g(au+bu)=g(-au+bv) (2.7) 
for all a, b E R’ and u which are perpendicular to v # 0. Continuity shows 
(2.7) holds when v =O. To verify (2.2), consider t and Tt, and set v = 
;(I? + t). With u = $(ft - t), u’v = 0 and 
u+v=rt, -u+u=t. 
Thus, (2.7) yields (2.2) so X is spherical. Again, the converse is trivial. 1 
3. A LINEAR MODEL APPLICATION 
The linear model problem which gave rise to Theorems 1 and 2 is the 
following: Consier a linear model on R”, Y = p + E, where p is in a known 
linear subspace M and the error vector E has a mean of zero and a 
covariance C which belongs to a known set y of positive definite matrices. 
When C is known, the Gauss-Markov estimator of p is 
@=P,Y (3.1) 
where P, is the projection onto A4 whose null space is C(M’) (see Eaton 
[2, 3 J for a discussion). It is often the case that Z is not known and must 
be estimated from the data Y. Typically such estimators f satisfy 
(i) &~~)=&(y+x) foryER”,xEM, 
(ii) z( - y ) = E(y) for y E R", 
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and such estimators are called residual type estimators in Eaton [3]. A 
common statistical method is to use 
p=Br (3.2) 
as an estimator of ZJ, where 
P=P, (3.3) 
and z is a residual-type estimator. When L(E) = L( --E), it is easy to show 
that 
so when p has an expectation (which it may not), then Eji = ZL When @ has 
a covariance, the usual Gauss-Markov theorem suggests that 
Cov(,G) < Cov(ji) (3.4) 
where Cov( .) denotes covariance matrix; that is, Cov(p) - Cov(fi) is non- 
negative definite. 
It is shown in Eaton [3] that a sufficient condition for (3.4) to hold is 
that 
E(P,& I Qr&) = 0, (3.5) 
where Q, = Z,, - P,. Set X= C-‘12s, P = Z-‘~2PzZ’12, and Q = Z-P. Since 
.X is non-singular by assumption, (3.5) is equivalent to 
E( PXI QX) = 0. (3.6) 
It is easily verified that P is an orthogonal projection of rank k equal to the 
dimension of the regression subspace M. That (3.6) holds for spherical X’s 
which have a mean is well known. 
Now, assume that (3.6) holds for all rank k orthogonal projections P. 
The claim is that Theorem 1.1 is applicable so that X is spherical. To see 
this, consider u # 0 and u which is perpendicular to u. Pick a projection P 
of rank k such that Pu = u and QU = u. Since v’x = u’QX, we can write 
E(u’XI u’X) = E{ (u’PX) ) u’QX} 
= u’E(PX( u’QX) = u’E[E(PXI QX)I u’QX] 
which is zero by (3.6). Thus X is spherical so E = z”‘X is elliptical by 
definition (E is elliptical if it is a linear transformation of a spherical ran- 
dom vector). 
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The implication of the above argument is that a natural sufficient con- 
dition for a non-linear version of the Gauss-Markov theorem to hold is 
(3.5). But if (3.5) holds for all regression subspaces of a fixed dimension, 
then the error vector must be elliptical. 
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