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ABSTRACT
In this dissertation we oer novel algorithms for big data analytics. We live in a period
when voluminous datasets get generated in every walk of life. It is essential to develop novel
algorithms to analyze these and extract useful information. In this thesis we present generic
data analytics algorithms and demonstrate their applications in various domains.
A number of fundamental problems, such as clustering, data reduction, classication,
feature selection, closest pair detection, data compression, sequence assembly, error correc-
tion, metagenomic phylogenetic clustering, etc. arise in big data analytics. We have worked
on some of these fundamental problems and developed algorithms that outperform the best
prior algorithms. For example, we have come up with a series of data compression algorithms
for biological data that oer better compression ratios while reducing the compression and
decompression times drastically. As another example, we have invented an ecient algorithm
for the problem of closest pairs. This problem has numerous applications. Our algorithm
when applied to solve the two-locus problem in Genome-wide Association Studies performs
two orders of magnitude faster than the best-known prior algorithm for solving the two locus
problem. As another example, we have proposed a novel deterministic sampling technique
that can be used to speed up any clustering algorithm. Empirical results show that this
technique results in a speedup of more than an order of magnitude over exact hierarchical
clustering algorithms. Also, the accuracy obtained is excellent. In fact, on many datasets,
we get an accuracy that is better than that of exact hierarchical clustering algorithms!
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B.Sc., Bangladesh University of Engineering and Technology, Dhaka, 2009
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Submitted in Partial Fulllment of the











Doctor of Philosophy Dissertation















I would like to thank all the people who contributed to the research works portrayed in this
thesis. At rst I would like to express my sincere gratitude to my academic advisor Professor
Sanguthevar Rajasekaran for accepting me into his group and his continuous support during
my Ph.D. study. I thank my advisor for giving me intellectual freedom in my research
works, and always engaging me in brand new problems and ideas. His supervision, patience,
motivation, and enormous knowledge helped me in all the time of my research endeavors
and writing of this thesis. Besides my advisor, I would like to thank the rest of my thesis
committee: Professor Chun-Hsi (Vincent) Huang, Professor Ion Mandoiu, and Professor
Mohammad Mai Hasan Khan, for their interest, insightful comments, and encouragement.
Finally, I would like to acknowledge friends and family especially my parents and wife




1. Summary of Contributions 2
1.1 Sequence Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.1 Metagenomic phylogenetic clusterings . . . . . . . . . . . . . . . . . . 3
1.1.2 Spliced junctions discovery . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.3 Ecient scaolding . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.1.4 Biological sequence compression . . . . . . . . . . . . . . . . . . . . . 4
1.1.5 Error correction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Genotype-Phenotype Correlational Analysis . . . . . . . . . . . . . . . . . . 5
1.2.1 Genotype-phenotype correlation . . . . . . . . . . . . . . . . . . . . . 5
1.2.2 Genome-wide association study . . . . . . . . . . . . . . . . . . . . . 6
1.3 Data Mining and Pattern Recognition . . . . . . . . . . . . . . . . . . . . . . 6
1.3.1 Scalable clustering algorithms . . . . . . . . . . . . . . . . . . . . . . 6
1.3.2 Randomized feature selection algorithms . . . . . . . . . . . . . . . . 7
1.3.3 Closest pair identication problem (CPP) . . . . . . . . . . . . . . . 7
1.4 Parts Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2. Publications 9
2.1 Journal Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Conference Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
II Biological Sequence Analysis 12
1. A Referential Genome Compression Algorithm 13
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.2 A Survey of Compression Algorithms . . . . . . . . . . . . . . . . . . . . . . 16
v
vi
1.3 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.3.1 Computing scores . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.3.2 Finding placements . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.3.3 Recording variations . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.3.4 Parameters conguration . . . . . . . . . . . . . . . . . . . . . . . . . 26
1.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.4.1 Experimental environment . . . . . . . . . . . . . . . . . . . . . . . . 30
1.4.2 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
1.4.3 Outcomes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
1.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
1.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2. A Non-referential Reads Compression Algorithm 38
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.2 Related Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.3 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.3.1 Finding potential neighbors . . . . . . . . . . . . . . . . . . . . . . . 43
2.3.2 Finding neighbors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.3.3 Aligning and building a consensus string . . . . . . . . . . . . . . . . 45
2.3.4 Compressing and encoding the reads . . . . . . . . . . . . . . . . . . 46
2.3.5 Time complexity analysis . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.4 Simulation Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . 52
2.4.1 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2.4.2 Datasets and algorithms used for comparisons . . . . . . . . . . . . . 52
2.4.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3. Hybrid Error Correction Algorithm for Short Reads 56
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.2 Related Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.2.1 k -spectrum based algorithms . . . . . . . . . . . . . . . . . . . . . . . 60
3.2.2 Multiple sequence alignment (MSA) based algorithms . . . . . . . . . 61
3.2.3 Sux tree/array based algorithms . . . . . . . . . . . . . . . . . . . . 61
3.3 Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.3.1 Correcting perfect reads . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.3.2 Correcting imperfect reads . . . . . . . . . . . . . . . . . . . . . . . . 65
3.3.3 Complexity analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.4.1 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
vii
3.4.2 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.4.3 Evaluation metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.4.4 Parameters conguration . . . . . . . . . . . . . . . . . . . . . . . . . 78
3.4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
3.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4. Genome-wide Splicing Events Detection Algorithm 81
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.2 Related Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.3 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.3.1 Finding candidate splice junctions . . . . . . . . . . . . . . . . . . . . 86
4.3.2 Finding highly accurate splice junctions . . . . . . . . . . . . . . . . 89
4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.4.1 Experimental datasets . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.4.2 Experimental environment . . . . . . . . . . . . . . . . . . . . . . . . 97
4.4.3 Evaluation metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.4.4 Outcomes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5. Ecient and Scalable Scaolding Algorithms 104
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.2.1 A scoring scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.2.2 Placement schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.3 Results and Discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
5.3.1 Real datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.3.2 Synthetic datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
5.3.3 Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
5.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
III Genotype-phenotype Correlation 127
1. Genome-wide Association Study 128
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
1.2 Notations and Denitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
1.3 Some Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
1.3.1 Finding the most correlated pair of strings . . . . . . . . . . . . . . . 134
viii
1.3.2 An experimental comparison of MK and MCP . . . . . . . . . . . . . 137
1.3.3 Identication of the least correlated pair of strings . . . . . . . . . . . 141
1.3.4 Finding the most correlated triple of strings . . . . . . . . . . . . . . 147
1.3.5 Our new algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
1.3.6 An experimental evaluation . . . . . . . . . . . . . . . . . . . . . . . 151
1.4 Two Locus Association Problem . . . . . . . . . . . . . . . . . . . . . . . . . 154
1.4.1 An experimental comparison . . . . . . . . . . . . . . . . . . . . . . . 158
1.5 Three Locus Association Problem . . . . . . . . . . . . . . . . . . . . . . . . 160
1.5.1 An experimental evaluation . . . . . . . . . . . . . . . . . . . . . . . 165
1.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
2. Genotype-phenotype Correlational Analysis 167
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
2.2 Background Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
2.2.1 Data source . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
2.2.2 Feature selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
2.2.3 Support vector machine (SVM) . . . . . . . . . . . . . . . . . . . . . 171
2.2.4 Principal component analysis (PCA) . . . . . . . . . . . . . . . . . . 173
2.3 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
2.3.1 Feature selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
2.3.2 Random projections . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
2.3.3 Multifactor dimensionality reduction (MDR) . . . . . . . . . . . . . . 178
2.3.4 Normalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
2.3.5 Discretization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
2.4 Our algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
2.4.1 Algorithm 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
2.4.2 Algorithm 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
2.4.3 Algorithm 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
2.5 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
2.5.1 Algorithm 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
2.5.2 Algorithm 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
2.5.3 Algorithm 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
2.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
IV Data Mining and Pattern Recognition 194
1. Sequential and Parallel Clustering Algorithms 195
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
ix
1.2 Related Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
1.3 Background Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
1.3.1 Agglomerative hierarchical clustering . . . . . . . . . . . . . . . . . . 199
1.3.2 Sampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
1.3.3 Clustering accuracy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
1.4 Our Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
1.5 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204
1.5.1 Time complexity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204
1.5.2 Accuracy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205
1.6 Simulation Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
1.7 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208
1.7.1 Synthetic datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208
1.7.2 Benchmark datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . 210
1.8 Parallel Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213
1.8.1 Parallel hierarchical clustering . . . . . . . . . . . . . . . . . . . . . . 214
1.8.2 New parallel algorithms . . . . . . . . . . . . . . . . . . . . . . . . . 214
1.9 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
2. Novel Randomized Feature Selection Algorithms 219
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
2.2 Related Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221
2.2.1 Selection of candidate subset . . . . . . . . . . . . . . . . . . . . . . . 221
2.2.2 Evaluation of the generated subset . . . . . . . . . . . . . . . . . . . 223
2.3 Background Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223
2.3.1 Materials property prediction . . . . . . . . . . . . . . . . . . . . . . 224
2.3.2 Gene selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225
2.3.3 Data integration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227
2.4 Our Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 228
2.4.1 Randomized feature selector (RFS) . . . . . . . . . . . . . . . . . . . 228
2.4.2 Randomized feature selector 2 (RFS2) . . . . . . . . . . . . . . . . . 229
2.4.3 Randomized feature selector 3 (RFS3) . . . . . . . . . . . . . . . . . 230
2.5 Analysis of Our Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . 230
2.6 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236
2.6.1 Materials property prediction . . . . . . . . . . . . . . . . . . . . . . 236
2.6.2 Gene selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 239
2.6.3 Data integration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 240
2.6.4 The comparisons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241
2.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 243
3. Novel Algorithms for the Discovery of Time Series Motifs 244
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 245
3.2 Exact Time Series Motif Mining Algorithms . . . . . . . . . . . . . . . . . . 246
3.2.1 MK algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247
3.2.2 An analysis of the MK algorithm and our new idea . . . . . . . . . . 248
3.2.3 Our algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 250
3.2.4 An analysis of our algorithm . . . . . . . . . . . . . . . . . . . . . . . 252
3.2.5 Fixed radius nearest neighbors problem (FRNNP) . . . . . . . . . . . 253
3.2.6 An experimental comparison of MK and MPR . . . . . . . . . . . . . 258
3.3 Approximate Time Series Motif Mining Algorithms . . . . . . . . . . . . . . 259
3.3.1 Our algorithm ATSMM1 . . . . . . . . . . . . . . . . . . . . . . . . . 259
3.3.2 An analysis of our algorithm . . . . . . . . . . . . . . . . . . . . . . . 262
3.3.3 Our algorithm ATSMM2 . . . . . . . . . . . . . . . . . . . . . . . . . 263
3.3.4 An experimental evaluation of ATSMM2 . . . . . . . . . . . . . . . . 267
3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 270







The central theme of this thesis is the development of novel data structures and algorithms
for big data analytics. We live in a period when voluminous datasets get generated in every
walk of life. It is essential to analyze and extract useful information from complex and large
datasets (e.g., text, biomedical, and biological data). In this context we have invented generic
data analytic algorithms. These algorithms have been applied in varied domains including
bioinformatics, biomedical informatics, and materials science. Contents of this thesis have
been published in top notch venues including Bioinformatics, BMC Bioinformatics, BMC
Genomics, ACM BCB, IEEE ICDM, and ACM CIKM.
Contributions of this thesis are in dierent areas including applied algorithms, machine




1.1.1 Metagenomic phylogenetic clusterings
An important problem in analyzing metagenomic shotgun sequencing data is to identify the
microbes present in the data and gure out their proportions. Existing taxonomic proling
methods are inecient especially on large data sets. We have devised a highly accurate
and very fast metagenomic phylogenetic clustering algorithm that is based on identifying
unique signatures for each of the possible bacterial genomes. Our algorithm can detect
genus and species information within the metagenomes with a very high level of condence.
A comparison reveals that our algorithm outperforms the state-of-the-art algorithms with
respect to sensitivity, specicity, and runtime.
1.1.2 Spliced junctions discovery
It is a very challenging task to accurately map RNA-seq reads onto the genomic sequence
and identify the spliced junctions. There are two shortcomings in some of the best-known
algorithms for identifying spliced junctions, namely, the junction boundaries are predicted
within a large range, and they take a long time. We have developed a multi-core self-
learning algorithm to accurately detect genome-wide splicing events by employing clustering
and machine learning techniques. Experimental results show that our algorithm is indeed a
more eective and ecient algorithm compared to the other state-of-the-art algorithms in
terms of sensitivity, specicity, and runtime. (These results have been presented in ACM
BCB 2016).
41.1.3 Ecient scaolding
Due to erroneous base calling, sequence assemblers often fail to sequence an entire DNA
molecule and instead output a set of overlapping segments that together represent a con-
sensus region of the DNA. This set of overlapping segments are collectively called contigs
in the literature. The nal step of the sequencing process, called scaolding, is to assemble
the contigs into a correct order. In this research we have introduced a series of novel algo-
rithms for scaolding that exploit optical restriction maps (ORMs). Experimental results
show that our algorithms are indeed more reliable, scalable, and ecient compared to the
best known algorithms in the literature. (These algorithms have been published in BMC
Genomics 2014).
1.1.4 Biological sequence compression
We see an explosion of biological sequences in recent times due to the next-generation se-
quencing technologies. In turn, the cost of storing the sequences in physical memory or
transmitting them over the internet is becoming a major bottleneck for research and future
medical applications. Data compression techniques are one of the most important remedies
in this context. We are in need of suitable data compression algorithms that can exploit the
inherent structure of biological sequences. Although standard data compression algorithms
are prevalent, they are not suitable for compressing biological sequencing data eectively.
Considering this fact we have developed a series of novel compression algorithms to eectively
and eciently compress the biological sequence data (e.g., referential genome compression al-
gorithms and non-referential reads compression algorithms). Experimental evaluations show
that our algorithms outperform state-of-the-art algorithms in this domain. (These results
can be found in IEEE BIBM 2014, ISBRA 2015, Bioinformatics 2015, Bioinformatics 2016).
51.1.5 Error correction
One of the limitations of the modern sequencing technology is the error in the biological
sequences (i.e., reads) generated. Any sequence assembler often fails to sequence the entire
genome because of the errors in the reads. By identifying and correcting the erroneous
bases of the reads, not only can we achieve high quality data but also the computational
complexity of many biological applications can be greatly reduced. Considering this fact
we have developed k -mer spectrum based error correcting algorithms for Illumina generated
short reads to identify and correct substitution errors with a very high level of condence.
They outperform the best-known algorithms in terms of accuracy and run time. (Papers on
these algorithms have been published in BMC Bioinformatics 2015, ACM BCB 2015).
1.2 Genotype-Phenotype Correlational Analysis
1.2.1 Genotype-phenotype correlation
Single Nucleotide Polymorphisms (SNPs) are sequence variations found in individuals at
some specic points in the genomic sequence. As SNPs are highly conserved throughout
evolution and within a population, the map of SNPs serves as an excellent genotypic marker.
Conventional SNPs analysis mechanisms suer from large run times, inecient memory us-
age, and frequent overestimation. We have employed random projection (RP) and support
vector machine (SVM) to eciently identify the correlation between genotypes (SNPs) and
phenotypes (i.e, characteristics such as the presence of a disease). This correlational infor-
mation and genotypic data of a person can be used to predict if the individual has a specic
phenotype or not. Experimental results show that our proposed algorithm is more accurate
6than that of multifactor dimensionality reduction (MDR) and principal component analysis
(PCA) techniques. (Our algorithms have been published in BMC Medical Informatics and
Decision Making (MIDM) 2013).
1.2.2 Genome-wide association study
Investigations that try to understand human variability using SNPs fall under genome-wide
association study (GWAS). A crucial step in GWAS is the identication of the correlation
between genotypes and phenotypes. This step can be modeled as the k-locus problem (where
k is any integer). A number of algorithms have been proposed in the literature for this
problem. We have developed an algorithm for solving the 2-locus problem based on random
sampling and hashing. It is up to two orders of magnitude faster than the previous best
known algorithms. For the rst time, we have also developed an ecient algorithm for
solving the 3-locus problem that is several orders of magnitude faster than the brute force
algorithm. (These algorithms have been presented in IEEE ICDM 2016 and ACM CIKM
2016).
1.3 Data Mining and Pattern Recognition
1.3.1 Scalable clustering algorithms
Conventional clustering algorithms suer from poor scalability, especially when the data
dimension is very large. It may take even days to cluster large datasets. For applications
such as weather forecasting, time plays a crucial role and such run times are unacceptable. It
is perfectly relevant to get even approximate clusters if we can do so within a short period of
7time. Considering this fact we have devised and implemented a novel deterministic sampling
technique that can be used to speed up any clustering algorithm. Empirical results show that
this technique results in a speedup of more than an order of magnitude over exact hierarchical
clustering algorithms. Also, the accuracy obtained is excellent. In fact, on many datasets,
we get an accuracy that is better than that of exact hierarchical clustering algorithms! (This
generic technique has been published in ADMA 2013).
1.3.2 Randomized feature selection algorithms
Feature selection is the problem of identifying a subset of the most relevant features in the
context of model construction. This problem has been well studied and plays a vital role
in machine learning. In this research endeavor we have explored ecient ways of nding
the most relevant features from a set of features and invented a series of randomized search
methods which are generic in nature and can be applied for any learning algorithm. (These
algorithms appear in DMIN 2013 and IJFCS 2015).
1.3.3 Closest pair identication problem (CPP)
CPP is one of the well-studied and fundamental problems in computing. Given a set of points
in a metric space, the problem is to identify the pair of closest points. There are numer-
ous applications where this problem nds a place. Examples include computational biology,
computational nance, share market analysis, weather prediction, entomology, electro car-
diograph, N -body simulations, molecular simulations, etc. As a result, any improvements
made in solving CPP will have immediate implications for the solution of numerous prob-
lems in these domains. A naive deterministic algorithm can solve CPP in quadratic time.
Quadratic time may be too much given that we live in an era of big data. Speeding up
8data processing algorithms is thus much more essential now than ever before and we have
developed algorithms for CPP that improve (in theory and/or practice) the best-known
algorithms reported in the literature for CPP.
1.4 Parts Summary
The rest of the thesis is organized as follows. In Chapter 2 of Part I we provide a list of
publications that have resulted from our research. Part II focuses on our contributions to
Biological Sequence Analysis. Specically, in this part we present our referential genome
compression algorithms (Chapters 1), non-referential reads compression algorithm (Chapter
2), hybrid error correction algorithm (Chapter 3), genome-wide splicing events detection
algorithm (Chapter 4), and scaolding algorithms (Chapter 5). In Part III we present our
genotype-phenotype correlation algorithms. Part IV relates to data mining and pattern
recognition. In particular, we describe our deterministic sampling based clustering algo-
rithms in Chapter 1. In Chapter 2 our feature selection techniques are described. Chapter
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A Referential Genome Compression
Algorithm
Next-generation sequencing (NGS) techniques produce millions to billions of short reads.
The procedure is not only very cost eective but also can be done in laboratory environ-
ment. The state-of-the-art sequence assemblers then construct the whole genomic sequence
from these reads. Current cutting edge computing technology makes it possible to build ge-
nomic sequences from the billions of reads within a minimal cost and time. As a consequence,
we see an explosion of biological sequences in recent times. In turn, the cost of storing the
sequences in physical memory or transmitting them over the internet is becoming a major
bottleneck for research and future medical applications. Data compression techniques are
one of the most important remedies in this context. We are in need of suitable data com-
pression algorithms that can exploit the inherent structure of biological sequences. Although
standard data compression algorithms are prevalent, they are not suitable to compress bi-
ological sequencing data eectively. In this research work we propose a novel referential
genome compression algorithm (NRGC) to eectively and eciently compress the genomic
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sequences. We have done rigorous experiments to evaluate NRGC by taking a set of real hu-
man genomes. The simulation results show that our algorithm is indeed an eective genome
compression algorithm that performs better than the best-known algorithms in most of the
cases. Compression and decompression times are also very impressive.
1.1 Introduction
Next-generation sequencing (NGS) techniques reect a major breakthrough in the domain of
sequence analysis. Some of the sequencing technologies available today are Massively parallel
signature sequencing (MPSS), 454 pyrosequencing, Illumina (Solexa) sequencing, SOLiD
sequencing, Ion semiconductor sequencing, etc. Any NGS technique produces abundant
overlapping reads from a DNA molecule ranging from tiny bacterium to human species.
Modern sequence assemblers construct the whole genome by exploiting overlap information
among the reads. Since the procedure is very cheap and can be done in standard laboratory
environments, we see an explosion of biological sequences that have to be analysed. But
before analysis the most important prerequisite is storing the data in a permanent memory.
As a consequence, we need to increase physical memory to cope up with this increasing
amount of data. By 2025, between 100 million and 2 billion human genomes are expected
to have been sequenced, according to [20]. The storage requirement for this data alone
could be as much as 2-40 exabytes (one exabyte being 1018 bytes). Although the recent
engineering innovation has sharply decelerated the cost to produce physical memory, the
abundance of data has already outpaced it. Besides this the most reliable mechanism to
send data instantly around the globe is using the Internet. If the size of the data is huge, it
will certainly create a burden over the Internet. Network congestion and higher transmission
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costs are some of the side-eects. Data compression techniques could help alleviate these
problems. A number of techniques can be found in the literature for compressing general
data. They are not suitable for special purpose data like biological sequencing data. As
a result, the standard compression tools often fail to eectively compress biological data.
In this context we need specialized algorithms for compressing biological sequencing data.
In this research work we oer a novel algorithm to compress genomic sequences eectively
and eciently. Our algorithm achieves compression ratios that are better than the currently
best performing algorithms in this domain. By compression ratio we mean the ratio of the
uncompressed data size to the compressed data size.
The following two versions of the genome compression problem have been identied in the
literature: 1) Referential Genome Compression. The idea is to utilize the fact that genomic
sequences from the same species exhibit a very high level of similarity. Recording variations
with respect to a reference genome greatly reduces the disk space needed for storing any
particular genomic sequence. The computation complexity is also improved quite a bit.
So, the goal of this problem is to compress all the sequences from the same (or related)
species using one of them as the reference. The reference is then compressed using either
a general purpose compression algorithm or a reference-free genome compression algorithm.
2) Reference-free Genome Compression. This is the same as problem 1 stated above, except
that there is no reference sequence. Each sequence has to be compressed independently. In
this research work we focus on Problem 1. We propose an algorithm called NRGC (Novel
Referential Genome Compressor) based on a user dened reference genome. It is based on
a novel placement scheme. We divide the entire target genome into some non-overlapping
segments. Each segment is then placed onto a reference genome to nd the best placement.
After computing the best possible placements each segment is then compressed using the
corresponding segment of the reference. Simulation results show that NRGC is indeed an
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eective compression tool.
1.2 A Survey of Compression Algorithms
We now briey introduce some of the algorithms that have been proposed to compress
genomic sequences using a reference from the same species. In referential genome compression
the goal is to compress a large set S of similar sequences potentially coming from similar
species. The basic idea of referential genome compression can be dened as follows. We
rst choose the reference sequence R. The selection of R can be purely random or it can be
chosen algorithmically. All the other sequences s 2 S R are compressed with respect to R.
The target T (i.e., the current sequence to be compressed) is rst aligned onto the reference
R. Then mismatches between the target and the reference are identied and encoded. Each
record of a mismatch may consist of the position with respect to the reference, the type (e.g.,
insertion, deletion, or substitution) of mismatch, value and the matching length.
[3] have used various coding techniques such as Golomb [9], Elias [16], and Human
[10] to encode the mismatches. [21] have presented a compression program, GRS, which
obtains variant information by using a modied Unix di program. The algorithm GReEn
[17] employs a probabilistic copy model that calculates target base probabilities based on
the reference. Given the base probabilities as input, an arithmetic coder was then employed
to encode the target. Recently an algorithm called ERGC (Ecient Referential Genome
Compressor) [18] has been introduced which is based on a reference genome. It employs a
divide and conquer strategy. Another algorithm, namely, iDoComp [14] has been proposed
recently which outperforms some of the previously best-known algorithms like GRS, GReEn,
and GDC. GDC [7] is an LZ77-style compression scheme for relative compression of multiple
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genomes of the same species. In contrast to the algorithms mentioned above, [5] have pro-
posed the DNAzip algorithm. It exploits the human population variation database, where
a variant can be a single-nucleotide polymorphism (SNP) or an indel (an insertion and/or a
deletion of multiple bases). Some other notable algorithms that employ VCF (Variant Call
Format) les to compress genomes have been given by [6] and [15]. Next we provide a brief
outline some of the best-known algorithms in the domain of referential genome compression.
An elaborate summary can be found in [18].
GRS at rst nds longest common subsequences between the reference and the target
genomes. It then employs the Unix di program to calculate a similarity score between
the two sequences. Based on the similarity score it either encodes the variations between
the reference and target genomic sequences using Human encoding or the reference and
target sequences are divided into smaller blocks. In the later case, the computation is then
restarted on each pair of blocks. The performance of GRS degrades sharply if the variation
is high between the reference and target genomes. GDC can be categorized as a LZ77-style
[22] compression algorithm. It is mostly a variant of RLZopt [19]. It nds the matching
subsequences between the reference and the target by employing hashing where RLZopt
employs sux array. GDC is referred to as a multi-genome compression algorithm. From
a set of genomes, it cleverly detects one (or more) suitable genome(s) as reference and
compresses the rest based on the reference. An arithmetic encoding scheme is introduced
in GReEn. At the beginning it computes statistics using the reference and an arithmetic
encoder is then used to compress the target by employing the statistics. GReEn uses a copy
expert model which is largely based on the non-referential compression algorithm XM [4].
iDoComp is based on sux array construction and Entropy encoder. Through sux array
it parses the target into the reference and Entropy encoder is used to compress the variations.
The most recent algorithm ERGC divides both the target and the reference sequences into
18
parts of equal size and nds one-to-one maps of similar regions from each part. It then
outputs identical maps along with dissimilar regions of the target sequence. Delta encoding
and PPMD lossless compression algorithm are used to compress the variations between the
reference and the target genomes. If the variations between the reference and the target are
small, it outperforms all the best-known algorithms. But its performance degrades when the
variations are high.
Since referential genome compression is based on nding similar subsequences between the
reference and the target genomes, some existing algorithms like MUMmer [11] or BLAST [2]
can be used to nd the maximal matching substrings. The acronym \MUMmer" comes from
\Maximal Unique Matches", or MUMs. MUMmer is based on the sux tree data structure
designed to nd maximal exact matches between two input sequences. After nding all
the maximal matching substrings, an approximate string aligner can be used to detect the
variations.
1.3 Methods
We can nd all the variations between the reference and the target genomic sequences by
employing any exact global alignment algorithm. Since the time complexity of such an algo-
rithm is typically quadratic, it is not computationally feasible. So, every referential genome
compression algorithm employs an approximate string matcher which is greedy in nature.
Although genomic sequences of two individuals from the same species are very similar, there
may be high variations in some regions of genomes. This is due to the large number of
insertions and/or deletions in the genomic sequences of interest. In this scenario, greedy al-
gorithms often fail to perform meaningful compressions. Either they can run indenitely to
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search for common substrings of meaningful length or output compressed data of very large
size. Taking all of these facts into consideration, in this research work we propose a novel
referential genome compression algorithm which is based on greedy placement schemes. Our
algorithm overcomes the disadvantages of the existing algorithms eectively.
There are three phases in our algorithm. In the rst phase we divide the target genome
T into a set of non-overlapping segments t1; t2; t3 : : : ; tn of length L each (for some suitable
value of L). We then compute a score for each segments ti corresponding to each possible
placement of ti onto reference genome R employing our novel scoring algorithm. The scores
computed in the rst phase are then used to nd a non-overlapping placement of each ti onto
R in the second phase. This task is achieved using a placement algorithm that we introduce.
Finally in the third phase we record the variation between each segment ti and the reference
genome R by employing our segment compression algorithm. More details of our algorithm
are provided next.
Algorithm 1.1: Scoring Algorithm (SA)
Input: Ordered fragment lengths of reference R, Ordered fragment lengths of
segments t1; t2; t3; : : : ; tn from target T , Penalty P
Output: Scores S of segments t1; t2; t3; : : : ; tn from target T
begin
1 for i := 1 to n do
2 q := number of ordered fragments in ti;
3 for j := 1 to m  q + 1 do




3; : : : ; t
i
q onto
rj; rj+1; rj+2; rj+3; : : : ; rj+q;
5 Find the number of missed ngerprint sites MFS ;
6 Compute score of ti using Equation 3.3.1;




At the beginning, the target genome T is divided into a set of non-overlapping segments
t1; t2; t3 : : : ; tn each of a xed length L where L is user dened. Since the genomic sequence
can be composed of millions to billions of base-pairs and can contain large insertions and/or
deletions along with mutations, nding the best possible placement of ti onto R is not trivial.
In fact an exact algorithm will have a quadratic time complexity to compute the best possible
placements for all the tis. Let jRj and jT j be the lengths of R and T , respectively. The time
complexity of an exact algorithm could be O(jRjjT j) which is extremely high. There is a
trade o between the time an algorithm takes and the accuracy it achieves. We accomplish
a very good balance between these two by carefully formulating the scoring algorithm. This
is done by employing ngerprinting and an ordered lengths of the fragments. We randomly
generate a small substring F of length l where 4  l  6 considering only A, C, G and T
characters. F serves as a barcode/ngerprint in this context. Each possible occurrence of F
is then collected from R. Since we know the position of each occurrence of F at this point, we
can build an ordered lengths of the fragments by clipping the sequence at known ngerprint
positions. Following the same procedure stated we can compute the ordered lengths of the
fragments for each ti by employing the same F . Suppose there are no errors (either indels
or substitutions) in R and T . In this scenario for any given ordered fragment lengths of a
segment ti, in general, there should exist a subset of matching ordered fragment lengths in
the reference R. This information helps to place a segment ti onto R. But in reality errors
could occur due to deletions of some ngerprint sites or a change in some fragment lengths
(due to insertions). A novel scoring algorithm is thus introduced to quantify the errors.




3; : : : ; t
i
q be the ordered fragment lengths of segment ti from T and B =
rs; rs+1; rs+2; rs+3; : : : ; rm s+1 be the ordered fragment lengths of a particular region of R.
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The region is stretched from sth fragment to (m  s+ 1)th fragment. The score of ti for this
particular region is computed as in Equation 3.3.1.
Algorithm 1.2: Placement Algorithm (PA)
Input: Segments t1; t2; t3; : : : ; tn from target T with associated scores S
Output: Placements P of segments t1; t2; t3; : : : ; tn from target T
begin
1 for i := 1 to n do
2 q := number of ordered fragments in ti;
3 Sort m  q + 1 matching scores of ti in increasing
order;
4 Store the score of ti and associated start and end index
in L; L[ti] := fscores; indicesg;
5 Store the least score of ti and associated start and end
index in L0; L0[ti] := fleastscore; indicesg;
6 Sort L0 with respect to start index in increasing order;
7 for i := 1 to n do
8 Extract information from L0[ti];
9 if (ti not overlap with already placed segments in P )
10 Place the segment ti at the end of the list P ;
11 else
12 Goto line 9 and try to place ti using top 5 least
scores from L[ti];
13 if (ti could not be placed)
14 Return failure;









+ P MFS (1.3.1)
In Equation 3.3.1 P and MFS are the penalty factor and number of missed ngerprint sites,
respectively. Penalty term P is user dened and should be very large. Details of our scoring





3; : : : ; t
i
q be the ordered fragment lengths computed from any segment ti. The
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Algorithm 1.3: Variation Detector and Compressor (VDC)
Input: Reference sequence R, target sequence T , Placements associated with
segments P from T
Output: Compressed sequence TC
begin
1 Divide R into m parts (=jP j) where the segment ri corresponds to the segment
ti from T using the placement information. Let these be r1; r2; : : : ; rm and
t1; t2; : : : ; tm, respectively;
2 for i := 1 to m do









2; : : : ; t
i
s, respectively;
4 for j := 1 to s do
5 Hash the k -mers (for some suitable value of k) of rij into a
hash table H;
6 Generate one k-mer at a time from tij and hash it into H;
7 If there is no collision try dierent values of k and repeat lines
5 and 6;
8 If all the dierent k  mers have been tried with no collision,
extend the length of rij and go to line 5;
9 When a collision occurs in H, align rij and t
i
j with this common
k-mer as the anchor;
10 Extend the alignment beyond the common k-mer until there is
a mismatch;
11 Record the matching length and the starting position of this
match in the reference segment rij;
12 Store the raw (unmatched) subsequence of tij;
13 Compress the stored information using delta encoding;
14 Encode the stored information using PPMD encoder;
15 Return the compressed sequence TC
individual scores are then computed by matching ti1 with r1, t
i
2 with r2, t
i
3 with r3, and so on.
In other words, we compute a score for ti1 by matching it with rj for each possible value of i
where 1  j  m. In brief, the inputs of the scoring algorithm are ordered fragment lengths
of the reference genome R and ordered fragments lengths of each non-overlapping segment ti
where 1  i  n. Since, m and q are the number of ordered lengths of the reference genome
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R and a segment ti, respectively, there will be (m  q+1)-matching scores for each ti. Each
score is calculated by incrementing the position by one until all the (m   q + 1)-steps are
used. In this context position refers to the length of a particular fragment in R. So, the rst
position refers to the rst fragment, the second position refers to the second fragment, etc.
After aligning the ordered fragment lengths of a segment ti to a particular position of the
reference R, we greedily detect the number of fragment lengths of ti that coincide reasonably
well with the ordered fragment lengths of R and the number of missed ngerprint sites. We
then calculate a matching score of that particular position by employing Equation 3.3.1. We
calculate all the (m   q + 1) scores of each segment ti following the same procedure stated
above.
A detailed pseudocode is supplied in Algorithm 1.1. The run time of our greedy scoring
algorithm is O(mnq), where m is the number of fragments in the reference genome R, n is
the number of segments of target genome T and q is the maximum number of fragments in
any segment ti.
1.3.2 Finding placements
Our placement algorithm utilizes the matching scores for each segment ti to correctly place
it onto the reference genome R. The algorithm takes a score list of a particular segment
ti and an ordered fragment lengths of R as input. If m is the number of ordered fragment
lengths computed from R and n is the number of non-overlapping segments of target T ,
then the number of scores associated with each segment ti will be m n+1. The algorithm
proceeds as follows: At rst the matching scores associated with ti are sorted in increasing
order. Hence the rst position of the sorted list of ti contains the minimum score among
all the scores. As the penalty factor is very large, this matching score is the best score for
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placing this particular ti anywhere in R.
The case stated above outlined an expected ideal case. But sometimes it is not possible
to place ti by considering the least score. If the placements cause to share some regions
of R by more than one segment, the placement strategy is not valid at all. To avoid the
collision we rst try to place t1; Next we attempt to place t2 and so on. When we try to
place any segment ti, we check whether the starting and/or ending fragments of segment ti
overlap with any of the already placed segments. If there is such an overlap, we discard this
placement and move onto the next segment in the sorted list to correctly place it onto R.
A detailed pseudocode is supplied in Algorithm 1.2. Let m be the number of fragments
in the reference genome R, and n be the number of segments from target T . Intuitively
the number of matching scores of each segment ti is at most O(m). Since the matching
score is an integer, sorting matching scores of each segment ti takes at most O(m) time. So,
the execution time of lines 1-5 in Algorithm 1.2 is O(mn). Sorting segments with respect
to starting position of fragments takes O(n) time (line 6). In the worst case detecting the
overlaps (lines 7-14) takes O(n log n) time. Since n  m, the run time of Algorithm 1.2 is
O(mn).
1.3.3 Recording variations
This is the nal stage of our algorithm NRGC. Let t1; t2; t3; : : : ; tq be the segments of T that
are placed onto the segments r1; r2; r3; : : : ; rq of R, respectively. The algorithm proceeds by
taking one segment at a time. Consider the segment t1. At rst t1 and r1 are divided into






3 : : : t
1






3 : : : r
1
s , respectively. The variations of t
1
1
with respect to r11 is computed rst, variations of t
1
2 with respect to r
1
2 is computed next,
and so on. Let (r0; t0) be processed at some point in time. At rst the algorithm decomposes
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r0 into overlapping substrings of length k (for a suitable value of k). These k-mers are then
hashed into a hash table H. It then generates k-mers from t0 one at a time and hashes the
k-mers into H. This procedure is repeated until one k-mer collides with an entry in H. If
a collision occurs we align t0 onto r0 based on this particular colliding k-mer and extend the
alignment until we nd any mismatch between r0 and t0. We record the matching length, the
starting position of this stretch of matching in the reference genome R and the mismatch.
If no collision occurs, we decompose r0 into overlapping substrings of length k0 where k0 < k
and follow the same procedure stated above. At this point we delete the matching sequences
from r and t and align the rest using the same technique as described above. Since there
could be large insertions in the target genome T , we record the unmatched sequence of T
as a raw sequence. The procedure is repeated until the length of r or t becomes zero or no
further alignment is possible.
The information generated to compress the target sequence is stored in an ASCII for-
matted le. After having processed all the segments of R and the corresponding segments
in T , we compress the starting positions and matching length using delta encoding. The
resulting le is further compressed using PPMD lossless data compression algorithm. It
is a variant of Prediction by partial matching (PPM) algorithm and an adaptive statisti-
cal data compression technique based on context modeling and prediction. It predicts the
next symbol depending on n previous symbols. This method is also known as prediction by
Markov Model of order n. The rationale behind the prediction from n previous symbols is
that the presence of any symbol is highly dependent on the previous symbols in any natural
language. The Human and arithmetic coders are sometimes called the entropy coders using
an order-(0) model. On the contrary PPM uses a nite context Order-(k) model. Here k is
the maximum context that is specied ahead of execution of the algorithm. The algorithm
maintains all the previous occurrences of context at each level of k in a table or trie with
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associated probability values for each context. For more details the reader is referred to [13].
Some recent implementations of PPMD are eective in compressing text les containing nat-
ural language text. The 7-Zip open-source compression utility provides several compression
options including the PPMD algorithm. Details of the algorithm are shown as Algorithm 1.3.
Consider a pair of parts r and t (where r comes from the reference and t comes from the
target). Let jrj = jtj = `. We can generate k-mers from r and hash them in O(`k) time.
The same amount of time is spent, in the worst case, to generate and hash the k-mers of t.
The number of dierent k-values that we try is a small constant and hence the total time
spent in all the hashing that we employ is O(`k). If a collision occurs, then the alignment
we perform is greedy and takes only O(`) time. After the alignment recording the dierence
and subsequent encoding also takes linear (in `) time. If no collision occurs for any of the
k-values tried, t is stored as such and hence the time is linear in `. Put together, the run
time for processing r and t is O(`k). Extending this analysis to the entire target sequence,
we infer that the run time to compress any target sequence T of length n is O(qk) where k
is the largest value used in hashing.
1.3.4 Parameters conguration
There are several user dened parameters and these can be found in the code for the proposed
algorithm NRGC. Almost all of the experiments were done using default parameters. The
most important parameter of the algorithm is the segment size. In the rst phase of NRGC,
the target genome is decomposed into a set of non-overlapping segments of xed size L. In
our experimental evaluations, we have xed L as 500K. Users can change this value using an
interface provided. A rule of thumb is: if the variations between the reference and the target
genomes are small, L can be small otherwise it should be large. The penalty term P was set
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to 9999. In the third phase NRGC builds hash buckets by decomposing the sequences into
overlapping k-mers. The set of k-values used in the experiment was K = f11; 12; 13g.
Fingerprint/barcode was set to a default string \ACTAC" throughout the experiments.
User can change it to any ngerprint/barcode string using the application interface. It is
also permitted that application itself can generate ngerprint of user dened xed size. In
this case NRGC randomly selects alphabets from A, C ,G and T with equal probability and
builds a barcode string of user dened length. It then computes the number of times the
ngerprint found in the reference genome. This process is repeated several times and the
most occurring ngerprint is chosen for ordered fragment length generation.
1.4 Results
Table 1.4.1: Datasets used in the experiments.
Dataset Species # of Chromosomes Retrieved From
hg19 Homo sapiens 24 ncbi.nlm.nih.gov
hg18 Homo sapiens 24 ncbi.nlm.nih.gov
KO224 Homo sapiens 24 koreangenome.org
KO131 Homo sapiens 24 koreangenome.org












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































We have compared our algorithm with the best known algorithms existing in the referential
genome compression domain. In this section we summarize the results. All the experiments
were done on an Intel Westmere compute node with 12 Intel Xeon X5650 Westmere cores and
48 GB of RAM. The operating system running was Red Hat Enterprise Linux Server release
5.7 (Tikanga). NRGC compression and decompression algorithms are written in standard
Java programming language. Java source code is compiled and run by Java Virtual Machine
(JVM) 1.6.0.
1.4.2 Datasets
To measure the eectiveness of our proposed algorithm, we have done a number of experiment
using real datasets. We have used hg19, hg18 release from the UCSC Genome Browser, the
Korean genomes KOREF 20090131 (KOR131 for short) and KOREF 20090224 (KOR224
for short) [1], and the genome of a Han Chinese known as YH [12]. To show the eectiveness
of our proposed algorithm NRGC each dataset acts as a reference. When a particular dataset
is chosen to be the reference the rest act as targets. By following this procedure any bias
related in using a particular reference is omitted. We have taken chromosome 1-22, X,
and Y chromosomes (i.e., a total of 24 chromosomes) for comparison purposes. Please see
Table 3.3.2 for details about the datasets we have used.
1.4.3 Outcomes
Next we discuss details on the performance evaluation of our proposed algorithm NRGC in
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(c) Deompression times of dierent methods
Figure 1.4.1: Performance comparisons of iDoComp, ERGC, and NRGC methods
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Table 1.4.4: Phase-wise time decomposition of NRGC. CPU-elapsed times are given in minutes.
Dataset Reference Target 1st Phase 2nd Phase 3rd Phase Total
D1 hg19
hg18 2.39 5.23 6.62 14.25
KO131 2.63 5.30 8.42 16.36
KO224 2.81 5.63 8.04 16.49
YH 2.10 5.38 7.05 14.54
D2 hg18
hg19 2.25 5.02 7.42 14.70
KO131 2.40 5.29 6.84 14.55
KO224 2.46 5.44 7.03 14.94
YH 2.02 5.41 6.88 14.32
D3 KO224
hg19 2.12 5.83 6.94 14.90
hg18 2.43 5.41 6.52 14.37
KO131 2.46 5.40 5.85 13.72
YH 1.97 5.33 6.52 13.83
D4 YH
hg19 2.20 5.99 7.03 15.22
hg18 2.39 5.41 6.42 14.23
KO131 2.40 5.45 6.61 14.47
KO224 2.38 5.39 6.64 14.42
of the four best performing algorithms namely GDC, iDoComp and ERGC using several
standard benchmark datasets. GReEn is one of the state-of-the-art algorithms existing in
the literature. But we could not compare GReEn with our algorithm. The site containing the
code of GReEn was down at the time of experiments. Although run time and compression
raio of ERGC was impressive, it did not perform meaningful compression when the variation
between target and reference is large. It performs well when the variation between target
and reference is small which is not always the case in our experiments. In fact NRGC is
a superior version of ERGC. GDC, GReEn, iDoComp and ERGC are highly specialized
algorithms designed to compress genomic sequences with the help of a reference genome.
These are the best performing algorithms in this area as of now.
Eectiveness of various algorithms including NRGC is measured using several perfor-
mance metrics such as compression size, compression time, decompression time, etc. Gain
measures the percentage improvement in compression achieved by NRGC when compared to
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iDoComp and ERGC. Comparison results are shown in Table 3.2.2 and Table 3.3.1. Clearly,
our proposed algorithm is competitive and performs better than all the best known algo-
rithms. Memory consumption is also very low in our algorithm as it processes one and only
one part from the target and reference sequences at any time. Please, note that we do not
report the performance evaluation of GDC for every dataset, as it ran for at least 3 hours
but did not complete the compression task for some datasets. We refer to it in this research
work as Time Limit Exceeded (or TLE in short).
At rst consider the dataset D1. In this case we consider the hg19 human genome as
the reference. Targets include hg18, KO131, KO224 and the YH human genome. iDoComp
performs better in compressing the hg18 genome by employing hg19 as the reference. In
all the other cases NRGC performs better in compressing KO131, KO224 and YH than all
the other algorithms of interest. In fact NRGC compresses approximately 2 times better
than iDoComp for those particular genomes. NRGC is also faster than iDoComp in terms
of both compression and decompression times. Please see Table 3.2.2 for more details. Now
consider the overall evaluation for dataset D1 given in Table 3.3.1. The total size of the
target genomes is 11,859 MB. NRGC algorithm compresses it to 137.47 MB corresponding
to a compression ratio of 86.26. On the other hand, iDoComp achieves a compression ratio
of 49.13. Specically, the percentage improvement NRGC achieves with respect to iDoComp
is 43:04%. Compression and decompression times of NRGC are almost 2 and 9 less than
those of iDoComp. Note that we did not include the performance evaluation of GDC as in
most of the cases it fails to compress the data within 3 hours. The average performance of
ERGC is poor. The percentage improvement NRGC achieves over iDoComp is 83:16%.
Next consider the dataset D2. In this case we consider the hg18 human genome as
the reference and the rest as targets. iDoComp performs better in compressing the hg19
genome; in all the other cases NRGC performs better in terms of compression and elapsed
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times. In fact NRGC compresses approximately 1:5  2:0 better than iDoComp for those
particular genomes (e.g., KO131, KO224 and YH). NRGC is also faster than iDoComp
in terms of both compression and decompression times. Please see Table 3.2.2 for more
details. Now consider the overall performance for the dataset D2 given in Table 3.3.1.
The percentage improvements NRGC achieves with respect to ERGC and iDoComp are
65:51% and 45:22%, respectively. Compression and decompression times of NRGC are also
very impressive compared to iDoComp and comparable with ERGC. For the D3 dataset the
percentage improvements NRGC achieves over ERGC and iDoComp are 81:23% and 79:27%,
respectively. The compression achieved by NRGC on the D4 dataset is slightly lower than
that of iDoComp. Please, see Figure 3.2.1 for visual details of dierent evaluation metrics.
1.5 Discussion
Our proposed algorithm is able to work with any alphabet used in the genomic sequences of
interest. Other notable algorithms existing in the domain of referential genome compression
can perform compression only with a restricted set of alphabets used for genomic sequences
e.g.,
P
= fA; a; C; c;G; g; T; t; N; ng. These characters most commonly seen in biological
sequences. But there are several other valid characters frequently used in clones to indicate
ambiguity about the identity of certain bases in sequences. In this context our algorithm
is not restricted with the limited set of characters found in
P
. NRGC also dierentiates
between lower-case and upper-case letters. GDC, GReEn and iDoComp can identify the
dierence between upper-case and lower-case characters dened in
P
but algorithms like
GRS or RLZ-opt can only handle upper-case alphabet
P
. iDoComp replaces all the character
in the genomic sequence with N that does not belong to
P
. Specically, NRGC compresses
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the target genome le regardless of the alphabets used and decompresses the compressed to
produce a le that is exactly identical to the target le. GDC, iDoComp and ERGC perform
the similar job. But GReEn does not include the metadata information and outputs the
sequence as a single line instead of multiple lines, i.e., it does not encode the line-break
information.
The dierence between two genomic sequences can be computed by globally aligning
them as the sequences in the query set coming from the same species are similar and of
roughly equal size. Let R and T denote the reference and target sequences, respectively as
stated above. The time complexity of a global alignment algorithm is typically O(jRjjT j), i.e.,
quadratic in terms of the reference and target lengths. Global alignment is solved by employ-
ing dynamic programming and thus is a very time and space intensive procedure specically
if the sequences are very large. In fact it is not possible to compute the dierence between
two human genomes using global alignment in current technology. Instead if we divide the
reference and target into smaller segments and globally align the corresponding segments,
the time and space complexities seem to be improved. But there are two shortcoming in this
approach - (1) it still is quadratic with respect to segment lengths and (2) because of large
insertions and/or deletions in the reference and/or target the corresponding segments may
come from dierent regions (i.e., dissimilar). To quantify this issue we propose a placement
scheme which eciently nds the most suitable place for a segment in the reference. The
segment is then compressed by our greedy variation detection algorithm.
From the experimental evaluations (please see Table 3.2.2) it is evident that ERGC
performs better than GDC, iDoComp, and NRGC in 9 out of 16 datasets. It is also not
restricted to the alphabets dened in
P
. But the main limitation of ERGC is that it
performs better only when the variations between the reference and the target genomes
are small. If the variations, i.e., insertions and/or deletions are high between the reference
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and the target, its performance degrades dramatically. Since hg19 contains large insertions
and/or deletions, ERGC fails to perform a meaningful compression while using this genome
as the reference or the target. On the contrary NRGC performs better than ERGC (and other
notable algorithms) on an average (please see Table 3.3.1). This is due to the fact that NRGC
can handle large variations between the reference and target genomes. The main dierence
between NRGC and ERGC is that NRGC at rst nds a near optimal placement of non-
overlapping segments of target onto the reference genome and then records the variations.
On the other hand, ERGC tries to align the segments contiguously and due to its look-
ahead greedy nature it fails to align the segments when there are large insertions and/or
deletions in the reference and/or the target genomes. In this scenario ERGC concludes that
the segments could not be aligned and stores them as raw sequences.
As discussed previously, our proposed algorithm NRGC runs in three phases. At rst
it computes a score for each of the non-overlapping segments. These segments are then
aligned onto the reference genome in the second phase using the scores computed in the rst
phase. After nding the best possible alignment, NRGC records the variations in the nal
phase. We provide the time elapsed in each phase in Table 3.2.1. Computing scores takes
less time compared to alignment and record variation phases. This is due to the fact that the
placement procedure performs sorting twice and searches for a non-overlapping placement
for each segment. The execution time can be reduced by restricting the search to within
certain regions of the reference genome. The third phase performs k-mer production, hash
table generation, and recording variations. This is why it also consumes higher CPU cycles
than the rst phase.
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1.6 Conclusions
In this research work we have proposed a novel referential genome compression algorithm. We
employ a scoring based placement technique to quantify large variations among the genomic
sequences. NRGC runs in three stages. At the beginning the target genome is divided into
some segments. Each segment is then placed onto the reference genome. After getting the
most suitable placement we further divide each segment into some non-overlapping parts.
We also divide the corresponding segments of the reference genome into the same number of
parts. Each part from the target is then compressed with respect to the corresponding part
of the reference. A wide variety of human genomes are used to evaluate the performance
of NRGC. It is evident from the simulation results that the proposed algorithm is indeed
an eective compressor compared to the state-of-the-art algorithms existing in the current
literature.
Chapter 2
A Non-referential Reads Compression
Algorithm
In the era of modern sequencing technology, we are collecting a vast amount of biological
sequence data. The technology to store, process, and analyze the data is not as cheap as to
generate the sequencing data. As a result, the need for devising ecient data compression
and data reduction techniques is growing by the day. Although there exist a number of
sophisticated general purpose compression algorithms, they are not ecient to compress
biological data. As a result, we need specialized compression algorithms targeting biological
data. Five dierent NGS data compression problems have been identied and studied. In
this research work we propose a novel algorithm for one of these problems. We have done
extensive experiments using real sequencing reads of various lengths. The simulation results
reveal that our proposed algorithm is indeed competitive and performs better than the best




High-throughput or NGS technologies parallelize the sequencing process and produce millions
to billions of short reads (of length 25 - 100 bp) simultaneously in a single run. Some of the
sequencing technologies dominating the NGS market today are Massively parallel signature
sequencing (MPSS), 454 pyrosequencing, Illumina (Solexa) sequencing, SOLiD sequencing,
Ion semiconductor sequencing, etc. The reads are short and very large in number. To process
and analyze the sequencing data, at rst we need to eciently store this vast amount of data.
Specically the increase in sequencing data generation rate is outpacing the rate of increase
in disk storage capacity. Furthermore, when the size of the data transmitted through the
internet increases, the transmission cost and congestion in the network also increase. Thus it
is vital to devise ecient algorithms to compress biological data. General purpose algorithms
do not consider some inherent properties of sequencing data, e.g., repetitive regions, identical
reads, etc. Exploiting these properties one can devise better algorithms compared to general
purpose data compression algorithms. In this research work we oer a novel algorithm
to compress biological sequencing reads eectively and eciently. Our algorithm achieves
better compression ratios than the currently best performing algorithms in the domain of
reads compression. By compression ratio we mean the ratio of the uncompressed data size
to the compressed data size.
The following ve versions of compression have been identied in the literature: 1)
Genome compression with a reference. Here we are given many (hopefully very similar)
genomic sequences. The goal is to compress all the sequences using one of them as the
reference. The idea is to utilize the fact that the sequences are very similar. For every
sequence other than the reference, we only have to store the dierence between the refer-
ence and the sequence itself; 2) Reference-free Genome Compression. This is the same as
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problem 1, except that there is no reference sequence. Each sequence has to be compressed
independently; 3) Reference-free Reads Compression. Reference-free reads compression al-
gorithms are needed in biological applications where there is no clear choice for a reference;
4) Reference-based Reads Compression. In this technique complete read data need not be
stored but only the variations with respect to a reference genome are stored; and 5)Metadata
and Quality Scores Compression. In this problem we are required to compress quality se-
quences associated with reads as well as metadata such as read name, platform, and project
identiers.
In this research work we focus on problem 3. We present an eective reference-free reads
compression algorithm namely NRRC: Non-Referential Reads Compression Algorithm. This
algorithm takes any FASTQ le as input and outputs the compressed reads in FASTA format.
To begin with, reads are clustered based on a hashing scheme. Followed by this clustering, a
representative string is chosen from each cluster of reads. Compression is independently done
for each cluster. In particular, the representative string in any cluster is used as a reference to
compress the other reads in this cluster. Simulation results show that our proposed algorithm
performs better than the best known algorithms existing in the current literature.
2.2 Related Works
We now briey survey some of the algorithms that have been proposed in the literature to
solve the problems of biological data compression.
In referential genome compression the goal is to compress a set S containing a large
number of similar sequences. The core idea of reference-based compression can be described
as follows. We rst choose a reference sequence R from S. Then we compress every other
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sequence s 2 S by comparing it with R. Brandon et al. [3] have used various coders like
Golomb, Elias, and Human to encode the mismatches. Christley et al. [5] have proposed
the DNAzip algorithm that exploits the human population variation database, where a
variant can be a single-nucleotide polymorphism (SNP) or an indel (an insertion or a deletion
of multiple bases). In contrast to DNAzip, Wang et al. [21] have presented a de novo
compression program, GRS, which obtains variation information by using a modied UNIX
di program. The algorithm GReEn [40] employs a probabilistic copy model that calculates
target base probabilities based on the reference. Given the base probabilities as input, an
arithmetic coder was then used to encode the target.
Reference-free genome compression algorithms compress a single sequence at a time by
identifying repeats in the given sequence and replacing these repeats with short codes. For
example, BioCompress [30] and BioCompress-2 [31] methods are based on Lempel-Ziv (LZ)
style substitutional algorithm to compress exact repeats and palindromes. BioCompress-2
also utilizes an order-2 context-based arithmetic encoding scheme to store the non-repetitive
regions. Alternatively, GenCompress [26] and DNACompress [27] identify approximate re-
peats and palindromes so that a large fraction of the target sequence can be compressed
to get a high compression ratio. Similarly GeNML [35] divides a sequence into blocks of
xed size. Then, blocks rich in approximate repeats are encoded with an ecient normal-
ized maximum likelihood (NML) model; otherwise, plain or order-1 context based arithmetic
encoding is used. Some other well-known reference-free genome compression algorithms are
BIND [24], DELIMINATE [39], COMRAD [36], DNAEnc3 [40], and XM [4].
Reads compression methods can also be categorized into reference-based and non reference-
based, similar to genome compression techniques. Next we survey some of the non-referential
reads compression algorithms. G-SQZ method has been proposed by Tembe et al. [44] where
the frequency of each unique tuple <base, quality> is computed. Each tuple is then encoded
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by generating a Human code where the more frequent a tuple is the less number of bits is
needed to encode it. After this, the encoded tuples along with a header containing meta-
information like the platform and the number of reads are written to a binary le. The
DSRC algorithm [29] divides the input into blocks of 32 records and every 512 blocks are
clustered to make a superblock. Each of the superblocks is then indexed and compressed
independently using LZ77 coding scheme. Quip [33] uses an arithmetic encoding scheme
based on high order Markov chains. Fqzcomp and Fastqz are proposed by Boneld and
Mahoney [23]. In these methods, the sequences are compressed by exploiting an order-N
context model and an arithmetic coder. BEETL is an algorithm of Coax et al. [28]. In
this algorithm, repeats among the reads are identied using the Burros-Wheeler Transform
(BWT) data structure [25]. The transformed data is then compressed exploiting general
purpose compression algorithms like gzip, bzip2, or 7-zip. A similar algorithm is SCALCE
[32] where the consistent parsing algorithm [43] is used to nd an identical longest `core'
substring from the clustered reads. The reads within a cluster are then compressed using
other standard compression algorithms.
In a reference-based technique complete read data need not be stored but only the vari-
ations with respect to a reference genome are stored. Reference-based algorithms typically
run in two steps. In the rst step all the reads are aligned to a reference genome of interest by
using one of the NGS aligners such as Bowtie [37], BWA [38], Novoalign (http://www.novo
craft.com), etc. In the second step, the mapped positions and variations are encoded using
methods such as arithmetic coding and Human coding. Some of the algorithms in this
domain are GenCompress, SlimGene, CRAM [8], Quip, NGC [42], Samcomp, etc. In addi-
tion to the mapping and encoding procedure, CRAM uses a de Bruijn graph based assembly
approach where assembled contigs are used to map all the unaligned reads. Quip assembles
the genomic sequence from the given reads using a de Bruijn graph based de novo assembler.
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2.3 Methods
In this section we present our novel algorithm for problem 3. Specically, we present an
algorithm for the following problem: Reference-free Reads Compression. For this ver-
sion of compression, our algorithm achieves better compression ratios than the
currently best known algorithms for this problem. We provide details of our Non-
Referential Reads Compression (NRRC) algorithm next. There are 4 basic steps in our novel
algorithm. At rst NRRC clusters the given set of reads based on overlaps and similarity.
For each cluster a consensus sequence is created. All the reads in the cluster are compressed
using the consensus as the reference. I.e., for each read we only store its dierence with the
consensus. Two reads are said to be neighbors of each other if they have a large overlap
(with a small Hamming distance in the overlapping region). We nd the neighbors of each
read in steps 1 and 2 and use this neighborhood information to cluster the reads and perform
compression (in step 3 and 4). In step 1 we nd the potential neighbors of each read and in
step 2 we nd the true neighbors of each read. More details follow.
2.3.1 Finding potential neighbors
Potential neighbors for any read are found using two hashings. In each hashing we generate
all the k-mers (for some suitable value of k) of all the reads and hash them based on these
k-mers. A read is a potential neighbor of another read if they are hashed into the same value
in at least one of the two hashings. For every read we collect all the potential neighbors from
the two hashings and merge them. Followed by this, in step 2 we nd the neighbors of each
read as explained in the next section. Having two dierent hashings enables us to maximize
the chances of nding as many of the neighbors as possible for each of the reads.
In the rst hashing, we generate the k1-mers in each read and hash the reads based on
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these k1-mers (for some suitable value of k1). Let h1(:) be the hash function employed. By
a hash bucket (or simply a bucket) we mean all the reads that have the same hash value
with respect to at least one of the k1-mers in them. If read R1 has a k1-mer x, read R2 has
a k1-mer y, and if h1(x) = h1(y) then we say that the reads R1 and R2 fall into the same
bucket. Any read R will be hashed into at most r   k1 + 1 buckets, where r = jRj. For
every read R we collect potential neighbors from the buckets that R falls into. All the reads
that fall into at least one of the buckets that R falls into will be called potential neighbors of
R. We perform one more such hashing by generating k2-mers of reads. Here k1 and k2 are
appropriate integers chosen to optimize performance. In the second hashing also we collect
potential neighbors for each read. The potential neighbor lists collected for each read from
the two hashings are merged together.
Whenever we hash k-mers (where k is either k1 or k2) we record necessary information
about each of the k-mers such as the read associated with it and its starting position in
the read. We need this information to nd and align overlapping reads. To reduce memory
usage we only record a unique read id associated with any read and an integer corresponding
to the starting position of the k-mer. As no hash function is perfect, two similar k-mers
may be hashed into two dierent buckets. Also, two dissimilar k-mers might be hashed
into the same bucket. In this case we will loose some potential neighbors which could play
important roles in compression. Having two dierent hashings enables us to maximize the
chances of nding as many of the neighbors as possible for each of the reads. After nding




After having collected potential neighbors for each read, we do some pruning to eliminate
those potential neighbors that are not likely to be neighbors. Let R be any read and let R0
be another read that has a sucient overlap with R. For instance, a sux of R could overlap
with a prex of R0. In the pruning step we compute the Hamming distance between the two
reads in the overlapping region. If this distance is less than a threshold, we will keep R0 as
a neighbor R. If not, we will prune R0 from the neighbor list of R. Note that the same two
reads might fall into more than one buckets together. In this case we will identify and use
the largest overlap between the pair. This is how merging of neighbors' information between
two hash buckets is also done.
2.3.3 Aligning and building a consensus string
If R is any read and L(R) is the list of neighbors of R, we correct R using L(R). If R0 is
any read in L(R) we already have found the maximum overlap between R and R0 in Step
2. In Step 2 we have also ensured that the Hamming distance between R and R0 in the
overlapping region is within a small threshold. We align every R0 (from L(R)) with R in a
greedy manner using the overlapping region. The greedy alignment is done as follows. Let
R0 be a potential neighbor of R as stated above. As R and R0 are potential neighbors, they
must share at least one identical k mer. We align R0 with R using this k-mer as the anchor.
We then extend this match on both sides as much as possible. Specically, let R = x1x2    xr
and R0 = y1y2    yr. Let the common k-mer between R and R0 be xixi+1    xi+k 1 and
yjyj+1    yj+k 1. We identify the least i1  i and the largest i2  (i + k   1) such that the
Hamming distance between xi1xi1+1    xi    xi+k 1    xi2 and yj (i i1)yj (i i1)+1    yj+i2 i is
 d. If (i2 i1+1)  r2 , we call R0 as a neighbor of R. Since the error rate in NGS technology
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is very small, we expect that if R and R0 come from the same region of the genome, then
they will share more than one k mers. While processing the buckets of the hash table, we
keep track of the k mer for which the size of the overlapping region between R and R0 (i.e.,
i2  i1+1) is the biggest and at the same time the Hamming distance between them is within
d. We align R and R0 based on this k-mer. Note that the greedy alignment that we do
does not take much time. After aligning the reads in L(R) with R, we construct a consensus
sequence by taking the calculated order of most frequent residues (here nucleotides), found
at each position in the alignments.
Values of parameters such as k1; k2, etc. have been optimized to get the best results.
To speed up the proposed algorithm we have used several techniques. After neighborhood
calculation, if a read has less than two neighbors, we discard the read as the read is potentially
too erroneous to be corrected. Also, if the size of any hash bucket is very large, we omit the
entire bucket from further consideration as it potentially corresponds to repeated regions of
the genomic sequence. Furthermore, if the size of a bucket is greater than a certain threshold
we randomly pick some of the reads and discard the others from that bucket.
2.3.4 Compressing and encoding the reads
Each read in L(R) and R are compressed using the consensus string. Specically, for each
read we only store its dierence with the consensus string. Note that a read may appear in
more than one cluster. In this case, the read is compressed only in that cluster where its
compressed length will be the least. After compressing the reads using the consensus, they
are encoded using Lempel-Ziv-Markov chain algorithm (LZMA) - a lossless data compression
algorithm. It is basically a dictionary based compression algorithm having large dictionary
sizes. The output of the dictionary is encoded using a range encoder (a variant of entropy
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encoding method). To predict the probability of each bit, it uses a complex probability
model roughly similar to the arithmetic encoding technique. In brief LZMA performs the
compression in two basic steps. At rst it detects matches using sophisticated and highly
ecient dictionary-based data structure and generates a stream of literal symbols and phrase
references. These are then encoded one bit at a time using a range encoder in the second
step. It searches the space of many encoding and chooses the best one using a dynamic
programming algorithm. Steps of the algorithm are shown in Algorithm 1.
Algorithm 1: Non-Referential Reads Compressor (NRRC)
Input: A set S of reads
Output A set S 0 of compressed reads
begin
1. Generate k-mers of each read and hash the reads based on these k-mers.
Equal k-mers fall into the same bucket. If R is any read, any other read
that falls into at least one of the buckets that R falls into is treated as a
potential neighbor of R. For every read R 2 S create a list P (R) of potential
neighbors.
Perform the above task twice with two dierent values for k and for every
read merge the lists of potential neighbors from the two hash tables. If the
size of a bucket is larger than a threshold, only a subset of the bucket is
included in the potential neighbors identication process.
2. Let R be any read. Align every read in P (R) with R. Let R0 be any read
in P (R). If R and R0 overlap suciently and if in the overlapping region
the Hamming distance between R and R0 is small, then we treat R0 as a
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neighbor of R. For every read R 2 S construct a list L(R) of neighbors of
R in this fashion.
3. Let R be any read. The neighbors of R reside in L(R). Greedily align R0
with R for every R0 2 L(R).
4. Make the consensus string RC and compress R along with reads in L(R)
using RC as a reference. Perform this step for every read R 2 S. In this
step, a read may be present in more than one cluster. In this case, the read
is compressed in that cluster where its compressed length will be the least.
5. Encode the already compressed reads using Lempel-ZivMarkov chain algo-
rithm (LZMA).
end
2.3.5 Time complexity analysis
In this section we analyze the time complexity of NRRC. Let n be the number of reads and
r be the read length. In the rst step of NRRC, we build hash tables and identify potential
neighbors. The number of k-mers (k could either be k1 or k2) generated from each read is
r   k + 1. Let h(:) be the hash function employed. We think of the hash table as an array
of buckets (or lists). Each bucket has an integer as its index. If the size of the array is N ,
then the index of any bucket is an integer in the range [1; N ]. If k is small enough, one could
employ direct hashing such that each k-mer is hashed into a bucket whose index is the k-mer
itself (thought of as an integer). In this case, the hash array should be of size 4k. If k is large,








The total time spent in hashing of Step 1 is O(rn).
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In the rst step we also nd potential neighbors of each read. A read falls into at most
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In Steps 2 and 3 we align reads. Specically, if R is any read and P (R) is the list





. For every read
R0 2 P (R), we align R0 with R and compute the Hamming distance between R and R0 in
the overlapping region. Thus for every R0 2 P (R) we spend O(r) time. As a result, the total
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In step 4, we form a consensus corresponding to the neighbors of each read. Let R be
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. Subsequently, each read is compressed using the consensus.





. Summing this over all the reads, the expected










































































































































































































































































































































































































































































Table 2.3.2: Compression sizes of dierent reads compression algorithms in Bytes. Best results
are shown in bold. Although PathEnc uses a reference for compression, compressed size of the
reference was not added with the result it reported.
Dataset 2-Bit SCALCE fastqz PathEnc NRRC
D1 102,122,816 66,558,377 85,493,834 45,180,142 67,522,391
D2 351,889,042 95,474,107 179,766,179 47,592,829 74,048,376
D3 369,178,762 87,419,349 { 59,497,698 50,795,839
D4 342,043,110 23,210,258 90,128,271 15,797,769 10,634,801
D5 93,674,016 33,882,183 59,210,245 20,918,160 17,339,502
D6 62,064,143 19,403,853 35,952,162 13,064,384 10,648,375
D7 176,534,700 36,065,779 48,856,429 22,728,610 15,201,009
D8 242,741,302 110,790,886 128,966,807 91,259,052 90,442,321
D9 125,522,827 25,523,344 56,519,690 14,962,205 10,424,120
Table 2.3.3: Compression ratios of dierent reads compression algorithms with respect to 8-bit
encoding. Although PathEnc uses a reference for compression, it was not considered while
computing the compression ratio of PathEnc.
Dataset 2-Bit SCALCE fastqz PathEnc NRRC
D1 4 6.14 4.79 9.04 6.05
D2 4 14.74 7.83 29.57 19.01
D3 4 16.89 N/A 24.82 29.05
D4 4 58.95 15.18 86.61 128.65
D5 4 11.06 6.33 17.91 21.61
D6 4 12.79 6.91 19.00 23.31
D7 4 19.58 14.45 31.07 46.45
D8 4 8.76 7.53 10.64 10.74
D9 4 19.67 8.88 33.56 48.17
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2.4 Simulation Results and Discussion
2.4.1 Experimental setup
We have compared our algorithm with the best known algorithms currently existing in the
domain of reads compression. In this section we summarize the results. All the experiments
were done on an Intel Westmere compute node with 12 Intel Xeon X5650 Westmere cores and
48 GB of RAM. The operating system running was Red Hat Enterprise Linux Server release
5.7 (Tikanga). NRRC compression and decompression algorithms are written in C++ and
standard Java programming language, respectively. To compile the C++ source code we
used g++ compiler (gcc version 4.6.1) with the -O3 option. Java source code was compiled
and run by Java Virtual Machine (JVM) 1.6.0.
2.4.2 Datasets and algorithms used for comparisons
We have employed real datasets in our evaluation. Real datasets used are Illumina-generated
short reads of various lengths. The nine experimental datasets listed in Table 3.2.1 have been
taken from Sequence and Read Archive (SRA) at NCBI. To prove the eectiveness of our
algorithm, we choose two dierent types of data. Datasets D1 to D4 consist of RNA-seq
reads generated from transcriptomes of dierent species (i.e. human (D1-D2), mouse (D3),
and bacterium (D4)). The rest (i.e. D5 to D9) are short read datasets generated from DNA
molecules of dierent organisms.
We have compared our algorithm NRRC with three other well-known algorithms based
on biological reads. Currently, MFCompress [41], PathEnc [34], SCALCE [32], and fastqz
[23] are some of the most ecient reads compression algorithms available in the literature.
Every algorithm we have compared against, except for PathEnc, is a de novo compression
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algorithm. PathEnc needs a reference genome to generate a statistical, generative model of
reads. It is then employed in a xed-order context, adaptive arithmetic coder. It does not
align reads with the reference. In this context PathEnc falls in between reference based and
non-reference based reads compression algorithms.
2.4.3 Discussion
Now we discuss how we have used other methods to compare with our algorithm. SCALCE
version 2.7 executable was used with its default parameters. It encodes sequence data with-
out considering the positions of Ns. As SCALCE is targeted for compressing FASTQ les,
it generates three output les with extension .scalcen (for read names), .scalcer (reads),
and .scalceq (qualities). We report only the size of .scalcer le it produced. Fastqz com-
pression tool can compress FASTQ les using a refernce genome. We report the results of
the de novo version of fastqz compression algorithm. It produces three les namely .fxh
(header/metadata information), .fxb (reads), and .fxq (quality scores). The le size we re-
port is the size of the .fxb le. Fastqz was not able to run on D3 dataset. PathEnc was
used with its default parameter settings. The le sizes reported are the sizes of all its out-
put les. Since PathEnc needs a reference sequence to build the model, we have provided
a specic biological sequence of interest for each of the datasets. For datasets D1-D4 we
used a set of human transcriptomes as the reference (as was done by PathEnc). We used
Sanger-assembled genomic sequences of interest for the rest. MFCompress [41] was also run
with specic parameter settings. But the results have been omitted due to its consistently
poor performance.
We have done extensive experiments to realize that our algorithm NRRC is indeed an
eective and competitive reads compression tool. Please, see Table 3.2.2 and Table 3.3.1
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for detailed simulation results. Table 3.2.2 and Table 3.3.1 present the compressed sizes
and compression ratios produced by dierent algorithms including NRRC, respectively. The
algorithm that has the best compression ratio is shown in bold face. Clearly, our proposed
algorithm is competitive and performs better than all the best known algorithms in a majority
of the datasets. Specically, NRRC produces poor results in D1 and D2 datasets. Although
PathEnc uses a reference for compression, we did not add the compressed size of the reference
in the end result. If we add the compressed size of the reference for each of the end results,
NRRC will perform better than PathEnc on every dataset. NRRC does not record the
identiers of the reads in the compressed le (similar to other algorithms we have compared).
So, the reads will not be in the same order as in the original le. It also discards duplicate
reads (similar to PathEnc) if any. Clearly, these will not aect any downward analysis of
reads. Since SCALCE and fastqz are FASTQ compression algorithms, these algorithms
compress metadata, reads, and quality scores in a single run. So, for a fair comparison we
have not shown the run times of our algorithm. NRRC is a single-core algorithm. On the
contrary PathEnc is a multi-core algorithm. If we consider linear speed-up and CPU-hour,
NRRC is generally faster than PathEnc.
2.5 Conclusions
Data compression is a vital problem in biology especially for NGS data. Five dierent
NGS data compression problems have been identied and studied in the literature. In
this research work we have presented a novel algorithm for one of these problems, namely,
reference-free reads compression. From the simulation results it is evident that our algorithm
indeed achieves compression ratios that are better than those of the currently best known
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algorithms. We plan to investigate the possibility of employing the techniques we have
introduced in this research work for solving the other four compression problems.
Chapter 3
Hybrid Error Correction Algorithm
for Short Reads
Sequencing technology has advanced rapidly. Millions to billions of short reads are sequenced
from a DNA molecule in a single run by parallelizing the whole procedure. Since it is a
very cost eective procedure and can be performed in a laboratory environment within a
brief period of time, we see an explosion of the biological sequencing data. But there is a
tradeo between the abundance and accuracy of the sequencing reads. The limitations of
the sequencing technology result in errors in the reads. The errors could be substitution(s),
insertions and/or deletions in a single base or multiple bases. Although the errors are being
greatly reduced with the advancement of the modern technology, it is still a serious concern
as of today. The sequence assembler often fails to sequence the entire genome because of the
errors in the reads. By identifying and correcting the erroneous bases of the reads, not only
can we achieve high quality data but also the computational complexity of many biological
applications can be greatly reduced. Traditional approaches employ overlaps among the
reads to correct them. Biologists have successfully sequenced thousands of species and
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this eort is growing continuously. As a result, the list of species for which references are
available is growing rapidly. Considering this fact we have developed a novel hybrid error
correcting algorithm called REFECT (REFerence based Error CorrecTion). We also call
it HECTOR (Hybrid Error CorrecTOR). It employs both referential and de novo error
correction techniques to correct errors in reads. We have done extensive experiments to
reveal that REFECT is indeed an eective error correction algorithm.
3.1 Introduction
In the next-generation sequencing (NGS) technology short reads are generated by frag-
menting the DNA molecule in random positions. After performing several rounds of this
fragmentation and sequencing, multiple overlapping reads are obtained. Utilizing the over-
lapping information an assembler attempts to reconstruct the entire genomic sequence. If
reads contain errors, the assembler will not be able to align the overlapping reads to build a
continuous stretch of sequence. The resulting overlap graph contains multiple disconnected
components. Each such component corresponds to a set of overlapping substrings of the
genomic sequence and leads to a contig. Obtaining the exact orientation and precise order
of the contigs is a very challenging and computationally intensive task. This step is widely
known as scaolding. If the errors can be detected and removed correctly, an assembler will
produce a small number of high quality contigs. The less the number of contigs the less
will be the amount of time needed to perform scaolding accurately. If the reads contain
erroneous bases, it will be very dicult and often impossible to nd the structural variations
among the individuals of the same species. Identication of structural variations among in-
dividuals is very important as many of these variants may be linked to debilitating diseases
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in humans. As a consequence error correction is a very crucial step in sequence assembly.
We can dene the error correction problem as follows. The input to the error correction
problem is a set of biological sequencing reads from the same genome. The output will be
the same set of reads with errors corrected. The erroneous reads should be identied and
corrected with a very high condence. Due to limitations in the sequencing technology there
may be three types of errors introduced in the sequencing process. These are substitutions,
insertions, and deletions. The types of error introduced solely depend on the sequencing
technology used to produce the reads. If the NGS technology of interest produces reads
of variable length, it can introduce insertion and/or deletion errors in the reads along with
substitutions. For example, Illumina/Solexa generated reads are of xed length and thus
only have substitution errors. In our algorithm we specically attempt to identify and correct
the errors introduced by Illumina/Solexa sequencing technology and thus we consider only
substitution errors in the reads. In fact most of the algorithms proposed in the literature
assume only substitution errors.
In this research work we propose a novel paradigm for error correction. The basic idea
is to use a reference sequence (whenever it is available). To illustrate this paradigm we have
developed an eective and ecient error correction algorithm called REFECT (REFerence
based Error CorrecTion). At the beginning REFECT exploits a reference genome to nd and
correct perfectly aligned reads. In the next phase REFECT corrects unaligned reads with
the help of corrected reads found in the rst phase using a novel de novo error correction
algorithm. To the best of our knowledge, the paradigm of using both reference
and non-reference based information is novel and has not been used before. In
this context we redene the denition of the error correction problem. We are given a set
of adequately overlapping reads and the corresponding genome of the same species. The
error correction problem is to identify and correct the reads that contain errors with a high
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condence.
Now we provide a brief outline of the proposed hybrid error correction algorithm. There
are 2 basic and fundamental phases involved in REFECT. In the rst phase REFECT aligns
the given set of reads onto a known reference genome of the same species within a certain
mismatch threshold. The uniquely aligned reads called perfect reads are corrected using not
only by considering the reference genome but also by considering the possible mutations
that might have occurred in the same genomic positions. The reason that some of the reads
that cannot be aligned perfectly could be the presence of insertions and/or deletions in the
reference genome or that the reads are very erroneous. These unaligned reads are called
imperfect reads. The imperfect reads are then corrected using a de novo error correction
technique. Both perfect and imperfect reads are employed in this phase to correct the
imperfect reads.
3.2 Related Works
Correction of short reads is one of the most challenging and critical tasks in the domain of
sequence assembly. To realize the relevant importance researchers invest a lot of time to
identify and correct the erroneous reads. As a consequence numerous algorithmic techniques
exist in the current literature specially targeting to correct short reads generated from next-
generation sequencing platforms. The techniques used for error correction can be broadly
categorized into three basic types: k -spectrum based, multiple sequence alignment (MSA)-
based, and sux tree/array based. Next we provide a survey of some of the best-known
algorithms of each type.
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3.2.1 k-spectrum based algorithms
The algorithms in this category are based on decomposing each read into overlapping sub-
strings of a xed length k. Each substring is called a k -mer and the set of all k -mers is
termed as k -spectrum [45]. [45] and [46] rst incorporated a k -spectrum based error cor-
rection algorithm into an assembly tool known as Euler SR. The steps involved here are to
nd the trusted (i.e., most probably true) k -mers from the input data and correct each read
containing only sequences from the spectrum. According to [45] a k -mer is considered solid
if its number of occurrences exceeds a predened threshold and insolid otherwise. Reads
containing insolid k -mers are then transformed to solid k -mers using a minimum number
of edit operations. A slight variation of this algorithm is proposed by [47]. [48] presents
a CUDA (Compute Unied Device Architecture)-enabled parallel version of spectral align-
ment based error correction proposed by [45] and [46]. Quake [49] follows the same k -mer
spectrum based error correction scheme as described above. In addition to this, it introduces
quality values and rates of specic miscalls computed from each sequencing project. Reptile
[50] also incorporates k -mer spectrum approach and exploits quality information to identify
erroneous bases with a very high probability. It corrects errors by simultaneously examining
possibilities to correct erroneous reads by employing a Hamming distance based approach
and contextual information between neighboring reads. The algorithmic approach of [51] is
very similar to Reptile. Musket [52] is an ecient multi-stage k -mer based error correction
tool specially designed for Illumina generated short reads. It employs Bloom lter to count
the number of occurrences of all non-unique k -mers. To correct errors Musket employs three
mechanisms namely two-sided conservative correction, one-sided aggressive correction and
voting-based renement. RACER [53] and BLESS [54] are two of the best k-spectrum based
error correctors.
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3.2.2 Multiple sequence alignment (MSA) based algorithms
In this approach after nding the probable aligned reads, the consensus of the aligned reads
are computed by incorporating multiple sequence alignments techniques. The errors are
then detected and corrected based on the columns of the consensus. Some of the early error
correction tools using multiple alignments include but not limited to MisEd [55] and Arachne
[56]. Coral [57] and ECHO [58] are two of the most recently developed multiple alignments
based algorithms. Coral starts by indexing all the k -mers and their reverse complements. It
records each k -mer and a list of reads associated with the k -mer by creating a hash table.
After indexing, each read is taken as a base read and is aligned with other reads that share
at least one k -mer with the base read. Needleman-Wunsch algorithm is used to align and
build the consensus from the aligned reads. It then detects and corrects the erroneous bases
using the consensus.
3.2.3 Sux tree/array based algorithms
Multiple sequence alignment based approaches are time intensive. SHREC [59] and HiTEC
[60] avoid the computation of multiple alignments by traversing a sux tree/array data
structure. SHREC is based on the generalized sux tree. On the contrary HiTEC is based
on the more space ecient sux array data structure. One of the variants of SHREC is
Hybrid-SHREC [61].
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3.3 Materials and Methods
There are 2 basic phases in REFECT. In the rst phase a set SP of perfect reads from the
entire space S of reads is identied. Perfect reads are those reads that can be uniquely aligned
onto a reference genome G within d mismatches. d can be obtained either from the average
error rate known for the sequencing technology of interest or from empirical evidence. Here
error rate refers to the probability of a base being incorrectly changed to another base due
to limitations of the sequencing technology. Reads in SP are then corrected. In the second
phase of REFECT, imperfect reads i.e., the reads that cannot be aligned onto the reference
within d mismatches, are corrected using both perfect and imperfect reads. We denote the
set of imperfect reads as SI . A good number of reads fall into SI either because of insertions
and/or deletions in the reference genome or because the reads are highly erroneous. Details
of our algorithm including the time complexity are provided next.
3.3.1 Correcting perfect reads
As the genomic similarities among the dierent organisms of the same species are very high,
we can utilize this fact to correct some erroneous bases of sequencing reads. It can be
achieved by aligning the reads with a known reference genome of the same species within
some mismatches. An erroneous base can then be corrected by replacing the corresponding
base of the reference genome. But there are some potential pitfalls in this approach. Some
bases can be mutated and we may change the correct bases wrongly. So, we have to be
careful to avoid wrong corrections. There are 2 basic steps in the rst phase of REFECT.
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Finding perfect and imperfect reads
In this step the given set of reads S is aligned onto the known reference genome G of the same
species within d mismatches. RMAP is employed for reads alignment but the alignment can
be done by using any reads alignment tool existing in the current literature. Assume that a
read R can be aligned in multiple locations in the reference genome G within d mismatches.
In this case it may not be possible to identify a unique location for placing R. So, if a read
R can be aligned to more than one location in the reference genome G, we do not consider
R as a potential perfect read and call it an `unaligned' read. If a read R cannot be aligned
at all in any location of G, then again R is called `unaligned'. A read is put into SP only if
it can be aligned in a unique position in G. All the other reads will be put into SI and are
treated as imperfect reads. Please, note that RP and RI will refer to a perfect read and an
imperfect read, respectively.
Correcting perfect reads
Consider a prefect read RP that can be uniquely aligned onto the reference genome G within
d mismatches. We can correct the d mismatched bases of RP by replacing it with the
corresponding bases of G. But some mismatches could have occurred due to mutations,
e.g., single nucleotide polymorphisms (SNPs, in short). If we blindly correct mismatched
bases, the corrections could be erroneous and more importantly the variations between one
individual and another cannot be identied. So, we need some guards against this error-
prone replacement. As it is nearly impossible to know the exact positions of the possible
mutations in the genomic sequence for every species, we employ a very simple strategy to
infer a possible mutation site. It is done as follows. For a given reference G, we have ve
counters namely CA; CC ; CG; CT ; and CN for each of the positions in G. They correspond
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to the number of occurrences of A;C;G; T; and N , respectively in a given position of G.
Whenever a read RP is aligned within d mismatches, we increment the respective counters
of the aligned positions in G. After aligning all the reads of SP we can create a consensus
string (i.e., the assembled genome) by concatenating the most occurring genome base through
a traversal of the counters of each position. However, while correcting a mismatched base of
RP , we employ ve counters of the corresponding position in G. If the fraction of occurrence
of the most occurring base is   , we correct the old base with this new one otherwise we
correct it with the corresponding base in G. Here  is an appropriately chosen threshold.
The base N in RP is always corrected by the corresponding base in G.
By employing this simple strategy stated above, we can preserve variations between two
organisms/individuals with a high probability. If a variation (i.e., SNP) occurs in a genomic
position between two individuals, it must be reected by the reads covering that specic
position of the genomic sequence. Suppose we have constructed the genomic sequence T
from the given set of reads S and x is the position where two individuals (i.e., genomic
sequences G and T ) dier. Let A and C be the bases at position x of G and T , respectively.
After aligning the set of reads S onto the reference G, let S 0 be the set of reads that cover
position x of G. As we have a variation at x, the positions of reads in S 0 that are aligned
at x of G must have base C. Some of them can have other than C due to erroneous base
calling. If we measure the frequency of each base of S 0 that coincides with the position x,
the most frequent base will be C with a high probability. If the fraction of occurrences of C
is   , we replace every base of S 0 with C in x. Otherwise, we replace it with base A. This
is how the variations are preserved between two individuals.
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3.3.2 Correcting imperfect reads
We can identify and correct erroneous bases of a read RI using reads that suciently overlap
with RI . After collecting such overlapping reads, we can build a consensus sequence by
aligning them. The consensus then can be used to identify and correct erroneous bases
in RI . In fact every error correction algorithm exploits this basic scheme to correct the
errors. Specically, the more the number of overlapping reads of RI , the more can we be
condent in correcting the errors in RI . The main challenge lies in identifying overlapping
reads correctly and eciently. We employ a hashing based scheme to identify overlapping
reads of RI . Correction of any imperfect read RI happens next. The algorithm designed
to correct imperfect reads is a variation of the proposed algorithm in [18]. Next we briey
describe the algorithm. There are 3 steps in this phase of REFECT.
Finding potential neighbors of imperfect reads
Two dierent hashings are employed to identify overlapping reads of each imperfect read RI .
In the rst hashing we decompose each read R from S into overlapping substrings of xed
length k1. These k1-mers are then hashed into a hash table H. In this setting similar k1-mers
fall into the same bucket in H. So, each bucket represents similar reads with respect to at
least one k1-mer. For every read RI from SI we collect potential neighbors from the buckets
where at least one k1-mer of RI falls into. All the reads that fall into at least one of the
buckets that RI falls into will be potential neighbors of RI . Since no hash function is perfect,
two dissimilar k1-mers might fall into same hash bucket. Thus the potential neighbors of RI
are not necessarily the reads that overlap with RI .
One more hashing is performed by generating k2-mers from each read of S. In the second
hashing scheme we also obtain potential neighbors for each read RI as described above. The
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potential neighbor lists collected for each read RI from the two dierent hashings are then
merged together. Note that two similar k-mers may be hashed into two dierent buckets.
Also, two dissimilar k-mers might be hashed into the same bucket. As a result, we might miss
some potential neighbors that could help in correcting a read. By employing two dierent
hashing schemes we can maximize the chances of nding as many of the neighbors as possible
for each of the reads.
Finding neighbors of imperfect reads
Since the selection of potential neighbors of RI is solely based on similar k-mers shared
between them, it does not necessarily indicate that they are coming from the same genomic
region. Two dissimilar k-mers can be hashed into the same hash bucket. So, after collecting
potential neighbors of each read RI , we eliminate those potential neighbors that are not likely
to come from the same genomic region. The elimination is done by considering the length of
the overlapping region and the Hamming distance between RI and its neighbors. This is the
most time consuming step in the REFECT algorithm. Let R0 be a potential neighbor that
has a sucient overlap with RI . In the elimination step we compute the Hamming distance
between the two reads in the overlapping region. If this distance is less than a predened
threshold, we keep R0 as a neighbor of RI . If not, we eliminate R0 from the neighbor list of
RI . Since there can be more than one k-mer shared among the reads, the same two reads
might fall into more than one bucket together. In this case we identify and use the largest
overlap between the pair.
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Aligning and correcting imperfect reads
Let L(RI) be the list of neighbors of RI . To correct each erroneous base of RI using L(RI),
we align each R0 from L(RI) onto RI using our greedy alignment algorithm [18]. This is
done by aligning similar k-mers between R0 and RI . But there can be more than one k-mer
shared by R0 and RI . While processing the buckets of the hash table H, we keep track of
the k mer for which the size of the overlapping region between RI and R0 is the longest and
at the same time the Hamming distance between them is within the predened threshold d.
We align RI and R
0 based on this k-mer. We perform a greedy alignment that does not take
much time [18]. After aligning the reads in L(RI) with RI , we build the consensus string
and correct each base of RI using this consensus.
Note that in this step even though we only correct imperfect reads, both perfect and
imperfect reads are used to perform the correction. Thus the neighbor list L(RI) of RI
contains both perfect and imperfect reads. In the alignment step we align all the reads of
L(RI) with RI . Since the perfect reads should be error free with a very high probability,
larger weight has been assigned for perfect reads than imperfect reads while correcting RI .
For example, while correcting a specic position of RI , we look at all the characters in the
reads of L(RI) that occur in the same position. From out of these characters, any character
from an imperfect read will be given a weight of 1 and any character from a perfect read
will be given a weight of w (for some w > 1), while calculating the consensus character for
this position. When the coverage (i.e., the size of the neighboring list L(RI) of RI) is high,
we choose a smaller value for w than when the coverage is low. Steps of the algorithm are
shown in Algorithm 3.1.
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Algorithm 3.1: REFerence based Error CorrecTion (REFECT)
Input: A set S of reads, a reference genome G, Hamming distance d and a threshold 
Output: A set SC of corrected reads
begin
1 Align the given set S of reads onto the reference genome G within d mismatches. Alignment can be done
using any existing reads alignment tool. If a read R can be uniquely aligned in G, then R is called perfect
and put into SP . Every other read is imperfect and goes to SI .
2 Create ve counters namely CA; CC ; CG; CT ; and CN for each of the positions in G. CA; CC ; CG; CT ; and
CN correspond to the number of occurrences of A;C;G; T; and N bases, respectively, in a given position of G.
3 Whenever a perfect read RP is aligned within d mismatches, increment the respective counters of the aligned
positions in G. While correcting a mismatched base of RP , we will employ the ve counters of the
corresponding position in G.
4 For each read RP 2 SP , if the fraction of occurrences of the most occurring base in an aligned position of G
is   , we correct the old base of RP with this new one otherwise we correct it with the corresponding base
in G. The base N in RP is always corrected by the corresponding base in G.
5 Generate k-mers of each read R 2 S and hash the reads based on these k-mers. Equal k-mers fall into the
same bucket. If R is any read, any other read that falls into at least one of the buckets that R falls into is
treated as a potential neighbor of R. For every imperfect read RI create a list P (RI) of potential neighbors.
Perform this step twice with two dierent values for k and for every read merge the lists of potential
neighbors from the two hash tables. If the size of a bucket is larger than a threshold, only a subset of the
bucket is included in the potential neighbors identication process.
6 Let RI be any imperfect read. Align every read in P (RI) with RI . Let R
0 be any read in P (RI). If RI and
R0 overlap suciently and if in the overlapping region the Hamming distance between RI and R0 is small,
then we treat R0 as a neighbor of RI . For every read RI construct a list L(RI) of neighbors of RI in this
fashion.
7 RI is corrected using the reads in L(RI). Greedily align R
0 with RI for every R0 2 L(RI). RI is corrected by
taking a consensus across every column in the alignment. Perform this step for every imperfect read RI .
3.3.3 Complexity analysis
In this section we analyze the time complexity of REFECT. Let n be the number of reads,
r be the read length, g be the reference genome length, and c be the coverage.
In Step 1 of REFECT, we can align a read in O(g) time and hence Step 1 can be completed
in O(gn) time. Step 2 takes O(g) time. Step 3 takes O(nr) time. Step 4 also takes O(nr)
time.
Let n1 be the number of perfect reads and n2 be the number of imperfect reads (with
n2 = n  n1).
In Step 5 we build hash tables. The number of k-mers (k could either be k1 or k2)
generated from each read is r   k + 1. Let h(:) be the has function employed. We think of
the hash table as an array of buckets (or lists). Each bucket has an integer as its index. If
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the size of the array is N , then the index of any bucket is an integer in the range [1; N ]. If
k is small enough, one could employ direct hashing such that each k-mer is hashed into a
bucket whose index is the k-mer itself (thought of as an integer). In this case, the hash array
should be of size 4k. If k is large, direct hashing may not be feasible. The expected size of







. The total time spent in building the hash tables is O(rn).
In Step 5 we also nd potential neighbors of each read. A read falls into at most r k+1 <
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In Step 6 we align reads. Specically, if RI is any imperfect read and P (RI) is the list





. For every read
R0 2 P (RI), we align R0 with R and compute the Hamming distance between R and R0 in
the overlapping region. Thus for every R0 2 P (RI) we spend O(r) time. As a result, the
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The eectiveness of our algorithm REFECT has been evaluated by comparing it with some
of the state-of-the-art algorithms namely, Coral, Racer, and BLESS. We have evaluated RE-
FECT on a number of Illumina/Solexa datasets and compared the results with the aforemen-
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tioned error correction algorithms. The simulation results show that our proposed algorithm
is indeed very eective and competitive. More details follow.
3.4.1 Datasets
We have employed real datasets in our evaluation. Real datasets used are Illumina-generated
short reads of various lengths and coverages (Please, see Table 3.2.1). The ten experimental
datasets listed in Table 3.2.1 have been taken from the Sequence and Read Archive (SRA) at
NCBI. Reference genomes are Sanger assembled bacterial genomes of various kinds. Please,
note that GR, jGj, jRj, and jrj refer to accession number of the reference genome, genome
length, total number of reads, and read length, respectively.
3.4.2 Experimental setup
All the experiments were done on an Intel Westmere compute node with 12 Intel Xeon X5650
Westmere cores and 48 GB of RAM. The operating system running was Red Hat Enterprise
Linux Server release 5.7 (Tikanga). To compile the C++ source code we used g++ compiler
(gcc version 4.6.1) with the -O3 option. Time was measured by taking the CPU clock time
which gives the instruction level elapsed time a program takes.
3.4.3 Evaluation metrics
We measure the eectiveness of our proposed algorithm REFECT by taking 2 dierent
performance evaluation techniques based on (1) de novo assembly of the corrected reads and
(2) alignment of the corrected reads onto a known reference genome.
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Evaluation metrics based on de novo assembly
One of the main applications of the short reads is to de novo assemble the reads to get
the underlying genomic sequence. Correction of the reads could help the de novo assembly
process in a number of ways. Every de novo assembler available in the literature is based on
constructing a graph representing the overlaps among the reads and performing a relevant
walk in this graph. If the reads contain less errors, then the graph construction procedure will
not only be easier and more accurate but also will take less amount of time. In addition, the
memory consumption will also be reduced drastically since the number of spurious overlaps
will decrease.
Several statistical measures have been introduced to assess the performance of de novo
assemblers including, but not limited to, N50 statistics, number of contigs, mean length of
the contigs, and coverage of the contigs. These measures could also be used to determine the
eectiveness of read correction algorithms. The idea is to perform de novo assembly using
the reads before and after error correction. We dene one of the most used statistics next.
1. N50: The N50 statistic is an indicator on the quality of contigs produced by any
assembler. N50 is similar to a mean or median, but gives a greater weight to longer
contigs. Given a set of contigs, each with its own length, the N50 length is dened as
the length for which the collection of all contigs of that length or longer contains at
least half of the sum of the lengths of all contigs, and for which the collection of all
contigs of that length or shorter also contains at least half of the sum of the lengths of
all contigs. The more the N50 length the more accurate the assembler is.
To evaluate the eectiveness of REFECT on de novo assembly we employ Edena assem-
bler [63]. Although Velvet [64] or SOAPdenovo [65] are some of the widely used de novo
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assemblers, we use Edena primarily because Velvet and SOAPdenovo employ their own cor-
rection procedure while processing the graph. On the contrary Edena does not employ any
correction scheme and is thus more suitable for evaluating the eectiveness of any error
correcting algorithm.
Evaluation metrics based on alignment
Another measure of the eectiveness is to align the corrected reads onto the known reference
genome of the same species and count the number of variations (i.e., mismatches). Although
this procedure is routinely used by every error correction algorithm for performance eval-
uation (see e.g., [45]), it has some serious drawbacks. First of all variations between two
individuals are counted as substitution errors. So, if an error correction algorithm changes
some true bases and it conforms with the reference genome, its performance gain will be
falsely increased. In the rst phase of our proposed method we keep the variations by uti-
lizing the majority voting scheme and in the next phase we increase the weight of each base
of the perfect reads. It ensures to keep variations with a very high condence. One advo-
cacy in favor of the alignment based performance evaluation is that the variations among
the individuals of the same species are very small and so, it can reect the eectiveness of
the error correction methods. In this context, we have used RMAP (v2.05) introduced by
[66]. It eciently aligns short reads with a known genome by minimizing mismatches. For
evaluating the accuracy we need to align as many corrected reads as possible so that the
result will be correct with a high condence. Keeping this in mind, to align the resulted
reads from the error correction tools, we have allowed up to 10 mismatches per read for all

































































































































































































































































































































































































































































































































Table 3.4.2: Performance evaluation on real sequencing datasets
Dataset Method % Sensitivity % Accuracy % Mapped Reads CHD CPU Time (m)
D1
Coral 50.53 50.31 95.42 12,51,680 99.95
Racer 93.68 93.49 96.61 2,38,631 7.69
BLESS 92.03 91.99 96.34 2,28,545 10.31
REFECT 98.51 98.40 96.48 49,973 11.25
D2
Coral 61.68 61.14 96.45 7,35,597 67.68
Racer 94.25 94.09 97.11 1,78,568 9.18
BLESS 91.78 91.77 96.93 1,68,292 14.29
REFECT 97.31 97.14 97.04 67,330 14.90
D3
Coral 71.06 70.64 95.79 2,65,080 40.98
Racer 96.98 96.87 95.81 45,839 12.58
BLESS 94.33 94.10 95.74 53,344 5.42
REFECT 97.75 97.70 96.00 23,152 17.88
D4
Coral 81.57 79.61 98.16 70,240 21.87
Racer 93.97 93.04 98.24 52,293 3.74
BLESS 89.72 88.64 98.12 36,819 15.45
REFECT 95.39 95.13 98.37 21,381 9.77
D5
Coral 33.68 33.22 65.32 46,60,501 141.64
Racer 93.92 93.89 83.94 15,01,057 13.93
BLESS 93.34 93.33 71.99 7,03,399 18.24
REFECT 97.42 97.35 80.60 5,19,788 11.45
D6
Coral 74.40 74.07 92.54 2,30,589 28.47
Racer 93.42 93.30 94.90 1,07,599 6.40
BLESS 95.11 95.11 93.55 53,511 7.43
REFECT 98.63 98.58 94.51 19,956 7.50
D7
Coral 61.56 61.23 91.08 13,63,593 98.89
Racer 89.97 89.77 94.99 3,76,446 10.38
BLESS 94.98 94.95 90.99 1,83,656 17.02
REFECT 98.87 98.83 97.01 92,586 9.83
D8
Coral 67.53 67.25 93.78 9,25,374 207.13
Racer 88.87 88.75 96.09 4,50,519 13.68
BLESS 94.17 94.12 93.34 1,61,075 13.18
REFECT 98.89 98.85 97.75 59,584 12.85
D9
Coral 87.61 83.22 89.41 1,44,128 48.05
Racer 93.94 93.67 89.95 59,603 9.10
BLESS 96.54 96.46 89.60 27,100 17.25
REFECT 97.79 97.64 90.12 23,068 13.78
D10
Coral 89.34 83.28 90.14 1,07,208 233.33
Racer 94.20 93.81 90.79 50,336 12.63
BLESS 95.88 95.75 90.49 22,993 18.12
REFECT 97.25 97.06 90.98 22,290 16.83
At rst the error correction method of interest is given the whole set of reads. The
resulting reads are then aligned onto the reference genome within 10 mismatches using
RMAP and compute various performance metrics based on this alignment. A number of
metrics have been introduced in the literature for judging the performance of any error
correction algorithm. TP is a measure of how many erroneous bases have been corrected


























































































































(h) N50 values for dierent overlap cutos of D10










D1 D2 D3 D4 D5 D6 D7 D8 D9 D10
% Accuracy
Coral Racer BLESS HECTOR







D1 D2 D3 D4 D5 D6 D7 D8 D9 D10
Elapsed Time in Minutes
Coral Racer BLESS HECTOR
(b) Elapsed time of dierent algorithms
Figure 3.4.2: % Accuracy and elapsed time of dierent algorithms including REFECT for
datasets D1-D10.
77
many true bases remain unchanged while FN is the number of erroneous bases that have
not been detected by the algorithm. Using these statistics we dene the following evaluation
metrics next.
1. Sensitivity: Sensitivity (also called the true positive rate, or the recall rate) measures
the proportion of actual positives which are correctly identied as such (e.g., the per-
centage of sick people who are correctly identied as having the condition). In this
context sensitivity is dened as TP
TP+FN
.
2. Specicity: Specicity (sometimes called the true negative rate) measures the propor-
tion of negatives which are correctly identied as such (e.g., the percentage of healthy




3. Accuracy: Accuracy indicates the fraction of errors eectively removed from the ex-
perimental dataset, i.e., TP FP
TP+FN
.
4. Cumulative Hamming Distance (CHD): After aligning a read R onto the genomic
sequence, we calculate the Hamming distance d between the aligned read and the
corresponding sequence in genome. Adding all such d for all the reads R, we get CDH.
It reects how close the corrected reads are to a genomic sequence of the same species
in terms of substitution errors.
5. % Mapped Reads: The fraction of reads from the entire space of reads aligned onto the
reference genome with up to d mismatches.
Please note that if the accuracy of an algorithm is large (i.e., close to 100), it is very
eective in correcting errors. A negative value of accuracy indicates that the method of
interest introduces more errors than it corrects.
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3.4.4 Parameters conguration
An algorithm always should tune its parameters with respect to a given dataset. Our algo-
rithm has a set of parameters that are tuned automatically. Keeping this in mind we took
the default parameter values for the dierent error correction methods that we have used for
comparison.
 Coral: Standard parameters.
 Racer: Appropriate genome length of interest.
 BLESS: Standard parameters.
 REFECT: No parameters to be selected. Parameters are empirically estimated based
on an analysis of the input data. For example k1 and k2 varies from 14 to 17 and 20
to 30, respectively. Hamming distance ranges from 1 to 3, etc. The method has an
interface where parameters can be ne tuned by the users if they are not satised with
the results.
3.4.5 Discussion
We have compared our algorithm with 3 other well-known algorithms based on real sequenc-
ing reads. We have done extensive and rigorous experiments to realize that REFECT is
indeed an eective and ecient error correction tool in this domain. Real sequencing data
are taken from the Sequence Read Archive (SRA) as described above.
Next we discuss the N50 values for dierent overlap cutos given by the Edena. Edena
takes the reads corrected by the algorithms of interest and outputs N50 values, contigs, min,
max values, etc. The N50 values for REFECT-corrected reads exceed all other assemblies
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for all the datasets except for D9 and D10 (Please, see Figure 1.7.1). It is comparable with
Racer and BLESS for datasets D9 and D10. N50 values of REFECT-corrected reads are
approximately 3 and 1:5 higher than that of other assemblies for dataset D1 and D3,
respectively (Please, see Figure 1.7.1). For overlap cutos 35 to 45 N50 values of REFECT-
corrected reads of datasets D6 and D7 are approximately 2 higher than that of other
assemblies.
The alignment based performance evaluations for the datasets listed in Table 3.2.1 can be
found in Table 3.2.2. For all the datasets D1 to D10 REFECT performs better than all the
other algorithms in terms of sensitivity, accuracy, and cumulative Hamming distance CHD.
Please, note that sensitivity and accuracy of REFECT are above 97% for all the datasets
except D4. In some datasets e.g., D1, D6-D8, the sensitivity and accuracy are higher than
98%. CHDs of REFECT on an average are 2 5 less than that of Racer and BLESS. Also,
REFECT consumes less CPU cycles compared to all the other algorithms in some datasets
such as D5, D7, and D8. As stated above we align the corrected reads onto the reference
genome within 10 mismatches to nd the % mapped reads. The reads from REFECT are
aligned more than those from the other algorithms for datasets D3, D4 and D7-D10. It is
slightly less than that of Racer for other datasets. Specicities are identical (i.e. 99%) for
every algorithm across all the datasets, we did not include it in Table 3.2.2. Figure 3.4.2
presents a visual comparison of the dierent algorithms for all the datasets.
Please note that the run time of our algorithm is slightly higher than that of Racer in
some datasets. Our de novo correction procedure is solely based on the greedy pair-wise
alignments where a number of reads are aligned with the read to be corrected. This is a
very time consuming step. Since our algorithm always takes nearly the same amount of time
to perform error correction on various datasets (Please see Table 3.2.2), we believe that by




In this research work we have proposed an ecient, scalable, and robust error correction
algorithm for correcting short reads. The steps of REFECT can be broken into two indepen-
dent tasks. At rst the reads are aligned with known genome sequence of the same species
within certain mismatches and correct the aligned reads (i.e., perfect reads) accordingly. At
the next step it builds k -mers of two dierent lengths and hashes the dierent k -mers into
two dierent hash tables. By traversing the lists of the hash tables it nds the neighbors of
each of the imperfect reads. Each imperfect read is then corrected using the neighbors of that
read. We have introduced a number of techniques to correct reads more eectively. We have
compared our algorithm with three other state-of-the-art algorithms and the experimental




RNA Sequencing (RNA-seq) based on next-generation sequencing (NGS) technology enables
transcriptome analyses of entire genomes at a very high resolution. Due to limitations of the
sequencing technology the reads are very short and erroneous. As a consequence it is a very
challenging task to accurately map RNA-seq reads onto the genome and identify the splice
junctions. There are two shortcomings in some of the existing best-known algorithms for
identifying splice junctions: 1) the junction boundaries are predicted within a large range,
2) they take a long time and 3) the predictions of splice junctions are inaccurate. In this
research work we propose a novel algorithm POMP to accurately detect the splice junctions
considering all the shortcomings of the existing algorithms as stated above. It generates
accurate candidate splice junctions utilizing expected properties around the splice junctions.
These candidates are used as examples to train a learner. The model learnt by the learner
can be used to identify splice junctions. Extensive experiments were done considering whole
human genome splicing events. Experimental results show that POMP is indeed a more
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eective and ecient algorithm compared to the other state-of-the-art algorithms in terms
of sensitivity, specicity, and runtime.
4.1 Introduction
RNA Sequencing (RNA-seq) refers to the use of next-generation sequencing technologies
to sequence complementary DNA (cDNA) in order to get information about a sample's
RNA content. In genetics a cDNA is a DNA synthesized from a messenger RNA (mRNA)
template in a reaction catalyzed by the reverse transcriptase and DNA polymerase enzymes.
It is often used to clone eukaryotic genes in prokaryotes. RNA-seq generates millions of short
sequence fragments or reads in a single run within a very brief period of time. The reads
obtained from this can then be aligned to a reference genome in order to construct a whole-
genome transcriptome map and thus can be used to measure levels of gene expression and
to identify novel splice variants of genes. But to fully utilize such reads one needs to be able
to accurately align the sequencing reads over the intron boundaries in a reference genome.
This mapping problem represents a signicant challenge given the small read lengths and
inherent high error rates.
One of the main purposes of RNA-seq technology is to detect genome-wide splicing events
eciently and accurately. In molecular biology and genetics, splicing is a modication of
a RNA molecule after transcription, in which introns (the parts of DNA sequence that are
spliced out) are removed and exons (the parts of DNA sequence after splicing) are joined.
This is needed for the typical eukaryotic messenger RNA before it can be used to produce
a correct protein through translation. We can dene and formulate the problem of interest
as follows: Splice junctions are points on a DNA sequence at which superuous DNA is
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removed during the process of protein synthesis in higher organisms. The problem posed is
to recognize, given a sequence of DNA, the boundaries between exons and introns, i.e., donor
or acceptor sites. It is more formally stated as: Given a position in the middle of a window
of DNA sequence elements (nucleotides), decide whether this is an intron-exon boundary,
exon-intron boundary or not and align the reads accordingly.
In this research work we propose a new algorithm called POMP to detect genome-wide
splicing events. It incorporates representatives from the clusters of highly similar reads and
thus reduces the number of initially unmapped reads dramatically. It enhances the chances
of detecting splicing events accurately and precisely. It also reduces the run time drastically.
After getting the candidate splice junctions (SJs) from gapped alignment, we extract useful
features inherent in the alignment and genomic sequence to group candidates into two classes,
namely, accurate and inaccurate with a very high level of condence. Non-linear Support
Vector Machine (SVM) is subsequently employed for binary classication.
4.2 Related Works
Many methods and algorithms have been devised to detect genome-wide splicing events.
There are two basic procedures for RNA-seq reads alignment without employing gene an-
notation. Those are exon inference and gapped alignment. TopHat [67] follows the rst
approach where it maps the reads to the reference genome using Bowtie [68] and then clus-
ters all the Initially Mapped (IM) reads. IM reads are those reads that can be completely
mapped to the reference without being split into several parts. TopHat calls the resulting
clusters as islands and each island represents putative exon regions. To recognize potential
splice junctions, TopHat rst enumerates all the canonical donor and acceptor sites within
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the island sequences. After enumeration, it considers all pairing of these sites that could
form canonical (GT-AG) introns between neighboring (but not necessarily adjacent) islands.
Each possible intron is then checked with the IUM reads using seed-and-extend strategy.
IUM reads are those reads that cannot be completely mapped to the reference without being
split into several parts. For each of possible splice sites, a seed is formed by appending a
small amount of sequence upstream of the donor and downstream of the acceptor sites. Any
read containing the seed is checked for a complete alignment to the exons on either side of
the possible exons. This approach is proved to be very accurate since it infers exons with
a reasonably high coverage. But TopHat may fail to detect splice junctions in a number of
cases. For example, when the transcript is located in a region with a low sequencing depth,
there might not be enough reads that straddle the junction for easy detection. As another
example, TopHat may fail when the exon length is shorter than the read length.
SpliceMap [69] and several other methods [70], [72], [71] and [73] follow the second ap-
proach, namely, gapped alignment. There are four main steps in the SpliceMap algorithm.
These are half-read mapping, seeding selection, junction search and paired-end ltering. At
rst each read is divided into halves and SpliceMap maps both halves of the read to the ref-
erence genomic sequence with a high probability. This step is done using any existing short
alignment tool such as SeqMap [74] or ELAND. If a half-read is mapped exactly within
the genomic sequence, it is called a mapped hit and dubbed as seeding. For each seeding,
the alignment on the reference genome is then extended base by base to nd the splicing
point. It subsequently tries to nd a partner splicing point that provides a perfect match
for the corresponding residual sequence of the original read. Paired-end information of reads
is used to lter out false positives. This mapping and extension approach is not an eec-
tive way to handle reads with sequencing errors, since the call rate will be low especially
when the expression level is low. Also, SpliceMap is not able to eectively deal with reads
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that can be mapped to multiple locations. They simply ignore the hits that are too close
together. Another paper [75] proposes an algorithm that is similar to SpliceMap. In the
alignment procedure every read is split into two non-overlapping parts or \anchors" that
are aligned separately. The two anchors are then extended as long as they still match the
reference sequence. If a splice junction is located between the gaps of the two anchors, there
is a high probability that the two anchors correspond to two exons in the DNA sequence.
TopHat2 [76] adapts both the strategies where short reads are mapped using exon inference
and long reads are mapped using gapped alignment.
4.3 Methods
Our algorithm POMP runs in two phases. At the rst phase it detects initially unmapped
reads (IUMs) and constructs representatives from those IUMs. The representatives are then
used to nd the candidate splice junctions (SJs) by employing gapped alignment procedure.
In the second phase we prune the candidate splice junctions to reduce the false positives
with the help of a novel machine learning technique. In this context our algorithm can be
thought of as a self-learning algorithm. We rst generate a set of candidate splice junctions.
These candidates are then further processed to get a set of highly accurate splice junctions.
These form the positive examples for the learning step. We also generate a set of negative
examples. These examples are then used to train the learner. The model learnt by the
learner can then be used to identify splice junctions. Our learning is based on Support
Vector Machines (SVMs). Details of our algorithm are provided next.
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4.3.1 Finding candidate splice junctions
This phase has three sub-phases. In the rst sub-phase we nd a set of unmapped reads.
Since the coverage of RNA-seq reads are very high, we can build clusters of similar reads.
A representative string for each cluster can then be formed by taking the consensus from
the overlapping reads. These representatives are naturally longer than the original reads.
The bases in the representatives are also highly accurate. This is exactly what is done in
the second sub-phase. The representatives are then aligned onto genome using our gapped
alignment algorithm.
Generating initially unmapped reads
At rst we align the reads onto the genomic sequence G. Any alignment tool can be used to
perform this step. We used Bowtie alignment tool to perform this task within a predened
Hamming distance d, where 2  d  3. The value of d depends on the length of the read.
The reads which are aligned onto G within a Hamming distance d are called Initially Mapped
(IM) reads and they form the set IM . The rest of the reads are called Initially Un-Mapped
(IUM) reads and form the set IUM . Reads in IUM are of two types. The rst type of reads
in IUM could not be aligned since they span two or more exons in mRNA. The second type
of reads in IUM cannot be aligned within a Hamming distance of d due to (more than d)
errors. The rst type of reads play a key role in detecting the splice junctions.
Generating representatives
In the next-generation sequencing technology millions to billions of short reads are generated
in a single run within a very short period of time. Since reads are generated by fragmenting
the genome in random positions, the chances of nding highly overlapped reads are very high.
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If we manage to cluster highly overlapped IUM reads and create a representative string for
each of the clusters, not only will the runtime drastically reduce but also the representatives
could be mapped with a high level of accuracy. This is due to the fact that the representatives
are built from the consensus of the clustered reads and the representatives are longer than
the RNA-seq reads. The details of this sub-phase is provided next.
1. Let r 2 IUM be any read from the set of initially unmapped (IM) reads. At rst each
read r 2 IUM is decomposed into overlapping substrings of a xed length k. These k-mers
are then hashed into a hash table H. Each entry (i.e., bucket) b 2 H represents a set of
similar reads (since they share a k-mer with a high probability).
2. For each read r 2 IUM we collect all other reads L(r) that are suciently overlapped
with r. Specically, the Hamming distance in the overlapping region is no more than a
predened threshold  , where the value of  depends on the length of the overlapping
region and 2    3. L(r) along with r forms a cluster c of highly overlapped reads
coming from the same genomic region of G. Please note that in our procedure each read
r 2 IUM can be in only one cluster c. Let C stand for the set of all such clusters.
3. For each cluster c 2 C we align each r0 from L(r) onto r using our greedy alignment
algorithm [77]. This is accomplished by aligning similar k-mers between r0 and r. But there
can be more than one k-mer shared by r0 and r. While processing the buckets of the hash
table H, we keep track of the k mer for which the size of the overlapping region between
r and r0 is the longest and at the same time the Hamming distance between them is within
the predened threshold  as described in the previous step. We align r and r0 based on
this k-mer. We perform a greedy alignment that does not take much time. After aligning
the reads in L(r) with r, we build the consensus string. This consensus string is called in
our algorithm as the representative (of c).
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Mapping representatives
Each representative is divided into two non-overlapping segments of equal size. Each segment
is then mapped onto the genome using Bowtie within a predened Hamming distance d0.
Segments can be mapped in several positions and thus have the potential to detect alternate
splicing events. There are three cases to be considered while mapping the segments. Consider
a representative S with segments be S1 and S2.
1. Segments S1 and S2 of the representative S can be mapped onto the genomic sequence
G within a Hamming distance d0 where d0  1. It is possible that S1 and/or S2 can be
mapped in several positions in G. If the order of the mapping is coherent i.e., the ending
position p of S1 is followed by the starting position q of S2, (p; q) constitutes a candidate
splice junction. The alignment of S1 and S2 in this case constitutes a gapped alignment. Let
n1 and n2 be the number of mappings of S1 and S2, respectively, that are coherent. Then
there will be at most n1  n2 possible candidate splice junctions corresponding to S.
2. Assume that only S1 is mapped onto G within a Hamming distance of d
0 where d0  1.
In this scenario we x S1 onto G and extend it to the right by appending one base from
S2 at a time starting from left until the number of mismatches m is within a Hamming
distance of d00. The value of d00 is dynamically calculated based on the modied length of
S2. Let S1 appended with this portion of S2 be denoted as S
0
1. Let the remaining part of




1 ends in position p, S
0
2 is then mapped onto G with a starting
point that is within the range [p; p+ c] where c is a user dened constant. Let S 02 start at q
in the genome G. The pair (p; q) constitutes the donor and acceptor sites of the candidate
splice junction.
3. This scenario is exactly the same as described above with S1 replaced by S2 and vice-
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versa. We x S2 onto G and extend it to the left by appending one base from S1 at a time
starting from right until the number of mismatches m is within a Hamming distance d00 as
described above. If S 02 starts at position q, S
0
1 is then mapped onto G within the range
[q; (q + c)] where c is a user dened constant. Let S 01 end at p in genome G. The pair
(p; q) constitutes the candidate splice junction.
4.3.2 Finding highly accurate splice junctions
We get candidate splice junctions (SJs) from the previous phase. But this candidate set
might contain a lot of false SJs which need to be eliminated. In this phase we apply Support
Vector Machine (SVM) - a well-known machine learning technique - to classify candidate SJs
into two categories, i.e., accurate and inaccurate SJs with a very high level of condence.
Deriving initial accurate/inaccurate splice junctions
Support Vector Machine (SVM) has been developed by Vapnik emphet al. at AT&T Bell
Laboratories [78] [79]. Kernel-based techniques (such as support vector machines, Bayes
point machines, kernel principal component analysis, and Gaussian processes) represent a
major development in machine learning algorithms. Support vector machines (SVMs) are a
group of supervised learning methods that can be applied to classication or regression. They
represent an extension to nonlinear models of the generalized portrait algorithm. The basic
idea is to nd a hyperplane which separates any given d -dimensional data perfectly into two
classes. In brief, SVM is a supervised learning model with an associated learning algorithm.
It analyzes data and recognizes patterns and is used for classication and regression analysis.
Given a set of training examples, each marked with membership information to one of two
categories, an SVM training algorithm builds a model. This model assigns unseen examples
90
into one category or the other, making it a non-probabilistic binary linear classier. To
build the model accurately we need an adequate number of training examples. In our case
the candidate junctions will form the examples set. This set contains highly accurate and
inaccurate SJs. Although it is very dicult to label the candidate SJs as true or false with
100% condence without any prior knowledge, we can certainly select a small subset of true
and false SJs by carefully investigating some properties around the candidate SJs.
To derive training examples for supervised classication we divide the set of representa-
tives into three disjoint subsets. Uniquely Gapped Representatives (UGRs): the set UGR
consists of a subset of the representatives in which each representative has only one canonical
SJ (a SJ is canonical if the corresponding intron starts with GT and ends with AG). Multiple
Gapped Representatives (MGRs): each representative in this subset MGR has more than
one canonical SJs. Non-canonical Uniquely Gapped Representatives (NUGRs): each repre-
sentative in this subset NUGR must have only one non-canonical or semi-canonical SJ (a
semi-canonical SJ is a SJ where the corresponding intron starts with AT and ends with AC
or starts with GC and ends with AG). We dene accurate and inaccurate spliced junctions
next.
1. Initial accurate splice junctions (IASJs)
Each representative in UGR has only one canonical SJ as described above. We retain those
SJs in which there is no mismatch in either side of the gapped alignments. We also retain
any SJ under the following scenario. Consider any SJ S. Let A refer to the 12 bps to the
left of the donor site of S and B refer to the 12 bps to the right of the acceptor site of
S. There could be a number of representatives that have the same SJ S and have A as a
substring and each such representative has been constructed from a number of IUM reads.
If the total number of such reads across all the representatives that have the same SJ S and
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share A is  5 then S is retained. Symmetrically, if the total number of reads across all the
representatives that have the same SJ S and share B is  5 then also S is retained.
2. Initial inaccurate splice junctions (IISJs)
This set is acquired by selecting those candidate SJs which are supported by MGRs but
not any UGRs. Those SJs that are supported by only NUGRs and whose mapping length
is shorter than 12 bp are also retained. (The mapping length of any SJ S is the length of




Every SJ can be represented by some characteristics locally observed around it. These
characteristics are called features or dimensions in any classication algorithm. The features
described bellow may decide altogether whether a candidate SJ is accurate or inaccurate.
In this context let J(a; b) denotes a splice junction where a and b refers the coordinates of
donor and acceptor sites, respectively.
1. Exon-intron distribution
The distribution of the bases around exon-intron border in any genome G may give valu-
able information to classify a candidate SJ more accurately. We devise a novel technique
to extract the hidden information around exon-intron boundary by employing k-mer distri-
bution. The distribution is computed by considering highly accurate SJs from IASJs. In
this procedure a region of xed length l around exon-intron boundary of a SJ is extracted
from the genome. This region is then decomposed into overlapping substrings of length k.
This process is repeated for all SJs in IASJs. We sort the k-mers based on the abundance
and take the top 10 k-mers. In a similar way regions of a xed length l is extracted from a
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candidate SJ of interest and they are decomposed into k-mers. If any of these k-mers from
a candidate SJ can be found in top 10 list, we score it as 1; otherwise the score is 0.
2. Intron-exon distribution
In this procedure a region of xed length l around the intron-exon boundary of a SJ is
extracted. It is then decomposed into overlapping substrings of length k. This process is
repeated for all SJs in IASJs and use the same procedure as described above.
3. Boundary coverage score
Boundary coverage score measures the average coverage depth of donor and acceptor sites
together. Initially Mapped (IM) reads are used to compute this score. Since introns are
spliced o from genome G to form mRNA, there should be a large concentration of mapped
reads to the left and right regions of donor and acceptor sites of G, respectively. If we
could formulate a meaningful feature from this observation, it should denitely help us in
classifying accurate and inaccurate splice junctions. Let Ri be the total number of IM reads
that are mapped onto the genome G starting from position i. We dene coverage score of a
region as the average number of reads mapped onto that region. Let a region be bounded by






Score for donor and acceptor regions are dened as Cscore(a) = Cscore(a   c1; a + c2) and
Cscore(b) = Cscore(b   c2; b + c1), respectively where c1 and c2 are user dened constants.
Now the boundary coverage score for a junction J(a; b) is the score derived by summing
these two scores, i.e., Bscore = Cscore(a) + Cscore(b).
4. Intron coverage score
Initially Mapped (IM) reads are used to calculate an intron coverage score. As introns
are spliced out during the formation of the mRNA, it is intuitive that the average coverage
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depth of the intron specied by the SJ will be very low. Let a and b be the co-ordinates (i.e.,
positions) of the donor and acceptor sites, respectively. We calculate the intron coverage
score as the average number of reads mapped onto a base in the region bounded by the
interval (a; b) as described above. In this scenario the scores for the donor and acceptor
regions are dened as Cscore(a) = Cscore(a  c3; a+ c4) and Cscore(b) = Cscore(b  c4; b+ c3),
respectively where c3 and c4 are user dened constants. Now the intron coverage score for
a junction J(a; b) is the score derived by summing these two scores, i.e., Iscore = Cscore(a)+
Cscore(b).
5. Donor-acceptor pattern score
Almost 99% of the novel splice junctions contain canonical donor-acceptor sites (i.e. AC-
GT). Very few of the junctions contain semi-canonical and non-canonical donor-acceptor
sites. Based on this observation, a high score s1 is given to the corresponding SJ if it
contains canonical donor-acceptor sites. A medium score s2 and a low score s3 are given for
semi-canonical and non-canonical sites, respectively.
6. Mismatches
It is the mean number of alignment mismatches of all the representatives mapped onto a
candidate J(a; b) of interest. Let < denote the set of representatives mapped on to J(a; b).
Suppose each representative contributes mi mismatches in the gapped alignment. The
mismatch score is dened as the average number of mismatches of all the representatives





7. Shortest mapping length
It is the maximum length of the shorter side of the gapped alignment among all the repre-
sentatives around a candidate junction J(a; b) of interest.
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8. Junction overlapping number: It is dened as the number of UGRs mapped onto a
candidate junction J(a; b).
Classifying splice junctions
At the beginning SVM builds a learning model using training examples from IASJs and IISJs.
As the representatives in our algorithm are highly accurate and long compared to IUM reads,
the number of accurate SJs are larger than those of inaccurate SJs. If we consider all the SJs
from IASJs and IISJs, SVM will produce a biased model. To develop an unbiased model,
we randomly pick SJs from IISJs which are nearly equal in number to SJs in IASJs. After
building the model we classify each of the candidate SJs as accurate or inaccurate and output
accurate SJs.
4.4 Results
The eectiveness of our algorithm POMP has been evaluated by comparing it with the
currently best-known algorithm TopHat2. Although MapSplice, SpliceMap, GSNAP [82],
STAR [83], and RUM [84] are some of the state-of-the-art algorithms in this domain, they
all produce poorer results compared to TopHat2. So, we have compared our algorithm with
TopHat2 considering it as a benchmark. The experimental results show that our proposed


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 4.4.3: Genome-wide performance evaluation for Initially Accurate Splice Junctions
(IASJ).
Dataset Read Length Predicted True False SN (%) SP (%) GN (%)
D1 50 bp 103,895 99,025 4,870 70.30 95.31 82.81
D2 75 bp 107,714 103,150 4,564 73.23 95.76 84.50
D3 100 bp 113,734 108,516 5,218 77.04 95.41 86.23
4.4.1 Experimental datasets
Three datsets each having 40 million reads were simulated. Read lengths of these datasets
are 50, 75, and 100 bp long, respectively. Maq [80] was used to generate simulated Illumina
reads from human genome hg19 with a realistic error rate of 0.02. The number of reads were
also proportional to the human datasets based on UCSC Known Gene Model. Thus the test
datasets are nearly similar to the real transcriptome sequencing data. Expression levels were
estimated using Cuinks [81] which was based on isoforms dened by UCSC Known Gene
Models.
4.4.2 Experimental environment
All the experiments were done on an Intel Haswell 2.60 GHz compute node with 24 Intel Xeon
E5-2690 cores and 128 GB of RAM. The operating system running was Red Hat Enterprise
Linux Server release 5.7 (Tikanga). The POMP algorithm has been implemented in C++
and standard Java programming language. To compile the C++ source code we used g++
compiler (gcc version 4.6.1) with the -O3 option. Java source code is compiled and run by










































Elapsed time in hours
TopHat2 POMP
(d) Elapsed time of dierent algorithms
Figure 4.4.1: Performance evaluations of dierent algorithms including POMP for datasets
D1-D3.
4.4.3 Evaluation metrics
We measure the eectiveness of our proposed algorithm POMP using four dierent metrics.
These metrics are dened below.
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1. Sensitivity
The fraction of the simulated junctions correctly detected. Let the number of simulated





The fraction of the true junctions among all predicted junctions. Let the number of true





It is dened as the average of sensitivity and specicity. Please note that both sensitivity
and specicity are important measures. Gain is a simple way to combine these two measures.




Measured elapsed time using total number of CPU clock cycles consumed by each of the
algorithms of interest.
4.4.4 Outcomes
Consider the dataset D1 of 50 bp reads (please, see Table 4.4.1). The overall gains of POMP
and TopHat2 are 90.16% and 87.23%, respectively. POMP is approximately 3% better
than TopHat2 in this case. The sensitivity and specicity of POMP are better than those
of TopHat2. The specicity of POMP and TopHat2 are 93.33% and 88.22%, respectively.
POMP has an around 5% better specicity. This means that POMP not only predicts more
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SJs but also detects true SJs more precisely. The runtime of POMP is also very impressive.
It took 17 CPU hours where TopHat2 took 25 CPU hours. We show chromosome wide
experimental evaluations of dataset D1 for rst 10 chromosomes. Please, see Table 4.4.2 for
more details. It is evident that chromosome wide gains of POMP are better than those of
TopHat2. Results for datasets D2 and D3 are shown in Table 4.4.1. The overall genome
wide gains of POMP are better than those of TopHat2. POMP also took less time to detect
potential splice junctions. POMP took 10 CPU hours whereas TopHat2 took 17 CPU hours
for dataset D2. On dataset D3 POMP took 18 CPU hours while TopHat2 took 25 CPU
hours. Please, see Figure 1.7.1 for visual details.
4.5 Discussion
To the best of our knowledge POMP is the rst algorithm in the domain of splice junction
discovery which employed consensus strings (i.e., representatives) of highly overlapping reads
coming from the same genomic region. It not only enhances the accuracy of the junction
discovery but it also drastically reduces runtime. The limitations of the sequencing technol-
ogy results in errors in the reads. The errors could be substitution(s), insertion(s) and/or
deletion(s) in a single base or multiple bases. Although the errors are being greatly reduced
with the advancement of the modern technology, it is still a serious concern as of today. By
identifying and correcting the erroneous bases of the reads, not only can we achieve high
quality data but also the computational complexity of many biological applications can be
greatly reduced. When we build a representative from a cluster of similar reads, the bases
of the representative are chosen by taking the consensus. As a result the representatives are
naturally error-free with a very high probability and hence the alignment can be done with
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a high accuracy.
We choose the overlapping regions of the reads in the clusters in such a way that the
lengths of the representatives are no more than 1.2 times of the read length. This ensures
that similar reads forming clusters are originating from the same genomic regions. Please
note that some clusters can have only a single read. It is due to the fact that the coverage is
very low in that region of mRNA. In this case a single read in a cluster forms a representative
by denition. Generally representatives are longer than the read and thus splice junctions
detections are very accurate. Consider the results shown in Table 4.4.3. It is based on
the computation of initial accurate splice junctions. Without any statistical analysis and
signicant computation POMP can detect a subset of splice junctions with a very high level
of accuracy. The specicity is always above 95% for all of the datasets. The overall gain for
each of the datasets is also very impressive.
Our algorithm POMP detects donor sites and acceptor sites of SJs within a very high
resolution. The true boundaries of SJs can be found by POMP within 20 bp resolution.
On the other hand Tophat2 detects boundaries of SJs within 50-100 bp resolution. More
specically, let J(p; q) denote a splice junction with p and q being the donor and acceptor
sites in the genome G, respectively. Let p0 and q0 be the outputs of POMP corresponding to
this junction. Then POMP guarantees that p0 and q0 will be bounded by p 20  p0  p+20
and q   20  q0  q + 20, respectively. TopHat2 detects donor and acceptor sites of SJs
very poorly within 20 bp resolution. For example on the D1 dataset TopHat2 discovers only
42 simulated SJs (out of 140,856 true SJs) within 20 bp resolution. The time complexity of
our algorithm is also quite impressive. It runs 60-70% faster than TopHat2 and achieves a
better accuracy.
To investigate the eectiveness of our algorithm POMP, we have done extensive experi-
ments by considering 3 simulated RNA-seq datasets of dierent read lengths. The RNA-seq
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datasets were generated in accordance with the real transcriptome data by introducing re-
alistic gene and error model. The abundance of the simulated reads are also in proportion
to the real reads. Each dataset contains 40 million reads and aligned with the hg19 human
genome. Both sensitivity and specicity are important metrics to judge the performance
of any algorithm. Thus we need a measure that combines these two into a single measure.
Keeping this in mind we have introduced the gain metric as the average of sensitivity and
specicity. From the experimental analysis it is evident that POMP is better than TopHat2
in terms of gain and running time. TopHat2 has better sensitivities on D2 and D3 datasets
but lower specicities. It indeed detects a lot of alternating splicing events but with greater
false positives. On the contrary POMP is more restricted in deciding true alternating splicing
events. It balances between sensitivity and specicity and thus its overall gains are better
than those of TopHat2 on all the datasets.
There are two issues in the proposed algorithm that have to be further investigated. At
this point (1) POMP does not exploit the advantage of paired-end reads and (2) it divides
the representatives into two equal halves. If POMP could exploit the advantage of paired-
end reads, the specicity would be further increased. Since in this setting we know the
relative distance between two representatives apriori, the gapped alignments will be more
accurate and the number of false positives will be drastically reduced. On the other hand a
single representative can stretch over two splice junctions. If we divide a representative into
two halves and the coverage is low in that region we might potentially miss these junctions.
By combining these two ideas we can further increase the sensitivity and specicity of our
proposed algorithm. We plan to work on these ideas in future.
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4.6 Conclusions
In this research work we have proposed a novel algorithm POMP to detect splicing events
more accurately with a very short period of time compared to other stat-of-the-art algo-
rithms. At the beginning similar sequencing reads from initially unmapped reads are clus-
tered. From individual cluster representatives are formed which are naturally more accurate
and longer than the given set of reads with a very high level of condence. These repre-
sentatives are then used to detect the splice junctions. SVM is used to prune candidate
splice junctions by classifying them into two classes, i.e., accurate or inaccurate. Experimen-
tal results show that POMP is indeed eective and ecient compared to other best-known
algorithms in this domain.
Chapter 5
Ecient and Scalable Scaolding
Algorithms
In the next generation sequencing techniques millions of short reads are produced from a
genomic sequence at a single run. The chances of low read coverage to some regions of the
sequence are very high. The reads are short and very large in number. Due to erroneous
base calling, there could be errors in the reads. As a consequence, sequence assemblers often
fail to sequence an entire DNA molecule and instead output a set of overlapping segments
that together represent a consensus region of the DNA. This set of overlapping segments are
collectively called contigs in the literature. The nal step of the sequencing process, called
scaolding, is to assemble the contigs into a correct order. Scaolding techniques typically
exploit additional information such as mate-pairs, pair-ends, or optical restriction maps.
In this research work we introduce a series of novel algorithms for scaolding that exploit
optical restriction maps (ORMs). Simulation results show that our algorithms are indeed




To conduct basic biological research such as but not limited to diagnostic, biotechnology,
forensic biology, biological pathways and knowledge of DNA sequences has become inevitable.
Scientists need to know the sequence of bases to reveal genetic information that is hidden in
a particular segment of a DNA molecule. For example, they can use sequence information
to identify which stretches of DNA molecule contain genes, as well as analyze those genes
to detect potential changes in the sequence that may cause diseases. So, to obtain an in-
depth knowledge of a particular DNA molecule, sequencing of that molecule is the primary
step. DNA sequencing is any process that is used to map out the precise order of the
nucleotides within a single strand of a DNA molecule. The structure of DNA was modeled
as a double helix in 1953. The rst notable method for sequencing DNA was developed
during the 1970s known as Sanger sequencing. It is a method of DNA sequencing based
on the selective incorporation of chain-terminating dideoxynucleotides by DNA polymerase
during in vitro DNA replication [90] [91]. It was developed by Frederic Sanger and his
colleagues in 1977 and was the most widely used sequencing technology until the advent of
NGS technologies. An alternative to Sanger was shotgun sequencing [92] [93]. By the time
the Human Genome Project (HGP) began in 1990, only a few scientic laboratories had the
ability to sequence a mere 100k bases, and the total cost of sequencing remained very high.
Since then, technological improvements and computerized automation have increased the
sequencing speed and lowered the cost to the point where individual genes can be sequenced
routinely, and some laboratories managed to sequence well over 100 million bases per year.
Beginning in the late 1990s, the scientic community has developed a number of new DNA
sequencing technologies including the rst of the \next-generation" sequencing methods.
High-throughput or next-generation sequencing technologies parallelizes the sequencing
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process and produce thousands or millions of short reads (25-100 bp) simultaneously at a
single run. Some of the sequencing technologies dominating the NGS market today are
Massively parallel signature sequencing (MPSS), 454 pyrosequencing, Illumina (Solexa) se-
quencing, SOLiD sequencing, Ion semiconductor sequencing, etc. An introductory review
of these techniques can be found in [85]. After generating NGS reads, they can either be
assembled de novo or aligned to a known reference sequence [86]. The choice solely depends
on the biological application of interest as well as cost, eort, and time constraints. For
example, if the intended application of interest is to determine a complete genomic sequence
of a new species, we have to follow de novo sequencing strategy. On the contrary, identify-
ing genetic variations in multiple strains of highly related genomes can be accomplished by
aligning NGS reads to their reference genomes. This approach is cheaper and faster than
de novo sequencing. But there are some limitations and challenges associated with this
alignment approach. One of the most important challenges is in placing the reads within
repetitive regions in the reference genome. Besides this, some of the regions existing in the
source genome may not even exist in the reference genome. This could happen because of
gaps in the reference genome [87]. The problem of aligning reads in repetitive regions can
be solved by exploiting mate-pair reads information. De novo sequencing techniques also
face challenges in repetitive regions and from low read coverages that result in gaps in the
constructed sequence. The former can be overcome by employing mate-pair reads [88] or
optical restrictions maps [89] information and the later can be solved increasing the read
coverage.
In sequencing DNA is rst shredded randomly into numerous smaller fragments. The
resulting fragments are sequenced using the chain termination method to obtain reads. Mul-
tiple overlapping reads for the target DNA are obtained by performing several rounds of this
fragmentation and sequencing. The resulting reads of these fragments are then reassembled
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into their original order based on overlaps. Reassembly is done by a computer program ul-
timately yielding the complete and continuous sequence. A contig is a series of overlapping
DNA sequences used to make a physical map that reconstructs the original DNA sequence
of a chromosome or a region of a chromosome. It is a set of overlapping DNA segments
that together represent a consensus region of DNA. If the coverage is large enough and the
sequenced reads are error free, there should be only one contig containing the entire genome.
But in the next generation sequencing technologies the coverage can be low resulting in gaps
and the reads also can be erroneous. As a consequence sequence assemblers typically produce
multiple contigs. Obtaining the exact orientation and precise order of the contigs is the next
challenging task. This step is known as scaolding.
In genomic mapping, a scaold is a series of contigs that are in the correct order but not
necessarily connected in one continuous stretch of the genomic sequence. So, a scaold is
not only composed of contigs but also gaps. The problem of nding the correct order of the
contigs can be posed as the problem of nding a permutation of these contigs that optimizes
an objective criterion. Scaolding is known to be NP-hard. Any information about the
orderings such as the sizes of fragments of the DNA molecule can indeed help in devising
an ecient algorithm for scaolding. We can get fragment size information by employing
restriction enzymes. A restriction enzyme (or restriction endonuclease) is an enzyme that
cuts DNA at or near some specic recognition nucleotide sequences known as restriction
sites. Restriction enzymes are of three types and found in bacteria and archaea. A restriction
enzyme acts against invading viruses by electively cutting up a foreign DNA in a process
called restriction. In general, restriction enzymes recognize a specic sequence of nucleotides
and produce a double-stranded cut in the DNA. The recognition sequences usually vary
between 4 and 8 nucleotides, and they are generally palindromic sequences. The locations
of these specic sequences of nucleotides on a DNA molecule are called restriction sites. A
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restriction map detects known restriction sites within a sequence of DNA by cleaving it with
a specic restriction enzyme. A restriction map provides a number of fragment sizes which
collectively serve as a unique \ngerprint" or \barcode" for that sequence [94]. An optical
restriction map (ORM) [95] is also similar to a restriction map with only one dierence.
It provides an ordered list of fragment sizes and this method has been combined with the
assembly process to sequence whole genomes. Some of the recent research on ORMs in the
context of contigs assembly can be found in [96], [220], [98], or [89].
We have employed ORMs in the context of scaolding to nd the relative order and
correct placement of contigs produced by sequence assemblers. In this research work we
propose several algorithms for scaolding. We use a two phase strategy for scaolding (just
like the authors of [89]). In the rst phase we compute a score for each contig corresponding
to each possible placement of the contig in the ORM. In the second phase we utilize the
scores computed in the rst phase to come up with a non-overlapping placement of (possibly
a subset of) the contigs in the ORM. In brief, we transform each contig into an ordered
sequence of fragment sizes (just like the ORM). A greedy scoring scheme is then applied to
nd a score for each contig for each possible placement of the contig in the ORM. Greedy
placement algorithms are then used to place the contigs in a correct order by using the
matching scores. To validate the robustness of our proposed algorithms we have introduced
dierent types of errors. Our simulation results on both real and synthetic data show that
our algorithms are indeed scalable and ecient in terms of both accuracy and time.
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5.2 Methods
There are two phases in our algorithm. In the rst phase we compute a score for each
contig corresponding to each possible placement of the contig in the ORM. In the second
phase we utilize the scores computed in the rst phase to come up with a non-overlapping
placement of the contigs in the ORM. These two phases are described in Sections 5.2.1 and
5.2.2, respectively.
5.2.1 A scoring scheme
Overview
To eectively and correctly order the contigs we need a reliable scoring mechanism. As
the genomic sequence can be composed of millions or even billions of characters, we should
also consider the time spent by the proposed algorithms. There is a trade o between the
time an algorithm takes and the accuracy it gives. We achieve a very good balance between
these two. This is done by carefully formulating the scoring algorithm. For each contig, we
generate an ordered list of fragment sizes. Since we know the sequence of the restriction
enzyme from the ORM of the genomic sequence, we can easily nd the ordered restriction
fragment sizes of any contig by incorporating in silico digest of the restriction enzyme. The
resulting list of ordered fragment sizes can be mapped with the ORM. Assuming that there
are no errors either in the ORM or the fragment sizes of the contigs, for any given ordered
fragment sizes of a contig, in general, there will exist a subset of matching ordered fragment
sizes in the ORM. Exploiting this information we can order the contigs. But in a real world
scenario the data often may not be error free. Errors could occur due to the omission of some
restriction sites or a change in some fragment sizes (due to sequencing errors). To quantify
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the eect of the errors a scoring mechanism is introduced.
Let A = fci1; ci2; : : : ; cinig be the set of the ordered in silico fragment sizes of a contig Ci
and B = fol; ol+1; ol+2; : : : ; om l+1g be the set of ordered fragment sizes of a particular region
of the ORM stretching from the lth fragment to the (m  l+1)th fragment. The score of the
contig Ci for the region stretching from the l
th fragment to the (m  l+1)th fragment of the









+ P MRS (5.2.1)
where P andMRS are the penalty term and number of missed restriction sites, respectively.
Penalty term P is user dened and should be very large. Under ideal circumstances where
there are no errors in reads, there are no errors in the ORM, the assembly is perfect, etc.,
we should not tolerate any missed restriction sites. In this case P could be even 1. But
in practice, depending on the technology employed, we could expect to see some errors in
every process. As a result, we have to use a nite penalty. The value of P will thus depend
on the error rates in the dierent technologies. If the expected error rate is low, then P has
to be large. If the expected error rate is high, then P has to be low. In our experiments a
value of 999 for P seems to yield good results.
More details on our algorithms are given in the next section.
A greedy scoring algorithm
The input to the Greedy Scoring algorithm are an ORM of the genomic sequence of interest,
an ordered list of fragment sizes for each contig, and a penalty term. The fragment sizes
may not be known exactly. Each fragment size in general can be thought of as a random
variable for which we know the mean and the standard deviation. For simplicity assume
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that the standard deviation is the same (say ) for all the fragment sizes. The algorithm
proceeds greedily to calculate the score of each contig. In fact, the algorithm computes
multiple scores for each contig. If m is the number of fragment sizes in the ORM, then the
algorithm computes m scores for each contig.
Let o1; o2; : : : ; om be the fragment sizes in the ORM. Let C be any contig and let the
fragment sizes of C be c1; c2; : : : ; cn. A score for C is computed by matching c1 with o1;
Another score is computed by matching c1 with o2; and so on. In other words, we compute
a score for C by matching c1 with oi for each possible value of i, 1  i  m. What is the
score when c1 is matched with oi (for some specic value of i)? We correlate a prex of C (of
minimum length) with a prex of oi; oi+1; : : : ; om such that the two prex sums are nearly
the same (within ). In other words, we identify the least integer u and an integer q such
that jPuj=1 ci  Pi+q 1j=i oij  . Once we nd such u and q, we match cu with oi+q 1. Now
we proceed recursively, i.e., we look for a prex (of least length) of cu+1; cu+1; : : : ; cn and a
prex of oi+q; oi+q+1; : : : ; om whose sums are nearly the same (up to ); and so on.
The score for the resultant mapping of the contig C is obtained using Equation 3.3.1.
For example, the partial score corresponding to the mapping of cu with oi+q 1 is j
Pu
j=1 cj  Pi+q 1
j=i ojj + [(u   1) + (q   1)]  P . Such partial scores are computed and added. Note
that when we map c1 with oi, the last fragment cn of the contig will be mapped with some
fragment ot in the ORM. Corresponding to this mapping of the contig C, we refer to oi as
the starting fragment and ot as the ending fragment. For the base case when i = m, we




j=i oj we match cn with om.
More details of the algorithm can be found in Algorithm 2.1. The run time of our greedy
scoring algorithm is O(mnr), where m is the number of fragments in the optical map, r is
the number of contigs and n is the maximum number of fragments in any contig.
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Algorithm 5.1: Greedy Scoring
Input: OpticalRestrictionMap[1::m], ContigFragmentList[1::r][1::k], Penalty; P




2 j  0
3 case 0
repeat
set matched sites, contig frag size, op frag size to 0
4 text pos j + 1
5 pattern pos, missed res sites to 1
repeat
6 if (case == 0)f
7 contig frag size = ContigFragmentList[i][pattern pos]
8 op frag size = OpticalRestrictionMap[text pos]
9 g else if (case == 1)f
10 contig frag size += ContigFragmentList[i][pattern pos]
11 g else if (case == 2)f
12 op frag size += OpticalRestrictionMap[text pos]
13 g
14 lower bound = op frag size  std(text pos)
15 upper bound = op frag size+ std(text pos)
16 if (con frag size  lower bound and con frag size  upper bound)f
17 Increment pattern pos, text pos, and matched sites by 1
18 case = 0
19 g else if (con frag size < lower bound)f
20 Increment pattern pos, and missed res sites by 1
21 case = 1
22 g else if (con frag size > upper bound)f
23 Increment text pos, and missed res sites by 1
24 case = 2
25 g
26 if (pattern pos  jContigFragmentList[i][1::k]j)f
27 Calculate score using Equation 1
28 Insert the score along with the starting and ending positions in CS
29 g
until pattern pos  jContigFragmentList[i][1::k]j;
30 j  j + 1
until j  m;
31 i i+ 1




The placement scheme utilizes the matching scores of the contigs to nd the correct order.
We propose three dierent placement algorithms that are described below.
Some notations
The list of ordered fragment sizes in the ORM is o1; o2; : : : ; om. The number of contigs is
denoted as r. Let the cotigs be C1; C2; : : : ; Cr. The number of fragments in Ci is denoted as
ni, for 1  i  r. The list of ordered fragment sizes corresponding to Ci is ci1; ci2; : : : ; cini , for
1  i  r. Let k denote maxri=1 ni.
Greedy placement algorithm 1 { GPA1
GPA1 takes as input the contigs and the ORM together with the output of Algorithm 2.1.
If m is the number of ordered fragments in the ORM, then the number of scores associated
with each contig will be m, as described in the previous section. The algorithm proceeds as
follows: At rst the matching scores associated with each contig are sorted individually in
increasing order. The rst position of the sorted list of each contig contains the minimum
score among all the scores. As the penalty term is very large, this matching score is the best
score for placing this contig anywhere in the ORM.
We now sort the contigs based on the indices of the starting fragments corresponding to
the best scores. As an example, assume that there are 5 contigs C 01; C
0
2; : : : ; C
0
5 and consider
their best scores. For each such score there is a starting fragment and an ending fragment.
If the starting fragments of these contigs are o5; o11; o3; o22, and o7, respectively, then the
sorted order of the fragments will be o3; o5; o7; o11, and o22. So the corresponding contigs








4. In general, let this sorted
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order be C1; C2; : : : ; Cr. Followed by this, we attempt to place the contigs in the ORM in
this order (using the mapping corresponding to the best score). Specically, we rst try to
place C1; Next we attempt to place C2; and so on. When we try to place any contig C;
we check whether the starting and/or ending fragments of C will overlap with any of the
already placed contigs. If there is such an overlap, we discard C and move onto the next
contig in the sorted list.
A detailed pseudocode is supplied in Algorithm 2.2. Let m be the number of fragments
in the optical map, and r be the number of contigs. Intuitively the number of matching
scores of each contig Ci is at most O(m). Since the matching score is an integer, sorting
matching scores of each contig Ci takes at most O(m) time. So, the execution time of lines
2-7 in Algorithm 2.2 is O(mr). Sorting contigs with respect to starting fragment takes O(r)
time (line 8). In the worst case lines 9-12 take O(r2) time. Since r  m, the run time of
Algorithm 2.2 is O(mr).
Greedy placement algorithm 2 { GPA2
GPA2 proceeds as follows: At rst the matching scores associated with each contig are
sorted individually in increasing order. Note that we consider m possible matchings for each
contig and hence each contig has a list of m mappings and scores. Let the list of mappings
(in sorted order of the matching scores) for contig C be LC .
The number of matching sites for a contig mapping is dened to be the number of frag-
ments in the contig that are matched with fragments in the ORM. For each contig, we know
that there are m scores (with one score per starting fragment or mapping). Corresponding
to each starting fragment (i.e., mapping) we can also compute the number of matching sites.
Thus for every contig, we have a list of m numbers of matching sites. We identify for each
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Algorithm 5.2: Greedy Placement Algorithm 1 (GPA1)
Input: Contigs with associated scores CS[1::r][1::m]
Output: Set of ordered contigs, C
begin
1 Create array of structure struct[1::r]
2 for (each contig, ci)f
3 Sort the matching score in increasing order
4 Place struct[i]:contig  ci
5 Place struct[i]:starting position starting position
6 Place struct[i]:ending position ending position
7 g
8 Sort the array of struct[1::r] with respect to starting position in increasing
order
9 for (each contig, ci in struct[1::r])f
10 if (ci is not overlapped with already placed contigs in C)f




contig the mapping that has the largest number of matching sites. Let bC be this number
for contig C. We order the contigs based their bC values in non-increasing order. Let the
sorted list be C 01; C
0
2; : : : ; C
0
r based on their bC values.
Place the contigs one-by-one based on the above sorted list starting from C 01. For any
contig C, mappings for this contig will be considered as per the list LC . In other words, the
rst time when we try to place C, we will use the mapping found in LC [1]. When we try to
place C using this specic mapping, we check whether the starting and/or ending fragments
of the contig will overlap with already placed contigs. If there is no overlap, we process the
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Algorithm 5.3: Greedy Placement Algorithm 2 (GPA2)
Input: Contigs with associated scores CS[1::r][1::m], Depth, d
Output: Set of ordered contigs, C
begin
1 Create array of structure struct[1::r]
2 for (each contig, ci)f
3 Sort the matched sites in decreasing order
4 Place the sorted list in soretd list variable
5 Place struct[i]:contig  ci
6 Place struct[i]:matched list matched sites
7 for (each matched sites, mj in the matched list)f
8 Place struct[i]:starting position[j] starting position[j]
9 Place struct[i]:ending position[j] ending position[j]
10 g
11 g
12 Sort the array of struct[1::r] with respect to the greatest number of matched
sites found in the rst position of the matched list
13 for (each contig, ci in struct[1::r])f
14 for (j  1; j  d; j  j + 1)f
15 if (ci is not overlapped with already placed contigs in C)f





21 Sort the array C with respect to the starting position in increasing order
22 Return C
next contig. If there is an overlap while placing C (using the mapping in LC [1]), we move to
the next entry in LC , i.e., LC [2]. If successful, we process the next contig. If not, we move
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Algorithm 5.4: Greedy Placement Algorithm 3 (GPA3)
Input: Contigs with associated scores CS[1::r][1::m], Depth, d
Output: Set of ordered contigs, C
begin
1 Create array of structure struct[1::r]
2 for (each contig, ci)f
3 Sort the matching score in increasing order
4 Place the sorted list in soretd list variable
5 Place struct[i]:contig  ci
6 Place struct[i]:score list sorted list
7 for (each score, sj in the sorted list)f
8 Place struct[i]:starting position[j] starting position[j]
9 Place struct[i]:ending position[j] ending position[j]
10 g
11 g
12 Sort the array of struct[1::r] with respect to the least score found in the rst
position of the score list
13 for (each contig, ci in struct[1::r])f
14 for (j  1; j  d; j  j + 1)f
15 if (ci is not overlapped with already placed contigs in C)f





21 Sort the array C with respect to the starting position in increasing order
22 Return C
on to the next entry in LC , and so on. We make repeated attempts to place C at most d
times (where d is a user-specied parameter). If we are not successful in these d attempts,
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we ignore C and proceed to process the next contig.
Additional details of the algorithm are supplied in Algorithm 2.3. Let m be the number
of fragments in the optical map, and r be the number of contigs. The run time of lines 2-7 in
Algorithm 2.3 is O(mr) as discussed above. Sorting contigs with respect to the matched sites
takes O(r) time (line 8). Lines 13-20 take O(rd) time. In line 21 sorting contigs with respect
to starting fragment takes O(r) time. Since d  r  m, the run time of Algorithm 2.3 is
O(mr).
Greedy placement algorithm 3 { GPA3
GPA3 takes as input the contigs and the ORM together with the output of Algorithm 2.1. If
m is the number of ordered fragments in the ORM, then the number of scores (or mappings)
associated with each contig will be m, as described in the previous section. The algorithm
proceeds as follows: At rst the matching scores associated with each contig are sorted
individually in increasing order. The rst position of the sorted list of each contig contains
the minimum score (i.e., the best score) among all the scores.
We now sort the contigs based on their best scores. Let this sorted order be C 001 ; C
00
2 ; : : : ; C
00
r .
Followed by this, we place the contigs in the ORM in this order. Specically, we rst try
to place C 001 ; Next we try to place C
00
2 ; and so on. Note that for any given contig and a cor-
responding score, we know the starting fragment as well as ending fragment (in the ORM).
While trying to place any contig C, we check if there will be any overlaps with any of the
contigs already placed. If so, we move on to the next entry in C's list and check if C can
be placed based on the corresponding starting and ending fragments without any overlaps.
We make a total of at most d such attempts to place C (where d is a user-dened param-
eter). If C cannot be placed successfully within these attempts, we drop C from further
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Figure 5.3.1: Aligning ordered contigs onto the Yersinia pestis
considerations and move on to the placement of the next contig.
A pseudocode of the algorithm can be found in Algorithm 5.4. Let m be the number
of fragments in the optical map, and r be the number of contigs. The run time of lines
2-7 in Algorithm 5.4 is O(mr) as discussed above. Sorting contigs with respect to the least
matching score takes O(r) time (line 8). Lines 13-20 take O(rd) time. In line 21 sorting
contigs with respect to starting fragment takes O(r) time. Since d  r  m, the run time
of Algorithm 5.4 is O(mr).
5.3 Results and Discussions
To prove the eectiveness of our proposed algorithms we have done rigorous simulations
on both real and synthetic datasets. The simulation results show that the algorithms are
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Table 5.2.1: Results for Yersinia pestis
Contigs Method Missed Probability % Resize Conicts Wrong Placement % Accuracy Time (s)
50
GPA1
0.0 0 0 0 100.00 31.97
0.1 5 0 0 100.00 29.45
0.2 10 0 0 100.00 29.07
0.3 20 27 1 44.00 25.99
GPA2
0.0 0 0 0 100.00 34.10
0.1 5 0 0 100.00 33.42
0.2 10 0 0 100.00 30.83
0.3 20 25 1 48.00 28.21
GPA3
0.0 0 0 0 100.00 35.02
0.1 5 0 0 100.00 32.41
0.2 10 0 0 100.00 27.76
0.3 20 12 2 72.00 27.24
100
GPA1
0.0 0 1 0 99.00 34.05
0.1 5 4 0 96.00 31.23
0.2 10 7 0 93.00 27.76
0.3 20 45 6 49.00 25.92
GPA2
0.0 0 1 0 99.00 31.44
0.1 5 2 0 98.00 33.17
0.2 10 4 2 94.00 26.18
0.3 20 36 10 54.00 28.90
GPA3
0.0 0 1 0 99.00 32.41
0.1 5 0 0 100.00 30.10
0.2 10 1 0 99.00 29.64
0.3 20 27 6 67.00 29.04
200
GPA1
0.0 0 3 0 98.50 36.90
0.1 5 8 0 96.00 33.28
0.2 10 21 0 89.50 33.11
0.3 20 69 4 63.5 29.61
GPA2
0.0 0 3 0 98.50 33.56
0.1 5 10 1 94.50 33.73
0.2 10 19 3 89.50 34.29
0.3 20 92 7 50.50 32.40
GPA3
0.0 0 3 0 98.50 34.93
0.1 5 5 0 97.50 35.96
0.2 10 12 1 93.50 32.25
0.3 20 52 5 71.5 32.16
400
GPA1
0.0 0 8 0 98.00 40.17
0.1 5 20 2 94.50 35.00
0.2 10 56 7 84.25 32.21
0.3 20 120 15 66.25 30.47
GPA2
0.0 0 8 0 98.00 34.77
0.1 5 28 5 91.75 35.83
0.2 10 47 25 82.00 33.15
0.3 20 116 35 62.25 28.99
GPA3
0.0 0 7 0 98.25 37.64
0.1 5 18 0 95.50 31.70
0.1 5 29 8 90.75 31.50
0.3 20 162 21 76.75 31.70
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Table 5.2.2: Results for Yersinia enterocolitica
Contigs Method Missed Probability % Resize Conicts Wrong Placement % Accuracy Time (s)
200
GPA1
0.0 0 0 0 100.00 43.37
0.1 5 5 0 97.50 43.97
0.2 10 18 0 91.00 38.92
0.3 20 92 4 51.00 28.32
GPA2
0.0 0 0 0 100.00 46.41
0.1 5 3 0 98.50 45.47
0.2 10 11 6 91.50 32.71
0.3 20 84 10 53.00 32.29
GPA3
0.0 0 0 0 100.00 41.10
0.1 5 6 2 96.00 43.61
0.2 10 11 0 94.50 40.41
0.3 20 57 7 68.00 31.87
400
GPA1
0.0 0 9 0 97.75 46.67
0.1 5 17 1 95.50 45.02
0.2 10 45 1 88.50 37.00
0.3 20 111 18 67.75 32.95
GPA2
0.0 0 10 1 97.25 46.66
0.1 5 26 4 92.50 49.04
0.2 10 50 22 82.00 33.21
0.3 20 135 26 59.75 31.90
GPA3
0.0 0 9 0 97.75 43.89
0.1 5 15 0 96.25 36.04
0.2 10 29 5 91.50 33.53
0.3 20 54 23 80.75 33.04
Table 5.2.3: Results for simulated data
Length Contigs Method Placed Observed Length Dierence Edit Dist Coverage Time (s)
1 105 bp 7
GPA1 6 84689 15311 15483 84.69% 0.40
GPA2 6 84689 15311 15483 84.69% 0.45
GPA3 6 84689 15311 15483 84.69% 0.37
3 105 bp 34
GPA1 26 259619 40381 40923 86.54% 1.95
GPA2 26 281905 18095 18917 93.97% 2.07
GPA3 32 260662 39338 86220 86.89% 2.10
5 105 bp 52
GPA1 39 445727 54273 55210 89.15% 4.67
GPA2 39 454376 45624 50185 90.88% 5.46
GPA3 38 431582 68418 69285 86.32% 4.67
7 105 bp 53
GPA1 43 571908 128092 129160 81.70% 8.62
GPA2 45 656139 45624 48593 93.73% 8.27
GPA3 50 586588 113412 143189 83.80% 8.17
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Table 5.2.4: Comparisons
Length Method Correctly Placed Accuracy Time (s)
5 105 bp
GPA1 49 98.00% 5.87
GPA2 49 98.00% 4.65
GPA3 49 98.00% 4.62
Nagarajan et al. [89] 30 60.00% 1620
6 105 bp
GPA1 50 100.00% 8.52
GPA2 50 100.00% 7.12
GPA3 50 100.00% 7.12
Nagarajan et al. [89] 32 64.00% 14400
7 105 bp
GPA1 49 98.00% 8.79
GPA2 49 98.00% 8.19
GPA3 49 98.00% 8.48
Nagarajan et al. [89] { { {
8 105 bp
GPA1 50 100.00% 11.77
GPA2 50 100.00% 11.70
GPA3 50 100.00% 10.64
Nagarajan et al. [89] { { {
Figure 5.3.2: Aligning ordered contigs onto the Yersinia enterocolitica
123
indeed scalable and ecient. We have also compared our algorithm with one of the best
known algorithms [89]. Our algorithm outperforms the aforementioned algorithm in terms
of run time, by more than two orders of magnitude, and accuracy. The run time of the
scaolding algorithm of [89] is O(m2n2r), where m is the number of fragments in the optical
map, r is the number of contigs and n is the maximum number of fragments in any contig.
In comparison, the run time of our algorithm is O(mnr). In this section we present our
experimental results. All the programs have been run on an Intel Core i5 2.3GHz machine
with 4GB of RAM.
5.3.1 Real datasets
Real datasets are comprised of two strains of yersiniae bacteria, namely, Yersinia pestis,
and Yersinia enterocolitica. The yersiniae are Gram-negative rods belonging to the family
Enterobacteriaceae. They consist of 11 species of which three are pathogenic to humans.
Those are Yersinia pestis, Yersinia pseudotuberculosis, and Yersinia enterocolitica. The
genomic sequences of Yersinia pestis and Yersinia enterocolitica contain 4,653,728 bp and
4,615,899 bp, respectively. Each of the genomic sequences is randomly fragmented into a
number of non-overlapping substrings/contigs of dierent lengths. We then permute the
resulting contigs randomly to break the relative order existing among them. As we know
the placement of the contigs when we generate them, we can easily detect whether our
algorithms reconstruct the correct orderings from the randomly permuted contigs. To show
the robustness of our proposed algorithms we introduce errors by discarding restriction sites
with some probability. We also introduce errors by resizing, i.e., by increasing or decreasing
the fragment sizes of the contigs.
We have generated 50, 100, 200, and 400 contigs from the genomic sequence of Yersinia
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pestis and 200, and 400 contigs from Yersinia enterocolitica. Accuracy is dened as the
fraction of the contigs placed correctly. If a contig cannot be placed, i.e, if the placement
overlaps with other contigs, we call it a conict. On the contrary when the placement of
a contig is out of order (i.e. when the contig is misplaced) we call it wrong placement.
From Table 5.2.1 and Table 5.2.2 it is evident that if there are no errors in the datasets, the
accuracy found by applying the dierent methods is in the range: [97%, 100%]. The less
the number of contigs, the more accurate the resulting placement of the contigs are. In this
case, the algorithms are more resilient with errors. It is also the case that GPA3 is more
robust against the errors introduced in the datasets.
To simulate practical scenarios, we have randomly generated reads of size 100 bp each
from the two Yersinia strains. Contigs were created employing the String Graph Assembler
(SGA) [99]. These contigs were then ordered using GPA2. After ordering we concatenated
the ordered contigs to nd the scaold. As the sequences are very long, it is infeasible to
calculate the edit distance between the original sequence and resulting scaold. So, the
genomic sequence and the corresponding scaold are aligned using MUMmer [100]. The
acronym \MUMmer" comes from \Maximal Unique Matches", or MUMs. It is based on the
sux tree data structure designed to nd maximal exact matches of two input sequences. In
Figure 1.7.1 we have aligned ordered contigs of Yersinia pestis onto the original sequence of
Yersinia pestis. We have aligned ordered contigs of Yersinia enterocolitica onto the original
sequence of Yersinia enterocolitica. The plots [Please see Figure 1.7.1 and Figure 1.7.2]
represent the set of all MUMs between the two input sequences. Forward MUMs are plotted
as red lines/dots while reverse MUMs are plotted as blue lines/dots (encircled). A line of
dots with unit slope represents an undisturbed segment of conservation between the two
sequences, while a line of dots with negative unit slope represents an inverted segment of
conservation between the two sequences. As is evident, the alignments ordered contigs (i.e.
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scaold) are nicely placed onto the original sequences. The coverage of these two alignments
is approximately 92% which proves the eectiveness of our algorithms.
5.3.2 Synthetic datasets
We have generated four genomic sequences of various sizes by choosing each character ran-
domly from a uniform distribution. We generated reads of size 100 bp from each of the
datasets such that the average coverage of the reads to a particular position of the sequence
is around 5. Reads were generated by taking substrings of size 100 bp from randomly se-
lected positions in the sequence. SGA [99] was used to generate contigs from the reads.
The contigs were then ordered using our algorithms. ORM is created in silico by choos-
ing a 4-bp long sequence acting as a restriction enzyme. The ordered fragment sizes of
each contig are also created by employing the same procedure stated above. After getting
the scaold we calculate the edit distance between the original sequence and the resulting
scaold. It is intuitive that if the placement of the contigs in the scaold is correct, then
the following statement holds: jSize(original sequence)   Size(constructed sequence)j 
edit distance(original sequence; constructed sequence). Our simulation results show that
this is indeed the case [Please see Table 5.2.3].
5.3.3 Comparison
We have compared our algorithms with one of the the best known algorithms existing in
the literature [89]. The simulation results show that our proposed algorithms are superior
in terms of both run time as well as accuracy. As the size of the sequence is increased more
and more, our algorithms are faster and faster than [89]. We have compared our proposed
algorithms with [89] by using synthetic datasets. The ground truth of exact ordering of
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contigs is unknown in the case of real datasets as we do not know the placement of the
contigs in prior. As optimal ordering is NP-hard, computationally it is impossible to nd
the correct placement when the number of contigs is large. So, to compare with [89] we have
generated 4 articial sequences of various sizes. 50 contigs were generated from each of the
sequences. Contigs generation process is described in Section 5.3.1. Accuracy is calculated
as the fraction of contigs placed correctly. As is evident from the simulation results, our
algorithms are two orders of magnitude faster and our placements are also better [Please see
Table 5.2.4] than [89]. In some cases we did not calculate the accuracy as it was taking an
indenite amount of time compared to our algorithms. `-' indicates this issue in Table 5.2.4.
5.4 Conclusions
Contig assembly is a very challenging task. In de novo assembly it is one of the most
important steps to construct an entire genomic sequence from millions of reads produced
by the sequencers. A series of algorithms has been proposed in this research work to order
the contigs. ORM is used to calculate matching scores between the sequence and contigs.
Contigs are then placed so that the overall cumulative matching scores are minimized. We
have performed rigorous simulations on both real and synthetic datasets. The results show






Advances made in sequencing technology have resulted in the sequencing of thousands of
genomes. Novel analysis tools are needed to process these data and extract useful informa-
tion. Such tools could aid in personalized medicine. As an example, we could identify the
causes for a disease by comparing the genomes of people who have the disease and those
who do not have this disease. Given that human variability happens due to single nucleotide
polymorphisms (SNPs), we could focus our attention on these SNPs. Investigations that
try to understand human variability using SNPs fall under genome-wide association study
(GWAS). A crucial step in GWAS is the identication of the correlation between genotypes
(SNPs) and phenotypes (i.e., characteristics such as the presence of a disease). This step
can be modeled as the k-locus problem (where k is any integer). A number of algorithms
have been proposed in the literature for this problem. In this research work we present an
algorithm for solving the 2-locus problem that is up to two orders of magnitude faster than
the previous best known algorithms. The case of k > 2 has not been studied in the literature.
For the rst time, in this research work we present an ecient algorithm for solving the 3-
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locus problem that is several orders of magnitude faster than the brute force algorithm. The
k-locus problem can be thought of as a special case of the closest pair problem (CPP). CPP
is one of the well studied and fundamental problems in computing. Given a set of points
in a metric space, the problem is to identify the pair of closest points. There are numer-
ous applications where this problem nds a place. Examples include computational biology,
computational nance, share market analysis, weather prediction, entomology, electro car-
diograph, N-body simulations, molecular simulations, etc. As a result, any improvements
made in solving CPP will have immediate implications for the solution of numerous prob-
lems in these domains. A naive deterministic algorithm can solve CPP in quadratic time.
Quadratic time may be too much given that we live in an era of big data. Speeding up
data processing algorithms is thus much more essential now than ever before. In this re-
search work we present algorithms for CPP that improve (in theory and/or practice) the
best-known algorithms reported in the literature for CPP.
1.1 Introduction
There are a number of ways in which any two human genomes can dier. Variations are
largely due to the single nucleotide polymorphisms (SNPs in short) as well as deletions,
insertions and copy number variations [107]. Any of these variations may result in alterations
in an individual's traits, or phenotypes. A phenotype of interest can be anything from a
disease risk to physical properties such as height. In genetic epidemiology, a genome-wide
association study (GWA study, or GWAS), also known as whole genome association study
(WGA study, or WGAS), is an examination of many common genetic variants in dierent
individuals to observe if any variant is associated with a trait. GWAS plays a major role in
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personalized medicine.
A lot of eort has been spent to identify mappings between phenotypical traits and
genomic data. Due to the advent of next generation high throughput sequencing technologies,
nowadays it is possible to study the genomic structure of individuals in detail. In GWAS,
two dierent problems have been focused on. In single locus association study, researchers
try to nd out the association between phenotypical traits and individual SNPs. In two
locus association study, the goal is to gure out the association between pairs of SNPs and
phenotypical traits. A major task in this study is that of identifying the most correlated pair
of SNPs. Two locus associations are also known as gene-gene interactions. Such interactions
are believed to be major factors responsible for many complex phenotypical traits [117, 102,
106, 108, 109, 128]. It is a proven fact that such gene  gene interactions are the major
actors to express many complex traits such as various human diseases. A generalization
of this problem is that of identifying the k most important loci responsible for a specic
phenotype. This is known as the k-locus problem.
Given that the number of SNPs found in humans is 105 to 107, a brute force way of
scanning through every possible pair of SNPs to identify the most correlated pair is not
feasible in practice. A number of algorithms for the two locus problem can be found in
the literature. For instance, genetic algorithms are used in [118] and [127]. The algorithms
proposed in [130] and [131] take O(n2m + nm2) time, where n is the number of SNPs and
m is the number of subjects. This algorithm is called FastANOVA. An algorithm with an
expected run time of O(mn1+ log2 n), where 0 <  < 1 is a constant, has been presented
in [101]. This algorithm exploits an algorithm known for the Light Bulb Problem [119] and
Locality Sensitive Hashing (LSH) [104]. In this research work we present an algorithm for
the two locus problem whose expected run time is O(mn1+ log n) (where 0 <  < 1 is a
constant). Our algorithm is asymptotically better than that of [101] by a logarithmic factor.
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Moreover, we have employed a number of innovations at the coding level and hence the
improvement is indeed by more than a logarithmic factor. Our algorithm is up to two orders
of magnitude faster than prior algorithms (specically FastANOVA [131] and the algorithm
of [101]) on various benchmark datasets.
The two locus problem can be thought of as a special case of the closest pair problem
(CPP). CPP has a rich history and has been extensively studied. On an input set of n points,
the problem is to identify the closest pair of points. A straight forward algorithm for CPP
takes quadratic (in n) time. Most of the algorithms proposed in the literature are concerned
with the Euclidean space. In his seminal paper, Rabin proposed a randomized algorithm
with an expected run time of O(n) [121] (where the expectation is in the space of all possible
outcomes of coin ips made in the algorithm). Rabin's algorithm used the oor function
as a basic operation. In 1979, Fortune and Hopcroft presented a deterministic algorithm
with a run time of O(n log log n) assuming that the oor operation takes O(1) time [110].
Both of these algorithms assume a constant-dimensional space (and the run times have an
exponential dependency on the dimension). Other clasical algorithms include [120, 112].
Yao has proven a lower bound of 
(n log n) on the algebraic decision tree model (for any
dimension) [129]. This lower bound holds under the assumption that the oor function is
not allowed. One of the major issues with the above algorithms is the fact that their run
times are exponentially dependent on the dimension.
Time series motif mining (TSMM) is a crucial problem that can be thought of as CPP
in a large dimensional space. In one version of the TSMM problem, we are given a sequence
S of real numbers and an integer `. The goal is to identify two subsequences of S of length `
each that are the most similar to each other (from among all pairs of subsequences of length
` each). These most similar subsequences are referred to as time series motifs. Let C be a
collection of all the `-mers of S. (An `-mer is nothing but a contiguous subsequence of S of
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length `). Clearly, the `-mers in C can be thought of as points in <`. As a result, the TSMM
problem is the same as CPP in <`. Any of the above mentioned algorithms can thus be used
to solve the TSMM problem. A typical value for ` of practical interest is several hundreds
(or more). For these values of `, the above algorithms ([121],[110],[120],[112]) will take an
unacceptable amount of time (because of the exponential dependence on the dimension).
Designing an ecient practical and exact algorithm for the TSMM problem remains an
ongoing challenge.
Mueen, et al. have presented an elegant exact algorithm called MK for TSMM [116].
MK improves the performance of the brute-force algorithm with a novel application of the
triangular inequality. MK is currently the best-performing algorithm in practice for TSMM.
A number of probabilistic as well as approximate algorithms are also known for solving this
problem (see e.g., [103, 105, 111, 113, 114, 124, 125]). For instance, the algorithm of [105]
exploits algorithms proposed for nding (`; d)-motifs from biological data. The idea here is
to partition the time series data into frames of certain width. Followed by this, the mean
value in each frame is computed. This mean is quantized into four intervals and as a result,
the original time series data is converted into a string of characters from an alphabet of size
4. Finally, any (`; d)-motif nding algorithm is applied on the transformed string to identify
the time series motifs. In this research work we present ecient algorithms for CPP. Our
algorithms improve the results reported in several papers including [116], [105], and [101].
Note that all the experiments were done on an Intel Haswell compute node with 48 GB
of RAM. The operating system running was Red Hat Enterprise Linux Server release 5.7
(Tikanga).
133
1.2 Notations and Denitions
Let T = a1; a2; : : : ; an be a sequence of real numbers (or characters from a nite alphabet).
An `-mer of T is nothing but a subsequence of T of ` contiguous elements of T . The `-mers
of T are Ti = ai; ai+1; : : : ; ai+` 1, for 1  i  (n  `+ 1).
If the elements of T are real numbers, then the Euclidean distance between Ti and Tj, de-
noted as d(Ti; Tj), isqP` 1
k=0(ai+k   aj+k)2.
If the elements of T are characters from an alphabet , then the Hamming distance
between Ti and Tj, denoted as d(Ti; Tj), is
P` 1
k=0 (ai+k; aj+k) where (a; b) = 1 if a 6= b and
(a; b) = 0 if a = b (for any a; b 2 ). A sequence of characters can be thought of as a
string of characters, since we can obtain a string from the sequence by concatenating the
characters. Thus we'll use the terms `a sequence of characters' and `a string of characters'
interchangeably.
Let A = a1; a2; : : : ; an and B = b1; b2; : : : ; bn be two sequences of characters. Also, let the
Hamming distance between A and B be d. Then, by the number of matches between A and




In this section we provide some preliminary ideas and techniques that will be useful for
solving the two locus problem. Specically, in this section we consider the following prob-
lems: nding the most similar pair of character strings, and nding the least similar pair of
character strings, where the similarity is in terms of the Hamming distance between strings.
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1.3.1 Finding the most correlated pair of strings
For this problem we are given n Boolean vectors b^1; b^2; : : : ; b^n each of length t. The problem
is to nd the pair of vectors that are the most similar (i.e., the Hamming distance between
them is the smallest). Note that, given two vectors, we can nd the Hamming distance
between them in O(t) time. A straight forward algorithm to identify the most correlated
pair of vectors takes O(n2t) time. This algorithm computes the Hamming distance between
every pair of vectors. We can achieve a better run time using randomization. We say that the
correlation between a pair of strings is p if the Hamming distance between them is t(1  p).
Let p1 be the correlation between the most correlated pair of strings and p2 be the correlation
between the second most correlated pair of strings.
Consider a matrix M of size n t, such that the ith row of M is b^i, for 1  i  n. The
idea of our algorithm is to iteratively collect pairs of strings that are candidates to be the
most correlated. Once we collect enough pairs, we compute the distance between each pair
in this collection and output the closest. In each iteration we pick q columns randomly. For
any vector (or string), the values in these columns can be concatenated to get a q-bit integer.
We hash the vectors based this integer value. Subsequently, we generate pairs as follows:
Consider any bucket in the hash table. If there are m vectors in this bucket, then each pair




log p2 log n

iterations in the algorithm.




log p2 log n

iterations, C will have the most correlated pair
of bulbs with a high probability (i.e., with a probability of 1   n 
(1)). This algorithm is
similar to the algorithm given in [119] but faster (by more than a logarithmic factor). We
can generalize the above algorithm to arbitrary alphabets and get the following
Theorem 1.3.1. Let M be a matrix of size n t. Each entry in this matrix is an element
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log p2 log n

time where p1 is the correlation between the most correlated
pair of rows, p2 is the correlation between the second most correlated pair of rows. (Here
correlation is based on Hamming distance. For example, p1 is the largest fraction of columns
in which any two rows agree).
Proof: Probability that the most correlated pair of strings falls into the same bucket is pq1.
(Note that each row is a string). Probability that this pair does not fall into the same bucket
in a given iteration is (1   pq1). Thus, the probability that this pair does not fall into the
same bucket in z successive iterations is (1   pq1)z. This probability is  exp ( zpq1) using
the fact that (1   x)1=x  1=e for any 0 < x < 1. In turn, this probability will be  n  if
z   logn
pq1
.
To ensure that the run time is as small as possible, we want to ensure that the size of C
is not too large. Since we spend a linear time in each iteration of the algorithm, an optimal
strategy will be to make sure that the number of candidate pairs generated in each iteration
is also O(n). If p2 is the second largest correlation, the probability that any pair other than
the largest correlated falls into the same bucket in any iteration is  pq2. If this probability is
 1
n
, then the expected number pairs generated in any iteration will be  n. This happens
if q = logn
log(1=p2)
. For this value of q, the value of z becomes  log n nlog p1= log p2 .
Given that the expected time we spend in hashing in each iteration and the time for






log p2 log n

. 
Note: The run time of MCP is better than that of the light bulb algorithm presented in
[119] by more than a logarithmic factor.
Let the above general algorithm be called MCP.
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The case of random data. To get an idea of how large log p1
log p2
could get consider the case
where all the strings are random (i.e., each character of any string is randomly chosen to be
0 or 1 with equal probability). Consider a collection of n random strings of length t each.
Let A and B be any two of these vectors. The expected correlation between A and B is
1=2, i.e., the expected number of positions in which they match is t=2. We can use Cherno
bounds to get high probability estimates on p1 and p2.
Cherno bounds: If X is the sum of t independent Bernoulli trials with a probability p
of success each, then the following are true, for any 0 <  < 1 [115]:
Prob:[X < ((1  )] < exp( 2=2):
Here  = tp. Also, if p  1=2, then, for any x > 0,





Using the above bounds, it follows that the probability that the correlation between A and B
is more than t
2
+x is  exp( 2x2=t). Thus the probability that there exists at least one pair
whose correlation is > t
2
+ x is  n2 exp( 2x2=t). As a result, we infer that the correlation






with probability  (1 u), for any 0 < u < 1. Similarly,














and a high probability








Table 3.2.1 displays these estimates for dierent values of n. For this table, the value of
t has been chosen to be 200 and that of u is 0:01. It also shows the corresponding values of
log p^1
log p2
. From this table we see that for a xed value of t when the value of n increases, the
137
value of log p^1
log p2
decreases.




10,000 0.8393 0.1607 0.0958
50,000 0.8622 0.1378 0.0748
100,000 0.8717 0.1283 0.0669
1.3.2 An experimental comparison of MK and MCP
The algorithm of [105] for approximate TSMM partitions the input time series data T based
on a window of size w (for an appropriate value of w), computes the mean of every window,
and discretizes the mean into four possible values. As a result, the time series data is
transformed into a string T 0 of characters form the alphabet f1; 2; 3; 4g. It then uses any
(`; d)-motif nding algorithm to nd the motifs in T 0. However, all the exact algorithms for
nding (`; d)-motifs take time that is exponential on ` and d. Note that the last step of
nding (`; d) motifs can be replaced with a problem of nding time series motifs in T 0 which
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































(b) CPU times consumed by MCP method
Figure 1.3.1: Performance evaluations between MK and MCP methods.
One could employ MK to solve the problem of nding the most correlated pair of strings.
The only dierence is that we have to replace Euclidean distance with Hamming distance.
We have implemented this algorithm. It turns out that MK does not perform well for the
case of binary strings. To be fair, the authors of MK have not tested MK for this case.
We have compared MK with MCP and the results are shown in Table 3.2.2. As this Table
reveals, MCP has a much better performance than MK. Please, see Figure 1.3.1 for visual
details. It is also clear that if we employ MCP in place of (l; d)-motif nding algorithms, the
performance of the approximate TSMM algorithm given in [105] will improve signicantly.
When n is very large, we inject pairs with known correlations. As an example, consider the
problem of nding the largest correlated pair of rows in a mn matrix M . Say we generate
each row by picking each element to be either 0 or 1 with equal probability. For any two
rows, clearly, the expected correlation is 1
2
. We can perform a probabilistic analysis to get
a high probability bound on the largest correlation between any two rows (see Table 3.3.1).
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For example, for n = 10; 000, we generated several random data sets and computed the
largest correlation in each and calculated an average. Let p be this value. To inject a pair
with a correlation of p0 where p0 is > p we generate a row a with all ones and another row
b with p0m ones and m(1   p0) zeros. We then replace (any) two rows of M with a and
b. Clearly, the correlation between a and b is p0. The expected correlation between a and
any other row of M (other than b) is 1
2
. Similarly, the expected correlation between b any
other row of M (other than a) is 1
2
. Thus the pair (a; b) is likely to be the winner with high
probability. We have picked a value for p0 that is only slightly larger than p so as to get an
accurate estimate on the run time. We have used a similar technique to inject pairs to nd
most correlated pairs as well. We stop our algorithm MCP after a xed number of runs i.e.,
50. We are always able to nd the most correlated pair we injected within the xed number
of runs. In Table 3.3.1 we show the results for our algorithm. As evident from Table 3.3.1
MCP nds the injected pair within a very short period of time. As an example consider the
dataset D8. It consists of 16 million elements, the motif length being 1,024. It processed
249:02 108 pairs only in 37 minutes to nd the most correlated pair.
1.3.3 Identication of the least correlated pair of strings
The MCP algorithm identies the closest pair of strings, from out of n given binary strings.
An interesting question is if we can use the same algorithm to identify the furthest pair
of strings. This problem has relevance in many problems including the two locus problem
in GWAS. The authors of [101] present an elegant adaptation of the light bulb algorithm
of [119] to solve this problem when the strings are binary. In this section we show how to
adapt MCP to solve this problem. Our experimental comparison shows that our algorithm
has a signicantly better run time than that of [101].
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Some notations
Let m(x; y) stand for the number of matches between two strings (of equal length) x and y.
For instance, if x = 10010 and y = 00111, then m(x; y) = 2 (since they match in positions
2 and 4). Let X = x1; x2; : : : ; xq and Y = y1; y2; : : : ; yq be two sequences of strings (each
string having the same length). We dene M(X; Y ) to be
Pq
i=1m(xi; yi).




2; : : : ; a
i
k, for 1  i  n, where each aij is 0; or 1 (for
1  j  k). Note that each Ai is a sequence of strings where each string is of length 1. Let
M(Ai; Aj) = uij.
Each Ai can be thought of as a binary string. In the application of GWAS, we can let
Ai correspond to the SNP i, for 1  i  n. Specically, aij is the value of the ith SNP in
subject j, for 1  j  k. If we are interested in nding the two most correlated SNPs, then
we can use MCP to identify this pair. On the other hand, if our goal is to identify the least
correlated pair, then, it is not clear how to do this using MCP. To solve the two locus GWAS
problem, we have to identify not only the most correlated pair of strings but also the least
correlated pair.
Finding the least correlated pair
The authors of [101] present an elegant solution for this problem. The idea is to construct
a matrix D of size k  2n where each column of D corresponds to either a light bulb or
its `complement', (We can think of each light bulb as a string). Specically, the rst n
columns correspond to the bulbs and the next n columns correspond to the complements
of the bulbs. In other words, D[j; i] = aij, for 1  i  n; 1  j  k and D[j; i] = aij for
1  j  k; (n + 1)  i  2n. Here, if x is any bit, then, x denotes its complement. Let
D1 = fq : 1  q  ng and D2 = fq : (n + 1)  q  2ng. The algorithm of [101] for nding
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the least correlated pair works as follows. Consider all the pairs of columns (a; b) such that
a 2 D1 and b 2 D2. From out of these pairs, identify the pair (a0; b0) of columns with the
maximum number of matches. If a0 = i and b0 = n + j, then (i; j) is the least correlated
pair of bulbs. Finding such a pair (a0; b0) can be done using the light bulb algorithm of [119].
The correctness of this algorithm follows from the fact that if the two bulbs i and j have the
least number of matches, then, column i and the complement of column j will have the most
number of matches. In this approach we can replace the light bulb algorithm with MCP to
drastically improve the run time (by more than a logarithmic factor).
Finding the least correlated pair - the case of zeros, ones, and twos
It is not clear how to extend the above idea when the alphabet under concern has three (or
more) possible elements. The authors of [101] reduce such general cases to the case of zeros
and ones using locality sensitive hashing (LSH).The measure of correlation used by [101] is
dierent from what we use in this research work. We dene the correlation between two
strings Ai and Aj as pij =
M(Ai;Aj)
k
. In contrast, [101] use Pearson's correlation coecient.
In this section we present an elegant algorithm for the problem of identifying the least
correlated pair of strings without employing LSH. The idea of [101] is to map input strings
into Boolean vectors. If i and j are any two strings, then the sequences Ai and Aj are
mapped to Boolean vectors A0i and B
0
i by LSH such that the distance between Ai and Aj will
be nearly the same as the distance between A0i and A
0
j with some probability. The larger the
length of A0i is, the better will be the accuracy of LSH in preserving distances.
Our algorithm also maps each Ai into a Boolean vector A
0
i deterministically such that
jA0ij = 3jAij, for 1  i  n.
Consider an alphabet  of size 3 with  = f001; 010; 100g. Clearly, m(x; y) = 3 if x = y
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and m(x; y) = 1 if x 6= y for any x; y 2 . Also, m(x; y) = 0 if x = y and m(x; y) = 2
if x 6= y. Here y stands for the string obtained from y by complementing each bit. For
example, if y = 010 then y = 101.




2; : : : ; a
i
k, for 1  i  n, where each aij is 0; 1; or 2 (for
1  j  k). Note that each Ai is a sequence of strings where each string is of length 1.
Let M(Ai; Aj) = uij. Assume now that we encode each a
i
j as follows (for 1  i  n and
1  j  k): 0 ! 001; 1 ! 010: and 2 ! 100. Let the encoded version of Ai be denoted as
A0i for 1  i  n. Note that jA0ij = 3k, for any 1  i  n.
It is easy to see thatM(A0i; A
0
j) = 3uij+(k uij) = k+2uij, for any i and j (1  i; j  n).











2 ; : : : ; a
0i
3k, for 1  i  n. Clearly, M(A0i; A0j) =
2(k   uij); for any 1  i; j  n.
The following statement is true: If, from out of all the pairs of strings, (i; j) has the
largest correlation, i.e., uij is the largest, then from out of all the Boolean vectors generated,
A0i and A
0





have the least correlation (from out of the pairs (A0i; A
0
j); i 6= j; 1  i; j  n).
We can now form a matrix D of size 3k  2n where the rst n columns correspond to
(transformed) strings and the next n columns correspond to complements of (transformed)
strings. Let D1 = fq : 1  q  ng and D2 = fq : (n + 1)  q  2ng. Consider all the pairs
of columns (a; b) such that a 2 D1 and b 2 D2. From out of these pairs, identify the pair
(a0; b0) of columns with the maximum number of matches. If a0 = i and b0 = n + j, then










log p2 log n

, where p1 and p2 are the largest and the second largest correlation values,








, where c1 and c2 are the smallest and the next smallest correlation
values, respectively.
Proof: When we transform input strings to binary sequences, the ordering of pairs is pre-
served in terms of correlations as we have shown before. Let p1 be the correlation of the
largest correlated pair and p2 be the correlation of the second largest correlated pair. How
do these values change in the transformed domain? If p01 and p
0
2 are the transformed values













If c1 and c2 are the correlations of the smallest and the second smallest correlated pairs,
respectively, and if c01 and c
0
2 are the transformed values of these, respectively, then we can
see that: c01 =
2
3
(1   c1) and c02 = 23(1   c2). To nd the largest correlated pair, we can use
MCP (Theorem 1.3.1). We use the mapping only to nd the least correlated pair. 
The case of a general alphabet
We have thus far considered the case where the alphabet is f0; 1; 2g. We can extend the
mapping to a general alphabet and get the following theorem.
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
, where p1 and p2 are the largest and the second largest correlation values,









, where c1 and c2 are the smallest and the next smallest correlation
values, respectively, and there are  characters in the alphabet.
Proof: Consider sequences from the alphabet f0; 1; : : : ;    1g. In this case we map each
element of this alphabet to a binary string of length  where there is only one 1. Specically,
we use the following mapping: 0! 00    001; 1! 00    010; etc. As before, we don't need
any mapping if our goal is to nd the largest correlated pair. The mapping is used only to
nd the least correlated pair. 
We can improve the above theorem by employing a random mapping as follows: We will
use a binary string of length  to encode each symbol in the alphabet. The encoding for
each symbol is obtained by (uniformly) randomly choosing each bit in the string (of length
). Let x and y be any two symbols in the alphabet (with x 6= y) and let ex and ey be




expected value ofm(ex; ey) is

2
. If c is the correlation between a pair of strings and if c0 is the
transformed value, then, it follows that the expected value of c0 is 1
2
(1  c). An application
of the Cherno bounds will readily imply that the value of c0 will indeed be very close to
this expected value with a probability of 1   
(1). Therefore, we get:









, where c1 and c2 are the smallest and the next smallest correlation
values, respectively, and there are  characters in the alphabet. 
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1.3.4 Finding the most correlated triple of strings
For this problem we are given n Boolean vectors b^1; b^2; : : : ; b^n each of length t. The problem
is to nd the triple of vectors that are the most similar (i.e., the Hamming distance among
them is the smallest). Note that, given three vectors, we can nd the Hamming distance
between them in O(t) time. A straight forward algorithm to identify the most correlated
triple of vectors takes O(n3t) time. This algorithm computes the Hamming distance between
every triple of vectors. We can achieve a better run time using randomization. We say that
the correlation among a triple of strings is p if the Hamming distance among them is t(1 p).
Let p1 be the correlation among the most correlated triple of strings and p2 be the correlation
among the second most correlated triple of strings.
Consider a matrix M of size n  t, such that the ith row of M is b^i, for 1  i  n.
The idea of our algorithm is to iteratively collect triples of strings that are candidates to
be the most correlated. Once we collect enough triples, we compute the distance among
each triple in this collection and output the top x closest triples of strings. In each iteration
we pick q columns randomly. For any vector (or string), the values in these columns can
be concatenated to get a q-bit integer. We hash the vectors based on this integer value.
Subsequently, we generate triples as follows: Consider any bucket in the hash table. If there
are m vectors in this bucket, then each triple of vectors in this bucket is added as a candidate





log p2 log n

iterations in the algorithm.
Theorem 1.3.5. Let M be a matrix of size n t. Each entry in this matrix is an element






log p2 log n

time where p1 is the correlation of the most correlated triple of
rows, p2 is the correlation of the second most correlated triple of rows. (Here correlation is
based on Hamming distance. For example, p1 is the largest fraction of columns in which any
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three rows agree).
Proof: Probability that the most correlated triple of strings falls into the same bucket is
pq1. (Note that each row is a string). Probability that this triple does not fall into the same
bucket in a given iteration is (1   pq1). Thus, the probability that this triple does not fall
into the same bucket in z successive iterations is (1  pq1)z. This probability is  exp ( zpq1)
using the fact that (1   x)1=x  1=e for any 0 < x < 1. In turn, this probability will be
 n  if z   logn
pq1
.
To ensure that the run time is as small as possible, we want to ensure that the size of C
is not too large. Since we spend a linear time in each iteration of the algorithm, an optimal
strategy will be to make sure that the number of candidate triples generated in each iteration
is also O(n). If p2 is the second largest correlation, the probability that any triple other than
the largest correlated falls into the same bucket in any iteration is  pq2. If this probability is
 1
n2
, then the expected number triples generated in any iteration will be  n. This happens
if q = 2 logn
log(1=p2)
. For this value of q, the value of z becomes  log n n2 log p1= log p2 .
Given that the expected time we spend in hashing in each iteration and the time for
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
. 
Note: The above algorithm is asymptotically better than the algorithm in [119] by a loga-
rithmic factor. Let this algorithm be called MCTa.
The case of random data. To get an idea of how large 2 log p1
log p2
could get consider the case
where all the strings are random (i.e., each character of any string is randomly chosen to be
0 or 1 with equal probability). Consider a collection of n random strings of length t each.
Let A, B , and C be any three of these vectors. The expected correlation between A, B,
and C is 1=4, i.e., the expected number of positions in which they match is t=4. We can use
149
Cherno bounds to get high probability estimates on p1 and p2.
Cherno bounds: If X is the sum of t independent Bernoulli trials with a probability p
of success each, then the following are true, for any 0 <  < 1 [115]:
Prob:[X < ((1  )] < exp( 2=2):
Here  = tp. Also,
Prob:[X > (1 + )] < exp( 2=3):
Using the above bounds, it follows that the probability that the number of matches among
A, B, and C is more than (1 + )t=4 is  exp( t2=12). Thus the probability that there
exists at least one triple whose number of matches is > (1 + )t=4 is  n3 exp( t2=12). As








 (1   u), for any 0 < u < 1. Similarly, the probability that none of the pairs has a







is  (1 u). Thus a high probability upper bound on

















Table 3.3.3 displays these estimates for dierent values of n. For this table, the value of
t has been chosen to be 1; 000 and that of u is 0:01. It also shows the corresponding values
of 2 log p^1
log p2
. From this table we see that for a xed value of t when the value of n increases,
the value of 2 log p^1
log p2
decreases.
Table 1.3.4: Correlation estimates for the case of random data.
n p^1 p2 2
log p^1
log p2
10,000 0.4055 0.1230 0.8615
50,000 0.4167 0.1139 0.8059
100,000 0.4213 0.1101 0.7836
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1.3.5 Our new algorithm
The run time of the above algorithm will not be feasible when n is in the millions. For
instance if the run time is n2:5, n = 106 and we can perform 109 operations in a second, then
the run time needed will be more than 11:5 days! If k is more than 3, this time will run into
years! Thus we need better algorithms.
In this section we present a greedy algorithm called MCTb with a much better run time.
The idea is to employ the maximum correlated pairs algorithm (c.f. Theorem 1.3.2). Details
follow.
Algorithm MCTb
1) Identify the most correlated c pairs of strings
(using Theorem 1.3.2), for some constant c.
Let Q be the set of these pairs. E := ;.
2) for each pair (a; b) 2 Q do
for each c 2 Q  fa; bg do
E := E [ f(a; b; c)g;
3) For each triplet x in E compute the correlation
and output the desired number of
maximum correlated triplets.
The above algorithm greedily generates candidate triplets starting from maximum correlated
pairs and identies the maximum correlated ones from these candidates. The total number
of candidates generated is O(cn). This will be O(n) if c is a constant. Assuming that






log p2 log n

(c.f. Theorem 1.3.2). Step 3 takes O(n) time. Thus, the expected run
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log p2 log n

. Clearly this is much better than the time
reported in Theorem 1.3.5.
1.3.6 An experimental evaluation
In this experiment we have tested MCTb by injecting triples with known correlations and
checking the time MCTb takes to nd them. As an example, consider the problem of nding
the largest correlated triple of rows in a m  n matrix M . Say we generate each row by
picking each element to be either 0 or 1 with equal probability. For any three rows, clearly, the
expected correlation is 1
4
. We can perform a probabilistic analysis to get a high probability
bound on the largest correlation between any two rows (see Table 3.3.3). For example, for
n = 10; 000, we generated several random data sets and computed the largest correlation in
each and calculated an average. Let p be this value. To inject a triple with a correlation
of p0 where p0 is > p, Clearly, the correlation of the three rows r1; r2; and r3 is p0. The




statement holds for the rows r2 and r3. Thus the triplet (r1; r2; r3) is likely to be the winner
with high probability. We have picked a value for p0 that is only slightly larger than p so
as to get an accurate estimate on the run time. We stop our algorithm MCTb after a xed
number of runs i.e., 50. We are always able to nd the most correlated triple we injected
within the xed number of runs. In Table 3.3.4 we show the results for our algorithm. As
evident from Table 3.3.4 MCTb nds the injected triple within a very short period of time.
As an example consider the dataset D8. It consists of 8 million strings of length 512 each.
It processed 2:52 1010 triples in only 80 minutes to nd the most correlated triple. For the
brute force algorithm we were not able to run it for a million (or more) number of strings
since the run time is prohibitive. An estimated time for the brute force algorithm for a
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million number of strings will be 1,864 years! The last column in Table 3.3.4 shows the ratio
of the number of triples (that will be) generated by the brute force algorithm to the number
of triples generated by our algorithm MCTb. This can also be thought of as the speedup of
our algorithm over the brute force algorithm. Our algorithm is 9 orders of magnitude faster.
Another way of testing our algorithm will be as follows. In this case we do not inject
any triple with known correlations. We may be interested in nding out how many of the
top q correlated triples are found by MCTb (for some relevant q such as 10 or 100). This
measure has been used in such articles as [101]. Of course, to obtain this measure we have to
be able to run the brute force algorithm to nd out the actual top q correlated triples. We
use this measure to identify the performance of our algorithm for the three locus association

































































































































































































































































































































































































1.4 Two Locus Association Problem
The two locus association problem is dened as follows. Input is a matrix M of size (m1 +
m2)  n where m1 +m2 is the number of patients (subjects) each with n SNPs. Here m1
is the number of cases and m2 is the number of controls. The cases are of phenotype 1
and the controls are of phenotype 0. Rows 1 through m1 of M correspond to cases. Let
this submatrix be called A. Rows m1 + 1 through m1 + m2 of M correspond to controls
and let this submatrix be called B. Each column of M corresponds to an SNP. The two
locus association problem is to identify the pair of SNPs whose statistical correlation with
phenotype is maximally dierent between cases and controls. As mentioned in [101], the
goal is to identify the pair:
argmax
i;j
jPA(i; j)  PB(i; j)j:
If Q is any matrix, then, PQ(i; j) stands for the correlation between the columns i and j
of Q.
The algorithm of [101] exploits the light bulb algorithm of [119] and locality sensitive
hashing (LSH) [104]. They use LSH to transform matrices A and B to A0 and B0, respectively.
In particular, each column ci of A is converted to a column c
0
i of zeros and ones. The size
of ci is 1 m1 and the size of c0i is chosen to be u = maxfm1;m2g. The matrix B is also
transformed into B0 in a similar manner using LSH. Followed by this, the pair of interest is
identied.






where B0 is obtained from B0 by complementing every element of B0. Note that D is of
size 2u 2n. Let D1 = f1; 2; : : : ; ng and D2 = fn+ 1; n+ 2; : : : ; 2ng. Consider all the pairs
of columns (i; j) such that i 2 D1 and j 2 D2. From out of these pairs, identify the pair
(i0; j0) of columns with the maximum number of matches. If i0 = a and j0 = n+ b, then (a; b)
is the pair of interest. The authors of [101] nd this pair using the light bulb algorithm of
[119].
We can use MCP instead of the light bulb algorithm to get the following theorem. In
this case the run time will improve by more than a logarithmic factor.







log p2 log n

, where p1 and p2 are the smallest and the next smallest values of jPA(i; j) 
PB(i; j)j, respectively, over all possible pairs (i; j) of SNPs.
Proof: Similar to that of Theorem 1.3.1 and hence omitted. We call our algorithms for the






















































































































































































































































































































































































































































































































































































































































































































































































































(b) CPU times consumed by TwLA3 method
Figure 1.4.1: CPU elapsed times of TwLA2 and TwLA3 methods.
1.4.1 An experimental comparison
The notion of similarity (between two SNPs) used in [101] is Pearson's correlation coecient.
In this research work the similarity we use is based on the Hamming distance. We believe that
the Hamming distance is a better measure since it can be used to derive other measures. In
terms of run times, these two measures do not have a signicant dierence. Specically, the
complement of the Hamming distance is the measure of similarity we employ. The authors
of [101] have tested their algorithms on dierent data sets (including random data). Since
we do not have access to either of these data sets or their programs, the only comparison
we can do was on the random data. As explained in [101], we have also generated SNPs
from binomial distributions. In particular, for each subject, the value of each SNP is chosen
uniformly randomly to be either 0 or 1 with equal probability. This dataset is called NOISE
Data in [101]. The authors of [101] note that random data are the hadest instances for
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the identication of the most (and least) correlated pair as well as the two locus problem.
We have generated data of sizes 50K, 100K, 300K, 500K and 1; 000K with 50 cases and 50
controls to demonstrate how eective our algorithm is. For example FastANOVA [131] took
almost 1000 seconds for 42K SNPs. On the other hand for 50K SNPs our algorithm took
only 7.8 seconds.
We have also compared the performance of our algorithm with the algorithm reported in
[101]. Our results are shown in Table 1.4.1. The recall rates for us are much better than those
of [101] (see Table 6 in [101]). Recall rates refer to the accuracy of the dierent algorithms
in terms of how many of the top q correlated pairs were identied by these algorithms (for
dierent values of q). For example, for 50K SNPs, the top 10 recall rate of [101] is 0.2,
whereas it is 0.74 for our algorithm. As another example, for 100K SNPs, the top 10 recall
rate of [101] is 0 whereas it is 0.74 for our algorithm. Table 3.3.2 displays the result for
ternary (i.e., where SNPs are encoded by 0, 1, or 2) datasets.
In terms of run times we can only do an estimation of the speedup since they [101] do not
report any actual run times. They report that the brute force algorithm takes several days
using 1000 processors (for less than 1000K SNPs). To give the benet of doubt, we take the
time as 2 days. This means that for 100K SNPs, the brute force algorithm took 20 days on
a single processor. For 100K SNPs, in Table 6 of [101], they indicate that their algorithm
achieves a speedup of 184 over the brute force. This means that their algorithm took more
than 156 minutes. Also they have used 400 subjects whereas we have used 100 subjects.
This means that on 100 subjects and 100K SNPs, their algorithm will take 39 minutes. Our
run time for 100K SNPs and 100 subjects is 0.22 minutes. This means that our algorithm is
more than 177 times faster. Note that this is only a very conservative estimate. Also note
that the improvement our algorithm achieves is quite signicant since the typical processing
times reported in the literature for the two locus problem are quite high. The improvement
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we achieve is not only due to the novel algorithm but also due to a number of techniques
we have used at the implementation level. We have used bit operations as much as possible.
This also reduces the memory used. Any improvement in the run time achieved for solving
the two locus problem could make a noticeable dierence in GWAS. Please, see Figure 3.2.1
for visual details.
1.5 Three Locus Association Problem
We can dene the three locus problem along the same lines as the two locus problem. We
are interested in nding thee SNPs that are dierentially correlated in a set of cases vs a
set of controls. Input is a matrix M of size (m1 +m2) n where m1 +m2 is the number of
patients (subjects) each with n SNPs. Here m1 is the number of cases and m2 is the number
of controls. There are three possible values for each SNP, namely, 0; 1; or 2. The cases are
of phenotype 1 and the controls are of phenotype 0. Rows 1 through m1 of M correspond to
cases. Let this submatrix be called A. Rows m1 + 1 through m1 +m2 of M correspond to
controls and let this submatrix be called B. Each column of M corresponds to an SNP. The
three locus association problem is to identify the triple of SNPs whose statistical correlation




jPA(i; j; k)  PB(i; j; k)j:
If Q is any matrix, then, PQ(i; j; k) stands for the correlation between the columns i, j,
and k of Q.
A brute force algorithm can be conceived of that takes O(n3t) time as follows.
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1) Construct a set C of all possible triples of SNPs.
2) bestdi:=0; besttriple:=(0, 0, 0);
3) for each triple (i; j; k) 2 Q do
4) if bestdi < jPA(i; j; k)  PB(i; j; k)j then
5) bestdi := jPA(i; j; k)  PB(i; j; k)j;
6) besttriple:=(i; j; k);
7) Output besttriple.
The brute force algorithm will not be practically feasible. For instance if n is a million,
the number of subjects is 100, and 109 basic operations take 1 second, the total time taken
by the brute force algorithm will be 5:281011 years! To the best of our knowledge the three
locus problem has not been addressed in the literature thus far. We propose an algorithm,
called ThLA3 (Three Locus Algorithm for the case of an alphabet with three characters)
similar to MCTb. We rst identify a constant c number of the most relevant pairs of SNPs
using the two locus algorithm TwLA3. Followed by this we generate candidate triples by
augmenting one SNP at a time to each of these pairs. For each candidate we compute a
score and output the triple whose score is the maximum. More details follow. By the most
relevant c pairs of SNPs we mean c pairs (i; j) of SNPs whose jPA(i; j)   PB(i; j)j value is
the maximum.
Algorithm ThLA3
1) Identify the most relevant c pairs of SNPs
(using the algorithm TwLA3), for some constant c.
Let Q be the set of these pairs. E := ;.
2) for each pair (a; b) 2 Q do
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for each c 2 Q  fa; bg do
E := E [ f(a; b; c)g;
3) For each triplet (i; j; k) in E compute
jPA(i; j; k)  PB(i; j; k)j and output the desired
number of triples (i; j; k) whose
jPA(i; j; k)  PB(i; j; k)j value is maximum.
We can analyze the algorithm ThLA3 along the same lines as MCTb and understand
why this algorithm can be expected to perform well in practice. Expected time taken by





log p2 log n

, where p1 and p2 are the smallest and the next smallest values of
jPA(i; j)   PB(i; j)j, respectively, over all possible pairs (i; j) of SNPs (c.f. Theorem 1.4.1).
Step 2 takes O(n) time. Step 3 also takes O(n) time, assuming that t is O(1). As a result,
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
. Experimental results reported































































































































































































































































































































































































































































































































































































































































































































































































































1.5.1 An experimental evaluation
To demonstrate the eectiveness of our three locus algorithms we have done extensive ex-
periments on both binary (i.e. NOISE dataset) and ternary random datasets. We have
generated data of sizes 1K, 2K, 3K, 50K, 100K, 300K, 500K, 700K and 1; 000K with 50
cases and 50 controls and we did not inject any correlated triplets in any of the datasets
stated above. Since the brute-force method is a cubic time algorithm, it is not feasible to
run it over big datasets. The estimated time to get results from brute-force method for 100
thousand SNPs is over 9 years! So, to prove the reliability of our algorithms ThLA2 and
ThLA3, we have run the brute-force algorithm on smaller datasets and got the top ten clos-
est triples. We then executed our algorithms on the same datasets and collected the top 10
triples and compared the results with those from the brute-force method. It is evident from
Table 1.5.1 and Table 1.5.2 that both ThLA2 and ThLA3 correctly identify most of the top
10 SNP triplets. The speedups the algorithms achieve are more than 5; 000 on a dataset
consisting of 3; 000 SNPs. On a dataset of size one million, ThLA2 and ThLA3 took around
100 to 120 minutes only. The runtimes are approximately linearly proportionate with the
number of SNPs.
1.6 Conclusions
In this research work we have presented a novel algorithm for the two locus problem that
plays a central role in GWAS. Our algorithm is two orders of magnitude faster than pre-
vious algorithms. We have also oered a greedy algorithm for nding the most correlated
triple of strings. This algorithm is several orders of magnitude faster than the brute force
algorithm. For the rst time we consider the very challenging three locus problem. We also
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oer algorithms for the closest pair problem (CPP). CPP is a ubiquitous problem that has
numerous applications in varied domains. We have oered algorithms for Hamming distance.




Single Nucleotide Polymorphisms (SNPs) are sequence variations found in individuals at
some specic points in the genomic sequence. As SNPs are highly conserved throughout
evolution and within a population, the map of SNPs serves as an excellent genotypic marker.
Conventional SNPs analysis mechanisms suer from large run times, inecient memory
usage, and frequent overestimation. In this research work, we propose ecient, scalable,
and reliable algorithms to select a small subset of SNPs from a large set of SNPs which
can together be employed to perform phenotypic classication. Our algorithms exploit the
techniques of gene selection and random projections to identify a meaningful subset of SNPs.
To the best of our knowledge, these techniques have not been employed before in the context
of genotype-phenotype correlations. Random projections are used to project the input data
into a lower dimensional space (closely preserving distances). Gene selection is then applied
on the projected data to identify a subset of the most relevant SNPs. We have compared
the performance of our algorithms with one of the currently known best algorithms called
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Multifactor Dimensionality Reduction (MDR), and Principal Component Analysis (PCA)
technique. Experimental results demonstrate that our algorithms are superior in terms of
accuracy as well as run time. In our proposed techniques, random projection is used to map
data from a high dimensional space to a lower dimensional space, and thus overcomes the
curse of dimensionality problem. From this space of reduced dimension, we select the best
subset of attributes. It is a unique mechanism in the domain of SNPs analysis, and to the
best of our knowledge it is not employed before. As revealed by our experimental results,
our proposed techniques oer the potential of high accuracies while keeping the run times
low.
2.1 Introduction
A single-nucleotide polymorphism (SNP) is dened as a DNA sequence variation where a
single nucleotide, i.e., A, T, C, or G in the genomic sequence diers among the individuals of
a biological species. It is the most common type of genetic variation among people. If CC-
GAATC and CCGAATA are two sequenced DNA fragments from two dierent individuals,
these fragments dier in only one nucleotide position and this is called a SNP [1]. If we make
comparisons between any two human genomic sequences side by side, they will be almost
99:9% identical [2]. Having 3:2 billion base-pair genomes, individuals can have some 3:2
million dierences in diploid genome. Most of the dierences are due to SNPs. Even though
most of the SNPs are of no biological signicance or meaning, a fraction of the substitutions
have functional consequence and these variations are the basis for the diversity found among
humans [3]. SNPs are not evenly distributed across the whole genomic sequence. They occur
more frequently in non-coding regions than in coding regions of the genomic sequence. Most
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SNPs have no eect on health or development. Some of these genetic dierences, however,
have proven to be very important in the study of human health. Researchers have found
SNPs that may help predict an individual's response to certain drugs, susceptibility to envi-
ronmental factors such as toxins, and risk of developing particular diseases. SNPs can also
be used to track the inheritance of genes accused for disease within families. Future studies
will work to identify SNPs associated with complex diseases such as heart disease, diabetes,
and cancer.
In this research work, the main problem of interest is to take as input (say) two groups of
individuals separated based on some phenotypes, together with their genotypes information
and identify the most relevant SNPs that can explain the groupings. Our new approach is
based on two paradigms: gene selection [135], and random projections [136] to identify a
subset of SNPs from a set of SNPs that can altogether dierentiate two groups of individuals
eciently and reliably within a short amount of time. In the rst approach, we employ a
feature selection algorithm (FSA) to identify the k most relevant SNPs (where k can be
chosen by the user) to dierentiate a group of individuals from another. To validate this
approach, we computed the p-value for each of the SNPs. It is found that a signicant
number of SNPs selected by the FSA has a very low p-value. In the second approach, we
employ random projections to project the original data into a space of dimension d (where
d can be chosen by the user). We then compute a subset of dimensions which can together
dierentiate two groups of individuals. We have done this in two steps. We take the best m
SNPs found by using the FSA. For each subject we keep only these m SNPs. The modied
dataset is then projected onto a k-dimensional space for various values of k. The FSA is
then employed to identify a subset of dimensions that can best predict a particular class
of subjects. Both of these approaches yield very good outcomes and our simulation results
show that our proposed algorithms are indeed reliable, scalable, and ecient. They also
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In this research work, we have performed a candidate gene study for a complex human
behavior disorder, drug dependency using scalable, and ecient computational techniques.
Although candidate gene studies have their own inherent limitations (reviewed in [138]), the
use of smaller focused arrays possibly represents a more practical approach for many studies
than the use of large scale arrays such as genome wide association studies (GWAS). These
focused arrays are able to overcome the issues of inadequate gene coverage by providing full
coverage for a limited number of candidate genes. Such focused arrays oer the advantages
of lower cost and lower false discovery rate, especially in situations where a dataset may
have inadequate power due to size or other reasons. Our genetic markers were obtained in
a study conducted by National Institute of Alcohol Abuse and Alcoholism (NIAAA). For
details about our data readers are referred to [139]. According to [139], the panel SNPs that
we use in our study are able to extract full haplotype information for candidate genes in
alcoholism, other addictions and disorders of mood and anxiety.
2.2.2 Feature selection
Feature selection techniques are used to eciently select a subset of SNPs from a set of
SNPs which can best dene a system. They are dierent from other dimensionality reduction
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techniques like projection-based (e.g., principal component analysis, random projections) or
compression-based (e.g., using information theory) techniques. The latter techniques do not
alter the original representation of the variables but just select a subset of them to best
describe a system. A comprehensive and detailed review on feature selection techniques in
bioinformatics can be found in [140]. Machine learning techniques can also be applied in the
domain of SNPs selection [141]. Support Vector Machine (SVM), Genetic Algorithm (GA),
Simulated Annealing (SA), Principal Component Analysis (PCA), etc have been applied
widely in bioinformatics. Examples of works that employ SVM are [142, 143, 144]. [145]
detects a subset of potential SNPs by using Simulated Annealing (SA) and also provides a
comprehensive and detailed review of the current approaches to identify SNPs. PCA based
research can be found, for example, in [146, 147].
2.2.3 Support vector machine (SVM)
Support Vector Machine (SVM) has been developed by Vapnik, et al. at AT&T Bell Lab-
oratories [78, 79] which is the basis of gene selection algorithm. Kernel-based techniques
(such as support vector machines, Bayes point machines, kernel principal component analy-
sis, and Gaussian processes) represent a major development in machine learning algorithms.
Support vector machines (SVMs) are a group of supervised learning methods that can be
applied to classication or regression. They represent an extension to nonlinear models of
the generalized portrait algorithm. The basic idea is to nd a hyperplane which separates
any given d-dimensional data perfectly into two classes. Assume that we are given l training
examples fxi; yig, where each example has d inputs (xi  <d), and a class label yi  f 1; 1g
where 1  i  l. Now, all the hyperplanes in <d are parameterized by a vector (w), and a
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constant (b), expressed in the equation:
w  x+ b = 0 (2.2.1)
Here x is a point on the hyperplane, w is a n-dimensional vector perpendicular to the
hyperplane, and b is the distance of the closest point on the hyperplane to the origin. Any
such hyperplane (w; b) that separates the data leads to the function:
f(x) = sign(w  x+ b) (2.2.2)
The hyperplane is found by solving the following problem:
Minimize J = 1
2
k wk2; subject to yi(w  xi + b)  1  0, where i = 1; : : : ; l.
To handle datasets that are not linearly separable, the notion of a \kernel induced feature
space" has been introduced in the context of SVMs. The idea is to cast the data into
a higher dimensional space where the data is separable. To do this, a mapping function
z = (x) is dened that transforms the d dimensional input vector x into a (usually higher) d0
dimensional vector z. Whether the new training data f(xi); yig is separable by a hyperplane
depends on the choice of the mapping/kernel function. Some useful kernel functions are
\polynomial kernel", and \GAUSSIAN RBF kernel". The polynomial kernel takes the form:
K(xa; xb) = (xa  xb + 1)p (2.2.3)
where p is a tunable parameter, which in practice varies from 1 to  10. Another popular
one is the Gaussian RBF Kernel:
K(xa; xb) = exp




















which is a Radial Basis Function, with the support vectors as the centers. More details and
applications of SVM can be found in [202, 197, 193].
2.2.4 Principal component analysis (PCA)
Principal component analysis (PCA) is a technique that takes any high-dimensional data
to a lower-dimensional form by using the dependencies among the variables, without losing
too much information. PCA is one of the simplest and most robust ways of doing such
dimensionality reduction. It employs orthogonal transformations to convert a set of obser-
vations of possibly correlated variables into a set of values of linearly uncorrelated variables.
These uncorrelated variables are called principal components. PCA is also known as the
Karhunen-Loeve transformation, the Hotelling transformation, the method of empirical or-
thogonal functions, and singular value decomposition. The number of principal components
is less than or equal to the number of original variables. Here the rst principal component
has the largest possible variance.
Assume that we are given n-dimensional feature vectors and we want to summarize
them by projecting it into a d -dimensional subspace. The simplest solution is to nd the
projections which maximize the variance. The rst principal component is the direction in
the feature space along which the projections have the largest variance. The second principal
component is the direction which maximizes the variance among all the directions orthogonal
to the rst. The kth component is the variance-maximizing direction orthogonal to the
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previous k 1 components. More information regarding PCA can be found in [151, 152, 153].
2.3 Methods
In this section we summarize the Feature Selection Algorithm as well as the technique of
Random Projections. Feature selection is a classication algorithm based on SVMs. For any
classication algorithm there will be two phases. In the rst phase the classier is trained
with some training data and this phase can be thought of as a learning phase. In the second
phase, the classier's accuracy is tested with test or treatment data. In this research work
we utilize real data pertaining to subjects dependent on opium. We divide the set of input
data into two groups: G1 contains all the non-addicted subjects and G2 is the set of all
addicted subjects. We train the classier using a training set which consists of 50 percent
data from each of G1 and G2 (randomly chosen), respectively. The test set is formed using
the other 50 percent from G1 and G2, respectively.
2.3.1 Feature selection
We have incorporated gene selection techniques [135] in our feature section algorithm to
identify the correlation among the SNPs. The aim of gene selection algorithm is to identify
the (smallest) subset of genes responsible for certain event(s). Please note that even though
in the gene selection algorithm we refer to genes, the algorithm is generic and in general
a `gene' should be thought of as an arbitrary feature. Gene selection is based on SVMs
and it takes as input n genes fg1; g2; g3;    ; gng, and l vectors fv1; v2; v3;    ; vlg. As an
example, each vi could be an outcome of a microarray experiment and each vector could
be of the following form: vi = fx1i ; x2i ; x3i ;    ; xni ; yig. Here xji is the expression level of
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the jth gene gj in experiment i. The value of yi is either +1 or -1 based on whether the
event of interest is present in experiment i or not. The problem is to identify a subset of
genes fg1i ; g2i ; g3i ;    ; gmi g sucient to predict the value of yi in each experiment. Given a
set of vectors, the gene selection algorithm learns to identify the minimum subset of genes
needed to predict the event of interest and the prediction function. These vectors form the
training set for the algorithm. Once trained, the algorithm is provided with a new set of
data which is called the test set. The accuracy of gene selection is measured in the test set
as a percentage of microarray data on which the algorithm correctly predicts the event of
interest. The procedure solely relies on the concept of SVM.
Guyon, et. al. [194] introduced a naive gene selection algorithm called sort-SVM. Here
the genes were sorted according to their corresponding weights and a subset of genes was
selected from the sorted sequence and thus discarded the redundant information. The authors
also developed an algorithm called Recursive Feature Elimination (RFE) which is based on
the sensitivity analysis proposed by [155] where the change of cost function DJ(i) caused
by removing a given feature i is approximately measured by expanding the cost function
(J) in Taylor series to second order. As a result, genes can be selected based on the weight
value of each feature. In each iteration train the SVM and obtain the weights for all the
remaining genes and then eliminate the gene with the smallest weight until two genes are
left. Following are the basic steps involved in the Recursive Feature Elimination (RFE)
algorithm: (1) Train the linear SVM; (2) Compute weight for each gene; (3) Remove the
gene with the smallest weight; and (4) Repeat steps 1, 2, and 3 until only 2 genes are left.
The gene selection algorithm of Song and Rajasekaran [135] is based on the ideas of com-
bining the mutual information among the genes and incorporating correlation information to
reject the redundant genes. The Greedy Correlation Incorporated Support Vector Machine
(GCI-SVM) algorithm of [135] can be briey summarizes as follows: The SVM is trained only
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once and the genes are sorted according to the norm of the weight vectors corresponding to
these genes. Then the sorted list of genes are examined starting from the second gene. The
correlation of each of these genes with the rst gene is computed until one whose correlation
with the rst one is less than a certain predened threshold is found. At this stage this
gene is moved to the second place. Now the genes starting from the third gene are examined
and the correlation of each of these genes with the second gene is computed until a gene
whose correlation with the second gene is less than the threshold is encountered. The above
procedure is repeated until the end of the sorted genes is reached. In the last stage, genes
based on this adjusted sorted genes are selected. GCI-SVM brings the concept of sort-SVM
and RFE-SVM altogether which makes it more ecient. These are: (1) GCI-SVM incorpo-
rates correlation information to remove the redundant genes; (2) Sort-SVM utilizes mutual
information among genes but also may select redundant genes. GCI-SVM uses RFE-SVM
concept which enables it to utilize the mutual information among genes; and (3) Other al-
gorithms like RFE-SVM make use of recursion to remove the redundant genes which is very
time consuming. GCI-SVM uses the combination of the above mentioned concepts together.
This makes it time ecient. In a nutshell, GCI-SVM works as follows:
1. Compute the correlation coecient for each pair of genes.
2. Train the SVM using the training data set.
3. Sort the genes based on their weight values.
4. Go through the sorted genes; pick those genes whose correlation with the previously
picked genes is less than a threshold.
5. Move in order all picked genes to the front of the sequence; correspondingly, unpicked
genes are moved to the end.
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2.3.2 Random projections
Mapping a set of points from a higher dimensional space to a lower dimensional space in such
a way that the pair-wise distances are closely preserved is a problem that has been studied
widely. A nite set of n points in a d-dimensional Euclidean space Rd can be represented
by a matrix [A]nd, where each row represents a point in d dimensions. The objective is
to identify a mapping f : Rd ! Rk with negligible distortion in the distance between any
pair of points. Here k is the dimension of the reduced space. Johnson and Lidenstrauss
[156] have given an elegant randomized mapping such that the original pairwise distances
are -preserved in the k-dimensional space.
Lemma (Johnson & Lindenstrauss): Given  > 0 and an integer n, let k be a positive
integer such that k > k0 = O(
 2 log n). For every set P of n points in Rd there exists
f : Rd ! Rk such that for all u, v in P :
(1  ) k u  v k2k f(u)  f(v) k2 (1 + ) k u  v k2 (2.3.1)
We can accomplish this mapping using the Achlioptas [136] method.
Theorem: Let P be an arbitrary set of n points in Rd, represented by a n d matrix A.
Given  and  > 0, let,
k0 =






For any integer k > k0, let R be a d k random matrix with R(i; j) = rij, where frijg are
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independent random variables from either one of the following probability distributions:
rij =
8>>>><>>>>:
+1 with probability 1
2







+1 with probability 1
6
0 with probability 2
3
 1 with probability 1
6
:
Let E = 1p
k
AR and let f : Rd ! Rk map the ith row of A to the ith row of E. With a
probability of at least 1  n, for all u, v in P , the following inequality holds:
(1  ) k u  v k2k f(u)  f(v) k2 (1 + ) k u  v k2 (2.3.3)
Using one of the probability distributions we can construct [R]dk. Multiplication of [A]nd
and [R]dk maps Rd to Rk.
2.3.3 Multifactor dimensionality reduction (MDR)
Multifactor dimensionality reduction (MDR) is a data mining procedure which detects and
characterizes combinations of attributes or independent variables that can altogether interact
to inuence a dependent or class variable. MDR is designed primarily to identify interactions
among discrete variables that can together act as a binary classier. It is considered as a
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nonparametric alternative to traditional statistical methods e.g., logistic regression. We can
think of MDR as a constructive induction algorithm that can convert two or more discrete
variables or attributes to a single variable or attribute. The method to create a new attribute
or variable changes the representation space of the original data. The details of the MDR
algorithm can be found in [137, 157, 158]. Authors in [159] develop the MDR-PDT algorithm
by merging the MDR method with the genotype-Pedigree Disequilibrium Test (geno-PDT).
Unlike ordinary MDR, it can identify single-locus eects or joint eects of multiple loci in
families of diverse structure.
In the MDR algorithm, the observed data is divided into ten equal parts and a model
is t to each nine-tenths of the data (the training data), and the remaining one-tenth (the
test data) is used to assess the accuracy to t a model, thus using ten-fold cross-validation.
Within each nine-tenths of the data, a set of n factors is selected and their possible multifactor
classes or cells are represented in n dimensional space. The steps of the MDR algorithm,
according to [137], can be described as follows:
1. In step one, the dataset is divided into multiple partitions to carry out cross-validation.
MDR can be performed without performing cross-validation. But this is very infre-
quently done due to the potential for over-tting [160]. It tries to t the data, learn a
concept, build a model based on the learned concept and apply the concept to predict
from unseen data.
2. A subset of n discrete variables or factors is selected from the set of all variables or
factors.
3. The chosen n variables and their possible multifactor classes are organized into n-
dimensional space. For example, for two loci with three genotypes each, there are nine
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possible two locus-genotype combinations. Then, the ratio of the number of cases to
the number of controls is calculated within each multifactor class.
4. A reduction procedure on the n dimensional model to a one-dimensional model is
carried out. This is done by labeling each multifactor class in n-dimensional space
either as high-risk or low risk. If the cases to controls ratio meets or exceeds some
threshold (e.g.,  1:0), it is called high-risk. On the contrary, it is called low-risk, if
that threshold is not exceeded. By following the procedure stated above, a model for
both cases and controls is formed by pooling high-risk cells into one group and low-risk
cells into another group. This reduces the n-dimensional model to a one-dimensional
model (i.e., having one variable with two multifactor classes { high risk and low risk).
In a nutshell, among all of the two-factor combinations, a single model that has the
fewest misclassied individuals is selected.
5. The prediction error of each model is estimated by 10-fold cross-validation.
2.3.4 Normalization
Normalization is the process of scaling any data so that it falls within a specied range. There
are many methods of normalization, such as min-max normalization, z-score normalization,
normalization by decimal scaling, etc.
Min-max normalization
In min-max normalization, a linear transformation is performed on the original data. Assume
that the minimum and maximum values of an attribute a are given bymina, andmaxa. Min-
181
max normalization maps a value v to v0 in the new range [newmina , newmaxa ] by computing:
v0 =
v  mina
maxa  mina (newmaxa   newmina) + newmina (2.3.4)
2.3.5 Discretization
Discreetization is the method of placing continuous values into discrete buckets. The simplest
method for discretization is to determine the minimum and maximum values of the attributes
and then divide the range into user dened number of intervals of equal length. Each interval
I is associated with an integer value V (I). Any value that falls in a particular interval I is
mapped to the corresponding value V (I).
2.4 Our algorithms
We have employed a dataset consisting of 1036 subjects denoted as s1, s2, s3,    , s1036
and 1212 SNPs denoted as snp1, snp2, snp3,    , snp1212. The subjects are divided into
two major groups as described above. Group1 consists of subjects who are not addicted to
opium and Group2 consists of subjects who are addicted to opium. The input dataset can
be represented as a 1036  1212 matrix. Our goal is to identify a subset of SNPs that can
correlate well with the grouping. We have employed several versions of our algorithms and
the details are summarized below:
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2.4.1 Algorithm 1
In this algorithm [Please see Algorithm 1], we have used the feature selection algorithm to
identify some of the best SNPs that can together identify two groups. The feature selection
algorithm has two phases. In the rst phase, the algorithm is trained with a training dataset.
In this phase, the algorithm comes up with a model of concept. In the second phase of the
algorithm, a test dataset is presented. The model learned in the rst phase is used to
classify the elements in the test dataset. As a result, the accuracy of the model learned can
be computed. We divide the set of input data into two groups: Group1 contains all the
non-addicted subjects and Group2 is the set of all addicted subjects. We train the classier
using a training set which consists of 50 percent of data from each of Group1 and Group2
(data is chosen randomly), respectively. The test set is formed using the other 50 percent
from Group1 and Group2, respectively. Details are given in Algorithm 1. FSA is trained
with the training set and it builds a model of concept by using SVM. We have used a number
of kernel methods in SVM including Linear, Polynomial, GAUSSIAN RBF, and Sigmoid to
build the model. The result is a nm matrix, where n is the number of subjects and m is
most inuential features (here SNPs) of the training dataset by which we can infer whether a
particular subject of interest is in Group1 or Group2 with certain condence (here accuracy).
After nding such features we calculate p-values of each feature and output it in increasing
order of p-values along with accuracy.
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Algorithm 1 Finding best SNPs using FSA
Input: Group1, Group2
Output: Best m SNPs and their p-values along with accuracy
begin
1 Construct training and test sets from Group1 and Group2.
2 Use the training set to train the feature selection algorithm and build the
model of concept.
3 Select the most signicant m SNPs to represent the genotype of the addicted
subjects. Output of this stage is a nm matrix where n is the number of
subjects and m is the number of most inuential features.
4 Use test set to compute the accuracy by using the model constructed in step 2.
5 Calculate p-values for all of the m SNPs.
6 Output m SNPs along with their p-values, and accuracy.
2.4.2 Algorithm 2
This algorithm [Please see Algorithm 2] employs random projections and feature selection
algorithm together. The original dataset is trained with a training set to identify the best m
SNPs. For each subject we keep only these SNPs. The modied dataset is projected onto k-
dimensions for various values of k. For each value of k, we compute accuracy using the feature
selection algorithm. We have also employed Principal Component Analysis (PCA) instead
of Random Projection (RP) in Algorithm 2. The result is very interesting and intuitive.
It is described in the results section. Details of the algorithm are given in Algorithm 2.
At rst, the algorithm constructs training set and test set by choosing data randomly from
Group1 and Group2. Group1 contains all the non-addicted subjects and Group2 is the set
of all addicted subjects. Training set consists of 50 percent of data from each of Group1 and
Group2 (data is chosen randomly), respectively. The test set is formed using the other 50
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percent from Group1 and Group2, respectively. FSA is then trained with the training set
and it builds a model using linear SVM. The result is a nm matrix where n is the number
of subjects and m is most inuential features. Through this set of features we can classify
an unseen subject with certain accuracy. Random Projection (or PCA) is then applied onto
these m features to reduce the feature space from m to k. Data normalization and data
discretization are applied to this nk matrix. The features and the accuracy are found with
an invocation of Algorithm 1.
Algorithm 2 FSA with random projection
Input: Group1, Group2
Output: Best l SNPs and their p-values along with accuracy
begin
1 Construct training and test sets from Group1 and Group2.
2 Use the training set to train the feature selection algorithm and build the
model of concept. Select the most signicant m SNPs to represent the
genotypes of the addicted subjects. Output of this stage is a nm matrix
where n is the number of subjects and m is the number of the most inuential
features.
3 repeat
4 Apply a random projection on the output of feature selection algorithm. In
particular, project the data from m dimensions to k dimensions. Output of
this step is a n k matrix.
5 Apply data normalization (we use min-max normalization) on the n k
matrix.
6 Apply data discretization on the normalized n k matrix.
7 Construct New Group1 and New Group2 from the n k matrix and nd
the best l features and accuracy using Algorithm 1.
8 Calculate p-values for all the l features.
9 Output l features along with their p-values, and accuracy.
until all the user chosen k dimensions are nished ;
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2.4.3 Algorithm 3
In this algorithm [Please see Algorithm 3], we compare the accuracy and runtime of our
Feature Selection Algorithm (FSA) and Multifactor Dimensionality Reduction (MDR) Al-
gorithm. The FSA has been trained with training dataset and the algorithm comes up with a
model which is applied to the test dataset to identify the best possible combination of SNPs
with the highest accuracy. The MDR takes the dataset as a combination of two classes
and returns a model with one or more combination of SNPs, accuracy, and CV consistency.
Details of the algorithm are described in Algorithm 3.
Algorithm 3 Comparison of FSA and MDR
Input: Group1, Group2
Output: Best m SNPs with the corresponding accuracy
begin
1 Construct training and test sets from Group1 and Group2.
2 Use the training set to train the feature selection algorithm and build the
model of concept. Select the most signicant m SNPs to represent the
genotypes of the addicted subjects. Output of this stage is a nm matrix
where n is the number of subjects and m is the number of the most inuential
features.
3 Output m SNPs along with the accuracy and time required to accomplish the
task.
4 repeat
5 Run the MDR algorithm with time period, T .
6 Output SNPs along with the accuracy and time required to accomplish the
task.
until the user chosen time period T is over ;
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2.5 Results and Discussion
We have done rigorous simulations to verify our proposed algorithms. These simulation re-
sults show that our algorithms indeed output signicantly correct results which are illustrated
next.
2.5.1 Algorithm 1
At rst, we compute the p-values of each of the SNPs and sort them in increasing order
of p-values [Please see Table 1]. After that we identify the best 32 SNPs using the feature
selection algorithm and validate these SNPs with the top SNPs found in the previous step
based on p-values. Here p-value calculation is based on logistic regression based test, and
each p-value is calculated on a single SNP which is equivalent to a Chi-square test. In our
feature selection algorithm we have employed linear SVM as well as some well-known kernels
such as polynomial, GAUSSIAN RBF, and sigmoid to map the data from a space of low
dimension to a space of high dimension [Please see Table 2, Table 3, Table 4, and Table 5].
Table 1 SNPs based on p-values












Table 2 Best 10 SNPs from the feature selection algorithm











A subset of SNPs is selected by employing linear SVM in the Feature Selection Algorithm.
Table 3 Best 10 SNPs from the feature selection algorithm











A subset of SNPs is selected by employing non-linear SVM in the Feature Selection Algo-
rithm. Here we have used Polynomial Kernel to map the set of SNPs from a low dimension
to a high dimension.
In the case of linear SVM, please note that the third best SNP (in terms of the p-value)
was one of the SNPs that the feature selection algorithm has picked [Please see Table 1, and
Table 2]. A simple calculation shows that if we pick 32 SNPs at random, the probability that
one of them will be one of the three best SNPs (in terms of p-values) is 7.6%. This indicates
that the feature selection algorithm is capable of identifying statistically signicant SNPs.
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Table 4 Best 10 SNPs from the feature selection algorithm











A subset of SNPs is selected by employing non-linear SVM in the Feature Selection Algo-
rithm. Here we have used GAUSSIAN RBF Kernel to map the set of SNPs from a low
dimension to a high dimension.
Table 5 Best 10 SNPs from the feature selection algorithm











A subset of SNPs is selected by employing non-linear SVM in the Feature Selection Algo-
rithm. Here we have used Sigmoid Kernel to map the set of SNPs from a low dimension to
a high dimension.
Also, the accuracy obtained is pretty good (73:805%) [Please see Table 6]. If we use the
polynomial kernel by setting the parameter p = 1 [Please see Equation 3], the same subset
of SNPs is picked and the maximum accuracy is also identical as in the case of linear SVM
[Please see Table 2, Table 3, and Table 6].
In the case of GAUSSIAN RBF and sigmoid kernel, the best SNPs found by these kernels
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Table 6 Comparison of time and maximum accuracy of dierent methods. Exe-
cution times are given in minutes.
Method name Type Maximum % accuracy Elapsed time
FSA Linear 73.805 5
FSA Polynomial 73.805 0.17
FSA GAUSSIAN RBF 45.698 0.15
FSA Sigmoid 45.698 0.16
Random projection FSA (Linear) + RP 73.805 {
PCA FSA (Linear) + PCA 73.685 {
MDR { 68.65 60
In this table \{" in the fourth column means much less time than for any other method.
included ve of the best SNPs picked by simple p-value calculations [Please see Table 1, Table
4 and Table 5]. Here these kernels produce the same subset of SNPs and maximum accuracy
[Please see Table 6]. Although by employing GAUSSIAN RBF and sigmoid the FSA is
able to pick statistically signicant genes compared to other methods described above, the
accuracy obtained is very poor, i.e., 45.698% [Please see Table 6]. Please note that, we have
chosen a large number of subsets of the SNPs and computed the quantities of interest for
each such subset. The results are very similar.
2.5.2 Algorithm 2
The second algorithm employs random projections and feature selection together. At rst, we
take the best 32 SNPs given by the feature selection algorithm and apply random projection
over these dataset containing those SNPs and project the data onto a space of 5, 10, 15,
20, 25, and 30 dimensions. FSA is then applied to these reduced dimension to classify the
subjects of interest. For all of the reduced dimensions, we always get the maximum accuracy
of 73:805%. This result indeed indicates that according to the Achlioptas [136] method the
mapping of a set of points from a higher dimensional space to a lower dimensional space
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closely preserves the pair-wise distances. Without any loss of generality, we can thus project
the large dataset into a lower dimensional space and can get the same result.
We have also employed PCA instead of random projection in Algorithm 2 to compare
the accuracy given by our techniques. The procedure is the same as described above. After
applying FSA we pick the top 32 SNPs and apply PCA technique to nd principal com-
ponents of the feature space. The result is a list containing the coecients dening each
component (sometimes referred to as loadings), the principal component scores, etc. We
then compute the 1st principal component scores to 15th principal component scores of each
of the SNPs for each subject. After this data normalization and data discretization have
been applied. FSA is then applied to the reduced dimensions of 10, and 15 respectively to
classify the subjects of interest. The resulted maximum accuracy found was 73:685% [Please
see Table 6]. Clearly, our random projection method beats PCA in term of accuracy. Here
again we see that random projections in conjunction with feature selection are very eective
in identifying statistically signicant features of the input.
2.5.3 Algorithm 3
This approach validates the result of our feature selection algorithm that it indeed gives
more accurate results than another well known algorithm called multifactor dimensionality
reduction or MDR. MDR has been used to identify potential interacting loci in several
phenotypes. MDR is a SVM-like gene-selection classier algorithm. We have compared our
gene selection algorithm with MDR in terms of accuracy and runtime. This comparison
reveals that our algorithm outperforms MDR with respect to the time to calculate the best
number of SNPs that can together serve as a classier. We ran MDR with the time intervals of
10 minutes, 20 minutes, 30 minutes, and 60 minutes. The SNPs identied by our algorithms
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form the best subset of SNPs which are also given by MDR after running for 10 minutes
and above whereas our FSA takes only 5 minutes to nd the best SNPs with an accuracy
of 73:805% [Please see Table 6] by employing linear SVM. But if we use polynomial kernel,
FSA takes only 0.17 minutes [Please see Table 6]. Here accuracy is the measure of how much
condent we can be that the resulting SNPs can together serve as a classier to distinguish
two groups of subjects. Both programs were run on the same 2:8 GHz dual core machine.
Java implementation of MDR has been used for the analysis of 1212 SNPs. There are
three types of search methods available for driving the MDR, namely, exhaustive, forced and
random. For each attribute count specied, Exhaustive Method exhaustively examines each
combination of attributes. This search method has no options. Forced Method examines
only one attribute combination. The combination must be specied in the provided text
eld as a comma-separated list of attribute labels. The labels are case-sensitive. And at
last, for each attribute count specied, Random Method examines random combinations.
There are two options here, namely, evaluations and runtime. Evaluation Option evaluates a
given number of random combinations, for each attribute count specied. For each attribute
count specied, Runtime Option evaluates random combinations for a given amount of time.
As the Exhaustive Method runs indenitely for the pair-wise combination for the entire set
of 1212 SNPs and the Forced Method is the totally irrelevant for our experiment, we used
Random Method with the option of Runtime.
The best single-locus model identied was X483, with a training and testing accuracy of
56:61% and 49:75%, respectively but the cross-validation consistency was only 4 out of 10
after running for 5 minutes [Please see Table 7]. The best two-locus model identied was
X275, and X483, with a training and testing accuracy of 61:09% and 55:61%, respectively
and cross-validation consistency was 6 out of 10 [Please see Table 8]. After running for
15 minutes, MDR gave the best triple-locus model consisting of X114, X216, and X1070
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with a training and testing accuracy of 64:07% and 59:37%, respectively [Please see Table
9]. The cross-validation consistency was 9 out of 10. On the contrary, our feature selection
algorithm nds this combination after running for only 0:17 minutes with an accuracy of
73:085% without employing any randomness [Please see Table 6]. The ternary-locus model
identied after running for 30 minutes was X114, X315, X986, and X1039 with a training
and testing accuracy of 68:51% and 52:42%, respectively. The cross-validation consistency
was 5 out of 10 [Please see Table 10]. After running for 60 minutes, MDR gave the best
ternary-locus model consisting of X114, X315, X986, and X1039 with a training and testing
accuracy of 68:65%, and 53:20%, respectively. But the cross-validation consistency was of
only 4 out of 10 [Please see Table 11].
Table 7 MDR - Time duration: 5 minutes
Model Training acc. Testing acc. CV cons.
X483 0.5661 0.4975 4/10
X275 X483 0.6104 0.5688 7/10
X93 X275 X407 0.6314 0.5642 6/10
X228 X243 X665 X733 0.6806 0.5014 6/10
Table 8 MDR - Time duration: 10 minutes
Model Training acc. Testing acc. CV cons.
X483 0.5661 0.4975 4/10
X275 X483 0.6109 0.5561 6/10
X114 X216 X1070 0.6407 0.5937 9/10
X114 X315 X986 X1039 0.6842 0.5249 6/10
2.6 Conclusions
A subset of single nucleotide polymorphisms (SNPs) can be used to capture the majority
of the information of genotype-phenotype association studies. The primary purpose of this
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Table 9 MDR - Time duration: 15 minutes
Model Training acc. Testing acc. CV cons.
X483 0.5661 0.4975 4/10
X275 X483 0.6109 0.5561 6/10
X114 X216 X1070 0.6407 0.5937 9/10
X114 X315 X986 X1039 0.6844 0.5133 6/10
Table 10 MDR - Time duration: 30 minutes
Model Training acc. Testing acc. CV cons.
X483 0.5661 0.4975 4/10
X275 X483 0.6114 0.5555 5/10
X114 X216 X1070 0.6408 0.5810 8/10
X114 X315 X986 X1039 0.6851 0.5242 5/10
Table 11 MDR - Time duration: 60 minutes
Model Training acc. Testing acc. CV cons.
X483 0.5661 0.4975 4/10
X275 X702 0.6125 0.5534 5/10
X114 X216 X1070 0.6409 0.5781 8/10
X114 X315 X986 X1039 0.6865 0.5320 4/10
research is to select a subset of SNPs while maximizing the power of detecting a signicant
association. From this point of view, we have proposed a number of approaches to nd a
subset of SNPs from the entire set to classify a set of individuals. Our proposed algorithms
are indeed ecient, reliable, and scalable in terms of both accuracy and time complexity.
Random projection has been used to project the data onto a lower dimensional space. A
subset of attributes is then selected from this low dimensional space. To the best of our
knowledge, random projection technique has not been employed before in the area of SNPs
analysis. As revealed by our experimental results, these techniques oer the potential of
high accuracies while keeping the run times low.
Part IV
Data Mining and Pattern Recognition
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Chapter 1
Sequential and Parallel Clustering
Algorithms
Conventional clustering algorithms suer from poor scalability, especially when the data
dimension is very large. It may take even days to cluster large datasets. For applications
such as weather forecasting, time plays a crucial role and such run times are unacceptable.
It is perfectly relevant to get even approximate clusters if we can do so within a short period
of time. In this research work we propose a novel deterministic sampling technique that can
be used to speed up any sequential or parallel clustering algorithm. We call this technique
DSC (Deterministic Sampling-based Clustering). As a case study we consider hierarchical
clustering. Our empirical results show that DSC results in a speedup of more than an order
of magnitude over exact hierarchical clustering algorithms when the data size is more than
6,000. Also, the accuracy obtained is excellent. In fact, on many datasets, we get an
accuracy that is better than that of exact hierarchical clustering algorithms!.
Even though we demonstrate the power of DSC only with respect to hierarchical clustering,
DSC is a generic technique and can be employed in the context of any other clustering
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technique (such as k-means, k-medians, etc.) as well. We also show how DSC can be
employed in the case of parallel algorithms.
1.1 Introduction
The problem of clustering is to partition a given set of objects into groups (called clusters)
such that objects in the same group are \similar" to each other. There are numerous ways of
dening \similarity" and hence there exist many dierent versions of the clustering problem.
Examples include hierarchical clustering, k-means clustering, k-medians clustering, etc. For
each of these versions several ecient algorithms have been proposed in the literature. For
example, the best known algorithm for hierarchical clustering takes O(n2) time on n objects
(or points). We live in an era of data explosion and the value of n is typically very large. As
a result, even a quadratic time algorithm may not be feasible in practice when the datasets
are very large. Another factor that could add to the complexity of clustering is the data
dimension. One possible way of speeding up these algorithms is with the employment of
sampling. For instance, the CURE algorithm [167] employs random sampling in clustering
and the speedups obtained are very good. In this research work we propose a novel deter-
ministic sampling technique that can be used to speedup any clustering algorithm. To the
best of our knowledge, deterministic sampling has not been utilized before in clustering.
Let I be a given set of n objects. It helps to assume that the objects are points in <d
for some large d. In our technique there are several levels of deterministic sampling. In
the rst level the input is partitioned into several parts. Each part is clustered. Here one
could employ any clustering algorithm. Some number of representatives (i.e., sample points)
are chosen from each cluster of each part. These representatives move to the next level as
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a deterministic sample. In general, at each level we have representatives coming from the
prior level. These representatives are put together, partitioned, each part is clustered, and
representatives from the clusters proceed to the next level. This process continues until the
number of points (i.e., sample from the prior level) is `small' enough. When this happens,
these points are clustered into k clusters, where k is the target number of clusters. For each
of these clusters, a center is identied. Finally, for each input point, we identify the closest
center and this point is assigned to the corresponding cluster.
Clearly, the above technique can be employed in conjunction with any clustering algo-
rithm. In this research work we consider hierarchical clustering as a case study. However,
the technique is generic. We have tested our technique on many synthetic as well standard
benchmark datasets. We achieve a speedup of more than an order of magnitude over ex-
act hierarchical clustering when the data size is more than 6,000. Please note that real-life
datasets have millions of points and more. Also, the accuracy obtained is very impressive.
In fact, on many datasets, our accuracy is better than that of exact hierarchical cluster-
ing algorithms! We also show how to employ DSC to improve the performance of parallel
clustering algorithms with hierarchical clustering as a case study.
1.2 Related Works
In this section (due to space constraints) we provide a very brief literature survey. Clus-
tering algorithms fall under dierent categories such as partitioning methods, hierarchical
methods, density-based methods, grid-based methods, and model-based methods. Partition-
ing based clustering divides the dataset into some user specied number of clusters using
centroid or medoid based procedures. In the centroid based algorithms clusters are formed
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using the center of gravity of the input points. Medoid based algorithms produce clusters
accumulating points closest to the center of gravity. Some notable examples of centroid and
medoid based algorithms can be found in [172], [171], [164], [174], and [185]. A hierarchi-
cal clustering algorithm partitions the entire dataset into a tree, known as the dendrogram,
of clusters. Two kinds of hierarchical clustering, namely, agglomerative and divisive are
known. Agglomerative methods form the clusters in a bottom-up fashion where each data
point starts as a single cluster and these clusters get progressively merged until all the input
points form a single cluster. Divisive approach works in a top-down fashion starting with
a single cluster containing all the input points. This cluster gets partitioned into smaller
and smaller clusters until each input point forms a single cluster. Some of the well known
hierarchical clustering algorithms are: Balanced Iterative Reducing and Clustering using Hi-
erarchies BIRCH [186], Clustering Using REpresentatives CURE [167] and CHAMELEON
[173]. As mentioned before, CURE employs random sampling.
Density based clustering partitions the dataset into a number of groups based on the
density of the input points in a region. Examples include DBSCAN [166] and DENCLUE
[169]. Grid-based clustering algorithms run in two steps. In the rst step they map the entire
dataset into a nite number of hyper-rectangular cells and in the next step they perform
some statistical procedures on the transformed or mapped points to nd the density of the
cells. Adjacent cells are connected to form a single cluster if those cells follow same density
distribution. Example density-based clustering algorithms are STatistical INformation Grid-
based method STING [184], WaveCluster [181], and CLustering In QUEst CLIQUE [161].
The above algorithms do not assume any hypothesis/model about the data and fall under
the category of exploratory algorithms. Conrmatory or inferential algorithms assume a
hypothesis/model on the data to be clustered. A number of statistical inferential techniques
can be found in the literature. Examples include linear regression, discriminant analysis,
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multi-dimensional scaling, factor analysis, principal component analysis, and so on. A survey
on inferential clustering can be found in [183]. Some other interesting clustering techniques
and algorithms can be found in [163], [175], [162], [182], and [180].
1.3 Background Information
1.3.1 Agglomerative hierarchical clustering
Algorithm 1.1: Agglomerative Hierarchical Clustering
Input: A set of n data points and an integer k
Output: The best k clusters
begin
1 Start with n clusters (nodes) labeled 1; 2; 3; : : : ; n, where each cluster has one
input point.
2 Calculate all pair-wise cluster distances and place them in a n n matrix.
This matrix is called the dissimilarity matrix.
3 Find the pair of nodes (i.e., clusters) with the minimum cluster distance.
4 Join these two nodes into a new node and remove the two old nodes. Relabel
the nodes with consecutive integers.
5 Update the dissimilarity matrix.
6 Repeat steps 3 through 5 until only k clusters are left. Output these k clusters.
Steps involved in any agglomerative clustering procedure are shown in Algorithm 1.1.
The distance between two clusters can be dened in a number of ways and accordingly
dierent versions of the hierarchical clustering problem can be obtained. We dene below
some of these distances. For any two clusters I and J , let d(I; J) stands for the distance
between I and J . In step 3 of Algorithm 1.1, let the clusters with the minimum distance be
I and J . Also, let the merged cluster in step 4 be Q. For any cluster I, jIj denotes the size
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of the cluster I. In the following denitions, L refers to any cluster other than I; J; and Q.
1. Single-link: d(Q;L) = minfd(I; L); d(J; L)g. The distance between two clusters A and
B is the closest distance between a point in A and a point in B: d(A;B) = mina2A;b2B d(a; b):
2. Complete-link: d(Q;L) = maxfd(I; L); d(J; L)g. The distance between two clusters
A and B is the maximal distance between a point in A and a point in B: d(A;B) =
maxa2A;b2B d(a; b):
3. Average-link: d(Q;L) = jIjd(I;L)+jJ jd(J;L)jIj+jJ j : The distance between two clusters A and B is
the average distance between a point in A and a point in B: d(A;B) = 1jAjjBj
P
a2A;b2B d(a; b):
4. Centroid-link: d(K;L) = jIjd(I;L)+jJ jd(J;L)jIj+jJ j   jIjjJ jjd(I;J)j(jIj+jJ j)2 . Here d(A;B) is the distance
between the centroids of the clusters in Euclidean space: d(A;B) = (k ~cA ~cB k)2, where ~cA
denotes the centroid of the points in cluster A.
5. Ward-link: d(K;L) = (jIj+jLj)d(I;L)+(jJ j+jLj)d(J;L) jLjd(I;J)jIj+jJ j+jLj . Here d(A;B) =
2jAjjBj
jAj+jBj  (k
~cA   ~cB k)2 where ~cA denotes the centroid of the points in cluster A.
1.3.2 Sampling
The idea of sampling is to pick a subset of the given input, process the subset, and make
inferences on the original dataset. Sampling has played a major role in the design of ecient
algorithms for numerous fundamental problems in computing such as sorting, selection,
convex hull, clustering, rules mining, etc. Both sequential and parallel algorithms have
beneted. Random sampling perhaps is the most popular. Deterministic sampling has also
been employed for such problems as selection. For a survey on the role of random sampling in
knowledge discovery, the reader is referred to [176]. In agglomerative hierarchical clustering,
random sampling is exploited in ROCK [168] and CURE [167]. These algorithms randomly
choose a subset of the input points and cluster this subset. Each of the other input points
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is assigned to the cluster closest to it.
To the best of our knowledge, deterministic sampling has not been employed in the
context of clustering before. A major advantage of deterministic sampling over randomized
sampling lies in the fact that the analyses done using deterministic sampling always hold.
In this research work we propose a technique called DSC (Deterministic Sampling-based
Clustering). DSC is based on the scheme proposed in [177]. The scheme of [177] works in
the context of out-of-core selection. The problem of selection is to nd the ith smallest key
from a collection X of n keys. The selection algorithm of [177] works as follows: At the
beginning all the keys are considered as live keys. The algorithm then goes through stages of
sampling. In the rst stage, it divides the collection X into a number of parts such that each
part contains M keys, where M is the size of the memory. Each part is then sorted and keys
that are at a distance of
p







M; : : :). Clearly, the number of keys in the retained set R1 from the
rst stage is = np
M
. In the next stage, the algorithm again groups the elements of R1 such





in each part. Let the set retained in the second stage be R2. This process of selecting a
subset from one level as a sample to the next level continues until only  M elements are
left. These elements constitute a deterministic sample from which two elements `1 and `2
are picked such that these elements bracket the ith smallest element of X. Followed by this,
we eliminate all the keys of X that do not have a value in the interval [`1; `2]. This process of
sampling and elimination is continued until the number of keys left is small. At that point,
the remaining elements are sorted and the element of interest is identied.
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1.3.3 Clustering accuracy
Given a clustering algorithm, there are multiple ways to measure the accuracy of clustering.
In this research work we use a measure that is very intuitive and has been mentioned in many
prior works (see e.g., [167]). Given k clusters corresponding to a given input point set, we
rst identify the center of each cluster. Then we calculate the distance of each point to the
center of the cluster it belongs to. This distance is summed over all the points. If dij is the





j dij. Let the clustering accuracy of DSC and any other exact hierarchical
clustering algorithm be CAA and CAE, respectively. Then, we dene the clustering eciency




There are several levels of sampling in our technique. The number of points that move from
one level as a sample to the next level progressively decreases. When the number of points
in some level falls below some threshold for the rst time, we cluster those points into k
clusters. We identify the centers of these clusters. Each input point u is then assigned to
the cluster whose center is closest to the point u.
Let the number of levels in the algorithm be r (i.e., in stage r the number of remaining
points falls below a threshold for the rst time). In the rst stage we have all the n input




clustered into q clusters using any clustering algorithm. We pick ` representatives from each
such cluster and these representatives from each cluster of each part move to the second
level as a sample. The number of points that move to the second level is p1q`. In the
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second stage all of these points are put together, partitioned into p2 parts of equal size, each
part is clustered into q clusters, ` representatives are chosen from each cluster, and these
representatives move to the third level; and so on.
In general, in level i we partition the points into pi equal parts, cluster each part into
q clusters, pick ` points from each cluster, and the picked points move to level i + 1, for
1  i  (r   1). A pseudocode for DSC is supplied in Algorithm 1.2. In this pseudocode
we have assumed (for simplicity) that p1 = p2 =    = pr = p. Also, the parameters q and `
have to be chosen to optimize run time and accuracy. In our implementation we have used
the following values: q = k and ` = 1.
Algorithm 1.2: Deterministic Sampling-based Clustering (DSC)
Input: A set of n data points; integers p; k; and r.
Output: The best k clusters
begin
1 Divide the data points into p equal sized parts.
2 Cluster each part into q clusters.
3 Deterministically select ` representatives from each of the above clusters.
4 Put all of the representatives together.
5 Repeat r times steps 1 through 4.
6 Cluster the remaining points into k clusters and nd the center of each of these
nal clusters.
7 Assign each input point x to that cluster whose center (from among all the




Let there be r levels of sampling in the algorithm. Note that the standard hierarchical
clustering on n points can be done in O(n2) time. Let the number of parts in level i be pi,
for 1  i  r. In each level and each part assume that there are q clusters and from each
cluster we pick ` representatives.




To cluster each part we spend O((n=p1)






. From each part of level 1, we pick q` representatives and hence the total number of
points that move onto level 2 is p1q`.
There are p2 parts in level 2 and each part has
p1q`
p2
points. As a result, the total time





. Proceeding in a similar manner, the total number of points
in level j (for 1  j  r) is pj 1q` and there are pj parts in this level. Therefore, the total














+   + (pr 1q`)2
pr

. We can easily ensure that the number of points from one
level to the next decreases by at least a constant factor. For example, consider the case where
` = c1 and pi =
n
2i 1c2q
, for some constants c1 and c2 (greater than zero) with c2 > c1 and for





. Also, at level r of sampling, we
identify k cluster centers and every other point is assigned to one of these clusters based on
which of these centers is closest to that point. The total time for this is O(nk). In summary,







Note: In Algorithm 2 we have assumed that ` = c1 and pi =
n
2i 1c2q
, for some constants c1
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and c2 (greater than zero) with c2 > c1 and for 1  i  r.
1.5.2 Accuracy
The accuracy of any (randomized or deterministic) sampling based clustering algorithm
can be established by verifying that the nal clusters of interest are well represented in the
sample. In particular, if C1; C2; : : : ; Ck are the clusters present in the input dataset then there
should be enough representation from each of the clusters in the sample. This verication
seems to be very intuitive as has been pointed out in the CURE paper [167]. We can use
this observation to verify the validity of our algorithm. For simplicity we consider only one
level of sampling. Specically, we partition the input into p equal parts, cluster each part,
select representatives from each cluster of each part, put together all the representatives and
cluster them into k clusters, nd the centers of these clusters, and assign each input point
to the cluster whose center is the closest. The analysis can be extended to multiple levels as
well.
Average case analysis
Now we show that if the sample size is large enough then each nal cluster will have enough
representation in the sample with high probability. Please note that our algorithm employs
deterministic sampling and the probability we refer to is computed in the space of all possible
inputs. In other words, the verication corresponds to the average case performance of the
algorithm. Before we present the verication we state the well-known Cherno bounds.
Cherno Bounds: If a random vraiable X is the sum of n iid Bernoulli trials with a
success probability of p in each trial, the following equations give us concentration bounds
of deviation of X from the expected value of np. X is said to be binomially distributed
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and this distribution is denoted as B(n; p). By high probability we mean a probability that
is  (1   n ) where  is the probability parameter and is typically a constant  1. The
rst equation is more useful for large deviations whereas the other two are useful for small
deviations from a large expected value.
Pr(X  m)  (np=m)mem np (1.5.1)
Pr(X  (1  )np)  exp( 2np=2) (1.5.2)
Pr(X  (1 + )np)  exp( 2np=3) (1.5.3)
for all 0 <  < 1.
Accuracy Verication: Let I be a given set of n points to be clustered and let the nal
list of clusters be C1; C2; : : : ; Ck. Let the number of points in Ci be ni, for 1  i  k.
Consider a simple algorithm where we deterministically pick a sample, cluster the sample
into k clusters, and assign every input point x to the cluster whose center (from among all
the cluster centers) is the closest to x. Let S be a deterministic sample of size m from I.
Also, let Xi be the number of points of Ci in S, for 1  i  k. If we assume that each input









Using Cherno bounds equation 1.5.2, Pr









  exp   mni
8n

. This probability will be  n  when m  8n loge n
ni
. For
this value of m, Pr[Xi  4 loge n]  n . Let nmin = minki=1 ni. In summary, when
m  cn loge n
nmin
(for some constant c > 8), every Ci will have a good representation in S and
hence the clusters output will be correct. For example, if nmin =
p
n, then it suces for m
to be  8pn loge n.
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1.6 Simulation Environment
We have evaluated the performance of DSC via rigorous simulations. Both run time and ac-
curacy are considered. Synthetic as well as standard benchmark datasets have been employed
for testing. A description of these datasets follows.
We have generated synthetic datasets based on both uniform and skewed distributions.
All the datasets are from a high-dimensional space. Our datasets based on uniform distribu-
tion are generated by picking each coordinate value of each point uniformly randomly from
the interval [0, 200]. To generate skew-distributed datasets, at rst we generated datasets
part-by-part and nally put them together. For example, a skew-distributed dataset could
consist of 10 parts where each part is uniformly distributed in a dierent interval. The fol-
lowing tables [Please, see Table 1:6:1 and Table 1:6:2] describe our synthetic and benchmark
datasets. Benchmark datasets have been downloaded from [165].
Table 1.6.1: Synthetic Datasets
Name Size Attributes Distribution
U1 11k 200 Uniform
U2 12k 200 Uniform
U3 13k 200 Uniform
U4 14k 200 Uniform
U5 15k 200 Uniform
S1 11k 200 Skewed
S2 12k 200 Skewed
S3 13k 200 Skewed
S4 14k 200 Skewed
S5 15k 200 Skewed
Table 1.6.2: Benchmark Datasets
Name Size Attributes # of clusters
Thyroid 215 5 2
Wine 178 13 3
Yeast 1484 8 10
Aggregation 788 2 7
D31 3100 2 31
Flame 240 2 2
R15 600 2 15
Pathbased 300 2 3
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1.7 Simulation Results
In this section we present our experimental results. All the programs have been run on an
Intel Core i5 2.3GHz machine with 4GB of RAM.
1.7.1 Synthetic datasets
In our implementation of DSC we have employed one level of sampling. In particular, we
partitioned the entire dataset into groups of size 500 each and clustered each group into 10
clusters. From each such cluster we picked one representative. These representatives were
then put together and clustered into 10 clusters. Finally, each input point was assigned to
the cluster with the closest center.
We have computed the clustering eciencies as the average over all the synthetic datasets
(uniformly distributed and skew-distributed, respectively). Also, we have applied dierent
clustering methods [Please see Table 1.7.1] such as ward, complete, and average. In the case
of skew-distributed datasets the average clustering eciencies found by applying dierent
clustering methods are in the range of [99%, 101%]. On the other hand, the eciency exceeds
100% on uniform-distributed datasets. As the size of the datasets and/or the dimension
increases, our algorithm outperforms exact algorithms, in terms of run time, by more than
an order of magnitude [Please see Figure 1.7.1]. To demonstrate scalability of our proposed
algorithm we have generated 5 big datasets occupying a large collection of objects. Each
object consists of 2 attributes. We could not able to run the exact algorithms on these
big datasets using our Intel Core i5 2.3GHz machine with 4GB of RAM. On the contrary
our proposed algorithm is able to perform clustering on these datasets without stalling the
machine [Please see Figure 1.7.2].














































(b) Skew data having 200 attributes



















Figure 1.7.2: Time to nd 10 clusters from each of the big datasets by applying ward
(approximate) method.
as k-means, Partitioning Around Medoids (PAM), and Density-Based Spatial Clustering of
Applications with Noise (DBSCAN). The datasets considered here are generated by picking
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Table 1.7.1: Eciency - Synthetic Datasets




each coordinate value of each point uniformly randomly from the interval [0, 200]. Each
point consists of 200 attributes and each of the algorithms is tuned to nd 10 clusters. As
the size of the datasets and/or the dimension increases, our algorithm outperforms all of the
aforementioned algorithms, in terms of run time, by more than an order of magnitude and
the average clustering eciencies found by applying dierent clustering methods are in the
range of [99%, 100%] [Please see Table 2.6.4].
1.7.2 Benchmark datasets
We have computed clustering eciency separately for each of the benchmark datasets. For
each dataset we generated the same number of clusters as shown in Table 1:6:2. A comparison
has been made with various exact algorithms such as ward, complete, and average. From
the results [Please see Table 1.7.3], we infer that the accuracy obtained by DSC is very
competitive with those of exact algorithms. Also, for D31 dataset DSC is around 4 times





























































































































































































































































































































































































































































































































When the data size is very large, parallelism becomes inevitable. We live in an era of data
explosion. Given that most of the clustering algorithms available in the literature take at
least quadratic time, it becomes essential for us to develop parallel clustering algorithms. In
this section we show how to parallelize our deterministic sampling based clustering technique.
Several parallel models of computing have been introduced in the literature. These
models dier in the inter-processor communication mechanism. We can broadly categorize
parallel models into two, namely, xed connection machines and shared memory models (also
known as Parallel Random Access Machines (PRAMs)). A xed connection machine can be
represented as a directed graph where each node corresponds to a processing elements and
the edges correspond to communication links. Examples include the mesh, the hypercube,
buttery, etc. On the other hand, in a PRAM communication happens by writing into and
reading from common memory cells. Several variants of a PRAM can also be conceived
of depending on how read and write conicts are resolved. A model that does not permit
concurrent reads or writes is called the Exclusive Read Exclusive Write (EREW) PRAM. A
variant where concurrent reads are permitted and concurrent write are prohibited is called
the Concurrent Read Exclusive Write (CREW) PRAM. In a Concurrent Read Concurrent
Write (CRCW) PRAM, both concurrent reads and concurrent writes are permitted. There
are several versions of a CRCW PRAM depending on how write conicts are resolved.
Examples include the Common CRCW PRAM (where a concurrent write is permitted only
if all the conicting processors have the same message to write), Arbitrary CRCW PRAM
(in which when there is a write conict one of the conicting messages is written), Priority
CRCW PRAM (where write conicts are resolved based on a priority), etc. More details on
parallel models can be found in any text on algorithms (see e.g., [170]).
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Before we describe how to parallelize the sampling technique we briey summarize some
previous parallel algorithms for hierarchical clustering.
1.8.1 Parallel hierarchical clustering
Parallel algorithms for hierarchical clustering have been given in [178] for several models of
computing. We state some of them in this section.
1. There exists a parallel algorithm for hierarchical clustering on n points that takes
O(log n) time using n
2
logn
CRCW PRAM processors. This algorithm is randomized and
the run time bound holds with a high probability. The basic idea behind this algorithm
is to reduce the clustering problem to those of nding a minimum spanning tree in a
complete graph and nding connected components in a forest.
2. Hierarchical clustering on n points can be done on an array with recongurable optical
buses (AROB) in O(log2 n) cycles using n2 processors. AROB is a xed connection
machine and a cycle can be thought of as O(1) time.
3. If the input points are from an Euclidean space of constant dimension, then hiearchical
clustering can be done in an expected O(log n) time using n CRCW PRAM processors.
Here the expectation is over the space of all possible inputs. The same algorithm runs
in O(log2 n) cycles on a 1 n AROB.
1.8.2 New parallel algorithms
In this section we present parallelizations of our sampling based clustering paradigm. Recall
that in our sampling strategy, there are several levels of sampling. The number of points
that move from one level as a sample to the next level progressively decreases. When the
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number of points in some level falls below some threshold for the rst time, we cluster those
points into k clusters. We identify the centers of these clusters. Each input point u is then
assigned to the cluster whose center is closest to the point u.
Let the number of levels be r. Points in level i are partitioned into pi parts. Each part is
clustered into q parts and ` representatives are picked from each part. These representatives




, for some constants c1 and c2 (greater than zero) with c2 > c1 and for
1  i  r. Note that with these choices, a constant fraction of points move from one level
to the next.
Consider the CRCW PRAM model. Consider the case where the number of processors
P = p1: The following algorithm implements our sampling strategy.
1. In the rst level we have p1 parts. Each part can be assigned to a single processor.
Each processor then performs a clustering using the algorithm in [178]. Specically,
each part is clusterd into q clusters.
2. From each cluster of each part ` representatives are picked. These representatives move
to the next level. These representatives can be written into successive cells of common
memory without any conicts.
3. The above two steps are repeated until the number of points remaining is less than a
threshold.
4. The remaining points are clustered into k clusters and the center of each cluster is
found. Each such center is given a unique integer as its ID.
5. For each input point we gure out the closest center and associate it with this center.
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6. We sort the input points based on their center IDs. This completes the clustering task.













Proof: The size of each part in level 1 is n
p1






= O(log n) time using n
2
p21 logn
CRCW PRAM processors using the algorithm




PRAM processors. In step 2, the representatives can be picked in O(1) time.
Note that the points that move from one level to the next is at most a constant fraction.
In the worst case there could be (log n) levels. Clearly, the time spent in each level is
O(log n) and hence the total time spent in steps 1 and 2 across all the levels is O(log2 n).
We do have enough processors to complete the processing at each level in O(log n) time.
We could terminate the process of sampling and representative selection when the number
of remaining points is np
p1




To perform step 5, we can compute the distance between each input point and each of
the k cluster centers. This can be done in O(1) time using nk processors. Thus this step can
also be done in O(log2 n) time using nk
log2 n
processors (with an application of the slow-down
lemma).
To output the clusters, we can sort the input points on their center IDs. Note that each
ID is an integer in the range [1; k]. Therefore, we can apply the integer sorting algorithm
























In practice, we have to typically perform only a constant number of levels of sampling.
In fact in all the experimental results we have reported in this research work we have used
only one level of sampling. Even this has yielded very good results. We can specialize
Theorem 1.8.1 for this case and get the following theorem.
Theorem 1.8.2. When the number of levels of sampling is O(1), our parallel algorithm





CRCW PRAM processors. When q = (k), this






Our deterministic sampling strategy can also be applied to parallel clustering algorithms
on other models of computing. For example, we could obtain the following theorem for the
AROB model by parallelizing the algorithms given in [178].
Theorem 1.8.3. Hierarchical clustering on n points can be done in O(log3 n) cycles using
n2
p1
+ nk AROB processors. If the number of levels of sampling is O(1), then the run time
can be reduced to O(log2 n) cycles keeping the processor bound the same. When q = (k),
then the processor bound becomes O(nk).
1.9 Conclusions
Sampling is a powerful technique that has been applied to solve many fundamental prob-
lems of computing eciently. Random sampling is much more popular than deterministic
sampling. In the context of clustering, random sampling has been successfully applied in a
number of algorithms such as CURE. To the best of our knowledge, deterministic sampling
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has not been employed before for designing clustering algorithms. In this research work we
have presented a novel deterministic sampling technique called DSC that can be used to
speedup any clustering algorithm. As a case study, we have demonstrated the power of DSC
in the context of hierarchical clustering. We have tested the performance of DSC on both
synthetic and benchmark datasets. DSC achieves impressive accuracies. On many datasets,
DSC achieves better accuracies than exact algorithms! Moreover, the speedups obtained are
equally impressive. In particular, DSC is faster than exact algorithms by more than an order
of magnitude.
We have also presented parallel clustering algorithms that employ our deterministic sam-
pling paradigm. We thus feel that DSC is a very eective sampling technique. Please note
that deterministic sampling is preferable over random sampling since the analysis done us-
ing deterministic sampling will always hold (instead of holding on an average or with high
probability).
Chapter 2
Novel Randomized Feature Selection
Algorithms
Feature selection is the problem of identifying a subset of the most relevant features in the
context of model construction. This problem has been well studied and plays a vital role in
machine learning. In this research work we present three randomized algorithms for feature
selection. They are generic in nature and can be applied for any learning algorithm. Proposed
algorithms can be thought of as a random walk in the space of all possible subsets of the
features. We demonstrate the generality of our approaches using three dierent applications.
The simulation results show that our feature selection algorithms outperforms some of the
best known algorithms existing in the current literature.
2.1 Introduction
Feature Selection is dened as the process of selecting a subset of the most relevant features
from a set of features. It involves discarding irrelevant, redundant and noisy features. Feature
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selection is also known as variable selection, attribute selection or variable subset selection in
the elds of machine learning and statistics. The concept of feature selection is dierent from
feature extraction. Feature extraction creates new features from the set of original features
by employing a variety of methods such as linear combinations of features, projection of
features from the original space into a transformed space, etc. We can summarize the
usefulness of feature selection as follows: (1) Shorter training times: When irrelevant and
redundant features are eliminated, the learning time decreases; (2) Improved model creation:
The model built is more accurate and ecient; and (3) Enhanced generalization: It produces
simpler and more generalized models.
A generic feature selection algorithm employs the following steps: (1) Select a subset
of features; (2) Evaluate the selected subset; and (3) If the stopping condition is met then
terminate else repeat steps 1 and 2. The algorithm generates candidate subsets using dierent
searching strategies depending on the application. Each of the candidate subsets is then
evaluated based on an objective function. In the context of any learning algorithm, the
objective function could be the accuracy. Note that for any learning algorithm there are two
phases. In the rst phase (known as the training phase), the learner is trained with a set of
known examples. In the second phase (known as the test phase), the algorithm is tested on
unknown examples. Accuracy refers to the fraction of test examples on which the learner
is able to give correct answers. In the feature selection algorithm, if the current subset of
features yields a better value for the objective function, the previous best solution is replaced
with the current one. If not, the next candidate is generated. This process iterates over the
search space until a stopping condition is satised. Finally, the best subset is validated by
incorporating prior knowledge.
In this research work we introduce a variety of randomized techniques for feature selection.
These techniques can be used in the context of any learning algorithm. Consider the space of
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all possible subsets of features. We start with a random subset s of the features and calculate
its accuracy. We then choose a random neighbor s0 of s and compute its accuracy. If the
accuracy of s0 is greater than that of s, we move to the new subset s0 and proceed with the
search from this point. Otherwise, we proceed our search depending on dierent techniques
proposed in our algorithms. Suppose if the accuracy of s0 is smaller than that of s, we can
stay with the subset s (with some probability p) or move to the subset s0 with probability
1  p. We proceed with the search from the point we end up with. This process of searching
the space is continued until no signicant improvement in the accuracy can be obtained. Our
randomized search techniques are generic in nature. We have employed it on three dierent
applications and found that those are indeed scalable, reliable and ecient. Note that our
algorithms resembles many local searching algorithms (such as Simulated Annealing (SA)).
However, our algorithms are much simpler and diers from the others. For example, we do
not employ the notion of temperature that SA utilizes.
2.2 Related Works
In this section we provide a summary of some well-known feature selection algorithms. These
algorithms dier in the way the candidate subsets are generated and in the evaluation crite-
rion used. Some examples of feature extraction methods can be found in [217].
2.2.1 Selection of candidate subset
Subset selection begins with an initial subset that could be empty, the entire set of features,
or some randomly chosen features. This initial subset can be changed in a number of ways. In
forward selection strategy, features are added one at a time. In backward selection the least
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important feature is removed based on some evaluation criterion. Random search strategy
randomly adds or removes features to avoid being trapped in a local maximum. If the total
number of features is n, the total number of candidate subsets is 2n. An exhaustive search
strategy searches through all the 2n feature subsets to nd an optimal one. Clearly, this may
not be feasible in practice [200]. A number of heuristic search strategies have been introduced
to overcome this problem. The branch and bound method [207] exploits exhaustive search
by maintaining and traversing a tree, but stops the search along a particular branch if a
predened boundary value is exceeded. The branch and bound method has been shown to
be eective on many problem instances.
Greedy hill climbing strategies modify the current subset in such a way that results in
the maximum improvement in the objective function (see e.g., [210]). Sequential forward
search (SFS) [191] [192], sequential backward search (SBS), and bidirectional search [203]
are some variations to the greedy hill climbing method. In these methods, the current subset
is modied by adding or deleting features. SFS sequentially searches the feature space by
starting from the empty set and selects the best single feature to add into the set in each
iteration. On the contrary, SBS starts from the full feature set and removes the worst single
feature from the set in each iteration. Both approaches add or remove features one at a
time. Algorithms with sequential searches are fast and have a time complexity of O(n2).
Sequential forward oating search (SFFS) and sequential backward oating search (SBFS)
[208] combine the strategies followed by SFS and SBS. Some feature selection algorithms
randomly pick subsets of features from the feature space by following some probabilistic
steps and sampling procedures. Examples include evolutionary algorithms [195] [196], and
simulated annealing [189]. The use of randomness helps in the avoidance of getting trapped
in local maxima.
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2.2.2 Evaluation of the generated subset
After selecting the subsets from the original set of features, they are evaluated using an
objective function. One possible objective function is the accuracy of the predictive model.
Feature selection algorithms can be broadly divided into two categories: (1) wrapper, and (2)
lter. In a wrapper method the classication or prediction accuracy of an inductive learning
algorithm of interest is used for evaluation of the generated subset. For each generated feature
subset, wrappers evaluate its accuracy by applying the learning algorithm using the features
residing in the subset. Although it is a computationally expensive procedure, wrappers can
nd the subsets from the feature space with a high accuracy because the features match well
with the learning algorithm. Filter methods are computationally more ecient than wrapper
methods since they evaluate the accuracy of a subset of features using objective criteria that
can be tested quickly. Common objective criteria include the mutual information, Pearson
product-moment correlation coecient, and the inter/intra class distance. Though lters
are computationally more ecient than wrappers, often they produce a feature subset which
is not matched with a specic type of predictive model and thus can yield worse prediction
accuracies. Some of the lter-based methods are Chi-square [219], correlation-based (e.g.,
linear and rank), and entropy-based (e.g., information and gain-ratio) [220] lters.
2.3 Background Summary
We demonstrate the applicability of our proposed algorithms using three dierent applica-
tions. The applications of interest are: 1) the prediction of materials properties, 2) analysis
of biological data, and 3) data integration. In this section we provide a brief summary on
the applications stated above.
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2.3.1 Materials property prediction
If one wants to determine properties of a given unknown material, the traditional approaches
are lab measurements or computationally intensive simulations (for example using the Den-
sity Functional Theory). An attractive alternative is to employ learning algorithms. The idea
is to learn the desired properties from easily obtainable information about the material. In
this research work we consider an innite polymeric chain composed of XY2 building blocks,
with X = C, Si, Ge, or Sn, and Y = H, F, Cl, or Br. We are interested in estimating dierent
properties of such chains including dielectric constant and band gap. We assume an innite
polymer chain with a repeat unit containing 4 distinct building blocks, with each of these 4
blocks being any of CH2, SiF2, SiCl2, GeF2, GeCl2, SnF2, or SnCl2. By plotting the total
dielectric constant (composed of the electronic and ionic contributions) and the electronic
part of the dielectric constant against the computed band gap, we nd some correlations be-
tween these three properties. While some correlations are self-evident (and expected)|such
as the inverse relationship between the band gap and the electronic part of the dielectric
constant, and the large dielectric constant of those systems that contain contiguous SnF2
units|it is not immediately apparent if these observations may be formalized in order to
allow for quantitative property predictions for systems (within this sub-class, of course) not
originally considered. For example, can we predict the properties of a chain with a repeat
unit containing 8 building blocks (with each of the blocks being any of the aforementioned
units)? In Section 2.6, we show that this can indeed be done with high-delity using our
randomized search method.
We use specic sub-structures, or motifs or scaolds, within the main structure to cre-
ate the attribute vector. Let us illustrate this using the specic example of the polymeric
dielectrics created using XY2 building blocks. Say there are 7 possible choices (or motifs)
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for each XY2 unit: CH2, SiF2, SiCl2, GeF2, GeCl2, SnF2, and SnCl2. The attribute vector
may be dened in terms of 6 fractions, jf1; f2; f3; f4; f5; f6i, where fi is the fraction of XY2
type or motif i (note that f7 = 1 6i=1fi). One can extend the components of the attribute
vector to include clusters of 2 or 3 XY2 units of the same type occurring together; such an
attribute vector could be represented as jf1; : : : ; f6; g1; : : : ; g7; h1; : : : ; h7i, where gi and hi
are, respectively, the fraction of XY2 pairs of type i and the fraction of XY2 triplets of type
i. In Section 2.6, we demonstrate that such a motif-based attribute vector does a remark-
able job of codifying and capturing the information content of the XY2 polymeric class of
systems, allowing us to train our machines and make high-delity predictions.
2.3.2 Gene selection
Gene selection is based on SVMs [14-18]. It takes as input n genes fg1; g2; g3; : : : ; gng, and
l vectors fv1; v2; v3; : : : ; vlg. As an example, each vi could be an outcome of a microarray
experiment and each vector could be of the following form: vi = fx1i ; x2i ; x3i ; : : : ; xni ; yig.
Here xji is the expression level of the j
th gene gj in experiment i. The value of yi is either
+1 or -1 based on whether the event of interest is present in experiment i or not. The
problem is to identify a set of genes fg1i ; g2i ; g3i ; : : : ; gmi g sucient to predict the value of yi in
each experiment. Given a set of vectors, the gene selection algorithm learns to identify the
minimum set of genes needed to predict the event of interest and the prediction function.
These vectors form the training set for the algorithm. Once trained, the algorithm is provided
with a new set of data which is called the test set. The accuracy of gene selection is measured
in the test set as a percentage of microarray data on which the algorithm correctly predicts
the event of interest. The procedure solely relies on the concept of SVM.
The gene selection algorithm of Song and Rajasekaran [135] is based on the ideas of com-
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bining the mutual information among the genes and incorporating correlation information to
reject the redundant genes. The Greedy Correlation Incorporated Support Vector Machine
(GCI-SVM) algorithm of [135] can be briey summarized as follows: The SVM is trained
only once and the genes are sorted according to the norm of the weight vector corresponding
to these genes. Then the sorted list of genes are examined starting from the second gene.
The correlation of each of these genes with the rst gene is computed until one whose cor-
relation with the rst one is less than a certain predened threshold is found. At this stage
this gene is moved to the second place. Now the genes starting from the third gene are
examined and the correlation of each of these genes with the second gene is computed until
a gene whose correlation with the second gene is less than the threshold is encountered. The
above procedure is repeated until end of the list of the sorted genes is reached. In the last
stage, genes based on this adjusted sorted genes are selected. GCI-SVM brings the concept
of sort-SVM and RFE-SVM [194] altogether which makes it more ecient. In a nutshell,
GCI-SVM works as follows:
 Compute the correlation coecient for each pair of genes.
 Train the SVM using the training data set.
 Sort the genes based on their weight values.
 Go through the sorted genes, pick those genes whose correlation with the previously
picked genes is less than a threshold.
 Move in order all picked genes to the front of the sequence; correspondingly, unpicked
genes are moved to the end.
We incorporate gene selection algorithm in our RFS algorithm to eectively nd the best
subset of features from the entire set of features. We calculate the accuracy of the selected
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subset of features returned by the RFS with the help of GSA and proceeds the search based
on the accuracy as stated in Algorithm 2.1 until desired convergence achieved. Please, see
Section 2.5 for more details.
2.3.3 Data integration
Data integration involves combining data residing in dierent sources and providing users
with a unied view of these data [188]. As an example, the same person may have health
care records with dierent providers. It helps to merge all the records with all the providers
and cluster these records such that each cluster corresponds to one individual. Such an
integration, for instance, could help us avoid performing the same tests again and hence
save money. Several techniques such as [187], [215], [190], or [216] have been proposed to
solve the data integration problem. Tian et al. [205] have proposed several space and time
ecient techniques to integrate multiple datasets from disparate data sources. They employ
agglomerative hierarchical clustering techniques [218] to integrate data of similar types and
avoid the computation of cross-products. It can cope up with some common errors committed
in input data such as typing distance and sound distance. Furthermore, it can deal with
some human-made typing errors e.g., reversal of the rst and last names, nickname usage,
and attribute truncation.
We incorporate data integration technique of [205] in our RFS algorithm. At each itera-
tion RFS returns a subset of features such as name, sex, postal code, etc. columns from the
dierent databases. Based on the selected features the data integration scheme of Tian et
al. integrates data of similar types into clusters and calculate the accuracy of the clusters.
The RFS then proceeds the search by exploiting the accuracy.
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2.4 Our Algorithms
If we can identify a subset of the features that are the most important in determining a
property, it will lead to computational eciency as well as a better accuracy. It is conceivable
that some of the features might be hurtful rather than helpful in predictions. Let ~A =
ja1; a2; : : : ; ani be the set of features under consideration. One could use the following simple
strategy, in the context of any learning algorithm, to identify a subset of ~A that yields a
better accuracy in predictions than ~A itself. For some small value of k (for example 2),





subsets of ~A. For each such subset we train the learner, gure out
the accuracy we can get, and pick that subset ~S that yields the best accuracy. Now, from
the remaining features, we add one feature at a time to ~S and for each resultant subset,
we compute the accuracy obtainable from the learner. Let ~S 0 be the set (of size k + 1) of
attributes that yields the best accuracy. Next, from the remaining attributes, we add one
feature at a time to ~S 0 and identify a set of size k + 2 with the best accuracy, and so on.
Finally, from out of all of the above accuracies, we pick the best one.
2.4.1 Randomized feature selector (RFS)
We can think of the above simple technique as a greedy algorithm that tries to nd an
optimal subset of attributes and it may not always yield optimal results. On the other hand,
it will be infeasible to try every subset of attributes (since there are 2n such subsets). We
propose the following novel approach instead: Consider the space of all possible subsets of
attributes. We start with a random point p (i.e., a random subset of the features) in this
space and calculate the accuracy q corresponding to this subset. We then ip an unbiased
three sided coin with sides 1, 2, and 3. If the outcome of the coin ip is 1, we choose a
random neighbor p0 of this point by removing one feature from p and adding a new feature
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to p. After choosing p0, we compute its accuracy q0. If q0 > q then we move to the point p0
and proceed with the search from p0. On the other hand, if q0 < q, then we stay with point
p (with some probability u) or move to point p0 with probability (1  u). This step is done
to ensure that we do not get stuck in a local maximum. If the outcome of the coin ip is 2,
we choose a random neighbor p0 by removing one feature from p and compute its accuracy
q0. The next steps are the same as stated in the case of 1. Consider the last case where the
outcome of the coin ip is 3. We choose a random neighbor p0 by adding one feature to p and
compute its accuracy q0. The rest of the steps are the same as above. If q0 > q then we move
to the point p0 and proceed with the search from p0. On the other hand, if q0 < q, then we
stay with point p (with some probability u) or move to point p0 with probability (1 u). We
proceed with the search from the point we end up with. This process of searching the space
is continued until no signicant improvement in the accuracy can be obtained. A relevant
choice for u is exp( c(q   q0)) for some constant c. In fact, the above algorithm resembles
the simulated annealing (SA) algorithm of [198]. Note that our algorithm is very dierent
from SA. In particular, our algorithm is much simpler than SA. Details of our algorithm can
be found in Algorithm 2.1.
2.4.2 Randomized feature selector 2 (RFS2)
Another variation of RFS algorithm is RFS2. It is based on pure random walk on the search
space. In RFS if q0 < q, then we stay with point p (with some probability u) or move to
point p0 with probability (1   u) as described above. Instead in RFS2 if q0 < q we always
stay with point p and restart the search from that point. Details of our algorithm can be
found in Algorithm 2.2. Please, see line 19 which dierentiates RFS2 and RFS.
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2.4.3 Randomized feature selector 3 (RFS3)
RFS3 is another variation of RFS algorithm. In RFS3 we iterate the search space from
dierent points in the search space. In each iteration if q0 < q we randomly select a brand
new subset from search space and proceed the search as described in RFS. Details of our
algorithm can be found in Algorithm 2.3. Please, see lines 19-22 which dierentiate RFS3
and RFS.
2.5 Analysis of Our Algorithms
In this section we illustrate runtime analysis and convergence proof of RFS algorithm. The
same analyses can be applied to RFS2 and RFS3 algorithms with some minor modications.
In RFS algorithm it is easy to see that each run of the repeat loop takes O(n) time (please,
see pseudo code of Algorithm 2.1). This can be reduced to O(log n) by keeping F   F 0 as a
balanced tree (such as a red-black tree). An important question is how many runs will be
needed for convergence. In this section we answer this question. The analysis is based on
representing the steps of the algorithm as a time homogeneous Markov chain. The analysis
is similar to the one in [209].
We can conceive of a directed graph G(V;E) for the feature selection problem as follows:
Every subset of the n features is a node in G. From any node p 2 V , there will be edges
to its neighbors. Clearly, in the Algorithm RFS, for every node p, there are three kinds of
neighbors: Let p0 be a neighbor of p. If p0 is of the rst kind, then the number of features
in p and p0 will be the same. Thus there are N1p  n such neighbors. If p0 is of the second
type, then p0 will have one more feature than p. Finally, if p0 is of the third type, then p0 will
have one less feature than p. As a result, it follows that there will be  3n neighbors for any
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Algorithm 2.1: Randomized Feature Selector (RFS)
Input: The set F of all possible features and an Inductive Learning Algorithm L
Output: A near optimal subset F 0 of features
begin
1 Randomly sample a subset F 0 of features from F .
2 Run the inductive learning algorithm L using the features in F 0.
3 Compute the accuracy A of the concept C learnt by L.
4 repeat
5 Flip an unbiased three sided coin with sides 1, 2, and 3.
6 if (the outcome of the coin ip is 1)f
7 Choose a random feature f from F   F 0 and add it to F 0.
8 Remove a random feature f 0 from F 0 to get F 00.
9 g else if (the outcome of the coin ip is 2)f
10 Choose a random feature f from F   F 0 and add it to F 0
to get F 00.
11 g else if (the outcome of the coin ip is 3)f
12 Remove a random feature f from F 0 to get F 00.
13 g
14 Run the inductive learning algorithm L using the features in F 00.
15 Compute the accuracy A0 of the concept C 0 learnt by L.
16 if (A0 > A )f
17 F 0 := F 00 and A := A0; Perform the search from F 0.
18 g elsef
19 With probability u perform the search from F 0 and
with probability 1  u perform the search from F 00
with A := A0.
20 g
until no signicant improvement in the accuracy can be obtained ;
21 Output F 0.
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Algorithm 2.2: Randomized Feature Selector 2 (RFS2)
Input: The set F of all possible features and an Inductive Learning Algorithm L
Output: A near optimal subset F 0 of features
begin
1 Randomly sample a subset F 0 of features from F .
2 Run the inductive learning algorithm L using the features in F 0.
3 Compute the accuracy A of the concept C learnt by L.
4 repeat
5 Flip an unbiased three sided coin with sides 1, 2, and 3.
6 if (the outcome of the coin ip is 1)f
7 Choose a random feature f from F   F 0 and add it to F 0.
8 Remove a random feature f 0 from F 0 to get F 00.
9 g else if (the outcome of the coin ip is 2)f
10 Choose a random feature f from F   F 0 and add it to F 0
to get F 00.
11 g else if (the outcome of the coin ip is 3)f
12 Remove a random feature f from F 0 to get F 00.
13 g
14 Run the inductive learning algorithm L using the features in F 00.
15 Compute the accuracy A0 of the concept C 0 learnt by L.
16 if (A0 > A )f
17 F 0 := F 00 and A := A0; Perform the search from F 0.
18 g elsef
19 Perform the search from F 0
20 g
until no signicant improvement in the accuracy can be obtained ;
21 Output F 0.
node in the graph G(V;E). Let the number of neighbors of p of the second and third types
be N2p and N
3
p , respectively.
Algorithm RFS starts from a random node p in G and performs a random walk in
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Algorithm 2.3: Randomized Feature Selector 3 (RFS 3)
Input: The set F of all possible features and an Inductive Learning Algorithm L
Output: A near optimal subset F 0 of features
begin
1 Randomly sample a subset F 0 of features from F .
2 Run the inductive learning algorithm L using the features in F 0.
3 Compute the accuracy A of the concept C learnt by L.
4 repeat
5 Flip an unbiased three sided coin with sides 1, 2, and 3.
6 if (the outcome of the coin ip is 1)f
7 Choose a random feature f from F   F 0 and add it to F 0.
8 Remove a random feature f 0 from F 0 to get F 00.
9 g else if (the outcome of the coin ip is 2)f
10 Choose a random feature f from F   F 0 and add it to F 0
to get F 00.
11 g else if (the outcome of the coin ip is 3)f
12 Remove a random feature f from F 0 to get F 00.
13 g
14 Run the inductive learning algorithm L using the features in F 00.
15 Compute the accuracy A0 of the concept C 0 learnt by L.
16 if (A0 > A )f
17 F 0 := F 00 and A := A0; Perform the search from F 0.
18 g elsef
19 Randomly sample a subset F 0 of features from F .
20 Run the learning algorithm L using the features in F 0.
21 Compute the accuracy A of the concept C learnt by L.
22 Perform the search from F 0.
23 g
until no signicant improvement in the accuracy can be obtained ;
24 Output F 0.
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this graph. The next node visited can be of type 1, 2, or 3 all with equal probability.
The next node visited depends only on the current node. We can thus model RFS as a
time homogeneous Markov chain. In contrast, the simulated annealing algorithm has been
modeled as a time inhomogeneous Markov chain (see e.g., [206] and [209]).
Note that for any two nodes p and p0 in G, there is a directed path from p to p0 and hence
G is strongly connected. For any node p in G, let q(p) be the accuracy of the feature set
corresponding to p. If p is any node and p0 is a neighbor of p of type k (1  k  3), then
the transition probability Ppp0 from p to p
0 is given by:
Ppp0 =
8><>: 0 if p
0 62 N(p)&p0 6= p
1
3Nkp






RFS is said to have converged if the underlying Markov chain had been in a globally
optimal state at least once. Let p be the starting node (i.e., start state) of the Markov chain
and let p0 be a globally optimal state. Then there is a path from p to p0 of length  n.
Let  = maxp2V; p02N(p)fq(p)   q(p0)g. Also, let the degree and diameter of G(V;E) be
d and D, respectively. Clearly, d  3n and D  n. If p0 is a neighbor of p, then Ppp0 is
 1
3d
exp( c). We can derive a time bound within which the RFS algorithm will converge
as stated in the following Lemma.
Lemma 2.5.1. If p is any state in V , then the expected number of steps before a global




Proof. Let g be any globally optimal state. Then there exists a directed path from p to
g in G(V;E) of length `  D. Let e1; e2; : : : ; e` be the sequence of edges in the path. The
probability that g is visited starting from p is greater than or equal to the probability that
each one of the edges ei; 1  i  ` is traversed in succession. The later probability is at least
( 1
3d
) exp( c)`  ( 1
3d
) exp( c)D. As a result, the expected number of steps before g
is visited is  [3d exp(c)]D. 
Theorem 2.5.1. RFS converges in time  2m[3d exp(c)]D, with probability  (1 2 m),
independent of the start state (for any integer m  1).
Proof. Let E = 2[3d exp(c)]D. We prove by induction (on m) that the probability of a
global optimal state g not being visited in mE steps is  2 m.
Induction Hypothesis. Independent of the start state, probability that g is not visited in
mE steps is  2 m.
Base case (for m = 1) follows from Lemma 2.5.1 and Markov's inequality.
Induction step. Assume the hypothesis for all m  (r   1). We'll prove the hypothesis
for m = r. Let pE; p2E; : : : ; p(r 1)E be the states of the Markov chain during time steps
E; 2E; : : : ; (r   1)E, respectively. Let A be the event: g is not visited during the rst E
steps, and B be the event: g is not visited during the next (r   1)E steps.
The probability P that g is not visited in rE steps is given by
P = Prob:[B=A]  Prob:[A]:
Since Prob:[B=A] depends only on what state the Markov chain is in at time step E and the





Prob:[B=pE = p] Prob:[pE = p]:
Applying the induction hypotheis, Prob.[A] is  1=2 and Prob.[B/pE = p] is  2 (r 1) for




2.6 Results and Discussion
We have employed our randomized feature selection algorithms on three dierent applica-
tion domains. These applications include but not limited to the prediction of properties of
materials, processing of biological data, and data integration. Our algorithms are generic
and can be used in conjunction with any learning algorithm.
2.6.1 Materials property prediction
We consider polymeric dielectrics created using the XY2 blocks as described in Section 2.3.1.
If we assume that our repeat unit consists of 4 building blocks, and that each building block
can be any of 7 distinct units (namely, CH2, SiF2, SiCl2, GeF2, GeCl2, SnF2, and SnCl2),
we have a total of 175 distinct polymer chains (accounting for translational symmetry). Of
these, we set 130 to be in the training set, and the remainder in the test set to allow for
validation of the machine learning model.
Attribute vectors may be chosen in dierent ways. Consider the motif-based one as
described in Section 2.3.1, i.e., our attribute vector, ~Ai = jf i1; : : : ; f i6; gi1; : : : ; gi7; hi1; : : : ; hi7i,
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Table 2.6.1: KRR and modied KRR (mg-KRR and mo-KRR) schemes
Bandgap Electric DC Total DC
System Method Accuracy Features Accuracy Features Accuracy Features
4-Block
KRR 92.98% 20 93.75% 20 96.49% 20
mg-KRR 93.07% 19 94.22% 11 97.23% 14
mo-KRR 93.43% 16 94.23% 18 97.63% 14
8-Block
KRR 96.95% 20 90.58% 20 95.81% 20
mg-KRR 96.95% 20 90.64% 15 95.99% 19
mo-KRR 97.45% 17 95.17% 12 97.68% 13




j are, respectively, the fraction of XY2 units of type j, the fraction of
pair clusters of XY2 units of type j and the fraction of triplet clusters of XY2 units of
type j. Once our machine has learned how to map between the attribute vectors and the
properties using the training set, we make predictions on the test set (as well as the training
set). Furthermore, we considered several 8-block repeat units (in addition to the 175 4-block
systems), and performed our machine learning scheme.
We have tested the above techniques on the KRR scheme with the systems represented
using the motif-based attribute vectors. We refer to the greedy extension as the modied
greedy KRR (mg-KRR) approach and the modied optimization version as mo-KRR. mg-
KRR and mo-KRR are based on Sequential Forward Search (SFS) and Randomized Feature
Selector (RFS) algorithms, respectively. In each iteration of each of the algorithms (e.g.
mg-KRR and mo-KRR) the accuracy of the selected subset is measured by employing KRR
scheme. Based on the accuracy it proceeds the search until desired accuracy/convergence
achieved. An assessment of the improvement in the predictive power when mg-KRR and
mo-KRR are used for the three properties of interest (namely, the band gap, the electronic
part of the dielectric constant and the total dielectric constant) is presented in Table 2.6.1.
As can be seen, the level of accuracy of the machine learning schemes is uniformly good for
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Table 2.6.2: KRR, modied KRR, distributed KRR, and randomized KRR (mo-KRR,
dis-KRR, and ran-KRR) schemes
Bandgap Electric DC Total DC
Method Accuracy Features Accuracy Features Accuracy Features
KRR 92.85% 162 89.30% 162 87.01% 162
mo-KRR 94.07% 127 92.01% 125 88.57% 127
dis-KRR 93.56% 111 91.18% 118 87.63% 113
ran-KRR 96.48% 105 95.68% 102 94.47% 102
all three properties across the 4-block training and test set, as well as the 8-block test set,
indicative of the high-delity nature of this approach. In particular, note that the mo-KRR
method, in general, leads to better accuracy. More importantly, typically, the number of
attribute components decreases signicantly. This means a signicant reduction in the run
times of the algorithm while predicting parameter values for an unknown material.
Furthermore to demonstrate the practical applicability we have tested all the versions
of our algorithm under KRR scheme with the systems represented using the motif-based
attribute vectors. Each vector contains 162 components of 6 units, 23 pairs, and 133 triplets.
We refer to the modied optimization version as mo-KRR (base on RFS algorithm), modied
randomized version as ran-KRR (based on RFS2 algorithm), and distributed version of mo-
KRR as dis-KRR (based on RFS3 algorithm). In dis-KRR we iterate the search space from
dierent points in the search space. In each iteration we randomly select a brand new subset
of components from 162 components and proceed the search by executing mo-KRR. The
number of iteration is selected in such a way so that the nishing time of dis-KRR is same as
the mo-KRR. When all the iteration exhausts dis-KRR outputs the best one by considering
all the iterations. The results are shown in Table 2.6.2. In general all the versions of our
algorithm lead to better accuracy with signicant decrease of attribute components. Please,
note that real datasets are used to perform all the experiments to predict materials property.
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Table 2.6.3: GSA and modied GSA (GSA and mo-GSA) schemes
GSA Modied GSA
System Method Accuracy Features Accuracy Features
Dataset 1
GAUSSIAN 50% 15 54% 10
LINEAR 49% 15 62% 12
Dataset 2
GAUSSIAN 52% 20 60% 13
LINEAR 53% 20 65% 13
Dataset 3
GAUSSIAN 49% 25 58% 9
LINEAR 50% 25 58% 11
Dataset 4
GAUSSIAN 50% 30 59% 13
LINEAR 56% 30 62% 13
2.6.2 Gene selection
We have used the gene selection algorithm to identify some of the best features that can
together identify two groups. The gene selection algorithm has two phases. In the rst
phase, the algorithm is trained with a training dataset. In this phase the algorithm comes
up with a model of concept. In the second phase of the algorithm a test dataset is presented.
The model learned in the rst phase is used to classify the elements residing in the test
dataset. As a result, the accuracy of the model learned can be computed. At rst, we
generated 4 simulated datasets each having 200 subjects with 15, 20, 25, and 30 features,
respectively. Each of the features has been given a random value in the range [0; 99]. We then
randomly assigned a class label to each of the subjects residing in each dataset. Specically,
each subject is assigned to group 1 with probability 1
2
and it is assigned to group 2 with
probability 1
2
. We trained the classier using a training set which consists of 50 percent of
data from each of group 1 and group 2 (data being chosen randomly). The test set is formed
using the other 50 percent from group 1 and group 2, respectively.
At rst GSA is trained with the training set and it builds a model of concept using SVMs
[135]. We have used LINEAR, and GAUSSIAN RBF kernel functions in SVM to build the
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model of concept. Using the test data we have measured the accuracy by employing the
model built. We then employ our randomized feature selection algorithm RFS on each of
the datasets. We call this scheme as modied GSA (mo-GSA). In each iteration mo-GSA
randomly selects a subset of features as described in Algorithm 2.1. The accuracy of the
selected subset is measured by GSA. Based on the accuracy mo-GSA proceeds to the search
space until desired accuracy/convergence achieved. From the result shown in Table 2.6.3 it
is evident that after employing mo-GSA the accuracy has been greatly improved and at the
same time the number of features has decreased signicantly with respect to GSA.
2.6.3 Data integration
Data integration technique of Tian et al. [205] is used to detect similar types of data from a
set of databases. To test the performance of our approach, we generated 4 articial datasets
each having 10,000 subjects where each subject has 5 features. The features consist of a
person's rst name, last name, date of birth, sex, and zip code. In general, each person
has multiple records. Since errors are introduced randomly in the features, instances of
the same individual may dier from each other. Accuracy of any data integration method is
calculated as the fraction of persons for whom all the instances have been correctly identied
to be belonging to the same person.
At rst we execute the algorithm proposed by [205] directly on each of the datasets and
calculate the accuracy as dened above. We call this scheme as Data Integrator (DI). We
then employ our randomized feature selection algorithm RFS on each of the datasets. We
call this scheme as modied Data Integrator (mo-DI). In each iteration mo-DI randomly
selects a subset of features as described in Algorithm 2.1. The accuracy of the selected
subset is measured by [205]. Based on the accuracy mo-DI proceeds the search until desired
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Table 2.6.4: DI and modied DI (DI and mo-DI) schemes
Data Integrator Modied Data Integrator
System Accuracy # of Features Accuracy # of Features
Dataset 1 46.72% 5 89.71% 2
Dataset 2 85.50% 5 90.31% 3
Dataset 3 85.51% 5 90.32% 4
Dataset 4 85.50% 5 86.61% 3
accuracy/convergence achieved. From the result shown in Table 2.6.4 it is evident that after
employing mo-DI the accuracy has been greatly improved and at the same time the number
of features has also decreased with respect to DI.
2.6.4 The comparisons
We compared RFS algorithm with both of wrapper and lter-based schemes. At rst, we
generated a simulated dataset having 200 subjects with 15 features. Each of the features
was given a random value in the range [0; 99]. We then randomly assigned a class label to
each of the subjects residing in the dataset. Specically, each subject was assigned to class
1 with probability 1
2
and it was assigned to class 2 with probability 1
2
. We further divided
the dataset into two parts namely control and test sets. Control set consists of 50 percent
of data from each of group 1 and group 2 (data being chosen randomly). The test set was
formed using the other 50 percent from group 1 and group 2, respectively.
The comparison procedure had two phases. In the rst phase, the feature selection
algorithm of interest selected the best feature subset from the control set. In the second
phase the accuracy was calculated with the help of GSA from the test set considering only
the subset of features given by the rst phase. In the case of lter-based methods, we took
the best subset of features in such a way that the size of the subset was identical to the size
242
Table 2.6.5: The Comparisons
Method Name Class % Accuracy # of Features
mo-GSA wrapper 54% 10
Chi-squared Filter lter 48% 10
Linear Correlation-based Filter lter 51% 10
Rank Correlation-based Filter lter 51% 10
Information Gain-based Filter lter 46% 10
Gain Ratio-based Filter lter 46% 10
CFS Filter wrapper 50% 2
of the subset returned by mo-GSA. On the other hand wrapper-based methods gave the best
subset from the entire space of features. In our comparisons, the lter-based methods we
had employed Chi-square, correlation-based (e.g., linear and rank), and entropy-based (e.g.,
information and gain-ratio) lters. The wrapper methods used is CFS [221]. This algorithm
makes use of best rst search for searching the attribute subset space. The information about
the implementation details of these algorithms can be found in [191]. The comparison results
show that our feature selection algorithm (specically mo-GSA) outperforms some of the
best known algorithms existing in the current literature. Please, see Table 2.6.5 for details.
As the datasets and the class label were randomly generated from uniform distribution,
the correlations among the subjects in the same class are very low. The accuracies of the
selected features given by the feature selection algorithms of interest reect this notion. As
the correlations are very low, the prediction model built by the learning algorithms will also
not be suciently accurate to classify the subjects from unseen data.
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2.7 Conclusions
We have presented three novel randomized search techniques which are generic in nature
and can be applied to any inductive learning algorithm for selecting a subset of the most
relevant features from the set of all possible features. The proposed schemes fall into the
class of wrapper methods where the prediction accuracy in each step is determined by the
learning algorithm of interest. To demonstrate the validity of our approaches, we have applied
it in three dierent applications, namely, biological data processing, data integration, and
materials property prediction. It is evident from the simulation results shown above that our
proposed techniques are indeed reliable, scalable, and ecient. Our experiments also reveal
that our feature selection algorithms perform better than some of the best known algorithms
existing in the current literature.
Chapter 3
Novel Algorithms for the Discovery of
Time Series Motifs
Time series motif mining (TSMM) is an important problem that has numerous applications
in image processing, patterns identication, intrusion detection, etc. TSMM problem can
be though of as a special case of the closest pair problem. Numerous algorithms have been
presented for solving these problems. For instance, for the closest pair problem on n points
there exists an O(n log n) algorithm (when the dimension is a constant). There also exist
randomized algorithms with an expected linear time. However these algorithms do not
perform well in practice. The algorithms that are employed in practice have a worst case
quadratic run time. One of the best performing algorithms for the TSMM problem is MK. In
this research work we present an elegant called MPR for the TSMM problem that performs
better than MK. Also, we present approximation algorithms for the TSMM problem that




Given a set of n points in any metric space, the problem of nding the closest pair of points
is known as the Closest Pair Problem (CPP) and has been well studied. In his seminal
paper, Rabin proposed a randomized algorithm with an expected run time of O(n) [121]
(where the expectation is in the space of all possible outcomes of coin ips made in the
algorithm). Rabin's algorithm used the oor function as a basic operation. In 1979, Fortune
and Hopcroft presented a deterministic algorithm with a run time of O(n log log n) assuming
that the oor operation takes O(1) time [110]. Both of these algorithms assume a constant-
dimensional space (and the run times have an exponential dependency on the dimension).
Other clasical algorithms include [120, 112]. Yao has proven a lower bound of 
(n log n) on
the algebraic decision tree model (for any dimension) [129]. This lower bound holds under
the assumption that the oor function is not allowed. One of the major issues with the above
algorithms is the fact that their run times are exponentially dependent on the dimension.
Time series motif mining (TSMM) is a crucial problem that can be thought of as the CPP
in a large dimensional space. In one version of the TSMM problem, we are given a sequence
S of real numbers and an integer `. The goal is to identify two subsequences of S of length `
each that are the most similar to each other (from among all pairs of subsequences of length
` each). These most similar subsequences are referred to as time series motifs. Let C be a
collection of all the `-mers of S. (An `-mer is nothing but a contiguous subsequence of S of
length `). Clearly, the `-mers in C can be thought of as points in <`. As a result, the TSMM
problem is the same as CPP in <`. Any of the algorithms known for the CPP can thus
be used to solve the TSMM problem. A typical value for ` of practical interest is several
hundreds (or more). For these values of `, the above algorithms ([121],[110],[120],[112])
will take an unacceptable amount of time (because of the exponential dependence on the
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dimension). Designing an ecient practical and exact algorithm for the TSMM problem
remains an ongoing challenge.
Mueen, et al. have presented an elegant exact algorithm called MK for TSMM [116].
MK improves the performance of the brute-force algorithm with a novel application of the
triangular inequality. MK is currently the best-performing algorithm in practice for TSMM.
A number of probabilistic as well as approximate algorithms are also known for solving this
problem (see e.g., [103, 105, 111, 113, 114, 124, 125]). For instance, the algorithm of [105]
exploits algorithms proposed for nding (`; d)-motifs from biological data. The idea here is
to partition the time series data into frames of certain width. Followed by this, the mean
value in each frame is computed. This mean is quantized into four intervals and as a result,
the original time series data is converted into a string of characters from an alphabet of size
4. Finally, any (`; d)-motif nding algorithm is applied on the transformed string to identify
the time series motifs.
In this research work we present ecient algorithms for Time Series Motif Mining. Our
algorithms improve the results reported in several papers including [116], [105], and [101].
We present both exact and approximation algorithms. Our exact algorithm improves the
run time of MK by a factor of up to 2. Our approximation algorithm is up to two orders of
magnitude faster than MK while maintaining a very high accuracy.
3.2 Exact Time Series Motif Mining Algorithms
The input for the TSMM problem are a sequence T = a1; a2; : : : ; an and an integer `. The
goal is to nd two `-mers of T that are the closest to each other (from among all the pairs
of `-mers of T ). A general version of this problem is one where the input consists of n
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points from <` and we want to identify the two closest points. A straight forward algorithm
will compute the distance between every pair of `-mers and output the pair with the least
distance. Since we can compute the distance between two `-mers in O(`) time, this simple
algorithm for TSMM will run in a total of O(n2`) time.
3.2.1 MK algorithm
The MK algorithm of [116] speeds up the brute force method by pruning o a large number
of pairs that cannot possibly be the closest. There are two main ideas used in MK. The
rst idea in the algorithm is to speedup the computation of distances. Let x = x1; x2; : : : ; x`
and y = y1; y2; : : : ; y` be any two `-mers. To compute the distance between x and y, the
algorithm keeps adding (xi   yi)2 for i = 1; 2; : : : ; `. When the sum exceeds 2, this pair is
immediately dropped (without completing the rest of the distance computation). Here  is
a known upper bound on the distance between the closest pair of `-mers. This technique is
known as early abandoning. For example, a value for  could be otained at the beginning
of any algorithm using a random sample of `-mers. From thereon,  could be dynamically
updated to be the smallest distance among all the `-mer pairs that have been processed until
that point in the algorithm.
The second idea in MK uses the triangular inequality in a novel way. Let x and y be
any two `-mers. At any stage in the algorithm, we have an upper bound  on the distance
between the closest pair of `-mers. If d(x; y) can be inferred to be greater than , then we can
drop the pair (x; y) from future consideration (since this pair cannot be the closest). Ideally,
we would like to calculate d(x; y) exactly for every pair of `-mers x and y. But this will take
too much time. MK circumvents this problem by estimating the distance between x and
y via the triangular inequality. In particular, a random reference `-mer r is chosen and the
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distance between each `-mer and r is computed. The `-mers are kept in an ascending order
of their distances to r. From thereon, d(r; y)  d(r; x) is used as a lower bound on d(x; y). If
this lower bound is > , then (x; y) is dropped from future consideration.
The above algorithm is generalized to employ multiple reference `-mers. The use of
multiple references speeds up the algorithm.
3.2.2 An analysis of the MK algorithm and our new idea
In this section we provide an (informal) analysis of the MK algorithm to explain why the
algorithm has a very good performance. Specically, if we choose multiple random reference
points, the algorithm achieves a much better run time than having a single reference point.
We explain why this is the case.
For ease of understanding consider the 2D Euclidean space. The analysis can be extended
to points in <`. For any two `-mers x and y, the closer d(r; y) d(r; x) is to d(x; y), the better
will be our estimate and hence the better will be our chance of dropping (x; y) (if (x; y) is not
the closest pair). It turns out that the quality of the lower bound d(r; y)  d(r; x) is decided
by two factors: 1) the angle \rxy and 2) d(r; x). We illustrate this with an example. Let
x = (0; 0) and y = (1; 0). Consider a reference point r1 = (1; 1) (Figure 3.2.3(a)). Note that
r1 is at a distance of
p
2 from x. In this case d(r1; x)  d(r1; y) = 0:414. Also, \r1xy = 45.
Let r2 be the point we get by keeping the distance between the reference point and x the same,
but changing this angle to 30 (Figure 3.2.3(b)). In this case, d(r2; x)  d(r2; y) improves to
0:6722. As another example, if the reference point r lies on the perpendicular bisector of x
and y, then d(r; x)  d(r; y) = 0:
For any two input points x and y, if we pick multiple reference points randomly, then





























Figure 3.2.1: The eect of reference points.
\rxy will be such that d(r; x)   d(r; y) will be `large'. In contrast, if we have only one
reference point, for some pairs of points the corresponding angles may be `good', but for a
good percentage of the pairs, the angles may not be `good'. (A reference point r is `'good'
if d(r; x)  d(r; y) is close to d(x; y)).
The eect of d(r; x) on d(r; x) d(r; y) can be seen with the same examples. Consider the
example of Figure 3.2.1(a). Assume that we keep the angle the same but increase d(r1; x) to
10 and get the reference point r3 (Figure 3.2.1(c)). In this case, d(r3; x)  d(r3; y) improves
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to 0:6803. Also, in the example of Figure 3.2.1(b), say we keep the angle the same but
increase d(r2; x) to 10 and get the reference point r4. In this case, d(r4; x) d(r4; y) improves
to 0:8526. Of course, if the reference point r lies on the perpendicular between x and y,
then however large d(r; x) could be, d(r; x)   d(r; y) will continue to be zero! However,
the probability of this happening is low. For a given angle , we can compute the limit of
d(r; x)  d(r; y) as d(r; x) tends to 1. For instance when the angle is 45 (Figure 3.2.1(a)),




Our proposed new algorithm indeed exploits the relationship between d(r; x) and d(r; x)  
d(r; y). In particular, we pick a collection C of random reference points and project each of
these points out by multiplying each coordinate value of each point by a factor of f . For
example, f could be 10. The rest of the algorithm is the same as MK.
A pseudocode for our algorithm, called Motif discovery with Projected Reference points
(MPR), is given below.
Algorithm MPR
Input: T = a1; a2; : : : ; an and an integer `, where each ai is a real number (for 1  i  n).
Input are also q and f , where q is the number of references and f is the projection factor.
Output: The two closest `-mers of T .
1) Pick q random `-mers of T as references; Project these references by multiplying each
element in each `-mer by f . Let these projected references be r1; r2; : : : ; rq.
2) Compute the distance between every `-mer of T and every projected reference `-mer.
3) Sort the `-mers of T with respect to their distances to r1. Let the sorted `-mers be
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p1; p2; : : : ; pn `+1.
4) Let  =1; Let answer = (0; 0);
5) for i := 1 to (n  `+ 1) do
for j := (i+ 1) to (n  `+ 1) do
failure := false;
for k := 1 to q do
if d(rk; pj)  d(rk; pi) >  then
failure := true; exit;
if failure then exit else
Compute d(pi; pj);
if d(pi; pj) <  then
 := d(pi; pj); answer = (i; j);
6) Output (i; j).
Observation: Please note that even though the above algorithm has been presented for













Figure 3.2.2: The eect of scaling on reference points.
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3.2.4 An analysis of our algorithm
In this section we show why our idea of projecting reference points improves the performance
of the algorithm. Let the input points be from <d for some integer d. Consider any two input
points A and B. Let R be any reference point. Note that any three points are coplanar.
Consider any hyperplane H containing A;B; and R. The following analysis is for the case
that H passes through the origin. If we multiply every coordinate of R by the same number,
then the resultant point will also lie in H. This is because the equation dening H will be of
the form a1x1 + a2x2 +   + adxd = 0. Thus, in order to see how d(R;A)  d(R;B) changes
with a scaling of R, it suces to consider the case that these three points are in 2D.
Without loss of generality let A be (0; 0) and B be (c; 0), for some real number c. There
are two cases to consider for the position of R relative to A and B: 1) R is to the right of the
perpendicular bisector of A and B; 2) R is to the left of the perpendicular bisector between
A and B. These two cases are illustrated in Figures 3.2.2(a) and 3.2.2(b), respectively. Note
that when R lies on the perpendicular bisector of A and B, d(R;A)  d(R;B) will be zero.
In case 1, let d(A;R) be cs, s being a scaling factor. f = cs sin , g = cs cos    c, and
e =
p
f 2 + g2. As a result, e =
p




  2 cos 
s
. Using the fact
that (1   u)n  1   nu (when nu << 1), e  cs + c
2s
  c cos . Thus, d(A;R)   d(R;B) 
c cos    c
2s
. Clearly, when c and  are the same, the value of d(R;A)   d(R;B) increases
when s increases.
In case 2, let d(A;R) be cs, for a scaling factor of s. Clearly, f = cs sin , g = cs cos .
Thus, e =
p
f 2 + (g + c)2. Also, e =
p




+ 2 cos 
s
. Using
the approximation mentioned in case 1, we see that e  cs+ c
2s
+c cos . Therefore, d(R;B) 
d(R;A)  c
2s
+c cos . In this case, when c and  are the same, the value of d(R;B) d(R;A)
increases when s decreases.
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But for a given reference point, and two input points A and B, we do not know which of
the two cases will hold. But we can expect that half of the randomly chosen reference points
will fall under case 1 and the other half will be expected to fall under case 2. If we only
employ a scaling factor s that is greater than one, then, for an expected half of the reference
points we expect to see an improvement in the estimate of a lower bound for d(A;B). This
explains why our algorithm performs better than MK.
The above analysis can also be used to better understand the MK algorithm.
3.2.5 Fixed radius nearest neighbors problem (FRNNP)
In this problem we are given n points a1; a2; : : : ; an in <` and a radius R (which is a real
number) and the problem is to identify the R-neighborhood of each input point. If p is an
input point, its R-neighborhood is dened to be the set of all input points that are within a
distance of R from p. FRNNP has numerous applications. One of the applications of vital
importance is that of molecular simulations.
We can modify MPR to solve this problem as well. The modied version is given below.





































































































































































































































































































































































































































D1.1 D1.2 D1.3 D1.4 D1.5 D1.6 D1.7 D1.8
Processed Pairs
MK MPR
(b) Number of pairs processed by MK and MPR methods
Figure 3.2.3: Performance evaluations between MK between MPR methods.
Algorithm MPR-FRNNS
Input: T = a1; a2; : : : ; an and R, where each ai is a point in <` (for 1  i  n) and R is a real
number. Input are also q and f , where q is the number of references and f is the projection
factor.
Output: N(i), for 1  i  n.
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Table 3.2.2: Number of pairs as a function of number of references. Number of time series is
50k with 1,024 attributes.
References Method Processed Pairs CPU Time
10 MK 9,094,227 47.75
MPR 6,573,553 39.58
20 MK 4,363,302 49.62
MPR 2,227,327 36.79
30 MK 2,004,017 37.97
MPR 1,035,769 29.84
40 MK 1,678,898 47.70
MPR 889,405 41.40
50 MK 1,319,278 40.26
MPR 790,229 35.69
1) Pick q random points of T as references; Project these
references by multiplying each coordinate of each reference
point by f . Let these projected references be r1; r2; : : : ; rq.
2) Compute the distance between every point of T and
every projected reference point.
3) Sort the points of T with respect to their distances
to r1. Let the sorted points be p1; p2; : : : ; pn.
4) for i := 1 to n do N(i) := ;;
5) for i := 1 to n do
for j := (i+ 1) to n do
failure := false;
for k := 1 to q do
if d(rk; pj)  d(rk; pi) > R then
failure := true; exit;









































(b) Number of pairs processed by MK and MPR
Figure 3.2.4: Performance evaluations between MK and MPR with respect to the number of
references.
Compute d(pi; pj);
if d(pi; pj)  R then add j to N(i) and
add i to N(j);
6) Output N(i); for 1  i  n.
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3.2.6 An experimental comparison of MK and MPR
A typical algorithm in the literature for CPP has two phases. In the rst phase pairs of
points that cannot possibly be the closest are eliminated. In the second phase distance is
computed between every pair of points that survive the rst phase. The time spent in the
rst phase is typically very small and hence is negligible (compared to the time spent in the
second phase). Also, the time needed to process the pairs in the second phase is linear in
the number of surviving pairs. As a result, it suces to report the number of pairs (to be
processed in the second phase) as a measure of performance (see e.g., [101]). In this research
work also we use this measure of performance throughout.
We have experimentally compared the performance of MK and MPR on dierent data
sets. The machine we have used has an Intel(R) Core(TM) i3-M350 2.27 GHz CPU with
4GB RAM running Windows 7 (64 bit). As mentioned in [116], random walk data set is the
most dicult case for time series mining algorithms since the probability of the existence of
very close motif pairs is very low. We have also used the same data for our comparison. In
particular, we have used 8 dierent random walk data sets of sizes ranging from 10K to 80K.
Our algorithm performs better than MK for higher motif lengths. Both the algorithms have
been run 5 times and the averages computed. We do not perform any comparison with the
brute force method as that has already been done in [116].
In Table 3.2.1 we show the number of pairs processed (in the second phase) in MK and
MPR. The size (i.e., the length) of the time series data varies from 10K to 80K, the motif
length being 1024. The following parameter values have been used: q = 1 and f = 10.
From this table we see that MK processes around 2 the number of pairs processed by
MPR. Figure 3.2.3 presents a graphical plot of the runtime requirements of MK and MPR
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algorithms. This gure shows that the run time of MK is around 1:5 the run time of MPR.
This improvement is quite signicant for the following reason: There are two ideas used
in MK, namely, early abandoning and the use of random reference points. As the authors
point out in [116], the dierence between using early abandoning alone and both the ideas is
small, especially on random walk data. Table 3.2.2 and Figure 3.2.4 show how the number
of pairs reduces with an increase in the number q of the reference points for MK and MPR
algorithms.
3.3 Approximate Time Series Motif Mining Algorithms
In this research work we oer two approximation algorithms for the TSMM problem. These
are called ATSMM1 and ATSMM2. These algorithms employ quantization and random
sampling. We provide details on them next. The expected run times of these algorithms are
also analyzed. Experimental evaluations indicate that our algorithms are signicantly faster
than the brute force and MK algorithms.
3.3.1 Our algorithm ATSMM1
We start by obtaining an upper bound on the distance between the closest pair of motifs. We
can obtain such a bound with random sampling for example. For instance we can randomly
pick
p
n points, compute the closest distance between any pair in this sample, and use this
distance as . Each attribute value is quantized using .
If the input time series sequence is of length n, we think of the input as consisting of
N = (n  `+1) points in <`. I.e., each `-mer of the input sequence is a point in <`. We can
also think of each of the ` dimensions as an attribute.
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Let a be one of the attributes. Let mina and maxa be the minimum and maximum values




. Consider partitioning the values
along this attribute into intervals of size 20 each. Also change the interval [mina;maxa] to
[r +mina;maxa] where r is uniformly random in the range [0; 
0]. Partition this range into
intervals of size 20 each. (The reason for this will be apparent in the analysis). Label these
intervals with successive integers starting from 1. Each motif gets an integer index along this
attribute depending on the motif's value for this attribute. If the motifs m1 and m2 have a
distance of  0, then the probability that they will fall in the same interval (i.e., will have
the same index) is  1
2
.
In a similar manner, assign an index for each motif along each attribute. Each motif gets
` integer indices. After calculating these indices, the algorithm proceeds as follows. There
will be k stages in the algorithm (for some suitable value k). In each stage we get some
candidate pairs. We identify the best among these. At the end of k stages we output the
best pair among all the candidates processed. Candidate pairs in any stage are generated as
follows. We randomly pick c attributes. For each motif there will be c indices corresponding
to these attributes. We hash the motifs using these indices. Two motifs will fall into the
same bucket in the hash table if they match in these c indices. Every pair of motifs in every
bucket in the hash table is a candidate pair.
A pseudocode for ATSMM1 follows:
0) Pick a random sample of
p
n motifs, and identify
the distance  between the closest pair in this
sample using the brute-force algorithm;
1) for each attribute a do
Compute the minimum and maximum values
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for this attribute;
Let these be mina and maxa respectively;
2) for each motif q do
for each attribute a do
Compute an index Iaq for motif q along the
attribute a by partitioning the range [r+






, and r is a random number
in the range [0; 0];
Generate a priority queue Q with p keys
all being equal to 1;
for i = 1 to k do
Pick c attributes randomly and hash the motifs
based on their indices for these attributes;
for each pair m of motifs in each bucket do
if the Euclidean distance (across all the
attribute indices) between the motifs in
m is less than the largest key in Q
then Delete the largest key from Q and
insert m into Q with the Euclidean
distance as the key;
3) Identify and output the best pair
(in terms of Euclidean distance) in Q;
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3.3.2 An analysis of our algorithm
We present an analysis for ATSMM1 and a similar analysis applies for ATSMM2 as well.
If (m1;m2) is the closest pair of motifs, what can we say about the distance between these
motifs along each of the ` attributes? Clearly, the expected distance between m1 and m2
along any attribute is  p
`
. This means that there is at least one attribute along which the
distance between m1 and m2 is no more than
p
`
. Also, we can see that there are at least `
2






We infer that if the distance between m1 and m2 is  , and if we pick one of the
attributes randomly, then the probability that m1 and m2 will have the same index for this
attribute is  1
4
. If we pick c attributes randomly, the probability that m1 and m2 will have




If we repeat the above process of sampling k times, then the probability that m1 and m2






We want this probability to be high. In this research work by high probability we mean
a probability of  (1   n ) where n is the input size and  is a probability parameter
(typically assumed to be a constant  1). [1   1
4
c
]k will be  n  if k  4c loge n, using
the fact that (1  y)1=y  1=e (for any 0 < y < 1).
The above proof demonstrates that, for a xed value of c, if k is chosen appropriately,
then with high probability the closest pair will be identied. We can also estimate the
expected run time using the following analysis.
Let p1 be the largest probability that any pair will have the same index along a randomly
chosen attribute. Let M = (m1;m2) be this pair. Let p2 be the second largest probability
that any pair will have the same index along a randomly chosen attribute. LetM 0 = (m3;m4)
be this pair. Probability thatm1 andm2 have the same index along all the c attributes chosen
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in a stage of the algorithm is pc1. Thus the probability that m1 and m2 do not fall into the
same bucket in a given stage is (1 pc1). As a result, the probability that motifs of M do not
fall into the same bucket in z successive stages is (1  pc1)z. This probability is  exp ( zpc1)
using the fact that (1   y)1=y  1=e for any 0 < y < 1. This probability will be  n  if
z   logn
pc1
.
We want to ensure that the number of pairs generated in each stage is not too large.
One possibility is to let the expected number of pairs generated in each stage be O(n). The
probability that m3 and m4 fall into the same bucket in any specic stage is  pq2. If this
probability is  1
n
, then the expected number pairs generated in any iteration will be  n.
This happens if c = logn
log(1=p2)
. For this value of c, the value of z becomes  log n nlog p1= log p2 .
Given that the expected time we spend in hashing in each iteration and the time for






log p2 log n

. Thus we get the following Theorem:









3.3.3 Our algorithm ATSMM2
Note that the analysis of ATSMM1 assumes that we compute the Euclidean distance between
every pair of motifs. The computation of Euclidean distances is very costly especially when
the dimension is very high. Instead if we can compute Hamming distances using the integer
indices of the attributes, signicant speedups can be obtained (especially if we utilize bit
level operations). Our algorithm ATSMM2 indeed employs this approximation in addition
to quantization and random sampling. As the experimental results (in Section 3.3.4) show,
this approximation yields very good accuracies.
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ATSMM2 is an out-of-core algorithm. To start with the input is in the disk. There are
three steps in the algorithm and in each step we do one pass through the input data and
hence there are a total of three passes through the data.
In each pass the algorithm incrementally retrieves information embedded in the dataset
and after the nal pass it outputs a pair of motifs. We claim that this pair of motifs is the
closest pair with a very high probability. The details of our algorithm are provided next.
First pass
If the input sequence is of length n, we think of the input as consisting of N = (n   ` + 1)
points in <`. We can also think of each of the ` dimensions as an attribute. In the rst pass
we record the minimum and maximum values along each of the ` dimensions (or attributes).
These values will be used to represent each coordinate of each motif in the Hamming space.
Second pass
We normalize each of the ` attributes in the second pass over the entire dataset using the
(min;max) pairs. Normalization is the process of scaling any data so that it falls within a
specied range. There are many methods of normalization, such as min-max normalization,
z-score normalization, normalization by decimal scaling, etc. In this context we have followed
min-max normalization technique.
Assume that the minimum and maximum values of an attribute a are given by mina and
maxa. Min-max normalization maps a value of an attribute v(a) to v
0(a) in the new range
[newmina , newmaxa ] by computing:
v0(a) =
v  mina
maxa  mina (newmaxa   newmina) + newmina (3.3.1)
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ATSMM transforms the value of each attribute v(a) of any motif to v0(a) using the above
formulation and encodes each transformed attribute into bits. User denes the number of
bits to be used to encode each attribute. Suppose the user denes x bits for each attribute.
The range of (newmina , newmaxa) will be [0, 2
x 1]. It is easy to see that v0(a) will be always
in the range 0 to 2x   1. After encoding all the attributes of a particular motif into bits, we
concatenate the resulting bits to make an array of bits. We follow the same procedure stated
above for every motif to transform it into a bit array. Note that each motif is represented
as a bit array with `x bits.
Next, we randomly sample a subset of the motif attributes and hash the motifs based on
this subset. Two motifs will be hashed into the same bucket if they have the same (quantized)
values for the randomly chosen attributes. If two motifs fall into the same bucket in the hash
table, this is a candidate pair. We keep a priority queue Q that stores the best p pairs that
have been encountered thus far (for some relevant p). The key used for any pair in Q will
be the Hamming distance between them (across all the attributes). The Hamming distance
(across all the atributes) between each candidate pair will computed and inserted into Q if
this Hamming distance is less than the largest key in Q.
We repeat this process of sampling and hashing k times (for some suitable value of k).
In each stage of sampling the candidate pairs generated are used to update Q.
The closest pair in terms of Hamming distance may not necessarily be the closest pair in
the original Euclidean space. This is the reason why we keep the priority Q.
Third pass
In the third pass we compute the Euclidean distance between every pair of motifs found in
Q and output the best pair. Please, note that the original dataset always resides in the disk.
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A pseudocode for ATSMM2 follows.
1) for each attribute a do
Compute the minimum and maximum values
for this attribute;
Let these be mina and maxa respectively;
2) for each motif q do
Normalize each attribute of q using Equation 3.3.1;
Generate a priority queue Q with p keys
all being equal to 1;
for i = 1 to k do
Pick c attributes randomly and hash the motifs
based on these attributes;
for each pair m of motifs in each bucket do
if the Hamming distance (across all the
attributes) between the motifs in m is less
than the largest key in Q
then Delete the largest key from Q and
insert m into Q with the Hamming
distance as the key;
3) Identify and output the best pair
(in terms of Euclidean distance) in Q;
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Table 3.3.1: Runtime comparisons between Brute-force and ATSMM2. Min Dist refers to the
distance of the closest pair. CPU times are given in seconds.
Brute-force ATSMM2
Dataset Time series Min Dist CPU Time Min Dist CPU Time Avg. Rank
D2.1 2 103 226.76 2.80 226.76 1.70 1.00
D2.2 4 103 221.82 15.20 221.82 1.78 2.20
D2.3 6 103 224.09 36.03 224.09 1.90 2.60
D2.4 8 103 220.83 38.07 225.83 2.23 4.40
D2.5 10 103 221.39 89.73 224.37 2.49 3.00
D2.6 20 103 219.62 373.88 222.12 4.63 3.00
D2.7 40 103 215.17 1,497.25 218.26 12.36 4.00
D2.8 60 103 212.98 3,379.05 215.77 24.69 2.60
D2.9 80 103 212.44 5,038.03 215.53 43.25 3.00
Table 3.3.2: Performance of ATSMM2 in larger datasets. CPU times are given in seconds.





















3.3.4 An experimental evaluation of ATSMM2
We have performed rigorous experimental evaluations to test the scalability and eectiveness
of ATSMM2. Since our algorithm may not always output the closest pair, we wanted to check
the quality of output from our algorithm. To measure this quality, we have used the brute
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Table 3.3.3: Performance of ATSMM2 with respect to the number of attributes. CPU times are
given in seconds.













Table 3.3.4: Runtime comparisons between MK and ATSMM2. CPU times are given in seconds.
MK ATSMM2
Dataset Time series CPU Time CPU Time
D5.1 2 103 9.70 22.41
D5.2 4 103 35.95 22.69
D5.3 6 103 83.96 23.60
D5.4 8 103 152.30 25.28
D5.5 10 103 234.08 27.73
D5.6 20 103 945.97 42.32
D5.7 40 103 3,844.77 88.42
force algorithm to identify the top pairs (the closest, the second closest, the third closest,
etc.). We used these outputs to identify the rank of the best output from ATSMM2. The
results are reported in Table 3.3.1. As is clear, for many of the cases, ATSMM2 nds the
closest pair and for most of the cases ATSMM2 nds one of the top 3 closest pairs of motifs.
Each dataset in Table 3.3.1 is generated randomly using uniform distribution. Each motif
has 200 oating point attributes ranging from 0.00 to 50.00. 3 bits were used to encode each
attribute. ATSMM2 picked 9 attributes randomly in each stage of sampling and the number
of stages was 100. Please, see Figure 3.3.1(b) for runtime comparisons.



























(a) CPU times consumed by
ATSMM2 with respect to

















































(c) CPU times consumed by
ATSMM2 on large number of
attributes
Figure 3.3.1: Performance evaluations of ATSMM2.
we were not able to run MK on these datasets. The dataset in Table 3.3.2 contains time
series data of length 1106 to 5106. Each motif had 512 to 2048 oating point attributes.
The value of each attribute ranged from 0.00 to 100.00 and was randomly populated using
a uniform distribution. 5 bits were used to encode each attribute. ATSMM2 picked 15 at-
tributes randomly in each stage of sampling and the number of stages was 100. Please, see
Figure 3.3.1(a) for visual details. We also ran ATSMM2 with higher number of attributes.
Please, see Table 3.3.3. The number of attributes ranged from 10103 to 50103. Attributes
had values ranged from 0.00 to 100.00 and was randomly populated using a uniform distri-
bution. 5 bits were used to encode each attribute and the algorithm picked 15 attributes
randomly in each stage of sampling and the number of stages was 100. Figure 3.3.1(c) rep-
resents the pictorial representation of attribute vs. runtime. It is evident that the runtime
linearly increases with respect to the increase of attributes. All the experiments were done
on an Intel Westmere compute node with 48 GB of RAM. The operating system running
was Red Hat Enterprise Linux Server release 5.7 (Tikanga).
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We have also compared our algorithm ATSMM2 with MK. The number of time series
ranged from 1  103 to 10  103 having 1024 attributes. Attributes were generated using
uniform distribution. The values of the attributes ranged from 0.00 to 100. ATSMM2 picked
9 attributes randomly in each stage of sampling and the number of stages was 100. Please,
see Table 3.3.4 for performance evaluations in detail. Please note that we could not run
either the brute force algorithm or MK on large input data sets since they took too much
time.
3.4 Conclusions
In this research work we have presented two novel algorithms for the discovery of time series
motifs. We have compared our algorithms with the previous best algorithms for time series
motif mining. Our exact algorithm is faster than MK by a factor of up to 2. Our approximate
algorithm is faster than MK by a factor of up to more than 40. As the data size increases,
the dierence between the run times of MK and ATSMM2 becomes more.
Part V
Conclusions and Future Directions
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In this thesis we have worked on a number of problems related to big data analytics.
Problems that we have focused on include metagenomic phylogenetic clustering, spliced
junctions discovery, scaolding, biological sequence compression, error correction, genotype-
phenotype correlations, GWAS, clustering, closest pair problem, and feature selection. We
have presented novel algorithms for solving these problems. Our algorithms perform better
than the best prior algorithms.
In future we intend to work on these problems to obtain even better algorithms. We also
plan to expand our research eorts by considering other related problems. The expectation is
that most of our eort will be on the invention of novel algorithms and their implementations.
We plan to work closely with domain experts (such as biologists). Given that big data arise
in every walk of life, we hope to work with scientists from dierent areas of science and
engineering.
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