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Abstract 
The heliostat field is by far the most expensive part of a typical Central Receiver (CR) plant. To achieve high conversion 
efficiencies, heliostats with very high tracking accuracy are needed, but errors are introduced due to manufacturing-, installation- 
and alignment tolerances as well control system granularity. Mechanical error profiles are unique for every heliostat and cause 
tracking errors that vary over the course of days and seasons and therefore cannot be corrected by once-off angle offset 
corrections. Developments in microcontroller technology drives decentralization of CR control systems. Powerful open-loop 
error correction algorithms can run on low cost heliostat local controllers, enabling high tracking accuracy from lower cost 
heliostats with reduced tolerances.   
A prototype array of 18 heliostats, each 1 ft2 in size, was constructed to validate the field control system functionality and final 
tracking accuracy.  Tests were conducted at SU’s solar laboratory with an 18m tower and heliostat slant ranges of around 40 m.   
Prototype experiments indicate a daily open-loop RMS normal vector tracking error below 1 mrad. Strong correlation exists 
between successive days’ residual error curves, indicating that further model refinements may be possible, including frequency 
spectrum analysis (using FFT) to identify and correct for mechanism-specific periodic drivetrain errors.  
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1. Introduction 
The long term economic feasibility of concentrating solar power (CSP) is dependent on efforts to reduce system 
cost while increasing overall energy conversion efficiency. Since the heliostat field typically makes up 40-50% of 
central receiver (CR) CAPEX [1], it makes sense to develop control methods that would allow low cost heliostats to 
operate with very high tracking accuracies.  The US Department of Energy’s Sunshot Initiative identifies heliostat 
tracking as one of the areas of research to be pursued to reduce CSP’s levellised cost of electricity (LCOE) to below 
6¢ per kWh by 2020.  The aim of model based tracking correction methods is to individually characterize the 
movement of every heliostat in the system so that real time, open loop correction of deterministic tracking errors 
may be performed for all possible solar angles without the need for any feedback from the target, except for periodic 
updating of calibration coefficients by means of scheduled measurements of individual heliostat beam errors.  
Baheti and Scott [2] first developed a model based heliostat error correction method in the late 1970’s to 
compensate for mechanical errors inherent in typical heliostat mechanisms.  This model included pedestal tilt, 
azimuth- and elevation bias offsets, drive wheel radius errors and non-orthogonal drive axes.  A closed-loop sun 
sensor was used to periodically point the heliostat normal vector directly at the sun.  Heliostat pointing errors were 
obtained by comparing the commanded heliostat position at each interval with the actual solar position as calculated 
by solar algorithm.  This data was used to estimate coefficients for the error model and resulted in final RMS error 
reductions of 10:1 and 5:1 for azimuth- and elevation tracking respectively.  This and other model-based methods 
were initially not widely implemented due to the high cost and practical constraints of computers at the time. 
A subsequent heliostat tracking model was patented in 1986 by Kenneth Stone [3] which added the effects of 
non-orthogonal drive axes to those of [2].  The effect of gravity sag was also later added in a generalized model [4].  
This method has since been widely cited and can be considered the basis for model based open-loop heliostat error 
correction since.  Stone and Jones [5] demonstrated the time varying nature of individual heliostat error sources in an 
analysis of tracking errors at Solar Two. 
Recently, an updated method was described by Khalsa, Ho and Andraka [6] which added two new error sources 
to that of [2].  Non-orthogonal drive axes is accounted for by a first order approximation of azimuth error.  The 
resulting azimuth adjustment term is expressed as a function of the non-orthogonality angle and input elevation 
angle.  The effect of boresight errors are also handled by an azimuth adjustment term, while the elevation component 
forms part of the bias adjustment term.   
An automatic method for getting feedback information of heliostat tracking error offsets on a calibration target 
was developed at Solar One [7].  More recently, Berenguel et al. [8] described an automated angle offset correction 
method with detailed image processing techniques for finding calibration target edge markers for image perspective 
correction and heliostat beam offset calculation.   
This paper describes the development of a scalable, modular and adaptable control system aimed at low cost 
heliostats deployed on rough, non-flat terrain without the need for accurate surveying of installed locations or 
precision structure leveling during installation. This research fits in with the Stellenbosch University solar power 
thermodynamic cycle (SUNSPOT) concept [9] which requires a high solar concentration ratio to drive a gas turbine 
in the primary loop.   
Our error correction method is based on the work done by [2] and [3] in the 1980’s and recently [6].  The error 
model described here differs from that of [6] in that it includes a translation step to account for heliostat location 
uncertainty.  This fits in with our aim of correcting tracking errors associated with very low installation- and 
manufacturing tolerances.  Also, boresight errors are not handled explicitly, instead being accounted for by bias 
angle offsets.  The model produces 2D error offset positions representing reflected beam intersection points on a 
plane perpendicular to the heliostat-to-target vector instead of heliostat normal vector offset angles as is used in most 
other models.  This allows a step by step, intuitive approach to the model, but may need to be optimized in future.  
The following sections describe the error model and correction method and give an overview of the prototype 
system layout and the distributed processing and networking strategy.  Finally, tracking results obtained from field 
tests are presented and discussed.  
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2. Prototype system 
A prototype array consisting of 18 heliostats, each with 1ft2 of mirror surface was constructed to test the overall 
system architecture and to validate the error model.  The heliostat mechanisms were designed to be constructed 
using low tolerance laser cut and bent steel plate sections with the aim of being highly adjustable bolted assemblies 
requiring no machining or welding.  The resulting random mechanical error profiles typically introduced during 
each mechanism’s assembly presented a challenge for the tracking- and error correction system.  Figure 1 gives a 




2.1  Concept of operation 
 
A camera based method with calibration target and image processing techniques similar to [8] are used to 
periodically determine individual heliostats’ tracking error offsets.  These offsets are used to estimate error model 
coefficients of each heliostat.  By using these heliostat-specific coefficients and applying the error model in reverse, 
real time tracking error estimation and correction is performed by each heliostat’s local controller unit.   
 
2.2  Distributed processing and communication  
 
Recent trends in CR control indicate a decentralization of processing tasks [10]. Our system’s tasks are 
distributed among three distinct processing tiers according to the required processing resources and frequency of 
execution.  Real time tasks were moved down the hierarchy to the cluster- and local controllers to free up processing 
resources in- and bandwidth to the central controller.   
The central controller forms the topmost processing tier and hosts a graphical user interface which allows 
monitoring and adjustment of all system parameters and individual heliostats’ tracking mode, orientation and a 
complete set of location- and error parameters specific to each unit.   
Heliostats are grouped into semi-autonomous clusters, each of which fall under the supervision of a cluster 
controller (CC).  The CC units form the middle processing tier.  Each CC is responsible for calculating the solar 
position vector using an embedded solar algorithm [11], with time and date supplied by its own GPS unit.  Once 
every second, solar position data is broadcast to all heliostats in the cluster.  The CC is also responsible for collating 
status information from all heliostats in its group and so acts as a communication multiplexer between the central 
controller and the multitude of heliostat local controllers below it.  This configuration means that each heliostat 
cluster operates as a semi-autonomous unit, only needing configuration data at startup and occasional heartbeat 
messages thereafter from the central controller to ensure continued safe operation.  Since each cluster handles all its 
own real time processing and communication requirements, scaling up the number of heliostats can be achieved by 
Figure 1:  Prototype system layout 
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simply adding more clusters without needing significant extra bandwidth or processing resources from the rest of the 
system.   
Each heliostat’s local controller (LC) stores its location, aim point, current step counts, error coefficients and 
operating mode in local memory.  For each new set of incoming solar angles, it calculates the ideal heliostat normal 
vector, applies the error model correction steps and translates this into control commands for the motor drivers.   
3. Model based error correction 
A model is derived to predict a generic heliostat’s reflected beam error offset ‘signature’ on the target plane as a 
function of its position relative to the tower, the input solar vector set and the set of coefficients which describe the 
heliostat error geometry.   
 
3.1  Model derivation 
 
A step by step derivation is shown for azimuth-elevation heliostats.  An entire set of solar angles corresponding 
to beam error measurement times are normally used as input to the model.  For the sake of brevity, we write ݔො୧ to 
indicate the ith vector in a set ݔොଵǤǤ୬of vectors for each step below. 
 
a. For each input solar vector ݏƸ୧, calculate the ideal heliostat normal unit vector ෠݄௜ௗ௘௔௟ǡ௜ as derived in [12].  
 
b. Add elevation- and azimuth bias angles (αbias  and θbias respectively) to the ideal heliostat normal vector: 
 
αHb,i   = αH,i  + αbias        (1) 
 
θHb,i   = θH,i  + θbias         (2) 
     
c. Add non-orthogonal drive axes error by adding a first-order approximation of the resulting azimuthal error 
Δθi = ψno.tan(αHb,i) as derived in [8] to yield bias- and non-orthogonality adjusted normal vector: 
 
෠݄௕௡௢ǡ௜ ൌ  ൣ൫ߙୌୠǡ୧൯ ൫ߙୌୠǡ௜൯ ൫ߠୌୠǡ௜ ൅ ȟߠ௜൯ ൫ߙୌୠǡ௜൯ ൫ߠୌୠǡ௜ ൅ ȟߠ௜൯൧  (3) 
 
d. Find the final error-adjusted heliostat normal vector ෠݄௔ௗ௝ǡ௜by adding the effect of pedestal tilt as follows: 
 
෠݄௔ௗ௝ǡ௜ൌ ܴே൫Jே൯ܴா൫Jா൯ ෠݄௕௡௢ǡ௜     (4) 
 
where and ܴே൫Jே൯ and ܴா൫Jா൯are rotation matrices with rotation direction corresponding to the right-hand 
rule convention.   
 
e. Substitute the ideal heliostat normal vector set of (a) with the adjusted vector set of (d).  The adjusted 
heliostat-to-target vector set ݐƸ௔ௗ௝ǡ௜ is then given by: 
 
ݐƸ௔ௗ௝ǡ୧ ൌ  ෠݄௔ௗ௝ǡ௜ . 2൫߶௔ௗ௝ǡ௜൯ െݏƸ௜     (5) 
 
with  ߶௔ௗ௝ǡ௜ ൌ ିଵ൫ݏƸ௜ ή ෠݄௔ௗ௝ǡ௜൯                 (6) 
 
where ߶௔ௗ௝ǡ௜ is the combined error-adjusted incidence angle corresponding to the input solar angle ݏƸ௜. 
 
f. Translate the heliostat-to-target vector by T[ȟZ,ȟEǡ ȟN] to account for heliostat location error and yield the 
real heliostat location ܤ௥௘௔௟ . 
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g. Construct a target plane perpendicular to the heliostat-to-target vector ෡ܰ  and passing through the target 
center.   
 
݀ ൌ െ ෡ܰ ή ሾܣሿᇱ      (7) 
where B is the heliostat location, A the target location and ෡ܰ = A – B. 
 
The adjusted heliostat-to-target vector set (Ƹୟୢ୨ǡ୧) is added to the translated heliostat position (ܤ௥௘௔௟) to find a 
set of reflected solar image positions (P1..n) which will intersect with the target plane when solving for 
 
ݑ = ሺேή஻ೝ೐ೌ೗ሻାௗேήሺ஻ೝ೐ೌ೗ି୔భǤǤ೙ሻ      (8) 
This yields a set of intersection points on the target plane, given by 
 
  ௜ܲ௡௧ǡଵǤǤ௡ ൌ ൅ݑǤ ሺ ଵܲǤǤ௡ െ ܤ௥௘௔௟ሻ     (9) 
The set of intersection points is translated to lie around the origin and rotated to lie on the vertical East-West 
plane for convenient extraction of two dimensional X- and Y offsets on the target plane which form the error 
model outputs.   
     
 
3.2  Estimation of error coefficients 
 
A diagram of the procedure for estimating an eight-dimensional error coefficient vector ଼ܺ is shown in Figure 2.  
An iterative method was implemented in Matlab. It takes as input the heliostat’s location, the current error vector 
଼ܺǡ௜  and a set of solar angles corresponding to measured error timestamps.  From these inputs, the error model 
produces a set of predicted error offsets on the calibration target.  During each iteration of the algorithm, the current 
error vector  is updated by means of the Nelder-Mead simplex optimization algorithm until certain termination 
conditions are met.  In our case, the conditions are met after a predetermined number of iterations or when the RMS 






Figure 2:  Error coefficient estimation procedure 
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4. Results 
Tracking accuracy measurements were performed using the prototype system described earlier, a photograph of 
which is shown in Figure 3.  The system was deployed on the solar roof laboratory at the Department of Mechanical 
and Mechatronic Engineering at Stellenbosch University.  The overall functionality of the array control system was 
evaluated and measurements were taken of daily tracking accuracy on a calibration target located 4m below the 




Figure 4 shows open loop tracking data for three consecutive days by heliostat unit A3, located 30.8 m South and 
19.2 m East of the tower and with a slant range of roughly 37.5 m.  Table 1 shows the set of error coefficients 
predicted by the coefficient estimation algorithm.  
 
  
Table 1:  Heliostat Error Coefficient Values 






ȟN ȟE ȟZ Jே Jா ψno   
-0.53 1.02 0.06 -13.27 9.56 -1.92 -3.79 1.12 
 
These values were used by the heliostat local controller to calculate the adjusted normal angles which led to the 
daily tracking performances shown in Figure 4 (three consecutive days).  The daily RMS error for 2012-08-06 was 
1.97 mrad on the calibration target, which translates to just under one mrad for the heliostat normal vector.  
Figure 4: On-target tracking results for three consecutive days.  2012-08-06 (red), 2012-08-07 (blue), 2012-08-08 (green). 
Figure 3:  The solar lab test setup, showing a number of small prototype heliostats  on mounting platforms. 
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These tracking results clearly demonstrates day to day repeatability and suggests that residual tracking errors are 
deterministic in nature. Overall accuracy may be further improved by refinement of the model to include drivetrain 
specific error sources.  
5.  Conclusion 
The development of a modular, scalable and highly flexible heliostat control architecture using a model based 
tracking error correction method was described and validated experimentally. 
A Sasol funded project is underway to develop a 40m2 heliostat array which will be located on the solar roof 
laboratory at Mechanical Engineering, Stellenbosch University. The heliostat tracking error model is being 
expanded to incorporate linear actuator driven fixed horizontal heliostats and azimuth elevation heliostats with slew 
driven azimuth axis and linear actuator driven elevation axis. Work is underway to model the residual tracking 
errors (figure 4) as deterministic drivetrain-specific error effects.        
Future work requires more experimental data gathered at different times of year.  Refinement of the model 
coefficient estimation algorithm is required to achieve better understanding of sensitivities, as discussed in [13].   
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