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We introduce a hybrid qubit based on a semiconductor nanowire with an epitaxially grown su-
perconductor layer. Josephson energy of the transmon-like device (‘gatemon’) is controlled by an
electrostatic gate that depletes carriers in a semiconducting weak link region. Strong coupling to
an on-chip microwave cavity and coherent qubit control via gate voltage pulses is demonstrated,
yielding reasonably long relaxation times (∼0.8 µs) and dephasing times (∼1 µs), exceeding gate
operation times by two orders of magnitude, in these first-generation devices. Because qubit con-
trol relies on voltages rather than fluxes, dissipation in resistive control lines is reduced, screening
reduces crosstalk, and the absence of flux control allows operation in a magnetic field, relevant for
topological quantum information.
PACS numbers: 03.67.Lx, 81.07.Gf, 85.25.Cp
Superconducting qubits present a scalable solid state
approach to building a quantum information processor
[1]. Recent superconducting qubit experiments have
demonstrated single and two-qubit gate operations with
fidelities exceeding 99%, placing fault tolerant quan-
tum computation schemes within reach [2]. While there
are many different implementations of superconducting
qubits [3–5], the key element is the Josephson junc-
tion (JJ), a weak link between superconducting elec-
trodes. The JJ provides the necessary nonlinearity for
non-degenerate energy level spacings, allowing the low-
est two levels to define the qubit |0〉 and |1〉 states.
High quality JJs for superconducting qubits are com-
monly fabricated using an insulating Al2O3 tunnel bar-
rier between superconducting electrodes [6]. For such
superconductor-insulator-superconductor (SIS) JJs, the
maximum allowed supercurrent, the critical current, Ic,
and the Josephson coupling energy, EJ = ~Ic/2e, where e
is the electron charge, are fixed and determined through
fabrication.
Previous work has demonstrated superconductor-
normal-superconductor (SNS) JJs where the normal el-
ement is a semiconductor [7, 8]. Introducing a semicon-
ductor allows EJ to be tuned by an electric field which
controls the carrier density of the normal region and thus
the coupling of the superconductors. InAs nanowires al-
low for high quality field effect JJs due to the highly
transparent Schottky barrier-free SN interface. The re-
cent development of InAs nanowires with epitaxially-
grown Al contacts yields an atomically precise SN inter-
face and extends the paradigm of nanoscale bottom-up
technology for superconducting JJ-based devices [9–11].
Here we present a superconducting transmon qubit on
the epitaxial InAs-Al nanowire JJ [12, 13]. This gate
tunable transmon - or ‘gatemon’ - is simply controlled
using an electrostatic gate and, for this first generation
of devices, shows coherence times of order 1 µs. Our
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FIG. 1. InAs nanowire-based superconducting transmon
qubit. (a) Scanning electron micrograph of the InAs-Al JJ.
A segment of the epitaxial Al shell is etched to create a semi-
conducting weak link. Inset shows a transmission electron
micrograph of the epitaxial InAs/Al interface. (b)-(c) Optical
micrographs of the completed gatemon device. The nanowire
JJ is shunted by the capacitance of the T-shaped island to
the surrounding ground plane. The center pin of the coupled
transmission line cavity is indicated in (c). (d) Schematic of
the readout and control circuit.
results highlight the potential of using bottom-up fabri-
cation techniques to form high quality JJ-based qubits
that offer new means of electrical control. Independent
research paralleling our own reports spectroscopic mea-
surements on hybrid qubits using NbTiN-contacted InAs
nanowires [14].
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2We have fabricated and measured two gatemon de-
vices, which show similar performance. Except where
noted, data is from the first device. The qubit fea-
tures a single InAs SNS JJ shunted by a capacitance,
CS [12, 13, 15]. The JJ is formed from a molecular beam
epitaxy-grown InAs nanowire, ∼75 nm in diameter, with
an in situ grown ∼30 nm thick Al shell. The Al shell
forms an atomically precise SN interface leading to a
proximity induced gap in the InAs core with a low den-
sity of states below the superconducting gap (hard gap)
[9, 10]. By wet-etching away a ∼180 nm segment of the
Al shell [Fig. 1(a)] a weak link in the superconducting
shell is formed, creating the JJ. A supercurrent leak-
ing through the semiconductor core links the unetched
regions and determines the Josephson coupling energy,
EJ(VG), which can be tuned by changing the electron
density in the semiconductor core with a nearby side gate
voltage, VG.
As with conventional transmons, the gatemon operates
as an anharmonic LC oscillator with a nonlinear induc-
tance provided by the JJ. The total capacitance of the
gatemon qubit, CΣ, is determined by the capacitance of
the T-shaped Al island to the surrounding Al ground
plane, as shown in Fig. 1(c). The gatemon operates with
EJ  EC, where the charging energy, EC = e2/2CΣ.
In this regime, decoherence due to either low frequency
charge noise on the island or quasiparticle tunneling
across the JJ is strongly suppressed. For many conduct-
ing channels in the wire, the qubit transition frequency is
given by fQ = E01/h ≈
√
8ECEJ(VG)/h. The difference
between E01 and the next successive levels, E12, is the
anharmonicity, α = E12 − E01 ≈ −EC. From microwave
spectroscopy of our gatemon we estimate α/h ≈ −100
MHz.
The gatemon is coupled to a λ/2 superconducting
transmission line cavity with a bare resonance frequency
fC ≈ 5.96 GHz and quality factor, Q ∼ 1500. The cavity
is used for dispersive readout of the qubit with homodyne
detection [Fig. 1(d)] [16]. Both the cavity and qubit leads
are patterned by wet etching an Al film on an oxidised
high resistivity Si substrate. The nanowire contacts and
gate are also patterned from Al using a lift-off process
with an ion mill step to remove the native Al2O3 prior
to deposition.
Gatemon-cavity coupling was investigated by measur-
ing cavity transmission at low drive power as a function
of the cavity drive frequency and gate voltage, VG, with
fQ ∼ fC [Fig. 2(a)]. Aperiodic fluctuations in the reso-
nance as a function of VG, with regions of widely split
transmission peaks, were observed [Fig. 2(b)]. These
gate-dependent, repeatable fluctuations in the cavity res-
onance are associated with mesoscopic fluctuations in the
nanowire transmission—appearing also as fluctuations
of normal-state conductance, GN(VG) [7]—which causes
fluctuations in gatemon frequency, fQ ∝
√
Ic(VG). The
changing qubit frequency, in turn, pulls on the cavity
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FIG. 2. Strong coupling of the gatemon to the microwave
cavity. (a) Cavity transmission as a function of the cavity
drive frequency and VG. The solid blue line shows the bare
cavity resonance frequency, fC, while the solid green line in-
dicates the gate-voltage dependent qubit frequency, fQ(VG),
extracted from the data. (b) Cavity transmission as a func-
tion of the cavity drive at the position indicated by the purple
arrows in (a). (c) Frequency splitting between the hybridized
qubit-cavity states, δ, as a function of fQ, as extracted from
(a). From fitting the solid theory curve we extract the qubit-
cavity coupling strength, g/2pi = 99 MHz. (d) Parametric
plot of the data from (a) as a function of the cavity drive and
qubit frequency, fQ.
resonance, resulting in the observed response. The split
cavity peaks indicate hybridized qubit and cavity states
in the strong coupling regime. The coupling strength,
g is found to exceed the qubit and cavity decoherence
rates, allowing the vacuum Rabi splitting to be resolved
[17]. Writing the hybridized qubit-cavity state frequen-
cies as λ± =
(
fQ + fC ±
√
(fQ − fC)2 + 4(g/2pi)2
)
/2,
Fig. 2(c) shows the splitting δ = λ+ − λ− as a function
of the qubit frequency fQ. From the fit to the data we
extract g/2pi = 99 MHz. A parametric plot [Fig. 2(d)]
of the data in Fig. 2(a), as a function of the extracted
fQ, reveals the avoided crossing for the hybridized qubit-
cavity states [17].
Demonstrations of qubit control were performed in the
dispersive regime, |fQ − fC|  g/2pi. Figure 3(a) shows
fQ as a function of gate voltage, VG, obtained by measur-
ing the qubit-state–dependent cavity response following
a second 2 µs microwave tone. When the qubit drive
was on resonance with fQ, a peak in the cavity response
was observed, yielding a reproducible gate voltage depen-
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FIG. 3. Gatemon spectroscopy and coherent control. (a) The qubit resonance frequency as a function of gate voltage, VG,
is observed as a distinct feature. (b) Coherent Rabi oscillations are performed at point b in (a) (VG = 3.4 V) by applying
microwave pulse for time, τ , to drive the qubit followed by a readout microwave pulse to probe the cavity response. The main
panel shows coherent qubit oscillations as a function of driving frequency and τ . The lower panel shows coherent oscillations
at the qubit resonant frequency, corresponding to rotations about the X-axis of the Bloch sphere. (c) Coherent oscillations
about the Z-axis of the Bloch sphere are performed at point c in (a) (VG = 3.27 V) by applying a gate voltage pulse, ∆VG, to
detune the qubit resonance frequency for time, τ . A 15 ns R
pi/2
X microwave pulse is first applied to rotate the qubit into the
X-Y plane of the Bloch sphere and, following the gate pulse, a second R
pi/2
X microwave pulse is used to rotate the qubit out
of the X-Y plane for readout. The main panel shows coherent Z rotations as a function of ∆VG and τ . The main panel inset
shows the simulated qubit evolution based on ∆fQ(VG) extracted from (a). The lower panel shows coherent Z oscillations as
a function of τ for ∆VG = 20.9 mV. In both (b) and (c) the demodulated cavity response, VH, is converted to a normalised
qubit state probability, p|1〉, by fitting X rotations to a damped sinusoid of the form V
0
H + ∆VHexp(−τ/TRabi)sin(ωτ + θ) to
give p|1〉 = (VH − V 0H)/2∆VH + 1/2. The solid curves in the lower panels of (b) and (c) are also fits to exponentially damped
sine functions.
dence. At a fixed gate voltage [point b in Fig. 3(a)] we
measure in Fig. 3(b) the cavity response while varying
the qubit drive frequency and the length of the qubit mi-
crowave pulse to observe coherent Rabi oscillations. Data
in the main panel of Fig. 3(b) were acquired over several
hours, highlighting the stability of the device.
While pulsed microwaves allow rotations about axes in
the X-Y plane of the Bloch sphere, rotations about the
Z-axis may be performed by adiabatically pulsing VG
to detune the qubit resonance frequency. Such dynamic
control of the qubit frequency is important for fast two
qubit gate operations where the resonant frequencies of
two coupled qubits are brought close to each other [2, 18].
Figure 3(c) shows Z rotations performed by first applying
an R
pi/2
X pulse to rotate into the X-Y plane of the Bloch
sphere followed by a negative voltage pulse, ∆VG, which
causes the qubit state to precess about the Z-axis at the
difference frequency, ∆fQ = fQ(VG − ∆VG) − fQ(VG).
Finally, a second R
pi/2
X pulse was applied to rotate the
qubit out of the X-Y plane and measure the resulting
qubit state. The observed precession frequency is consis-
tent with the ∆fQ predicted from the spectroscopy data
in Fig. 3(a) [Fig. 3(c) main panel inset].
Gatemon coherence times were measured quantita-
tively in both devices [Fig. 4]. The relaxation time, T1,
was measured by initializing the qubit to |1〉 and varying
the waiting time, τ , before readout, giving T1 = 0.56 µs
for the first device, measured at operating point b in Fig.
3(a). The decay envelope of a Ramsey measurement [Fig.
4(a), right panel] gives a dephasing time, T ∗2 = 0.91 µs
at the same operating point. Noting that T ∗2 ≈ 2T1, we
conclude that at this operating point, coherence was lim-
ited by energy relaxation. Figure 4(b) shows coherence
times for the second sample, showing a slightly longer
relaxation time, T1 = 0.83 µs [Fig. 4(b), left panel]. In
this device, inhomogeneous dephasing time was shorter,
T ∗2 = 0.73 µs. In Fig. 4(b) right panel (in red) we show
that applying a Hahn echo pulse sequence, which effec-
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FIG. 4. Gatemon quantum coherence. (a) Left panel shows
a lifetime measurement for Sample 1 at point b in Fig. 3(a)
(VG = 3.4 V). A 30 ns R
pi
X pulse excites the qubit to the |1〉
state and we vary the wait time, τ , before readout. The solid
line is a fit to an exponential curve. The right panel shows a
Ramsey experiment used to determine T ∗2 for Sample 1 with
the wait time, τ , between two slightly detuned 15 ns R
pi/2
X
pulses varied before readout. The solid curve is a fit to an
exponentially damped sinusoid. (b) We repeat the lifetime
and Ramsey experiments as in (a) for Sample 2 with fQ =
4.426 GHz (VG = −11.3 V). In red, we perform a Hahn echo
experiment by inserting an RpiX pulse between two R
pi/2
X pulses.
The decay envelope is measured by varying the phase, φ, of
the second pi/2 microwave pulse and extracting the amplitude
of the oscillations. The solid red line is a fit to an exponential
curve.
tively cancels low frequency noise in fQ, increases the de-
phasing time to TEcho = 0.95 µs. This indicates a greater
degree of low frequency noise in EJ(VG) in the second
device. The observation that TEcho does not reach 2T1
indicates that higher frequency noise fluctuations faster
than τ also contributes to dephasing.
Coherence times for these first-generation gatemon de-
vices are comparable to SIS transmons reported a few
years ago, where typically T ∗2 ∼ T1 ∼ 2 µs [19]. Longer
coherence times, T ∗2 ∼ T1 ∼ 60 µs, have been reported
more recently for planar transmon devices [20]. We antic-
ipate that relaxation times can be substantially improved
by removing the SiO2 dielectric layer [21] and more care-
ful sample processing to reduce interface losses in the
capacitor [22], and increased magnetic and infrared ra-
diation shielding [23, 24]. This should in turn extend
dephasing times and allow for the low frequency noise
spectrum to be characterized using dynamical decoupling
[3]. Electrical noise coupling to EJ(VG) due to charge
traps at the nanowire surface could potentially be re-
duced through surface passivation [25].
Conventional SIS transmons typically enable tunable
frequency control by using two JJs in a SQUID geome-
try to create an effective flux tunable Josephson coupling
energy. The qubit frequency is then controlled using su-
perconducting current loops. The large (mA scale) cur-
rents used to control conventional flux-tuned transmons
makes scaling to many qubits difficult using control elec-
tronics that pass into the cryogenic environment through
normal coax lines, filters, and attenuators. On-chip volt-
age pulses are relatively easily screened, compared to flux
pulses, which will reduce cross-talk between qubit control
lines. Gatemons, with voltage tunable fQ, also offer new
possibilities for large scale superconducting architectures.
For instance, FET-based cryogenic multiplexers [26, 27]
have recently been developed for millikelvin temperatures
and would be well suited to gate control of large multi-
gatemon circuits.
Finally, we note that the epitaxial InAs-Al nanowires
are expected to support Majorana bound states [28, 29]
due to the strong spin-orbit coupling and large g factor
(∼10) of InAs. Recent theoretical work has proposed
using transmons to manipulate and probe topologically-
protected qubits built from Majorana bound states [30,
31]. InAs nanowire-based gatemons could therefore be
readily coupled to topological qubits made using the
same material technology.
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