Combining the ant colony algorithm (ACA) 
Introduction
In the past few decades, neural network has found its wide applications in such areas as signal processing, pattern recognition and target tracking. In 1964, Hu used a self-adaptive linear network to forecast weather, thus blazing a new trail in the research field of forecasting by artificial neural network (ANN). In 1993, Vythoulkas PC initiated that system recognition and ANN could be applied to forecasting the transportation of a city's road network. With the development of neural network (NN), many researchers took interest in NN -based short-term traffic flow forecasting. However, most of the NN-based forecasting models utilized the fixed transfer function. During the training process, data processing could only be conducted through adjusting the weights of the neurons. Owing to these shortcomings, many problems may arise in the neural network, such as local minimization, slow convergence rate, poor gen eralization, and online inflexibility [1] . The ant colony algorithm (ACA), a random optimal search algorithm imitating the behavior of ants searching for food, takes full advantage of the ant colony's optimization mechanisms: 1) selection mechanism (the more ant pheromones a path has, the higher probability it can be selected); 2) renewal mechanism (the amount of the pheromones on the path goes up with the passage of more ants, and meanwhile the pheromones start to evaporate and becom e weaker as time goes by); and 3) coordination mechanism (ants communicate with each other by their pheromones, a tool of coordinating their team work). The ACA finds the optimal solution with the help of message exchange and mutual coordination between individuals, thus it possesses a strong ability to discover the global optimal solution. Its main characteristics are positive feedback and implicit parallelism. The positive feedback can find the optimal solution in no time. By means of the parallel switch of pheromones between individuals, the implicit parallelism can prevent the algorithm falling into the local optima trap, and enables the algorithm to converge into a subset in a solution space. The parallelism provides a possibility of further searching in the solution space, hence the discovery of the relative optimal solution [2] . The ant colony neural network, the outcome of the combination of the ACA and the ANN, is characterized by the former's global convergence and heuristic learning, and by the latter's large mapping capacity. Thus it can, to some degree, prevent such problems of the NN from arising as slow convergence rate and being easy to fall into the local minimum point. This article employs the ACA to train the weights of the ANN, and applies the trained ant colony neural network to traffic volume forecasting. Simulation results show that the forecasting method is valid.
Ant colony neural network
2.1. Feed-forward neural network trained by the ACA [3] The ACA can be used to train feed-forward neural network. The training process is shown as follows:
Step 1 System initialization, including parameter setting and the initial ant colony creation. Input the maximum number of iterations "number". Select "num" solutions with the best adaptability during every iteration. In the feasible region m ants are created;
Step 2 Step 3 Modify the information on each edge. Update the candidate group. Select "num" solutions with small function values, and insert their component values into the candidate groups of corresponding subintervals;
Step 4 When the ant colony converges into one path, or the concluding requirements are satisfied (e. g. when max
NC NC 
, where NC stands for the number of cycles and NCmax for the maximum number of cycles), the loop ends and the best solution is given; otherwise turn to Step 2.
The realization of the ant colony neural network
The basic conception of realizing the ant colony neural network is briefed as follows 
where q is evenly distributed within (0, 1) and can be randomly chosen; 0 q is the probability that the subinterval with the greatest amount of information can be chosen; the subinterval is among ( 1) n signifies the number of forecast nodes.
The author has made a simulative comparison between the ant colony neural network approach and the conventional BP neural network approach. As indicated in Table 1 , the average relative error (ARE) of the former is 8.60%, while that of the latter is 11.71%. 
Conclusions

