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surveillance systems (Amir, 2008). It is the 
identification of humans by the unique char-
acteristics of their faces (Draper et al., 2003) 
and can automatically identify or verify an 
individual in a digital image by analyzing and 
comparing patterns (Face-rechomepage, 
2013). Facial recognition is an active area of 
ABSTRACT 
Many face recognition algorithms perform poorly in real life surveillance scenarios because they were 
tested with datasets that are already biased with high quality images and certain ethnic or racial types. 
In this paper a black face surveillance camera (BFSC) database was described, which was collected 
from four low quality cameras and a professional camera. There were fifty (50) random volunteers and 
2,850 images were collected for the frontal mugshot, surveillance (visible light), surveillance (IR night 
vision), and pose variations datasets, respectively. Images were taken at distance 3.4, 2.4, and 1.4 
metres from the camera, while the pose variation images were taken at nine distinct pose angles with 
an increment of 22.5 degrees to the left and right of the subject. Three Face Recognition Algorithms 
(FRA), a commercially available Luxand SDK, Principal Component Analysis (PCA) and Linear Discri-
minant Analysis (LDA) were evaluated for performance comparison in low quality scenarios. Results 
obtained show that camera quality (resolution), face-to-camera distance, average recognition time, 
lighting conditions and pose variations all affect the performance of FRAs. Luxand SDK, PCA and LDA 
returned an overall accuracy of 97.5%, 93.8% and 92.9% after categorizing the BFSC images into 
excellent, good and acceptable quality scales. 
Keywords: Algorithm, Databases, Face-recognition, Performance, Pose, Quality and Surveillance. 
INTRODUCTION 
Face recognition is an important research 
problem spanning various fields and disci-
plines (Abayomi-Alli et al., 2015) with nu-
merous practical applications such as ATM 
card identification, access control, Mug 
shots verification, security monitoring, and 
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research due to its clandestine or covert ca-
pability (Jain, 2008) as a camera from some 
distance away can capture a person’s face 
and the subject will not necessarily know he 
has been observed. Thus, there is a depar-
ture from the easy scenario leading to real 
world scenario of low quality images, this 
makes the face recognition system to expe-
rience severe problems (Omidiora et al., 
2013b) such as pose variation, illumination 
conditions, scale variability, aging, glasses, 
moustaches, beards, low quality image ac-
quisition, occluded faces etc.  
 
Although there have been significant im-
provement in face recognition performance 
in the past decade, it is still below accepta-
ble levels for use in many applications 
(Abayomi-Alli, 2015; Grgic, Delac and 
Grgic, 2011) as a face recognition system 
(FRS) must cope with real world, uncon-
trolled and dynamic environments (Poh, 
Kittler, Marcel, Matrouf, and Bonastre, 
2010; Park, 2009). These intrinsic and ex-
trinsic variations plague the FRS and direct-
ly affect its performance. Most face recogni-
tion systems are usually not tested in the 
surveillance conditions in which they are 
usually deployed (Abayomi-Alli et al., 2015). 
Thus, when performing recognition, one or 
more combinations of these variations 
come into play, thereby making recognition 
more difficult with attendant low perfor-
mance from the FRS (Abayomi-Alli, 2015). 
It is therefore important to put in place a 
framework for the performance evaluation 
of a FRS implementing a particular algo-
rithm before deployment to have a clue re-
garding what its eventual performance will 
be like and to determine if it will be accepta-
ble for its intended purpose (Omidiora et al., 
2013). 
 
 
LITERATURE REVIEW 
For a facial recognition system to be com-
plete, a facial database is required. Several 
databases have been used in the evaluation 
of facial recognition algorithms to enable 
performance comparison between biometric 
systems. For effective, performance meas-
urement of FRS it is necessary to test the 
recognition algorithms on well-known and 
widely available databases. Different re-
searchers have collected a comparatively 
large number of face databases 
(FaceRecHomePage, 2012). Many of these 
databases are tailored to the specific needs of 
the algorithm under development or investi-
gation.  
 
In order to assert claim that any face recog-
nition system is efficient, robust, and reliable, 
it must undergo rigorous testing and verifica-
tion, preferably on real-world datasets. Also 
for researchers to appropriately measure the 
performance of an algorithm and directly 
compare the results, it is recommendable to 
use a standard test data (Omidiora et al., 
2013a). While there are many databases in 
use currently, the choice of an appropriate 
database to use should be made based on the 
task and/or research direction. Another 
method is to choose the dataset specific to 
the property being tested for example the 
performance of an algorithm on images with 
different facial expressions and varying light-
ing conditions.  
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Table 1: Summary of some existing face recognition databases  
Name and 
Description of Data-
base with Date 
Number 
of Sub-
jects 
Conditions Image Resolution Number of Images 
FERET 
(August, 1993 – July, 
1996) 
(Phillips et al., 2000) 
  
1199 
Facial expression 
Illumination 
Pose 
Time 
2 
2 
9-20 
2 
  
256 x 384 pixels 
(8 bit grey scale) 
  
14,051 
AT &T 
(1992 -1994) 
(Samaria and Harter, 
1994) 
  
40 
Varying lighting 
Facial expression 
Facial details 
  
4 
2 
  
92 x 112 pixels 
(PGM, grey scale) 
  
400 
AR (PURDUE) 
(1998) 
(Martine and Bena-
vente, 1998) 
  
116 
Facial expression 
Illumination 
Occlusion 
Time 
4 
4 
2 
2 
  
768 x 578 pixels 
  
41,368 
CMU- PIE 
(October –December, 
2003) 
(Sim, Baker and Bsat, 
2003) 
  
68 
Pose 
Illumination 
Facial expression 
13 
43 
3 
  
640 x 480 pixels 
  
41,368 
CAS-PEAL 
(August, 2002 –April, 
2003) 
(Gao et al., 2004) 
1040 
377 
438 
233 
297 
296 
66 
Pose 
Facial expression 
Accessory 
Illumination 
Background 
Distance-from-camera 
Time 
21 
6 
6 
9-15 
2-4 
12 
  
2 
  
  
360 x 480 
(Cropped grey scale 
images) 
  
  
  
30,900 
Indian Face 
(February, 2002) 
(Jain and Mukherjee, 
2002) 
  Pose 
Facial Expression 
7 
4 
640 x 480 pixels 
(JPEG, 256-grey 
levels) 
  
440 
VT_AAST 
(2007) 
(Abdallah, El-Nasr 
and Abbott, 2007) 
  Pose 
Orientation 
Race 
Structural Components 
3 
2 
4 
3 
  
300 x 225 (JPEG & 
GIF) 
  
  
1,027 
SCFace 
5 days 
(Grgic et al., 2011) 
 
 
 
 
Source : (Abayomi-
Alli, 2015) 
130 Camera quality 
IR frontal mug shot 
Visible light mug shot 
Distance-from-camera 
Different pose 
7 
1 
  
1 
  
3 
9 
100 x 75, 144 x 108 
224 x 168 pixels 
1,600 x 1,200 pixels 
426 x 320 pixels 
  
  
3,072 x 2,048 pixels 
 
  
  
  
4,160 
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Owing to the large body of literatures, an 
exhaustive review of publicly available data-
bases that are of demonstrated use in the 
facial recognition community will be out of 
scope. However, details and descriptions of 
existing face databases used by researchers 
are updated on the FaceRecHomePage 
(2012). Table 1 summaries the features of 
some of the existing face databases. Alt-
hough there are many databases in use cur-
rently, the choice of an appropriate database 
to use should be based on the face recogni-
tion task at hand (Face-rec homepage, 
2013). Some of these databases include the 
Yale Face Database, PIE Database, AT&T, 
MIT-CBCL Face Recognition Database, 
NIST Mugshot Identification Database, and 
Surveillance Camera Face Database 
(SCface) (Gross et al., 2005). Using still im-
ages from low-resolution surveillance cam-
eras in controlled conditions as input, it is 
reasonable to omit the face normalization 
stage. However, when locating and seg-
menting a face in complex scenes under 
unconstraint environments, such as in a vid-
eo scene, it is necessary to define and design 
a standardized face database. 
 
The FERET database contains mono-
chrome images taken in different frontal 
views and in left and right profiles. Only the 
upper torso of an individual (mostly head 
and neck) appears in an image on a uniform 
and uncluttered background (Philip et al., 
2000). Turk and Pentland created a face da-
tabase of 16 people. The face database from 
AT&T Cambridge Laboratories, formerly 
known as the Olivetti database and also 
known as the ORL-AT&T database, con-
sists of 10 different images for 40 persons. 
The images were taken at different times, 
varying the lighting, facial expressions, and 
facial details (ORL, 2013).  
 
The Harvard database consists of cropped, 
masked frontal face images taken from a 
wide variety of light sources. There are imag-
es of 16 individuals in the Yale face database, 
which contains 10 frontal images per person, 
each with different facial expressions, with 
and without glasses, and under different 
lighting conditions (Belhumeur et al., 1997). 
The XM2VTS multimodal database contains 
sequences of face images of 37 people. The 
five sequences for each person were taken 
over one week. Each image sequence con-
tains images from right profile (-90 degree) 
to left profile (90 degree) while the subjects 
count from 0 to 9 in their native languages. 
The UMIST database consists of 564 images 
of 20 people with varying poses. The images 
of each subject cover a range of poses from 
right profile to frontal views.  
 
The Purdue AR database contains over 3,276 
color images of 126 people (70 males and 56 
females) in frontal view (Martine and Bena-
vente, 1998). This database is designed for 
face recognition experiments under several 
mixing factors such as facial expressions, 
illumination conditions, and occlusions. All 
the faces appear with different facial expres-
sions (neutral, smile, anger, and scream), illu-
mination (left light source, right light source, 
and sources from both sides), and occlusion 
(wearing sunglasses or scarf). The images 
were taken during two sessions separated by 
two weeks. All the images were taken by the 
same camera setup under tightly controlled 
conditions of illumination and pose. This 
face database has been applied to image and 
video indexing as well as retrieval. Zhao et al. 
(2003) can be referred to for the details of 
preparation of face databases.  
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RESEARCH METHODOLOGY 
The methodology for this study involves 
the collection of the Black Face Surveillance 
Camera database (BFSC) and the evaluation 
of three face recognition algorithms in low 
quality scenarios. The BFSC database was 
collected primarily to mimic real life surveil-
lance scenarios just like the SCface data-
base. Only black faces were used to popu-
late the database. Each participant is re-
quired to fill a consent form and a brief ori-
entation is done before capturing. The data-
base consists of fifty (50) subjects, collected 
over a period of four weeks. Variations in 
the database include pose, face distance to 
camera, resolution, contrast and illumina-
tion. The capturing of image took place in 
computer science laboratory at the Comput-
er Science Department, Federal University 
of Agriculture, Abeokuta. The capturing 
equipment includes four surveillance camer-
as, high quality digital professional photo 
camera, and a computer. For many shots 
image acquisition and pose image acquisition 
we use a quality video camera, for surveil-
lance camera image acquisition we make use 
of four surveillance cameras of different 
models and functions, which include one IR 
digital video camera. 
 
BFSC Database Description 
The surveillance images were taken in con-
trolled lighting environment using two head 
lamps tilted at angle 45° on both sides of the 
surveillance cameras. All the cameras were 
installed and kept in a fixed position at a 
height of 2.25m from the ground as shown 
on Figure 1. The images were then captured 
using the Multiviewer software for windows 
XP that has 4 channels (see Figure 3). The 
resulting images were first cropped out and 
later resized using the following dimensions: 
76 x 111, 58 x 82, 46 x 58 and 51 x 72 for 
the first, second, third and fourth images 
from the four cameras respectively.  
17 
Figure 1: Heights and positions of the surveillance cameras 
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Subjects’ images were taken at three distinct 
distances with their heads looking straight. 
Subjects were captured at 1.4 m, 2.4 m and 
3.4 m face to camera distances as shown on 
Figures 2 and 3. The headlamps had all of 
these states- left light on (LL), right light on 
(RL), both lights on (BL) and no light on 
(NL), this was done using two switches. For 
each distance, the headlamps had a constant 
intensity throughout the process. The pose 
variation dataset was collected with a 12-
mega pixel professional digital camera 
mounted on a tripod stand at a fixed posi-
tion to capture nine different pose angles. 
The angles ranged from 0° to 180° with an 
increment of approximately 22.5°. 
 
Protocol for Capturing Images 
In order to ensure consistency, all volun-
teers (subjects) must pass through and ad-
here strictly to the database collection pro-
tocol as described in sub-section Phase I 
(surveillance image dataset) and sub-section 
Phase II (pose variation dataset), respective-
ly. 
 
Phase I 
Participant should walk in front of the sur-
veillance cameras. See Figures 3 and 4. 
Subject stand at distance 1.4 m from the 
camera: 
1. Right light on (RLN)  image captured; 
2. Left light on (LLN) image captured; 
3. Both lights on (BLN) image captured; 
4.   Both lights off (BLO) image captured; 
Subject stand at distance 2.4m from the cam-
era: 
5. Right light on (RLN)  image captured; 
6. Left light on (LLN) image captured; 
7. Both lights on (BLN) image captured; 
8.    Both lights off (BLO) image captured; 
Subject stand at distance 3.4m from the cam-
era: 
9. Right light on (RLN)  image captured; 
10. Left light on (LLN) image captured; 
11. Both lights on (BLN) image captured; 
12. Both lights off (BLO) image captured. 
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Figure 2: Four surveillance cameras used for the BFSC database 
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Phase II 
Participant post is taken at 9 different an-
gles in between 22.5 degree from +90 to -
90 degree from left to right and one frontal 
mug shot. The labeling includes FF 
(frontal), R1, R2, R3, R4, L1, L2, L3, and 
L4. See Table 2, figure 5 and figure 6. 
The protocol for phase II includes: 
Subject stand in between FF and face for-
ward and image taken; 
1. Subject stand in between R1 and face 
forward image taken; 
2. Subject stand in between R2 and face 
forward image taken; 
3. Subject stand in between R3 and face 
forward image taken; 
4. Subject stand in between R4 and face 
forward image taken;  
19 
Figure 3: Image acquisition using multiviewer software 
Figure 4: Surveillance camera Images for subject 19 in the database 
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5. Subject stand in between L1 and face 
forward image taken; 
6. Subject stand in between L2 and face 
forward image taken; 
7. Subject stand in between L3 and face 
forward image taken; 
8. Subject stand in between L4 and face 
forward image taken. 
Naming Convention 
For the surveillance camera images the nam-
ing of the subjects, camera, light label and 
distance is as follows: Sub Num-
ber_CamNumber_Light Label_ Distance. 
See Figures 4 and 6. The naming convention 
for the images obtained from the digital 
camera is as follows: Subject ID_angle Label.  
20 
Figure 5: Frontal mug shot Image for subject 19 in the database 
The angles are labeled as shown on Table 2 
while Figure 6 shows an example of pose 
variation images. Using this naming con-
vention every image in the database gained 
a unique name, carrying information both 
about a subject’s unique ordinal and at what 
distance and surveillance conditions was the 
subject’s picture taken. Distance labels 1, 2 
and 3 represent distances of 1.4m, 2.4m and 
3.4m, respectively from the surveillance 
cameras. For example, the filename 
001_cam1_L1.jpg means that this image 
shows subject 001 captured with surveillance 
camera 1 when left light is on at a distance of 
1.4 m to the cameras, e.g. 001_cam1_L1, 
0 0 1 _ c a m 2 _ L 1 ,  0 0 1 _ c a m 3 _ L 1 , 
001_cam4_L1, 001_cam1_R1. The same 
protocol is repeated for distance two and 
distance three. 
Table 2: Pose variation label and angles 
Label IVQA number 
F Frontal mug shot 
R1 22.50 
R2 450 
R3 67.50 
R4 900 
L1 22.50 
L2 450 
L3 67.50 
L4 900 
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Naming different pose images: Sub-
jectID_angleLabeled.jpg. For example the 
file name 001_F means that the subject 
identity 001 taken at angle 90 degree which 
is the frontal mug and there is a different of 
22.5 degree interval both to the right la-
beled R1, R2, R3, R4, and to the left L1, L2, 
L3, L4, of which 9 different poses where 
captured per subject. See Table 2. Example 
for subject 001: 001_F, 001_R1, 001_R2, 
001_R3, 001_R4, 001_L1, 001_L2, 001_L3, 
001_L4. 
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Table 3: shows a summary image sets and description of the BFSC database 
Image gallery Camera Description 
Images 
per Sub-
ject 
Total number 
of images 
Frontal facial 
Mug shot images 
1 Frontal 
mug shot 
camera 
Facial mug shots of high 
quality static colour imag-
es. 
1 50 
Surveillance 
Cameras images 
(Visible light) 
  
Cameras 
1, 2 and 3 
Images taken with cameras 
of different qualities at 
three discrete distances 
(3.40, 2.40 and 1.40m). 
Four illumination levels 
(indoor light only, left con-
trol light only, right con-
trol light only and both 
control lights on). 
36 1800 
Surveillance 
cameras images 
(IR night vision). 
Camera 4 
Images are in gray scale at 
three discrete distances 
(3.40, 2.40 and 1.40m). 
Four illumination levels 
(indoor light only, left con-
trol light only, right con-
trol light only and both 
control lights on). 
12 600 
Pose variation 
images 
Profes-
sional dig-
ital cam-
era 
Images taken at different 
pose angles with an incre-
ment of 22.5o. 
8 400 
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From Table 3, frontal mug shot images per 
subject will give fifty (50) mug shot images, 
surveillance cameras 1, 2 and 3 will give 
1800 images with 36 images per subject, 
while camera 4 has 600 night vision images 
with 12 images per subject in gray scale. 
The pose variation dataset contains 400 im-
ages with 8 images of per subject. Finally, 
the total number of images in the BFSC is 
2,850 images (50-frontal, 2400-surveillance 
and 400-pose variation).  
 
Equipment used in Database Collection 
1. A personal computer; 
a) Intel(R) Core i3@2.10GHz (4 
CPUs),  
b) 4096MB RAM,  
c) 500 GB HDD; 
d) 1366*768 (32 bit) (60Hz) current 
display mode 
2. 4 Low resolution surveillance cam-
eras;  
3. Professional digital camera; 
a) 12.1-megapixel Super HAD CCD 
image sensor. 
b) 5x optical zoom, 28mm wide-
angle Carl Zeiss Vario-Tessar lens;  
c) Optical Steady Shot image stabili-
zation; 
d) 720p high-definition movie cap-
ture; BIONZ image processor 
e) 3.0-inch (230K pixels) Clear Photo 
LCD. 
4. Camera tripod stand; 
5. RealTime Color Quad Processor RT-
404 QD (4 Channel Digital Multi-
plexer); 
6. EasyCAPture (4 channel USB 2.0 
DVR surveillance system); 
7. AV Cables and other connection 
wires; 
8. Electrical Switches and Extension 
box; 
9. 2 Head lamps. 
Software Requirements 
a) Windows XP/Vista/7 operating sys-
tem; 
b) Multiviewer application for XP;  
c) Microsoft picture manager 2010; 
d) Picasa software - version 3.9 for 
Windows XP/Vista/7. 
 
BFSC Database Testing 
Three facial recognition algorithms were 
evaluated on the BFSC database to test their 
strength in low quality surveillance scenario. 
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Figure 6: Pose Variation Image of Subject 19 in the database 
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The performance comparison of the recog-
nition algorithms was done through struc-
tured face verification experiments carried 
out based on the face authentication proto-
col proposed by Wallace et al. (2011). The 
recognition threshold was set at 0.4 in order 
to reduce the number of returned false re-
ject (FR) due the low quality of the BFSC 
images. The face recognition images evalu-
ated with BFSC are Luxand face SDK 
(Luxand, 2013), Principal Component Anal-
ysis (PCA) (Turk and Pentland, 1991) and 
Linear Discriminant Analysis (LDA) (Cai, 
He and Han, 2007).   
Each frontal mug shot images of the fifty 
database subjects was compared 
(Verification) with the low quality surveil-
lance and pose variation images across the 
three recognition algorithms. These resulted 
in 2,850 verification trails. For each algo-
rithm , if the probe samples are of uni-
formly high quality then the probe sample’s 
quality is sufficient to predict algorithm ’s 
performance. The matching algorithm  
will produce a recognition score for a given 
pair of images, . If the 
recognition score  is above a predefined 
threshold, the verification task is considered 
successful and the result is returned.  
Other metrics that affect and measure the 
accuracy and performance of face recogni-
tion systems include algorithm recognition 
time, true accept (TA), false reject (FR), false 
accept (FA), true reject (TR), failure-to-
acquire rate (FTA) (Mansfield and Wayman, 
2002; Du and Chang, 2007, Wayman, 2010). 
The mean recognition score (MRS) and the 
number of successful recognition (SR) also 
was used to measure the performance of a 
facial recognition algorithms on the BFSC 
database. 
 
RESULTS AND DISCUSSION 
Results from the verification experiments of 
the BFSC database on Luxand SDK, PCA 
and LDA recognition algorithms shows that 
the Mean Recognition Score (MRS) was 
quite low across the three algorithms, Failure
-To-Acquire (FTA) was the same at 87 (See 
table 4). The low MRS was due to the low 
quality and resolution of the BFSC images, 
which informed the choice of 0.4 as the deci-
sion threshold for the Face Recognition Al-
gorithms (FRAs). 
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Table 4: Summary of verification experiment with recognition algorithm’s performance 
Algorithm 
SR 
FTA TA FR FA TR MRS 
Luxand 
SDK 2713 87 879 1834 0 0 3.433 
PCA 2713 87 742 1971 0 0 2.976 
LDA 2713 87 723 1990 0 0 2.904 
** Decision threshold = 0.4 
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Figure 7 shows the effect of varying camera 
qualities on the FRA’s performance. Cam-
era 5 represents the frontal mugshot dataset 
of 50 images. Camera 5, 4 and 3 returned 0, 
1 and 11 FTA, respectively.  
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Figure 7: Graph showing the effect of varying camera qualities on the algorithms  
               performance 
Figure 8: Graph showing the effect of subject’s face to camera distance on algorithms  
               performance 
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Figure 8, shows the effect of subject’s face 
to Camera distance with distance 1 (3.4m) 
having the 14 FTAs. This is consistent with 
the recommendations for face image data 
on conditions for taking pictures in (ISO/
IEC, 2006). Figure 9 shows that camera 5 
(Pose variation images) returned the lowest 
average recognition time (Secs) of 1.64 se-
conds while camera 3 at distance 3.4m had 
4.27 seconds. This proves that the lower the 
quality or resolution of an image the more 
time the FRA will take to detect facial fea-
tures and carry out recognition.  
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Figure 9: Graph showing the effect of varying camera qualities and face to camera  
                 distances on average recognition time 
der which the images were taken was of no 
significant difference to the performance of 
the FRA’s as seen from Table 6. 
From Table 5, results showed that pose var-
iation images at extreme angles of 90 de-
grees returned the highest number of FTA. 
The variations in the lighting condition un-
Table 5: Effect of Pose variation/angles on Algorithm Performance 
Label Pose Angle SR FTA 
F Frontal mug shot 50 0 
R1 22.50 50 0 
R2 450 50 0 
R3 67.50 50 0 
R4 900 22 28 
L1 22.50 50 0 
L2 450 50 0 
L3 67.50 50 0 
L4 900 10 40 
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Table 7 shows the categorization of the 
BFSC database images into different quality 
scales using the Image Verification and 
Quality Assessment (IVQA) number pro-
posed by Abayomi-Alli (2015). The data-
base images was classified based on the re-
turned algorithm matching scores (AMS) of 
range zero to one as against the Overall 
Quality Scores (OQS) as originally proposed 
by (Abayomi-Alli, 2015).  
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Table 6: Effect of lighting variation on algorithm performance 
Lighting Condition SR FTA 
Indoor light only 594 6 
Left control light only 595 5 
Right control light only 596 4 
Both control light on 596 4 
Table 7: Categorization of BFSC database images across IVQA quality scales 
Overall quality 
Score range 
IVQA 
number Description 
Number 
of images 
0.9 - 1.0 5 Excellent 64 
0.80 – 0.89 4 Good 246 
0.60 – 0.79 3 Acceptable 1047 
0.40- 0.59 2 Poor 1406 
0 – 0.39 1 Unacceptable 87 
With the IVQA classification, a new BFSC 
dataset was obtained containing only the 
images with an AMS of equal or greater 
than 0.6. Thus, 1,493 images was discarded 
as having poor or unacceptable quality 
while 1,357 images was recorded as either 
acceptable, good or excellent quality. The 
new BFSC database was applied on Luxand 
SDK, PCA and LDA for another set of ver-
ification trials, and the result obtained is 
summaries on Table 8 with zero FTAs and 
an increased MRS of 0.92, 0.90 and 0.89, re-
spectively. Table 9 shows other statistical 
analysis results obtained from the verifica-
tion experiment with Luxand SDK having 
the lowest standard error of 0.8% and the 
highest accuracy of 97.5%. 
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The classification accuracy of Luxand SDK, 
PCA and LDA using the Receiver Operat-
ing Characteristics (ROC) and the Area Un-
der the Curve (AUC) was obtained as 
shown in Figures 10, 11 and 12. The AUC of 
Luxand SDK, PCA and LDA represent the 
Accuracy of the FRA in the verification ex-
periment as 97.5, 93.8 and 92.9, respectively.  
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Table 8: Summary of Luxand SDK, PCA and LDA’s performance on the BFSC high 
               quality images 
Algorithm SD FTA TA FR FA TR MRS 
Luxand SDK 1,357 0 1,357 0 0 0 0.92 
PCA 1,357 0 1,357 0 0 0 0.90 
LDA 1,357 0 1,357 0 0 0 0.89 
** Decision threshold = 0.6 
Table 9: Other Performance Results of Luxand SDK, PCA and LDA on the new  
               BFSC dataset 
FRA Accuracy (%) Std. Error a (%) 
Asymptotic 
Confidence Interval 
(95%) Total verification trials Lower 
bound 
Upper 
bound 
Luxand 
SDK 97.5 0.8 0.964 1.0 1,357 
PCA 93.8 1.7 0.914 0.978 1,357 
LDA 92.9 2.2 0.909 0.953 1,357 
Figure 10: ROC curve of LDA classification Performance on the new BFSC dataset 
J. Nat. Sci. Engr. & Tech. 2016, 15(2): 13-31 
A. ABAYOMI-ALLI, E. O. OMIDIORA, S. O. OLABIYISI, J. A. OJO AND A. Y. AKINGBOYE  
CONCLUSION 
A Black Face Surveillance Camera database 
(BFSC) was populated with 50 volunteer 
subjects and 2850 images was collected. The 
BFSC was tested on a commercially availa-
ble Luxand SDk, PCA, and LDA for per-
formance evaluation. Results obtained were 
consistent with those obtained by Abayomi-
Alli (2015), Omidiora et al. (2013a), 
Omidiora et al. (2013b), Omojola (2012); 
Grgic, Delac & Grgic (2011) and Chen, 
Flynn & Bowyer (2005). It was observed 
that pose variations is the major cause of low 
performance of FRA’s in detecting and 
recognition facial images in real life or low 
quality surveillance scenarios as compared to 
lighting, expression, aging or resolution. The 
height of surveillance cameras may contrib-
ute to the difficulty of FRA’s in recognizing 
or detecting faces in extreme  pose angles. 
3D zoom cameras may be recommended to 
tackle this. Finally, Luxand SDK was ob-
served to consistently outperforms   PCA 
and LDA.  
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Figure 11: ROC curve of PCA classification Performance on the new BFSC dataset 
Figure 12: ROC curve of Luxand SDK classification Performance on the new BFSC 
                  dataset 
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