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1. INTRODUCTION 
The main objective of this work is to find conditions under which (x(t), 2(t)) 
tends to (7, 0), as t -+ co, for every solution of a nonautonomous second order 
differential equation, where each (7, 0) will be an equilibrium point of a certain 
autonomous equation. We are also interested in studying the stability properties 
of a class of equilibrium points of the above mentioned second order differential 
equation. 
Theorems 1 and 2 are modified but closely related versions of Yoshizawa’s 
Theorems 5 and 3 in [5]. Theorem 2 can also be seen as a special case of Miller’s 
Theorem 1 in [l] (see also [4]). 
Theorem 3 and Corollaries 2 and 3 are obtained as applications of Theorems 1 
and 2. The result given by Theorem 3 is much more general than the one by 
Onuchic [2, Theorem 41. See also Yoshizawa [S, Example 21 and [6, Example 
14.1, p. 631. 
2. STABILITY PROPERTIES OF W-LIMIT SETS 
Consider a system of ordinary differential equations defined on a region 
QCR”: 
3i = H(x) (1) 
where H(x) is continuous on Q. Here R* denotes a normed, real n-dimensional 
vector space with any convenient norm 1 . /. 
I f  M is a subset of Q, then M is called semiinvariant with respect to (1) if, 
and only if, for each x0 E Mthere is at least one solution x(l) of (I), with x(O) = x0 , 
such that x(t) exists and remains in M for all real t. Let x(t) be a continuous 
function defined in the future, that is, for all t > some real to . A point p of R” 
is said to be an w-limit point of x(t) if there exists a sequence {tm}, t,, -+ co as 
m -+ co, such that x(tm) -p as m 4 co. The set of aI w-limit points of x(t) is 
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denoted by Sz and it is called the w-limit set of x(t). I f  x(t) is bounded in the 
future, that is, x(t) is bounded on some interval [a, CO), a > - 30, it is easily 
seen that Q is a nonempty, connected, and compact set with x(t) + Q as t --f a, 
that is, dist(x(t), a) + 0 as t ---f co. 
Consider the differential system defined on [0, 00) ,x Q: 
32 = f(t, x) (2) 
where f  is assumed to be continuous for t > 0, x E Q. 
Let V(t, x) be a real-valued Cl function defined for t 3 0, x E Q. 
Define 
I’(& x) = ]gl 9’ f&9 x) + q+ . 
Consider also the differential system defined on [0, CO) x Q: 
* = F(t, x) + G(t, x) (3) 
where F(t, x) and G(t, x) are continuous for t 3 0, x E Q. 
THEOREM 1. Suppose that the following hypotheses hold with respect to system 
(3): 
(i) F(t, x) is bounded on [0, CD) x B for every compact B of Q. 
(ii) For every compact set B of Q and every continuous function z(t) E B, 
deJined on [0, co), it follows that 
s 
set 
G(T, Z(T)) dT -+ 0, as s--+00, (4) 
s 
uniformly on t E [0, 11. 
(iii) There are a real-valued nonnegative Cl function V(t, x) and a real- 
valued nonnegative continuous function W(x) such that 
~(3)(4 4 G -W(x), t >,OandxEQ. 
Let x(t) be a solution of (3), de$ned in the future, with x(t) E K for t > some t, , 
where K is a compact set of Q. 
Then J2 C E = {x E Q 1 W(x) = 0}, where .C2 is the cAirnit set of x(t). 
Remark. The main difference between the above theorem and Theorem 5 
in [5] is that Yoshizawa assumes the condition that J” 1 G(T, X(T)) / d7 < CC 
which is stronger than the one given by (4). 
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A sufficient condition for (4) is given as follows: 
For every compact B of Q there corresponds a scalar function oB(t), defined 
for t > 0, such that 
i 
t+1 
qq(s) ds + 0 as t-+co, 
t 
and (5) 
for all t > 0, x E B. 
An example considered in [3] shows that (5) is not implied by (4). 
The proof of Theorem 1 is essentially the same as the one given in [5]. 
Consider the differential system defined on [0, CO) x Q: 
3i = H(x) + S(t, x) + G(t, x) (6) 
where H(x), S(t, x), and G(t, X) are assumed to be continuous on [0, co) x Q. 
Let A be a fixed subset of Q. 
Assume that S(t, X) satisfies the following property with respect to A: 
For each E > 0 and each compact set K of Q there corresponds 
6=8(E,K)>OandT,=T&E,K)>Osuchthatt>T,,,xEK, (7) 
and dist(x, A) < 6 imply ) S(t, x)1 < E. 
THEOREM 2. Let hypotheses (4) and (7) hold. 
Let x(t) be a solution of (6) such that x(t) E K, t 3 some T, and K is a compact 
subset of Q with x(t) + A us t -+ 00. 
Then the w-limit set Sz of x(t) is a nonempty, connected, compact, and semi- 
inwariunt set with respect to (1). 
Let 
* = f(t, x), t30, XEQ (8) 
where f (t, X) E R” is continuous on [0, co) x Q. 
Suppose that some uniqueness condition with respect to the initial value 
problem holds for (8). 
Let #(t) be a solution of (8) defined on [0, co). 
LEMMA 1. Suppose that 
(i) #(t) is un;formly stable, that is, given e > 0 there is 6 == 6(c) > 0 such 
that t,, > 0 and I x,, - #(to)/ -C 6 imply I x(t, t,, , x0) - $(t)l < E for t 2 to . 
(ii) There is p > 0 such that for every t,, > 0, 1 x0 - #(to)/ < p implies 
1 x(t, to ) x0) - #(t)1 -+ 0 as t + co. 
12 NELSON ONUCHIC 
Then #(t) is equiasymptotically stable, that is there exists a 6, > 0 and, for each 
E > 0, a T(E) > 0 such that / x0 - 4(O)] < 6, implies 1 x(t, 0, x0) - (Cr(t)i < E 
for t >, T(E). 
Proof. From (i) it follows that given any E > 0 there exists S = 6(e) such 
that to > 0 and 1 x0 - t,b(to)j < 8 imply 1 x(t, t, , x0) - #(t)l < E for all t > to . 
Let us show that $(t) is equiasymptotically stable with 6, < p. 
Let x0 satisfy 1 x0 - $(O)i < S, . From (ii) follows the existence of a T(E, x0) 
such that t > T(r, x0) implies / x(t, 0, x,-J - $(t)l < 6/Z. 
From the continuous dependence argument it follows the existence of 
y(xO) = Y(E, x0) such that 
implies 
xl E vv(&o) = ix E Rn: I x - xo I < ~@o)) 
I x(6 0, Xl> - 4, 0, x0)1 < v7 for t E [0, T(E, x0)]. 
By using the above inequalities one can see that 
1 x(q, xo), 0, ~1) - W% xo))l 
< / x(T(c, x0), 0, xl) - x(T(e, x0), 0, x0)1 
+ / x(T(c, x,), 0, xo) - #(T(r, x,Nl < @/2) + (s/z) = 6. 
Consequently 
I 44 0, XI> - w < E for t > T(E, x0). 
Consider the compact set BSo = {x E RRn: / x - $(O)l < So} and the family 
of open sets I~~IY(~~)(~~~~~B~~ . 
Then there is a finite number of points x1 ,..., x, such that 
Let T = T(c) = max{T(E, x1) ,..., T(E, x,)}. 
For every E E BSO there corresponds z’, , 1 < i. < p such that .% E V,(,)(X,,). 
Thus 
and hence 
for t > T(E, Xi,) 
I x(t, 0, a> - WI < E 
The proof is complete. 
for t > T(E). 
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3. APPLICATIONS 
The main objective of this section is to apply the results of Section 2 to obtain 
sufficient conditions under which, for every solution x(t) of the second order 
differential equation 
we can guarantee that x(t) -+ some point 7 satisfyingf(7) = 0 and x(t) ---f 0 as 
t --j co. We wish also to study the stability properties of a certain class of 
equilibrium points of (9). 
To this end consider the equivalent equation 
R =y, 
9 + w, x, y) Y +.+I + g(4 x9 Y) + Ia % Y) = 09 t 3 0, x E R. 
(9’) 
Let 
D = {(f, 0) E R2 1 there is a positive p = p(t) such 
that (x - 5) *f(x) > 0 for all 0 < j x - E I < p}. 
Consider also the following set of assumptions: 
(H,) f(x) is a continuous function so that 
(i) D is nonempty, 
(ii) Jff(s) ds -+ CO as j x 1 + CO, 
(iii) there is no interval [a, b], b > a, such thatf(x) = 0 on [a, b]. 
A sufficient condition for (H,) is given as follows: 
(H,‘) f(x) is a continuous function, xf(x) > 0 for all x # 0, and 
Jgf(s) ds + co as I x I + co. In this case D = ((0,O)). 
(H,) p(t, x, y) is continuous and I p(t, x, y)l < /3(t) for all t > 0, x, y in R, 
where ,8(t) is continuous with s: /3(t) dt < 03. 
(Ha) g(t, x, y) is continuous and y g(t, x, y) > 0 for all t > 0, x, y in R. 
(H4) For every compact B of R and all continuous functions x(t) and y(t), 
defined on [0, co), with values in B, we have that x+tg(~, X(T), Y(T)) dr -+ 0, as 
s + co, uniformly for t E’[O, I]. 
A sufficient condition for (HJ is given as follows: 
(Ha’) For every compact B of R there corresponds a real valued function 
uB(t), t 3 0, such that Jp u8(s) ds ---f 0 as t -+ cc and ] g(t, x, y)l < uB(t) for 
allt>O,x,yinB. 
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(Hs) h(t, x, y) is continuous on [0, co) x R2 and bounded on [0, co) x B 
for every compact set B of R2. Moreover h(t, X, y) >, k(x, y) > 0, where k(x, y) 
is a continuous function on R2. 
(Hs) The set R, - D is a union of connected components with respect 
to the topological space r - D, where r = {(x, y) E R2 1 y  . h(x, y) = O}. 
We observe that if D = ((0, 0)}, then hypothesis (Hs) implies that R,+ = 
{(x, 0) I x > 0} and R,- = {(x, 0) 1 x < 0} are connected components with 
respect to the topological space r - ((0,O)). 
A very elementary example for (Hs) is given as follows, h(x, y) = 
(x - 1)2 x2(y - x)” and D = {(O,O) u (l,O)}: 
‘Y Y 
f(x) 
-vi- 44 
(0,O) (I,O) x (0,O) (I,O) x 
LEMMA 2. Let h(t, x, y) be nonnegative and continuous for t > 0, x, y  in R. 
Let hypotheses (H,(i)), (H,), and (H,) hold. 
Let (5,O) E D. 
Then for each E > 0 there correspond positive numbers T(E), S(E) such that 
~~t,),~(~)and(x,,y,)~R2,~ithl~~-~l++yYol~~,~~plyI~(~)-~l+ 
/ y(t)/ < E for every solution (x(t), y(t)) of (9’) satisfying x(t,) = x0 , y(t,) = y0 . 
Proof. Consider the function 
W, x, Y) = [Y” + 2 laf (s) ds]“’ + lrn B(s) ds 
d 
defined for t > 0 and / x - 5 I + / y I < p = p(t). 
Given 0 < E < p, define 
2m = ,e$$,,=E [y2 + 2 j6’f (s) ds]1’2 > 0. 
Then 
inf 
t>o 
V(t, x, y) = 2m. 
lx-el+Irl=r 
Let T(E) > 0 and 0 < S(E) < E be chosen such that JTtEr B(S) ds < m 
and [y2 + 2 JF f  (s) a%]lj2 -C m for I x - E I + I Y I < B(E). 
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Then 
max 
,&Ty($B(E) 
V(t, x, y) < 2m. 
A computation shows that 
~(f,(k x, Y> G 0 for all t 3 0,O < I X - f I + i Y I < P(5). 
Suppose that there are to 3 T(E) and (x0, y,,) E R2 with 1 x0 - 6 j + 1 y0 1 < 
S(E), such that for some solution (x(t), y(t)) of (9’) satisfying (~(t,,), y(Q) = (x,, , yO) 
and for some t > t, we have j x(t) -- f / + /y(t)] 3 E. Then there are t, and 
t2 ) to < 4 < t, 7 such that I x(b) - 5 I + I y(tJl = a(4 I X(t2) - E I + 
/ y(t2)i = E and 6(c) < I x(t) - 5 1 + 1 y(t)1 < E for t, < t :< t, . But this 
implies Vl , x(td, y(h)) < v(t, , x(t2), y(t,)) and since (x(t), y(t)> f (0, 0) on 
[tl , t2] we have that V(t, x(t), y(t)) is differentiable in [tr , t,]. Hence there is a 
real number s, t, < s < t, , satisfying $‘(s, x(s), y(s)) > 0, leading to a con- 
tradiction. 
The proof is complete. 
COROLLARY 1. Suppose that some uniqueness condition with respect to the 
initial value problem holds for (9’). 
Suppose that all hypotheses of Lemma 2 are satisjied with p(t, [, 0) = 0, t > 0, 
where (E, 0) ED. 
Then the equilibrium point (4,O) of (9’) is un;formly stable. 
Proof. Corollary 1 follows from Lemma 2 taking into account that (6, 0) is 
an equilibrium point of (9’) and considering the usual continuous dependence 
argument. 
We observe that g(t, 5, 0) = 0 is a consequence of (Ha). 
LEMMA 3. Let h(t, x, y) be nonnegative and continuous for t > 0, x, y  in R. 
Let hypotheses (H,(ii)), (H,), and (Ha) hold. 
Then every solution of (9’) is bounded in the future. 
Proof. Let 
v(t, x, y) = [ y2 + 2 f  ‘f (s) ds + M]1’2 + jtrn B(s) ds, 
0 
where M is chosen so that 2 js f  (s) ds + M > 0 for all x. It is easy to see that 
r&t, X, y) < 0 for all t > 0, X, y in R. Then, as W(x, y) = [y2 + 
ssf (s) ds + IMIll < V(t, X, y) and W(x, y) ---f CO as / x j + ] y / + 00, it 
follows that every solution of (9’) is bounded in the future. 
THEOREM 3. Let hypotheses (HJ-(H,) be satisjied. 
409163/1-z 
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Then for every solution x(t) of (9) we have that x(t) --f some point 7 satisfying 
f(7) = 0 and k(t) --f 0 as t ---f co. 
Puoof. Let (x(t), y(t)) be any solution of (9’). 
Lemma 3 implies that this solution is bounded in the future. Then, we know 
that the w-limit set D of (x(t), y(t)) is a nonempty, connected, and compact set 
with (x(t), y(t)) --+ 52, as t -+ co. 
We must have Q n R, # o because otherwise it would follow that / x(t)/ --f co, 
as t --f co, a contradiction. 
Defining 
Jqt, x, Y) = [ Y2 + 2 joZf(s) ds + q2 + ltrn B(4 4 
where A4 is chosen so that 2 Jif(s) ds + M > 0 for all x, and 
W(x, y) = Yk(x, Y> 
[y2 + 2 fif(4 ds + MY2 ’ 
a computation shows that 
%)(4 x, Y) < - W(x, Y) < 0, t > 0, (x, y) E R2. 
Then, by applying Theorem 1 with 
F = (-yh(t, x:y) -f(x) 1 ’ G = f-g@, x, YlO- p(t, x, y) 1 
it follows that Q C r. 
Consider now the following possibilities: 
Let ([, 0) E Q n D. Hence there exists a sequence {tm}, t, - co as m --t co, 
such that (x(t& y(Q) -+ (5, 0) as m -+ co. Then, it follows from Lemma 2 that 
(x(t), r(t)) - (5,O) as t - co. 
(ii) ~2 n D = ,c~. 
ThenSZCr-DandQr\[R,-D]# a. 
But as Q is a connected set and (H,J holds, it follows that G CR, - D C R, . 
Then, by applying Theorem 2 with A = R, , 
H = -;(x) ' i 1 SE ( 0 1 -yh(t, x, Y> ’ G = (44 x, YlO- p(t, x7 Y) 1 
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and Q = R2, it follows that Sz is a semiinvariant set with respect to the system 
2 =y, 
j l’f(4 = 0. 
(10) 
Then D = ((7, 0)}, for some 7 satisfying f(7) = 0, since 52 is a connected 
set and (H,(iii)) holds. 
The proof is complete. 
COROLLARY 2. Suppose that some uniqueness condition with respect to the 
initial value problem holds for (9’). 
Let hypotheses (Hr)-(Ha) hold. 
Let p(t, [, 0) = 0, t 3 0, where (6, 0) ED. 
Then the equilibrium point (5, 0) of (9’) is: 
(a) uniformly stable and 
(b) equiasymptotically stable. 
Proof. From Corollary 1 it follows that (a) is satisfied. Therefore, condition 
(i) of Lemma 1 holds with respect to system (9’) and #(t) = (f, 0). 
Let us show that condition (ii) of Lemma 1 is satisfied with respect to system 
(9’) and z)(t) = (f, 0). To this end it is enough to show that there is a positive 
u = u(f) such that to > 0 and 1 x0 - f / + 1 y,, 1 < u imply (x(t), y(t)) - (5, 0) 
as t --f GO, where (x(t), y(t)) is the solution of (9’) satisfying x(t,) = x0 , 
Ye,) = Yo . 
Let p = p(f) > 0, given by the definition of D, such that (x -- [) . f(x) 2 0 
for 0 < / s - E 1 < p. 
As (t, 0) is uniformly stable there is 6 = S(p) such that 1 x0 - E ~ + ~ y. 1 < 6 
implies / x(t) - 4 1 + 1 y(t)1 < p/2 for t 3 to. 
Theorem 3 implies that there is 7, f  (7) = 0, such that x(t) --f 77 and y(t) --f 0 
as t + CO. Then ! 7 - [ 1 < p/2. But this is satisfied only for 7 = [. Hence 
I x0 - 6 ~ + / y. I < 6 implies x(t) + e and y(t) - 0. Thus, condition (ii) of 
Lemma 1 is satisfied with respect to system (9’) and 4(t) = (5, 0). 
Then, by using Lemma 1 with respect to system (9’) an t&t) = (5, 0), it 
follows that the equilibrium point (5, 0) of (9’) is equiasymptotically stable, 
that is, (b) is satisfied. 
The proof is complete. 
COROLLARY 3. Suppose, in Corollary 2, that there is only one equilibrium 
point ([, 0) of (9’) and that ([, 0) E D. 
Then the equilibrium point (6, 0) of (9’) is asymptotically stable in the large and 
umformly stable. 
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