1. Introduction and the statement of the main result. It is well known [3, p. 301 ] that a conditionally convergent series of real numbers can be rearranged in such a way so as to converge to any preassigned value. Suppose now we have a series of functions (1) 2 xn(t), 0 g / g 1.
In this paper we shall be concerned with the studies of rearrangements of such series, the convergence being that of F2(0, 1). The work is motivated by the paper of E. Steinitz [4] , who considered the rearrangements of conditionally convergent series of vectors in the finite dimensional Euclidean spaces. We are going to prove the following result: Then there exists a closed linear subspace N and a function x0 e L2 such that: 1. any rearrangement of (I), which converges in norm, must have the limit of the form xQ+z, where z e N;
II. for any z e N, there exists a rearrangement of (1) , which converges in norm to x0+z.
In fact N=ML i.e., N@M=L2. Proof. We proceed by induction on n. The case « = 1 is clear since j Ax | ^ 1. Suppose then the lemma is true for any n vectors in A2 and let (2) x = X1x1+---+Xnxn+Xn+1xn+1, 0 g A, <; 1.
We may write xn+x=yn+x+zn+x, where yn+x e sp {xx, ...,*»} and (zn+1, xf)=0, i'=l, 2,..., n. Clearly and at least one yio = 0 or 1. We divide the remaining proof into several cases. Case 1. iQ = n+l, y"+i=0. By the inductive hypothesis there exists a vector x' = 8xxx+ ■ ■ ■ +8nxn, S¡ = 0 or 1, such that (6) ||*-An+iZn+i-x'||2 è |*ila+---+||*Ja.
Since x=(x-An+1zn+1) + An+1zn+1 and zn+1 is orthogonal to x-Xn+xzn+x (equation 5 and the conditions of this case) and x', we get from (6) and (3)
\\x~x || -||*-An+lzn+l -X || +|^n+l| llzn+l|| = llalli + " ' + ||*n +1II • Case 2. i0<n + l and y(o=0. We may assume without the loss of generality that ¿o = l. By the inductive hypothesis there is a vector x" = 82x2+ ■ ■ ■ +8n+xyn+x, §¡=0 or 1, such that Let x'=x" + 8n+xzn+x = 82x2-\-l-8n+1xn+1. Since zn+1 is orthogonal to xx, x2, ...,xn, yn+x, and |An+1-8n+1| ^ 1 we obtain from (7) and (3) ||x-*T = ||x-An+1zn+1-x" + (An+1-Sn+1)zn+1||2
-llv_A 7 _-v-" II2 _I_ I A -¡\ 12 || 7 || 2 -||* An+lzn+l -* II +|An+l °n + l| ||zn|| g ll^ll2-!-||x2||2 + • • • + ||xn||2 + bn+i||2+ ||zn+1|2.
Since the last 2 terms add up to ||xn+1[|2 we get the result. Let x" = oxxx+ ■ ■ ■ +onxn, S,=0 or 1, be such that (9) \\x-Xn+xzn+x-yn-x"\\2 ¿ |xi||2+---+||*nl|2
and put x' = x"+xn+1=xn+1 +yn+x+zn+1.
Since |An+1-l|gl and z¡_Lx¡,..., xn, yn+i, we get from (9) and (8)
•* II T|/>n+l 11 ||¿n + l|| â ||*1||2+---+ ||xn+1||2.
Case 4. i<n + l. Here again we assume that z'0 = l and consequently yx = l. We write now
Noting again that zn+1 1 xx,.. .,yn+x, |An+1-8n+1| ^1 we get
This proves Lemma 2.
Lemma 3. Let X={xn} be a sequence of elements ofL2. Let P(X) = {xh + xi2+ ■ ■ ■ +xik : ix<i2< ■ ■ ■ <ik}, Q(X) = co P(X) (convex hull ofP(X)).
Then Q(X)^R(X).
Proof. It is enough to show that R(X) is convex, since R(X)=>P(X). Let now y, z e R(X). We may assume Lemma 5. Suppose x¡ eL2, ||x¡|| ^M, i=l, 2,..., n. Let (11) xx + x2-i-hxn = a.
Then we can rearrange the order ofxt's, say into {x'x, x'2,..., x'"}, such that
Proof. First assume that a=0 and call the right hand side of (12) K. We proceed to rearrange xx,..., x" as follows. Let xi=X!. Clearly ||xi||2^F. On account of (11) we have 2 (x'x, xx) = (x'x, 0) = 0 and the first term of the sum is equal to \\x'x \\2 3:0. Hence for some x2 among x2,..., x" we must have (x'x, x2) g 0. From this it follows that \\x'x + x'2\\2 = ||xi||2 + 2(xi,x2)+|x2||2 g ||xi||2+|x2||2 g K.
Consider next 2 (*1+x2, xt) = (x'x+x2, 0)=0. The first 2 terms add up to || x'x + x212 0; hence for some x3 among x's different from x'x, x2 we must have (x'x+x2, x'3)
gO. So ||xi + x2 + X3|2 = ||xi + x2||2 + 2(x; + x2,X3)+||x3||2 g K.
Continuing in this fashion we get the result. Suppose now a^0. Then 2 (*i_n~1a)=0; so we can order x('s in such a way that
\\y j^-ifl) ¿ y xt--al á y ||*i|2+2-||xJ H|+-2H|2
We are now ready to prove Theorem 1. Let X={xn : n= 1, 2,...} be the sequence of functions satisfying the conditions a-d. Each xn can be written as xn=yn+zn, yne M, zne MX=N. It is clear that if {x"} is a rearrangement of X, then 2 x'n converges in L2 if and only if 2 y'n and 2 z'n converge in A2. We shall show first that 2 y'n converges for any rearrangements of y's. For any ye M we have (13) 2Kjw)I = 2K*».;>')I <«• Hence 2 (jn» y) converges absolutely, so every rearrangement of 2 (jn, y) will converge to the same limit, say W(y). This shows that 2^n converges weakly, and for every y e M, every subseries of 2 (yn, y) will also converge. This implies [1, p. 60 ] that every subseries of 2 yn will converge, which in turn implies [1, p. 59 (1-b)] that every rearrangement of 2 A converges in norm. The strong limit of 2 yn must be equal to the weak limit of 2 JV The weak limit of 2 yn is the same for every rearrangement, hence the strong limit must be independent of the rearrangement. This shows that 2 Fn converges unconditionally in norm, i.e. for every rearrangement it converges in norm to the same limit, say x0. This proves the first part of the theorem, since if a rearrangement of 2 xn converges in norm then the limit must be of the form x0 + 2 z'n where 2 z'n e N= M ±.
What remains to be shown is that for every w e N there exists a rearrangement of 2 zn which converges in norm to w. We introduce the following notation.
Let W={w{ : i= 1, 2,...} be an arbitrary sequence of elements in N. Put Let z e N, z#0. Then (14) and (15) also show that the sets Q(W-p) and z + R(W-p) are dense for every p e P(W) and zeN. Hence we have shown (A) for every w e N, z e N, p e P(W) and every e> 0 there exists rez+R(W-p) so that (16) ||w-r|| < e.
Choose w e N. We shall now construct a rearrangement of 2 zn which converges to w. Let We now put p2 as the first z not used as a summand in wx. Choose q2 ep2 + R(W-wx-p2) such that »72=p2 + w2> "2 6 R(W-(px + wx)) and \\w-wx-p2-u2\\ g £2.
Using Lemma 2 we choose /2 e F(IF-(pa + Wj)) so that II™ _ í ll2 < "V II7 II2 -a2 ||"2 '21| = ¿^ llZi|| -A2-2 Let w2=^2 + Í2 eP(W-wx).
We get again ||w-Wi-w2| g ||h'-h'1-p2-m2||-I-||m2-/2|| g e2 + A2.
Inductively it goes as follows. Suppose wx, w2,...,wn are already defined and satisfy so yk converges in norm to y. We also note that |(xn, j»fc)|=0 for n>k, hence 2 \(xn, yk)\ < oo for all k. However |(xn, _v)| = lntn and since 2(7 1 = oo y$M, i+2) log (i+2) log (log (i+2)) this shows that M need not be closed.
2. Next we give an example of a series 2 xn for which N=L2, or equivalently A7={0}. Let {en} be an orthonormal basis of L2. Define (41) xw = (_i)"+i2-"n-V Since ¡x<lk)||2=2-2'c«-2 then 2n 2* ||x<lfc)||2<co. It is also clear that 2n,* IK'lhco. We can order {xji0} into a single sequence {xn} such that 2 xn converges. We proceed by induction as follows. Let x1=x<i1), x2 = x(!2) and x3 = x<2). Suppose we have ordered all the elements x^\ n + k^m, into a sequence xx, x2,...,xN such that if x¡ corresponds to xnfc), x¡ corresponds to x(nfc+1) then i<j. We put 
