Abstract-We propose a new distributed Multi-Input MultiOutput (MIMO) architecture for mobile networks, which we refer to as reconfigurable distributed MIMO (RD-MIMO), where the communicating mobile nodes temporarily recruit adjacent nodes to operate as distributed antenna arrays. To best serve the communicating nodes, the node clusters are continuously reconfigured due to the node mobility and varying channel conditions. The frequency of reconfiguration depends on the required system performance, exhibiting a tradeoff between performance and complexity. We propose a practical node selection scheme, which activates only a small subset of transmitters. We evaluate the asymptotic performance of the scheme as a function of the number of recruited nodes, demonstrating that there is an optimal number of such nodes. Compared with the system that blindly activates all available transmitting nodes, our results show that the proposed RD-MIMO architecture with node selection achieves superior performance, especially as evident at low SNR. 
I. INTRODUCTION

A. MIMO and Distributed MIMO Technologies
I
N MOBILE networks, the performance of wireless communications is limited by several channel impairments, such as multipath fading and distance-dependent path loss. To combat these effects, the spatial diversity techniques, such as Multi-Input Multi-Output (MIMO), have been used as means to improve the link level performance [1] , [2] . For instance, in the traditional Co-located MIMO (C-MIMO) systems, where the antenna elements are implemented on single transmitter and/or receiver nodes, if the fading channels are uncorrelated, the link capacity scales linearly with the Manuscript received November 25, 2016; accepted January 13, 2017. Date of publication January 20, 2017; date of current version April 14, 2017 . This work was supported by the NSF under Grant ECCS-1308208 and Grant ECCS-1533282. Part of this work will be presented at the 2017 Conference on Information Sciences and Systems. The associate editor coordinating the review of this paper and approving it for publication was V. Raghavan minimum number of transmit and receive antennas. However, when C-MIMO is applied to individual mobile devices, due to the physical dimensions of the devices, the distances between antenna elements on each transceiver are small compared to the wavelength of the carrier frequency, and the fading channels are usually correlated [3] . In addition, as the possible array size is small, the number of effective scattering objects is limited [4] , [5] and the signal propagation is distorted by the so-called double scattering fading. Compared to the uncorrelated counterpart, the performance of the C-MIMO channels degrades, often significantly, under the impairments of antenna correlation [6] , [7] and the double-scattering fading [8] - [10] . Recently, Distributed MIMO (D-MIMO) architecture has attracted increasing attention, where multiple transmit and receive stationary nodes cooperate to form distributed antenna arrays. In typical wireless networks, the communicating nodes are separated by much larger distance compared to the wavelength of the carrier frequency. At such distances, a large number of uncorrelated nodes can be grouped into the transmit and receive clusters [11] , where each individual node may have only small number of antennas [12] or may see insufficient scattering environment [13] . Such formed D-MIMO systems can achieve capacity scaling similar to the uncorrelated C-MIMO systems [14] , [15] .
Previous works on the D-MIMO mainly focus on the cellular systems using remote antenna ports or base stations, which are connected to the central base station via high-speed fiber links. The purpose of such systems, termed Distributed Antenna System (DAS) [12] or Coordinated MultiPoint transmission (CoMP) [16] , is to improve the coverage area and the spectral efficiency of the overall cellular systems, where the users' data streams are conveyed through the infrastructure networks. Therein, the performance analysis of the D-MIMO usually assumes a particular antenna placement with fixed locations [17] - [24] or stochastic antenna placements over a restricted topology, e.g., Wyner's circular model [11] , [25] - [29] . These assumptions are relevant to the cellular networks, where the locations of the antenna ports are either fixed or can be controlled. Specifically, the asymptotic sum rate of large DAS networks with multiple noncooperative users was given in [11] using the Girko's law. The obtained expressions require solving fixed-point equations, and their solution does not have explicit form. By assuming a Wyner's circular antenna placement, the sum rate of DAS with multiple users were derived in [11] , [26] ,and [25] . In the presence of composite fast fading and shadow fading, the performance of DAS was studied in terms of the ergodic capacity [13] , [17] - [20] , [29] , [30] and outage capacity [20] , [23] , [30] . 0090 -6778 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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Results in [22] and [31] show that the D-MIMO exhibits higher diversity and multiplexing gains, compared to the C-MIMO counterpart.
B. Reconfigurable-Distributed MIMO Architecture
To eliminate some of the above shortcomings of implementing MIMO systems on small footprint mobile devices, we propose a novel distributed MIMO architecture, where the mobile nodes can roam within a limited geographical area. The architecture is based on two relatively-distant nodes (referred to here as cluster heads), which desire to communicate over a channel with insufficient capacity. The cluster heads are allowed to recruit other close-by mobile nodes, as to form transmit and receive clusters, and the clusters form together a D-MIMO system. Importantly, as the nodes that create the MIMO clusters can move, the clusters need to be continually reconfigured to achieve a pre-defined degree of improvement. Due to these features, we refer to the proposed architecture as Reconfigurable Distributed MIMO (RD-MIMO).
The RD-MIMO scheme is applicable in Device-toDevice (D2D) communication scenario [32] , as well as the next generation cellular networks, such as 5G systems and beyond, where a large number of mobile devices are available in relatively small areas [33] , e.g., rooms, buildings, or microcells. In addition, modern cellular devices are typically equipped with multiple radio interfaces, including the primary cellular connection and direct connections among proximity devices, such as WiFi or WiFi Direct [34] . Therefore, when two nodes communicate with each other over a relatively large distance, each of them can temporarily recruit (using the direct high-capacity local WiFi links, as an example) a group of adjacent nodes to form the transmit and the receive clusters, so as to improve the long-distance communication. The transmissions between nodes in different clusters are carried out via the primary cellular radio interface, while the cooperations within each cluster are via the wireless highcapacity local links. Using the reliable communication among the cluster nodes [15] , [35] , the transmit/receive symbols at the cooperating nodes are jointly encoded/decoded, and the end-to-end equivalent channel behaves as a D-MIMO channel, approaching C-MIMO. As the RD-MIMO system is formed by mobile devices, the system architecture is subject to dynamic changes due to the node mobility. Timely cluster reconfiguration is required to fully utilize the benefit of the MIMO transmission.
Due to these distinct features of the RD-MIMO, we seek answers to the following questions: (1) how many cooperative nodes are needed to satisfy the performance requirements between communicating head nodes and (2) how often the head nodes should reselect new clusters due to varying node locations and link qualities. To address the first question, we consider a simple and practical transmitter selection scheme, which selects a subset of transmit nodes having the smallest path losses towards the receive nodes. The performance metric to determine the number of active transmit nodes is the average achievable rate using the node selection scheme, which is defined as the ergodic capacity of the RD-MIMO system, averaged over all possible realizations of the node placements.
The average achievable rate has engineering intuition: the obtained rate is met for a typical node placement when nodes are placed randomly and independently [36] . This is relevant for the RD-MIMO systems, since the systems are formed by independent mobile nodes. As the systems are spanned over more diverse topologies, previous results on the capacity of D-MIMO systems with fixed node placement or stochastic Wyner's model cannot measure the system performance; thus, we derive new analytical expressions for the asymptotic average achievable rate using Random Matrix Theory (RMT).
To address the above second question, we consider a cluster reconfiguration scheme, which selects a new subset of transmit nodes periodically when the nodes move within the considered geographical area. The time interval between consecutive reconfigurations is selected statistically according to the node mobility pattern, where the active transmit nodes experience the smallest path losses towards the receive cluster with a given probability. Assuming that the transmit nodes are Brownian particles, we derive an approximation for the distribution of the time interval between consecutive cluster reconfiguration events. This approximation enables setting the cluster reconfiguration time analytically. We summarize the contributions of this paper as follows:
• Using RMT, we derive analytical expressions for the asymptotic average achievable rate of RD-MIMO. The considered rate is the average of the ergodic channel capacity over all possible realizations of node locations, which is applicable in the RD-MIMO scenarios due to random locations of mobile devices.
• Based on the derived rate expressions, we show that an optimal number of active transmit nodes exists to maximize the average achievable rate. As a comparison, when all transmit nodes are activated blindly, by increasing the number of transmit nodes, the achievable rate of RD-MIMO saturates to a limit that is less than the optimal setting.
• Assuming the transmit nodes move according to Brownian motion model, we derive an approximation for the time distribution between consecutive node reselection events. Based on this approximate distribution, explicit node reselection time is obtained, which periodically selects a subset of transmit nodes having the smallest path losses for a given probability. The computational complexity of the node (re-)selection scheme is shown to scale as O(K 2 log K ), where K is the number of transmit nodes.
• In addition, we compare the analytical result of the node reselection time with the simulation result, assuming the practical random walk mobility model. The comparisons show that the obtained expression provides a good estimate for the order of magnitude of the cluster reconfiguration time, when the transmit nodes move as random walkers. Numerical results on the cluster reconfiguration time also show that the RD-MIMO system is feasible and could be implemented in realistic communication scenarios. The rest of the paper is organized as follows. In Section II, we introduce the signal model and the node mobility model.
In Section III, we outline the node selection and reselection schemes. In Section IV, the average achievable rates of the RD-MIMO systems are derived, and the node reselection time is analyzed. Relevant numerical results are also provided. In Section V, we conclude the findings of the paper. Proofs of key technical results are derived in the Appendices.
II. SYSTEM MODEL Consider a wireless mobile communication network with K transmit and N receive nodes, where each transceiver is equipped with a single antenna. Among the transmit/receive nodes, there exists a transmit/receive cluster head node that initiates/terminates the user's data stream. The K transmit nodes form a cooperative transmit cluster, where the transmit head node is responsible to encode the information symbols into transmit signals, distributes the encoded signals to the corresponding assisting nodes, and synchronizes the transmissions within the cluster. Similarly, the N receive nodes form a cooperative receive cluster, where the receive head node collects the received signals from its assisting nodes and decodes the receive symbols. In this work, we assume that the node cooperation within each cluster is performed over reliable and high-speed local wireless connections, such as WiFi, while the transmissions between clusters are carried out via the separate cellular radio interface, prone to propagation impairments, such as fast and slow fading. As the local WiFi links have much higher rate compared to the cellular transmissions between remote clusters, the cellular transmissions are the bottleneck of the system, and the channels between the clusters resemble the distributed MIMO channels.
A. Signal Model
Given a transmit vector 1 x(t) = [x 1 (t), . . . , x K (t)] T , where x k (t) denotes the transmit signal of the node k at time t, the receive vector y(t) = [y 1 (t), . . . , y N (t)] T is expressed as:
where y n (t) is the received signal at node n in the receive cluster and the operation • denotes the entry-wise matrix multiplication. The fast fading coefficients between clusters are denoted as an N ×K matrix H(t), where its entries are i.i.d. standard complex Gaussian random variables, with h n,k (t) denoting the coefficient of the block fading channel between the k th transmit node and the n th receive node. Letting T c as the channel coherence time and M · T c as the length of the coding block, the channel H(t) remains constant over each coherence period, and is i.i.d. across different coherence periods. The distance-dependent path losses are modeled as the matrix G(t), with the entry g n,k (t) denoting the square root of the average channel gain between the k th transmit node and the n th receive node, such that:
where c p depends on the carrier frequency and represents the square root of path loss at unit distance, α (≥ 2) is 1 (·) T denotes the transpose operation. In the transmit cluster, the jointly encoded signal x(t) is perfectly conveyed from the head node to the assisting nodes via the local WiFi links. In the receive cluster, the received signal y(t) and the CSIs are perfectly conveyed from the assisting nodes to the head node. This is justified by the fact that the local WiFi links are assumed to have much larger rate than the cellular links. (A3) At the transmit nodes, the transmit signal x(t)
is Gaussian distributed with covariance matrix 2
In Fig. 1 , we show an example of a transmit and a receive cluster, spanned over a planar area. Typically, the shape of the transmit cluster will practically be assumed to be a circle (assuming omni-directional antennas), and could thus be modeled as the dashed circle in Fig. 1 . This cluster configuration corresponds to the case when the cluster is formed by the nodes within certain distance to the head node. The distance between the closest edges of the two clusters is denoted as d, with the receive cluster located at the origin O. The transmit nodes are randomly distributed in the circular area U of radius s/2 and centered at the transmit head node. However, it turns out that a square model (as shown in Fig. 1 in red) allows further analytical treatments for the achievable rate and the cluster reselection times of the RD-MIMO system. Therefore, we adopt the square model as an approximation to the above circular model, and we demonstrate in Section IV that the "error" introduced by the square model (as opposed to the circular model) is negligible. The analogous square model assumes that the cluster area U is a square, with the edge length of U denoted as s. To obtain tractable analysis and to gain insights into the impact of the distributed transmit nodes, we assume that the distance d is much larger than the dimension of the receive cluster. In this setting, the average channel gain is approximated as:
In the following sections, our analysis is based on the square cluster model, and the simulations in Section IV show that the obtained analytical results are good estimate of the performance of RD-MIMO with the circular node placement.
B. Mobility Model
Denote the locations of the transmit nodes at time t as a 1 (t), . . . , a K (t), where 0 ≤ t ≤ t max , and t max is the stopping time. The location of the i th transmit node is represented as
, where p i (t) and q i (t) are coordinates on the Euclidean plane. We model a node motion along the two coordinates as independent Brownian motions with reflected boundaries as described below. We consider that the transmit nodes move within the square cluster area U, as shown in Fig. 1 
where u i (t) and v i (t) are the coordinates on the Euclidean plane, and u i (t + h) − u i (t) and v i (t + h) − v i (t) are independent
Gaussian random variables with zero mean and variance Dh/2. Intuitively, a diffusion coefficient D (in squared meter per second) is the mean squared displacement of Brownian motion over one second, i.e., E[|w
We assume that the mobility of the transmit nodes is modeled as i.i.d. Brownian motions {W i } 1≤i≤K with reflected boundaries of U, such that:
where
III. TRANSMIT NODE SELECTION AND CLUSTER RECONFIGURATION
We consider practical node selection and cluster reconfiguration schemes, which only utilize the knowledge of path losses. The considered schemes activate a subset of transmit nodes for inter-cluster transmission and periodically reconfigure the transmit cluster to best serve the communicating head nodes, while reducing the operational costs, such as the signaling overhead to form the transmit cluster. In this section, we describe the procedures for the node selection and the cluster reconfigurations, as well as the key performance metrics to configure these schemes, such as the average achievable rate and the cluster reselection time. The performance of the proposed schemes and the performance metrics are quantitatively evaluated in Section IV.
A. Transmit Node Selection
Using channel sounding techniques similar to what is done in LTE [37] , the transmit nodes can measure the path losses of their own channels to the receive cluster nodes. The measurements are then conveyed to the transmit head node using the local links. Utilizing the path loss matrix G(t), a subset of L nodes (out of the K nodes) in the transmit cluster is activated for the RD-MIMO transmission; these L nodes are selected based on their smallest path losses towards the receive cluster. The L active transmit nodes are assumed to track the variation of path losses for rate adaptation purposes. 3 When the number of available transmit nodes is large, selecting a small subset of nodes could reduce the power consumption and signaling overheads induced by the channel measurements and measurement feedback. In addition, as will be shown in Section IV, the RD-MIMO channel may achieve an optimal average rate by properly selecting the number of active nodes. 4 A possible node selection procedure is detailed below: (P1) The head node in the transmit cluster determines the size of U by system considerations, such as the coverage area of wireless local links, the node density, the fading characteristics, etc. Nodes in U are reachable by the head node transmitting with certain power on the local links. Assume that there are K nodes in U. (P2) The head node transmits a "beacon message" to the nodes in the area U triggering the K candidate transmit nodes 5 to initiate channel measurements of the path losses of their own channels towards the receive cluster. The channel measurements are then sent to the transmit head node by local links. The channel measurements can be determined either via the inverse link using channel reciprocity or through feedback from the receive nodes.
having the largest average channel gains, by sending the nodes an "activation message", as to form the transmit cluster, i.e., the average channel gains of the selected active nodes are:
where g (i) (t) is the i th largest channel gain among {g 1 (t), . . . , g K (t)} at time t. The transmit power is equally allocated to the active transmit nodes, while inactive nodes remain muted.
Note that, using the knowledge of path losses, power optimization across transmit nodes can be performed to further improve the achievable rate. However, in most of the mobile networks, the transmit power of each node is managed by the node itself and is subject to hardware limitations of the devices. Thus, we assume here equal power for the active transmit nodes, and we leave the issue of power optimization with per-node constraint for future work. A MIMO technique analogous to the node selection scheme is the Transmit Antenna Selection (TAS) in C-MIMO, which chooses a subset of antenna elements depending on the fast fading channel coefficients. Among multi-antenna techniques, TAS is attractive, since it significantly reduces the hardware implementation costs [38] . The TAS scheme has been also motivated in multiuser scheduling by [39] due to a higher multiuser diversity gain compared to other MIMO systems. However, our proposed node selection scheme is different from TAS, since the selection criterion (5) depends on the path loss measurements, which results in different system behaviors and performance compared to the TAS schemes. Due to the approximation (3) and the selection criterion (5), the received signal y(t) in (1) after transmit node selection can be rewritten as:
where N × L matrix H (L) (t) denotes the fast fading coefficients between the active transmitters and the receive cluster, and G (L) (t) is a diagonal matrix with the i th diagonal entry being g (i) (t). The entry-wise matrix multiplication in (1) reduces now to the standard matrix multiplication in (6) . Due to the equal power allocation at the active transmit nodes, the transmitted signal is distributed as
where P is the total transmit power of the L transmitting nodes. Given the assumptions (AII-A)-(AII-A) in Section II-A, the instantaneous capacity of the channel (6) is given by [11] in nats/s/Hz as 6 :
where the time index t is dropped wherever it is clear from the context. The matrix (K ) are the ordered distances between the transmit nodes and the receive cluster, within which the receive nodes have the same location due to the approximation (3). We denote g 0 = c p d −α/2 and γ = Pg 2 0 /ρ 2 as the path loss and the receive SNR, respectively, as if the transceivers are located at O and E. We denote λ i , 1 ≤ i ≤ N, as the eigenvalues of the random matrix
Clearly, the performance of RD-MIMO depends on the number of active transmit nodes. It is thus important to choose a proper value of L to optimize the node selection. Herein, the performance of the node selection is evaluated via the 6 det(·) denotes the determinant of matrix.
average achievable rate of the RD-MIMO system, defined
, where the expectation is taken over all realizations of path loss G (L) and fast fading H (L) . The average achievable rate has engineering intuition: it is the expected rate for a typical node placement when each node is placed randomly and independently.
B. Cluster Reconfiguration
As the transmit nodes move randomly within the cluster area, the subset of nodes with the largest channel gains towards the receive cluster changes over time. When some inactive nodes experience more favorable channel conditions compared to the active nodes, reselection of a new subset of transmit nodes may be needed to improve the performance of RD-MIMO. However, since the path losses are tracked and fed back to the head node only by the active transmitters as to reduce signaling overhead, 7 a scheme is needed to initiate the channel feedback from inactive nodes and for the node reselection. To timely capture the reselection event, the transmit head node periodically triggers the channel measurements and feedback from all the candidate transmit nodes to the head node. The frequency of the cluster reselection needs to be properly set to achieve a tradeoff between the system performance and complexity, e.g., operational costs. In other words, although a frequent reconfiguration would ensure good system performance, it may come at the expense of prohibitively large complexity of the system operation. On the other hand, an insufficiently frequent reconfiguration would every-so-often leave the system in too suboptimal condition. In what follows, we evaluate this tradeoff for a particular system setting, where the reselection time is determined statistically according to the node mobility pattern. Note that when the capacity of the RD-MIMO channel drops below a desired threshold, the transmit head node may also trigger the reselection before the periodic reselection time is reached.
Without loss of generality, the initial distances between the receive cluster at the origin (0, 0) and the transmit nodes are ordered as |a 1 (0)| ≤ · · · ≤ |a K (0)|, and the nodes with indexes 1, . . . , L are the selected active transmit nodes. Due to the criterion (5) and g i (t) being a decreasing function of the distance, the node reselection needs to be performed when any of the active node has larger distance compared to any of the inactive node. Given the initial node locations, the time instance to perform a node reselection is defined as the first hitting time τ between the active and the inactive nodes, such that:
To trade off between timely reconfigurations and system complexity, the periodic reselection interval is chosen to capture a fraction of reselection events as defined in (8) . Specifically, for a fixed (0 < < 1), the reselection interval t satisfies:
where H (·) denotes the distribution function of the first hitting time τ when the transmit nodes move according to the Brownian motion model as defined in Section II-B. The reselection interval t is set to capture (1− ) of all reselection events as defined by the reconfiguration criteria. For instance, if (8) defines a reconfiguration criteria, then t 0.1 will indicate the time duration in which (on the average) at least 90% of the reconfiguration events (8) occur. Said differently, if we periodically reconfigure the system every t 0.1 , then we expect that (on the average) the active nodes have the smallest path losses towards the receive cluster in 90% of the time. By decreasing , the number of initiated cluster reselection operations is increased as to maintain good performance at the expense of more frequent channel measurements and feedback from the inactive transmit nodes.
IV. PERFORMANCE ANALYSIS OF RD-MIMO
In this section, we derive asymptotic expressions for the average achievable rate using tools for the spectral analysis of large dimensional random matrices. Assuming transmit nodes are Brownian particles, the cluster reselection time is obtained for the RD-MIMO systems. Based on the analytical expressions, we answer the following questions regarding the (re-)configuration of a transmit cluster: (1) how many active nodes are needed, and (2) how often a reselection should take place. Numerical simulations in this section are conducted with MATLAB R2015a.
A. Asymptotic Average Achievable Rate
To gain insight into the performance of RD-MIMO, we adopt an asymptotic analysis for the spectrum of large random matrix
In the following, we consider the asymptotic regime of:
Numerical results in this section show that the obtained asymptotic results, assuming (10), serve as good approximation for a practical RD-MIMO system with "not-so-large" L and N. Similar observations have been also pointed out by [5] , [7] , [8] ,and [10] for other MIMO configurations.
In the following proposition, the average achievable rate of RD-MIMO is given in the asymptotic regime (10) with integer value of the path-loss exponent α.
Proposition 1: In the asymptotic regime (10) with integer values of α, the average achievable rate R L = E[C L ] almost surely converges to a nonrandom limit as:
where η ≥ 0 is the solution of the fixed-point equation:
The functions V (γ ) and G(ω) are given in (13) and (14) The asymptotic rate R L obtained by (11) requires one to evaluate the fixed-point equation (12) . In general cases, the solution is intractable, and does not yield insight into the behavior of the RD-MIMO systems. However, in the next subsections, we utilize Proposition 1 to obtain explicit expressions of R L for high and low SNR regimes. Based on the explicit expressions, we observe that the average achievable rate can be maximized by optimally selecting L, which is typically smaller than the total number of the candidate nodes K . In addition, we obtain the explicit rate expression when the transmit head node blindly activates all transmit nodes. As the number of transmit nodes increases, we observe that the achievable rate saturates to a limit that is less than the rate achieved by the optimal node selection setting. The results on the asymptotic rate R L and the optimal number of selected nodes L are vital for the operation of the cluster (re-)configuration schemes.
1) Optimal Number of Active Transmit Nodes:
We assume next that the inter-cluster distance d is much larger than the edge length s such that d → ∞ while s fixed. Based on Proposition 1, simple and intuitive rate expressions are obtained in Corollary 1 in high SNR (γ → ∞) and low SNR (γ → 0) regimes, respectively.
Corollary 1: Assume d → ∞ while s fixed. The average achievable rate R L at high SNR (γ → ∞) is
given by:
At low SNR (γ → 0), the average achievable rate R L is given by:
Proof: The proof of Corollary 1 is in Appendix B. According to Corollary 1, when the number of active transmit nodes L is large, R L is a decreasing function of L. To see this, we note that when ζ 1, (ζ −1) log ζ /(ζ −1) ≈ 1. Thus, the rate R L in high SNR regime behaves as:
Similarly, in low SNR regime, we have ζ log(1 + γ /ζ ) ≈ γ , and thus the rate R L behaves as:
Both (17) and (18) show that R L is a decreasing function of L, and that a higher path-loss exponent α leads to more severe rate degradation. In addition, the average achievable rate reduces more rapidly at low SNR, as R L is proportional to 1 − (L + 1)α/(2(K + 1) θ). This is in contrast to the high SNR case, where the rate reduction (L + 1)α/(2(K + 1) θ) is marginal compared with large value of log γ . On the other hand, when L is small, the capacity C L in (7) may be improved by activating additional transmit nodes, if the channel gains of the activated nodes exceed a certain threshold. For instance, by setting the channel gain σ (1) = 1, the difference exp(C 2 ) − exp(C 1 ) can be lower-bounded by using the inequality [47, eq. (18)] as 8 :
where ψ(·) denotes the digamma function [40, eq. (8.360/1)]. By expanding the first term in the right-hand-side (RHS) of (19) and ignoring the term with the smaller power of γ , at high SNR the capacity can be improved by including one additional transmit node when:
In addition, using approximation [18, eq. (12) ], the ratio between C 2 and C 1 at low SNR can be lower-bounded by:
8 C 1 and C 2 are C L for L = 1 and 2, respectively. To obtain a larger C 2 compared with C 1 , the channel gain σ (2) should satisfy:
It is noted that the left-hand-side (LHS) of (22) is a decreasing function of σ (2) when 0 ≤ σ (2) ≤ 1 and becomes positive infinity as σ (2) → 0. Then, there exists a minimum σ min that satisfies (22) with equality. Therefore, at low SNR, the capacity improvement by using one additional transmit node requires σ (2) ≥ σ min . To sum up, when the channel gain σ (2) fulfills the condition (20) or (22), the capacity C L is increasing as a function of L at L = 1 and decreasing when L is comparable to K , i.e., L ≈ K . Thus, there exists an optimal L that maximizes C L . In addition, when SNR is small, the rate reduction is more severe at large L and it is more beneficial to select a smaller number of transmit nodes in this operational regime.
In Fig. 2 , we investigate the impact of the number of active transmit nodes in the large and low SNR regimes.
Assuming that the number of receive nodes is fixed to be N = 8, the number of candidate transmit nodes is set to be K = 10, 20, 40, and 60, and that the transmit nodes are uniformly distributed in the square area U with s = 15 meters. The distance between the transmit and the receive clusters is d = 30 meters with path-loss exponent α = 4. Fig. 2(a) shows the average achievable rate (11) as a function of the percentage of active transmit nodes L/K , when SNR γ = 10 dB. As L increases, the average achievable rate drastically improves for a relatively small increase in L, and the performance varies only mildly when more transmit nodes becomes active (above 60% when K = 10 and 20, and above 30% when K = 40 and 60). Furthermore, as the ratio L/K approaches 1, the performance of RD-MIMO actually degrades for K ≥ 20. Fig. 2(b) shows the average achievable rate when the SNR γ = −10 dB. In this case, the optimal rate can be achieved by utilizing only a small number of the transmit nodes, e.g., 3-6 best nodes from the available K transmitters. When L exceeds this optimal setting, the achievable rate decreases proportionally to L. These results indicate that an optimal rate can be achieved by using the proposed node selection scheme. This is in line with our predictions based on (17)-(22). The node selection scheme is especially effective in the low SNR regime, as the optimal rate can be attained by selecting a smaller subset of transmit nodes.
2) Rate Saturation With Blind Transmit Nodes:
In this RD-MIMO scenario, we assume that the transmit head node blindly activates all candidate nodes in the cluster area U, i.e., L = K . Based on Proposition 1, we show in the following corollaries that the resulting average achievable rate saturates to a limiting rate when the number of transmit nodes increases. On the other hand, numerical results show that for a given SNR, the fluctuation of the ergodic capacity diminishes and that the ergodic capacity is (nearly) independent of realizations of path losses between the transmit nodes and the receive cluster. Therefore, the rate adaptation of such RD-MIMO systems is easy to implement, where the transmit nodes do not need to track the path losses, and no cluster reconfigurations are required to cope with the changes in path losses.
Corollary 2: In the asymptotic regime (10) with L = K , the average achievable rate R K is given by (11) with V (·) and G(·) reducing to:
where θ = d/s. The function F (·) is given by: Proof: The proof of Corollary 2 is in Appendix C. Although Corollary 2 is derived assuming integer values of α, (23) and (24) are valid for any path-loss exponent α (≥ 2) being a real number. This can be verified by taking the expectations in (33) over the distribution of {σ k } 1≤k≤K .
We omit the derivations due to the page limitation.
Corollary 3: In the asymptotic regime (10) with L = K , the average achievable rate R K for large but finite ζ = K /N is given by:
Proof: The proof of Corollary 3 is in Appendix C. In the case of blind transmitter, Corollary 3 states that the average achievable rate of RD-MIMO approaches the limit (26) by increasing the number of transmit nodes K within the fixed cluster area. As the spatial degree of freedom is limited by the number of receive nodes N when ζ > 1, the rate of RD-MIMO with blind transmit nodes cannot be efficiently improved by densifying distributed transmit antennas. Fig. 3 shows the average achievable rate R K assuming that there are N = 4 receive nodes and K = 1, 4, and 8 transmit nodes. Using Corollary 2, we obtain the rate R K with the inter-cluster distance d = 30 meters and with the edge length of transmit cluster s = 5 meters. The path-loss exponent α is set to 4. As the number of transmit nodes increases, the improvement of the average achievable rate is large when K is relatively small (from 1 to 4 transmit nodes), especially in the high SNR regime. However, when K is large, the improvement becomes marginal and the achievable rate of RD-MIMO approaches the limit given by (26) , as predicted by Corollary 3. These results show that, in the case of blind transmitters, the RD-MIMO formed by a relatively small number of transmit nodes (e.g., K = 8 in this setting) can attain almost full rate achieved by densifying transmit cluster with K → ∞, while N fixed. When a large number of transmit nodes is available, only a small subset of nodes needs to be activated to tradeoff between the exploitable performance and overheads induced by forming the transmit antenna array. In addition, the standard deviations of the ergodic capacity C K calculated from 10 3 realizations of node placements are plotted as vertical lines centered at the average rate R K . It is clear that the fluctuations of ergodic capacity due to the network topology is marginal as long as all candidate transmit nodes are activated. This fact further reduces the signaling overhead within the transmit cluster, since the path loss measurements from transmit nodes are not needed for rate adaptation at the head node. As a comparison, we also plot the the achievable rate of RD-MIMO when the transmit nodes are uniformly distributed in a circular area, as shown in Fig. 1 . Results in Fig. 3 show that the Corollary 2 also accurately estimates the achievable rate in the circular cluster configuration.
B. Node Reselection Time
To enable a tractable analysis for the reselection time, we adopt a heuristic assumption that when d s, the distances |a i (t)| ≈ p i (t). Therefore, the first hitting time τ in (8) becomes: (27) In addition, we define the pairwise first hitting time between nodes a i and
. The reselection time τ can be rewritten in terms of τ i, j as τ = min i, j (τ i, j ), and the distribution of τ is given by H (t) = Pr(τ < t) = 1 − Pr(min i, j (τ i, j ) > t). Using the Fréchet's inequality [48] , H (t) is lower-bounded as: (28) where H i, j (t) is the first hitting time distribution of nodes a i and a j , and for simplicity we denote H L (t) ≡ H L ,L+1 (t). The second equality in (28) is clear as H L (t) is the first hitting time distribution between two nearest nodes from the active and the inactive sets. Assume that at time t = 0 the system completes the previous node selection, and that the node motions are in steady state, 9 such that the position of an arbitrary node is uniformly distributed within the cluster area U. Based on these assumptions, an approximation for the first hitting time distribution H L (t) is given by the following proposition. In particular, the derived approximation is especially accurate at the left tail of the distribution function, i.e., at small = H L (t ), which is of the most interest to initiate timely cluster reselection and capture most of the reselection events (27) .
Proposition 2: The first hitting time distribution H L
denotes the parabolic cylinder function [40, eq. (9.240)] , and the constants c 1 = 1.095 and c 2 = 0.7565.
Proof: The proof of Proposition 2 is in Appendix D. Using Proposition 2, the reselection time t , defined in (9), can be estimated as
In addition, numerical results show that the finite summation (29) can be well approximated by taking the first two summands with n = 0 and n = 1 for a wide range of system settings. This reduces H L (t) to a quadratic function in √ t, and the reselection time t can be explicitly solved as:
As the number of nodes K increases, it is clear from (31) that t ∼ O(1/K 2 ) for a fixed probability . As the node reselection scheme requires path loss measurements from all K users, the feedback overhead is proportional to K . However, using the well-known opportunistic feedback schemes, such as the one discussed in [49] , the amount of feedback scales as log K . Thus, overall, the computational complexity (number of channel measurements per unit time) at the transmit head node scales as O(K 2 log K ). When K is large, the computational complexity may be prohibitively large and a node pre-selection is needed to randomly choose a subset of the K nodes as the candidates in the node selection scheme. In the pre-selection phase, each node is independently selected with a probability K /K reducing the average number of candidate nodes to K . The average achievable rate after the pre-selection is given by Proposition 1 with K replaced by K . The value of K needs to be configured to trade off between the induced rate degradation and the computational complexity. As shown in the settings of Fig. 2 , a pre-selection with K = 40 nodes exploits most of the RD-MIMO performance, and only marginal improvement can be obtained with a larger K .
Next, we show the impact of the number of transmit nodes on the cluster reconfiguration rate, and we use the reselection time (31) obtained for the Brownian motion model to estimate the reselection time for the random walk mobility model. In the cases of the random walk, the walk step per unit time δ t is set to a = 0.05 meters with the instantaneous velocities of v node = a /δ t = 1, 5, and 10 meters/second (which correspond to 3.6 km/h, 18 km/h, and 36 km/h, respectively). Accordingly, the diffusion coefficient D is set such that the mean square displacements of the Brownian motion and the random walk are equal in each step, i.e., D δ t = 2 a . Fig. 4 shows the reselection time t with = 20% as a function of the number of available nodes K in the cluster area U. The number of active nodes is set to L = 4, the inter-cluster distance is d = 50 meters, and the edge length of the transmit cluster is s = 5 meters. At low velocity of v node = 1, the reselection needs to be performed within 3000 milliseconds when the number of available nodes is small. As K increases, the required reselection time decreases to hundreds of milliseconds. In the case of larger velocities with v node = 5 and 10, the reselection time is below 100 milliseconds for most of the considered values of K . In all cases, the analytical expression (31) provides a useful estimate for the order of magnitude of the reselection time of the corresponding random walk model. Especially, (31) yields a closer estimation when the random walk velocity is larger, which is when the random walk behaves more similar to the Brownian motion. We conclude that in the investigated scenarios, the reselection time is feasible for practical implementation of the RD-MIMO system.
V. CONCLUSION
As small footprint mobile devices can typically accommodate only a single antenna, and thus have limited ability to cope with severe channel impairments. The proposed reconfigurable distributed MIMO (RD-MIMO) architecture is able to enhance communication between mobile devices, such as is the case in D2D communication scenarios, and between devices and the cellular infrastructure, as is the case in traditional cellular scenarios. With each communicating node temporarily recruiting clusters of adjacent nodes, implementation of temporary distributed MIMO transmission between clusters is enabled as a spatial diversity technique, where the node cooperation is performed via high-speed local wireless links.
Using Random Matrix Theory, the asymptotic average achievable rates of the proposed RD-MIMO architecture were obtained in closed-form expressions. Results show that the cluster formed by a selected subset of nodes not only reduces the operational overhead incurred by the cluster cooperation, but may also achieve performance improvement compared to the case of blindly activating all available nodes. In particular, the node selection scheme is an efficient mean to maximize the rate of RD-MIMO in the low SNR regime, where merely 3-6 transmit nodes need to be selected even when there are 10-60 candidate neighboring nodes.
Due to node mobility, the cluster reconfiguration is needed to reselect a new subset of nodes when their channel conditions become more favorable. When the transmit nodes are modeled as Brownian particles, the required time interval to perform node reselection ranges from hundreds of milliseconds at small velocity to dozens of milliseconds at large velocity. The obtained reselection time serves as an estimation for the order of magnitude of the cluster reconfiguration times in other mobility models, such as the random walk model. Importantly, these reconfiguration rates demonstrate that the RD-MIMO technique can be practically implemented in future systems, such as the next generation cellular systems and D2D systems.
APPENDIX A PROOF OF PROPOSITION 1
To enable a tractable analysis for the spectrum of matrix (L) , instead of dealing with the square area U shown in Fig. 1 , we adopt a further approximate area U shown in Fig. 5 , which is constructed as follows: keeping the locations of E and F fixed, the edges AD and BC in Fig. 1 
The approximate cluster U effectively projects the transmit nodes onto E F.
Denote
. As the transmit nodes are uniformly distributed within the cluster, s (k) is the k th smallest order statistics of K uniformly distributed random variables over the interval [0, s] . It is known that s (k) follows the Beta distribution with density function given by:
where 
where λ denotes an arbitrary eigenvalue randomly picked from the L eigenvalues of (L) . Using the density function (32), G(ω) is calculated by definition as:
The second integral is identified to be B(l, K − l + 1). When α is a positive integer, the integrand of the first integral can be decomposed as a sum of partial fractions [40, eq. (2.102)] as:
where 1 (ω) and applying [40, eq. (3.197. 3)], we obtain:
Interchanging the order of summations and recalling the definition of the generalized hypergeometric functions, we obtain (14) . The Shannon transform of (L) is calculated as
where the second equality is obtained by comparing with (34) . (13) is obtained by direct integration.
APPENDIX B PROOF OF COROLLARY 1
Assuming d → ∞ while s is fixed, we start the proof of Corollary 1 with a simplified form of R L summarized in the following lemma. 
± ζ /(2γ ). Proof: With ω = −γ η/ζ , the fixed-point equation (12) is rewritten as:
Inserting (14) into the LHS of (40) and applying a series representation [40, eq. (9.14.1)] for 3 F 2 , we obtain:
where the second equality is obtained by interchanging the order of summations. Letting θ → ∞ and taking the leading order term of (41), the fixed-point equation (40) can be approximated as ω/(ω−1) = 1/ζ +ω/γ , which has an explicit solution η = −ω ζ /γ = A − (ζ, γ ). Next, we derive an approximation for the Shannon transform V (γ ) by applying [40, eq. (9.14.1)] to the integrand of (13) . Specifically, we have: 
Direct integration of (42) 
Inserting (43) into A ± (ζ, γ ) in Lemma 1 and ignoring the infinitesimals as γ → ∞, we obtain the leading order terms of A + and A − as:
Substituting (44) into (39), after algebraic manipulations we obtain (15) . The proof for the low SNR regime is similar by noting that the expansion of 4ζ γ + (γ − ζ − γ ζ ) 2 at γ = 0 equals:
The rate approximation (16) follows by inserting (45) into A ± (ζ, γ ). 
APPENDIX C ASYMPTOTIC RATE WITH BLIND TRANSMITTERS
Proof of
where the second equality is due to the integral representation [40, eq. (9.111)] for 2 F 1 and applying the partial fractional decomposition. By variable substitution z = (1 + t/θ ) α and applying [40, eq. 3.194 .5], we obtain: 
Using the recursive relation [40, eq. (9. 137.4)], we obtain (23) .
Proof of Corollary 3:
Letting ω(γ ) = −γ η/ζ , the fixedpoint equation (12) with G(·) given by (24) can be rewritten as:
According to [41] , η is an implicit function of γ and defined as η = E[1/(1+γ λ )]. Therefore, ω(γ ) is a decreasing function in γ and we have:
As indicated by the inequality (50), ω lies on the negative axis.
For ω ≤ 0, it is easy to verify that F (ω) is a decreasing function of ω and F (0) = −1. As γ → ∞, lim γ →∞ ω(γ )/γ = 0, and solving F ω(∞) = −1 + 1/ζ with ζ > 1 yields ω(∞) bounded away from infinity. Since F (ω) is a smooth function around the origin, by increasing ζ , ω(∞) can be made arbitrarily small. Therefore, when ζ is large, the solution of (49) satisfies ω(γ ) ≈ 0 and F (ω) can be approximated by the Taylor expansion at ω = 0 such that:
Inserting (51) into (49) 
Similarly, taking Taylor expansion of F (·) and of log(·) at ω = 0 in (11), the rate R K becomes:
where the second equality is due to (52) . By inserting (52) into (53) and ignoring the infinitesimal, we obtain (26).
APPENDIX D PROOF OF PROPOSITION 2
The conditional survival probability of the process τ L , L+1 given initial condition p L (0) = f and p L+1 (0) = h is defined as: S(t| f, h) = Pr{τ L ,L+1 > t| f, h}, where 0 ≤ f ≤ h ≤ s. According to [50, eq. (17) ], the survival probability S(t| f, h) can be decomposed into S(t| f, h) = S 1 (t|( f + h)/ √ 2) · S 1 (t|(h − f )/ √ 2), where S 1 (t|x) is given by [51, eq. (X.5.8)] as:
where R = √ 2s, (·) = (1 + erf(x/ √ 2))/2 denotes the standard Gaussian distribution function, and erf(x) = 2/ √ π x 0 e −t 2 dt is the error function. The expression (54) is known to capture the small time behavior of the first hitting process τ L ,L+1 , where the infinity summation (54) converges quickly at small t. In particular, we keep the term m = 0 in (54) and notice that the Gaussian distribution ((R ± x)/ √ Dt) ≈ 1 when R is significantly larger than the mean displacement of the Brownian motion √ Dt at small time. Due to the symmetry of the Gaussian distribution, S(t| f, h) can be approximated as
