Abstract. This work presents an evaluation of two time domain-based features, i.e., fractal dimension (FD) and higher order crossings (HOC), for the subjectindependent EEG-based recognition of four affective states as a preliminary step towards a practical real-time affective brain computer interface. EEG data were acquired from an experiment targeting the elicitation of four emotions using affective sounds. Features were computed for each electrode individually and tested in terms of classification using the k-nearest neighbors classifier. Results show that the valence of affective states can be recognized effectively, when the arousal level is specified. Moreover, an above chance level classification accuracy was achieved using a single electrode for the four affective states recognition. Both FD and HOC performed similarly, while the best classification rates were achieved form frontal electrode locations.
Introduction
There are important cultural differences in emotions that can be predicted, understood and connected to each other in the light of cultural expressions. In this vein, the incorporation of affective state recognition modules in the digital capturing of aspects of intangible cultural heritage can potentially lead to the deeper understanding of the causalities and generative processes that govern such aspects. By employing EEG data for the recognition of emotions, their dynamic character can be further revealed.
During the past years, a vast amount of research has been conducted to investigate the neuroanatomical basis of human affective responses. A detailed review of pivotal research can be found in [1] . The acquired knowledge fostered the development of methodologies for EEG-based emotion recognition by employing advanced signal processing techniques and machine-learning algorithms (for reviews refer to [2] , [3] ). Particularly, in [3] , the offline emotion recognition potential of two time domainbased features, i.e., the fractal dimension (FD) and the higher order crossings (HOC) of EEG signals, has been highlighted. In the past, HOC have being proposed as an effective feature for the recognition of six basic emotions [4] , especially in combination with hybrid adaptive filtering [5] , but a limited number of EEG electrodes was used. Moreover, in [6] , the FD of EEG signals, arising from the frontal cortex, was used as feature in order to map brain activity to six emotions. Subjectdependent FD thresholds were used as decision rules, rather than machine learning algorithms. In a similar work of the same authors, a HOC-based feature has been further added to the FD-based ones in order to enhance recognition accuracy [7] .
In this context, the goal of this work is to evaluate the affective state recognition potential of these two time domain-based features, i.e., FD and HOC, extracted from EEG signals over different brain areas as a preliminary step towards the development of a practical, real-time, and user-independent brain computer interface for emotion recognition. Here, two critical characteristics of such a system are addressed, i.e., low processing complexity by extracting features directly in the time domain, and practicality by acquiring EEG data using the portable and wireless Emotiv EPOC headset (Emotiv Systems, Inc., San Francisco, CA). Two classification problems are investigated, i.e., the recognition of two levels of valence (positive/negative) and the recognition of four affective states defined by the two levels of valence and two levels of arousal (high/low). Valence denotes if an affective state is positive or negative, while arousal constitutes a measure of excitation [8] .
Time Domain Features

Fractal Dimension (FD)
The complexity of EEG signals serve as a measure of the degree of activation of the brain area from where the signals have been captured [9] . Here, the complexity of EEG signals is measured using the FD of the signal. Higuchi's algorithm [10] is used for FD estimation. In Particular:
From a time sequence of 
where N is the total length of the data sequence x and 
Higher-Order Crossings (HOC)
HOC is the sequence of the numbers of zero-crossings observed after a series of highpass filters are applied to a finite zero-mean time series
. HOC provides a measure of the oscillation of a signal; the more pronounced the oscillation is, the higher the expected number of zero-crossings will be, and vice versa. The steps for the HOC sequence extraction are as follows [11] .
Let  be the backward difference operator defined by
The difference operator is a high-pass filter. If we define the following sequence of high-pass filters
we can estimate the number of zero-crossings for the k -th order by initially constructing a binary time series
and estimating the number of zero-crossings by counting value changes in
3 Implementation
EEG Dataset
The EEG dataset, analyzed in this study, was acquired through an experiment during which ten subjects listened to affective sound excerpts while their brain activity was recorded. EEG signals were acquired using the Emotiv EPOC wireless recording headset bearing 14 channels (AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8), referenced to the common mode sense (CMS -left mastoid)/driven right leg (DRL -right mastoid) ground ( Fig. 1(b) ), under a 128 Hz sampling frequency. Participants, i.e., three females and seven males, belonged to the same age group (22.20 ± 1.23 years) and written consent was obtained from them prior to their participation in the procedure. Thirty 6-s long sound excerpts from the 2nd edition of the International Affective Digitized Sounds (IADS) [12] database, were carefully selected in order to elicit four affective states (six per state), i.e., anger (negative valence -high arousal), sadness (negative valence -low arousal), happiness (positive valence -low arousal), and excitement (positive valence -high arousal). Moreover, six neutral excerpts were also used. Before the procedure, each participant was briefed about the experiment and received instructions concerning the assessment of the affective states. The experiment consisted of five consecutive sessions with each session targeting the elicitation of one of the four aforementioned emotions, plus the neutral state. In each session, the six sound excerpts were presented to the participant following the trial protocol depicted in Fig. 1(a) . Each participant was sitting comfortably before a computer screen wearing the EPOC device and in-ear headphones. Each trial started with a 6-s black screen followed by a white cross presented in the center of the black screen, in order for the participants to focus. Then, a 1-s 440-Hz tone designated the beginning of the 6-s sound excerpt. The same tone also followed after the excerpt in order to designate its end. Afterwards, participants were prompted to rate the affective state that they experienced, using the SelfAssessment Manikin (SAM) [13] test in an onscreen rating form that was presented for 12 s. The SAM test provides 9-level scales for measuring both valence and arousal. The total number of trials was equal to the number of excerpts, i.e., 30 per subject and 10 × 30 = 300 in total. In the Higuchi method, the parameter kmax was set to 5 after testing on artificial Weierstrass cosine signals with known FD (Fig. 2(a) ). As far as HOC features are concerned, order k of HOC was set to 29 as it yielded the largest deviation between the zero crossings values of the different classes (for an example see Fig. 2(b) ). The classification approach adopted in this study was user-independent, i.e., classification was performed on the complete dataset, created from all subjects' EEG responses. The estimated FV s were grouped in four classes, namely "PVHA", "PVLA", "NVHA" and "NVLA". Class "PVHA" comprised of FV s (15 instances) corresponding to the trials in which subjects rated their valence and arousal as 7-9, class "PVLA" comprised of FV s (13 instances) corresponding to the trials in which subjects rated their valence as 7-9 and arousal as 1-3, class "NVHA" comprised of FV s (19 instances) corresponding to the trials in which subjects rated their valence as 1-3 and arousal as 7-9, and class "NVLA" comprised of FV s (15 instances) corresponding to the trials in which subjects rated their valence and arousal as 1-3.
Features Estimation and Classification
The estimated FV s were fed to a widely used classifier, i.e., k-nearest neighbors (k-NN) [14] . For the k-NN classifier, the Euclidean distance was selected as the distance metric and the number of nearest neighbors was set to 3 (= k). In order to use the entire dataset for training and testing the classifier, a 10-fold cross-validation scheme was adopted [15] and, furthermore, repeated 100 times in order to acquire more robust classification results. Classification performance was evaluated by means of the average classification accuracy ( CA ) and the standard deviation (σCA) of CA over 100 runs of 10-fold cross-validation, i.e., 1000
CA values. Table 1 presents the correlation coefficients between the self-assessed valence/arousal levels and the valence/arousal norms as provided by the IADS database for the 30 sound clips used in the experiment and each participant. All correlation results are significant at the p = 0.05 level. Results show that participants' ratings are highly correlated (> 0.7) with the IADS norms as far as the valence level is concerned. On the contrary, participants' arousal ratings are not in accordance with the norms provided by the IADS database, as correlation coefficients are low (< 0.6) in most of the cases and, in certain ones, even negative, denoting that some participants rated certain sounds clip, in terms of arousal, as the opposite of what was intended. Despite the nature of the sounds used and the instructions given to each participant about the SAM scales prior to the experiment, correlation results indicate that arousal levels were not successfully elicited or they were not properly identified by the participants, as opposed to the valence levels. The latter can be further interpreted by the idea that the notion of valence, i.e., if an emotion is positive or negative, might be more familiar to the participants and, consequently, more easy to assess than the level of excitation that the arousal scale represents. Based on these results, the classification process was focused on the discrimination of the positive or negative nature of the affective states (valence). The arousal level, i.e., high or low, is taken under consideration by defining three classification cases, i.e., regardless of arousal, high and low arousal. For the sake of completion, the four classes problem is also investigated.
Results and Discussion
Self-Assessment of Affective States
Classification Results
Recognition of Valence
For the P-NV case (regardless of arousal), feature sets, corresponding to positivelyand negatively-valenced responses to sound clips, regardless of the level of reported arousal, were subjected to the classification procedure. Fig. 3(a) depicts the CAs achieved for each electrode, as well as the concatenated FV for all electrodes, and for each feature extraction method, i.e., FD and HOC. FD-based features yielded higher Fig. 3 . Classification results derived using the two feature extraction methods, i.e., FD and HOC, for each electrode (AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, AF4) and the concatenated FV of all electrodes (ALL), for each classification case: (a) P-NV, (b) P-NVHA and (c) P-NVLA. CA s are presented as bars and the σCAs as vertical lines on top of each bar.
CAs as compared to HOC-based ones, with the best CA {69.76 (± 3.06) %} achieved for electrode F8 over the right frontal lobe. For the HOC-based features, the highest CA was also achieved for electrode F8 {62.46 (± 2.57) %}. In general, the two feature extraction methods did not differ significantly in terms of CA as indicated by the paired t-test comparison [t(14) = 1.05, p = 0.31]. FVs constructed from features computed for all electrodes failed to yield better classification results for both the FD {59.01 (± 3.37) %} and HOC cases {50.77 (± 2.71) %}.
In the P-NVHA case (high arousal), feature sets corresponding to positively-and negatively-valenced responses to sound clips, for a reported high level of arousal, were subjected to the classification procedure. Fig. 3(b) depicts the classification results. As opposed to the P-NV case, here, HOC-based features yielded higher CAs as compared to FD-based ones, with the best CA {85.41 (± 1.85) %} achieved for electrode F3 over the left frontal lobe. However, as indicated by the statistical comparison, the two feature extraction methods did not differ significantly in terms of classification performance [t(14) = -1.45, p = 0.17]. For the FD-based features, the highest CA was achieved for electrode F8 {84.79 (± 2.02) %} on par with the P-NV case. Again, FVs constructed from features computed for all electrodes failed to yield better classification results for both the HOC {52.71( ± 2.76) %} and FD feature extraction approaches {67.76 (± 4.11) %}.
For the P-NVLA case (low arousal), feature sets corresponding to positively-and negatively-valenced responses to sound clips, for a reported low level of arousal, were fed to the classifier. Fig. 3(c) depicts the classification results. On par with the P-NVHA case, HOC-based features yielded higher CAs as compared to FD-based ones, with the best CA {81.34 (± 3.29) %} achieved for electrode FC6 over the right frontal lobe. For the FD-based features, the highest CA was achieved for electrode O2 {71.55 (± 3.04) %}. In this case, the prevalence, in terms of higher CAs, of HOCbased features was statistically corroborated by the t-test comparison [t(14) = -3.57, p < 0.05]. FVs constructed from features computed for all electrodes performed, once again, poorly as far as both feature extraction approaches are concerned {HOC: 59.01 (± 3.37) %; FD: 59.01 (± 3.37) %}.
Recognition of Four Affective States
Finally, for the four affective states classification case, feature sets corresponding to the PVHA, PVLA, NVHA, and NVLA responses were subjected to the classification procedure. Fig. 4 depicts the classification results in the same manner as Figs. 3(a) -3(c). As it was expected, in general, CAs are significantly lower compared to the twolevel discrimination accuracies of valence. FD-based features yielded the best CA {46.35 (± 3.11) %} achieved for electrode F8 over the left frontal lobe, while the highest CA for the HOC-based features was 42.89 (± 2.16) for the same electrode location. It must be noted that, although CAs are low, they are significantly higher than the ~25 % chance level of the four classes case.
The two feature extraction approaches did not differ in terms of performance [t(14) = 2.89, p = 0.21]. Once again, FVs constructed from features computed for all electrodes failed to yield better classification results for both the HOC {33.73 ( ± 2.43) %} and FD feature extraction approaches {42.90 (± 3.31) %}. Table 2 represents the confusion matrix for the case where the highest CA was achieved, i.e., FD-based features from electrode F8. Columns of the matrix represent the true classes, while rows represent the prediction of the classifier. It is observed that a significant percentage (28.40%) of instances of class PVHA were paradoxically misclassified as NVLA, i.e., as the "opposite" affective state. The same holds for instances of class NVLA that were misinterpreted as PVHA (41.07%). This outcome, in conjunction with the fact that valence levels alone are more accurately recognized using the same features (see Sections 4.2.1), can be interpreted to a certain extent by the misleading ground truth, in terms of arousal, arising from the deviant self-reported arousal levels, as indicated in Section 4.1. 
Conclusion
This work constitutes a preliminary step towards the establishment of an effective subject-independent affective state recognition method for real-time applications that remains an ongoing challenge. Results highlighted the potential of the two time domain-based feature extraction methods to lead to a satisfactory recognition of valence levels of affective states from frontal sites of the brain. However, further and extensive research must be conducted towards the recognition of different affective states, in terms of both valence and arousal. The focus of future work will be placed on: 1) expanding the dataset by conducting the experiment on a larger number of subjects by reassuring, at the same time, an effective elicitation and assessment of arousal levels, 2) investigation, in terms of classification performance, of features combination from subgroups of electrodes.
