Discrete generalized multigroup theory and applications by Zhu, Lei, Ph. D. Massachusetts Institute of Technology
Discrete Generalized Multigroup Theory and Applications
By
Lei Zhu
B5.Eng. Engineering Pnysics, I singnua university, 2005
M.S. Nuclear Engineering, Texas A&M University, 2008
Submitted to the Department of Nuclear Science and Engineering in- 
Partial Fulfillment of the Requirement for the Degree of
Doctor of Philosophy in Nuclear Science and Engineering
at the
MASSACHUSETTS INSTITUTE OF TECHNOLOGY
February 2012
@ Massachusetts Institute of Technology. All rights reserved
I .
Signature of Author:
Certified by:
Certified by:
Accepted by:.
Department of Nuclear Science and Engineering
November 8, 2011
/7 __ enoit Forget - Thesis Supervisor
Assint Professor of Nuclear Science and Engineering
Kord S. Smith - Thesis Reader
KEPCO Professor of the Practice of Nuclear Science and Engineering
Mujid S. Kazimi
TEPCO Prof, oe Nuclear Engineering
Chair, Department Committee on Graduate Students
MASsA

Discrete Generalized Multigroup Theory and Applications
By
Lei Zhu
Submitted to the Department of Nuclear Science and Engineering
on November 8, 2011, in Partial Fulfillment of the
Requirements for the degree of Doctor of Philosophy in
Nuclear Science and Engineering
ABSTRACT
This study develops a fundamentally new discrete generalized multigroup energy
expansion theory for the linear Boltzmann transport equation. Discrete orthogonal
polynomials are used, in conjunction with the traditional multigroup representation, to
expand the energy dependence of the angular flux into a set of flux moments. The leading
(zeroth) order equation is identical to a standard coarse group solution, while the higher
order equations are decoupled from each other and only depend on the leading order
solution due to the orthogonality property of the discrete Legendre polynomials selected.
This decoupling leads to computational times comparable to the coarse group calculation
but provides an accurate fine group energy spectrum. A source update process is also
introduced which provides improvement of integral quantities such as eigenvalue and
reaction rates over the coarse group solution.
An online energy recondensation methodology is proposed to improve traditional
multilevel approach in reactor core simulations. Since the discrete generalized multigroup
(DGM) method produces an unfolded flux with a fine group structure, this flux can then
be used to recondense the coarse group cross-sections using the obtained core level fine
group DGM solution, which can be done iteratively. Computational tests on light water
reactors and high temperature reactors are performed. Results indicate that flux can fully
converge to the fine group solution with a computational time less than that of standard
fine group calculation as long as a flat angular flux approximation is used spatially.
The recondensation concept is extended to a nonlinear energy acceleration form. The
method can effectively accelerate the fine group calculation by providing a more accurate
initial guess provided from a few iterations of DGM recondensation calculation.
Computational results show that the computational time and number of transport sweeps
of the accelerated algorithm are much less than those of corresponding standard fine
group calculations.
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Chapter 1. Introduction
1.1 Motivation
Current core-level deterministic methods rely entirely on the multigroup energy treatment
of the nuclear cross-sections [Bell 1970] [Henry 1975] [Duderstadt 1976] [Lamarsh 1983]
[Hebert 2009]. In the energy condensation process, continuous energy data is condensed
in a more manageable multigroup format through multiple levels of approximation to
eventually produce a reduced-complexity dataset with which the core calculation can be
performed efficiently. Reaction rates are conserved based on the knowledge of the exact
energy spectrum. Since this quantity is unknown a priori, a multilevel approach is used to
refine the flux spectrum approximation which is then used to condense the cross-sections
into a smaller number of groups.
As the number of energy groups is reduced, spatial detail is added often going from a 1-D
pin cell to a 2-D fuel assembly to an eventual full 3-D core. This multilevel approach
generally assumes that strong spectral effects are local and can be approximated coarsely
as the spatial size increases to reduce computational costs. As the level of heterogeneity
increases in nuclear reactor core designs, this assumption breaks down and requires
adjustments.
Additionally, this process leads to a considerable loss of energy resolution. In typical core
level calculations, 2 groups are used in Light Water Reactors (LWR) and 20 groups are
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used in Fast Reactors. While such an approach has proven sufficient for current reactors
for which many experiments were performed, it is envisioned that high-fidelity core
modeling will require thousands of energy groups if one desires to improve the predictive
capability of the simulation. Increasing the number of energy groups allows for a better
representation of the resonance region and a more accurate spectral description but comes
with a substantial computational cost which is proportional to the number of energy
groups.
In particle transport problems, the neutron flux is a function of space, angle, energy and
time. The nuclear community has put much effort on development of different spatial and
angular discretization methods and associated acceleration algorithms, while less effort
has been put on the energy discretization methods. The dominant treatment of the energy
dependence is the multigroup method, especially at the core level.
The goal of this dissertation is to develop an energy treatment for the neutron transport
equation that reduces the computational cost needed for high-fidelity modeling of nuclear
reactors.
1.2 Objectives
The main objective of this work is to develop a new energy discretization approach that
reduces reliance on the multilevel approach (i.e. ID pin cell, 2D lattice, 3D core). The
goal is to embed the cross-section condensation process inside the core level calculation
15
and eliminate the need for pin cell or lattice level calculations. Additionally this new
approach must remain computationally competitive with current few group strategy and
fit in the framework of common deterministic transport methods.
1.3 Thesis organization
This thesis is organized as follows. Chapter 2 reviews existing methods and includes four
subsections. Section 2.1 briefly reviews the existing energy variable discretization
methodologies in deterministic transport theory. Section 2.2 reviews existing lattice-core
level iterations methods.
Chapter 3 is dedicated to the Discrete Generalized Multigroup (DGM) method. Section
3.1 derives the DGM form of the transport equation. Section 3.2 compares discrete and
continuous energy expansions and illustrates the advantages of discrete expansions.
Section 3.3 shows computational results for 1-D BWR assemblies and cores tests. Section
3.4 summarizes important findings.
Chapter 4 develops the online recondensation methodology with computational results.
Section 4.1 describes the method while Section 4.2 presents the computational results of
this extension. Section 4.3 discusses limitations of DGM recondensation from the
perspective of spatial discretization and accuracy of the perturbation technique used in
the collision term, and briefly analyzes memory requirement of recondensation. Section
4.4 provides a brief summary of the chapter.
16
Chapter 5 develops an energy acceleration method based on the recondensation result as
an initial guess for fine group calculation.
Chapter 6 summarizes the theories and methodologies developed in this work, followed
by a discussion of possible future work and directions.
17
Chapter 2. Background and Review
This chapter first reviews existing energy discretization methods in deterministic
radiation transport theory, followed by the multilevel approach using the multigroup
energy discretization simulations and lattice-core level iteration methods. The third
section reviews energy related acceleration methods, followed by a review of orthogonal
polynomials.
2.1 Energy related discretization methods in deterministic transport
2.1.1 Multigroup methodology
Current core-level deterministic methods rely exclusively on the multigroup energy
treatment of the nuclear cross-sections [Bell 1970] [Henry 1975] [Duderstadt 1976]
[Lamarsh 1983] [Hebert 2009]. The multigroup discretization divides the energy domain
into G energy intervals. Group flux is defined as an integral quantity within each group,
and group cross sections are defined as an average value over each group using an
approximate flux spectrum as the weighting function.
Since the discrete generalized multigroup method is closely related to the standard
multigroup method, a brief derivation from continuous energy to the standard multigroup
form of the transport equation is given in Appendix A. The key aspect is the definition of
18
the group cross sections which are averaged cross sections within a group weighted by
the exact flux spectrum:
Eg-_
f a(E)f(E)dE
a E (2.1)
ff (E)dE
E,
For a problem with defined geometry and composition, the only way to obtain accurate
multigroup cross sections is to know the exact flux spectrum f(E) within each group
which should also depend on space and angle in heterogeneous problems. Unfortunately
this spectrum is not known and approximation is needed. Errors in this approximation are
the major cause of uncertainty associated with the multigroup method. The flux spectrum
is very sensitive to the isotope concentration and spatial dependence, especially when
resonances are present. A phenomenon known as self-shielding occurs, which refers to a
change in resonance absorption due to spatial and spectral variations of the neutron flux.
Self-shielding effects should be considered in the processing of nuclear cross section data.
The following sub-sections briefly review alternative energy discretization methods in the
literature.
2.1.2 CENTRM and submoment expansion
An alternate approach to the multigroup method is the use of pointwise cross section data
[Ching 1976] [Liu 1981]. Williams et al developed the 1 -D discrete ordinates code
19
CENTRM for nuclear data processing that treats part of the nuclear data as pointwise
cross-sections [Williams 1995] [Williams 2009]. The method uses a combination of
multigroup and pointwise treatments to obtain a very accurate pointwise neutron
spectrum. The "submoment" expansion technique is used to accurately evaluate the
scattering transfer function. CENTRM is currently used in the SCALE [Bowman 2007]
package to generate resonance shielded multigroup data. The code solves a fixed source
transport equation in infinite media or 1-D pin-type geometries.
The full energy range (0-20MeV) is divided into 3 intervals, i.e., Upper Multigroup
Range (UMR), Pointwise Range (PW) and Lower Multigroup Range (LMR). Flux
calculations in the 3 intervals are coupled through the scattering sources. The PW region
is chosen to be above the thermal energy range and to include all the resolved resonances
of important isotopes, i.e., 4eV-10keV. In particular, the PW region should be below the
inelastic scatter threshold of all significant materials. UMR and LMR are regions where
cross sections have much smoother variation where multigroup calculations are
performed.
Results from CENTRM provide a pointwise energy flux spectrum on a fine energy
structure (-30,000-70,000 discrete points) and thus greatly improves the energy
resolution. The discrete pointwise flux is then used as weighting function for PMC
[Williams 2009, 2], a module in Scale to process results from CENTRM, to generate self-
shielded group cross sections used for higher spatial dimensional calculations.
Computational results showed that CENTRM/PMC provides a more accurate flux
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spectrum for the treatment of resolved resonances than NITAWL [Greene 2009], the
prior module used for self-shielding in SCALE which uses the Nordheim Integral method
[Hollenback 1998].
A special consideration in CENTRM is that in the expression of spherical harmonic
moments of elastic and inelastic (if included) scattering sources, the integrand contains
coupling of the initial and final energy of the scattered neutrons which make the overall
algorithm very inefficient. Thus a submoment expansion method was proposed to
evaluate the anisotropic scattering source efficiently under this pointwise transport
framework [Williams 2000].
In order to decouple the initial and final energy dependence in the integrand of scattering
source moments, this spherical harmonic scattering source moment is further expanded in
a series of factored submoments. This double expansion facilitates the treatment of the
scattering sources but introduces numerical instability for heavy nuclides that require
high angular expansion. The total number of submoments increases rapidly with
increasing order of scatter, which limits the order of anisotropic scattering.
CENTRM solves one dimensional simple geometry problems, e.g., ID pin cell geometry
with a white boundary condition. This representation is an important limitation of this
approach. Moreover, due to the fine energy nature of CENTRM, it is difficult to extend to
core level calculations where much more spatial details are needed. An extension was
proposed for 2D pin cell geometries which showed promise [Zhong 2005] [Zhong 2006].
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2.1.3 RAZOR continuous energy lattice code
The RAZOR lattice code proposes a "near-continuous" energy pointwise solution method
on the lattice level calculation to generate few-group diffusion constants that account for
self-shielding effect [Zerkle 1997]. This method was developed to improve the resonance
energy treatment within the multigroup methodology and uses pointwise data to generate
the multigroup data. RAZOR solves one and two dimensional fixed source neutron
transport problems.
Continuous energy transport is used in both fast and thermal energy ranges. In the
slowing down algorithm a "dual energy resolution" was developed to obtain detailed
energy resolution while at the same time reducing memory requirements by a
combination of fine and coarse group slowing down buffers.
Similar to CENTRM, RAZOR and these lattice level codes with detailed energy
treatments are difficult to extend to core level calculations due to the high computational
resource requirements.
2.1.4 Wavelet energy expansion
A wavelet function expansion method was developed for the treatment of self-shielding
effect [Wu 2010]. Similar to CENTRM, the non-resonance energy ranges use standard
multigroup method. In the resonance range, the energy is divided into many group
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intervals. The energy dependence of angular flux is then expanded using Daubechies'
wavelet scaling function [Daubechies 1992] to separate energy dependence spectrum
with spatial and angular dependence coefficients of the angular flux. A set of equations
can be solved for the spatial and angular dependent coefficients using the orthogonality
properties of Daubechies' wavelets scaling function. Finally the flux spectrum can be
unfolded after obtaining these coefficients.
A program WAVRESON was developed using this methodology with the method of
characteristics (MOC). Benchmark problems with infinite homogeneous medium, single
pin and cylindrical cluster geometries were tested and results showed that this method
can give errors on the order of less than one percent on k-infinity by comparing with
MCNP reference solutions.
A disadvantage of the method is the computational burden because the angular flux needs
to be expanded to high orders. Within each of the resonance energy intervals, many
coefficient equations need be solved. The detailed energy treatment makes it difficult to
be applied to complex geometry problems.
2.1.5 Linear multigroup method
A linear multigroup method was developed [Attieh 2002] [Attieh 2004]. The standard
multigroup method is assumed to have a piecewise constant spectrum within each group,
i.e.,
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fg(E)=1, EE[E,E_] (2.2)
=0, else.
Under this assumption, the authors proposed a generalized member function; in particular,
the linear multigroup method assumes a hat basis function to give the spectrum a linear
dependence within each group:
fg(E)= E - Eg** EE [Eg+,,,Eg]
g g+(3
, E e[Eg,Eg,].
E,_, - E,
This shape function is similar to the linear basis function used in continuous finite
element method, thus the name Linear Multigroup (LMG) method. With this linear shape
function, the LMG cross sections were generated by modifying NJOY modules and the
resulting cross sections were used to solve for gamma ray fluxes and absorption rates in
different energy groups.
The proposed LMG method was tested on two gamma ray spectrum calculations in
infinite homogeneous oxygen medium, with continuous spectrum and monoenergetic
sources, respectively. The results from multigroup and LMG with the same number of
energy groups were compared. Results showed that errors with the LMG or a
combination of LMG and multigroup were smaller than those with standard multigroup
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method, given the same multigroup energy structure. With the increase of number of
energy groups, the new approaches converge faster than the multigroup method.
There are a few issues with this method. Firstly, due to the overlapping of basis functions
in a particular group, the total cross section has "group-to-group" dependence which is
non-physical, i.e., instead of a, in a group, .,g_, qg and ,) exist in a group. The
generation of these pseudo cross sections requires extra computational effort. Moreover,
solving the linear system with these extra pseudo entries also require more computational
effort. The scattering matrix similarly has non-physical entries for scattering from each
group to the next higher group (named "fictitious upscattering") for each group, which
makes the scattering matrix denser than the standard multigroup method and thus requires
more computational effort to solve.
Secondly, this method is tested in the infinite homogeneous medium, and it can be
applied in shielding problems, as well as the early stage of cross section processing with
ultra-fine energy groups when the standard multigroup method is assumed to have a
constant shape function within each energy group. The extension of the method to core
level simulation would be difficult.
2.1.6 Opacity distribution function concept
Up to this point all the discussions are related to different energy treatment in particle
transport and reactor simulations. This section briefly discusses an opacity distribution
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function (ODF) concept in the astrophysics field [Carbon 1973] [Carbon 1974] [Querci
1974]. The calculations of opacities within a frequency interval is conceptually similar to
the discrete generalized multigroup method developed in this study because both methods
allow spectrum variation within each discretized interval of either frequency or energy.
The ODF concept was initially introduced by Chandrasekar in 1935 to represent a range
of opacities within a frequency interval which he used to study stellar radiation, and was
subsequently used in model-atmosphere calculations by Strom and Kurucz in 1966
[Carbon 1974]. The ODF method separates the frequency domain into intervals
somewhat equivalent to the multigroup concept in reactor physics. The opacity in each
interval is then distributed as a probability distribution function (pdf) over the opacity
range covered. The pdf is most often represented by a histogram. This methodology
allows for frequency variations within the interval when performing the calculations, but
all the frequency dependence within an interval is lost. The approach is similar to the
probability table concept adapted in nuclear reactor analysis [Hebert 2009]. The approach
is also conceptually very similar to the proposed discrete generalized multigroup method;
however the DGM method has the added advantage of conserving the energy dependence
within each group.
2.1.7 Energy expansion using continuous orthogonal polynomials
In previous studies, a generalized multigroup method was developed [Forget 2007]
[Rahnema 2008]. This was achieved by generalizing the standard condensation procedure,
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assuming that the energy dependence of the neutron flux (spectrum) could be expanded
in a set of orthogonal basis functions, and folding this dependence into the cross-section
condensation process. It was shown that the standard condensation procedure is contained
within this generalized method as a zeroth-order approximation and by implementing this
method, computational time is reduced to that of standard coarse-group computations, but
preserving some details usually associated with much finer-group solutions.
The validity of the method was demonstrated with a l-D Sn transport code with a
Legendre polynomial expansion of the energy variable on 1-D problems of varying
heterogeneity. The results showed that a few-group solution could provide a continuous
energy flux spectrum that closely matched a much finer group solution.
The main problem that arises is that the multigroup method is discrete in energy.
Expansions using continuous orthogonal polynomials will introduce numerical
instabilities, i.e., Gibbs effects [Gibbs 1898] near multigroup boundaries where flux
discontinuity occurs. This naturally introduces negative fluxes at near-zero flux regions
and cannot be eliminated regardless of expansion order.
Also due to nonphysical negative fluxes, iterative core level recondensation which uses
unfolded fluxes to regenerate cross sections can be difficult. Nonphysical flux oscillations
near group boundaries induce numerical issues when the flux is used as a weighting
spectrum to regenerate cross section moments. Furthermore, without recondensation,
integral quantities cannot be further improved.
27
The proposed DGM method in this study is very similar in nature but has proven more
appropriate for discrete energy treatment in deterministic codes. Instead of using a
continuous orthogonal expansion, this study proposes the use of a discrete orthogonal
expansion. The discrete expansion is a more appropriate fit in the multigroup framework
and provides enormous advantages over the previous formulation as will be shown in this
thesis. A detailed comparison of the discrete and continuous expansions will be discussed
in the next chapter.
2.2 Current multilevel approaches in reactor simulations
2.2.1 General multilevel approach
In nuclear reactor simulations, generally it is difficult to solve core level fine energy
structure flux due to the computational burden and memory requirements. A multilevel
approach is used to refine the flux spectrum approximation, as is shown in Fig. 2.1.
Starting from basic nuclear database such as the Evaluated Nuclear Data File (ENDF)
[Herman 2010], cross section processing codes such as NJOY [MarFarlane 2000] are
generally used to generate fine group (a few hundred groups) cross sections, assuming an
infinite homogeneous medium, by including resonance self-shielding and Doppler
broadening information. The GROUPR module in NJOY provides a set of built-in weight
functions that are representative of a few typical nuclear systems. For resonant isotopes,
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the slowing down equation is solved to obtain a more representative weighting function
that accounts for the self-shielding effects [MarFarlane 2000].
Pin
Cross section Lattice
database L
Core
Fig. 2.1 Typical multilevel approach in Light Water Reactor calculations.
The processed data is then used to evaluate the spatial self-shielding effects either on a
pin-cell or a subset of a lattice using either subgroup methods [Levitt 1972] [Cullen 1974]
[Nikolaev 1976], equivalence in dilution methods [Stamm'ler 1983], or point-wise
treatment [Williams 1995] [Williams 2000] [Williams 2009]. The obtained fine group
cross sections are then used for lattice level calculations. Their purpose is to compute
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few-group cross sections for core level calculations, in a small component of the core
with local operating conditions.
The lattice level solution is then used as a weighting function for spatial homogenization
and energy condensation. The obtained coarse group, spatially homogenized cross
sections are then used at the core level using diffusion theory. The main idea is to
preserve the reaction rates and boundary currents as one reduces the complexity of the
problem.
2.2.2 Lattice-core online iteration methods
As discussed in Section 2.1.1, in the existing multilevel approach, the lattice level fine
group calculation assumes an infinite lattice condition which is a major source of error
when generating coarse group cross sections for core calculations. In order to provide
higher fidelity calculations for advanced reactor cores, online condensation of lattice -
core iteration techniques have been actively pursued [Gougar 2009] [Jung 2009] [Roberts
2010]. The general idea of these methods is to improve the infinite lattice assumption by
iterating between lattice and core level calculations, as is shown in Fig. 2.2, using the
boundary conditions of the core level solution. Two examples are as follows.
Iterative Transport-Diffusion Methodology (IGDM) was developed by Roberts et al for
Light Water Reactor core analysis to improve the accuracy of the noted spectral effect
[Roberts 2010]. Iterations between the lattice level and core level calculations were
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performed to improve the condensation of the nuclear data by accounting for the effect of
neighboring nodes. The method was tested on a set of two dimensional LWR mini-core
benchmark problems and showed good improvement.
Pin
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Fig. 2.2 Lattice-core online iteration.
Similarly, a combination of COMBINE unit cell calculations, one dimensional discrete
ordinates transport calculations of SCAMP, and nodal diffusion calculations of PEBBED
were implemented to account for the neighboring effects in core with long mean free
paths [Gougar 2009]. COMBINE generates homogenized unit cell cross sections for each
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1-D node which are used by SCAMP to solve for the flux distribution along the
dimension. The obtained flux distribution is used to generate nodal diffusion parameters
for core calculations.
These lattice-core online iteration methods improve the general once through lattice-core
multilevel approach used in most existing deterministic core simulations. However, these
online iteration methods are typically very time consuming as the lattice details must be
computed for each iteration for each lattice in the core.
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Chapter 3 Discrete Generalized Multigroup Energy Expansion
Theory
This chapter derives the DGM method in which the discrete orthogonal polynomials are
used [Zhu 2010]. Following the derivation is a detailed comparison between the DGM
method and the continuous energy expansion method. One dimensional computational
tests on a set of BWR-like assemblies and cores are performed. Accuracy of discrete
expansions in limiting cases and numerical issues are discussed.
3.1 DGM method derivation
The starting point for the derivation is the time-independent integro-differential neutron
transport equation with no external sources (i.e. eigenvalue problem). A similar
procedure can be applied readily to a source-driven problem, time-dependent problem or
other forms of the transport equation:
U -V V(r, U, E) + a, (r, E)yf(r, U, E)=
dE dia (, ' -fl, E' -+ E)y(r,Ui', E')+d (3.1)
0 4z'
X ~r, E)" . -- - . - -. .
4)kfdE' d6 va, (r, E )yl(r, i ', E').
0 4x
In Eq. (3.1), definitions of all variables can be found in Appendix A. If the energy
spectrum is separated into G coarse groups, the scattering kernel can be expressed using
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spherical harmonics, and assuming fission to be isotropic, Eq. (3.1) in coarse group g
with energy Eg can be written as:
U -V y(r, 2, Eg) + a, (r, Eg)V(r, Ui, Eg)=
G oo I Y.*
E I I IM fdEg,,-,(r, E,. --> E,)# ,,,(r, E,,) + (3.2)
g'=1 1=0 m=-l z AE.
X(r,Eg) J
4xk fdEva,(r, E.)#(r, E.).
Eq. (3.2) thus separates the transport equation over G coarse groups, but the energy is still
continuous within each group. It is now possible to apply the multigroup methodology
within each coarse group g as:
U -iV yI(r, U,K)+ ,(r,K)V(r, U, K)=
G co I y* (f M  GM-1 (3.3)
,,r, L -> K)#,,,,(r, L) + ~,K{ Y a (r, )(,L
g-=1 1=0 M=- 4)r L=0 4)Zk g'=1 L=0
In going from Eq. (3.2) to Eq. (3.3), it is assumed that there are N fine group points
within coarse group g with point index K =0,1,2,..., N -1, and M fine group points
within coarse group g' with point index L =0,1,2,..., M -1. This is equivalent to having
an ultra-fine multigroup equation where each coarse group has varying fine group
structure.
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The following step is to expand the energy dependence of the angular flux into a set of
Discrete Legendre Polynomials (DLOP) or Discrete Tchebichef Polynomials (DT)
moments. A review of discrete orthogonal polynomials is in Appendix B. The energy
dependence of the angular flux in Eq. (3.3) can be expanded using DLOP or DT within
each coarse group g as:
N-i 1
2(r, U, K) = I P(K, N - 1)fg(r, U), (3.4)
,=O p(i,N -1)
where AEK e AEg, K =0,..., N -I is the index of the fine energy group point within the
coarse group g, N is the total number of fine group points within the coarse group g, and
p(i, N -1) is defined in Eq.(B.13) for DLOP and in Eq. (B.20) for DT. The flux moments
can be obtained from the orthogonality relation:
N-I
yg (r,U) = EP (K, N - 1)V(r, Ul, K). (3.5)
K=O
Substituting Eq. (3.4) into Eq. (3.3), and then multiplying and summing by
N-I
1P(K,N -1) to obtain:
K=O
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U -V yg (r, n) +o ,,jg (r, U)Yrg (r, U)=
N -1 G -o I * -
EP (K,N -1)E a r, L -+ K)#, (r, L) + (3.6)
K=0 g =1 1=0 m=-l 4z L=0
ig~r) G M-1
4F -k Z Vaf (r, L)#(r, L)
g'=1 L=0
where yig (r, Ul) is defined in Eq. (3.5) and where
N-1
g (r) Pi (K, N -1)X(r, K), (3.7)
K=O
N-1
S P(K,N-1)q,(r,K)r(r,f,K)
,a (r, 92) = K=0 N-i (3.8)
EP (K, N -1I)yr(r, Ul, K)
K=0
In writing Eq. (3.1), it is assumed that X does not depend on isotopic concentrations. If
X has isotopic dependence, it cannot be separated from the rest of the fission term since it
should be weighted by the isotopic fission rates.
A multigroup equation is now obtained in which each coarse group g contains an
expanded flux. The zeroth order of this expansion reverts directly to the well-known
multigroup approximation and all higher orders offer information of the spectrum within
each coarse group. Additionally, as was done in [Rahnema 2008], the total cross-section
is defined as the mean within the coarse group g and a higher order perturbation term:
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c, (r, K)= 0,g (r)+ Sg (r, K), (3.9)
where
N-1
Ia, (r, K)#0(r, K)
qt,og (r) = K-0 N- (3.10)
Ef0(r,K)
K=O
and thus
N-I
F Pi (K, N - 1)g (r, K)y(r, fl, K)
J,(r,n)= K=0 N-1 (3.11)
ZP,,(K, N -1I)y(r, fl,K)
K=O
The advantage of this 6-term approximation is that only the zeroth order flux appears in
the denominators, which makes the method more stable numerically in the presence of
cross-section moments that are near zero.
Another reason to define such a perturbation term is due to the angular dependence of the
total cross section moments, which is not unique to the DGM method. In the derivation of
multigroup equation from continuous energy transport equation, or from fine to coarse
group energy condensation, or from fine to coarse mesh spatial homogenization [Smith
1980], the angular dependence of total cross section appears in the equation due to
reaction rates conservation in these transport-transport processes. A similar perturbation
technique in deriving the multigroup equation from continuous transport equation is
described in [Bell 1970] and [Lewis 1993]. If the "pseudo" angular independent total
cross section is weighted using scalar flux as in Eq. (3.10), it is called "consistent Pn"
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approximation in [Bell 1970], which is also the case here. A more detailed discussion
about this perturbation technique will be discussed in the next chapter. Equation (3.6)
thus becomes:
U -V yi, (r, Q) + a,,Og (r)y,, (r, 2) + bg (r, 2)Log (r, 2)=
N-1 G oI y* - '-
P(K, N -1I)j2 Y ' ,(r, L -+ K),,,(r, L) + (3.12)
K=O g =11 =0 m=- 4z LO
i (r) G M-1
4k( GMV, (r, L)#(r, L)
'kg =1 L=0O
The next step is to treat the scattering and fission terms on the right hand side (RHS) by
preserving the reaction rates. The reaction rates can be defined as:
Rf (r, L) = vf (r, L)#(r, L)
R,,,,, (r, L -> K) = r,, (r, L -+ K)#, (r, L)
(3.13)
(3.14)
Expanding both the reaction rates in the following way:
M-1 1
R(r, L) = P (L, M - 1)Rjg (r),
0 p(j, M -1)
where
M-1
Rjg (r) = Z Pj (L9 M - 1)R(r, L).
L=-O
(3.16)
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(3.15)
By the treatment of orthogonal expansion in Eq. (3.15), the reaction rates are preserved.
The RHS of Eq. (3.12) becomes:
N-1 G -o I (* M-1M-1
RHS = Pj(KN -1)" 1 P.(L, M -1)R,,,.(r, K)+
K=0 g'=1 1=0 m=-l 4) L=0 j=0 p(j, M -1)
j, (r) G M -1 M-1
* 1 2 P(L,M -1)Rjg,.(r)
4rk g'=1 L=0 j=0 p(j,M -1)
G oo I M-1 Y* -N-1 M-1
= 2 2 m 2f(, 11 Rijg.(r,K)>L
g-=1 1=0 m=-I j=0 4) K=0 p(j,M -1) L=0
(r)G M-1 1
4k ,I.=0p(j,M -1) f
(3.17)
Pj(L, M -1)+
M-1
,,(r)Z P.(L,M -1)
L=0
Now applying the properties of DLOP or DT stated in Eqs. (B.16) and (B.2 1), only the
zeroth order terms (j =0) remain on the RHS. The RHS can thus be simplified as:
RHS = L I IP> (K, N -1)R 0 .(r, K)+ - R ,,.(r
g'=1 1=0 m=-l 4z K=0 4zk g'=1
G oo I N-1 M-1
= ZE Y PZ (K, N -1)Z E ,(r, L -> K)#l(r, L)+
g =1 1-=0 m=--4 K=0 L=0
i(r) G M-1
E E af (r, L)$(r, L)
4xrk g'=1 L=0
(3.18)
G o I Y *
= E2 E - ,,,.
g'= 1 l=0 M=-l 4)
( g(r)g+ 4 L v0,,.)(r)#,.(r),
4gk '=1
where the coarse group scalar flux and the coarse group fission and scattering cross-
sections are given by:
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M-1
(r)= 0f(r, L), (3.19)
L=O
M -1
Z a(r) = 2 ,(r, L), (3.20)
L=O
M -1
Vf'g (r) (rL)(, (3.21)
# (r, L)
L=O
M-1 N-I1
10m(r, L) P (K,N -1)U,,(r, L -> K)
os,,,,,,*,(r) -L=O K-O M-1* (3.22)
X ,(r,L)
L=O
Finally, the transport equation with discrete orthogonal polynomial expansion becomes:
fl- V y,g (r, U) + o g (r)yfig (r,UQ) + 5, (r, nI)og (r, )=
G CO Y,(G (r) G (3.23)
. E Z '- oY,,,-, ,(r)#,,,,.(r) + 'g 1:voy ',.(r)#,(r).
,=-0 ,.._, 4xr 4xk ,..1
The zeroth order (i=O) calculation is equivalent to the standard coarse group calculation,
and Eqs. (3.19)-(3.22) can be determined by the zeroth order calculation. From Eq. (3.23)
it can be seen that the higher order equations are decoupled from each other and only
depend on the zeroth order (coarse group) flux. This decoupling leads to computational
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costs comparable to the common multigroup solution over G coarse groups (higher order
equations are solved very quickly since their RHS is known) but can give a fine-group
energy spectrum by the unfolding of the angular flux from all the moments:
N-1 I
y(r, , K) = Z P(K, N - 1)yf'g (r, n). (3.24)j- p(i, N -1)
A similar derivation of the DGM method for diffusion equation is in Appendix C. Scalar
flux is instead expanded and a series of scalar flux moment equations is obtained. Solving
these moment equations and a fine group structure scalar flux can be obtained by
unfolding the solved scalar flux moments.
3.2 Comparison of discrete and continuous energy expansions
The continuous form of the generalized multigroup theory proved very promising, but
there are some obvious disadvantages compared to the discrete generalized multigroup
method. Firstly, the presence of negative fluxes due to Gibbs oscillations [Rahnema 2008]
limited its applications. This oscillation effect is associated with continuous expansion
and is difficult to eliminate, while discrete expansion does not have such concern.
Secondly, in the continuous energy derivation of a fine group database from a multigroup
library, the energy boundaries of the energy groups are needed such that a cross-section
moment database can be built. Fluxes and cross sections in each energy group need be
rescaled to match the definition of continuous polynomials. With discrete expansion,
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group fluxes and group cross sections are counted using group numbers, and no rescaling
is needed. Detailed energy structure (starting and ending energy/lethargy values of each
group) is not needed.
Thirdly, evaluation of continuous moments typically includes an integral which is
normally evaluated using quadratures, and discretization errors may exist in such a
process. Such error is inherent in implementations of continuous domain moments and
does not appear with the discrete expansion.
Thus, discrete orthogonal polynomials expansion in nature matches multigroup definition.
Two examples are given below to demonstrate the above advantages of discrete
expansion over continuous expansion.
The first example is a step function with 4 piecewise constant values within each domain
given in Figure 3.1. Assume we know the exact step function f(x). In order to
reconstruct it using continuous (Legendre) polynomials, continuous moments are first
generated as:
Fm, J P,, (x)f (x)dx, (3.25)
where m is the expansion order. The reconstructed step function can be obtained as:
~ Mf (x) = Z -FP,,(x). (3.26)
m=o PM
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Figure 3.1 plots f(x) with expansion order M=20 and 100, respectively. The oscillation
effects are very obvious with different expansion orders, especially near the
discontinuities. Note that in this example the variable x varies in the domain [-1,1] and
thus no extra rescaling of the function f(x) is needed to generate the moments.
1.2
Step function
1 -20 order expansion
-- 100 order expansion
0.8-
0.6-
y
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Figure 3.1. Expansion of a step function using continuous Legendre polynomials.
Approximating the step function by applying a 3rd (N -1)
follows. First generate discrete moments as:
N-I
F = 1jfKP (K, N -1),
K=0
order discrete expansion as
(3.27)
43
where K is the discrete variable index, m is the expansion order and N=4 in this case. The
exact step function can be reconstructed as:
N-1
fK = F,,P,,(K, N -1).
=o p(m, N -1) (3.28)
The reconstructed step function jK is shown in Figure 3.2. Note that the expansion order
is fixed at N -1 due to the definition of discrete orthogonal polynomials. The number of
expansion moments (4) is much smaller than the continuous case (20 or 100) while it
reconstructs the step function accurately with no oscillations. Furthermore, one only
needs to know the number of discretization domains (N = 4), while the information of
where the domains start and end is not required, i.e., Xe (-1.0, -0.5), (-0.5,0.0),
(0.0,0.5), and (0.5,1.0), respectively, in this example.
0.8
0.6
0.4
0.2-
0 2
Index number
3 4 5
Figure 3.2. Expansion of a step function using discrete Legendre polynomials.
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For sake of clarity on how this can be applied to nuclear reactor applications, a second
example is in order. Assuming a fine group library of 47 groups, a coarse group library
of 2 energy groups can be formed (with thermal cutoff of 0.625eV, 12 and 35 fine groups
within each coarse group) that is condensed from an estimated energy spectrum, as
illustrated in Fig. 3.3. The system of 2 equations (assuming only energy) would
correspond to the multigroup method, but the DGM method also provides 45 (34 from
group 1 and 11 from group 2) higher order equations that provide additional information
about the energy spectrum, which is shown in Fig. 3.3. These additional equations are all
independent of each other and only depend on the zeroth order solution.
Coarse group
Energy structure
OeV
I
0.625eV
1 group | 20MeV1 group I
Fine group
Energy structure
OeV
I
t0.625eV 20MeV12 groups | 35 groups |
'I
DGM method OeV 0.625eV 20MeV
Energy structure | 1 group I I group |
+11 order expansions +34 order expansions
Fig. 3.3. 47 group cross section condensation.
3.3. Computational results
The purpose of this section is to verify the proposed DGM method. A 1-D discrete
ordinates code is written to test the DGM method on several 1-D reactor problems typical
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of boiling water reactor BWR core configurations, each composed of seven fuel
assemblies. The full description of these problems, illustrated in Figure 3.4, can be found
in [Rahnema 2008]. The method was tested on all four assemblies and three cores on an
Intel 2.4GHz Core (TM) 2 Duo P8600 2.4 GHz PC. The current implementation is
limited to discrete-ordinates, but the extension to other solution techniques of the
transport equation or diffusion equation is straightforward. It should also be noted that the
1 -D discrete-ordinate implementation includes no form of acceleration as this facilitates
the comparison between methods. However, it should be noted that acceleration
techniques would most certainly reduce the computational time disparity presented in
these results.
Core 1
Core 2 I[M
Core 3
Assembly 1 Assembly 2 Assembly 3 Assembly 4
Water [ Fuel I :- Fuel il 0 Fuel + Gd M
Figure 3.4. 1-D BWR core and assembly configurations.
In l-D discrete ordinates, assuming isotropic scattering and applying transport cross-
sections as a linear anisotropic scattering approximation, Eq. (3.23) can be written as:
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+ ( :rOg (X)Vig (x,pt) + ,g (x,U)y,0g (x,p)=
G () + (X)G ((3.29)
2 x) . x 2 k v p , x
where the transport cross-section moments and the perturbation term are defined in the
same way as Eqs. (3.8)-(3.11) by using transport cross-section data instead of total cross-
section data.
3.3.1 One dimensional BWR assembly tests
The DGM method was initially tested on each of the four assemblies. It should also be
noted that for this first test case, the cross-section moments were generated with the exact
reference spectrum, thus the goal of this test is to verify the accuracy of the
approximation made in the DGM method. In this implementation, an 8 group cross-
section database serves as the "fine" group structure and is used to calculate our reference
solution. The DGM method is applied to a 1 group database with 7 order expansion
condensed from the reference solution. Both the reference and the DGM calculations are
performed using an S16 angular approximation and the same spatial mesh. The scalar
flux is converged to 10-5 and the eigenvalue is converged to within 10-6. Reflective
boundary conditions are set on both sides. The step difference [Lewis 1993] method is
applied in the spatial sweep process.
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Results for assemblies 1 and 4 are given in Tables 3.1-3.3 as they give a good breath of
the capabilities of the method. Assembly 4 is by far the most constraining assembly due
to the high Gadolinium loading. The reported computational time for the 1 group with
expansion also includes the time needed to generate the cross-section moments.
Table 3.1. Assemblies 1 and 4 eigenvalue and computational time.
Eigenvalue Ak Computational
k (pcm) time (seconds)
Assembly 1, 8 group 1.240588 - 0.3
Assembly 1, 1 group/exp 1.240576 1.2 0.03
Assembly 4, 8 group 0.323416 -- 0.2
Assembly 4, 1 group/exp 0.323416 0.0 0.02
Table 3.2 Assembly 1 DGM result errors.
rms (%) mre (%) err. (%)
Scalar flux 0.00035 0.00015 0.0012
Absorption rate 0.00013 0.000098 0.00020
Table 3.3 Assembly 4 DGM result errors.
rms (%) mre (%) err.(%)
Scalar flux 0.052 0.00098 0.31
Absorption rate 0.017 0.015 0.034
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As seen in Tables 3.1, 3.2 and 3.3, the DGM method gives an accurate flux solution
while the computational time is much less than the fine group calculation. The values of
the root mean square relative error, mean relative error, and maximum relative error of
scalar flux and absorption rate of assembly 4 are larger than those of assembly 1 because
of the strong heterogeneities of assembly 4 caused by the presence of Gadolinium. The
mean relative error is an average error in which the relative errors are weighted by the
flux values. For assembly 4, the mean relative error is much smaller than the root mean
square error, which indicates that the larger errors occur in regions of very low flux (i.e.,
thermal groups in the Gd rich regions).
3.3.2 One dimensional BWR core tests
Now that the methodology has shown the ability to reproduce the reference flux solution,
a tougher test is needed to illustrate the advantages of the DGM method for whole core
calculations. A comparison is made between 47 group reference solutions for the three
cores of Figure 3.4 with a 2 group DGM calculation with respective expansion orders of
34 and 11. The 47 group cross sections were generated from the HELIOS lattice
depletion code [Rahnema 2008] [Giust 2000], in which the first 35 groups are in the fast
region above the thermal cutoff of 0.625eV while groups 36-47 cover the thermal energy
range. Once again, a S16 angular approximation is applied and the step difference method
is used for the spatial sweep. The scalar flux is converged to within 10 5 and the
eigenvalue is converged to within 10-6. Vacuum boundary conditions are set on both sides.
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In this calculation, the 2 group cross-sections and moments needed in the DGM method
are not generated from the reference solution but from fine group assembly calculations
(such as would be done in current multi-level calculations). Tables 3.4-3.6 list the flux
and absorption rates, eigenvalue, and the computational time (including the calculation
time needed for obtaining the cross-section moments) for cores 1 and 3. The results for
core 2 were omitted from the discussion since they fall somewhere between the results of
cores 1 and 3. From Table 3.4, the computational time of the DGM method is very small
compare to the fine group calculation. The eigenvalues from the DGM method are
equivalent to the ones from the coarse group calculations.
Table 3.4 Cores 1 and 3 eigenvalue and computational time.
Eigenvalue k Ak Computational
(pcm) time (seconds)
Core 1, 47 group 1.151877 -- 10.2
Core 1, 2 gr/exp 1.165302 1342 0.3
Core 3, 47 group 0.722289 -- 10.1
Core 3, 2 gr/exp 0.791960 6967 0.3
Table 3.5 Core 1 DGM results.
nns (%) mre (%) err.(%)
Scalar flux 4.2 1.8 42
Absorption rate 2.5 1.8 4.8
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Table 3.6 Core 3 DGM results.
nns (%) mre (%) err. (%)
Scalar flux 31 9.0 640
Absorption rate 16 12 30
In core 1, the mean relative error and root mean square relative error are on the order of
1-4% for both the scalar flux and absorption rate, while they are about an order of
magnitude larger in core 3, once again due to the strong heterogeneities introduced by the
many instances of assembly 4 (with Gadolinium). In core 3, the maximum relative error
of scalar flux seen is 640%, which happens in the 4 7 group (most thermal) in which the
flux is almost zero due to the presence of Gd. At this particular location of maximum flux
error, the scalar flux from the fine group calculation is 4.6E-6 and the value from the
DGM method is -2.5E-5. Both of these values are very small by comparison to the flux
in other locations in the core and the unfolded flux also has an unphysical negative value
which can explain the large relative error. These results will be improved on in the next
section by the introduction of the source updating procedure.
The issue that was identified with the DGM method is that if a particular group flux at a
particular spatial point is near zero, i.e., the 47t group in the Fuel+Gd regions, it is
possible that the DGM method will give a slightly negative flux at some spatial points.
Section 3.4 will analyze the reason why larger errors typically exist at smaller value
points with discrete expansions, especially when strong absorbers are present in the core.
While this issue has been shown to happen in the results for core 3, it should be noted
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that in core 1, which does not contain Gadolinium, and all single assembly cases, no
negative fluxes were observed from the DGM calculation. In single assembly calculations,
the cross-section moments were generated with the exact reference spectrum, while in the
whole core calculations, as done in the standard multi-level approach, the cross-section
moments were generated from fine group assembly calculations. Thus, the combination
of inaccurate spectrum to generate cross-sections and the strong heterogeneities of the
core due to the presence of Gadolinium lead to the negative fluxes and large maximum
relative errors as observed in core 3. The following update procedure, which takes
advantage of the discrete nature of the DGM method, can eliminate this occurrence, as
well as improve the eigenvalue and flux errors.
3.3.3 Eigenvalue and fluxes updates
In the previous results, the DGM method has shown to provide accurate expanded fluxes
but maintained the same coarse group eigenvalue. At this point, integral quantities, i.e.,
the eigenvalue and reaction rates, are not improved and are identical to those obtained
from the standard coarse group calculation.
Since the expanded flux shape is more accurate than the coarse group flux shape which is
piecewise flat within each coarse group, the coarse group eigenvalue can be updated by
simple neutron balance, using the obtained expanded flux and the reference fine group
cross-section data:
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LLvaf (i, h)#G/expihAProduction H h (h P (i, h)AJkupd,, Absorption+Leakage I H M G' (3.30)
ZLa (i, h)#G/Iex p(i, h)A ,+ Z ZU pw,,,G,b, (M 9
i=1 h=1 m=1 g=1
where the fission and absorption terms are calculated using the unfolded expansion scalar
flux and fine group cross-sections, and the leakage term is calculated using the coarse
group (leading order) angular boundary flux yeG s, and where A, is the spatial mesh
width, p,, and w, are abscissas and weights of Gauss-Legendre quadrature for
m=1,...,M, and h, g, and i are fine group, coarse group and spatial mesh point indices.
After updating the eigenvalue, the angular flux is updated in order to eliminate possible
negative angular fluxes. On the right hand side of Eq. (3.3), for each fine group h, the
fission and scattering fixed source can be calculated using the updated eigenvalue, the
unfolded expansion fluxes and the fine group cross-sections.
G c0 1 M-1 G M-1
Q(r, U, K)= Z Z 4- Z a, (r, L -> K)#,,,(r, L)+ Z vaf (r, L)#(r, L), (3.31)
g'=i 1=0 m=-1 4)r L=O 4)1k g'=1 L=0
where k =kdte, and #m (r, L) and #(r, L) are from the DGM calculation. With this new
more accurate driving source, the left hand side of Eq. (3.3) can be re-evaluated as a fixed
source problem.
U -V yfpda.,(r, U, K) + o, (r, K)yupdae(r, U, K) = Q(r, U, K). (3.32)
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Each flux update is very quick since it is a fixed source problem and source iteration is
not required. In the reported results with negative angular fluxes, it was observed that a
single flux update was enough to eliminate all negative angular fluxes, and the errors are
also improved when compared to the fine group reference solution.
Tables 3.7-3.9 list the results obtained after 1 update of the eigenvalue k and the flux. The
computational time of the updates is very small compared to that of the coarse group
calculation.
Table 3.7 Cores 1 and 3 eigenvalue and time after the updates.
Eigenvalue k Ak Computational
(pcm) time (seconds)
Core 1, 2gr/exp update 1.163845 1197 0.1
Core 3, 2gr/exp update 0.780053 5776 0.1
Table 3.8 Core 1 DGM result after the updates.
nns (%) mre (%) err. (%)
Scalar flux 3.2 1.6 14
Absorption rate 2.5 1.7 4.8
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Table 3.9 Core 3 DGM result after the updates.
rms (%) mre (%) err.(%)
Scalar flux 15 8.4 32
Absorption rate 14 10 25
By comparing Tables 3.4-3.6 to Tables 3.7-3.9, for core 1, the mean relative error and
root mean square error are on the order of 1-3% for both flux and absorption rate, which
is marginally better than before the update. The maximum error, however, is
substantially reduced from 42% to 14%. For core 3, the mean relative error and root
mean square error of both flux and absorption rate are also reduced quite a bit. Of note
the root mean square error dropped from 31% to 15%. The maximum relative error of
scalar flux is also reduced considerably from 640% to 32% before and after the update.
These errors arise from the inaccurate spectrum used to generate the cross-section
moments of each assembly, but for very little added computational cost, they can provide
improved results over a coarse group calculation.
By adding the computational times of the expansion calculation and the times of the
eigenvalue and flux updates, the total times required to perform the DGM calculation
plus the updates are about 0.5 seconds for both cores 1 and 3. In comparison, the
computational times of the fine group calculations are about 10sec. Thus, the
computational time of the DGM method plus the updates is much less than that of the
standard fine group reference calculation.
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Figures 3.5, 3.7, 3.9 and 3.11 plot the group fluxes in cores 1 and 3 as a function of
spatial mesh point index for different energy groups. Figures 3.6, 3.8, 3.10 and 3.12 are
their corresponding relative errors. Note that the expanded fluxes are the values after the
update process and thus have no negative values. In these figures, only half the core is
represented (symmetric core) and one in every three spatial points are plotted to avoid
unnecessary clutter. In the fast energy region, the two groups with the highest total
reaction rates are plotted (groups 9 and 11 for both cores), and two groups in the
resonance region corresponding to the two important U238 resonances, i.e., 6.67eV (group
19) and 20.8eV (group 15) for both cores. In the thermal energy region, the group with
the highest fission rate, i.e., group 43 for both cores, and the group with the highest group
scalar flux, i.e., group 39 for both cores are plotted. As the figures show, the DGM
method can reproduce very accurately the fine group solution. Even in core 3, with the
presence of Gadolinium, the flux from the DGM calculation matches the fine group
reference calculation. It can be observed that the fluxes in the thermal groups (plotted in
Figure 3.11) are very small in the Fuel+Gd regions.
From Figs. 3.6, 3.8, 3.10 and 3.12, it can be observed that larger errors exist near the
vacuum boundary. This is due to the selected weighing function generated from assembly
level calculations which assumes reflective boundary condition. Thus larger errors near
the boundary are observed due to the leakage in the core. From Figs. 3.10 and 3.12, it can
be observed that relative errors in core 3 are very large in the regions containing Gd
(Assembly 4).
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Up to this point the integral quantities have been improved through the above update
procedures. Since more accurate flux values are obtained, further improvement is
possible by repeated application of Eqs. (3.30)-(3.32) in which the scalar flux and
boundary angular flux values are from the previous update calculations. Note that in Eq.
(3.30), for the following eigenvalue updates, boundary angular flux has a fine group
structure. Normalization to the fission source needs to be performed before each new flux
update calculation. A successive update procedure thus becomes a fine group solution
(the form with no within group scattering) in which the DGM solution was used as an
initial guess. The DGM method could thus also be pursued as an acceleration method for
the fine group calculation. Acceleration methods schemes using DGM method will be
discussed in detail in Chapter 5.
3.4 Summary
In this chapter, the DGM method has been developed by expanding the energy
dependence of the angular flux as a set of flux moments. An initial guessed flux (e.g.
assembly level calculation) is used as the weighting function for generating the discrete
cross-section moments which are used to solve the flux in the core for each expansion
moments. The obtained flux moments are unfolded to construct a whole core energy
spectrum. The obtained spectrum is an accurate estimate to the fine group solution.
Based on the properties of the discrete orthogonal polynomials expansion basis, the
zeroth order equation is decoupled from the higher order equations. This decoupling
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leads to reaction rates and eigenvalue that at first glance are no better than the equivalent
coarse group calculations, but provides an accurate fine group spectrum with little
computational cost. An additional advantage of the discrete expansion is the possibility of
updating the integral parameters by using the expanded flux with the fine group data, thus
providing more accurate eigenvalue and reaction rates. Furthermore, this additional step
also eliminates all unphysical negative flux values.
The new method has been tested through a series of one dimensional BWR cores and
assemblies using a 1 -D discrete ordinates code. For the single assembly calculations in
which the exact reference spectrum was used to generate the cross-section moments, the
DGM method reproduced accurately the fine group spectrum. Larger errors were found
in assembly 4 which contained Gadolinium, as well as near the core boundary where
leakage is large.
For the whole core 1-D calculations in which fine group assembly spectrum was used to
generate the cross-section moments, results have shown that the DGM method can
provide a reasonable estimate to the fine group spectrum in the whole core. The mean
relative error and root mean square error of both flux and absorption rate are on the order
of a few percent in core 1, while they are on the order of 10% in core 3 which is the most
heterogeneous case studied. The computational cost of the DGM method including a
source update is less than 5% of that from the standard fine group reference calculation.
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Since the DGM method can provide a very accurate estimate to the fine group spectrum,
it brings many possibilities such as using this approach as an acceleration scheme for fine
group solutions or the introduction of an energy recondensation process that could
potentially eliminate the need for multilevel calculations. Online energy recondensation
and energy acceleration methods will be developed in Chapter 4 and Chapter 5,
respectively, with an extension to more realistic multi-dimensional geometries.
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Chapter 4 Online Energy Recondensation Methodology
This chapter describes the online energy recondensation methodology that can be derived
from the DGM method [Zhu 2011]. Computational tests on bothl-D and 2-D light water
reactor problems, as well as high temperature reactor problems, are performed. A
discussion follows on the accuracy of the method in relation to the spatial discretization
used.
4.1 Method description
While the DGM method provides greater energy resolution and keeps the computational
time comparable to the coarse group calculation, the flux spectrum needed to generate
cross section moments defined by Eqs. (3.9)-(3.11), (3.21)-(3.22) are not known a priori.
This flux can be approximated from lattice level calculations, but this is in essence
equivalent to the traditional multilevel approach. This inaccurate flux spectrum is the
main source of error in both the current multilevel approach and the DGM calculation.
Despite these inaccuracies, the unfolded flux spectrum provided by the DGM calculation
was shown to be a very reasonable estimate of the reference fine group solution. This
puts forward the possibility that the DGM solution can be used as a weighing function to
generate improved coarse group cross-sections and associated moments. This process can
be repeated iteratively at the core level with each iteration taking essentially the
computational time of a coarse group calculation.
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The recondensation procedure provides a way to eliminate the assembly calculation from
the multilevel process. Assuming a properly self-shielded fine group cross section
database, the lattice flux calculations can be replaced by an appropriate initial guess to
generate cross section moments. For example, the initial guess can be a combination of a
Maxwellian spectrum in the thermal range, l/E in the resonance range and the fission
spectrum in the fast range. Another choice is to perform the core level fine group
calculation for only a few outer iterations to obtain a rough estimate. The more accurate
the initial guess of the flux, the fewer iterations will be required.
The flow chart of Fig.4.1 illustrates the traditional multilevel approach, while Fig. 4.2
presents the new recondensation approach. In this study, it is assumed that we start with
an appropriate set of self-shielded cross-sections. The impact of the recondensation
technique to provide self-shielding is left for future studies. The initial flux guess can be
estimated by any means and will be used to generate the coarse group moments. A DGM
calculation is then performed for both the Oh order and higher order equations. Using the
flux energy moments, a fine group flux is unfolded and then used to recondense the
cross-sections to initiate the iterative process. The recondensation procedure stops when a
convergence criterion is met, which was set as the root mean square relative error or
mean relative error of the scalar flux between two consecutive iterations.
The flux update procedure proposed in Chapter 3 is performed at each iteration in order
to eliminate negative values in the unfolded fluxes, which is very important when
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regenerating cross section moments for the next DGM iteration. Negative flux values
lead to a very unstable algorithm. Eigenvalue updates were not performed in the iteration
process because of the small gain of such updates in comparison to the benefits of DGM
iterations.
Fine group
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Assembly level
transport calculations
Initial guess of
fine group fluxes
Generation of coarse
group cross sections for 4
core diffusion calculation
Coarse group
cross sections
Core level coarse group
diffusion calculations
Core coarse
group fluxes
desired
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Fig. 4.1. Flow chart of the traditional multilevel procedure.
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It should also be noted that an additional simplification can be made when doing the
recondensation. The collision term in the DGM method is separated into two parts, i.e. an
average collision term and a perturbation term:
Rk*i(r, ) = c* (r)y * (r, r) +/ ( , U)y*rk+ U)
:. "Og Ig 19 08
7k N-I
= , (r)Z P(K, N -1)k+l(r, U, K) (4.1)
K=O
N-i
P (K, N - 1)6k(r, K)y"k(r, UK) N-1
+ = N-1 Z k+1(r,Uf, K),+k K=O
*r, U, K)K=
K=O
where k is the index of DGM iteration. If after a certain number of DGM iterations
yi(r, U2, K) approaches yv* (r,ni,K), the total reaction rate moment within a coarse
group g in Eq.(4.1) approaches the exact value in the moment equation:
N-1
R,(r, U) = F P(K, N - 1)o, (r, K)y(r, Ul, K), (4.2)
K=O
where it is assumed that there are N fine group points within coarse group g with point
index K = 0,1,2,..., N -1. Another way proposed here to define the collision term is:
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Ri (r, n) = t., (r)y *k+i(r,n)+j (r d)#k*,*(r)
N-I ,1 
U
- tCg (r)Zj11i(K, N -1)Vuk (r, fl, K)
tg K=-O
N-I
P (K, N - 1)5k (r, K)y (r, , K)
K=O
N-I
pk(r, K)
K=O
N-1
Ok+1 (r, K),
K=O
where the perturbation term is:
N-(Z J(K, N - )3g (r,K)yf(r,fIK)
3,(r,n)= K=O N-1
1 P (K, N - 1)#(r, K)
K=O
N-i
I P (K, N - 1)(, (r, K) - ,Og (r))y(r, U, K)
K=O
N-i
PO(K,N -1)0(r,K)
K=0
(4.4)
By comparing this new perturbation term and the one in Section 3.1, the denominator is
now a function of scalar flux instead of angular flux. Thus in Eq.(4.3), the corresponding
term is
N-1
P (K, N - 1)6* (r, K)y*k(r, , K) N-1
K=0 N- 0k+I(r, K) (4.5
e (rK) K=0
K=O
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+
(4.3)
)
in order to remain consistent. Thus with energy recondensation, the new proposed
definition of the collision term eliminate the angular flux in the denominator of the delta
term. In the 1 -D BWR recondensation tests, % (r, Ui) is defined as in Chapter 3 to keep
consistent with the DGM calculations on the same set of cores of Chapter 3. The other
results in this chapter used the definitions in Eq.(4.4).
4.2. Computational Results
Sections 4.2.1 and 4.2.2 present 1-D BWR and HTR core tests, while section 4.2.3 and
4.2.4 present 2-D PWR and HTR core tests. All the tests are performed using the discrete
ordinates method. It should however be noted that the methodology is general and thus
not limited to this solution scheme. In this section, 1-D tests are performed on an Intel
Core (TM) 2 Duo P8600 2.4 GHz PC, and 2-D tests are performed on a single core of 2.5
GHz Intel Xeon processor.
4.2.1 One dimensional BWR core tests
A detailed description of the set of 1-D BWR cores can be found in [Rahnema 2008], and
an illustration of the cores and assemblies is found in Fig. 3.3. For the results presented in
this section, the first iteration (DGM method) parameters are computed from assembly
calculations with reflective boundary conditions as was done in Chapter 3. The main goal
of the recondensation calculations is to reduce the errors associated with the coarse group
representation with minimal iterations, thus improving the coarse group solution
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considerably. Again a comparison is made between the 47 group reference solutions for
the three 1-D cores with a 2 group DGM calculation with a thermal cutoff at 0.625 eV
and respective expansion orders of 34 and 11 in each group, thus preserving exactly the
47 group dataset. A S16 angular approximation is applied and the step difference method
is used for the spatial sweep. In the power iterations and fixed source iterations, the scalar
flux is converged to 105 and the eigenvalue is converged to 10-6 The maximum number
of inner iteration per outer iteration is set to 20. Vacuum boundary conditions are set on
both sides of the core. The recondensation calculations for all three cores with different
number of iterations are performed. The root mean squared error and mean relative error
will be abbreviated by rms and mre, respectively, and the definitions are in Appendix D.
Computational results are given in Tables 4.1-4.4 for cores 1 and 3, respectively. The
computational time of the fine group reference calculations is roughly 10 seconds for
each core with no acceleration. The numbers of transport sweeps are 22,942 and 22,888,
respectively, for cores 1 and 3. Note that one transport sweep here is defined as sweeping
once on the whole spatial meshes in all directions, for a single energy group (fine or
coarse) or a single energy expansion moment. Thus, the count of transport sweeps can
effectively compare the computational costs with different energy discretization methods.
For core 1, after 29 DGM iterations (7.4sec, 9,168 transport sweeps), the nns relative
error of scalar flux between two consecutive iterations reaches the convergence criteria,
i.e., 1.0- (0.001%). The rms and mre errors compared to the reference fine group solution
are 0.016% and 0.012%, respectively, after 29 DGM iterations. It can be observed that
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the number of transport sweeps after 29 DGM iterations (9,168) is much less than that of
the fine group calculation (22,942).
For core 3, after 68 DGM iterations (17.Osec, 20102 transport sweeps), the rms relative
error of scalar flux between two consecutive DGM iterations is less than 0.001%. At this
point, the rns and mre errors compared to the reference fine group solution are 0.012%
and 0.0061%, respectively. In core 3, a large amount of Gd is included. From Chapter 3,
it is known that larger errors exist at low flux points, while these points typically have
less contribution to the power distribution, and thus the mre errors are typically smaller
than nns errors. Thus, an alternate convergence criterion is to stop the DGM iteration on
the mre error. Tables 4.3 and 4.4 show that after 51 iterations, the mre error between two
consecutive iterations drops below 0.001%. The rms and mre errors compared to the
reference solution are 0.014% and 0.0063%, respectively, after 51 iterations. This
indicates that the mre error between two consecutive iterations is a sufficient convergence
criterion.
Table 4.1 1-D BWR Core 1 errors in fluxes.
nns* (%) mre* (%) rms (%) mre (%)
1st iteration - - 3.2 1.6
2nd iteration 2.9 1.5 1.0 0.62
3"d iteration 0.78 0.39 0.56 0.28
29t iteration 0.00071 0.00039 0.016 0.012
Note: Errors with * are between two consecutive iterations of DGM solution.
Errors without * are between DGM solution and reference solution.
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Table 4.2 1-D BWR Core
Eigenvalue Ak Computation Number of
k (pcm) time t (sec) transport sweeps
1" iteration 1.165302 1342 0.4 1,684
2 "d iteration 1.152046 17 0.8 2,561
3 rd iteration 1.153073 119 1.1 3,092
29h iteration 1.151891 1 7.4 9,168
Reference 1.151877 - 10.2 22,942
solution
Note: Computational time and number of transport sweeps of assembly calculations are not included.
The total computational time for all the 4 assemblies is 2.2sec.
Table 4.3 1-D BWR Core 3 errors in fluxes.
rms* (%) mre* (%) rms (%) mre (%)
1s' iteration - - 15 8.5
2nd iteration 17 7.1 6.3 4.3
3"d iteration 5.0 2.9 2.6 1.7
51st iteration 0.014 0.001 0.014 0.0063
68t iteration 0.00073 0.000042 0.012 0.0061
Note: Errors with * are between two consecutive iterations of DGM solution.
Errors without * are between DGM solution and reference solution.
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1 computational results.
Table 4.4 1-D BWR Core 3 computational results.
Eigenvalue Ak Computation Number of
k (pcm) time t (sec) transport sweeps
1' iteration 0.791960 6867 0.5 2,197
2 "d iteration 0.740797 1851 0.9 3,656
3"d iteration 0.732549 1026 1.2 4,731
51s0 iteration 0.722295 1 13.0 16,866
68hiteration 0.722297 1 17.0 20,102
Reference 0.722289 - 10.1 22,888
solution
Note: Computational time and number of transport sweeps of assembly calculations are not included.
The total computational time for all the 4 assemblies is 2.2sec.
The recondensation methodology shows that we can converge to the full fine group
solution with minimal loss of accuracy in comparable time. The loss of accuracy is
greater for very complex cores with strong absorbers as discussed in Chapter 3. The
interesting application to keep in mind is not to use the DGM recondensation approach to
solve a fine group problem, despite the slight decrease in computational time, but to
perform only a few iterations to improve substantially the coarse group results. For
example, looking at core 3, within 3 iterations, the eigenvalue error is reduced to
1026pcm and the mre to 1.7% when comparing to the fine group results in one-tenth of
the computational time of the fine group calculation. The DGM recondensation procedure
is able to correct the coarse group parameters to account for spectral shifts that cannot be
captured from infinite lattice calculations. The reason for this improvement is that the
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DGM calculation is performed at the core level and thus captures the neighboring effect
on the fine group flux.
It can also be concluded that since the DGM calculation provides an accurate weighting
function, traditional lattice level calculation in light water reactor analysis can be
removed, and the initial guess can be substituted by any reasonable flux spectrum. For the
1-D and 2-D LWR core tests, assemblies are defined clearly and the initial guess of
recondensation is from a lattice level calculation. For the HTR tests in Sections 4.2.2 and
4.2.4, since there are no obvious lattice geometries, the initial guess of recondensation is
from a few outer iterations of fine group calculations.
Scalar flux rms relative errors and eigenvalue relative errors are plotted in Figs. 4.3-4.6
for cores 1 and 3. It can be observed that the nns errors of the scalar flux show a
smoother convergence trend than the relative errors of the eigenvalue, which is the reason
the rms error of scalar flux was selected as the convergence criterion of the
recondensation.
The eigenvalue is defined as neutron production divided by the sum of absorption and
leakage, and all three terms are function of the flux. In the first few DGM iterations, an
oscillation of the eigenvalue is observed due to the errors associated with the flux in both
the numerator and denominator of the eigenvalue definition. After a certain number of
iterations, when the flux spectrum becomes more accurate, the oscillation of the
eigenvalue diminishes considerably.
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Figs. 4.5 and 4.6 indicate that for core 3, after about 50 iterations, errors between the
DGM solution and the reference solution plateaus within the accuracy of the convergence
criteria, which indicates that more DGM iterations will not improve the overall accuracy.
This is the main reason why the mre* was proposed as the stopping criterion.
Figs. 4.7, 4.9 and 4.11 show the scalar flux in core 3 as a function of energy for a
representative water region, fuel region, and fuel with Gd region, respectively. Figs. 4.8,
4.10 and 4.12 show the corresponding relative errors of the scalar flux. It can be observed
from the first three iterations that errors are reduced and the fluxes converge to the
reference spectrum with increasing number of DGM iterations.
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4.2.2 One dimensional HTR core tests
A 1-D HTR core was also used to benchmark the DGM method and is illustrated in Fig.
4.13. Graphite reactors in general usually have very strong spectral shifts for which the
DGM method seems particularly well suited. The 1D core is composed of 6 regions with
widths presented in Table 4.5. A reflective boundary condition is set on the left and
vacuum boundary condition on the right. A 295 group cross section library with 95
upscattering groups was used [Ortensi 2010]. The 295 group macroscopic cross sections
were homogenized within each region using the Dragon code.
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Fig. 4.13 1-D HTR core configuration.
Table 4.5 1-D HTR core configuration.
Region 1 2 3 4 5 6
Material graphite fuel 1 fuel 2 fuel 3 control material graphite
Width (cm) 90 36 36 36 10 116
Although the multi-level approach dominates LWR calculations, it does not work readily
for the HTR, and the initial guess of the HTR core calculation cannot be from infinite
lattice calculations. Current techniques resort to mini-cores or multi-assemblies
calculations to generate accurate cross-sections [Kim 2007], which can become quite
cumbersome. The DGM recondensation approach can eliminate this complexity by using
an arbitrary initial guess and converging on the cross-sections at the core level. In this
section, the initial guess was selected as a fine group whole core power iteration with 5
outer iterations.
For this benchmark, a comparison is made between the 295 fine group reference solution
and the 10 group DGM recondensation calculation. The expansion order within each
coarse group is 29 for the first nine groups ( 30 fine groups) and 24 for the 10 th group (25
fine groups). A S8 angular approximation is applied and the step difference
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Vacuum
approximation is used spatially. In the power iterations and fixed source iterations, the
scalar flux is converged to 10~5 . The maximum number of inner iteration for the within
group solver is 20. The eigenvalue is converged to 10-. The recondensation process is
terminated when the mre error between two consecutive DGM iterations is less than 10-5 .
Both isotropic scattering and anisotropic scattering tests are performed.
(a) Isotropic scattering
Tables 4.6-4.7 list the computational results of this 1-D HTR test. The fine group
calculation takes about 9 minutes and 1,327,128 transport sweeps to converge. The
recondensation algorithm is converged after 11 DGM iterations on the mre. After 11
DGM iterations, the rns and mre errors of scalar flux compared to the reference are
0.18% and 0.049%, respectively, and the error of eigenvalue is 37pcm.
Computational time and number of transport sweeps of the recondensation calculation are
much smaller than those of fine group solution. The fine group calculation takes
1,327,128 transport sweeps to converge while the DGM iteration takes only 167,208
transport sweeps after 11 DGM iterations.
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Table 4.6 ID HTR errors in fluxes
rms* (%) mre* (%) rms (%) mre (%)
ist iteration - - 19 3.7
2"d iteration 6.9 2.3 5.4 1.4
3'diteration 2.6 0.84 1.8 0.57
11 thiteration 0.014 0.00070 0.18 0.049
Note: Errors with * are between two consecutive iterations of DGM solution.
Errors without * are between DGM solution and reference solution.
Table 4.7 1D HTR eigenvalue and computational time
Figs. 4.14 and 4.15 plot the scalar flux mre errors and eigenvalue relative errors as a
function of the number of DGM iterations. It can be observed that about 8 DGM
iterations errors compared to the reference solution stop decreasing, which means that
more DGM iterations do not gain accuracy.
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Eigenvalue Ak Computation Number of
k (pcm) time (min) transport sweeps
10 iteration 1.076893 1473 @1 @67,440
2 nd iteration 1.087591 403 1 87,627
3 rd iteration 1.090606 101 1 104,956
11h iteration 1.091250 37 1 167,208
Reference solution 1.091623 - 9 1,327,128
@ Includes the time and number of transport sweeps of 5 fine group outer iterations for the initial guess.
0 2 4 6 8 10 12
Number of recondensation iterations
Fig. 4.14 Scalar flux mre errors.
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Fig. 4.15 Eigenvalue relative errors.
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Fig. 4.16 plots the average scalar flux on the Graphite/Fuel 1 interface in thermal groups
as a function of group numbers. This figure illustrates clearly the spectral shift at the
boundary of the inner reflector.
Average flux on the Graphite/Fuell interface
255 260 265 270 275 280 285 290 295
Group number
Fig. 4.16 Average flux on the Graphite/Fuel 1 interface (thermal groups).
For a better understanding of the spectral behavior of this benchmark, the flux is plotted
as a function of energy and space in in Fig. 4.17. It can be observed that in Fuel 1 near
the graphite region, there is a thermal flux peak. The reason is that neutrons are well
thermalized in the graphite and cannot leak out the reflective boundary on the left.
Thermal neutrons come back in the fuel to cause fission, creating fast neutrons that leak
back to the reflector. This strong spectral effect is similar to that of a LWR near a
reflector, but the long mean free paths of neutrons in graphite distributes the reflector
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impact to more of the core. The DGM recondensation approach is able to "correct" the
coarse group cross-sections to account for this effect.
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Fig. 4.17 Scalar flux 295 group solution on full space and energy mesh.
It can also be observed that there is a large region of very low flux values in the large
graphite region, as well as in the control material region. These near zero fluxes are the
main reason why the rms and mre errors still seem high (0.18% and 0.049%,
respectively). If we only look at the fuel region, the scalar flux rms and mre errors
compared to the reference are 0.051% and 0.033%, respectively. The rms errors in the
fuel region are almost one order of magnitude smaller than that of the whole geometry.
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Figs. 4.18 and 4.19 show the relative error of fission rate and absorption rate for the first
3 DGM iterations compared to the reference solution. It can be observed that the relative
error of the absorption rate is very large in the outer graphite region in the first iteration.
All the errors are reduced substantially with only a few DGM iterations.
Fission rate relative error
0
cc
15 20 25 30 35
Spatial mesh index
Graphite Fuel I Fuel 2
Fig. 4.18 Fission rate relative error in the first 3
Fuel 3
DGM iterations.
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Fig. 4.19 Absorption rate relative error in the first 3 DGM iterations.
Figs. 4.20-4.25 show spatial distributions of selected group fluxes ranging from fast to
thermal ranges. All these figures illustrate the substantial reduction of errors that occurs
between the 14ad2" iteration. After 11 iterations, the fluxes converge to the fine group
reference solution.
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Fig. 4.21 Group 2 flux spatial distribution.
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(b) Anisotropic scattering
The same benchmark was also used to illustrate the capability of handling anisotropic
scattering based on the following discrete-ordinates equation:
p g (x, P + 0tog (x)yg (x, p) + gg (x, p)Vog (x,1)=
G ax G(4.6)
g'=1 1=0 2 2k g=(
Spatial, angular and energy discretizations, initial guess and boundary conditions are the
same as the isotropic scattering test. Convergence is applied to the angular flux instead
of the scalar flux.
Tables 4.8-4.9 list the computational results of this 1-D HTR test. The fine group
calculation takes about 59 minutes and 1,908,551 transport sweeps to converge. The
recondensation process reaches the convergence criterion after 11 DGM iterations, after
which the rns and mre errors of scalar flux are 0.39% and 0.14%, respectively. In the
fuel regions, scalar flux rms and mre errors are 0.13% and 0.087% which are smaller than
the errors over the whole geometry. Note that the errors after convergence of
recondensation are all about twice as large as their counterpart in the isotropic scattering
test.
Similar to the isotropic scattering test, computational time and number of transport
sweeps are much smaller than those of fine group calculations, as indicated in Table 4.9.
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Table 4.8 ID HTR (anisotropic)
rms* (%) mre* (%) rms (%) mre (%)
1st iteration - - 18 3.6
2nd iteration 7.2 2.8 5.2 1.4
3rd iteration 2.5 0.81 1.8 0.62
11th iteration 0.0083 0.00077 0.39 0.14
Note: Errors with * are between two consecutive iterations of DGM solution.
Errors without * are between DGM solution and reference solution.
Table 4.9 ID HTR (anisotropic) eigenvalue and computational time
Eigenvalue Ak Computation Number of
k (pcm) time (min) transport sweeps
1 4iteration 1.078179 998 @1 @64,554
2nd iteration 1.084227 393 1 70,304
3rd iteration 1.086580 158 1 82,088
11 thiteration 1.087184 98 1 107,387
Reference 1.088164 - 59 1,908,551
solution
t@' Includes the time and number of transport sweeps of 5 fine group outer ieratons for the initil guess.
Figs. 4.26 and 4.27 plot the scalar flux rms relative errors and eigenvalue relative errors
as a function of number of DGM iterations. After 6 DGM iterations, errors compared to
the reference solution stop decreasing.
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Fig. 4.26 Scalar flux mre errors.
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Fig. 4.27 Eigenvalue relative errors.
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4.2.3 Two dimensional PWR core tests
For a better assessment of the performance of the recondensation algorithm, a more
realistic 2-D PWR problem is tested in this section. The geometry and boundary
conditions are similar to the C5G7 benchmark problem [Lewis 2001], and the core
layouts are plotted in Figs. 4.28 and 4.29. No spatial homogenization is performed in this
test. The circle fuel pin geometry is approximated in Cartesian geometry as indicated by
the ORNL and GRS participants in [Lewis 2001], and is plotted in Fig. 4.30.
Reflective
U0 2  MOX
Assembly Assembly
MOX U02
4- Assembly Assembly C
a)3
Vacuum
Fig. 4.28. Overview of 2-D PWR core configuration.
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Fig. 4.29 Detailed 2-D PWR core configuration.
Fig. 4.30 Fuel pin approximation in Cartesian geometry.
Instead of the 7 group cross-section database, a 70 group self-shielded library was
generated for both U0 2 and MOX fuels using DRAGON [H6bert 2006]. This 70 group
database has 44 upscatter groups. A comparison is made between 70 group reference
solutions for the 2-D cores with a 3 group DGM calculation. The numbers of fine groups
within each coarse group are 26, 20, and 24, respectively.
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A S8 angular approximation is applied and the step difference method is again used for
the spatial sweep. Both the reference and DGM calculations are performed using the
same spatial mesh. Scalar flux is converged to within 10-5, and the eigenvalue is
converged to within 10-6 in the power iterations. Like the standard multi-level approach
for LWRs, the initial flux spectrum guess is obtained from infinite assembly fine group
calculations for both the U0 2 and MOX assemblies. Flux updates are performed at each
iteration to eliminate all possible negative values in the unfolded fluxes, as was done in
the 1 -D tests.
Results are provided in Tables 4.10-4.11. Table 4.10 lists the nns and mre errors of the
flux compared to the fine group solution, and the rns* and mre* error between two
consecutive DGM iterations. The recondensation process converges after 14 and 20
iterations, respectively when mre* and rms* between two consecutive iterations are
smaller than 10-5 (0.001%).
It can be observed that rms and mre errors (compared with the reference solution)
decrease from 33% and 4.8% to 7.5% and 0.39%, respectively, after 3 iterations; to
0.039% and 0.0025% after 13 iterations; to 0.012% and 0.0024% after 20 iterations. mre
errors are typically smaller than nns error which indicates that larger errors mainly exist
in areas with near zero fluxes.
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Table 4.10 70 group 2-D PWR core errors in fluxes.
rms* (%) rms (%) mre* (%) mre (%)
1st iteration - 33 - 4.8
2nd iteration 45 15 5.2 0.91
3d iteration 25 7.5 0.62 0.39
4th iteration 8.7 3.2 0.26 0.16
13th iteration 0.033 0.039 0.00069 0.0025
20th iteration 0.00078 0.012 0.000049 0.0024
Table 4.11 lists the root-mean-square error (rms), mean relative error (mre), and
maximum relative error (err,) of the pin fission densities compared to the fine group
solution, where the pin fission densities are defined as:
JP. lp H
= # E (i, j, h)-f (i, j, h),
j=1 i=1 h=1
(4.7)
where I,,, Jp, and H are number of spatial meshes in x and y directions in a pin, and
number of fine groups, respectively. The definition of the rms error, mre error and
relative error are the same as for the flux errors as in Appendix D except that the spatial
mesh index is replaced by the fuel pin index. The err,, is the maximum of the relative
error in absolute value of all the pins.
Errors of rns, mre and err,,. in the first iteration are 4.9%, 3.9% and 16.0%, respectively,
while they decrease to 0.65%, 0.32% and 2.2% after 3 iterations; to 0.0031%, 0.0018%
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and 0.015% after 13 iterations; to 0.0035%, 0.0021% and 0.014% after 20 iterations.
Once again, the mre error is smaller than rms error in each iteration, indicating that larger
errors are located in pins with low fission densities.
Table 4.11 70 group 2-D PWR core errors in fission density.
Table 4.12 lists the eigenvalues, eigenvalue errors, computational time and number of
transport sweeps. REk* is the relative error between two consecutive DGM iterations and
REk is the relative error between DGM and fine group solutions.
The computational time of the fine group reference calculation is about 1038 minutes,
while the recondensation calculation takes about 198 minutes after 13 iterations plus an
additional 44 minutes for assembly calculations (initial guess). The total time after 13
iterations is much less than that of the fine group calculation and provides accuracy
comparable to the convergence criteria. The number of core level transport sweeps is
100
rms (%) mre (%) err,, (%)
1t iteration 4.9 3.9 16.0
2 iteration 1.0 0.59 3.4
3 rditeration 0.65 0.32 2.2
4 iteration 0.37 0.15 0.8
13 " iteration 0.0031 0.0018 0.015
20e iteration 0.0035 0.0021 0.014
145,315 with the fine group calculation and 20,503 after 13 iterations for the DGM
recondensation.
Table 4.12 70 group 2-D PWR core computational results.
Eigenvalue Ak Computational Number of core
k (pcm) time (min) transport sweeps
1V iteration 1.218178 1797 53 6,644
2 nd iteration 1.198270 194 88 10,123
3rd iteration 1.200664 45 110 11,773
4 iteration 1.200311 10 127 13,229
13t iteration 1.200209 0.0 198 20,503
20 iteration 1.200212 0.3 247 23,646
Reference solution 1.200209 - 1038 145,315
Assembly calculations take an extra 44min, not included in the table.
Figs. 4.31 and 4.32 plot the errors on flux and eigenvalue as a function of the number of
iterations. After about 14-15 iterations, the flux rms relative error stops decreasing which
is consistent with Tables 4.10-4.12 that after about 13 iterations no substantial gain in
accuracy is observed. Thus mre* between to consecutive DGM iterations is a good
convergence criteria.
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Figs. 4.33-4.38 plot the relative error of fission density compared with the reference
solution, for the 10, 2 nd 3 r', 4th and 1 3th iterations of the DGM calculations, respectively.
The data in Fig. 4.33 shows that large errors of fission density exist near the interface of
fuel assemblies and moderator regions, as well as near the interface of U0 2 and MOX
assemblies. This is due to the fact that the cross section moments are generated using
infinite assembly fine group solutions as the weighting flux, thus neglecting the
neighboring effect between different assemblies and near the reflector. Since the flux
used to generate cross section moments for the 2nd iteration comes from the first iteration
solution which is a core level solution, errors near assembly interfaces are reduced
substantially, which is shown in Fig. 4.34. After 13 iterations, the errors become quite
small throughout the core as is shown in Fig. 4.37.
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Fig. 4.33. Fission density relative error (%) for 1" DGM iteration.
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Fig. 4.35. Fission density relative error (%) for 3rd DGM iteration.
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Fig. 4.37. Fission density relative error (%) for 13th DGM iteration.
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From the above results, it can be concluded that the energy recondensation method has an
advantage over the traditional energy condensation in core level calculations. With the
traditional multilevel approach, errors in coarse group solutions are on the order of those
of the 1st DGM iteration. The DGM iterations improve the coarse group parameters and
provide accuracy similar to the fine group results. After only 3 iterations, rms and mre
errors of fission density are reduced to 0.65% and 0.32%, respectively. Thus, energy
recondensation provides a way to performed core level transport calculation with
reasonable accuracy and relatively small computational cost.
4.2.4 Two dimensional HTR core tests
Reflective
Vacuum
Graphite Fuel I Fuel 2 PM Fuel 3 Control Material
Fig. 4.38 2-D HTR core configuration.
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For an additional assessment of the performance of the recondensation algorithm, a 2-D
HTR core is tested in this section, which is illustrated in Fig. 4.38. The material
composition for the graphite, fuel and control material are taken from the l-D HTR core
in Section 4.2.2. The top and left boundary condition is reflective and the right and
bottom is vacuum. The fine group cross-section database is a 26 group library condensed
from the 295 group library of the 1D HTR benchmark This 26 group library has 12
upscatter groups.
The initial flux guess is from a fine group whole core calculation with 5 outer iterations.
A comparison is made between the 26 group reference solution and a 4 group DGM
calculation. Within each coarse group the number of fine groups are 7, 7, 6, 6,
respectively.
A S8 angular approximation is applied and the step difference method is used for the
spatial sweep. The scalar flux is converged to within 10-5. The maximum number of inner
iteration per outer iteration is 20. The eigenvalue is converged to within 10-. The
recondensation process stops when the mre* error between two consecutive DGM
iterations is less than 10-5.
Tables 4.13 and 4.14 lists the computational results of the 2-D HTR test. The solution
converges after 38 DGM iterations. After the first DGM iteration, the nns and mre errors
of the scalar flux and the error of the eigenvalue are 35%, 5.7% and 4140pcm,
respectively; they decrease after 3 iterations to 19%, 3.3% and 1399pcm; and decrease
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after 38 iterations to 0.25%, 0.029% and 19pcm. Similar to the 1-D HTR tests, the mre
errors are typically one order of magnitude smaller than rms errors. In the fuel region,
after 38 DGM iterations the rms and mre errors are 0.029% and 0.021% which are
smaller than the errors on the whole core geometry (especially the rms error is much
smaller), indicating that larger errors exist in control material and large graphite areas.
The fine group calculation takes a computational time of 191 minutes, and 266,556 core
transport sweeps. For the recondensation calculation, it takes 48 minutes and 26,418
iterations after the first DGM iteration; 76 minutes and 44277 iterations after 5 DGM
iterations; 114 minutes and 69,831 iterations after 38 DGM iterations.
Table 4.13 26 group 2-D HTR core errors in fluxes.
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rms* (%) rms (%) mre* (%) mre (%)
1t iteration - 35 - 5.7
2 nd iteration 11 25 1.5 4.4
3r iteration 6.8 19 1.2 3.3
4t iteration 5.1 15 0.85 2.4
5th iteration 4.2 12 0.65 1.8
38" iteration 0.016 0.25 0.00085 0.029
Table 4.14 26 group 2-D HTR core computational results.
Eigenvalue Ak Computational Number of core
k (pcm) time (min) transport sweeps
1" iteration 1.083428 4140 48 26,418
2nd iteration 1.101021 2381 54 30,348
3r iteration 1.110843 1399 64 36,804
4' iteration 1.115925 890 70 40,948
5'hiteration 1.119024 581 76 44,277
38th iteration 1.124643 19 114 69,831
Reference solution 1.124830 - 191 266,556
Note: computational nime and number of core transport sweeps ror me initial guess calculaton 5 outer iterations of
fine group calculations) are included in the I' iteration.
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Fig. 4.39 Scalar flux mre relative errors of 26 group 2-D HTR core.
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Figs. 4.39 and 4.40 plot scalar flux mre errors and eigenvalue relative errors as a function
of number of iterations. Fig. 4.41 plots the fission density on the spatial mesh from the
fine group calculation. It can be observed that the fission density is highest at the
interface of the inner graphite region and Fuel 1. This is once again caused by the
thermalization of neutrons in the inner graphite region. The thermal neutrons cause
fission at the edge of the fuel region which sends more fast neutrons to the inner reflector.
At the interface of outer graphite region and Fuel 3, there is no fission density peak due to
the presence of control materials.
This higher peaking factor should be suppressed by control materials in the inner graphite
region in more realistic designs [Descotes 2011]. This challenging core is a true test for
the DGM recondensation method.
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Fig. 4.41 Fission density distribution of 26 group 2-D HTR core.
Figs. 4.42-4.47 plot the fission density relative errors of the DGM calculations compared
with the reference solution for the 1", 2nd, 3rd, 4h, 5, and 36 iterations. In the first
iteration, the largest errors exist near the control material regions, which is also the region
with the lowest fission density. The control material removes many of the thermal
neutrons which creates a flux depression in the thermal range. After a few DGM
iterations, the coarse group cross-sections are "corrected" to account for this spectral
change. The inner reflector region shows very minimal error, which indicates that the
initial guess was sufficient to represent that spectral effect.
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Fig. 4.42 Fission density relative error (%) for 1"V DGM iteration.
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Fig. 4.43 Fission density relative error (%) for 2"d DGM iteration.
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Fig. 4.44 Fission density relative error (%) for 3rd DGM iteration.
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Fig. 4.45 Fission density relative error (%) for 4 DGM iteration.
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Fig. 4.46 Fission density relative error (%) for 5th DGM iteration.
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Fig. 4.47 Fission density relative error (%) for 38t DGM iteration.
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HTR type reactors are not well-suited for infinite lattice calculation because of the long
mean free path of neutrons in graphite. Errors induced by neighboring effect can
propagate much longer than in light water reactors. Mini-cores or multiple assemblies set
are typically used to define the coarse group cross-sections which are cumbersome.
Energy recondensation provides a way to correct the strong spectral shift observed in the
core and eliminates the need for complex multilevel processes. Moreover, the above
results show that the DGM recondensation method can provide a reasonable
approximation compared to the fine group solution for a minimal computational cost.
4.3. More discussions on recondensation
4.3.1 Spatial dependence of the DGM method
All the previous calculations are based on the step difference spatial discretization which
assumes a piecewise constant flux over each spatial cell. These results show that the flux
can converge to the fine group solution after a certain number of iterations, but
unfortunately this is not the case for all spatial discretizations. This section analyzes the
spatial consistency of the DGM method and discusses some of its limitations.
The cross sections and moments used in the (k+1)'h recondensation iteration calculation
are generated using fluxes from the k' iteration. For a fully consistent derivation, the
reaction rates from the fine group calculation and the O'h order coarse group solution
should be equivalent after the recondensation calculation converges. In Chapter 3, the
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DGM method is derived without dependence of a particular spatial discretization. The
purpose of the following analysis is to study the effect of spatial discretization on the
consistency of the DGM model. An analysis of the fission term follows and similar
conclusion can be derived for other terms in the transport equation. The coarse group
fission cross section given in Eq. (3.21) can be written as:
M-1
Z vaf(x, L)pk (x,L)
vo* ,(x)= L M*(4.8)
Z Ok (x, L)
L=O
which is the fission cross section energy condensation weighted by the scalar flux. It is
assumed that there are M fine group points within coarse group g' with point index
L = 0,1,2,...,M -1. Without loss of generality, spatial dependence is represented in a 1 -D
Cartesian formalism.
The continuous energy transport equation in Eq. (3.1) is separated into equations within
each coarse energy groups. Within a coarse energy group g', if a fine group calculation
is performed, the fission rate (neutron production rate) can be expressed as:
M-1
Rf,(x)= vOf (x, L)p(x, L) (4.9)
If a coarse group (or O'h order of DGM) calculation is performed, the fission rate
expressed in the coarse group equation is:
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(4.10)R,*(X)=v .( * (x)1
where #.' (x) is the unknown to be solved in the (k+1)h iteration in the coarse group (dh
order) equation. The key point is to verify that the reaction rates in Eqs. (4.9) and (4.10)
are equivalent after convergence of the recondensation process, which can be expressed
by:
#*(x, L).=+l(x, )= (4.11)
where #k (x, L) is the unfolded scalar flux from the kth iteration of the DGM calculation.
a) Flat-flux approximation
If the spatial dependence is expressed explicitly, it can be observed that the equivalence
exists only when the step difference spatial discretization is used. In general, cross
sections and moments are collapsed using the cell-averaged flux, e.g., Eq. (4.8) can be
written as:
M-1
I v ( L)#|'( L)
VO~~=L=O (4.12)f =gL-0 M-1
flk (L)
L=0
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where I is the spatial cell index, and #, is the cell-averaged flux. In the step difference
method, fluxes are piecewise constant within each spatial cell, e.g., #(x, L) = 1 (L) in
cell I. Thus, Eq. (4.9) can be written as:
M-1
Rfg, = I va,,I(L)#,(L).
L=O
(4.13)
Eq. (4.10) can be written as:
M-1
I vaf,,( L)#k ( L)
R k+ = L=O M'+)
I O (L)
L=0
where the coarse group flux can be expressed using fine group fluxes as:
M-1
0k+1 
I
= I(L).
L=0
Eqs. (4.13) and (4.14) should be equivalent which indicates that the reaction rate is
conserved, if Eq. (4.11) is satisfied, i.e.,
(4.14)
# (L) = # (L).
b) Linear-flux approximation
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(4.15)
(4.16)
For higher order spatial discretization schemes, e.g., the first order method, the spatial
dependence of Eq. (4.9) within a spatial mesh can be written as:
M-1
Rfg (x)= Z va , (L)#(x, L), (4.17)
L=-O
while the spatial dependence of Eq. (4.10) within a spatial mesh is:
M-1
I va, I (L)#b, (L)
R k+I (X)= L=O - oxt+l(X), (.8
Rf*()=' M-1 g'418)
f fl (L)
L=O
where the cross section is generated using cell-averaged flux. In this case, the coarse
group flux with spatial details within a spatial mesh #,.(x) cannot be expressed using
fine group fluxes within that coarse group, i.e., an equivalent form of Eq. (4.15) does not
exist. By comparing Eqs. (4.17) and (4.18), it can be observed that they will have a
different form no matter whether an equivalence of Eq. (4.15) is satisfied, which means
that the reaction rate will converge in a different way.
With spatial details within a spatial mesh, other terms have similar inconsistency and thus
the recondensation model will generate a solution with a systematic error compared to the
fine group solution. Despite this error, the DGM recondensation will still improve the
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coarse group results by correcting for local spectral effects, but it will not reproduce the
fine group results exactly.
As an example, the ID BWR (core 1) recondensation test is performed here with the step
characteristic spatial discretization method (SC) [Lathrop 1969]. All other conditions of
the test are identical to those stated previously.
Results of the DGM recondensation process are given in Tables 4.15 and 4.16. The
computational time of the fine group reference calculation is 14 seconds with a total
number of transport sweeps of 24,785. The results indicate a reduction in the flux errors
over the first few DGM iterations. Convergence on the flux nns (10-5) is reached after 29
DGM iterations (8.5sec, 9,483 transport sweeps). The nns and mre errors compared to
the reference fine group solution are 0.092% and 0.055%, respectively.
Table 4.15 1-D BWR Core 1 errors in fluxes (step characteristics).
rms* (%) mre* (%) rms (%) mre (%)
is0 iteration - - 3.5 1.8
2 iteration 3.2 1.6 1.1 0.57
3rditeration 0.8 0.39 0.56 0.27
29th iteration 0.00074 0.00022 0.092 0.055
Note: Errors with * are between two consecutive iterations of DGM solution.
Errors without * are between DGM solution and reference solution.
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Table 4.16 1-D BWR Core 1 computational results (step characteristics).
Eigenvalue Ak Computation Number of
k (pcm) time t (sec) transport sweeps
i't iteration 1.167267 1325 0.6 1,835
2nd iteration 1.153637 38 1.0 2,768
3rd iteration 1.154787 77 1.4 3,092
29t' iteration 1.153762 26 8.5 9,483
Reference 1.154021 - 13.8 24,785
solution
Note: Computational time and number of transport sweeps of assembly calculations are not included.
The total computational time for all the 4 assemblies is 3.Osec.
By comparing Tables 4.15-4.16 (SC) to Tables 4.1-4.2 (SD), it can be observed that in
the first 3 DGM iterations, errors of the flux and eigenvalue are on the same order when
comparing to their respective reference solutions. After 3 DGM iterations, the nns and
mre errors of scalar flux and error in eigenvalue are 0.56%, 0.27% and 77pcm with SC;
the corresponding errors are 0.56%, 0.28 and 119pcm with SD.
With both SD and SC, it takes 29 DGM iterations to fully converge the flux with the nns
convergence criterion. However, with SC, the nns and mre errors of scalar flux and error
in eigenvalue are 0.092%, 0.055% and 26pcm in the final converged solution, larger than
the corresponding values with SD, i.e., 0.016%, 0.012% and lpcm. SD is fully consistent
with the DGM method due to the piecewise constant flux within each spatial mesh, as
analyzed in this section.
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Scalar flux rms relative errors and eigenvalue relative errors are plotted in Figs. 4.48 and
4.49 for both SC and SD. It can be observed that the rms errors of the scalar flux show a
smoother convergence trend than the relative errors of the eigenvalue. For SC, after about
13 iterations errors in recondensation result stop decreasing.
Although the SC is not fully consistent with the DGM method, it can be observed that the
recondensation methodology still provides a substantial improvement in the coarse group
parameters with only a few DGM iterations.
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4.3.2 Perturbation technique in collision term
The collision term is treated differently due to the fact that a perturbation technique is
applied in the derivation of the DGM method to increase stability, which is similar to the
treatment of angular dependence of the collision term in the multigroup discrete ordinates
equations proposed in [Bell 1970] [Lewis 1993]. The purpose of this section is to study
the consistency of this approximation with the recondensation procedure. Continuous
spatial dependence is used in the derivation in this section, but as stated in Section 4.3.1,
consistency is only obtained when using a flat-flux approximation. If the continuous
energy transport equation is separated into coarse energy group equations, the Legendre
moments of collision term within a coarse group g is:
N-1
R14 (rU=) P(K,N -1)o;(r,K)y(r,ZK), (4.19)
K=O
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where it is assumed that there are N fine group points within coarse group g with point
index K = 0,1, 2,...,N -1. This term can be condensed as:
Ri* (r, i) = o (r, )W(r, g2), (4.20)
where the angular flux moment is defined in Eq. (3.5) and the total cross section moment
is defined as:
N-I
2 P (K, N - 1)a, (r, K)yk (r, Ul, K)
ak (r, U)= K=0 (4.21)
lP (K,N -1)y*(r, f, K)
K=0O
With i =0, Eq. (4.20) is the total reaction rate condensed from fine group to coarse group
using angular flux as the weighting function. However, there are two disadvantages with
definitions in Eqs. (4.20) and (4.21). Firstly, the discrete orthogonal polynomials appear
in the denominator of the definition, which may lead to large round-off error and
instability when generating ar (r,2) moments. Secondly, the total cross section
'JR
moment in Eq. (4.21) has angular dependence, which is typical in standard energy
condensation from fine to coarse groups. One way proposed in Chapter 3 is to use an
averaged collision term together with a perturbation term such that:
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Rk+ (r,n2)= o- (r)k+1 (r,n)+k (r, )yfk+1 (r, ni)
rig tOg .g 1* O 0
N-
Po (r) J-(K,1N 1 ) )k+l (r, U, K) (4.22)
S= (K,N-1 )(r,K)Vk(rk+1,(r , K).
K-OkI
Iyf2,(r, K) K=O
K=O
If after many recondensation iterations, the flux converges such that:
yr(r,n, K) = yrk (r, n1, K), (4.23)
it can be observed that Eq. (4.22) can be simplified to Eq. (4.19), which shows
consistency of the derivation. If written explicitly, the spatial dependence within a spatial
mesh is satisfied only when a flat flux approximation is used. Thus, the perturbation term
approximation of the collision term does not induce any extra error in the recondensation
iterations for 0 th order spatial schemes.
To close this subsection, two 1-D examples with simple analytical solutions demonstrate
why the discrete polynomials in the denominator in Eq. (4.21) induce numerical
instabilities, and need be treated with the perturbation technique proposed. Let us define a
1-D slab geometry with reflective boundary conditions on both sides, S2 angular
approximation, two energy groups. The DGM method will use one group with order one
expansion. To simplify the problem, also assume no scattering, no fission and an external
source.
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Example 1: a, 1 =1.0,O2 = 3.0, Q, =1.0,Q2 = 5.0. The analytical solution of this problem
is y - - , V2 ~ 2 - . Using this exact solution to generate cross section and
2a, 2 2a,2 6
source moments with both the exact approach in Eq. (4.21) and the delta term
approximation approach of the collision term, both can produce the exact solution yV,
and V2-
Example 2: a, =1.0, ,2 =5.0, Q, =1.0, Q2 =5.0. The analytical solution of this problem
is Y, = Q, - , 2  Q2 - . Using this exact solution to generate cross section and2a, 2 2a,2  2
source moments with the exact approach in Eq. (4.21) of the collision term, the
denominator of the first order total cross section moment is exactly 0, i.e.,
1 1
y (0,1)+V 2J!(1,1) =--1.0+-.(-1.0) = 0.0 (4.24)2 2
So even in this simple problem the exact approach in Eq. (4.21) can fail. But with the
delta term definition the exact solution of yf, and V/ 2 can be reproduced.
4.3.3 Memory requirement of recondensation
While the energy recondensation provides a way to improve the coarse group solution
efficiently with minimal computational cost, it comes at the expense of the memory
requirement.
126
The first issue is that in each energy condensation process, the collision term is angular
dependent in order to preserve the directional reaction rate. This angular dependence is
folded into the perturbation term and this term has to be kept fully to maintain overall
accuracy of the algorithm. This means that the angular flux needs be stored which defers
from the conventional multigroup process that only stores the scalar flux and a few
moments. In the 2D PWR core with S8 quadrature the total number of directions is 40.
Thus, the angular flux is 40 times the size of the scalar flux. It should also be noted that
the angular flux in the perturbation term has a fine group structure (Eq. (3.11)) and thus
requires a large memory to store it.
A second issue is the spatial mesh dependence of cross section moments. In traditional
multigroup calculations, cross sections can be stored for each material (either
heterogeneous or homogenized), but not for each spatial mesh. However, in the
recondensation process presented above, cross section moments are generated using the
flux as weight function for each spatial mesh. Thus all the cross sections and moments
have a different value at each spatial mesh.
The results presented earlier were able to deal with the large memory requirements
because of the small benchmark problems at hand. The purpose of these results is to
demonstrate the level of accucary that one can obtain with the DGM recondensation
method in its most accurate form. However, approximations can be made to reduce the
large storage requirements.
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One way to solve the first issue is to expand the angular dependence of angular flux in
the perturbation term using flux moments, as indicated in [Bell 1970]. In the definition of
bg (r, 2) in Eq.(4.4), the angular flux in the denominator is eliminated and exists only in
the numerator, and this angular flux can be expanded using angular flux moment as in Eq.
(A. 18). This approach is consistent with traditional multigroup calculations which store
angular flux moments instead of angular flux directly. To address the second issue, a
technique similar to spatial homogenization [Smith 1980] can be used in which the cross
section moments for representative regions are homogenized.
4.4. Summary
In this chapter, an energy recondensation methodology is developed based on the DGM
energy expansion theory. Cross sections and moments are regenerated using the obtained
DGM flux spectrum as a weighting function at the beginning of each iteration.
Computational tests are performed on one dimensional BWR cores with and without
Gadolinium, two dimensional PWR cores with both U0 2 and MOX fuels, l-D and 2-D
HTR cores with control materials.
In both the 1-D and 2-D tests, fluxes in the coarse group solution improve considerably
with only a few iterations and are shown to converge to the core fine group solutions after
multiple iterations. Full convergence of the recondensation process was shown to be fully
consistent with the multigroup methodology for a spatially flat flux approximation, but is
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by no means a substitute. The purpose of the recondensation technique is to substantially
improve the coarse group solution with a minimal number of iterations. Step difference
spatial discretization is used in this study since it is consistent with the collapsing of the
cross section moments which uses cell-averaged fluxes. A brief discussion is provided
that explains the consistency of flat-flux approximation and the nature of the
inconsistency for higher order spatial schemes. It was shown that with the step
characteristic spatial discretization, the recondensation methodology can still effectively
improve the coarse group solution with minimal computational cost.
While traditional multilevel approach is sufficient for current light water reactor
simulations, it is not enough for advanced light water reactors, high temperature reactors
and generation IV reactors [DOE 2002] which have more heterogeneous core designs.
The energy recondensation method provides a way to provide a very accurate estimate of
core level fine group solution with only a few DGM iterations.
HTR reactors are difficult to model with traditional multilevel approach because of the
long mean free path of neutrons in the core. This leads to strong neighboring effects that
are difficult to capture by multilevel approaches. The energy recondensation
methodology developed in this dissertation is particularly well-suited for HTR reactors,
as was shown in the ID and 2D HTR tests. The strong spectral shift in the core can be
effectively captured at the core level, which provides improved coarse group parameters.
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Chapter 5 Nonlinear Energy Acceleration Using DGM Method
5.1 Method description
In the previous chapter, a new energy recondensation method was developed using the
DGM method [Zhu 2011, 2]. This section extends the previous recondensation method to
an acceleration form, in which the flux obtained from a few iterations of DGM
calculation serves as an initial guess for the fine group calculation. Since the DGM
method can produce a very accurate estimate of the fine group solution with much less
computational time, it is expected that a few iterations of the DGM calculation can
provide a better initial guess and accelerate the overall fine group calculation. This
section analyzes the number of DGM iterations needed to provide the greatest time
savings.
Fig. 5.1 is the flow chart of this energy acceleration scheme. The flux and eigenvalue
solution from the recondensation process are used as the initial guess for the standard fine
group calculation.
5.2 Computational results
The core tested in this section is the 2-D PWR core described in Section 4.2.3. The same
2-D SN code platform is used. The angular discretizaiton is S4 in this section. In the
energy acceleration algorithm, a few iterations of the DGM calculation are performed
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first and the obtained flux is used as the initial guess for the following fine group
calculation.
Fig. 5.1 Flow chart of energy acceleration procedure.
In the first group of tests, a 3 group DGM calculation is performed. The number of fine
groups in each coarse group is 26, 20, and 24, respectively and the number of DGM
iterations in the recondensation process is varied from 3 to 20. With 20 DGM iterations,
the rms* error between two consecutive iterations is less than the convergence criterion,
i.e., 10-5.
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From Table 5.1, the 70 group reference calculation takes 517 minutes, with 146,121 core
level transport sweeps. It can be observed that the DGM calculation reduces the overall
computational time and total number of core level transport sweeps. With 20 DGM
iterations followed by fine group calculations, the total computational time is 80 minutes,
about 1/6 of the fine group computational time. The total number of core level transport
sweeps is 23,865, about 1/6 of that of fine group calculations. It can also be observed that
with a smaller number of DGM iterations, the computational times required are longer
than with 20 iterations, but still accelerate the fine group solution effectively. With 3
DGM iterations followed by fine group calculation, the time is about 196 minutes which
is less than half of that of fine group calculation.
Table 5.1 also lists final errors in eigenvalue. It can be observed that with different
number of DGM iterations followed by fine group calculations, eigenvalue converge to
the fine group solution to the order of 0.1pcm, which consistent with the convergence
tolerance and indicate that the solutions converges to the fine group solution.
Table 5.1 3 coarse group with expansions acceleration results.
Eigenvalue Time (min) # transport sweeps
3 DGM iterations 1.198994 196 51,726
6 DGM iterations 1..198998 127 37,830
13 DGM iterations 1.198998 71 24,475
20 DGM iterations 1.198998 65 23,865
Reference solution 1.198995 517 146,121
Note: Assembly calculations take 15 minutes, not included.
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The test is repeated with a 2 group DGM calculation. The numbers of fine groups within
each coarse group are 26 and 44, respectively where the second coarse group includes all
the 44 upscattering groups. The number of DGM iterations in the recondensation are 3, 6,
13 and 20, respectively. With 20 DGM iterations, the rms* errors between two
consecutive iterations are less than the convergence criteria, i.e., 10-5.
Table 5.2 lists the computational results. The results of the 2 group expansions are similar
to those of 3 group expansions. With 20 iterations, followed with the fine group solver,
the total computational times and number of total core level transport sweeps are about
1/7 of those of the fine group calculation. Eigenvalues converge to the fine group
solution. With fewer DGM iterations, the acceleration scheme still improves the overall
performance.
Table 5.2 2 coarse groups with expansions acceleration results.
Eigenvalue Time (min) # transport sweeps
3 DGM iterations 1.199002 169 47,499
6 DGM iterations 1.198998 134 36,082
13 DGM iterations 1.198996 66 22,270
20 DGM iterations 1.198996 62 21,614
Reference solution 1.198995 517 146,121
Note: Assembly calculations take 15 minutes, not included.
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This new nonlinear energy acceleration scheme is totally compatible with other existing
acceleration schemes including coarse mesh finite difference (CMFD) [Smith 2002]
[Yamamoto 2004] and diffusion synthetic acceleration (DSA) [Alcouffe 1977] [Adams
2002] methods. In each DGM iteration, the leading order calculation is equivalent to the
standard coarse group calculation and thus can be accelerated with DSA and CMFD.
However, because the angular dependence is kept in the collision term, current
acceleration techniques would require some adaptation. The recondensation process can
be accelerated using Newton's method [Kelley 2003] [Deuflhard 2004] to further
improve the overall efficiency.
5.3 Summary
This chapter developed an energy acceleration scheme which is a natural extension of the
energy recondensation method developed in Chapter 4. If the fine group solution is
desired, solution from the recondensation calculation can be used as an initial guess for
the standard fine group calculation. This methodology was tested on a 2D PWR core with
a 70 group cross section database. Recondensation calculations are 2 or 3 coarse group
with expansions with different number of DGM iterations. Results showed that the new
algorithm can effectively accelerate the standard fine group calculation.
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Chapter 6 Summary and Future Work
6.1 Summary
In this study, a fundamentally new discrete generalized multigroup energy expansion
theory was developed to bridge the broad energy range in nuclear reactor simulations.
The new theory offers an innovative way of discretizing the energy variable. In the
standard multigroup equations, the group angular flux is expressed using discrete energy
moments. Moment equations are solved so that the multigroup angular flux can be
unfolded from the solved energy moments of the flux.
The new DGM energy discretization theory provides a way to reduce the reliance on the
traditional multilevel approach by proposing an online energy recondensation procedure
that eliminates the dependency on approximate boundary conditions. Cross sections and
moments can be regenerated using the obtained DGM core-level flux spectrum as a
weighting function at the beginning of each DGM iteration. The cross-section
condensation process is thus embedded inside the core level calculation and the need for
pin cell or lattice level calculations can be eliminated.
A demonstration was performed on a simplified two dimensional PWR core. A
straightforward infinite lattice condensation from 70 groups to 3 groups produced, at the
core-level, fission density mean relative errors on the order of 3.9% after the first DGM
iteration, and reduced to 0.32% after only 3 DGM iterations, and further reduced to
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0.0020% after 13 DGM iterations when the solution was fully condensed to the fine
group solution. Note that with the traditional multilevel approach, errors in coarse group
solutions are on the order of those of the 10t DGM iteration. Additionally, due to the use
of discrete orthogonal polynomials, this new approach remains computationally
competitive compared to the fine group calculation. The total number of transport sweeps
of obtaining the fully condensed flux calculation was about 1/6 the total of the standard
fine group power iteration. Thus, the recondensation scheme provides both efficiency and
accuracy for core level calculations. It is also expected that the time benefit of the DGM
method will increase when tested on much larger cores.
A representative HTR benchmark was also tested. Infinite lattice calculations are ill-
suited for this type of reactor because of the strong neighboring effect caused by the long
neutron mean free path. The energy recondensation methodology developed in this
dissertation is well-suited in capturing the spectral effects at the core-level, thus
improving the coarse group results. Instead of resorting to mini-cores or color-sets, the
DGM was seeded with 5 fine group outer iterations as an initial guess for the coarse
group solution. In a 2D HTR core test, comparison was made between 26 group
calculation and 4 coarse group recondensation calculations. Mean relative error of scalar
flux was 5.7% after the first DGM iteration and after 5 DGM iterations was reduced to
1.8%, and was further reduced to 0.029% after 38 DGM iterations.
Table 6.1 list the recondensation results for a few cores tested in this study, i.e., ID BWR
core 3, 1D HTR, 2D PWR, and 2D HTR. rms relative error, mean relative error (mre),
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and error in eigenvalue for the first 3 DGM iterations are listed. It can be observed from
the table that in all the tests, recondensation calculations can substantially improve the
coarse group solution.
Table 6.1 Recondensation result summary.
rms (%) mre (%) Ak (pcm)
ID BWR core 1 10t iteration 3.2 1.6 1342
(47 group vs. 2nd iteration 1.0 0.62 17
2gr/exp) 3rd iteration 0.56 0.28 119
ID BWR core 3 1st iteration 15 8.5 6867
(47 group vs. 2nd iteration 6.3 4.3 1851
2 gr/exp) 3 rd iteration 2.6 1.7 1026
ID HTR core 1V iteration 19 3.7 1473
(295 group vs. 2 "d iteration 5.4 1.4 403
10 gr/exp) 3'3 iteration 1.8 0.57 101
ID HTR core 1 iteration 18 3.6 998
(P1 anisotropic 2nd iteration 5.2 1.4 393
scattering) 3rd iteration 1.8 0.62 158
2D PWR core 1st iteration 33 4.8 1797
(70 group vs. 2 nd iteration 15 0.91 194
3 gr/exp) 3rd iteration 7.5 0.39 45
2D HTR core 1st iteration 35 5.7 4140
(26 group vs. 2 nd iteration 25 4.4 2381
4 gr/exp) 3r iteration 19 3.3 1399
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The energy recondensation procedure has shown to substantially improve the coarse
group solution with a minimal number of iterations. Furthermore, if the fine group
solution is still desired, an energy acceleration scheme becomes a natural extension of the
process. The flux from the recondensation calculations can be used as an initial guess for
standard fine group calculation. Computational results showed that the scheme can
effectively accelerate the fine group calculation by improving the initial guess of flux and
eigenvalue. In a 2D PWR core test, a 70 group calculation was accelerated with 2 or 3
coarse group recondensation calculations with different number of recondensation
iterations. With the 3 DGM recondensation calculation, the total number of transport
sweeps was about 1/3 of that of the unaccelerated calculation. With fully condensed
results, the number of transport sweeps was to 1/6 of that of the unaccelerated calculation.
Despite the very promising DGM results, a few important caveats were identified. The
accuracy of the converged recondensation procedure towards the fine group results
depends on the spatial discretization scheme used. Analysis regarding the dependency of
spatial discretization methods was performed and indicated that the step difference spatial
discretization which assumes piecewise constant flux within each spatial mesh is fully
consistent with the recondensation methodology. When generating cross section moments,
only the cell-averaged flux value is used. In higher order methods, information is lost,
i.e., slope of flux with linear discretization method (i.e., linear discontinuous Galerkin),
or the exponential information in step characteristics method. Even though not fully
consistent for step characteristic spatial discretization, computational results show that
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the DGM recondensation method can still effectively improve the coarse group solution
with minimal computational cost.
6.2 Future work
In all the algorithms developed in this dissertation, energy discretizations throughout the
entire spatial domain is the same. A mixed energy method [Forget 2010] was proposed to
link the coarse and fine group spectrums. At the interface of coarse group and DGM
regions, fluxes are connected by coarse group energy structure. At the interface of fine
group and DGM regions, fluxes are connected by fine group energy structure because the
unfolded flux in the DGM region does have a fine group structure. This methodology
makes it possible to have different energy structures in different regions in the same core
so that a fine group representation can be used in more important regions and coarse
group representation can be used in less important regions in order to reduce the overall
computational cost.
In Chapter 2, different energy self-shielding methods in nuclear data processing are
reviewed. If calculation can be performed on ultra-fine energy group structure, self-
shielding models become unnecessary. In traditional multigroup methods this is very
computationally expensive. This situation can be improved by using the DGM method
developed in this study. Recondensation calculation on a fine group structure can be
performed and the condensed fluxes and moments can be unfolded to the ultra-fine group
structure to capture the self-shielding effects.
139
Appendix A. Derivation of multigroup form of transport equation
The definition and derivation of the multigroup form of the Boltzmann transport equation
can be found in many references, i.e., [Bell 1970] [Lewis 1993]. Because the new
discrete generalized multigroup method is closely related to the standard multigroup
method, a brief derivation is discussed here. Without loss of generality, the starting point
of the discussion in this section is the steady state k-eigenvalue problem of the linear
Boltzmann transport equation for neutron distribution with fission and scattering sources:
U -V y(r, U, E)+a,(r, E)V(r, ,E) =
dE j dn'a,,(r, U' -+nE -f E)yf(r,n',E')+ (A.1)
d~rE ) . -)~ . -(-.1.0 4z
XrEfdE' dU'iva, (r. E)V )(r,Q I, E'),4 k 4x
where y(r, U, E) is the neutron angular flux, a (r, E) is the total cross section,
af (r, E) is the fission cross section, V(r, E') is the number of neutrons produced per
fission reaction, ,(r, E) is the fast fission spectrum, and , (r, U' - U, E' -> E) is the
double differential scattering kernel. The scalar flux is defined as:
f(r, E)= f V(r, U, E)dn. (A.2)
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Group flux is defined as an integral quantity within each group; in particular, the group
angular and scalar fluxes are defined within group g as:
E,_,
yg (rU) = f yf(r,n, E)dE, (A.3)
Eg
#, (r)= f (r, E)dE
E' (A.4)
E,_,
= f Jy(r,2,E)d2dE
E,4x
To derive multigroup equation, integrate the continuous energy transport equation over
each energy interval. In particular, if the first group starts from the highest energy (and
thus lowest lethargy), in order to obtain the group fluxes defined in Eqs. (A.3) and (A.4),
integrate Eq. (A.1) within group g (g=1,...,G):
Eg-1 Eg-
U*V f (r, U, E)dE+ o-(r, E)y(r, E)dE=
E, E,
Eg-I G E,._-4
f dEj f dE'J d2o-,(r,U' -> U, E' -* E)y(r, U', E')+ (A.5)
E, '= E, 4x
Eg-1 G E,._-I
4 d drk dU'vy (r, E')yV(r,n', E'),
E, 9'=l Eg. 4x
where Eo is the highest possible energy and EG is the lowest possible energy. In reactor
simulations, Eo is on the order of 20MeV and EG is on the order of 10 5eV. In order to
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obtain group cross sections in Eq. (A.5), the important idea is to preserve reaction rates of
each term within each group. Thus, the multigroup form of the transport equation in
terms of group fluxes and group cross sections is:
U V y,(r, Ui2) + a (r, U)y (r, 2)=
G =_. , _. _,.G_.
L f ,..(r,D -f)yg.(r, f)dn'+ 4 Lr vafg,(r)#O,.(r),
g '=l14T 43r 9'=1
(A.6)
where the group cross sections are defined by preserving reaction rates for each term as:
E_
a, (r, U=
o,(r, E)V(r, Ul, E)dE
(A.7)
y (r,UE)dE
ES
~:Tsgg(r,~2 -4~Q)=
E., E8-
f f dE dEq, (r, f -+ f,E -> E)y(rn', E')
E. EE,
i V(r, U, E)dE
E
vaf (r, E)#(r, E)dE
vafg E,E,
f (r, E)dE
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(A.8)
(A.9)
E,_,
Xg (r)= Xg, (r, E)dE. (A.10)
Es
All these multigroup cross sections can be obtained only after the exact fluxes solution is
known, which is typically not known a priori. Note that in Eqs. (A.7), angular flux is
used as a weighting function so that the generated total cross section has angular
dependence. One common way to get rid of this angular dependency is to assume that the
angular flux can be separated as a product of the energy spectrum within the group and
the group angular flux as [Bell 1970] [Lewis 1993]:
y/(r, U, E) = Vg(r, 2)f(E), (A.11)
and integrate over angle to obtain:
0(r, E) = g (r)f(E). (A.12)
Substitute this approximation into Eqs. (A.7)-(A.9) to obtain the group cross sections as:
Eg- 1So-,(r, E)f(E)dE
,tg(r)= E, Eg-1 (A.13)
f f(E)dE
E,
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Eg .- Eg-
f f JdE'dEu,(r,n' -+ 2,E -+ E)f(E')
,,(r U'. E8  E , (A.14)
f(E)dE
ES
f va, (r, E)f (E)dE
VOg(r)= Eg (A.15)
f f(E)dE
E,
Note that the energy spectrum f(E) has region and group dependence. The accuracy of
the multigroup depends on how f(E) is obtained. The approximation made in Eq. (A.11)
is not always satisfied, especially when the system is complex and very heterogeneous,
and typically requires fine enough spatial and energy grids.
A second way to treat the angular dependence of the total cross section when deriving the
multigroup equations is proposed in [Bell 1970] and [Lewis 1993]. It is called
"Consistent P," approximation if the total group cross section is assumed to be weighted
using the scalar flux as:
f a, (r, E)#(r, E)dE
,tg(r)= E, . (A.16)
# 0(r, E)dE
E,
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By comparing Eqs. (A.7) and (A.16), the error in group g in the collision term induced
from this approximation is:
E,_1 Eg_,f o (r, E)#(r, E)dE a, (r, E)V(r, Ui, E)dE
(E, E E, E_ g (r, U). (A.17)
# 0(r, E)dE V(r, U, E)dE
E Eg
The idea is to first move this error term to the right hand side of the transport equation,
and expand the angular flux using Legendre polynomials (in l-D slab geometry). Thus
Eq. (A.17) can be expressed using group angular flux Legendre moments and is further
combined into the scattering kernel which is also expressed using Legendre expansion (in
l-D slab geometry).
This idea is very similar to the delta term approximation derived in the DGM method and
a detailed derivation of the delta term can be found in Chapter 3. The reason of this
similarity is that from continuous energy to multigroup equation, and from fine group to
coarse group energy condensation, the total group cross section becomes angular
dependent.
Up to this point the multigroup fluxes and cross sections have been defined and the
multigroup equation is given in Eq. (A.6). The next step is to treat the angular
dependence of the scattering kernel. In the scattering kernel, the group angular flux is
typically expanded using spherical harmonics [Hobson 1955] [Courant 1962] [Miller
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1966] and group angular flux moments. The group scattering matrix is expanded using
Legendre polynomials and group scattering moment matrices. In particular,
(A.18)y,(r, d)= -g #,(r)Y,,,(d),
1=0 M=-I
where
(A.19)g (r)= Y, * ()yg (r, dl)da,
4x
where Y,, () is the complex conjugate of the spherical harmonics. The scattering kernel
is:
-I -- L 21+1(r, )=- ,,gg.(r,pX)= I,,,,(r)P ,2 1--o 42s (A.20)
where
Os,,s.(r)= J,gg,(r, p)P (u 0)dpo.
-1
(A.21)
The orthogonality of spherical harmonics and the Legendre addition theorem are also
used in deriving the scattering term:
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(A.22)Y* ()Y,. , (k)dn = 4 .,.,,,.
1
P, (/p))= LY,,(2)Y+1(')21 +1,M- (A.23)
Substituting these expansions and using the orthogonality properties, the transport
equation with scattering moments is:
V V/g (r, ni) + cg (r)yg (r,h)=
G L I * m 4
g'= 1 l=0 M=-l 4)
(A.24)X Zg(r) G
4 (vfg (r)g.(r).477k g'=1
Eq. (A.24) is the standard multigroup form of the transport equation used in most
deterministic transport calculations.
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Appendix B. Orthogonal polynomials
Orthogonal polynomials [Nikiforov 1988] [Nikiforov 1991] [Gautschi 2004] are widely
used in many science and engineering fields. In nuclear engineering field, the scattering
cross section matrix is typically expanded using Legendre polynomials and scattering
matrix moments are stored for calculations. An important reason is that the Legendre
polynomials are defined on the interval [-1,1] which matches the cosine range of the
polar angle. In this section, definitions and properties of continuous and discrete
polynomials are reviewed.
B.1 Continuous orthogonal polynomials
Classical polynomials are defined as a solution of equations of hypergeometric type
[Nikiforov 1991]:
o-(x)y"+r(x)y'+Ay =0, (B.1)
where o-(x) is a polynomial of at most second degree, r(x) is a polynomial of at most
first degree, and A is a constant. Two examples are Legendre differential equations and
Tchebichef differential equations (for the polynomials of the first kind) which are defined
respectively as:
(1-_x2)'-(X) - 2xP,(x) +n(n +1)P (x) =0, (B.2)
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(1- x2 )T"(x) - 2xT(x) + n2T (x) =0.
While explicit solutions can be expressed by Rodrigues formula, polynomials are
typically generated through a three term recurrence relation:
xP (x)= aP+ (x) + P, (x) + yP_ (x)
All orthogonal polynomials satisfy this three term recurrence relation with different
constants a., fl, and y [Nikiforov 1991]. Legendre polynomials can be generated
through this relation:
PO(x)=1,
P (x)= x,
(n+1)P,,(x)-(2n+1)xP(x)+nP_,(x)=0, n 22.
Tchebichef polynomials of the first kind can be generated through this relation:
To(x) =1,
T,(x) x,
T(x)- 2xT(x) +T,_,(x)= 0, n 2.
Orthogonality properties are defined:
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(B.4)
(B.5)
(B.6)
(B.3)
f P,(x)P (x)dx=2l21.' (B.7)
-1+
1 ~0,1 tm
T(x)T(x) = { l=m=0 (B.8)
41X2 zr/2, = M #0.
Both Legendre and Tchebichef polynomials are special cases of Jacobi polynomials
[Nikiforov 1991].
B.2 Discrete orthogonal polynomials
In some mathematics and physics applications, the quantities are determined on a discrete
set of argument values. An example is the multigroup form of transport equation where
the group flux and group cross sections are considered piecewise constant within each
energy group. In such problems, a set of orthogonal polynomials of a discrete
independent variable which assume only a finite number of values in the interval can be
used. The difference equation has the form [Nikiforov 1991]:
o-(K)AVP,(K, N -1) +r(K)AP, (K, N -1)+ P,,(K,N -1) = 0, (B.9)
where the forward and backward finite difference operators are:
AP,(K, N - 1) = P,,(K + 1, N - 1) - P,(K, N - 1), (B. 10)
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VF(K,N -1) = P,(K, N -1)- P,(K -1, N -1).
where n =0,,..., N -1; K =0,1,...,N -1. The three term recurrence relation is similar to
that of the continuous case in Eq. (B.4) except that the continuous variable x is replaced
by the discrete variable K. From a computational point of view, the recurrence relation to
generate discrete orthogonal polynomials is more important than an explicit expression
which is typically expressed with Rodrigues formula.
Definition and properties of the discrete Legendre orthogonal polynomials (DLOP) are
shown in [Neuman 1974]. Mathematically, the DLOP P, (K, N -1) are defined over the
discrete interval K =0,1,2,...,N -1 and n =0,1,2,...,N -l is the degree of the
polynomial where the total number of discrete points is N. Their orthogonality relation
can be expressed as:
N-1
EP,,(K, N - 1)P (K, N - 1) = p(m, N - 1)9.1, (B. 12)
K=O
where 6m is the Kronecker Delta and the squared norm of the mth order polynomial set
p(m, N -1) is:
N-1(N +m)('
p(m,N-1)= P (K,N -1) = ,9 (B.13)
K=0O (2m+ 1)(N - 1)(
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(B.11)
where N'"m is the m' fading factorial of N defined as:
N(m) = N(N -1)(N - 2)N...(N-m+1), m>O
1, m=0
(B.14)
The normalization relation is:
(B.15)
One of the most important properties of the DLOP to be used in the DGM method
derivation comes from the othogonality relation in (B.12) by setting m = 0 to obtain:
N-i
1: P,(K, N - 1) =pO(, N -1).501
K=O
(B.16)
in which the following fact is used:
(B.17)
The DLOP can be generated using the following recurrence relation (in m) [Neuman
1974]
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P,,(0,N -1)=1 for all m.
PO(K,N -1)=1I for all K.
Po(K,N -1)=1,
P (K,N -1) = (N -1-2K)/(N -1),
(m + 1)(N -1- m)Pm, (K, N -1) - (2m + 1)(N -1- 2K)P (K, N -1)
+m(N +m)P,,_ (K,N -1) = 0, m=1,2,...,(N -2).
Orthogonality relation of discrete Tchebichef (DT) polynomials is [Mukundan 2000]
[Mukundan 2001]:
N-I
T,,(K,N-1)T,(K,N-1)
K=0
where
(B.19)
N-I
p(m,N-1)=>T2(K,N-1)=
K=-O
12 2 2
N(1- )(1-- )...(1N N.
(2m +1)
In Eq. (B.19), if m=0, the following obtained result is obtained:
T, (K, N -1)= p(0,N - 1).5,,
K=O
in which the following fact is used:
TO(K,N-1) =1 for all K.a
The DT can be generated using the following recurrence relation (in m):
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(B.18)
M2
- )
(B.20)
(B.21)
(B.22)
T(K,N-1)=1,
TI(K,N -1) = (2K+1-N)N,
mT(K,N-1)-(2m-1) N T
NN
(B.23)
In this dissertation, both DLOP and DT are used and tested in the DGM method.
B.3 Discussions on discrete expansion
This section addresses known issues associated with discrete polynomial expansions.
(a) Numerical precision offloating point numbers.
In this study, double precision is used in all the implementations of the algorithms for
floating point numbers. Based on the IEEE 754 standard [IEEE 1985] definition, a
double precision floating point number is stored in 8 bytes, 64 bits. The sign, exponent
and significand occupy 1, 11 and 53 bits, respectively.
For the exponent part which occupies 11 bits, the range is from 10-308 -10308 where 308
is approximately from 1023x logo 2. Beyond 10308 or below 10-308 is named
overflow/underflow.
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For the significand part, the integer resolution is on the order of p = 2" =1016. Thus, any
two double precision real numbers with a significand difference smaller than
p-' = 10-16 and having the same exponent and sign are considered the same
number thus causing a roundoff error.
The way a real number is stored limits some computational features if the range of
numbers varies many orders of magnitudes. An extreme example is when summing two
numbers 1.0 and 1.0E20, the result is 1.0E20 and information of the first number 1.0 is
totally lost. In order to have accurate summation of the two, quadruple or arbitrary
precision numbers can be defined. This will increase requirement of both memory and
computational effort. With double precision, this kind of phenomenon will have an
impact on the discrete expansion if values of a step function have large variations.
(b) Step function with values of large difference in magnitude.
In Section 3.2, a step function is expanded and reconstructed using both continuous and
discrete orthogonal polynomials. Discrete expansion gives a very accurate reconstructed
result. Here a more challenging step function is expanded. The 4 step values of function
1 1 1f(K) are 1, , and 3 for K =0,1,2,3. The DLOP values (double precision)
700'700 7003
of N=4 is given in Table B.1 with order m and point number K.
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Table B.1 Double precision DLOP values of N=4.
m=0 1 2 3
K=0 1.00000000000000 1.00000000000000 1.00000000000000 1.0000000000000
1 1.00000000000000 0.333333333333333 -1.00000000000000 -3.00000000000000
2 1.00000000000000 -0.333333333333333 -1.00000000000000 3.00000000000000
3 1.00000000000000 -1.00000000000000 1.00000000000000 -1.00000000000000
P. 4.00000000000000 2.22222222222222 4.00000000000000 20.0000000000000
Exact and reconstructed step functions are given in Table B.2. It can be observed that the
largest value 1.0 at K=O is reconstructed accurately on all the digits. For K=1 where the
step value is on the order of 10-3, the last 2 or 3 digits are not accurate and the relative
error is on the order of 10-1%. For K=2 where the step value is on the order of 10-, the
last 5 digits are not accurate and the relative error is on the order of 10-10%. For K=3
where the step value is on the order of 10~9, the last 8 or 9 digits are not accurate and the
relative error is on the order of 10-7%.
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Table B.2 Exact and reconstructed step functions (1).
K=0 1 2 3
f(K) 1.00000000000000 1.428571428571429 2.040816326530612 2.915451895043732
E-3 E-6 E-9
f(K) 1.00000000000000 1.428571428571390 2.040816326542849 2.915451921547962
E-3 E-6 E-9
Relative 0.0 2.7E-12 7.6E-10 9.1E-7
error (%)
Thus, the reconstructed function will poorly represent very small values. When
generating discrete moments using Eq.(3.27), the moment F is stored as a double
precision value. Similarly, when reconstructing the function using Eq. (3.28), the
reconstructed function is also stored as a double precision value. When summing a
smaller number (i.e., on the order of 10-3 ) and a larger number (i.e., on the order of 1) in
both Eqs. (3.27) and (3.28), information on the last a few digits of the smaller number
will be lost.
In Section 3.2 it has been claimed that a four values step function can be reconstructed
using DLOP accurately. Table B.3 shows the detailed double precision values of the
exact and reconstructed values. It can be observed that although the step function in
Section 3.2 is much smoother than the step function in Table B.2, small errors can still be
observed in the last a few digits of low step values, as is shown in Table B.3.
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Table B.3 Exact and reconstructed step functions (2).
(c) High order expansions
If the number of discrete points of a step function is large, this leads to a high order
expansion. Since these polynomials are generated using a three term recurrence relation,
numerical errors can propagate and grow exponentially, which can deteriorate the overall
performance and lead to the loss of orthogonality [Mukundan 2004]. By using the
following recurrence relation:
P.+,c,(K) = (aK +#,)(P, (K) + ,) + y,(P_1 (K) +e_)
= (anK + ,)P (K) + yP,_1 (K) + (a, K +, )e, + ,_, (B.24)
= P,, (K)+e E,,
where e, and e,_, are errors in the n*tb and (n-1)*h order polynomials. Note that
c,, = (aK + f,)C + Y.,_, (B.25)
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Eq. (B.25) has a nonlinear term (K dependence) which leads the error to propagate along
the energy variable.
The value of the squared norm of discrete orthogonal polynomials (defined in Eqs. (B. 13)
for DLOP and (B.20) for DT) varies many orders of magnitude with high order
expansions. This will lead to numerical instabilities [Mukundan 2004].
In order to remedy the issues associated with high order expansions, Mukundan
[Mukundan 2004] proposed an algorithm to generate orthonormal discrete Tchebichef
polynomials. Firstly, the squared norm is normalized to 1 so that the discrete orthogonal
Tchebichef polynomials become orthonormal polynomials. This remedies the issue of
large variation of the squared norm.
Secondly, a new recurrence relation in K was proposed to generate orthonormal
Tchebichef polynomials, instead of using the recurrence relation in order m. The new
recurrence relation in K was shown to be more robust [Mukundan 2004].
Thus, discrete Tchebichef polynomials in this study are generated using the algorithm in
[Mukundan 2004]. A simple step function reconstruction is tested for both the DLOP and
the orthonormal DT generated using the K recurrence relation.
The first test is the reconstruction of a step function with 50 step values, and thus a 50
order expansion is needed. These values uniformly equal to 1.0. Table B.4 shows the
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results of the reconstructed function using both DLOP and orthnormal DT. Only the first
25 values are shown due to symmetry. It can be observed that DT gives a better solution
than DLOP. The reconstructed function with DT is accurate up to the last digit, while
with DLOP, a few points have 9-10 digits inaccuracies.
Table B.4 Discrete polynomial expansion of step function (N=50).
K+1 f(x) fDLOP W DT W
1 1.00000000000000 1.00000000000000 1.000000 00000
2 1.00000000000000 1.00000000000399 1.00000000000000
3 1.00000000000000 1.00000000000165 1.00000000000000
4 1.00000000000000 0.999999999999990 1.00000000000000
5 1.00000000000000 1.00000000000017 1.00000000000000
6 1.00000000000000 0.999999999998952 1.00000000000000
7 1. 1.00000000000584 1.00000000000000
8 1.00000000000000 0.999999999971401 1.00000000000000
9 1.00000000000000 1.00000000012329 1.00000000000000
10 1.00000000000000 0.999999999529458 0.999999999999999
11 1.00000000000000 1.00000000159881 0.999999999999999
12 1.00000000000000 0.999999995139274 0.999999999999998
13 1.00000000000000 1.00000001327880 0.999999999999998
14 1.00000000000000 0.999999967291025 0.999999999999998
15 1 .0000000 1.00000007283855 0.999999999999998
16 1.00000000000000 0.999999853107712 0.999999999999998
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17 1.00000000000000 1.00000026848282 0.999999999999998
18 1.00000000000000 0.999999555428817 0.999999999999998
19 1.00000000000000 1.00000066561060 0.999999999999998
20 1.00000000000000 0.999999102811553 0.999999999999998
21 1.00000000000000 1.00000107981626 0.999999999999999
22 1.00000000000000 0.999998857853821 0.999999999999999
23 1.00000000000000 1.00000102659385 0.999999999999999
24 1.00000000000000 10.999999282321613 0.999999999999999
25 1.00000000000000 1.00000025819740 0.999999999999999
The second test is similar to the first one except there are 100 step values of 1.0. Thus, a
100 order expansion is required. With DLOP expansion, the results are completely wrong
and the detailed numbers will not be listed. With normalized DT, the results are still very
accurate as indicated in Table B.5.
Discrete polynomial expansion of step function (N=100).
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Table B.5
K+1 fD(X) K+1 (X
1 0.999999999999988 26 0.999999999999999
2 0.999999999999992 27 0.999999999999999
3 0.999999999999994 28 0.999999999999999
4 0.999999999999995 29 0.999999999999999
5 0.999999999999997 30 0.999999999999999
6 0.999999999999997 31 0.999999999999999
7 0.999999999999997 32 0.999999999999999
8 0.999999999999997 33 0.999999999999999
9 0.999999999999996 34 0.999999999999999
10 0.999999999999996 35 0.999999999999999
11 0.999999999999996 36 0.999999999999999
12 0.999999999999997 37 1.00000000000000
13 0.999999999999996 38 0.999999999999999
14 0.999999999999996 39 0.999999999999999
15 0.999999999999997 40 1.00000000000000
16 0.999999999999997 41 0.999999999999999
17 0.999999999999997 42 0.999999999999999
18 0.999999999999997 43 1.00000000000000
19 0.999999999999997 44 1.00000000000000
20 0.999999999999997 45 1.00000000000000
21 0.999999999999998 46 1.00000000000000
22 0.999999999999998 47 1.00000000000000
23 0.999999999999998 48 1.00000000000000
24 0.999999999999999 49 1.00000000000000
25 0.999999999999999 50 1.0000000000000
It should be noted that the step functions tested in this section have a constant value of
1.0. If the range of values is large, a similar effect illustrated in Section 3.4.2 due to
double precision representation can be observed.
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With the definition of orthonormal DT, the 0th order values are defined as
To(K, N -1)= 1(B.26)
so that the squared norm is 1.0. However, with this definition the leading order equation
of the DGM method is not equivalent to the standard coarse group equation. This can be
alleviated by first generating the orthonormal DT and then re-normalizing in order to
satisfy:
To (K, N -1) =1. (B.27)
With Eq. (B.27), the leading order of the DGM method is equivalent to the coarse group
equations.
In the computational tests of the I -D BWR assemblies and cores in Section 3.3, DLOP
are used as the discrete polynomials. All the tests in Section 3.3 are repeated using the
developed DT. Computational results with DT are identical to the DLOP results given in
Tables 3.1, 3.2 and 3.3 (with the same convergence tolerance). The reason being that the
expansion order is not high enough and that our convergence criteria is insufficiently
small to expose the inaccuracies discussed previously.
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Appendix C. Derivation of DGM method on diffusion equation
The DGM version of the diffusion equation can be derived in a similar way as that of the
transport equation. The unknown is now the scalar flux instead of the angular flux. The
time-independent diffusion equation eigenvalue problem is:
-VD(r, E)- V#(r, E) + a, (r, E)#(r, E)=
g~,E) 0 - - (C. 1)fdEcr,(r, E' -> E)#(r, E)+ k dEvaf (r, E )#(r, E').
0k 0
In Eq.(C.1), the scalar flux # is function of r for all three spatial components and E for
the energy. D is the diffusion coefficient. The total and fission macroscopic cross-
sections are represented respectively by , and a. The fission energy spectrum is
represented by X and the scattering transfer function is denoted by s. If the energy
spectrum is separated into G coarse groups, Eq. (C.1) in coarse group g with energy Eg
can be written as:
-VD(r, E,) -V#(r, E,)+T,(r, Eg)(r, Eg)=
G g (r,E) G (C.2)IfdE',(r, E,. -+ E,)#(r, E,,+ k Z f dE'vaf (r, E.)#(r, E.).
g'=1 AE,. 9'=1 ~g
Thus, the diffusion equation is separated into G coarse groups, but the energy is still
continuous within each group. It is now possible to apply the multigroup methodology
within each coarse group g as:
164
-VD(r, K)- V(r, K) + a, (r, K)(r, K)=
G M-1 G M-1 (C.3)
S,(r, L -+ K)#(r, L) + k) Z vaf (r, L)#(r, L).
g'=1 L=0 g'=1 L=O
In going from Eq. (C.2) to Eq. (C.3), it is assumed that there are N fine group points
within coarse group g with point index K = 0,1,2,..., N -1, and M fine group points
within coarse group g with point index L = 0,1, 2,..., M -1.
The following step is to expand the energy dependence of the scalar flux into a set of
orthogonal moments. The energy dependence of the scalar flux in Eq. (C.3) can be
expanded using DLOP or DT within each coarse group g as:
N-I 1
#(r, K) = I (K,N -1)#,g (r), (C.4)
0 p(i, N -1)
where AEK e AEg K = 0,..., N -I is the index of the fine energy group point within the
coarse group g, N is the total number of fine group points within the coarse group g. The
flux moments can be obtained from the orthogonality relation:
N-I
, (r)E= P (K, N - 1)#(r, K). (C.5)
K=O
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Substituting Eq. (C.4) into Eq.(C.3), and then multiplying and summing by
N-I
I i (K, N -1) to obtain:
K=O
-VD,g (r) -V#,,g (r) + U',,,(r)#,,g (r)=
N-1 G M-1 X ( G M-1
Z J(K,N-1)Z 2 a,(r,L -+ K)#(r,L)+ ' v (r, L)#(r,L).
K=O g'=1L=0k g'=1 L=O
where ,g (r) is defined in Eq. (C.5) and where
N-I
Xg(r) = Z I(K,N -1)X(r, K),
K=O
N-I
1 PiJ(K, N -1),(r,K)#(r,K)
,,g(r)= K=0 N-I
I Pi (K, N - 1)#(r, K)
K-o
(C.6)
(C.7)
(C.8)
1 (K, N - 1)D(r, K)Vfb(r, K)
K=O (C.9)N-1
I P(K,N -1)Vf(r,K)
K=0O
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Dig(r)=
To avoid the flux gradient in the denominator in Eq. (C.9), some approximations can be
made. One way is to define the diffusion coefficient moment in a similar way as in
[Henry 1975]:
N-1
1 P (K, N - 1)D(r, K)#(r, K)
Dg (r)= K=0 N-I (C.10)
1:P(K, N - 1)0(r, K)
K=O
Note that in Eqs. (C.8) and (C.10), the DLOP or DT appear in the denominators of the
expressions. To increase stability of the method, similar to the perturbation technique in
the derivation of DGM method for transport equation in Section 3.1, perturbation
techniques can be defined for the total cross section moments and diffusion coefficient
moments.
We now have a multigroup equation in which each coarse group g contains an expanded
flux. The zeroth order of this expansion reverts directly to the well-known multigroup
approximation and all higher orders offer information of the spectrum within each coarse
group.
The next step is to treat the scattering and fission terms on the right hand side (RHS) by
preserving the reaction rates. We can define the reaction rates as:
Rf (r, L) = vaf (r, L)#(r, L) (C. 11)
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R,(r, L -> K)= o,(r, L -> K)#(r, L)
Expanding both the reaction rates in the following way:
M-1
R(r, L)= ZP.(L, M -1)R,(r),j0 p(j, M - 1)1
where
M -1
Rjg (r) = E Pj (L, M - 1)R(r, L).
L=-O
By the treatment of orthogonal expansion in Eq. (C. 13), the reaction rates are preserved.
The RHS of Eq. (C.6) becomes:
N-1
RHS = IP (K, N
K=O
G M-1 M-1 I
-1) E P1 (L,M -1)R ,.(r, K)+
g'=1 L=O j=O p(j, M -1)
y,()G M-1 M-1 I
ZE1 P(L,M -1)Rfjg.(r)k g'=0L=O j=O p(j,M -1)
1 - M A-lN-i)1
N j -1 , K (L,,M --1) +
PU -1 L=0
g (r) G M-1 M-1
k g.1=j0 p(j,M -1) f L0
P.(L,M -1).
Now applying the important property of DLOP or DT:
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(C.12)
(C.13)
(C.14)
G M-1 N-1
= 1 O P (K,
g '=1 j=0 K=0
(C.15)
P(K, N -1) = p(O, N -1),. (C.16)
K=0
Only the zeroth order terms (j=0) remain on the RHS. The RHS can be simplified as:
G N-= 1 (r) G
RHS =( FIJ(K,N-1)RsOg.(rK)+ k ROg.(r)
g'=1 K=O g'=1
G N-i M-1 G M -1
= Z P (K, N -1)Z a,(r, L -+ K)#(r, L)+ k9 v Zcrf (r, L)#(r, L) (C.17)
g'=1 K=O L=O k g'=1 L=O
G G -
L j3g ,g w(r)#b, (r) + k va ,. (r)#g. (r),
'=1 'k =1
where the coarse group scalar flux and the coarse group fission and scattering cross-
sections are given by:
M-1
g.(r) = #(r, L), (C.18)
L=O
M -1
Zvf(r, L)#(r, L)
Vafg (r)= LO M-1 , (C.19)
f 0(r, L)
L=O
M-1 N-I
rL) ZP (K,N -1)a,(r, L MK)
aig-g(r) = L=0 K=0 M-1 (.0
#r, L)
L=0
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Finally, the diffusion equation with polynomial expansion becomes:
-VDg (r)- Vg (r) + ,,ig (r)#g (r)= a . (r)#g,(r) + g(r) (r)#,(r).(C.2)
g '=1 g '=1
The zeroth order (i=O) calculation is equivalent to the standard coarse group calculation,
and Eqs. (C.18)-(C.20) can be determined by the zeroth order calculation. With the
elimination of the j's moments on the RHS, the higher order equations are decoupled
from each other and only depend on the zeroth order (coarse group) flux. This decoupling
leads to a short computational time comparable to a common multigroup solution over G
coarse groups (higher order equations are solved very quickly since their RHS is known)
but can give a fine-group energy spectrum by the unfolding of the scalar flux from all the
moments:
N-I1
#(r, K)= Z P(K,N -1)#,,(r). (C.22)j,0 p(i,N -1)
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Appendix D. Definitions of Errors
If the problem solved has I spatial points in one or multi dimensional geometry and H
fine groups, the relative error (RE) with the fine energy group and spatial mesh point
indices h and i are defined as a function of two scalar fluxes as:
(D.1)
In terms of this pointwise relative error, mean relative error (mre), root mean square
relative error (rms), and maximum relative error (err.) of the scalar flux are defined as:
mre= 1 RE(i,x H
IxH j=1 h- IOH1v
where the average scalar flux is:
#H,avg = 1 2 H(i,h),Ix H 1 h=1
I H
j Z RE(i,h)2
rms = 1 h=1
IxH
err. = max RE(i,h) for all i and h.
(D.2)
(D.3)
(D.4)
(D.5)
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RE(i,h)= 01 (i, h)-#02(i,h) ,#2(i, h)
Similarly for the eigenvalue, define the relative error between two eigenvalues as:
k2 -kRE = 2 1 . (D.6)
k2
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Appendix E. Review of Fixed Point Iteration Algorithms
E.1 Algorithms of power iteration
The operator form of the k-eigenvalue transport equation is:
1
Ly = MSDy,+-MFDy, (E.1)
k
where L is the transport operator, S and F are scattering and fission operators, M and D
are moment-to-discrete and discrete-to-moment operators. The traditional method of
solving Eq. (E. 1) is the power iteration. Algorithms of the power iteration can be found in
many references. A brief review of the power iteration algorithm is as follows:
Algorithm El: PI
Initial guess of flux moments and eigenvalue
Calculate fission source from initial guesses
Do while (/<Lmax and (err,>toltor errk>toIk)) 1 Outer iteration
! Gauss-Seidel iteration
! Gauss-Seidel part 1: fast group block forward substitution
Do g=1,IGF
Construct source vectors for group g:
173
IG g-
Q '= MFDy','+ MSgD!'g.
g 'g =1
Do while (n<Nmax and errn>toln) ! Within group source iteration
Inverse of transport operator
Lyr Qg +MSggDy; 1
Calculate err,
Enddo
enddo
! Gauss-Seidel part 2: thermal upscattering groups, intermediate loop
Do while (m<Mmax and errm>tolm)
Do g=IGF+1,IG
Construct source vectors for group g:
1 IG IGF
= k,_, 2MFDy',-'+>MS.gDy',.+
g '=1 g '=1
g-1 IG
1 MSgD';."' + Z MSgDyr'."'-1
g'=IGF+1 g'=g+1
Do while (n<Nmax and errn>to/n)
! Within group source iteration
! Inverse of transport operator
Ly/m;"n = Q"' + MSgg Dy''""1
Calculate errn
Enddo
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=M I .
enddo
Calculate errm
Enddo ! End of intermediate level thermal upscattering loop
! End of Gauss-Seidel iteration
Update fission source using V, calculate err,
Update eigenvalue using W and , calculate errk
Enddo ! End of outer iteration
IG: total number of energy groups.
IGF: number of fast groups (no upscattering).
I,m,n: indices of outer, intermediate and inner iterations.
err, err, errn: maximum relative errors of scalar fluxes between two consecutive
iterations, defined in Eq. (D.5).
errk: relative error of eigenvalue defined in Eq. (D.6).
to/I, tol, to/,: convergence tolerance of flux moments of different loops.
tolk: convergence tolerance of eigvenvalue.
Lmax, Mmax, Nmax: maximum number of iteration allowed in the outer,
intermediate, and inner iterations.
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It can be observed that with upscattering, there are three loops in the standard power
iteration: inner iteration of the within-group solver, intermediate loop for upscattering in
the Gauss-Seidel iteration, and the outer iteration.
The inner iteration is a problem with external source and within group scattering source.
It can be solved using standard source iteration with acceleration methods, i.e., diffusion
synthetic acceleration (DSA). It can also be solved using Krylov subspace method with
DSA as a preconditioner. Discussion of Krylov methods is beyond the scope of this study
and only fixed-point iteration algorithms are discussed here.
The intermediate level Gauss-Seidel iteration simplifies to block forward substitution if
the problem does not have upscattering. With upscattering, there is an intermediate
upscattering loop. This loop leads to inefficient performance of the whole algorithm. The
reason is that the source term in the external source Gauss-Seidel problem is the fission
source generated using the (I-i)f outer iteration value which is just an intermediate value.
With an intermediate fission source, converging to the true solution with Gauss-Seidel
iteration is unnecessary.
There are a few ways to improve the efficiency of the power iteration with full Gauss-
Seidel iteration. The first way is to eliminate the intermediate upscattering loop by setting
Mm=1 [Gill 2011]. The reason is that within each outer iteration, although full Gauss-
Seidel solution is not obtained with an intermediate fission source, the existence of outer
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iteration guarantees that the upscattering source can still be updated not in the Gauss-
Seidel iteration but in the outer iteration together with the fission source.
A further step to improve the overall efficiency is to set both M,,a=1 and N,,a=l [Evans
2010] [Gill 2011]. In this way besides the elimination of the upscattering loop, the within
group source iteration is also eliminated. There is only one outer iteration loop left. While
this is more efficient than the power iteration with full Gauss-Seidel iteration, it is not
guaranteed to converge in some problems [Evans 2010].
Actually, even in the full power iteration algorithm, the existence of Mmax, tolm, Nmax and
tola makes the Gauss-Seidel iteration a "peudo Gauss-Seidel" iteration because these
parameters prevent full convergence of Gauss-Seidel iteration given an intermediate
fission source. To summarize, the three algorithms discussed above are:
Algorithm El: Power iteration with intermediate upscattering loop and inner source
iteration loop (3 levels, indices 1, m, n).
Algorithm E2: Power iteration with no upscattering loop (2 levels, indices 1, n).
Algorithm E3: Power iteration with no upscattering loop and no within group scattering
loop (1 level, index 1).
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A brief review of differences in the above algorithms is necessary for the recondensation
method developed in this dissertation. Instead of Algorithm El, using Algorithm E2 for
leading order coarse group calculation makes the recondensation process more efficient.
Actually, in this dissertation, Algorithm E2 is used in all the eigenvalue problems,
including fine group reference calculations and leading order coarse group calculations.
E.2 Algorithms of external source problems
Note that in external source problems, there is no outer iteration. Upscattering iteration is
necessary in the Gauss-Seidel iteration in multigroup problem. The algorithm can be
obtained by (1) eliminating the outer iteration, (2) using external source instead of fission
source, and (3) setting Max and N,, arbitrarily large as:
Algorithm E4: Gauss-Seidel iteration with upscattering loop for external source problem
(2 levels, indices m, n).
Note that tolnf, tol,,, tolm are convergence tolerance for fast group inner iteration, thermal
group inner iteration and upscattering iteration, respectively. M,,a and Nma should be
large enough for the Gauss-Seidel iteration. If they are limited to small number, it is
possible that the iteration can stop before converging to the full Gauss-Seidel solution.
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