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ABSTRACT 
We prove several comparison theorems for difference equations and discuss their 
application to spline interpolation at knots. 
INTRODUCTION 
Given a strictly increasing sequence 
A:... <t_,<t,<t,<..., 
lim ti=u, 
i&-cc 
lim t, = b, 
i+cc 
-x<a<h<oo, Z=(u,h), 
we define 
S,(A)= { s:s EC”-’ (I), SI (t,,t,+,)E~,, i~Z={O,~1,-+2 ,... }}, 
where T” = {polynomials of degree < n}. 5, (A) is the class of spline func- 
tions of degree n with knots on A. 
PROBLEM. Find conditions on A which imply that for any bounded 
sequence ~~.>y_1>yo>y1> ... there exists a unique bounded S E s5, (A) such 
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that 
s ( ti) = yi> iEZ. (0.1) 
When a mesh A has this property, we will say that the problem (0.1) is 
solvable. 
For n = 1, (0.1) is solvable for any mesh. When n = 2 the problem is also 
elementary. We will not go into the simple details of its analysis. For n > 3, 
the problem becomes difficult. The case n = 3 was recently investigated by 
de Boor [l]. For arbitrary n and equally spaced partitions, Ati = ti+i - t, = 
constant, the problem is studied in Schoenberg [8]; for a geometric mesh, 
At,/ Ati _ i = constant, it is studied in [5]. 
In this paper we will study the general problem and assume from now on 
that n > 3. Our hope was to prove a conjecture made in [5]; however, our 
efforts were unsuccessful in this regard. A statement of this conjecture and 
our main results on (0.1) are discussed in Sec. 1. 
The approach we use to study this interpolation problem replaces (0.1) 
by an (equivalent) first order difference equation on R”-’ with variable 
coefficients. This fact is our departure from (0.1) to the question of estimat- 
ing the growth of solutions of a homogeneous difference equation 
X i++LyXi, i E Z, (0.2) 
where each Ai is an n x n oscillation matrix and bounds on Ai are given. This 
information on (0.2) enables us to “solve” the inhomogeneous equation 
x i+i=Aixi+ bi, i E Z, (0.3) 
in 1 *, by which we mean: given any bounded sequence { b i : i E Z } in R n- ‘, 
(0.3) has a unique bounded solution. When this is the case we will say (0.3) is 
solvable. Sections 2 and 3 of the paper give various conditions on Ai which 
guarantee that (0.3) is solvable. 
1. SPLINE INTERPOLATION 
We begin by reviewing some facts needed in the analysis of (0.1). To this 
end, we define 
pa(t)=l-t”, 
pi(t)= $(1-F), j=1,2 ,...,fl-1, 
p,(t)=t”. 
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These polynomials have the following properties: for i =O, 1,. . . , n - 1, Z = 
I ,...,n-1, 
p;)(o) = soi, PO(l) =R 
Pji(v=P~(1)=~, p j” (0) = a,,, 
py (0) = 0, p,(l)=l. 
Hence any S E 5, (A) which satisfies (0.1) may be expressed, on [ti, ti+r], as 
At,=t,+,- t,. Since SE C”-‘(Z), we can differentiate 
times, evaluate at t = ti + 1 and obtain the relations 
this equation n - 1 
n-l 
(Ati)‘S(‘)(ti+,)=yip~‘)(l)+y,+,p~~)(l)+ x S”‘(t,)(At,)‘pi”(l), 
i=l 
Z=l,...,n-1. (1.1) 
We define vectors and matrices, 
Tlii= -pj”(l), l,j=1,2 ,..., n-l, 
(I?)~=( - $(Ati_,)‘S(“(ti), I=1 )...) n-l, iEZ, 
(bi)l=(-l)i+‘[ yip~‘(l)+yi+,p~~‘(l)], 1=1,2 ).‘,) n-l, iEZ, 
D(m)=diag{m,m’,..., mn-r}, 
and 
T(m) = TD (m). 
Then (1.1) becomes 
x j+r= T(m,)x”+ hi, i E Z, x’ERnP1, (1.2) 
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where rni = A ti/Ati_ 1. Clearly, there exists a positive constant d such that 
where /I. Ilm is the max norm on R”- ‘. Thus the solvability of (1.2) implies 
the solvability of (0.1). We state below some facts about the matrix T(m) 
which are proved in [5]. 
For every m > 0, the matrix T(m) is an oscillation matrix (see Sec. 3 for 
the definition of this term). The eigenvalues of T(m), which we denote by 
k,,(m), . . . ,A,,,- 1 (m), are positive and simple: 
Each eigenvalue is a strictly increasing function of m, mapping [0, co) onto 
itself, and for m# 1 the eigenvalues are the unique zeros of the equation 
(1.3) 
The matrix T has the further property that 
T-‘=DTD, D=D(-1), (1.4 
and consequently, 
'n,itm -‘)=~$i(m), i=l,...,n-I, (1.5) 
Xn,l(m)...h,,n_l(m)=m.m2...mn-1. (1.6) 
We introduce positive constants m,,, 1,, . . , m,,,_ 1 defined uniquely by the 
equations 
k,i(mn,i) = 1, i=1,2 ,..., n-l. 
According to (1.5) 
O<m,,,<m,,,<*.. Cm,,,_,, 
and 
mni=m-’ n,n-i’ 
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Thus, for n odd, n~,,~ # 1, while for n even, m,, n,2= 1. Furthermore, these 
numbers are the unique positive zeros of the equation 
k$)(;)(-l)n-k, =o 
mk+l 
(exclusive of the root m = 1). In addition, we know that for each m >O the 
(n+ I)th set of eigenvalues h,+,,,(m),...,h,+,,,(m) interlace the nth set, 
that is, 
Hence, it is also the case that the corresponding m-value interlace: 
To state our main results we require the following notion of local mesh 
ratio: 
At. 
m(A)= lim 2. 
N+cc ,,s;Ip=i A$ 
Ii1 > N 
For odd degree spline functions, n =2k + 1, we conjecture that for any 
mesh A with 
m(A) < m2k+l,k+l (1.7) 
the problem (0.1) is solvable. This bound on the local mesh ratio is the best 
possible, and of course, m2k+ i k+ i > I. 
We will prove the following theorem. 
THEOREM 1.1. The function R (m)= mk(2k+‘)/h2k+l,k(m) is a strictly 
increasing function of m mupping [0, 00) onto itself. Let 
R (mk*) = 1; 
then for any mesh A with m(A) < rn; the problem (0.1) is solvable. 
Let us observe that when n = 3, we have k = 1 and 
R(m)= 
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Hence m* = m 
de Boor ;l]. 
3,2 = (3 + V5 )/2, and in this case Theorem 1.1 was proved by 
The first few values of m2k+l,k+l are 
3-t* 
m3,2 
= ~ = 2.61803, 
2 
m5 a = 1.4163, 
m, 4= 1.1990. 
There is a convenient lower bound for rnz which we will now describe. 
We introduce the Appell sequence A,, (x; X), n = 0, 1,2,. . . , with generating 
function 
The equation 
A,(O; -h)=O 
has n - 1 positive simple zeros, 
P”,l> . . . >P”,n-l>@ 
which are the eigenvalues of T, that is, &(l)=~,,~, i=l,2,...,n-1 [5]. 
Since 
(4) wk+l)=X 2k+l,k(mk*)>h2k+l,k(l) 
= pLZk+ l,k, 
the number (p2k+ l,k) [k(2k+1)I-’ is a lower bound for m;, and thus it may 
replace rnc in Theorem 1.1. 
For a periodic mesh A we can give a complete solution to the problem 
(0.1). 
Let us assume that 
o=t,<t,<.. . <t&l< tN=l, N > 1, 
DIFFERENCE EQUATIONS AND SPLINE INTERPOLATION 225 
and 
ti + S = ti+l, i E Z. 
In this case we will say a is N-periodic. 
Let us note that A,(r; - 1) = E,(x) is (up t o a multiplicative constant) the 
nth Euler polynomial. The nth Bernoulli polynomial is defined by the 
generating function 
The l-periodic extension of the Bernoulli polynomial will be denoted by g,. 
Thus 
K (x) = B” (XL O<X<l, 
and for all X, 
B,+,(x+l)=B,(x). 
According to the defining equation for B,,(X) above, it may be verified that 
Hence B,(‘)(l) = Bci)(0), i = 0 1 n-2, and thus i, is in C”-2(-~,~). 
Similarly, we defile &(x; h)‘bi demanding that 
A,(x;X)=A,(x;h), O<X<l, 
A,(x+ l;X)=hA,(x;h), -co<r<co. 
Using the defining relation for A,, ( X; h) we see that 
A,(x+l;h)-&4,&X)= 5, 
and consequently A, E C”-‘( - co, co). Finally we will make use of the 
notation aiuii = f+ + i i - ui i for the (partial) difference of aii with respect to i. 9 . 
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THEOREM 1.2. Let A he cm N-periodic partition. When N is odd, the 
problem (0.1) is solvable if and only if 
det 
i,j=O,l ,...,A’-1 
((~;,itj-ti)((#O. 
When A’ is even, the problem (0.1) is solvnhle if and only if 
det 
i,j=O,...,A-I II 
+a&+r (t,- tj)il#o. 
Obviously for an N-periodic partition we have 
T(mi+*T)= T(mi)> iEZ. 
In Sec. 2 we prove that any difference equation (0.3) which has an N-peri- 
odic coefficient matrix, Ai + N = Ai, i E Z, is solvable if and only if the matrix 
A N-1’. A, has no eigenvalues on the unit circle. The matrix TN= 
T(m,_ 1). . . T (mo) is an oscillation matrix and hence has n - 1 positive 
simple eigenvalues. Thus (0.1) is solvable if and only if all the eigenvalues of 
T,, are different from 1. Let’s now explore some alternative descriptions of 
the eigenvalues of TN which will lead us to the easy proof of Theorem 1.2. 
LEMMA 1.1. Let A he an N-periodic purtition. Then there exists u 
nonzero S E 5, (A) satisfying 
S(x+l)=XS(x), 
S(t,)=o, i=O,l,..., N-l, 
(1.8) 
if and only if (- l)Nh is an eigenvulue of TN. 
Proof. This lemma is an immediate consequence of the difference 
equation (1.2). n 
LEMMA 1.2. For h# 1, S ES,, (A) satisfies the functional equation (1.8) 
if and only if S is expressible as a linear combination of A,(x - 
t,; h), . . . > A,(r- tN_1;X): 
N-l 
S(x)= 2 c&(x- $;A). (1.9) 
j=o 
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When A= 1, then S satisfies (1.8) if and only if 
S(x)= $ ciBn+l(x-ti)+c_l (1.10) 
j = 0 
for some constunts c,,, . . . , cN with 2L~z0 c, = 0. 
Proof. When h # 1, we choose ca, . . . , c,._ 1 so that H (x) = S (x) - - 
E~~alciA, (x - tj; h) is in C” ( - w, 00). Hence H is a polynomial of degree < n 
which satisfies the functional equation 
H(x+l)=XH(x), X#l. 
Clearly, this fact implies H -0. When X= 1 the proof is similar; the right 
hand side of (1.10) is in 5, (A) because Z;“=O ci=O. n 
The proof of Theorem 1.2 now easily follows from Lemma 1.1 and 
Lemma 1.2. 
Proof. If N is odd, then (0.1) is solvable if and only if (1.8) has only the 
zero solution for h = - 1. According to Lemma 1.2 this happens exactly when 
i,i=o,l ,,__, N_l llEn(ti-tj)llZo~ det 
The remainder of the proof follows similarly. 
Since the eigenvalues of TN are positive we have proved along the way 
that 
det 
i,i=O,l,..., N-l 
(la,(t,- t,;x)!(#o 
if N is odd and X > 0 or N is even and h < 0. The sign of this determinant as 
X-t0 is easily seen to be sgn( - l/h)-‘( - l)nN, and thus we have 
COROLLARY 1.1. ForunyO=t,<+.. <t,_,<l, 
if N is odd with X 2 0 or if N is even with X < 0. 
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Returning to Lemma 1.1, let us point out that when n is odd, the only 
spline S E s, (A) satisfying 
S(x+l)= -S(x), 
S(t,)=0, i=O,l,..., N- 1, 
is identically zero. For, if n = 2m - 1, then integration by parts yields 
Hence S is a polynomial of degree < m - 1, and now, because 
s(i)(l) = - s(i)(o), i=O,l,..., m- 1, 
it easily follows that S -0. 
Consequently we have 
COROLLARY 1.2. Let A be an N-periodic partition. lf n is odd, then (0.1) 
is solvable. 
This corollary is a special case of a recent result of de Boor [2] on the 
solvability of (0.1) when n is odd and the global mesh ratio of A is bounded. 
In the remainder of this section we will give an indication of the methods 
we use to prove Theorem 1.1. For this purpose, we require some further 
notation. 
The eigenvalues of an n X n matrix A, arranged in decreasing order of 
magnitude, will be denoted by h,(A), . . .,X,(A): 
l&(A)]> .-. >IA,,(A)I>O. 
We introduce an ordering i on oscillation matrices as follows: 
means that any minor of A_ is < to the respective minor of A, that is, 
for all 1 < i, < . . . < i, < n, 
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Let 
D=diag{ -1, +l,...,(-l)“p’}, 
and 
sp (A_,A) = 
h(A). * . $(A_) 
A, (A) ’ . . xp_ 1 (A) ’ 
p=2 3 . . . , 72. 
The following result is a portion of our main result of Sec. 3. 
THEOREM 1.3. The difference equation 
x i+l, Aixi+ bi, i E Z, 
is solvable if there exist oscillation matrices A_,x,B, l? such that (for Ii1 
sufficiently Zurge) 
&CA,iA, i E 2, 
lj<DAi-‘DiL?, iEZ, 
and an integer r, 1 G r G n, with a,(& A) > 1, p = 1,. . . , r, and $(I?, B) > 1, 
p=l...n-r. 
Our proof of Theorem 1.1 is based on this result: 
Proof of Theorem 1 .l. Let m(A)<m<m$; then 
T(m-‘)<T(m,)iT(m), i E Z, 
T(m-‘)<DT-‘(m,)D-CT(m), iEZ 
(Ii1 sufficiently large). Since h2k+l,p(m-1)<hzk+I,p(m)<X,k+I,p_l(m), 
$,=$,(T(m-‘),T(m)) 
h 2k+l,l(m-1). . ~hk+l,,(m-l) 
= 
x 2k+l,lb+. 4k+L-d4 
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is a decreasing sequence of p. Thus according to Theorem 1.3 with r = k, the 
problem (0.1) is solvable provided that 
Equivalently, from (1.5) and (1.6) we observe that 
h 2k+l,l(m).. -h2k+l,k-l(4 
x 2k+1,1(“-1)...h2k+l,k(m-‘) 
=X~k+l,~(m). . .h2k+l,k-l(mP2k+1,2k(m). . .h2k+l,k+l(m) 
rn. . . m2k = 
h 2k+l,ktm) = ’ (m)’ 
Since each Xzk+ r, i ( m is strictly increasing, mapping [0, co) onto itself, the ) 
above equation shows that R(m) does likewise. Hence R(m) < 1, because 
m < rn{ and R (mc) = 1. This completes the proof. n 
Let us also observe that since 
R(m)= [h,,+,,,jnr-l)]-lAA 2k+l,lb4 2k+l,k-I(“) 
2k+l,l(m-1) ” ’ A~k+~.k-~~m-‘, ’ 
it follows that 
Hence 
and our result is not the best possible for k > 1. 
2. SOME GENERAL REMARKS ON DIFFERENCE EQUATIONS 
Let us begin by discussing some general aspects of the difference 
equation 
x i+l=Ajxi+ b’, i E 2. (2.1) 
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The approach we follow in this section is based on some elementary 
properties of the spectrum of a bounded linear operator on a Banach space. 
This technique is not satisfactory in dealing with the problem on spline 
interpolation referred to in the introduction. However, the discussion in this 
section will prepare the way for our main results in Sec. 3. 
In (2.1), Ai = (a~,)~ is an n x n real matrix, and xi = (xi,. . . ,xA) and 
h’=(h;,...,b,) are real vectors. Let 1). 1) be a norm on H”, and J\x((, = 
max{ Ixjl : 1 < i < n} be the standard max norm of x. B will be the Banach 
space of all (ordered) vector sequences 6 = (xi : i E Z ) with norm I](11 = 
sup{llx’~l:i~Z} d m uced by the vector norm /I .ll on R “. Since all norms on 
R n are equivalent, B may be identified with 2 m. 
With a given sequence of n x n matrices {A, : i E Z > we associate the 
operator tp = (Ai) defined by (doi = Ai_ I~i-l, i E Z. When the sequence 
{ Ai : i E Z } is uniformly bounded, d maps B into itself, and letting /?J = 
(hi-’ : i E Z), Eq. (2.1) becomes 
<=w’.$+p. (2.2) 
Thus the statement that for any bounded sequence {hi : i E Z } in R” there 
exists a unique bounded sequence {xi : i E Z} in R” satisfying (2.1) is 
equivalent to 14 u(a) = spectrum of 3. When this is the case we will say 
(2.1) is solvable. 
We will make use of the following lemma. 
LEMMA 2.1. Let d, ?ti he bounded opemtors on B, nnd f a function 
analytic on o(d). If f(h)@a(i’ti) and IIf(i$)-!ti lI<li[f(X)Z-"il]-'l/-', 
then h 62 a(&). 
Proof. First assume that f(z) =,z then for the operator (? = (AZ- 
“)“, l(hZ - d ) we have 1Ic - 111 < 1. Hence 6 has an inverse given by 
i: =c:+)(I- e‘)“, and it follows that X @ u (w’ ). Now, in the general case 
we have, by the above remarks, that f(X) @ u( f (d)). Hence by the spectral 
mapping theorem X 4 u( &). n 
For real valued matrices A and B we say that A < B if aii < b,,, i, j = 
1 ,.. .,n (the ordering < for matrices should not be confused with the 
ordering < on oscillation matrices introduced in Sec. l), and A + will 
denote the matrix ([ai//);. We will denote the spectral radius of A by p(A), 
and x< y, x,yER”, means that xi< yi, i=l,..., n. 
THEOREM 2.1. Let A he a nonnegatioe irreducible mutrix satisfying 
p(A) < 1. Then either one of the following conditions implies that 1 @ a(&): 
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(i) The sequence {Ai: i E Z} is uniformly bounded, and there exists an 
integer N > 0 such that 
tAi+N’ ..Ai)+ <A, i E Z. (2.3) 
(ii) The sequence { Ai- r : i E Z } is uniformly bounded, and there exists an 
integer N > 0 such that 
(A& . . Ai-‘)+ <A, i E z. (2.4 
Proof. As A is nonnegative and irreducible, the Perron-Frobenius theo- 
rem tells us that there exists a positive vector (Y = (ai,. , . ,o,J, (Y~ > 0, i = 
1 ,...,n, such thatAa=p(A)a. Let IIxll=max{Ix,l/lol,l:l~ j<n}; then (2.3) 
implies 
Cv(Ai+v.. .A,)p~v ~ &‘#“I 
% bpl 
G dA)llxllt 
and hence lJAi+v. . . Aill < p(A). We have, for (E B, (@““Qj = 
Ai_I’. .Ai_,_,xi-N-l, iEZ. Thus II@N+llI <p(A)<l, and using Lemma 
2.1 with $8 =O, f(z)=zN+l, we conclude that 14 a(&). Similarly (ii) implies 
l@u(d). n 
As a corollary to Theorem 2.1 we have 
COROLLARY 2.1. 2;lze problem (0.1) is solvable provided that there exists 
an m, such that either m, d m, < m, 1, i E Z, or mi > m. > m,,,_ 1, i E Z. 
Proof. If m, < m,< m,,l, then T(m,) < T(m,) and p( T(mO)) =h,,l(mo) 
<l. If mi > m, > m,,_,, then (T-‘(mi))+ ‘<(T-‘(mo))’ and 
p( ( T - ’ (m,)) ’ ) = (A,,, _ ,‘( m,)) -’ < 1. Thus in either case the corollary 
follows from Theorem 2.1. n 
When we specialize Corollary 2.1 to n = 3 and combine it with Theorem 
1.1, we see that (0.1) is solvable provided that the sequence { mi : i E Z } lies 
strictly within one of the intervals 
(0, q). 
We now examine the 
equation. 
case that (2.1) is a constant coefficient difference 
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Recall that h,(A),...,)\,(A) are the eigenvalues of the n x n matrix A 
arranged in decreasing order of magnitude, 
THEOREM 2.2. GiGen my bounded sequence { bi : i E Z } in R n, there 
exists a unique bounded solution to the constant coefficient difjerence 
equation 
x i+l=Axi+bi, i E Z, (2.5) 
if and only if Ihi( # 1, 1 < i < n. 
Proof. For n= 1, (2.5) reduces to a scalar difference equation 
‘i + 1 =hxi + bi, i E 2. (2.6) 
For IX] # 1, the unique bounded solution to (2.6) is given by 
I 
5 Xi-‘bi_i, IAl < 1, 
j=l 
xi = 
- i Xi-‘bi_i, Ih[>l. 
--m 
(2.7) 
Now, suppose n > 1 and 1% (A)/ # 1, j = 1,. . . , n. Let A = V - ‘+IV be the Jordan 
normal form for A. If we set zi = Vxi, c i = Vb’, then (2.5) becomes 
zi+i,Jzi+ci, iE Z. (2.8) 
If J is composed of k Jordan blocks, then (2.8) separates into k independent 
difference equations. Thus we may assume without loss of generality that 
I= 
,. 
\ 1 
x 1 0 
0 .:1 
A 
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The last component of the vector zi is determined by a scalar difference 
equation (2.6) with (h( # 1 and thus can he solved for uniquely. Proceeding 
by backward substitution, all the components of z’ are uniquely determined. 
Conversely, suppose that I+(A)1 = 1X(= 1 for some i, l< j < n, and let 
X, y E C”, Ax = Xx, yA = Xy, be a corresponding right and left eigenvector of 
X respectively. The sequence xi =h’x, i E Z, is a hounded solution to the 
difference equation xi + ’ = Ax’. Thus for b’=O, i E Z, (2.5) has more than 
one solution. Furthermore, if we let hi = hi+ ‘y, then {hi : i E Z } is a 
bounded sequence in C”, and an easy computation shows that limi+m((xi, y)( 
= so for any solution to (2.5). Thus there exists no bounded solution to (2.5) 
for this choice of b’. n 
From this lemma we deduce that for the operator d =(A}, 
Since the spectrum of (I- &)-I is the image of the set (2.9) under the 
transformation f(z) = z-r, the spectral radius of (I - w‘)- ’ is given by 
For any norm on B, the spectral radius of I- U’ is related to its norm by the 
inequality 
(2.10) 
When A is similar to a diagonal matrix, it is simple to assign a norm on B 
which gives equality in (2.10). 
LEMMA 2.2. Assume thut A is similar to (I diagonal matrix h (A = 
V-‘dV), and (h,(A)(#l, j=1,2 ,..., n. Let ((x(( = (( Vx((,; then /(I- w’)-‘11 
=m~(~l-I~~(A)~~-‘:l$k~n). 
Proof The proof of this lemma follows directly from (2.7). H 
THEOREM 2.3. Let A be a matrix which is similar to a diagonal mu&ix, 
let j+(A)1 # 1, j = 1,. . . , n, and assume that JJxJJ = )) VxJ),, where A = V’RV. 
Then either one of the following conditions implies that (2.2) is solvable: 
(i) The sequence { Ai : i E Z } is uniformly bounded, and there exist an 
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integer N > 0 and a p, 0 <p < 1, such that 
ljA,+,,,. . .A,-A ‘V+lll <pmin( /l- lhk(A)~N+l~: 1 <k< n). 
(ii) T! 
le .seyuence { Ai- ’ : i E Z } is uniformly bounded, hi (A) #O, j = 
1 , . . . , n, and there exist an integer 1%’ > 0 und a p, 0 < p < 1, .such thut 
Proof. The proof of this theorem follows from Lemma 2.2 and Lemma 
2.1 with f (z) = zs+l, N E Z, Vii = (~j’~+l) and h= 1. n 
Specializing Theorem 2.3 (i) to N= 0 and applying it to (1.2), it is easy to 
prove 
COROLLARY 2.2. Let m 6! {m, 1,. . . ,m, n-1}. Then there exists an E = 
E(m) >0 such that if Irn, - ml Q e, ; E Z, then (0.1) is solvable. 
Finally, let us observe that Theorem 2.2 extends to difference equations 
with periodic coefficients. 
THEOREM 2.4. Assume thut there exists an integer N > 1 such that 
AicN= Ai, i E Z. Then the system (2.1) is solvable if and only tf 
IPj(A,-,. . .A,)j#l, j=l,..., n. 
Proof. It suffices to show that 1 B a(#“) if and only if /+(A,_ I. . . Aa)1 
fl, j=l,.*., n. The difference equation E = &NE + ,B separates into N con- 
stant coefficient difference equations given by 
X(i+l)hT+j=Aj_l.. .A&,_,. . .Ai~iN+j+l~(i+l)N+j-l, 
i E Z, i=O,...,N-1. 
Therefore this theorem is a consequence of Theorem 2.2. 
3. OSCILLATION MATRICES 
We will now examine the difference equation (2.1) when each Ai is an 
oscillation matrix. 
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The matrix A is called totally positive (strictly totally positive) provided 
that all the minors of A are nonnegative (positive), that is, 
l<i,<... <i,<n, l< jr<... <jk<n, k=l,..., n. 
A is an oscillation matrix if A is totally positive and some power of A is 
strictly totally positive. 
Let x=(x1,..., x,,) be a vector in R “. We denote by S +(x) [S -(x)1 the 
maximum [minimum] number of sign changes in x when the zero compo- 
nents of x are replaced by either 1 or - 1. 
The following useful theorem is due to Gantmacher and Krein (cf. [3]). 
THEOREM 3.1. Let A be an oscillation matrix. Then A has n distinct 
positive eigenvalues, X,(A) > h,(A) > . . . >&(A) > 0. Furthermore, if vi is 
the eigencector corresponding to the ith eigenvalue xi(A), then 
The pth compound of A, denoted by C,(A), is the (“p)“(F) matrix 
composed of all p X p minors of A arranged in lexicographic order. We 
introduced in Sec. 1 an ordering on n x n matrices by defining A -K B 
provided that C,(A) < C,(B), p = 1,2,. . . , n, where < is the ordering on 
matrices defined in Sec. 2 preceding Theorem 2.1. 
We will also use the following notation, also introduced in Sec. 1: 
sp (&LX) = 
4 (4. ’ . +A!) 
4 (A). .4+(A) ’ 
p=2,...,n. (3.2) 
The main theorem of this section is 
THEOREM 3.2. Let A,x,B,B be n X n oscillation matrices. Each of the 
following conditions implies that (2.1) is solvable: 
(a) 4 i Ai <A, i E Z, and there exists an integer k, 1 Q k < n, such that 
ri,(A_,K)>l, p=l,..., k, and 6,(x,A)<l, p=k+l,..., n. 
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(b) 4 i Ai + A, @ < DAi- ‘D -=c g, and there is a k, 1 < k < n, such that 
fi,(A_,x)>l, p=l,..., k, and 6p(R,R)>1, p=l,..., n-k. 
In the case that A_ = A, (a) becomes A_ = Aj = A, i E 2. Hence (2.1) is a 
constant coefficient difference equation, and (a) means that A_ has k eigen- 
values greater than 1 and n - k less than 1. Thus in this case the theorem 
follows from Theorem 2.2. 
The proof of Theorem 3.2 will be developed through a series of ancillary 
results which are of some independent interest. To this end, we require some 
further notation. 
Let ui, i=l,..., n, be n vectors in R”. Then the wedge product of 
ui,..., up, 1 < p < n, denoted by G = u’Au’/j. . . //up, is a vector in 
whose coordinates are given by 
where the indices ( il,. . . , j,), 1 < ji < . . . < jp < n, are arranged in lexi- 
cographic order. 
Cl//... 
We will call vectors cl,. . .,c” a Chebyshev system if 
/\z;i>O, j=l , . . . , n. Chebyshev systems have the property that 
P 
S+ 2 aiCi <p-l, p=l,...,n; 
i 1 f: af#O. (3.3) i=l i=l 
Also, an important part of the Gantmacher-Krein theorem is the fact that the 
eigenvectors of an oscillation matrix may be chosen so that 6lA. . . Av’ > 0, 
i=l ,. . . ,n; see [3], Vol. II, p. 108. 
The pth compound of A is the matrix induced by A on /\iP_iRn, that is, 
C,(A) = r\[= ,A. Hence 
C,(A)r;= ijA( i~lui)=Aul~Au”A-~ //AuP, 
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and by the Cauchy-Binet formula, 
Thus the requirement that A should be totally positive means that A\1P=,A is 
a nonnegative matrix for all p, 1 < p < n. 
LEMMA 3.1. Let 0#c~R” and S-(c)=p-1, 1 < p<n. Then there 
exist linearly independent sectors cl,. . . , U” with o’~. . . Aci > 0 and cP= 
-c C. 
Proof Suppose first that all the components of o are distinct from zero. 
Let FO=(e- a(i-i)2);; then it is well known that for any u > 0, F,, is strictly 
totally positive (cf. [3]). Clearly, F,+I as u+cc. Since u = (or,. . . , on) hasno 
zero components, for u large we have (F,c);ci >O, i = 1,. . . ,n. Let D= 
diag{ d,,., .,d,}, di = vi/(F,u)i, i = 1,. . ., n. Then 1; is an eigenvector of the 
matrix DF,, DF,c = C. Since DF, is strictly totally positive, the condition - 
S - (c) = p - 1 implies by Theorem 3.1 that h,( DF,) = 1. Furthermore, DF, 
has a corresponding eigensystem { ci : 1 < i < n} which may be chosen so that 
1; = i 1;P. Thus the lemma is proved when v has no zero components. 
Suppose now that some components of c vanish. Let 1 < jr < . . . < ir < n 
be the nonvanishing components of G (r > p). Let X= (xi,,. . .,xJ. Now 
according to the above argument we can construct vectors cl//. . . // 2;’ > 0, 
with U= z? VP. Extend Ei, i = 1 , , , . , n, to R n by defining its kth component, 
k#i 1,. . . ,ir, to be zero. Then it is easily seen that the resulting vectors 
t.l , . . . , cn satisfy the demand of the lemma. This ends the proof. n 
THEOREM 3.3. Let &x,A,, i =O, 1,2,. . . , he oscillation matrices such 
that 4 <A, <A, i=O, 1,2,. . . . Let x 10 and S _ (x) = p - 1 for some p, 
l< p<n, und suppose xi+l=&xi, i=O,1,2,..., x0=x. Then there exist 
constants G, C (depending on x, A,& such that 
llXilIm > G[ 6,(LLqi, i = 0, 1,2, . . . , 
and ifS+(x’)=p-1, i=O,1,2 ,..., then 
l~xil,<if[~p(kT,fi)]i, i=O 1,2 ,... . (3.5) 
Before we begin the proof of this result, let us note that the hypothesis 
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A<A implies that ~(C,(~))=h,...h,gh,...h,=p(C,(A)), p=l,...,n. 
This fact is a consequence of the min-max characterization of the largest 
eigenvalue for a nonnegative matrix [7], applied to the pth compound of 4 
and A. 
Proof. There exist, according to Lemma 3.1, linearly independent vec- 
tors c’,...,c~, such that c’//...A\ci>O, j=l,...,n, and UP= 2x. Define 
c r,i+l=Aiv’,i, i=O,l,..,, and2;‘sa=c’, r=l,..., n. Thus theconditionA< 
Ai<x, i=O,l,..., implies 
r=l ,...,n. (3.6) 
Since 
[a fact easily proved by expanding (G’,~/\. . . A uPqi) ( ill 
column], we obtain 
PIIX’II > 
,... , j,) by its last 
(3.7) 
(34 
Recall that for any nonnegative primitive matrix A, we have A ‘--[~(A)]‘&J ‘, 
i-+-co, where p(A) is the spectral radius of A, and &‘,TJ are the corresponding 
(strictly positive) right and left eigenvectors of p(A), respectively. Hence, 
i=O,1,2 ,..., r= 1,2 )..., 12, (3.9) 
i=O,1,2 ,..., r=1,2 ,..., n, (3.10) 
where Q, and @r are fixed positive matrices depending only on 4 and x 
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Combining (3.9), (3.10) with (3.8) we obtain (3.4). 
To prove (3.5) we use the additional hypothesis S +(x’)=p- 1 and show 
that 
Forsomek,l(k~n,wehaveIXkI=IIXill,.SinceS+(xi)=p-l,thereexist 
indices 1 < jr < . . . <jp<n such that xi&~+,GOo, Z=l,...,p-1, and kE 
{i I,...,ip}. Now expand the determinant (~‘,~~...~\uP,~)(j~,...,j~) by its 
last column: 
l(~l,~,. . AcPl’)( i,,...,i,)j 
= ,$!, /qqtP/\. . . /ycp-l,i) ( il )...) js_l,is+l )...) jp). (3.12) 
Hence (3.11) easily follows. Substituting (3.6), (3.9), (3.10) into (3.11) gives 
(3.5). This completes the proof. n 
The hypothesis A_ i Ai < x, i = 0, 1, . . . , in Theorem 3.3 means that 
A A_< ijAiG i,&l’> r=l ,...,n. 
/=I 
We may relax this hypothesis to the requirement that 
Ii ;blA ’ i&l’i G Yi ,A A, i=O,1,2 >*.., r=l,...,n, (3.13) 
7=1 
and still obtain estimates for the norm l(xi /Im. 
The usefulness of this observation is due to the fact that A_ -K Ai < A, 
i = 0, 1,2,. . . implies 
- 
$$ ,&D&rD< ;; DAi-‘D<$$ ,:, , rA DA-‘D, i=O,1,2 ,..., (3.14) 
I 7 i=l 
where D=diag{ -l,...,(-1)“). Th’ p p t 1s ro er y of the ordering -K is a simple 
consequence of the formula for the minors of the inverse of a matrix [4]. 
The following theorem is an easily proven variation of Theorem 3.3. 
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THEOREM 3.4. Let A_, A, Ai, i = 0, 1, . . . , be oscillation matrices satisfy- 
ing (3.13) for some constants I,, U, > 0. Let x#O, S -(x) = p - 1 for some p, 
1< p < n, and suppose xi+ ’ = A,x’, j = 0, 1,2,. . . , with x0 = x. Then there 
exist constants c,C (depending on x,A,A) such that 
/Ixi/l 
Yo’ . 
=>CI yo’. :;I, ’ [6,(:l,h)ji, i=O,l,..., (3.15) 
and if S+(x”)=p-1, i=O,1,2 ,..., then 
llXill 
-70. ’ U,-1 
,<C 
10. . 
.ri_l [$(KL!)]~, i=O,L . . . . (3.16) 
As a corollary to Theorem 3.4 we have the uniqueness assertion for the 
difference equation (2.1). 
THEOREM 3.5. Under the hypothesis of Theorem 3.2 the only bounded 
solution of the homogeneous difference equation xi+’ =Aixi, i E 2, is the 
zero solution. 
Proof. We begin by showing that (a) implies uniqueness. 
It is sufficient to prove that x0= 0. Let S -(x0) = p - 1; then according to 
Theorem 3.3 and (a) it follows that p > k + 1. Thus S -(Dx’) = n - 1 - S ‘(x0) 
<n-l-S-(x’)<n-k-l. Let y’=Dx-‘; then yi=_B,yi-‘, where Bi= 
DAI!D. According to (3.14) the condition 4 -C Ai i A, i = 0, k 1, 2 2,. . . , 
implies 
- 
$$+ ,_DA-‘D< /; DA,-ID<% i=O,k1,*2 ,... . 
t 1 j=l 
&A, t&l DiC lo’ 
Hence by Theorem 3.4, if S -(Dx,J= q- 1, then there is a constant c>O 
such that 
IIx-illm = II yillm > c 
~,-‘@)-‘-~,&+,(b) i
i deti An--‘(A)...A;_i,+,(A) ’ 
i=O,1,2 ,**., 
r &(A_)* *L&i) =c h,(A)-An_,+,(A) ! =c ~“_,,l [ (aA)] -t 
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But n-y+l>n-(n-k)+l=k+l; hence (a) implies limi+__(/xPi//,=~. 
Thus x0 = 0. 
The proof of (b) p roceeds in an analogous fashion. From (a) we conclude 
that S (so) > k, while if in the proof of part (a) we apply Theorem 3.3 
directlv to the matrices B, = DA 1 !D, we obtain 
Since S -(x0) > k, we have y - 1 = S -(DxO) < n - k - 1, and hence 
lim,, llx-‘ll= xc. The theorem is therefore proved. n 
Now, let us turn to the question of the existence of a bounded solution to 
(2.1). We will show that for any bounded data {hi : i E 2) in R”, (2.1) has a 
unique bounded solution under the hypothesis of Theorem 3.2. We begin by 
recording below some familiar properties of totally positive matrices, some of 
which we have already used. 
LEMMA 3.2. Let A be un n X n matrix. 
(a) lf A is strictly totully positice, then S +(Ax) < S -(x). 
(11) Zf A lms rank n und is tofully positive, then S -(Ax) Q S -(x). 
(c) lf A is an oscillation matrix, then A”-’ is strictly totally positice. 
(d) Zf cl,...,on is u Chebyshev system und A is an oscillation matrix, 
then Ac’ , . . . , Ac’ is a Chebyshev system. 
(e) Zf ~l,...,t‘~ is a Chebyshev system, then 5 t(E~=l~k~k) < i- 1 for 
(ak} such that IQ=,a;zO, j< n. 
Proof. Ml the above properties are familiar facts from total positivity. 
For instance, (b) follows from the fact that A can be approximated by strictly 
totally positive matrices, while (d) follows from the Cauchy-Binet formula 
and the fact that the diagonal entries of r\r+A are positive (see [4]). H 
LEMMA 3.3. Let A,x,Ai, i=O, 1,2,. .., be n x n oscilhtion matrices 
such that A_ < Ai <A, i =0,1,2,. . . . Then there exist (I constant w >0 
(depending only on 4 and A) and linear independent vectors u’xl,. . . , u i,n, 
i = 0, 1,2, . . . , such that S+(ui,i)=S-(ui.j)=i-l, j~l,,..,~; ui+l.i=Ai,i.i, 
i=O,l,2 ,..., i=l,..., n; Ilu”~ilI,=l,j=l,.,., n; undu”~‘~~~~~uo~“>w. 
Proof. Let 2;l,...,y” be any Chebyshev system. Define t:‘+‘*i= A,v’,i, 
i=O,l , . . . , where v”,i = t~i, i = 1,. . . , n, and choose constants ai,i such that 
(I% l&,ivi’k)p = (- l)P, p = 1,. . . , j. Thus S -(~~,=,(II$~v~,~) > j - 1. From 
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Lemma 3.2 we have 
Also, because of Lemma 3.2, 
S+ ( j,&Gk)< i-1 forall p>O. 
Hence 
(3.17) 
We renormalize the constants al-j so that xi= 1 (c$‘)~ = 1, i =O, 1,. . . , j = 
1 , . . , , n, and select a convergent subsequence limiT-tm~~“j= a:. Define nisi= 
&,c&P; then by (3.17) 
On the other hand, S +(u ‘7’) < i - 1, since by Lemma 3.2, o i,1,. , . ,c L” is a 
Chebyshev system. Hence S+(u”j)= j- 1. Moreover, since An-r x 
Ai+n-a. . . Ai, we conclude that Ai + fl _2. . . Ai is strictly totally positive. Thus 
i- l< s + (ui+n-lsj)= s + (Ai+n_2.. .A&j) 
<s- (u’J)< i-1. 
Thus S’(~~,~)=s-(~~,i)=j-l. Next we show that {u’s’}, j=l,...,n, are 
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linearly independent. 
1 
However, if LY/ = 0, then S + (~‘3’) < j - 1 because 
, . . . , cn is a Chebyshev system. But we know that S ‘( zr’,i) = j - 1. This is a 
Contradiction. Let us now renormalize the vectors so that I(u’,~(I~ = 1, 
i=I,..., n. The proof will be complete provided we can show that there 
exists a universal positive lower bound for u”*l~. . . Au’*” which depends 
only on A_ and i Suppose to the contrary that a positive lower bound does 
not exist. Hence there is a sequence (Ai( such that u’.‘(T)A. . . /\u”~“‘(~) 
converges to zero as r-_too. We select a convergent subsequence Ai(r’)+Ai, 
u”,i(r’)~ziO’i=~:=,~~~k. As before, we show that S +(&‘I~) = S -(6i,‘) = j - 
1, j = 1,. . . , n, and &‘,l,. . , , ti”~” are linearly independent. 
Thus 2;o.r,‘,, . . . ,‘/2;a.n > 0, so as not to contradict the fact that S+( &O,‘) = 
i-1, i=l,..., n. But this is impossible, since &‘,‘A. . . A\‘sn =0 by con- 
struction; thus we conclude that w > 0 exists, and the lemma is proved. n 
In our next lemma we prepare the way for the construction of Green’s 
function for (2.1). 
LEMMA 3.4. Let the hypothesis of Theorem 3.2 hold. Then there are 
constants c > 0, p < 1 (depending only on A_, x and/or B,B) such that for 
ecery h E R n there is a (unique) sequence { xk : k E Z } c R n with 
Aixi- xi+l=o, iEZ-{0}, 
Aoxo - x1 = h, 
(Ixi/lm < c+llbll c-2) iEZ. (3.18) 
Proof. We begin by assuming that (a) is valid. Let u$‘, . . . ,U y be the 
vectors constructed in Lemma 3.3-that is, u !,+i,i = Aiu k’, i = 0, 1, . . . , j= 
1 , . . . , n, and 
s+ (uf;i)=s- (ui;‘)=i-l, i=l,,.., n, i=O,l,... 
-and extend them for i = - 1, - 2,. . . so that 
U+ 
i+l,j=A,u$i, iEZ, j=l,..., 72. 
Since S-(uf;i)=S+(~$~)=i-1, i=O,1,2 ,..., we may appeal to (3.11) and 
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conclude that 
Also,&om (3.9) and (3.10), there exist constants c,C depending only on A 
and A such that 
Thus we conclude that there is a constant c >0 such that 
i = 0, 1,2, . . . . Thus the vectors u:~+‘, . . . , ZL 2 are linearly independent solu- 
tions to the homogeneous difference equation 
which decay exponentially 
Ilu$‘ll, Q c+& 
x i+l=AiXi, iEZ, 
fast as i-+00: 
i = 0, 1,2, . . . , j=k+l >...> fl, p<l. 
Similarly, for the “backward” equation determined by the matrix Bi= 
DA I,!o, we construct by Lemma 3.3 linearly independent vectors 
G i, 1 
>...> G i,n such that 
ci+l.j=Biui.j j=1,2 1 . . . > n, i E Z, 
s+ (vixi)=s- (oi4)=j-1, i=O,l 9 . * * , j=l,2 ,...,n. 
Since 
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we have 
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i 
detA h,‘(A). . ~x,-~,+,(A) i 
“ci’i”3c <cl detA_ h,‘(A). . Xn-_‘i+,(A) 
: 
= d[ anni+l (%A)] ji, i=O,1,2 )... . 
Hence the linearly independent vectors u 5’ = DC - i,n--jfl, j = 1,2,. . . , k, 
satisfy the “forward” equation 
x i+l=+i, iEZ, 
and decay exponentially fast as i+ - co: 
‘Iu”“I < c-p_‘, i=O, -1, -2 ,..., i=l ,..., k, p-cl. 
Thus we have “decomposed” the solutions of the homogeneous equation 
into two subspaces of dimension k and n - k which decay at - 00 and + co, 
respectively. We claim that the vectors Us’,,.., IL!~,u$~+’ ,..., u$” are 
linearly independent. We argue this fact by contradiction. Suppose there 
exists a nonzero vector (Y = ( aI,. . . , a,) such that 
then the sequence 
(3.19) 
(3.20) 
is a bounded solution to the homogeneous equation, xi+ ’ = Aixi, i E Z. 
Hence x0 = x1 = 0, and we conclude cx = 0, a contradiction. 
Now, to construct the sequence for the lemma we note that any 
sequence expressible as (3.20) for some vector (Y = (a,, . . . , a,) satisfies x’+’ - 
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Aix i = 0, i E Z - {O}. Thus we choose constants ,8r,. . . , ,d, such that 
Now we claim that there exists a constant d, independent of b, such that 
This will follow if we show that there is a positive constant depending only 
on 4 and A such that 
II~~,, . . . AUO,k,jU$k+‘A.. . /\u~“llm > tcl >O. 
The proof of this fact proceeds as in the proof of Lemma 3.3. If such an 
t~‘r > 0 did not exist, we could find an operator (Ai) such that /iu!‘l\. . . A 
u~“/J=O, i.e., u?‘,..., u$” are linearly dependent. We have already shown 
this is impossible. Thus the sequence 
satisfies the demands of the lemrka. 
The proof of part (b) proceeds by the same techniques, and we omit the 
details. W 
We can now prove our main theorem. 
Proof of Theorem 3.2. Fix 1 E Z, and apply Lemma 3.4 to the difference 
equation corresponding to A,, i and b’. Thus there exist constants (indepen- 
dent of I) c > 0, p < 1 and ~‘3~ such that 
xkl_A,x’,O= b’, 
Az+ixLi_XL+l,o, iEZ- {0}, 
I]x’,~((~ < cp'i'l)b'll rn’ i,l EZ. 
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Let cl.i = yl,i-r; then 
and 
Hencex’=C~=_,c’~‘satisfies (2.1), and ~Ix’~I,<2Mc/(l-p), iEZ, where 
M= supJ h’ IJm. With this, the proof of Theorem 3.2 is completed. n 
Motivated by our discussion of spline interpolation in Sec. 1, we consider 
the following application of Theorem 3.2. 
Let D (m) = diag{ m, ma, . . . , rn”} and A an n X n oscillation matrix such 
that 
DA-‘D=A. (3.21) 
Let { mi : i E Z } be an infinite sequence in R +, and define 
Ai=AD(mi). 
We denote the eigenvalues of AD(m) by h,(m) >hz(m) > . . . >h,,(m). 
THEOREM 3.6. Let A be a 2k x2k oscillation matrix such that DA -‘D 
= A and the eigencalues of AD(m) are strictly increasing functions of 
mER+. Then R (m) = m k(2k+ ‘)/hk (m) is a strictly increasing function of m 
which maps [0, 00) onto [0, co). Let m * be the unique zero of the equation 
R (m*) = 1; 
then the difference equation 
x i+l=&p’+b’, iEZ, 
Ai = AD (m,), 
(3.22) 
is solvable if m P’-<mi<m, iEZ, where m<m*. 
The proof of this theorem follows by arguments analogous to those used 
in the proof of Theorem 1.1. 
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Finally, we remark that difference equations of the form (3.22) arise in 
various spline interpolation problems. The basic feature of this class of 
problems is that they are obtainable from a “fundamental” polynomial 
interpolation process on [O, l] [in the example (0.1) we studied here, this is 
the procedure of the interpolating data f(O), . . .,fCnP1)(0),f(l) by a poly- 
nomial of degree < n] which is shifted and scaled onto an infinite partition 
a. It may be shown for a class of such problems that the matrix A is an 
oscillation matrix (see [S]). However, it is not known whether or not for this 
class the eigenvalues of AD(m) are strictly increasing in m. For the special 
case A = T, ad hoc methods were used in [5] to prove the monotonicity of 
the eigenvalues. There are, however, some general observations to be made 
about the eigenvalues of AD(m). We record them here. 
THEOREM 3.7. Let A be an oscillation satisfying (3.21). Then: 
(4 4(m -‘)=x,Yi+,(m), i=1,2 ,... n. 
(b) h,(m). . . X,,(m) = mn(“+1)/2. 
(c) X,(m). . *h,(m)/m. * * mi is a strictly increasing function of m E R + 
for any i, 1 < i < n, and A,,(m)’ . . h,_,+,(m)/m. . . m’ is strictly increasing 
in m for any i, l< i < n. 
(d) For any i, 1 < i < n, the function hi(m)m(‘-‘)(“-‘)-’ is increasing in 
m. 
Proof. Since A -’ = DAD, we have 
=D(m - ~)DAD 
=D(-m)-‘AD(m-‘)D(-m). 
Thus o((AD (m))-‘) = a(AD (m-l )), and the first assertion follows easily. 
Since (3.21) implies detA = 1, we have 
h,(m)...A,,(m)=det[D(m)A] 
=&tD (m) = m”(“+‘)12, 
Our last claim, (d), follows from (c) as follows: fix i, 1 < i < n; then (c) 
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implies that 
h,(m)*.~hi(m) &(m)...h,(nl) h,(m)m. . . mn 
= 
m . m i 7n . . . m n-i+1 rn. . . ,riim.. . m n-i+1 
is strictly increasing. 
The proof of (c) depends on the observation that the elements of the 
primitive matrix 
;;, AD(m) 
i=l 
m...rn’ 
are strictly increasing functions of m. Using the max-min characterization of 
the largest eigenvalue of a nonnegative matrix (see [7]) we conclude that 
h,(m). . . hi(m) 
,n...mi ) l<i&n, 
is a strictly increasing function of m. Similarly, the elements of the matrix 
are decreasing functions of m. Thus m . . . m i h, l(m). . . Anp_li+ ,(m) is a 
strictly decreasing function. Consequently 
hn(m)“‘hn-i+l(nz) 
nz. . . mi 
is increasing, and the proof of the theorem is complete. n 
As a consequence of Theorem 3.7 we conclude that for n = 2 and 3 the 
eigenvalues of AD(m) are strictly increasing functions of m. 
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