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A possible solution of the information paradox can be sought in quantum information scrambling.
In this paradigm, it is postulated that all information entering a black hole is rapidly and chaotically
distributed across the event horizon making it impossible to reconstruct the information by means
of any local measurement. However, in this scenario the effects of decoherence are typically ignored,
which may render information scrambling moot in cosmological settings. In this work, we develop
key steps towards a thermodynamic description of information scrambling in open quantum systems.
In particular, we separate the entropy production into contributions arising from scrambling and
decoherence, for which we derive statements of the second law. This is complemented with a
numerical study of the Sachdev-Ye-Kitaev, Maldacena-Qi, XXX, mixed field Ising, Lipkin-Meshkov-
Glick models in the presence of decoherence in energy or computational basis.
I. INTRODUCTION
Ever since their inception [1, 2], black holes have
sparked the imagination of physicists, sci-fi authors, and
artists alike. Thus, it was a particularly big event when
only last year the first image of a black hole was released
[3], which gave a scientifically grounded face to these
mysterious regions of space. A major obstacle in the un-
derstanding of space-time singularities is that the usual
paradigms of measurement cannot be applied directly.
All measurements in physics rely either on intercepting
some intrinsic emission, or on observing the response to
an outside perturbation. The only emission from a black
hole is the rather faint Hawking radiation, which is very
hard to observe [4]. The second technique is further de-
bilitated by the fact that to date no clear consensus has
emerged on what exactly happens to a signal sent towards
a black hole once it crosses the event horizon [5–7].
A possible resolution of this “information paradox”
has been suggested by quantum information theory [8–
10]. It has been argued [11] that all information cross-
ing the event horizon is essentially instantaneously and
chaotically “scrambled” across the entirety of the hori-
zon, and eventually leaves through wormholes connecting
the interior of the black hole with the Hawking radiation.
Whether or not this is what really happens in the cosmos
remains to be seen. However, the concept of quantum in-
formation scrambling has opened the door to all kinds of
fundamental questions. Rather remarkably, its study has
attracted significant attention in various other fields of
physics, including but not limited to high energy physics
[12–14], quantum information theory [15–18], and con-
densed matter and quantum many body theory [19–26].
Only very recently, the existence of quantum informa-
tion scrambling was demonstrated in an experiment with
ion traps [27]. In this experiment, the scrambling of in-
formation was verified through a teleportation scheme,
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analogous to two black holes scrambling and exchang-
ing information through an Einstein-Rosen (ER) bridge,
in the context of the “ER=EPR” conjecture [28]. As
one would expect when working with any real quan-
tum system, Landsman et al. [27] had to overcome the
detrimental effects of decoherence. This is particularly
noteworthy, once one realizes that quantum information
scrambling is rooted in the spread of entanglement, which
is notoriously hard to preserve in the presence of noise.
In actuality, similar considerations may be instrumental
when analyzing scrambling in black holes. Indeed it has
been shown that the intense gravitational field of black
holes may act as a decoherence channel [29–31] in itself.
Therefore, the natural question arises if and to what ex-
tent information scrambling is immune to the intricate
effects of decoherence.
Curiously, most of the work done in the literature fo-
cuses only on information scrambling in closed systems,
i.e., for unitary dynamics, using the out-of-time-ordered
correlator (OTOC) as a quantifier. One of the very
few analyses of open system dynamics was published in
Ref. [32]. Zhang et al. [32] reported a numerical study
of the effects of dissipation on information scrambling in
quantum chaotic systems. To this end, they used a spe-
cific measurement technique to compute the OTOC [33].
This allowed them to isolate dissipation from scrambling
by computing a ratio of OTOCs (for a given set of opera-
tors). Reference [32] found that while dissipation dimin-
ishes scrambling, there are domains in parameter space
in which information is still distributed across all regions
in Hilbert space.
In the present work, we tackle an even broader class of
problems: information scrambling in general open quan-
tum systems. Special emphasis is put on a quantum
thermodynamics perspective, so that we can identify and
separate the contributions of scrambling and decoher-
ence to the irreversible entropy production. In a pre-
vious work [18] we argued that the OTOC is a somewhat
awkward quantity for thermodynamic analyses. More-
over, the OTOC alone is not enough to distinguish be-
tween unitary evolution, that induces scrambling, and
the external noise, which is the origin of decoherence.
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2The latter problem is of particular importance in exper-
iments that were conducted to verify quantum informa-
tion scrambling [27, 34]. In these experiments, additional
quantities such as the teleportation fidelity [27] and the
Re´nyi-2 entropy [34], were computed to be able to distin-
guish scrambling from noise. However, these quantities
are model specific and thus a more general, theoretical
approach appears desirable.
In the following, we study the information dynamics
with the help of the mutual information, I. Since we
have shown previously [18] that the OTOC sets a lower
bound on the growth of I, we can directly relate our find-
ings with results from the literature. Specifically, in the
present analysis we identify the additive contributions in
the change of mutual information ∆I corresponding to
intrinsic scrambling and decoherence. This separation of
terms permits us to derive an integral fluctuation theo-
rem [35] for scrambling under decoherence. Thus, as a
main result, we obtain a statement of the second law of
thermodynamics for quantum information scrambling.
To gain further insight and build intuition into the dy-
namics of scrambling, our conceptual analysis is com-
plemented with the numerical analysis of five models.
These models were specifically chosen to cover a wide
range of scenarios and physical circumstances. The
first two systems are quantum models that have holo-
graphic duals [36], where we get fast scrambling of quan-
tum information. Specifically, we study the Sachdev-
Ye-Kitaev (SYK) model, and two weakly coupled SYK-
models through a traversable wormhole also known as the
Maldacena-Qi (MQ) model. Quantum gravity models are
yet to be implemented experimentally [37–43]. Thus, our
numerical study may provide the groundwork for poten-
tial experiments and observations in the presence of de-
coherence. The remaining three models are variations of
spin chain systems, where the goal is to further probe the
role of chaos, ergodicity, and integrable dynamics in the
scrambling of information in open spin chains. The mod-
els are the disordered XXX-model in its ergodic phase,
the disordered Mixed Field Ising (MFI) model, and the
Lipkin-Meshkov-Glick (LMG) model.
II. STOCHASTIC THERMODYNAMICS OF
INFORMATION SCRAMBLING
In the first part of the analysis we develop the general
framework and formulate statements of the second law
of thermodynamics for scrambling. To this end, we con-
sider a quantum system S with scrambling dynamics and
dim(S) = 2NS . This system is coupled to an environment
E , which induces noise that affects the scrambling of in-
formation in S. The Hamiltonian of the universe then
reads
H = HS ⊗ IE + IS ⊗HE + hγ , (1)
where hγ is considered “small”. In particular, we assume
that the interaction energy is small enough that no en-
ergy is “lost” in the interaction, and that we have for the
heat in S and E , 〈QS〉 ' − 〈QE〉 ≡ 〈Q〉.
A. Quantifying quantum information scrambling
Preliminaries. Quantum information scrambling de-
notes the local loss of quantum information under unitary
dynamics. In the conventional scenario, S is an isolated
quantum system with hγ = 0, that is separated into two
partitions A and B. Now, imagine that a quantum state
is prepared such that initially all information is concen-
trated in A, and the von Neumann entropy of B is zero.
Then, in scrambling dynamics the information leaks and
eventually spreads throughout B, such that from any lo-
cal measurements on A the initial state can no longer be
reconstructed.
To measure this effect various quantifiers have been
proposed in the literature [16, 18, 24, 44]. Arguably,
the most common quantifier is the OTOC, which is a
four-point correlation function that measures the opera-
tor growth in the Heisenberg picture,
O(t) =
〈
O†AO
†
B(t)OAOB(t)
〉
, (2)
where the operators OA and OB initially act on different
supports, as depicted in Fig. 1.
FIG. 1. Illustration of the subsystem structure defining the
support of the local operators OA and OB , in a given spin
chain. Under a scrambling unitary, the operator OB becomes
highly non-local and spreads into the support of A, triggering
the decay of the OTOC.
Despite its ubiquitous use in the literature on infor-
mation scrambling, the OTOC may not be the optimal
quantity for thermodynamic analyses of open systems.
For instance, the ambiguous choice of operators OA and
OB makes the measure somewhat arbitrary. Therefore,
3one typically has to take averages in operator space
[18, 45] which can become technically challenging. In
addition, the OTOC alone cannot distinguish between
the local effects of scrambling and decoherence [27].
Thus, in the present analysis we build on our previous
work [18]. In fact, for a closed quantum system S, under
“entangling unitary controls”, we showed that the mutual
information
I ≡ I(A : B) = SA + SB − SAB , (3)
with S = −tr {ρ ln (ρ)}, is a good quantifier of informa-
tion scrambling [18]. Specifically for unitary scrambling
the change of mutual information ∆I = I(t) − I(0) be-
comes [18]
∆I = ∆SA + ∆SB , (4)
which naturally lends itself to a thermodynamic analy-
sis. Hence, it is a natural choice to employ the mutual
information to also study scrambling in open systems.
Entropy production in scrambling dynamics. We now
fully turn our attention to open system dynamics. As S
interacts with the environment E two physically distinct
processes occur simultaneously: the scrambling of infor-
mation within S, and the destruction of coherences (and
other quantum correlations) in S induced by E . Thermo-
dynamically, we can observe and quantify the interplay
of these processes through different contributions to the
entropy production.
To this end, we apply and generalize a framework that
has been established in stochastic thermodynamics [46].
For the sake of simplicity and without loss of generality,
we assume that the global state of S and E is initially
prepared, such that ρ(0) = ρS(0) ⊗ ρeqE , where ρeqE =
exp (−βHE)/ZE is the thermal Gibbs state of E at inverse
temperature β.
In general, the change of mutual information in S (4)
becomes,
∆I = ∆SA + ∆SB −∆SS , (5)
which accounts for the fact that the reduced dynamics of
S is no longer unitary. Now exploiting that the global dy-
namics is unitary, and hence the von Neumann entropy of
the universe, S ⊗E , is constant, and employing the usual
tricks of adding and subtracting terms [46] we obtain
∆I = ∆SA + ∆SB −D(ρ(t)||ρS(t)⊗ ρeqE )−∆Sex . (6)
The first two terms in Eq. (6) describe the entropy pro-
duction in each partition, which is analogous to scram-
bling in the isolated case (4). The third term in Eq. (6)
is the relative entropy measuring the buildup of correla-
tions between system and environment,
D(ρ(t)||ρS(t)⊗ ρeqE ) = tr {ρ(t) ln (ρ(t))}
− tr {ρ(t) ln (ρS(t)⊗ ρeqE )} ,
(7)
and ∆Sex = tr {(ρE − ρeqE ) ln(ρeqE )} ≡ β〈Q〉 is the change
in excess entropy corresponding to the heat, Q, ex-
changed between S and E [46].
Now, further adding and subtracting the entropy of
the environment, ∆SE , we can write Eq. (6) as
∆I = ∆SA + ∆SB −I(S : E)−D(ρE ||ρeqE )−∆Sex . (8)
The latter equality clearly exhibits the additive nature
of the contributions to the entropy production of the dis-
tinct processes. This becomes even more transparent by
using Eq. (5) to re-write Eq. (8) as
I(S : E) + ∆Sex +D(ρE ||ρeqE ) = ∆SS . (9)
We recognize that any deviation from ideal, unitary
scrambling will have three causes, namely (i) the buildup
of correlations between S and E , (ii) the exchange of heat
between S and E , and (iii) pushing E away from thermal
equilibrium.
B. Second law of thermodynamics for scrambling
To further the insight into the effect of environmen-
tal interference on scrambling, we need to clarify how
I(S : E) is related to the other terms in Eq. (8). To this
end, we will now derive an integral fluctuation theorem
[35], i.e., a statement of the second law of thermodynam-
ics for scrambling.
General fluctuation theorem for open systems. Since
we assume system and environment to be initially pre-
pared in a product state, the change of mutual informa-
tion between S and E becomes
∆I(S : E) = ∆SS + ∆SE . (10)
Therefore, a stochastic notion of entropy separated into
contributions from S and E appears plausible.
For similar scenarios the two-time measurement ap-
proach [47–55] has proven convenient and powerful. In
this paradigm, projective measurements on S and E are
performed separately at t = 0 and at some arbitrary later
time t = τ . Between t = 0 and t = τ the universe is al-
lowed to evolve under the Hamiltonian (1). In its original
inception [47], the two-time measurement scheme was de-
veloped to derive the quantum Jarzynski equality [47, 52].
However, in more general settings the measurements can
be chosen to suit the specific purposes [48, 49, 51].
For reasons that will become clear shortly, we choose
the reduced Hamiltonian HS to be the measured observ-
able of S, and we define
ωµ→νS = ln(p
µ
S)− ln(pνS), (11)
where µ is the outcome of the initial, and ν of the final
energy measurement, and
pµS = 〈µ| ρS(0) |µ〉 and pνS = 〈ν| ρS(t) |ν〉 . (12)
Note that ωµ→νS is nothing else but the stochastic entropy
production of the Shannon entropy in energy represen-
tation [56]. Generally, S is in a state far from thermal
4equilibrium at t = 0 as well as at t = τ . Thus, ωµ→νS is
not identical to a microscopic value of heat or work.
Since E is initially prepared in thermal equilibrium, an
energy measurement is equivalent to state tomography.
Given that we are after analyzing the buildup of corre-
lations between S and E we choose the measurement at
t = τ also to be state tomography on E . Hence, we define
ωm→nE = ln(p
m
E )− ln(pnE) , (13)
where pmE and p
n
E are the initial and final eigenvalues of
ρE , respectively. Note that this definition is analogous,
to the choice of measurements in Ref. [48]. The difference
is that in Ref. [48] the energy of the environment is mea-
sured, whereas state tomography needs to be performed
on the system.
We also would like to emphasize that at this point that
the entropy production is defined entirely for conceptual
reasons. From a practical point of view, suggesting state
tomography on the environment is totally unreasonable.
However, the purpose of the present part of the analy-
sis is to study whether E can be used as a witness of
scrambling in S. Therefore, a more expensive measure-
ment on E is inevitable. Further below, we will show how
the requirement of full state tomography can be relaxed
to situations in which only small fractions of E can be
measured.
To continue we now consider the joint probability dis-
tribution of the stochastic entropy productions in S and
E . As usual [35] we write
P(ωS , ωE) = 〈δ(ωS − ωµ→νS ) δ(ωE − ωm→nE )〉 , (14)
where the average is taken over the joint probabilities
p({µ,m} → {ν, n}) = p(ν, n|µ,m) pµS pmE . (15)
Hence, we immediately obtain
〈ωS〉+ 〈ωE〉 = ∆I(S : E) + ∆C(S), (16)
where C = S(ρdiag) − S(ρ) is the relative entropy of co-
herence in the energy eigenbasis [57], and ρdiag is the
fully decohered diagonal matrix. Equation (16) serves as
a justification of the choice of observables on S and E .
The average stochastic entropy production is given by the
mutual information quantifying the correlations between
system and environment, and the measure of the coher-
ences present in S. Moreover, Eq. (16) also demonstrates
that in general the interaction with the environment not
only destroys coherences, but also creates correlations
(quantum and classical) between S and E .
It is then easy to see that we also have
〈exp (−(ωS + ωE))〉 = 1 , (17)
which follows from standard manipulations [35] and the
normalization of the joint probabilities (15). Equa-
tion (17) constitutes an integral fluctuation theorem for
general, open system dynamics. For any scenario in
which a system S is prepared in a product state with an
environment E the sum of the stochastic entropy produc-
tions in S and E fulfill an integral fluctuation theorem.
Moreover, the measurements in S and E are chosen such
that the average entropy production is given as a sum of
correlations and coherences in S.
However, Eq. (17) cannot be regarded quite satisfac-
tory for our present purposes. Demanding state tomogra-
phy on E is only conceptually interesting, but practically
unfeasible. In addition, Eq. (17) is a general result for
open quantum systems without overly specific character-
istics of information scrambling. Therefore, we continue
the analysis by further refining the conceptual building
blocks and derive further statements of the second law
for scrambling dynamics.
C. Environmental witness of scrambling
We proceed to derive general bounds on the mutual in-
formation between S and E . To this end, we now assume
that τ ≥ t∗, where t∗ is the time at which S achieves
maximal scrambling. In this case, Eq. (8) implies
exp (I(S : E)) = 2NS exp (−β〈Q〉 −D(ρE ||ρeqE )) , (18)
since ∆SS = NS ln(2) at maximal scrambling. Equa-
tion (18) shows that I(S : E) can be computed from the
heat exchanged between S and E and the relative en-
tropy quantifying how far from equilibrium E is driven.
Hence, the amount of information that E contains about
the state of S is quantified by the heat exchanged between
S and E , and by how far E is pushed from equilibrium.
The motivation of the following arguments are similar
to the conceptual underpinnings of Quantum Darwinism
[58, 59]. Generally, observers do not need to access all
of the environment’s degrees of freedom in order to in-
fer information about S. For instance, as you read this
paper, you intercept only a tiny fraction of the photons
scattered off the physical paper, or emitted from a screen.
This fraction of photons is enough to infer all the infor-
mation contained in this paper.
Thus, assuming that E is a true thermal reservoir, i.e.,
it remains in thermal equilibrium at all times, we rewrite
Eq. (8) now as
I(S : P(E)) + ∆Sex ≤ ∆SS , (19)
where P(E) denotes a partition of E . The latter inequal-
ity is a direct consequence of the strong subadditivity of
the von Neumann entropy [60].
In particular, in the special case of purely decohering
dynamics, ∆Sex = 0, Eq. (19) demonstrates the relation
between the scrambling in S and the buildup of correla-
tions between S and any partition of E . Hence, observing
only fractions of E may still give qualitative insight into
the dynamics of S, as the mutual information between
the observed fraction and S sets a lower bound on the
change of entropy in S. Note that the bound becomes
5tight when P(E) = E , or at the quantum to classical
transition when measuring a partition of the environment
is enough to infer all the information about the system
[58, 59].
In summary, from Eq. (8) we derived an equality be-
tween the mutual information and a nonequilibrium ther-
modynamic quantity, which obeys an integral fluctuation
theorem. Moreover, we derived bounds on the deviation
from ideal information scrambling in determining corre-
lations between S and E , as well as the amount of infor-
mation we can learn by direct access to the environment,
or partitions of the environment, with the latter repre-
senting the most physical scenario.
III. INFORMATION SCRAMBLING AND
DECOHERENCE IN THE REDUCED DYNAMICS
In the previous section we elucidated the effect of envi-
ronmental interaction on information scrambling. In the
following, we complement the conceptual arguments with
the numerical analysis of five models with a wide range
of physical characteristics. In particular, we now slightly
change the point of view, and study the effects of deco-
herence on scrambling through the reduced dynamics of
S. This means, in particular, that we consider scenarios
in which E is not experimentally accessible.
A. Master equation for decohering dynamics
We describe the interaction between S and E , in the
ultra weak coupling regime (hγ  1) by the master equa-
tion [54]
∂ρS
∂t
= − i
~
[HS , ρS ]−
∑
i 6=j
γij 〈i| ρS |j〉 |i〉 〈j| , (20)
where {|i〉}i∈J1,NK forms the decoherence basis, we drop
the subscript “S” when referring to the degrees of free-
dom of the system. Note that the first term in Eq.
(20) is the unitary part governing the scrambling in
S, and the second term describes the interaction with
E . For the sake of simplicity, we further set γij ≡ γ
(i.e. we suppress all the off-diagonal terms with the same
rate), and we map our problem from the N -dimensional
Hilbert space to the corresponding N2-dimensional Fock-
Liouville space. We relegate the mathematical details
of the master equation in Fock-Liouville space to Ap-
pendix A. For later reference, note that all the models of
the following discussion live in a Hilbert space of dimen-
sion dim(S) = 26, i.e. a 6-spin or 12-Majorana fermion
system.
Equation (20) and its derivation has been discussed in
detail by Smith et al. [54]. In particular, it was shown
that for decoherence in energy basis Eq. (20) follows from
the quantum detailed balance master equations [54, 61],
by suppressing thermally induced transitions between en-
ergy eigenstates. Moreover, it is not hard to see that
Eq. (20) describes unital dynamics [54], and hence the
quantum Jarzynski equality holds [49].
For our present purposes, we consider two scenarios:
(a) the dynamics induce scrambling, dissipation, and de-
coherence, (b) the dynamics induce only scrambling and
decoherence. For the second case, i.e., for so-called pure
decoherence {|i〉}i∈J1,NK is composed of instantaneous
eigenvectors of HS(t). In this case, 〈HS(t)〉 = const.,
and hence no heat is exchanged between S and E .
For scenario (a) we consider decoherence in the com-
putational basis, i.e., we take each vector |i〉 as the null
vector except the ith entry with a value equal to 1. For
instance, for a single qubit we have
{|i〉}i∈J1,2K =
{(
1
0
)
,
(
0
1
)}
. (21)
In this case, the internal energy of S is no longer constant,
and heat flows between S and E .
Finally, in all following examples S is prepared either
in the all-up state
ψall-up ∝ |00 . . . 00〉 , (22)
or in the Ne´el state,
ψNe´el ∝ |0101 . . . 10〉 . (23)
This choice is made, since it has been shown that for these
states the following models exhibit information scram-
bling in the unitary case.
B. High energy physics models
We start with two representative models that were for-
mulated in the context of AdS2/CFT1. More mundanely,
the chosen models can be understood as 1-D quantum
models, through a straightforward Jordan-Wigner trans-
formation of the fermionic field operators [18, 62, 63], or
as 2-D black hole models in anti-de Sitter space [64].
Sachdev-Ye-Kitaev model. As a first example, we
study the Sachdev-Ye-Kitaev (SYK) model, which is a
quantum gravity vector model of N strongly interact-
ing Majorana fermions [65–67], see a depiction in Fig. 2.
From a high energy perspective, and in the limit of large
N , it models the scrambling properties of a 1+1-D black
hole in anti-de Sitter space, and hence it has found appli-
cations in solutions to the information paradox [5, 7, 68].
From a quantum information theoretic perspective the
SYK-model is nothing but a collection of qubits that
chaotically scramble information. For instance, the quan-
tum chaotic behavior of the SYK-model, was investigated
in the context of quantum batteries [69, 70], showing the
potentially practical nature of such models.
The Hamiltonian of the SYK-model reads
HSYK = −
∑
1≤i1<i2<i3<i4≤N
Ji1i2i3i4ψi1ψi2ψi3ψi4 , (24)
6FIG. 2. Sktech of the SYK-model with 12 Majorana fermions.
The network represents the all-to-all interactions between the
fermionic sites.
where we take four interacting Majorana fermions at
each instant. Here, Ji1i2i3i4 are real independent random
variables with values drawn from a Gaussian distribu-
tion with mean 〈Ji1i2i3i4〉 = 0 and variance
〈
J2i1i2i3i4
〉
=
J2(3)!/N3. Moreover, the ψi are the field operators of
the Majorana fermions.
We solved the dynamics of the SYK-model (24) as de-
scribed by Eq. (20) for both, decoherence in the energy as
well as decoherence in the computational basis. As initial
state we chose the all-up state (22), for which the SYK-
model exhibits fast scrambling for γ = 0. Here and in the
following, the partitions A and B are chosen such that A
is a single qubit and its complement in S represents B =
AC . Maximal scrambling is indicated by I = 2 ln(2), and
hence any environmental effect leads to I < 2 ln(2) in
the long time limit. It turns out that averaging over 10
random Hamiltonians gives sufficient convergence. For
completeness, Fig. 3 depicts the resulting Haar averaged
OTOC: ∆O ≡ ∫
Haar
(O(0)−O(t)) dOAdOB for zero
(~γ/J = 0), weak (~γ/J  1), and medium (~γ/J ' 1)
coupling between S and E .
We observe that the OTOC is not a good quantifier
of scrambling for open systems, as there is no direct
way to distinguish the closed system dynamics (where
we indeed have scrambling) and the open system case
where both scrambling and decoherence take effect. The
latter remark applies for both cases of decoherence: in
the energy as well as the computational basis, we always
get monotonically increasing functions with time. There-
fore, we focus on the change of the mutual information,
∆I ≡ I(t)−I(0), and the relative entropy of coherence,
∆C ≡ C(t)−C(0). The results are summarized in Fig. 4.
For decoherence in the computational basis (21), we
observe that for weak coupling to E the mutual informa-
tion reaches a maximum early in the evolution, and hence
information is indeed initially scrambled throughout S.
At later times, decoherence takes over and the mutual in-
formation reaches a stationary value that is independent
of the coupling strength γ. Similarly, we see that ini-
tially coherences are built up, which are then inevitably
destroyed in the open system dynamics.
The situation is similar, yet also markedly different for
decoherence in the energy basis. The all-up state (22) is
actually maximally coherent (in energy representation),
and the change of the relative entropy of coherence is neg-
ative. The behavior of the mutual information is similar
to the one observed for decoherence in the computational
basis. For weak coupling, information is initially scram-
bled, before the mutual information reaches a stationary
value independent of the coupling strength γ. However,
this stationary value is larger for decoherence in the en-
ergy basis than for decoherence in the computational ba-
sis. This can be understood by considering that for pure
decoherence ∆Sex = 0, and hence the deviation from
ideal scrambling is given by only two, instead of three
contributions, compare Eq. (8).
Wormhole in Anti-de Sitter space. As a second exam-
ple, we study a more complex scenario. The Maldacena-
Qi (MQ) model [71, 72] consists of two weakly coupled
SYK-models, and it can be interpreted as an eternal
traversable wormhole in AdS2 with two black holes at
its sides. Its Hamiltonian reads
HMQ = H
L
SYK +H
R
SYK + iµ
∑
j
ψLj ψ
R
j , (25)
where HLSYK and H
R
SYK describe the left and right black
holes given by Eq. (24). Further, ψLj and ψ
R
j are the
left and right fermionic field operators, respectively. A
sketch of the model can be found in Fig. 5.
The MQ-model describes a wormhole due to the revival
dynamics happening between the two black holes; a per-
turbation in one of the SYK black holes travels to the
other side (the image black hole). For a detailed analysis
on the revival dynamics or other intriguing properties of
this model we refer to the literature [72–76].
For the present purposes, we are interested in the in-
formation scrambling dynamics of the model as a whole,
i.e., we track the growth of entanglement between a sin-
gle fermionic site and the rest of the sites in both black
holes. To this end, we consider the weak coupling regime,
µ  J , and as before the initial state of the composite
system is “all-up” (22).
Comparing the numerical findings for a single SYK-
model in Fig. 4 and for the MQ-model in Fig. 6 we
observe strikingly similar behavior. Despite the signif-
icantly higher complexity of the MQ-model hardly any
new insight into information scrambling in the presence
of decoherence is obtained, beyond what we discussed
above for the SYK-model.
On a more speculative note, it seems glaringly obvious
that if information scrambling is to play a fundamental
role in the resolution of the information paradox then
internal decoherence due to the gravitational fields can-
not be neglected. However, such cosmological questions
are somewhat beyond the scope of the present analysis.
Therefore, we continue the analysis with the more mun-
dane study of spin chain models.
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FIG. 3. Growth of the average OTOC (2) as a function of time for the SYK-model with N = 12 and an initial “all-up” state
(22). Results were obtained as averages over 102 realization.
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FIG. 4. Evolution of the change of mutual information (∆I) and relative entropy of coherence (∆C) for the SYK-model (24)
with N = 12, for an initial “all-up” state (22). Results were obtained as averages over 3× 102 realizations.
FIG. 5. Sketch of the MQ-model with 12 Majorana fermions,
and JLi,j,k,l = J
R
i,j,k,l = Ji,j,k,l.
C. Spin chain models
Disordered XXX-model. As the first case study of a
spin chain model we numerically analyze the disordered
XXX-model. It has been shown in the literature [44] that
this model is ergodic and exhibits information scrambling
when initialized in the Ne´el state (23). The Hamiltonian
reads
HXXX =
∑
〈i,j〉
Jσi · σj +
N∑
i=1
hiσ
z
i , (26)
where σ is the Pauli vector. The model is denoted
“XXX”, since the three interaction coefficients are de-
signed to be equal Jx = Jy = Jz ≡ J . The XXX-model
is comprised of N spin-1/2 particles with nearest neigh-
bor interactions and random local transverse magnetic
fields hi. The model is depicted in Fig. 7.
For our present purposes, hi are drawn uniformly from
[−h, h], and we set h = J = 1. Hence, the model is
studied in its ergodic phase and we avoid the many body
localized (MBL) phase that exhibits no scrambling of in-
formation [44]. Figure 8 summarizes our findings.
We observe that the plots are significantly noisier than
for the SYK- and the MQ-models. This behavior is simi-
lar to what has been reported in the literature [44]. Oth-
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FIG. 7. Sketch of the XXX-model with nearest neighbor in-
teractions, and random local fields hi.
erwise, the XXX-model in its ergodic phase exhibits the
same qualitative features that we found for the SYK- and
the MQ-model.
Mixed field Ising model. The situation becomes more
interesting for the mixed field Ising (MFI) model [77–
79]. The MFI-model is closely related to the XXX-model.
The major difference is that the nearest neighbor interac-
tions are in the z-direction only, and an additional global
field is added in the x-direction, see Fig. 9 for a sketch.
In formula we have
HMFI = −J
N∑
i=1
σzi σ
z
i+1 −
N∑
i=1
hiσ
z
i − g
N∑
i=1
σxi . (27)
In complete analogy to the XXX-model, we restrict our-
selves to the nonintegrable parameter regime. To this
end, we choose J = 1, g = 1.05, and hi are random
variables drawn uniformly from [−W,W ] with W = 2.
In fact, the magnitude of W determines the speed with
which information gets scrambled [77]. The MFI-model
exhibits scrambling for the “all-up” state (22). Figure 10
summarizes our numerical findings.
Interestingly, while the MFI-model does exhibit scram-
bling, even in the unitary case, γ = 0, the model does
not reach maximal scrambling, i.e., I(t) < 2 ln(2) for all
t. More strikingly, even the smallest amount of decoher-
ence is sufficient to suppress all correlations, quantum
as well as classical, in the system. After an initial in-
crease the mutual information, I quickly drops to zero.
This rather curious behavior can be understood by re-
alizing that decoherence stands in direct competition to
the last term of the Hamiltonian (27), which is the origin
of scrambling in the z-direction. Thus, we immediately
conclude that information scrambling is not generally ro-
bust against decoherence. Rather, it crucially depends
on the competition of the terms in the Hamiltonian driv-
ing the scrambling dynamics and the interaction with E .
Otherwise, the MFI-model exhibits qualitatively similar
behavior to what we found in the preceding models.
Lipkin-Meshkov-Glick model. As a final example, we
analyze the scrambling properties of the integrable
Lipkin-Meshkov-Glick (LMG) model [80–84]. Its Hamil-
tonian reads,
HLMG = − J
N
N∑
i<j
(
σixσ
j
x + σ
i
yσ
j
y
)− N∑
i=1
σiz , (28)
which is depicted in Fig. 11.
The LMG-model is a critical spin system that under-
goes a quantum phase transition at J = 1. It is com-
prised of N spin-1/2 particles with infinite-range inter-
actions, under the action of a global transverse magnetic
field. The model was originally designed to study the
shape phase transition in nuclei [82], but its use was
extended to other areas of physics, including shortcuts
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FIG. 9. Sketch of the MFI-model with nearest neighbor inter-
actions (in z-direction), random local fields hi, and a global
field in x-direction.
to adiabaticity and quantum speed limits [80, 81]. In-
terestingly, the LMG-model was also used to study the
relationship between entanglement and quantum phase
transitions [85–88].
In contrast to the previous two spin chain models, the
LMG-model is integrable in both phases, J < 1 and
J > 1. Thus, one would not expect any fundamentally
different behavior with respect to scrambling in each of
the phases. Figure 12 collects our results for J = 1/2
and an initial Ne´el state (23).
Since the LMG-model is integrable, we do not see in-
formation scrambling in the strict sense for isolated dy-
namics. Rather, the model exhibits marked recurrences,
which means that all information returns to the initial
site. However, as soon as some decoherence is present,
γ > 0, the overall behavior becomes essentially indistin-
guishable to what we found for ergodic systems. This
makes clear that in the presence of decoherence it is a
rather involved task to identify whether a system ex-
hibits genuine information scrambling, or whether infor-
mation is simply exchanged between S and the environ-
ment. Therefore, without prior knowledge about whether
or not a system exhibits scrambling, verifying informa-
tion scrambling in realistic settings appears challenging.
Neither the OTOC nor the mutual information give a
clear indication on whether information is “dumped” into
the environment or scrambled with the system itself.
IV. CONCLUDING REMARKS
In the present work we analyzed the effects of decoher-
ence on information scrambling at the conceptual level
and through numerical case studies. For the conceptual
framework, we derived a general fluctuation theorem for
open quantum systems, specifically for stochastic vari-
ables linked to the mutual information between system
and environment. We related the competing effects of
scrambling and decoherence to their respective contribu-
tions to the entropy production. Remarkably, choosing
the mutual information as a quantifier clearly shows the
additive contributions that affect the flow of quantum
information in open quantum systems.
In the numerical part of our analysis, we studied
the scrambling dynamics of S under decoherence in five
unique models, showing the behavior of the mutual infor-
mation and relative entropy of coherence in each model.
At least qualitatively, we found universal behavior. Any
deviation from the monotonic growth of the mutual infor-
mation and relative entropy of coherence points to some
outside interaction with the environment, given that the
unitary dynamics are indeed scrambling. This interac-
tion might be in the form of pure decoherence (destruc-
tion of coherences + no dissipation), or destruction of co-
herences accompanied with dissipation. Notably, the be-
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FIG. 10. Evolution of the change in mutual information (∆I) and relative entropy of coherence (∆C) for the MFI-model (27)
in its ergodic phase, J = 1 and g = 1.05, with N = 6 and for the “all-up” state (22). Results were obtained as averages over
2× 102.
FIG. 11. Sketch of the LMG-model with all-to-all interactions
(in x and y-directions), random local fields hi, and a global
field in x-direction.
havior of the chosen quantifiers (I and C) is similar across
the different models, with the exception of some very spe-
cific scenarios seen in condensed matter spin chain models
(such as full recurrences in case of integrable dynamics).
Therefore, we are reasonably confident that our findings
also apply to quantum gravity models to be studied in
future experiments [37–43].
The conceptual notions and the gained insight of our
work may open the door for further inquiry, such as the
study of quantum to classical transitions in the context
of information scrambling. To study such transitions one
would need to go beyond describing decoherence at the
level of S and have full access to the degrees of freedom of
E . Our fluctuation theorem seems to be uniquely suited
to be generalized to also include quantum discord, which
can be written as the difference between two different
measures of mutual information [89]. Quantum discord
is a measure of the “quantumness” of the correlations be-
tween S and E . Therefore, quantum discord might repre-
sent a valid quantifier of scrambling in open quantum sys-
tems, and a good starting point to understand quantum
to classical transitions from an information scrambling
perspective. However, actually computing quantum dis-
cord is a challenge on its own, which is why we leave this
analysis for future work.
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Appendix A: Master equation
Using the notation introduced in Ref. [18], Eq. (20)
can be simplified to give
∂|ρ〉
∂t
= (W − γ IN2 + γV ) |ρ〉 ≡ A|ρ〉 . (A1)
Here, W = −i/~ (H ⊗ IN − IN ⊗H>), and IN2 and IN
are identity matrices of dimensions N2×N2 and N ×N
respectively. Finally,
V =
N∑
K=1
|(K − 1)N +K〉〈(K − 1)N +K|, (A2)
where the vectors |L〉 refer to N2-dimensional vectors
that live in Fock-Liouville space, such that all entries are
zero except the Lth entry with a value of one. These
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FIG. 12. Evolution of the change in mutual information (∆I) and relative entropy of coherence (∆C) for the LMG-model (28)
with N = 6 and an initial Ne´el state (23).
vectors are not to be confused with the basis vectors
where we define decoherence, as they live on two different
Hilbert spaces.
Now that we defined the matrices in Eq. (A1) we
mapped our problem to a dynamical equation with a lin-
ear vector field described by the operator/matrix A in
Fock-Liouville space. Also, Eq. (20) is equivalent to
a dynamical CPTP map of the evolution of our density
matrix (i.e. taking a density matrix to another density
matrix in Hilbert space). Therefore the maximal for-
ward interval of existence of the solutions of Eq. (A1)
is [0,+∞[. In other words, our solutions |ρ(t)〉 are well-
defined (in terms of existence uniqueness),
(∀t ∈ [0,+∞[) ; |ρ(t)〉 = exp (A t) |ρ(0)〉. (A3)
Equation (A3) is the general solution of the master equa-
tion in Fock-Liouville space. The solutions give a density
vector that can be directly mapped to a density matrix
in Hilbert space.
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