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Abstract—Human mobility forecasting in a city is of utmost
importance to transportation and public safety, but with
the process of urbanization and the generation of big data,
intensive computing and determination of mobility pattern have
become challenging. This study focuses on how to improve the
accuracy and efficiency of predicting citywide human mobility
via a simpler solution. A spatio-temporal mobility event predic-
tion framework based on a single fully-convolutional residual
network (STAR) is proposed. STAR is a highly simple, general
and effective method for learning a single tensor representing
the mobility event. Residual learning is utilized for training
the deep network to derive the detailed result for scenarios of
citywide prediction. Extensive benchmark evaluation results on
real-world data demonstrate that STAR outperforms state-of-
the-art approaches in single- and multi-step prediction while
utilizing fewer parameters and achieving higher efficiency.
Keywords-convolutional neural network; residual learning;
flow prediction; spatio-temporal data mining
I. INTRODUCTION
The gathering of massive mobility event in urban area
accelerates industrial reform, technological innovation, and
lifestyle changes. Meanwhile, several problems, such as traf-
fic jams, environmental deterioration, and increasing poten-
tial safety hazards, accompany the process of urbanization.
This situation enables the prediction of human mobility
events in urban environments, which is of importance to
public safety, traffic management, and network optimization
[1]. For example, if managers are aware of the prediction
results, they can quickly understand each region of public
safety condition and apply precautionary measures in time.
Human mobility is defined as the total number of humans
passing through an area during a certain period. We can
view this issue as a spatio-temporal (ST) prediction problem
[1], which is challenging mainly because its patterns are af-
fected by multiple and complex factors, including the spatial
correlation among different regions, the temporal correlation
among different time intervals and stochastic events, such as
weather, accidents and so on [2]. The shallow architecture
cannot adequately describe these intricate pattern, and as the
data increase, the performance deteriorates [3], [4].
Today, the large amount of available location-acquisition
sensors, have resulted in large-scale, high-quality data with
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Figure 1. RMSE of recent DL models on TaxiBJ. (the red point is our
model, which achieves lowest RMSE overall steps with fewer parameters
and higher efficiency than state-of-the-art methods)
spatial coordinates and timestamps, which represent the
mobility of moving objects, such as humans [5]. Also, the
data increase dramatically, which support citywide mobility
flow forecasting, resulting in a highly challenging task. The
deep learning (DL) model, a typical data-driven approach,
can automatically identify the most representative features
from a massive amount of mobility data, a task unable to
fulfill with previous methods [3]. As a result of the rapid
development of DL [6], employing DL models into big ST
data prediction problems becomes a feasible task. To our
best know, Zhang et al. [2] firstly applied the grid-based
method in this task, as shown in Fig. 2, which transformed
historical trajectory data into image data, making it possible
to employ a DL model to predict mobility events. Their
method, termed ST-ResNet, showed state-of-the-art perfor-
mance without any engineering features’ requirement. To
some extent, this is a new perspective for post-researchers,
and several DL approaches have been proposed to predict ST
data by adopting the grid-based method [7]–[9], but these
methods are computationally expensive, where the results
are not significant enough at accuracy and efficiency.
ST-ResNet successfully introduced DL theory into the ST
prediction problem, but the model has a large capacity and
requires the updating of numerous parameters, making it
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Figure 2. The process of the grid-based method on NYC. (Using definition
1 to split a city (a) into St regions (b), then count each region inflow and
outflow Xt (c) by definition 2)
hard to optimize and prone to over-learning. This is incon-
sistent with Occam’s razor theory. Moreover, in practical
applications, inaccurate model or delay prediction makes the
measures meaningless or even results in additional losses.
For instance, send traffic police officers to non-congested
places. Applying the deep architecture model to real-world
applications such as human mobility prediction problem still
requires continued research.
Accordingly, we propose a simplified deep architecture,
called STAR. Fig. 1 shows the root mean squared (RMSE)
performance of several recent DL models for mobility events
prediction versus the number of parameters and testing time.
STAR exhibits superior prediction performance with a highly
concise network. The main novelties and contributions of
STAR are as following:
• We propose a new idea to select historical data that can
represent temporal correlation more reasonable than the
previous methods. We prove that the learning power
of convolution kernels in the channel dimension will
be stronger than the previous fusion methods if we
construct the input data reasonably.
• STAR only employs a single network to model tempo-
ral correlation, thereby reducing the enormous number
of parameters and improving the iteration speed of the
model. To the best of our knowledge, our model is the
first model to employ a single 2D convolution network
for mobility event prediction.
• We evaluate our framework in two representative real-
world datasets. The experiments on single- and multi-
step prediction show that STAR achieves the best
performance with improved efficiency compared with
state-of-the-art models, which proves that effective
methods are usually simple and general.
II. PRELIMINARY
A. Notation
Definition 1. Spatial attributes. We split the target city
into I×J grids based on the longitude and latitude and use
S = (s0,0, ..., si,j) ∈ R to represent spatial attributes of a
city, where si,j represents the i-th row and the j-th column
area in the city.
Definition 2. Inflow/outflow. According to the previous
study [2], human mobility has two types of flows (i.e., inflow
and outflow). The inflow and outflow of an area si,j at the
time interval t are defined respectively as
xin,i,jt =
∑
Tr∈P
|{k > 1|gk−1 /∈ si,j ∧ gk ∈ si,j}| (1)
xout,i,jt =
∑
Tr∈P
|{k > 1|gk ∈ si,j ∧ gk+1 /∈ si,j}| (2)
where Tr : g1 → g2 → ... → g|Tr| is a trajectory in P,
which is a collection of trajectories at the t-th time interval,
and gk is the geospatial coordinate; gk ∈ si,j means the
point gk lies within the si,j , and vice versa; | · | denotes
the cardinality of a set. We use Xt ∈ R2t×I×J to denote
the historical observations, including all area of xin,i,jt and
xout,i,jt in S.
Problem statement. Given the historical observations
{Xt|t = 0, ..., n− 1} to predict Xn in the future.
B. Related DL models
Since the grid-based method is proposed, several DL
models, such as ST-ResNet [2], MST3D [8] and PCRN
[9] have also been proposed. These models take multiple
components to learn temporal correlation and then fuse the
external influence to derive the final result. Fig. 3 illustrates
these models in simplified structures, where the activation
functions and batch normalization [10] are omitted for
clarity.
In ST-ResNet, the historical data are separated into three
same fully-convolutional residual networks to capture tem-
poral dependencies, then parametric-matrix fusion (PM fu-
sion) is proposed to adjust the degrees affected by three
components. In terms of spatial dependencies, the main idea
of ST-ResNet is to use the convolutional neural network
(CNN) with the residual block (RB) sequence to training
deep networks.
Differing from ST-ResNet, MST3D employs 3D convolu-
tional layers with downsampling instead of 2D convolutional
layers, and residual learning is not adopted, so the input
sequence of MST3D is longer than ST-ResNet to capture
temporal dependencies in each component with only three
weight layers.
The motivation for PCRN is to observe recurring periodic
patterns in ST data. Therefore, PCRN adopts convolutional
GRUs to learning ST representation, which is dynamically
updated from multiple periodic patterns through softmax
operation and PM fusion.
III. PROPOSED METHOD
A. Convert Data and Construct Training Instances
In our method, the process of convert data and construct
training instances is shown in Fig. 4. In order to preserve
the ST dependencies of trajectory data, we also adopt the
grid-based method to split the target city into I × J regions
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Figure 3. Simplified structures of recent DL models. (RB means a residual
block, including two weight layers. Conv, FC, and GRU represent convo-
lution layer, fully-connected layer and gate recurrent units respectively. In
all four cases, the green refers to the process of encoding external factors,
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Algorithm 1: selectKeyframes
1 Q ← ∅ ; // initialize a FIFO queue
2 for i ∈ [1, lc] do
3 Q ←Xt−i ; // append closeness
4 for i ∈ [1, lp] do
5 for r ∈ [0, lr] do
6 Q ←Xt−i×p−r ; // append period
7 for i ∈ [1, lq] do
8 for r ∈ [0, lr] do
9 Q ←Xt−i×q−r ; // append trend
10 return Q
and count the total number of mobility events passing each
region. By this way, the trajectory data is transformed into
the image-like observations.
The numerous observations {X1,X2, ...,Xt−1} are gen-
erated by the above process, but we cannot feed them all into
the model, for that will make the whole training processing
non-trivial. Therefore, we leverage temporal closeness, pe-
riod and trend to select keyframes for modeling as shown
in the left side of Fig. 4. Formally, assuming lc, lp and
lq are lengths of closeness, period, trend fragment respec-
tively, our method uses Algorithm 1 to select keyframes
queue Q, where p and q refer to period and trend span
respectively. r is the length of the sub-fragment. We add a
hyperparameter r to extend an interval to multiple intervals
to increase input information. For example, if we choose
30 minutes as a time interval, parameters lc, lp, lq and r
are set to 2, 1, 1 and 1, respectively. p and q are set to
48 (one-day) and 336 (one-week). [Xt−1,Xt−2],[Xt−48]
and [Xt−336] frames are selected in ST-ResNet, while
we select [Xt−1,Xt−2,Xt−48,Xt−49,Xt−336,Xt−337] as
keyframes. Additional Xt−49 and Xt−337 are relatively
associated with Xt−48 and Xt−336 in closeness dependents,
while they also share similarities with Xt−2 in period and
trend dependents. Then we stack queue Q into a tensor
It ∈ R(6×2)×I×J as the input of the model, where 2
refers to two types of flows. The reasons for using It
are two-fold. First, the convolution kernel in the channel
dimension can take relevance of each keyframes pattern
into account. This simple way shows better performance
than the sophisticated fusion methods. Second, the number
of parameters is reduced significantly by learning a single
tensor It for aggregated representations.
B. Convolution Operation
CNN is effective in exploiting spatial dependencies by
using the local connection [11], which has more advantages
than other types of neural networks in ST prediction task
[2]. For this reason, we mainly use convolution layers in our
framework. Formally, if we consider the channel dimension
c the (j, k) element T li,j,k of the output of l-th convolution
layer, the i-th channel is generated by convolution kernel
Ki,l,m,n of m× n size, which is calculated by
T li,j,k =
∑
c
∑
m
∑
n
T l−1c,j+m,k+nKi,c,m,n (3)
note that,
∑
c refers to the summation of convolution op-
eration in channel dimension, which takes into account the
effects of all frames on learning temporal dependencies.
The discussion has arisen in previous work that whether
2D or 3D convolution is more efficient in ST tasks [8], [12],
[13], while this is an issue concerning the selection and
trade-off based on data features, the amount of data, time
cost and model capacity. Suppose the input tensor shape is
L × I × J × 2, where L is the number of frames in the
keyframes queue, I and J are the frame height and width,
and 2 refers to two types of flows. 2D convolution treats the
L frames analogously to channels. Thus, we can think of 4D
tensor into a 3D tensor of size I×J×2L. One problem with
this operation is ignoring the temporal ordering, which is
very necessary for temporal data with a continuous period,
especially for an extended period, like action recognition
[13]. In this work, one of the main reasons that we employ
2D convolution is to concatenate frames of recent, near
and distant into a tensor Lt, which do not have strong
temporality. Besides, experiments in [14] show that long-
range periods and trend are hard to model or helpless. In the
special implementation, we only choose very few keyframes.
Therefore, using 2D convolution almost does not have the
above problem, and the experiment shows 2D convolution
performs better than 3D convolution because the convolution
kernels consider all frames (channel dimensions) at each
convolution operation.
E
x
tr
ac
t
target
A few keyframes
Conv
RB
RB
Conv
Tanh
ReLU
Conv
ReLU
Conv
1l
T
l
T
tI
C
o
n
ca
te
n
at
e
tX
extX
……
FCs
FCs
External
[ ]
tT
Figure 4. Structures of STAR. (The left side of the figure is the pipeline of
construct input data It, which contains two steps to extract and concatenate
keyframes. The green component is the external component to generate
Xext, [+] means concatenate It andXext into Tt. The yellow component
is the detail structures of residual function, and the purple component is
the main network)
C. Convolutional Residual Blocks
As we know, the scale of a city is generally large. To
capture the spatial attributes S of a city with the large
dimensions of I and J , we expect more convolution layers
to capture farther dependencies, even citywide spatial de-
pendencies. In order to accomplish this, we employ residual
learning [15] for training deep network.
In this work, each RB consists of lw convolution layers
with a rectifier linear unit (ReLU) [16] before each con-
volution layer, which is ”pre-activation” structure [17]. The
output of the l-th residual block is given by
T l = F(T l−1; θl) + T l−1 (4)
where T l−1 and T l are the input and output of the l-
th RB. As shown in the yellow component of Fig. 4,
F(; θl) denotes the residual function, which implements the
composition of two convolutions parameterized by weights
and the application of the ReLU.
D. STAR
We use the fully-convolutional residual network, which
is similar to ST-ResNet. The most significant difference
between our method and ST-ResNet is that STAR only uses
a single network and the way of the input data constructed
changes as well. Both of our method and ST-ResNet are
shown in Fig. 3. In detail, our network structure has two
components shown in Fig. 4.
The green component is the external component, which
adopts two FC layers. The first layer is used to embedding
external factors. The last layer is used to map low to high
dimensions that have the same shape as Xt. Then the
external component’s output Xext is concatenated to main
input It with the channel axis, as one tensor Tt.
The purple component is a convolutional neural network
with L RBs. We use 2 +L× lw layers where layers except
the first and the last are of the same RB (e.g. 64 kernels
of the size 3 × 3 × 64, where a kernel operates on 3 ×
3 spatial regions across 64 feature maps). The first layer
operates on fusion tensor Tt to generate feature maps with
same dimensions as the next layer. The last layer used for
human mobility prediction consists of two kernels of size
3 × 3. For all layers except the last, ReLU is taken as the
activation function. The last layer uses Tanh as the output
function, for mapping the output to the range [−1, 1].
One problem with using a deep network to predict outputs
is that the size of the feature map gets reduced every time
convolution operation is applied. In our task, the final output
size should be the same as the size of the groundtruth. For
this goal, we pad zeros before convolution to keep the shape
of all feature maps and output layer.
IV. EXPERIMENT
A. Experiment Settings
Environment. We conduct experiments on a 64-bit Ubuntu
16.04 computer with an Intel 3.40 GHz and an NVIDIA
GTX 1070 GPU. The proposed method is implemented with
Python 3.6, Keras 2.1.5 and Tensorflow 1.6.
Datasets. We evaluate our framework on two benchmark
datasets as follows. (1) TaxiBJ is the trajectory data of
the taxicab GPS data and meteorology data in Beijing in
eighteen discrete months. The city of Beijing is divided into
32× 32 individual regions, and inflow and outflow in inter-
vals of 30 minutes are counted, resulting in Xt ∈ R2×32×32
image-like observations. We choose the last 4 weeks as the
testing data. External information includes holidays, weather
conditions and temperature. (2) BikeNYC is the trip data,
which is taken from New York City (NYC) Bike system in
six consecutive months. We split NYC into 16×8 individual
regions, using the above method to produce Xt ∈ R2×16×8
observations. The last 10 days are chosen as testing data.
Detail of datasets description could be found in [2].
B. Implementation Details
For comparison, we follow ST-ResNet in pre-processing,
modeling and evaluation, and the details are as follows.
Pre-Processing. Min-max normalization method is used to
convert the train data by [−1, 1] scale and one-hot coding is
used to transform metadata.
Modeling. Adaptive moment estimation (Adam) is adopted
as the optimization method with a fixed learning rate and
mean squared error (MSE) as the loss function. The learn-
able parameters are initialized using the default parameter
in Keras. For TaxiBJ dataset, we apply 6 RBs, which imple-
ments the composition of 2 weight layers. All convolutions
except the last layer use 64 filters. For BikeNYC dataset, 2
Table I
COMPARISON WITH STATE-OF-THE-ART MODELS
Model/ RMSE
Method TaxiBJ BikeNYC
ST-ResNet 16.88 6.33
MST3D 16.05 5.81
PCRN 15.85 -
STAR 15.59 5.75
RBs with the composition of one weight layers are applied.
The number of convolutional filters on all convolution layers
except the last layer is set to 256, and L2 regularization is
applied to the kernel to reduce the over-learning issue. One
of the main reasons is that the dimension of spatial and the
amount of data are smaller than that of the TaxiBJ dataset.
In addition to this, the kernel size in two datasets are set
to 3 × 3, and the hyperparameters lc, lp, lq and r are set to
3, 1, 1 and 2, respectively. p and q are empirically fixed to
one-day and one-week, respectively. The batch size is 16.
We choose the same amount of data as the test set from the
training set as the verification set, which is used to early-
stop in our training. Afterwards, we use full training data to
retrain the model for 100 epochs.
Evaluating. RMSE is used as the evaluation metric for
evaluating the performance of each model,
RMSE =
√√√√ 1
N
N∑
t=1
(Xˆt −Xt)2 (5)
where Xt is the groundtruth, Xˆt is the corresponding
predicted values, and N is the number of all groundtruth.
C. Comparison with State-of-the-Art Models
We compare our model with the best performing variants
of the above three DL methods. Experimental setting is kept
the same as those previous methods. For a fair comparison,
we only use time metadata in the external component
(PCRN does not consider other factors). Table 1 shows
the performance of our model on TaxiBJ and BikeNYC.
It is observed that our model provides more significant
outperform than the other DL methods on RMSE. Note
that, these methods apply the additional fusion methods, but
we only take advantage of the summation of convolution
operation in channel dimension, which illustrates that the
self-learning ability of deep learning is incredible.
Moreover, we compare with the best performing variant
of state-of-the-art models for predicting the next 6 steps.
Multi-step ahead prediction refers to the use of historical
observations and the recent predicted results to predict flow
in subsequent time intervals. Proceed as follows, learned and
saved model first, running the model for a fixed number of
steps by appending the output Xt for Tt to the input Tt+1
for Xt+1 in every step, where t refers to the current step
Table II
COMPARISON OF DIFFERENT STAR VARIANTS
Model/Method RMSE
STAR-3D 16.01
STAR-END 15.87
STAR-ST311 16.31
STAR 15.59
(a) inflow (b) outflow
Figure 5. Samples of 5-step ahead prediction on TaxiBJ. (Images from top
to bottom row are: groundtruth; STAR predictions; ST-ResNet predictions)
and t+1 means the next step. We visualize the 5-step ahead
prediction in Fig. 5 and observe that STAR usually gives
more accurate predictions. For instance, the hot red regions
denote massive crowd flows, where possibly the traffic jam
happens. For these areas, ST-ResNet’s estimates are higher
than groundtruth, indicating a relatively high false positive
rate. Furthermore, the global results in Fig. 6 show STAR
achieves lowest RMSE overall steps.
D. Different STAR Variants
To illustrate the effectiveness of our method, we studied
the performance of 3 different STAR variants on TaxiBJ,
namely, STAR-3D, STAR-END, and STAR-ST311. In par-
ticular, STAR-3D applies 3D convolution of kernel size of
2 × 3 × 3 which uses padding zeros to avoid changing the
shape. The last layer uses kernel size of 8×3×3 for output
prediction. STAR-END adds the external factors before
the output. [Xt−1,Xt−2,Xt−3,Xt−48,Xt−336] frames are
stacked as input tensor in STAR-ST311, which is the same
as selected in ST-ResNet. Table 2 lists the performance
of these variants. Compared with ours, STAR-3D performs
worse than STAR, meaning 3D convolution is not suitable
for learning keyframes selected in this paper. STAR-ST311
is worse for the keyframes selected is not representative
enough. STAR-END is worse than STAR , and one possible
reason is the high-level layer of a deep network has strong
semantic features, while the external component is a map of
low to high dimensions (e.g., 8 to 32×32×2 bytes), which
lacks enough information to merge in the high-level layer.
E. Efficiency
As stated in the introduction, the utmost important factors
of citywide human mobility prediction lie in high efficiency.
Fig. 7 shows the ranking of recent DL methods of run-
ning time and model size, respectively. Note that, testing
time usually is positively correlated with training time,
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Figure 6. Evaluation of multi-step ahead prediction. (Redline is our model,
which achieves lowest RMSE overall steps than state-of-the-art methods)
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Figure 7. The ranking of recent methods of (a) running time and (b) model
size. (STAR displays the fastest running time and the fewest parameters)
especially for the framework with the recurrent structure.
In general, 3D- convolution-based method and recurrent
structure usually have fewer parameters but more time cost,
while 2D convolution has a distinct advantage in operation
speed. Specifically, our model displays the fastest speed of
0.4 (s) and the fewest parameters of 476.2 (k), which are
41.6x faster than PCRN and 5.7x fewer than ST-ResNet
respectively, which proves the effective methods are usually
simple and general in practical problems.
V. CONCLUSION AND FUTURE WORK
The paper proposes a simplified fully-convolutional resid-
ual network for citywide human mobility forecasting, which
processes the spatial-temporal data as the multi-channel
image. The experimental results show that our framework
achieves state-of-the-art performance on two types of mo-
bility event in Beijing and NYC. Possible future work
might include exploring multi-source data or multi-task joint
mining in an overall model. The code can be found in
https://github.com/hongnianwang/STAR
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