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Abstract 
Bar-Yehuda, Goldreich and Itai studied both the probabilistic and the deterministic ime 
complexity of broadcast in a multihop network. They show that in the deterministic case the 
number of time-slots needed for successful broadcast is lower bounded ~:-y the numbers of 
moves of two associated games. They also obtain lower bounds for the numbers of moves in 
these games. In this paper we determine the exact numbers of moves ana time-slots needed in 
the games and in broadcasting. 
L Introduction 
Consider an arbitrary multihop (undirected) network with n processors com- 
municating in synchronic time-slots. In each time-slot a processor acts either as 
a transmitter or a receiL¢r. A transmitter sends its message to all its neighbors and 
a receiver receives a message from a transmitter if and only if no other neighbors of the 
receiver are transmitting. Initially, all processors know their neighbors but not the 
overall topology of the network (the topology is assumed to be a connected graph). 
Bar-Yehuda et al. [1] studied the following problem for the above network: At the 
beginning only a single processor, called the source, has a message. What is the 
minimum number of time-slots required to have this message reach all n processors 
for any such network? Let T(n) denote this number. It was proved in [1i that 
T (n) > n/4 - ½ through the following steps: 
(i) Consider a special class c(n) of multihop networks whose n processors consist of 
a source, a sink and n - 2 other processors partitioned into a noncmpty set S and its 
complement g.The source is adjacent to all processors in SuS while the sink is onl~ 
adjacent to all processors in $. Let C(n) denote the minimum number of time-slots 
required by an arbitrary network of c(n). Clearly, T(n) >1 C(n). 
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(ii) Consider the hitting game where two players, the explorer and the referee, play 
on the set N = { 1 .... .  n} where n/> 2. Let S c N be a nonempty set known only to the 
referee and define g = N - S. The game proceeds in moves. In the ith move the 
explorer specifies a set M~. The game ends if either i is odd, M~ is not a singleton but 
M~r~  is, or i is even and M~nS is a singleton. Let F(n) denote the number of moves 
required to end the game. It was proved in [1"1 that C(n)/> F(n - 2)/2. 
(iii) Consider the modified hitting game in which the game ends whenever either 
M~ is not a singleton but M~ta ~is, or M~ta S is a singleton. Let G(n) denote the number 
of moves required to end the game. Clearly, F(n) >t G(n). 
(iv) It was proved in [1] that G(n) > n/2. 
In this paper we give exact solutions for Gin), F(n), Cin) and T(n). 
2. The main results 
Let ['x] ( I-x] ) denote the least (greatest) integer not less (greater) than x. 
Theorem 1. G(n) = l- (n + 1)/2 ]. 
Proof. Since G(n)>...~(n + 1)/2 1 was established in [1], it suffices to show 
G(n) <<, l- (n + 1)/2 ]. We prove the latter inequality by giving a set of I" (n + 1)/'2 "] M{s 
which guarantees to end the game. Let MI = {I} and M~ = {1,2i - 2, 2i - 1} for 
i = 2 ..... l- (n + 1)/2 ], except for n even, then M, i2+ 1 ~- {l,n}. Since S is nonempty, 
there exists a smallest element k, 1 ~< k ~< n, in S. Ifk = 1, then the game ends after one 
move. Otherwise, the game ends after L k/2 .] + 1 moves since MLk2 j+ i contains an 
element of g (the element 1) and an element of S (the element k), which implies either 
IMLk~,j+lnSl= 1or IMLk/.,j+lc~gl = 1. [2] 
Theorem 2, F(n) ~. n. 
We first prove Fin) ;~ n by using the same type ofargument as used in [11 to obtain 
Gin) > n/2. The idea is to show that for any sequence of sets M~ .....  M~, with 
m ~< n-  1, we can always find a set S such that IM~c~SI ~ 1 for even i and 
I M~ c~SI ~ 1 for I M~l > I and odd i. We construct the set S by the following procedure 
(which actually constructs ~). Call an element free if it is not assigned to ~ yet. 
Step 0: All elements are free at the beginning. 
Step I: Check if any M~, i even, contains exactly one free element (and possibly 
some other elements of S). 
Step 2: If there exists uch an M~, let the free element ofM s be x s. Assign x s to ~and 
call M s an origin of x s (note that x s can have more than one origin). 
Step 3: Check if any Mi, i odd, contains exactly one element of S and at least one 
other element. 
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Step 4: If there exists such an Mk let xh be an arbitrary free element of Mh. Assign 
xh to g and call Mk an origin of xk. 
Step 5: Go to Step 1 if any new element has been assigned to S in the last iteration. 
Step 6: Stop. 
We first show that, when the procedure stops, S ~ N, i.e., S is nonempty. Note that 
for i even M~ becomes an origin only when the number of free elements in it is reduced 
to one. Furthermore, during procedure steps, Mi can only lose free elements but never 
gain any. Hence M~ can be an origin at most once. For i odd M,  immediately after 
becoming an origin, contains two elements of ~. Hence again M~ can he an origin at 
most once. This proves that every x E S has a distinct origin; thus [S'[ ~ m ~ n - 1. 
Note that Step 2 guarantees that for each even i, M~ c~S -~ 1. Furthermore, for each 
odd i and [M~I 1> 2, Step 4 specifies that as soon as M~ contains an element of S (i.e., 
x j), it contains another element of S(i.e., xk). Thus M~c~S ~: 1. We have shown that the 
game does not end under S. 
We next prove F(n) <~ n by giving a set of n M~'s which must end the game. Let 
Mi = {i, i + l } for odd i, 1 ~< i ~< n - l, M, = { 1, n} ifn is odd; and Mi = {i} for even i, 
2 ~< i ~< n. Let k be the smallest element in S. It is easily verified that the game ends 
after k moves. 
Corolhry. C(n) ~> r n/21 - i .  
Lemma. T(n) <, n - 1. 
Proof. We give a protocol which does the job in n - 1 time-slots. Let L(t) denote the 
list of processors in some arbitrary order which have received but not transmitted the 
message before time-slot . L(I) contains only the source. At time-slot , the leading 
processor on L(t) transmits, so L(t + 1) consists of the remaining processors on L(t) 
together with the processors just receiving the message from tl~e leading processor. 
Since the network topology is a connected graph, the list can he empty only if every 
processor has transmitted. Furthermore, since at each time-slot a d~fferent processor 
transmits, n -  I processors must have transmitted after time-slot n - 1 and L(n) 
contains the remaining processor. Therefore, all processors have received the message 
after n -  1 time-slots. []  
Theorem 3. C(n)  = n - I. 
Proof. Since C(n) ~ T(n) ~ n - I by the Lemma, it suffices to show C(n) >1 n - 1. We 
may assume that the source transmits at time-slot 1 since no other processor has 
a message to transmit. After that, all neighbors of the source receive the message so the 
source has no need to transmit again. Furthermore, once the sink receives the 
message, then all processors have received. So the sink never needs to transmit. Let N' 
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denote the set 1 . . . . .  n-2 .  Consider a protocol which lets only processors in 
M+ transmit at time-slot i, for i - 2 . . . . .  m, where M+ =_ N' and m ~< n - 2. Then the 
message reaches the sink if and only if there exists an M+ satisfying I M+ c~S[ = 1 for 
some i = 2, .... m. We now construct an S such that IM~c~ $1 # 1 for all i = 2 . . . . .  n - 1 
by the following steps. 
Step 0: All elements are free at the beginning. 
Step 1: Check if any M+ contains exactly one free element. 
Step 2: If there is such an M~, assign its free element o ~. 
Step 3: If a new element has been assigned to H in the last iteration, go to Step 1. 
Step 4: Stop. 
An argument analogous to the one used in Theorem 2 shows that each element of 
His associated with a distinct set M~. Hence [SI ~< m - l ~< n - 3 and S is nonempty. 
If IM+~SI = I for some i, then that intersection element will become the only free 
element at some iteration stage. But such an element is assigned to H, a contradiction 
is achieved. The proof is complete. IZl 
Corollary. T(n) = n - I. 
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