1. The purpose of this paper is to examine the smash powers of a two-cell complex P = S 2m−1 ∪ θ e 2n when localized at primes grater than 3. We have two applications in mind. We intend to introduce Samelson and Whitehead products into the homotopy groups with coefficient in P given by π k (X; P ) = [Σ k−2n P, X] for k ≥ 2n: Neisendorfer did this in the case that n = m [N], and we generalize his results here. This will be applied in a forthcoming paper that generalizes the splitting theorems of [CMN] for ΩΣP . The second purpose is to enhance the spectrum P 0 = Σ −2m+1 P = S 0 ∪ e 2n−2m+1 with the structure of a homotopy associative, homotopy commutative ring spectrum. Thus, in particular, any homotopy associative homotopy commutative ring spectrum can have "coefficients" introduced by smashing with Σ −2m+1 P and retain its ring structure. Finally we will examine the Hurevicz homomorphism in this context. The essence of these results lies in constructing a favorable splitting:
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that such splittings exist when localized away from 2 has been known for some time ([G2] , [K] ); here we find that a careful choice of splitting allows us to handle the associativity and commutativity of the resultant maps. Throughout this paper we will assume that all spaces are localized at a prime p > 2. From 2.5 onwards, we will assume that p > 3.
2. In this section we construct the required splittings. Recall that S 1 localized at p is not a co-H space. However, if P is localized at p, ΣP = S 1 ∧ P is still p local and a co-H space where S 1 is the unlocalized circle.
Lemma 2.1. ΣP is a co-commutative co-H space.
Proof: We will show that for any X the group structure defined on [P, ΩX] is in fact Abelian. Our argument is strengthening the obvious generalization of [N; 9.7] . We consider two maps f, g : P → ΩX and compare their products f g and gf :
where τ is the twist map. The two composites from P × P to ΩX agree on P ∨ P . We take their difference and factor it over P ∧ P . It follows that the difference between f g and gf factors:
Our task is complete when we show that Σ∆ : ΣP −→ Σ(P ∧ P ) is null-homotopic. By cellular approximation, the map ∆ compresses through S 2m−1 ∧ S 2m−1 uniquely if n > m, and this map factors uniquely over S 2n . In other words, there is a unique map γ : S 2n −→ S 4m−2 so that the diagram:
where i : S 2m−1 −→ P and j : P → S 2n are the maps from the cofibration sequence.
Let τ : P ∧ P −→ P ∧ P be the twist map. Since τ ∆ = ∆, τ γ ∼ γ; i.e., (−1) • γ ∼ γ. Consequently Σγ : S 2n+1 −→ S 4m−1 has order 2 and hence is null-homotopic. The case n = m is actually easier. The map γ may not be unique; however 2n ≥ 4n − 2 only if n = 1. In this case the degree of γ is determined by the cup product structure in H * P and this is zero localized away from 2. We now state the splitting result. The existence of the maps µ and µ * goes back to [G2] .
Theorem 2.2. Localized at a prime p > 2, there are unique co-H maps:
where τ : P ∧ P −→ P ∧ P is the twisting map. The proof will reply on constructing self maps of ΣP ∧P which are idempotents as self maps. This is stronger than knowing that their induced homomorphisms are idempotent, but the proof is of the same flavor (see [C] ).
Given an idempotent self map e : X −→ X, we construct a telescope; i.e., the homotopy colimit
which we write as T (e) or T (X, e) and denote by i e . : X −→ T (e) the inclusion of the first factor. Lemma 2.3. There is a 1-1 correspondence between homotopy classes of maps g : T (e) −→ Y and homotopy classes of maps h : X −→ Y such that he ∼ h given by composition with i e .
Proof:
We first observe that [T (e), Y ] is the inverse limit of the diagram:
i.e., there are no phantom maps. This follows since the Mittag-Leffler condition holds since e 2 = e (see [G1] ). However, given a sequence of maps g i : X −→ Y with g i e ∼ g i−1 , we
Proof: We use 2.3 and adjointness.
By 2.3, we can construct a unique map j e : T (e) −→ X such that j e i e ∼ e and i e j e ∼ 1. It is also easy to see that if X is a co-H space and e : X −→ X is a co-H map, then X(e) is a co-H space and i e , j e are co-H maps.
Proof of 2.2: Since ΣP is a co-commutative co-H space by 2.1, ΣP ∧ P is also. Thus 2 ∧ 1 : ΣP ∧ P −→ ΣP ∧ P is a co-H map and a homotopy equivalence. Let us write 1 2 : ΣP ∧ P −→ ΣP ∧ P for the homotopy inverse. 1 2 is thus a co-H map. Now it is easy to see that the sum and difference of two co-H maps is again a co-H map since ΣP ∧ P is coassociative and co-commutative. Consequently e + = 1 2 • (1 + Στ ) and e − = 1 2 • (1 − Στ ) are both co-H maps. Thus composition is distributive over addition and we get e + • e + = e + , e + • e − = * , e − • e − = e − , and 1 = e + + e − . Write X ± = T (e ± ), i ± = e e ± , j ± = j e ± . Then j ± • i ± ∼ e ± , i ± • j ± ∼ 1, and i ± • j ∓ ∼ * since e ± • e ∓ ∼ * . Since 1 = e + + e − , we have a splitting ΣP ∧ P X + ∨ X − . Now write ρ, σ for the compositions:
respectively. These are co-H maps since e ± are co-H maps. They are easily seen to be homotopy equivalences. So we define µ = ρ −1 i − and µ * = j + • σ −1 ; the statements in 2.2 now easy to verify. From this point forward we will assume that all spaces are localized at a prime p > 3.
Theorem 2.5. There are homotopy commutative diagrams:
where an obvious shuffle of suspension coordinates is implicit in 1 ∧ µ and 1 ∧ µ * .
To prove this we need a further lemma. Suppose e, f : X −→ X, ef = f e and e 2 = e.
Then by 2.3, f induces a unique map T (e) f * −→ T (e) such that the diagram:
commutes up to homotopy. Furthermore, if f is also an idempotent, so are f * and ef .
Lemma 2.6. There is a homotopy commutative diagram:
where φ is a homotopy equivalence.
Proof: We easily construct φ and its inverse using 2,3. For example, there is a unique map θ : T (X, e) −→ T (X, ef ) with θi e ∼ i ef and then θ · f * ∼ θ by uniqueness. Similarly, we have Lemma 2.7. There is a homotopy commutative diagram:
This follows similarly to 2.6 using Lemma 2.8. There is a 1-1 correspondence between homotopy classes of maps g : Y → T (e) and homotopy classes of maps h : Y → X with eh ∼ h given by composition with j e .
Proof of 2.5. We construct idempotent self maps of ΣP ∧ P ∧ P by using the action of Σ 3 . Let a = (12) and b = (123); then ab = (23) and aba = b 2 . Define
Here we interpret the elements of Σ 3 as self maps of P ∧ P ∧ P . As before, these are idempotents as is E = e 1 f = f e 1 = e 2 f = f e 2 . Thus 2.6 applied twice gives a homotopy commutative diagram:
where φ 1 and φ 2 are equivalences. By 2.4, T (e 1 ) T (e − )∧P Σ 2m P ∧P and T (e 2 ) P ∧T (e − ) P ∧Σ 2m P Σ 2m P ∧ P . Furthermore, under these equivalences i e 1 corresponds to µ ∧ 1 and i e 2 corresponds to 1 ∧ µ. To understand i f * we must understand the effect of f * on T (e 1 ) and T (e 2 ). On T (e 1 ), f * is determined by the composition
if we combine this with the equivalence:
we obtain:
However f e 1 = −f e 1 ab = −f e 1 (23) so we have f e 1 • (1 ∧ τ ) = −f e 1 . Consequently the composition
The same considerations apply to f * on T (e 2 ) and we obtain a homotopy commutative diagram:
An easy calculation for H * T (E) shows that ξ 1 and ξ 2 are homotopy equivalences. Restricting to ΣS
gives the result. The case of µ * is similar, using 2.7 and replacing e 1 and e 2 with e 1 =
3. In this section we will apply the pairings of section 2 to produce the Samelson and Whitehead products as well as the ring spectra structure. We begin with some notation. Let P k = Σ k−2n P for k ≥ 2n and P i = Σ i−2m+1 P for i ≥ 2m − 1. We can now define maps µ i,j and µ * k, as follows. Let µ i,j = (−1) j+1 c i,j where c i,j is the composite:
k, be the composite:
for k + ≥ 4n + 1. Write I i : S i −→ P i and J k : P k −→ S k for the appropriate suspensions of the maps i, j from section 2.
Then we have
Theorem 3.1. Suppose i + j ≥ 4m − 1 and k + > 4n. Then there are maps
Corollary 3.2. Let θ π 2k (S 0 ). Then the spectrum S 0 ∪ θ e 2k+1 has a unique homotopy commutative homotopy associative ring spectra structure when localized at a prime p > 3.
Proof: This follows from 3.1 a, b and c.
We now use the maps µ * k, to construct Samelson and Whitehead produces in homotopy with coefficients in P . We follow the methods of [N] which we generalize to this case and make mild improvements due to the uniqueness of our structure maps. In [N; section 9], the author defines a space C to be co-abelian if the diagonal map C ∆ − → C ∧ C is null-homotopic. This guarantees that [C,G] is an Abelian group whenever G is a group like space (a homotopy associative H space with homotopy inverse). However, as we have seen (2.1), it suffices to assume that Σ∆ : ΣC −→ ΣC ∧ C is null homotopic, and this will suffice for all applications. Following [N] , we define external Samelson products as follows. Let α :
where c is an extension over the smash product of the group commutator map (a, b) −→ aba −1 b −1 defined in the homotopy category. Then [N, 9.10] , in the quasi-co-Abelian context yields: G] , and γ ∈ [C 3 , G] . Then the following formulas hold:
where b = (123). In particular, this applies when C i = P k for k ≥ 2n. We now apply this to construct internal Samelson products. Let π k (X; P ) = [P k , X]. This is an Abelian group if k > 2n or X is a group like space. If G is a group like space, α ∈ π k (G; P ), β ∈ π (G; P ) we define [α, β] to be the composition:
Strictly speaking, this is not defined if k = = 2n. The suspension of the composition is defined, and we can recover [α, β] using the retraction ΩΣG → G given by the H space structure and adjointness. Thus we have the analogue of [N;10.1].
Proposition 3.5. Let α, α ∈ π k (G; P ), β, β ∈ π (G; P ) and γ ∈ π q (G; P ). Then:
Whitehead products can be defined, as usual, using adjointness. The reader can easily construct the definition and state the analogous result to 3.5 for Whitehead products.
The map J k : P k −→ S k induces a homomorphism of Lie algebras:
Consequently, there is a Samelson product:
expressing the Lie module structure of π * (G; P ) over π * (G). However, this Samelson product can be defined for all k ≥ 1, ≥ 2n directly and one easily proves Proposition 3.6. Suppose α ∈ π k (G), β ∈ π (G), γ ∈ π p (G; P ) and δ ∈ π q (G; P ) with k, ≥ 1 and p, q ≥ 2n. Then the following identities hold:
4. In this section we will discuss the Bockstein homomorphism defined in homotopy with coefficients in P . Let σ = 2n − 2m + 1. Then we construct
which is defined when k ≥ 2n + σ = 4n − 2n + 1 and is a homomorphism when k > 4n − 2m + 1 or X is group like. Let
Proof: The right hand side is invariant under Στ , so it factors as µ * • φ where φ :
Proposition 4.2. If u ∈ π k (X; P ) and v ∈ π (X; P ) β u, v = βu, v + (−1) k u, βv .
Proof: Suspending and keeping track of signs, we get µ *
from which the result follows.
5
. Let E be a commutative associative ring spectrum.
Then by 3.2, EP = E ∧ P 0 is also a commutative, associative ring spectrum. We define EP r (X) = π r (X ∧ EP ) = E r+2m−1 (P ∧ X). In this section we discuss the relationship between π r (X; P ) and EP r (X).
Lemma 5.1. There is a long exact sequence:
where θ * (x) = θ x where θ ∈ E σ−1 is the composition S σ−1 θ
Corollary 5.2. Suppose θ = θ * (1) = 0 ∈ E σ−1 . Then EP * (X) ∼ = E * (X)⊕∧(e σ ) as E * (X) modules where ∧(e σ ) is the p-local exterior algebra on one generator e σ of dimension σ.
Proof: Since θ = 0, θ * = 0 and we have a short exact sequence:
let e σ be such that ∂e σ = 1. Since EP * is a module over E * , we can define a right inverse to ∂ by the action of E * (X) on e σ . Consequently EP r (X) ∼ = E r (X) ⊕ e σ E r−σ (X). Since σ is odd, e 2 σ = 0 and we are done.
We now define a Hurewicz homomorphism. φ : π r (X; P ) −→ EP r (X) for r ≥ 2n. Let r be the composition:
Let e r = σ r+2m−1 (1) ∈ E r+2m−1 (S r+2m−1 ), and i r = r * (e r ) ∈ E r+2m−1 (P ∧ P r ) = EP r (P r ). We then define φ by φ(f ) = f * (i r ) for f : P r −→ X. Clearly φ is well defined and a homomorphism for r > 2n. Define β : EP k (X) −→ EP k−σ (X) to be the composition i∂ from 5.1.
Proof: This is a simple diagram chase using the definitions here and in section 4.
It now follows that φ is a homomorphism of Bockstein spectral sequences. Note that if n > m, φ is nilpotent so both the E-homology and homotopy Bockstein spectral sequences converge after a finite number of items (depending only on φ).
In case θ = θ * (1) = 0, we can introduce a Hurewicz homomorphism:
Consequently h (f ) = −h β(f ) and we have:
This definition depends on the choice of e σ with ∂e σ = 1. However in the case of ordinary Z (p) homology, e σ is unique. We now examine the multiplicative structure. We first define an external product pairing in homotopy:
by defining f ∧ g to be the homotopy class of the composite:
With this definition, the Samelson product is given by α, β = c * (α β) where c : G ∧ G −→ G. is the commutator map for section 3.
Clearly E ∧ P 0 is a commutative and associative ring spectrum. consequently there is an external pairing in homology:
Recalling the definition in [G3; section 2.3], we observe that this pairing is represented by (−1) r times the composition: Proof: This is a straightforward diagram chase, using two applications of the following. Proof: It suffices to show that both composites are homotopic when precomposed with both (I a ∧ 1) and µ * a,b+c . In the later case both composites are actually null homotopic.
Theorem 5.7. In a group like space φ α, β = φ(α), φ(β)
Proof:
φ α, β = φ c * (α ∧ β) = c * φ(α ∧ β) = c * φ(α) ∧ φ(β) .
Now although E * (X) is not a coalgebra in general, it is still possible to define primitive elements -elements ξ ∈ E * (X) such that ∆ * (ξ) = (i) * (ξ) + (i 2 ) * (ξ) where ∆, i 1 , i 2 : X −→ X × X are the diagonal and the two axial injections respectively. Clearly every element in E * (P k ) is primitive, and hence φ(α) and φ(β) are primitive. Now φ(α) x φ(β) ∈ E k+ (G × G). Let ν : G × G −→ G ∧ G. So ν * φ(α) x φ(β) = φ(α) ∧ φ(β). Consequently c * φ(α) ∧ φ(β) = c * ν * φφ(α) x φ(β) Cν is represented by the composite
where λ is the inverse map. If ξ is primitive, λ * (ξ) = −ξ so one obtains c * ν * φ(α) x φ(β) = φ(α)φ(β) − (−1) |α| |β| φ(β)φ(α) = φ(α), φ(β) .
One can also easily check that if θ = 0, h α, β = h(α), h(β) .
