We show that when A is a self-adjoint sectorial operator on a Hilbert space, for 0 ≤ α < 1 there exists a constant K α , depending only on α, such that if f :
Introduction
In 1969 Yorke proved a striking result providing lower bounds on the period of any periodic orbit of a Lipschitz ordinary differential equation. He showed that the period T of any periodic orbit oḟ x = f (x), x ∈ R n , with |f (x) − f (y)| ≤ L|x − y| must satisfy T ≥ 2π/L. This result was extended to ODEs on Hilbert spaces by Busenberg et al. (1986) , who also proved the lower bound T ≥ 6/L in Banach spaces. For the results in this generality these two bounds are known to be sharp; for the Hilbert space bound one need only consider (ẋ,ẏ) = (y, −x), while in the Banach space case an example is given by Busenberg et al. (1989) . (Note, however, that the optimal bound in concrete Banach spaces, e.g. (R n , · ℓ p ), is not known, despite some work in this direction, e.g. Zevin (2008) , Nieuewenhuis & Robinson (2012) . Suggestively, Zevin (2012) has shown that if Df (x)f (x) has Lipschitz constant L in (R n , ℓ p ) then the period is 2π/L independent of p.).
In a previous paper (Robinson & Vidal-López, 2006 ) inspired by work of Kukavica (1994) for the Navier-Stokes equations, we considered one natural analogue of this problem in the realm of partial differential equations, namely periodic orbits for semilinear evolution equations of the form
where A was a positive self-adjoint operator with compact inverse, and f was Lipschitz from D(A α ) into H for some 0 ≤ α ≤ 1/2. In this case we showed that any periodic orbit must have period T bounded below according to
where K α depends only on α. The bound in (2) gives no indication that the limitation of our analysis, namely 0 ≤ α ≤ 1/2, is in any way necessary. Indeed, we show in this paper that we can extend this to the full range 0 ≤ α < 1 and drop the requirement that A has a compact inverse. This is the standard setting in which one can prove local existence and uniqueness results for (1), see Henry's 1981 monograph, for example.
In Section 2 we recall the elegant proof of the bound T ≥ 2π/L in Hilbert spaces due to Busenberg et al. (1986) . In Section 3 when then prove the lower bound T ≥ K α L −1/(1−α) for (1). We indicate various applications in Section 4.
Lipschitz ordinary differential equations
First we give the very short and elegant proof due to Busenberg et al. (1986) of Yorke's lower bound on the period for Lipschitz differential equations in Hilbert spaces. The proof uses 'Wirtinger's inequality', which is just the Poincaré inequality for functions defined on an interval. Lemma 2.1. Let H be a Hilbert space with norm · . If f ∈ W 1,2 (0, 2π; H) and
The proof of the 1D inequality is straightforward using Fourier series. The inequality in R n follows by applying the 1D inequality to each component of f , and the proof in a Hilbert space follows the same lines using an countable orthonormal set whose span contains ∪ t∈ [0,2π] 
It is then easy to prove the following theorem.
Theorem 2.2 (Yorke, 1969; Busenberg et al., 1986) . Let H be a Hilbert space. Any periodic orbit of the equationẋ = f (x), where f :
Proof. Since x(·) is periodic, for any h > 0 the function y(t) = x(t + h) − x(t) satisfies T 0 y(t) dt = 0. So we can use Lemma 2.1:
It follows that LT ≥ 2π as claimed.
Lipschitz semilinear evolution equations
Before we prove our main theorem we first recall some basic properties of self-adjoint operators on a Hilbert space (e.g, see Reed & Simon Vol I, 1980) . A projection-valued measure {P Ω } Ω∈B(R) is a family of projections defined on the Borel sets of R such that 1. each P Ω is an orthogonal projection;
in the strong sense; and
If A is a self-adjoint sectorial operator, possibly unbounded, on a Hilbert space H, then by the spectral theorem (see Theorem VIII.6 in Reed & Simon Vol I) there exists a projection-valued measure {P Ω } Ω∈B(R) such that for any real-valued function g(λ) defined on R,
and in particular
As a consequence we can define projection operators as in the following lemma, which are the key ingredient in our proof. The existence of such projections is clear when A −1 is compact and H has a basis consisting of the eigenfunctions of A (by choosing an n such that λ n ≤ µ < λ n+1 and letting P be the projection onto the eigenfunctions corresponding to the first n eigenvalues), which was the case we considered in our previous paper.
Lemma 3.1. Let A be a self-adjoint sectorial operator on H. Given µ > 0, define projections P = P [0,µ) and Q = P [µ,+∞) . Then for the operators A P = AP = P A and A Q = AQ = QA defined in P H and QH respectively,
Proof. First, notice that P H and QH are invariant subspaces for A P = AP = P A and
i.e. A P ≤ µ.
Therefore, taking the supremum in ψ and then in ϕ, it follows that
We can now prove our main theorem.
Theorem 3.2. For each α with 0 ≤ α < 1 there exists a constant K α , depending only on α, such that if A is a self-adjoint sectorial operator on a Hilbert space with non-negative spectrum, then if
any periodic orbit of
Throughout the proof we use · for both the norm in X and the operator norm in L (X, X).
Proof. Suppose that (1) has a periodic orbit of minimal period T > 0. Pick some τ with 0 < τ < T , and let D(t) := u(t) − u(t + τ ). Fix some 0 < δ < 1/2 and set µ = δ/T . Since A is self-adjoint, we can use Lemma 3.1 to guarantee the existence of projections P = P (−∞,µ) and Q = P [µ,+∞) which are orthogonal to each other. In particular, P ≤ 1 and Q ≤ 1. Notice also that, since we are assuming that the spectrum of A is contained in the nonnegative half-line, P λ = 0 for all λ < 0, that is, P Ω = 0 for any Ω ⊂ (−∞, 0). Moreover, H = P H ⊕ QH whith P H and QH invariant for A P = AP = P A and A Q = AQ = QA. Furthermore, by Lemma 3.1, 
To combine this with the Q part we will need to raise everything to the power of q for some q > 1/(1 − α):
Integrating from 0 to T with respect to t we obtain
using the fact that 2µT = 2δ < 1 by our choice of µ. Therefore 
where F (t) := f (u(t)) − f (u(t + τ )), and so
Now, from Lemma 3.1
and since µT = δ < 1/2 it follows that γ = (1 − e −1/2 ) −1 ≃ 2.541. Using the inequality
Now, we can apply Hölder's inequality to the integral term, with exponents (p, q) where αp < 1, and obtain
Thus,
and so, noting that q(1 − αp)/p = q(1 − α) − 1,
Integrating from 0 to T we obtain
Now combine (3) and (7) using the triangle inequality in L q to obtain
Finally letting p → 1 (and so q → ∞) we obtain
and so, recalling that M α = α α e −α ,
.
Notice that the proof above only uses the fact that the spectrum of the operator A has a suitable decomposition, i.e. that given by Lemma 3.1. In fact, the proof also works when X is a Banach space and A : D(A) → X a sectorial operator for which there exists a sequence of uniformly bounded projections {P n } ∞ n=1 that commute with all powers of A, and an increasing sequence of positive real numbers µ n → ∞ such that
where Q n := I − P n , and
4 Some applications
We now consider briefly some applications of this result.
Reaction-diffusion equations
While the system
is always gradient -and hence has no periodic orbits -if f depends only on u, the introduction of dependence on u x means that this is no longer true. Note that if we consider the Nemytskii operator F acting on functions u and defined by
smoothness properties of F can be deduced from growth conditions on f . For example, if
. Thus we can now treat this case, if 1 < p < 1 + 4/n and 1 < q < 1 + 2/n, that we were unable to before.
We can also now consider the same problem set on the whole space,
We could not treat this before, since it is well-known that the spectrum of −∆ is the half-line [0, ∞) (e.g, see Reed & Simon Vol 4, Example XIII.4.6, p.117 for L 2 (R 3 ) and Theorem XIII.15 (b) p. 119 for the general case). However, such a system now falls within the framework of Theorem 3.2.
Lotka-Volterra equations
We take Ω ⊂ R N and consider the Lotka-Volterra system d 2 ), and
The problem is well-posed inḢ α (Ω) ×Ḣ α (Ω) with α = N/2 for 1 ≤ N ≤ 3, whereḢ α (Ω) denotes the usual Sobolev space with elements having zero mean. Notice that F mapsḢ
R , the ball of radius R inḢ α (Ω),
where
Notice that L(R) is increasing in R. It follows from Theorem 3.2 that
, we can consider the nonlinear term acting on the orbit as a function F :
which is Lipschitz on the periodic orbit with constant L = max{B 1 , B 2 } with 
The 2D Navier-Stokes equations
Finally we revisit the 2D incompressible Navier-Stokes equations, u t − ∆u + (u · ∇)u + ∇p = f ∇ · u = 0, under periodic boundary conditions, which formed the main example in our previous paper.
Here we give a much simpler argument to obtain the same result, recalling that u L p ≤ cp 1/2 Du and u L ∞ ≤ cǫ −1 u H 1+ǫ , (see Talenti (1976) and Bartuccelli & Gibbon (2011) , respectively). We let Π denote the orthogonal projector in L 2 onto divergence-free fields ('the Leray projector'), and define 
Minimising with respect to ǫ yields
and hence T ≥ cG −2 (1 + log G) −1 as before.
