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Abstract：There exist plenty uncorrelated features in the high dimensional ECG data, so, it is difficult for the classifier based on super-
vised learning to perform well in both sensitivity and specificity. Pre-processed by baseline wander removing, high-frequency span re-
moving and polynomial fitting, an auto heartbeat classification model is proposed based on supervised MCA dimension reducing. The
sequence ECG data is discretized; supervised MCA dimension reducing technology is employed to extract the key features; the ECG da-
ta is classified with the common classifiers. The experiment on the PTB database shows, compared with supervised learning method,
this approach combining with different classifiers has a better performance on both sensitivity and specificity.
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阵 ||Tn ´(k + 1) 的第 j维属性的值域规模为 ||Aj ，决策属性的值域
规模为 ||D ，那么，类属矩阵T导出的有监督的0-1指向矩阵Z
总共有 J = å
j = 1
k
|Aj| + |D| 维 0-1子属性，其中决策属性对应的 0-1
子属性为 ||D 维。这就意味着，在T中，不同属性中相同类属
值其实际含义是不一样的。0-1指向矩阵Z的元素取值如下：
zij ={1数据对象i取第j个属性值其中1 £ j £ J0其他 （2）
直接应用MCA于有监督的0-1指向矩阵Z，得到Z相对应
的有监督的残基矩阵R，描述如下：
















































































































在图 3 中，在监督 MCA 降维框架中以及不在框架中，
SVM、NN、KNN-ensemble和GMM分类预处理后ST段数据集
的分类性能比较。分类结果的性能由敏感性和特异性来衡量。
从图 3（a）和图 3（b）可以看出，在有监督 MCA 降维框架
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