Word embeddings generated by neural language models have achieved great success in many NLP tasks. However, neural language models may be difficult to train and time consuming. In this paper, we introduce a simpler but efficient word embedding method based on cooccurrence matrix factorization. Our method drastically reduces the dimensions of the cooccurrence matrix according to the famous Zipf's word frequency law. We observe that if the sampling times of a target word increase to a certain extent, the context of the target word will follow the Zipf's distribution. Enlightened by this, we propose a novel transformation for the cooccurrence matrix. The built cooccurrence matrix is then factorized by PCA. As PCA simply factorizes the cooccurrence matrix linearly and cannot capture the nonlinear relations of features, we construct an autoencoder to further transform the vectors. We compare our method with some well-known neural language models. Our method shows a comparable performance though it is much simpler than the neural language models. INDEX TERMS Word embedding, co-occurrence matrix factorization, Zipf's law.
I. INTRODUCTION
Word embedding represents words (or phrases) as continuous vectors and maps the semantic similarity of words to the proximity of vectors. It has made the most exciting breakthrough in NLP in recent years and has been applied successfully in many NLP tasks, such as information retrieval, document classification, question answering, named entity recognition, and sentence embedding.
Word embedding has been studied for a long time by many researchers. The existing methods of word embedding are mostly based on the distributional hypothesis proposed by Harris [3] , which states that words in similar contexts have similar meanings. Based on this hypothesis, the early attempts of word embedding represent the context distribution with a cooccurrence matrix. Due to the high dimensions and sparsity of the cooccurrence matrix, the vectors are difficult to use directly. Researchers have attempted to factorize the matrix with various approaches to obtain dense and low-dimensional word vectors. Some other researchers have built word embeddings with neural networks. After years of development, the neural language models have achieved great success. There are some famous models such The associate editor coordinating the review of this manuscript and approving it for publication was Keli Xiao . as word2vec [4] , GloVe [5] , and FastText [6] - [8] . However, neural language models might be difficult to train and time consuming.
This paper suggests a new word embedding method based on cooccurrence matrix factorization. Existing factorization-based methods suffer considerably from the high dimensions of the cooccurrence matrix, which leads to difficulties in matrix storage and processing. It is known that most human languages follow Zipf's law, which assumes that the majority of words in natural languages are rarely used, and only a minority are used frequently. This phenomenon can also be observed in the words' context distributions. We observe that if the cooccurrence matrix is subject to Zipf's distribution, the dimensions of the cooccurrence matrix can be reduced greatly. Additionally, the context distribution shows an obvious characteristic of Zipf's distribution when the sampling times of target words increase to a certain degree. As a result, we offer a simpler transformation of raw counts. We apply PCA to extract the principal components of cooccurrence vectors. Since PCA only computes the linear projection of the cooccurrence matrix, we build an autoencoder to further transform the vectors nonlinearly. The experimental results show that our method provides a simpler but efficient solution in word embedding and other tasks that deal with the data following Zipf-like distributions.
II. RELATED WORK
Word embedding models can be divided into two categories: matrix factorization-based and neural network-based models. In this section, we introduce some famous models of these two categories.
A. MATRIX FACTORIZATION-BASED MODELS LSA [9] was the first attempt to compute word embeddings based on cooccurrence matrix factorization. The matrix of LSA is of term-document type. The rows of the matrix represent words (or phrases), and the columns describe the occurrence of words in different documents. The dimensions of the matrix are too high to use directly, so LSA uses singular value decomposition (SVD) to accomplish dimensionality reduction.
Unlike LSA, the matrix of HAL [10] was of word-word type. It uses a directional and weighted context window on the statistics of words' cooccurrence. It separates word contexts into the left and right parts and concatenates the two cooccurrence vectors into a whole. As a result, the dimensions of the matrix are 2|V| (|V| is the size of the context vocabulary). The closer a context word is to the target word, the higher its weight is. To reduce the dimensionality, HAL leaves only 200 most variant columns.
Since word frequency follows Zipf's law, the raw counts of the cooccurrence matrix might span 8 or 9 orders of magnitude [5] in a large corpus, which leads to unreasonably high weights of high-frequency words. Researchers suggest some approaches to overcome this limitation. COALS [11] uses entropy-based or correlation-based normalization to compress the magnitude of raw counts. Bullinaria and Levy [12] suggested that PPMI (positive pointwise mutual information) may be a good alternative to raw counts. Levy and Goldberg [13] proved the famous SGNS [4] (skip-gram with negative-sampling) model implicitly factorizes a word-context matrix, whose cells are the PMI (pointwise mutual information) of the respective word and context pairs. Lebret and Collobert [1] performs the dimensionality reduction through a Hellinger PCA. Their embeddings show good performance on NER and movie review tasks.
B. NEURAL NETWORK-BASED MODELS
Bengio et al. [14] introduced a three-layer neural network to construct an n-gram language model. Word embedding is a part of their language model. Their neural networkbased n-gram model outperforms the traditional models. Collobert et al. [15] presented a neural network language model, which has a similar structure to Bengio's. The main differences are that their output layer has only one node, and their model takes a new loss function. Mnih and Hinton [16] proposed three neural network language models that use distributed word representations to define the distribution of the next word in a sequence given several preceding words. Then, inspired by Morin's hierarchical NNLM [17] , they introduced a hierarchical neural language model on the basis of their logbilinear model.
Mikolov et al. [4] proposed the famous word2vec, which includes two effective models named CBOW and skip-gram for computing word embeddings from very large datasets. In another paper (2013) [18] , they presented several extensions that improved both the quality of the vectors and the training speed. Their studies have greatly contributed to the wide research and application of word embedding. Pennington et al. [5] combined a local context window and global matrix factorization to simultaneously capture the information of local context and the relationship of words. Their method consistently outperformed word2vec. Word2vec may not be good at computing the embeddings of uncommon words and ignores the information of word orders. To address these shortcomings, FastText [6] - [8] provides new models, which have similar structures to word2vec but consider the information of subwords and n-grams.
III. OUR APPROACH A. COOCCURRENCE MATRIX
Cooccurrence matrix M is a matrix representation of words' contexts. Each row of the matrix represents the context distribution of target word t. Each column describes the distribution of context word c. Each term represents the cooccurrence relation between t and c. The context of t is a symmetrical window W centered on t. Consider the sentence ''There is a student reading in the classroom''. Let the target word be ''student'' and the size of the window be 2; then, the context is ''is a (student) reading in'', and the corresponding cooccurrence vector is as Table 1 . If we assume that words closer to ''student'' should have greater weights, the cooccurrence vector can be rewritten as Table 2 . Cooccurrence statistics are then performed on a large corpus. Since matrix terms are raw counts, words with higher frequency have more weight, such as ''is'', ''a'', ''in'', ''the''. These words occur in almost all contexts and contain little distinguishable information. It's essential to carry out a transformation to the raw counts. Bullinaria and Levy [12] proposed a few transformations:
The first is the raw conditional probability
where n(t, c) is the times word c appeared in the context of word t. The second is the ratio of conditional probability
The third is PMI
The fourth is PPMI
Bullinaria et al. compared the performance of these transformations in different tasks. They also studied the influence of window size and matrix dimensions. Finally, they concluded that the best embeddings should be computed by applying: vectors of PPMI, small windows and high matrix dimensions.
However, our research has a very different conclusion. First, we suggest that the raw counts do not need to be compressed to distribute them more evenly, and it may be better to keep their characteristics of Zipf's distribution. Second, we believe that larger windows may contain richer context information than smaller windows, and it may perform better without weight decay. Finally, we find the dimensions of the cooccurrence matrix are not better when higher.
B. ZIPF'S CONTEXT
Most matrix factorization-based methods treat the Zipf's distribution of word frequency as an obstacle to computing word embeddings. In contrast, we found and leveraged more advantages than disadvantages from Zipf's distribution.
Zipf's law states that human languages follow the principle of least effort, which means only a minority of words are used frequently, and the great majority are seldom used. It is common that the contexts of a target word are mostly common words. This principle is also true even though the target word is uncommon. For example, in the sentence ''A simple method of preparation of phosphonic heterocyclic compounds has been found.'', the words ''phosphonic'' and ''heterocyclic'' are uncommon words, but their context words are mostly common. Now that we can express a great deal of information with a relatively small vocabulary, can we not represent the context of target words with a relatively small number of common words? Actually, we find the dimensions of the cooccurrence matrix can be reduced drastically if the vector components follow the Zipf-like distribution.
We perform experiments on the latest 2-billion-token corpus of Wikipedia and select the top-N most frequent words as features. The results show that the best N is only approximately 5,500 on the 2 billion corpus, which proves our guess. As is known, our matrix has the fewest dimensions in all of the factorization-based methods.
Researchers proposed a few methods to eliminate the considerable difference between the values of vector components. However, this is not a problem with our method. The difference is caused by Zipf's distribution of context words. As described by the distributional hypothesis, semantically similar words have similar context distributions. We believe the context distribution can be Zipf's distributed. As a result, our method no longer compresses raw counts. 1 We instead focus on the problem that high-frequency words gain unreasonably more weights. For example, the word ''is'' has a much larger weight than ''reading'' in the cooccurrence vector of ''student'', but it is obvious that ''reading'' describes ''student'' better than ''is''. To reduce the weights of high-frequency words, we transform the raw count n(t, c) to
where n(c) is the count of c in the corpus. Since n(c) n(t, c), we reduce its value by transforming n(c) into n(c) r , where 0 < r < 1. n(t, c) increases as n(c) r increases, but n(c) r changes faster, so high-frequency words have much smaller n (t, c) than low-frequency words. Assume n (student, the) ≈ n (student, library) after transformation. It is obvious that ''library'' describes ''student'' better than ''the''. To further optimize the value of n(t, c), we consider assigning a global weight to each context word. Arora et al. [19] proposed a simple but efficient weighting method named SIF for sentence embedding tasks. Their weighting method is applicable to samples following Zipf's distribution. The SIF weight of word c is
where a is a constant and f (c) is the frequency of word c in the corpus. w(c) decreases as f (c) increases. Thus, the weighted n w (t, c) is
After transformation, relative words of target word t are assigned higher weights (as shown in Table 3 ) in the cooccurrence vector. Additionally, the distribution of shows a significant characteristic of Zipf's distribution (as shown in Figure 1 ). Our transformation is proven efficient in later experiments. It is assumed that the closer a context word is to a target word, the more relevant it is. Researchers thus use small windows or weight decay to avoid noise from the farther words. As our context vectors follow Zipf's distribution, our method has better noise immunity with larger windows than other factorization-based methods. The reasons are as follows:
• Larger windows may introduce more noise, but at the same time, the principal components of Zipf's context grow faster. 2
• Our method takes advantage of principal components analysis (PCA), which has a good noise reduction ability. Above all, our method adopts a larger and unweighted context window.
C. MATRIX FACTORIZATION
We use PCA to extract principal components from the cooccurrence matrix. Since PCA ignores the nonlinear relations of features, we further construct an autoencoder to transform the vectors nonlinearly. The structure of the autoencoder is shown in Figure 2 .
The autoencoder increases the dimensions of features first, and then gradually compresses them. There are nine layers in this network, including inputs, outputs, and 7 hidden layers. 2 According to the property of Zipf's law that ''rich get richer''. 
The learning rate of the optimizer is set to 0.003.
IV. EXPERIMENT
We analyze the effect of the cooccurrence matrix statistics parameters on the performance of the word similarity task (Experiment B) and conduct the experiment of nearest neighbors (Experiment C). We also compare our method with other famous models on the tasks of word similarity (Experiment D) and sentence embedding (Experiment E). Our method takes advantage of PCA for matrix factorization. The vectors generated are named briefly as Z-PCA. We then construct an autoencoder to transform the Z-PCA vectors. The resulting vectors are named as AZ-PCA. Vectors tested in Experiment B are Z-PCA. Vectors tested in Experiment C are AZ-PCA. They are both tested in Experiments D and E.
A. DATA PREPROCESSING AND FEATURE EXTRACTION
We take a 2018 English Wikipedia dump 3 as the experimental corpus. In the phase of data preprocessing, we first filter the noise in the corpus and perform sentence and word segmentation with NLTK. 4 There are many proper nouns and fixed collocations in the corpus that contain different words but represent unique meanings. We treat them as individual phrases and compute their embeddings the same way as computing word embeddings. We build a dictionary based on Wikipedia and WordNet 5 to identify phrases from the corpus. The statistics of word (or phrases) counts are then performed on the corpus. The results indicate that there are nearly 2 billion words and phrases in the corpus. The more abstract the features are, the better the performance of the resulting vectors. Therefore, we remove digits (including numbers and time) and phrases of the top-N most frequent words. We also lower the feature words, which can further reduce the matrix dimensions and make the features more general.
B. EFFECT OF PARAMETERS
We explore the effect of different parameters on vectors generated by PCA on word similarity tasks. The parameters studied here are window size, sampling times and matrix dimensions. The exponent r and parameter a of SIF are set to 0.4 and 0.0001, respectively, the same below. We use four datasets as the test data: WS-353 (Finkelstein et al., 2002) [20] , MEN [21] , SCWS [22] and RG [24] . As sampling times significantly influence the Zipf's distribution, we remove test pairs that contain words appearing fewer than 2,000 times in the experimental corpus. The size of datasets, including the complete and reduced, are shown in Table 5 . 
1) EFFECT OF WINDOW SIZE
Many researchers insist that smaller windows can improve the performance of word representations. However, more information can be collected from contexts with larger windows. Our method proves to perform better with larger windows. We test our method on the reduced WS-353, MEN, SCWS and RG datasets with window sizes ranging from 5 to 20. Other parameters including sampling times and matrix dimensions are set to 1,000 and 5,000, respectively. Curves of the performance with different window sizes are displayed in Figure 3 . As shown, the curves on WS-353, 4 http://www.nltk.org/ 5 https://wordnet.princeton.edu/ MEN and RG keep rising with the increase in window size. The curve on SCWS reaches the peak at win-size = 11 and fluctuates slightly as the size increases. All the four curves rise slowly (or even decrease) when the size is larger than 20. 
2) EFFECT OF SAMPLING TIMES
Sampling times of target word t refer to the times of statistics on its context windows. We plot curves on the reduced WS-353, SCWS, MEN and RG datasets with sampling times ranging from 200 to 2,000. Other parameters including window size and matrix dimensions are set to 15 and 5,000, respectively. As shown in Figure 4 , sampling times have a significant influence on the performance of our word embeddings. It is clear that too few sampling times cause poor performance of word vectors. There may be two main reasons:
• Zipf's law tends to be more obvious in a large corpus.
The contexts of a target word t can be considered as a smaller corpus centered on t. The context distribution of t exhibits an obvious characteristic of Zipf's law only when the sampling times are enough.
• Considerable contextual information may be ignored if the sampling times are insufficient.
As shown in Figure 4 , the curves rise rapidly before sampling times = 800 and then rise slowly or even decline with the increase in sampling times. To ensure the performance of our word vectors, we only compute embeddings for the top 100,000 words (phrases) in the 2B Wikipedia corpus. 6 We will expand the vocabulary with larger corpus in future work. 
3) EFFECT OF MATRIX DIMENSIONS
Existing factorization-based methods achieve better performance with higher matrix dimensions, which results in difficulties of matrix storing and processing. In this paper, we propose that word embeddings computing with much lower dimensions may also perform well. We test on the reduced WS-353, SCWS, MEN and RG datasets with the following parameters: sampling times = 1, 000 and win-size = 15. We plot curves with matrix dimensions ranging from 2,000 to 8,000. 7 As shown in Figure 5 , curves on WS-353, SCWS and MEN rise rapidly before matrix dimensions = 4000, and then rise slowly or even decline. The curve on RG reaches the peak at 2,000 and declines when the dimensions increase. In the later experiments, we set the matrix dimensions to 5,500. 6 In fact, the 100,000th word appears 533 times in the 2B Wikipedia corpus. 7 We also calculate word embeddings with larger dimensions, but the vectors perform worse. 
C. NEAREST NEIGHBORS
Since word embedding maps semantic similarity to space proximity, finding the nearest neighbors of words by computing the spactial proximity is an effective method to test the performance of word vectors. We focus on the nearest neighbors of numbers, time, rankings, money, scores, ages and angles in Table 6 and Table 7 , and focus on various names including persons, places, weapons, organizations and cartoons in Table 8 and Table 9 . We also list the nearest neighbors of common nouns, verbs and adjectives in Table 10 and Table 11 . As shown, our method has a good performance on the task of nearest neighbors. Experimental results also show that words (phrases) in Tables 6 to 9 perform much better than words (phrases) in Tables 10 and 11 . The gap is mainly caused by ambiguity of these common words in Tables 10 and 11 . If a word has multiple senses, its context distributions become a mixture of these senses. As a result, the nearest neighbors of the polysemy consist of the nearest neighbors of different senses. The mixture of context distributions also has a very poor influence on the performance of word embeddings. The problem exists in most current methods.
D. WORD SIMILARITY
We compare our method with some famous methods on a variety of word similarity tasks including WS-353 [20] , MEN [21] , SCWS [22] , MC [23] and RG [24] . Our word embeddings are computed with the following parameters: win-size = 20, sampling times = 800 and matrix dimensions = 5, 500. Due to the limitation of sampling times, we delete test pairs whose words appear fewer than 533 times in the 2B corpus. The sizes of datasets, including the original and reduced, are shown in Table 12 .
We compare our method with CBOW, skip-gram (SG), and GLoVe. We trained the models of CBOW and SG on the 2B Wikipedia corpus using the word2vec tool. 8 The vectors of GLoVe are publicly available, 9 and we use vectors trained on a 6-billion-tokens corpus. Since words in the vocabulary of GLoVe are lowercase, we transform the words of test pairs into lowercase before testing their vectors. The experimental results are presented in Table 13 . As shown, our method has a similar performance with CBOW and GLoVe. The autoencoder slightly improves the performance of our vectors on the word similarity tasks. The vectors of SG show the best performance of all methods.
E. SENTENCE EMBEDDING
The success of word embedding motivates the studies of sentence embedding. Some excellent approaches have been proposed and applied successfully in many NLP tasks. Arora et al. [19] proposed a simple but efficient method named SIF, which outperforms some sophisticated models in many NLP tasks. Their method represents a sentence as a bag-of-words and calculates the weighted average of word vectors. They apply the so-called ''smooth inverse frequency'' as weights and remove the projections of the average embeddings on their first principal component. We use SIF to compute sentence embeddings and compare the performance of different word embedding methods on the task of sentence embedding. The datasets sts-other and sts-mt [25] , 10 which consist of test files from 2012 to 2016, are used as our test data. Descriptions of sts-other and sts-mt are shown in Table 14 and 15. For comparison, we utilize the embeddings of CBOW, SG, GLoVe, and FastText. The embeddings of CBOW and SG are trained on the 2B Wikipedia corpus. The embeddings of FastText are publicly available, 11 and we select the vectors trained on Wikipedia 2017, UMBC WebBase corpus and statmt.org news datasets (16B tokens). The embeddings of GLoVe are also publicly available, 12 and we use the vectors trained on an 840-billion-tokens corpus. 13 We also use Bert 14 [26] to directly generate sentence embeddings and compare the embeddings with the former embeddings. The performance of different methods on the sts-other and sts-mt tasks is displayed in Table 16 . As shown, our method achieves the second-best performance of all methods. Additionally, we observe that the autoencoder significantly improves the performance of word vectors on the sentence embedding tasks. The results prove that our simpler method may also perform well in some NLP tasks. 12 https://nlp.stanford.edu/projects/glove/ 13 Since the vocabulary of the 840B GLoVe vectors is case-sensitive. 14 https://github.com/google-research/bert
F. ANALYSIS OF TIME COMPLEXITY
The most time-consuming procedure in our method is the statistics of cooccurrence matrix. Assume there are n sentences in the corpus, the average length of sentences is m, and the average length of words' contexts is w. If we compute embeddings for every word in the sentences, the time complexity of our method is O(wnm). Since n and m are usually constants if the corpus is given, the run time is mostly affected by w. The larger the window is, the longer the run time will be. Therefore, we propose a simplified sentence process to reduce complexity.
As our method has a rather large window, the words' contexts in a sentence overlap heavily. Therefore, much work of the statistics is reduplicating. Set the window size to 20, then in sentences no longer than 21, the context of each word is almost the same. In this situation, the processing of each sentence can be quite simple, which contains only three subprocedures:
1. Traveling through each word to determine its indexes in the vocabulary and feature list, which correspond to row number and column number of the cooccurrence matrix. 2. Calculating the occurrence vector of the sentence. 3. Calculating the cooccurrence vector of each word. That is, to remove the occurrence of the target word in the sentence vector. The complexity of each subprocedure is O(m). As a result, the complexity of processing a sentence is also O(m), and the total complexity is O(mn). We analyze sentence length distribution and find that sentence length is approximately normally distributed. In the 2B corpus, the most common length of a sentence is 13. Sentences shorter than 22 account for approximately 65%. Sentences shorter than 51 account for approximately 98%. To reduce complexity, we only process sentences no longer than 50 and apply the simplified calculation to all sentences. The experimental results show that the simplified process has a limited influence on vectors' quality but significantly decreased runtime. The vectors tested above on those three tasks are computed with the simplified process. Additionally, the setting of sampling times can also reduce time complexity.
We compare the runtime of our method with CBOW and SG. The runtime indicates the duration from reading the preprocessed corpus to finally producing word vectors. In our method, it includes following:
1. Time to obtain the vocabulary and feature list. We test on a 16GB Intel Core i7-4790 machine and use a single thread. The vocabulary size is 100,000. Our method takes approximately 1 hour and 50 minutes. The first three steps take 82 minutes, and the nonlinear transformation takes 25 minutes. For comparison, a single iteration of CBOW and SG takes 75 minutes and 216 minutes, respectively. We set the number of iterations to its default value, which is 5, and it finally takes approximately 6.5 hours and 18 hours for CBOW and SG, respectively.
G. SELECTION OF DIMENSIONALITY REDUCTION METHODS
We tried different DR (dimensionality reduction) methods (including linear and nonlinear) to reduce the dimensions of cooccurrence matrix. Considering runtime, memory consumption and vector quality, PCA is the best choice of all candidates. We also tried to use the autoencoder directly to reduce the dimensions of the matrix. However, comparing with the combination of PCA and autoencoder, it had a lower performance both in runtime and vector quality. Table 17 shows a comparison of DR methods on the performance of word similarity tasks. Time is shown in seconds. Though autoencoder is also a kind of neural model, our method is much different from the neural network-based methods. Neural network-based methods use neural models to represent words' context distributions. In addition, the transformation from raw text to word vectors is achieved by neural models. By contrast, our method uses cooccurrence matrix to represent words' context distribution. In addition, the transformation from raw text to word vectors is mostly contributed by the cooccurrence matrix and PCA. The autoencoder plays a role in further extracting nonlinear relations of features. Additionally, the difference in the runtime proportion is also evidence. (The autoencoder takes only 25 minutes in the former experiment.)
V. CONCLUSION
In this paper, we propose a simple but efficient method to calculate word embeddings. We leverage Zipf's law of human languages to reduce the size of cooccurrence matrix and simplify the calculation of cooccurrence terms. We employ PCA for the dimensionality reduction of the cooccurrence matrix. To capture the nonlinear relations of features, we construct an autoencoder to further transform vectors. We compare our method with some famous neural-network-based models on the tasks of word similarity and sentence embeddings. The experimental results show that our method has a similar performance with some sophisticated models. Our method can also be applied easily in other tasks whose data follows Zipf's law.
