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Basic questions of information-based complexity are strongly related to 
n-widths and s-numbers. In this paper we study Monte Carlo methods or random- 
ized methods for linear operators. Similar as in the worst case, Math6 defined 
linear stochastic n-widths. Our main result is the characterization of these widths 
in the case of linear operators in Hilbert spaces. o 1992 Academic press, IN. 
1. INTRODUCTION 
It is well known that some of the basic questions of information-based 
complexity are strongly related to n-widths and s-numbers. These rela- 
tions were studied in several papers, in particular in Math6 (1990). 
In this paper we mainly are interested in Monte Carlo methods. We 
begin, however, with deterministic methods. We assume that F and G are 
(real) normed spaces and that B C F is the unit ball in F. The operator 
S: F -+ G is assumed to be linear and continuous. We want to approxi- 
mate S by some S, = 4 0 N, where N: F + R” and 4: R” + G. One can 
study different classes of admissible iV and 4. In this paper, however, we 
always assume that (“the information”) N is linear and continuous. We 
want to compare linear 4 with arbitrary 4. The quality of S, will be 
measured by the maximal error 
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on the unit ball B of F. This leads us to define the following error bounds. 
The numbers 
a,(S) = inf{A,,,&&) \ N linear and continuous, 4 linear} 
= inf{A,,,(S,) 1 S, linear and continuous with dim (S,(F)) I n} 
are called approximation numbers or linear n-widths. If we only demand 
that N is linear and continuous while 4 can be arbitrary then we get the 
numbers 
r,(S) = inf{A,,,(S,) 1 N linear and continuous} 
which are closely related to the n-widths c,(S) in the sense of Gelfand. 
The c,(S) are defined by 
c,(S) = inf{jlSlwll I M C F closed subspace, codim M 5 n}. 
We always have the inequality 
r,(S) 5 2c,(S) 5 2r,(S) 
and in many special cases we have r,(S) = c,(S). The following is a 
summary of known results proved by different authors; see Math6 (1990). 
Let F be a Hilbert space or let G be a Yr-space. Then 
r,(S) = c,(S) = a,(S). 
?P,-spaces can easily be characterized by geometrical notions: G is a 9,- 
space iff diam( M) = 2 . rad(M) for each bounded subset M C G. The 
diameter and the radius of M are defined by 
diam(M) = sup d(.r, y) 
x.yEM 
and rad(M) = ($ ;t”,p (Iy - z.ll. 
Now we consider randomized (or Monte Carlo) methods of the form 
i.e., the mappings N: F---f R” and 4: R” ---, G are chosen randomly. The 
error of Sz is defined by 
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where E means the expectation of a random variable. We always assume 
that CL 0) I-+ IIW) - W.f)ll is measurable, i.e., A,,(Sz) is defined. 
Similarly as above, we now can define the numbers a?(S) and r?(S) by 
ay(S) = inf{A,,(S~) ) N” linear and continuous, 4” linear} 
= inf{A,,(SE) / S; linear and continuous with dim 
(S,“(F)) 5 4 
rr(S) = inf{A,,(,SE) ( N” linear and continuous}. 
The linear stochastic n-widths ar(S) were already defined by Mathe 
(1991), who studied the reconstruction of functionsfE Wi[O, I] by linear 
Monte Carlo methods which only use the values of n randomly chosen 
linear functionals. For the case S = Id: W$[O, 11 -+ L, 10, 11, Math6 
proved that 
c * n-k I a?(S) I c’ * n-k * (1 + log n)“2. 
Ismagilov (1974) derived the order of convergence 
r,(S) = u,(S) = ti-k+“2 
for deterministic methods; see Pinkus (1985, p. 235). This means that 
Monte Carlo methods are much better than deterministic methods. We 
shall prove in Section 2 that such a different order of convergence is not 
possible in Hilbert spaces; i.e., if 
r*(S) = u,(S) = n-” 
for some (Y > 0 then also 
rp”(S) = up(S) = 12-a. 
Assume now that both F and G are Hilbert spaces. It might be surprising 
that even in this case linear Monte Carlo methods are not optimal, i.e., 
UT(S) = rr(S) need not hold in general. We prove, however, that 
stochastic orthogonal projections are optimal in the class of linear meth- 
OdS. 
Therefore we want to study only the following special case which 
seems to be interesting enough. Let F = HI and G = ZZ2 be (real and 
separable) Hilbert spaces and let 
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be a compact linear operator. For simplicity we always assume that 
dim(Hr) = dim(Hz) = m. We can write S in the form 
S(e;) = A+?;, 
where {ei 1 i E N) is a complete orthonormal system of HI and {e-i 1 i E N} is 
a complete orthonormal system of Hz. The Fourier coefficients off E HI 
are denoted by J = f * ei. The hi are nonnegative real numbers with lim, 
X, = 0 and we assume that 
Optimal in the worst case setting is 
and the maximal error of S,* is given by 
A,,,tS,*) = L+I. 
Using the notation from above we can write 
a,(S) = r,(S) = bl+1. 
We study the following problem. What is the error of an optimal random- 
ized method-using again n linear functionals (and linear or arbitrary 
algorithms)? Hence we study the numbers a?(S) and r?(S) and com- 
pare them with the numbers a,(S) = r,(S) = A,,+l. In the case )1,+, = 0 
the deterministic method S,* is exact and hence we only consider the 
nontrivial case A,+, > 0. 
As a main result of this paper, we characterize the numbers a,““(S) by 
J m-n cYS'=y~ 22, *;2 
2. ONTHEORDEROFCONVERGENCE 
We begin our study with some simple observations. Let 
26 ERICH NOVAK 
and let P,,, be the normed ((m - I)-dimensional) Lebesgue measure on the 
unit sphere of E,,,. What is the average error of an optimal method S, (for 
m > n) with respect to P,? 
One can prove that S,* is optimal also in the average case for every P,,, 
(even in the class of adaptive methods using n linear functionals). This 
follows from the results of Traub et al. (1984) and Wasilkowski and 
Woiniakowski (1984). The average error is defined by 
and we obtain 
Because of &’ dP, (f) = l/m we have 
We consider some examples and consequences. A mean value argu- 
ment together with Fubini’s theorem shows that 
(2) 
for each m > II and every Monte Carlo method SZ. This follows from 
together with (1). As a special case we obtain (putting m = 2n) the esti- 
mate 
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This simple observation already shows that Monte Carlo methods (even 
arbitrary methods using adaptive linear information of cardinality n) are 
not much better than deterministic methods. Assume, for example, that 
r,(S) = A.,,,(S,*) = A,+, = n-a 
with some (Y > 0. Then we also obtain 
t-p(s) =c KU. 
One may ask the following question. Is it possible that randomized meth- 
ods are better than deterministic methods in the sense that lim r?(S)/ 
r,(S) = O? To answer this question one needs better bounds for the 
numbers rY(S). 
Of course we can use the inequality (2) for different m > n. For m = n + 1 
we get 
This estimate is not good in many cases. Consider, however, the example 
A, = A2 = - * * = A,+, >Oandhk=Ofork>n+ l.Thenwehave 
(this follows by the construction of a special Monte Carlo method in the 
following section) showing that (3) cannot be improved in general. Hence 
we see that r,““(S) can be much smaller than r,,(S), at least for a special II 
and special values of hi. 
3. ORTHOGONAL PROJECTIONS 
In the following we consider randomized methods which have a very 
special form, i.e., 
(4) 
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where i = i(o) = (i,(o), . . . , i,(w)) is a random element of N” with pairwise 
different &Jo). Since the case A,+, = 0 is trivial we always assume that 
A n+1 > 0. 
Such a Sz is of the form S; = S 0 Pz, where Pt is the orthogonal 
projection on a randomly chosen subspace of dimension n. As in several 
other settings, orthogonal projections are optimal in the worst case; i.e., 
the optimal method S,* is of the form S 0 P,. We shall see later that 
(random) orthogonal projections (i.e., Sz of the form (4)) are optimal in 
the set of all linear methods. 
The error of such a method is given by 
A,,,(St) = sup J$ (1 - W(i)) -ff A! 
IEB i= I 
where W(i) is the probability that the informationh = f. ej is known. Of 
course we have 
and 
A,,,(%) = sup ((1 - W(i)) * ~f)l’~. 
iEN 
(5) 
We consider the following special choice of the W(i). Put 
(1 - W(1)) . A: = (1 - W(2)) - A; = -.. = (1 - W(m)) . A; > A;,+, 
(6) 
with some m E N and W(i) 2 0 with 
2 W(i) = n, 
i=l 
i.e., W(i) = 0 for i > m. We prove that m = m(n) and the W(i) are 
uniquely determined by the conditions (6) and (7). For any a! with A: > 
CY > 0 there is a smallest number k = k(a) E N such that (Y > A:+, . We 
define a function s by 
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It can easily be shown that s is continuous and strictly decreasing. From 
A,+ I > 0 it follows that limHO s(a) L n + 1 and we also have lim,h; s(a) = 
0. Therefore there is a unique [Y* such that s(cy*) = n. We obtain m(n) = 
&a*) and the W(i) are given by W(i) = 1 - a*lA?, where i = 1, . . . , m(n). 
It follows from formula (5) that the method St, given by (6) and (7), is 
the best method of the form (4). We observe that the error of this method 
is V%?, where CY* satisfies 
2 (1 - (y* * A;2) = n. 
i=l 




for 1 E N with I> n. For sufficiently small 1 we have OLI+, 2 (~1 and this is 
equivalent to A ?+ I 2 QII . Because of lim, (.YI = 0 there is a smallest 1 = I* 
with (YI*+~ < (YP, i.e., A;*+, < a~*. For all 1 > I* we obtain CX/ < ulf and we 
also have (~11 I A$. Hence we have (Y* = CYI* and I* = m(n) and we can 
write 
a,(,) = a/* = ff* = max 
Therefore we have proved that the error of the optimal method (4) is given 
by 
A,,,(SE) = k’&& = max 
Remarks. (a) We constructed a Monte Carlo method (4) with i&J) E 
{I,..., m(n)} for every k and o and A,,( SE) = G. It is very interest- 
ing that the error of this method is exactly G for everyffrom the unit 
sphere of E, . This leads to the following question. Is there a probability 
measure p on the unit sphere of E,(,,, such that the average error of 
optimal linear (deterministic) methods is equal to G? By Fubini’s 
theorem we could conclude that 
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UP”(S) = <. 
More generally we can ask whether the constructed method Sz is optimal 
in some other sense. We shall prove optimality results for this special 
method. In particular we prove that ar(S) = a!,&. 
(b) Consider the example hk = 2-k for k E N. Using (3) and the optimal 
Monte Carlo method of the form (4) with error (8) we obtain the bounds 
c+n -l/2 . 2-n 5 t-p”(S) 5 E * 2-n. 
Our results do not yield the exact order of convergence of rY(S) for this 
example. 
We study the following idea: Is it possible to construct a measure ZJ on 
the unit sphere of E, such that each method of the form 
(9) 
with pairwise different ik E (1, . . . , m} is optimal and therefore has the 
same average error? In the case m = m(n), the only possible value of such 
a common average error would be 6. We only consider the case m = 
m(n) and put Z = Z(S,) = {ik 1 k = 1,. . . , n} C {I,. . . , m}. 
Let Z.L be a probability measure on the unit sphere of E, . For each S, we 
have 
A,(&) = (SIIW) - &(f)l(* &(fN”*. 
If S, is of the form (9) we obtain 
Ap(Sn) = ( \ &S: A:44f) 1 I’*. 
Hence the error of all those S, is identical if the numbers 
do not depend on Zfor I = l,..., m. It is not difficult to find such a 
measure p. For example, we can choose the probability measure Z.L* on 
{aeklk= l,..., m} C E,,, with F*(ek) = j.&*(-ek) and 
sj$ A: d,!.&*(f) = 2 * Z.&*(ek) * Ai = COnSt. 
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The measure CL* is uniquely determined and we obtain 
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(10) 
Now it is easy to prove the following result. 
The optimal method of the form (4) is also optimal in the class of all 
methods of the form 
where N is of the form 
AC(f) = (f - f2+), . . . , f * ek.(J = Ui,b)~ - . - ~fk.d 
and the 40: R” + Hz are arbitrary. The reader should observe the re- 
stricted form of information in this result. There is a vector 5 such that the 
information N(f) = f. 5 has average radius equal to zero for the particu- 
lar measure CL*. Indeed, any ,$ with pairwise different [i # 0 will do. In the 
next section we prove a different optimality result: then we allow arbi- 
trary linear information but only deal with linear algorithms. 
4. OPTIMAL LINEARMETHODS 
First we consider linear deterministic methods S, on the space E,,,, 
where m = m(n) is defined as above. A linear deterministic method S, is of 
the form 
S,(f) = i Ci 2 b#j, 
i=l j=l 
where each ci is some information of the form 
k=l 
Hence we can write 
S,(f) = 2 2 2 Ci/&$j * i=l j=1 ksl (11) 
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As a special case we obtain 
We consider again the probability measure p * on { *ek ( k = 1, . . . , m} C 
E, defined by (10). We know that any method of the form (9) has the same 
average error 
A.,*(&) = G. m. hk = G. 
We want to show that the average error of any linear method cannot be 
smaller. For a linear method (11) we obtain 
and hence 
A,*(S,)* = 2 ’ 2 
k=l 
First we assume that the information (and hence the c(k) is fixed. We are 
looking for the optimal b,, i.e., 
2 p*(ek) ’ ( hk8jk - i Cikbij 2 + Min! 
k=l i=l 
foreachj= l,..., m. This problem is of the form 
g(hk - 2 gikxi)* + Min! 
k=l 
with 
hk = Akajk G*(ek>, 
gik = Cik m 7 
and xi = b,. 
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The optimal xi satisfy the condition 
c c gikgjkxj = c hkgik- 
.i k k 
Assume that the matrix (go) is orthogonal in the sense that 
c gikgjk = &j. 
k 
Then the optimal xi are given by 
Xi = i hkgik. 
k=l 
From now on, we always assume that (gik) is orthogonal, i.e., 
$,, CikCjkk*(ek) = &j- 
This involves no restriction to the set of linear algorithms, because every 
linear algorithm can be written with an orthogonal information (cik). The 
optimal bij therefore are given by 
bc = 2 hkajk WCik $%$ = hjC@*(ej). 
k=l 
We obtain for the error of the optimal linear algorithm using the informa- 
tion (cik) the value 
Ap*(Snj2 = 2 ’ c p (ek) ’ c Akajk - 2 cik)ljcijp*(ej) 
,, ( * j : , (  i:, )‘) 
and we expect that this value does not depend on the (cik). Using the 
orthogonality of the (cik) and the definition of the p*(ek) we actually 
obtain 
A,&$,,)2 = m - n 
xp=, xi2 
and we have proved that this is the average error of optimal linear meth- 
ods. 
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A linear Monte Carlo method on E,,, is of the form 
Again using Fubini’s theorem we obtain the lower bound A,,,(St) 2 
G. Hence we have proved that arbitrary linear Monte Carlo methods 
are not better than the optimal orthogonal projections of the form (4). 
THEOREM. 
5. SOMEREMARKSANDPROBLEMS 
(a) We want to stress that similar results are contained in the book 
Traub et al. (1988, pp. 431-433). Our results are slightly stronger, how- 
ever, because we use special probability measures on finite-dimensional 
unit balls instead of Gaussian measures. In particular, our characteriza- 
tion of optimal linear Monte Carlo methods is new. 
(b) The values of a?(S) already play a role in the theory of n-widths. 
Consider the mapping S(ei) = hiei for the spaces S: Ii + 12, where the ei 
build the standard basis of 1r and 12. Then it is known that 
a,(S) = max $“” m>” lq, AL2. 
This result is due to Smolyak (1965); see Tikhomirov (1990). 
(c) Up to now we cannot characterize the numbers rY( S). We conjec- 
ture, however, that up(S) > rY( S) at least if all singular values are 
different. This might be surprising in a Hilbert space setting. 
(d) What about linear problems between Banach spaces? In which way 
are the various stochastic n-widths related to the deterministic n-widths? 
(e) Study the case where only some “standard information” is avail- 
able. Much is known for the integration problem. Here we study a linear 
mapping 
S: F+ R, 
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where F is a (convex and symmetric) class of functions (on a set X) and 
the information consists of II function values. Again we can compare the 
respective errors of deterministic and of stochastic methods. We denote 
by f,,(S), tip(S), and so on the respective error bounds. Many known 
results can be found in Novak (1988), Traub er al. (1988), and Wa- 
silkowski (1989). 
In this setting stochastic methods may be much better than determinis- 
tic methods. An extreme example is the set 
F = {j [0, 1] --, R ( f = const a.e.} 
with S(f) = JA f(x)&. In this case we have Jn( S) = 00 for all II, but 
tiP( S) = 0 for all n L 1, as the method 
W”f) = f(w) 
with an equidistributed o E [0, 1] shows. To avoid such extreme and 
unrealistic examples, one could restrict the set of admissible Monte Carlo 
methods as in Novak (1988, p. 46). It is proved there that the error of 
these restricted methods can tend (with n + m) to zero only if the error of 
suitable deterministic methods also tends to zero. But even if we only 
consider restricted Monte Carlo methods (i.e., stochastic methods SF 
with w E R and a finite set a) we can construct examples, where random- 
ization helps a lot. Let 
and 
F = {.f [0, 11 --, R If= const + g, g E Fo}. 
Again we consider the integration problem S(f) = sf( x)dx. Then we get 
f”(S) = n- I but we can find restricted Monte Carlo methods using only 
one function value with an arbitrary small error. It is enough to take 
S;(f) =f(o>, where w is equidistributed in the finite set {2-” 1 m = 1, . . . , 
k}. Hence we have nY( S) = 0 for all n E N. 
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