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Abstract
In this paper, we study the problem of tropicalizing tame degree three coverings of the projective line.
Given any degree three covering C −→ P1, we give an algorithm that produces the Berkovich skeleton
of C. In particular, this gives an algorithm for finding the Berkovich skeleton of a genus 3 curve. The
algorithm uses a continuity statement for inertia groups of semistable Galois coverings, which we prove
first. After that we give a formula for the decomposition group of an irreducible component Γ ⊂ Cs
for a semistable Galois covering C −→ D. We conclude the paper with a simple application of these
S3-coverings to elliptic curves, giving another proof of the familiar semistability criterion for elliptic
curves using a natural degree three morphism to P1 instead of the usual degree two morphism.
1 Introduction
Let K be a discretely valued field of characteristic zero with valuation ring R, maximal ideal m, residue field
k, uniformizer pi and normalized valuation v (with v(pi) = 1). We assume that K is complete with respect
to the aforementioned discrete valuation and that the residue field k is algebraically closed. Furthermore,
we assume that the characteristic of k is coprime to six to ensure that there is only tame ramification.
Let C be a smooth, projective, geometrically irreducible curve over K and let φ : C −→ P1 be any
degree three covering. That is, the corresponding injection of function fields
K(P1) −→ K(C) (1)
has degree three. We now take the Galois closure L of this field extension and consider the normalization
C of C inside L. If L = K(C), then φ is Galois and we see that C admits an abelian degree three covering
to P1 over K. If C is geometrically reducible, then C admits an abelian degree three covering to P1 over
a quadratic extension of K. In both of the above cases, the curve C is a so-called superelliptic curve. The
problem of tropicalizing these coverings was studied extensively in [BH17], so we will not treat it here.
Assuming that C is geometrically irreducible, we find that the induced morphism φ : C −→ P1 is
geometrically Galois with Galois group S3. This group is solvable, so we find that the corresponding field
extension K(P1) ⊂ K(C) consists of two consecutive abelian extensions. One of them induces a degree 2
covering D −→ P1 and the other a degree 3 abelian covering C −→ D. The goal of this paper is to explain
how to find the Berkovich skeleton of C using data given by the covering φ. Taking the quotient under the
subgroup of order 2 corresponding to C then also yields the Berkovich skeleton of C.
We will express the Berkovich skeleta of C and C in terms of covering data and twisting data. The covering
data consists of a conjugacy class of a decomposition group Dx for every vertex or edge x of the canonical
tropical tree associated to the covering. By standard group theory, this then gives the number of edges and
vertices in the pre-image of every edge and vertex. The twisting data will consist of a 2-cocycle (in terms
of graph cohomology) on the Berkovich skeleton of D. This twisting data then tells us how to connect the
edges and vertices we obtain from the covering data.
The approach is similar to (and in fact inspired by) the one used in number theory for irreducible cubic
polynomials. There, one is interested in the number of solutions modulo p to an equation of the form
f = 0, where f is a (monic) cubic polynomial in Z[x]. If the corresponding number field L := Q[x]/(f) is
Galois (and thus abelian), then the number of solutions modulo p is governed by a congruence relation by
Kronecker-Weber and some algebraic number theory. For example, the cubic polynomial f = x3 − 3x + 1
splits into three factors modulo p if and only p ≡ 1, 8 mod 9, coming from the fact that L ⊂ Q(ζ9). If
L is not Galois, then one considers the Galois closure. Using class field theory, one then finds congruence
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conditions on primes of the ring of integers of the quadratic subfield that solve the decomposition problem.
This does not give simple congruence conditions on p however. For instance, for p ≡ 1 mod 3 we have that
x3− 2 = 0 has three solutions modulo p if and only if p = x2 + 27y2. This last condition holds if and only if
for OK = Z[ζ3] there is a generator pi of a prime p ∈ Spec(OK) of norm p equivalent to 1 mod 6OK , which
is the congruence condition obtained from class field theory (or simpler methods, as in [IR90, Proposition
9.6.2]).
The paper is structured as follows. We first prove a continuity statement for inertia groups corresponding
to edges and a formula for the decomposition group of a vertex. Forms of these statements already appeared
in [BH17], where they were proved directly for the case of superelliptic curves. Here, we will prove them for
general Galois coverings. We then study inertia groups for tame degree three coverings of discrete valuation
rings. Using the Laplacian operator, we can then express the covering data for every vertex and edge purely
in terms of the branch points. After that, we consider the problem of determining the twisting data. This
allows us to fully reconstruct the Berkovich skeleton of the Galois closure of the degree three covering. We
conclude the paper with a proof of the familiar criterion
”v(j) < 0 if and only if E has multiplicative reduction over an extension of K” (2)
using the natural 3 : 1 covering given by (x, y) 7→ y on an elliptic curve in Weierstrass form y2 = x3+Ax+B.
Here, j is the j-invariant of the elliptic curve E. See [Sil09, Chapter VII, Proposition 5.5] for a proof using
the hyperelliptic covering.
There are three appendices, containing some results on normalizations and separating semistable models
that the author couldn’t find a reference for.
2 Preliminaries
Let K be a discretely valued field of characteristic zero with valuation ring R, uniformizer pi, maximal ideal
m = (pi), residue field k and normalized valuation v with v(pi) = 1. We assume that K is complete with
respect to this valuation and that k is algebraically closed. We also assume that the characteristic of the
residue field is coprime to six. For any finite extension K ′ of K, we let R′ be a discrete valuation ring in
K ′ dominating R.
Let C be a smooth, projective, geometrically irreducible curve over K with a degree three covering
φ : C −→ P1. This means that the injection of function fields
K(P1) −→ K(C) (3)
has degree three. We will write K(P1) = K(x) and K(C) = L from now on. We can then find an element
z ∈ L\K(x) that satisfies
z3 + pz + q = 0 (4)
for p, q ∈ K(x). We now assume that the corresponding Galois closure L has Galois group S3 over K(x).
Let C be the normalization of C in L. We then have
Lemma 1. C is geometrically irreducible if and only ∆ = 4p3 + 27q2 /∈ K.
Proof. Note that being geometrically irreducible is equivalent to L∩K = K by [Liu06, Chapter 3, Corollary
2.14], where K is the algebraic closure of K. Note that L naturally contains the field (by assumption on
the Galois group) K(x)[y]/(y2−∆). Suppose that C is geometrically reducible. Then there exists a z0 ∈ L
such that K(z0) ⊃ K is finite of degree 6= 1. If K(z0)/K is of degree 2, we reason as follows. For some
a, b ∈ K, we have a + bz0 = y (since there is only one subfield of degree two) and thus y2 ∈ K. We then
find y2 ∈ K(x) ∩K = K, a contradiction. Now suppose that K(z0)/K is of degree 3. Then some conjugate
σ(z0) of z0 belongs to L. But then σ(z0) ∈ L ∩K = K, a contradiction.
For the other direction, suppose that ∆ ∈ K. Then y is an element of (L∩K)\K. This contradicts our
assumption on L, finishing the proof.
For the remainder of the paper, we assume that C is geometrically irreducible, which is quite an easy
condition to check by Lemma 1. The Galois closure L can now be described by the two equations
w3 = y −
√
27q (5)
and
y2 = ∆. (6)
See Appendix A for the details. These equations first arose in the famous Cardano formulas, where they
are used to express z in terms of the above radicals. We will not use these formulas in this paper, since the
above equations are enough to derive all the information we need.
2
2.1 Disjointly branched morphisms
Consider any finite Galois covering C −→ D over K. Here, we assume that C and D are smooth, projective
and geometrically irreducible over K. By a model D for a curve D, we mean an integral normal projective
scheme D of dimension two with a flat morphism D → Spec(R), and an isomorphism Dη → D of the generic
fibers. Let C be a model for C and D a model for D. A finite morphism of models for φ is a finite morphism
C → D over Spec(R) such that the base change to Spec(K) gives φ : C → D.
Definition 2.1. Let φ : C → D be a finite, Galois morphism of curves over K with Galois group G. Let
φC : C → D be a finite morphism of models for φ. We say φC is disjointly branched if the following hold:
1. The closure of the branch locus in D consists of disjoint, smooth sections over Spec(R).
2. Let y be a generic point of an irreducible component in the special fiber of C. Then the induced
morphism OD,φ(y) → OC,y is étale.
3. D is strongly semistable, meaning that D is semistable and that the irreducible components in the
special fiber are all smooth.
A theorem by Liu and Lorenzini [LL99, Theorem 2.3] says that if φC is disjointly branched then C is actually
also semistable and [Hel17, Proposition 3.1] shows C is also strongly semistable.
Let us recall the notions of inertia groups and decomposition groups. Let G be a finite group acting on
a scheme X. For any point x of X, we define the decomposition group Dx,X to be {σ ∈ G : σ(x) = x}, the
stabilizer of x. Every element σ ∈ Dx,X naturally acts on OX,x and the residue field k(x). We define the
inertia group Ix,X of x to be the elements of Dx reducing to the identity on k(x). In other words, σ ∈ Ix,X
if and only if for every z ∈ OX,x, we have σz ≡ z mod mx, where mx is the unique maximal ideal of OX,x.
We will quite often omit the scheme X in Ix,X and Dx,X and just write Ix and Dx.
For any disjointly branched morphism φC , we have an induced morphism of intersection graphs
Σ(C)→ Σ(D) (7)
such that Σ(C)/G = Σ(D) for the natural Galois action of G on Σ(C), see [Hel17, Theorem 3.1]. For v
a vertex in Σ(C) with corresponding generic point y, we write Dv and Iv for Dy and Iy respectively. We
sometimes also use the notation DΓ and IΓ, where Γ = {y}. Similarly for e an edge, we write De and Ie for
Dx and Ix respectively, where x is the intersection point corresponding to e.
For every irreducible component Γ′ ⊂ Cs with image Γ ⊂ Ds, we have a natural Galois morphism
φΓ′ : Γ
′ → Γ, where the Galois group is the decomposition group DΓ′ . This can be found in [Hel17, Section
3.2.1]. For any irreducible component Γ ⊂ Ds, we write k(Γ) for the function field of Γ and similarly for Γ′.
We then have an induced injection of function fields k(Γ)→ k(Γ′) that is Galois.
Returning to our S3-covering φ : C → P1, we now need a semistable model of P1 that gives a disjointly
branched morphism for φ. This is obtained as follows: we take a model DS for P1 that separates the closure
of the set S = Supp(p, q,∆) in the special fiber. We will see in Lemma 8 that this set contains the branch
locus. In Appendix B, we quickly review the construction of DS . The corresponding intersection graph of
the model DS is also known as the tropical separating tree for S. See [BH17, Algorithm 4.2] and [MS15,
Section 4.3] for the tropical point of view on this.
We take the normalization CS of DS in K(C) and note that the corresponding morphism CS → DS
can be ramified at the vertical divisors. One then takes the base change of this model DS to Spec(R′),
where K ′ = Quot(R′) is the tamely ramified extension of order equal to the least common multiple of the
ramification indices of the vertical components in DS . The normalization C′S of DS × Spec(R′) is then
semistable and C′S → DS × Spec(R′) is disjointly branched. See [Liu06, Chapter 10, Proposition 4.30] or
[LL99, Theorem 2.3].
Throughout the paper, we will be making use of the Γ-modified form of an element f ∈ C. Assuming
that Cs is reduced (which is the case for semistable C for instance), we find that vΓ(pi) = 1 for any irreducible
component Γ ⊂ Cs. For k = vΓ(f), we than have that
fΓ :=
f
pik
(8)
has vΓ(fΓ) = 0. This means that we can consider the reduction of fΓ in the residue field of Γ. The divisor
of this reduced form is then in fact completely determined by the horizontal and vertical divisor of f , see
[Hel17, Proposition 5.1].
3
2.2 The Laplacian operator for finite graphs
In this section, we introduce the Laplacian operator for a finite graph Σ. We will mostly follow [Bak07,
Section 1.3]. This Laplacian operator will be used to obtain information about the splitting behavior of
edges in Sections 4.2 and 4.3.
Let Σ be a graph, which we will assume to be finite, connected and without loop edges. Let V (Σ) be
its vertices and E(Σ) its edges. We define Div(Σ) to be the free abelian group on the vertices V (Σ) of G.
Writing D ∈ Div(Σ) as D = ∑v∈V (Σ) cv(v), we define the degree map as deg(D) = ∑v∈V (Σ) cv. We then
let Div0(Σ) be the group of divisors of degree zero.
Now letM(Σ) be the group of Z-valued functions on V (Σ). Define the Laplacian operator ∆ :M(Σ) −→
Div(Σ) by
∆(φ) =
∑
v∈V (G)
∑
e=vw∈E(G)
(φ(v)− φ(w))(v).
By [BF04, Corollary 1], we find that ∆(φ) ∈ Div0(Σ). We then define the group of principal divisors to be
the image of the Laplacian operator:
Prin(Σ) := ∆(M(Σ)).
We now make the transition from divisors on algebraic curves to divisors on graphs. Let C be a smooth,
projective, geometrically irreducible curve over K with a strongly semistable regular model C. If we have
a strongly semistable model, we can always desingularize it to obtain such a model. Now take a point
P ∈ C(K). Then P reduces to a unique component c(P ) ⊂ Cs by [Liu06, Chapter 9, Corollary 1.32]. This
naturally extends to a map
ρ : Div(C)→ Div(Σ(C)). (9)
We then have
Lemma 2.
ρ(Prin(C)) ⊆ Prin(Σ(C)). (10)
Proof. This is [Bak07, Lemma 2.1].
The Lemma implies that for every f ∈ K(C), we can find a φ such that ∆(φ) = ρ(div(f)). For trees, it
is not too hard to find this function φ, see [BH17, Lemma 2.3]. We will sometimes refer to the function φ
as the "Laplacian" of f .
3 Inertia and decomposition groups for disjointly branched mor-
phisms
In this section, we prove a continuity result for inertia groups of a disjointly branched morphism, as defined
in Section 2.1. More precisely, for a regular subdivision D0 of D, we will give a formula for the inertia groups
of the new components in D0 in terms of the inertia group of the corresponding edge in D. This will allow
us to determine the inertia group of an edge in terms of codimension one phenomena, namely the inertia
groups of the generic points of these new components. We will also give a formula for the decomposition
group of a vertex v′ ∈ Σ(C) lying above a vertex v ∈ Σ(D), where the corresponding component Γv has
genus zero. These formulas will be used in the algorithm to give the covering data for the morphism of
graphs Σ(C)→ Σ(D).
3.1 Subdivisions and inertia groups for edges
Consider a disjointly branched Galois morphism φ : C → D with x ∈ C an intersection point with length
nx and y its image in D with length ny. We will denote the Galois group by G. From [Liu06, Chapter 10,
Proposition 3.48], we then have the formula
ny = |Ix/y| · nx. (11)
Let y be an intersection point in D, with corresponding components Γ0 and Γn. Here n is the length of y.
We now take a regular subdivision D0 of D in y. That is, we have a model D0 with a morphism ψ : D0 → D
that is an isomorphism outside y and the pre-image ψ−1{y} of y consists of n− 1 projective lines Γi. Here,
the projective lines are labeled such that Γi intersects Γi+1 in one point: yi,i+1. Furthermore, we have
that Γ1 intersects an isomorphic copy of the original component Γ0 in y0,1 and likewise Γn−1 intersects an
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isomorphic copy of the original component Γn in yn−1,n. See [Liu06, Chapter 8, Example 3.53. and Chapter
9, Lemma 3.21] for the details.
We now take the normalization C0 of D0 in K(C). By virtue of the universal property for normalizations,
we have a natural morphism
C0 → C (12)
that is an isomorphism outside φ−1(y).
Taking the tamely ramified extension K ⊂ K ′ of order lcm (|IΓi |), we obtain a new model D′0 =
D0 ×Spec(R) Spec(R′) over R′, which is the normalization of D0 in K ′(D). Taking the normalization C′0 of
this model inside K ′(C), we then naturally obtain morphisms
C′0 → C0 → C. (13)
Here the first morphism is finite and the second one is birational. Note that by [Liu06, Chapter 10,
Proposition 4.30], we have that C′0 is again semistable and that G naturally acts on C0 and C′0 such that
C0/G = D0 and C′0/G = D′0 (which follows from the fact that G acts naturally on any normalization, see
[Hel17, Proposition 3.5]).
We now wish to study the inertia groups of the various points in C′0, C0 and C. To do that, we will
introduce the notion of a "chain".
Definition 3.1. Let yi,i+1 and y′i,i+1 be the intersection points in D0 and D′0 respectively that map to
y ∈ D under the natural morphism. Similarly, let yi and y′i be the generic points of the components in D0
and D′0 that map to y. Here the generic points are labeled such that yi,i+1 is a specialization of both yi
and yi+1. A chain lying above these points is a collection of generic points xi in the special fiber of C0 or
C′ and closed points xi,i+1 in C0 or C′0 such that:
1. xi,i+1 is a specialization of both xi and xi+1,
2. The xi,i+1 map to yi,i+1,
3. The xi map to yi.
For the remainder of this section, we will refer to these simply as a "chain".
Lemma 3. Let {xi,i+1} ∪ {xi} be a chain in C0. Then there exists a chain {x′i,i+1} ∪ {x′i} in C′0 mapping
to {xi,i+1} ∪ {xi}.
Proof. The idea of the proof is to apply the going-up and going-down theorems for integral extensions
several times as follows. Since C′0 → C0 is finite, the base change to the special fiber of C0 is also finite. This
ensures that any lifts we obtain will be either closed points or generic points of components. We start with
x0 and x0,1 and pick lifts x′0 and x′0,1 (which exist by the going-up theorem). Using the going-down theorem
for x0,1, x1 and x′0,1, we obtain a point x′1 lying above x1. Continuing in this fashion yields the lemma.
Lemma 4. For every intersection point x ∈ C, there is only one chain in C0 and in C′0 lying above it.
Proof. Let us prove this for C′0 first. Since C′0 is semistable, we know that the morphism C′0 → C is just a
blow-up over R′ in the sense that the edge x is subdivided into a chain of projective lines. This gives a
one-to-one correspondence between chains in C′0 and edges x ∈ C lying above y. This then also gives the
result for C0 as follows. Since every chain in C0 is liftable to a chain in C (by Lemma 3), it has to be unique.
Indeed, if there exist two different chains in C0 mapping to x, then there would be two different chains in
C′0 mapping to x, a contradiction.
Lemma 5. Let x ∈ C be an intersection point lying over y and let x′i,i+1 and xi,i+1 be closed points in C′0
and C0 respectively that map to x. Then
Ix = Ix′i,i+1 = Ixi,i+1 . (14)
Proof. We will prove that De′ = Dx′i,i+1 = Dxi,i+1 . Since the residue field k is algebraically closed by
assumption, we have that they are equal to their inertia groups. For any chain {xi,i+1}∪{xi} (or {x′i,i+1}∪
{x′i} for C′0) mapping to x and σ ∈ G, we have the induced chain {σ(xi,i+1)} ∪ {σ(xi)}, which maps down
to σ(x). Using this and Lemma 4, we immediately obtain the desired result.
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Proposition 1. Let xi ∈ C0 be as above. Then
Ie = Ixi,i+1 ⊂
n∏
i=0
Ixi . (15)
Proof. Consider the morphism C0/
∏n
i=0 Ixi → D0 and suppose that it is ramified at the image of some
xi,i+1. Then it has to ramify in codimension one by purity of the branch locus. But the only possible
candidates for this are the images of the xi, a contradiction. This gives the desired result.
Let us quickly try the same argument to prove the other inclusion. Consider the morphism C0/Ie → D0
and suppose that it is ramified at a vertical component yi. From this point on, it is not directly evident
how to predict the behavior of the corresponding connected edges. We will illustrate this in an example.
Example 3.1. Let A := R[x, y]/(xy − pi) and consider the covering given by the function field extension
K(x) ⊂ K(x)[z]/(z2 − pi(x+ 1)) =: L. (16)
The normalization of A in L is then vertically ramified at both components Γ1 = Z(x) and Γ2 = Z(y).
Taking the tamely ramified extension K ⊂ K(pi1/2), we see that the normalization of R′[x, y]/(xy−pi) inside
L is now étale above (x, y, pi1/2). We thus see that the inertia group can be unrelated to the inertia group
of the edge after the extension.
We will now prove that Ie ⊃
∏n
i=0 Ixi . To do this, we will use Abhyankar’s Lemma.
Lemma 6. [Abhyankar’s Lemma] Let X be a strictly Henselian local regular scheme of residue charac-
teristic p, D =
∑r
i=1 div(fi) a divisor with normal crossings on X and U = X −D. Then every connected
finite étale covering of U which is tamely ramified along D is a quotient of a (tamely ramified) covering of
the form
U ′ = U [T1, ..., Tr]/(Tn11 − f1, ..., Tnrr − fr), (17)
where the ni are natural numbers prime to p.
Proof. See [Sch02, Theorem 1.2] for the current formulation and [GR02, Exp. XIII, 5.3., Page 316] for the
proof.
Let us consider this lemma for yi,i+1 an intersection point in D0. Note that we have a natural morphism
OD0,yi,i+1 → OC0,xi,i+1 , (18)
giving rise to a morphism of completed rings
A := OˆD0,yi,i+1 → OˆC0,xi,i+1 . (19)
The ring A is strictly Henselian, so we can apply Lemma 6. We have
A ' R[[x, y]]/(uv − pi) (20)
by assumption, and we thus obtain that OˆD0,yi,i+1 → OˆC0,xi,i+1 is a quotient of a Kummer covering of the
form
A→ A[T1, T2]/(Tn11 − u, Tn22 − v) (21)
for ni coprime to p.
Proposition 2.
Ie =
n∏
i=0
Ixi . (22)
Proof. We already proved that Ie ⊂
∏n
i=0 Ixi , so we will now prove the other inclusion. Let us first show
that Ie = Ix1 . We first note that the natural morphism
C0/Ix1 → D0 (23)
is étale at the image of x0,1. Indeed, if it were ramified, then it would be ramified in codimension one by
purity of the branch locus. But it is already unramified at the image of both x0 and x1 (the first by the
assumption on disjointly branched morphisms and the second by [BH17, Proposition 3.7]), so we see that
this is impossible.
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We would now like to show that C0/Ix0,1 → D0 is unramified at the image of x1. Suppose that it is
ramified. Since x0 is unramified, we see that the associated morphism of completions from Equation 21 is
of the form
A[T ]/(Tn − v), (24)
where v is a uniformizer for the local ring at y1. But then a simple calculation shows that the length of the
corresponding ring in C′0/Ix0,1 would be strictly smaller. This contradicts the fact that C′0/Ix0,1 = C′0/Ix′0,1
is étale at the image of x′0,1. We thus conclude that Ie = Ix1 .
We will now prove by rising induction that Ie =
∏j
i=1 Ixi for every j ≤ n. The case with j = 1 was just
treated. So assume that Ie =
∏j−1
i=1 Ixi . Consider the morphism
C0/
j−1∏
i=1
Ixi → C0/
j∏
i=1
Ixi . (25)
Using the same reasoning as before, we see that C0/
∏j−1
i=1 Ixi → D0 is étale at the image of xj−1,j . The
corresponding completed local ring in C0/
∏j−1
i=1 Ixi is thus regular. Using Equation 21, we see that the
corresponding covering again must be of the form
A[T ]/(Tn − v). (26)
Indeed, C0/
∏j−1
i=1 Ixi → C0/
∏j
i=1 Ixi is unramified at the image of xj−1, so there is no other option. But
then the corresponding length again decreases and we obtain another contradiction as in the j = 1 case. By
induction, we then conclude that Ie =
∏n
i=0 Ixi .
We now set out to prove a formula for the inertia group Ix in terms of the Ixi . In the proof of Proposition
2, we already saw that Ix = Ix1 . In general, the other inertia groups will be smaller. We first have the
following
Lemma 7. Let x be an intersection point in C, y its image in D and let Ix be the corresponding inertia
group. Then Ix is cyclic.
Proof. This follows from Ix = Ix1 and the fact that Ix1 is cyclic (which is a result on tame Galois coverings
of discrete valuation rings). For another proof, we note that
Ix = Ix˜, (27)
where x˜ is the intersection point, considered as an element of a component Γ′ ⊂ Cs and the inertia group
is an inertia group for the induced Galois covering Γ′ → Γ. This equality follows from [BH17, Proposition
3.9]. Since the local ring for x˜ in Γ′ is a discrete valuation ring, we again obtain that the inertia group is
cyclic.
We now consider the cyclic abelian extension
C0 → C0/Ie. (28)
We note that C0/Ie is again regular at the image of the chain induced by e. We now have
Theorem 1. Let Ixi be as above. Then
|Ixi | =
|Ie|
gcd(i, |Ie|) . (29)
In particular, for i such that gcd(i, |Ie|) = 1, we have that
Ixi = Ie. (30)
Proof. The corresponding extension of function fields for C0 → C0/Ie is cyclic abelian, so we find by Kummer
theory that it is given by an extension of the form
zn = f (31)
for some f ∈ K(C0/Ie). Since C0 → C0/Ie is unramified at x0, we can assume that vx˜0(f) = 0. Here x˜0 is
the image of x0 in C0/Ie. Let x˜ be the image of x in C/Ie. By [Hel17, Corollary 5.1], we now find that
vxi(f) = Slx˜(ψ)) · i, (32)
where ψ is the Laplacian of f and Slx˜(ψ) is the slope of ψ along x˜ in C/Ie. Since x˜ is completely ramified in
this extension, we find that gcd(Slx˜(ψ), n) = 1. A simple calculation (using Newton polygons for instance,
see [BH17, Proposition 4.1]) now shows that the order of the inertia group is as stated in the Theorem.
7
3.2 The decomposition group of a vertex
Let φ : C −→ D be a disjointly branched Galois morphism, with Galois group G. Let Γ′ be any irreducible
component in the special fiber of C and let Γ be its image in D.
Theorem 2. Suppose that the genus of Γ is zero. Then
DΓ′ =
∏
P∈Γ′(k)
IP . (33)
Proof. Let y′ be the generic point of Γ′. We factorize the morphism φ : C −→ D into C −→ C/DΓ′ −→ D.
Note that last morphism is "Nisnevich" at the image of y. That is, it is étale and the induced map of residue
fields is an isomorphism. In fact, K(C/DΓ′) is the largest among all such fields. Since the map on the residue
fields is an isomorphism, we don’t have any ramification and as such we find that DΓ′ ⊃
∏
P∈Γ′(k) IP . Note
that this didn’t use the condition on the genus of Γ.
The induced morphism C/∏P∈Γ′(k) IP −→ C/DΓ′ is unramified above every point in the image of
Γ′ in C/DΓ′ . But this component has the same function field as Γ, which has genus zero. Since genus
zero curves have no unramified coverings (by the Riemann-Hurwitz formula for instance), we find that
DΓ′ =
∏
P∈Γ′(k) IP , as desired.
Remark 3.1. Note that the condition on the genus of Γ is indeed necessary. Take an elliptic curve E with
good reduction over K and a corresponding model E with good reduction over R. Now take any unramified
Galois covering of E (which is in fact abelian, but we won’t be needing this) with Galois group G . Then
the corresponding curve E′ again has genus 1 and the corresponding intersection graph consists of only one
vertex with weight 1. We therefore see that DΓ′ = G, even though IP = (1) for every P .
4 Covering data for S3-coverings
In this section we specialize to a 3 : 1 covering C −→ P1 that is not Galois. In other words, the Galois
closure has degree six over K(P1). We will give the covering data in two ways, where the first one uses
the results from Section 3 and the second one the Laplacian on the intersection graph corresponding to the
quadratic subfield K(D). Both of these methods rely on a normalization result for S3-coverings of discrete
valuation rings.
4.1 Tame S3-coverings of discrete valuation rings
Let R be a discrete valuation ring with quotient field K, residue field k, uniformizer pi and valuation v.
Note that the residue field k is not assumed to be algebraically closed for this section, since we’ll be using
the results here for valuations corresponding to components in the special fiber of a semistable model. We
will denote the maximal ideal (pi) in R by p. We will assume that char(K) = 0, char(k) > 3 . Furthermore,
we will assume that K contains a primitive third root of unity ζ3 and a primitive fourth root of unity ζ4.
The fourth root of unity is used to remove a minus sign in the formula for the discriminant (see Appendix
A), which is strictly speaking not necessary, but it makes the formulas somewhat nicer. The third root of
unity will allow us to use Kummer theory for abelian coverings of degree 3.
Let L be a degree 3 extension of K such that L/K has Galois group S3. This is equivalent to the
discriminant of L/K not being a square in K. After a translation, L is given by an equation of the form
z3 + p · z + q = 0, (34)
where p, q ∈ K. Let B be the normalization of R in L and let q be any prime lying above p. We would now
like to know the inertia group of q. We will content ourselves with knowing |Iq|, which suffices for practical
purposes.
Let us state the relevant results here and defer the actual proofs and computations to Appendix A.2.
Proposition 3. 1. Suppose that 3v(p) > 2v(q). Then
|Iq| = 3 ⇐⇒ 3 - v(q),
|Iq| = 1 ⇐⇒ 3 | v(q).
2. Suppose that 3v(p) < 2v(q). Then
|Iq| = 2 ⇐⇒ 2 - v(p),
|Iq| = 1 ⇐⇒ 2 | v(p).
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3. Suppose that 3v(p) = 2v(q). Then
|Iq| = 2 ⇐⇒ 2 - v(∆),
|Iq| = 1 ⇐⇒ 2 | v(∆).
Proof. See Appendix A.2.
4.2 Covering data using continuity of inertia groups
In this section, we give the covering data for the morphism of intersection graphs Σ(C)→ Σ(DS) associated
to a disjointly branched morphism C → DS for the S3-covering φ : C → P1. Here S is a subset of P1(K) that
contains the branch locus of φ. Before we give the covering data, we will first give an explicit S ⊂ P1(K)
that contains the branch locus, giving rise to a separating model DS as explained in Appendix B. After
that, we will use Proposition 3 and Theorem 1 to give the covering data. That is, we will give |Dx|, where
x corresponds to an edge or vertex in Σ(C).
For any z ∈ P1, let vz be the corresponding valuation of the function field K(x). Consider the set
S := Supp(p, q,∆) ⊂ P1. In terms of valuations, we then find that z ∈ S if and only vz is nontrivial on
p, q or ∆. From now on, we assume that S ⊂ P1(K) (otherwise, we take a finite extension K ′ of K and set
K := K ′). Let Bφ be the branch locus of the morphism φ : C → P1. We then have
Lemma 8.
Bφ ⊆ S. (35)
Proof. This follows from Proposition 3 and the characterization of S in terms of valuations given before the
lemma.
For S = Supp(p, q,∆), we now take a model DS of P1 such that the closure of S in DS consists of disjoint
smooth sections over R. See Appendix B for the construction of DS and its corresponding intersection
graph (which is also known as the tropical separating tree). Note that the morphism C0 → DS obtained by
normalizing might not be disjointly branched, as the generic points of components in the special fiber of
DS can ramify. By Proposition 3, we see that as soon as we know the valuations vΓ(p), vΓ(q), vΓ(∆) for a
component Γ, we know what tamely ramified extension we have to take to make this morphism disjointly
branched. We then obtain a disjointly branched morphism C → D′S , where D′S = DS × Spec(R′) for R′ a
discrete valuation ring in K ′ dominating R.
We now take a regular subdivision D′′S of D′S in any edge e and obtain a subdivision of the intersection
graph Σ(D′S). As before, we note that the corresponding normalization of this model D′′S in K(C) can then
be vertically ramified over D′′S . The good news here is that the inertia groups of the new components are
directly related to the inertia group of the original edge e by Theorem 1. We thus see by Proposition 3
that if we know the set vΓ(p), vΓ(q), vΓ(∆) for any component in any subdivision of our original intersection
graph, then we know the inertia group of the original edge.
We can find these valuations vΓ(p), vΓ(q), vΓ(∆) directly using the Laplacian operator from Section 2.2.
This is the content of the next theorem.
Theorem 3. Let f ∈ K(D), where D is assumed to be regular. Let ρ(divη(f)) be the induced principal
divisor of f on the intersection graph G of D. Write
∆(φ) = ρ(div(f))
for some φ : ZV −→ Z, where ∆ is the Laplacian operator. Choose φ such that φ(Γ) = 0. Then the unique
vertical divisor corresponding to divη(f) with VfΓ(Γ) = 0 is given by
VfΓ =
∑
i
φ(Γi) · Γi. (36)
Proof. See [Hel17, Theorem 5.2].
Remark 4.1. The valuation of f at a component Γ is exactly the coefficient in the vertical divisor cor-
responding to div(f). We thus see that the above theorem gives the valuation, as soon as we know the
valuation of f at a single component. For K(D) = K(x), this is quite easy: we take the valuation vΓ0
corresponding to the prime ideal p = (pi) ⊂ R[x]. To be explicit, we write f = pikg (with g /∈ p) and find
vΓ0(f) = k. In other words, this valuation just measures the power of pi in f .
Remark 4.2. If we take any base change of the form K ⊂ K(pi1/n), then the corresponding Laplacians for
p, q and ∆ are scaled by a factor n (at least, if we normalize our valuation such that v(pi1/n) = 1).
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We now summarize the above method for finding the covering data for a disjointly branched S3-covering
C → DS corresponding to the S3-covering C → P1.
Algorithm for the covering data using continuity of inertia groups
1. Construct the tropical separating tree for the set S = Supp(p, q,∆) ⊂ P1(K).
2. For every root (and pole) α of p, q and ∆, determine vα(p), vα(q) and vα(∆).
3. Find vΓ0(p), vΓ0(q) and vΓ0(∆), as explained in Remark 4.1.
4. Determine the corresponding Laplacians of p, q and ∆.
5. Use Theorems 1, 2 and Proposition 3 to determine the covering data.
Example 4.1. Let C be the curve given by the equation
f(z) = z3 + p · z + q = 0 (37)
for p = x3 and q = x3 + pi3. That is, we consider the field extension
K(x) ⊂ K(x)[z]/(f(z)) (38)
and let C −→ P1 be the corresponding morphism of smooth curves. Let us find the divisors of p, q and
∆ = 4p3 + 27q2 = 4x9 + 27(x3 + pi3)2.
Figure 1: The tropical separating tree in Example 4.1.
Let
P0 = (0),
Pi = (−ζi3 · pi),
for i ∈ {1, 2, 3} and ζ3 a primitive third root of unity. Then (p) = 3P0−3(∞) and (q) = P1 +P2 +P3−3(∞).
We now take the tropical separating tree with five vertices, marked as in Figure 1.
We then have the following tropical divisors:
ρ((p)) = 3Γ0 − 3Γ′0, (39)
ρ((q)) = Γ1 + Γ2 + Γ3 − 3Γ′0. (40)
We quickly see that p and q contain no factors of pi, so vΓ′0(p) = vΓ′0(q) = 0. The Laplacians are then given
by Figure 2. Note that the Laplacian φp is the same on every segment ei := ΓiΓ0 and likewise for φq. We
see that φp has slope zero on the ei and slope 3 on Γ0Γ′0. Furthermore, we see that φq has slope 1 on every
ei and slope 3 on Γ0Γ′0.
For every vertex, we then have 3vΓ(p) > 2vΓ(q), so we are in Case (I) of Theorem 3. We then see that
Γ0 and Γ′0 are unramified and every Γi is ramified of order 3. So we first take the tamely ramified extension
of order three: K ⊂ K(pi1/3). If we now take a regular model after the base change, the Laplacians of
both p and q will be scaled by a factor three (if we assume that our new valuation is normalized such that
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(a) The Laplacian φp of p. (b) The Laplacian φq of q.
Figure 2: The Laplacians for Example 4.1.
Figure 3: The intersection graph of the Galois closure in Example 4.1.
v(pi1/3) = 1). Furthermore, for this regular model we see that every edge gives rise to two new components.
By Theorem 1, we have that the inertia groups of the new components on the subdivisions in fact give the
inertia groups of the original edges.
Let us illustrate this in more detail. For instance, if we take the edge ei, then after taking the base
change we obtain four components: Γi, vi,1, vi,2 and Γ0, where vi,1 and vi,2 are new. We then find that the
new Laplacian φ˜q has
φ˜q(Γ0) = 9,
φ˜q(vi,2) = 10,
φ˜q(vi,1) = 11,
φ˜q(Γi) = 12.
Again, using Theorem 3, we find that |Ivi,2 | = 3. By Theorem 1, we see that |Iei | = 3. In other words,
there are two edges lying above every ei. For e0 = Γ0Γ′0, using the same procedure as before, we see that
there are six edges lying above e0. Using Theorem 2, we see that there are two vertices lying above Γ0.
One then quickly finds that there is only one covering graph Σ(C) satisfying these conditions. It is given by
Figure 3.
We note that the genera of Γ0,1, Γ0,2 and Γ′0,1 are one, whereas the genera of the other components are
zero. This can be found using the Riemann-Hurwitz formula.
Taking the quotient under the subgroup of order two corresponding to the curve C, we then obtain the
intersection graph of C. It is given in Figure 4. Note that the component labeled by Γ˜0 has genus 1, whereas
Γ˜′0 has genus 0. The other three components don’t contribute to the Berkovich skeleton. The entire Galois
lattice, including all the intermediate intersection graphs but excluding the leaves, can now be found in
Figure 5.
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Figure 4: The intersection graph of the quotient under the subgroup of order two in Example 4.1.
Figure 5: The full Galois lattice of intersection graphs in Example 4.1. The leaves are omitted.
Using a different technique, the same result was obtained in [Hel17, Example 8.2]. In fact, Section 4.3
will highlight the technique used there.
4.3 Covering data using the quadratic subfield
The degree three covering φ : C −→ P1 can be represented on the level of function fields as
z3 + p · z + q = 0, (41)
where p and q are polynomials over K. By our initial assumption on φ, we find that the Galois closure
contains a quadratic subfield K(D), corresponding to a smooth curve D. On the level of function fields,
this is given as
K(x) ⊂ K(x)[y]/(y2 −∆), (42)
where ∆ = 4p3 + 27q2.
The corresponding degree three morphism C → D can then be represented by
K(D) ⊂ K(D)[w]/(w3 − (y −
√
27q)). (43)
We thus see that the field extension K(C) ⊃ K(P1) has been subdivided into two abelian parts: K(C) ⊃
K(D) of degree 3 and K(D) ⊃ K(P1) of degree 2. See Appendix A for some background material regarding
these equations.
Consider a model DS of P1 such that the closure of S := Supp(p, q,∆) is separated in DS . We find by
Lemma 8 that the branch locus of φ is contained in S. Over some finite extension K ′ ⊃ K, we thus obtain
disjointly branched morphisms C → D → DS such that the base change to the generic fiber is C → D → P1.
We won’t worry about this finite extension in this section and just take K := K ′. We first calculate the
intersection graph of the intermediate model D. The covering D → P1 is hyperelliptic, so the techniques of
[BH17] and [Hel17] are directly applicable. We note that this step does not require any twisting data, since
we are dealing with an abelian covering of a tree.
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We now consider the divisor of the function y −√27q ∈ K(D). This can be given explicitly in terms of
the zero divisors of p, q and ∆. Since calculating divisors is a matter of normalizing, the reader will probably
not be surprised that there are again three cases. The result is as follows, where we again defer the proof
to Appendix A.2.
Proposition 4. Let y − √27q ∈ K(D) be as above. Let z ∈ P1(K) and denote by vz the corresponding
valuation of K(x).
1. Suppose that 3vz(p) > 2vz(q). There are then two points Q1 and Q2 lying above P in D. We then
have
vQ1(y −
√
27q) = 3vz(p)− vz(q),
vQ2(y −
√
27q) = vz(q).
2. Suppose that 3vz(p) < 2vz(q). If 2|vz(p), then there are two points Q1 and Q2 lying above P in D.
We have
vQi(y −
√
27q) = 3vz(p)/2. (44)
If 2 - vz(p), then there is only one point Q in D lying above P . We then have
vQ(y −
√
27q) = 3vz(p). (45)
3. Suppose that 3vz(p) = 2vz(q). If 2|vP (∆), then there are two points Q1 and Q2 lying above P . We
have
vQi(y −
√
27q) = vz(q). (46)
If 2 - vz(∆), then there is only one point Q lying above P . We have
vQ(y −
√
27q) = 2vz(q). (47)
Proof. See Appendix A.2.
By calculating the reduction of every Qi in D, one then obtains the tropical divisor ρ(div(y −
√
27q)).
This is a principal divisor in Div0(Σ(D)), so we can write
∆(φ) = ρ(div(y −
√
27q)) (48)
for some φ inM(Σ(D)). The covering data for an edge e ∈ Σ(D) is then obtained as follows:
Proposition 5. Let Σ(D) be the intersection graph of D and let φ be such that
∆(φ) = ρ(div(y −
√
27q)). (49)
Let e be an edge in Σ(D) and let δe(φ) be the absolute value of the slope of φ along e. Then the following
hold:
1. There are three edges above e if and only if 3|δe(φ).
2. There is one edge above e if and only if 3 - δe(φ).
Furthermore, there are three vertices above a vertex v with corresponding component Γ if and only if the
reduction of (y −√27q)Γ is a cube.
Proof. The statements regarding the splitting behavior of the edge are recorded in [Hel17, Proposition 5.7]
and [BH17, Proposition 4.1]. The statement about the vertices is Lemma 9.
We now summarize the above method for finding the covering data for a tame S3-covering C → DP1
using the quadratic subfield K(D).
Algorithm for the covering data using the quadratic subfield
1. Construct the tropical separating tree corresponding to S = Supp(p, q,∆).
2. Calculate the intersection graph Σ(D) using the disjointly branched morphism D → DP1,S .
3. Calculate the Laplacian of y −√27q on Σ(D) using Proposition 4.
13
4. Calculate the covering data for the edges using Proposition 5.
5. If div(fΓ) ≡ 0 mod 3, determine if it is a cube in k(Γ). (This requires additional computations on
the residue fields of the components of Ds, these are given in Appendix C)
6. If fΓ is a cube, there are three components lying above Γ. Otherwise, there is only one component
lying above Γ.
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5 Twisting data
In this section, we will give additional twisting data for the degree three abelian covering C → D that
completely determines the intersection graph Σ(C) in terms of Σ(D). This twisting data is necessary in the
sense that there might be multiple covering graphs for a certain set of covering data. See Figure 6 for an
example of two different S3-coverings with the same covering data.
Figure 6: Two different S3-coverings with the same covering data.
For abelian covers of the projective line there is no need for this additional data (because every such
covering corresponds to a 2-cocycle on a tree, which is therefore trivial), so this can be seen as a natural
first example of the phenomenon.
To make everything as explicit as possible, we have added a section containing algebraic representations
of the components in Σ(D) in Appendix C. Given these representations, the problem is reduced to finding
a cube root of the reduced form (y −√27q)Γ in the function field k(Γ) of every component Γ ⊂ Ds.
5.1 Reconstructing Σ(C)
Let C → D → DS be disjointly branched morphisms associated to the morphisms C → D → P1, as in
Section 4.3. Consider a vertex v in Σ(D) with corresponding component Γ ⊂ Ds. Let v′ be any vertex in C
lying above v and let Γ′ be its corresponding component. If Dv′/v = Z/3Z, then there are no options for
the edges lying above v: they are connected to v′. We now remove these "ramified parts" of Σ(D) and then
consider the local étale equations.
Definition 5.1. Let Σ(C)→ Σ(D) be the degree three abelian morphism of intersection graphs coming from
a disjointly branched morphism φ. Let U(Σ(D)) ⊂ Σ(D) be the (possibly disconnected and incomplete)
subgraph of Σ(D), consisting of all edges and vertices that have trivial decomposition groups. We call this
graph the unramified part of Σ(D).
Let v be a vertex in U(Σ(D)) with corresponding component Γ = Γ1. The abelian covering is given on
the level of function fields as
K(D)→ K(D)[w]/(w3 − f), (50)
where f := y −√27q. We now consider the Γ-modified form of f . That is, we set k = vΓ(f) and consider
fΓ =
f
pik
, (51)
so that vΓ(fΓ) = 0. This means that we can now safely consider the image of fΓ in the function field k(Γ).
We then have
Lemma 9.
fΓ = h3v (52)
for some hv ∈ k(Γ). In particular, the components lying above Γ are given by the prime ideals
qi = p + (w − ζihv), (53)
where ζ is a primitive third root of unity and i ∈ {0, 1, 2}.
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Proof. Since there are three vertices lying above v, we know that
div(fΓ) = 3D (54)
for some divisor D. Indeed, otherwise the extension z3 = fΓ would be ramified at some point and thus
there would only be one component lying above it. Suppose now that D is not a principal divisor. Then
D is a three-torsion point in Pic0(Γ). The corresponding extension would then give a connected unramified
covering of Γ, which contradicts the fact that there are three vertices lying above v. This finishes the
proof.
To construct the twisting data, we first gather some standard facts about ordinary double points of
length one that are probably familiar to the reader. Let P ∈ D be an intersection point and let A := OD,P .
We write p1 and p2 for the generic points of the components passing through P . Since P is an ordinary
double point with length one, we find that
Aˆ = OˆD,P ' R[[x, y]]/(xy − pi). (55)
We have the following
Lemma 10. Let A be as above. Then
1. A is a unique factorization domain.
2. There exist x1 and y1 in A such that vp1(x1) = 0, vp2(x1) = 1, vp1(y1) = 1 and vp2(y1) = 0 and
x1y1 = pi.
3. Every element f ∈ K(D) can be written uniquely as
f = xi1 · yj1 · u, (56)
where (i, j) ∈ Z2 and u ∈ A∗.
Proof. We have that Aˆ is a unique factorization domain, so by [Sam61, Lemma 1.2] we find that A is a
unique factorization domain1.
By the approximation theorem for valuations ([Liu06, Chapter 9, Lemma 1.9]), we can find an element
x1 ∈ K(D) such that vp1(x1) = 0 and vp2(x1) = 1. Since a normal domain is the intersection of its
localizations, we find that x1 ∈ A. The special fiber of D is reduced, so we find that vpi(pi) = 1 for both i.
Now consider the element y1 :=
pi
x1
. We find that vp1(y1) = 1 and vp2(y1) = 0 and thus y1 ∈ A. The unique
factorization as stated in the Lemma now directly follows.
We now return to our element f = y − √27q and its corresponding normalized form fΓ, where we we
take Γ = {p1}. As before, we focus on an intersection point P that corresponds to an edge e ∈ Uφ(Σ(D)).
We have that vp1(fΓ) = 0, so that we can write fΓ = xi1f ′ for some f ′. In fact, by the Poincaré-Lelong
formula (See [Hel17, Corollary 5.1] or [BPR14, Theorem 5.15.5]), we must have i = 3n. We now consider
the element f ′. We then have f ′ ∈ A. In fact, we see that vpi(f ′) = 0 for both i, so by Lemma 10, we find
that f ′ ∈ A∗.
We now consider the equation on the generic fiber w3 = f . We assume that the extension is already
unramified above Γ, so that vp1(f) is divisible by 3. We can then normalize this equation to obtain
w′3 = fΓ. (57)
We now consider the element w′′ =
w′
xn1
in the function field of K(C).
Corollary 5.1. The algebra A[w′′] is finite étale over A = OD,P .
Proof. We have w′′3 = f ′, so it is finite. It is standard étale by f ′ ∈ A∗, and thus also étale.
1One could also reason as follows. The ring Aˆ is regular, so A is regular. A famous result by Auslander and Buchbaum
then says that any regular local ring is a unique factorization domain. The lemma cited above is far easier to prove however,
only needing Nakayama’s Lemma and the Mittag-Leffler condition.
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By Lemma 9, we can now factorize fΓ and even f ′ as a cube in k(Γ1) and k(Γ2). To avoid confusion,
we will write red(f ′, pi) for the image of f ′ in Frac(A/pi) = k(pi). We then have
red(f ′, p1) = g13,
red(f ′, p2) = g23.
Note that we can evaluate both g1 and g2 at the point P . The components lying above Γ1 and Γ2 are now
given by the prime ideals
q1,i = p1 + (w
′′ − ζig1),
q2,i = p2 + (w
′′ − ζig2).
We denote the corresponding components by Γ1,i and Γ2,i for i ∈ {0, 1, 2}. Now consider the component
Γ1,i labeled by w′′ = g1. Evaluating f ′ at P , we obtain
g1(P )
3 = g2(P )
3. (58)
In other words, there exists a j ∈ {0, 1, 2} such that g1(P ) = ζjg2(P ). This implies that Γ1,0 is connected
to Γ2,i and by the cyclic Z/3Z-action, this also determines the rest of the edges. We now give a summary
of the procedure:
[Procedure for linking components]
1. Consider the component labeled by w′′ = g1 lying above Γ1.
2. There exists an j such that
g1(P ) = ζ
j · g2(P ). (59)
3. Connect the vertex labeled by w′′ = g1 to the vertex labeled by w = ζjg2.
4. The other vertices and connecting edges lying above Γ1 are now completely determined by the cyclic
Z/3Z-action.
By considering these functions g1,P for various intersection points P , we now obtain a 2-cocycle on the
intersection graph as follows: we define
α(e1, e2) =
g1,P1(P1)
g1,P2(P2)
, (60)
where Pi is the intersection point corresponding to the edge ei. This can be seen as a generalization of the
usual 2-cocycle one obtains when studying the Picard group of a reduced (possibly reducible) curve with
ordinary singularities over a field k.
Example 5.1. [3-torsion on an elliptic curve] Let us take p = α · x and q = 1√
27
(ax+ b), where
a =
pi − 3
2
,
b =
pi − 1
2
,
α3 = 1/4.
The curve we are interested in is then given by
z3 + pz + q = 0.
Note that this curve has genus 0, so we already know the minimal skeleton. Nonetheless, we will run the
algorithm to show that there are some interesting features.
The 3 : 1 covering given by (z, x) 7−→ x has discriminant
∆ = 4p3 + 27q2 = x3 + (ax+ b)2.
The intermediate curve given by
D : y2 = ∆
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has genus 1, with a 3-torsion point P = (0, b). (2) That is, we have
div(y − (ax+ b)) = 3P − 3 · ∞.
We then easily see that D has split multiplicative reduction and that P doesn’t reduce to the singular point.
In other words, P defines a 3-torsion point in the toric part of the Jacobian of D.
Figure 7: The intersection graph of the Galois closure in Example 5.1.
Figure 8: The intersection graph of the quotient of the Galois closure under a subgroup of order two in
Example 5.1.
At any rate, after a transformation x 7−→ x+ 1 we obtain the equation
y2 = (x− 1)3 + (a(x− 1) + b)2 = x3 + x2(a2 − 3) + pix.
Let y′ =
y
x
. Taking the model defined by
xt = pi,
we obtain the equation
y′2 = x+ a2 − 3 + t. (61)
We thus see that we have an intersection graph with two vertices and two edges, giving the multiplicative
reduction. For t = 0, we know that there exists a function g such that g3 = y −√27q. We will find this
function now.
Plugging in t = 0 in Equation 61, we obtain
y′2 = x− 3/4.
We thus see that y′ parametrizes the corresponding projective line. We write (without the reduction bar
for t = 0):
y −
√
27q = xy′ + 3x/2− 1 = (y′2 + 3/4)y′ + 3/2(y′2 + 3/4)− 1 = (y′ + 1/2)3.
2The way we created this example is as follows. We took the family with p(x) = x and q(x) = ax+ b linear and we imposed
two conditions: that x = −1 be a zero of ∆ and that ∆′(−1) = 0 (the derivative with respect to x). This then implies that
the singular point is different from the 3-torsion point. This can also be used to create examples of higher genus.
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Thus g = y′ + 1/2 solves the corresponding problem. We have
g(x0) = −ζ,
g(x1) = −ζ2,
where ζ is a primitive third root of unity and x0 and x1 are the intersection points. The covering graph is
now given by Figure 7 and the quotient graph under a subgroup of order two by Figure 8. Note that all
components in these figures have genus zero.
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6 The algorithm
In this section, we assemble the pieces from the previous sections into an algorithm for calculating the
Berkovich skeleton of a curve with a degree three covering to the projective line. There are actually two
algorithms for the covering data, so the reader can choose whichever method he prefers. The author is
under the impression that the method presented in Section 4.2 (using inertia groups) is faster than the
one in Section 4.3 (using the quadratic subfield), since it doesn’t require any Laplacian computations on
nontrivial graphs.
Algorithm 6.1. [The Berkovich skeleton of a curve with a degree three covering to the projective line]
Input: p, q ∈ K[x].
1. Let C be given by the equation z3 + pz + q = 0. If the equation is reducible, then the covering does
not have degree three.
2. If ∆ = 4p3 + 27q2 ∈ K, then C → P1 is superelliptic over a quadratic extension (namely K(√∆)) of
K. Use the techniques in [BH17] to determine the Berkovich skeleton. Otherwise, the Galois closure
C is geometrically irreducible. It is described by the equation w6 + 2
√
27qw3 − 4p3 = 0.
3. Construct the tropical separating tree Σ(DS) for the semistable model DS as described in Appendix
B. Here S = Supp(p, q,∆).
4. Determine the covering data for C → P1 using Section 4.2 or 4.3.
5. Determine the twisting data using Section 5 and use this to determine the intersection graph of C.
6. Calculate the genera of the vertices in Σ(C) using the Riemann-Hurwitz formula.
7. Take the quotient of Σ(C) under the subgroup of order two corresponding to C by Galois theory. The
resulting graph is the intersection graph of C.
8. Calculate the genera of the vertices in Σ(C) using the Riemann-Hurwitz formula.
9. Calculate the lengths of the edges in Σ(C) using Equation 11.
10. Contract any "leaves" to obtain the graph Σ′(C).
Output: The Berkovich skeleton Σ′(C).
Proof. (Correctness of the algorithm) For the covering data and the twisting data, we refer the reader to
Sections 4 and 5. The fact that the quotient graph is equal to the intersection graph of the quotient is
[Hel17, Lemma 7, page 16]. Contracting any leaves then automatically yields the Berkovich skeleton.
Remark 6.1. Let us point out a particular application of the algorithm. Let C be any curve of genus
three. If C is hyperelliptic, then the Berkovich skeleton can be quite easily found, see [BH17, Algorithm
4.2]. If C is not hyperelliptic, then the canonical embedding embeds C as a quartic in P2 and after a finite
extension, C contains a rational point. Projecting down onto this point then gives a 3 : 1 cover φ onto the
projective line. This means that φ is generically given by (x, z) 7→ x, with z3 + pz + q = 0 for some p and
q. We can then use the algorithm to find the Berkovich skeleton of C.
7 Semistability of elliptic curves using a degree three covering
As an application of the methods presented in the previous sections, we reprove the criterion:
”v(j) < 0 if and only if E has split multiplicative reduction over an extension of K”. (62)
Here j is the j-invariant of E. Note that E having multiplicative reduction over an extension of K is
equivalent to E admitting a semistable model E over R′ such that the intersection graph has Betti number
one. We will use the latter in this section.
Let us take an elliptic curve E/K. Over an extension K ′ of K, one can then find an equation of the
form
x3 +Ax+B + y2 = 0 (63)
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for some A and B in K ′. Just as in [Sil09], we can assume that v(A), v(B) ≥ 0. In fact, we can assume
that the equation has been scaled such that either v(A) = 0 or v(B) = 0, which again often requires a finite
extension. We will assume that all these extensions have been made and the resulting field will be denoted
by K. To prove semistability of the curve, one usually considers the 2 : 1 covering given by
φ(x, y) = x
and then uses the branch points to explicitly create the semistable model. We will make life hard for us
now and consider a different covering:
φ(x, y) = y.
This gives a degree three morphism E −→ P1 with corresponding extension of function fields K(y) ⊂ K(E).
We will use the quadratic subfield of the Galois closure and the corresponding technique described in Section
4.3. The twisting data studied in Section 5 will not be needed, as we will see that the covering data obtained
here determines the covering graph uniquely.
We note that the curve in Equation 63 is in our normal form with p = A and q = B+y2. For psychological
reasons, the author chose to revert the minus sign coming from the usual Weierstrass equation (given by
x3 +Ax+B − y2 = 0) to a plus sign.
Consider the K(A,B)[y]-algebra K(A,B)[y][x]/(x3 +Ax+B + y2). We first calculate the discriminant
of this algebra. It is given by
∆ = 4A3 + 27(B + y2)2.
We would like to determine whether this is a square or not. To that end, we calculate the discriminant of
∆′(y1) = 4A3 + 27(B + y1)2
and see that
∆(∆′(y1)) = (2 · 27 ·B)2 − 4 · (27) · (27B2 + 4A3) = −(4 · 27)2 ·A3.
Here y1 = y2. We therefore see that the discriminant ∆ is a square if and only if either A = 0 or y = 0 is
a zero of ∆. In the latter case we see directly that we must have 4A3 + 27B2 = 0, which contradicts the
assumption that E is nonsingular. The case A = 0 is a separate case, where one can easily see that E has
potential good reduction.
So let us assume that A 6= 0. Then the discriminant is not a square and we obtain a bonafide extension
of degree two given by
z2 = 4A3 + 27(B + y2)2.
This is again a curve of genus 1, which we denote by E′. We would like to know the reduction type of this
curve. We will do this in terms of the discriminant ∆(E) = 4A3 + 27B2. Note that the E’s equation has
been scaled such that either v(A) = 0 or v(B) = 0.
We now consider the following possible scenarios for A,B and ∆(E):
1. v(A) = v(B) = 0 and v(∆(E)) > 0.
2. v(A) = 0, v(B) ≥ 0 and v(∆(E)) = 0.
3. v(A) > 0, v(B) = 0 and v(∆(E)) = 0.
Lemma 11. Every elliptic curve E/K belongs to exactly one of the three cases described above.
Proof. Let E be given as in Equation 63. If v(A) > 0, then by assumption we must have v(B) = 0 and thus
v(∆) = 0. This means that we are in Case 3. Suppose that v(A) = 0. If v(B) > 0, then v(∆) = 0 and we
are in Case 2. If v(B) = 0, then there are two possibilities: either v(∆) > 0 or v(∆) = 0. These are cases
1 and 2 respectively. It is now clear from the nature of these cases that they are mutually exclusive. This
finishes the proof.
Theorem 4. Let E be the Galois closure of the morphism φ. For every type of {v(A), v(B), v(∆)} as
described above, there exists a disjointly branched morphism E → DP1 giving the following intersection
graphs:
1. Suppose that v(A) = v(B) = 0 and v(∆(E)) > 0. Then E′ has multiplicative reduction with intersec-
tion graph Σ(E ′) consisting of two components intersecting in two points. Σ(E) consists of 3 copies of
Σ(E ′) meeting in one vertex and E has multiplicative reduction. The corresponding intersection graph
Σ(E) consists of three vertices, connected as in Figure 9.
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2. Suppose that v(A) = 0, v(B) ≥ 0 and v(∆(E)) = 0. Then all curves involved are nonsingular and the
corresponding models have the trivial intersection graph.
3. Suppose that v(A) > 0, v(B) = 0 and v(∆(E)) = 0. Then E′ has multiplicative reduction with
intersection graph Σ(E ′) consisting of two components intersecting in two points. Σ(E) consists of
two elliptic curves meeting twice. E has good reduction, with intersection graph Σ(E) as described in
Figure 11.
Proof. We subdivide the proof into three parts, according to the cases given in the statement of the propo-
sition.
1. We write
z2 = 4A3 + 27B2 + 2 · 27By2 + 27y4 = ∆(E) + 2 · 27By2 + 27y4 = ∆.
We label the roots of ∆ by αi for i ∈ {1, 2, 3, 4}. Since v(A) = v(B) = 0 and v(∆(E)) > 0, we
find that two of the roots of ∆ coincide. Let them be α1 and α2. A Newton polygon computation
then shows that v(α1) = v(α2) = v(∆)/2. We therefore construct a tropical separating tree Σ(DS)
with two vertices and one edge, which has length v(∆)/2. The reduction graph of E′ is then as
shown in Figure 9 (which contains some spoilers regarding the final product). Indeed, the Laplacian
of ∆(E) + 2 · 27By2 + 27y4 has slope ±2 on e, so we obtain two edges. Furthermore, there is only one
vertex lying above each vertex of Σ(DS), since the roots of ∆ are branch points on these components.
We label these components by Γ1 and Γ2.
We now consider the degree three covering E → E′. We’ll use the formulas in Proposition 4. Let
f = z −√27q. We then easily see that
divη(f) = 2 · (∞1)− 2 · (∞2),
where the ∞i are the two points at infinity. These points both reduce to smooth points on Γ1. The
corresponding Laplacian is thus trivial on Σ(E′). Using Proposition 5, we see that there are three
edges lying above each of the two in Σ(E′).
We now turn to the vertices. The reduced divisor of f on Γ2 is trivial, so there are three vertices lying
above it. For Γ1, the covering is ramified and thus there is only vertex lying above it. By the Riemann-
Hurwitz formula, the covering vertex has genus zero. We thus directly see that the intersection graph
must be as in Figure 9. The corresponding quotient and the rest of the lattice is depicted there as well.
We see that the Betti number of the quotient is one, implying that E has multiplicative reduction.
Note that the length of the cycle in Σ(E) is the same as the length of the cycle in Σ(E ′) by inspecting
the corresponding inertia groups. From the construction of the tropical separating tree, we then find
that the cycle in Σ(E ′) has length v(∆)/2+v(∆)/2 = v(∆) = −v(j) and thus the cycle in Σ(E) has the
same length. This is another well-known feature of elliptic curves with split multiplicative reduction.
Figure 9: The Galois closure of graphs in Case I.
2. A quick calculation shows that all curves in sight are nonsingular. We thus obtain trivial graphs with
weights 1, 3, 1. Hence E has good reduction.
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Figure 10: The hyperelliptic covering in Case III.
3. Suppose that v(A) > 0, v(B) = 0 and v(∆(E)) = 0. (3)
We label the roots of ∆ by αi for i ∈ {1, 2, 3, 4}. We quickly find that the roots reduce to roots
of the equation y2 + B = 0. We have two roots (say α1 and α2) reducing to y =
√−B and two
other roots (α3 and α4) reducing to y = −
√−B. A Newton polygon calculation then shows that
v(α1 − α2) = 3v(A)/2 and v(α3 − α4) = 3v(A)/2. We therefore construct a tropical separating tree
with three vertices Γ0, Γ1 and Γ2 as in Figure 10. This figure also contains the corresponding degree
two covering of intersection graphs. Note that the edges Γ1Γ0 and Γ0Γ2 both have length 3v(A)/2.
Since the morphism of intersection graphs is étale above these edges, we find that the edges lying
above them also have length 3v(A)/2.
Figure 11: The Galois closure and its quotient in Case III.
Since Σ(D) has Betti number one, we see that E′ has multiplicative reduction. Note that there are
two points at infinity ∞i and that they reduce to different components: ∞1 7→ Γ0,+ and ∞2 7→ Γ0,−.
Let f = y −√27q. We now find that divη(f) = 2(∞1)− 2(∞2). The reduction of the divisor of f is
then given by
ρ(divη(f)) = 2(Γ1)− 2(Γ2).
We then find that the Laplacian corresponding to f has slope ±1 on every edge. It is not divisible by
three, so there is only edge lying above every edge, again by Proposition 5. The Galois closure can now
be found in Figure 11. The components Γ′′0,i both have genus one. Indeed, the morphisms Γ′′0,i → Γ′0,i
are ramified above the edges and ∞i, giving a total of three ramification points per component. The
Riemann-Hurwitz formula then gives the desired genus. We now see that the quotient consists of three
vertices, where the middle vertex has genus 1. In other words, E has good reduction.
Corollary 7.1. An elliptic curve E has split multiplicative reduction over an extension of K if and only if
v(j) < 0.
3The author has to confess that this feels like we’re using too much machinery, because we already know that E has good
reduction from the fact that the reduced discriminant is nonzero. Nonetheless, calculating the entire Galois closure shows some
interesting features.
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Proof. Every elliptic curve can be put in exactly one of the three scenarios considered in Proposition 4 by
Lemma 11. Case 1 corresponds exactly to v(j) < 0 by the calculation v(j) = v(1728 · 4A
3
∆
) = −v(∆) < 0.
Cases 2 and 3 then naturally correspond to v(j) ≥ 0, giving the Corollary.
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A Explicit normalizations for tame S3-coverings of discrete valua-
tion rings
In this section, we will give the proofs for Propositions 3 and 4. We first give a short review of the equations
defining the Galois closure of a degree three separable field extension with Galois group S3, after which we
turn to normalizing discrete valuation rings in these extensions.
The set-up is as follows. Let R be a discrete valuation ring with quotient field K, residue field k,
uniformizer pi and valuation v. As already mentioned in Section 4.1, the residue field k is not assumed to be
algebraically closed, since we want to use these results for discrete valuation rings coming from irreducible
components in a semistable model C. We will denote the maximal ideal (pi) in R by p. We will assume that
the characteristic of K is zero and that the characteristic of the residue field is coprime to six. Furthermore,
we will assume that K contains a primitive third root of unity ζ3 and a primitive fourth root of unity ζ4.
The third root of unity allows us to use Kummer theory for abelian coverings of degree 3. The fourth root
of unity allows us to change the sign in the discriminant of a cubic equation, see the equations below. Note
that it also implies that
√
3 ∈ K and thus √27 ∈ K.
A.1 The Galois closure of an irreducible degree three extension
Let K ⊂ L be a field extension of degree 3. Let z be any element in L\K. After a translation, its minimal
polynomial in K[x] is given by f(x) := x3 + p · x+ q, leading to the equation
z3 + p · z + q = 0, (64)
where p, q ∈ K. Its discriminant is then given by
∆f := −(4p3 + 27q2). (65)
We first have the following
Lemma 12. Let L be the Galois closure of L/K. Then Gal(L/K) = S3 if and only if the discriminant ∆f
is not a square in K.
Proof. See [Ste15, Proposition 22.4.].
We now assume that the Galois group of L/K is S3. We have the following chain of subgroups
(1) C H C S3, (66)
where H has order 3 and index 2. In other words, S3 is solvable. Using this fact, the famous Cardano
formulas then express the roots of f(x) in terms of radicals. Let us quickly summarize the procedure. One
considers the following equation:
w2 − 3wz − p = 0. (67)
If it has a root in L, we take that root and call it w. Otherwise, we take a quadratic extension to obtain the
desired w. It will later turn out that this is exactly the extension to the Galois closure. Note that w 6= 0.
Indeed, otherwise we would have p = 0 and this would imply that L/K is abelian, a contradiction. One
can also assume that w 6= 0 in the abelian case, because at least one of the roots of Equation 67 has to be
nonzero.
At any rate, this w then satisfies the (probably more familiar) equation
z = w − p
3w
. (68)
This is also known as Vieta’s substitution. Plugging this into Equation 64 then quickly leads to to a sextic
equation
w6 + qw3 − p
3
27
= 0, (69)
which is quadratic in w3. We can now consider the element
τ(w) :=
p
3w
. (70)
The reader can immediately check that if w satisfies Equation 69, then τ(w) also satisfies the same equation.
We now have
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Lemma 13. τ(w) 6= w.
Proof. Suppose that τ(w) = w. Then w2 =
p
3
and w6 =
p3
27
. Substituting this into Equation 69, we find
p3
27
+ qw3 − p
3
27
= qw3 = 0. (71)
In other words, either q = 0 or w = 0. If q = 0, then Equation 64 is reducible, a contradiction. We already
saw that w = 0 is impossible, so we arrive at the desired result.
Completing the square in Equation 69, we now obtain:
(w3 + q/2)2 =
p3
27
+
q2
4
= ∆′ :=
∆
4 · 27 , (72)
where ∆ = 4p3 + 27q2. We thus see that the quadratic subfield K(y) := K[y]/(y2 − ∆′) is contained in
K(w, z) = K(w) (where w is a root of Equation 67). Note that K(y) is indeed a field, since ∆′ =
∆
4 · 27 is
minus the discriminant, which is not a square in K by assumption on the Galois group. Using the fact that
field degrees are multiplicative, we then see that K(w) ⊃ K(y) has degree three. This then implies that
K(w) has degree six over K, which also gives the irreducibility of Equation 69. We now have
Lemma 14. The field extension K(w) ⊃ K(z) ⊃ K is Galois of order six. As such, it is the Galois closure
of K(z)/K. The two automorphisms given by
σ(w) = ζ3 · w,
τ(w) =
p
3w
generate the Galois group. Here σ has order three and τ has order two.
Proof. By basic field theory, τ defines an automorphism of order two on K(w). One then also easily finds
that σ is an automorphism of order three. Note that they both fix the underlying field K. We now have
two automorphisms that generate a group < σ, τ >=: H ⊂ Aut(K(w)) with order equal to the degree of
the field extension (namely six). This implies that K(w)/K is Galois with Galois group H, as desired.
Let us now perform some cosmetic changes that remove the fractions from the equations. We scale
Equation 69 slightly using the variable change
w′ =
w
c
√
3
, (73)
where c3 = 2. Writing w for w′, this then leads to the equation
w6 + 2
√
27qw3 − 4p3 = 0. (74)
Completing the square and taking the extension K ⊂ K[y]/(y2 −∆) with ∆ = 4p3 + 27q2, we find that
w3 = ±y −
√
27q. (75)
Throughout the paper, we in fact take the extension
w3 = y −
√
27q. (76)
The other extension (namely w3 = −y−√27q) is just the extension corresponding to τ(w), where τ is now
given by τ(w) =
cp
w
.
Corollary A.1. The Galois closure of L ⊃ K is given by the two extensions
K ⊂ K(y) ⊂ K(w), (77)
where
w3 = y −
√
27q (78)
and
y2 = ∆. (79)
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A.2 Normalizations
Now let R ⊂ K be as in the beginning of the Appendix. Let L ⊃ K be a degree three field extension and
z ∈ L\K. After a translation, z satisfies
z3 + p · z + q = 0, (80)
where p and q are in K. By scaling, we can even assume that p, q ∈ R. Let K ′ ⊂ L be the quadratic
subfield, A the integral closure of R in K ′ and B the integral closure of R in L. Let q be any prime in B
lying above p = (pi). We will give explicit equations for the ring B and use those to give formulas for |Iq|,
the inertia group of q.
We consider three cases:
1. 3v(p) > 2v(q),
2. 3v(p) < 2v(q),
3. 3v(p) = 2v(q).
In every case, we start with a computation of the integral closure A and then deduce B from A. From
Corollary A.1, we see that the extension K ⊂ K ′ is given by
y2 = ∆ = 4p3 + 27q2. (81)
A.2.1 Case I
Suppose that 3v(p) > 2v(q). We let p = pik1u1 and q = pik2u2 for units ui. We then find the integral
equation
(
y
pik2
)2 = 4pi3k1−2k2u31 + 27u
2
2. (82)
Let y′ =
y
pik2
. Reducing Equation 82 modulo p yields the equation
(y′)2 = 27u22.
Or in other words: y′ = ±√27u2. In other words: A is completely split over R. The primes are then given
by:
q1 = (pi,
√
27u2) (83)
q2 = (pi,−
√
27u2). (84)
Note that this implies that pi is again a uniformizer of Aqi for both i. We then have the following Lemma:
Lemma 15. Let 3v(p) > 2v(q). Then
vq1(y −
√
27q) = 3v(p)− v(q)
vq1(y +
√
27q) = v(q).
vq2(y +
√
27q) = 3v(p)− v(q)
vq2(y −
√
27q) = v(q).
Proof. We write y −√27q = pik2 · (y′ −√27u2) and use the relation
(y′ −
√
27u2)(y
′ +
√
27u2) = 4pi
3k1−2k2u31. (85)
Note that y′ −√27u2 and y′ +
√
27u2 are coprime, so that y′ +
√
27u2 is invertible at q1. We then see that
the desired valuation is given by
vq1(y −
√
27q) = vq1(pi
k2) + vq1(4pi
3k1−2k2u31) = k2 + 3k1 − 2k2 = 3k1 − k2. (86)
Using again that y′ +
√
27u2 is invertible at q1, we obtain that vq1(y +
√
27q) = v(pik2) = k2, as desired.
The other two cases for q2 follow in a completely analogous way and are left to the reader.
We can now give the order of the inertia groups for primes q in B.
Lemma 16. Let 3v(p) > 2v(q). Then
1. |Iq| = 3 ⇐⇒ 3 - v(q).
2. |Iq| = 1 ⇐⇒ 3|v(q).
Proof. This follows from Lemma 15.
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A.2.2 Case II
Suppose that 3v(p) < 2v(q) and let p = pik1u1 and q = pik2u2 for units ui, as before. We subdivide this case
into two subcases:
(A) v(p) is divisible by 2,
(B) v(p) is not divisible by 2.
Suppose that v(p) is divisible by 2. We start with the equation (y −√27q)(y +√27q) = 4p3. Dividing
by pi3k1 , we obtain
(
y −√27q
pi3k1/2
)(
y +
√
27q
pi3k1/2
) = 4u31. (87)
We thus see that
y −√27q
pi3k1/2
and
y +
√
27q
pi3k1/2
are invertible. Note that the reduced equation is
y′2 = 4u31, (88)
which might be reducible or irreducible, depending on whether u1 is a square in the residue field k. In either
case, we have the following
Lemma 17. Let 3v(p) < 2v(q) and suppose that v(p) is divisible by 2. Then |Iq| = 1.
This concludes the determination of the inertia groups for the first case. We would now also like to give
the valuation of y − √27q at a prime in Spec(A) lying above p. As noted above, there are two cases to
consider: the case where p is split in A and the case where p is not split in A. We saw that being split in
A is equivalent to u1 being a square in k.
Let us consider the case where p is split in A. We can then write u1 = h2, where h ∈ k. Let h be a lift
of h to A. Then there are two primes lying above p:
q1 = (y
′ − 2h3, pi)
q2 = (y
′ + 2h3, pi).
We can now give vqi(y ±
√
27q):
Lemma 18. Suppose that p is split in A. Let qi be the primes in Spec(A) lying above p. Then
vqi(y ±
√
27q) = 3v(p)/2.
Proof. Using
(
y −√27q
pi3k1/2
)(
y +
√
27q
pi3k1/2
) = 4u31, (89)
we see that
y −√27q
pi3k1/2
) and (
y +
√
27q
pi3k1/2
) are invertible and thus vqi(
y ±√27q
pi3k1/2
) = 0. Since R→ Aqi is étale
for both i, we obtain that pi is again a uniformizer. This quickly gives the lemma.
Suppose now that p is not split in A. There is one prime lying above p, namely
q = (y′2 − 4u31, pi). (90)
We then have
Lemma 19. Let q be the only prime lying above p. Then
vq(y ±
√
27q) = 3v(p)/2. (91)
Proof. Using Equation 89 again, we see that vq(
y ±√27q
pi3k1/2
) = 0. Since R → Aq is étale, we have that pi is
again a uniformizer and the result follows.
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This concludes the case where v(p) is divisible by 2. Now suppose that v(p) is not divisible by 2. We
claim that |Iq| = 2. We write 3v(p) = 2k + 1 and find the equation
(
y −√27q
pik
)(
y +
√
27q
pik
) = 4pi · u31. (92)
Writing y′ =
y
pik
and q′ =
q
pik
, we see that there is only one prime lying above p in this algebra, namely
q′ = (y′ −
√
27q′, pi) = (y′ −
√
27q′). (93)
Note that q′ is principal and thus A is normal. The fiber over pi is of the form y′2 = 0, showing that the
extension is ramified. Since the inertia group is cyclic inside S3 and we already know that |Iq| is greater
than or equal to 2, we find that |Iq| = 2. We summarize this in a lemma:
Lemma 20. Let 3v(p) < 2v(q) and suppose that v(p) is not divisible by 2. Then |Iq| = 2.
Note now that there are only two options for v(p): it is either divisible by two or it is not. Using this
observation, we then also obtain the reverse statement of Lemmas 17 and 20. We could also obtain this
from the following lemma:
Lemma 21. Let q′ be the only prime lying above p ∈ Spec(A). Then
vq′(y ±
√
27q) = 3v(p).
Proof. This follows from Equation 92, noting that vq′(pi) = 2 and vq′(y ±
√
27q) = 1.
A.2.3 Case III
Suppose that 3v(p) = 2v(q). Let ∆ := 4p3 + 27q2. We again consider two cases:
(A) v(∆) is divisible by 2,
(B) v(∆) is not divisible by 2.
Suppose first that v(∆) is divisible by 2. We then see that the extension is unramified in the quadratic
subfield.
Lemma 22. Suppose that 3v(p) = 2v(q) and that v(∆) is divisible by 2. Then |Iq| = 1.
Proof. We consider the equation
(y′ −
√
27q
piv(q)
)(y′ +
√
27q
piv(q)
) =
4p3
pi2v(q)
.
Note that the righthand side is invertible, implying that the elements on the lefthand side are also invertible.
From v(∆) ≡ 0 mod 2, we obtain that pi is again a uniformizer at the two points lying above it. We denote
them by qi. This gives
Lemma 23. Let the qi be the two primes lying above p. Then
vqi(y ±
√
27q) = v(q).
Proof. This follows as before, noting that (y′−
√
27q
piv(q)
) and (y′+
√
27q
piv(q)
) are invertible and that vqi(pi) = 1.
This then also quickly gives the rest of the lemma: since 3|3v(p), we find that 3|2v(q), implying that
3|v(q) = vqi(y ±
√
27q). As always, this implies that the abelian extension K ′ ⊂ L is unramified above the
qi.
Now for the second case with v(∆) ≡ 1 mod 2. We find that there is only one point (denoted by q)
that lies above p. The valuation of pi in q is then 2. This then gives
Lemma 24. Suppose that 3v(p) = 2v(q), v(∆) ≡ 1 mod 2 and let q be the only prime lying above p.
vq(y ±
√
27q) = 2v(q) = 3v(p). (94)
Proof. This follows exactly as before: we have the equation
(y′ −
√
27q
piv(q)
)(y′ +
√
27q
piv(q)
) =
4p3
pi2v(q)
, (95)
implying that the lefthand side is invertible. Since vq(pi) = 2, we obtain the lemma by a simple calculation.
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B Tropical separating trees and semistable models
In this section we will associate a tree to a set of elements of K˜ := K ∪ {∞}. This tree canonically gives
a semistable model D of P1 such that the closure of these elements consists of disjoint, smooth sections.
We will first give the construction in terms of blow-ups and then give the construction in terms of pi-adic
expansions.
B.1 Construction in terms of blow-ups
Let
S := {α1, ..., αr} ⊂ K˜r.
We will assume that no αi is equal to another αj . Consider the standard model P1R given by glueing the
rings R[x] and R[1/x]. Let x˜ be any closed point of the special fiber P1k. Let
Sx˜ := {α ∈ S : r(α) = x˜},
where r(·) is the reduction map associated to P1R. This partitions the original set S (because points have a
unique reduction point by the fact that our ring R is Henselian).
We label the points in P1k that the set S reduces to by
x1, x2, ..., xl.
We will then write Si for Sxi . Let us consider the blow-up of P1R at xi. We will later give an interpretation
using pi-adic expansions. We denote the blow-up by Pxi . Let z be any closed point in the exceptional divisor
of Pxi . Consider the set
r−1Pxi (z) = {α ∈ Si : rPxi (α) = z}.
By varying z over the closed points of the exceptional divisor of Pxi , we obtain a partition of Si. We label
the points in the exceptional divisor that the set Si reduces to by
xi,1, xi,2, ..., xi,li .
As before, we then define Si1,i2 = r
−1
Pxi1
(xi1,i2). Continuing this process, we then obtain sequences of sets
Si1,i2,...,it .
Lemma 25. For t large, we have |Si1,i2,...,it | = 1.
Proof. The easiest way to see this is using pi-adic expansions. We defer this to the next section. The basic
idea is that the semistable model corresponding to Si1,i2,...,it separates certain pi-adic expansions up to a
certain height.
We can now define the tropical separating tree of S.
Definition B.1. Consider the set of all Si1,i2,...,it as constructed above. We consider the following inclusions:
Si1,i2,..,it−1,it ⊂ Si1,i2,...,it−1 .
Consider the graph ΣS consisting of all Si1,i2,...,it as vertices. The edge set consists of all pairs of vertices
such that
Si1,i2,..,it−1,it ⊂ Si1,i2,...,it−1 .
Furthermore, we create one vertex S∅ that is connected to all Si. The tropical separating tree for S is
the finite complete subgraph consisting of the following vertex set:
• All vertices Si1,i2,...,it such that |Si1,i2,..,it | > 1.
• The vertex S∅.
Remark B.1. From Lemma 25, we see that the tropical separating tree is indeed finite.
Definition B.2. The semistable model DS for P1 constructed before Definition B.1 will be referred to as
the separating semistable model for S. Its intersection graph is the same as ΣS .
We will give some explicit equations for parts of this semistable model DS in Appendix C.
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Example B.1. Let us consider the 4 elements
S = {0, pi, pi + pi2, pi + 2pi2}.
We see that they all reduce to the point 0. We therefore consider the blow-up, given by
t′pi = x.
The corresponding t′-coordinates for the last three points are
S′ = {1, 1 + pi, 1 + 2pi}.
These reduce to the same point given by (x, t′ − 1, pi). We consider one patch of the blow-up in this point,
given by
R[x, t′][t′′]/(t′pi − x, t′′pi − (t′ − 1)).
The last two points of S′ now have t′′-coordinates given by
S′′ = {1, 2}.
We see that these points reduce to different points, meaning we have reached our endpoint.
The corresponding tropical separating tree is now given as follows: we have a tree consisting of three vertices.
The first set is
S0 = {0, pi, pi + pi2, pi + 2pi2}.
On the blow-up, these reduce to two different points x0,0 and x0,1. We have
S0,0 = {0},
S0,1 = {pi, pi + pi2, pi + 2pi2}.
The graph now has vertex set
VΣ = {S∅, S0, S0,1},
with edges between S∅ and S0, and S0 and S0,1.
B.2 Construction using pi-adic expansions
Let N ⊂ R be a set of representatives of R/m. We will assume that 0 represents 0. Then every element x
of R can be written uniquely as
x =
∞∑
i=0
akpi
k,
where ak ∈ N . Suppose that we are given a finite set S of elements in R. Write every element αi as
αi =
∞∑
k=0
ai,kpi
k
as above. Furthermore, suppose that every point reduces to the point 0˜, that is: ai,0 = 0. We then have
αi = pi · fi,1,
where
fi,1 =
∞∑
k=0
ai,k+1pi
k.
As indicated in the previous section, we create the separating tree for S by considering blow-ups in the
points where S is not separated. The critical point here is of course P = (x, pi). Let us consider a specific
affine patch of the blow-up of Spec(R[x]) in P :
R1 := R[x, t
′]/(t′pi − x).
We then easily see that the t′ coordinates of the elements of S are given by
t′(αi) = fi,1.
Considering the prime ideal (x− αi, t′ − fi,1, pi), we see that it gives a reduced coordinate t′ = fi,1 = ai,1.
We state this observation separately:
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• The extra coordinate t′ on the blow-up keeps track of the coefficient ai,1 in the pi-adic expansion.
That is, we have separated these coordinates up to their first (k = 1) pi-adic coefficient. Now if, for instance,
a1,1 and a2,1 are the same, we cannot distinguish between them on this blow-up. We therefore blow-up
Spec(R1) in the point Q := (x− αi, t′ − a1,1, pi). This gives a new algebra R2 := R1[t′′]/(t′′pi − (t′ − a1,1)).
We can then write
f1,1 − a1,1 = pif1,2,
f2,1 − a1,1 = pif2,2,
where
f1,2 =
∞∑
k=0
a1,k+2pi
k,
f2,2 =
∞∑
k=0
a2,k+2pi
k.
This means that the t′′-coordinates of α1 and α2 are given by
t′′(α1) = f1,2,
t′′(α2) = f2,2.
As before, we have that their reduced coordinates are now respectively t′′ = f1,2 = a1,2 and t′′ = f2,2 = a2,2.
These new coordinates can be the same of course and we can then continue the blow-up process. At some
point however we must have that their pi-adic coefficients are different (at least, if α1 6= α2). This happens
exactly at the k-th pi-adic coefficient, where k = v(α1 − α2). Note that this also proves Lemma 25, since in
any finite set of distinct elements in P1(K), elements agree only up to a certain finite height in their pi-adic
expansions.
Remark B.2. An important observation now is the following: every component Γ in the semistable model
DS corresponds to a finite pi-adic expansion
zΓ = a0 + a1pi
1 + ...+ akpi
k. (96)
Points z in P1(K) that have this expansion up to height k will reduce to this component Γ if there are no
further components Γ′ (with their own pi-adic expansions) that agree with z up to a higher power of pi.
B.2.1 An algorithm for separation
Let us give this pi-adic separation process in an algorithmic fashion. We suppose that we are given n points
S := {αi} that all reduce to finite points in P1k. That is, v(αi) ≥ 0. The infinite case is similar.
Definition B.3. We say that S is separated up to height k if the images of the αi in the ring R/(pi)k
are all different.
For any finite set S, there exists a finite integer k such that S is separated up to height k. For instance,
the roots of a single polynomial f are separated up to v(∆(f)) (which is of course not always the smallest
integer that has this property). At any rate, we are now ready to give the separating tree in terms of pi-adic
expansions.
[Algorithm for separating trees]
• Calculate for every i the pi-adic expansion αi = u0,i + u1,ipi + u2,ipi2 + ... + uk,ipik + ri, where ri has
valuation strictly greater than k.
• First partition: partition S into subsets Sj that have the same zeroth order approximation u0,i.
• Second partition: partition every Sj1 into subsets Sj1,j2 that have the same first order approximation
u1,i.
• Third partition: partition every Sj1,j2 into subsets Sj1,j2,j3 that have the same second order approxi-
mation u2,i.
• (Iterate the partition process up to k).
• Construct the finite tropical separating tree ΣS according to Definition B.1.
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C Explicit representations of the components in the quadratic sub-
field
Let φ : D → P1 be a hyperelliptic covering, given generically by an equation of the form
y2 = f(x), (97)
where we assume that f(x) is a squarefree polynomial. Let S be a set in P1(K) containing the branch
locus of φ. The previous section demonstrated a canonical semistable model DS of P1 that separates S
in the special fiber. After a finite extension of K, we find that the normalization D of DS in K(D) gives
a semistable model of D over R′. In this section, we give an explicit representation of the residue field
extension
k(Γ)→ k(Γ′), (98)
where Γ ⊂ DS,s is an irreducible component in the special fiber. This representation is needed in the
algorithm for the twisting data.
We apply the construction of Appendix B to S and find the separating tree Σ(DS). A component Γ in
this tropical separating tree now corresponds to a finite pi-adic expansion
zΓ = a0 + a1pi
1 + ...+ akpi
k.
We now wish to obtain an expression of x in terms of a local uniformizer (which is pi) and a generator of
the residue field of Γ. This is in fact not too hard: we consider the following chain of blow-ups
R0 = R[x],
R1 = R0[t1]/(t1pi − (x− a0)),
R2 = R1[t2]/(t2pi − (t1 − a1)),
...
...
Rk = Rk−1[tk]/(tkpi − (tk−1 − ak−1)).
This then expresses x in terms of tk: x = g(tk). We then find f(x) = f(g(tk)). To obtain the normalization,
we take the highest power of pi out:
f(x) = f(g(tk)) = pi
rh(tk).
Note that this h(tk) is indeed a polynomial in tk, as can easily be seen from the above equations. The
normalization is then given by
y′2 = h(tk), (99)
where y′ =
y
pir/2
. Reducing the equation mod pi might result in some multiple factors in h(tk), or even
worse: the equation might be reducible.
• If Equation 99 is reducible, then the residue field extension is an isomorphism and we have y′ = h˜ for
some h˜.
• If Equation 99 is irreducible and has multiple factors, we normalize to obtain a new equation. The
residue field extension then has degree 2.
Remark C.1. The unique components of Ri and Ri−1 have a single intersection point P on the semistable
model DS . Note that this intersection point is not visible in these equations: it is given on the special fiber
as "ti =∞". To illustrate this, consider the algebra R[x, t1]/(t1pi − (x− a0)). The natural missing algebra
is then given by R[x, t′1]/((x−a0)t′1−pi). On the overlap of these affine charts, we find that t1 and t′1 satisfy
t1 · t′1 = 1. It is clear from this equation why the intersection point with t1 = 0 is not visible in the other
chart.
References
[Bak07] Matthew Baker. Specialization of linear systems from curves to graphs. arXiv:math/0701075,
2007.
[BF04] Matthew Baker and Xander Faber. Metrized graphs, electrical networks, and fourier analysis.
arXiv:math/0407428, 2004.
33
[BH17] Madeline Brandt and Paul Alexander Helminck. Tropical superelliptic curves. arXiv:1709.05761,
2017.
[BPR14] Matthew Baker, Sam Payne, and Joseph Rabinoff. On the structure of nonarchimedean analytic
curves. arXiv:1404.0279, 2014.
[GR02] A. Grothendieck and M. Raynaud. Revêtements étales et groupe fondamental.
arXiv:math/0206203, 2002.
[Hel17] Paul Alexander Helminck. Tropicalizing abelian covers of algebraic curves. arXiv:1703.03067,
2017.
[IR90] Kenneth Ireland and Michael Rosen. A Classical Introduction to Modern Number Theory. Springer
New York, 1990.
[Liu06] Qing Liu. Algebraic Geometry and Arithmetic Curves. Oxford Graduate Texts in Mathematics
(Book 6). Oxford University Press, 2006.
[LL99] Qing Liu and Dino Lorenzini. Models of curves and finite covers. Compositio Mathematica,
118(1):61–102, 1999.
[MS15] D. Maclagan and B. Sturmfels. Introduction to Tropical Geometry. Graduate Studies in Mathe-
matics. American Mathematical Society, 2015.
[Sam61] P. Samuel. On unique factorization domains. Illinois J. Math. 5 (1961), 1-17., 1961.
[Sch02] Alexander Schmidt. Tame coverings of arithmetic schemes. Math. Ann. 322, No. 1, 1–18 (2002;
Zbl 1113.14022), 2002.
[Sil09] Joseph H. Silverman. The Arithmetic of Elliptic Curves. Springer New York, 2009.
[Ste15] I.N. Stewart. Galois Theory. Chapman Hall/CRC Press, 2015.
34
