In this paper, we present a new simple and effective algorithm for solving generalized Pantograph equations, delay differential equations with neutral terms and delay differential system with constant and variable coefficients.The new method is based on one of the Appell polynomials, namely Genocchi polynomials. We first introduce the properties of Genocchi polynomials and employed them to construct the operational matrices of derivative. Collocation method based on this operational matrix is used. Error estimate for this scheme based on the Generalized pantograph equations is reproduced. Only few terms of Genocchi polynomials are needed to obtain very good results. Numerical examples with comparison show the simplicity, efficiency and accuracy of the method. 
Introduction
Delay differential equations play an important role in explaining different phenomena in many different fields of study such as biology, physics, economics, electrodynamics, control theory etc. [1] [2] [3] . According to [2] , the name pantograph refers to the device that collect electric current from overhead lines for electric trains or trams. The clear picture of this device is shown in [2] . The pantograph equations was originated from the work of Ockendon and Tayler [4] in which the system of collecting overhead electricity for trains is redesigned and modeled to ensure the contact is maintain throughout. Pantograph equations are fundamental when a phenomena or a process fail to be modeled by the ordinary differential equations. In recent years many researchers have focus in the numerical treatment of pantograph equations. Tohidi et al. in [5] proposed a new collocation scheme based on Bernoulli operational matrix for numerical solution of generalized pantograph equation. Yusufoglu [6] proposed an efficient algorithm for solving generalized pantograph equations with linear functional argument. In [7] Yang and Huang presented a spectral-collocation method for fractional pantograph delay-integrodifferential equations and in [8] , Yüzbas ßi and Mehmet presented an exponential approximation for solutions of generalized pantograph delay differential equations. Multiquadric approximation scheme was used in [9] for the numerical solution of delay differential systems of neutral type, Taylor method was used in [10] for numerical solution of generalized pantograph equations with linear functional argument. Chebyshev polynomials and Bessel polynomials are respectively used in [11, 12] to obtain the solutions of generalized pantograph equations, while Adomian decomposition method and Variational iteration method are applied in [13, 14] respectively for the solution of delay differential equations. In this paper, an important member of Appell polynomials called the Genocchi polynomials is used. Though Genocchi polynomials are not based on orthogonal functions but they possesses operational matrix of derivative and when it comes to function approximation, this polynomials share with other members of the Appell family, such as Bernoulli polynomials, some sound and advantageous properties over other classical orthogonal polynomials such as Legendre polynomials, Chebyshev polynomials, Laguerre polynomials and etc. These advantages are stated in [5] .
Motivated by these advantages, we used Genocchi polynomials operational matrix of derivative through collocation method to approximate the solution of delay differential equation of pantograph type and those with neutral term together with its differential systems. We based all our arguments on generalized form of pantograph equations given by [5] :
subject to the following conditions
where a i;k and b i;k are real or complex coefficients, while p i;k ðtÞ and gðtÞ are given continuous functions in the interval ½0; 1. The rest of the paper is organized as follows: Section 2, introduce some mathematical preliminaries of Genocchi polynomials. In Section 3, we apply the collocation method for solving pantograph Eq. (1) using the Genocchi operational matrix. Section 4, we show the error analysis of the proposed method. In Section 5, the proposed method is applied to several examples. Conclusion is given in Section 6.
Some properties of Genocchi polynomials
Genocchi numbers and polynomials have been extensively studied in many different context in branches of mathematics such as elementary number theory and complex analytic number theory, in which this polynomials are highly developed and applied, like the so called q-Genocchi polynomials are developed in [15] [16] [17] , their interpolation functions are also dicussed in [16, 18] . Genocchi polynomials are also studied in homotopy theory (stable homotopy groups of spheres), differential topology (differential structures on spheres), theory of modular forms (Eisenstein series), and quantum physics (quantum groups). The classical Genocchi polynomials G n ðxÞ is usually defined by means of the exponential generating functions [19] [20] [21] [22] .
where G n ðxÞ is the Genocchi polynomials of degree n and is given by
The first few Genocchi polynomials are;
Differentiating both sides of (4), with respect to x, then we have the following as [21, 23] dG n ðxÞ dx ¼ nG nÀ1 ðxÞ; n P 1 ð5Þ
We prove one of the important property in the following Lemma Lemma 2.1.
Proof. From (3) we have that
from (7) we have
Hence, the result follows obviously. h If we introduce the Genocchi vector GðxÞ in the form GðxÞ ¼ ½G 1 ðxÞ; G 2 ðxÞ; . . . ; G N ðxÞ, then the derivative of the GðxÞ with the aid of (5), can be expressed in the matrix form by
and
Accordingly, the kth derivative of GðxÞ can be given by
We refer to the work of E. Tohidi et al. [5] for the advantages of Appell family polynomials for approximating an arbitrary unknown function over some classical orthogonal polynomials.
Collocation method based on Genocchi operational matrix
In this section, we use the collocation method based on Genocchi operational matrix of derivatives to solve numerically the generalized pantograph equation. We now derive an algorithm for solving (1) . To do this, let the solution of (1) 
Substituting (9) and (10) in (1) we have
where
Also the initial condition will produce m other equations
To find the solution y N ðxÞ, we collocate (11) at the collocation
for j ¼ 1; 2; . . . ; N À m. (13) are N À m non-linear algebraic equations. These equations together with (12) make N algebraic equations which can be solved using Newton's iterative method. Consequently y N ðxÞ given in (9) can be calculated.
Error analysis
Suppose that H ¼ L Proof. Suppose f ðxÞ % P N n¼1 c n G n ðxÞ, then, using (6) one has 
kyðtÞ À y N ðtÞk 1 6
where Proof. According to the assumptions above (1) becomes:
Integrating both sides in the interval ½0; t and imposing initial condition we have yðtÞ ¼ yð0Þ þ
Þ the above equation can be written as:
Now, suppose that the functions K i ðzÞ and f ðtÞ are expanded in terms of Genocchi polynomials, then the obtained solution y N ðxÞ is also in terms of Genocchi polynomials. Our aim here is to find an upper bound for the associated error between the exact solution yðxÞ and the approximated solution y N ðxÞ for Eq. 
Hence,
This complete the proof. h
Numerical examples
In this section, some numerical examples are given to illustrate the applicability and accuracy of the proposed method. All the numerical computations have been done using Maple 18.
Example 5.1. Let us first consider the second order pantograph equation [5, 6, 13] y 00 ðtÞ ¼ 3 4
subject to yð0Þ ¼ 0; y 0 ð0Þ ¼ 0
The exact solutions of this problem is known to be yðtÞ ¼ t 2 [6] . We apply our technique with N ¼ 3. Approximating (14) with Genocchi polynomials we have:
Also from the initial conditions we have
Thus, collocating (15) at t ¼ 3 4 , we get 57 8
From the initial conditions we have c 1 À c 2 ¼ 0 and 2c 2 À 3c 3 ¼ 0.
Solving this three equations we have
Thus, yðtÞ ¼ GðxÞC is calculated and we have x 2 which is the exact solution. This result is the same as in [5] We also compare the difference between the exact solution and numerical solutions obtained by [6, 13] and present method in Table 1 Example 5.2. We consider the following pantograph equation [10] The exact solution of this problem is known to be yðtÞ ¼ e t . We solve (17) using our technique with N ¼ 15. The solution obtained by our method is in good agreement with the exact solution as shown in Fig. 1 . The absolute error obtained by our method is compared with that obtained in [10] as shown in Table 2 .
The exact solution of (18) is known to be yðtÞ ¼ sinðtÞ which we solve using our technique with N ¼ 15. We compare our result with those obtained using HPM in [6] , eight terms of the series have been used which means the terms are up to t 15 . Hence, in our method we used N ¼ 15. Fig. 2 , also confirm that our solution is in good agreement with the exact solution (see Table 3 ). Table 1 Comparison of approximate solution obtained by [6, 13] and present method with exact solution for Example 5.1. The exact solution of this problem is given by yðtÞ ¼ e Àt . We used present method to solve (19) with N ¼ 8; 11. The absolute error obtained by our method is compared with that obtained in [14] as shown in Table 4 .
Note that in Table 4 , m and N stands for the number of terms of the polynomials used for evaluating the approximate solution of the problem Example 5.5. Finally we consider the following neutral delay differential system [9] We solve this system using our technique with N ¼ 15. The solution obtained by [9] and our method are compared with the exact solution in Tables 5-8 . This comparison indicates that our method gives more accurate results.
Conclusion
In this paper, a collocation method based on the Genocchi operational matrix for solving generalized pantograph equations is presented. The comparison of the results shows that the present method is an excellent mathematical tool for finding the numerical solutions delay equation. The advantage of the method over others is that it has less computational complexity because every operational matrix of differentiation involves more numbers of zeroes and thus, reduces the run time and provide the solution at high accuracy. 
