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Résumé
Ces dernières années, la génomique a connu un intérêt scientiﬁque grandissant, notamment de-
puis la publication complète des cartes du génome humain au début des années 2000. A présent, les
équipes médicales sont confrontées à un nouvel enjeu : l'exploitation des signaux délivrés par les puces
ADN. Ces signaux, souvent de grande taille, permettent de connaître à un instant donné quel est le
niveau d'expression des gênes dans un tissu considéré, sous des conditions particulières (phénotype,
traitement, ...), pour un individu. Le but de cette recherche est d'identiﬁer des séquences temporelles
caractéristiques d'une pathologie, aﬁn de détecter, voire de prévenir, une maladie chez un groupe
de patients observés. Les solutions développées dans cette thèse consistent en la décomposition de
ces signaux en facteurs élémentaires (ou signatures génétiques) selon un modèle bayésien de mélange
linéaire, permettant une estimation conjointe de ces facteurs et de leur proportion dans chaque échan-
tillon. L'utilisation de méthodes de Monte Carlo par chaînes de Markov sera tout particulièrement
appropriée aux modèles bayésiens hiérarchiques proposés puisqu'elle permettra de surmonter les dif-
ﬁcultés liées à leur complexité calculatoire.
Mots clés : analyse génétique, méthodes MCMC, inférence bayésienne, traitement du signal,
données d'expression des gènes.
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Abstract
In the past few years, genomics has received growing scientiﬁc interest, particularly since the map
of the human genome was completed and published in early 2000's. Currently, medical teams are
facing a new challenge: processing the signals issued by DNA microarrays. These signals, often of vo-
luminous size, allow one to discover the level of a gene expression in a given tissue at any time, under
speciﬁc conditions (phenotype, treatment, ...). The aim of this research is to identify characteristic
temporal gene expression proﬁles of host response to a pathogen, in order to detect or even prevent a
disease in a group of observed patients. The solutions developed in this thesis consist of the decompo-
sition of these signals into elementary factors (genetic signatures) following a Bayesian linear mixing
model, allowing for joint estimation of these factors and their relative contributions to each sample.
The use of Markov chain Monte Carlo methods is particularly suitable for the proposed hierarchical
Bayesian models. Indeed they allow one to overcome the diﬃculties related to their computational
complexity.
Keywords: factor analysis, MCMC methods, Bayesian inference, signal processing, gene expres-
sion data.
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Abréviations
ACI analyse en composantes indépendantes [HKO01]
ACP analyse en composantes principales [Jol86]
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HZR+11]
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FCLS fully constrained least squares [HC01]
GB-GMF gradient-based algorithm for general matrix factorization [NHN+11]
HMM modèle de Markov caché (hidden Markov model) [Rab89]
i.i.d. indépendants et identiquement distribués
MAP maximum a posteriori
MCMC méthodes de Monte Carlo par chaînes de Markov (Monte Carlo Markov
chains)
MML modèle de mélange linéaire
MMSE estimateur qui minimise l'erreur quadratique moyenne (minimum mean
square error)
ix
MSE erreur quadratique moyenne (mean square error)
NMF factorisation en matrices non-négatives (non-negative matrix factorization)
[LS00]
d.d.p. densité de probabilité
PMD décomposition matricielle pénalisée (penalized matrix decomposition)
[WTH09]
PSRF potential scale reduction factor
RJ-MCMC méthodes de Monte Carlo par chaînes de Markov à sauts réversibles (rever-
sible jump MCMC ) [Gre95]
SAD angle spectral (spectral angle distance)
SNR rapport signal sur bruit (signal-to-noise ratio)
SVD décomposition en valeurs singulières (singular value decomposition)
tBLU démélange linéaire bayésien temporel (temporal Bayesian linear unmixing)
uBLU démélange linéaire bayésien non-supervisé (unsupervised Bayesian linear
unmixing)
VCA vertex component analysis [NBD05]
Notations standard
∈ appartient à
R ensemble des réels
R+ ensemble des réels positifs
Rn ensemble des vecteurs de dimension n à valeurs rélles
R(n×p) ensemble des matrices de dimension n× p à valeurs rélles
∝ proportionnel à
<< très inférieur à
>> très supérieur à
x
1E (·) fonction indicatrice déﬁnie sur l'ensemble E :
IE(x) =
 1 si x ∈ E0 sinon
δ (·) fonction dirac
arccos(·) fonction cosinus inverse
Γ (·) fonction gamma
B (a, b) fonction beta : B (a, b) = Γ(a)Γ(b)/Γ(a+ b)
Notations matricielles
x scalaire
x vecteur
X matrice
xi i
ème colonne de la matrice X
xi:j sous-vecteur [xi, xi+1, . . . , xj−1, xj ] de x
X\i matrice X privée de sa ième colonne
·T transposé
·−1 inverse
|X| déterminant de la matrice X
In matrice identité de taille n× n
1n vecteur de 1 de taille n : 1n = [1, . . . , 1]
T ∈ Rn
0n vecteur nul de taille n : 0n = [0, . . . , 0]
T ∈ Rn
‖·‖2 norme l2 standard d'un vecteur : ‖x‖2 = xTx
‖·‖0 norme l0 correspondant au nombre d'éléments non-nuls d'un vecteur
xi
Notations relatives à la modélisation
r indice de la signature génétique ou facteur
R nombre de signatures génétiques ou facteurs
Rmax nombre maximal de signatures génétiques ou facteurs présents dans le mé-
lange
g indice du niveau d'expression du gène
G nombre de niveaux d'expression de gènes
k indice de l'état
K nombre d'états
s indice du sujet
S nombre de sujets
t indice temporel
T nombre d'instants temps
i indice de l'échantillon
N nombre d'échantillons
Algorithmes d'estimation statistique
x̂ estimation de x
P [A] probabilité de l'événement A
∼ distribué suivant
Nmc longueur totale de la chaîne de Markov
Nbi longueur de la période de chauﬀe (burn-in) de la chaîne de Markov
Nr nombre d'itérations de la chaîne de Markov construite pour réaliser les es-
timations (Nr = Nmc −Nbi)
x(`) `-ème échantillon du processus de Markov
(
x(`)
)
`=1,...,Nmc
xii
Distributions de probabilité usuelles
UE loi uniforme sur l'ensemble E
N (µ,Σ) loi normale de vecteur moyenne µ et de matrice de covariance Σ
φ (·|µ,Σ) fonction densité de probabilité de la loi normale N (µ,Σ)
Φ (·|µ,Σ) fonction de répartition de la loi normale N (µ,Σ)
NE (µ,Σ) loi normale tronquée à l'ensemble E, de vecteur moyenne µ et de matrice
de covariance Σ (voir la déﬁnition dans [Rob95])
φE (·|µ,Σ) fonction densité de probabilité de la loi normale tronquée NE (µ,Σ)
ΦE (·|µ,Σ) fonction de répartition de la loi normale tronquée NE (µ,Σ)
B (a, b) loi beta de paramètres a et b
G (a, b) loi gamma de paramètres a et b (voir [RC99, p. 581] pour la déﬁnition des
paramètres a et b)
IG (a, b) loi inverse-gamma de paramètres a et b (voir [RC99, p. 582] pour la déﬁnition
des paramètres a et b)
Dn (α) loi de Dirichlet de vecteur paramètre α = [α1, . . . , αn]
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Introduction
Contexte et problématique de la thèse
Le sujet de cette thèse a été d'étudier et de développer des méthodes de démélange bayésiennes
pour l'analyse de signaux génétiques.
Depuis le début des années 1990, la génomique a connu un intérêt scientiﬁque grandissant, notam-
ment depuis la publication complète des cartes du génome humain en 2001 et 2004 (Projet Génome
Humain). Ces données sont diﬃciles à analyser et à interpréter telles quelles. Il a donc été néces-
saire, pour les équipes médicales, de développer des programmes informatiques aﬁn de répondre aux
immenses besoins de traitement de ces données. Nous étudions donc ces signaux, souvent de très
grande taille, délivrés par des puces ADN. Ces signaux permettent de connaître à un instant donné
le niveau d'expression de dizaines de milliers de gènes dans un tissu considéré, pour un individu, sous
des conditions particulières (phénotype, traitement, ...). Le but de cette recherche est d'identiﬁer des
séquences temporelles caractéristiques d'une pathologie.
Les solutions développées dans cette thèse consistent en la décomposition de ces signaux en facteurs
élémentaires (ou signatures génétiques) selon un modèle bayésien de mélange linéaire, permettant une
estimation conjointe de ces facteurs et de leur niveau d'expression (proportion de chacun des gènes
étudiés dans chaque facteur). Les paramètres inconnus (facteurs et proportions) sont alors munis de
lois a priori appropriées au modèle et aux contraintes considérés. Ces lois a priori peuvent également
dépendre d'autres paramètres, ou hyperparamètres. La complexité de la loi a posteriori résultante
nous a incité à utiliser des méthodes de Monte Carlo par Chaînes de Markov (méthodes MCMC).
Des algorithmes de Gibbs hybrides ont ainsi été développés aﬁn de générer des échantillons distribués
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asymptotiquement suivant la loi a posteriori d'intérêt. Ces échantillons sont en ﬁn utilisés pour
calculer des estimateurs bayésiens standards, comme l'estimateur du maximum a posteriori (MAP)
ou l'estimateur qui minimise l'erreur quadratique moyenne appelé estimateur MMSE (pour minimum
mean square error) des paramètres inconnus.
Les modèles proposés ont été développés en collaboration avec le Prof. Alfred O. Hero (Université
du Michigan, Etats-Unis). Ils ont pu être testés sur des signaux réels et expertisés, collectés lors d'une
récente étude épidémiologique (2008) menée sur des patients volontaires.
Organisation du manuscrit
Ce manuscrit de thèse est organisé en quatre chapitres de part plus ou moins égales.
Chapitre 1 : Ce chapitre servira d'introduction sur la génomique et la problématique étudiée. Il
présentera brièvement les caractéristiques des signaux génétiques étudiés ainsi que le modèle de
mélange linéaire classiquement employé pour l'étude de tels signaux. Ce chapitre fera également
un état de l'art sur les méthodes de décomposition factorielle adaptées et/ou développées pour
l'analyse génétique.
Les trois chapitres suivants proposeront des algorithmes pour la résolution du modèle de mélange
linéaire sous certaines contraintes.
Chapitre 2 : Ce chapitre présente le modèle hiérarchique bayésien sous contraintes, ainsi qu'un algo-
rithme totalement non-supervisé pour l'estimation des diﬀérents paramètres inconnus. La parti-
cularité du modèle proposé réside dans les contraintes imposées sur les paramètres : contraintes
de positivité sur tous les paramètres (facteurs et proportions) et contrainte d'additivité sur les
proportions. Ces contraintes permettent notamment une meilleure interprétation des résultats
obtenus sur données réelles et l'unicité de la décomposition factorielle. L'algorithme développé
pour résoudre ce problème de factorisation matricielle sous contrainte permet également d'es-
timer le nombre de facteurs, nombre souvent ﬁxé dans de nombreuses analyses génétiques, en
utilisant un processus de naissance et de mort sur ce nombre de facteurs [BDTH10, BDT+13].
Cet algorithme a été comparé avec d'autres méthodes existantes de décomposition factorielle.
3Les résultats obtenus sur données synthétiques et réelles ont montré les performances du modèle
contraint et de l'algorithme proposé pour l'analyse de données génétiques.
Chapitre 3 : Dans ce chapitre, nous avons voulu prendre en considération la parcimonie des coeﬃ-
cients du mélange (proportions) de chaque signature génétique dans une grande bibliothèque de
facteurs tout en considérant le modèle bayésien contraint. Pour cela, nous avons choisi une loi
Bernoulli-gaussienne tronquée comme loi a priori pour ces coeﬃcients [BDTH11a, BDTH11b].
Cette loi permet de satisfaire la contrainte de parcimonie sur les facteurs, mais également de
satisfaire les contraintes physiques de positivité et d'additivité de ces coeﬃcients énoncées pré-
cédemment. La diﬃculté de cette méthode réside en l'estimation de la bibliothèque de toutes les
signatures génétiques tout en sachant que certaines signatures ne seront pas dans le mélange.
Des simulations conduites sur des données synthétiques et réelles, en comparaison avec d'autres
méthodes d'analyse factorielle non paramétriques, ont montré les performances du modèle et de
l'algorithme proposés.
Chapitre 4 : Le modèle bayésien développé dans le chapitre 2 est étendu dans ce chapitre aﬁn de
prendre en compte les dépendances temporelles des échantillons. Pour cela, le modèle initial a
été couplé avec un modèle de Markov caché (HMM pour hidden Markov model) aﬁn d'associer
à chaque échantillon une étiquette renseignant sur l'état de celui-ci : 1) avant inoculation d'une
pathologie, 2) état post-inoculation asymptomatique, 3) état pré-symptomatique ou 4) état
post-symptomatique [BDTH12]. L'algorithme proposé permet alors de faire une classiﬁcation
temporelle des échantillons, en plus de l'estimation des facteurs et des proportions. Ce modèle
a également été validé sur données synthétiques et réelles.
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Chapitre 1
L'analyse de données d'expression des
gènes
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L'objectif de ce premier chapitre est de poser les bases nécessaires à la compréhension des tra-
vaux de recherche réalisés dans le cadre de cette thèse, et plus particulièrement à la nature et aux
caractéristiques des données étudiées : des données temporelles d'expression des gènes. Les premières
questions qui peuvent venir à l'esprit sont : Comment sont obtenues de telles données génétiques ?
Quelles informations contiennent-elles ? Quelle modélisation choisir pour les étudier ? Ce chapitre
tentera de répondre brièvement à toutes ces questions aﬁn d'en savoir plus sur l'analyse de données
d'expression des gènes.
Ce chapitre débute par un résumé des grandes étapes biologiques depuis le début de la génétique
moderne (science qui étudie l'hérédité et les gènes), jusqu'à l'avènement de la génomique (science qui
étudie le fonctionnement d'un organisme à l'échelle du génome, sans être limitée à l'étude d'un seul
gène) (paragraphe 1.1). Le paragraphe 1.2 présente les puces à ADN, biotechnologies récentes permet-
tant d'analyser le niveau d'expression des gènes dans une cellule, un tissu, un organe ou un organisme
complexe, à un instant donné, et dans des conditions particulières. Les données d'expression des gènes
issues de ces puces à ADN peuvent être modélisées suivant un modèle de mélange linéaire présenté au
5
6 Chapitre 1 - L'analyse de données d'expression des gènes
paragraphe 1.3. Un tel modèle a d'ores et déjà été étudié dans la littérature. Le paragraphe 1.4 fait
un état de l'art des méthodes de décomposition factorielle adaptées et/ou développées pour l'étude de
données génétiques. Le problème de l'inférence du nombre de facteurs y est également abordé. Enﬁn,
le paragraphe 1.5 présente plus en détails les jeux de données sur lesquels les algorithmes, développés
tout au long de cette thèse et détaillés dans les chapitres suivants, ont pu être testés.
1.1 De la génétique à la génomique
1.1.1 Bref historique
La génétique moderne débute avec les travaux de Mendel en 1865, qui fut le premier à établir les
lois de l'hérédité. En 1866, il publie ses résultats et énonce notamment les lois de transmission de
certains caractères héréditaires. Les réactions de la communauté scientiﬁque à ces travaux seront quasi-
inexistantes à cette époque. Ce n'est qu'à partir de 1900 que les lois de Mendel seront redécouvertes. La
théorie chromosomique de l'hérédité sera proposée par Sutton en 1902, puis conﬁrmée par les travaux
de Morgan sur la drosophile en 1911. Les chromosomes sont donc les supports des gènes. Morgan
et Sturtevant publient en 1913 les premières cartes génétiques montrant l'ordre et la succession des
gènes le long du chromosome.
Jusqu'alors rien n'est établi sur la nature des gènes ou sur leur mode d'action. En étudiant l'al-
captonurie, maladie génétique humaine héréditaire, Garrod établit en 1902 la première relation entre
un gène et une enzyme, relation approfondie par Beadle et Tatum en 1941. Avery élucide la nature
biochimique du matériel génétique en 1944, notamment grâce à la découverte de la transformation
génétique des bactéries par Griﬃth en 1928. Il s'agit de l'ADN (Acide DésoxyriboNucléique).
La découverte de la structure de l'ADN en double hélice par Crick et Watson en 1953 et le
décryptage du code génétique dans les années 1960 opèrent un virage en biologie moléculaire. Savoir
que l'information génétique est contenue dans l'ADN ouvre les portes de nombreuses recherches en
génétique. L'essor du génie génétique, ensemble des techniques de la biologie moléculaire pour la
traduction de l'information génétique et de ses mécanismes de régulation, étend la génétique à la
génomique. La ﬁgure 1.1 issue de [CGGG03] présente un résumé des grandes dates de la génétique à
la génomique.
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1.1.2 Séquençage des génomes
Le séquençage est le procédé utilisé permettant de déterminer l'ordre (la séquence) des acides
nucléiques constitutifs d'un brin d'ADN.
Premiers séquenceurs
En 1977, deux techniques de séquençage font leur apparition : la méthode enzymatique de Sanger
et l'approche chimique de Gilbert et Maxam. Les connaissances acquises sur les enzymes amènent à
privilégier la première méthode par rapport à la seconde jugée trop toxique. Les méthodes de séquen-
çage vont se développer notamment avec la mise au point de la technique d'ampliﬁcation génétique ou
PCR (Polymerase Chain Reaction, pour ampliﬁcation en chaîne par polymérisation) en 1985. Cette
technique permet l'ampliﬁcation sélective d'une séquence nucléique, et devient immédiatement un
outil puissant et indispensable au séquençage des génomes. De là naît l'idée, en 1985 à l'Imperial
Cancer Research (ICR) de Londres, de décrypter les trois milliards de paires de bases du génome
humain aﬁn de comprendre, dépister, prévenir les maladies génétiques et tenter de les soigner. Le
premier séquenceur automatique est commercialisé en 1986.
Séquençage du génome humain
En 1988, aﬁn de coordonner les eﬀorts de cartographie et de séquençage de tous les pays au niveau
mondial, l'organisation internationale des scientiﬁques impliquée dans le projet du génome humain
(HUGO 1, pour Human Genome Organization) est créée. Le Projet Génome Humain ou Human
Genome Project (HGP 2) débute en 1990 pour une durée prévue de 15 ans. Ce projet international
est coordonné par le Department of Energy (DOE 3) américain et le National Institutes of Health
(NIH 4) et a pour but de décrypter et analyser le génome humain, mais aussi celui de nombreux
autres organismes modèles aﬁn de comprendre les fonctions des gènes.
La première séquence complète de génome publiée est celle de la bactérie Haemophilus inﬂuenzae,
1. http://www.hugo-international.org/
2. http://ornl.gov/sci/techresources/Human_Genome/home.shtml
3. http://www.energy.gov/engine/content.do
4. http://www.nih.gov
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découverte en 1995 par l'équipe de Venter au TIGR (The Institute for Genome Research), grâce à une
nouvelle technique de séquençage, appelée méthode shotgun. Suivent les séquençages des génomes
de la levure Saccharomyces cerevisiae (1997), du ver nématode Caenorhabditis elegans (1998), de la
drosophile Drosophila melanogaster (2000) et de la plante Arabidopsis thaliana (2000).
En 1998, Venter fonde une compagnie privée, Celera Genomics R©, avec pour objectif de séquencer
le génome humain en trois ans. Les premières ébauches du génome humain sont publiées en 2001,
simultanément par Celera Genomics R© et par le HGP. La séquence complète et précise à 99, 99% du
génome humain est publiée en avril 2003 et est aujourd'hui librement accessible [SWG+04].
Conséquences et enjeu
L'achèvement du séquençage du génome humain a permis de donner une estimation du nombre
de gènes de notre génome : entre 20 000 et 25 000 gènes. Il marque ainsi le début d'un long travail
d'analyse de ces données et ouvre de nouveaux horizons de recherches en génomique. Le prochain
enjeu est l'annotation des génomes, i.e., traiter l'information brute contenue dans les séquences dans
le but de prédire le contenu en gènes, la position, l'organisation ou la fonction des gènes.
1.2 Puces à ADN
Déﬁnition des puces à ADN
Dès leur apparition, les puces à ADN, ou microarrays en anglais, se sont révélées être un outil
privilégié pour l'étude des séquences de gènes, des mutations, ... En eﬀet, les puces à ADN, également
appelées biopuces, permettent de mesurer simultanément et quantitativement l'expression de milliers
de gènes dans un type cellulaire donné, à un instant précis et dans une condition pathologique et/ou
physiologique particulière, par rapport à un échantillon de référence. Elles oﬀrent aujourd'hui des
perspectives d'applications, notamment dans les domaines du pronostic, du diagnostique médical et
de l'orientation thérapeutique dans le cas de pathologies diverses.
1.2 - Puces à ADN 11
1.2.1 Principe des puces à ADN
Les puces à ADN consistent en un support solide sur lequel des milliers de fragments d'ADN, ou
oligonucléotides, sont immobilisés selon une disposition ordonnée. Chacun des fragments d'ADN est
représenté par un point sur le support, également appelé spot, et sert de sonde pour ﬁxer de façon
très spéciﬁque les fragments de gènes complémentaires (ou cibles), présents dans les échantillons à
tester. La mise en contact des deux fragments d'ADN complémentaires (sondes et cibles) permet de
reconstituer la double hélice d'ADN. Ce phénomène repose sur le principe d'hybridation spéciﬁque
entre deux séquences d'ADN complémentaires et remonte aux observations de Southern en 1975.
1.2.2 Technologies des puces à ADN
On distingue diﬀérents types de puces à ADN selon le support de la puce, le type de séquences
utilisées comme sondes, le système de détection et de marquage des cibles, le mode de fabrication des
puces, ... Le tableau 1.1 présente trois exemples de puces à ADN.
Les premières puces à ADN ont été conçues sur des membranes poreuses de nylon (appelées
macroarrays en anglais). Puis, vers la ﬁn des années 1990, les puces à ADN ont été mises au point
sur des lames de verre d'un format compris entre un et quelques dizaines de cm2. Aujourd'hui, les
progrès de la robotique et l'utilisation de support solide ont permis de miniaturiser les puces. Elles
comportent ainsi une très haute densité de spots (plusieurs dizaines de milliers de sondes par cm2),
susceptibles de couvrir l'intégralité du génome d'un organisme sur une simple lame de microscope.
Les types de séquences utilisés comme sondes sont : soit des fragments d'ADN complémentaires
(puces à ADNc), soit des fragments oligonucléiques de synthèse (puces à oligonucléotides, aujourd'hui
majoritaires sur le marché).
Les puces peuvent être produites par microdéposition des sondes (on parle de puces spottées) ou
par synthèse in situ. Les deux méthodes de synthèse in situ les plus courantes sont la photolithographie
(puces Genechips R© de la société Aﬀymetrix 5, leader sur le marché) et la méthode à jet d'encre (puces
de la société Agilent Technologies 6 par exemple).
5. http://www.affymetrix.com/index.affx
6. http://www.genomics.agilent.com/
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Table 1.1  Exemples de puces à ADN (d'après [Meu05]).
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1.2.3 Représentation des données des puces à ADN
Pour permettre l'hybridation de la puce à ADN avec un échantillon biologique, l'échantillon à
étudier doit être marqué par un radioélément ou par une molécule ﬂuorescente, aﬁn de détecter et
quantiﬁer ensuite l'ensemble des cibles qu'il contient.
Acquisition des images
Les résultats de l'hybridation sont acquis à l'aide de scanners de haute précision, adaptés aux mar-
queurs utilisés. Pour les technologies utilisant le marquage ﬂuorescent (cas le plus fréquent), le scanner
est un microscope confocal dont le pouvoir résolutif est compris entre 5 et 10 µm. En fonction du type
de marquage choisi (simple ou double, i.e., par un ou deux marqueurs ﬂuorescents), le microscope est
couplé à un ou deux lasers excitant spéciﬁquement un ﬂuorochrome. Le signal émis est ampliﬁé par
un photomultiplicateur et transformé en image. On obtient alors une image par ﬂuorochrome. Chaque
pixel de l'image correspond à une mesure de ﬂuorescence, proportionnelle à l'intensité d'hybridation
gène/sonde, donc à l'expression du gène ciblé. Par convention, pour les stratégies à un ﬂuorochrome
(cas des puces Aﬀymetrix par exemple), l'intensité d'hybridation est représentée par un dégradé de
bleu. Dans le cas des puces avec double marquage, l'intensité d'hybridation est représentée par un
dégradé de rouge ou de vert, si l'un ou l'autre des ﬂuorochromes prédomine, et de jaune si les deux
ﬂuorochromes sont de même intensité.
La ﬁgure 1.2 illustre le principe des puces à ADNc dans le cas d'un marquage ﬂuorescent par deux
ﬂuorochromes : par exemple, cyanine verte (Cy3) et cyanine rouge (Cy5).
Pré-traitements des données
Les images ainsi générées comportent autant de lignes que de sondes, et donc de gènes étudiés,
et autant de colonnes que d'échantillons à analyser. Notons G le nombre de gènes à étudier et N le
nombre d'échantillons à analyser. A ce stade, les données sont donc représentées sous la forme d'une
matrice Y deN colonnes, correspondant auxN échantillons, etG lignes, correspondant auxG niveaux
d'expression des G gènes. En général, le nombre N d'échantillons est bien plus petit que le nombre G
de gènes étudiés. Par exemple, dans le cadre de puces Aﬀymetrix HU133 pour échantillons humains,
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Figure 1.2  Principe des puces à ADNc (d'après [DBC+99]).
le nombre G de gènes est compris entre 10 000 et 20 000, alors que nous n'analysons qu'une centaine
d'échantillons. Il faut donc faire face au problème  large p, small n [Wes03], avec ici N << G.
Dans le cas des données que nous étudierons (présentées plus en détail dans le paragraphe 1.5),
chaque échantillon yi, pour i = 1, . . . , N , de la matrice Y correspond à un prélèvement sanguin
eﬀectué sur un individu s (s = 1, . . . , S) à un instant donné t (t = 1, . . . , T ). Ainsi, le nombre N
total d'échantillons observés correspond à des prélèvements eﬀectués sur S individus diﬀérents à T
instants :
N = S × T.
Les colonnes {yi}i=1,...,N de la matrice des observations Y peuvent donc être ré-organisées de sorte
que les T premières colonnes correspondent aux échantillons prélevés sur le sujet #1 aux T instants,
T #2
Y
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1.3 Modélisation des données génétiques
Un problème important rencontré en génomique est l'identiﬁcation de séquences temporelles dans
l'expression des diﬀérents gènes qui sont caractéristiques d'une pathologie. Pour identiﬁer ces signa-
tures biologiques, nous avons décidé de faire une analogie avec le problème de démélange spectral
linéaire rencontré en imagerie hyperspectrale [BDPD+12]. Le but alors recherché est de décomposer
les données d'expression des gènes en marqueurs élémentaires selon un modèle de mélange linéaire.
1.3.1 Le modèle de mélange linéaire (MML)
Le modèle de mélange linéaire (MML) se trouve particulièrement adapté à l'analyse de données
génétiques. Il a été introduit par West [Wes03] pour l'analyse factorielle de données sous le paradigme
G grand, N petit, dans le but de l'appliquer sur des données d'expression des gènes [CCL+08].
Le modèle MML permet de décomposer chaque échantillon yi (i = 1, . . . , N) (qui correspond à
une colonne de la matrice des observations Y) en une somme de R signatures génétiques élémentaires
{mr}r=1,...,R, également appelées facteurs :
yi =
R∑
r=1
mrar,i + ni (1.1)
où :
 mr = [m1,r, . . . ,mG,r]
T désigne la rème signature génétique, ou facteur,
 ar,i est la proportion, ou score, du rème facteur dans le ième échantillon,
 ni correspond à l'erreur résiduelle dûe à la représentation MML.
En considérant les N échantillons observés, le modèle MML se réécrit sous la forme matricielle
suivante :
Y = MA + N (1.2)
avec :
Y = [y1, . . . ,yN ] ∈ RG×N , M = [m1, . . . ,mR] ∈ RG×R,
A = [a1, . . . ,aN ] ∈ RR×N , N = [n1, . . . ,nN ] ∈ RG×N .
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Les matrices M et A représentent respectivement la matrice des signatures génétiques (facteurs)
et celle des coeﬃcients du mélange (scores). Les éléments mg,r de la matrice des facteurs M sont
appelés loadings (g = 1, . . . , G et r = 1, . . . , R).
Ajout de contraintes sur le modèle MML
Pour chaque échantillon i (i = 1, . . . , N), en considérant les coeﬃcients {ar,i}r=1,...,R comme
des proportions (ou concentrations) de chaque facteur dans l'échantillon étudié, le vecteur ai =
[a1,i, . . . , aR,i]
T (vecteur des scores du ième échantillon) est soumis à des contraintes de non-négativité
et de somme-à-un, contraintes qui permettent d'améliorer l'interprétabilité des résultats. De plus, les
données issues des puces à ADN étant positives, il est tout à fait légitime d'imposer une contrainte
supplémentaire de non-négativité sur les signatures génétiques {mr}r=1,...,R. Ces contraintes de posi-
tivité et de somme-à-un s'écrivent de la manière suivante :
mg,r ≥ 0, ∀g = 1, . . . , G, ∀r = 1, . . . , R (non-négativité des signatures),
ar,i ≥ 0, ∀r = 1, . . . , R, ∀i = 1, . . . , N (non-négativité des scores),
R∑
r=1
ar,i = 1, ∀i = 1, . . . , N (somme-à-un des scores).
(1.3)
Remarquons que de telles contraintes ont déjà été imposées par Dobigeon et al., notamment dans
[DMC+09], pour le démélange linéaire d'images hyperspectrales. L'analogie entre le démélange de
données génétiques et le démélange spectral d'images hyperspectrales est présentée dans le paragraphe
suivant 1.3.2.
En revanche, de telles contraintes n'ont pas, à notre connaissance, été imposées dans le contexte de
l'analyse génétique, alors qu'elles sont tout à fait justiﬁables et permettent notamment une meilleure
interprétation des paramètres inconnus. L'apport de chacune de ces contraintes pour le démélange de
données génétiques sera plus particulièrement étudié dans le chapitre 2 (paragraphe 2.6.3).
18 Chapitre 1 - L'analyse de données d'expression des gènes
Comme dans de nombreuses méthodes d'analyse factorielle bayésiennes, le vecteur ni = [n1,i, . . . , nG,i]
T
est une suite de variables aléatoires que l'on supposera indépendantes et identiquement distribuées
(i.i.d.) suivant une loi normale centrée et de matrice de covariance Σ = σ2IG :
ni|σ2 ∼ N
(
0G, σ
2IG
)
(1.4)
où IG est la matrice identité de dimension G×G et 0G est le vecteur de RG constitué de G zéros.
Le problème de démélange linéaire considéré ici consiste donc à estimer conjointement les matrices
des signatures génétiques M et des scores A, directement à partir de la matrice des observations Y, en
respectant les contraintes de non-négativité et de somme-à-un pré-citées (1.3). Formellement, il s'agit
donc de résoudre un problème de séparation aveugle de sources ou de décomposition factorielle, sous
les contraintes (1.3). La modélisation bayésienne se trouve être particulièrement appropriée pour ce
genre de problèmes. En eﬀet, les contraintes imposées peuvent guider naturellement le choix des lois
a priori des paramètres inconnus (matrice des signatures, matrices des scores et variance du bruit).
L'estimation des paramètres inconnus est alors réalisée à partir de leurs lois a posteriori. La complexité
de ces lois impose le recours à des méthodes de simulation appropriées comme les méthodes de Monte
Carlo par chaînes de Markov (MCMC) [GRS96].
1.3.2 Analogie entre l'imagerie hyperspectrale et l'analyse génétique
L'approche de démélange bayésien sous contraintes, adoptée dans cette thèse et appliquée aux
données génétiques, s'appuie sur une étude récente [DMC+09] visant à résoudre le problème de démé-
lange spectral rencontré en imagerie hyperspectrale. En eﬀet, dans le cas des images hyperspectrales,
une scène est observée dans plusieurs centaines de longueurs d'ondes étroites et contigües (et non plus
trois ou quatre longueurs d'onde comme c'est le cas pour les images multispectrales). Un vecteur de
mesures, formant un spectre, est alors associé à chaque pixel de l'image hyperspectrale.
Le problème de démélange spectral consiste alors à décomposer le spectre d'un pixel observé en un
mélange de spectres caractéristiques de composants purs, comme de la végétation, de l'eau ou du sable
par exemple, également appelés signatures spectrales (ou endmembers) et à estimer la proportion
(ou coeﬃcient d'abondance) de chacun de ces matériaux purs dans le pixel étudié [KM02].
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Pour modéliser ce problème, on considère une image hyperspectrale Y constituée de P pixels,
acquise dans L longueurs d'ondes (ou bandes spectrales). Selon le modèle de mélange linéaire (MML),
le spectre du pème pixel yp s'écrit alors comme la combinaison linéaire de R signatures spectrales
{mr}r=1,...,R, à laquelle s'ajoute un bruit np gaussien constitué de variables aléatoires indépendantes
et identiquement distribuées :
yp =
R∑
r=1
mrar,p + np pour p = 1, . . . , P,
où :
 mr correspond au spectre du rème matériau présent dans l'image,
 ar,p est la proportion (abondance) du rème matériau dans le pème pixel étudié.
En raison de considérations physiques, les mêmes contraintes de positivité (sur les spectres et
abondances) et de somme-à-un (pour les abondances) s'appliquent aux images hyperspectrales.
En identiﬁant les pixels de l'image hyperspectrale avec les échantillons prélevés issus des puces à
ADN et les longueurs d'ondes avec les indices génétiques, cette approche de démélange spectral peut
être étendue aux données d'expression des gènes. La table 1.2 résume cette analogie entre analyse
génétique et imagerie hyperspectrale.
Table 1.2  Analogie entre l'analyse génétique et l'imagerie hyperspectrale.
Analyse génétique Imagerie hyperspectrale
Y ∈ RG×N Y ∈ RL×P
G données d'expression des G gènes L longueurs d'ondes
N échantillons d'observation P pixels d'observation
yi : ième échantillon ou prélèvement yp : pème pixel de l'image
ai : vecteur des scores de yi ap : vecteur des abondances de yp
mr : rème signature génétique, ou facteur mr : rème signature spectrale, ou endmember
On représente souvent les données hyperspectrales sous la forme d'un cube avec deux dimensions
spatiales et une dimension spectrale (cf. ﬁgure 1.4b, image AVIRIS 10). La face supérieure du cube est
10. http://aviris.jpl.nasa.gov/data/image_cube.html
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méthodes de factorisation de matrices par moindres carrés [LS00, FYHL07], les modèles de mélanges
ﬁnis [MBP02, BM11], les approches bayésiennes [MKG+02, CCL+08, FDF+10], ...
1.4.1 Méthodes d'analyse factorielle classiques
Parmi les méthodes non-bayésiennes permettant de résoudre l'équation matricielle Y ≈MA, ou
de manière équivalente YT ≈ ATMT , nous pouvons citer :
 l'analyse en composantes principales (ACP) [Jol86, YR01] : l'ACP de YT recherche les
axes mr, plus communément appelés composantes principales, de plus grandes variances, sous
contraintes d'orthogonalité ; l'ACP est aujourd'hui plus largement utilisée comme méthode de
réduction de dimensionalité,
 l'analyse en composantes indépendantes (ACI) [HKO01, KVG+08] : l'ACI de YT permet
de résoudre le problème de séparation de sources, en maximisant l'indépendance statistique entre
les sources mr,
 la factorisation en matrices non-négatives (NMF pour non-negative matrix factori-
zation) [LS00, FYHL07] : la NMF impose que tous les éléments de M et A soient non-négatifs
(positifs ou nuls),
 la décomposition en matrices pénalisées (PMD pour penalized matrix decomposi-
tion) [WTH09] : la PMD permet d'approximer la matrice Y par une matrice de rang R, en
utilisant des fonctions de pénalité,
 l'algorithme GB-GMF (pour gradient-based algorithm for general matrix factoriza-
tion) de Nikulin et al. [NHN+11] : un algorithme rapide pour les factorisations matricielles de
données de grande dimension, basé sur une descente de gradient stochastique, et sans contraintes
sur les matrices M et A.
Remarquons que l'ensemble de ces méthodes ont été appliquées aux données génétiques, même si elles
n'avaient pas été dévéloppées initialement pour de telles données.
Les méthodes ACP, ACI et GB-GMF ne prennent pas en compte la non-négativité des facteurs
et des scores. L'algorithme NMF a l'avantage d'imposer cette contrainte de non-négativité sur les
éléments des matrices, ce qui permet une meilleure interprétation des facteurs et des scores. En
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revanche, NMF ne prend pas en compte la contrainte de somme-à-un sur les colonnes de la matrice
des scores.
L'ACP et l'ACI imposent respectivement l'orthogonalité ou l'indépendance des sources mr. Or,
les processus biologiques sont souvent non-indépendants. L'algorithme GB-GMF, qui n'impose pas de
telles contraintes, est donc plus ﬂexible pour modéliser, par exemple, les comportements biologiques
dans lesquels les signatures génétiques se chevaucheraient et seraient donc non-indépendantes.
1.4.2 Méthodes d'analyse factorielle bayésiennes
De nombreuses méthodes bayésiennes ont aussi été développées pour résoudre ce problème de
décomposition factorielle des données génétiques. Nous pouvons citer :
 la décomposition bayésienne (DB) de Ochs et al. [OSAMB99, MKG+02] : méthode initiale-
ment développée pour la décomposition spectrale d'images par résonance magnétique nucléaire
(IRM), puis appliquée aux données d'expression des gènes,
 le modèle de régression bayésienne (noté BFRM) de Carvalho et al. [CCL+08] : modèle
généralisé développé pour les données génétiques dans le cas où N << G, pouvant être appliqué
en ﬁxant ou non le nombre de facteurs,
 la méthode CoGAPS (pour coordinated gene activity in patterns sets) [FDF+10] :
disponible en open-source sous R 11 (dans la plateforme d'outils Bioconductor 12),
 l'analyse factorielle non-paramétrique bayésienne (notée NPBFA pour non-parametric
Bayesian factor analysis) de Chen et al. [CCP+10] : approche parcimonieuse et non-
paramétrique, avec l'utilisation de processus Beta pour estimer le nombre de facteurs R.
En 2009, Kossenkov et Ochs [KO09] ont montré, sur des données génétiques de Saccaromyces
cerevisiae (levure), que les méthodes bayésiennes de décomposition factorielle (dont DB [MKG+02] et
BFRM [CCL+08]) étaient plus adaptées que les méthodes traditionnelles (comme la NMF [FYHL07])
pour déterminer et retrouver des signatures génétiques en relation avec les processus biologiques et les
phénotypes. Ceci s'explique notamment par le fait que, dans le cas de l'analyse génétique, les facteurs
11. http://www.r-project.org/
12. http://www.bioconductor.org/
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correspondent à des réponses géniques plus ou moins corrélées à des stimuli. En d'autres termes, les
processus biologiques proviennent de l'activité coordonnée d'un ensemble de gènes. Il est donc plus
intéressant d'inférer les processus biologiques, et donc inférer les facteurs, à partir de méthodes basées
sur des ensembles de gènes, que sur des gènes isolés les uns des autres.
La plupart des méthodes présentées dans les deux paragraphes précédents nécessitent de spéciﬁer
le nombre de facteurs R de la décomposition, nombre dont dépend les dimensions des matrices M
(nombre de colonnes) et A (nombre de lignes) à déterminer. Le paragraphe suivant traite de ce
problème.
1.4.3 Comment inférer le nombre de facteurs R de la décomposition ?
La détermination du nombre de facteurs R présents dans les données est un problème inhérent à
toute méthode d'analyse factorielle.
Dans de nombreuses approches non-bayésiennes (ACP, ACI, NMF, GB-GMF, ...), ce nombre R
est ﬁxé. Il est alors nécessaire d'exécuter les algorithmes en testant diﬀérentes valeurs de R, puis parmi
les valeurs testées de trouver la meilleure reconstruction, ou alors d'utiliser un algorithme d'analyse
statistique en pré-traitement pour déterminer le nombre de facteurs R. D'autres approches non-
bayésiennes, comme l'ACP parcimonieuse [ZHT04] et la PMD [WTH09] déduisent R en surveillant
l'erreur de reconstruction en fonction du nombre d'itérations.
Dans le cas des algorithmes bayésiens, l'approche la plus largement utilisée [BGM03] pour dé-
terminer le nombre R de facteurs (et donc pour la sélection de modèles) est le critère d'information
bayésien (ou BIC pour Bayesian information criterion en anglais) [Sch78]. Plus récemment, les
approches bayésiennes non-paramétriques ont suscité un grand intérêt pour inférer R à partir des
données observées Y [KG07]. Citons notamment le développement de méthodes basées sur les proces-
sus de Dirichlet, les processus de type Indian buﬀet (IBP pour Indian buﬀet process en anglais)
[GG05] ou les processus Beta [PC09, CCP+10].
Il est donc intéressant de développer des méthodes qui permettraient d'estimer le nombre R de
facteurs conjointement à l'estimation des matrices M et A de la décomposition. C'est ce que nous
proposerons dans les chapitres suivants.
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1.5 Détails sur les données étudiées
Les méthodes bayésiennes proposées dans ce manuscrit, et présentées dans les chapitres suivants,
ont toutes été testées sur des données synthétiques génétiques, mais également validées sur des don-
nées réelles d'expression génique. Toutes les données réelles étudiées sont disponibles publiquement
sur le site Gene Expression Omnibus (GEO 13). Ce site est une base de données publique qui archive
et distribue librement des données d'expression de gènes de grande taille soumises par la communauté
scientiﬁque [EDL02]. Il est développé et entretenu par le NCBI (National Center for Biotechnology
Information). En plus du stockage de données, ce site propose un ensemble d'interfaces web et d'ap-
plications pour aider les utilisateurs à la recherche et à l'analyse des données stockées.
1.5.1 Données de boissons
Ces données de boissons correspondent à une étude, proposée par Baty et al. et détaillée dans
[BFW+06]. Cette étude a pour but d'évaluer l'inﬂuence de la consommation de boissons (alcoolisées
ou non) au cours du temps dans l'expression des gènes dans le sang. Les données sont disponibles sur
le site GEO, sous le numéro GSE3846.
Six volontaires en bonne santé ont participé à cette étude : au cours de 4 jours indépendants, ils
ont bu 4 boissons diﬀérentes (alcool, jus de raisin, eau et vin rouge). Des échantillons de sang ont
été prélevés à cinq instants : à t = 0, 1, 2, 4 et 12 heures après l'ingestion de la boisson. Sur les 120
échantillons prélevés (6 sujets × 4 expériences × 5 instants = 120), seuls N = 108 ont pu être inclus
dans l'analyse (les autres étant de trop mauvaise qualité). Chaque échantillon comporte l'expression
de G = 22 283 gènes. Les données ont été normalisées à l'aide de l'algorithme RMA (pour robust
multi-array average) [IHC+03].
Sur la ﬁgure 1.5, les échantillons sont regroupés par boisson ingérée et ré-organisés de manière à
mieux visualiser l'inﬂuence de chaque boisson au cours du temps pour chaque sujet. Les échantillons
noirs correspondent aux données non exploitables.
13. http://www.ncbi.nlm.nih.gov/geo/
1.5 - Détails sur les données étudiées 25
S
u
je
t
]1
]2
]3 eau vin
]4
]5
]6
S
u
je
t
]1
]2 jus de
]3 alcool
]4 raisin
]5
]6
t = (en h) 0 1 2 4 12 0 1 2 4 12
Figure 1.5  Réorganisation des échantillons des données de boissons [BFW+06] pour mieux visua-
liser l'inﬂuence des boissons sur les gènes.
1.5.2 Données grippales H3N2
Ces données réelles correspondent à des données d'expression de gènes d'une récente étude sur la
grippe A/H3N2/Wisconsin. Elles sont disponibles sous GEO, sous le numéro GSE30550, et brièvement
décrites dans ce paragraphe. Pour plus de détails, se reporter aux articles de Zaas et al. [ZCV+09] et
Huang et al. [HZR+11].
Les données H3N2 contiennent les niveaux d'expression des gènes de N = 267 puces Aﬀymetrix,
recueillies sur S = 17 volontaires sains ayant été expérimentalement infectés par des souches de la
grippe A/H3N2.
Plus précisément, l'étude consiste à inoculer par voie intranasale une dose de 106 TCID50 par
mL (TCID : tissue culture infective dose) de souches de la grippe A/Wisconsin/67/2005 (H3N2)
fabriquées et transformées selon les bonnes pratiques de fabrication (BPF) par Baxter BioScience.
Des prélèvements sanguins sur puces Aﬀymetrix U133a ont été eﬀectués à T = 16 instants diﬀérents :
un état correspondant à l'état initial (24 heures avant l'inoculation du virus), puis toutes les 8 heures
pendant 120 heures, et enﬁn toutes les 24 heures pendant encore deux jours. Chaque échantillon est
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composé de G = 12 023 valeurs d'expression des gènes, normalisées à l'aide de l'algorithme RMA
[HZR+11].
Parallèlement aux échantillons sanguins prélevés, le clinicien demandait régulièrement à chaque
sujet son ressenti sur ses symptômes cliniques : nez bouché, gorge irritée, maux de tête, toux, ...
Chaque réponse pour chaque symptôme est côtée sur une échelle de 0 à 3 pour pas de symptôme,
symptôme à peine perceptible, symptôme gênant mais n'empêchant pas la pratique des activités
quotidiennes, symptôme gênant rendant diﬃcile la réalisation des activités quotidiennes. Le score
total obtenu, dit score de Jackson [GFGV58], permet de déterminer quels sujets sont devenus symp-
tomatiques et quels autres ne le sont pas devenus. Les résultats obtenus sont représentés sur la ﬁgure
1.6. Sur cette ﬁgure, les sujets ont également été ré-organisés de manière à ce que les huit premiers
sujets correspondent aux patients asymptomatiques (n'ayant pas développé de symptômes cliniques
signiﬁcants), les neuf suivant (labelisés Z01, Z05, Z07, Z08, Z10; Z12, Z13 et Z15) correspondent aux
patients symptomatiques. Ces résultats seront uniquement utilisés comme vérité terrain pour quan-
tiﬁer les performances des algorithmes développés, ils ne seront pas utilisés en tant que connaissance
a priori.
Figure 1.6  Evaluation des symptômes cliniques pour chaque sujet (ligne), à diﬀérents instants
temps (colonne), inoculé par la grippe H3N2 : score de Jackson [GFGV58].
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Il est important de noter que la grippe est une infection virale respiratoire. Le délai moyen entre
l'infection et la libération du virus grippal varie de 18 à 72 heures. Il est néanmoins possible de
détecter le virus grippal dans le mucus respiratoire 24 heures avant le début des symptômes cliniques.
La concentration du virus grippal atteint un pic de 103 à 107 TCID50 par mL, puis reste à un niveau
élevé pendant 24 à 48 heures, et enﬁn décroit rapidement. Le virus n'est plus détectable après 5 à 10
jours en moyenne [NBAS07].
1.5.3 Données grippales H1N1
Ce dernier jeu de données est similaire au précédent : S = 24 patients volontaires et sains ont été
infectés par des souches de grippe A/H1N1. Des prélèvements sanguins sur puces Aﬀymetrix U133a
ont été eﬀectués à T = 16 instants diﬀérents. Chaque échantillon contient les données d'expression de
G = 12 023 gènes, normalisées à l'aide de l'algorithme RMA [HZR+11]. Au total, ce jeu de données
H1N1 comporte N = 378 échantillons.
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Chapitre 2
Démélange bayésien non-supervisé pour
l'analyse génétique
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2.1 Introduction
Parmi les méthodes existantes de décomposition factorielle de la forme Y ≈ MA, toutes ne
permettent pas l'estimation du nombre de facteurs R de la décomposition (voir le paragraphe 1.4.3).
D'autre part, les méthodes existantes ne prennent pas forcément en compte les contraintes liées à la
physique des données étudiées : contraintes de non-négativité des facteurs et des scores et contrainte de
somme-à-un des scores, déﬁnies précédemment dans (1.3). Le modèle de démélange linéaire bayésien
proposé dans ce chapitre, nommé uBLU (pour unsupervised Bayesian linear unmixing), répond à
ces deux problématiques.
Ce modèle uBLU s'appuie sur le modèle de démélange bayésien linéaire semi-supervisé développé
par Dobigeon et al. pour l'imagerie hyperspectrale [DMC+09] et appliqué aux données génétiques dans
[HZR+11] (nommé BLU pour Bayesian linear unmixing dans ce dernier). En eﬀet, le paragraphe
1.3.2 a montré qu'il est tout à fait possible de faire une analogie entre les données génétiques et les
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images hyperspectrales. La méthode BLU a l'avantage d'imposer les contraintes de non-négativité et
de somme-à-un sur les paramètres inconnus à estimer. En revanche, BLU nécessite la détermination
du nombre de facteurs R présents dans le mélange.
Le modèle uBLU proposé pour l'analyse de données génétiques étend le modèle bayésien hiérar-
chique précédent à une version entièrement non-supervisée qui permet l'estimation du nombre de
facteurs R présents dans les échantillons observés, conjointement à l'estimation des matrices des fac-
teurs M et des scores A. Remarquons que les paramètres du mélange (dimensions des matrices M et
A) dépendent de ce nombre R de facteurs. Ainsi à chaque valeur possible de R correspond un modèle.
L'estimation de ce nombre R revient donc à un problème de sélection de modèle (voir [Che98] pour
plus de détails sur la sélection de modèle dans un cadre bayésien).
Pour résoudre ce problème de sélection de modèle, nous adoptons un processus de naissance et de
mort, conjoint à une méthode de Monte Carlo par chaînes de Markov (MCMC). L'algorithme ainsi
proposé permet des mouvements entre les modèles de dimensions diﬀérentes, aﬁn de pouvoir estimer
le paramètre R, comme le ferait un algorithme à sauts réversibles (RJ-MCMC pour reversible-jump
MCMC ). L'utilisation de méthodes RJ-MCMC [Gre95] a déjà fait ses preuves dans de nombreuses ap-
plications du traitement du signal et des images, comme par exemple en segmentation [PADF02], pour
les signaux audio [DGI06], en analyse spectrale [AD99] ou encore en imagerie hyperspectrale [DTC08].
En revanche, cette approche a été peu développée pour les données génétiques (citons principalement
[LW03] puis [GD08]) du fait des coûts calculatoires qu'elle impliquait sur de telles données. Ici, ce
problème a pu être contourné par l'utilisation d'une méthode de réduction de dimensionalité, similaire
à celle proposée dans [DMC+09], permettant ainsi de travailler dans l'espace projeté des facteurs de
dimension R− 1, au lieu de travailler dans l'espace des facteurs de dimension G (G >> R).
Organisation du chapitre
Ce chapitre est organisé comme suit. Le paragraphe 2.2 présente les diﬀérentes lois a priori choisies
pour construire le modèle bayésien proposé pour l'analyse génétique. Un intérêt sera plus particuliè-
rement apporté à la prise en compte des contraintes de non-négativité et de somme-à-un (1.3) dans
le choix des lois a priori. Le paragraphe 2.3 étudie un échantillonneur de Gibbs hybride, combiné à
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un processus de naissance et de mort pour la sélection de modèle (mise à jour du nombre de facteurs
R), qui est utilisé pour générer des échantillons distribués suivant la loi a posteriori des paramètres
inconnus du modèle uBLU. Les problèmes de diagnostic de convergence des méthodes MCMC sont
traités au paragraphe 2.4. Enﬁn, des résultats de simulations associés à diﬀérents jeux de donnés
synthétiques sont présentés au paragraphe 2.5 et à des données génétiques réelles au paragraphe 2.6.
L'algorithme sera notamment comparé avec d'autres méthodes de décomposition factorielle présen-
tées au paragraphe 1.4, telles que l'analyse en composantes principales (ACP) [YR01], la factorisation
en matrices non-négatives (NMF) [FYHL07], le modèle BFRM [CCL+08] et l'algorithme GB-GMF
[NHN+11].
2.2 Modèle bayésien hiérarchique
Cette partie présente le modèle uBLU utilisé pour l'analyse génétique. Ce modèle bayésien hié-
rarchique non-supervisé est basé sur la vraisemblance des observations et sur la déﬁnition de lois a
priori adéquates, permettant de respecter les contraintes imposées sur les paramètres, notamment les
vecteurs des scores {ai}i=1,...,N et les facteurs {mr}r=1,...,R, et d'estimer le nombre R de facteurs du
mélange.
2.2.1 Fonction de vraisemblance
Le modèle de mélange linéaire déﬁni par l'équation (1.1) ainsi que les propriétés statistiques du
vecteur de bruit (gaussien i.i.d.) ni (1.4) permettent d'écrire, pour chaque échantillon yi observé
(i = 1, . . . , N), la vraisemblance suivante :
yi|M,ai, R, σ2 ∼ N
(
Mai, σ
2IG
)
(2.1)
où N (µ,Σ) désigne la loi gaussienne multivariée de vecteur moyenne µ et de matrice de covariance
Σ = σ2IG. Ainsi, en supposant que les vecteurs bruit {ni}i=1,...,N sont tous indépendants, la fonction
de vraisemblance des observations Y s'écrit :
f
(
Y|M,A, R, σ2) = N∏
i=1
f
(
yi|M,ai, R, σ2
)
=
1
(2piσ2)GN/2
exp
[
−
∑N
i=1 ‖yi −Mai‖2
2σ2
]
(2.2)
où ‖·‖ est la norme l2 déﬁnie par : ‖x‖ =
√
xTx.
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2.2.2 Lois a priori des paramètres et hyperparamètres
L'approche et les lois a priori choisies pour les paramètres et hyperparamètres du modèle uBLU
sont déﬁnies ci-après. Une attention particulière sera portée sur les lois a priori choisies pour les
facteurs et les scores, lois tronquées pour prendre en compte les contraintes, ainsi que sur la technique
de réduction de dimensionalité, permettant de travailler dans un sous-espace de dimension réduite.
Loi a priori pour le nombre de facteurs
Nous avons choisi une loi discrète uniforme sur [2, . . . , Rmax] comme loi a priori pour le nombre
de facteurs R à estimer :
P[R = k] =
1
Rmax − 1 , pour R = 2, . . . , Rmax. (2.3)
On note Rmax le nombre maximal de facteurs pouvant être présents dans les échantillons. Cette valeur
est ﬁxée judicieusement aﬁn de ne pas considérer inutilement des modèles de grandes dimensions
improbables. D'autre part, le choix d'une distribution uniforme non-informative permet de ne pas
privilégier un modèle parmi les modèles possibles.
Réduction de dimensionalité
Une première étape de l'algorithme consiste à faire une réduction de dimensionalité aﬁn de tra-
vailler dans un sous-espace réduit VR−1 de dimension adéquate R − 1 sans perte d'information. En
eﬀet, les vecteurs observés {yi}i=1,...,N ∈ RG respectant les contraintes de non-négativité et de somme-
à-un déﬁnies précédemment (1.3) appartiennent à un polytope convexe de RG dont les sommets sont
les R signatures génétiques à estimer {mr}r=1,...,R. Les données cachées Y−N = MA peuvent ainsi
être représentées dans un sous-espace VR−1 de dimension R − 1, avec R << G. Ce sous-espace peut
être estimé préalablement par une méthode de réduction de dimensionalité, comme l'analyse en com-
posantes principales (ACP) [Jol86]. Notons que ce genre d'approche a été utilisé avec succès dans le
contexte de l'imagerie hyperspectrale [DMC+09] et permet de réduire considérablement le nombre
de degrés de liberté de l'espace contenant les paramètres à estimer, notamment pour la matrice des
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signatures génétiques M. Cela réduit donc également les coûts calculatoires impliqués par l'utilisation
du processus de naissance et de mort pour estimer le nombre de facteurs R.
Ainsi, au lieu d'estimer directement les signatures génétiques mr (r = 1, . . . , Rmax), nous propo-
sons d'estimer leurs projections tr sur le sous-espace VRmax−1 de dimension réduite. Les signatures
génétiques mr (contenues dans M) et leurs projections tr = [t1,r, . . . , tRmax−1,r]T (contenues dans
T = [t1, . . . , tRmax ] ∈ R(Rmax−1)×Rmax) sur les composantes principales pertinentes issues de l'ACP
sont reliées par les relations suivantes :
mr = Utr + y¯,
tr = P (mr − y¯) ,
ou
M = UT + y¯1TRmax ,
T = P
(
M− y¯1TRmax
)
,
(2.4)
où P est la matrice de projection sur le sous-espace VRmax−1 (P est de taille Rmax−1×G), U = {ug,k}
la pseudo-inverse de P, y¯ est la moyenne empirique des échantillons y¯ = 1N
∑N
i=1 yi = [y¯1, . . . , y¯G]
T ∈
RG, et 1Rmax = [1, . . . , 1]
T ∈ RRmax .
Lois a priori pour les signatures génétiques projetées
Les lois a priori choisies pour les signatures projetées {tr}r=1,...,R doivent permettre de res-
pecter les contraintes de positivité (1.3) des facteurs {mr}r=1,...,R. Une loi normale multivariée
NTr
(
er, s
2
rIR−1
)
, de vecteur moyenne er et de matrice de covariance s2rIR−1, tronquée à un sous-
espace Tr (déﬁni par (2.6)) est donc choisie comme loi a priori pour chaque projection de facteur tr
(r = 1, . . . , R) :
tr|er, s2r , R ∼ NTr
(
er, s
2
rIR−1
)
. (2.5)
La densité de probabilité (d.d.p.) ΦTr (·) de cette loi normale multivariée tronquée est déﬁnie par :
ΦTr
(
tr|er, s2r , R
) ∝ Φ (tr|er, s2r , R)1Tr (tr) ,
en notant Φ (·|µ,Σ) la d.d.p. de la loi normale multivariée de moyenne µ et de matrice de covariance
Σ, et où 1Tr (·) est la fonction indicatrice déﬁnie sur l'ensemble Tr :
1Tr (x) =
 1, si x ∈ Tr,0, sinon.
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La troncature sur l'ensemble Tr ∈ VR−1 assure la positivité des coeﬃcients des signatures (loa-
dings) introduite dans (1.3), c'est-à-dire que Tr est déﬁni par :
{mg,r ≥ 0, ∀g = 1, . . . , G} ⇔ {tr ∈ Tr} (2.6)
ou encore par les inégalités suivantes :
Tr =
{
tr |
Rmax−1∑
k=1
ug,ktk,r + y¯g
}
. (2.7)
Les vecteurs moyennes {er}r=1,...,R sont ﬁxés comme étant les solutions d'un algorithme d'ex-
traction de pôles de mélange dédié à l'imagerie hyperspectrale, par exemple N-FINDR [Win99] ou
l'algorithme vertex component analysis (VCA) [NBD05]. Les variances sr sont ﬁxées à de grandes
valeurs (s21 = . . . = s
2
R = 100).
En supposant que les facteurs projetés sont tous a priori indépendants, la loi jointe a priori pour
la matrice des facteurs projetés T = [t1, . . . , tR] s'écrit :
f
(
T|E, s2, R) ∝ R∏
r=1
exp
[
−‖tr − er‖
2
2s2r
]
1Tr (tr) (2.8)
où ∝ signiﬁe proportionnel à, E = [e1, . . . , eR] et s2 =
[
s21, . . . , s
2
R
]
.
Loi a priori pour les scores
Pour chaque échantillon i = 1, . . . , N , la contrainte de somme-à-un (1.3) imposée sur le vecteur
des scores ai permet de réécrire ce vecteur de la manière suivante :
ai =
 a1:R−1,i
aR,i
 où a1:R−1,i =

a1,i
...
aR−1,i
 et aR,i = 1−
R−1∑
r=1
ar,i. (2.9)
Notons ici que n'importe quel élément du vecteur des scores ai peut être retiré de celui-ci et exprimé
en fonction des autres : ar,i = 1−
∑
k 6=r ak,i, ∀r ∈ {1, R}. Pour des raisons de simplicité de notations,
nous avons choisi que ce soit le dernier aR,i. Cependant, l'algorithme proposé dans le paragraphe
suivant supprimera aléatoirement un des R coeﬃcients du vecteur ai à chaque itération.
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Aﬁn de satisfaire la contrainte de positivité, les N sous-vecteurs a1:R−1,i doivent appartenir à
l'espace S déﬁni par :
S = {a1:R−1,i | ‖a1:R−1,i‖1 ≤ 1 etai  0}, (2.10)
où ‖·‖1 est la norme l1 (‖ai‖1 =
∑R
r=1 |ar,i|) et ai  0 représente l'ensemble des inégalités {ar,i ≥
0}r=1,...,R.
En suivant l'approche décrite dans [DTC08], nous avons choisi de prendre comme loi a priori pour
les sous-vecteurs a1:R−1,i (i = 1, . . . , N) des lois uniformes sur l'ensemble S :
f (a1:R−1,i|R) = 1S (a1:R−1,i) . (2.11)
Remarquons que le fait de choisir une loi uniforme sur S comme loi a priori pour le sous-vecteur
a1:R−1,i (i = 1, . . . , N) revient à choisir une loi de Dirichlet DR (1, . . . , 1) pour le vecteur global des
scores ai. Cette caractéristique sera développée plus en détail dans le chapitre 4 lors de la prise en
compte de la dépendance temporelle.
Loi a priori pour la variance du bruit
Une loi a priori conjuguée est choisie pour la variance des erreurs résiduelles σ2, c'est-à-dire une
loi inverse-gamma de paramètres ν/2 et γ/2 :
σ2|ν, γ ∼ IG
(ν
2
,
γ
2
)
, (2.12)
où IG (α, β) désigne une loi inverse-gamma de paramètres α et β. L'hyperparamètre ν (paramètre de
forme) sera ﬁxé à ν = 2 alors que l'hyperparamètre γ (paramètre d'échelle) sera ajustable (comme
dans [PADF02] ou [DTC08]). La qualité de l'estimation dépend de la valeur de l'hyperparamètre
γ. N'ayant aucune connaissance sur cet hyperparamètre, nous proposons une loi non-informative de
Jeﬀrey comme loi a priori pour cet hyperparamètre γ :
f (γ) ∝ 1
γ
1R+ (γ) .
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Résumé des lois a priori du modèle uBLU
Dans les paragraphes précédents, nous avons déﬁni des lois a priori pour chacun des paramètres
inconnus du modèle uBLU étudié. Ces lois a priori ainsi que les contraintes associées aux paramètres
sont résumées ci-dessous :
P[R = k] = 1Rmax−1 pour R = 2, . . . , Rmax (2.3)
mr = Utr + y¯ (2.4)
tr|er, s2r , R ∼ NTr
(
er, s
2
rIR−1
)
(2.5) et (2.6)
aR,i = 1−
∑R−1
r=1 ar,i (2.9)
a1:R−1,i|R ∼ US (a1:R−1,i) (2.10) et (2.11)
σ2|ν, γ ∼ IG (ν2 , γ2) (2.12)
De plus, aﬁn d'estimer l'hyperparamètre γ, nous avons choisi d'introduire un deuxième niveau
d'inférence bayésienne conformément aux modèles bayésiens hiérarchiques. Cette structure hiérar-
chique est résumée dans le graphe acyclique orienté (ou DAG, pour directed acyclic graph) de la
ﬁgure 2.1.
Figure 2.1  DAG pour les lois a priori des paramètres et hyperparamètres du modèle bayésien
uBLU (les paramètres ﬁxés apparaissent dans les cases en pointillés).
2.2.3 Loi a posteriori
Notons Θ = {M,A, R, σ2} le vecteur des paramètres inconnus pour lesquels ont été déﬁnis précé-
demment des lois a priori. En supposant l'indépendance entre ces paramètres inconnus, on obtient :
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f (Θ|γ) = f (R) f (T|E, s2, R) f (A|R) f (σ2|ν, γ) (2.13)
où f (R), f
(
T|E, s2, R), f (A|R) et f (σ2|ν, γ) sont respectivement les lois a priori du nombre de
signatures R, de la matrice des signatures projetées T, de la matrice des scores A et de la variance
des erreurs résiduelles σ2 déﬁnies précédemment dans (2.3), (2.8), (2.11) et (2.12).
En multipliant la fonction de vraisemblance f (Y|Θ) (2.2) par la loi jointe f (Θ|γ) (2.13), et en
intégrant l'hyperparamètre γ, on peut écrire la loi a posteriori du vecteur Θ des paramètres inconnus :
f (Θ|Y) =
∫
f (Θ, γ|Y) dγ
∝
∫
f (Y|Θ) f (Θ|γ) f (γ) dγ
ou encore :
f
(
T,A, R, σ2|Y) ∝∏Rr=1 exp [−‖tr−er‖22s2r ]1Tr (tr)
×∏Ni=1 1S (a1:R−1,i)
× 1Rmax−1
×∏Ni=1 ( 1σ2 )G2 −1 exp [−‖yi−(UT+y¯1TR)ai‖22σ2 ] .
(2.14)
Les contraintes imposées sur les paramètres rendent la loi a posteriori f (Θ|Y) beaucoup trop
complexe pour obtenir une expression simple des estimateurs bayésiens classiques, comme l'estimateur
du maximum a posteriori (MAP) ou l'estimateur qui minimise l'erreur quadratique moyenne appelé
estimateur MMSE (pour minimum mean square error). Dans de tels cas, il est usuel d'utiliser des
méthodes de Monte Carlo par chaînes de Markov (MCMC) [GRS96] aﬁn de générer des échantillons
M(`), A(`), R(`) et σ2(`) asymptotiquement distribués selon la loi a posteriori (` désigne l'indice de
l'échantillon : ` = 1, 2, . . .).
Rappelons ici que les dimensions des matrices des signatures M et des scores A dépendent du
nombre R inconnu de signatures. Ainsi, échantillonner suivant f
(
M,A, R, σ2|Y) nécessite l'explora-
tion d'espaces de dimensions diﬀérentes (modèles diﬀérents). Aﬁn de résoudre ce problème de sélection
de modèles, un processus de naissance et de mort est inclus dans le schéma classique MCMC, à la
manière d'un RJ-MCMC (voir [Gre95] pour plus de détails sur les RJ-MCMC). Un algorithme de
Gibbs est alors utilisé aﬁn de déterminer les autres paramètres inconnus du modèle uBLU.
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2.3 Algorithme de Gibbs hybride combiné à un processus de nais-
sance et de mort
Cette partie présente les diﬀérentes étapes de l'algorithme de Gibbs hybride combiné à un processus
de naissance et de mort permettant de générer des échantillons distribués asymptotiquement suivant
la loi jointe a posteriori des paramètres inconnus Θ (2.13) (voir aussi l'algorithme 2.1).
L'organigramme 2.2 représente schématiquement les grandes étapes de l'algorithme. A chaque
itération de l'algorithme, le nombre de signatures R est d'abord mis à jour à l'aide d'un processus de
naissance et de mort, qui sera détaillé dans le paragraphe 2.3.1. Puis, conditionnellement à ce nombre
R, les autres paramètres inconnus sont mis à jour à l'aide d'un échantillonneur de Gibbs.
De´but
Initialisation : ` = 0
Mettre a` jour R(`)
Choix du mouvement
Naissance Mort Echange
R(`+1) = R(`) + 1 R(`+1) = R(`) − 1 R(`+1) = R(`)
EchantillonnerM(`)
Echantillonner A(`)
Echantillonner σ2
(`)
Nombre suffisant d’ite´rations ?
Estimations des parame`tres
Fin
`
Oui Non
` = `+ 1
Figure 2.2  Organigramme de l'algorithme bayésien uBLU pour le démélange de données génétiques.
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Algo. 2.1  Echantillonneur de Gibbs hybride combiné à un processus de naissance et de mort,
utilisé pour le démélange bayésien de données d'expression de gènes.
• Pré-traitements :
 Calculer la moyenne empirique des échantillons y¯ =
1
N
∑N
i=1 yi déﬁnie dans (2.4),
 Déterminer la matrice de projection P (de taille Rmax − 1 × G) à l'aide d'une technique de
réduction de dimensionnalité (comme l'ACP [Jol86]),
 Choisir les vecteurs moyennes {er}r=1,...,Rmax déﬁnis dans (2.5) comme les solutions d'un algo-
rithme d'extraction de pôles de mélange (comme l'algorithme VCA [NBD05]).
• Initialisation (` = 0) :
 Générer le nombre de facteurs R(0) à partir de sa loi a priori (2.3),
 Générer la matrice des signatures projetées T(0) selon la loi a priori (2.8),
 Reconstruire la matrice des signatures M(0) à partir de la matrice des signatures projetées T(0)
(2.4) : M(0) = P−1T(0) + y¯1T
R(0)
,
 Pour i = 1, . . . , N , générer les scores a(0)i à partir de (2.9) et (2.11),
 Générer la variance du bruit σ2(0) selon la loi a priori (2.12).
 Poser `← 1.
• Itérations : Pour ` = 1, 2, . . . ,Nmc, faire :
1. Mettre à jour le nombre de facteurs R(`) :
 Tirer p ∼ U[0,1] (p : probabilité de choisir un des trois mouvements possibles),
 si p ≤ nR(`−1) , alors
proposer un mouvement de naissance (voir l'algorithme 2.2),
 sinon si nR(`−1) < p ≤ nR(`−1) +mR(`−1) , alors
proposer un mouvement de mort (voir l'algorithme 2.3),
 sinon
proposer un mouvement d'échange (voir l'algorithme 2.4),
 Tirer u ∼ U[0,1],
 si u < ρ (ρ : probabilité d'acceptation du mouvement choisi, voir (2.15)), alors
poser
(
M(`),A(`), R(`)
)
= (M?,A?, R?) (mouvement accepté),
 sinon
poser
(
M(`),A(`), R(`)
)
=
(
M(`−1),A(`−1), R(`−1)
)
(mouvement rejeté),
2. Echantillonner T(`) selon la loi (2.16),
3. Construire M(`) = P−1T(`) + y¯1T
R(`)
(2.4),
4. Echantillonner A(`) selon la loi (2.17),
5. Echantillonner σ2(`) selon la loi (2.18),
6. Poser `← `+ 1.
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2.3.1 Mise à jour du nombre R de facteurs
La mise à jour du nombre de facteurs R (et le changement de dimensions) est eﬀectuée à l'aide
d'un processus de naissance et de mort. Plus précisément, à chaque itération ` de l'algorithme, un
mouvement de naissance, de mort ou d'échange est aléatoirement choisi avec les probabilités nR(`) ,
mR(`) et eR(`) . Bien entendu, ces probabilités respectent les conditions suivantes :
 les probabilités de changement de mouvement somment à 1 : nR(`) +mR(`) + eR(`) = 1,
 il ne peut pas y avoir de mouvement de mort lorsque R = 2 : m2 = 0,
 il ne peut pas y avoir de mouvement de naissance lorsque R = Rmax : mRmax = 0,
et donc :
nR(`) = mR(`) = eR(`) =
1
3 pour R
(`) = 2, . . . , Rmax − 1,
n1 = mRmax = e1 = eRmax =
1
2 .
Les mouvements de naissance et de mort consistent en l'augmentation ou la diminution du nombre
de facteurs R de 1, alors que le mouvement d'échange ne change pas la dimension de R.
Considérons qu'à l'itération `, un mouvement nous permettent de passer de l'état {M(`),A(`), R(`)}
au nouvel état {M?,A?, R?}. Les trois types de mouvements sont déﬁnis de la même manière que
ceux utilisés dans [DTC08] pour l'imagerie hyperspectrale à la diﬀérence près que dans [DTC08]
les signatures étaient choisies parmi une bibliothèque de Rmax spectres possibles (approche semi-
supervisée) et qu'ici nous construisons également les signatures inconnues sans l'utilisation d'une
bibliothèque (approche totalement non-supervisée). Les trois mouvements sont rappelés ici.
Mouvement de naissance
Lorsqu'un mouvement de naissance est proposé (avec la probabilité nR(`)), la dimension de l'espace
de travail est augmentée : R? = R(`) + 1. Une nouvelle signature m? est générée aléatoirement aﬁn de
construire une nouvelle matrice des facteurs M? =
[
M(`), m?
]
. Cette nouvelle signature est supposée
être assez diﬀérente et séparée des autres déjà existantes. La matrice des scores A(`) est également
mise à jour : un nouveau coeﬃcient est généré pour chaque vecteur ai (i = 1, . . . , N) suivant une loi
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Beta B ( 1N , R(`)), et la nouvelle matrice des scores A? est re-normalisée aﬁn de respecter la contrainte
de somme-à-un.
Algo. 2.2  Mouvement de naissance.
1. Poser R? = R(`) + 1,
2. Construire une nouvelle signature projetée t? selon (2.5),
3. Vériﬁer que t? 6= t(`)r , ∀r = 1, . . . , R(`),
4. Reconstruire la signature correspondante m? selon (2.4) : m? = P−1t? + y¯,
5. Ajouter m? à la matrice des signatures M?,
i.e. poser M? =
[
M(`), m?
]
,
6. Tirer a? ∼ B ( 1N , R(`)),
7. Ajouter a? à a(`)i (pour i = 1, . . . , N) et re-normaliser les autres scores,
i.e. poser A? =
[
A(`) (1− a?) , a?1TN
]
.
Mouvement de mort
Lorsqu'un mouvement de mort est proposé (avec la probabilité mR(`)), une des signatures de M
(`)
est aléatoirement supprimée. Il en est de même pour les coeﬃcients de A(`) correspondants. Les scores
restants formant la matrice A? sont re-normalisés pour sommer à 1.
Algo. 2.3  Mouvement de mort.
1. Poser R? = R(`) − 1,
2. Tirer k ∼ U{1,...,R(`)},
3. Enlever m(`)k de la matrice des facteurs M
(`),
i.e. poser M? =
[
m
(`)
1 , . . . ,m
(`)
k−1,m
(`)
k+1, . . . ,m
(`)
R(`)
]
,
4. Tirer k′ ∼ U{1,...,k−1,k+1,...,R(`)},
5. Répartir les scores correspondants a(`)k sur les scores du (k
′)ème facteur : a(`)k′ = a
(`)
k′ + a
(`)
k ,
6. Enlever a(`)k de la matrice des scores A
(`),
i.e. poser A? =
[
a
(`)
1 , . . . ,a
(`)
k−1,a
(`)
k+1, . . . ,a
(`)
R(`)
]
.
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Mouvement d'échange
Lorsqu'un mouvement d'échange est proposé (avec la probabilité eR(`)), une signature m
? est
aléatoirement choisie dans M(`) et remplacée par une nouvelle signature aléatoirement générée. Si
la nouvelle signature est trop proche d'une signature déjà existante, les scores correspondants sont
proportionnellement distribués parmi ses plus proches voisins. Remarquons que l'utilisation d'un mou-
vement d'échange consiste en fait à créer une nouvelle signature (mouvement de naissance) et à en
supprimer une autre (mouvement de mort) dans une seule et même étape.
Algo. 2.4  Mouvement d'échange.
1. Poser R? = R(`),
2. Tirer k ∼ U{1,...,R(`)},
3. Construire une nouvelle signature projetée t? selon (2.5),
4. Vériﬁer que t? 6= t(`)r , ∀r = 1, . . . , R(`),
5. Reconstruire la signature correspondante m? selon (2.4) : m? = P−1t? + y¯,
6. Remplacer m(`)i dans la matrice des signatures M
?,
i.e. poser M? =
[
m
(`)
1 , . . . ,m
(`)
k−1,m
?,m
(`)
k+1, . . . ,m
(`)
R(`)
]
,
7. Poser A? = A(`).
Chacun de ces trois types de mouvements est ensuite accepté ou rejeté selon une probabilité
d'acceptation/rejet empirique ρ, le rapport des fonctions de vraisemblance entre le nouvel état proposé
et l'état actuel :
ρ = min (1, A) avec
A =
f
(
Y|M?,A?,R?,σ2(`)
)
f
(
Y|M(`),A(`),R(`),σ2(`)
) = exp
[
−‖Y−M
?A?‖2−‖Y−M(`)A(`)‖2
2σ2(`)
] (2.15)
Après avoir fait cette procédure de naissance et de mort pour mettre à jour le nombre R de
facteurs, et déﬁnir ainsi les dimensions de l'espace dans lequel on travaille, les facteurs M, les scores
A et la variance du bruit σ2 sont générés, conditionnellement au nombre R, suivant les lois détaillées
dans les paragraphes suivants.
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2.3.2 Echantillonnage suivant f (T|A, R, σ2,Y)
Le théorème de Bayes nous permet d'écrire :
f
(
T|A, R, σ2,Y) ∝ f (Y|Θ) f (T|E, s2, R) .
Notons T\r la matrice T = [t1, . . . , tr−1, tr+1, . . . , tR] privée de sa rème colonne. La loi condition-
nelle de tr est une loi gaussienne multivariée tronquée sur Tr déﬁni dans (2.6) :
tr|T\r,ar, R, σ2,Y ∼ NTr (τ r,Γr) , (2.16)
où : 
Γr =
[∑N
i=1 a
2
r,iPΣ
−1PT + 1
s2r
IR
]−1
,
τ r = Γr
[∑N
i=1 ar,iPΣ
−1r,i + 1s2r er
]
,
r,i = yi − ar,iy¯ −
∑
j 6=r ar,imj .
La principale diﬃculté pour générer des échantillons suivant cette loi vient de la troncature au
sous-espace Tr permettant d'assurer la positivité des signatures. Pour résoudre ce problème, nous
générons itérativement chaque composante tk,r (k = 1, . . . , R − 1) du vecteur tr conditionnellement
aux autres composantes t\k,r = {tj,r}j 6=k suivant la loi doublement tronquée suivante [DMC+09] :
tk,r|t\k,r,T\r,a[1:R]\k,i, σ2, R,Y ∼ N[t−k,r,t+k,r]
(
wk,r, z
2
k,r
)
,
avec : 
t−k,r = maxg ;ug,k>0 −
εg,k,r
ug,k
,
t+k,r = maxg ;ug,k<0 −
εg,k,r
ug,k
,
εg,k,r = y¯g +
∑
j 6=k
ug,jtj,r,
et où wk,r et zk,r sont respectivement les moyennes et variances conditionnelles. La génération d'échan-
tillons suivant une loi gaussienne doublement tronquée peut être facilement réalisée en suivant l'algo-
rithme décrit dans [Rob95].
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2.3.3 Echantillonnage suivant f (A|T, σ2, R,Y)
Le théorème de Bayes nous donne, pour chaque échantillon i (i = 1, . . . , N) :
f
(
a1:R−1,i|T, σ2, R,Y
) ∝ f (Y|Θ) f (a1:R−1,i) .
Après quelques calculs, on en déduit que la loi conditionnelle a posteriori de chaque sous-vecteur des
scores a1:R−1,i est une loi normale multivariée tronquée sur le simplexe S déﬁni précédemment (2.10) :
a1:R−1,i|T, σ2, R,yi ∼ NS (µi,Σi) , (2.17)
avec : 
Σi =
[(
M\R −mR1TR−1
)T
Σ−1
(
M\R −mR1TR−1
)]−1
,
µi = Σi
[(
M\R −mR1TR−1
)T
Σ−1 (yi −mR)
]
,
et 1R−1 = [1, . . . , 1]T ∈ RR−1. La génération d'échantillons suivant une loi gaussienne multiva-
riée tronquée peut s'eﬀectuer en suivant une procédure d'acceptation/rejet comme celle décrite dans
[Rob95].
2.3.4 Echantillonnage suivant f (σ2|T,A, R,Y)
En utilisant la fonction de vraisemblance (2.2) et la loi a priori (2.12), on peut facilement montrer
que la loi conditionnelle a posteriori f
(
σ2|T,A,Y) de la variance du bruit σ2 est la loi inverse-gamma
suivante :
σ2|T,A,Y ∼ IG
(
GN
2
,
1
2
N∑
i=1
‖yi −Mai‖2
)
. (2.18)
2.4 Contrôle de la convergence
Un problème inhérent à l'utilisation de méthodes MCMC est de pouvoir déterminer si les chaînes
de Markov construites ont bien convergé. En eﬀet, rappelons que l'échantillonneur de Gibbs déﬁni dans
la section précédente permet de générer des échantillons {Θ(`)}`=1,...,Nmc qui sont asymptotiquement
distribués suivant la loi jointe a posteriori f (Θ|Y). Les échantillons n'appartenant pas à la période de
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chauﬀage (les premières itérations) sont ensuite utilisés pour estimer les paramètres inconnus. Dans
un premier temps, il est important d'estimer le nombre de signatures aﬁn de déterminer le modèle
le plus adapté aux données. La stratégie utilisée dans cette thèse consiste à utiliser une estimation
MAP du nombre de signatures :
R̂ = argmax
k∈{2,...,Rmax}
P [R = k|Y] ≈ argmax
k∈{2,...,Rmax}
Nk
Nr
, (2.19)
où Nk est le nombre de valeurs de R générées parmi R(Nbi+1), . . . , R(Nmc) satisfaisant R(`) = k et
Nr = Nmc − Nbi (nombre d'échantillons réellement utilisés pour l'estimation). Dans une seconde
étape, conditionnellement à R̂, nous faisons une estimation MAP jointe
(
M̂, Â
)
des matrices des
signatures et des scores :(
M̂, Â
)
= argmax
`=Nbi+1,...,Nmc
f
(
M(`),A(`)|Y, R = R̂
)
. (2.20)
Vériﬁer la convergence d'une méthode d'échantillonnage se ramène à répondre à deux questions
essentielles. La première est de savoir à partir de quel moment on peut aﬃrmer que les échantillons
générés {Θ(`)} sont bien distribués suivant la loi cible, ou en d'autres termes, de savoir quelle est la
période de chauﬀage (Nbi). La seconde est de savoir combien d'échantillons (Nr) sont nécessaires pour
obtenir une bonne estimation des diﬀérents paramètres. Ce paragraphe présente les critères que nous
avons utilisés pour déterminer au mieux les valeurs de Nbi et Nr.
2.4.1 Détermination de la période de chauﬀage (Nbi)
Diﬀérentes mesures de convergence des méthodes MCMC peuvent être déﬁnies en construisant
plusieurs chaînes de Markov en parallèle, initialisées de manière aléatoire [RR98]. Nous proposons ici
d'utiliser un critère de variance inter- et intra-chaîne, initialement proposé par Gelman et Rubin dans
[GR92] et généralisé dans [BG98]. Ce critère nécessite de construire C chaînes de Markov en parallèle
de même longueur Nmc mais initialisées diﬀéremment. Plus récemment, Brooks et Giudici [BG00],
puis Castelloe et Zimmerman [CZ02], ont étendu ces mêmes critères pour le cas des chaînes à sauts
réversibles (RJ-MCMC) avec sélection de modèles, ce qui est plus adapté pour étudier la convergence
de l'algorithme uBLU. Ce critère permet de détecter et prendre en compte :
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 les variations entre les chaînes,
 les interactions entre les modèles et les chaînes (les modèles peuvent varier d'une chaîne à une
autre),
 les diﬀérences qu'il peut y avoir entre le nombre de fois qu'un modèle est visité dans une chaîne
ou dans une autre.
Ce diagnostic de convergence peut être étudié pour chaque paramètre inconnu. Notons θ l'un de
ces paramètres et M le nombre maximal de modèles pouvant être sélectionnés pour chaque chaîne.
Dans le cas de l'algorithme uBLU, le nombreM correspond au nombre maximal de signatures Rmax−1
qui peuvent être présentes dans le mélange. Les variances totale V̂ , intra-chaîneWc, intra-modèleWm
et intra-modèle et chaîne WmWc sont déﬁnies pour le paramètre θ comme suit 1 :
V̂ (θ) = 1CNr−1
∑C
c=1
∑M
m=1
∑Rcm
r=1
(
θrcm − θ···
)2
,
Wc (θ) =
1
C(Nr−1)
∑C
c=1
∑M
m=1
∑Rcm
r=1
(
θrcm − θ·c·
)2
,
Wm (θ) =
1
CNr−M
∑C
c=1
∑M
m=1
∑Rcm
r=1
(
θrcm − θ··m
)2
,
WmWc (θ) =
1
C(Nr−M)
∑C
c=1
∑M
m=1
∑Rcm
r=1
(
θrcm − θ·cm
)2
,
(2.21)
avec : 
θ
·
·· =
1
CNr
∑C
c=1
∑M
m=1
∑Rcm
r=1 θ
(r)
cm,
θ
·
c· =
1
Nr
∑M
m=1
∑Rcm
r=1 θ
(r)
cm,
θ
·
·m =
1
R·m
∑C
c=1
∑Rcm
r=1 θ
(r)
cm,
θ
·
cm =
1
Rcm
∑Rcm
r=1 θ
(r)
cm,
R·m =
∑C
c=1Rcm,
où Rcm est le nombre de fois où le mème modèle est sélectionné dans la cème chaîne et θ
(r)
cm est la
rème valeur du paramètre d'intérêt θ dans le mème modèle et pour la cème chaîne. La convergence des
chaînes est alors mesurée par deux critères PSRF1 et PSRF2, ou potentiels d'échelle, qui se réfèrent
au potential scale reduction factor déﬁni dans [GCSR03] :
PSRF1 =
V̂ (θ)
Wc(θ)
,
PSRF2 =
Wm(θ)
WmWc(θ)
.
(2.22)
1. Les indices m et c utilisés dans Wc(·) et Wm(·) font partie du noms des variables, et ne correspondent en aucun
cas aux valeurs des indices de la partie de droite.
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Pour justiﬁer la bonne convergence de l'échantillonneur, et s'assurer ainsi qu'un nombre d'itéra-
tions de chauﬀe Nbi est suﬃsant pour obtenir des échantillons des paramètres inconnus de Θ distribués
suivant leur loi cible, il est recommandé que les valeurs des potentiels d'échelle PSRF1 et PSRF2
soient proches de 1 [CZ02].
2.4.2 Détermination du nombre d'itérations d'intérêt (Nr)
La stratégie de convergence détaillée dans le paragraphe précédent permet de déterminer le nombre
d'itérations Nbi de la période de chauﬀe. Une fois ce nombre ﬁxé, il est nécessaire de déterminer le
nombre total d'itérations Nr qui seront utiles pour obtenir une estimation correcte des diﬀérents
paramètres de Θ en utilisant les équations (2.19) et (2.20). Pour cela, nous utiliserons une approche
ad hoc par visualisation graphique de l'erreur de reconstruction en fonction du nombre d'itérations
` :
RE(`) =
1
NG
N∑
i=1
∥∥∥∥∥∥yi −
R(`)∑
r=1
m(`)r a
(`)
r,i
∥∥∥∥∥∥
2
. (2.23)
Le nombre d'itérations d'intérêt Nr est alors ﬁxé à l'itération ` à partir de laquelle l'erreur de recons-
truction RE(`) semble avoir convergé ou est inférieure à un seuil donné.
2.5 Résultats de simulations sur données synthétiques
Nous allons illustrer l'intérêt d'utiliser l'algorithme uBLU en l'appliquant dans un premier temps à
des données synthétiques. Nous comparerons alors ces performances par rapport à d'autres algorithmes
de décomposition factorielle.
Scénario de simulations
Les données synthétiques générées correspondent à l'expression de G = 256 gènes pour N = 128
échantillons. Chaque échantillon est composé d'exactement R = 3 signatures (positives), générées de
manière à ce que seulement quelques gènes aﬀectent chaque signature, selon le modèle de mélange
linéaire (1.2). Les signatures sont représentées sur la ﬁgure 2.3a. Les coeﬃcients de répartition (scores)
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ont, quant à eux, été générés aléatoirement suivant une distribution de Dirichlet D (1, . . . , 1) aﬁn de sa-
tisfaire aux contraintes de positivité et de somme-à-un. Chaque échantillon est corrompu par un bruit
gaussien additif de rapport signal-à-bruit ﬁxé à SNR = 20 dB, où SNR = G−1σ−2
∥∥∥∑Rr=1 mrar,i∥∥∥2. Les
vecteurs moyennes er (r = 1, . . . , R) nécessaires pour évaluer la loi a priori des signatures (2.5) sont
choisis comme les projections des signatures, identiﬁées préalablement par l'algorithme VCA [NBD05].
Les variances {s2r}r=1,...,R et le paramètre de forme ν sont respectivement ﬁxés à : s21 = . . . = s2R = 100
et ν = 2.
(a) Signatures synthétiques (jeu de données J1) (b) Signatures estimées
Figure 2.3  Signatures synthétiques et estimées par l'algorithme uBLU (jeu de données J1).
2.5.1 Diagnostic de la convergence
Nous proposons d'examiner la convergence de l'algorithme uBLU sur ces données synthétiques à
l'aide de la variance du bruit σ2. En eﬀet, ce paramètre univarié permet un contrôle plus facile et
rapide, et garde bien la même signiﬁcation quelle que soit la valeur de R. Nous appliquons donc la
procédure de diagnostic de convergence décrite dans le paragraphe 2.4 sur ce paramètre σ2, en simu-
lant C = 20 chaînes de Markov, initialisées aléatoirement, avec Nmc = 50 000 itérations de Monte
Carlo.
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Les deux potentiels d'échelle ont été calculés suivant (2.22). Pour Nbi = 5 000 itérations de chauﬀe,
les valeurs obtenues pour PSRF1 et PSRF2 sont respectivement égales à 0,93 et 1,04 pour ce jeu
de données synthétiques. Ces valeurs conﬁrment la convergence de l'échantillonneur, puisqu'elles sont
proches de 1 (valeur recommandée par [CZ02]).
Les ﬁgures 2.4 permettent de visualiser l'erreur de reconstruction, calculée selon (2.23), et le
nombre de signatures R estimé en fonction de l'itération ` pour deux chaînes MCMC d'initialisations
diﬀérentes. Ces ﬁgures montrent qu'un nombre d'itérations Nmc ﬁxé à Nmc = 10 000 est suﬃsant
pour s'assurer d'une bonne estimation des paramètres inconnus selon les équations (2.19) et (2.20).
En eﬀet, à partir de Nmc = 10 000 itérations, l'erreur de reconstruction reste stable. Ceci reste valable
même si le modèle change de dimensions (valeur de R) après les 10 000 premières itérations. On peut
également remarquer sur cette dernière ﬁgure les mouvements de naissance et de mort acceptés par
l'algorithme uBLU. Ainsi, seules Nr = Nmc−Nbi = 5 000 itérations d'intérêt seront utilisées pour les
estimations MAP des paramètres inconnus (R̂, M̂, Â).
Figure 2.4  Contrôle de la convergence de deux chaînes MCMC sur données synthétiques J1 : en
haut, erreur de reconstruction (RE(`)) calculée selon l'équation (2.23) en fonction de l'itération ` ; en
bas, estimation du nombre de signatures R(`) à l'itération `.
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2.5.2 Implémentation de l'algorithme uBLU et résultats
Le paragraphe précédent a permis de déterminer des valeurs adéquates pour Nbi et Nmc. Les résul-
tats de simulation présentés dans ce paragraphe ont donc été obtenus pour Nmc = 20 000 itérations
de Monte Carlo, dont Nbi = 5 000 itérations de chauﬀe, en utilisant l'algorithme 2.1.
La première étape de l'analyse consiste en l'estimation de l'ordre du modèle, c'est-à-dire du nombre
de signatures R présentes dans le mélange, et donc des dimensions des matrices M et A. L'histo-
gramme des échantillons {R(`)}`=Nbi+1,...,Nmc générés, représenté sur la ﬁgure 2.5a, est clairement en
accord avec la valeur réelle R = 3 du nombre de signatures puisqu'il atteint son maximum pour cette
valeur : l'estimation MAP de R est donc R̂ = 3. Cet histogramme montre également que l'algorithme
teste bien des espaces de dimensions diﬀérentes (correspondant à R = 2, R = 3 et R = 4).
La seconde étape de l'analyse consiste en l'estimation des autres paramètres inconnus du modèle
(M, A et σ2) conditionnellement à R̂. Les signatures estimées par l'algorithme uBLU sont représentées
sur la ﬁgure 2.3b. Les lois a posteriori des scores de l'échantillon ]30 sont représentées sur la ﬁgure
2.5b. Ces distributions ont été obtenues par moyennage de C = 10 chaînes de Markov, c'est-à-dire
10 réalisations de bruit pour le même jeu de données J1. Les résultats obtenus concordent avec les
valeurs réelles de ces coeﬃcients représentées par la ligne rouge.
(a) Nombre de signatures R (b) Scores de l'échantillon ]30
Figure 2.5  Lois a posteriori du nombre de signatures R dans le mélange (a) et des scores
[a1,i, a2,i, a3,i]
T conditionnellement au nombre de signatures estimé R̂ = 3 (b).
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2.5.3 Comparaisons avec d'autres algorithmes de décomposition factorielle
Aﬁn d'étudier les performances de l'algorithme uBLU présenté au paragraphe 2.2, une comparaison
avec d'autres algorithmes de décomposition factorielle est nécessaire. Nous proposons de comparer les
méthodes suivantes, décrites dans le paragraphe 1.4 :
 l'analyse en composantes principales (ACP) [YR01],
 l'algorithme NMF [FYHL07],
 le modèle BFRM [CCL+08],
 l'algorithme GB-GMF [NHN+11].
Les résultats de simulations sont reportés dans le tableau 2.1 où nous avons évalué les critères
suivants (x̂ désigne l'estimateur MAP du paramètre x, et r = 1, . . . , R) :
 les erreurs quadratiques moyennes (MSEs pour mean square errors) des signatures mr :
MSE2r =
1
G ‖m̂r −mr‖2,
 les erreurs quadratiques moyennes globales (GMSEs) des scores {ai}i=1,...,N :
GMSE2r =
1
N
∑N
i=1
(
âr,i − ar,i
)2
,
 l'erreur de reconstruction (RE) :
RE =
1
GN
N∑
i=1
‖yi − ŷi‖2 , (2.24)
 la distance angulaire (SAD pour spectral angle distance) entre les signatures réelles mr et
estimées m̂r :
SADr = arccos
(
m̂Trmr
‖m̂r‖‖mr‖
)
,
où arccos(·) désigne la fonction cosinus inverse,
 la distance angulaire globale (GSAD) entre les échantillons observés yi et leurs estimations ŷi :
GSAD = 1N
∑N
i=1 arccos
(
ŷTi yi
‖ŷi‖‖yi‖
)
,
 le temps de calcul (pour une implantation Matlab 7.8.0 (R2009a), sur un PC Intel R© Core TM2
Duo cadencé à 3,0 GHz).
Remarquons que les méthodes ACP, NMF et GB-GMF ne permettent pas de faire l'estimation
du nombre de facteurs R, elles ont donc été appliquées en ﬁxant ce nombre à diﬀérentes valeurs :
R = 2, 3 et 4. La méthode BFRM, quant à elle, a l'avantage de pouvoir être exécutée en ﬁxant ou non
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Table 2.1  Résultats de simulation sur données synthétiques J1 et comparaison avec d'autres algo-
rithmes.
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ce nombre (mode statique à R ﬁxé, ou, mode évolutif avec estimation de R). Lorsque nous ﬁxons le
nombre de facteurs à R = 4, nous ne considérons, pour le calcul des MSEs, GMSEs et SADs, que les
3 facteurs les plus proches spectralement des vrais facteurs, c'est-à-dire ceux permettant d'obtenir
les plus petites valeurs de SADs.
Notons également à ce stade que le problème de décomposition d'une matrice X comme produit
de deux matrices M et A (de la forme X = MA), sans ajout de contraintes, est un problème mal
posé. En eﬀet, si {M,A} est un couple solutions de cette décomposition, alors {MB,BTA} seront
également des couples solutions, et ce quelle que soit la matrice unitaire B. Or, l'algorithme présenté
ici prend en compte explicitement des contraintes de positivité mais aussi et surtout d'additivité
sur les scores (1.3). Cette contrainte d'additivité permet de gérer l'indétermination d'échelle. Ainsi il
fournit une décomposition unique à une permutation de facteurs près seulement, alors que les autres
méthodes nécessitent en plus une mise à l'échelle avant de calculer les diﬀérents critères proposés.
Le tableau 2.1 montre que les performances de démélange obtenues avec l'algorithme uBLU (erreur
d'estimation et GSAD pour la comparaison entre les matrices Y observée et Ŷ estimée) sont similaires
avec celles obtenus par les méthodes NMF, PCA et GB-GMF. En revanche, si on s'intéresse à la
reconstruction des facteurs (matrices M et M̂ estimée) ou à celle des scores (matrices A et Â estimée)
individuellement (critères MSEs et SADs pour la comparaison des facteurs, GMSEs pour les scores),
on remarque que les résultats obtenus avec la méthode uBLU sont bien meilleurs que ceux obtenus
avec les algorithmes PCA et GB-GMF. Seul l'algorithme NMF a des performances similaires, mais
NMF ne permet pas de retrouver le nombre R de facteurs de la décomposition. Ainsi, globalement, on
montre que l'algorithme uBLU proposé pour l'analyse génétique a donc de meilleures performances
que les autres algorithmes de décomposition factorielle testés dont le modèle BFRM dédié à l'analyse
génétique, au prix d'un coût calculatoire plus élevé qu'avec les méthodes PCA et NMF.
2.5.4 Robustesse de l'algorithme à diﬀérents jeux de données
Le paragraphe précédent a montré les performances de l'algorithme uBLU sur un jeu de données
de signatures piquées (nommé J1). Nous proposons dans ce paragraphe d'évaluer la robustesse de
l'algorithme à d'autres jeux de données synthétiques (J2, J3 et J4). Ces données correspondent à
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l'expression génique de G = 512 gènes pour les données J3 et J4, et G = 12 000 gènes pour J2.
Comme précédemment, chaque échantillon est composé de R = 3 signatures génétiques selon le
modèle (1.1). Les signatures génétiques du deuxième jeu de données J2 ont été extraites à partir de
données réelles, celles du troisième jeu J3 sont orthogonales mais pas nécessairement positives, alors
que pour le dernier jeu J4 les signatures sont orthogonales et positives. Ces conditions sont résumées
dans le tableau 2.2.
Table 2.2  Erreur de reconstruction calculée pour chaque jeu de données J1, . . . ,J4 et comparaison
avec d'autres algorithmes.
Données J1 Données J2 Données J3 Données J4
Nature des signatures piquées réalistes orthogonales
orthogonales
et positives
RE (×10−2) RE (×10−2) RE (×10−4) RE (×10−4)
uBLU 0,18 0,64 3,11 4,49
ACP
R = 2 9,12 1,62 0,70 4,88
R = 3 0,18 0,63 0,27 4,34
R = 4 0,18 0,63 0,16 4,30
NMF
R = 2 9,12 1,65 0,70 4,89
R = 3 0,18 1,55 0,29 4,36
R = 4 0,18 0,69 0,16 4,33
BFRM
R = 2 1,94 0,65 0,47 19,34
R = 3 1,84 0,75 0,49 25,00
R = 4 2,08 0,86 0,41 13,48
GB-GMF
R = 2 9,16 5,47 2,50 8,48
R = 3 0,18 1,62 2,44 8,48
R = 4 0,18 1,50 2,45 8,29
Par souci de clarté, nous ne présentons dans le tableau 2.2 que les résultats obtenus pour l'erreur
de reconstruction (RE calculée selon (2.24)). Les résultats obtenus pour les autres critères de com-
paraison (MSEs, GMSEs, SADs, GSAD et temps de calcul) sont présentés dans l'article [BDT+13].
Ces résultats montrent que le modèle uBLU proposé est assez robuste par rapport aux éventuelles
propriétés que pourraient avoir les signatures, à condition de satisfaire à la positivité des signatures.
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En eﬀet, la positivité des facteurs est vériﬁée dans les jeux de données J1, J2 et J4, mais pas pour le
jeu de données J3. Ceci justiﬁe que les résultats obtenus avec l'algorithme uBLU soient moins bons
qu'avec les autres algorithmes pour les données J3 et deviennent bien meilleurs sur les données J4
dès que la positivité des facteurs est satisfaite.
2.6 Analyse de données génétiques réelles
Cet algorithme a été proposé pour l'analyse génétique dans le but de regrouper les gènes pouvant
être responsables d'une certaine pathologie entre eux. C'est ce que nous allons vériﬁer sur les trois jeux
de données réelles à notre disposition : données de boissons (paragraphe 2.6.1), données de grippes
H3N2 (paragraphes 2.6.2 à 2.6.4) et H1N1 (paragraphe 2.6.5).
2.6.1 Données de boissons
L'algorithme uBLU proposé a d'abord été évalué sur les données de boissons de Baty et al.
[BFW+06] (brièvement décrites dans le paragraphe 1.5.1) avec Nmc = 20 000 itérations de Monte
Carlo, dont Nbi = 5 000 itérations pour la période de chauﬀage.
Sur la ﬁgure 2.6a sont représentées les valeurs de l'erreur de reconstruction RE(`), déﬁnie selon
(2.23) (en haut) et le nombre de facteurs R(`) estimé (en bas) en fonction du nombre d'itérations
(` = 1, . . . ,Nmc). La ﬁgure 2.6b nous fournit l'estimateur MAP du nombre de signatures présentes
dans ces données : R̂ = 3. Ces deux ﬁgures montrent bien que l'algorithme uBLU teste des espaces
de dimensions diﬀérentes (R = 2, 3, 4 ou 5).
Les R̂ = 3 signatures présentes dans ces données sont représentées sur la ﬁgure 2.6c où les indices
des G = 22 283 gènes ont été regroupés entre eux de manière à ce que, sur un intervalle de gènes, une
seule signature soit dominante par rapport aux autres. Chaque signature est donc dominante pour
un certain nombre de gènes donnés. Plus précisément, le kème pic de la ﬁgure correspond au gène le
plus dominant du kème facteur et les gènes compris entre ce pic et le (k+ 1)ème sont aussi dominants
pour ce facteur (par rapport aux autres facteurs) mais à des degrés moins importants. Par exemple,
la première signature biologique, représentée en haut de la ﬁgure 2.6c, est dominante (par rapport
aux autres signatures) pour les 6 836 premiers gènes.
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(a) Diagnostic de convergence (haut : erreur de reconstruc-
tion, bas : nombre de facteurs R estimé, en fonction du
nombre d'itérations)
(b) Nombre de facteurs R estimé
(c) Facteurs estimés, rangés par dominance décroissante
(d) Scores estimés pour chacun des R̂ = 3 facteurs
Figure 2.6  Résultats de simulation de l'algorithme uBLU sur données de boissons [BFW+06].
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Les scores pour chacune des signatures sont représentés sur la ﬁgure 2.6d sous forme d'images,
selon l'organisation de la ﬁgure 1.5 : les lignes correspondent aux échantillons d'un même sujet au
cours du temps successivement pour deux expériences (boissons ingérées) diﬀérentes. Nous pouvons
alors remarquer que le facteur ]1 (à gauche) est celui qui présente la plus grande variabilité des scores,
par rapport aux deux autres facteurs qui ont des valeurs assez proches quel que soit l'échantillon. Ce
facteur semble donc plus spéciﬁque à l'expérience. Néanmoins il est assez diﬃcile de conclure à partir
de ces résultats quant à un lien entre facteur, gènes, sujet ou boissons.
2.6.2 Données H3N2
L'algorithme uBLU a été appliqué sur les données réelles H3N2 décrites dans le paragraphe 1.5.2
avec Nmc = 10 000 itérations de Monte Carlo, dont Nbi = 1 000 itérations pour la période de chauﬀe.
La ﬁgure 2.7 montre l'erreur de reconstruction RE(`), calculée selon (2.23), en fonction de l'itération `
(` = 1, . . .). Cette ﬁgure justiﬁe la convergence de l'algorithme sur les données H3N2 avec les valeurs
de Nbi et Nmc choisies.
Figure 2.7  Diagnostic de convergence de l'algorithme uBLU sur les données réelles H3N2 (haut :
erreur de reconstruction, bas : nombre de facteurs R estimé, en fonction du nombre d'itérations).
Les probabilités a posteriori du nombre de facteurs R sont représentées sur la ﬁgure 2.8a. On
observe que plus de 90% des valeurs de R générées avec l'échantillonneur de Gibbs sont égales à 4 :
l'estimation MAP du nombre de facteurs est donc R̂ = 4.
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(a) Nombre de facteurs R estimé (b) Facteurs et signatures biologiques estimés, rangés par
dominance décroissante
(c) Scores du facteur inﬂammatoire (d) Répartition des scores inﬂammatoires
Figure 2.8  Résultats obtenus sur données réelles H3N2 avec l'algorithme uBLU.
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Les R̂ = 4 facteurs sont représentés sur la ﬁgure 2.8b, comme précédemment avec les données de
boissons. Appliqué sur les données H3N2, le modèle uBLU identiﬁe un facteur (le premier facteur, en
rouge) particulièrement intéressant en raison de son loading maximum (égal à 30,66 et nettement
supérieur aux autres) et de sa proportion de gènes dominants (2 297 gènes). De plus, il s'avère
que plusieurs gènes de cette composante sont reconnaissables comme étant des gènes contrôlant les
réponses immunitaire et inﬂammatoire à une infection virale respiratoire. Un facteur très semblable
a été préalablement identiﬁé par Zaas et al. [ZCV+09] et Huang et al. [HZR+11]. Ce dernier article
[HZR+11] présente un algorithme de classiﬁcation supervisée qui utilise les informations cliniques sur
les symptômes pour former des clusters et établit notamment une liste de 44 gènes inﬂammatoires
(SOM, cluster 3). Nous avons remarqué que l'ensemble des gènes identiﬁés par Huang et al. [HZR+11]
comme étant inﬂammatoires sont retrouvés dans cette composante déterminé par l'algorithme uBLU.
Les scores correspondant à ce facteur, que nous nommons dans la suite facteur inﬂammatoire,
sont représentés sur la ﬁgure 2.8c, où ils sont ré-organisés comme une image dont les lignes corres-
pondent aux échantillons d'un sujet donné au cours du temps. Les cinq pixels noirs correspondent à
des échantillons non-évalués. Sur cette ﬁgure, les sujets ont également été ré-organisés de manière à ce
que les sujets présentant des symptômes soient associés aux 9 dernières lignes, et ceux restant asymp-
tomatiques associés aux 8 premières lignes. Il apparaît sur cette ﬁgure qu'une segmentation en quatre
états est possible : 1) état pré-inoculation, 2) état asymptomatique, 3) état pré-symptomatique, 4)
état post-symptomatique. Nous pouvons notamment séparer clairement les échantillons après décla-
ration des symptômes (état 4) des autres échantillons. Nous reviendrons sur cette remarque dans le
chapitre 4. Ces résultats sont en bonne concordance avec les symptômes cliniques recueillis au cours
de l'étude (ﬁgure 1.6).
Le tableau 2.3 permet d'évaluer qualitativement les gènes présents dans cette composante inﬂam-
matoire déterminée par l'algorithme uBLU. Ce tableau liste les groupements de gènes (ou pathways
en anglais) de la base de données PID (pathway interaction database 2) [SAK+09], en les classant
selon leur probabilité (p-valeur, ou p-value en anglais) qu'ils incluent des gènes de la composante
inﬂammatoire de uBLU. Plus la valeur p est petite, plus les gènes de la composante inﬂammatoire
2. http://pid.nci.nih.gov
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sont orientés vers un pathway donné. Le calcul des p-valeurs dépend notamment du nombre de gènes
de la composante inﬂammatoire (ici, ne sont considérés que les 200 premiers gènes de cette compo-
sante inﬂammatoire), du nombre de gènes dans chaque pathway et du nombre total de gènes de la
base de données PID. Ce tableau permet notamment de montrer que la plupart des gènes exprimés
dans la composante inﬂammatoire sont des gènes codant des protéines ayant pour rôle de défendre
l'organisme face à des agents pathogènes tels que des virus, des bactéries ou des cellules tumorales,
comme les interférons (pathway IFN-gamma) ou les cytokines pro-inﬂammatoires (interleukines IL23,
IL12, IL6).
Table 2.3  Classement des pathways des gènes de la composante inﬂammatoire de uBLU sur les
données H3N2.
Nom du pathway Gènes p-valeur
IFN-gamma pathway
CASP1, CEBPB, IL1B, IRF1, IRF9, PRKCD,
SOCS1, STAT1, STAT3
1,34.10−9
PDGFR-beta signaling pathway
DOCK4, EIF2AK2, FYN, HCK, LYN, PRKCD,
SLA, SRC, STAT1, STAT3, STAT5A, STAT5B
3,26.10−8
IL23-mediated signaling events
CCL2, CXCL1, CXCL9, IL1B, STAT1, STAT3,
STAT5A
2,18.10−7
Signaling events mediated by TCPTP
EIF2AK2, SRC, STAT1, STAT3, STAT5A,
STAT5B, STAT6
6,38.10−7
Signaling events mediated by PTP1B FYN, HCK, LYN, SRC, STAT3, STAT5A, STAT5B 2,40.10−6
GMCSF-mediated signaling events CCL2, LYN, STAT1, STAT3, STAT5A, STAT5B 3,70.10−6
IL12-mediated signaling events
HLA-A, IL1B, SOCS1, STAT1, STAT3, STAT5A,
STAT6
1,32.10−5
IL6-mediated signaling events CEBPB, HCK, IRF1, PRKCD, STAT1, STAT3 1,80.10−5
2.6.3 Apport des contraintes : résultats sur les données H3N2
Pour visualiser l'apport des contraintes imposées sur les facteurs (projetés) et les scores (1.3),
l'algorithme uBLU a été modiﬁé et appliqué sur le jeu de données H3N2 dans les cas suivants :
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(a) sans aucune contrainte, ni sur les facteurs, ni sur les scores,
(b) avec seulement les contraintes de non-négativité sur les facteurs et les scores,
(c) avec la seule contrainte de somme-à-un imposée sur les scores,
(d) avec toutes les contraintes de non-négativité et de somme-à-un sur les facteurs et les scores,
telles que proposées dans (1.3).
Les lois a priori et conditionnelles des facteurs projetés tr et des scores ai sont résumées dans le
tableau 2.4.
Table 2.4  Apport des contraintes : sous-espaces, lois a priori et loi conditionnelles des facteurs
projetés et des scores.
(a) Aucune contrainte
Facteurs projetés Scores
Sous-espace RR
Loi a priori N (er, s2rIR−1) URR (ai)
Loi conditionnelle N (τ r,Γr) NRR (µi,Σ)
(b) Seulement la positivité
Facteurs projetés Scores
Sous-espace Tr (2.6) S+ = {ai|ai  0}
Loi a priori NTr
(
er, s
2
rIR−1
)
(2.5) US+ (ai)
Loi conditionnelle NTr (τ r,Γr) (2.16) NS+ (µi,Σ)
(c) Seulement la somme-à-un des scores
Facteurs projetés Scores
Sous-espace S1 = {ai| ‖ai‖1 = 1}
Loi a priori N (er, s2rIR−1) US1 (a1:R−1,i)
Loi conditionnelle N (τ r,Γr) NS1
(
a¯1:R−1,i,Σ1:R−1,i
)
(d) Toutes les contraintes (1.3)
Facteurs projetés Scores
Sous-espace Tr (2.6) S (2.10)
Loi a priori NTr
(
er, s
2
rIR−1
)
(2.5) US (a1:R−1,i) (2.11)
Loi conditionnelle NTr (τ r,Γr) (2.16) NS
(
a¯1:R−1,i,Σ1:R−1,i
)
(2.17)
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Les ﬁgures 2.9 représentent les cartes des scores du facteur inﬂammatoire. Précédemment nous
avons vu que l'algorithme uBLU appliqué sur données H3N2 permettait de séparer clairement les
échantillons en deux régions principales : les échantillons post-symptomatiques et les autres (ﬁgure
2.8c). En fait, cette segmentation ne devient apparente que lorsque la contrainte de somme-à-un
est appliquée sur les scores. Notons que lorsque seule la contrainte de somme-à-un est imposée, la
positivité n'est pas toujours garantie. Dans le cas présent, tous les scores du facteur inﬂammatoire
sont positifs, mais ce n'est pas le cas pour les scores de certains autres facteurs, non représentés dans
ce manuscrit.
Aﬁn de quantiﬁer ce résultat, nous proposons de calculer le critère de Fisher [DHS00, p. 119], en
tant que mesure de contraste entre les échantillons post-symptomatiques et les autres échantillons :
F =
(µpos − µpos)2
Nposσ2pos + (N −Npos)σ2pos , (2.25)
où
(
µpos, σ
2
pos
)
sont les moyenne et variance empiriques des Npos échantillons post-symptomatiques
(état 4), et
(
µpos, σ
2
pos
)
les mêmes paramètres pour les autres échantillons. Le tableau 2.5 répertorie
ces mesures pour chacun des quatre cas de contraintes étudiés. Ce tableau renseigne également le
pourcentage des gènes inﬂammatoires de Huang et al. [HZR+11] retrouvés dans le facteur inﬂamma-
toire des quatre cas considérés, ainsi que la p-valeur des pathways suivants, indicateurs d'une infection
virale : le pathway IFN-gamma (pathway comportant des gènes codant les interférons) et IL23-
mediated signaling events (pathway de gènes codant l'interleukine IL-23).
Les résultats obtenus montrent donc que les deux contraintes de non-négativité et de somme-à-un
sont nécessaires pour : 1) discriminer les échantillons post-symptomatiques des autres échantillons
(selon le critère de Fisher), et donc discriminer les individus malades des individus sains, 2) retrouver
tous les gènes inﬂammatoires de Huang et al. [HZR+11] dans un seul facteur, le facteur inﬂammatoire.
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(a) Sans aucune contrainte imposée (b) Avec seulement la contrainte de positivité sur les scores
et les facteurs
(c) Avec seulement la contrainte de somme-à-un sur les
scores
(d) Avec toutes les contraintes (1.3) imposées
Figure 2.9  Contribution de chaque contrainte sur les scores du facteur inﬂammatoire.
Table 2.5  Contributions des contraintes.
sans
positivité somme-à-un
positivité et
contraintes somme-à-un
Critère de Fisher (2.25) 1,15.10−5 3,31.10−8 6,27.10−2 6,20.10−2
Gènes inﬂammatoires de [HZR+11] 88,64% 70,45% 61,36% 100%
p-valeur du pathway IFN-gamma 6,00.10−2 2,05.10−2 2,17.10−1 1,34.10−9
p-valeur du pathway IL23 2,60.10−1 8,37.10−2 2,28.10−2 2,18.10−7
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2.6.4 Comparaison avec d'autres algorithmes
L'algorithme uBLU proposé a d'abord été comparé à sa version supervisée, c'est-à-dire en ﬁxant le
nombre de facteurs à R = 4. Les résultats obtenus, disponibles dans [HZR+11] et dans le chapitre 4,
sont similaires à ceux obtenus de manière totalement non-supervisée, en ce qui concerne la découverte
d'un facteur inﬂammatoire et la séparation des individus malades et sains. Puis nous l'avons comparé
avec les quatre algorithmes de décomposition matricielle suivants : les méthodes ACP, NMF, BFRM
et GB-GMF.
Les ﬁgures 2.10 représentent, pour chaque algorithme testé, les diﬀérentes signatures biologiques,
organisées de façon à ce que le facteur inﬂammatoire soit celui le plus à gauche, en rouge. Rappelons
que, sur ces ﬁgures, les gènes sont regroupés par facteur de manière à ce que pour chaque facteur
une seule signature biologique soit dominante ; l'axe des abscisses (ordre des gènes) n'est donc pas le
même pour toutes les ﬁgures. Nous pouvons alors remarquer que le facteur inﬂammatoire déterminé
par chacun des algorithmes testés ne contient pas nécessairement le même nombre de gènes (voir
tableau 2.6). Le diagramme de Venn, représenté dans la ﬁgure 2.11, permet de visualiser quels sont
les algorithmes qui retrouvent le mieux les gènes inﬂammatoires de Huang et al. [HZR+11] (méthode
supervisée SOM, cluster 3) dans leur facteur inﬂammatoire. On remarque sur cette ﬁgure que seul
l'algorithme uBLU permet de retrouver tous les gènes de Huang et al. dans son facteur inﬂammatoire,
ce qui se conﬁrme par le pourcentage de gènes inﬂammatoires du tableau 2.6.
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(a) ACP (b) NMF
(c) BFRM (d) GB-GMF
Figure 2.10  Facteurs estimés rangés par dominance décroissante, données H3N2.
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Figure 2.11  Diagramme de Venn sur les gènes déterminés par Huang et al. comme étant les plus
inﬂammatoires [HZR+11] (méthode supervisée SOM, cluster 3).
Table 2.6  Résultats de comparaison entre uBLU et quatre autres algorithmes sur données H3N2.
uBLU ACP NMF BFRM GB-GMF
Nombre de gènes inﬂammatoires 2 297 2 398 729 2 860 3 560
Loadings maximum 30,66 (17,78) 3,34 (2,48) 0,12 (0,11) 1,39 (1,22) 4,71 (3,69)
Erreur de reconstruction (2.24) 6,48.10−2 4,89 7,31.10−2 4,82 9,51.10−2
Critère de Fisher (×10−2) (2.25) 6,20 2,03 6,17 4,68 2,30
Gènes inﬂammatoires de [HZR+11] 100% 88,64% 79,55% 90,91% 38,64%
p-valeur du pathway IFN-gamma 1,34.10−9 2,77.10−3 1,07.10−5 6,59.10−2 N/A
p-valeur du pathway IL23 2,18.10−7 1,06.10−5 2,18.10−7 3,62.10−5 1,31.10−2
Temps de calcul ≈ 12 h 1,5 s 116 s ≈ 47 min ≈ 10 h
Nombre d'itérations 10 000 N/A 5 000 10 000 500
2.6 - Analyse de données génétiques réelles 67
(a) ACP (b) NMF
(c) BFRM (d) GB-GMF
Figure 2.12  Scores du facteur inﬂammatoire, données H3N2.
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(a) ACP (b) NMF
(c) BFRM (d) GB-GMF
Figure 2.13  Répartition des scores inﬂammatoires.
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Les scores des facteurs inﬂammatoires sont représentés sur la ﬁgure 2.12. Parmi les cinq algo-
rithmes testés, l'algorithme uBLU proposé (ﬁgure 2.8c) est celui qui permet de séparer, avec le plus
grand contraste, les échantillons post-symptomatiques des autres échantillons. Ceci est conﬁrmé par
la mesure du critère de Fisher (2.25) entre ces deux régions (table 2.6).
Le tableau 2.6 présente également les valeurs maximales des loadings des groupements de gènes
dominants (la valeur de gauche correspond au loading maximal, celle entre parenthèses au loading
maximal du deuxième groupement de gènes), l'erreur de reconstruction calculée selon (2.24), les
p-valeurs des pathways IFN-gamma et IL23 en considérant les 200 premiers gènes des facteurs
inﬂammatoires déterminés par chaque algorithme 3, le temps de calcul et le nombre d'itérations uti-
lisées pour les résultats présentés.
Les ﬁgures 2.8d et 2.13 représentent les projections spatiales des vecteurs des scores de chaque
échantillon, selon la méthode de positionnement multidimensionnel euclidien (MDS pour euclidian
multidimensional scaling) [CC94]. Ces ﬁgures permettent donc de visualiser spatialement la sépara-
tion entre sujets malades (points rouges) et sujets sains (points bleus). Les résultats obtenus avec les
algorithmes uBLU, NMF et BFRM montrent une nette séparation des sujets malades et sains, alors
que la séparation est bien moins évidente avec l'ACP. Dans ces ﬁgures, remarquons que la taille de
chaque point est proportionnelle à la durée depuis l'inoculation.
L'ensemble des résultats obtenus sur les données réelles H3N2 montrent que l'algorithme proposé
uBLU donne de meilleures performances que les méthodes ACP, NMF, BFRM et GB-GMF concer-
nant l'identiﬁcation d'un facteur inﬂammatoire et la séparation entre individus sains et malades.
L'algorithme GB-GMF est légèrement plus rapide que uBLU mais il ne permet pas de déterminer
correctement le facteur inﬂammatoire de Zaas et al. [ZCV+09] et Huang et al. [HZR+11].
3. N/A signiﬁe que les gènes du pathway ne sont pas représentés dans les 200 premiers gènes inﬂammatoires déter-
minés par l'algorithme étudié.
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2.6.5 Résultats sur données H1N1
Enﬁn, l'algorithme uBLU a été appliqué sur les données H1N1 décrites dans le paragraphe 1.5.3,
avec Nmc = 10 000 itérations de Monte Carlo. La ﬁgure 2.14b montre que le nombre de facteurs esti-
més est R̂ = 4 (environ 70% des échantillons générés {R(`)}Nmc`=Nbi+1 valent 4). La ﬁgure 2.14a montre
l'erreur de reconstruction (RE), calculée selon (2.24), en fonction du nombre d'itérations et conﬁrme
la bonne convergence de l'échantillonneur.
Comme pour les données H3N2, les ﬁgures 2.14c et 2.14d représentent respectivement les R̂ = 4
signatures génétiques (avec la composante inﬂammatoire la plus à gauche), et les scores du facteur
inﬂammatoire. Les résultats obtenus montrent que, sur les données H1N1, les scores du facteur inﬂam-
matoire peuvent être segmentés en plusieurs états : asymptomatique (échantillons des 12 premières
lignes de la ﬁgure 2.14d, labélisés W01, W03, W04, W10, W11, W14, W16, W18, W19, W22, W23 et
W24), pré-symptomatique (échantillons des 12 dernières lignes jusqu'à t ≈ 60), post-symptomatique
(autres échantillons). L'analyse NCI des pathways des gènes de la composante inﬂammatoire est dis-
ponible dans la table 2.7. On retrouve les mêmes groupements de gènes dominants que ceux obtenus
dans le cadre de l'analyse des données de grippe H3N2, notamment les pathways IFN-γ et IL23 liés
à une réaction du système immunitaire face à une infection virale par exemple.
Enﬁn, dans le tableau 2.8, les résultats obtenus sur les données H1N1 sont comparés avec ceux
obtenus avec les autres algorithmes de décomposition matricielle déjà étudiés : ACP, NMF, BFRM et
GB-GMF. Sur ce jeu de données, l'algorithme uBLU reste également le plus performant : il oﬀre une
meilleure reconstruction des données, une meilleure séparabilité des sujets symptomatiques et asymp-
tomatiques, et retrouve un grand nombre de gènes inﬂammatoires dans sa composante inﬂammatoire.
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(a) Diagnostic de convergence (haut : erreur de reconstruc-
tion, bas : nombre de facteurs R estimé, en fonction du
nombre d'itérations)
(b) Nombre de facteurs R estimés
(c) Facteurs et signatures biologiques estimés, rangés par
dominance décroissante
(d) Scores du facteur inﬂammatoire
Figure 2.14  Résultats obtenus sur données réelles H1N1 avec l'algorithme uBLU.
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(a) ACP (b) NMF
(c) BFRM (d) GB-GMF
Figure 2.15  Scores du facteur inﬂammatoire, données H1N1.
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Table 2.7  Classement des pathways des gènes de la composante inﬂammatoire de uBLU sur les
données H1N1.
Nom du pathway Gènes p-valeur
IFN-gamma pathway CASP1, CEBPB, IL1B, IRF1, IRF9, SOCS1, STAT1 6,38.10−7
Signaling events mediated by TCPTP
EIF2AK2, KPNB1, SRC, STAT1, STAT5A,
STAT5B, STAT6
6,38.10−7
IL12-mediated signaling events
GADD45B, HLA-A, IL1B, MAP2K6, SOCS1,
STAT1, STAT5A, STAT6
1,10.10−6
IL23-mediated signaling events CCL2, CXCL1, CXCL9, IL1B, STAT1, STAT5A 4,36.10−6
CXCR3-mediated signaling events
CXCL10, CXCL11, CXCL13, CXCL9, MAP2K6,
SRC
1,23.10−5
GMCSF-mediated signaling events CCL2, LYN, STAT1, STAT5A, STAT5B 6,24.10−5
IL1-mediated signaling events CASP1, IL1B, IL1RN, MAP2K6, MYD88 6,24.10−5
PDGFR-beta signaling pathway
DOCK4, EIF2AK2, FYN, LYN, SRC, STAT1,
STAT5A, STAT5B
1,38.10−4
Table 2.8  Résultats de comparaison entre uBLU et quatre autres algorithmes sur données H1N1.
uBLU ACP NMF BFRM GB-GMF
Nombre de gènes inﬂammatoires 5 538 3 038 513 4 724 1 528
Loadings maximum 34,47 (15,49) 0,24 (0,11) 3,32 (3,06) 0,715 (0,706) 8,93 (6,28)
Erreur de reconstruction (2.24) 5,48.10−2 5,10 5,53.10−2 5,08 9,72.10−2
Critère de Fisher (×10−2) (2.25) 3,55 1,95 3,74 2,09 0,63
Gènes inﬂammatoires de [HZR+11] 90,91% 61,36% 68,18% 86,36% 29,55%
p-valeur du pathway IFN-gamma 6,38.10−7 N/A 1,29.10−5 N/A N/A
p-valeur du pathway IL23 4,36.10−6 1,10.10−3 5,27.10−6 N/A 2,12.10−1
Temps de calcul ≈ 18 h 2,0 s 174 s ≈ 1 h ≈ 14 h
Nombre d'itérations 10 000 N/A 5 000 10 000 500
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2.7 Conclusion
Ce chapitre a présenté une nouvelle approche bayésienne hiérarchique entièrement non-supervisée
pour le démélange de données d'expression de gènes de grande dimension. Une propriété intéressante
de l'algorithme proposé est qu'il impose des contraintes sur les paramètres à estimer : non-négativité
des signatures génétiques et des scores, mais aussi somme-à-un des scores. Cela permet notamment de
faire face au problème inhérent d'ambiguïté d'échelle existant lors de toute décomposition matricielle.
Sur données réelles, ces contraintes conduisent à une meilleure discrimination entre les individus sains
et les individus malades et permettent de regrouper les gènes inﬂammatoires dans une seule et unique
composante, la composante inﬂammatoire.
Une procédure de réduction de dimensionalité est utilisée aﬁn de réduire considérablement les
dimensions de l'espace de travail, permettant ainsi de combiner un échantillonneur de Gibbs avec un
processus de naissance et de mort, sans surcoût calculatoire prohibitif. L'algorithme ainsi proposé est
donc totalement non-supervisé : il estime le nombre de signatures génétiques présentes dans le mélange
directement à partir des échantillons, et ce, sans connaissance a priori sur la nature symptomatique
ou non des échantillons.
Les résultats obtenus sur diﬀérents jeux de données synthétiques et réelles ont démontré les bonnes
performances de l'algorithme uBLU. En eﬀet, l'algorithme présenté permet notamment d'extraire, sur
données réelles grippales, une composante inﬂammatoire avec un meilleur contraste entre les sujets
symptomatiques et asymptomatiques, que celle obtenue avec d'autres algorithmes de décomposition
factorielle.
Dans ce chapitre, les échantillons temporels d'un même sujet ont été considérés comme indépen-
dants entre eux. Le chapitre 4 étendra le modèle présenté pour prendre en compte cette dépendance
temporelle entre échantillons.
Contributions du chapitre
La première contribution de cette thèse est la considération de contraintes physiques liées aux
données génétiques étudiées (non-négativité des facteurs et des scores, somme-à-un des scores). Cette
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contribution est majeure et apparaît comme un leitmotiv dans les algorithmes proposés tout au
long de cette thèse. Dans la littérature, certains algorithmes de décomposition factorielle appliqués à
l'analyse génétique permettent la prise en compte de la non-négativité des facteurs et/ou des scores,
mais aucun n'impose la somme-à-un des scores, qui permet pourtant une meilleure interprétation des
paramètres et des résultats obtenus sur données réelles.
La deuxième contribution porte sur l'algorithme entièrement non-supervisé, associé au modèle
bayésien introduit pour les mélanges linéaires de signatures génétiques. En eﬀet, nous proposons
d'estimer le nombre de facteurs dans le mélange grâce à l'utilisation d'un processus de naissance et
de mort. Ce type de processus n'a guère été employé sur données génétiques du fait de la complexité
calculatoire qu'il introduisait (recherche de solutions dans des espaces de dimensions diﬀérentes). Ceci
a été ici contourné par une procédure de réduction de dimensionalité, permettant de travailler dans
l'espace projeté des facteurs, espace de dimension réduite.
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Chapitre 3
Prise en compte de la parcimonie :
modèle Bernoulli-gaussien
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3.1 Introduction
Dans le chapitre précédent, nous avons développé un algorithme bayésien de démélange permettant
d'estimer conjointement les facteurs et les scores sous des contraintes de positivité et de somme-à-un.
Le modèle précédent avait l'avantage d'être entièrement non-supervisé et permettait ainsi d'estimer
le nombre de facteurs présents dans le mélange en utilisant un processus de naissance et de mort sur
ce nombre de facteurs.
Ce chapitre présente une autre manière d'estimer ce nombre de facteurs en considérant que nous
avons à notre disposition une plus grande bibliothèque de facteurs et que nous recherchons les facteurs
qui sont réellement dans le mélange parmi tous les facteurs disponibles dans la bibliothèque. Ceci est
donc une approche parcimonieuse pour l'estimation du nombre de facteurs. Cette notion de parcimonie
sur le vecteur des scores vient ici comme une contrainte supplémentaire à satisfaire, en plus des
contraintes physiques précédentes de positivité et de somme-à-un (1.3). Cela signiﬁe également que
seulement certains éléments du vecteur des scores seront non-nuls.
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La stratégie développée dans ce chapitre repose sur un modèle bayésien hiérarchique basé sur le
choix d'une loi a priori adéquate pour les vecteurs des scores : une loi tronquée Bernoulli-gaussienne.
Cette loi est déﬁnie à l'aide d'un mélange d'une loi normale tronquée (aﬁn de s'assurer de la positivité
et de la somme-à-un des scores pour chaque échantillon) et d'une masse en zéro (pour forcer certains
éléments à être nuls). Cette stratégie de mélange d'une masse en zéro et d'une loi exponentielle ou
gaussienne a déjà été utilisée dans la littérature dans le but d'accentuer la parcimonie de la loi a
priori. De telles lois ont été employées pour résoudre des problèmes de débruitage [JS04], pour la
reconstruction d'images bruitées [TRH09] ou d'images issues d'un microscope à résonance magné-
tique [DHT09], et plus récemment pour l'acquisition comprimée (en anglais compressed sensing) en
imagerie ultrasonore [DBTK12].
En analyse génétique, les approches parcimonieuses développées sont le plus souvent des approches
non-paramétriques basées sur les processus Beta [PC09] ou les processus du buﬀet indien [CCP+10].
En revanche, aucune de ces méthodes bayésiennes non-paramétriques ne permet de satisfaire aux
contraintes de positivité et d'additivité liées à la physique du modèle (1.3).
Comme dans le chapitre précédent, chaque échantillon observé yi (i = 1, . . . , N) se décompose
suivant le modèle de mélange linéaire (1.1) en R facteurs. Cependant, dans ce chapitre, les R facteurs
{mr}r=1,...,R sont supposés appartenir à une bibliothèque M ∈ RG×Rmax de Rmax signatures possibles,
avec Rmax > R. Les vecteurs des scores, de taille Rmax, comporteront donc R valeurs non-nulles sur
Rmax. Le modèle de mélange linéaire parcimonieux s'écrit donc :
yi =
Rmax∑
r=1
mrar,i + ni, pour i = 1, . . . , N, (3.1)
ou matriciellement :
Y = MA + N avec
 M ∈ RG×Rmax ,A ∈ RRmax×N . (3.2)
Dans un premier temps la bibliothèque des facteurs M sera ﬁxée (approche semi-supervisée), puis nous
estimerons également cette bibliothèque (approche non-supervisée). Dans les deux cas, le nombre de
facteursR pourra être estimé implicitement au travers de la matrice des scores (A) et donc directement
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à partir des données :
R = #{r |ar,· 6= 0TN , r = 1, . . . , Rmax},
où ar,· ∈ RN correspond à la rème ligne de la matrice des scores A.
Organisation du chapitre
Le modèle bayésien hiérarchique développé dans ce chapitre est déﬁni dans le paragraphe 3.2.
Une loi Bernoulli-gaussienne tronquée est choisie comme loi a priori pour les vecteurs des scores.
Cette loi va permettre de prendre en compte les contraintes de positivité, de somme-à-un ainsi que de
parcimonie imposées sur les scores. La loi jointe a posteriori de ces paramètres et hyperparamètres
est comme précédemment trop complexe pour en déduire facilement les expressions d'estimateurs
bayésiens classiques (MAP et/ou MMSE). Ainsi, pour résoudre ce problème de complexité, nous pro-
posons d'employer une méthode MCMC. Le paragraphe 3.3 étudie l'échantillonneur de Gibbs hybride
qui est employé pour générer des échantillons distribués suivant la loi a posteriori des paramètres in-
connus. Des résultats de simulations conduites sur des données synthétiques, avec et sans estimation
de la bibliothèque des facteurs, sont présentés au paragraphe 3.4, avec notamment des comparaisons
avec les méthodes NPBFA [CCP+10] et BFRM [CCL+08]. Le paragraphe 3.5 présentera les résultats
obtenus sur des données génétiques réelles.
3.2 Modèle bayésien Bernoulli-gaussien
Le modèle bayésien hiérarchique du chapitre précédent est adapté ici pour la prise en compte de la
contrainte de parcimonie sur le vecteur des scores. L'expression de la fonction de vraisemblance reste
identique à celle déﬁnie dans l'équation (2.2). Une attention particulière est donc portée au choix de
la loi a priori pour les scores respectant toutes les contraintes sus-citées (parcimonie, non-négativité
et somme-à-un).
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3.2.1 Lois a priori des paramètres et hyperparamètres
Ce paragraphe présente les lois a priori des paramètres inconnus et de leurs hyperparamètres
associés qui seront utilisées pour ce modèle Bernoulli-gaussien (BeG).
Les lois a priori de la bibliothèque des facteurs M, de la variance du bruit σ2 et de l'hyperpara-
mètre γ détaillées dans la section 2.2.2 sont conservées dans ce chapitre. Seules les lois a priori des
scores et des hyperparamètres associés seront détaillées dans ce paragraphe.
Loi a priori des scores
Considérons tout d'abord une loi normale de moyenne nulle et de variance α2, tronquée sur
l'intervalle ]0, µ+] et notée N]0,µ+]
(
0, α2
)
. Sa densité de probabilité s'écrit [Rob95] :
ϕ]0,µ+](x) =
C√
2piα2
exp
(
− x
2
2α2
)
1]0,µ+] (x) . (3.3)
Dans (3.3), C =
[
Φ
(
µ+
α
)
− 12
]−1
est une constante de normalisation où Φ est la fonction de répartition
de la loi normale centrée réduite. La troncature sur l'intervalle ]0, µ+] permet clairement de satisfaire
les contraintes de positivité et d'additivité des scores (1.3). La génération d'échantillons distribués
suivant la loi normale tronquée (3.3) peut être eﬀectuée avec une stratégie similaire à celle décrite
dans [MBI05].
Pour chaque échantillon i = 1, . . . , N , un nombre réduit de facteurs (noté R < Rmax) appartenant
à la bibliothèque M participent au mélange (3.1). Ceci se traduit par de nombreux (Rmax − R)
coeﬃcients ar,i égaux à 0. Nous proposons d'utiliser une loi a priori exploitant cette propriété de
parcimonie des vecteurs {ai}i=1,...,N . En suivant l'approche décrite dans [DHT09], il semble intéressant
d'utiliser une loi a priori déﬁnie par le mélange d'une masse à l'origine (fonction Dirac) et de la loi
normale tronquée précédemment déﬁnie (3.3). Ainsi, si nous notons a1:r−1,i (r = 2, . . . , Rmax − 1) le
vecteur constitué des r − 1 premiers éléments du vecteur ai, la loi a priori choisie pour les scores est
la loi tronquée Bernoulli-gaussienne suivante :
a1,i ∼ (1− wi) δ (a1,i) + wiN]0,1](0, α2),
ar,i|a1:r−1,i ∼ (1− wi) δ (ar,i) + wiN]0,µ+r,i](0, α
2),
(3.4)
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où δ (·) est une masse en zéro (Dirac) et wi est un hyperparamètre inconnu renseignant sur la proba-
bilité a priori d'avoir un coeﬃcient non-nul. De plus, pour respecter la contrainte d'additivité, la loi
normale associée aux termes non-nuls du mélange est tronquée à droite par µ+r,i (r = 2, . . . , Rmax− 1)
et le dernier élément du vecteur des abondances est ﬁxé à aRmax,i, tels que déﬁnis ci-dessous :
µ+r,i = 1−
∑r−1
j=1 aj,i,
aRmax,i = µ
+
Rmax,i
, 1−∑Rmax−1r=1 ar,i. (3.5)
Ainsi, la distribution a priori pour le vecteur des proportions ai (i = 1, . . . , N) dont le dernier élément
aRmax,i est ﬁxé à µ
+
Rmax,i
s'écrit de manière récursive :
f (ai) = f (a1,i)
[
Rmax−1∏
r=2
f(ar,i|a1:r−1,i)
]
δ
(
aRmax,i − µ+Rmax,i
)
.
Notons I0,i = {r | ar,i = 0} et I1,i = {r | ar,i 6= 0} = I0,i, pour i = 1, . . . , N . L'équation précédente se
réécrit alors :
f(ai|wi, α2) ∝
(1− wi)n0,i ∏
r∈I0,i
δ(ar,i)
( wi√
2piα2
)n1,i ∏
r∈I1,i
exp
(
− a
2
r,i
2α2
)
1]0,µ+] (ar,i)
 , (3.6)
où nx,i = card{Ix,i} (x = 0, 1). Remarquons que n1,i = ‖ai‖0 où ‖·‖0 est la norme l0 : ‖ai‖0 =
]{r | ar,i 6= 0}, et n0,i = Rmax − n1,i.
En supposant que les vecteurs des scores {ai}i=1,...,N sont a priori indépendants, on obtient la loi
jointe a priori suivante pour la matrice des scores A (A ∈ RRmax×N ) :
f (A) =
N∏
i=1
f
(
ai|wi, α2
)
.
Loi a priori de la proportion moyenne des scores non-nuls
Notons w = [w1, . . . , wN ]T . Une loi uniforme sur l'ensemble [0, 1] est choisie comme loi a priori
pour la proportion moyenne des scores non-nuls :
wi ∼ U ([0, 1]) , i = 1, . . . , N. (3.7)
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En supposant que tous les hyperparamètres de ce modèle bayésien sont statistiquement indépen-
dants, la loi du vecteur d'hyperparamètres est :
f (Ψ) = f(w)f(γ) ∝ 1
γ
N∏
i=1
1[0,1] (wi)1R+ (γ) . (3.8)
Résumé des lois a priori du modèle BeG
La structure hiérarchique du modèle BeG proposé est représentée dans le DAG de la ﬁgure 3.1.
Les lois a priori choisies pour les paramètres inconnus sont rappelées et résumées ci-après :
mr = Utr + y¯ (2.4)
tr|er, s2r ∼ NTr
(
er, s
2
rIR−1
)
(2.5)
a1,i ∼ (1− wi) δ (a1,i) + wiN]0,1](0, α2)
(3.4)
ar,i|a1:r−1,i ∼ (1− wi) δ (ar,i) + wiN]0,µ+r,i](0, α
2)
aRmax,i = 1−
∑Rmax−1
r=1 ar,i (3.5)
wi ∼ U ([0, 1]) (3.7)
σ2|ν, γ ∼ IG (ν2 , γ2) (2.12)
er
''
s2r
		
wi

α2
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yy
tr
((
ai

σ2
rryi
Figure 3.1  DAG pour les lois a priori des paramètres et hyperparamètres du modèle bayésien
Bernoulli-gaussien (BeG) (les paramètres ﬁxés apparaissent dans les cases en pointillés).
3.2.2 Loi a posteriori
La loi a posteriori jointe des vecteurs des paramètres inconnus Θ = {T,A, σ2} et hyperparamètres
Ψ = {w, γ} s'écrit :
f (Θ,Ψ|Y) ∝ f (Y|Θ) f (Θ|Ψ) f (Ψ) (3.9)
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où f (Y|Θ) et f (Ψ) ont été respectivement déﬁnis dans (2.2) et (3.8). Sous l'hypothèse que les
paramètres sont a priori indépendants, on obtient :
f (Θ|Ψ) = f (T) f (A|w, α2) f (σ2|ν, γ) . (3.10)
Ainsi, en intégrant l'hyperparamètre w et la variance de l'erreur résiduelle σ2, on arrive à :
f (ai|yi) ∝
∫ ∫
f
(
ai,w, σ
2|yi
)
dw dσ2
et :
f (ai|yi) ∝
B (1 + n0,i; 1 + n1,i) Γ
(
G
2
)
‖yi −Mai‖G exp
(
−
∑
r∈I1,i a
2
r,i
2α2
)
(3.11)
où Γ (·) représente la fonction Gamma et B (a, b) = Γ(a)Γ(b)/Γ(a+ b) la fonction Beta.
3.3 Echantillonneur de Gibbs hybride
Cette partie présente l'algorithme de Gibbs utilisé pour générer aléatoirement des échantillons
asymptotiquement distribués suivant la loi a posteriori d'intérêt. Plus précisément, les lois condition-
nelles de f
(
T,A, σ2,w|Y) sont décrites ci-dessous. Les diﬀérentes étapes de l'algorithme de Gibbs
sont détaillées dans l'algorithme 3.1.
3.3.1 Echantillonnage suivant f (A|w,T, σ2,Y)
Après calculs, la loi conditionnelle des scores ar,i est une loi Bernoulli-gaussienne tronquée de
paramètres (w˜r,i, µr,i, η2r,i, µ
+
r,i), pour r = 1, . . . , Rmax et i = 1, . . . , N :
ar,i|wi, σ2,a\r,i,yi ∼ (1− w˜r,i)δ (ar,i) + w˜r,iN]0,µ+r,i[
(
µr,i, η
2
r,i
)
(3.12)
où a\r,i correspond au vecteur ai privé de sa rème composante et :
w˜r,i =
ur,i
ur,i+(1−wi) ,
ur,i = wi
ηr,i
α exp
(
µ2r,i
2η2r,i
)[
Φ
(
µ+r,i−µr,i
ηr,i
)
− Φ
(−µr,i
ηr,i
)]
,
η2r,i =
(‖mr‖2
σ2
+ 1
α2
)−1
,
µr,i = η
2
r,i
(
mTr \r
σ2
)
,
\r = yi −
∑Rmax
j=1,j 6=r mjaj,i.
(3.13)
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Algo. 3.1  Echantillonneur de Gibbs hybride pour le modèle Bernoulli-gaussien.
• Pré-traitements :
 Calculer la moyenne empirique des échantillons y¯ =
1
N
∑N
i=1 yi déﬁnie dans (2.4),
 Déterminer la matrice de projection P (de taille Rmax − 1 × G) à l'aide d'une technique de
réduction de dimensionnalité (comme l'ACP [Jol86]),
 Choisir les vecteurs moyennes {er}r=1,...,Rmax déﬁnis dans (2.5) comme les solutions d'un algo-
rithme d'extraction de pôles de mélange (comme l'algorithme VCA [NBD05]).
• Initialisation (` = 0) :
 Echantillonner la matrice des signatures projetées T(0) selon la loi a priori (2.8),
 Reconstruire la matrice des signatures M(0) à partir de la matrice des signatures projetées T(0) :
M(0) = P−1T(0) + y¯1T
R(0)
(2.4),
 Pour r = 1, . . . , Rmax et i = 1, . . . , N , générer les scores a
(0)
r,i suivant (3.4),
 Générer la variance du bruit σ2(0) suivant la loi déﬁnie dans (2.12),
 Poser `← 1.
• Itérations : Pour ` = 1, 2, . . . ,Nmc, faire :
1. Echantillonner l'hyperparamètre w(`) suivant (3.14),
2. Pour r = 1, . . . , Rmax et i = 1, . . . , N , générer les scores a
(`)
r,i suivant (3.12),
3. Echantillonner T(`) selon la loi (2.16),
4. Construire M(`) = P−1T(`) + y¯1T
R(`)
(2.4),
5. Echantillonner σ2(`) selon la loi (2.18),
6. Poser `← `+ 1.
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Notons que cette loi a posteriori Bernoulli-gaussienne tronquée sur l'ensemble ]0, µ+r,i[ permet de
respecter les contraintes d'additivité et de positivité (1.3).
3.3.2 Echantillonnage suivant f (w|A)
La génération d'échantillons distribués suivant f (w|A) se fait selon la loi Beta suivante (pour
i = 1, . . . , N) :
wi|ai ∼ B (1 + n1,i, 1 + n0,i) , (3.14)
avec n1,i = ]{r|ar,i 6= 0} et n0,i = Rmax − n1,i.
3.4 Résultats de simulation sur données synthétiques
Aﬁn d'évaluer les performances de l'algorithme BeG proposé, nous allons l'appliquer sur des
données synthétiques et comparer ces résultats avec ceux obtenus par d'autres algorithmes de décom-
position matricielle parcimonieux.
Scénario de simulation
Les données synthétiques générées sont constituées de N = 128 échantillons, chacun composé
exactement de R = 3 facteurs, parmi une bibliothèque M de Rmax = 9 signatures possibles de G = 256
gènes. Par souci de simplicité et sans perte de généralité, nous ﬁxons, pour tous les échantillons
i = 1, . . . , N : R = 3 et m1, . . . ,mR sont les seules et les mêmes signatures présentes. Les scores
ont été générés aléatoirement suivant une distribution de Dirichlet D (1, . . . , 1) et les échantillons
sont bruités avec un rapport signal-à-bruit ﬁxé à SNRi = 20 dB (SNRi = G−1σ−2
∥∥∥∑Rr=1 mrar,i∥∥∥2,
i = 1, . . . , N).
Plus précisément, nous avons utilisé le jeu de données J1 décrit dans le paragraphe 2.5 où chaque
échantillon était composé de R = 3 facteurs piqués. Nous avons alors complété la bibliothèque M
par Rmax − R = 6 autres facteurs de même nature et dont les scores correspondants pour chaque
échantillon sont nuls.
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3.4.1 Estimation des scores
Dans un premier temps de l'analyse, les signatures sont supposées connues et appartenir à une
bibliothèque M ﬁxée. Nous nous intéresserons donc uniquement à l'estimation des scores, respectant
les contraintes de positivité, de somme-à-un et de parcimonie.
Les échantillons générés des scores {a(`)i }`=1,...,Nmc (i = 1, . . . , N) sont utilisés aﬁn de déterminer
l'estimateur MMSE du score ai du ième échantillon :
âiMMSE ≈
1
Nmc −Nbi
Nmc∑
`=Nbi+1
a
(`)
i . (3.15)
Les distributions a posteriori des scores non-nuls (r = 1, . . . , 3) des échantillons ]45 et ]60 sont
représentées sur la ﬁgure 3.2. Ces distributions ont été obtenues par moyennage de C = 10 chaînes
MCMC. Les résultats obtenus pour ces deux échantillons sont en accord avec les valeurs réelles tracées
en rouge. Les valeurs obtenues pour les autres facteurs (r = 4, . . . , Rmax), non représentées ici, sont
bien nulles ou quasi-nulles.
(a) Scores non-nuls de l'échantillon ]45 (b) Scores non-nuls de l'échantillon ]60
Figure 3.2  Distribution a posteriori des scores non-nuls ai,j (j = {r|ai,r 6= 0}) de deux échantillons.
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Nous comparons la méthode Bernoulli-gaussienne (BeG) développée dans ce chapitre avec :
 l'algorithme fully constrained least-squares (FCLS) détaillé dans [HC01] : algorithme itératif
qui minimise au sens des moindres carrés et sous les contraintes de positivité et de somme-à-un
le critère suivant : J (ai) = ‖yi −Mai‖2, pour i = 1, . . . , N ,
 la méthode LASSO proposée par Themelis et al. [TRK10] : algorithme itératif qui consiste à
minimiser le critère précédent J (ai) pénalisé par un terme de norme l1 favorisant les solutions
parcimonieuses,
 l'analyse factorielle bayésienne non-paramétrique de Chen et al. (NPBFA) [CCP+10] : algo-
rithme qui utilise un processus de buﬀet indien pour prendre en compte la parcimonie des
scores.
Les signatures étant connues, la matrice M sera ﬁxée pour la méthode proposée et la méthode NPBFA.
Dans l'échantillonneur de Gibbs, cela consiste à enlever l'étape d'échantillonnage des signatures pro-
jetées (2.16).
Aﬁn d'évaluer les performances de ces algorithmes, les erreurs quadratiques moyennes globales
(GMSEs) ont été calculées à partir des estimateurs MMSE des scores âiMMSE (i = 1, . . . , N) comme
suit :
GMSE2 =
1
N
N∑
i=1
‖âiMMSE − ai‖2 .
Les résultats obtenus sont présentés dans la ﬁgure 3.3, où les GMSEs sont représentées en fonction
du rapport signal-à-bruit (SNR). Cette ﬁgure montre que la méthode BeG obtient des résultats
meilleurs que la méthode LASSO [TRK10] et l'analyse non-paramétrique NPBFA [CCP+10], pour
des SNR inférieurs à 25 dB. L'algorithme FCLS reste le plus performant et ce quel que soit le SNR.
En revanche, contrairement à l'algorithme FCLS et la méthode LASSO, les méthodes NPBFA et BeG
permettent d'estimer conjointement les facteurs et les scores, comme dans le paragraphe suivant.
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Figure 3.3  Résultats de simulation de l'algorithme BeG sur données synthétiques avec bibliothèque
ﬁxée (GMSE2 = f (SNR)).
3.4.2 Estimation des facteurs et des scores
Dans ce paragraphe, la bibliothèque des facteurs M n'est plus connue et est donc estimée conjoin-
tement aux scores. Les vecteurs moyennes cachés er (r = 1, . . . , Rmax) nécessaires pour évaluer la loi
a priori des signatures génétiques (loi introduite dans le paragraphe 2.2.2) sont choisis comme les
projections des signatures identiﬁées par une analyse VCA [NBD05].
Aﬁn d'évaluer les performances de l'algorithme proposé (BeG), nous allons le comparer avec
la méthode non-paramétrique bayésienne (NPBFA) [CCP+10], le modèle uBLU développé dans le
chapitre 2, l'analyse ACP, l'algorithme NMF [LS00], le modèle BFRM de Carvalho et al. [CCL+08]
et la décomposition GB-GMF [NHN+11]. Les résultats de simulations sont reportés dans le tableau
3.1 en utilisant les mêmes critères de comparaison que ceux déﬁnis dans le paragraphe 2.5.3 (MSEs,
GMSEs, SADs, GSAD, erreur de reconstruction RE et temps de calcul). Les méthodes ACP, NMF
et GB-GMF sont appliquées en ﬁxant le nombre de facteurs à trouver à R = 3, alors que les autres
méthodes autorisent une recherche parcimonieuse ou permettent l'estimation du nombre de facteurs.
L'estimation MMSE du nombre de facteurs est : R̂MMSE = 3, en accord avec la valeur théorique.
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Table 3.1  Comparaison des performances d'estimation entre diﬀérents algorithmes et l'approche
BeG proposée.
BeG NPBFA uBLU ACP NMF BFRM GB-GMF
MSE2
(×10−1)
Facteur 1 1,24 7,17 0,13 0,72 0,13 20,22 6,21
Facteur 2 0,17 17,50 0,20 0,86 0,12 15,84 15,82
Facteur 3 0,19 16,09 0,12 0,70 0,11 12,63 16,37
GMSE2
(×10−2)
Facteur 1 5,91 7,52 0,01 1,75 0,01 9,98 6,04
Facteur 2 7,53 5,96 0,02 2,69 0,01 9,02 2,89
Facteur 3 8,40 7,77 0,01 0,92 0,01 7,80 2,36
SAD
(×10−1)
Facteur 1 2,19 3,57 0,88 2,05 0,89 11,92 13,09
Facteur 2 0,54 1,58 0,55 1,35 0,51 16,05 17,20
Facteur 3 0,55 3,46 0,51 1,25 0,51 16,15 16,29
GSAD (×10−2) 6,79 25,84 6,73 14,78 6,71 118,17 6,74
RE (×10−2) 0,75 47,88 0,72 24,01 0,72 120,12 17,09
Temps de calcul (en s) 7624 9950 2892 0,1 2,3 55,19 639
Ces résultats illustrent la précision de la méthode BeG proposée. En outre, nous pouvons noter que
cette approche BeG pour les données génétiques est plus performante que l'approche parcimonieuse
non-paramétrique NPBFA et reste compétitive par rapport à l'approche précédente uBLU bien que
la complexité calculatoire soit plus importante.
3.4.3 Contrôle de la convergence
Les résultats présentés dans les deux paragraphes précédents ont été obtenus pour Nmc = 10 000
itérations dont Nbi = 3 000 itérations dans la période de chauﬀage. Il est donc intéressant de regarder
si ces valeurs sont suﬃsantes pour s'assurer de la bonne convergence de l'échantillonneur, comme nous
l'avions vériﬁé pour l'algorithme uBLU.
Pour cela, nous utilisons le critère de variance intra/inter-chaîne déﬁni par Gelman et Rubin
[GR92]. Ce critère consiste tout d'abord à générer C chaînes de Markov en parallèle, de longueur
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Nr = Nmc − Nbi, mais avec diﬀérentes valeurs initiales. Les variances inter-chaîne B et intra-chaîne
W pour ces C chaînes sont respectivement déﬁnies par :
B =
Nr
C − 1
C∑
c=1
(
θc − θ
)2
,
W =
1
C
C∑
c=1
1
Nr − 1
Nr∑
`=1
(
θ(`)c − θc
)2
,
avec

θc =
1
Nr
Nr∑
`=1
θ(`)c ,
θ =
1
C
C∑
c=1
θc,
(3.16)
où θ est le paramètre d'intérêt (θ ∈ Θ) et θ(`)c est le `ème échantillon de θ de la cème chaîne MCMC. Puis
la convergence des chaînes est mesurée à l'aide du potentiel d'échelle PSRF 1 déﬁni par [GCSR03] :
PSRF =
√
1
W
(
Nr − 1
Nr
W +
1
Nr
B
)
. (3.17)
Une valeur de PSRF inférieure à 1,2 indique une bonne convergence de l'échantillonneur [GCSR03],
i.e., un nombre d'itérations de chauﬀage égal à Nbi est suﬃsant pour obtenir des échantillons {Θ(`)}`=1,...,Nr
distribués suivant la loi cible f (Θ,Ψ|Y).
Comme au chapitre précédent, nous choisissons de suivre la convergence de l'échantillonneur avec
la variance du bruit σ2. Pour évaluer le potentiel d'échelle PSRF , nous construisons C = 10 chaînes
MCMC de longueur Nmc = 10 000 itérations dont Nbi = 3 000 itérations de chauﬀe. La ﬁgure 3.4a
montre que les deux chaînes MCMC représentées, pour le même échantillon ]45, convergent clairement
vers une valeur identique : σ2 ≈ 0,7.10−2. Les valeurs obtenues pour les potentiels d'échelle PSRF ,
calculées selon (3.17) et représentées sur la ﬁgure 3.4b, sont bien inférieures à 1,2 pour une très grande
majorité d'échantillons (moyenne de 1,04 sur tous les échantillons). Ceci conﬁrme la convergence de
l'échantillonneur de Gibbs.
1. Remarque : L'algorithme BeG ne fait pas de sélection de modèles, contrairement à l'algorithme uBLU. Le critère
PSRF est donc simpliﬁé par rapport à celui déﬁni dans le paragraphe 2.4.1.
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(a) Exemples de deux chaînes MCMC relatives au para-
mètre σ2 du 45ème échantillon.
(b) Potentiels d'échelle PSRF calculés selon (3.17) pour
tous les échantillons.
Figure 3.4  Contrôle de la convergence de l'algorithme BeG sur données synthétiques.
3.5 Applications sur données réelles génétiques
Les résultats obtenus sur données synthétiques parcimonieuses ont montré l'eﬃcacité de la mé-
thode BeG proposée. Ce paragraphe applique la méthode BeG aux trois jeux de données réelles à
notre disposition.
3.5.1 Données de boissons
Dans un premier temps, nous allons évaluer l'algorithme BeG sur les données de boissons de Baty
et al. [BFW+06] en prennant Nmc = 20 000 itérations de Monte Carlo, dont Nbi = 5 000 itérations de
chauﬀe. La ﬁgure 3.5a permet de visualiser l'erreur de reconstruction RE(`) calculée à chaque itération
` (` = 1, . . . ,Nmc) selon (2.23) et de s'assurer de la bonne convergence de l'échantillonneur de Gibbs
sur ces données, pour les valeurs de Nmc et Nbi considérées.
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(a) Diagnostic de convergence : erreur de reconstruction
RE(`) en fonction du nombre d'itérations `
(b) Facteurs estimés, rangés par dominance décroissante
(c) Scores estimés pour les Rmax = 9 facteurs
Figure 3.5  Résultats de simulation de l'algorithme BeG sur données de boissons [BFW+06].
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(a) Matrice binaire de présence (cases blanches) / absence (cases noires) des facteurs
dans les échantillons
(b) Reconstruction des scores (les cases noires correspondent aux scores nuls)
Figure 3.6  Représentations des scores déterminés par l'algorithme BeG sur données de boissons
[BFW+06].
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L'analyse BeG est appliquée sur ces données en ﬁxant Rmax = 9 signatures présentes au maximum
et représentées sur la ﬁgure 3.5b, avec la même ré-organisation des indices des gènes que celle utilisée
au chapitre précédent. Fixer Rmax = 9 permet de réduire considérablement la dimensionalité du pro-
blème, en conservant tout de même une énergie cumulée suﬃsante. Les Rmax = 9 facteurs découverts
sont dominants pour des groupes de gènes respectivement de taille [3 449, 3 119, 8 146, 1 626, 906,
1 222, 2 090, 1 725]. On remarque qu'il n'y a que 8 groupes de gènes, cela signiﬁe qu'un des 9 facteurs
n'est dominant pour aucun gène.
Les scores pour chacune des Rmax = 9 signatures, classées selon leur dominance (ﬁgure 3.5b),
sont représentés sur la ﬁgure 3.5c sous forme d'images, selon l'organisation de la ﬁgure 1.5. Sur ces
ﬁgures, les cases noires correspondent à des échantillons non exploités. Cependant, on peut remarquer
sur ces ﬁgures que de nombreux scores sont égaux à 0. Les ﬁgures 3.6a et 3.6b permettent de mieux
visualiser les scores nuls (cases noires). En particulier, les ﬁgures 3.6a permettent de visualiser pour
chaque échantillon quels facteurs sont présents dans son mélange. La ﬁgure 3.7a est l'histogramme du
nombre de facteurs R par échantillon. En moyenne, chaque échantillon est composé de R̂MMSE = 2,67
facteurs. Enﬁn, la ﬁgure 3.7b compte le nombre d'échantillons contenant chaque facteur.
A partir de ces résultats (notamment les ﬁgures 3.6b), nous pouvons remarquer que les facteurs
#1 et #4 semblent être associés au sujet #1, le facteur #7 au sujet #5, ... Cependant, comme avec
l'algorithme précédent, il est toujours diﬃcile de conclure sur un réel lien entre sujet, boisson et gènes.
3.5.2 Données de grippes H3N2
Dans un deuxième temps, nous avons appliqué l'algorithme BeG aux données de grippe H3N2
détaillées dans le paragraphe 1.5.2 avec Nmc = 20 000 itérations de Monte Carlo, dont Nbi = 5 000
itérations de chauﬀage, et Rmax = 9 signatures au maximum. La ﬁgure 3.8a justiﬁe la convergence de
l'échantillonneur de Gibbs pour ces valeurs de Nmc et Nbi.
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(a) Histogramme du nombre de facteurs par échantillon (b) Nombre d'échantillons pour chaque facteur
Figure 3.7  Nombres de facteurs par échantillon et d'échantillon par facteur, sur données de boissons
[BFW+06].
Les résultats obtenus sont présentés dans la ﬁgure 3.8 et les tables 3.2 et 3.3. Plus particulière-
ment, les Rmax = 9 signatures présentes dans les données H3N2 sont représentées dans la ﬁgure 3.8b,
où les facteurs sont organisés par ordre de dominance décroissante. La ﬁgure 3.8c correspond à la
carte des scores associés au facteur le plus dominant ]1 (signature génétique en rouge dans la ﬁgure
3.8b). Les cases en noir correspondent soit aux 5 échantillons non analysés, soit à des échantillons qui
ne contiennent pas le facteur étudié (scores nuls). De part sa structure, similaire à celle obtenue avec
l'algorithme uBLU (ﬁgure 2.8c), ce facteur correspond donc au facteur inﬂammatoire.
L'analyse des pathways va permettre de quantiﬁer la capacité des 1 668 gènes de cette composante
inﬂammatoire déterminée par l'algorithme BeG à appartenir à certains groupements de gènes connus
et à être liés à des processus biologiques intervenant suite à une infection. Les résultats, présentés
dans le tableau 3.2, montrent que les quatre pathways les plus représentés dans cette composante
inﬂammatoire (TCPTP, IL23, IL12 et IFN-γ) étaient également présents dans la composante inﬂam-
matoire déterminée par l'algorithme uBLU (cf. table 2.3) bien que cette composante contienne moins
de gènes que celle déterminée par l'algorithme uBLU (1 668 gènes contre 2 297 gènes inﬂammatoires).
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(a) Diagnostic de convergence : erreur de reconstruction
RE(`) en fonction du nombre d'itérations `
(b) Facteurs estimés, rangés par dominance décroissante
(c) Reconstruction des scores du facteur inﬂammatoire
Figure 3.8  Résultats de simulation de l'algorithme BeG sur données H3N2 [ZCV+09].
3.5 - Applications sur données réelles génétiques 97
La méthode BeG apparaît donc comme une méthode plus sélective des gènes inﬂammatoires par rap-
port à la méthode uBLU, ceci est notamment dû à la contrainte de parcimonie imposée.
Table 3.2  Classement des pathways des gènes de la composante inﬂammatoire de BeG sur les
données H3N2.
Nom du pathway Gènes p-valeur
Signaling events mediated by TCPTP
CSF1R, EIF2AK2, STAT1, STAT5A,
STAT5B, STAT6
4,20.10−6
IL23-mediated signaling events CCL2, CXCL1, CXCL9, STAT1, STAT5A 3,30.10−5
IL12-mediated signaling events
HLA-A, HLA-DRB1, SOCS1, STAT1,
STAT5A, STAT6
5,49.10−5
IFN-gamma pathway CASP1, IRF1, IRF9, SOCS1, STAT1 6,89.10−5
GMCSF-mediated signaling events CCL2, STAT1, STAT5A, STAT5B 4,59.10−4
CXCR3-mediated signaling events CXCL10, CXCL11, CXCL13, CXCL9 9,78.10−4
Glucocorticoid receptor regulatory network CDKN1A, IRF1, STAT1, STAT5A, STAT5B 1,41.10−3
IL2-mediated signaling events SOCS1, STAT1, STAT5A, STAT5B 2,21.10−3
L'algorithme BeG proposé est comparé avec la méthode non-paramétrique bayésienne (NPBFA)
proposée par Chen et al. [CCP+10]. Les ﬁgures 3.9a et 3.9b représentent respectivement les signa-
tures biologiques et les scores du facteur inﬂammatoire, déterminés par l'algorithme NPBFA. Enﬁn,
la table 3.3 compare les diﬀérents critères énoncés précédemment (notamment le nombre de gènes
inﬂammatoires, l'erreur de reconstruction, le critère de Fisher, et les p-valeurs des pathways IFN-
γ et IL23). D'après ces résultats, on remarque que la composante inﬂammatoire déterminée par la
méthode non-paramétrique contient plus de gènes, mais que cela ne permet pas de retrouver plus
de gènes caractéristiques de réponse inﬂammatoire à une infection. La discrimination entre individus
sains et malades se fait également moins bien avec la méthode NPBFA qu'avec la méthode proposée.
Sur cet ensemble de données réelles, l'algorithme BeG permet donc, comme l'algorithme uBLU, de
discriminer les individus sains des individus malades et de mettre en avant un groupement de gènes
codant des protéines faisant partie de la réponse inﬂammatoire à un agent infectieux.
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Table 3.3  Résultats obtenus avec les algorithmes BeG et NPBFA sur les données grippales H3N2.
BeG NPBFA
Nombre de gènes inﬂammatoires 1 668 4 467
Loadings maximum 38,36 (21,69) 9,89 (9,63)
Erreur de reconstruction (2.24) 7,55.10−2 13,07
Critère de Fisher (2.25) 2,12.10−2 1,58.10−2
Gènes inﬂammatoires de [HZR+11] 93,18% 29,55%
p-valeur du pathway IFN-gamma 6,89.10−5 8,53.10−8
p-valeur du pathway IL23 3,30.10−5 1,45.10−3
Temps de calcul ≈ 3,5 j ≈ 19,5 h
Nombre d'itérations 20 000 20 000
(a) Facteurs estimés, rangés par dominance décroissante (b) Reconstruction des scores du facteur inﬂammatoire
Figure 3.9  Comparaison sur données H3N2 [ZCV+09] avec la méthode NPBFA [CCP+10].
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3.5.3 Données de grippes H1N1
Pour ﬁnir, nous appliquons l'algorithme BeG proposé aux données réelles H1N1 détaillées dans le
paragraphe 1.5.3, avec les mêmes nombres d'itérations de Monte Carlo et de chauﬀage que pour les
données H3N2, et en ﬁxant Rmax = 9. Les résultats obtenus sont présentés dans les ﬁgures 3.10 et les
tableaux 3.4 et 3.5.
Appliqué aux données H1N1, l'algorithme BeG permet d'extraire une composante inﬂammatoire
plus sélective que celle déterminée par la méthode uBLU (cf. ﬁgure 3.10b et nombre de gènes inﬂam-
matoires du tableau 3.4 : 1 193 gènes contre 5 538 avec l'algorithme uBLU), mais tout aussi eﬃcace
en terme de discrimination des individus sains et malades (cf. ﬁgure 3.10c et critère de Fisher dans
la table 3.4) et représentative de gènes inﬂammatoires (cf. liste des pathways, table 3.5).
En revanche, sur ces données grippales, la méthode non-paramétrique NPBFA de Chen et al.
[CCP+10] ne semble pas être en mesure de regrouper convenablement les gènes inﬂammatoires en
une seule composante. Les résultats relatifs à l'application de cette méthode sont présentés dans la
ﬁgure 3.11 et le tableau 3.4, et conﬁrment cette observation.
Table 3.4  Résultats obtenus avec les algorithmes BeG et NPBFA sur les données grippales H1N1.
BeG NPBFA
Nombre de gènes inﬂammatoires 1 193 8 329
Loadings maximum 39,25 (24,03) 9,55 (9,16)
Erreur de reconstruction (2.24) 5,46.10−2 11,24
Critère de Fisher (2.25) 1,04.10−2 4,6.10−3
Gènes inﬂammatoires de [HZR+11] 100,00% 93,18%
p-valeur du pathway IFN-gamma 5,17.10−5 4,20.10−3
p-valeur du pathway IL23 2,47.10−5 3,34.10−1
Temps de calcul ≈ 4,5 j ≈ 21,2 h
Nombre d'itérations 20 000 20 000
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(a) Diagnostic de convergence : erreur de reconstruction
RE(`) en fonction du nombre d'itérations `
(b) Facteurs estimés, rangés par dominance décroissante
(c) Reconstruction des scores du facteur inﬂammatoire
Figure 3.10  Résultats de simulation de l'algorithme BeG sur données H1N1.
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(a) Facteurs estimés, rangés par dominance décroissante (b) Reconstruction des scores du facteur inﬂammatoire
Figure 3.11  Comparaison sur données H1N1 avec la méthode NPBFA [CCP+10].
Table 3.5  Classement des pathways des gènes de la composante inﬂammatoire de BeG sur les
données H1N1.
Nom du pathway Gènes p-valeur
Signaling events mediated by TCPTP
EIF2AK2, KPNB1, STAT1, STAT5A,
STAT5B, STAT6
2,95.10−6
IL12-mediated signaling events
GADD45B, HLA-A, HLA-DRB1, SOCS1,
STAT1, STAT5A, STAT6
3,01.10−6
IL23-mediated signaling events CCL2, CXCL1, CXCL9, STAT1, STAT5A 2,47.10−5
IFN-gamma pathway CASP1, IRF1, IRF9, SOCS1, STAT1 5,17.10−5
GMCSF-mediated signaling events CCL2, STAT1, STAT5A, STAT5B 3,66.10−4
CXCR3-mediated signaling events CXCL10, CXCL11, CXCL13, CXCL9 7,85.10−4
Glucocorticoid receptor regulatory network CDKN1A, IRF1, STAT1, STAT5A, STAT5B 1,09.10−3
IL2-mediated signaling events SOCS1, STAT1, STAT5A, STAT5B 1,78.10−3
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3.6 Conclusion
Ce chapitre a présenté une approche parcimonieuse pour le démélange de données d'expressions
des gènes sous contraintes physiques de positivité et de somme-à-un. Pour cela, une loi Bernoulli-
gaussienne tronquée a été considérée comme loi a priori pour les scores aﬁn de respecter à la fois
les contraintes liées à la physique du modèle, mais aussi la contrainte supplémentaire de parcimonie.
Un échantillonneur de Gibbs est proposé pour générer des échantillons distribués asymptotiquement
suivant la loi a posteriori d'intérêt. Les échantillons ainsi générés sont ensuite utilisés pour estimer
les paramètres inconnus : matrices des facteurs et des scores notamment.
Les résultats obtenus sur données synthétiques ont permis d'évaluer les performances de l'algo-
rithme proposé en comparaison avec l'algorithme uBLU présenté au chapitre précédent. L'algorithme
retrouve bien les facteurs présents dans le mélange de chaque échantillon et donne la proportion de
chacun de ces facteurs. De plus, il force les scores des facteurs non présents à être nuls et permet ainsi
de déterminer le nombre de facteurs présents pour chaque échantillon. Dans le cas non-supervisé, les
performances de reconstruction sont légèrement moins bonnes que dans le cas où la bibliothèque de
facteurs est ﬁxée du fait de l'estimation de facteurs potentiellement absents du mélange.
Sur données réelles de grippes, l'algorithme BeG extrait une composante inﬂammatoire plus sé-
lective que l'algorithme uBLU en terme de nombre de gènes inﬂammatoires mais tout aussi eﬃcace
quant au regroupement de gènes connus pour une action dans les processus biologiques de défense
de l'organisme à un agent infectieux. La méthode BeG proposée permet également de discriminer les
sujets sains des sujets malades, avec des performances similaires à la méthode uBLU.
Contributions du chapitre
La principale contribution de ce chapitre est la considération d'une approche parcimonieuse pour
l'estimation du nombre de facteurs dans le mélange (parcimonie des scores), tout en travaillant sur
le modèle sous contraintes. En eﬀet, à notre connaissance, aucune méthodes ne permet d'estimer
les scores, les facteurs et leur nombre sous des contraintes de positivité et de somme-à-un, tout en
garantissant une solution parcimonieuse.
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L'approche parcimonieuse proposée a également l'avantage de regrouper les gènes inﬂammatoires
en un seul facteur et ce de manière plus sélective que l'approche non-paramétrique testée. Elle impose
la mise à zéro des scores de facteurs non présents dans le mélange. Ceci est vrai plus particulièrement
pour le facteur inﬂammatoire car la parcimonie rend la discrimination entre individus sains et individus
malades plus évidente (les scores associés au facteur inﬂammatoire des sujets sains sont nuls tandis
que ceux des sujets malades sont non-nuls).
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Chapitre 4
Prise en compte de la dépendance
temporelle : modèle de Markov caché
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4.1 Introduction
Les résultats précédents obtenus sur des données d'expressions des gènes temporelles (données
H3N2 et H1N1) et présentés dans les paragraphes 2.6.2 et 2.6.5 ont montré que les réponses molé-
culaires à un agent infectieux (virus grippaux dans notre cas) peuvent être classées en K = 4 états
notés E1, . . . , EK et déﬁnis comme suit :
1. avant l'inoculation (état E1),
2. asymptomatique : après l'inoculation mais sans déclaration de symptômes (état E2),
3. pré-symptomatique : après inoculation, mais avant que de réels symptômes (fatigue, ﬁèvre,
toux, ...) apparaissent (état E3),
4. post-symptomatique : après déclaration des symptômes (état E4).
Ce dernier chapitre propose de prendre en compte cette dépendance temporelle entre échantillons d'un
même individu. Pour cela, nous combinons le modèle de mélange linéaire proposé précédemment dans
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le chapitre 2 à un modèle de Markov caché (HMM pour hidden Markov model). En eﬀet, les modèles
de Markov cachés sont des outils populaires et souvent utilisés pour l'analyse de données temporelles.
Ils ont notamment été appliqués à la reconnaissance de la parole [Rab89] et de l'écriture manuscrite
[KHB88], à l'analyse de séquences biologiques [DEKM98] et plus récemment à l'analyse de données
d'expression des gènes dans d'autres contextes [SSS03, HWQZ11]. L'algorithme ainsi proposé permet
donc de faire une classiﬁcation des échantillons en plus de faire le démélange des données.
Organisation du chapitre
Ce chapitre est organisé comme suit. Le paragraphe 4.2 décrit le modèle de Markov caché introduit
pour la prise en compte des dépendances temporelles entre échantillons. Le modèle bayésien étudié
est présenté dans le paragraphe 4.3. L'échantillonneur de Gibbs utilisé pour générer des échantillons
des paramètres inconnus selon la distribution a posteriori est décrit dans le paragraphe 4.4. Enﬁn,
l'algorithme proposé est évalué sur données synthétiques (paragraphe 4.5) et appliqué sur les données
réelles grippales H3N2 et H1N1 (paragraphe 4.6).
4.2 Déﬁnition du modèle de Markov caché utilisé
Rappelons que la matrice des observations Y est composée de N colonnes correspondant aux
N échantillons collectés sur S sujets à T instants, de telle manière que N = ST (voir la ﬁgure
1.3). Pour identiﬁer l'état d'un individu donné s à un instant donné t, nous introduisons une variable
discrète latente zs,t qui prend ses valeurs dans l'ensemble ﬁni {1, . . . ,K}. Par conséquent, zs,t = k si et
seulement si le tème échantillon du sème sujet est dans le kème état Ek. Notons Z = [z1, . . . , zS ]T ∈ RS×T
la matrice des étiquettes renseignant sur l'état des échantillons, pour chaque sujet (s = 1, . . . , S) à
chaque instant (t = 1, . . . , T ). Le vecteur zs = [zs,1, . . . , zs,T ] est le vecteur d'étiquettes des états du
sème sujet. Une vue schématique de ce processus de classiﬁcation est représentée sur la ﬁgure 4.1a, où
l'état d'un individu donné au cours du temps (respectivement à un instant donné sur les individus)
apparaît dans les lignes (resp. les colonnes) de cette matrice de classiﬁcation. Cette matrice des
étiquettes a été obtenues par seuillage des valeurs des scores du facteur inﬂammatoire déterminé par
l'algorithme uBLU sur les données H3N2.
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Pour exploiter l'évolution temporelle des réponses moléculaires à un agent infectieux (grippe par
exemple), ces K états sont modélisés en utilisant un modèle de Markov caché (HMM) aﬀecté aux
variables latentes de la matrice Z (voir [Rab89] pour plus de détails sur les HMMs). Le modèle à K
états proposé est représenté sur la ﬁgure 4.1b. Il est associé à la structure temporelle représentée sur
la ﬁgure 4.1a. Cette structure HMM est également en accord avec la modélisation épidémiologique
SIR pour susceptible  infectious  recovered [CWB09].
(a) Matrice des étiquettes
E2
E1
E3 E4
pi1,1
1− pi3,3
pi1,2
1
1− pi1,2
pi3,3 1
(b) Modèle de Markov caché
Figure 4.1  Prise en compte de la dépendance temporelle par un modèle de Markov caché à K = 4
états (E1, . . . , E4).
À partir de ce graphe orienté étiqueté et en supposant que les probabilités de transitions d'un état
à un autre sont indépendantes du sujet considéré, la matrice des probabilités de transitions des états
Π peut s'écrire de la manière suivante :
Π =

pi1,1 pi1,2 pi1,3 0
0 1 0 0
0 0 pi3,3 pi3,4
0 0 0 1
 (4.1)
avec comme vecteur des probabilités des états initiaux le vecteur pi(0) tel que :
pi(0) =
[
1 0 0 0
]
(4.2)
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et où pik,k′ = P[zs,t = k′ | zs,t−1 = k] pour 1 ≤ k, k′ ≤ K et t = 2, . . . , T . Remarquons que pi1,3 =
1 − pi1,1 − pi1,2 et pi3,4 = 1 − pi3,3, c'est-à-dire que la somme des probabilités des transitions partant
d'un état est égale à 1 : ∀k, ∑k′ pik,k′ = 1. Notons également que les probabilités de transition pik,k′
peuvent servir à l'interprétation clinique. Par exemple, pi1,3 correspond au taux de contamination des
individus, pi3,4 au taux de rétablissement. Enﬁn, la probabilité pi1,1 est considérée comme inconnue ici
et donc estimée, mais elle pourrait être ﬁxée puisqu'elle dépend du temps d'inoculation qui est connu.
4.3 Modèle temporel de démélange
Le modèle bayésien utilisé est basé sur la vraisemblance des observations (2.2) et sur la déﬁnition
de lois a priori adéquates pour les paramètres inconnus Θ = {M,A,Z, σ2} associés à ce modèle
temporel de démélange, noté tBLU.
4.3.1 Lois a priori des paramètres et hyperparamètres
Les lois a priori des signatures M, de la variance du bruit σ2 détaillées dans la section 2.2.2
sont conservées dans ce chapitre. Nous nous intéresserons donc plus particulièrement aux lois a priori
choisies pour la matrice des scores A, la matrice des étiquettes Z et pour les hyperparamètres associés.
Loi a priori des scores
Comme cela a été montré dans [HZR+11], les réponses moléculaires des sujets asymptomatiques et
symptomatiques diﬀèrent principalement dans les niveaux d'expression des facteurs, i.e., des scores.
Par conséquent, les lois a priori des vecteurs des scores {ai}i=1,...,N sont supposés être distinctes
pour les scores associés à diﬀérents états E1, . . . , EK . En outre, pour promouvoir l'interprétabilité des
résultats, les scores {ai}i=1,...,N doivent satisfaire les contraintes de non-négativité et de somme-à-un
déﬁnies précédemment. Ainsi, une distribution de Dirichlet est choisie comme loi a priori pour les
scores ai (i = 1, . . . , N) conditionnellement à l'étiquette k attribuée au ième échantillon 1 yi :
ai|zi = k, δk ∼ DR (δk) (4.3)
1. Remarquons que par souci de clarté, les variables latentes zi sont ici indexées par un seul indice. Il est évident
qu'il y a une relation directe entre l'indice i et le couple d'indices (s, t) introduit dans le paragraphe 4.2.
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où DR (δk) est la loi de Dirichlet de paramètres δk = [δ1,k, . . . , δR,k]T . En supposant que tous les
vecteurs des scores {ai}i=1,...,N sont a priori indépendants, la loi jointe a priori pour la matrice des
scores A est :
f (A|Z,∆) =
K∏
k=1
∏
i∈Ck
f (ai|zi = k, δk)
avec ∆ = [δ1, . . . , δK ] ∈ RR×K . Ck = {i = 1, . . . , N |zi = k} représente le sous-ensemble des indices
des échantillons dans le kème état Ek.
Loi a priori des étiquettes
Les probabilités a priori des variables latentes zi (i = 1, . . . , N) sont données par la matrice des
probabilités des états initiaux pi(0) et la matrice des probabilités des transitions Π déﬁnies précédem-
ment dans (4.2) et (4.1). Certaines probabilités (pi1,1, pi1,2 et pi3,3) sont inconnues et seront estimées
en utilisant un algorithme bayésien hiérarchique.
Sous l'hypothèse que tous les paramètres sont a priori indépendants entre eux, la loi jointe a
posteriori du vecteur des paramètres inconnus Θ = {Z,T,A, σ2} s'écrit :
f (Θ|∆, γ) = P [Z] f (T) f (A|∆) f (σ2|ν, γ) . (4.4)
Lois a priori des hyperparamètres
En raison de l'absence d'information a priori pour les hyperparamètres, nous avons choisi des lois
non-informatives comme lois a priori. Plus précisément, une loi impropre uniforme sur R+ est choisie
comme loi a priori pour les hyperparamètres ∆ des scores :
f (∆) ∝ 1RRK+ (∆) . (4.5)
Notons pi1 = [pi1,1, pi1,2, pi1,3] et pi3 = [pi3,3, pi3,4] les sous-vecteurs des probabilités de transitions
inconnues de la matrice Π. En suivant l'approche de [DTS06], une loi de Dirichlet de paramètres αi
(i = 1, 3) est choisie comme loi a priori pour chaque sous-vecteur pii, i.e. :
pi1|α1 ∼ D3(α1), pi3|α3 ∼ D2(α3). (4.6)
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Nous ﬁxerons toutes les valeurs des paramètres des lois de Dirichlet {αi}i=1,3 égaux à 1. Ces lois
reﬂètent bien le manque de connaissance sur ces hyperparamètres.
Sous l'hypothèse que tous les hyperparamètres de ce modèle bayésien hiérarchique sont a priori
indépendants entre eux, la loi jointe a posteriori du vecteur des hyperparamètres Ψ = {∆,Π, γ}
s'écrit alors :
f (Ψ) = f (∆) f (Π) f (γ) . (4.7)
4.3.2 Résumé des lois a priori du modèle tBLU
Ce paragraphe permet de rappeler l'ensemble des lois a priori choisies pour les paramètres inconnus
du modèle tBLU. Il présente également dans la ﬁgure 4.2 la structure hiérarchique du modèle sous
forme de DAG.
mr = Utr + y¯ (2.4)
tr|er, s2r ∼ NTr
(
er, s
2
rIR−1
)
(2.5)
ai|zi = k, δk ∼ DR (δk) (4.3)
P[zs,t = k′ | zs,t−1 = k] = pik,k′ (4.1), (4.2)
∆ = [δ1, . . . , δK ] ∼ URRK+ (∆) (4.5)
pi1|α1 ∼ D3(α1)
(4.6)
pi3|α3 ∼ D2(α3)
σ2|ν, γ ∼ IG (ν2 , γ2) (2.12)
4.3.3 Loi a posteriori
La loi jointe a posteriori des vecteurs des paramètres Θ = {T,A,Z, σ2} et hyperparamètres
Ψ = {∆,Π, γ} est déﬁnie de la manière suivante :
f (Θ,Ψ|Y) ∝ f (Y|Θ) f (Θ|Ψ) f (Ψ) (4.8)
où f (Y|Θ), f (Θ|Ψ) et f (Ψ) ont respectivement été déﬁnies dans (2.2), (4.4) et (4.7). Les contraintes
imposées sur les données ainsi que la structure temporelle du modèle HMM rendent cette loi jointe a
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Figure 4.2  Graphe acyclique orienté (DAG) pour les lois a priori des paramètres et hyperpara-
mètres, dans le cas du modèle HMM temporel. (Les paramètres ﬁxés apparaissent dans les cases en
pointillés.)
posteriori f (Θ,Ψ|Y), déﬁnie dans (4.8), beaucoup trop complexe pour pouvoir obtenir des expres-
sions analytiques des estimateurs bayésiens du vecteur des paramètres inconnus Θ. Pour pallier ce
problème, nous faisons encore appel aux méthodes de Monte Carlo par chaînes de Markov (MCMC)
[GRS96] pour générer des échantillons distribués selon (4.8) et calculer les estimateurs bayésiens,
MMSE ou MAP, à partir de ces échantillons générés.
4.4 Echantillonneur de Metropolis-within-Gibbs
Cette section présente l'algorithme de Metropolis-within-Gibbs utilisé pour générer aléatoirement
des échantillons asymptotiquement distribués suivant la loi a posteriori d'intérêt, déﬁnie dans (4.8). Le
principe d'un échantillonneur de Metropolis-within-Gibbs est d'utiliser un mouvement de Metropolis
pour chaque loi conditionnelle qui ne peut pas être échantillonnée directement. Plus précisément, les
diﬀérentes étapes de l'algorithme proposé sont détaillées dans l'algorithme 4.1.
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Algo. 4.1  Echantillonneur de Metropolis-within-Gibbs pour le modèle temporel tBLU.
• Pré-traitements :
 Calculer la moyenne empirique des échantillons y¯ =
1
N
∑N
i=1 yi déﬁnie dans (2.4),
 Déterminer la matrice de projection P (de taille Rmax − 1 × G) à l'aide d'une technique de
réduction de dimensionnalité (comme l'ACP [Jol86]),
 Choisir les vecteurs moyennes {er}r=1,...,Rmax déﬁnis dans (2.5) comme les solutions d'un algo-
rithme d'extraction de pôles de mélange (comme l'algorithme VCA [NBD05]).
• Initialisation (` = 0) :
 Echantillonner la matrice des signatures projetées T(0) selon la loi a priori (2.8),
 Reconstruire la matrice des signatures M(0) à partir de la matrice des signatures projetées T(0) :
M(0) = P−1T(0) + y¯1T
R(0)
(2.4),
 Pour i = 1, . . . , N ,
 Générer les scores a(0)i suivant (4.3),
 Générer les étiquettes z(0)i en utilisant les matrices de transitions (4.1) et (4.2),
 Générer la variance du bruit σ2(0) suivant la loi déﬁnie dans (2.12),
 Poser `← 1.
• Itérations : Pour ` = 1, 2, . . . ,Nmc, :
1. Echantillonner les signatures projetées T(`) selon la loi (2.16),
2. Reconstruire les signatures M(`) = P−1T(`) + y¯1T
R(`)
(2.4),
3. Pour chaque échantillon i = 1, . . . , N ,
 Echantillonner les scores a(`)i selon la loi (4.9),
 Echantillonner les étiquettes z(`)i selon la loi (4.10),
4. Echantillonner la variance du bruit σ2(`) selon la loi (2.18),
5. Pour r = 1, . . . , R et k = 1, . . . ,K, échantillonner les hyperparamètres δ(`)r,k selon (4.11),
6. Echantillonner les probabilités de transitions pi(`)i (i = 1, 3) selon (4.12),
7. Poser `← `+ 1.
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4.4.1 Echantillonnage suivant f (ai|M, zi = k, σ2, δk,yi)
La loi conditionnelle a posteriori du vecteur des scores du ième échantillon ai (i = 1, . . . , N) est :
f
(
ai|M, zi = k, σ2, δk,yi
) ∝ R∏
r=1
a
δr,k−1
r,i × exp
(
−‖yi −Mai‖
2
2σ2
)
1A (ai) . (4.9)
Malheureusement, il n'est pas facile de générer des échantillons aléatoires distribués suivant (4.9).
Pour remédier à cette diﬃculté, nous proposons d'utiliser une étape de Metropolis-Hastings. La loi
de proposition pour les R − 1 premiers éléments du vecteur des scores, a1:R−1,i = [a1,i, . . . , aR−1,i],
est une loi gaussienne multivariée tronquée sur le simplexe S déﬁni dans (2.10). Enﬁn, la contrainte
de somme-à-un permet d'exprimer le dernier score : aR,i = 1−
∑R−1
r=1 ar,i.
4.4.2 Echantillonnage suivant P
[
zs,t = k|zs,t−1, ai, δk,pi(0),Π
]
Pour chaque échantillon i (i = 1, . . . , N), correspondant plus particulièrement au tème échantillon
du sujet #s, l'étiquette zs,t est une variable aléatoire discrète dont la loi conditionnelle est caractérisée
par les probabilités suivantes :
P
[
zs,t = k|zs,t−1,ai, δk,pi(0),Π
]
∝ P[zs,t = k|zs,t−1]f (ai|zs,t−1 = k, δk) f
(
yi|ai, σ2
)
∝ P[zs,t = k|zs,t−1]
Γ
(∑R
r=1 δr,k
)
∏R
r=1 δr,k
R∏
r=1
a
δr,k−1
i 1A (ai) .
(4.10)
Les probabilités P[zs,t = k|zs,t−1] sont déﬁnies dans (4.1) et (4.2). Pour échantillonner suivant cette
loi conditionnelle discrète, on génère des valeurs discrètes dans {1, . . . ,K} suivant les probabilités
(4.10) (après normalisation).
Malheureusement, nous devons faire face au problème de permutation d'étiquettes (ou  label swit-
ching en anglais) qui peut se produire lors de l'attribution des étiquettes E2 et E3. Il s'agit d'un
problème récurrent dû au manque d'identiﬁabilité dans le modèle de Markov proposé (voir [CMR05,
p. 478] pour plus de détails sur le label switching). Pour résoudre ce problème, une approche cou-
rante consiste à imposer des contraintes. Étant donné que les ﬂuctuations des scores associés à des
échantillons de sujets symptomatiques devraient être supérieures à celles des sujets asymptomatiques,
nous imposons que la variance des scores des sujets asymptomatiques soit inférieure à celle des sujets
114Chapitre 4 - Prise en compte de la dépendance temporelle : modèle de Markov caché
symptomatiques. Cela se vériﬁe sur la ﬁgure 4.3 où les scores du facteur inﬂammatoire déterminés
par l'algorithme uBLU sur les données réelles ont été représentés en fonction du temps pour chaque
sujet. Les courbes des scores des sujets asymptomatiques (courbes en bleu) ﬂuctuent beaucoup moins
que celles des sujets symptomatiques (en rouge).
(a) Données H3N2 (b) Données H1N1
Figure 4.3  Scores du facteur inﬂammatoire déterminé par l'algorithme uBLU pour chaque sujet.
4.4.3 Echantillonnage suivant f (δr,k|ar,Z)
Pour chaque facteur r (r = 1, . . . , R) et chaque état Ek (k = 1, . . . ,K), les paramètres de Dirichlet
δr,k sont générés selon :
f (δr,k|ar,Z) ∝ f (δr,k)
∏
i∈Ck
f (ai|zi = k, δk)
∝
∏
i∈Ck
[
Γ(
∑R
r=1 δr,k)
Γ(δr,k)
a
δr,k−1
r,i
]
1R+ (δr,k) .
(4.11)
Une étape de Metropolis-Hastings est employée pour générer des échantillons distribués suivant (4.11).
Plus précisément, les échantillons sont générés en utilisant une marche aléatoire avec une loi gaussienne
NR+
(
0, w2
)
tronquée sur R+, de moyenne nulle et de variance w2, comme loi de proposition. La
4.5 - Résultats de simulation sur données synthétiques 115
variance de cette loi w2 est ﬁxée de manière à ce que le taux d'acceptation soit compris entre 0,15 et
0,50, comme recommandé dans [Rob96, p. 55].
4.4.4 Echantillonnage suivant f (Π|Z)
De simples calculs permettent de déterminer la loi conditionnelle des vecteurs des probabilités
de transition inconnues pii (i = 1, 3). Il s'agit d'une loi de Dirichlet de paramètres αi + Ni, où
N1 = [n1,1, n1,2, n1,3], N3 = [n3,3, n3,4], et ni,j = #{t | zs,t = j et zs,t−1 = i} :
pii ∼ D (αi +Ni) (4.12)
Plus particulièrement, n1,2 correspond au nombre de sujets asymptomatiques et n1,3 = n3,4 est le
nombre de sujets symptomatiques.
4.5 Résultats de simulation sur données synthétiques
Scénario de simulation
Les performances de l'algorithme proposé ont d'abord été évaluées à l'aide d'un jeu de données
synthétiques, noté Jt, de N = 1 000 échantillons, plus précisément S = 50 sujets et T = 20 instants.
Chaque échantillon est composé d'exactement R = 4 facteurs, et G = 12 000 gènes. Aﬁn de générer
des signatures réalistes, les facteurs ont été extraits des résultats précédents obtenus sur données
réelles temporelles avec l'algorithme uBLU, puis ils ont été mélangés selon le modèle MML (1.2).
La carte des états, représentée sur la ﬁgure 4.4a, a été générée en suivant la chaîne de Markov à 4
états de la ﬁgure 4.1b avec pi1 = [0.1, 0.45, 0.45] et pi3 = [0.8, 0.2]. Les paramètres de Dirichlet ∆ ont
été estimés à partir des résultats obtenus avec l'algorithme uBLU sur les données réelles H3N2, en
utilisant la méthode décrite dans [Nar91]. Les échantillons sont bruités avec un rapport signal-à-bruit
ﬁxé à SNR = 20 dB. Les vecteurs moyennes er (r = 1, . . . , R) nécessaires pour évaluer la loi a priori
des signatures génétiques sont choisis comme les projections des signatures identiﬁées par une analyse
VCA [NBD05].
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(a) Matrice des étiquettes actuelle Z (b) Estimation MAP marginale de la matrice
des étiquettes Ẑ
(c) Scores du facteur inﬂammatoire ar (d) Estimation MAP des scores du facteur in-
ﬂammatoire âr
Figure 4.4  Résultats de simulations de l'algorithme tBLU sur données synthétiques Jt.
Le paragraphe suivant permet de déterminer des valeurs adéquates pour les nombres d'itérations
de chauﬀage (Nbi) et de Monte Carlo (Nmc). Le paragraphe 4.5.2 présentera les résultats obtenus avec
l'algorithme tBLU sur ce jeu de données synthétiques Jt et étudiera les performances de l'algorithme
proposé en comparaison avec sa version uBLU non-temporelle.
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4.5.1 Contrôle de la convergence
Aﬁn de contrôler la convergence des chaînes de Monte Carlo générées par l'échantillonneur de
Metropolis-within-Gibbs détaillé au paragraphe 4.4, nous avons simulé C = 10 chaînes de Monte
Carlo en parallèle, de Nmc = 2 000 itérations et d'initialisations diﬀérentes. Nous utilisons le critère
de variance inter-intra chaîne de Gelman et Rubin [GR92] en suivant la variance du bruit σ2. Deux
des C = 10 chaînes MCMC sont représentées sur la ﬁgure 4.5a. Cette ﬁgure montre notamment que
les deux chaînes convergent bien vers une valeur identique : σ2 ≈ 5,27.10−2. Le potentiel d'échelle
PSRF est calculé selon l'équation (3.17) déﬁnie au paragraphe 3.4.3. Les valeurs obtenues pour le
PSRF sont représentées sur la ﬁgure 4.5b en fonction du nombre d'itérations dans la période de
chauﬀage Nbi, à Nmc ﬁxé. Cette ﬁgure montre qu'à partir de Nbi = 350 itérations, les échantillons
générés sont bien distribués suivant la loi a posteriori d'intérêt puisqu'à partir de cette valeur les
potentiels d'échelle restent inférieurs à 1,1. Pour les simulations, nous ﬁxerons donc Nmc = 2 000
itérations MCMC et Nbi = 350 itérations de chauﬀe.
(a) Exemples de deux chaînes MCMC relatives au para-
mètre σ2
(b) Potentiels d'échelle PSRF calculés selon (3.17) en fonc-
tion du nombre d'itérations de chauﬀe Nbi
Figure 4.5  Contrôle de la convergence de l'algorithme tBLU sur données synthétiques.
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4.5.2 Performances de simulation
L'algorithme a été exécuté avec les valeurs de Nmc et Nbi déterminées par l'analyse de la conver-
gence : Nmc = 2 000 itérations de Monte Carlo dont Nbi = 350 itérations de burn-in. Les estimateurs
MAP des paramètres inconnus ont été calculés à partir des échantillons générés par l'échantillonneur
de Metropolis-within-Gibbs présenté dans la section 4.4.
L'estimateur MAP marginalisé Ẑ de la matrice des états Z et les estimateurs MAP des scores
correspondants au facteur inﬂammatoire sont respectivement représentés sur les ﬁgures 4.4b et 4.4d.
Les résultats obtenus sont clairement en accord avec les valeurs réelles des ﬁgures 4.4a et 4.4c. Les
estimations MMSE des probabilités de transitions inconnues sont : p̂i1 = [0.09, 0.52, 0.39] et p̂i3 =
[0.81, 0.19]. Deux types de classiﬁcations peuvent être considérés à partir de la matrice des états Z :
 une classiﬁcation par sujets : symptomatiques (SX) ou asymptomatiques (ASX),
 une classiﬁcation par états : E1, . . . , E4.
Les matrices de confusions, ou tables de contingence, représentées dans les tables 4.1 et 4.2 permettent
de mesurer la qualité des deux types de classiﬁcation à partir de la matrice des étiquettes estimée Ẑ
[Col01]. Les cellules sur la diagonale de cette matrice renseignent sur le nombre de sujets et d'échan-
tillons correctement classés. La qualité de la classiﬁcation est évaluée par le calcul du coeﬃcient
Kappa κ proposé par Cohen [Coh60]. Les résultats obtenus sont de 84,0% et 81,3% respectivement
pour la classiﬁcation par sujets ASX/SX et pour celle par états. Ces résultats attestent des bonnes
performances de l'algorithme tBLU proposé.
Les résultats de simulations des MSEs, GMSEs, SADs, GSADs et erreur de reconstruction (critères
déﬁnis au paragraphe 2.5.3) sont reportés dans le tableau 4.3 où le modèle temporel proposé est
comparé avec le modèle linéaire Bayésien non-temporel du chapitre 2 en ﬁxant le nombre de facteurs
à R = 4 (modèle également détaillé dans l'article [HZR+11]). Ces résultats montrent que l'algorithme
proposé a des performances identiques voire meilleures que sa version non-temporelle. De plus, il a
l'avantage de fournir une classiﬁcation des échantillons selon l'état du sujet à l'instant considéré, ce
qui n'est pas possible avec sa version non-temporelle.
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Table 4.1  Matrice de confusion pour
la classiﬁcation des sujets : symptoma-
tiques (SX) / asymptomatiques (ASX).
Z réel
SX ASX Total
Ẑ estimé
SX 21 0 21
ASX 4 25 29
Total 25 25 50
Table 4.2  Matrice de confusion pour la classiﬁca-
tion par états : E1, . . . , E4.
Z réel
E1 E2 E3 E4 Total
Ẑ estimé
E1 51 0 0 0 51
E2 3 471 17 59 550
E3 0 0 71 9 80
E4 0 0 25 292 317
Total 54 471 115 360 1000
Table 4.3  Comparaison des performances d'estimation entre le modèle temporel proposé (tBLU)
et sa version non-temporelle (uBLU) sur données synthétiques Jt.
tBLU uBLU (R = 4)
MSE2r (×10−2)
Facteur 1 0,25 1,49
Facteur 2 103,39 105,22
Facteur 3 17,92 14,41
Facteur 4 93,09 93,09
GMSE2r (×10−3)
Facteur 1 17,47 23,71
Facteur 2 18,86 16,58
Facteur 3 6,68 7,53
Facteur 4 5,37 5,48
SAD (×10−2)
Facteur 1 0,62 1,31
Facteur 2 12,66 12,78
Facteur 3 5,28 4,81
Facteur 4 12,42 12,42
GSAD (×10−3) 30,00 29,40
RE (×10−2) 5,27 5,55
Temps de calcul 6 h 6 h
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4.6 Applications sur données réelles
L'algorithme proposé dans ce chapitre a été plus particulièrement développé pour des applications
de détection de symptômes de maladies sur des données d'expressions de gènes temporelles. Il est donc
naturellement appliqué dans cette section aux données des grippes H3N2 (paragraphe 4.6.1) et H1N1
(paragraphe 4.6.2) et sera comparé à sa version non-temporelle présenté au chapitre 2 en ﬁxant le
nombre de facteurs.
4.6.1 Données de grippes H3N2
Comme pour les autres algorithmes proposés dans ce manuscript, nous avons appliqué l'algorithme
tBLU aux données de grippe H3N2 décrites au paragraphe 1.5.2, en ﬁxant le nombre de facteurs à
R = 4 (résultat obtenu avec l'algorithme uBLU sur ces mêmes données, cf. paragraphe 2.6.2) et
avec Nmc = 2 000 itérations de Monte Carlo dont Nbi = 500 itérations de chauﬀage. Du fait de la
connaissance de l'instant d'inoculation, la probabilité pi1,1 a été ﬁxée à pi1,1 = 2/T . La convergence
de l'algorithme pour ces valeurs de Nmc et Nbi est justiﬁée par la ﬁgure 4.6a.
Comme dans les analyses précédentes (articles [ZCV+09, HZR+11, BDT+13] et paragraphes 2.6.2
et 3.5.2), l'algorithme temporel proposé permet d'identiﬁer un facteur caractéristique, ou facteur in-
ﬂammatoire, composé de 1 327 gènes, en rouge sur la ﬁgure 4.6b, et dont les scores correspondant sont
représentés sur la ﬁgure 4.6c. La matrice des états estimée Ẑ associée à cette composante inﬂammatoire
est représentée sur la ﬁgure 4.6d. Les ﬁgures 4.6c et 4.6d montrent que l'algorithme proposé sépare
clairement les sujets qui déclarent des symptômes (correspondant aux 9 dernières lignes) des sujets
asymptomatiques (correspondant aux 8 premières lignes). Le sujet #15 (dernière ligne de l'image) est
classé parmi les sujets asymptomatiques, ce qui semble cohérent avec les valeurs des scores de ce sujet
(remarquons qu'il n'existe pas de réelle vérité terrain pour ces données). L'algorithme proposé peut
également être utilisé pour estimer les probabilités de transitions inconnues : p̂i1 = [0.14, 0.45, 0.41]
et p̂i3 = [0.84, 0.16] (estimations MMSE).
4.6 - Applications sur données réelles 121
(a) Diagnostic de convergence (b) Factors estimés, rangés par dominance dé-
croissante
(c) Scores du facteur inﬂammatoire (d) Matrice des étiquettes
Figure 4.6  Résultats de simulation de l'algorithme tBLU, sur données H3N2 [ZCV+09].
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La méthode temporelle tBLU proposée couplée avec un modèle HMM a été comparée avec sa
version non-temporelle uBLU, présentée au chapitre 2, en ﬁxant le nombre de facteurs à R = 4.
Diﬀérents critères de comparaison ont été évalués pour les deux versions considérées dont le nombre
de gènes contenus dans le facteur inﬂammatoire, les valeurs maximales des loadings des groupements
de gènes (loading maximal du facteur inﬂammatoire et loading maximal du deuxième groupement de
gènes entre parenthèses), l'erreur de reconstruction (RE) (2.24), le critère de Fisher [DHS00, p. 119]
(2.25), ... Ils ont été reportés dans la table 4.4. Les résultats obtenus par l'algorithme temporel proposé
sur ce jeu de données grippales sont très similaires avec ceux obtenus avec la version non-temporelle
uBLU à R ﬁxé (table 4.4) ou non (cas non-supervisé présenté au chapitre 2 et dont les résultats,
présentés dans la table 2.6, sont rappelés en dernière colonne de la table 4.4) en termes d'erreur de
reconstruction et concernant la mise en évidence d'un facteur de gènes inﬂammatoires et la distinction
entre sujets malades et sujets sains (critère de Fisher). Notons que cette version temporelle est bien
plus rapide que les autres algorithmes du fait que l'on ﬁxe le nombre de facteurs R du mélange et
que l'algorithme ne cherche donc pas des solutions dans des espaces diﬀérents. Le principal avantage
de cette version temporelle est qu'elle permet une classiﬁcation des sujets selon leur état.
Table 4.4  Performances de l'algorithme tBLU sur les données réelles H3N2 et comparaison avec la
version non-temporelle (uBLU avec R = 4 ﬁxé).
tBLU uBLU (R = 4) uBLU (table 2.6)
Nombre de gènes inﬂammatoires 1 327 1 400 2 297
Loadings maximum 16,47 (16,09) 16,47 (16,09) 30,66 (17,78)
Erreur de reconstruction (2.24) 6,51.10−2 6,59.10−2 6,48.10−2
Critère de Fisher (×10−2) (2.25) 5,30 5,21 6,20
Gènes inﬂammatoires de [HZR+11] 88,64% 88,64% 100%
p-valeur du pathway IFN-gamma 7,76.10−4 9,01.10−5 1,34.10−9
p-valeur du pathway IL23 4,70.10−2 5,49.10−2 2,18.10−7
Temps de calcul 6 035 s 6 125 s ≈ 12 h
Nombre d'itérations 2 000 2 000 10 000
4.6 - Applications sur données réelles 123
4.6.2 Données de grippes H1N1
De même que précédemment, l'algorithme tBLU a été appliqué sur les données H1N1 en ﬁxant
le nombre de facteurs à R = 4 (résultat trouvé avec la méthode uBLU, cf. paragraphe 2.6.5) et avec
Nmc = 2 000 itérations de Monte Carlo dont Nbi = 500 itérations de chauﬀage. La convergence de
l'algorithme pour ses valeurs de Nmc et Nbi est justiﬁée par la ﬁgure 4.7a.
L'algorithme tBLU proposé permet ici encore d'identiﬁer un facteur caractéristique inﬂammatoire
(signature la plus à gauche en rouge sur la ﬁgure 4.7b et scores associés de la ﬁgure 4.7c) mais moins
clairement que la version non-supervisée uBLU à R ﬁxé (voir la ﬁgure 2.14c et les loadings maximum
des deux premiers facteurs détaillés dans les tables 4.5). Il en est de même pour la distinction entre
individus sains et malades : les mesures du critères de Fisher restent inférieures pour la version tBLU
que pour la version uBLU à R ﬁxé. Remarquons à ce stade que la représentation proposée avec les
sujets asymptomatiques sur les lignes du haut de la ﬁgure 4.7c et les sujets symptomatiques en bas
n'est pas une vérité terrain exacte.
Table 4.5  Performances de l'algorithme tBLU sur les données réelles H1N1 et comparaison avec la
version non-temporelle (uBLU avec R = 4 ﬁxé).
tBLU uBLU (R = 4) uBLU (table 2.8)
Nombre de gènes inﬂammatoires 1 054 5 027 5 538
Loadings maximum 16,40 (15,99) 15,70 (14,70) 34,47 (15,49)
Erreur de reconstruction (2.24) 6,08.10−2 5,92.10−2 5,48.10−2
Critère de Fisher (×10−2) (2.25) 2,98 1,71 3,55
Gènes inﬂammatoires de [HZR+11] 68,18% 63,64% 90,91%
p-valeur du pathway IFN-gamma 5,17.10−5 3,52.10−7 6,38.10−7
p-valeur du pathway IL23 4,54.10−2 6,73.10−4 4,36.10−6
Temps de calcul 8 551 s 7 205 s ≈ 18 h
Nombre d'itérations 2 000 2 000 10 000
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Ces résultats se font donc également ressentir sur la classiﬁcation en états : estimation de la ma-
trice des états Ẑ, représentée sur la ﬁgure 4.7d. En eﬀet, l'algorithme semble mal classer les sujets
#2, 5, 7, 8, 9 et 17. Or, ces résultats restent tout de même cohérents avec les valeurs des scores associés
visibles sur la ﬁgure 4.7c, qui n'ont que très peu de variabilité temporelle.
L'algorithme proposé peut également être utilisé pour estimer les probabilités de transitions in-
connues : p̂i1 = [0.13, 0.74, 0.26] et p̂i3 = [0.86, 0.14] (estimations MMSE).
(a) Diagnostic de convergence (b) Factors estimés, rangés par dominance dé-
croissante
(c) Scores du facteur inﬂammatoire (d) Matrice des étiquettes
Figure 4.7  Résultats de simulation de l'algorithme tBLU, sur données H1N1.
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4.7 Conclusion
Ce chapitre étend l'algorithme uBLU développé au chapitre 2 par la prise en compte des dépen-
dances temporelles des échantillons d'un même individu. Pour cela, le modèle bayésien linéaire uBLU
non-temporel est combiné à un modèle de Markov caché à 4 états dont la structure est en accord avec
les modélisations épidémiologiques traditionnelles. Un échantillonneur de Gibbs hybride est proposé
pour générer des échantillons distribués asymptotiquement suivant la loi jointe a posteriori. Les esti-
mateurs MAP des paramètres et hyperparamètres du modèle peuvent alors être calculés en utilisant
les échantillons générés.
Les résultats de simulations obtenus sur données temporelles synthétiques, en comparaison avec
la version uBLU non-temporelle, ont démontré les bonnes performances de l'algorithme proposé en
termes de démélange et de classiﬁcation des échantillons en 4 états. Sur données grippales, la méthode
présentée dans ce chapitre permet, comme sa version non-temporelle, d'extraire une composante
inﬂammatoire et de discriminer les individus sains des individus malades. Le principal avantage de
cette version temporelle est qu'elle propose une classiﬁcation des échantillons selon l'état du sujet à
l'instant considéré (pré-inoculation, asymptomatique, pré-symptomatique ou post-symptomatique),
ce qui n'est pas possible avec sa version uBLU non-temporelle.
Remarquons néanmoins que l'algorithme proposé ici suppose la connaissance du nombre de fac-
teurs dans le mélange. Il serait donc intéressant d'étendre cette version avec l'estimation de ce nombre
conjointement aux autres paramètres. Une autre perspective à ce travail serait de prendre en compte
dans le modèle HMM des états non-stationnaires, exploitant ainsi le fait que les probabilités de tran-
sitions des états ont tendance à augmenter au cours du temps.
Contributions du chapitre
La principale contribution de ce chapitre est la classiﬁcation temporelle des échantillons en quatre
états, et ce conjointement au démélange des données génétiques sous contraintes. Cette classiﬁcation
permet ainsi de discriminer bien plus explicitement les sujets malades des sujets sains, et d'indiquer le
moment à partir duquel les sujets malades ont developpé de réels symptômes. A notre connaissance,
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aucune des méthodes existantes appliquées sur données génétiques ne permet le démélange des données
en considérant un a priori épidémiologique (structure du modèle de Markov caché).
Conclusions et perspectives
Les travaux de recherche réalisés dans le cadre de cette thèse ont consisté dans l'étude et le dé-
veloppement de modèles bayésiens hiérarchiques de démélange linéaire pour le traitement de données
temporelles d'expression de gènes. Ces données, issues des biopuces à ADN, sont souvent de très
grande taille et nécessitent la mise en place d'algorithmes de traitement de plus en plus complexes
et performants, capables d'identiﬁer des séquences temporelles dans l'expression des diﬀérents gènes
caractéristiques d'une pathologie. Le modèle de mélange linéaire a largement été utilisé dans la littéra-
ture pour répondre à cette problématique [Wes03, BFW+06, CCL+08]. Il consiste en la décomposition
des données en un certain nombre (connu ou non) de facteurs élémentaires (ou signatures génétiques)
et en l'estimation conjointe de ces facteurs et de leur niveau d'expression (proportion de chacun des
gènes étudiés dans chaque facteur, ou score).
Les algorithmes proposés dans cette thèse ont la particularité de prendre en compte les contraintes
physiques relatives aux données, à savoir la positivité des facteurs et des proportions, mais aussi la
contrainte de somme-à-un des proportions. L'ajout de telles contraintes au modèle de mélange linéaire
permet de réduire considérablement l'espace des solutions et oﬀre une meilleure interprétation des
paramètres du modèle et des résultats obtenus.
Nous avons choisi d'évoluer dans un cadre bayésien en déﬁnissant des lois a priori appropriées au
modèle et aux contraintes considérées pour chacun des paramètres et hyperparamètres à estimer. La
complexité de la loi a posteriori résultante nous a incité à utiliser des méthodes de Monte Carlo par
chaînes de Markov (méthodes MCMC). Ces méthodes permettent de générer des vecteurs distribués
asymptotiquement suivant la loi a posteriori d'intérêt, qui sont ensuite utilisés pour calculer les
estimateurs bayésiens standards (MAP ou MMSE) des paramètres inconnus.
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Un problème inhérent au démélange est l'inférence du nombre de facteurs compris dans le mélange.
Le premier algorithme proposé est un algorithme totalement non-supervisé permettant l'estimation
conjointe des paramètres (facteurs et proportions) inconnus, mais aussi l'estimation de ce nombre
de facteurs grâce à l'utilisation d'un processus de naissance et de mort. Le deuxième algorithme a
mis en avant une approche parcimonieuse pour l'estimation de ce nombre, en considérant que seuls
quelques facteurs appartenant à une grande bibliothèque de facteurs étaient réellement présents dans le
mélange. L'utilisation d'une loi Bernoulli-gaussienne tronquée comme loi a priori pour les proportions
répond à toutes les contraintes imposées. La diﬃculté principale de cette approche par parcimonie
réside en l'estimation des facteurs de la bibliothèque sachant que certains de ces facteurs ne sont pas
présents dans le mélange.
Dans les deux cas précédents, les résultats sur données réelles ont permis d'identiﬁer un groupe-
ment de gènes impliqués dans la réponse immunitaire de patients infectés par le virus de la grippe,
distinguant ainsi ceux qui tombent malades de ceux qui restent sains. La représentation des scores
de ce facteur inﬂammatoire mettait en évidence une classiﬁcation en 4 états : 1) avant inoculation
d'une pathologie ou d'un traitement, puis 2) post-inoculation asymptomatique, 3) avant déclaration
de symptômes (ou réaction au traitement), et enﬁn 4) après déclaration de symptômes. Le modèle
bayésien de démélange linéaire sous contraintes a alors été couplé dans le dernier chapitre à un modèle
de Markov caché (HMM) à 4 états permettant d'associer à chaque échantillon une étiquette rensei-
gnant sur l'état du sujet à l'instant considéré. Ainsi en plus de réaliser le démélange des données
étudiées, ce dernier algorithme a l'avantage de proposer une classiﬁcation des échantillons.
Les travaux menés dans le cadre de cette thèse ouvrent la voie à de nombreuses perspectives et
améliorations. Il serait par exemple intéressant d'étudier d'autres manières d'estimer le nombre de
facteurs présents dans le mélange, tout en considérant le modèle de mélange linéaire sous contraintes.
Citons par exemple l'utilisation de méthodes basées sur les processus de Dirichlet (sticky HDP), les
processus du buﬀet indien, ou encore une modélisation par mélange inﬁni de gaussiennes.
Il conviendrait également d'améliorer le modèle HMM présenté au dernier chapitre aﬁn d'estimer
conjointement aux autres paramètres le nombre de facteurs, mais aussi pour prendre en compte le
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fait que les probabilités des états ont tendance à augmenter au cours du temps. Pour cela, il serait
donc intéressant de considérer des états non-stationnaires dans le modèle HMM.
Enﬁn, les algorithmes de Gibbs hybrides proposés tout au long de cette thèse se sont avérés
très coûteux en temps de calcul. L'utilisation de méthodes bayésiennes variationnelles pourrait être
une alternative intéressante. En eﬀet, ces méthodes permettraient d'approcher les lois a posteriori
complexes obtenues dans cette thèse par des produits de lois séparables pour chaque paramètre, et
donc de proposer des algorithmes itératifs plus abordables en coût de calcul que les méthodes MCMC.
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