Abstract. We determine the upper central series of the maximal normal p-subgroup of the automorphism group of a bounded abelian p-group.
Introduction
This paper is a contribution to the structure theory of the automorphism group of an abelian p-group. Although these automorphism groups have been studied for more than 70 years, [8] , very little is known about their structure. For a summary of previous results, see [7] .
Let G be a bounded abelian p-group, E the endomorphism ring of G, J the Jacobson radical of E, A the automorphism group of G, and ∆ the maximal normal p-subgroup of A. The group ∆ plays a crucial rôle in determining the relationship between G and A, see [3, Section 114] and [4] .
The purpose of this paper is to find the nilpotency class n and characterize the upper central series {∆ t : t = 0, . . . , n} of ∆. To do this, we use the upper annihilating sequence {J t : t = 0, . . . , d} of J , a sequence of two sided ideals of E defined in [1] . We show that ∆ t = 1 + J t unless G has a unique cyclic summand of maximal order. In that case, {∆ t } consists of the distinct terms of {(1 + J t )Z}, where Z is the normal subgroup of ∆ consisting of those elements which are central units in E, except for a special class of 2-groups.
The paper is organized as follows: in Sections 2 to 5, we introduce the notation and review the known results on the upper annihilating sequence {J t } of J . In Section 6 we show the relationship between {J t } and the central series {(1 + J t )Z} of ∆. Whenever this series is the upper central series of ∆, we say that G is tidy. In Section 7 we find sufficient conditions for G to be tidy and finally in Section 8, we characterize the untidy G.
For abelian groups we use the standard notation of [2, 3] and for non-abelian groups that of [6] , except where explicitly noted.
The Endomorphism Ring of G
Let ⊕ s i=1 G i be a fixed decomposition of a bounded abelian p-group G into homocyclic subgroups G i ∼ = (Z(p n i )) r i , where 0 < n 1 < · · · < n s are integers and r i cardinals. Denote the embedding of G i in G by ι i and the projection of G onto G i by π i .
The following facts are well-known, see for example [1] , [4] , [8] , [5] and [2] : Theorem 2.1.
(a) E can be represented as an s × s matrix ring (E ij ), where for all (i, j), E ij = Hom(G i , G j ), considered as an E i -E j -bimodule. The mapping f → (f ij ) = (ι i f π j ) of E onto (E ij ) is a ring isomorphism. 
The annihilating sequence of an ideal
Let R be a ring with ideal I. We define the annihilator ideal of I by Ann(I) = {k ∈ I : kI = 0 = Ik} and the upper annihilating sequence of I by I 0 = 0 and for t ≥ 1, I t /I t−1 = Ann(I/I t−1 ). In other words, I t = {k ∈ I : kI ∈ I t−1 and Ik ∈ I t−1 }. This produces an ascending sequence of ideals I t . If there is a positive integer d such that 0 = I 0 ⊂ · · · ⊂ I t−1 ⊂ I t ⊂ · · · ⊂ I d = I, we say that the annihilating length of I is d. (⇐) Suppose I has nilpotency length n. If n = 2 then I = Ann(I) so I has annihilating length 1. Suppose the proposition is true for ideals of nilpotency length n − 1, where n ≥ 2. Since I n = 0, (I/I 1 ) n−1 = I n−1 /I 1 = 0, so I/I 1 has an upper annihilating sequence 0 = I 1 /I 1 ⊂ I 2 /I 1 ⊂ · · · ⊂ I/I 1 of length n − 2. Hence 0 ⊂ I 1 ⊂ I 2 ⊂ · · · ⊂ I is the upper annihilating sequence for I of length n − 1.
If R is a unital ring, Proposition 3.1 implies that if I is an ideal with finite annihilating length, then 1 + I is a normal subgroup of the group of units of R. We need a stronger result. Then
Consequently, Γ is nilpotent of nilpotency class less than or equal to the annihilating length of I.
Proof. Let Γ t = (I t + 1)Z for t ∈ [1, d] and Γ 0 = 1. It is required to show that for all t in 1, . . . , d, if α ∈ Γ t and β ∈ Γ, then [α, β] ∈ Γ t−1 . Let α ∈ Γ t , so α = (1 + a t )z for some a t ∈ I t and z ∈ Z. Since I t is an ideal, we may assume that α = z + a with a = a t z ∈ I t . Furthermore,
We can now apply these general results to the case R = E, I = J and Γ = ∆. In [1] we characterised the upper annihilating sequence {J t } of J in terms of a sequence of s×s integral matrices (α t (i, j)), t = 0, . . . , d. In terms of the matrix representation of Theorem 2.1 above, we showed that J t = (p αt(i,j) E ij ). The integers α t (i, j) depend only on the sequence (n 1 , . . . , n s ), that is, on the exponents but not the ranks of the homocyclic components of G. Consequently, we say that
has underlying type n = (n 1 , . . . , n s ). Conversely, it is clear that for any strictly increasing finite sequence n of positive integers, there are abelian p-groups of underlying type n.
Given such a sequence n, for i = 1, . . . s−1, let gap(i) = n i+1 −n i , let σ(n) = min{gap(i) : i = 1, . . . s − 1} and let ℓ = max{j : gap(j − 1) = σ(n)}. The annihilating length of J for every group of underlying type n was calculated in [1, Section 5]. Because we need to refer to this result frequently, we state it as a Proposition: Proposition 3.3. Let G have underlying type n and let d be the annihilating length of J . Then
Elementary endomorphisms and the digraph
A description of the sequence of matrices (α t (i, j)), t = 0, . . . , d was presented in [1] in terms of path lengths in a certain digraph constructed from n. Since we use this digraph in the present paper, we repeat the construction here with a simplified notation.
Recall that G = ⊕ i∈ [1,s] G i where G i is homocyclic of exponent n i . Let G = ⊕ x∈X x be a fixed decomposition of G into cyclic summands, and let X = ∪X i where X i is a basis of G i . We define a set of endomorphisms {e x i y j : x i ∈ X i , y j ∈ X j } in J , called elementary endomorphisms, as follows:
(a) For all x i , y i ∈ X i , e x i y i maps x i to py i and annihilates the complement of x i with respect to the basis X.
(b) For all x i ∈ X i , y j ∈ X j with i > j, e x i y j maps x i onto y j and annihilates the complement of x i . (c) For all x i ∈ X i , y j ∈ X j with i < j, e x i y j maps x i onto p n j −n i y j and annihilates the complement of x i . Since elementary endomorphisms increase height or decrease order, they belong to J .
Let D(n) be the directed graph whose vertices are labelled n i (k) for i ∈ (A glance at the diagram in [1, p.82] will clarify the structure of the digraph).
Thus there is a path of length m from n i (k) to n j (ℓ) if and only if there is a non-zero homomorphism in J mapping
and ⊕ k =i G k to zero which is a product of m homomorphisms in J , and there is a path from each non-zero vertex to 0.
If there exists a path in the digraph from a vertex u to a vertex v, the distance dist(u, v) from u to v is defined to be the number of arrows in a longest path from u to v.
The annihilating sequence of
Suppose our claim is true for t − 1. Let f ∈ A t+1 and h ∈ J .
Now suppose gh = j∈ [1,s] gh ij with gh ij ∈ G j . Then ghf = j∈ [1,s] gh ij f with (gh ij )f ∈ D t−s+j+1 . We shall show that for all
Case 4: i < j and n j − n i = j − i. As in Case 3, h ij ∈ p n j −n i E ij . But in this case, in the digraph there is a path of length 2(j − i) from n j (0) to
We next show by induction on t that J t ⊆ A t . Once again, it is clearly true for t = 0. Assume that for t ≥ 1,
Let f ∈ J t+1 and suppose g ∈ G i for some i ∈ [1, s]. If gf ∈ D t+1−s+i , then there is an elementary endomorphism h ∈ J such that ghf ∈ D t−s+i , contradicting the fact that hf ∈ J J t+1 = J t . Thus gf ∈ D t+1−s+i and consequently, J t+1 ⊆ A t+1 .
We now use Proposition 5.1 to describe the ideal functions α t (i, j) associated with the annihilating sequence J t = (p αt(i,j) E ij ) and present explicit formulae for the α t (i, j) in terms of the underlying type n of G.
Recall that dist(n j (k), 0) denotes the length of a longest path in D(n) from n j (k) to 0. The following Lemma describes the matrix (α t (i, j)) of J t in terms of these distances.
Then for each
Proof. We must show that (
For later use, we need explicit formulae for the α t (i, j) in terms of the invariants of G. Recall that σ(n) is the size of the least gap in n and that if σ(n) = 1, then ℓ = max{j : gap(j − 1) = 1}.
For all relevant t, i and j, define
is the least nonnegative k such that the length of a longest path from n j (k) to zero is ≤ t − s + i. Since σ(n) > 1, such a path is obtained by concatenating a horizontal path from n j (k) to n s (k + n s − n j ), a vertical path from there to n s (n s − 1) and the zero arrow, giving a total length of (s − j)
is the least non-negative k such that the length of a longest path from n j (k + n j − n i ) to zero is ≤ t − s + 1. A similar argument to the previous paragraph shows that the minimal such k is again n i + 2s
The formula for α t (i, i) is obtained by setting i = j, with the extra proviso that α t (i, i) ≥ 1.
(b) The formulae for the case that σ(n) = 1 are more complicated, since the length of a longest path in the digraph depends on the relationship between j and ℓ.
First suppose that j ≤ ℓ, so that γ t (i, j) = n i∧j +s− t + i + j + 1 2 .
If i ≥ j, we need a longest path from n j (k) to zero. Such a path is obtained by concatenating a horizontal path from n j (k) to n ℓ (k + n ℓ − n j ), a zig-zag path between adjacent columns from n ℓ (k + n ℓ − n j ) to n ℓ (n ℓ − 1), a horizontal path from n ℓ (n ℓ − 1) to n s (n s − 1) and the zero arrow, giving a total length of (ℓ − j)
Note that the path described in the previous paragraph is longer than the path described in (a), because a segment of a vertical path of length n j − k − 1 in (a) is replaced in (b) by a zig-zag path of length
On the other hand, if i < j, we need a longest path from n j (k + n j − n i ) to zero. Such a path is obtained by concatenating a horizontal path from n j (k + n j − n i ) to n ℓ (k + n ℓ − n i ), a zig-zag path between adjacent columns from n ℓ (k + n ℓ − n i ) to n ℓ (n ℓ − 1), a horizontal path from n ℓ (n ℓ − 1) to n s (n s − 1) and the zero arrow, giving a total length of (ℓ − j) + 2(n i − k − 1) + s − ℓ + 1. Thus the minimal k for which
This implies the given formula for α t (i, j) and the formula for α t (j, j) is obtained by putting j = i in the same proof. Similar observations to those above imply that γ t (i, j) ≤ δ t (i, j). Now suppose that j > ℓ. In this case we have two different candidates for longest paths; one via column j and the other avoiding column j. Depending on t and n one may be longer than the other. Suppose i < j. A possibly longest path from n j (k + n j − n i ) to zero can be obtained by concatenating a diagonal path from n j (k + n j − n i ) to n ℓ (k + n j − n i ), a zig-zag path between adjacent columns from n ℓ (k + n j − n i ) to n ℓ (n ℓ − 1), a horizontal path from n ℓ (n ℓ − 1) to n s (n s − 1) and the zero arrow, giving a total length of (j − ℓ)
The proof for i ≥ j is similar but simpler. The other possibly longest path is obtained by concatenating a horizontal path from n j (k) to n s (k + n s − n j ), a vertical path from there to n s (n s − 1) and the zero arrow. We have seen in (a) that this path has length n j − j + s − k and the minimal k such that dist(n j (k), 0) ≤
The proof for i ≥ j is similar but simpler. Finally, we note that for i = j, α t (i, j) is the least non-negative integer not less than the minimum of these two lengths and α t (j, j) is the least positive integer not less than this minimum.
Some particular cases we shall need later are:
In this case,
Proof. Using the definition preceding Proposition 5.3, we compute the values of δ t and γ t , finding that
(a) The first inequality follows from (5.5) and (5.6), and the second from (5.5) and (5.7).
The inequalities of (a) imply that α t (s, s) = 1∨γ t (s, s), α t (s−1, s) = 0∨γ t (s−1, s) and α t (s, s−1) = 0∨γ t (s, s−1).
(b) The proof of the inequalities is similar to (a), but this time we need gap(s − 1) > 1 to ensure that (5.7) implies (5.5).
The inequalities of (b) imply that 
Proof. By Proposition 3.2, {1 + J t } is a central series, so it suffices to show that ∆ t ⊆ 1 + J t . This certainly true for t = 0, so assume it is true for t − 1.
Let f ∈ J such that 1 + f ∈ ∆ t . Recall from Proposition 5.1 that J t is the set of all h ∈ J that map each G i into D t−s+i .
Suppose that for some i, j
, by induction, so (f, e) ∈ J t−1 . But (f, e) ij = f ij e, and we have just seen that f ij e ∈ J t−1 , a contradiction. Hence for all i, j ∈ [1, s], f ij ∈ J t as required.
There remains the case that i = j and r i = 1. But then by hypothesis, i = s and p divides u. Choose y ∈ X i and z ∈ X i+1 and let h = e yz . The same proof shows that f ij ∈ J t . It follows that in every case, f ∈ J t and hence ∆ t = 1 + J t .
If r s = 1, it is not true that each ∆ t = 1 + J t as shown by the case of G cyclic. In this situation, we need another central series in ∆ which in most cases turns out to be the upper central series.
Let Z = ∆ ∩ C, where C is the centre of the automorphism group A; that is, Z is the group of multiplications by integers 1 + pk, k ≤ p ns−1 . Let Γ 0 = {1} = ∆ 0 and for t = 1, . . . d, let Γ t = (1 + J t )Z. In Proposition 3.2 we established that {Γ t } is a central series for ∆ so n ≤ d and Γ t ⊆ ∆ t for all t ∈ [0, d]. Of course, if G is cyclic, these series have only two terms. To avoid consideration of trivial cases, in the rest of this paper we shall assume that G is not cyclic. Definition 6.2. Let r s = 1 and suppose X s = {x}. Let h ∈ J , so h ss is multiplication by some integer u acting on x . Let h be multiplication by u acting on G. Then h ∈ centre J . We call h the central part of h.
The central part of an endomorphism has the following properties:
Proof. (a) Let 1 + h ∈ Γ t , so 1 + h = (1 + f )(1 + z) for some f ∈ J t and 1 + z ∈ Z with z ∈ J ∩ centre E.
We use these properties to show that for every bounded group G, the centres of ∆ and Γ are equal.
Proof. If r s > 1 then by Theorem 6.1, ∆ 1 = 1 + J 1 ⊆ Γ 1 ⊆ ∆ 1 . Hence we may assume that r s = 1 and X s = {x}. We need to prove that ∆ 1 ⊆ Γ 1 . Let 1 + f ∈ ∆ 1 and suppose that f ∈ J 1 . Let f be the central part of f , so it suffices to prove that g = f − f ∈ J 1 . Clearly g ss = 0 ∈ (J 1 ) ss . If i = j, then g ij = f ij ∈ (J 1 ) ij . Suppose there exists i = s such that g ii = 0. Then r i > 1 so there exist distinct y, z ∈ X i such that yg ii = up k z with u ∈ [1, p − 1] and k < n i . Then there is an h ∈ J mapping z to p ns−1 x and annihilating a complement of z . It follows that gh = hg.
It follows that g ∈ J 1 and hence by Lemma 6.3 that 1 + f ∈ Γ 1 .
Let t 1 be the minimum t such that J ⊆ J t + centre(J ). Clearly J ⊆ J r + centre(J ) for all r ≥ t 1 .
Lemma 6.5. The length of the sequence {Γ t } is t 1 .
Proof. By definition, {Γ t } increases with t until Γ t = ∆, and then remains constant. Thus we must show that ∆ ⊆ Γ t if and only if t ≥ t 1 . Let 1 + h ∈ ∆, so h = h + z for some h ∈ J t 1 and z ∈ centre(J ).
Thus the length of the sequence ≤ t 1 .
Conversely, suppose t < t 1 and let f ∈ J \ J t + centre(J ). Assume by way of contradiction that 1 + f ∈ Γ t , say 1 + f = (1 + h)(1 + z) with h ∈ J t and z ∈ centre(J ). Then f = h(1 + z) + z ∈ J t + centre(J ), a contradiction. Thus 1 + f ∈ ∆ \ Γ t , so the length of {Γ t } is > t.
The following results express the length of Γ in terms of invariants of G.
For (i, j) = (s, s), let t 0 be the minimum t for which α t (i, j) = 0 for all i = j and α t (i, i) = 1 for i = s.
Proof. If σ(n) ≥ 2 by Proposition 5.3 we have that
Since (i, j) = (s, s), n i∧j + 2s
So, for t ≥ t 0 , α t (i, i) = 1. On the other hand, α t 0 −1 (s, s − 1) = 1, so t 0 is minimal. If σ(n) = 1 by Proposition 5.3 we have that
We have seen that if α t (i, j) = n i∧j + 2s − (t + i + j) then t 0 is the minimal t for which α t (i, j) = 0 for i = j and α t (i, i) = 1.
Suppose then that for some (i, j),
, so once again t 0 is the minimal t for which α t (i, j) = 0 for i = j and α t (i, i) = 1.
For future reference, note that t 0 is independent of α t (s, s). The next step is to compute the length t 1 of {Γ t } in terms of the invariants of G. By Theorem 6.1, if r s > 1 then t 1 = d. Proof. Suppose r s = 1, say X s = {x}. Let h ∈ J with h ss = 0, say xh ss = up k x for some positive integer u prime to p and some k ∈ [1, n s − 1]. Let h be the central part of h. Then for all i, j ∈ [1, s], (h − h) ij ∈ p αt 0 (i,j) E ij so h − h ∈ J t 0 and hence h ∈ J t 0 + centre J . Thus t 1 ≤ t 0 .
On the other hand, suppose t 1 < t 0 , so J ⊆ J t 1 +centre J , but either some α t 1 (i, j) ≥ 1 or some α t 1 (i, i) > 1 with i < s. Let x i ∈ X i , the fixed basis of G i , and in the first case, let x j ∈ X j . Let f ∈ E map x i to x j if i > j and x i to p n i −n j x j if i < j, and annihilate the complement of x i . Then f ∈ J \ J t + centre J , a contradiction. In the second case, let f ∈ E map x i to px i and annihilate the complement of x i . Once again f ∈ J \ J t + centre J , a contradiction. Thus t 1 = t 0 .
We have found the first term and the length of the series {Γ t }. Next we find further properties of this central series which we shall use in the following Sections.
We use endomorphisms of the form ue xy , where u is a non negative integer and e xy is an elementary endomorphism, which arise as follows: let h ∈ J , let x ∈ X i and y ∈ X j , let π x be the projection of G onto x and let ι y be the embedding of y into G. Then h xy = π x hι y = ue xy , for some non-negative integer u. Proof. (a) Since J t is an ideal of E, h ∈ J t implies each h x i y j ∈ J t . Conversely, suppose h ∈ J t . Then by Proposition 5.1 for some i and some x ∈ X i , xh ∈ D t−s+i . Hence for some j and some y ∈ X j , x i h xy ∈ D t−s+i . Hence some h xy ∈ J t . (b) First note that h xy = up k e xy implies that x i h xy = up k+n j −n i∧j y. By Lemma 5.2, h xy ∈ J t if and only if h xy ∈ p αt(i,j) E ij if and only if k ≥ α t (i, j).
(c) The proof is similar to (b) if we first note that h xy = up k e xy implies that xh xy = up k+1 y.
The next three Lemmas show the relationships among the additive and multiplicative commutators. Let 1 + f and 1 + h ∈ ∆. Recall that
In the remainder of this Section, we shall assume that G is a noncyclic bounded group with X s = {x}. 
Proof. It is clear that (a)⇒(b). (b)⇒(a) let (f, h)
xx ∈ J t and let c be the central part of c. Then c has p-height ≥ α t (s, s) by Lemmas 6.8 and 6.9 (b), so c ∈ J t . Consequently,
Recall the Definition 6.2 of the central part of an endomorphism.
Lemma 6.11. Let h ∈ J and let h be the central part of h. If for all elementary endomorphisms e
xy , (e xy , h)
Proof. By Lemma 6.8 (a), it suffices to show that (a) for all x = y ∈ X, h xy ∈ J t+1 and (b) for all y ∈ X, (h − h) yy ∈ J t+1 . (a) Let x ∈ X i and y ∈ X j and let h xy = up k e xy , where u ∈ [1, p − 1] and k is a non-negative integer. By Lemma 6.8 (c), we must show
Using the digraph D(n) of Section 3, we must prove that:
We divide the proof in two cases: i < s and i = s. If i < s, choose z ∈ X i+1 with z = y. Such a choice is possible if either r j > 1 or i + 1 = j, or equivalently, if r j > 1 or s ≥ 3.
Then e zx h xy = (e zx , h)
. If i = j < s and r i > 1, a similar proof shows that h xy ∈ J t+1 . Now suppose i = s. The proof proceeds differently in the cases (i) gap(j − 1) = 1 or gap(j) = 1 and (ii) both gap(j − 1) > 1 and gap(j) > 1. In each case, one of the conditions is vacuous if j = 1 or s.
(i) Suppose that j < s and gap(j) = 1. Choose w ∈ X j+1 . Then
Then dist(n j+1 (k), 0) ≤ t so dist(n j (k), 0) ≤ t + 1 and h xy ∈ J t+1 . However, if j + 1 = s and r s = 1, then w = x and (e yx , h) yy = e yx h xy ∈ J t .
Hence dist(n j (k +1), 0) ≤ t−1 so dist(n j (k +1), 0) ≤ t+1 and h xy ∈ J t . The proof for j > 1 and gap(j − 1) = 1 is similar.
(ii) Suppose that gap(j − 1) and gap(j + 1) > 1. Then
First we deal with the case i = s, so y = x. Then we have directly that (h − h) yy = 0 ∈ J t+1 . Thus we can assume that i < s. Choose z ∈ X i+1 . Then
When is G tidy?
Recall that the bounded group G is tidy if {∆ t } = {Γ t }. Theorem 6.1 implies that G is tidy if r s > 1 and Proposition 6.7 implies the following In this Section, we present two necessary and sufficient conditions for G to be tidy and prove that if p ≥ 3 then G is tidy. It is well known that if G is cyclic, then A is abelian, while if G is homocyclic, then G is a free module over the local ring Z(p n 1 ) and the structure of ∆ is well known. In particular, in both these cases G is tidy. Hence from now on, we assume rank G > 1, s ≥ 2 and r s = 1. Throughout this Section, we adopt the following hypotheses and notation defined earlier:
( 
Proposition 7.2. The conditions (TIDY), (CT) and (ECT) are equivalent.
As in the proof of Proposition 3.2, each element of ∆ t can be expressed as 1 + (f + z) with f ∈ J t and z ∈ centre J . Hence for
Hence condition (CT) holds.
(CT) ⇒ (ECT) Of course (ECT) is a special case of (CT).
(ECT)⇒ (TIDY) By Proposition 3.2, for all t ∈ [0, n], Γ t ⊆ ∆ t , so it remains to show that ∆ t ⊆ Γ t . The proof is by induction on t. If t = 0, we have that ∆ 0 = {1} = Γ 0 , while if t = 1 then ∆ 1 = Γ 1 by Theorem 6.1, so suppose the result is true for some t ≥ 1.
Let 1 + c ∈ ∆ t+1 . By induction we know that for all elementary endomorphisms e, [1 + e, 1 + c] ∈ ∆ t = Γ t , so by (ECT), [1 + e, 1 + c] ∈ 1 + J t and hence by Lemma 6.9, (e, c) ∈ J t . Lemma 6.11 implies that c − c ∈ J t+1 .
Hence by Lemma 6.3, 1 + c ∈ Γ t+1 . By Proposition 7.2, in order to prove that G is tidy, we must show that G has property (ECT), that is, for all t ∈ [1, n], for all y, z ∈ X and for all 1+f ∈ ∆ t , if [1+e yz , 1+f ] ∈ Γ t then [1+e yz , 1+f ] = 1+c ∈ 1 + J t . By Lemma 6.9, we see that this holds whenever (e yz , f ) ∈ J t and by Lemma 6.10, whenever (e yz , f ) xx ∈ J t . 
A similar proof works for z = x and y ∈ X s−1 : (e xx , f ) xy = e xx f xy = pf xy , so ℓ + 1 ≥ α t (s, s − 1). Hence by Lemma 5.4, ℓ + gap(s
(iv) Suppose gap(s − 1) = 1 and r s−1 > 1. We have (e xz , f ) ≡ (1 + f )(1 + e xz )c mod J t . Let w = z ∈ X s−1 . Then
So c xx ≡ 0 mod p αt(s−1,s−1) by Lemma 7.3. Since in that case α t (s − 1, s − 1) = α t (s, s), we have that c xx ≡ 0 mod p αt(s,s) . Therefore c ∈ J t and (e xz , f ) ∈ J t . A similar proof works for y ∈ X s−1 and z = x. (v) Finally, suppose y = x and z ∈ X s−1 with gap(s − 1) = 1 = gap(s − 2). Let w ∈ X s−2 . Similar to (b)(ii), we have
So c xx ≡ 0 mod p αt(s−2,s−2) by Lemma 7.3. In this case α t (s−2, s−2) = α t (s, s), so (e xz , f ) ∈ J t . A similar proof works for y ∈ X s−1 and z = x. We can now exploit this result to show
By (ECT), we must show that (e yz , d) ∈ J t−1 and by Corollary 7.5, we can assume that gap(s − 1) = 1 and either z = x and y ∈ X s−1 or vice versa.
Let z = x and y ∈ X s−1 . By Theorem 7.6 we know that G is tidy unless p = 2 and the conditions of Corollary 7.5 hold. In the rest of this Section we assume these conditions hold and show that if n s > 2 then d = length {Γ t } < the nilpotency class of ∆ and hence G is untidy.
First we consider a special case in which the upper central series can be calculated. Proof. Let G = y ⊕ x where exp(y) = m and exp(x) = m + 1.
Since each module E ij is cyclic and generated by an elementary endomorphism, we can represent J by the ring of integer 2 × 2 matrices (c ij ) where c 11 is the coefficient of e yy , c 12 the coefficient of e yx , c 21 the coefficient of e xy and c 22 the coefficient of e xx . Multiplication of these matrices is controlled by the products of generators (e rr ) 2 = 2e rr , e ru e ur = e rr for r = u, {r, u} = {y, x}, all other products of generators being zero.
By Theorem 6.1
Next we prove by induction on t ≥ 2 that the sequence {Γ 2(t−1) } is a central series, i.e. that each Γ 2(t−1) ≤ ∆ t . For t = 2 the claim is that Γ 2 ≤ ∆ 2 which is true by Proposition 3.2.
We note that for all t > 0 and all k ∈ [0, t − 1], In this matrix, the diagonal entries are congruent modulo 2 m−t+2 , and it is this congruence which uses the fact that p = 2. Furthermore, the (1, 2)-entry is divisible by 2 m−t+2 and the (2, 1)-entry is divisible by 2 m−t+1 . Hence 1 + (c, a) ∈ Γ 2(t−2) , which implies that Γ 2(t−1) ≤ ∆ t . Next, we prove ∆ t ≤ Γ 2(t−1) for t ≥ 2. For t = 2 this is easy to check. Suppose then that t ≥ 3 and ∆ t−1 = Γ 2(t−2) .
Let a + 1 ∈ ∆ t and consider the four elementary endomorphisms e ru with {r, u} = {x, y}. . Hence a − a 22 ∈ J 2(t−1) , so by Lemma 6.3, a + 1 ∈ Γ 2(t−1) . By induction, the proof of (a) is complete.
(b) follows easily.
The case m = 1 of Example 8.1 gives the well-known example G = Z(2) ⊕ Z(4) for which A = ∆ ∼ = D 4 , the dihedral group of order 8. In this case the nilpotency class of ∆ = 2 = the annihilator length of J so G is tidy.
Following Example 8.1, we can assume from now on that s ≥ 3, so n s−1 ≥ 3. Let G = H ⊕ K where H = ⊕ s−2 i=1 G i and K = G s−1 ⊕ G s . Let n ′ be the underlying type of H and σ ′ and ℓ ′ the corresponding invariants, defined in the paragraph preceding Proposition 3.3. Then t 0 < 2n s − 1, J t 0 (H, K) = J(H, K) and J t 0 (K, H) = J(K, H).
Proof. Since gap(s − 2, s) ≥ 3, 2(n s−2 + 1) < 2n s − 1.
The longest path in D(n) from a vertex n s−1 (k) or n s (k) to a nonzero vertex in D(n ′ ) has length 2 + max{n s−2 − 1, 2n ℓ ′ − ℓ ′ + s ′ } ≤ t 0 . The longest path in D(n) from a vertex in D(n ′ ) to a non-zero vertex n s−1 (k) or n s (k) has length ≤ 2 + 2n s−2 = t 0 .
Hence if the matrix for J t 0 is partitioned as a 2 × 2 matrix with blocks corresponding to H and K, the off-diagonal blocks have only zero entries.
We now need to consider the upper central series of the groups determined by H and K. Let J (K) be the radical of the endomorphism ring E(K), and let {J t (K)} be its annihilator sequence of length d K . Let {Γ t (K)} of length µ(K) be the sequence {(1 + J t (K))Z(K)} where Z(K) is the group of central units of E(K) contained in 1 + J (K).
Let ∆(H) and ∆(K) be the maximum normal p-subgroups of the automorphism groups A(H) and A(K), and let {∆ t (H)}, and {∆ t (K)} be their upper central series, of lengths λ H and λ K respectively. Proof. We prove only that ∆ t (H) = ι H ∆ t π H , the proof for K being similar.
The proof is by induction on t and the statement is clearly true for t = 0 as both sides of the equation are the identity map on H. Assume the statement is true for some t. For each f ∈ E(G), let f H denote ι H f π H .
Let α ∈ ∆ t+1 . We must show that α H ∈ ∆ t+1 (H) or equivalently that for all β ∈ ∆(H), [α H , β] ∈ ∆ t (H). Let β ∈ ∆(H) and define γ ∈ ∆ by γ = β on H and 1 K on K. Then [α, γ] ∈ ∆ t so by induction, [α, γ] H ∈ ∆ t (H). But [α, γ] K = 1 K and so [α, γ] H = [α H , β] ∈ ∆ t (H).
Conversely, let δ ∈ ∆ k+1 (H). We must show that δ = α H for some α ∈ ∆ Proof. We have shown in Corollary 7.5 and Theorem 7.6 that these conditions are necessary for tidiness.
Suppose then that G satisfies these conditions. To prove that G is untidy, we shall show that the nilpotency class of ∆ < the length of {Γ t }. Since gap(s − 1) = 1, this length is of course 2n s−1 .
Let t = 2n s−1 − 1, and let α = 1 + a ∈ ∆ t . Using the decomposition 
