I. INTRODUCTION
Humans are able to acquire many skilled behaviors during their life-times. The learning of complex behaviours is achieved through a constant repetition of the same movements over and over, with certain components segmented into reusable elements known as motor primitives. These motor primitives are then flexibly reused and dynamically integrated into novel sequences of actions [1] , [2] . For example, the action of lifting an object can be broken down into a combination of multiple motor primitives. Some motor primitives would be responsible for reaching the object, some for grasping it and some for lifting it. These primitives are represented in a general manner and should therefore be applicable to objects with different properties.
Yamashita and Tani [3] were inspired by the latest biological observations of the brain to develop a completely new model of action sequence learning known as Multiple Timescales Recurrent Neural Network (MTRNN). The MTRNN attempts to overcome the generalisation-segmentation problem of previous action learning models based on explicitly structured functional hierarchies such as MOSAIC [4] or the mixture of multiple recurrent neural network expert systems [5] . This is achieved through the realisation of functional hierarchy that is neither based on separate modules nor on a structural hierarchy but rather on multiple timescales of neural activities implementation of which was inspired by the biological findings (e.g. [6] , [7] ). This paper presents novel results of complex action learning based on an extended MTRNN model. The results showed that the system was able to learn eight different sensorimotor patters, which form the basis of our next experiments on action and language compositionality.
II. METHOD
The preliminary experiment presented in the paper implements the extended MTRNN model embodied in the iCub humanoid robot (www.icub.org) [8] . The model was implemented as part of Aquila cognitive robotics toolkit [9] that makes use of massively parallel GPU devices that significantly outperform standard CPU processors on parallel tasks. This allowed for the extension of the previously used MTRNN model [3] with a higher number of neurons and sensorimotor sequences.
The MTRNN's core is based on a continuous time recurrent neural network characterised by the ability to preserve its internal state and hence exhibit complex dynamics. The system receives sparsely encoded proprioceptive input from the robot, which is used to predict next sensorimotor states and it therefore acts as a forward kinematics model.
The neural activities were calculated following the classical firing rate model where each neuron's activity is given by the average firing rate of the connected neurons. In addition to this, the MTRNN model implements a leaky integrator and therefore the state of every neuron is not only defined by the current synaptic inputs but also considers its previous activations. The extent to which the previous activities of neurons affect their current states is defined by the decay rate parameter τ . Therefore, when the neurons are set with large τ values their activities will be changing more slowly over time as compared to those neurons set with smaller τ values.
The MTRNN needs to be trained via an algorithm that considers its complex dynamics changing through time and for this reason we used a backpropagation through-time (BPTT) algorithm as it has been previously demonstrated to be effective with this recursive neural architecture [3] .
A self-organising map (SOM) was used as the input to the MTRNN system to help preserve the topological relations in the multidimensional input space by reducing the possible overlaps between various sensorimotor sequences. The SOM was trained offline using a conventional unsupervised learning algorithm implemented in Aquila SOM module.
III. EXPERIMENTS AND RESULTS
This section presents results of the initial testing of the MTRNN model on the iCub humanoid robot. The experimental task required the MTRNN system to learn the eight behavioural patterns (slide box left/right, swing box, lift box up/left/right, push/pull box). The Sequence Recorder module of Aquila was used to record these sensorimotor patterns while the experimenter was guiding the robot by holding its arms and performing the actions.
In this experiment, 256 input-output neurons were set to τ = 2 and hidden neurons consisted of two different categories where each had a different time integration constant. The first category comprise of 60 fast neurons with τ = 5 and the second of 20 slow neurons set to τ = 70. These two categories are attempting to capture the dynamics of complex behavioural patterns by flexible recombination of motor primitives into novel sequences of actions. The network is fully connected and hence every neuron is connected to every other neuron including itself. There is one exception where the slow neurons are not directly connected to the input-output layer but rather indirectly via the fast neurons.
Both SOM and MTRNN were trained on a data set consisting of eight different behavioural patterns. Every behaviour was recorded three times with slight variations that involved 5cm offsets with respect to the center of the object. This was done to achieve smooth representations of the input space and to reduce the errors incurred during the SOM transformations. Thousands of sensorimotor states were recorded and used to train the SOM prior to the MTRNN training, which only used the original sequence (without offsets) for each behaviour.
Five different learning trials were conducted, where each trial was initialised with a different seed that was used to generate random numbers for synaptic connections. The BPTT algorithm was set to run for one million iterations with the learning rate set to 0.015 and sigma parameter set to 0.0045. This computationally intensive training was possible through the utilisation of a cluster of NVIDIA Tesla and Fermi GPU cards as well as the Aquila CUDA compliant module.
At the end of the training, the learned neural network was tested on the iCub in the same setup as that during the tutoring part. The results showed that the MTRNN system was able to replicate all the eight sequences while successfully manipulating the object. 1 
IV. CONCLUSION AND FUTURE WORK
We have showed that the MTRNN model was able to learn eight different behavioural sequences. These constitute the motor primitives for ongoing experiments for the learning of action and language compositionality that will be addressing a specific linguistic hypothesis first proposed by the cognitive psychologist and linguist Michael Tomasello. The hypothesis, which is also known as the verb island theory, predicts that verbal argument structures are learned on a purely item-specific basis [10] .
The first planned experiment will investigate the role of semantic similarities between different words during early language acquisition. In particular, the hypothesis addressed by this experiment is whether a generalisation to unheard sentences is easier in condition where all learned events are of the same semantic type. Though conceptually simple, this experiment will constitute the first viable extension of the already conducted research within the iTalk Project. In addition, these problems are also discussed in child development research and therefore this work could provide useful insights.
The extension of the experiment will investigate the effects of using different learning techniques such as holistic, scaffolded and parallel learning. There are several other possibilities for farther experiments on which we are yet to agree, however, the experiments outlined in this section present an important step towards expanding our current knowledge of action-language integration as well as the acquisition of more complex grammatical constructions.
