Optogenetics is a new tool to stimulate genetically targeted neuronal circuits using light flashes that can be delivered at high frequencies. It has shown promise for studying neural circuits that are critically involved in normal behavior as well as neuropsychiatric disorders. The data from experiments in which circuits are stimulated by optogenetics presents the statistical challenge of modeling a high frequency point process (neuronal spikes) while the input is another high frequency point process (light flashes). We propose a new simple probabilistic approach to model the relationships between two point processes which employs additive point-process response functions on the logit scale. The resulting model, Point-process Responses for Optogenetics (PRO), provides explicit nonlinear transformations to link the input point process with the output one. Such response functions may provide important and interpretable scientific insights into properties of the biophysical process that govern neural spiking in response to optogenetics stimulation. 
Introduction
In 1979, Francis Crick suggested it would be of great value for understanding how the brain works to be able to deliver an input to a specific neuron in the brain at a specific time while leaving other neurons unaltered, and then observe the downstream effects of the input (Crick, 1999) . Optogenetics is a new technology for accomplishing this goal; it works by using genetic tools to make neurons sensitive to light. Then light flashes can deliver input to neurons in a fast and targeted way (Deisseroth, 2010) . One application of optogenetics is to study how neural circuits (networks) process their inputs. A neural circuit is an ensemble of interconnected neurons that works together to process specific kinds of information. For circuits involved in early stages of sensory processing such as those in the retina, the way in which the circuits process information was studied before the invention of optogenetics by delivering precise patterns of input and using statistical models to infer the features of the input that the circuit's output (i.e., the spike trains of the neurons) encode (Berry et al., 1997; Keat et al., 2001) . However, for circuits that are deeper in the brain (e.g., those in the prefrontal cortex involved in working memory, attention, cognitive control, and social cognition) precise control of the inputs to the circuits has only been made possible recently by the development of optogenetics. We will consider specific experiments to understand the processing of information in the recurrent layer V circuit in the prefrontal cortex (Gee et al., 2012) . Malfunctions of this circuit are thought to play a role in schizophrenia, a devastating illness that affects approximately 1% of the population worldwide (Goldman-Rakic and Selemon, 1997; Barch et al., 2001; Lewis et al., 2005) .
In our experiments, a brain slice that contains a recurrent layer V circuit from a mouse is used, light flashes are delivered to a specific neuron at randomly chosen times and the spikes of the neuron are recorded. Neurons that are directly activated by light may recruit other excitatory and inhibitory neurons in the circuit, producing a combination of excitatory and inhibitory input that continues to reverberate long after the original stimulus ends. An example of data from our experiments is shown in Figure 1 . Each line shows the stimuli (the light flashes) and outputs (spikes of the neuron) for one run (sweep) of the experiment. The scientific questions we seek to answer are the following: (1) what role do the presence or absence of recent stimulation (light flashes), the past history of stimulation and the past activity of the neuron (i.e., the times of previous spikes) play in the probability of a neuron spiking at a given time; (2) how predictable are the spikes based on the light flashes, i.e., how much noise is there in how the neurons process their inputs; and (3) how do (1) and (2) differ between different types of neurons in the circuit (neurons in the circuit can be subdivided into different types based on morphology and electrophysiological properties) and when different drugs are applied to the circuit. In this paper, we develop a new statistical model for spike train data to address these questions. Our model builds on existing spike train models that were developed for other types of experiments but incorporates new elements that are motivated by the specific features of optogenetics stimulation of neural circuits.
Probabilistic approaches have been successfully applied to model neuronal data. One particularly useful formulation employs generalized linear models to link the input stimulus with the output spikes, see for example Brillinger (1988); Paninski (2004) ; Truccolo et al. (2005) . Such approaches are particularly useful when the spiking patterns are similar across trials. This is usually achieved by repeating the stimuli across several runs. Counts of spikes within aligned time bins are then modeled by inhomogeneous Poisson processes, using large sample theory. Kass and Ventura (2001) provided an important model in this nature. However, our current experiment employs randomly generated stimuli in order to ensure generalizability. More importantly, the output spiking patterns are also very sparse, as shown in 1, and the Poisson process theory no longer holds in this setting. A Bernoulli modification has been suggested by Truccolo et al. (2005) for the repeated stimuli design context. However, these models were not designed for settings like ours in which the spiking behavior and non-repeated stimulus process are sparse and precise in time.
Along with the sparsity in data, the probability of a neuron firing as a function of time elapsed since the stimulus can be highly nonlinear (Brillinger, 1988; Keat et al., 2001; Kass et al., 2005) . In statistical literature, nonparametric approaches have thus been applied to account for such nonlinear underlying processes. Brillinger (1988) considered higher order polynomials in modeling the underlying probability. Recent reviews by Kass et al. (2005) suggest that using splines is an appropriate choice. From a statistical point of view, estimating nonlinear functions from sparse designs are particularly challenging. Seifert and Gasser (1996) showed that one needs sophisticated procedures to overcome the challenges present in theory and practice, when the design points are sparse. Another simple remedy by adding additional points was suggested by Hall and Turlach (1997) . In particular, the latter correction however is not available in our experiment, as the input processes are randomly generated and the output processes are not controlled by the experimenters. The investigator employed randomly generated inputs in order to achieve the most generalizability of the models to future inputs. As a consequence, the data provide only limited flash patterns as predictors. For example, only limited samples with the same or similar flash patterns will be observed, and the observed patterns cover only a small portion of all possible patterns that could arise. In this paper, we adopt a very different approach to model the outcome instead, first by wrapping the two point processes across time; this creates more replicability of the flash patterns. However, even after wrapping, similar flash patterns preceding a spike are limited within the data. To address this, we construct simple non-linear functions, called point-process response functions, to summarize the important statistics of these flash patterns. These functions are also shown to have important biophysical interpretations.
Response functions have been previously applied for analyzing and modeling classical pike train data, also known as filter functions, receptive fields, and response kernels. Gerstner (1995) ; Kistler et al. (1997) ; Gerstner and Kistler (2002) Pillow et al. (2005) proposed a kernel function as functional projection of input using a stochastic IF model, and estimated the kernel functions using maximum likelihood. However, due to their goals of estimating such nonlinear response functions, these models are usually applied to classical spike train data where repeated stimuli are applied and aligned.
In the setting of such sparse responses and inputs, we introduce Point-process Responses for Optogenetics (PRO) to parametrically model response functions. This approach has several nice features. The simple form avoids overfitting, yet provides highly generalizable models. Moreover, this approach also provides additional advantages in interpretation by three summary statistics. In addition, the computation is very fast using existing logistic regression implementations. Finally and perhaps most importantly, the outputs from this model can be related to other biophysical models, and the model coefficients reveals important aspects of how the circuits processes inputs. We will use logistic regression to fit the coefficients associated with these response functions, and the coefficients can be interpreted as characteristics of how the neuron processes information. The ways in which different types of neurons process information or how a drug affects the processing of information can be assessed by comparing the coefficients between different neurons or under different drug treatments.
Our approach provides highly accurate prediction of future spikes. Indeed, several papers reported before have measured prediction accuracy of various neuronal models, see Keat et al. (2001) ; Pillow et al. (2005) . Jolivet et al. (2004) studied the prediction performance of the nonlinear IF model and the SRM, and a typical prediction accuracy is 70-80%. These measures were obtained by building the models and predicting spike times under the same stimulus sequence unfortunately. We instead applied a out-of-sample evaluation approach, where we aimed to predict what will happen in the future given the history up to now. Using this benchmark, the PRO method gives high area-under-the-curve (AUC) values for real data, in the high 90%. The rest of the paper is organized as follows. We describe the dataset in Section 2. We then motivate the forms of the response functions in Section 3. In Section 4, we compare the PRO approach with other methods using an optogenetics experiment. We also compare these approaches using simulated data from a classic neuronal model in Section 5, and the biophysical interpretations of the PRO models are also illustrated. Finally, we discuss future directions in Section 6.
An Optogenetics Experiment
The optogenetics experiment protocol has been previously described in Sohal et al. (2009); Gee et al. (2012) . The input stimuli consist of trains of short flashes of blue light (470nm). The presence of a flash within each 5ms interval is coded by a 1 if a flash is present and 0 otherwise. The timing of such flashes are randomly generated from independent Bernoulli random variables for each 5ms interval. Spiking is also binary coded for each 5ms interval, where 1 or 0 indicates the presence or absence of a spike, respectively. Each 5ms interval contains at most 1 flash and 1 spike. Thus we obtain two binary sequences of spikes and flashes for each run.
We use 5ms bins because this is a reasonable time resolution to model the behaviors of neurons which rarely spike at rates > 100 Hz. We choose to model spikes instead of membrane potentials, because this simplifies the analysis and spikes represent the relevant output from neurons Figure 1 illustrates the raster plot of the spikes and light flashes in an experiment in which 20 light trains are delivered on consecutive trials ("sweeps"). We observe 169 spikes in the first 10 sweeps, and 181 spikes in the next 10 sweeps. This is a result of 686 flashes in the first 10 sweeps and 691 flashes in the next 10 sweeps. The total number of time points (5ms bin) for each sweep is 500. Roughly, the neuron spikes after about every 4 flashes. It is noted that the input sequence for each sweep is different as they are randomly generated, and the intra-flash times could be very different before each spike as well.
In all of the following analyses, we will first divide the data into two parts to test model generalizability. The first 10 sweeps will be used as a training dataset to build models, and the last 10 sweeps will be used as a testing dataset to validate the models.
Model
We will first introduce some basic assumptions to simplify the modeling of these point processes in a probabilistic framework. We will then describe the forms of response functions, and relate these to their biophysical interpretations. A spline nonparametric approach will also be introduced based on these response functions.
Model Assumptions
To model the effect of the input sequence on the output sequence, we start with the following general probability model
( 1) where s t is the spiking status at time interval t (1 means spike, 0 otherwise), s t−1 0 is the sequence of spiking statuses from time interval 0 to time interval t (i.e. s t−1 0 = (s 0 , s 1 , . . . , s t−1 )), and similarly f t 0 = (f 0 , f 1 , . . . , f t ) with f t denoting the light stimulation status at time interval t (1 means light flashing, 0 otherwise). Note that we may include the information from f t as a predictor for the response s t , because usually s t is believed to happen immediately after, to respond to f t , even if they fall in the same time interval.
The general form of the model (1) assumes no reproducibility of the neuronal spiking. It is less useful in practice because it does not provide information about the mechanisms of neuronal firing nor does it provide predictive systems for future neuronal spikes. We make two important assumptions to simplify the forms of H t , such that the function can be easily estimated from the data. These two assumptions have been employed in past models analyzing spike train data, see Kass and Ventura (2001) for example. We need to generalize their assumptions to our data because of the sparse stimulus point process. In Section 4 and 5, we will use a real data set and simulated data to validate such assumptions empirically.
The first assumption is that the function H t depends only on the time of the last spike and the flashes f t back to the last flash time t ‡ before the last spike time t * preceding the time t. That is
This assumption roughly coincides with our scientific hypothesis that the neurons reset their membrane potential to zero after every spike, but we here allow this dependence to be slightly longer back to t ‡ because it may contain information on how the sparse inputs are integrated in neurons. This is also due to the hypothesis that the sensitivity of neuronal integration of input may depend on the spacing of flash times, which is independent of the membrane potential reset. In practice, the resulting model fits the data better. We will estimate explicitly the dependent function H t from the data. In comparison, Kass and Ventura (2001) considered a slightly different assumption comparing to Equation (2). They replaced t ‡ with t * , and their formulation does not contain input point process f at all. Thus, their formulation for optogenetics data is limited. Models, such as the integrate-and-fire model (Koch, 1999) and the spike response model (Gerstner and Kistler, 2002) , usually reset the membrane potential to zero after every spike. We found in optogenetics data, the stimulus integration process may be slightly different from such simple resetting, and thus using t ‡ instead of t * gives better prediction performance. A special case of Equation (2) is that it takes an additive form after logit transformation, which is our second assumption. That is, we assume
where β 0 is the intercept and β k are the coefficients. We use the logit transformation because the model can be efficiently computed from the data using standard statistical packages. The assumption of additive forms further simplifies the computation as well, and it is related to generalized additive models (Hastie and Tibshirani, 1990) , which is widely available. Moreover, the logit transform can be approximated by the logarithm transform if the function H t is small, and thus the formation (3) takes the similar additive form of a special case, multiplicative IMI processes, considered in Kass and Ventura (2001) . Additive forms to include the dependence on the stimulus have also been considered in Brillinger (1988) ; Paninski (2004) ; Truccolo et al. (2005) .
This logit transform can be understood to model sharp rises in firing probability when the left hand side of Equation (3) changes linearly. The sharp rising phenomenon is considered appropriate for neuronal data in some biophysical models as well. For example, the linear-nonlinear model (Keat et al., 2001; Geffen et al., 2009 ) employs also a sharp rising non-linear function, similar to the logistic function, to transform the linear components related to the stimulus. A critical step of applying these likelihood methods is to provide or estimate continuous function atoms h (k) t from the flash point process, and we turn to it now.
Response Function Forms
We propose a simple formulation of the summation in Equation 3, which contains the following 3 components
where t † is the last flash time. These functions can be constructed parametrically or estimated non-parametrically from the data. The first component describes the time elapsed since the last flash. The second component characterizes the total number of flashes since the last spike. The third function measures the spacing of flashes since t ‡ .
As described before, these three functions can be estimated from the data using GAM. However, we consider that approach to be computationally expensive, and the interpretation is rather limited. More importantly, it is difficult to compare different neurons using these nonparametric functions. Instead, we will first construct these functions explicitly in parametric forms. Second stage inferences of comparing neurons characteristics are then straightforward, which amounts to testing the differences between these parameters. As a complimentary procedure and validity check, we will also compare the parametric functions with the nonparametric estimates.
We now introduce the parametric forms of the functions in Equation (4). Let t (j) 's, for j ≥ 1, be reversely ordered previous flash times of F t = τ : f τ = 1, τ = t ‡ , . . . , t − 1 since the last flash before t * . We set t (0) = t for notation simplicity. The three functions are set to be
To ensure existence of the logarithm transform, a small value 1 is added to the base quantities before taking the logarithm. We take the logarithm transform and the log-log transform because they spread out the clusters of points with small values and have interpretations of relative changes rather than absolute changes because of the transform. Empirically, they also fit the data well, and we will use a GAM model to validate the forms of these 3 response functions.
The interpretation for the functions h 1 and h 2 are straightforward. They are logarithmic transformed values of the elapsed time since the last flash and the total number of flashes since the last spike respectively. We shall call the fitted coefficients post-flash (PF) and cumulative-flash (CF) parameters. The third function h 3 is measuring the spacing of these flashes since t ‡ , conditional on a fixed |F t | and t − t ‡ , because of Lemma 1. We shall call the fitted coefficient spread-flash (SF) parameter. Figure 2 shows the schematics of these 3 functions as responses to example sequences of flashes and spikes. Note that these 3 functions does not dependent on the current spike status, s (t), and they form valid design matrix for predicting the future spiking probability using the existing information, in a logistic regression framework (3).
We have the following lemma concerning the values of the SF function. 
otherwise, where the set S satisfies |S| = |F t | ⌈ t − t ‡ / |F t |⌉ − t − t ‡ , t (|Ft|) = t ‡ , and
The implication of Lemma 1 is intuitive. Simply, this function is maximized if all the flash times (except t ‡ ) equal to each other, and take the value of t † or t. That is, all f t except f t ‡ equal to 1 at the same time t equaling either t † or t . Conversely, this function achieves its minimum if the spacing between the flash times are approximately as even as possible. We here choose the square distance because it has such simple properties and it is a widely used metric in statistics . This term can be used to answer a fundamental question about how neurons integrate their inputs, namely, do they care about the pattern of input or does only the total amount of input matter? Because SF measures the spacing of flashes conditioning on the number of flashes, it is then viable to consider including the interaction between CF and SF. Indeed, we found this interaction term is significant when fitting the experiment data, see Section 4. It is also possible to consider even higher order terms of these 3 predictors. For example, one may consider higher order terms, and their polynomial interactions. We have examined such possibilities up to the third order, but found only the interaction term between CF and SF survive forward/backward model selection with the AIC criterion. A variation of this parametric PRO model is to estimate these functions non-parametrically, especially using splines . Given the history of developments in generalizing parametric models to non-parametric and semi-parametric ones, we see that this approach is a straight forward extension of the original PRO model. We thus omit the detailed description on this extension here. Following Kass et al. (2005) , we choose the spline bases to fit generalized additive models (Hastie and Tibshirani, 1990) , and the generalized cross validation criterion is used to pick the smoothing parameter, as implemented in the R package mgcv. Because PRO discovered interactions between CF and SF parameters, we will consider fitting the model with a smoothing plane of CF and SF, in addition to a smoothing function of PF. This spline extension of PRO is thus named as PROs.
Analysis of an Optogenetics Experiment
In this section, we will employ PRO and PROs to summarize the neuronal spiking behavior under an optogenetics experiment. The generalizability of these two appraoches will be compared using other methods. Especially, we will compare with two off-the-shelf predictive models, random forest (RF) and support vector machine (SVM), and an important biophysical model, Generalized Integrate-and-Fire (GIF) model Pillow et al., 2005) , which extends the widely used Integrate-Fire model (Koch, 1999) .
We first apply the PRO model to the first 10 sweeps of the optogenetics experiment illustrated in Figure 1 . We then validate the fitted model using the next 10 sweeps. The prediction performance is compared with RF, SVM and GIF.
We use the predictors PF, CF, and SF, which are based on only the history of the spike and flash time series, as explained in Section 3. The model fitting output from the first 10 runs are shown in Table 1 . This interaction model is selected using forward-back variable selection with the AIC criterion, where we initially start from a full model with all possible third order interactions. The correlations between these 3 predictors are -0.24, 0.37, 0.47, where PF and SF has the highest correlation. The deviance R-square of this model is 36.1%. This shows that PRO explains moderate variation in the data, and these 3 predictors are also strongly associated with the spiking process.
As discussed before, instead of specifying the 3 functions parametrically in the PRO model, the PROs model employs splines bases and generalized additive models to estimate these functions from the data. Figure 3 plots both the partial regression function of PF and the fitted surface on CF and SF with fixed PF at its mean. The partial regression plot 3a confirms that a linear function describes the contribution from PF well in most of ranges, except for a drop from the linear line at the origin where PF=0. We think this could represent the time for a flash to activate light-sensitive ion channels and thereby cause neural depolarization immediately after each flash. Notably, the fact that the coefficient for SF is positive suggests that closely spaced light flashes have a synergistic influence on neural excitability. The fitted surface 3b confirms that the main terms of CF and SF capture the relationship well, except at the large ends of these two predictors. In there, the surface increases to a plateau when both are large, which could indicate that the stimulating contribution should be discounted if quite a number of flashes are generated also very closely to each other. One possible biophysical interpretation is that the neuron may not fully integrate such fast inputs as a result of the inactivation of light-sensitive ion channels. This plateau observation is consistent with the negative fitted coefficient of the interaction term in the PRO model. The spline extension PROs seems to be able to capture very minor deviations from PRO, as shown in Figure 3 . However, including these does not improve prediction much, as we will see below. Because PROs provides somewhat less straight forward output for studying the properties of neurons, we recommend this approach only for scientists who are comfortable interpreting such spline models. PROs is also recommended for scientists who are interested in modeling those slight variations of the neurons from PRO.
To further validate the model, we use out-of-sample prediction performance as a criterion. We use the first 10 runs of time sequences as the training data to build models, and test the model validity on the next 10 runs. We adopt the popular receiver operating characteristic (ROC) criterion as the measure of the prediction performance, because it provides a unified framework to evaluate various probabilistic and non-probabilistic methods, as we will compare to. If the model approximates the underlying firing mechanisms of the neuron, we believe that we will have good prediction power when forecasting future spikes based on the past history. For comparison purposes, the same procedure is carried out for RF, SVM and GIF procedures. In order to show the advantages of the designed functions PF, CF, and SF in the PRO model, we use only the standard predictors in other neural spiking models: t − t † , t τ =t * f τ , and t − t * . The R implementations of RF and SVM are employed, and GIF is implemented in Matlab by its authors. The predicted spiking probabilities of PRO, PROs, RF, and SVM are compared with the true spiking sequence. The GIF model provides instead the estimated membrane potentials from a sequence of stimulus and spike history. Because the neural firing depends on the highest membrane potentials within each 5ms interval, we will substitute the maximum estimated membrane potential as the predicted quantities. Figure 4 shows the ROC plot comparing these statistical and biophysical models. PRO and PROs clearly outperform all other models in both specificity and sensitivity. Their corresponding area-under-the-curve (AUC) values are 93% and 94% respectively, obviously higher than all other models. This result also shows that the two PRO models are advantageous for modeling the optogenetics data. PRO has slightly better prediction performance than PROs. We recommend the PRO model for scientifically-oriented users, because of its clear advantage in interpretation. GIF is the next best predictive model (AUC=88%), but its interpretation is limited by its complexity of modeling. The GIF model involves estimating stimulus filter and spike-history filter functions among other parameters, with tens of model parameters in total, and these parameters are correlated estimates as they represent temporal effects of inputs and outputs. As a result, it is difficult to assess how the flash patterns drive the spike outputs by comparing these many correlated estimates. For example, it is rather involved to use the GIF model to answer the question whether closely or sparsely spaced spikes would encourage more spikes. On the other hand, the PRO coefficients provide simple and direct answers.
Simulations
In this section, we use simulated data to illustrate how well the PRO models can capture neural behaviors and predict future spikes. To provide interpretability of PRO, we also explore how the PRO coefficients relate to the biophysical parameters of the simulation model. The PRO approaches are also compared with RF, SVM and GIF. Generalizability, biophysical interpretation and computation speed of these models will be emphasized in the comparisons.
In all the simulation examples, we simulate data from the Leaky Integrate-Fire (LIF) model (Koch, 1999) , which has become a canonical model in cellular neuroscience. It employs the following differential equation to model the membrane potential, and assumes spikes occur when this potential crosses a fixed threshold,
where V (t) and I (t) are the membrane potential and stimulus processes respectively, C and R are model parameters representing the membrane capacitance and resistance, respectively. The resulting spike processes are given by putting a spike at the first time that V (t) reaches a pre-set threshold V th , and then resetting V (t) to a small constant V reset immediately after the spike. We set the thresholding and resetting membrane potentials to be the conventional choice V th = 1 and V reset = 0. The times t's at which the threshold is reached are also recorded. I (t) is set to a box-shape stimulus, representing the flash pulses in our experiment. To simulate data from the model (5), we use 1/100 of our sampling rate (5ms) as step size, and then the first-order method for simulating from Equation (5) is sufficient for our purposes. Each simulated dataset is generated from the LIF model (5) for a period of 25s, at the same sampling rate of 5ms of our real experiment. That is, each dataset outputs two sequences of 5,000 time points, one for the flashes and the other for the spikes. These have the same dimension as the first 10 sweeps of the real experiment. The same length input sequence I (t) is randomly generated from iid Bernoulli(0.14), which indicate the 5ms bins when the box-shape stimulus (with height 1) is on. We set C = 7 and R = 3, because these values yield spiking sequences with similar summary statistics as our real experiment. These choices correspond to a membrane time constant of 21 msec.
Because PRO can be efficiently computed, we first fit the model to 10,000 replications of simulation runs. these results confirm that PRO captures most of the spiking patterns from the classical LIF model. All the coefficients except for PF are significant for almost all the runs, where PF is significant over half of the runs. This may indicate that there are limited applicability of LIF to the optogenetics data, as this coefficient is highly significant in the real dataset with good predictive power. To summarize, PRO has good power of extracting non-zero coefficients, which is sensitive to the simulation model, LIF.
To gain scientific insights of these fitted coefficients, we perform replicate the previous simulation 100 times with the varying C or R scenarios. Because large changes of C or R may cause neuron not to fire at all during the whole observation period, we consider 11 relative changes from 80% to 120% of C and R respectively. In each scenario, we plot the fitted PRO coefficients of PF, CF, SF, and CF×SF respectively against the changing parameter (C or R). A small fraction of insignificant coefficients are dropped from the plots, because PRO is not guaranteed to have 100% power in all scenarios, especially for the PF coefficient as we show in Table 2 . The dropped percentages of coefficients are 9.27% PF in the varying C scenario, 8.00% PF and 0.09% SF in the varying R scenario. Simple linear regression is employed to illustrate the relationship between these LIF parameters and the PRO coefficients. The trend of changes in PRO coefficients is clear except for PF, though all the slopes are significant at level 5 × 10 −5 or less. These trends also reveal important scientific insights. For example, when R increases, the voltage leak decreases, and thus the rate of increasing spike probability due to increasing CF (more flashes) increases, and the rate of increasing spike probability due to increasing SF (more closely paced flashes) increases.
We also compare the spike-to-spike prediction performance using the same LIF model as before. In each replication, we simulate 10,000 time points of flashes and spikes, where the first 5,000 points are used as the training dataset and the remaining 5,000 points are used as the testing dataset. Similar to the analysis of the real dataset, we build different models using the training data and compare its prediction performance on the testing data measured by AUC. Table 3 compares the average (SE) AUC values of different methods over 100 runs. Both PRO and PROs clearly outperforms all other methods, having the same best prediction performance and the smallest SE. The second best method is GIF with also the second largest SE. Table 4 lists the computation times needed to fit the model and generate prediction for all methods. The computation is carried out on a machine with CPU Intel Core 2 6600 at 2.4GHz and 8 Gb of memory. PRO is particularly advantageous when it takes only a small fraction of computation time of other methods, and RF and SVM have almost identical computation time. PROs is the fourth fastest, while GIF is the fifth fastest.
Discussion
This paper introduces a simple probabilistic framework for modeling optogenetics data. The PRO approach draws on successes of existing probabilistic framework for modeling spike train data. This model, however, introduces explicit point-process responses to address the challenges for modeling such sparse data. As of such, this model is shown to be advantageous in generalizability, interpretation and computation. A spline extension, PROs, is also discussed, and is shown to have a similar performance.
An interesting direction is to test the decoding capability of our model. We can simply modify our probability framework to capture the flash probability at each time given the history of spikes and flashes. This can be done by simply switching the notation s (t) and f (t) in the general formulation (1) and related equations afterwards. Similar considerations, called reverse regression , exist for spike train data. It is also interesting to study the Bayesian decoding methods based on an GLM encoding (Ahmadian et al., 2011) .
The PRO models can be generalized for data involving multiple neurons, by extending the single response logistic model to a multivariate response logistic model. The predictors are then combined design matrices across multiple neurons, and the response variables are then the spiking status of multiple neurons at the same time. The fitted coefficients then have a natural interpretation in terms of how one neuron integrates the synaptic inputs from other neurons in a network. The model can be fitted using maximum likelihood estimation procedures as well, because the joint likelihood criterion is concave.
We are also interested in exploring additional biophysical meaning of the PRO coefficients. One interesting direction is to include some feedback component in the model. As we see from the PROs fit, the PF coefficient may deviate from the linear form, if a flash and spike occur within the same period. Addition predictors capturing this can be included in the model to address this issue. It is interesting to explore their biophysical meaning as well.
It is also interesting to develop state space models for predicting the spike times. Kobayashi and Shinomoto (2007) ; Paninski et al. (2010) provide important directions in analyzing the spike train data, and it will be interesting to incorporate their approaches in our models. Behseta et al. (2005) also provided an important hierarchical model for spike train data, and it is very interesting to extend that work for optogenetics data.
Appendix

Proof of Lemma 1
Proof. Denote a fixed number K = |F t |. Let the general intra-flash time be non-negative integers a j = t (j) − t (j−1) ≥ 0 for j = 1, . . . , K, where the first one is the time past the last flash t − t (1) . It is equivalent to finding he maximum and minimum over a j 's for the following objective function
under a fixed total sum constraint M = K j=1 a j = t − t ‡ and the non-negative constraint a j ≥ 0 for j = 1, . . . , K.
To derive the maximum of the objective function (6), the Cauchy-Schwartz inequality yields that
It is straightforward to see that this maximum is achieved when one and only one a j equals to t − t ‡ . This is equivalent to the configuration of t (j) 's as stated.
To derive the minimum of the objective function (6), the Hölder's inequality yields the following inequality holds 
To obtain an integer solution a ′ , we seek the inter grid points that are the closest to a * under the Euclidean distance, whose coordinates are integers of either ⌊M/K⌋ or ⌈M/K⌉ satisfying the sum constraint M.
