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LARGE TIME STEP HLL AND HLLC SCHEMES ?
Marin Prebeg1,∗, Tore Fl˚atten2 and Bernhard Mu¨ller1
Abstract. We present Large Time Step (LTS) extensions of the Harten-Lax-van Leer (HLL) and
Harten-Lax-van Leer-Contact (HLLC) schemes. Herein, LTS denotes a class of explicit methods stable
for Courant numbers greater than one. The original LTS method (R.J. LeVeque, SIAM J. Numer.
Anal. 22 (1985) 1051–1073) was constructed as an extension of the Godunov scheme, and successive
versions have been developed in the framework of Roe’s approximate Riemann solver. In this paper, we
formulate the LTS extension of the HLL and HLLC schemes in conservation form. We provide explicit
expressions for the flux-difference splitting coefficients and the numerical viscosity coefficients of the
LTS-HLL scheme. We apply the new schemes to the one-dimensional Euler equations and compare
them to their non-LTS counterparts. As test cases, we consider the classical Sod shock tube problem
and the Woodward-Colella blast-wave problem. We numerically demonstrate that for the right choice
of wave velocity estimates both schemes calculate entropy satisfying solutions.
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1. Introduction
We consider the hyperbolic system of conservation laws:
Ut + F(U)x = 0, (1.1a)
U(x, 0) = U0(x), (1.1b)
where U ∈ RN is the vector of conserved variables, F(U) is the flux function and U0 is the initial data. We are
interested in solving (1.1) with an explicit finite volume method not limited by the CFL (Courant-Friedrichs-
Lewy) condition.
A class of such methods has been proposed by LeVeque in a series of papers [13–15] in the 1980s. Therein,
the Godunov scheme was extended to the LTS-Godunov scheme and applied to the Euler equations. The CFL
condition is relaxed by allowing the waves from each Riemann problem to travel more than one cell during a
single time step. Each wave is treated as a discontinuity, and the interactions between the waves are assumed to
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be linear. Through the years this idea has been used by a number of authors. For the shallow water equations,
Murillo, Morales-Herna´ndez and co-workers [23–27] applied the LTS-Roe scheme and Xu et al. [41] applied the
LTS-Godunov scheme. Further applications of the LTS-Godunov scheme include the 3D Euler equations by
Qian and Lee [31], high speed combustion waves by Tang et al. [35], and Maxwell’s equations by Makwana and
Chatterjee [21]. Lindqvist and Lund [19] and Prebeg et al. [30] applied the LTS-Roe scheme to two-phase flow
models. Lindqvist et al. [19] also studied the TVD properties of LTS methods and showed that the LTS-Roe
scheme and the LTS-Lax-Friedrichs scheme are the least and most diffusive TVD LTS methods, respectively.
All the methods discussed above share the feature of starting from a Godunov or Roe-type Riemann solver
and extending it to the LTS framework. The goal of this paper is to establish a more general platform for LTS
extensions of approximate Riemann solvers. In particular, we will construct the natural LTS extensions of the
HLL and HLLC schemes, and quantify their level of numerical diffusion.
The original HLL scheme, proposed by Harten, Lax and van Leer [9] in the 1980s, assumes a two-wave
structure of the solution and constructs the approximate Riemann solver by using estimates of the velocities
of the slowest and the fastest waves. The choice for these velocity estimates has been studied for instance by
Davis [4], Einfeldt and co-workers [5,6] and Batten et al. [1]. The original HLL solver may poorly resolve certain
physics in systems where the solution structure consists of more than two waves. For the Euler equations, Toro
et al. [39] proposed the HLLC solver in which the contact discontinuity is reconstructed by assuming a three-
wave structure of the solution. Today, HLL and HLLC solvers are widely used in a number of different fields,
such as multiphase flow modeling [2, 3, 20,28,36,37,42] and magnetohydrodynamics [12,22].
In this paper, we show how LeVeque’s approach [15] may be directly used to derive LTS extensions of the HLL
and HLLC schemes, denoted as LTS-HLL and LTS-HLLC, respectively. In Section 2 we present our basic model
and numerical framework. In Section 3 we present the standard HLL scheme and extend it to the LTS framework.
In particular, we write the scheme in numerical viscosity and flux-difference splitting form. Section 4 presents
the LTS extension of the HLLC scheme. In Section 5, we study in more detail the numerical diffusion of the
LTS-HLL scheme. We provide a direct proof that the numerical viscosity coefficients satisfy the TVD property
without any restriction on the time step. We also prove that for subsonic flows, the numerical diffusion for the
contact wave increases monotonically with the time step. This is in contrast with previously investigated LTS
methods [15,19,23], where the numerical diffusion will typically attain local minima for integer Courant numbers.
In Section 6 we present numerical investigations for the one-dimensional Euler equations. The resulting LTS-
HLL(C) schemes are seen to improve the efficiency of standard HLL(C) schemes while also providing improved
robustness compared to previously studied LTS methods. In Section 7 we close with conclusions.
2. Preliminaries
2.1. Problem outline
As a special example of (1.1) we consider the Euler equations where the vector of conserved variables U and
the flux function F(U) are defined as:
U =
 ρρu
E
 , F(U) =
 ρuρu2 + p
u(E + p)
 , (2.1)
where ρ, u,E, p denote the density, velocity, total energy density and pressure, respectively. The system is
closed by the relation for the total energy density, E = ρe + ρu2/2, and an equation of state for perfect gas,
e = p/(ρ(γ − 1)). Throughout the paper we will use γ = 1.4 for air. Alternatively, we can write (1.1) in a
quasilinear form as:
Ut + A(U)Ux = 0, A(U) = ∂F(U)/∂U. (2.2)
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We assume that the system of equations (2.2) is hyperbolic, i.e. the Jacobian matrix A has real eigenvalues and
linearly independent eigenvectors. The eigenvalues of the Euler system (2.1) are:
λ1 = u− a, λ2 = u, λ3 = u+ a, (2.3)
where a is the speed of sound.
2.2. Numerical methods
We discretize (1.1) by the explicit Euler method in time and the finite volume method in space:
Un+1j = U
n
j −
∆t
∆x
(
Fnj+1/2 − Fnj−1/2
)
, (2.4)
where Unj is a piecewise constant approximation of U in the cell with center at xj at time level n and F
n
j+1/2
is a numerical approximation of the flux function at the cell interface xj+1/2 at time level n.
2.2.1. Standard 3-point methods
In the case that the numerical flux depends only on the neighboring cell values, we can with no loss of
generality write the scheme in the numerical viscosity form [7,34]:
Fnj+1/2 = F
(
Unj ,U
n
j+1
)
=
1
2
(
Fnj + F
n
j+1
)− 1
2
Qnj+1/2
(
Unj+1 −Unj
)
, (2.5)
where Fnj = F
(
Unj
)
and Qnj+1/2 is the numerical viscosity matrix. To simplify the notation, the time level n
will be implicitly assumed in the absence of a temporal index. The choice of the numerical viscosity matrix Q
determines the finite volume method we use, i.e. for the Lax-Friedrichs scheme QLxF = diag(∆x/∆t), and for
the Roe scheme QRoe = |Aˆ| where Aˆ is the Roe matrix [32]. Aˆ can be diagonalized as:
Aˆ = RˆΛˆRˆ−1, (2.6)
where Rˆ is the matrix of right eigenvectors and Λˆ = diag(λ1, . . . , λN ) is the matrix of eigenvalues. We note
that in the Lax-Friedrichs and the Roe schemes, the numerical viscosity matrix Q acts independently on each
characteristic field. In that case, Q can be diagonalized as:
Q = RˆΩRˆ−1, (2.7)
where Ω = diag(ω1, . . . , ωN ) is the matrix of eigenvalues of Q, and Q and Aˆ have the same eigenvectors. The
numerical viscosity matrices of the Lax-Friedrichs and the Roe scheme are then obtained by:
ΩLxF =
∆x
∆t
I, ΩRoe = |Λˆ|. (2.8)
An alternative way to discretize (1.1) is with the flux-difference splitting:
Un+1j = U
n
j −
∆t
∆x
(
Aˆ+j−1/2
(
Unj −Unj−1
)
+ Aˆ−j+1/2
(
Unj+1 −Unj
))
, (2.9)
where Aˆ± represent a splitting of the Roe matrix (2.6) according to:
Aˆ± = RˆΛˆ±Rˆ−1. (2.10)
Herein, Λˆ± are obtained by transforming each diagonal entry of Λˆ:
λ±LxF =
1
2
(
λ± ∆x
∆t
)
, λ±Roe = ±max(0,±λ). (2.11)
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For 3-point methods, the size of the time step in discretizations (2.5) and (2.9) is limited by the CFL condition:
C = max
p,x
|λp(x, t)| ∆t
∆x
≤ 1, (2.12)
where λp are the eigenvalues of the Jacobian matrix A in (2.2). In this paper, we consider explicit methods that
are not limited by the constraint (2.12).
2.2.2. Large Time Step methods
The natural LTS extension of the numerical viscosity formulation (2.5) is (see [19]):
Fj+1/2 =
1
2
(Fj + Fj+1)− 12
∞∑
i=−∞
Qij+1/2+i∆Uj+1/2+i, (2.13)
and the natural LTS extension of the flux-difference splitting formulation (2.9) is (see [19]):
Un+1j = Uj −
∆t
∆x
∞∑
i=0
(
Aˆi+j−1/2−i∆Uj−1/2−i + Aˆ
i−
j+1/2+i∆Uj+1/2+i
)
, (2.14)
where we introduced the notation ∆Uj+1/2 = Uj+1 − Uj . We note that (2.13) differs from [19] in a sense
that we scale Qi with ∆x/∆t. Herein, the upper indices denote the relative cell interface position. These will
be further clarified in Section 3.2. Lindqvist et al. [19] provided the partial viscosity coefficients Qi and the
flux-difference splitting coefficients Aˆi± for the LTS-Godunov, LTS-Roe and LTS-Lax-Friedrichs schemes. For
the LTS-Roe scheme [19], the partial viscosity coefficients are defined through the eigenvalues of Qi:
Qij+1/2 =
(
RˆΩiRˆ−1
)
j+1/2
, (2.15)
where the eigenvalues are defined as:
ω0Roe = |λ|, (2.16a)
ω∓iRoe = 2 max
(
0,±λ− i∆x
∆t
)
for i > 0, (2.16b)
and the flux-difference splitting coefficients are defined through the eigenvalues of Aˆi±:
Aˆi±j+1/2 =
(
RˆΛˆi±Rˆ−1
)
j+1/2
, (2.17)
where the eigenvalues are defined as:
λi±Roe = ±max
(
0,min
(
±λ− i∆x
∆t
,
∆x
∆t
))
. (2.18)
In the following section we determine these coefficients for the LTS-HLL scheme.
3. LTS-HLL scheme
We start by presenting the standard HLL scheme of Harten et al. [9]. Then we formulate the natural LTS
extension of the HLL scheme and provide explicit expressions for the flux-difference splitting and the numerical
viscosity coefficients.
LARGE TIME STEP HLL AND HLLC SCHEMES 1243
3.1. The standard HLL scheme
We consider the cell interface Riemann problem:
U(x, 0) =
{
Uj if x < 0,
Uj+1 if x > 0.
(3.1)
The original HLL scheme by Harten et al. [9] solves the Riemann problem approximately by assuming a single
state between the left and right states:
U˜(x/t) =

Uj if x < SLt,
UHLLj+1/2 if SLt < x < SRt,
Uj+1 if x > SRt,
(3.2)
where SL and SR are approximations of the smallest and the largest wave velocities at the interface xj+1/2. As
for now, we leave these unspecified and return to them in Section 6. The intermediate state UHLLj+1/2 is defined
such that the Riemann solver is consistent with the integral form of the conservation law (1.1), see [5, 9]:
UHLLj+1/2 =
SRUj+1 − SLUj + Fj − Fj+1
SR − SL · (3.3)
Next, we use UHLLj+1/2 to determine the flux function Fj+1/2. This is defined as:
Fj+1/2 =

Fj if 0 < SL,
FHLLj+1/2 if SL < 0 < SR,
Fj+1 if 0 > SR.
(3.4)
In the interesting case, SL < 0 < SR, the flux function has the form [38]:
FHLLj+1/2 = Fj + SL
(
UHLLj+1/2 −Uj
)
, (3.5)
FHLLj+1/2 = Fj+1 + SR
(
UHLLj+1/2 −Uj+1
)
. (3.6)
These two equations are equivalent and by using (3.3) in any of them we obtain:
FHLLj+1/2 =
SRFj − SLFj+1 + SLSR (Uj+1 −Uj)
SR − SL · (3.7)
Further, the equations (3.4) and (3.7) can be written more compactly as:
Fj+1/2 =
S+R Fj − S−L Fj+1 + S−L S+R (Uj+1 −Uj)
S+R − S−L
, (3.8)
where S−L = min(SL, 0) and S
+
R = max(SR, 0). Equation (3.8) is then used in (2.4). For more information
and more detailed derivation we refer to [1, 4, 5, 9, 38]. Einfeldt [5] showed that the numerical flux (3.8) can be
recovered from the numerical viscosity framework (2.5) by setting:
QHLL =
S+R + S
−
L
S+R − S−L
Aˆ− 2 S
−
L S
+
R
S+R − S−L
I. (3.9)
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Following the framework introduced in (2.8), we define the HLL scheme through the diagonal entries of Ω as:
ωHLL =
S+R (λ− S−L )− S−L (S+R − λ)
S+R − S−L
=
|SR| (λ− SL) + |SL| (SR − λ)
SR − SL · (3.10)
The HLL scheme can also be written in the flux-difference splitting framework (2.11) by modifying the diagonal
entries of Λˆ± as:
λ+HLL =
λ− S−L
S+R − S−L
S+R =
λ− SL
SR − SLS
+
R +
SR − λ
SR − SLS
+
L , (3.11)
λ−HLL =
S+R − λ
S+R − S−L
S−L =
λ− SL
SR − SLS
−
R +
SR − λ
SR − SLS
−
L . (3.12)
3.2. The LTS-HLL scheme
We want to construct the LTS extension of the numerical flux function (3.8). Consider the Figure 1a and
the Riemann problem at the interface xj+1/2. First, we consider the wave structure when C ≤ 1, denoted in
Figure 1b as ∆tnon-LTS. In this case, the Riemann problem at xj+1/2 is completely defined by Uj ,Uj+1 and
velocities SL,j+1/2 and SR,j+1/2 being emitted from the interface xj+1/2, see (3.2)–(3.8). Next, we consider the
case when C > 1, denoted in Figure 1b as ∆tLTS. For this case, the wave emitted from the interface xj−1/2 and
associated with velocity SR,j−1/2 passes through the interface xj+1/2.
This wave violates the CFL condition (2.12) since we allowed the wave to travel more than one cell during
a single time step. However, we may relax the CFL condition (2.12) if we modify (3.8) by taking into account
this additional contribution. We start by assuming that the interactions between the waves are linear and we
note that:
• The flux function (3.8) at the interface xj+1/2 is increased by the contribution from the jump 2 moving to
the right with the velocity SR,j−1/2.
• The contribution from the jump 2 does not start passing through the interface xj+1/2 immediately, i.e. it has
to travel through the cell xj before it starts to pass through the interface xj+1/2.
Based on this, we modify (3.8) as:
FLTS-HLLj+1/2 = F
0
j+1/2 + S
−1
R,j−1/2
(
UHLLj−1/2 −Uj
)
, (3.13)
where we denoted (3.8) as F0j+1/2, and:
S−1R,j−1/2 = SR,j−1/2 −
∆x
∆t
· (3.14)
The purpose of this modification is to take into the account the fact that the wave has to travel one cell before
it starts contributing to the flux function (3.13). In the general case, we allow for an arbitrarily large time step
size ∆t, therefore allowing the waves to travel several cells during a single time step. In addition, we note that
each interface may emit waves where each of the local wave speeds SL and SR may be either negative, zero or
positive. Therefore, the general formula for the flux function of the LTS-HLL scheme has the form:
FLTS-HLLj+1/2 = F
0
j+1/2 +
∞∑
i=1
F−ij+1/2−i +
∞∑
i=1
F+ij+1/2+i, (3.15)
where the additional terms under the sum signs represent the information reaching the interface xj+1/2 from
neighboring Riemann problems on the left and on the right, respectively. The newly introduced terms in (3.15)
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x
xj−3/2 xj−1/2 xj+1/2 xj+3/2
U
Uj−1
Uj
Uj+1
(a) Riemann problems at xj−1/2 and xj+1/2
x
xj−3/2 xj+1/2xj−1/2 xj+3/2
t
∆tnon-LTS
∆tLTS
SL,j−1/2 SR,j−1/2SL,j+1/2 SR,j+1/2
(b) Characteristics with slopes dx(t)/ dt = SL,R at xj∓1/2
x
xj−3/2 xj−1/2 xj+1/2 xj+3/2
U
Uj−1
UHLLj−1/2
Uj
UHLLj+1/2
Uj+1
Jump 1 Jump 2
(c) Approximate solutions of Riemann problems at xj∓1/2 with HLL scheme
Figure 1. Wave structure in the LTS-HLL scheme.
are:
F−ij+1/2−i = S
−i
R,j+1/2−i
(
UHLLj+1/2−i −Uj+1−i
)
+ S−iL,j+1/2−i
(
Uj−i −UHLLj+1/2−i
)
, (3.16)
F+ij+1/2+i = S
+i
L,j+1/2+i
(
UHLLj+1/2+i −Uj+i
)
+ S+iR,j+1/2+i
(
Uj+1+i −UHLLj+1/2+i
)
, (3.17)
where the modified wave velocities are:
S−i[L,R],j+1/2−i = max
(
S[L,R],j+1/2−i − i∆x
∆t
, 0
)
, (3.18a)
S+i[L,R],j+1/2+i = min
(
S[L,R],j+1/2+i + i
∆x
∆t
, 0
)
. (3.18b)
Equation (3.15) is then used in (2.4).
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3.2.1. The LTS-HLL scheme in numerical viscosity form
We can now write the LTS-HLL scheme in the numerical viscosity form (2.13).
Proposition 3.1. Given the Roe matrix:
Aˆj+1/2 =
(
RˆΛˆRˆ−1
)
j+1/2
∀j, (3.19)
where Λˆ is the diagonal matrix of eigenvalues, the LTS-HLL scheme defined by (3.13)–(3.18) can be written in
the numerical viscosity form (2.13) with coefficients:
Qij+1/2 =
(
RˆΩiRˆ−1
)
j+1/2
, (3.20)
where Ωi(Λˆ, SL, SR) is the diagonal matrix with entries given by:
ω0HLL =
|SR| (λ− SL) + |SL| (SR − λ)
SR − SL , (3.21a)
ω∓iHLL = 2
λ− SL
SR − SL max
(
0,±SR − i∆x
∆t
)
+ 2
SR − λ
SR − SL max
(
0,±SL − i∆x
∆t
)
for i > 0. (3.21b)
Proof. The coefficient Q0 has already been determined by (3.9). We obtain the coefficients Qi for i 6= 0 by
equalizing (2.13) and (3.15), while using the Roe condition [32]:
Aˆj+1/2 (Uj+1 −Uj) = F(Uj+1)− F(Uj). (3.22)

We point out the similarity of the LTS-HLL partial viscosity coefficients (3.21) to the partial viscosity coefficients
of the LTS-Roe scheme (2.16).
3.2.2. The LTS-HLL scheme in flux-difference splitting form
We have built the LTS-HLL scheme by heuristic arguments as an extension of the standard HLL scheme,
following LeVeque’s general approach of treating all wave interactions as linear [15]. We now derive the flux-
difference splitting formulation in a more formal way, starting with LeVeque’s general updating formula [15]:
Un+1j =
∆t
∆x
∞∑
i=−∞
∫ i∆x∆t
(i−1)∆x∆t
U˜j+1/2−i(ζi) dζi −
∞∑
`=−∞
U`, (3.23)
where U˜j+1/2−i(ζi) is the solution to the Riemann problem at xj+1/2−i. Herein:
ζi =
x− xj+1/2−i
t− tn · (3.24)
Proposition 3.2. Given the Roe matrix:
Aˆj+1/2 =
(
RˆΛˆRˆ−1
)
j+1/2
∀j, (3.25)
where Λˆ is the diagonal matrix of eigenvalues, the LTS-HLL scheme can be written in the flux-difference splitting
form (2.14) with coefficients:
Aˆi±j+1/2 =
(
RˆΛˆi±Rˆ−1
)
j+1/2
, (3.26)
where Λˆi±(Λˆ, SL, SR) is the diagonal matrix with entries given by:
λi±HLL =±
λ− SL
SR − SL max
(
0,min
(
±SR − i∆x
∆t
,
∆x
∆t
))
± SR − λ
SR − SL max
(
0,min
(
±SL − i∆x
∆t
,
∆x
∆t
))
· (3.27)
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Proof. The HLL Riemann solver (3.2) can be written as:
U˜j+1/2(ζ) = Uj +H(ζ − SL)
(
UHLLj+1/2 −Uj
)
+H(ζ − SR)
(
Uj+1 −UHLLj+1/2
)
(3.28a)
= Uj+1 −H(SL − ζ)
(
UHLLj+1/2 −Uj
)
−H(SR − ζ)
(
Uj+1 −UHLLj+1/2
)
, (3.28b)
where H is the Heaviside function. Using (3.3) we can rewrite this as:
U˜j+1/2(ζ) = Uj +
(
H(ζ − SL)
SR − SL (SR − Aˆ) +
H(ζ − SR)
SR − SL (Aˆ− SL)
)
(Uj+1 −Uj) (3.29a)
= Uj+1 −
(
H(SL − ζ)
SR − SL (SR − Aˆ) +
H(SR − ζ)
SR − SL (Aˆ− SL)
)
(Uj+1 −Uj), (3.29b)
where SL = SLI and SR = SRI. We then use (3.29a) in (3.23) and note that for i ≤ 0 we can write:∫ i∆x∆t
(i−1)∆x∆t
U˜j+1/2−i(ζi) dζi =
∆x
∆t
Uj−i − Aˆ(−i)−j+1/2−i (Uj+1−i −Uj−i) , (3.30)
where:
Aˆi− = RˆΛˆi−Rˆ−1, (3.31)
and Λˆi− is the diagonal matrix with values:
λi− =
λ− SL
SR − SL min
(
0,max
(
SR + i
∆x
∆t
,−∆x
∆t
))
+
SR − λ
SR − SL min
(
0,max
(
SL + i
∆x
∆t
,−∆x
∆t
))
· (3.32)
Similarly, we use (3.29b) in (3.23) and note that for i ≥ 1 we can write:∫ i∆x∆t
(i−1)∆x∆t
U˜j+1/2−i(ζi) dζi =
∆x
∆t
Uj+1−i − Aˆ(i−1)+j+1/2−i (Uj+1−i −Uj−i) , (3.33)
where:
Aˆi+ = RˆΛˆi+Rˆ−1, (3.34)
and Λˆi+ is the diagonal matrix with values:
λi+ =
λ− SL
SR − SL max
(
0,min
(
SR − i∆x
∆t
,
∆x
∆t
))
+
SR − λ
SR − SL max
(
0,min
(
SL − i∆x
∆t
,
∆x
∆t
))
· (3.35)
Substituting (3.30) and (3.33) into (3.23) we recover the LTS flux-difference splitting equation (2.14). 
We point out the similarity of the LTS-HLL flux-difference splitting coefficients (3.27) to the flux-difference
splitting coefficients of the LTS-Roe scheme (2.18).
Proposition 3.3. The flux-difference splitting formulation (3.26)–(3.27) and the numerical viscosity formula-
tion (3.20)–(3.21) are equivalent.
Proof. Lindqvist et al. [19] derived the following one-to-one mapping between the numerical viscosity and flux-
difference splitting coefficients:
A0± =
1
2
(
A±Q0 ∓Q∓1) , Ai± = ±1
2
(
Q∓i −Q∓(i+1)
)
. (3.36)
By using(3.20)–(3.21) in (3.36) we obtain (3.26)–(3.27). 
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4. LTS-HLLC scheme
In this section we propose a direct extension from the HLLC scheme to the LTS-HLLC scheme, following the
approaches from Section 3.
4.1. Standard HLLC scheme
We recall that the standard HLL scheme assumes a two wave structure of the solution with a single, uniform
state UHLL between the waves. This is a correct assumption for hyperbolic systems consisting of only two equa-
tions (such as the one-dimensional shallow water equations). However, for the Euler equations this assumption
leads to neglecting the contact discontinuity. The approach to recover the missing contact discontinuity was
first presented by Toro et al. [39]. Herein, we outline an approach to reconstruct the missing wave following the
approach described by Toro in [38].
The standard HLLC scheme is given in the form similar to the HLL scheme defined by equations (3.2)
and (3.4), but with the state UHLL being split into two states separated by a contact discontinuity:
U˜(x/t) =

Uj if x < SLt,
UHLLCL if SLt < x < SCt,
UHLLCR if SCt < x < SRt,
Uj+1 if x > SRt.
(4.1)
Based on this, the numerical flux function is defined as:
Fj+1/2 =

Fj if 0 < SL,
FHLLCL,j+1/2 if SL < 0 < SC,
FHLLCR,j+1/2 if SC < 0 < SR,
Fj+1 if 0 > SR.
(4.2)
In the interesting case, SL < 0 < SR, the numerical flux function has the form:
FHLLCL,j+1/2 = Fj + SL
(
UHLLCL,j+1/2 −Uj
)
, (4.3)
FHLLCR,j+1/2 = Fj+1 + SR
(
UHLLCR,j+1/2 −Uj+1
)
, (4.4)
where the intermediate states are determined according to [38]:
UHLLCK = ρK
(
SK − uK
SK − SC
)
1
SC
EK
ρK
+ (SC − uK)
(
SC + pKρK(SK−uK)
)
 , (4.5)
where index K denotes left (L) or right (R) state in (4.1). The contact discontinuity velocity is given by [38]:
SC =
pR − pL + ρLuL(SL − uL)− ρRuR(SR − uR)
ρL(SL − uL)− ρR(SR − uR) . (4.6)
For details on the derivation of these formulae we refer to the book by Toro [38].
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4.2. LTS-HLLC scheme
Following the approaches of Section 3, we obtain the following expression for the numerical flux to be used
in (2.4):
Proposition 4.1. The numerical flux of the LTS-HLLC scheme (4.2) is:
FLTS-HLLCj+1/2 = F
0
j+1/2 +
∞∑
i=1
F−ij+1/2−i +
∞∑
i=1
F+ij+1/2+i, (4.7)
where F0j+1/2 is the standard HLLC flux given by (4.2), and the additional terms are:
F−ij+1/2−i = S
−i
R,j+1/2−i
(
UHLLCR,j+1/2−i −Uj+1−i
)
+ S−iC,j+1/2−i
(
UHLLCL,j+1/2−i −UHLLCR,j+1/2−i
)
+ S−iL,j+1/2−i
(
Uj−i −UHLLCL,j+1/2−i
)
, (4.8)
F+ij+1/2+i = S
+i
L,j+1/2+i
(
UHLLCL,j+1/2+i −Uj+i
)
+ S+iC,j+1/2+i
(
UHLLCR,j+1/2+i −UHLLCL,j+1/2+i
)
+ S+iR,j+1/2+i
(
Uj+1+i −UHLLCR,j+1/2+i
)
. (4.9)
Herein, the modified velocities are:
S−i[L,C,R],j+1/2−i = max
(
S[L,C,R],j+1/2−i − i∆x
∆t
, 0
)
, (4.10)
S+i[L,C,R],j+1/2+i = min
(
S[L,C,R],j+1/2+i + i
∆x
∆t
, 0
)
. (4.11)
Proof. The HLLC Riemann solver (4.1) can be written as:
U˜j+1/2(ζ) = Uj +H(ζ − SL)
(
UHLLCL −Uj
)
+ H(ζ − SC)
(
UHLLCR −UHLLCL
)
+H(ζ − SR)
(
Uj+1 −UHLLCR
)
, (4.12)
or equivalently:
U˜j+1/2(ζ) = Uj+1 −H(SL − ζ)
(
UHLLCL −Uj
)
− H(SC − ζ)
(
UHLLCR −UHLLCL
)−H(SR − ζ) (Uj+1 −UHLLCR ) , (4.13)
where H is the Heaviside function and ζ is given by (3.24). We then use (4.12) in (3.23) and note that for i ≤ 0
we can write:∫ i∆x∆t
(i−1)∆x∆t
U˜j+1/2−i(ζi) dζi =
∆x
∆t
Uj−i
(
min
(
0, SL − (i− 1)∆x
∆t
)
−min
(
0, SL − i∆x
∆t
))(
UHLLCL −Uj−i
)
+
(
min
(
0, SC − (i− 1)∆x
∆t
)
−min
(
0, SC − i∆x
∆t
))(
UHLLCR −UHLLCL
)
+
(
min
(
0, SR − (i− 1)∆x
∆t
)
−min
(
0, SR − i∆x
∆t
))(
Uj+1−i −UHLLCR
)
.
(4.14)
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Similarly, we use (4.13) in (3.23) and note that for i ≥ 1 we can write:∫ i∆x∆t
(i−1)∆x∆t
U˜j+1/2−i(ζi) dζi =
∆x
∆t
Uj+1−i
+
(
max
(
0, SL − (i− 1)∆x
∆t
)
−max
(
0, SL − i∆x
∆t
))(
UHLLCL −Uj−i
)
+
(
max
(
0, SC − (i− 1)∆x
∆t
)
−max
(
0, SC − i∆x
∆t
))(
UHLLCR −UHLLCL
)
+
(
max
(
0, SR − (i− 1)∆x
∆t
)
−max
(
0, SR − i∆x
∆t
))(
Uj+1−i −UHLLCR
)
.
(4.15)
Herein, the index j+1/2−i is implicitly assumed on the parameters S[L,C,R] and UHLLC[L,R] . Using (4.14) and (4.15)
in (3.23) we can write the LTS-HLLC scheme as:
Un+1j = U
n
j −
∆t
∆x
(
FLTS-HLLCj+1/2 − FLTS-HLLCj−1/2
)
. (4.16)

We note that (4.8) and (4.9) are very similar to the corresponding numerical flux functions for the LTS-HLL
scheme, (3.16) and (3.17), but with the addition of the middle wave associated with SC.
5. TVD analysis and modified equation
We interpret the LTS-HLL scheme as a numerical method for the scalar conservation law and we show that
the LTS-HLL scheme is TVD. Next, we employ the modified equation analysis and use the results of Lindqvist
et al. [19] and Prebeg [29] to study the numerical diffusion of the LTS-HLL scheme.
5.1. TVD analysis
The original HLL scheme [9] and the HLLC scheme [39] have been constructed as approximate Riemann
solvers for hyperbolic systems of conservation laws. However, we may interpret the standard HLL and the LTS-
HLL scheme as a numerical method for scalar conservation laws with two input parameters SL and SR. This
allows us to perform the TVD analysis of the scheme.
For the standard HLL scheme Einfeldt [5] showed that the HLL scheme satisfies the TVD-type condition if
the eigenvalues ωHLL of the numerical viscosity matrix QHLL satisfy:
|λp,Roe| ≤ ωp,HLL, (5.1)
for each characteristic field p. The set of TVD conditions for LTS methods for scalar conservation laws was
determined by Jameson and Lax [10,11] (see also Lindqvist et al. [19]).
Lemma 5.1. A multipoint conservative scheme in the form (2.13) is unconditionally TVD if and only if:
2 (∆x/∆t)− 2Q0j+1/2 +Q−1j+1/2 +Q1j+1/2 ≥ 0, (5.2a)
Q0j+1/2 − 2Q±1j+1/2 +Q±2j+1/2 ∓ λj+1/2 ≥ 0, (5.2b)
Q±ij+1/2 − 2Q±(i+1)j+1/2 +Q±(i+2)j+1/2 ≥ 0 ∀ i ≥ 1, (5.2c)
for all j, where Q are the numerical viscosity coefficients.
LARGE TIME STEP HLL AND HLLC SCHEMES 1251
By interpreting the numerical viscosity coefficients of the LTS-HLL scheme (3.21) as the numerical viscosity
coefficients Q of the numerical method for the scalar conservation law we may show that:
Proposition 5.2. The LTS-HLL scheme is TVD under the condition:
SL ≤ λ ≤ SR. (5.3)
Proof. By substituting (3.21) in (5.2) the TVD conditions become:
(λ− SL)
(
∆x
∆t
−min
(
|SR| , ∆x
∆t
))
+ (SR − λ)
(
∆x
∆t
−min
(
|SL| , ∆x
∆t
))
≥ 0, (5.4a)
(λ− SL) max
(
0,min
(
±2SR, 4∆x
∆t
∓ 2SR
))
+ (SR − λ) max
(
0,min
(
±2SL, 4∆x
∆t
∓ 2SL
))
≥ 0, (5.4b)
(λ− SL) max
(
0,min
(
±SR − i∆x
∆t
,∓SR + i∆x
∆t
+ 2
))
+ (SR − λ) max
(
0,min
(
±SL − i∆x
∆t
,∓SL + i∆x
∆t
+ 2
))
≥ 0 ∀ i ≥ 1, (5.4c)
which are always satisfied under the condition (5.3). 
In the limit λ = SL = SR, we recover the LTS-Roe scheme which is well established to be TVD [15,19].
5.2. Modified equation analysis
Once we have obtained the partial viscosity coefficients Qi, we may use them to compare the amount of the
numerical diffusion between different schemes. One way of doing this is by employing the modified equation
analysis.
Lindqvist et al. [19] showed that for the scalar conservation law the LTS scheme (2.13) and (2.14) gives a
second-order accurate approximation to the equation:
ut + f(u)x =
1
2
∆x2
∆t
[(
k−1∑
i=1−k
∆t
∆x
Q¯i − c2
)
ux
]
x
, (5.5)
where Q¯i = Qi (u, . . . , u) is the numerical viscosity coefficient of the (2k+1)-point scheme, and c = f ′(u)∆t/∆x.
We distinguish between the numerical diffusion inherent to the scheme:
D(u) =
k−1∑
i=1−k
∆t
∆x
Q¯i − c2, (5.6)
and the total numerical diffusion ν:
ν(u) =
1
2
∆x2
∆t
D(u). (5.7)
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Lindqvist et al. [19] determined D(u) for the LTS-Roe and LTS-Lax-Friedrichs scheme as:
DLTS-Roe = (d|c|e − |c|) (1 + |c| − d|c|e) , (5.8)
DLTS-LxF = k2 − c2, (5.9)
where dce = min {n ∈ Z |n ≥ c} is the ceiling function. By using the numerical viscosity coefficients (3.21)
in (5.6), Prebeg [29] determined D(u) for the LTS-HLL scheme as:
DLTS-HLL =
c− cL
cR − cL (d|cR|e − |cR|) (1 + |cR| − d|cR|e)
+
cR − c
cR − cL (d|cL|e − |cL|) (1 + |cL| − d|cL|e)
+ (c− cL) (cR − c) , (5.10)
where cL = SL∆t/∆x and cR = SR∆t/∆x. We use equations (5.8)–(5.10) to investigate the numerical diffusion
of the LTS-Roe, LTS-Lax-Friedrichs and LTS-HLL schemes.
We consider the Euler equations and investigate the numerical diffusion at a Riemann problem with subsonic
flow conditions and the Roe eigenvalues defined as:
λ1 = −0.5, λ2 = 0.25, λ3 = 1. (5.11)
Figure 2 shows Dp and νp for the p-th characteristic field as a function of the global Courant number c¯. We use
the global Courant number as an input variable and determine the time step from it as:
∆tc¯ =
c¯∆x
max (|λ1| , |λ2| , |λ3|) . (5.12)
Then the numerical diffusion Dp and νp are determined as functions of the local eigenvalue λp and the global
time step size ∆tc¯:
Dp = D (λp, ∆tc¯, ∆x) , νp = ν (λp, ∆tc¯, ∆x) , (5.13)
where we note that for the Figure 2 we use SL = λ1 and SR = λ3, and we assume that ∆x = 1.
We observe that the area between LTS-Roe and LTS-Lax-Friedrichs curves (including the curves) is the
TVD-type region. This follows from the result in [19] where it is shown that the LTS-Roe is the least diffusive
and that the LTS-Lax-Friedrichs is the most diffusive TVD scheme. The range of numerical diffusion that can be
achieved by the LTS-HLL scheme is hatched. Einfeldt [5] showed that for subsonic flow conditions, the standard
HLL scheme can reproduce the full span of numerical diffusion between the Roe and Lax-Friedrichs schemes in
the 1st and 3rd characteristic field corresponding to either shock or rarefaction. The amount of diffusion in 2nd
characteristic field (contact discontinuity) is always higher than in the Roe scheme.
We may show that in the subsonic case, the numerical diffusion of the LTS-HLL scheme in the 2nd character-
istic field is always bigger than the numerical diffusion of the LTS-Roe scheme and that it is always increasing
with the time step.
Proposition 5.3. The numerical diffusion of the LTS-HLL scheme in the 2nd characteristic field:
D2,LTS-HLL =
c2 − cL
cR − cLH (|cR|) +
cR − c2
cR − cLH (|cL|) + (c2 − cL) (cR − c2) , (5.14)
where we define:
cL = c2 − σ, cR = c2 + σ, (5.15)
with:
c2 = λ2
∆t
∆x
, σ = a
∆t
∆x
, (5.16)
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Figure 2. Numerical diffusion D(u) and ν(u) in characteristic fields of the Euler equa-
tions for (5.11). LTS-Roe (blue-squares), LTS-Lax-Friedrichs (red-circles), LTS-HLL (black-
diamonds). Hatched region (dark green-lines) is the range of numerical diffusion that can be
achieved by the LTS-HLL scheme by varying SL and SR.
and where:
H(|x|) = d|x|e+ 2|x|d|x|e − |x| − |x|2 − d|x|e2, (5.17)
and:
SL < 0 < |λ2| < SR, (5.18)
is a monotone function of the time step ∆t.
Proof. By using (5.15), we can rewrite (5.14) as:
D2,LTS-HLL =
1
2
H (|cR|) + 12H (|cL|) + σ
2. (5.19)
We introduce the dimensionless parameter z:
z =
∆tz
∆t
, (5.20)
and note that showing that (5.19) is a monotonically increasing function of ∆tz is equivalent to showing that:
D(z) =
1
2
H (z |cR|) + 12H (z |cL|) + z
2σ2, (5.21)
is a monotonically increasing function of z. We note that H is a continuous function of x, hence D(z) is also a
continuous function of z. Therefore D(z) is monotonically increasing if the first derivative is always positive. In
other words, we need to show:
dD(z)
dz
= |cR| (dz |cR|e − z |cR|) + |cL| (dz |cL|e − z |cL|)− 12 (|cL|+ |cR|) + 2zσ
2 > 0 ∀z > 0. (5.22)
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We define the maximum Courant number:
cmax = max (|zcL| , |zcR|) , (5.23)
and consider the cases cmax ≤ 1 and cmax > 1.
Case cmax > 1:
The first two terms in (5.22) are non-negative, so it is sufficient to show that:
−1
2
(|cL|+ |cR|) + 2zσ2 > 0. (5.24)
For subsonic flows we have that:
1
2
(|cL|+ |cR|) = 12 (cR − cL) = σ. (5.25)
Hence (5.24) becomes:
zσ >
1
2
. (5.26)
By using (5.16) we have that:
a
∆tz
∆x
>
1
2
, (5.27)
which always holds for subsonic flows when cmax > 1.
Case cmax ≤ 1:
For cmax ≤ 1 the equation (5.22) becomes:
dD(z)
dz
= (c2 + σ)(1− zc2 − zσ)− (c2 − σ)(1 + zc2 − zσ)− σ + 2zσ2 > 0, (5.28)
which simplifies to:
dD(z)
dz
= σ − 2 (c2)2 z > 0. (5.29)
We have already proved that the expression is positive for z > 1/(2σ), in the opposite case the lowest value
of (5.29) is attained for:
z =
1
2σ
, (5.30)
giving:
dD(z)
dz
= σ − (c2)
2
σ
=
1
σ
(σ − c2) (σ + c2) , (5.31)
which is always positive for subsonic flows. 
6. Results
In this section we compare the new schemes with their non-LTS counterparts and the LTS-Roe scheme. Until
now, we did not discuss how to choose the wave velocity estimates for SL and SR in the HLL and HLLC schemes
and their LTS extensions. For our investigations, the choice of wave velocity estimates for SL and SR is made
according to Einfeldt [5]:
SL,j+1/2 = min
(
λ1(Uj), λ1(Ûj+1/2)
)
, (6.1a)
SR,j+1/2 = max
(
λ3(Ûj+1/2), λ3(Uj+1)
)
, (6.1b)
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where Û denotes the Roe average of conserved variables. For the Euler equations, the eigenvalues are defined
as λ1 = u−a and λ3 = u+a, where u and a are the velocity and speed of sound, respectively. We note that the
choice of wave velocity estimates is not a trivial matter and refer to Davis [4], Einfeldt [5] and Toro et al. [39]
for detailed discussions about a number of different estimates and their properties. Herein, we choose (6.1)
based on our own experience, where this choice yielded very good results, especially when it came to calculating
entropy satisfying solutions. A more rigorous comparison between different wave velocity estimates in the LTS
framework may be very fruitful, but at the moment it remains outside the scope of this paper.
In all the numerical experiments below, the input discretization parameters were the Courant number C
and ∆x. Then, the time step ∆t was evaluated at each time step according to:
∆t =
C∆x
max
p,x
|λp(x, t)| , (6.2)
where λp are the eigenvalues of the Jacobian matrix A in (2.2).
6.1. Sod shock tube
As a first test case we consider the classic Sod shock tube problem [33], with initial data V(x, 0) = (ρ, u, p)T:
V(x, 0) =
{
(1, 0, 1)T if x < 0,
(0.125, 0, 0.1)T if x > 0,
(6.3)
where the solution is evaluated at t = 0.4 on a grid with 100 cells. Figure 3 shows the results obtained with
HLL(C) and LTS-HLL(C) schemes with C = 1 and C = 3. We observe that the LTS-HLL scheme (Fig. 3a)
increases the accuracy of the shock and the left going part of the rarefaction wave, while increasing the diffusion
of the contact discontinuity. This is in agreement with the results from Section 5.2 and it is due to the fact that
the standard HLL scheme assumes a two wave structure of the solution and neglects the contact discontinuity,
leading to excessive diffusion. Since the LTS-HLL scheme maintains the two wave assumption, it can be seen
that the increase in the time step leads to further smearing of the contact discontinuity. The LTS-HLLC scheme
(Fig. 3b) also improves the accuracy of the shock and the rarefaction wave. In addition, the LTS-HLLC scheme
also improves the accuracy of the contact discontinuity, because the HLLC scheme resolves the wave missing
in the HLL scheme. The velocity profiles show that the LTS-HLLC scheme produces more spurious oscillations
than the LTS-HLL scheme.
Next, we compare the performance of the LTS methods to each other. We consider the same test case and also
include the results obtained with the LTS-Roe scheme [19]. Figure 4 shows that the LTS-Roe scheme produces
spurious oscillations in both density and internal energy. Further, we observe that the LTS-Roe scheme violates
the entropy condition, while both LTS-HLL and LTS-HLLC schemes produce entropy satisfying solutions. We
note that for this test case, the standard Roe scheme does not lead to an entropy violation because there is
no sonic point across the rarefaction wave. Lindqvist et al. [19] showed how the LTS-Roe scheme can lead to
an entropy violation even if there is no sonic point across the rarefaction wave. Such an LTS-related entropy
violation cannot be fixed with standard entropy fixes developed for the Roe scheme, but it can be fixed by
splitting the rarefaction wave into several expansion shocks [13,15,23,31,41] or by varying the time step [18,19].
Prebeg [29] showed that the LTS-HLL scheme with the wave velocity estimates (6.1) always produces entropy
satisfying solutions.
Last, we investigate the computational times for the LTS-HLL(C) schemes at different Courant numbers and
different grids, see Figure 5. We observe that for any grid, the CPU time decreases as we increase the Courant
number. However, by looking at the CPU time required to reach the same error we observe that the HLL scheme
tends to be more efficient than the LTS-HLL scheme, and that the LTS-HLLC scheme tends to be more efficient
than the HLLC scheme.
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(a) Standard HLL and LTS-HLL scheme
(b) Standard HLLC and LTS-HLLC scheme
Figure 3. Comparison between the standard HLL(C) and the LTS-HLL(C) schemes for the
problem (6.3).
Remark 6.1. The CPU times are obtained with the MATLAB tic-toc function and averaged over a number of
simulations. The computational times in Figure 5 correspond to implementation in the framework (2.5) with the
numerical flux functions evaluated with (3.15) for the LTS-HLL and (4.7) for the LTS-HLLC scheme. We note
that for the LTS-HLL scheme the similar computational efficiency trends are observed for implementations in the
numerical viscosity framework (2.13) with (3.21), and the flux-difference splitting framework (2.14) with (3.27).
Similar computational efficiency trends were reported by Lindqvist and Lund [19] and Prebeg et al. [30].
6.2. Woodward-Colella blast-wave problem
We consider the Woodward-Colella blast-wave problem [40]. The initial data is given by uniform density
ρ(x, 0) = 1, uniform velocity u(x, 0) = 0, and two discontinuities in the pressure:
p(x, 0) =

1000 if 0 < x < 0.1,
0.01 if 0.1 < x < 0.9,
100 if 0.9 < x < 1.
(6.4)
The solution is evaluated at t = 0.038 on a grid with 500 cells. The solution consists of contact discontinuities
at x = 0.6, x = 0.76 and x = 0.8 and shock waves at x = 0.65 and x = 0.87, see [17]. The boundary walls at
x = 0 and x = 1 are modeled as reflective boundary condition. The reference solution was obtained by the Roe
scheme with the superbee wave limiter on the grid with 16 000 cells.
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Figure 4. Comparison between different LTS schemes at C = 3 for problem (6.3).
Figure 5. Computational time vs. error estimate E for density with the LTS-HLL(C) schemes
for the problem (6.3) with 100, 200, 400, 800, 1600 and 3200 cells.
Figure 6 shows the results obtained with the standard HLLC scheme at C = 1 and different LTS methods
at C = 5. We observe that both LTS-Roe and LTS-HLLC schemes are more accurate than the standard HLLC
scheme. Next, we observe that all schemes correctly capture the positions of both shocks and contact discon-
tinuities. As expected, all schemes resolve the shocks much more accurately than the contact discontinuities,
especially the LTS-HLL scheme which introduces very strong diffusion at the contact discontinuities.
Last, we investigate the computational time for the LTS-HLL(C) schemes at different Courant numbers and
different grids, see Figure 7. We observe that for any grid, the CPU time decreases as we increase the Courant
number. For the LTS-HLL scheme, the optimal choice of the Courant number depends on the grid size. The
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Figure 6. Comparison between the standard HLLC and different LTS methods for problem (6.4).
Figure 7. Computational time vs. error estimate E for density with the LTS-HLL(C) schemes
for the problem (6.4) with 100, 200, 400, 800, 1600 and 3200 cells.
LTS-HLLC scheme is always more efficient than the HLLC scheme. The observations made in Remark 6.1 also
apply for Figure 7.
7. Conclusions
Following LeVeque [15], previous works on Large Time Step (LTS) explicit methods have focused on the
LTS-Roe and LTS-Godunov Riemann solvers. Aiming to achieve a more general platform for LTS methods,
we have here formulated LTS versions of the HLL and HLLC approximate Riemann solvers. In particular, we
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have determined the explicit expressions for the flux-difference splitting coefficients and the numerical viscosity
coefficients of the LTS-HLL scheme through our Propositions 3.2 and 3.3.
Through a modified equation analysis, we are able to precisely quantify the numerical diffusion associated
with LTS approximate Riemann solvers. So far, the lack of a controlled mechanism for introducing stabilizing
numerical diffusion has been a drawback for LTS methods [41]. In this respect, our Proposition 5.3 may be of
interest, as it allows for interpreting SL and SR as parameters for smoothly controlling the numerical diffusion
within the TVD region.
We applied the LTS-HLL(C) schemes to one-dimensional test cases for the Euler equations. At moderate
Courant numbers the LTS-HLL scheme leads to increased accuracy of shocks and rarefaction waves compared
to the standard HLL scheme. The stabilizing excessive diffusion on the contact wave is evident. For moderate
Courant numbers, the LTS-HLLC scheme leads to an increased accuracy of shocks, rarefaction waves and
contact discontinuities compared to the standard HLLC scheme. It also shows potential for increased robustness
compared to the previously investigated LTS-Roe scheme [15,19,31]. We observe that for the Einfeldt’s [5] choice
of velocity estimates, both the LTS-HLL and LTS-HLLC schemes calculate entropy satisfying solutions. This is
in agreement with a recent result by Prebeg [29] where the modified equation analysis was used to show that
the LTS-HLL scheme with Einfeldt’s choice of velocity estimates yields entropy satisfying solutions. This is a
notable improvement compared to the existing LTS-Roe scheme for which entropy violations are observed for
even more cases than with the standard Roe scheme [19,23,31]. For moderate Courant numbers, the LTS-HLLC
scheme tends to be more efficient than the standard HLLC scheme in achieving a giving accuracy. For larger
Courant numbers, both the LTS-HLL and LTS-HLLC schemes produced spurious oscillations and the accuracy
decreased.
Further investigations are needed for robust higher order extensions of LTS methods, which were already
considered by LeVeque [16] and Harten [8]. Moreover, conditions for preservation of positivity should be explored
for LTS methods.
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