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1. INTRODUCTION 
Among the standard treatises on classical mechanics, those of Appell 
and Whittaker [6] contain the most extensive lists of problems which 
“soluble by quadrature.” Arnold (3, p. 3991 says that 
[21 
are 
the list of integrable problems at our disposal is not large (one-dimensional 
problems, motion of a point in a central force field, eulerian and lagrangian 
motions of a rigid body, the problem of two fixed centres, and motion along the 
geodesics of an ellipsoid). 
In this paper we add one more item to the list by showing that the 
problem of a particle moving under gravity on an elliptical paraboloid with 
axis vertical is soluble. To show that the system is soluble and to discuss the 
solutions we will use paraboloidal coordinates, which have only a local 
validity. It will therefore be appropriate to use the ideas of Lagrangian 
mechanics as developed in the context of differentiable manifolds. Arnold [3, 
Chap. 31 gives the physical background to this development, while Abraham 
and Marsden [ 1, Sect. 171 give a more careful treatment of the formal 
aspects. In our presentation we shall aim at a level of rigour consistent with 
this modern approach to mechanics and avoid excessive computation by 
using qualitative arguments wherever possible. 
Whittaker [6, pp. 106-1081 discusses this system in the special case in 
which the paraboloid is one of revolution, obtaining the solution in terms of 
elliptic functions. He does not, however, give any qualitative information 
about the behaviour of the solutions. A surprising feature of our results for 
the motion on an elliptical paraboloid is the existence of a family of elliptical 
orbits whose period is constant. 
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2. CHARTS FOR THE PARABOLOID 
Let 0 < a < b and let M be the paraboloid 
m’ M= PEIP3:7+ 
I 
Y(P)’ --2z(P)=O ) b* 
! 
(2.1) 
where x, y, z are the Cartesian coordinate functions on R3. Note that M is a 
submanifold of R3 and the restriction of the map (x, y): R3 + Rz to M as 
domain forms a chart for the whole of M. 
The paraboloidal coordinates of a point P E R3 may be defined as the 
three real roots A(P), p(P), v(P) of the following equation in t: 
4w Y(P)’ a,+j-q-y2z(P)+t=O 
with 
I(P) Q a2 <p(P) < b2 < v(P). 
The existence of these roots may be proved by an argument analogous to 
that given in Appell [2, p. 5381 for the existence of ellipsoidal coordinates. 
By elementary algebra it follows from the above definition that 
x2 = (a’ -A)@ - a2)(v - a2)/(b2 - a*), 
y* = (b* - L)(b* -p)(v - b*)/(b* - a*), 
2z=A+,u+v-a’-b2. 
(24 
(Here we have omitted the argument “P” and hence we regard these 
equations as equations between maps.) Fixing any one of 1, P, v at a 
constant value gives a quadratic surface confocal with the original 
paraboloid M. Diagrams are given in Morse and Feshbach [4, p. 6641, 
whose paraboloidal coordinates are the square roots of ours. 
The paraboloid M is given by 1= 0. We now restrict all coordinate 
systems to this domain and hence get 
x2 = a’@ - a’)(v - a*)/(b* - a*), 
y* = b2(b2 - ,u)(v - b2)/(b2 - a2), 
2z=,u+v-a*-b?, 
(2.3) 
where 
a2 <,u < b2 < v. (2.4) 
505/45/2-3 
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FIG. 1. An ellipse, v = constant. 
From (2.3) it follows that for v > b* 
X2 
2 
a’(pa2) + 4-q = la 
Hence under the chart (x, v): M+ Rz the image of the set of points of M for 
which v is a constant is an ellipse (see Fig. 1). (By labelling an axis with “x” 
for example, we indicate that this is the axis onto which the map x: M + R 
projects.) Putting v = b* gives a segment of the x-axis from which the ellipses 
expand out, becoming circular when v = a2 + b2. 
From (2.3) it similarly follows that for a2 <p < b2 
X2 Y2 
a’() _ a’) - b2(b2 -p) = I’ 
FIG. 2. An hyperbola, p = constant. 
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FIG. 3. A chart for the paraboloid M. 
Hence the image of the set of points of M for which ,B is constant is an 
hyperbola (see Fig. 2). Putting p = a2 gives the y-axis from which the 
hyperbolas expand out and then collapse onto the two segments of the x-axis 
given by p = b*. 
Unfortunately the map 01, v): M + R* is not one-to-one, and hence 
cannot be a chart. To remedy this we define the following open subsets of M, 
U,={PEM:x(P)>Oandy(P)>O}, 
U, = {P E M: x(P) < 0 and y(P) > 0}, 
U, = {P E M: x(P) < 0 and y(P) < 0}, 
U, = {P E M: x(P) > 0 and y(P) < 0 }, 
(2.5) 
each of which consists of the points of M lying above one of the four 
quadrants of the (x, y)-plane. The restriction of (,u, V) to any one of these 
four sets forms a chart for M (see Fig. 3). Note that the points of M with 
x = 0 or y = 0 are excluded from each of the four open sets U, , U,, U,, U,. 
We will study the motion on each of the four sets and then patch the results 
together at the boundaries of the sets by using the globally defined chart 
(x, y): iv-, I?*. 
3. EQUATIONS OF MOTION 
Our notation is as in Abraham and Marsden [ 1, Sect. 171. Thus TM 
denotes the tangent bundle of M and r M: TM-r M is the natural projection. If 
(U, 4) is a chart for M with Q = (ql, q2): U-+ R* then (TU, T#) is a chart for 
TM and we write T# = (ql, q2, 4,) g2). 
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Consider now the mechanical system consisting of a particle of unit mass 
moving on the paraboloid M under a uniform gravitational field of intensity 
g directed vertically downwards. From Arnold [3, p. 851 the Lagrangian L is 
given by 
L=T-V, where T= ;(i’ + j* +i*), V=gz, (3.1) 
and where the functions are to be restricted to the domain TM. 
The position of the particle on M at time t is (r, 0 c)(t), where c: Z-1 TM, 
for some interval Z, satisfies a certain second order differential equation on 
the manifold M. As in Abraham and Marsden [ 1, Sect. 171 this means that 
for each chart (TU, (ql, q2, 4,) d2)) for TM 
oc=o (k= 173 (3.2) 
where the dash denotes the usual differentiation of functions from Z E R to 
R. Since the differential equation is of second order, (t,,, 0 c)’ = c from which 
it can be shown that 
(qk 0 c)’ = gk 0 c (k= 1, 2). (3.3) 
Cartesian coordinates. From (2.1) and (3.1) it follows that 
T=+[i’+)i2+($+~)2]> 
(3.4) 
We now write out the differential equations (3.2) using the chart (x, y, i, j) 
for TM. To simplify notation we denote x o c and y o c by X and jj, respec- 
tively. On use of (3.4) and (3.3) we find after some manipulation that (3.2) 
becomes 
I/[ 
1/r 
(3.5) 
From these equations it is clear that the differential equation for c satisfies 
the criteria for existence and uniqueness of solutions through each point of 
TM. From the energy integral, (T + v) o c = constant, it now follows that we 
can take the domain Z of each solution c to be the whole of R; that is, the 
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flow on TM is complete. Furthermore, this flow has symmetries 
corresponding to those of M and is reversible with respect to time. Other 
obvious properties of the flow are: 
(i) Along each of the x and y axes there is a family of oscillating 
solutions. 
(ii) The origin is the only equilibrium point. 
Paraboloidal coordinates. To obtain more detailed information about the 
solutions we now express T and V in terms of paraboloidal coordinates. We 
regard the map (u, u) as being restricted to one of the sets Vi of Section 2. 
This induces the charts (TU,, oli, vi,r(ii, Si)) for TM, i = 1,2, 3,4. From (3.4) 
and (2.2) (with 1= 0) we find that on each TU, G TM. 
V= $ (vi --&-‘[(a’ + b2)pi -pelf + V: - (a’ + b2)vi]. 
Equations (3.2) are now 
aL ( 1 ’ f3L xoc -- api oc=o, ( 8L ati,- 1 ’ 8L -- hi oc=o. (3.7) 
From (3.6) it follows that these equations are of the separable Liouville type 
described in Whittaker [6, pp. 67-681 and hence are soluble. 
Following the procedure outlined by Whittaker [6, p. 681 we define a 
coordinate transformation (4, w) as follows. 
fj 0 /Q(P) = + jP’IP) r”2 a2 \/(< - a2)(b2 - <) * dr, 
Now set 
vi= l//o vi. 
Equations (3.6) now become 
(3.8) 
(3.9) 
T= f(w-’ 0 vi - #-’ o ~,)(a; + $>, 
~=~(~-‘~~i-(-‘~~~)-‘[(a’+b’))-‘~~~-(~-’o1(~)2 
(3.10) 
+ (w-’ 0 Vi)’ - (a2 + b’)(v-l o vi)]. 
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The Lagrangian equations can then be integrated [6, p. 681 to give 
gy-’ 0 Bj - 9-1 0 &)‘(q*) 
=-h(~-’ 0 hi) + 9g[(#-’ 0 ~j)2 -#-’ 0 ~i(a2 + b2)] + k, 
SF-’ 0 iii - #-’ 0 &.)‘(a;)* 
(3.11) 
= h(y o 17~) - f g[y-’ 0 C,.)’ - y-’ o B,(a2 + b’)] - k, 
where U; and Cl denote u1 o c and ui o c, respectively, while h = (T + V) o c, 
the energy and k are constants for a given solution c. 
NOW reverting back to our charts (TU,, pi, Vi,fii, Iji)) we obtain from 
(3.11) above 
= (Pi - az)(b2 - Fj) 
lui 
-h/7, + fgV: -pi(a2 + b’)) + k] 7 
~ (~j - ~j)‘(~~>’ 
(3.12) 
(V; - a’)(Fi - b2) = 
q 
hv’, - f g($ - q(u2 + b’)) - k 
I 
, 
where p, and VI denote ,ui 0 c and Pi 0 c, respectively. 
From (3.4) it follows that 
h + (3’)’ + (jq’ + xx’ ; w’ 
I (i G) + g ($-+$)I (3.13a) 
while from (3.8) and (2.3) it follows after some calculation that 
k=+‘b’[l+ (-$)2+ ($)‘][g- /(;)2+(;)2/].(3.13b) 
Hence the map c I-P (h, k) maps onto the set (IR ’ U {0}) x I?. 
The process of obtaining (3.12) from (3.7) essentially involves multiplying 
by ,U; and V; which may assume the value zero. Hence these equations are 
not necessarily equivalent o each other but clearly 
@ii, Fj) satisfies (3.7) =z- fjTj, v’i) satisfies (3.12). (3.14) 
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Note that 
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v;-/ii>0 
in view of (2.3), (2.4), and (2.5). 
4. BEHAVIOUR AT BOUNDARIES 
Since the paraboloidal coordinates are not valid on the x and y axes it is 
necessary to establish the behaviour of the solutions at points on these axes 
by using the global Cartesian chart. 
The key results may be expressed intuitively as follows. Firstly if the 
particle moving in the chart domain U, (see (2.5)) approaches any point P 
different from the origin on the common boundary of Vi and Uj (j # i) then 
it must pass through the point P into Vi. Secondly if P is the origin then the 
particle must pass through point P into U,, where 1 k - iI = 2 (i.e., Vi and U, 
are diametrically opposite; see Fig. 3). 
The following lemma states this result more formally. 
LEMMA 4.1. Let P E oi f7 oj, let t, E IR U {a ) and suppose c: R -+ TM 
is a solution of (3.2) with 
7,+j 0 c(t)E vi 
for all t < to suficiently close to t,. If 
','Ijl 7M 0 c(t)=P 
-0 
then 
t<to 
(i) t, < co 
and for all t > t, suficiently close to t, 
(ii) 7, 0 c(t) E Uj ifP# (0, 0, 0), 
(iii) 7, 0 c(t) E U, if P = (0, 0, 0), 
where Ii-kl=2. 
ProoJ By symmetry it is sufficient to consider the case i = 1, j = 2, 
k = 3. Now assume the hypotheses of the lemma: 
(i) Suppose t, = co. Hence in terms of our Cartesian chart 
lim,, (x 0 c)(t) exists. A simple application of the mean value theorem 
sufftces to show that the velocity must approach zero as t approaches 03. 
Thus P is an equilibrium point and so P = (0, 0,O) by Section 3. But 
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(T+ V) o c is constant so it follows from (3.4) that the speed through the 
origin is positive. This contradicts the velocity approaching zero. Hence 
t, < co as required. 
(ii) Now suppose P # (0, 0,O). Then rM o c(t,) = P by (i). As P is on 
the common boundary clearly (x, y)(P) = (0, y(P)). If T(tJ = 0 then the 
solution would have to be an axial oscillation (see Section 3). If X’(t,) > 0 
then by the mean value theorem for all t < t, sufficiently close to t,, f(t) < 0 
which contradicts the hypotheses of the lemma. Thus .?(t,,) < 0 and so by 
the mean value theorem and since y(P) > 0 for all t > to sufficiently close to 
t,, tM 0 c(t) E U, as required. 
(iii) Suppose lim t+to.t<to 7M~4t) = (O,O,O). Thus lim,,,,,,.,(-C J)(t) = 
(090). 
An argument identical to that of (ii) above suffices to show that f’(t,,) < 0 
and jj’(t,) < 0 from which the result follows. 
5. OSCILLATORY BEHAVIOUR 
In this section we will show how the first order differential equations 
(3.12) can be used to study the behaviour of solutions of the original second 
order equations (3.2). Our discussion will take into account the facts that 
Eqs. (3.12) have only a local validity and that the implication (3.14) is not 
reversible. 
For convenience let f: IR/{ 0 } + IR with 
f(r)=4g(r-a2)(b2-r) <‘- a’fb’+$ ,+g 
( ( ) ,i 
< (5.1) 
so that Eqs. (3.12) may be written as 
(~i-&.)*(p;)*5f opi, 
(Vi -pi)‘@;)’ = f 0 Fi. (5.2) 
Recall from Section 3 that h can assume any positive or zero value and k 
any value, by suitable choice of initial conditions. It follows that given any 
real a and /I satisfying a + p > a2 + b*, initial conditions can be found so 
that 
f(t) = 4g(< - a*)@* - r)(t - a)Ga - O/t. (5.3) 
We will use the map 01, V, p, lj): TM + IR* defined in Section 2. From (2.3) 
it can be shown that this map is analytic except at the points of TM for 
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which ,U - v = 0, that is, ,U = v = b*. Given a solution c: IR + TM of (3.2) we 
now put 
@, v; ,I?‘, 7) = (4 v, /i, 3) 0 c 
in accordance with (3.3). 
LEMMA 5.1. If c: R --f TM is a solution of the original equations (3.2) 
then 
(V-/q’(p)’ = f 0 p, 
(iLp)yv”)’ = f 0 F 
(5.4) 
at each t E R with the possible exception of those tfor which p(t) = F(t) = b2. 
Proof: If rM o c(t) E Vi for some i, then (5.4) follows from the 
implication (3.1). 
In the remaining case, r, o c(t) E ui n I!?~ for some i and j and 
(,LI- F)(t) # 0. By Section 4 we can find a sequence of real numbers {I,}~=, 
approaching t such that 
Zw ’ C(t,) E Ui. 
Thus, by the previous case, (5.4) is satisfied at t,. Hence by continuity of the - - map 01, v, p’, V’) noted above, (5.1) is satisfied at t also. 
Results analogous to the following lemma form part of the folklore of 
classical mechanics [5, p. 51 yet it is hard to find completely watertight 
arguments for their validity. The difficulty is that Eqs. (3.8) may admit 
constant solutions (together with solutions obtained by patching onto the 
constant ones) which do not necessarily satisfy the original equations (3.2). 
LEMMA 5.2. Let c: R + TM be a solution of (3.2) for which F-b is 
bounded away from 0. Suppose that f > 0 on (r, s) G (a’, b’), where r and s 
are simple roots ofJ: If p(t,) E (r, s) for some t, E R then p: R -+ IR oscillates 
between r and s. 
In the above lemma we may interchange p and V provided we also replace 
the interval (a*, b2) by (b’, co). 
Proof of lemma. First note that the differential equations (3.5), and 
hence also their solutions, are analytic. The inverse of the transformation 
(2.3) is also analytic at each point for which p# v. Hence the function p is 
analytic. 
Now assume $(t,) > 0 (the argument for the case ,Z(t,) < 0 being 
similar). By using classical arguments [5, p. 51 it can be shown that there is 
a t1 < co such that p(t,) = s and p > 0 on [to, tl). 
178 GRAY,JONES, AND RIMMER 
It now follows that ,U < s on some interval (ti, t2] since, if this were not 
the case, every such interval would contain a point t for which p(t) = s. By 
analyticity, this would imply that fl is constant, contradicting the assumption 
ji’(t,) > 0. 
But now ,Z’(tJ ( 0 and so a similar argument shows that ,U assumes the 
value r after a finite time, and so on. 
6. CLASSIFICATION OF SOLUTIONS 
Four classes of solutions to the original equations (3.2) will now be 
constructed. Each class will be defined in terms of a possible configuration 
for the roots of the function f defined in Section 5. The resulting 
classification is illustrated in Fig. 4. It will be shown later that every solution 
of (3.2) either belongs to one of these classes or is an axial oscillation or the 
equilibrium solution mentioned in Section 3. 
Our procedure for constructing solutions of (3.2) is to first choose 
numbers a > u* and B > b2. Numbers ,0(O) E (a’, b2) and $0) E (b’, a~) can 
then be chosen so that ,Z(O) and v”(O), as calculated from (5.2), are real (see 
Fig. 4). These initial conditions determine a set of solutions to (3.2) (since 
(,u, V) assigns the same value to symmetrically situated points in different 
quadrants). Let c: R + TM be any one of the solutions so determined. This 
solution leads back, via (3.14), to a function f for which the parameters a
and B must have the same values as those from which we started (since by 
(5.2) and (5.3) these parameters are determined uniquely by the initial con- 
ditions). 
The function (ji, J, p’, v”) tells us everying about the solution except the 
quadrant in which it currently lies. This information can easily be obtained 
in any particular case, however, by noting the quadrant in which the solution 
started and then repeatedly using Lemma 4.1 to determine the quadrant into 
which the solution moves as it approaches a boundary. 
Case 1. b2 < a < /3. Let p(0) E (a’, b2) and ir(O) E (a,/3) and then let 
c: R + TM be one of the solutions determined by the above procedure. By 
Lemma 5.2, p oscillates between u2 and b2 while f oscillates between a and 
b. Hence, as it varies, (2, y)(t) cycles around in the region between the two 
ellipses v = a and v = /3 alternately touching one, and then the other. 
Case 2. b2 < s=/3. Let p(O) E (a’, b2) and 40) = a and let c: R + TM 
be one of the solutions so determined. By Lemma 5.2, p oscillates between a2 
and b2. Since F’ is real, (5.2) and Fig. 4 imply that C can assume only the 
value a, and hence must be constant. Thus as t varies, (2, y)(t) describes the 
ellipse v = a. 
An intriguing property of this family of solutions, depending on the 
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Case Graph of f and corresponding typical trajectories 
FIG. 4. Qualitative behaviour. 
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parameter a, is that for a given paraboloid each member of the family has 
the same period. To see this note that by (5.2) and (5.3) 
@f)” = 4g@i - OZ2)(b2 -,Ui)/fii 
and hence the time required for one complete circuit of an ellipse is 
4 b2 
4-i 
P l/2 
g a2 &u - a2)(b2 -,u) dP’ 
which is independent of the parameter a. 
From (5.1) and (5.3) it can be shown that the present case is characterized 
by the condition (h + fg(a2 + b’))’ = 2kg. The constants h and k can be 
found in terms of the initial conditions from (3.13). 
Case 3. a2 < a = b2 < p. A continuity argument based on Case 1 
suggests that the trajectories will meet alternately the ellipse v =/I and the 
endpoint of the segment v = b2 (at which ,D = b2 also). 
This conclusion can be justified by considering Eqs. (5.2) directly. Choose 
,0(O) E (a2, b2) and V(0) E (b’, /I). If V- ,LI were bounded away from 0 then a 
classical argument [5, p. 51 shows that p(t) and $t) reach b2 only as t 
approaches infinity. This contradicts Lemma 4.1. Hence p(t) and F(t) must 
reach b2 simultaneously after finite time. 
Case 4. a2 < a < b2 < /3. Let $0) E (a2,/?) and ij(O) E (b2,p). By 
Lemma 5.2, ,D oscillates between u2 and a while V oscillates between b* and 
/I. Thus x, y)(t) moves in the region bounded by the ellipse v = /I and the 
hyperbolas ,U = a. 
Remaining possibilities. In the above cases, where we have assumed that 
$0) and V(O) are inside an open interval, there remains the possibility that 
either p(0) or V(O) could be chosen to lie at an endpoint of the appropriate 
interval. By uniqueness of solutions to the original differential equations, 
however, it is not possible for fi or ij to stay at the endpoint. Hence for some 
t, > 0 we must have ,ii(tJ and V(t,,) back in the open intervals, thereby 
recovering essentially the situation discussed above. 
Finally, in all the possible configurations of the roots a and /I not included 
in the above cases, it is easy to show that p or f must remain fixed at a2 or 
b2. Hence these cases correspond to axial oscillations or the equilibrium 
solution. 
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