Cortical networks are composed of glutamatergic excitatory projection neurons and local GABAergic inhibitory interneurons that gate signal flow and sculpt network dynamics. Although they represent a minority of the total neocortical neuronal population, GABAergic interneurons are highly heterogeneous, forming functional classes based on their morphological, electrophysiological, and molecular features, as well as connectivity and in vivo patterns of activity. Here we review our current understanding of neocortical interneuron diversity and the properties that distinguish cell types. We then discuss how the involvement of multiple cell types, each with a specific set of cellular properties, plays a crucial role in diversifying and increasing the computational power of a relatively small number of simple circuit motifs forming cortical networks. We illustrate how recent advances in the field have shed light onto the mechanisms by which GABAergic inhibition contributes to network operations.
Introduction
The computations taking place in the cerebral cortex depend on highly interconnected and dynamic microcircuits composed of two broad types of neurons: (1) glutamatergic excitatory neurons, or principal cells (PCs), which propagate signals within and among various stations, and (2) GABAergic inhibitory interneurons (INs), which gate signal flow and sculpt network dynamics. The activity patterns of these INs thus play a critical role in information processing in cortex. To maximize flexibility, the cortex relies on the existence of a large diversity of GABAergic INs, which, as discussed in this review, differ over a large array of parameters (Ascoli et al., 2008) . Anatomically, cortical GABAergic INs show a variety of somatic, dendritic, and axonal morphologies, including the specific subcellular domains targeted by their axons Kubota, 2014; Markram et al., 2004; Somogyi et al., 1998) . IN subtypes also differ in their input and output connectivity with different cell types (both PCs and INs), which determines their circuit affiliation (Beierlein et al., 2003; Gibson et al., 1999; Jiang et al., 2015; Pfeffer et al., 2013) . Electrophysiologically, a plethora of firing patterns have been observed, a consequence of the interplay of membrane cable properties and ion channel composition defining the passive and active membrane biophysical properties among IN subtypes Markram et al., 2004) . In addition, the efficacy, kinetics, and short-term dynamics of synaptic inputs and outputs have been shown to differ among INs (Beierlein et al., 2003; Gupta et al., 2000) . There is also evidence that the synapses of specific IN types are associated with GABA receptors differing in subunit composition, which can affect the kinetics of the GABAergic response (Ali and Thomson, 2008; Freund, 2003) . All these properties affect IN responses to excitatory inputs and their postsynaptic impact onto target cells. Reflecting differential receptor expression, GABAergic IN subtypes also vary in their response to neuromodulators such as acetylcholine (Ach), serotonin (5-HT), noradrenaline, and dopamine, which profoundly affect the function of neocortical circuits and are responsible for dynamic changes associated with different brain states and behavioral contexts (Kawaguchi and Shindou, 1998; . Finally, IN subtypes differ in their expression of molecules such as calcium-binding proteins and neuropeptides (Ascoli et al., 2008; Kawaguchi and Kubota, 1997; Kubota, 2014; Markram et al., 2004) . All these features highlight a large diversity within the GABAergic interneuronal population, and most can have tremendous consequences on cellular and network computations. Although they represent a minority of all cortical neurons (10%-15% in rodents; Meyer et al., 2011) , their local axons ramify extensively. While all GABAergic INs release GABA on their postsynaptic targets, the differences in subcellular targeting domain, connectivity, synaptic kinetics, and intrinsic membrane properties result in highly specific and precise spatiotemporal inhibitory control of the activity of principal neurons and local networks.
The importance of INs has been appreciated since these cells were first described. Based on the observation that the abundance of ''short-axon cells'' increased during evolution, Santiago Ramó n y Cajal concluded that the ''functional superiority of the human brain is intimately bound up with the prodigious abundance and the unusual wealth of forms of the so-called neurons with short axons'' (Defelipe and Jones, 1988) . Over the years, evidence has accumulated suggesting that GABAergic INs have important roles in many cortical functions, including gain control and dynamic range modulation of cortical circuits, sensory feature selectivity, plasticity, temporal precision of pyramidal cell firing, regulation of firing rates and bursting, synchronization and generation of cortical rhythms, and the maintenance of the excitatory and inhibitory balance necessary for the transfer of information while preventing runaway excitation. Consistent with this role, malfunction of inhibitory INs has been associated with the generation of several types of epilepsy (Goldberg and Coulter, 2013) . Moreover, INs have also been implicated in other diseases, including schizophrenia, anxiety disorders, and autism (Lewis, 2014; Marín, 2012 ).
Yet it has been difficult to study cortical INs in the neocortex due to their large diversity and small representation of the total neuronal population. Recently, largely as a result of advances in molecular genetic methods to label, monitor, and manipulate specific IN populations, there has been an explosion in the study of cortical INs. Application of these methods has facilitated the study of the circuits involving INs and the role they play in cortical function in behaving animals. Several reviews have been published in recent years highlighting these new discoveries Roux and Buzsá ki, 2015 ) (see also articles in Fishell and Tamá s, 2014) . There have also been important advances in our understanding of the diversity of GABAergic INs in the neocortex. Although there is still no clear consensus on how many inhibitory cell types there are and how to differentiate them, clear patterns are emerging. In this review, we discuss how the properties of different IN subtypes impact the function of the circuits in which they are embedded, aspects that recent reviews have for the most part not addressed. We first provide an updated understanding of the diversity of INs in the neocortex and cover the anatomical, molecular, and functional properties defining different IN subtypes ( Figure 1 ; Table 1 ). We then discuss how distinct IN subtypes with unique properties integrate into circuits with specific computational impacts. We aim to show how recent research combining in vitro and in vivo preparations with genetic targeting and manipulations is helping shed light onto the division of labor among IN subtypes in neocortex.
IN Diversity in the Neocortex
It is unquestionable that a mechanistic understanding of cortical circuits requires a complete knowledge of the neuronal elements that contribute to these circuits. Due to their diversity, this has been particularly difficult for GABAergic neurons. In fact, an effort to come to a consensus on IN classification in the cerebral cortex that took place a few years ago in Petilla de Aragó n, the birthplace of Ramó n y Cajal, did not succeed in accomplishing 
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Nearly all the INs in neocortex express one of the main three non-overlapping markers: parvalbumin (PV, blue), somatostatin (Sst, red) , and the ionotropic serotonin receptor 5HT3a (5HT3aR, green-yellow). Further subdivisions within each molecular group are revealed by morphological features, cellular and subcellular targeting biases, and expression of other markers, as well as some known anatomical, electrophysiological, and synaptic properties.
this goal. Instead, we produced a document discussing the features that can be a basis for distinguishing among IN subtypes (Ascoli et al., 2008) .
In the hippocampal CA1 region, Somogyi and his colleagues have been successful in implementing an IN classification that starts with morphological features, i.e., somatic location and dendritic and axonal innervation fields (Klausberger and Somogyi, 2008; Somogyi and Klausberger, 2005) . Then, the functional and molecular diversity can be mapped onto the IN classes proposed based on these morphological criteria. The success of this classification scheme depends largely on the simplified laminar architecture of the hippocampus, where axonal location largely defines possible postsynaptic targets of a given IN subtype. However, in the neocortex the intermingling of cell types in most cortical layers and cytoarchitectural differences among neocortical areas have made a parallel effort impractical. In fact, an attempt to produce a systematic classification of neocortical INs based on morphological features alone by a large number of investigators showed that there are too many ambiguities for ''experts'' to agree on the identity of most IN subtypes when strictly relying on morphological data (DeFelipe et al., 2013) . In addition, morphological data has been, for the most part, obtained from brain slices, and therefore, only partial information is generally available (Stepanyants et al., 2009 ).
In the years since the Petilla meeting, the expression of certain molecular markers has emerged as a good starting point for IN classification in the neocortex, at least in rodents. The evidence suggests that expression of these markers can provide an initial platform to start characterizing specific IN subtypes. Furthermore, advances in molecular genetics have allowed the generation of transgenic rodents expressing fluorescent proteins or the enzymes Cre or Flp recombinase under the control of the promoters for the genes encoding these markers, allowing the identification and manipulation of specific groups of INs (Taniguchi et al., 2011) . Morphological and electrophysiological analysis of the INs expressing these markers is beginning to reveal clear patterns, as well as segregation of classes based on developmental origin and connectivity, all of which are together leading to a better understanding of IN subtypes in neocortex. These markers include the calcium-binding protein parvalbumin (PV), the neuropeptide somatostatin (Sst or SOM), and the ionotropic serotonin receptor 5HT3a (5HT3aR). (The abbreviations recommended by the HGNC for the genes encoding these three molecules are Pvalb, Sst, and Htr3a. We use in this review the abbreviations most commonly used in the IN literature.) These three markers are expressed in largely non-overlapping IN populations in neocortex (Lee et al., 2010; Tasic et al., 2016; Zeisel et al., 2015) , and together, the three populations account for nearly 100% of GAD-67 mRNA-expressing neurons in somatosensory cortex (Lee et al., 2010) . Based on these observations, neocortical INs can be divided in three major groups: PV, Sst, and 5HT3aR INs (Figure 1 ). Importantly, INs from each of these groups show strong biases in functionally relevant properties that are either exclusive or not as prominent in other groups (Table 1) , as well as in gene expression patterns Zeisel et al., 2015) , suggesting that this first level of separation is a good starting point for a hierarchical classification scheme.
The observation that PV, Sst, and 5HT3aR account for nearly 100% of the GABAergic neurons in primary somatosensory cortex (S1) suggests that if additional molecular groups that do not overlap with any of these three markers are discovered, they must represent minor populations, which does not imply that they are unimportant. It should be stressed, however, that it is not clear to what extent a given molecular marker is a critical determinant of an IN group, since in most cases there is no clear causal relationship between the expression of a marker and most known functional features of an IN group. Thus, it is possible that INs not expressing any of the three markers could be lumped into one of the groups by the fact that they share other properties with that group. For example, Taniguchi et al. (Taniguchi et al., 2013) found that a significant fraction of chandelier cells, INs typically considered part of the PV group (see below), express PV protein weakly or perhaps not all. Weakly or non-PV-expressing chandelier cells have the same developmental origin as those that express the protein, and it remains to be seen whether they are otherwise different.
The PV and 5HT3aR IN groups can each be subdivided into at least two major, clearly distinct subgroups ( Figure 1 ). The PV group includes the chandelier or axo-axonic cells, which target the axon initial segment of pyramidal cells and the fast-spiking (FS) basket cells, INs that make perisomatic ''basket'' terminals on PCs and INs, the latter being numerically dominant. Overall, PV cells are the largest IN population in the neocortex (Figure 2 ). The 5HT3aR group can be divided into two subgroups based on whether or not a 5HT3aR IN expresses vasointestinal peptide (Vip), which is found in about 40% of all 5HT3aR INs and is not expressed in PV or Sst neurons (Lee et al., 2010) . The IN types shown in Figure 1 are still heterogeneous and include subtypes differing in morphological, electrophysiological, and molecular properties (Table 1) . When such differences are revealed to be physiologically important and thus might define functional subtypes, they can be incorporated into an iterative classification scheme to achieve a more refined and comprehensive picture of IN diversity in the neocortex.
We discuss in the following sections how differences in morphological and electrophysiological features can be used to unravel the diversity present in each group shown in Figure 1 . As we illustrate below, the utility of these parameters depends on IN type. Morphological features, and specifically the organization and anatomical distribution of axonal and dendritic arbors, have the advantage that they are clearly physiologically relevant since they determine the potential input and output targets a given IN subtype might have and should be, in principle, the best parameter to consider next in the iterative classification scheme. On the other hand, while basic electrophysiological features will impact a cell's excitability, it is often unclear which of the various properties extracted by experimentalists are functionally relevant enough to segregate cells as different types within an IN group, in addition to the various experimental conditions used by experimentalists that can affect these parameters (e.g., temperature, solution content, animal age, etc.).
In addition to PV, Sst, 5HT3aR, and Vip, other molecular markers are often used to label and study cortical INs. These include reelin, the Ca 2+ -binding proteins calbindin (here CB but also Calb1) and calretinin (here CR but also Calb2), and the Figure 1 ; Table 1 ). However, if any of them, or other gene products, turn out to be expressed in a functionally interesting subpopulation of any of the major groups of INs, they could become a useful tool to label and manipulate specific subgroups using intersectional genetics (Fenno et al., 2014; Huang, 2014) . In addition, recent technical advances in single-cell mRNA-sequencing methods are now enabling unbiased, high-resolution transcriptomic analysis of individual neurons (Cadwell et al., 2016; Fuzik et al., 2016; Tasic et al., 2016; Zeisel et al., 2015) . While traditional methods are limited by the need to average across a large population, the single-cell mRNA profiling provides a powerful approach to characterize and classify neurons at the singlecell level. This approach opens up the possibility to identify new subpopulations of cells. One of the challenges in the single-cell RNA sequencing is the high level of variation due to the low efficiency of capturing each cell's transcript complement. Thus, it remains to be addressed whether this noise limitation in the single-cell approach will obscure the identification of subpopulations. More importantly, it remains to be seen how the transcriptomic data from a single cell can be combined with and compared to other information that contributes to identify the cell (Cadwell et al., 2016; Fuzik et al., 2016) . Furthermore, molecular subpopulations could represent different states or developmental histories of the same cell type, and their subdivision may not be of interest from the functional point of view. Nevertheless, the approach provides a great opportunity to identify new genes to better target subpopulations of INs. However, given the relatively young age of this field and that the functional significance of the newly proposed subtypes needs to be established, we will not cover here this new ground in detail.
PV INs
The PV group includes the FS basket and chandelier cells ( Figure 1 ; Table 1 ). Chandelier INs, also known as axo-axonic neurons, are the most recognizable INs in terms of morphology (DeFelipe et al., 2013) due to the unique candlestick-like synaptic terminal arrays they form to specifically target the axon initial segment of pyramidal cells. In contrast, the much more numerous basket cells make perisomatic ''basket'' terminals on the soma and proximal dendrites of PCs and INs. By producing hyperpolarizing and/or shunting inhibition (Fishell and Rudy, 2011) close to the site of action potential generation, both types powerfully influence the output of their target neurons. A third type of PV cells, not shown in Figure 1 , is the ''multipolar bursting cells'' (Blatow et al., 2003; Caputi et al., 2009 ). These neurons, found mainly in upper L2, differ from FS multipolar basket cells in their morphological and electrophysiological properties. This IN type has not been studied extensively, and no further information on these cells beyond the initial description has appeared. PV basket cell subtypes have been shown to be associated with diverse dendritic and axonal arborization territories (Freund et al., 1983; Kisvá rday, 1992; Kisvá rday et al., 1985; Markram et al., 2004; Martin et al., 1983; Somogyi et al., 1983; Thomson and Lamy, 2007; Wang et al., 2002) (Table 1) . Furthermore, laminar and columnar biases in axonal and dendritic arbors and connectivity have been observed to correlate with somatic laminar location (Bortone et al., 2014; Buchanan et al., 2012; Jiang et al., 2015; Kisvá rday, 1992; Markram et al., 2004; Packer and Yuste, 2011; Thomson and Lamy, 2007) . Some cortical layers (L4 in S1) contain mostly PV basket cells with largely local axon, while others (e.g., L5), in addition to PV basket cells with largely local axon, have PV basket cells with local and translaminar axons. Since basket cells make perisomatic synapses, local cells will inhibit mainly local populations, while translaminar cells provide a means for interlaminar interactions via inhibition. In addition, some PV basket cells (particularly in supragranular and infragranular layers, but not in L4) have axons that span several columns, suggesting that in addition to providing inhibition to the column where they are located, they can influence neighboring columns. This is also true for some Sst-expressing Martinotti cells and elongated neurogliaform cells, as described below. In some cases, association between morphological subtypes, synaptic properties, and in vivo activity has been reported. For example, the complexity and extent of the dendritic arbor of supragranular PV INs in visual cortex correlate with their selectivity to visual stimuli (Runyan and Sur, 2013) . In infragranular layers, it has been shown that PV cells with translaminar axons had excitatory inputs exhibiting less depression than locally projecting PV basket cells. This was due to expression of presynaptic NMDA receptors in glutamatergic axons contacting translaminar, but not locally projecting, PV INs (Buchanan et al., 2012) , which likely participates in making them more responsive to local pyramidal cell inputs (Bortone et al., 2014) . This implies that PCs differentiate these PV basket cells as different subtypes. In the hippocampus, it has recently been shown that somatic laminar position and/or dendritic fields of PV-expressing bistratified, axo-axonic, and basket cells further segregate each class functionally during ripple events (Varga et al., 2014) . Altogether, these studies illustrate that morphologically distinct PV basket INs, even from the same cortical layer, can exhibit functional differences.
As a whole, PV FS basket cells are the largest population of INs in the neocortex (Figure 2) , and until recently they were the most studied IN population due to their number and very stereotypical fast and non-adapting firing pattern. Collectively, studies of their intrinsic properties have shown that PV basket cells have a remarkable array of molecular and cellular specializations to ensure that they produce a fast, reliable, strong, and temporally precise inhibition on their target cells (reviewed in . The speed and precision of FS basket cell signaling are impressive. The delay between the peak of an action potential in an FS basket cell soma and the start of the unitary inhibitory postsynaptic current (uIPSC) in a postsynaptic pyramidal cell is, on average, 0.7 ms (at $31 C) and the jitter between different responses 0.19 ms (Rossignol et al., 2013) . On the other hand, the latency of disynaptic inhibition, which will include the latency in exciting the PV cell, is less than 2 ms (Miles, 1990; Pouille and Scanziani, 2001 ). These specializations allow FS basket cells to function as coincidence detectors and impose this function onto their postsynaptic targets (see Box 1).
Axo-axonic or chandelier cells are also considered fast spiking, although some differences in intrinsic electrophysiological properties with PV basket cells have been reported (Woodruff et al., 2009 ). However, much less is known about chandelier cells, and it is not clear to what extent the features of speed and precision of FS basket cells described in Box 1 also apply to chandelier cells. In addition, some reports have found different excitatory input sources and in vivo responses between PV FS basket and chandelier INs (Massi et al., 2012; Xu and Callaway, 2009; Zhu et al., 2004) .
The lack until now of a specific marker for chandelier cells has hampered a systematic analysis. However, alternative genetic strategies have improved the targeting of this cell type Woodruff et al., 2009) . Chandelier cells are particularly specialized regarding their postsynaptic target. All postsynaptic boutons of chandelier INs have been reported to target exclusively the axon initial segment of pyramidal cells (Howard et al., 2005) , an observation confirmed by many authors (however, this notion has recently been challenged based on paired recordings; see Jiang et al., 2015) . This is by far the highest level of target specificity ever to be reported concerning Neuron IN type and connectivity. Chandelier cells have recently generated additional attention as a result of the discovery that in neocortex, GABAergic synapses in the axon initial segment have a depolarized reversal potential compared to those innervating the somatic domain due to a higher intracellular chloride concentration at the axon initial segment (Szabadics et al., 2006) . Consequently, axo-axonic cells may excite rather than inhibit their postsynaptic pyramidal cells (Szabadics et al., 2006) . However, this remains controversial (Glickfeld et al., 2009; Wang et al., 2014) . It is not clear if depolarizing with a reversal potential still below threshold has predominantly an excitatory or shunting effect and will require further investigation, but it has been recently suggested that this depends on the excitatory state of the postsynaptic cell (Woodruff et al., 2011) .
Sst INs
In contrast to PV INs, Sst INs are dendritic targeting (DennisonCavanagh et al., 1993; de Lima and Morrison, 1989; Kubota, 1996, 1997; Wang et al., 2004) , a feature that has important functional consequences (discussed in the IN The biophysical and molecular specializations responsible for the speed and precision of FS cell function cover the entire cell, from the excitatory synapses an FS basket cell receives in its dendrites, all the way through its axon and presynaptic terminals.
1. Specializations promoting fast excitation of PV FS cells. Fast EPSPs ensure rapid and reliable excitation of FS cells and limit EPSP summation to near-synchronous inputs, promoting coincidence detection and facilitating compartmentalization of distinct input streams. d Fast Ca 2+ permeable AMPA receptors containing GluR1flip subunits and lacking GluR2 subunits (Geiger et al., 1995; Hull et al., 2009 ). d Low input resistance and very fast time constant, perhaps due in part to the developmentally regulated expression of TASK-3 leak K + channels (Goldberg et al., 2011; Okaty et al., 2009 , enhancing FS cell's ability to detect temporally coincident inputs and promote fast, reliable, and temporally precise EPSP action potential conversion Fricker and Miles, 2000) .
2. Specializations responsible for the generation of spikes with short latency and the ability to discharge very brief action potentials repetitively at very high frequencies with little adaptation during sustained stimulation, d Sub-threshold-operating Kv1 channels at the axon initial segment of FS basket cells filter slowly rising depolarizing events, which activate these channels and suppress spike initiation (Goldberg et al., 2008) . Therefore, FS cells are preferentially driven by large, quickly rising inputs that initiate spikes with short latency. d Expression of high levels of voltage-gated K + channels with a depolarized activation voltage and fast deactivation rates of the Kv3 subfamily; channels specialized for rapid repolarization with little interference during the inter-spike interval. Kv3 channels also contribute to the generation of a large and fast AHP that facilitates the recovery of Na + channels from inactivation (Erisir et al., 1999; Rudy and McBain, 2001; Rudy et al., 1999) . d Voltage-gated Na + channels with slower inactivation and faster recovery likely enable constant Na + channel availability during spike trains and prevent spike frequency adaptation and spike threshold accommodation (Martina and Jonas, 1997) .
3. Specializations producing fast and reliable action potential propagation in FS cell axons and terminals, including the ability to transmit the high-frequency firing generated in the proximal axon and contributing to fast and synchronous transmitter release. d FS cell axons contain an excessively high density of Na + channels and prominent expression of Kv3 channels . The high Na + channel density compensates for the unfavorable morphological properties of PV basket cell axons (small diameter, extensive branching, and high bouton density) and increases conduction velocity, reducing the delay between action potential initiation and uIPSC onset in postsynaptic cells. d Kv3 channels are also present in the synaptic terminals of FS cells (Goldberg et al., 2005) . Brief spikes in the axon and terminals contribute to fast and synchronous transmitter release .
4. Specializations that produce fast, efficient, reliable, and temporally precise transmitter release. d Output synapses rely exclusively on P/Q-type Ca 2+ channels (Bucurenciu et al., 2008 (Bucurenciu et al., , 2010 Martina and Jonas, 1997; Zaitsev et al., 2007) , which have faster kinetics (Li et al., 2007) and mediate nanodomain coupling between Ca 2+ influx and neurotransmitter release (Bucurenciu et al., 2008; Eggermann et al., 2011) .
Circuits section). Sst INs also differ drastically from other INs in the dynamics of their excitatory inputs ( Figure 1 ; Table 1 ). Most INs have strongly or moderately depressing excitatory synapses. In stark contrast, excitatory inputs onto Sst INs, apparently regardless of subtypes, are strongly facilitating (Beierlein et al., 2003; Kapfer et al., 2007; Pouille and Scanziani, 2004; Silberberg and Markram, 2007; Thomson, 2003; Xu et al., 2013) . This is a property determined by the postsynaptic cell, since the same excitatory axon has depressing synapses on a PV cell and facilitating onto an Sst IN (Buchanan et al., 2012; Reyes et al., 1998; Scanziani et al., 1998) . Experiments in the hippocampus have shown that this unusual behavior is the result of the expression on Sst INs of the extracellular leucine-rich repeat fibronectin-containing 1 (Elfn1) protein, which regulates the release probability of the presynaptic terminal (Sylwestrak and Ghosh, 2012) . It remains to be investigated whether the same or related proteins are responsible for the low release probability of excitatory synapses on Sst cells in the neocortex. As a result of the facilitating dynamics of their excitatory synapses, and other membrane properties of Sst INs that allow excitatory postsynaptic potential (EPSP) summation (Table 1) , excitatory inputs onto these cells produce supralinear responses. While PV INs require the synchronous firing of many presynaptic cells to fire due to their strongly depressing excitatory synapses and fast membrane time constant, the facilitation onto Sst INs enables even a single high-frequency burst from one presynaptic cell to recruit Sst INs and produce feedback inhibition (Kapfer et al., 2007; Silberberg and Markram, 2007) (see IN Circuits) . Another feature of Sst INs is a muscarinic-mediated depolarization. In response to bath-applied agonists, the depolarization is strong enough that it is capable of producing prolonged spiking (Beierlein et al., 2000; Fanselow et al., 2008; Kawaguchi, 1997; Xu et al., 2013) .
There is increasing evidence that Sst INs constitute a diverse group including cells that differ in morphological, electrophysiological, and molecular properties (Table 1) . Despite these differences, all Sst INs seem to have facilitating excitatory inputs and a muscarinic-mediated depolarization (Beierlein et al., 2003; Kapfer et al., 2007; Silberberg and Markram, 2007; Xu et al., 2013) . Based on morphology, we can segregate Sst INs into two broad subgroups, Martinotti and non-Martinotti cells. In this review, we broadly define Martinotti cells as Sst-expressing INs with a plexus of axon in L1, where it is known to target the tuft dendrites of pyramidal cells, including making synapses on spines (Chiu et al., 2013; Kawaguchi and Kubota, 1996; Wang et al., 2004) . Non-Martinotti cells are here referred to as Sst INs lacking a significant axonal plexus in L1, despite sharing many of the properties of Martinotti cells (see Table 1 ). We argue that this distinction is important since the cells we define as non-Martinotti (or non-L1-targeting) will clearly synapse onto different subcellular compartments or cell types and therefore will have a different impact on cellular and network computations than Martinotti cells (see below).
Martinotti cells are mainly present in L2/3 and L5/6 ( Figures  1 and 2 ). In addition to arborizing in L1, a significant proportion of their axonal arbor, presumably contacting the basal dendrites of other neurons, is present in the layer where the soma is located. It seems that the vast majority of the Sst INs in supragranular layers and a significant fraction of those in infragranular layers are Martinotti cells. In contrast, the axon of most Sst INs in L4 of S1 largely remains within this layer; some of them additionally project to L2/3 (Ma et al., 2006; Xu et al., 2013) . Moreover, L4 non-Martinotti Sst INs have several intrinsic electrophysiological properties that differ from those of the Martinotti cells in supra-and infragranular layers (see Figure 1 ; Table 1 ; Ma et al., 2006; Xu et al., 2013) . Interestingly, L4 non-Martinotti INs also differ from Martinotti INs in terms of connectivity. While L2/3 Sst cells predominantly inhibit pyramidal neurons, L4 Sst INs predominantly target local PV INs and thus may produce disinhibition of L4 PCs (Xu et al., 2013 ) (see section on Disinhibition). However, it remains unclear whether the granular layer of other cortical areas contains Sst INs resembling those in S1. The morphological features of L4 non-Martinotti Sst INs are qualitatively very similar to L4 PV basket cells. However, synaptic dynamics, connectivity, and electrophysiological properties, in addition to marker expression, clearly show that they are a functionally distinct IN subtype.
L5 of S1 seems to contain a yet undetermined but significant proportion of non-L1-targeting Sst cells (Ma et al., 2006; Tan et al., 2008) . The axons of infragranular nonMartinotti INs target mainly L4, but it is not known whether they also preferentially innervate PV cells, like L4 Sst INs do. In addition to these types, a few Sst cells in deep layers express nNOS (neuronal nitric oxide synthase) and are thought to have long-range projecting axons (Tamamaki and Tomioka, 2010 ) (see below).
It is not well established at present how other reported differences among Sst INs fit into this morphological classification. For example, L5 Sst INs have often been found to have a lowthreshold spiking (LTS) firing pattern Ma et al., 2006) . Although the term LTS has often been applied more broadly to Sst INs in general, the presence of rebound spikes from hyperpolarized potentials appears to be present more specifically in a subset of infragranular Martinotti cells, some of which are labeled with GFP in the transgenic X98 mouse line (Ma et al., 2006) . Non-LTS Sst INs in L2/3 and L5 show regular spiking or burst-spiking discharge patterns. On the other hand, L4 and L5 non-Martinotti Sst INs typically have lower input resistance and brief spikes, and fire at higher frequencies, resembling FS basket cells, but show much stronger firing frequency adaptation than FS cells (Fanselow et al., 2008; Ma et al., 2006; Xu et al., 2013) . The physiological significance of these differences in firing pattern is not yet clear, but they suggest a correlation between morphological subtype and electrophysiological properties.
Sst INs also display molecular heterogeneity. About 15%-30% of the Sst INs in mouse neocortex express CR. Although so far only minor electrophysiological or morphological differences between CR+ and CRÀ Sst INs have been identified, distinct excitatory input patterns have been found (Xu and Callaway, 2009; Xu et al., 2006) . Several other molecules are also expressed in subpopulations of Sst INs (see Table 1 ). The relationship between molecular expression and morphological or electrophysiological diversity is not yet clear. However, recent transcriptional analysis of single cells suggests that Sst INs comprise genetically discrete subtypes . As we discussed for PV cells, some of the molecules expressed by subpopulations of Sst INs are clearly important physiologically. For instance, a small subpopulation of Sst neurons in prefrontal cortex expresses oxytocin receptors, and this expression is critical to the modulation of sociosexual behavior by this hormone (Nakajima et al., 2014) . 5HT3aR INs 5HT3aR INs represent $30% of all neocortical INs and are thought to be more heterogeneous than the PV and Sst groups. However, all 5HT3aR INs express functional 5HT3a and nicotinic receptors (Lee et al., 2010) . They are enriched in supragranular layers, where they represent the largest IN population ( Figure 2 ). As mentioned previously, the 5HT3aR group can be divided into two subgroups based on the expression of the neuropeptide Vip ( Figure 1 ). All neurons in L1 are GABAergic INs, and most belong to the 5HT3aR group and are largely non-Vip expressing. This layer contains the distal dendritic tufts of pyramidal cells, as well as intracortical axons from local PCs, long-range inputs from other areas, and corticopetal axons from high-order thalamic nuclei and neuromodulatory centers. There is a great interest in this layer because of its presumed associative role in top-down regulation of cortical processing as a result of the presence of projections from high-order structures (Larkum, 2013) . Based on their supragranular location, it has been suggested that 5HT3aR INs might be important mediators of such operations, a hypothesis supported by recent observations, as we will discuss further in this review.
Vip INs
Vip neurons represent about 40% of 5HT3aR INs in barrel cortex. They are present mainly in L2/3 but can be found in all layers ( Figure 2 ). The large majority of Vip INs have a vertically oriented, bipolar-like dendritic morphology, the remaining being multipolar (Bayraktar et al., 2000; Prö nneke et al., 2015) . Dendritic trees of most bipolar Vip INs tend to be narrow and cross several layers in either direction and thus can sample translaminar inputs in several layers restricted to one column. Although the number of Vip INs in L1 is low, the dendrites of Vip INs in L2/3 extend fully through L1, reaching close to the pial surface, where they can be targeted by the many intracortical and subcortical projections to this layer. Consistent with their translaminar dendrites, L2/3 bipolar INs have been shown to receive inputs from several layers, which was less common for most other cell types studied (Xu and Callaway, 2009 ). Subtle differences among Vip INs with vertically oriented dendrites have been described. Some are bitufted, while others are single tufted, bipolar, or tripolar (Bayraktar et al., 2000; Cauli et al., 2014) . However, it is not clear that these differences in dendritic morphology are physiologically significant since they tend to sample similar intracolumnar and translaminar sectors. Here, we will use the term ''bipolar'' to denote all Vip INs with vertically oriented dentritic arbor. The axon of L2/3 Vip INs is also directed vertically, in a narrow columnar fashion, where their axonal projections often reach L4 and L5/6, in addition to their local axonal arbor (Bayraktar et al., 2000; Porter et al., 1998; Prö nneke et al., 2015) . These axonal features are reminiscent of what has been described as ''horsetail'' and double-bouquet cells in primates (DeFelipe et al., 2006) . Therefore, the direct influence of L2/3 bipolar Vip INs is likely to be vertically broad and laterally restricted. Interestingly, it has been observed that bipolar Vip INs in deeper layers follow different trends in their dendritic and axonal fields. L2/3 Vip INs had their dendrites largely restricted to supragranular layers and their axon extending to both supra-and infragranular layers. In contrast, Vip INs in deeper layers had dendrites spanning both supra-and infragranular layers, but had their axons restricted to L5/6 (Kawaguchi and Kubota, 1996; Prö nneke et al., 2015) . Multipolar Vip INs include Vip INs expressing Cck (see below) and a group of L6 multipolar Vip cells with an intralaminar axon spanning laterally (Bayraktar et al., 2000; Prö nneke et al., 2015) .
Subpopulations of Vip neurons express molecular markers that may help in subdividing this group of INs (see Table 1 ) (Cauli et al., 2014; Fé ré zou et al., 2007; Taki et al., 2000) . About 10%-30% of Vip INs express Cck and about 50%-70% of Vip INs express CR. In addition, CR and Cck are largely non-overlapping in Vip cells. Vip CR+ INs behave differently than Vip CRÀ neurons in terms of the role of activity in their migration and maturation during development (De Marco García et al., 2011) , suggesting that CR could be a useful marker to differentiate between Vip IN subpopulations. In fact, using intersectional Vip flp 3 CR cre mice, He et al. (M. He et al., 2015, Soc. Neurosci., abstract) found that Vip/CR cells were significantly enriched in irregular-spiking (IS) bipolar neurons. Some Vip INs also express the acetylcholine synthetizing enzyme choline acetyltransferase (ChAT). ChAT-expressing INs appear to be IS and CR+, and have ''bipolar'' dendritic morphology (Cauli et al., 2014; Porter et al., 1998) . However, the cholinergic nature of these neurons is not clear. In fact, in mouse and humans the vesicular acetylcholine transporter is not expressed in ChAT INs (Cauli et al., 2014) . It is therefore unclear whether ChAT expression in Vip neurons is of functional significance. In contrast to Vip CR INs, Cck-expressing Vip INs tend to exhibit multipolar or bitufted dendrites, although bipolar cells can also be found (Freund et al., 1986; Kubota and Kawaguchi, 1997) . These neurons have small soma and are largely found in L2, although they are also present in other layers. These INs likely correspond to what has been referred to as small Cck basket cells, which, in contrast to the typical vertically oriented translaminar axonal arbor of the Vip bipolar cells, have a rather local axonal arbor (Freund et al., 1986; Kawaguchi and Kubota, 1996; Kubota, 2014; Wang et al., 2002) . At least a portion of Vip INs seem to form perisomatic basket terminals on their postsynaptic targets. Vip-containing boutons have been found on both PCs and INs (Dá vid et al., 2007; Freund et al., 1986; Hioki et al., 2013; Kawaguchi and Kubota, 1996; Peters, 1990; Staiger et al., 2004) . However, it is not clear if small basket cells expressing both Vip and Cck are the only source of these boutons. As we will discuss in the disinhibition section, as a population, Vip neurons preferentially form synapses onto Sst neurons. This seems to be particularly true for the Vip bipolar (CR+) cells (Caputi et al., 2009; Jiang et al., 2015) , which are the majority of the Vip cells. It is doubtful that Cck-expressing Vip INs exhibit the same connectivity pattern.
Perhaps the most salient intrinsic electrophysiological feature of Vip INs is their relatively high input resistance, higher than most cortical neurons (Table 1) , a property that makes Vip neurons particularly sensitive to excitatory inputs. For instance, although thalamic stimulation in thalamocortical slices produces weak excitatory synaptic currents on Vip INs in L4 and deep L3, these can produce substantial depolarization due to their high input resistance (Lee et al., 2010) .
Vip INs have often been described as having an IS firing pattern in response to depolarizing steps (Cauli et al., 2000; Lee et al., 2010; Porter et al., 1998) . IS INs are characterized by an initial burst of action potentials followed by intermittent action potentials at an irregular frequency. The IS property is seen mainly at near-threshold depolarizations, and is replaced by a regular adapting firing pattern during larger depolarizations. Porter et al. (1998) found that low concentrations of 4-AP, as well as DTX-I and DTX-K, convert the IS firing pattern to a more regular discharge pattern, suggesting that a Kv1-mediated, I D -like K + current contributes to IS. IS might be seen often in Vip cells as a result of their high input resistance, which increases the possibility that noise, an intrinsic subthreshold oscillation, or a small synaptic input will produce sufficient depolarization to reach spike threshold. The intermittent spikes observed during the train may represent spikes that escape the adaptation produced by the I D -like K + current. In addition to IS, bursting and strongly adapting Vip cells have been reported (Cauli et al., 2000; Kawaguchi and Kubota, 1996; Lee et al., 2010; Porter et al., 1998; Prö nneke et al., 2015 (Porter et al., 1998; Rozov et al., 2001 ). However, Caputi et al. (Caputi et al., 2009) Lee et al., 2010) , in addition to showing nicotinic acetylcholine responses, suggesting that activity in neuromodulatory centers, such as raphe and basal forebrain neurons, could rapidly activate these INs. Anatomical, pharmacological, and optogenetic evidence support this view (Acsá dy et al., 1993; Arroyo et al., 2012; Choi and Callaway, 2011; Fé ré zou et al., 2002; Lee et al., 2010) . It has been reported that Vip-expressing bipolar neurons are also depolarized by muscarinic agonists (Kawaguchi, 1997) ; however, this has not been extensively studied. (Table 1) . Neurogliaform Cells NGFCs, called spiderweb cells by Cajal, have a characteristic multipolar morphology consisting of a small, round soma from which multiple, very short dendrites spread radially in all directions and have a wider, spherical, very dense axonal plexus composed of fine branches Kubota, 2014; Olá h et al., 2007) . NGFCs have been described in all layers but might be more prevalent in supragranular layers and are a major component of L1. The neurogliaform morphology has often been associated with a late-spiking (LS) firing pattern, characterized by a slow ramp depolarization preceding firing and non-adapting spike trains near threshold (Hestrin and Armstrong, 1996; Kawaguchi, 1995; Kubota et al., 2011a; Olá h et al., 2009; Tamá s et al., 2003) . During larger suprathreshold depolarizations, the cells fire adapting spike trains Tamá s et al., 2003) . In fact, although the neurogliaform definition is an anatomical one, often reports of NGFC properties have not relied on anatomical identification, likely because of limitations related to morphological recovery of the thin axon of these cells. Instead, many studies have simply assumed the LS discharge pattern to be a bona fide indicator of a NGFC. However, although a strong trend, this has been shown to not always be the case (Jiang et al., 2015) . NGFC morphology and/or LS firing pattern have been associated with some markers, although none are thought to exclusively target this cell type specifically (Table 1) .
In L1, a large proportion of INs with neurogliaform-type morphology have been reported to have a horizontal axonal arbor that extends for longer horizontal distances than classical NGFCs, perhaps spanning several columns and largely remaining within the same layer (Hestrin and Armstrong, 1996; Jiang et al., 2013 Jiang et al., , 2015 Kubota et al., 2011b; Zhou and Hablitz, 1996) . Sometimes called ''elongated neurogliaform cells'' (Jiang et al., 2013 (Jiang et al., , 2015 , this subtype of NGFC resembles typical ''spherical'' NGFCs not only in having a very dense axonal arbor surrounding a short multipolar dendritic tree, but also in having seemingly similar intrinsic and functional properties, including a frequent LS firing pattern, an apparent lack of spike frequency adaptation at threshold, and mediating GABAB responses in connected postsynaptic targets (Cruikshank et al., 2012; Hestrin and Armstrong, 1996; Jiang et al., 2013; Wozny and Williams, 2011) .
The properties of the output synapses of NGFCs are very distinct from those of other INs. NGFCs elicit slow, long-lasting inhibitory postsynaptic potentials (IPSPs) on PCs and other INs through a combined activation of both GABAA and GABAB receptors (Olá h et al., 2007; Tamá s et al., 2003) . GABAA responses from NGFCs exhibit unusually slow kinetics as compared to other INs, with a decay time constant in the order of tens of milliseconds (Price et al., 2008; Szabadics et al., 2007; Tamá s et al., 2003) . In addition, NGFCs are the only INs that have been shown so far to elicit unitary GABAB responses following a single action potential (Price et al., 2005 (Price et al., , 2008 Tamá s et al., 2003) . GABAB receptors display high affinity for GABA, slow G-protein-coupled-mediated signaling, and a predominantly extrasynaptic localization (Gonzalez-Burgos, 2010) . Repetitive firing of individual cells or concerted action of several INs is thought to produce sufficient extracellular accumulation of GABA to activate extrasynaptic receptors (Kim et al., 1997; Mody et al., 1994; Scanziani, 2000; Thomson and Destexhe, 1999; Thomson et al., 1996) . For example, a single FS IN in auditory cortex can produce GABAB responses on connected PCs when stimulated at 80 Hz (Oswald et al., 2009) is inconsistent with the observation that repetitive or strong presynaptic activation is often necessary to recruit GABAB responses. The structure of NGFC axon and synapses is thought to explain their unusual output responses. NGFC synapses show small junctional area and are believed to have a relatively large cleft distance , which could increase the diffusion of GABA to reach extrasynaptic receptors. In addition, NGFC axons show high release-site density, many of which are apparently not associated with synapses and may thus mediate volume transmission of GABA (Olá h et al., 2009 ). These factors are thought to produce increased GABA spillover at NGFC synapses, resulting in extrasynaptic activation of GABAB receptors as well as d-subunit-containing GABAA receptors responsible for tonic inhibition . The slow GABAA response is thought to be the result of the GABA transient produced by NGFCs as a result of the structural specializations of their synapse. NGFC synapses thus seem specialized for sparse temporal operation and tuned for longlasting ionotropic and metabotropic effects.
NGFCs have a high probability of connection to all neighboring neurons (Jiang et al., 2015; Olá h et al., 2009 ). These observations are consistent with the idea that NGFCs mediate volume transmission of GABA (Olá h et al., 2009 ). On the other hand, electron microscopy data showed synaptic contacts from NGFCs on dendrites and spines and only very few on soma Kisvá rday et al., 1990; Tamá s et al., 2003) , suggesting that NGFCs also produce synaptic GABA release, and that this produces dendritic inhibition. Furthermore, the GABA released to the extracellular fluid from local NGFCs could bind to GABA receptors in dendrites and also produce dendritic inhibition. L1 NGFCs are connected to L2/3 and L5 PCs (Jiang et al., 2015; Wozny and Williams, 2011) . Since their axon is largely restricted to L1, the ''connection'' must occur on the tuft dendrites of the pyramidal cells. Together, these data suggest that along with Sst INs, NGFCs are a major group of dendritic-targeting INs. Cck Basket Cells Other 5HT3aR INs include the non-Vip-expressing, Cck-expressing basket cells. Neocortical Cck non-Vip basket cells differ from those expressing Vip in a number of parameters. First, they have been mostly associated with the large basket cell morphology, having larger somata and dendritic and axonal span than Vip-and Cck-expressing small basket INs (Galarreta et al., 2004; Karube et al., 2004; Kawaguchi and Kubota, 1997; Kubota, 2014; Kubota and Kawaguchi, 1997; Wang et al., 2002) . In addition, INs expressing Cck with large somata also express CB1 cannabinoid receptors and sometimes Vglut3. On the other hand, it is still unclear whether Vip INs expressing Cck express CB1 receptors (Bodor et al., 2005; Galarreta et al., 2004; Somogyi et al., 2004; Tasic et al., 2016) . Cck large basket cells are INs with interesting functional properties and responses to modulators that are likely to contribute to their influence in neocortical networks. Like PV basket cells, these INs provide perisomatic inhibition to PCs. They have been studied in the hippocampus and neocortex, where their properties have been contrasted with those of PV FS basket cells (Freund and Katona, 2007; Glickfeld and Scanziani, 2006; Klausberger et al., 2005) . These studies have suggested that while PV basket cells, which are efficiently and faithfully driven by local PCs, operate as ''clockworks'' controlling spike timing and the precision of cortical network oscillations, the activity of Cck INs depends on subcortical inputs that carry information about ''mood'' and the autonomic state of the animal (Freund and Katona, 2007) . This hypothesis is based on the fact that in contrast to PV cells, Cck INs express 5-HT3 serotonin receptors and a7 and a4 nicotinic receptors postsynaptically, and CB1 cannabinoid receptors presynaptically. Activation of the CB1 receptors by cannabinoids inhibits GABA release and mediates a phenomenon known as depolarization-induced synaptic inhibition (DSI), in which endocannabinoids generated in postsynaptic cells in response to depolarization suppress the inhibition mediated by the presynaptic cells. In addition, Cck basket cells release Cck, which has anxiogenic effects, and influence their targets via GABAA receptors enriched in a2 subunits that are known to mediate the anxiolytic effects of benzodiazepines (Freund and Katona, 2007) . Furthermore, in contrast to PV basket cells, Cck basket cells release GABA asynchronously and can thus produce long-lasting inhibition (Hefft and Jonas, 2005) . In the hippocampus, there are dendritic-targeting, Cck-expressing INs in addition to Cck basket cells (Cope et al., 2002 (Amitai et al., 2002; Galarreta and Hestrin, 1999; Gibson et al., 1999; Hestrin and Galarreta, 2005) . Homotypic coupling has also been reported for multipolar bursting PV INs and IS INs expressing cannabinoid receptors, presumably Cck basket cells (Blatow et al., 2003; Hestrin and Galarreta, 2005) , as well as for Vip INs (Karnani et al., 2016) . Electrical coupling between cells has therefore been interpreted as a strong indicator of INs belonging to the same subtype. However, conflicting data exist regarding the electrical connectivity of NGFCs. Chu et al. (Chu et al., 2003) reported that LS INs in L1 are interconnected by gap junctions, but that these INs are not connected to L1 non-LS INs. On the other hand, Simon et al. (Simon et al., 2005) found that NGFCs in L2/3 are not only densely electrically connected among themselves, but also to many other IN types including FS basket cells, suggesting that electrical coupling of NGFCs is promiscuous (Simon et al., 2005) . This apparent discrepancy needs to be clarified; more generally, the rules of electrical connectivity among the different types of 5HT3aR INs need to be investigated in more detail. Furthermore, now that it is clear that the PV and Sst IN groups are heterogeneous, it would be of interest to determine whether there is selectivity of electrical connectivity between IN subtypes that are members of the same major group (i.e., are Martinotti and non-Martinotti cells in L5 interconnected?). There are already indications that PV basket cells and chandelier cells are electrically connected (Hestrin and Galarreta, 2005; Woodruff et al., 2011) .
Gap junctions are symmetrical bidirectional synapses that pass both depolarizing and hyperpolarizing signals, resulting in both excitatory and inhibitory PSPs. This depends on the speed of the action potential, the speed and size of the afterhyperpolarization (AHP), and the low-pass filtering properties of electrical synapses, which result in the transmission of slow membrane potential variations but the attenuation of fast changes such as fast action potentials (Galarreta and Hestrin, 2001; Gibson et al., 2005; Hestrin and Galarreta, 2005) . As extensively shown by modeling and pair recordings in slices, electrical connectivity results in the generation of IN networks that fire synchronously; however, small to no effects of the knockout of connexin 36, the main connexin isoform in INs, have been observed on oscillations and rhythms in spite of the loss of electrical connectivity (Buhl et al., 2003) , an observation that could be explained by compensatory changes. Long-Range Projecting GABAergic Neurons As reflected in the term ''interneurons,'' the majority of cortical GABAergic neurons strictly target nearby cells and control the local network activity. However, it has been known that some cortical GABAergic neurons also project to other brain areas (Alonso and Kö hler, 1982) . Long-range inhibitory cells have been found to reciprocally connect hippocampus and septum, hippocampus and entorihnal cortex, and different neocortical areas (reviewed in Caputi et al., 2013) , as well as corticofugal neocortical GABAergic neurons projecting to the amygdala (Lee et al., 2014b) and basal ganglia (Jinno and Kosaka, 2004; Tomioka et al., 2015) . In hippocampus-related projections, long-range GABAergic neurons tend to contact other GABAergic neurons in target areas (Acsá dy et al., 2000; Basu et al., 2016; Freund and Antal, 1988; Melzer et al., 2012; Tó th et al., 1993) . In addition, the types of GABAergic neurons in long-range projections in the hippocampal system seem to be heterogeneous based on their molecular markers (reviewed in Jinno, 2009 ). In neocortex, long-range projecting GABAergic neurons have been generally assumed to be nNOS-expressing Sst neurons (reviewed in Tamamaki and Tomioka, 2010) . However, long-range projecting GABAergic neurons belonging to other molecular groups, such as PV and Vip, have also been found (Jinno and Kosaka, 2004; Lee et al., 2014b; Tomioka et al., 2015) (Table 1) .
GABAergic INs as Sources of Neuropeptides
Neuropeptides such as Sst, Vip, Cck, and NPY in specific IN subtypes have been useful markers to classify and characterize IN subtypes. However, these are neuromodulators that are known to have a powerful impact on the function of neurons, and the INs that express them are the main source of these peptides in the cortex. It is thought that neuropeptide release requires high-frequency firing (Baraban and Tallent, 2004; van den Pol, 2012; Zupanc, 1996) , but virtually nothing is known about the conditions in which they are released from INs. Differential regulation of release between neurotransmitters and neuropeptides is possible because they are stored separately in small synaptic vesicles (SSVs) and large dense-core vesicles (LDCVs), respectively. While SSVs are densely clustered in axon terminals, LDCVs are detected in axon, soma, and dendrites (Morris and Pow, 1991; Pow and Morris, 1989) . Release of neuropeptides from dendrites has been reported (Castel et al., 1996; Landry et al., 2003; Simmons et al., 1995) . Some of neuropetidergic neurons express autoreceptors (Freund-Mercier et al., 1994; Hurbin et al., 2002) . Thus, activation of peptide receptors on the dendrites or soma provides positive feedback to dendritic peptide release; thus, dendritic neuropeptide release can be self-sustaining and long lasting (Ludwig et al., 2005; Ludwig et al., 2002) . The mechanisms by which cortical INs regulate the release of neuropeptides still need to be addressed. It has been shown, however, that Vip INs release Vip, a potent vasodilator, and that single-cell stimulation of Vip+ bipolar neurons is sufficient to elicit vasodilatation of nearby arterioles (Cauli et al., 2004) . Interestingly, acetylcholine produces vasodilatation of cerebral arterioles (Fergus and Lee, 1997) , perhaps via the nicotinic activation of Vip INs. Molná r et al. (2014) recently reported that NGFCs strongly express insulin and that local application of glucose or glibenclamide to NGFCs mimics the excitation-suppressing effect of applied insulin on local microcircuits. Conclusions The neocortical IN classification described here is still a work in progress. However, it seems flexible enough to incorporate new discoveries. This classification was based largely on studies carried out in mouse barrel cortex. However, studies comparing various neocortical areas show largely preserved distributions of non-overlapping markers (PV, Sst, 5HT3aR, and Vip) across areas (Xu et al., 2010) . On the other hand, we expect areal-specific differences in the lower subdivisions of the hierarchical classification, since the location of dendritic and axonal processes of specific INs is expected to be circuit specific. Areal differences in inhibitory connectivity patterns have in fact been reported in neocortex (Kä tzel et al., 2011; Packer et al., 2013) .
Similar IN types are observed in mouse and rat (Kubota, 2014) , and our narrative often used data from rat studies. INs have also been studied in other species beside rodents. Although similar morphological features and marker expression have been observed in primates, some differences in electrophysiological properties have been reported between rats and monkeys (Povysheva et al., , 2008 Zaitsev et al., 2005 Zaitsev et al., , 2009 . It seems that overall, the same basic IN subtypes exist across most mammalian species studied (DeFelipe, 2002) . However, some additional subtypes have been described in higher mammals (DeFelipe, 2002) . These could result in some IN groups containing further subdivisions or specializations within more complex cortices. For example, primary visual cortex of primate has a more elaborate laminar organization, and it seems that axonal fields of INs match this complexity (Lund, 1988) . Species differences in marker expression patterns have also been reported (Hof et al., 1999) . However, it is not clear to what extent the markers define the same IN subtypes in these species as they do in rodents. Species differences in the relationships between marker expression and cell-type identity may arise due to the fact that there is no clear mechanistic link between these markers and morphological or electrophysiological phenotypes. Therefore, these markers are thus far only providing convenient correlations with the cell types mentioned above. In this respect, further work on unraveling the transcriptional programs determining cell-type identity from developmental studies or RNA sequencing should be of tremendous help if successful (Huang,
IN Circuits
Having described the main classes of INs and the key intrinsic features defining them, we will now cover the circuits they are embedded in and highlight how specific properties of INs within a given wiring configuration bring about different modes of operation to those circuits. The study of IN circuits is an active and fast-moving field, and in recent years a large number of studies using a large variety of approaches have provided sets of connectivity rules for specific IN subtypes.
According to Peter's rule, connectivity would be established by chance and would be a reflection of the statistical occurrence of presynaptic axonal terminals being closely apposed to potential postsynaptic targets as dictated by the geometrical distribution of axons and dendrites (Braitenberg and Schuz, 1991; Peters and Feldman, 1976) . While examples that Peters' rule is closely followed in the cortex exist, virtually as many exceptions have been described, even at the time that the rule was proposed (Braitenberg and Schuz, 1991) . Interestingly, many of these initial exceptions involved aspiny, putative INs. For example, thalamocortical inputs to L4 preferentially make synapses onto some INs as compared to others (Beierlein et al., 2003; White and Rock, 1981; Xu et al., 2013) , and intracortical axons of L6 corticothalamic neurons show a preference for targeting INs over excitatory cells (Bortone et al., 2014; McGuire et al., 1984; White and Keller, 1987) . As described earlier, chandelier cells appear to be particularly specialized in terms of their postsynaptic targets, since apparently these neurons make synapses exclusively with pyramidal cells, targeting the axon initial segment of these neurons (however, see Jiang et al., 2015) . It seems that whether or not Peters' rule applies has to be investigated on a case-by-case basis. For example, Packer et al. (Packer et al., 2013) found that PV basket cell connectivity to pyramidal neurons could be largely explained by axo-dendritic overlap, agreeing with Peters' rule. On the other hand, Sst INs, despite having axonal plexus overlapping with dendritic domains of other Sst cells, show very little interconnectivity (Adesnik et al., 2012; Dennison-Cavanagh et al., 1993; Gibson et al., 1999; Pfeffer et al., 2013) , while densely connecting to other IN types and pyramidal cells (Fino and Yuste, 2011; Pfeffer et al., 2013) . Finally, connectivity assessed by connection probability alone does not reflect connectivity strength. Even if INs densely contact neighboring excitatory cells and vice versa, some evidence suggests that PV INs exhibit output strengths that correlate with the amount of excitation received by the postsynaptic cell (Xue et al., 2014) or the type of postsynaptic projection neuron (Lee et al., 2014a (Lee et al., , 2014d .
Given the lack of universal connectivity rules, it is necessary to investigate the connectivity of each IN subtype with all its possible targets. There are three main methodologies available to study neuronal connectivity. First are anatomical methods that can provide information on the presence of connections and their subcellular targeting location, but lack functional information. Second, there are paired recordings in living cortical slices, in which a presynaptic cell is activated while recording from putative postsynaptic cells to test for possible connections. This method provides information on the probability of connection and the strength of unitary connections. However, it suffers from the important limitation that many connections are cut during the preparation of the slices. Lastly, there are optogenetic methods in which channelrhodopsin is genetically expressed in specific types of presynaptic neurons that are then photoactivated while recording from postsynaptic neurons. Connectivity studies using this method are not affected by cut axons because these remain viable and can still be photoactivated. This method provides information on the global connectivity of a genetically defined type and does not provide independent information on probability of connection and unitary strength. Given these challenges, our understanding of IN connectivity is quite incomplete, but it is necessary to understand the recruitment of different INs to the various circuit motifs described below and their role in sculpting local network dynamics. Not only are there still many details missing, but the literature contains conflicting data, likely in part due to differences in technical approaches, area and layer investigated, as well as how cell types were defined. With these caveats in mind, our current view of the connectivity of specific IN subtypes with pyramidal cells and other INs is summarized in Figure 3 . Modifications to the scheme illustrated in this figure can be expected as we improve our means to identify specific IN subtypes and connectivity studies progress.
Proximal versus Distal Inhibition
GABAergic synapses are distributed along the entire axis of PCs and INs (Gulyá s et al., 1999; Hioki et al., 2013; Megías et al., 2001 ). However, as discussed earlier, different IN types show subcellular compartment target biases (Bloss et al., 2016) . This is particularly important in the case of pyramidal cells, which have elaborate dendritic fields differentially associated with specific excitatory input sources and intrinsic active properties. Moreover, distal regions of pyramidal cell dendrites can be separated from the soma and the action potential initiation zone in the axon initial segment by long distances. Local GABA release can affect target cells as a result of changes in membrane potential through a local IPSP that will decrease with distance according to the cell's cable properties, as well as changes in membrane resistance created by the local conductance change (shunting inhibition) (Fishell and Rudy, 2011) . Due to the electrotonic attenuation of the IPSP elicited by GABA and the local shunting effect, the inhibition will be most effective near the contact point (Koch et al., 1983; Liu, 2004) . In passive dendrites, shunting will largely act locally and will be most effective at counteracting propagation of excitation if placed on its path to the soma (proximal inhibition), rather than if localized off the path (distal inhibition) (Koch et al., 1983; Vu and Krasne, 1992) . This suggests that proximal inhibition is more likely to globally modulate the output of a cell, while distal inhibition acts more locally, such as on specific dendritic branches. However, when considering local dendritic non-linear regenerative properties such as calcium spikes through NMDA receptors or calcium channels, modeling and experimental evidence have shown that distal inhibition is more effective at preventing these non-linearities from reaching threshold than proximal inhibition due to the higher relative weight of the conductance change of inhibitory synapses placed near the sealed end of dendritic branches than those placed near the soma (Gidon and Segev, 2012; Miles et al., 1996) . Given the importance of such non-linearities for signal propagation, calcium dynamics, and synaptic plasticity, distal inhibition by dendritic-targeting INs can thus control the efficacy and integration of glutamatergic inputs from specific sources impinging upon specific dendritic domains. They can also control Ca 2+ -dependent biochemical reactions and hence influence plasticity (Spruston, 2008) . For example, tuft dendrites in L1 are contacted by long-range cortico-cortical feedback inputs and high-order thalamic nuclei (Petreanu et al., 2009) , which have been shown to trigger such calcium events (Gambino et al., 2014; Xu et al., 2012) . Dendritic Ca 2+ spikes interact with backpropagating sodium spikes to increase the gain of the input/output function of the pyramidal cell and facilitate a burst-firing mode (Larkum et al., 1999 (Larkum et al., 1999) , and using a fiber-optic method for recording dendritic calcium changes in vivo, Murayama et al. (Murayama et al., 2009) showed that dendritic inhibition could control the slope of the stimulus-sensory response function of L5 pyramidal cells in awake and anesthetized rats. Moreover, recordings from apical dendrites in vitro showed that activity in L5 pyramidal neurons disynaptically coupled via the Sst INs directly blocks the initiation of dendritic calcium spikes in neighboring pyramidal neurons. In contrast, INs that target the perisomatic area of PCs, such as PV and Cck basket cells and chandelier cells, have a stronger influence on regulating the spiking output of the cell, its timing, and thus the firing synchrony of populations of neurons (Cobb et al., 1995; Miles et al., 1996; Royer et al., 2012) . Therefore, (Jiang et al., 2015; Kapfer et al., 2007) . Since their axons target both L2/3 and L1, it is assumed that supra-and infragranular Martinotti IN axons are positioned to contact basal, apical, and tuft dendrites. L1 and L2/3 NGFCs are known to have axonal arbors largely restricted to their own layer, and thus, basal and apical dendrites are expected to be targeted by L2/3 NGFCs, while tuft dendrites should be contacted by L1 NGFCs (Hestrin and Armstrong, 1996; Jiang et al., 2015; Kawaguchi and Kubota, 1997; Wozny and Williams, 2011) . The perisomatic region and proximal dendrites are targeted by Cck basket cells (light yellow) and PV FS basket cells (dark blue). The axon initial segment is contacted by PV chandelier cells (light blue). Although connections by Vip bipolar cells onto PC soma and proximal dendrites have been reported Meskenaite, 1997) , the connectivity is relatively weak, with low probability. (B) Main connectivity onto L5/6 pyramidal cells. L2/3 Martinotti cells only poorly contact infragranular PCs (Jiang et al., 2013 (Jiang et al., , 2015 ; thus, among Martinotti cells only those in infragranular layers target L5/6 PCs. In contrast, L1, L2/3, and L5/6 NGFCs contact L5/6 PC dendrites. Perisomatic and axonal contacts are provided by infragranular basket and chandelier cells. (C) Main inhibitory connections among INs. NGFCs target all IN subtypes and thus their connectivity is solely restricted by the extent of their axonal arbor (Jiang et al., 2015) . Martinotti cells contact all IN subtypes except other Sst INs (Pfeffer et al., 2013) . Input and output connectivity of neocortical Cck basket cells with other INs has not been investigated; however, it is assumed that they receive inputs from both Martinotti cells and NGFCs. PV basket cells are known to strongly connect to other PV cells. Although connections from PV cells to other INs have been reported, conflicting data exist in the literature and have thus been omitted here. Vip bipolar cells are selective for other INs, particularly Sst INs. L2/3 bipolar Vip INs can contact both L2/3 and L5/6 Sst INs. While the connectivity of infragranular Vip cells has not been investigated, it is assumed to show similar cell-type selectivity as supragranular Vip INs and be restricted to deep layers given that their axons do not ascend to supragranular layers (Bayraktar et al., 2000; Prö nneke et al., 2015) . Only the general connectivity patterns of the most well-known cell types are illustrated in this figure. It should also be noted that many PC subtypes exist in every layer and although some PC subtype-specific connectivity by INs has been shown, this has not been thoroughly investigated and therefore has been omitted. both proximal and distal inhibitory loci are crucial in determining whether or not dendritic signaling and action potentials will be temporally coupled or occur independently.
It is generally thought that proximal and distal inhibition would exert divisive and subtractive gain changes, respectively (Atallah et al., 2012; Koch et al., 1983; Pouille et al., 2013; Vu and Krasne, 1992; Wilson et al., 2012) . However, this view has also been challenged (Gidon and Segev, 2012; Lovett-Barron et al., 2012; Mehaffey et al., 2005; Mitchell and Silver, 2003) . This is not so surprising, since not only the sites of excitation and inhibition, but also their temporal relationship, the instantaneous membrane potential and conductance state, dendritic arbor complexity, and active conductances, as well as passive cable properties, all come into play, leading to complex cellular computations (Silver, 2010) . As the same IN type can be part of many circuits, it is likely that the cellular effect of inhibition will depend on the instantaneous cellular and network states. For example, the local membrane potential and resistance of a postsynaptic cell will determine whether the dominant contribution of an inhibitory input will be a conductance change (divisive shunt) or a current flow (subtractive offset). For example, if the local membrane potential is at the reversal potential for chloride, no inhibitory current will occur and the effect of an inhibitory input will be entirely shunting. On the other hand, if the resistance of the cell is already low, the relative change of adding an inhibitory conductance will be lower than if the membrane is in a low-conductance (high-resistance) state (Gidon and Segev, 2012) . As mentioned above, the location of inhibition relative to excitatory inputs will affect how EPSPs travel along the dendritic arbor and summate and activate voltage-gated conductances. It is therefore likely that in in vivo conditions, where spatiotemporal patterns of excitatory, inhibitory, and neuromodulatory loads vary with context, different or even the same IN types will participate differently in cellular computations (El-Boustani and Sur, 2014) .
Circuit Motifs in the Neocortex
While all these factors influence the impact a given IN will have on the circuits in which it is embedded, a small collection of circuit motifs involving INs has been highlighted and provides a useful perspective alluding to this contextual excitation and inhibition relationship. It is thought that cortical circuits involving INs can largely be accounted for by different iterations and interactions of such core motifs. The main ''archetype circuit motifs'' are feedforward inhibition (FFI), feedback inhibition (FBI), and disinhibition (Figure 4 ). It should be stressed that these motifs coexist in probably all IN subtypes. However, contextual differences (connection probability, synaptic strength, and network state), as well as IN intrinsic properties and subcellular targeting domains, lead to specific IN subtypes exhibiting a more potent role in one circuit motif over another. Feedforward Inhibition FFI is the process by which an afferent excitatory input source, in addition to contacting principal neurons, also synapses onto local inhibitory neurons, which in turn provide disynaptic inhibition to the PCs receiving the excitatory input (Figures 4 and 5) . Conceptually, an FFI motif in its pure form is inherently a circuit mechanism regulating local integration by tracking the activity of incoming inputs, independently of the local network activity (Buzsá ki, 1984) . However, in reality this should not be taken literally, since the coexistence of other circuit and cellular mechanisms can effectively modulate the ability of FFI circuits to accomplish this task. Virtually any external excitatory input source to a neocortical area has been observed to also trigger short latency disynaptic inhibition (Toyama et al., 1974) , and FFI seems ubiquitous in the CNS. In most, but not all, reported cases in neocortex, FFI is mediated by PV FS basket cells. The involvement of perisomatic-targeting PV neurons, in combination with their intrinsic properties enabling high speed and temporal fidelity, provides unique high-pass filtering properties to these feedforward inhibitory circuits, imposing coincidence detection onto postsynaptic neurons.
Thalamocortical FFI. The best-studied feedforward inhibitory circuit in the neocortex is the one mediated by PV FS basket cell recruitment by thalamocortical neuron afferent axons in the input layer of primary sensory cortices. Although most studies dissecting this circuit were performed in the somatosensory system of rodents (Simons and Carvell, 1989) , it seems that its core features are also present and are at least qualitatively similar in other sensory modalities such as vision and audition, as well as in other species (Kloc and Maffei, 2014; Miller et al., 2001; Schiff and Reyes, 2012) . In fact, the first convincing evidence for the existence of such a circuit came from in vivo intracellular recordings in cat V1 (Toyama et al., 1974) . Crucial for thalamocortical transformation, and by extension sensory processing in neocortex, this microcircuit involves L4 primary sensory thalamic afferents, L4 PCs projecting locally and to other layers, and local PV FS basket INs. Thalamocortical axons synapse onto both PCs and neighboring PV cells (Cruikshank et al., 2007; Gabernet et al., 2005; Inoue and Imoto, 2006) , but show higher connection probability onto PV INs through larger convergence and divergence (Bruno and Simons, 2002; Cruikshank et al., 2007; Inoue and Imoto, 2006; Swadlow and Gusev, 2002 (Pouille and Scanziani, 2001 ).
(F) FFI regulates the gain of PC populations. As excitatory drive increases, PV cell recruitment increases at a higher rate than the recruitment of excitatory cells. This will prevent the PC population from saturation and will allow a wider dynamic range of the local PC population than if inhibition were absent (dotted line) (Pouille et al., 2009 (Pouille et al., ). et al., 2007 Gabernet et al., 2005; Inoue and Imoto, 2006) , provided by high quantal amplitude with calcium-permeable AMPA receptors (Hull et al., 2009) and multiple synaptic contacts forming clusters of neurotransmitter release sites (Bagnall et al., 2011) . As a result of these synaptic specializations, very few inputs are required to drive PV neurons, which in turn form strong, perisomatic GABAergic synapses back onto PCs, resulting in a powerful disynaptic FFI of these neurons ( Figure 5 ). Because inhibition of PCs by PV INs is delayed by one synapse, disynaptic FFI of PCs lags behind their monosynaptic thalamocortical excitation. However, given the synaptic and intrinsic properties of PV cells (Box 1), the delay is very short (1-2 ms), creating a limited temporal ''window of opportunity'' (Alonso and Swadlow, 2005; Pinto et al., 2000) for PCs to summate afferent inputs that will bring them to fire and transduce sensory signals (Gabernet et al., 2005; Wehr and Zador, 2003; Wilent and Contreras, 2005) .
As a result of this circuit, thalamo-recipient principal neurons act as coincidence detectors of near-synchronous thalamic input ( Figure 5B ) and improve the sensitivity of cortical neurons to the temporal distribution of thalamic spiking activity (Bruno and Sakmann, 2006; Bruno and Simons, 2002; Cardin et al., 2010; Pinto et al., 2000 Pinto et al., , 2003 , where slowly developing, asynchronous thalamic activity patterns are suppressed by FFI in the L4 network. On the other hand, stimuli producing synchronous thalamic firing will result in postsynaptic responses strong enough during the window of opportunity to drive the firing of L4 PCs. As such, thalamocortical FFI in barrel cortex participates in feature selectivity of L4 PCs by enhancing the differences in cortical responses between preferred and non-preferred stimuli (Pinto et al., 2003; Wilent and Contreras, 2005) , thus making the cortex more discriminating than the thalamus. The efficient thalamic recruitment of strong FFI allows L4 neurons to encode the temporal features of sensory inputs. This mechanism is critical for representing velocity and direction selectivity of whisker deflection in the rodent barrel cortex (Pinto et al., 2003; Wilent and Contreras, 2005) and producing cortical responses that more precisely represent the timing of sensory input (Gabernet et al., 2005; Higley and Contreras, 2006) .
Modulation of the strength and temporal aspects of the feedforward inhibitory circuit and the window of opportunity has also been shown to be of functional relevance ( Figures 5C-5E ). Upon repetitive thalamic firing, stimulus adaptation takes place where thalamocortical inputs to both PV and PC neurons depress. Inputs to PV INs depress much more than those to PCs, and PV neuron synapses onto PCs are also depressing. This results in a decreased fidelity in the recruitment of PV INs and a widening of the temporal window of opportunity of excitatory cells following repetitive stimulation, allowing more jitter in cortical spiking activity to take place (Gabernet et al., 2005) ( Figure 5C ). Interestingly, this adaptive modification of the window of opportunity has been suggested to be an important component allowing the switching from detecting the presence of a sensory stimulus to discriminating between different stimuli (Wang et al., 2010) . Other examples are the neuromodulation of PV IN synapses, which are potently suppressed by the activation of presynaptic muscarinic cholinergic receptors as well as GABAB receptors (Kruglikov and Rudy, 2008) , and through disinhibitory mechanisms where an inhibitory cell type will have a stronger effect on PV INs than excitatory cells (Chittajallu et al., 2013; Xu et al., 2013 ) (see Disinhibition section below). Differences in the dynamics of input and output synapses of PCs and PV INs have also been suggested to mediate changes in the balance between excitation and inhibition as a function of input frequency during different brain states (Taub et al., 2013) .
FFI has also been shown to participate in gain modulation through input normalization (Pouille et al., 2009) . As excitatory drive increases, more and more inhibitory cells are concomitantly recruited as well. This inhibitory tracking of incoming excitatory drive through FFI by PV INs prevents saturation of PC ensembles by progressively increasing the excitatory current necessary to beat the inhibition and reach spiking threshold. While FFI acts homogeneously across pyramidal cells, heterogeneities in the distribution of excitatory currents in the neuronal population determined the specific set of pyramidal cells recruited. As a result of this scheme, the cortex, while being sensitive to weak stimuli, also responds to stronger inputs without saturating ( Figure 5F ).
A circuit remarkably similar in many details to the one mediating thalamocortical communication is involved in CA3 to CA1 communication in the hippocampus (Pouille and Scanziani, 2001) . PV FS basket cells mediate FFI in a qualitatively similar manner in many other cortical and subcortical circuits. This seems to be particularly true for ''ascending pathways'' following a feedforward direction. For example, in sensory cortices, PV INs seem to be the main cell type mediating FFI of the L4 to L2/3 projection in primary somatosensory (Helmstaedter et al., 2008; House et al., 2011; Xu and Callaway, 2009 ) and visual (Adesnik et al., 2012) cortices and forward interareal cortico-cortical connections, such as primary to secondary visual cortices (Yang et al., 2013) , as well as in the cortico-striatal pathway (Mallet et al., 2005) , among others.
Non-PV-IN-Mediated FFI. Although we highlighted a strong association of PV INs with feedforward inhibitory circuits, it should be stressed that this is not a universal phenomenon. An interesting example occurs within the olfactory system. In the piriform cortex, the input layer is L1a, which receives the lateral olfactory tract (LOT) afferents containing the axons of projecting mitral and tufted cells of the olfactory bulb. L1a lacks PV cells. Instead, LOT axons synapse onto L1a INs, including neurogliaform and horizontal INs, that target the apical dendrites of pyramidal cells (Stokes and Isaacson, 2010; Bekkers, 2010, 2012) . LOT axons also target the dendrites of the excitatory cells. As a result, similar to what is observed in the neocortex and hippocampus, bursts of mitral and tufted cell activity mediate a short-latency feedforward disynaptic inhibition of the pyramidal cells, except that this inhibition occurs on the distal apical dendrite. It is interesting to note that in this way, FFI remains spatially matched with the excitation. PV FS cells in the piriform cortex are localized mainly in L3. They are recruited by recurrent excitation from the pyramidal cells. As in other structures, the PV cells in the piriform cortex target the perisomatic domain of the pyramidal cells and their inputs are depressing. However, the excitatory inputs on the pyramidal cells are facilitating. Hence, during bursts of inputs to the piriform cortex, perisomatic-targeting FS cells are recruited late and provide feedback somatic inhibition of the pyramidal cells. Thus, in the olfactory cortex, inhibition shifts from the dendrite to the soma, the opposite of what is observed in the neocortex and hippocampus.
Another example where FFI targets dendritic instead of perisomatic regions of excitatory cells has been found in S1 when studying a phenomenon called interhemispheric inhibition. Sensory-evoked cortical activity is diminished if an ipsilateral sensory stimulation occurs during a certain time window before contralateral stimulation. While this phenomenon has been reported in the rodent as well as the human brain, the underlying circuit mechanisms had not been well understood. A study by Palmer et al. (Palmer et al., 2012) suggested that the circuit and cellular basis for interhemispheric inhibition in rodent somatosensory cortex largely comes from callosal fibers strongly recruiting L1 GABAergic INs. The activated L1 INs, in turn, provide GABAB-mediated inhibition to the distal dendrite of L5 pyramidal neurons, thus decreasing stimulus-driven spiking activity from these L5 neurons. In contrast to the fast and temporally precise FFI circuits involving PV FS basket INs, this circuit is slow and long lasting due to the activation of metabotropic GABAB receptors in dendrites that subsequently open GIRK channels and block voltage-gated Ca 2+ channels. Thus, the distal dendritic location and cellular mechanism of L1 INs mediating interhemispheric inhibition block active dendritic integration, indirectly affecting spiking through these dendritic phenomena. L1 INs are also involved in thalamocortical FFI. Higher-order thalamic nuclei show prominent fibers in L1 (Berendse and Groenewegen, 1991; Wimmer et al., 2010) . In a study investigating the functional connectivity of the matrix thalamic nuclei on the medial prefrontal cortex (mPFC), Cruikshank et al. (2012) found that axons from matrix thalamic neurons strongly excite L1 INs, particularly LS INs, and that these INs, in turn, mediate FFI to L2/3 pyramidal neurons.
Feedback Inhibition
In contrast to the FFI circuit motif, in which the source of excitation of INs originates from incoming external excitatory afferent axons to the local network, in FBI the source of excitation is locally generated and INs synapse back to the local PC population (Figure 6 ). The feedback action from INs then reduces or prevents further discharges of the excitatory cells. Most IN subtypes receive inputs from multiple surrounding PCs and in turn provide inhibitory output to the excitatory cells, and therefore are part of an FBI circuit motif. As was the case for FFI, the specific IN type involved in a given FBI loop will show particular recruitment patterns and provide different functional features to the local PCs. However, regardless of the IN involved, this recurrent inhibition controls the excitatory-inhibitory balance of local populations of PCs and shapes spatial and temporal features of their activity patterns in fundamentally different ways than FFI. While the FFI is an incoming inputtracking circuit mechanism and does not depend on local activity level, FBI is the opposite, i.e., a circuit mechanism tracking the local outputs that are being generated.
Given the divergence of IN connectivity, any given IN will inhibit not only PCs from which it received excitation but also others that are part of the local population. This is due to the fact that INs generally show dense local connectivity (Fino and Yuste, 2011; Packer and Yuste, 2011) and that excitatory neuron populations in many cases show sparse activity (Barth and Poulet, 2012) . In addition, some cortical INs have axons that extend beyond the local area where their soma is located, which can be in a transcolumnar and/or translaminar fashion (Helmstaedter et al., 2008; Kä tzel et al., 2011) . Thus, INs can provide inhibition to neighboring populations of PCs located at a certain distance that may not have provided excitation to that particular IN population, a phenomenon more generally referred to as lateral inhibition (Figures 4 and 6) . In lateral inhibition, as we use the term here, a population of pyramidal cells receives FBI from INs that did not receive excitation from this population, regardless of whether the PCs are within or flanking the cells driving the INs providing feedback. These different forms that FBI encompasses have been proposed to participate in important phenomena such as surround suppression (Adesnik et al., 2012) , assembly selection and competition (Roux and Buzsá ki, 2015) , oscillatory coupling (Buzsá ki and , and grid field formation (Couey et al., 2013) .
While it is likely that most IN subtypes participate in local feedback loops, there are qualitative and quantitative differences in the connectivity between any IN subtype and the local PC population. Not only the presence of an excitatory-inhibitory (B) PV and Sst INs differentially summate excitatory inputs from local PCs. PV neurons (top), due to their low input resistance, fast membrane time constant, and depressing excitatory inputs show a decrease in spike probability upon repetitive excitation (left) and are thus synchrony detectors, requiring the near-coincident action of different cells to spike (right) (Silberberg, 2008; Silberberg and Markram, 2007) . In contrast, Sst INs (bottom) have a high input resistance, slow membrane time constant, and facilitating excitatory inputs and therefore show an increase in spike probability upon repetitive stimulation. This makes Sst neurons sensitive to individual excitatory cell firing rate and bursting (Kapfer et al., 2007; Silberberg, 2008; Silberberg and Markram, 2007) . (C) Assembly competition and synchronization of local PCs by PV neurons. Synchronously active PCs will recruit PV neurons that will then inhibit the local population (Silberberg, 2008) . (D) Assembly competition and ''winner takes all'' circuit mechanism with Sst IN FBI (Silberberg, 2008) . By following the most active PC(s), an Sst IN will prevent the activation of other neighboring cells (except other Sst INs). (E) Perisomatic inhibition by PV INs regulates the timing of action potentials (Royer et al., 2012) . The speed and effectiveness at which PV INs perform this task imposes short temporal windows for excitation to generate action potentials within the local population, thus favoring their synchronization (Cobb et al., 1995) . In contrast, dendritic targeting bias of Sst INs regulates input integration at the dendrite and dendritic electrogenesis such as NMDA and calcium spikes, which can generate burst firing (Larkum et al., 1999) . feedback loop but also its strength is important to weight its significance. There are multiple examples of recurrent inhibitory loops in cortical circuits. Here we will focus on feedback inhibitory circuits that have been described for Sst and PV INs in the neocortex. Although impairment of PV and Sst INs has been implicated in the generation of hypersynchronous activity and epilepsy (Goldberg and Coulter, 2013; Hunt et al., 2013; Ito-Ishida et al., 2015; Paz and Huguenard, 2015) , there are differences in the recruitment and functional impact of these circuits that reflect the specialized properties of these two types of INs.
Differential Recruitment of PV and Sst INs by Local Excitatory Networks. The differences in synaptic dynamics as well as intrinsic properties of PV and Sst INs have interesting functional consequences. Because excitatory inputs onto PV cells are initially strong and depressing and those onto Sst cells initially weak and facilitating, trains of excitatory spikes targeting both cell types will lead to contrasting patterns of recruitment. The probability of firing of PV cells is initially high and goes down, while Sst INs will show the opposite trend and will be recruited more slowly, with a delay following synaptic facilitation and EPSP summation (Kapfer et al., 2007; Pouille and Scanziani, 2004; Silberberg and Markram, 2007) (Figure 6B ). Consistent with this, Pouille and Scanziani (2004) observed in simultaneous recordings from the soma and the dendrite that during a train of excitatory stimuli in the hippocampus, inhibition first targeted the soma of PCs where PV cell synapses are located and progressively shifted distally, where Sst IN synapses are located. This delayed pathway was found to be frequency dependent and has been observed in multiple neocortical circuits (Berger et al., 2010; Kapfer et al., 2007; Silberberg and Markram, 2007) . Therefore, Sst neurons will be sensitive to firing rate increases from even a small number of cells, regardless of their fine temporal relationship. In fact, it has been found that a high-frequency train from even a single pyramidal cell can be sufficient to recruit Sst INs (Kapfer et al., 2007; Kwan and Dan, 2012; Silberberg and Markram, 2007) . In contrast, PV neurons are unlikely to respond to the activity of a single or very few cells because the EPSP from a single PC is too small to reach threshold and the FS IN is less capable of summating consecutive EPSPs due to the their fast kinetics (Box 1). Instead, PV INs will be more sensitive to spikes distributed among different cells but occurring in a short time window. Thus, Sst INs act as burst and rate detectors, following the most active excitatory cells in the local network, while PV INs follow the different pockets of synchrony in the overall population (Kwan and Dan, 2012) (Figures 6C and 6D) . Interestingly, these different modes of operation are also reflected in the subcellular target of these IN types. Due to their perisomatic bias, PV synaptic contacts are well suited to control the timing of individual sodium spikes, while dendritic-biased Sst neuron synapses gate dendritic integration, calcium spikes, and burst generation (Gentet et al., 2012; Murayama et al., 2009; Royer et al., 2012) (Figure 6E ).
The disynaptic inhibition produced by Sst and PV INs can affect a substantial fraction of neighboring PCs as a result of the much higher connection probability between INs and PCs than among PCs (Fino and Yuste, 2011) . The different modes of recruitment of these two IN types imply different functional consequences. The coincidence detection property of PV neurons has led to the view that they would be involved in the temporal segmentation of different cell assemblies and moment-to-moment adjustment of the inhibitory tone that is proportional to the local level of synchrony (Buzsá ki and Wang, 2012) . In contrast, the Sst IN-mediated disynaptic inhibition of pyramidal cells might function as a mechanism preventing runaway excitation by applying an inhibitory tone that is proportional to the magnitude of firing rates of the PC population and operates over a longer timescale. In addition, given that the most active cells are the ones dictating the inhibitory tone provided by Sst INs, this circuit can also function as a ''winner takes all'' mechanism of assembly competition (Silberberg, 2008) , whereby the pyramidal cells that fire most strongly at a given moment (e.g., following presentation of optimal stimulus or because their synapses were strengthened by previous activity) can suppress the activity of neighboring PCs.
Recently, the Sst IN-mediated feedback and lateral inhibition have been proposed as candidate mechanisms for surround suppression in visual cortex (Adesnik et al., 2012) . Because Sst INs do not inhibit each other, but inhibit PV and PC neurons (Table 1) , when the size of a visual stimulus is increased, the response magnitude and the number of Sst INs recruited in the superficial layers of mouse V1 continue to increase while the response of pyramidal cells and PV INs decrease due to the inhibition provided by the Sst INs. Disinhibition It has been appreciated for quite some time that neocortical GABAergic INs not only provide direct inhibition by targeting PCs, but can also synapse onto other inhibitory neurons and consequently have a disinhibitory effect (Freund et al., 1983; Somogyi et al., 1983) . In fact, it has been proposed that neocortical ''disinhibition of cell assemblies (facilitation) could be at least as powerful as direct inhibition'' (Kisvá rday et al., 1993) . However, early studies revealing interconnections between inhibitory INs were essentially based on anatomical observations, rendering the functional implications hard to assess. More recently, there has been a reappraisal of disinhibitory actions using advanced electrophysiological, imaging, and molecular genetics technologies. These new studies have not only confirmed and refined the circuits drawn from earlier anatomical studies, but also helped in establishing causal links through targeted manipulations. Moreover, studies from behaving animals have started to shed light on how and when various disinhibitory circuits are in action and, importantly, what are the possible functional implications of these circuits.
Observing an increase in firing rate of excitatory cells and/or decreased spiking of inhibitory neurons can simply be due to a rerouting of excitatory drive alone without the involvement of an IN-to-IN connection. Here, disinhibition is considered as the principle by which the main function of an IN type in a given context is to inhibit another GABAergic type more potently than PCs. This is an important distinction since INs are highly interconnected with many other cell types to various degrees (Table 1) , and therefore, the mere presence of an IN-to-IN connection does not imply disinhibition, as defined above. For example, although PV basket INs interconnect with other PV INs and inhibitory subtypes, their strong connectivity to PCs makes it unclear whether there is any context in which disinhibition can be one of their primary functions. On the other hand, such a connectivity scheme can result in synchronizing a highly interconnected population on the short timescale or imposing a veto as to which IN subtypes will provide inhibition to PCs. Another example concerns Sst INs: since this group shows dense connectivity to other IN groups but little interconnectivity to other Sst INs, it is conceivable that in a context where the Sst IN population is highly active, they would contribute to reducing the inhibitory tone of other IN types onto pyramidal cells while promoting theirs.
Disinhibitory Effect of Neocortical Vip Neurons. The first studies to show the existence of cortical INs preferentially innervating other GABAergic neurons were done in the hippocampus (Acsá dy et al., 1996; Gulyá s et al., 1996; Hajos et al., 1996) . These studies found that IN-selective INs included CR+ Vip-expressing cells. It was also observed that they often made contacts with putative dendritic-targeting INs. Such observations were later extended to the neocortex, where CR-expressing neurons were found to often preferentially make synapses onto other non-pyramidal cells in L2/3, particularly other CR-expressing (Caputi et al., 2009; Defelipe et al., 1999; Gonchar and Burkhalter, 1999) or CB-expressing cells (Defelipe et al., 1999) , which comprise subsets of both Sst and PV INs. Work investigating the postsynaptic targets of Vip cells showed that these neurons contacted the perisomatic region of PV INs (Dá vid et al., 2007; Hioki et al., 2013) as well as CB INs (Staiger et al., 2004) . These results brought authors to suggest that as in the hippocampus, a specific neocortical IN subtype could be specialized in providing disinhibition (Gonchar and Burkhalter, 1999; Staiger et al., 2004) .
Using slice recording from a mouse line expressing eGFP under the calretinin promoter, Caputi and colleagues (Caputi et al., 2009) found that two types of L2/3 CR-expressing cells, bursting bipolar and adapting multipolar cells, had different connectivity and synaptic short-term dynamics. Bipolar CR neurons had much higher connection probability to multipolar CR neurons than to any other neuronal type tested, seconded by other interneuronal types (including other bipolar CR cells), with pyramidal cells coming last. Combined with the insights of more recent studies (see below) and morphological associations with different markers (see Diversity section), it is interesting to note that the properties of the bipolar CR cells described by Caputi et al. (Caputi et al., 2009 ) resemble those of Vip neurons (Bayraktar et al., 2000) , while the electrophysiological properties of multipolar CR cells are reminiscent of Sst neurons (adapting firing pattern with facilitating excitatory inputs and low interconnectivity, two IN types known to contain subsets co-expressing CR; see Table 1 ).
More recently, thanks to the development of novel Cre mouse lines enabling the expression of ChR2 in GABAergic neuronal subpopulations (Taniguchi et al., 2011) , studies using electrophysiological slice recordings and thorough cell-type comparison found that Vip neurons had a striking preference to target dendritic-targeting Sst INs in L2/3 of S1, V1, A1, and prefrontal cortices Pfeffer et al., 2013; Pi et al., 2013) . It therefore seems that the Vip to Sst disinhibitory connection is a general principle in the superficial layers of neocortex.
If Vip INs preferentially inhibit Sst cells, when and what drives Vip IN firing and what is the impact of such a disinhibitory circuit? An important source of excitation of Vip INs, at least in sensory systems, is from cortico-cortical feedback projections from higher-order cortices. Lee et al. (Lee et al., 2013) observed that Vip INs in barrel cortex received much stronger inputs from motor cortex than any other cell type (PC, PV, Sst, and 5HT3aR non-Vip). In addition, these neurons were easily driven to spike by the stimulus, likely due in part to the large input resistance of Vip cells compared to other INs (Table 1) . These observations predicted that when M1 inputs activate Vip cells, Sst INs will be inhibited, and hence the dendrites of the pyramidal cells will be disinhibited (Figure 7) . Consistent with this, inhibitory responses were observed on Sst neurons following stimulation of glutamatergic axons from motor cortex in S1. Moreover, inactivating the Vip neurons significantly reduced the inhibitory responses on Sst cells. In vivo observations provided evidence that this Vip-mediated disinhibitory circuit operates under physiological conditions. Whole-cell recordings of different L2/3 populations of GABAergic neurons in the barrel cortex of awake mice showed that unidentified non-FS neurons were highly active during periods of whisking, in the absence of sensory (Jiang et al., 2015; Pfeffer et al., 2013; Pi et al., 2013; Lee et al., 2013) . (B) Widespread activation of this disinhibitory circuit could have a broad influence on the state of excitability of an area and is thought to be mediated by neuromodulators (see text). (C) Given the narrow and vertical extent of Vip IN dendrites and axons (Prö nneke et al., 2015) , their recruitment by excitatory inputs showing topographic organization can mediate spatially localized sites of disinhibition, as in Zhang et al. (2014) . Such inputs are thought to originate from glutamatergic afferents from the thalamus and top-down cortico-cortical projections (see text).
stimulation (Gentet et al., 2010 (Gentet et al., , 2012 . Conversely, Sst neurons showed the opposite effect, i.e., active during quiescence and strongly inhibited during whisker movement (Gentet et al., 2012) . Lee et al. (Lee et al., 2013) found that the Vip cells were the non-FS cells showing elevated activity during periods of whisking, while Sst INs were anticorrelated as previously observed. Importantly, inactivation of motor cortex reduced these effects . These experiments strongly suggest that Vip neurons can be recruited by motor cortex, likely through a direct glutamatergic projection, and in turn inhibit Sst INs. Given the slightly facilitating synaptic dynamics of the output synapses of CR+ Vip cells (the bipolar calretinin cell (BCR) neurons in Caputi et al., 2009 ) (see Diversity section), repetitive firing of these neurons will tend to produce sustained inhibition of Sst neurons.
Another recent study has shown that excitatory projections from the cingulate cortex (Cg) strongly recruit Vip INs in V1 (Zhang et al., 2014) . Analogous to the M1 to S1 projection target preference for Vip cells, Vip neurons in V1 receive the strongest input from Cg when compared to other L2/3 INs and PCs. Moreover, activating or inactivating Cg axons during a visual discrimination task improved or reduced behavioral performance, respectively. This study also provided evidence that the circuitry involved was permissive for the effects of Vip IN recruitment to act in a spatially restricted manner, consistent with the narrow axonal distribution of Vip INs (see Diversity section), since Cg neurons show some form of topography in V1. The studies by Lee et al. (Lee et al., 2013) and Zhang et al. (Zhang et al., 2014 ) demonstrate a role of Vip neurons in top-down modulation by being a major target of feedback cortico-cortical projections. This adds to the anatomical observation that L1 CR dendrites (a major proportion of which are dendrites of Vip INs) in V1 are a primary target of feedback from secondary visual area (Gonchar and Burkhalter, 2003) , suggesting that this could be a common circuit motif for cortico-cortical interaction.
Subcortical neuromodulatory systems appear to provide another source of excitation to Vip INs. Studying the effect of locomotion (running) on gain modulation in V1, it was observed that the activity of Vip cells was tightly coupled to the animal's locomotor activity (Fu et al., 2014) . This is consistent with the observations in barrel cortex regarding the relation of Vip cells and motor activity (whisker movement). However, it was found that locally blocking glutamatergic neurotransmission did not affect the running-related neuronal activity of Vip cells. Instead, blocking nicotinic receptors significantly reduced the correlation of the activity of Vip INs and running. This result suggests that the basal forebrain cholinergic system has an important role in the recruitment of Vip neurons during locomotion, consistent with the observation that Vip INs, like all 5HT3aR neurons, are strongly depolarized by nicotinic agonists (Lee et al., 2010 ; see IN Diversity section; Table 1 ). Indeed, rabies virus experiments showed that the basal forebrain is a potentially major source of inputs to V1 Vip neurons (Fu et al., 2014) . Finally, Fu et al. (Fu et al., 2014) showed that the increased firing of Vip neurons during running was a broad phenomenon since it was also observed in somatosensory and auditory cortices, pointing toward a more global behavioral state change when the animal is engaged in locomotion. Reinforcement signals, particularly aversive signals, are also effective at recruiting the Vip disinhibitory circuit in both auditory and prefrontal cortices (Pi et al., 2013) . This global effect is also likely to involve subcortical neuromodulatory systems.
At least in sensory cortices, Vip neurons can also be recruited by bottom-up sensory signals. Anatomical observations in somatosensory and visual cortices have shown that the sensory thalamus makes synaptic contact with Vip neurons (Hajos et al., 1996; Staiger et al., 1996) . Consistent with this, monosynaptic rabies virus experiments suggested that Vip neurons in V1 receive direct inputs from the lateral geniculate nucleus (LGN) (Fu et al., 2014) . Moreover, despite the thalamus-driven synaptic currents on Vip neurons being much smaller than those on FS PV INs, the high input resistance of Vip cells makes them significantly excitable by thalamic stimulation (Lee et al., 2010) . Therefore, the circuit elements exist for Vip neurons to mediate a form of sensory-driven feedforward disinhibition. It has also been shown that Vip neurons do show sensory responses (Fu et al., 2014; Kerlin et al., 2010; Pi et al., 2013) . Although these results do not imply direct thalamic recruitment, they do show that Vip cells are recruited by afferent sensory signals. Moreover, increased activity of Vip neurons during sensory stimulation is correlated with the increased gain of PCs (Pi et al., 2013) , which has also been shown during natural behavior (Fu et al., 2014) . These latter studies suggest that recruitment of Vip neurons by, or at least during, sensory inputs might play an important role in sensory information processing.
These studies indicate that Vip neurons could potentially act in both spatially specific and global manners, depending on the input source (Figure 7) . While glutamatergic thalamocortical feedforward and cortico-cortical feedback inputs could support spatial specificity in their recruitment of Vip neurons, neuromodulatory systems seem more likely to act globally, at least during certain behavioral states. Moreover, the experiments by Fu et al. (Fu et al., 2014) showing that nicotinic receptor blockade produced only partial ablation of Vip cell activity suggest that another neuromodulatory system is also involved. Experiments involving a broad range of behavioral contingencies and careful circuit dissection will add to our understanding of the various actions of disinhibitory control through Vip neurons.
Other Disinhibitory Circuits. Evidence for other disinhibitory circuits in neocortex has also come to light in recent years. These examples suggest that disinhibition might be found more widely than what has been appreciated. Some of them also illustrate the possibility that IN types that are often thought to produce mainly inhibition of PCs may in some specific cases produce predominantly disinhibition.
An Sst IN-Mediated Disinhibitory Circuit in L4. As described in the IN Diversity section, Sst INs in L4 of S1 differ substantially in morphology and electrophysiological properties from those in supra-and infragranular layers (Ma et al., 2006; Xu et al., 2013) . Furthermore, L4 Sst INs differ from Sst INs in other layers in their connectivity (Xu et al., 2013) . In L2/3, connection probability and synaptic strength are larger for PCs, but in L4, both the connection probability and the synaptic strength of Sst INs are much larger on PV INs (Beierlein et al., 2003; Gibson et al., 1999; Xu et al., 2013) . This suggests that activity of Sst INs in L4 will produce disinhibition of the PCs by inhibiting FS PV INs that tightly control the activity of the PCs. In support of this, Xu et al. (Xu et al., 2013) found that optogenetic inhibition of Sst INs in an active cortical network in slices increased firing of L2/3 pyramidal cells but decreased the firing of L4 PCs. More work will be needed to uncover whether this disinhibitory circuit operates in vivo, but understanding the function of this circuit will require knowledge of what determines the activity of Sst INs in this layer. Xu et al. (Xu et al., 2013) suggested that the Sst INs in L4 might be activated physiologically by acetylcholine via the well-established muscarinic-mediated depolarization of Sst neurons (see Table 1 ; IN Diversity). Hence, this circuit potentially contributes to the cholinergic mechanisms regulating sensory processing. In addition to acetylcholine, high-frequency local excitatory inputs also strongly recruit Sst INs due to the frequency-dependent facilitation of excitatory inputs onto these cells.
NGFC-Mediated Disinhibition in L4. Chittajallu et al. (Chittajallu et al., 2013) suggested a disinhibitory role of NGFCs in L4 of somatosensory cortex. They observed that spiking of an L4 NGFC in slices reduces the thalamic-evoked FS cell-mediated FFI onto a connected PC by a GABAB mechanism, reducing GABA release from presynaptic FS PV cell terminals. However, NGFC activity did not affect monosynaptic thalamic feedforward excitation onto the same PC. The inhibition of FFI resulted in an increase in the temporal window for integration of excitatory thalamic input in spiny stellate cells ( Figure 5D ), as previously observed for the GABAB and cholinergic inhibition of GABA release from FS cells (Kruglikov and Rudy, 2008) . These results are surprising given the notion that NGFCs produce volume release of GABA, resulting in spatially unrestricted inhibition lacking target specificity, and the fact that the GABAB agonist baclofen inhibits neurotransmission of both FS and thalamocortical synapses onto the spiny stellate cells equally (Chittajallu et al., 2013; Kruglikov and Rudy, 2008) . Chittajallu et al. (Chittajallu et al., 2013) speculate that a non-uniform distribution of release sites of NGFC axons or other structural differences between thalamocortical and FS cell synapses may explain the selectivity. In any case, the results raise the possibility that in some structures NGFC-mediated inhibition can have more spatially restricted influence than what might be expected from volume transmission. In fact, NGFCs have also been observed to make synaptic contacts with subcellular structures such as dendritic spines Tamá s et al., 2003) .
Disinhibitory Circuits Mediated by L1 INs. Letskus et al. (Letzkus et al., 2011) proposed the hypothesis that a disinhibitory circuit mediates associative fear learning in auditory cortex. They found that a conditioning foot shock produced nicotinic activation of a yet to be identified subtype of L1 IN that inhibited L2/3 PV INs, resulting in disinhibition of the pyramidal neurons. Pharmacological or optogenetic block of the disinhibition abolished fear learning. Interestingly, Jiang et al. (Jiang et al., 2013) found that besides NGFCs, L1 had another large subpopulation of neurons, identified as ''single bouquet cells'' (SBCs), with a descending axon to L2/3 (see Table 1 ). These INs preferentially formed unidirectional inhibitory connections on all subtypes of L2/3 INs and can thus produce disinhibition of pyramidal cells. These SBCs could be the mediators of the disinhibition described by Letskus et al. (Letzkus et al., 2011) . The SBCs described by Jiang et al. (Jiang et al., 2013) resemble Vip INs, raising the possibility that the fear-conditioning-related disinhibition might be another example of Vip-mediated disinhibition. This would be consistent with the observation that Vip neurons respond to aversive stimuli (Pi et al., 2013) . However, other evidence suggests that SBC and Vip INs might be different cell types. While SBCs appear to be a prominent L1 IN type (Jiang et al., 2013) , Vip INs only account for about 5% of L1 INs (see Diversity section). The output connectivity of the two cell types also differs. SBCs connect to all IN subtypes in L2/3 (but not to PCs) (Jiang et al., 2013) . In addition, the connection probability of SBCs to Sst INs is the lowest among all INs. This contrasts with Vip INs, which have low connectivity to all neurons, including pyramidal cells, but exhibit substantially stronger connectivity to Sst INs Pfeffer et al., 2013; Pi et al., 2013) . Although this needs to be address directly, these differences suggest that SBCs and Vip INs belong to two distinct disinhibitory circuits.
GABAergic INs and Cortical Function
The ability to target, monitor, and manipulate specific IN subtypes in vivo by combining modern molecular genetic tools, imaging, and electrophysiological technologies has resulted in renewed efforts to understand the contribution of these cells to network dynamics, cortical computations, cognitive processes, and behavior. Extracellular recordings in the anterior cingulate cortex of mice performing a reward-foraging task showed that a subgroup of optogenetically identified Sst INs with narrow spikes fired preferentially at reward approach, whereas PV INs showed increased firing when the mouse was leaving the reward location that was correlated with stay duration in the reward zone . While studies such as this nicely illustrate the idea that different INs have specific functional contributions in a given context, we still lack an understanding of how their activity contributes to the computations underlying behavior. One area that has received significant attention is the function of INs in the generation of cortical oscillations. A large body of experimental and computer modeling work has suggested essential roles of GABAergic neurons in the generation of cortical fast oscillations (reviewed in Allen and Monyer, 2015; Buzsá ki and Wang, 2012) . Modern optogenetic methods allowing a more direct testing of the mechanisms have resulted in strong evidence supporting the view that PV-expressing basket cells have critical roles in the generation and maintenance of gamma, theta, and ripple oscillations (Cardin et al., 2009; Sohal et al., 2009; Stark et al., 2013 Stark et al., , 2014 . These rhythms, and the circuits underlying their generation, illustrate the importance of the fast signaling properties of FS PV basket cells (Bartos et al., 2007) . INs and Sensory Feature Selectivity Given the importance of specific cortical INs in sculpting excitatory cell responses, it is natural to address whether and how they are involved in the feature selectivity characteristic of excitatory cells of primary sensory cortices. There is a growing consensus that IN subtypes differentially contribute to the establishment or modulation of stimulus selectivity. Yet what their precise role might be is still actively debated. To understand this, many layers of information are required. How do different types of GABAergic neurons respond to specific sensory stimulation? How do their biophysical, morphological, and synaptic properties and connectivity contribute to their recruitment? How does the spatiotemporal profile of inhibition provided by these neurons in turn help shape the sensory responses of excitatory cells?
In most early studies of sensory responses of cortical neurons, cell types were identified based on their spike waveform; thus, these data are largely limited to putative FS neurons (Simons, 1978) , based on the assumption that brief spikes belong to these neurons. Nevertheless, using spike shape analysis, genetic labeling, or post hoc immunochemical identification of INs revealed that in mouse visual cortex, selectivity to visual stimuli such as orientation, direction, and spatial frequency is broader for FS neurons than for pyramidal cells (Atallah et al., 2012; Hofer et al., 2011; Kerlin et al., 2010; Liu et al., 2010; Runyan et al., 2010; Sohya et al., 2007) . Although the data are limited, other IN groups such as Sst and Vip INs have also been reported to be less selective to sensory stimulation (Kerlin et al., 2010) . It appears that for the most part, cortical INs are more broadly tuned than nearby PCs, yet different INs show various degrees of sensory tuning. Vip INs, for example, tend to be more selective for orientation tuning than PV and Sst INs (Kerlin et al., 2010) . It has also been reported that a few INs within a molecularly defined group show strong stimulus selectivity that is similar to that of pyramidal neurons (Ma et al., 2010; Runyan et al., 2010) . For example, a subset of PV INs in superficial layers of mouse V1 responds highly selectively to visual orientation (Runyan et al., 2010) . Whether these PV neurons are a subpopulation within the PV neuron group is unclear. However, the orientation selectivity of PV neurons was later shown to be inversely correlated with the extent of their dendritic arbor, suggesting that tuning of PV INs could simply be related to the spatial extent to which they can sample excitatory inputs (Runyan and Sur, 2013) . If this is the case, it becomes tempting to speculate that this could in part explain the higher selectivity observed in Vip INs, which generally show narrow bipolar dendritic arbor. Similar to visual cortex, GABAergic INs in other sensory cortices are also broadly tuned. In somatosensory cortex, L4 FS PV INs show broad tuning to angular direction of whisker movement and multiwhisker receptive fields (Bruno and Simons, 2002; Lee and Simons, 2004) .
What factors define tuning properties of INs, and why are inhibitory neurons generally more broadly tuned? Neurons in cortex are organized in a columnar structure, such that groups of neurons within a column share similar functional properties. Similar to the excitatory neurons within a column, it is likely that INs also demonstrate similar sensory selectivity that is shared within a column. Rodent visual cortex, however, lacks orientation columns; thus, the sum of excitatory inputs from nearby pyramidal neurons to INs will be broad (Hofer et al., 2011) . By contrast, cat visual cortex is organized as a pinwheel-like columnar structure for orientation selectivity. FS neurons in cat visual cortex do respond more selectively to orientation stimulus, reflecting similarly tuned local population (Azouz et al., 1997; Cardin et al., 2007; Martinez et al., 2005; Nowak et al., 2008) . Mouse auditory cortex is tonotopically organized. PV-positive neurons in auditory cortex are tuned to sound frequency to a similar degree as nearby PV-negative neurons (Moore and Wehr, 2013) . Therefore, feature selectivity would simply be a reflection of input availability within a cell's dendritic domain (Runyan and Sur, 2013) . Other factors such as intrinsic biophysical and synaptic properties of INs are also likely to contribute. Intracellular recording from INs, mostly FS INs, revealed that the selectivity of sensory-evoked EPSPs to FS neurons is comparable to those to excitatory neurons (Cardin et al., 2007; Hirsch et al., 2003) , suggesting that they receive roughly similar inputs. However, the faster time constant of FS neurons and stronger excitatory inputs allow for larger and faster membrane potential changes, and consequently, FS neurons can reach threshold more often, leading to spiking activity for non-preferred stimuli and hence broader tuning (Cardin et al., 2007) . Excitatory inputs to FS INs from thalamus have also been shown to be stronger (Cruikshank et al., 2007; Gabernet et al., 2005) and exhibit more convergence (Bruno and Simons, 2002; Swadlow and Gusev, 2002) onto FS than PCs. Altogether, network architecture, dendritic morphology, connectivity, synaptic profiles, and biophysical properties all seem to contribute to determining the selectivity of FS INs. More work will be required to understand the responses of other inhibitory cell types, which differ at all these levels.
What is the role of these different IN types in establishing sensory selectivity of PCs? Pharmacological blockade of GABAergic inhibition broadened orientation selectivity in visual cortex, demonstrating the importance of inhibition in shaping sensory selectivity (Sillito, 1975; Tsumoto et al., 1979) . In other studies, however, blockage of inhibition was found to change response magnitude, yet had minor effect on tuning properties (Katzner et al., 2011; Nelson et al., 1994; Ozeki et al., 2004) , suggesting sensory selectivity is inherited from thalamic inputs. Pharmacological approaches could not address the specific contribution of IN subtypes in shaping responses of excitatory neurons. Using optogenetics, several recent studies have investigated the contribution of PV and Sst neurons to stimulus selectivity in the mouse visual cortex (Atallah et al., 2012; El-Boustani and Sur, 2014; Lee et al., 2012; Wilson et al., 2012) . These studies demonstrated that PV and Sst inhibitory neurons play distinct roles in the tuning of excitatory neurons, producing either divisive or subtractive inhibition. However, the results from these studies do not agree on the specific role of each IN group. Some studies found that Sst INs sharpen orientation tuning (Wilson et al., 2012) , while activation of PV INs was found to have a minor effect on tuning but changed response gain (Atallah et al., 2012; El-Boustani and Sur, 2014; Wilson et al., 2012) . Others reported that PV INs sharpened tuning, but not Sst INs . With follow-up studies, these authors agreed that most of the discrepancy was due to the protocol used to stimulate the INs (Lee et al., 2014c) . This observation implies that the suppressive function of different IN groups can be flexible depending on how these neurons are engaged by visual stimulation and by brain states. Indeed, the study by El-Boustani and Sur (El-Boustani and Sur, 2014) provides compelling evidence that whether inhibition is subtractive or divisive is not a fixed property, but rather a dynamic function that depends on the response modes of INs and the nature of visual stimuli. As we discussed earlier, the activity pattern and function of INs can vary greatly depending on the context.
Perspectives
It is clear from the above account that there have been significant advances in the last 10 years in the understanding of the diversity of INs in the neocortex in rodents. There has also been significant progress in discovering cortical circuits involving INs and in demonstrating that IN subtypes have specific patterns of activity vis a vis patterns of network dynamics, distinct brain states, and behavioral epochs, allowing a better understanding of the functional roles of specific GABAergic INs.
Key to this progress has been the identification of non-overlapping molecular markers defining discrete IN groups, together with the use of modern molecular genetic methods. This has allowed for the labeling and manipulation of specific INs, permitting recording the activity of IN subtypes, and perturbing their activity to assess their functional impact. However, as discussed earlier, the IN groups defined by the molecular markers used today are still heterogeneous. It is necessary for further progress to develop methods to study more discrete populations (subtypes of PV, Sst, Vip, and non-Vip 5HT3aR INs). While it is conceivable that markers of increased specificity will be discovered, intersectional genetics, in which genetic manipulation of a cell population depends on the intersection of two genetic drivers, is a promising approach that could allow dissection of subpopulations of INs belonging to one of the presently defined molecular groups (Fenno et al., 2014; Huang, 2014) .
Developing approaches to understand IN function in species other than rodents is also a major challenge for the future. The genetic methods that have been so useful to study interneurons in mice are more difficult to apply in other species, particularly nonhuman primates. Recently, Dimidschstein et al. (J. Dimidschstein and G. Fishell, personal communication) generated recombinant adeno-associated virus (rAAV) expressing functional levels of reporters and effectors under control of a Dlx5/6 enhancer sequence and showed that these viruses can be used to restrict gene expression to interneurons of multiple vertebrate species, including human. This study exemplifies how molecular knowledge obtained from mice studies can be applied to label, monitor, and manipulate genetically defined neuronal subtypes in species less amenable to traditional genetic manipulation.
Ultimately, understanding the functional role of INs will depend on advances in our understanding of the cortical operations mediating specific behaviors.
