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SU(2) gauge theory in the nonlinear gauge of the Curci-Ferrari type is studied in low-energy
region. We give a classical solution that connects color electric charges. Its dual solution, which
has a configuration of monopole, is also presented. Due to the gluon condensation subsequent to
the ghost condensation, these classical fields become massive. The massive Lagrangian with the
classical solution and that with the dual solution are derived. We show that these Lagrangians
produce a linear potential between a quark and an antiquark. This is the mechanism of quark
confinement that is different from the magnetic monopole condensation.
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1 Introduction
In the dual superconductor picture of quark confinement, magnetic monopoles are neces-
sary (see, e.g., [1]). Just like a Cooper pair in superconductivity, they must condense in the
vacuum. This condensation gives a mass for non-Abelian gauge fields, and a linear potential
between a quark and an antiquark is expected.
In Ref. [2], we studied the SU(2) gauge theory in the nonlinear gauge of the Curci-Ferrari
type, and proposed another mechanism that gives a mass for gauge fields. In the low-energy
region below the QCD scale parameter ΛQCD, the ghost condensation happens, and the
SU(2) gauge theory breaks down to the U(1) theory [3]. If we choose the unbroken U(1)
in the A = 3 direction in SU(2), an additional condensate 〈A+µA
−µ〉 appears. Because of
this condensate, although the quantum U(1) gauge field a3µ is massless, the classical part b
3
µ
acquires the mass m.
In the previous paper [4], we considered the magnetic potential C˜µ as the classical part
b3µ. It was shown that the color magnetic charges Qm and −Qm are confined by the linear
potential. We also introduced the dual magnetic potential Cµ consistently, and derived the
same linear potential.
In this paper, based on Ref. [4], we study the confinement of the color electric charges
Qe and −Qe. In the next section, we briefly review Ref. [4]. In Sect. 3, we introduce the
classical gauge field B˜µ which couples with the color electric current j
µ. We call it the
electric potential. Its dual potential Bµ is also defined. Referring to C˜µ and Cµ, we present
the relation between B˜µ and Bµ. From this relation, the Lagrangian for B˜µ and that for
Bµ are given. Using these Lagrangians, the linear potential between Qe and −Qe is derived
in Sect. 4. The origin of the linear potential is discussed in Sect. 5, and the configuration
which yields the quark confinement is discussed in Sect. 6. In Sect. 7, the present theory is
compared with the dual Ginzburg-Landau model of dual superconductor. Section 8 is devoted
to a summary and comments. In Appendix A, notations and formulas are summarized. For
a static magnetic charge, the solution of the equation of motion and its dual solution are
presented in Appendix B. The solution and its dual solution for a static electric charge are
also given. In Appendix C, we calculate the integral which gives the linear potential. To
make the manuscript self-contained, the existence of the ghost condensation in Minkowski
space is explained in Appendix D.
2
2 Magnetic potential and its dual potential
We review Ref. [4] briefly. Let us consider the SU(2) gauge theory with structure constants
fABC . Using the notations
F ·G = FAGA, (F×)AB = fACBFC , (F ×G)A = fABCFBGC ,
(∂ ∧AA)µν = ∂µA
A
ν − ∂νA
A
µ , A = 1, 2, 3,
the Lagrangian is
Linv(A) = −
1
4
Gµν ·G
µν , GAµν = (∂ ∧ A
A)µν + g(Aµ × Aν)
A.
This Lagrangian requires gauge fixing, and an appropriate gauge-fixing term and a ghost
term are necessary. The Lagrangian for these terms is written as Lϕ(A).
2.1 SU(2) gauge theory in the low-energy region
In Refs. [3, 5], we employed the nonlinear gauge of the Curci-Ferrari type [6]. Using the
Nakanishi-Lautrup field BA, the ghost cA and the antighost c¯A, and the gauge parameter α2,
we introduced the field ϕA = α2(−B + igc¯× c)
A. At the one-loop level, it was shown that
ϕA acquires the vacuum expectation value (VEV) ϕ0 = |〈ϕ
A〉| 6= 0 below the scale ΛQCD [3].
This phenomenon is called the ghost condensation [5, 7, 8]. 1 Choosing the VEV in the A = 3
direction, we write 〈ϕA〉 = ϕ0δ
A3. Next we divided the gauge field AAµ into the classical part
bAµ and the quantum part a
A
µ as
AAµ = a
A
µ + b
A
µ , b
A
µ = b
3
µδ
A3.
In the presence of the VEV ϕ0δ
A3, ghost loops yield the tachyonic gluon masses for aAµ [5, 9].
In Ref. [2], we have shown that the VEV 〈A+µA
−µ〉 appears and the tachyonic gluon masses
are removed. Thus we obtained the Lagrangian L(b+ a) = Linv(b+ a) + Lϕ(a, b) with
Linv =−
1
4
(F +H)2 +
m2
2
[2a3µb
3µ + b3µb
3µ] +M2a+µ a
−µ −
g
2
(Fµν +Hµν)(a
µ × aν)3
−
g2
4
(aµ × aν)
3(aµ × aν)3 −
1
4
(Dˆµaν − Dˆνaµ)
a(Dˆµaν − Dˆνaµ)a. (2.1)
Here, we used the notations Fµν = (∂ ∧ a
3)µν , Hµν = (∂ ∧ b
3)µν , F
2 = FµνF
µν , and
(Dˆµaν)
a = (∂µaν + gA
3
µ × aν)
a (a = 1, 2). We find, although the quantum part a3µ is mass-
less, the classical part b3µ acquires the mass m =
√
g3ϕ0/(32π). At the one-loop level, the
1 In Minkowski space, although we could not show ϕ0 6= 0 in Ref. [5], we did it in Ref. [4]. The treatments
in these two articles are compared to stress ϕ0 6= 0 in Appendix D.
3
quantum parts aaµ (a = 1, 2) also acquire the mass M defined by
−
m2
2g2
= i〈x|tr
(
∆+M2
)−1
|x〉.
The gauge-fixing and ghost part becomes
Lϕ(a, b) =
α1
2
B ·B +B · [Dµ(b)a
µ + ϕ˜]
+ ic¯ · [Dµ(b)D
µ(b+ a) + gϕ0 ×+gϕ˜×]c−
(ϕ0 + ϕ˜) · (ϕ0 + ϕ˜)
2α2
,
where ϕ˜A = ϕA − ϕ0δ
A3 is the quantum fluctuation, and α1 is another gauge parameter.
We note, if ϕA is integrated out, Lϕ(a, b) gives
LNL = B ·Dµ(b)a
µ + ic¯ · [Dµ(b)D
µ(b+ a)c] +
α1
2
B · B +
α2
2
B¯ · B¯ − B · 〈ϕ〉.
When the classical field bAµ = 0, LNL represents the nonlinear gauge of the Curci-Ferrari type
[6], and the last term is required to keep the BRS symmetry in the presence of ϕ0 [2].
2.2 Lagrangian with the magnetic potential C˜µ
First, we consider the magnetic potential C˜µ, and set b
3
µ = C˜µ. This field satisfies the
equation of motion
∂νHµν = ǫµναβ∂
ν n
α
nρ∂ρ
kβ, Hµν = (∂ ∧ C˜)µν , (2.2)
where kβ is the magnetic current, and the space-like vector nα satisfies nαnα = −1. When
the mass term for C˜µ exists, the equation of motion changes from Eq. (2.2) to
(D−1m )µνC˜
ν − ǫναµβ
nα∂µ
nρ∂ρ
kβ = 0, (D−1m )µν = gµν(+m
2)− ∂µ∂ν . (2.3)
As an example, nα and kν for the Dirac monopole are presented in Appendix B. The solutions
C˜µ for Eqs. (2.2) and (2.3) are also given in this appendix.
To incorporate the current kν in the Lagrangian, we replace (∂ ∧ C˜)µν with 2
(∂ ∧ C˜)µν − ǫµναβ
nα
nρ∂ρ
kβ. (2.4)
Then, performing this replacement and neglecting the components aaµ(a = 1, 2), Eq. (2.1)
leads to the Abelian Lagrangian
LmAbel = −
1
4
F 2 −
1
4
(
∂ ∧ C˜ − ǫµναβ
nα
nρ∂ρ
kβ
)2
+
m2
2
C˜µC˜
µ, (2.5)
where, because of the equation of motion (2.3), the linear term of a3µ vanishes.
2 Equation (2.4) is Zwanziger’s field strength F = (∂ ∧ A)− (n · ∂)−1(n ∧ jg)
d in Ref. [10].
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Now we neglect a3µ. In Ref. [4], it is shown that Eq. (2.5) gives the magnetic current-
current correlation
Lkk = −
1
2
kµ
1
+m2
kµ −
1
2
kµ
m2
+m2
nαn
α
(nρ∂ρ)2
(
gµν −
nµnν
nσnσ
)
kν . (2.6)
We choose the current
kµ(x) = Qmg
µ0{δ(x− a)− δ(x− b)}, (2.7)
where the magnetic charge is Qm, and the position of the static magnetic monopole
(antimonopole) is a (b). We write r = a− b, r = |r| and nµ = (0,n), and follow the
procedure in Refs. [11–14]. Then, when r ‖ n, the correlation (2.6) gives the magnetic
monopole-antimonopole potential
Vm(r) =VmY(r) + VmL(r), VmY(r) =
−Q2m
4π
e−mr
r
,
VmL(r) = σmr +O(e
−mr), σm =
Q2mm
2
8π
ln
(
m2 +m2χ
m2
)
, (2.8)
where mχ is the ultraviolet cutoff for the momentum components qT that is perpendicular
to n. 3 Thus the magnetic monopoles are confined by the linear potential VmL(r).
The derivation of the linear potential will be discussed in Sect. 4.
2.3 Lagrangian with the dual magnetic potential Cµ
If we consider the magnetic monopole, C˜µ is the space-like potential. So, Cho introduced
a time-like potential, which is called the dual magnetic potential Cµ [15]. We define a dual
field strength by
Hµν =
1
2
ǫµναβHαβ = ǫ
µναβ∂αC˜β. (2.9)
and give the dual magnetic potential Cµ by the relation [4]
Hµν = ǫµναβ∂αC˜β = (∂ ∧ C)
µν + Λµνm , (2.10)
Λµνm = −
nµ
nρ∂ρ
∂σ(∂ ∧ C)
σν +
nν
nρ∂ρ
∂σ(∂ ∧ C)
σµ.
As we show in Appendix B, in the case of the Dirac monopole, Λµνm represents the Dirac string.
Since Eq. (2.10) is invariant under the transformations C˜µ → C˜µ + ∂µε and Cµ → Cµ + ∂µϑ,
3The scale mχ comes from the energy that the ghost condensation disappears.
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we choose the gauges
nµC˜
µ = 0, nµC
µ = 0.
Then Eq. (2.10) leads to
C˜ν = ǫνµαβ
nµ∂α
nρ∂ρ
Cβ . (2.11)
Using Eqs. (2.10) and (2.11), we can rewrite the Lagrangian (2.1). After neglecting the
components aaµ(a = 1, 2), we obtain the Abelian part [4]
L′mAbel =−
1
4
F 2 −
1
4
(∂ ∧ C)2 +
m2
2
CµC
µ − Cµk
µ + Ωk, (2.12)
Ωk =
m2
2
CµNµν
[
∂λ(∂ ∧ C)
λν +m2Cν − 2kν
]
,
where
Nµν =
nαnα
(nρ∂ρ)2
(
gµν −
nµnν
nβnβ
)
.
Even if L′mAbel contains Ωk, the dual field Cµ satisfies the equation of motion
(D−1m )µνC
ν − kµ = 0. (2.13)
We solve Eq. (2.13) as
Cµ = Dµνm kν , D
µν
m =
gµν
+m2
+
∂µ∂ν
m2(+m2)
, (2.14)
and substitute Eq. (2.14) into Eq. (2.12). After neglecting the quantum part −F 2/4,
Eq. (2.12) also gives the correlation (2.6). Namely, based on the dual magnetic potential
Cµ, the same confining potential (2.8) is obtained.
3 Electric potential and its dual potential
Let us consider the color electric current jAµ = jµδ
A3, which usually couples with the gauge
field as −AAµ j
Aµ = −(a3µ + b
3
µ)j
µ. If the magnetic monopole solution in Eq. (B1) is chosen as
the classical part b3µ, this field cannot couple with the static current j
µ = (j0, 0). Therefore,
to study the confinement of color electric charges, we introduce the electric potential B˜µ and
6
its dual potential Bµ. It is natural to assume the dual relation
jµ ↔ kµ, B˜µ ↔ Cµ, −Bµ ↔ C˜µ. (3.1)
Then Eq. (2.10) gives the relation
−ǫµναβ∂αBβ = (∂ ∧ B˜)
µν + Λµνe , (3.2)
Λµνe = −
nµ
nρ∂ρ
∂σ(∂ ∧ B˜)
σν +
nν
nρ∂ρ
∂σ(∂ ∧ B˜)
σµ.
From this equation, we obtain
(∂ ∧ B)µν = ǫµναβ
{
∂αB˜β −
nα
nρ∂ρ
∂σ(∂ ∧ B˜)
σβ
}
. (3.3)
As in Sect. 2, B˜µ and Bµ have U(1) symmetries. If we choose the gauges
nµB˜
µ = 0, nµB
µ = 0,
Eq. (3.3) leads to
Bν = −ǫνµαβ
nµ∂α
nρ∂ρ
B˜β. (3.4)
Namely, the dual electric potential Bµ has the string singularity. The term Λ
µν
e represents
the string, which we call the electric string.
Based on the dual relation in Eq. (3.1), we can repeat the procedure in Ref. [4]. So,
by applying Eq. (3.1), the Lagrangians for B˜µ and Bµ are obtained from those for Cµ and
C˜µ. However, in this section, we derive them directly. To incorporate the electric current
jµ, we add ǫ
µναβ(nρ∂ρ)
−1nαjβ to (∂ ∧ B)
µν . 4 In addition, taking the London current in
superconductivity into account, we add −ǫµναβ(nρ∂ρ)
−1nαm
2B˜β/2 to Eq.(3.3), i.e.,
(∂ ∧ B)µν+ǫµναβ
nα
nρ∂ρ
jβ − ǫµναβ
nα
nρ∂ρ
m2
2
B˜β
= ǫµναβ
[
∂αB˜β −
nα
nρ∂ρ
{
∂σ(∂ ∧ B˜)
σβ − jβ +
m2
2
B˜β
}]
. (3.5)
From the left-hand side (LHS) of Eq.(3.5), using Eqs. (3.4) and (A2), we obtain
−
1
4
[
(∂ ∧ B) + (nρ∂ρ)
−1
{
n ∧
(
j −
m2
2
B˜
)}d]2
= −
1
4
{
∂ ∧ B + (nρ∂ρ)
−1(n ∧ j)d
}2
+
m2
2
BµB
µ +
m2
2
jµNµνB˜
ν −
m4
8
B˜µNµνB˜
ν , (3.6)
4This is Zwanziger’s dual field strength F d = (∂ ∧B) + (n · ∂)−1(n ∧ je)
d in Ref. [10].
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where (A ∧ B)dµν =
1
2ǫµνκλ(A ∧ B)
κλ = ǫµνκλA
κBλ. In the same way, using the formula
(∂ ∧ B˜)µν(n ∧W )µν = −2B˜
µ(nρ∂ρ)Wµ,
the right-hand side (RHS) of Eq.(3.5) gives
−
1
4
[{
∂ ∧ B˜ − (nρ∂ρ)
−1n ∧
(
∂(∂ ∧ B˜)− j +
m2
2
B˜
)}d]2
= −
1
4
(∂ ∧ B˜)2 +
m2
2
B˜µB˜
µ − B˜µjµ −
1
2
{
(D−1m )B˜ − j
}µ
Nµν
{
(D−1m )B˜ − j
}ν
+
m2
2
{
(D−1m )B˜ − j
}µ
NµνB˜
ν −
m4
8
B˜µNµνB˜
ν . (3.7)
We note, because of Eq. (A1), the term −14
{
(∂ ∧ B˜)d
}2
gives the kinetic term with the
wrong sign [15], i.e., 14(∂ ∧ B˜)
2. The cross term
−
1
2
(
∂ ∧ B˜
)d
(nρ∂ρ)
−1
[
−n ∧
{
∂(∂ ∧ B˜)
}]d
changes the sign of this term, and the correct kinetic term is derived [4]. If we move the last
two terms in the LHS (Eq. (3.6)) to the RHS (Eq. (3.7)), we obtain
−
1
4
{
∂ ∧ B + (nρ∂ρ)
−1(n ∧ j)d
}2
+
m2
2
BµB
µ
= −
1
4
(∂ ∧ B˜)2 +
m2
2
B˜µB˜
µ − B˜µjµ + Ωj −
1
2
{
(D−1m )B˜ − j
}µ
Nµν
{
(D−1m )B˜ − j
}ν
, (3.8)
where
Ωj =
m2
2
B˜µNµν
{
(D−1m )B˜ − 2j
}ν
, {(D−1m )B˜}
ν = ∂λ(∂ ∧ B˜)
λν +m2B˜ν . (3.9)
The LHS of Eq. (3.8), i.e.,
L′ecl = −
1
4
{
(∂ ∧ B)µν + ǫµναβ
nα
nσ∂σ
jβ
}{
(∂ ∧ B)µν + ǫµνκλ
nκ
nρ∂ρ
jλ
}
+
m2
2
BµB
µ (3.10)
is the Lagrangian for Bµ. It gives the equation of motion
(D−1m )µνB
ν −Jµ = 0, Jµ = −ǫµνβσ
nν∂β
nρ∂ρ
jσ. (3.11)
From the RHS of Eq. (3.8), we obtain the equation of motion for B˜µ as
(D−1m )µνB˜
ν − jµ +
δΩj
δB˜µ
− (D−1m )µσN
σν
{
(D−1m )B˜ − j
}
ν
= 0. (3.12)
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However this equation is satisfied by the usual equation of motion
(D−1m )µνB˜
ν − jµ = 0, (3.13)
because Eq. (3.13) leads to
δΩj
δB˜µ
∣∣∣∣
(D−1m )B˜=j
= 0.
So, using Eq. (3.13), the RHS of Eq. (3.8) becomes the following Lagrangian for B˜µ:
Lecl = −
1
4
(∂ ∧ B˜)2 +
m2
2
B˜µB˜
µ − B˜µj
µ + Ωj . (3.14)
We note, if we multiply Eq. (3.13) by −ǫλκσµ(nρ∂ρ)
−1nκ∂σ, Eq. (3.11) is obtained.
4 Electric charge confinement
Since Lecl is equivalent to L
′
ecl, we consider Lecl first. Using the equation of motion
(D−1m )B˜ = j, it becomes
Lecl = −
1
2
B˜µj
µ −
m2
2
B˜µNµνj
ν , (4.1)
Substituting B˜µ = Dµνm jν into Eq. (4.1), we obtain the electric current-current correlation
[11–14]
Ljj = −
1
2
jµ
1
+m2
jµ −
1
2
jµ
m2
+m2
nαn
α
(nρ∂ρ)2
(
gµν −
nµnν
nσnσ
)
jν . (4.2)
To derive the static potential between the electric charges Qe and −Qe, we insert the
static electric current
jµ(x) = Qeg
µ0{δ(x− a)− δ(x− b)}. (4.3)
Then the first term in Eq. (4.2) leads to
Q2e
∫
d3q
(2π)3
1− cos q · r
q2 +m2
,
where r = a− b. If we write r = |r|, by removing constants, it gives the Yukawa potential
VeY(r) =
−Q2e
4π
e−mr
r
.
Next, for the space-like vector nµ = (0,n) with n2 = 1, the second term in Eq. (4.2) becomes
Q2e
∫
d3q
(2π)3
(1− cos q · r)
m2
(q2 +m2)q2n
, (4.4)
9
where qn = q · n. This expression has the infrared divergence as qn → 0. However, this
divergence disappears when n ‖ r [13, 14]. 5 Thus the finite part gives the linear potential
VeL(r) = σer +O(e
−mr), σe =
Q2em
2
8π
ln
(
m2 +m2χ
m2
)
, (4.5)
and Eq. (4.2) leads to the static quark-antiquark potential [11–14]
Ve(r) = VeY(r) + VeL(r). (4.6)
Instead of the field B˜µ, we can use the dual field Bµ. If we apply the equation of motion
(D−1m )B = J to L
′
ecl, the correlation Ljj is obtained again.
5 Origin of the linear potential VeL
By multiplying Eq.(3.2) by nµ and −jν/2, we obtain
1
2
(
ǫβµαν
nµ∂α
nρ∂ρ
jν
)
Bβ = −
1
2
jνB˜
ν +
1
2
jνN
νµ∂σ(∂ ∧ B˜)
σ
µ, (5.1)
where the gauge condition nµB˜µ = 0 has been used. If we subtract −jνN
νµjµ/2, Eq. (5.1)
becomes
−
1
2
J βBβ −
1
2
jνN
νµjµ = −
1
2
jνB˜
ν +
1
2
jνN
νµ∂σ(∂ ∧ B˜)
σ
µ −
1
2
jνN
νµjµ. (5.2)
where J β is defined in Eq. (3.11). The equation of motion ∂σ(∂ ∧ B˜)
σ
µ +m
2B˜µ − jµ = 0
makes the RHS of Eq. (5.2)
−
1
2
jµB˜
µ −
m2
2
jνN
νµB˜µ. (5.3)
Since the current conservation ∂µj
µ = 0 leads to B˜µ = (+m
2)−1jµ, Eq. (5.3) becomes
−
1
2
jµ
1
+m2
jµ −
m2
2
jµ
1
+m2
Nµνj
ν . (5.4)
The first term and the second term yield the Yukawa potential and the linear potential,
respectively.
The factor 12jνN
νµ∂σ(∂ ∧ B˜)
σ
µ comes from the electric string Λ
µν
e in Eq. (3.2). This fac-
tor becomes −m
2
2 jνN
νµB˜µ only when m 6= 0. Therefore there are two causes of the linear
potential. One is the electric string and the other is the mass for the electric potential.
5The infrared behavior of Eq. (4.4) is discussed in Appendix C.
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6 Classical configuration for confinement
In Eq. (2.1), we can choose any classical solution as b3µ. First we choose B˜µ as b
3
µ. The
coupling with the electric current is supposed to be −jµB˜µ. Then the classical part of
Eq. (2.1) gives
−
1
4
(∂ ∧ B˜)2 +
m2
2
B˜µB˜
µ − jµB˜µ, (6.1)
and the equation of motion (D−1m )µνB˜
ν = jµ is satisfied.
Next we consider another solution Bµ(B˜, n), which contains B˜µ and n
µ. To couple with
Bµ, the current j
µ may be modified. This modified current, which depends on jµ and nµ, is
denoted by Jµ(j, n). Then, by setting b3µ = Bµ, Eq. (2.1) gives
−
1
4
(∂ ∧B)2 +
m2
2
BµBµ − J
µBµ. (6.2)
Now we assume that Eq. (6.2) is rewritten as
−
1
4
(∂ ∧ B˜)2 +
m2
2
B˜µB˜
µ − jµB˜µ +∆L(B˜, n, j). (6.3)
If ∆L(B˜, n, j) satisfies
δ∆L(B˜, n, j)
δB˜µ
∣∣∣∣∣
(D−1m )B˜=j
= 0,
Eq. (6.3) yields the same equation of motion (D−1m )µνB˜
ν = jµ. Thus, although Eqs. (6.1) and
(6.3) produce the same equation of motion, because of the term ∆L(B˜, n, j), some additional
effects may exist.
This is the situation studied in the sections 3 and 4. We set Bµ = Bµ and J
µ = J µ
defined in Sect. 3. Then we find
∆L(B˜, n, j) = Ωj −
1
2
{
(D−1m )B˜ − j
}µ
Nµν
{
(D−1m )B˜ − j
}ν
+
1
2
jµNµνj
ν ,
and the term Ωj yields the confining potential.
Thus we can conclude that the classical configuration which yields the quark confinement
is the monopole solution of the dual gauge field Bµ.
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7 Comparison with the dual Ginzburg-Landau model
Zwanziger considered a local Lagrangian with two gauge fields Aµ and Bµ [10]. If Bµ is
integrated out, it gives the nonlocal Lagrangian [16]
L(A) = −
1
4
(F )2 − jµA
µ, F = ∂ ∧A− (nρ∂ρ)
−1(n ∧ k)d. (7.1)
In the same way, we can derive the equivalent Lagrangian
L(B) = −
1
4
(F d)2 − kµB
µ, F d = ∂ ∧B + (nρ∂ρ)
−1(n ∧ j)d. (7.2)
To study the quark confinement, L(B) is often used. In the dual Ginzburg-Landau model
of dual superconductor, introducing the monopole field χ, replace the term −kµB
µ with the
covariant derivative of χ [17]. This part contains the term |Bµχ|
2. Adding an appropriate
potential V (χ), the VEV 〈χ〉 appears, and Bµ becomes massive. Then the interaction (∂ ∧
B)(nρ∂ρ)
−1(n ∧ j)d in (F d)2 produces the linear potential [12].
In this case, we can identify Aµ and Bµ with C˜µ = (C˜0, C˜) and Cµ = (C0,C), respectively.
Let us consider the current jµ = (j0, 0). Since j0 couples with not C0 but C, the component
C is indispensable to produce the linear potential VeL. The coupling between the magnetic
current kµ = (k0,k) and Cµ is kµCµ, the space component k is also necessary. Furthermore,
to make C massive, some additional mechanism like the introduction of χ and V (χ) is
inevitable.
In the present approach, we can identify Aµ and Bµ with B˜µ = (B˜0, 0) and Bµ = (0,B).
Since the ghost condensation and the VEV 〈A+µA
−µ〉 produce the mass for any classical
solution, the magnetic current kµ and additional fields like χ are unnecessary to yield VeL.
The Lagrangian L(B) holds by adding the mass term m2B2/2. However, as we showed in
Sect. 3, in addition to the mass term m2A2/2, the term Ωj in Eq. (3.9) should be added to
the Lagrangian L(A).
We make a comment. For the currents jµ = (j0, 0) and kµ = (k0, 0), it is possible to set
Aµ = (B˜0, C˜) and Bµ = (C0,B). When j0 = 0, B˜0 and B vanish, and magnetic charges are
confined [4]. Likewise, if k0 = 0, C˜ and C0 vanish, and electric charges are confined.
8 Summary and comments
In the previous papers [3–5], we studied the SU(2) gauge theory in the nonlinear gauge
of the Curci-Ferrari type. It was shown that, because of the ghost condensation ϕ0 6= 0, the
SU(2) gauge theory breaks down to the U(1) theory in the low-energy region [3]. In Ref. [2],
we found that, although the quantum U(1) gauge field a3µ is massless, the classical part
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b3µ acquires the mass m =
√
g3ϕ0/(32π) through the VEV 〈A
+
µA
−µ〉. Then, in Ref. [4], we
considered the magnetic potential C˜µ as the classical part b
3
µ. It was shown that the magnetic
charges Qm and −Qm are confined by the linear potential. We also showed that the linear
potential is derived by using the dual magnetic potential Cµ consistently.
In this paper, we considered the electric potential B˜µ and the dual electric potential Bµ
as the classical part b3µ. The dual relation between B˜µ and Bµ requires the expression (3.2),
which contains the string term Λµνe . In fact, for a point color electric charge, B˜µ is the usual
Coulomb potential, Bµ is the monopole-type potential, and Λ
µν
e is the electric Dirac string.
Using Eq. (3.2), we derived the Lagrangians Lecl with B˜µ and L
′
ecl with Bµ, and showed
the relation Lecl = L
′
ecl. We note, by applying the duality (3.1), the Lagrangians L
′
mAbel and
LmAbel in Sect. 2 lead to the Lagrangians Lecl and L
′
ecl, respectively.
From the Lagrangian Lecl, the linear potential VeL between the color electric charges Qe
and −Qe is obtained. The operator 1/(n
ρ∂ρ), which yields the unphysical string, and the
mass m are necessary to give VeL. The Lagrangian Lecl contains the term Ωj in Eq. (3.9).
This term, which is the origin of the linear potential, comes from the electric string Λµνe
and the mass term for B˜µ. We can also use the Lagrangian L
′
ecl to derive VeL. For a point
color electric charge, Bµ is the monopole-type solution. So we can say that the classical
configuration which yields the quark confinement is the monopole solution of the dual gauge
field Bµ.
In the dual Ginzburg-Landau model of dual superconductor, the operator 1/(nρ∂ρ) exists
as well. However, there are two different points. One is the fields that contribute, and the
other is the mechanism to produce the mass m. In the dual superconductor model, the field
(dual field) is C˜µ (Cµ), and the mechanism is the monopole condensation. In the present
approach, the field (dual field) is B˜µ (Bµ), and the mechanism is the condensation 〈A
+
µA
−µ〉
subsequent to the ghost condensation ϕ0 6= 0.
We make some comments.
(1). Below the scale ΛQCD, the ghost c
A and the antighost c¯A make a bound state
igfABC c¯BcC [18], and the ghost condensate ϕ0 appears. This is the origin of the mass
m. This condensation happens in the non-Abelian gauge theory. Without m, the term Ωj
vanishes, and the Lagrangian Lecl in Eq. (3.14) reduces to the usual U(1) Lagrangian. Thus
the confinement by the mechanism presented here does not happen in QED.
(2). The operator 1/(nρ∂ρ) yields the string singularity. This singularity should not be
detected. However, as we stated in Sect. 3 and stressed in Ref. [4], the string term Λµνe is
important to yield the correct kinetic term −(∂ ∧ B˜)2/4. In addition, the effect of the string
exists energetically. The energy of the string is proportional to its length [19]. This is the
infrared divergence ∝ 1/ε in Appendix C. To get a finite energy, the color electric charges Qe
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and −Qe must be on the line determined by n, where n
µ = (0,n). Then the energy becomes
finite, and is proportional to the distance r = |r| between them.
(3). Physical quantities should not depend on nµ. For example, the equation of motion
for B˜µ presented in Eq. (3.12) contains n
µ. However, it reduces to the usual equation of
motion (D−1m )µνB˜
ν = jµ. The next example is the linear potential. The positions of the
charges Qe and −Qe must satisfy r ‖ n energetically. However, as n can be chosen in an
arbitrary direction, we can put Qe and −Qe in arbitrary positions, and the potential VeL(r)
is independent of nµ.
A Notations and some relations
We employ the metric gµν = diag(1,−1,−1,−1). The antisymmetric pseudotensor ǫ
µνρσ
defined by ǫ0123 = 1 satisfies the formulas
ǫαβρσǫαλµν = −
∣∣∣∣∣∣∣
δβλ δ
β
µ δ
β
ν
δρλ δ
ρ
µ δ
ρ
ν
δσλ δ
σ
µ δ
σ
ν
∣∣∣∣∣∣∣ , ǫ
αβρσǫρσµν = −2(δ
α
µδ
β
ν − δ
α
ν δ
β
µ). (A1)
From Eq. (A1), the following relations are obtained:
ǫµναβ
nαJβ
nρ∂ρ
ǫµνκλ
nκKλ
nσ∂σ
=2Jµ
nβn
β
(nρ∂ρ)2
(
gµν −
nµnν
nσnσ
)
Kν = 2JµNµνK
ν , (A2)
ǫµναβ
nν∂αJβ
nρ∂ρ
ǫµηκλ
nη∂κKλ
nσ∂σ
=JµgµνK
ν − JµNµνK
ν
+ Jµ
1
(nρ∂ρ)2
(nσn
σ∂µ∂ν − n
σ∂σ∂µnν − n
σ∂σnµ∂ν)K
ν , (A3)
where
Nµν =
nαnα
(nρ∂ρ)2
(
gµν −
nµnν
nβnβ
)
.
For simplicity, we use the notations
(∂ ∧ C)µν = ∂µCν − ∂νCµ, ∂σ(∂ ∧ C)
σν = Cν − ∂ν∂σC
σ, (A4)
(A ∧ B)dµν =
1
2
ǫµνκλ(A ∧B)
κλ = ǫµνκλA
κBλ,
and, for an antisymmetric tensor Hµν ,
H2 = HµνH
µν .
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B Monopole solutions and dual solutions
For a magnetic charge and an electric charge, we present monopole solutions and dual
solutions in the massless case and the massive case.
B.1 Magnetic potential and its dual potential
In the massless case, we choose the magnetic potential, which describes a magnetic
monopole, as
C˜µ =
N
g
z − r
rρ2
(0,−y, x, 0), (B1)
where N is an integer, and ρ =
√
x2 + y2. This field satisfies the equation
∂µ(∂ ∧ C˜)
µν − ǫναµβ
nα∂µ
nρ∂ρ
kβ = 0,
nα = δα3 , k
β =
4πN
g
δ(x)δ(y)δ(z)δβ0 .
The corresponding dual magnetic potential Cµ and its equation of motion are
Cµ =
N
g
1
r
δµ0 , ∂µ(∂ ∧ C)
µν − kν = 0. (B2)
From Eq. (B2), the dual field strength Hµν in Eq. (2.10) becomes
H0j = −∂jC0 = −
N
g
xj
r3
(j = 1, 2), H03 = −
N
g
x3
r3
+ Λ03m .
We follow Zwanziger’s definition [10]
1
∂z
f(x, y, z) = a
∫ ∞
0
f(x, y, z − s)ds− (1− a)
∫ ∞
0
f(x, y, z + s)ds,
and, to put the Dirac string on the negative z-axis, set a = 0. This choice gives
1
∂z
δ(z − b) = −θ(b− z), (B3)
and we find
Λ03m =
1
∂z
(C0) = −
4πN
g
θ(−z)δ(x)δ(y).
Namely, Λµνm represents the Dirac string part.
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In the massive case, Eq. (B1) changes to
C˜µ =
N
g
z − r
rρ2
e−mr(0,−y, x, 0),
and it fulfills the equation
∂µ(∂ ∧ C˜)
µν +m2C˜ν − ǫναµβ
nα∂µ
nρ∂ρ
kβ = 0.
The dual magnetic potential and its equation of motion change from Eq. (B2) to
Cµ =
N
g
e−mr
r
δµ0 , ∂µ(∂ ∧ C)
µν +m2Cν − kν = 0.
B.2 Electric potential and its dual potential
Next we consider the color electric current
jβ = gδ(x)δ(y)δ(z)δβ0 ,
and apply the dual relation (3.1). In the massless case, the electric potential B˜µ and its dual
potential Bµ given by
B˜µ =
g
4π
1
r
δµ0 , Bµ = −
g
4π
z − r
rρ2
(0,−y, x, 0). (B4)
satisfy the equations
∂µ(∂ ∧ B˜)
µν − jν = 0 (B5)
and
∂µ(∂ ∧ B)
µν + ǫναµβ
nα∂µ
nρ∂ρ
jβ = 0. (B6)
Using B˜µ in Eq. (B4), we find the RHS of Eq. (3.2), i.e., (∂ ∧ B˜)0j + Λ0je becomes
(∂ ∧ B˜)0j = −
g
4π
xj
r3
, Λ0je = −
g
4π
θ(−z)δ(x)δ(y)δ3j .
Namely, Λµνe represents the string part.
In the massive case, the potential B˜µ and the dual potential Bµ in Eq. (B4) change to
B˜µ =
g
4π
e−mr
r
δµ0 , Bµ = −
g
4π
z − r
rρ2
e−mr(0,−y, x, 0). (B7)
Instead of Eqs. (B5) and (B6), they fulfill the equations
∂µ(∂ ∧ B˜)
µν +m2B˜ν − jν = 0
and
∂µ(∂ ∧ B)
µν +m2Bν + ǫναµβ
nα∂µ
nρ∂ρ
jβ = 0,
respectively.
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O R−R ε
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−ε
Fig. C1 The path C on the complex plane.
C Calculation of Eq. (4.4)
First, we calculate the integral ∫
C
eizrn
(z2 + ω2)z2
dz
along the path C in Fig. C1. In the limit R→∞ and ε→ +0, this integral gives
I1(rn, ω) = P
∫ ∞
−∞
cos(qnrn)
(q2n + ω
2)q2n
dqn =
2
εω2
−
πrn
ω2
−
π
ω3
e−ωrn,
where we set rn ≥ 0, and P means the Cauchy principal value. Using I1 with ω =
√
q2T +m
2,
Eq. (4.4) becomes
V1(rn, rT ) =
Q2em
2
(2π)3
∫
d2qT {I1(0, ω)− I1(rn, ω) cos(qT · rT )} , (C1)
where qT · n = 0 and rT · n = 0. We note, when rT = |rT | = 0, the infrared divergences
2/(εω2) in I1(0, ω) and I1(rn, ω) cancel out. Using the Bessel function J0(ax), we define
K0(ya,mχ) as
K0(ya,mχ) =
∫ mχ
0
dx
x
x2 + y2
J0(ax), J0(ax) =
1
2π
∫ 2pi
0
dφe−iax cosφ.
This function satisfies
K0(ya) = lim
mχ→∞
K0(ya,mχ), lim
a→+0
K0(ya,mχ) =
1
2
ln
(
m2χ +m
2
m2
)
,
where K0(ya) is the modified Bessel function. Then Eq. (C1) becomes
V1(rn, rT ) =
Q2em
2
4π2ε
{
ln
(
m2χ +m
2
m2
)
− 2K0(mrT , mχ)
}
+
Q2em
2
4π
K0(mrT , mχ)rn + I2(rn) + C1, (C2)
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a3
bT aT
xT
Qe
−Qe
rT
rn
(a) (b)
a3
b3
xT
aT = bT
Qe
−Qe
z
Fig. C2 The relation between the length rT and the potential V1(rn, rT ) in Eq. (C2). The
cases with rT 6= 0 and rT = 0 are depicted in (a) and (b), respectively.
where mχ is the ultraviolet cutoff for qT , and
I2(rn) =
Q2em
2
8π2
∫
d2qT
e−ωrn
ω3
cos(qT · rT ), C1 = −
Q2em
4π

1− m√
m2χ +m
2

 .
When rT 6= 0, as ln[(m
2
χ +m
2)/m2] > 2K0(mrT , mχ), the infrared divergence 1/ε exists, and
we obtain limε→+0 V1(rn, rT ) =∞. On the other hand, if rT = 0, this divergence disappears.
Since I2(rn) satisfies [12]
|I2(rn)| ≤
Q2em
4π
e−mrn,
neglecting I2 and the constant C1, V1(r, 0) becomes VeL(r) in Eq. (4.5).
We note the damping behaviors K0(mrT ) and e
−mrn come from the propagator 1/(+
m2) in jµNµν/(+m
2)jν , and the behavior ∝ rn is from the operator Nµν .
To see the meaning of the above infrared divergence, we choose n = (0, 0, 1), a = (aT , a3),
and b = (bT , b3). Using Eq. (B3), the current (4.3) gives
1
∂z
jµ(x) = −Qeg
µ0 {δ(xT − aT )θ(a3 − z)− δ(xT − bT )θ(b3 − z)} .
When aT 6= bT , the strings from Qe and −Qe with infinite length exist. This is the origin of
the infrared divergence. However, when aT = bT , the strings with infinite length disappear,
and there remains the string with the length |a− b|. This situation is depicted in Fig. C2.
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D On the ghost condensation in Minkowski space
From the ghost determinant det(+ gϕ0×), we obtain the potential
iVgh(v) =i
∫
d4p
(2π)4
ln[(−p2 − iǫ)2 + v2]
=i
∫
d4p
(2π)4
ln[(−p2 − iǫ− iv)(−p2 − iǫ+ iv)], (D1)
where v = gϕ0. When we calculate it, there are two cases, i.e., ǫ > v and ǫ < v.
In the case of ǫ > v, since Im(p2 + i(ǫ± v)) > 0, the usual Wick rotation is applicable to
the p0-integral. Using the dimensional regularization, we obtain
iVgh(v) =−
1
(4π)2
(
1
ε
− γ + ln 4π +
3
2
)
(v2 + ǫ2)
+
1
2(4π)2
(v2 + ǫ2) ln(v2 − ǫ2)−
1
(4π)2
ǫv ln
(
ǫ− v
ǫ+ v
)
. (D2)
This potential is analytically continued to the region ǫ < v, and we can set ǫ = 0. Then
iVgh(v) becomes the real potential
−
1
(4π)2
{(
1
ε
− γ + ln 4π +
3
2
)
v2 −
1
2
v2 ln v2
}
, (D3)
This potential coincides with the one obtained in Euclidean space, and leads to the
condensation v 6= 0 [5].
In the case of ǫ < v, we can apply the Wick rotation for p2 + i(ǫ+ v). However, for
p2 + i(ǫ− v), the rotation must be done in the counter direction. Thus we obtain
iVgh(v) =−
2
(4π)2
(
1
ε
− γ + ln 4π +
3
2
)
ǫv
+
1
2(4π)2
(v2 + ǫ2) ln
(
ǫ+ v
ǫ− v
)
+
1
(4π)2
ǫv ln(v2 − ǫ2), (D4)
which is complex in the limit ǫ→ 0.
The one-loop diagrams in Fig.D1 lead to the series∫
d4p
(2π)4i
ln(−p2 − iǫ)2 +
∞∑
n=1
−1
n
∫
d4p
(2π)4i
{
−
v2
(−p2 − iǫ)2
}n
. (D5)
The series
∞∑
n=1
−1
n
{
−
v2
(−p2 − iǫ)2
}n
converges under the condition ǫ > v for an arbitrary value of p2, and Eq. (D5) becomes
Eq. (D1). When we calculate Eq. (D5), since Im(p2 + iǫ) > 0, the usual Wick rotation is
used. Thus Eq. (D5) gives Eq. (D3), and the condensate v 6= 0 appears [4].
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+ + +
iv
−iv
Fig. D1 The one-loop ghost diagrams. The dashed line is the ghost propagator 〈c∓c¯±〉,
and the blobs represent ±iv.
In Ref. [5], without ǫ, we calculated Eq. (D1) directly. This implies that Eq. (D4) with
ǫ = 0 was obtained. However this result is not equivalent to Eq. (D5). The contribution of
the residues at p0 = ±
√
p2 + iǫ is missing.
References
[1] G. Ripka, arXiv:hep-ph/0310102.
[2] H. Sawayanagi, Prog. Theor. Exp. Phys. 2017, 113B02 (2017).
[3] H. Sawayanagi, Prog. Theor. Phys. 117, 305 (2007).
[4] H. Sawayanagi, Prog. Theor. Exp. Phys. 2018, 093B01 (2018).
[5] H. Sawayanagi, Phys. Rev. D 67, 045002 (2003).
[6] L. Baulieu and J. Thierry-Mieg, Nucl. Phys. B 197, 477 (1982).
[7] M. Schaden, arXiv:hep-th/9909011.
[8] K-I. Kondo and T. Shinohara, Phys. Lett. B 491, 263 (2000).
[9] D. Dudal and H. Verschelde, J. Phys. A 36, 8507 (2003).
[10] D. Zwanziger, Phys. Rev. D 3, 880 (1971).
[11] T. Suzuki, Prog. Theor. Phys. 80, 929 (1988).
[12] S. Maedan and T. Suzuki, Prog. Theor. Phys. 81, 229 (1989).
[13] S. Sasaki, H. Suganuma and H. Toki, Prog. Theor. Phys. 94, 373 (1995).
[14] H. Suganuma, S. Sasaki and H. Toki, Nucl. Phys. B 435, 207 (1995).
[15] Y. M. Cho, Phys. Rev. D 21, 1080 (1980).
[16] M. Blagojevic and P. Senjanovic, Nucl. Phys. B 161, 112(1979).
[17] K. Bardacki and S. Samuel, Phys. Rev. D 18, 2849 (1978).
[18] H. Sawayanagi, Prog. Theor. Phys. 120, 455 (2008).
[19] M. N. Chernodub et al., in proceedings on ”Topology of Strongly Correlated Systems”, 87 (2001)
[arXiv:hep-lat/0103033].
20
