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Abstract 
In a first attempt to explain the good behaviour of local improvement heuristics (such as tabu 
search and simulated annealing) for the k-coloring problem, we study the topology of the local 
optima. We first propose an efficient procedure for generating all local optima. Then, we devise 
statistical tests for analyzing their topology, e.g., the number of local optima with respect to 
their value or the depth of the valleys. Finally, computational results are presented. 
Key words: k-coloring; Local optimum; Heuristics 
Dans une tentative d’expliquer le bon comportement des heuristiques d’amCliorations locales 
(telles que recherche tabou ou recuit thermodynamique) pour le problBme de k-coloration, nous 
ttudions la topologie des optima locaux. Nous proposons tout d’abord une procCdure efficace 
pour gCnCrer tous les optima locaux. Ensuite, nous discutons de tests statistiques pour analyser 
leur topologie, c’est-g-dire le nombre d’optima locaux par rapport g la valeur ou la profondeur 
des vallCes. Enfin, nous prtsentons des rCsultats de calcul. 
Mats C1Cs: k-coloration; Optimum local; Heuristiques 
1. Introduction 
We consider the graph k-colorability problem (Garey and Johnson [S, p. 1911) 
which can be expressed as follows: 
Instance: Graph G = (V, E), positive integer k < 1 VI. 
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Question: Does there exists a function c: I’+ {1,2, ,.., k} such that c(u) # c(u) 
whenever {u, v} E E? 
If the answer is yes, we say that G is k-colorable and the function c corresponds to 
a k-coloring of the nodes of G. The smallest integer k for which a graph G is 
k-colorable is called the chromatic number of G and is denoted y(G). It is well known 
that the graph k-colorability problem is NP-complete (Karp [l 11). 
Each function c : V + { 1,2, . . . , k} induces a partition ( V1, V,, . . . , V,), of V where 
Vi = {u E Vlc(v) = i}. Let Ei be the set of edges with both endpoints in Vi. The 
function c is a k-coloring of G if and only if each set Ei is empty (i = 1,2, . . . , k). One 
way to solve the graph k-colorability problem is to determine a partition 9 = 
{V1,1/2>..., vk/k) minimizing the following evaluation function f(g) = CT= 1 1 Eil. In 
fact, solving this last optimization problem gives more information: if G is k-colorable, 
then the optimal value off(p) is equal to zero; however if the graph is not k-colorable, 
we obtain a partition with a minimum number of edges joining two vertices with the 
same function value. Many heuristics have been proposed for minimizing the evalu- 
ation functionf(Y). The most efficient ones (Johnson et al. [9]; Chams, Hertz and de 
Werra [3]; Hertz and de Werra [S]) are iterative procedures which, at each step, move 
from a partition to a neighbor one: a partition 8’ is a neighbour partition of B if it can 
be obtained from 9 by moving one vertex from a set Vi to a set Vj (i # j). A partition 
9 is a local optimum iff(g) < f(p’) for all neighbour partitions 9’ of 8. 
The aim of the paper is a first attempt to explain why those heuristics are so efficient 
through the study of the topology of the local optima. More precisely, we evaluate the 
proportion of local and global optima with respect to the number of partitions, the 
distribution of local optima with respect to the evaluation function values, the growth 
rate of the number of local optima as the number of vertices and colors are increasing, 
the percentage of neighbors of a local optimum which are local optima, the maximum, 
minimum, and average distances between valleys of a local optimum (see Section 5 for 
a precise definition of a valley). Preliminary studies on the structure of local optima 
have already been made for the travelling salesman problem (Kirkpatrick and 
Toulouse [13]) and the optimization of quadratic O-l functions (Mtzard and Virasoro 
[16]; Mezard, Parisi and Virasoro [15]). However, these studies do not deal with 
general understanding of heuristic solutions of combinatorial optimization problems. 
The paper is organized as follows. In the next section we give necessary conditions 
for a partial solution, i.e., a partition of a subset W c I’, to be part of a local optimum. 
In Section 3, we describe the branch-and-bound algorithm COCALO which enumer- 
ates all local optima up to a permutation. The algorithm is illustrated by an example 
in Section 4. Study of the local optima topology through statistical computations and 
experimental results is presented in Section 5. Conclusions are drawn in the last 
section. 
2. Statement of the problem 
Let G=(V,E) be a graph and g={I’i,V2,...,Vk} a partition of V= 
1 ut,v2,.-., vn> into k subsets. Consider the function c : V-t (1,2, . . . , k) such that 
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c(ni) = y if vi E I’,: we shall say that vertex Vi has color c(Vi) = y. Note that an edge may 
have both endpoints with the same color. The functionf(B) = If= 1 J&( computes the 
number of such edges. A partition B corresponds to a k-coloring of G if and only if 
f(Y) = 0. A partition 9” is a neighbor partition of B if it can be obtained from 9 by 
changing the color of exactly one vertex. The partition B is a local optimum if 
f( 9’) < f(9’) for every neighbor partition 9 of 9’. 
In order to enumerate all local optima of J we have implemented a branch- 
and-bound algorithm. Every node of the search tree is a partial solution, i.e., a parti- 
tion of a subset W G V of vertices. The branching step consists of assigning a color to 
an uncolored vertex v (i.e., u E V\ W). The purpose of this section is to give necessary 
conditions for a partial solution to be part of a local optimum. These conditions will 
then be used for pruning the search tree. 
Let 9 = { W, , W,, . . . , Wk} be a partition of a subset W c V and let Vi be a vertex in 
V. We use the following notations: 
T(vi) = {vje V/there exists an edge {vi, vj} in E}, 
Vr = Ir(Vi) f7 Wy(, 
Ui = Ir(Vi)( - i vy> 
y=l 
Qf= {aE{l,2 ,..., k}lv;<v;}, 
@(g) = {(i,Y)IviE wy}. 
In other words, v/ is the number of vertices with color y which are adjacent to vi, and 
Ui is the number of uncolored vertices in T(vi). A color TV belongs to QY if, in r(vi), the 
number of vertices with color y is greater than the number of vertices with color a. 
A pair (i, y) belongs to @i(S) if and only if ni has color y in the partial solution 9. 
Proposition 2.1. A partition 9 of V is a local optimum if and only if Q: = 0 for every 
(4 Y) E @ (9. 
Proof. Let 8’ be a neighbor partition of 9 obtained by giving the new color a # C(ri) 
to vertex vi. The value f (9') of the partition 8’ is equal to f (P) - Van + vg. Hence, 
B is a local optimum if and only if vi c(“i) < v: for any (i,C(vi))E G(9) and for any 
c( # C(Ui). This means that Qi c(“0 is an empty set for every VIE V. 0 
Definition 2.2. Let B be a partial solution. The set G(9) is a candidate set if there 
exists a local optimum & such that Q(Y) E @(@). 
Let a(9) be a candidate set. If there exists (i, y) E CD(~) such that Q,? # 8, we know 
by Proposition 2.1 that QY has to be emptied. In order to remove a color c1 from QY, 
at least (v; - v:) uncolored vertices in T(vi) must receive color a. Hence we have to 
color CasaY (VT - vg) vertices in order to empty Q,?‘. This value has to be smaller 
than or equal to the number Ui of uncolored vertices in T(Ui). Let US define 
F(i, y) = % - Caeel , (vy - vg). This leads to the following proposition. 
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Fig. 1. 
Proposition 2.3. Let 9’ be a partial solution. A necessary condition for Q(9) to be 
a candidate set is: 
F(i,y) > 0 for all (i,y) in @i(g). 
Notice that this is not a sufficient condition for Q(P) to be a candidate set. Consider 
the example represented in Fig. 1. Assume that vertex ol receives color 1, v2 receives 
color 2 and u3 is uncolored: Q(9) = ((1, l), (2,2)). Since u1 and v2 have no adjacent 
colored vertices, v”; = v; = 0 for any ME { 1,2, . . . , k}. Hence Q: = Qi = 8, F(1, 1) = 1 
and F(2,2) = 1. However, if k = 2, Q(9) is not a candidate set since the solution 
obtained by coloring vertex v3 with color 1 or 2 is not a local optimum. 
Proposition 2.4. Let P be a partial solution and let Uj be an uncolored vertex. If we 
assign color y to Uj, then the value F(i,cc) decreases by 6(i,ol,j, y) where: 
I{plVf < Vs)J, if a = y, vjEr(Vi), 
W, 4.L Y) = 1, if SI # y, uj E I’(ui) and VY > ~9, 
0, otherwise. 
Proof. Let F(i, a) - S(i, a,j, y) = m= zii - CPEdT (0; - Pf) where: 
di = 
i 
Ui - 1, if VjET(Vi), 
ui, otherwise, 
Pp = 
i 
V/ + 1, if /? = y, VjE T(Vi), 
$3 otherwise, 
Q^S = 
i 
Q:u {/? # U~V! = v;}, if O! = y, VjEr(Vi), 
Q,“/(Y), if Vl = VP - 1, Vj E i?(Vi), 
QS> otherwise. 
Case 1: Vj$r& 
In this case, F(i,cr) = F(i,a), hence 6(i,a,j,y) = 0. 
Case 2: VjE T(Vi) and M = y. 
m= (Ui - 1) - C ((VF + 1) - Vf) 
BEi): 
= Ui - 1 - C (Vg - VB + 1) - c (v; - vp + 1) 
BEQ, 0 ia,vq=vr 
E&.-l_ -I{P#+f’=vq}~ 
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= F&a) - IQ;1 - I{/? # cllvf = $}I - 1 
= J’(i,a) - (IQ3 + I{Blv! = v9)l) 
= F(i,cr) - I{plvf d $}I. 
Case 3: uj E T(Q) and vy = vr - 1 (hence GI # y), 
~=((ut- l)- C (VS-VP) 
b’~Qq/ iv} 
= Ui - 1 - C (Vg - VP) + (VP - Vi) = F(i, CC). 
BEQ; 
-Y- 
Case 4: VjFT(Ui) and V’ < VP - 1 (hence CI # y). 
~=(Ui- l)- C (Vp-v^B) 
BEQY 
=ui-l- 1 (vg - vp, + (vi” - (vy + 1)) 
P~Ql/{rl 
= Ui - 1 - C (Vg - Vf) + 1 = F(i, c(). 
BEQ, 
Case 5: UjE r(Ui), ~1 # y and vf 2 ~9. 
RC$= (Ui - 1) - 1 (VP - Vf) = F(i,a) - 1. 0 
BEQ: 
Definition 2.5. Let 9 be a partial solution and let uj be an uncolored vertex if any. 
A color CI is a candidate color for Uj if F(j, CI) 2 0 and F(i, y) - 6(i, y,j, c() > 0 for all (i, y) 
in Q(9). 
In other words, a color CI is a candidate color for Uj if Q(Y) = Q(9) u {(j, a)} 
satisfies the necessary condition of Proposition 2.3 for being a candidate set. 
We will denote Cj the set of candidate colors for vj. It follows that if 9 is a partial 
solution in the search tree and if Uj is an uncolored vertex, we will not create a branch 
by assigning a color CI # Cj since Q(9) u {(j, M)} is not a candidate set. 
As noticed in Proposition 2.3, a necessary condition for Q(9) to be a candidate set 
is that QY can be emptied for any (i, y) E Q(9). Let us consider a pair (i, y) E Q(9) for 
which QY # 8. We have seen that in order to remove color CI from QY, (vj’ - vi”) 
uncolored vertices in r(vi) must receive color ~1. In other words, each color a E Q/ has 
a demand equal to (VT - ~4). On the other hand, each uncolored vertex VjEr(Vi) can 
offer one unit to a unique color CI in Cj. A stronger necessary condition for Q(9) to be 
a candidate set is that the offer can satisfy the demand. Testing the condition leads to 
a maximum flow problem. Indeed, first notice that if F(i, y) < 0 then according to 
Proposition 2.3, the set Q(Y) is not a candidate one. 
SO assume that Ui 2 CEEQ,_ (vy - vg). Consider the following network N. For the 
nodes of N, take the colors in ‘Qr, the uncolored vertices in ~(uJ, and three extra nodes 
s, t and p. For the arcs, take: 
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Fig. 2. 
- an arc (s, Uj) of capacity 1 for all uncolored vertices Vj in r(Ui), 
- an arc (a, t) of capacity (vy - VP) for all colors CI in QY, 
- an arc (p, t) of capacity Ui - C..,,(v/ - vg) = F(i, y), 
_ an arc (ai, a) of infinite capacity for’all uncolored vertices vj in T(vi) and all colors 
tl in QY such that a E Cj, 
- an arc (Uj,p) of infinite capacity for all uncolored vertices Uj in r(ai), 
_ an arc (t, s) of capacity Ui. 
It is now easy to observe that a maximum flow in N has value Ui if and only if the offer 
can satisfy the demand. This problem, can be solved by using a variety of efficient 
maximum flow algorithms (see, e.g., [4, 12, 141). 
However, in practice, it might be time consuming to perform such a test for each 
(& y) E Q(9). Moreover, notice that if for each individual pair (i, y) E @(P) the corres- 
ponding maximum flow has value Ui (i.e., the demand can be satisfied), this does not 
guarantee that @p(P) is a candidate set. Consider the example in Fig. 2. Assume k = 2 
and a(P) = ((1, l), (2, l), (3,2)}. Then Q: = Q: = (2) and Qi = 8. Vertex v1 has 
a total demand of one unit which can only be satisfied by assigning color 2 to oh. In 
the same way, vertex v5 must receive color 2 in order to satisfy the demand of vertex 
v2. However this yields a solution which is not a local optimum (if we change the color 
of us, the value of the evaluation function decreases by two units). 
Let A be a subset of Qj’ ( # 0) and let O(A) denote the number of units which can be 
offered to A: O(A) = ( { uncolored vertices Vj E r(Vi) 1 Cj n A # @} I. The total demand in 
A is equal to C.EA(vy - VP) = D(A). By construction of network N, a maximum flow 
in N has value ui if and only if 
O(A) > D(A) VA G Q; 
(see, e.g., Bazaraa, Jarvis and Sherali [l, p. 4781). 
Necessary conditions for G(9) to be a candidate set can now be obtained by 
choosing particular subsets A. For example, for a set A with a unique color OZEQY, 
wehaveO(A)= I{ uncolored vertices Uj E r(Ui) 1 a E Cj} 1 and D(A) = vj’ - VP. Let ~9 = 
0((a)). This leads to ws 2 VT - vg. 
By setting A = Q/ we have O(A) = ( { uncolored vertices vj E r (vi) 1 Cj n Q/ # 8) I = 
Ui - I{uncolored vertices in r(Vi) 1 Cj n QY = @} I. The demand D(A) is C,,oT (v; _ v;). 
Let ri = ui - O(A). The inequality O(A) > D(A) is equivalent to: F(i, y) > ii. 
We deduce the following proposition: 
Proposition 2.6. Let P be a partial solution. Necessary conditions for G(9) to be 
a candidate set are: 
(i) F(i, y) > rifor all (i, y) in G’(9) and 
(ii) wg 2 VT - v4 for all (i, y) in Q(Y) and for all t( in QY. 
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Fig. 3. 
Conditions (i) and (ii) are stronger than the condition in Proposition 2.3. Indeed, if 
F(i, y) < 0 for some pair (i, y) in a(Y), we have F(i, y) < ri since ri B 0. Moreover, by 
Definition 2.5, Cj is empty for any vertex vj in r(Ui). Hence of = 0 < (vy - vf) for any 
ffEQY. 
Conditions (i) and (ii) are equivalent for any pair (i, y) in Q(g) such that I Q:l = 1. 
Otherwise, these conditions may be different. For example, consider the graph 
represented in Fig. 3. Assume that k = 3 and Q(Y) = ((1, l), (2, l), (3,2), (4,2), (5,2), 
(6,2), (7,3), (8,3), (9,3), (10,3)}. In this case, Q! = Q: = {2,3}, F(l,l) = 3 and 
F(2,l) = 0. For other pairs (i, y) in G(g), F(i, y) = 1 and QY = 8. This already shows 
that the condition in Proposition 2.3 is satisfied. Following Definition 2.5, we get 
Cl1 = {2,3}, Cl2 = Cl3 = Cl4 = Cl5 = (1) and Cl6 = Cl7 = {2,3). Now, since 
w: = w: = 1, wz = wz = 2 and (vi - v:) = (vi - v:) = (vi - vf) = (vi - vz) = 1, 
condition (ii) is satisfied. However, F(1, 1) = 3 < 4 = rl . 
For the same graph, if we now assume that k = 3 and Q(Y) = ((1, l), (2, l), (3,2), 
(4,2), (5,2), (6,2), (7,3) (8, l), (9, l), (10, l), (11,2), (12, I)}, we get F(k Y) = 0 for every (i, Y) 
in (P(p), Cl3 = Cl4 = Cl5 = {3}, C 16 = Cl7 = {2,3}. SO, ri = 0 for every colored 
vertex and condition (i) is verified. However, w: = 0 < 1 = (vi - v:). 
Definition 2.7. Let B be a partial solution. The set G(Y) is a pseudo-candidate set if 
both conditions (i) and (ii) of Proposition 2.6 are satisfied. 
Notice that a pseudo-candidate set is not necessarily a candidate set. Indeed, we 
have observed that for the graph in Fig. 2, with k = 2, the set Q(g) = ((1, l), (2, l), 
(3,2)) is a pseudo-candidate set but not a candidate one. 
Proposition 2.6 suggests that, in Definition 2.5, we could reinforce the conditions 
for a color a to be a candidate one for vertex Vj as follows. 
Definition 2.5’. Let 9 be a partial solution and let uj be an uncolored vertex. A color 
a is a candidate color for ~j if G(g) u {(j, a)} is a pseudo candidate. 
However, let C,(Y) denote the set of candidate colors for an uncolored vertex 
OjEB (according to Definition 2.5’). Assume that one has to determine whether a 
color CI belongs Cj(S). Let 9’ be the partition obtained from B by assigning color 
a to Uj. By Definition 2.5’, color a belongs to C,(Y) if G(Y) = a(g) u {(j, a)} is a 
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pseudo-candidate set. The conditions given in Proposition 2.6, for being a pseudo- 
candidate set, can only be checked if the sets C,(9’) are available for each uncolored 
vertex oh in 9’. Hence, C,(Y) must be computed in a recursive way. It turns to be 
much less time consuming to use Definition 2.5. Conditions (i) and (ii) of Proposition 
2.6 are checked as soon as a new node in the search tree is generated. 
3. Algorithm COCALO 
In this section, we describe the branch-and-bound algorithm COCALO (COmpu- 
tation for the k-Coloring problem of All Local Optima) which enumerates all local 
optima of the k-coloring problem. It is useless to generate local optima which are 
equivalent up to a permutation of the colors. This is easily done as follows. Let U be 
the set of colors which have not yet been assigned to any vertex in the current partial 
solution. Assume we have obtained a partial coloring 9’ of G and we want to assign 
a color to vertex Vj whose set of candidate colors is Cj 2 U. Select a color u in U. 
Replace Cj by Cj\(U - {u}). Indeed, consider a color u’ in U - {u>. Any partition 8’ 
of V with G(S) c (a(Y) and (j, u’) E @(9’) is equivalent, up to a permutation of colors 
u and u’, to a partition 9” with Q(S) c @(Y”) and (j, u) E @(Y”). 
Each node of the search tree corresponds to a partial solution 9. Each branch 
corresponds to the assignment of a candidate color cz E Cj to an uncolored vertex vj. 
The new vertex to be colored at a current iteration will be selected among the set L of 
vertices with 1 Cjl minimum as one of largest degree. This rule attempts to limit the 
number of branches and either to quickly lead to a local optimum or to backtrack (i.e., 
eliminating as many colors as possible in the candidate set of other vertices or using 
other backtracking conditions). Pruning occurs as soon as a set of candidate colors of 
an uncolored vertex is emptied, or one of the conditions of Proposition 2.6 is not 
satisfied. 
We now give a precise algorithmic description of COCALO. The following sim- 
plified notation will be used. Let B be a partial solution. We denote c(i) the color of 
vertex zii. 
Algorithm COCALO. 
1. Initialization 
U = (1,2,...,k); 
For all i~{1,2,...,n} do 
ui + Ir(ui)l; 
Cic U; 
For all ccE{1,2,...,k} do 
v; + 0; 
F(i,a)cui; 
QP+8 
EndFor 
EndFor; 
stack c 0; 
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2. Selection of the next vertex to be colored 
Let L be the list of all uncolored vertices vj such that ICjl is minimum. 
Select Vj such that degree(vj) = maxIIvleL degree(v& 
Select a color y E Cj; 
If ygU then Cj+ Cj/‘{a)UEU} 
Else Cj + Cj/{y> 
Endif; 
If lCj/ >O then 
push the current subproblem into the stack 
Endif; 
3. Updating values of the function F 
For all vi E r (Vj) do 
If Ui is colored then 
F(i, c(i)) c F(i, c(i)) - 6(i, c(i),j, y) 
Else 
For all CI E Ci such that vj’ > V; do 
F(i,cr)+ F&E) - 6(i, a&y); 
If F(i, a) < 0 then 
Ci + Ci/{a> 
If Ci = 8 then go to backtracking step Endif 
For every colored vertex v1 E T(q) do 
,pt,;- 1 
EndFor 
Endif 
EndFor 
Endif 
EndFor; 
4. Updating the current subproblem 
Cj + 0; 
c(j) + Y; 
If ye:U then 
UC U\b3 
Endif; 
For all c( E QY do 
0; + 0 
EndFor; 
For all viET(vj) do 
vycvy+ 1; 
Ui t Ui - 1; 
If Vi is colored then 
If c(i) # y then 
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Else 
For all a&Q: do 
If v; = VT - 1 then 
Ql'+Q;u{al 
Endif 
EndFor 
Endif 
Else 
For all MEQI do 
If c( E Ci then ~7 + ~4 + 1 Endif 
EndFor 
Endif 
EndFor; 
5. Updating the candidate color sets 
For all Uic:T(Uj) do 
If Vi is colored then 
For every uncolored vertex uh E I’(Vi)\I’(Vj) do 
For all c! E Ch such that vg 2 vf”) do 
If F(i, c(i)) - S(i, c(i), h, a) < 0 then 
Ch + Ch\{a} 
If C,, = 8 then go to backtracking step endif 
For every colored vertex q E r (q,) do 
cOp+op- 1 
EndFor 
Endif 
EndFor 
EndFor 
Else 
For all E E Ci do 
For every colored vertex oh E (r(ui) n r(Uj)) u {Uj} such that vl 2 vich) do 
If F(h, c(h)) - 6(h, c(h), i, a) < 0 then 
ci + ci\{u> 
If Ci = 8 then go to backtracking step endif 
For every colored vertex q E T(Ui) do 
cqC01”- 1 
EndFor 
Endif 
EndFor 
EndFor 
Endif 
EndFor; 
6. Checking of suficient conditions for being a pseudo-candidate set 
For every colored vertex Ui do 
compute ri; 
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If F(i,c(i)) < li then go to backtracking step Endif; 
For all u E Qf”’ do 
if wOL < yc(i) _ 
EndFofr 
v: then go to backtracking step Endif 
EndFor; 
If all vertices are colored then 
Store the current solution (which is a local optimum); 
If the stack is empty then 
stop 
Else pop the last element of the stack 
Endif 
Endif; 
Go to 2; 
7. Backtracking 
If the stack is empty then 
stop 
Else 
Pop the last element of the stack; 
go to 2 
Endif. 
Proposition 3.1. The algorithm COCALO enumerates all local optima up to a per- 
mutation. 
Proof. Correctness of the algorithm follows from Propositions 2.3 and 2.6. 0 
4. An example 
In this section, we illustrate the algorithm COCALO by an example. Consider the 
graph with ten vertices represented in Fig. 4 and assume that k is equal to 3. The 
complete search tree contains 242 nodes. There are 129 nodes with one child, 96 with 
two children and 16 with three ones. The tree has 129 leaves, 111 of them correspond- 
ing to local optima. A backtracking occurs at each one of the 18 remaining leaves. 
Each type of backtracking is used at least once: the set of candidate colors of an 
uncolored vertex is emptied six times, and condition (i) (respectively (ii)) of Proposi- 
tion 2.6 is violated once (respectively eleven times). A portion of the search tree is 
represented in Fig. 5. 
The information contained in the root Ni is described in Fig. 6. For each vertex 
Vi (1 d i < lo), the set of candidate colors Ci is equal to {1,2,3}, Ui is equal to jT(ui)l 
and VT = 0 (1 d y < 3). Since 1 Ci 1 = 3 for any vertex Vi, the first vertex to be colored is 
a vertex with maximum degree. Hence, vertex v9 or ulo could be chosen. In this case, 
COCALO has randomly chosen vertex u9. Since U = { 1,2,3) (i.e., no color has yet 
been used), the assignments of color 1, 2 and 3 to vertex u9 are considered as 
equivalent. Hence, the root Ni has only one child. 
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Fig. 4. 
I c(9)tl 
/ 
/ 
I 
backtrack 
c(6)tl 
backtrack 
c(4)+2 
local optimum 
Fig. 5. Partial search tree for the graph in Fig. 4, with k = 3 
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N3 
N4 
N5 
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Fig. 6. Information associated with some nodes of the search tree in Fig. 5. 
When vertex vg has received color 1, it can be verified that the set of candidate 
colors of each uncolored vertex is still equal to { 1,2,3}. So COCALO chooses ur,, as 
the next vertex to be colored. At this time, U = {2,3} and only two branches are 
considered: ~(10) = 1 and ~(10) = 2 (the latter being equivalent to ~(10) = 3). Assume 
now that we are at node Nz of the search tree. The information associated with this 
node is summarized in Fig. 6. It can be observed that color 2 has been removed from 
Cg, C6 and C,. The reason is that F(5,2) = (2 - (2 + 2)) = - 2, F(6,2) = 
(1 - (1 + 2)) = - 2 and F(7,2) = (2 - (1 + 2)) = - 1. Every colored vertex Ui has 
a circle around I$“. The uncolored vertices ui for which 1 Ci 1 is minimum are us, v6 and 
u7. Since u7 has maximum degree, it is chosen as the next vertex to be colored. Two 
branches are created since u7 may receive color 1 or 3. 
At node N3 of the search tree, colors 2 and 3 have been removed from C4 since 
F(5,3) - 6(5,3,4,2) = 0 - 1 = - 1 and F(5,3) - 6(5,3,4,3) = 0 - 2 = - 2. Hence 
C4 = (11 and u4 is chosen as next vertex to be colored. When assigning color 1 to uq, 
270 A. Hertz et al. / Discrete Applied Mathematics 49 (1994) 257-280 
color 2 is removed from C3 since the new value of F(3,2) is now equal to - 1. So there 
is no uncolored vertex in the neighborhood T(v4) of vq which may receive color 2. 
Hence 02 = 0 < vi - vi = 1 and a backtracking occurs since condition (ii) of Pro- 
position 2.6 is violated. 
Consider now node N4 in the search tree with its associated information provided 
in Fig. 6. At this stage, v3 and vq are the unique uncolored vertices. Since IC3 1 = IC,I 
and degree(v3) = degree(v,), COCALO chooses the next vertex to be colored at 
random. Let us assume that v3 has been selected. In the branch corresponding to the 
assignment of color 1 to v3, the set C4 of candidate colors is emptied since the new 
value of F(4,l) is equal to - 3 and F(3,l) - 6(3,1,4,2) = 0 - 1 = - 1. So vertex 
vq can no more be colored and a backtracking occurs. If we now consider the other 
branch issuing from N, (i.e., c(3) = 3) we get C4 = (2) and by coloring vertex v4 with 
color 2 we obtain the node N5 which is local optimum of value 5. 
Finally, if we consider the node N6 of the search tree, it can be verified that the 
information at this node is the one provided in Fig. 6. Vertex v6 is selected since 
1 C6 1 = 1 < I C3 1 = ) C4 1 = 2, and it receives its unique candidate color which is color 1. 
We now get F(9,l) = 1 < 2 = rg, hence a backtracking occurs since condition (i) of 
Proposition 2.6 is not satisfied. 
5. Statistical computations 
In this section, we present statistical experiments designed in order to study the 
topology of local optima. We will see below that it is difficult to enumerate all local 
optima for graphs with more than 20 vertices (due to their exponential growth). 
However, we present several notions and metrics on the complete set of local optima 
to investigate their topology. We first use the COCALO algorithm to generate all 
local optima for graphs with n < 20. We illustrate the topology notions and metrics 
on the sets so obtained and present the characteristics we observed. In particular, we 
examine the proportion of global optima with respect to local optima, the width and 
the height of the valleys, the distances between valleys. 
Many authors have observed that coloring a graph G with k slightly larger than y(G) 
colors is an easy problem in practice (see, e.g., Johnson et al. [9] and Chams, Hertz and de 
Werra [3]). In a first attempt to explain this empirical observation, we study the 
proportion of local optima which are global ones. Random graphs have been generated 
with iz = 10, 15, 20 vertices and a density of 0.5. This density is usual in graph coloring 
experimental results (see [3, 8, 91). Then the COCALO algorithm has been applied on 
each of these graphs with k varying from 2 to few units above the chromatic number. Note 
that the chromatic number can easily be determined from the outputs of the COCALO 
algorithm: it is the smallest value of k for which there exists a local optimum Z? with no 
conflicts (i.e., f(g) = 0). The COCALO algorithm provides local optima only up to 
a permutation of the colors. Each local optimum with 1~ k colors is the representative of 
a class of k(k - 1) . ..(k - I+ 1) = k!/(k - I)! equivalent local optima. For example, 
consider a local optimum with 1 = 2 and k = 4. This local optimum corresponds to 
a bipartition of the vertices and the k!/(k - I)! = 12 possible color assignments to the two 
sets of vertices are (1,2), (1,3), (1,4), (2, l), (2,3) (2,4), (3, l), (3,2), (3,4), (4, l), (4,2), (4,3). 
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Fig. 7. Percentage of local optima which are global for 10 graphs with 20 vertices. 
In Fig. 7, we represent the results obtained for 10 graphs with 20 vertices. Average 
percentages for 10 graphs with n = 10, 15 and 20 are depicted in Fig. 8. Vertical 
segments represent the standard deviation. Although these standard deviations are 
not always very small (they can go up to 25%) the general tendency is not affected. 
For k 2 y(G), the standard deviation decreases with respect to the mean value. The 
circles on the curves represent the average chromatic number. As expected, we observe 
that the percentage of local optima which are global ones increases very quickly up to 
100% when k is few units above y(G). Although, it might be interesting to check 
whether the evolution observed on Fig. 8 is still the same for graphs with a larger 
number of vertices, it is however difficult to carry out such an experiment as the 
number of local optima is increasing very quickly. For instance, graphs with 20 
vertices and k = 7 have approximately few millions of local optima up to a permuta- 
tion, or a total amount of about several thousands of millions local optima while 
graphs with 10 vertices and k = 7 have roughly 1500 local optima up to a permuta- 
tion. Exponential growths of the number of local optima with increasing values of 
k and n are drawn on Figs. 9 and 10. To circumvent this difficulty, one could design 
a procedure to randomly generate a significant number of local optima. Such a pro- 
cedure could be validated with the complete enumeration of local optima on small 
graphs. 
Next, we study the relation between the number of conflicts and the percentage of 
local optima. For each of the 10 random graphs with n = 20, we compute the 
percentage of local optima for a given number of conflicts. Averages of these percent- 
ages are represented in Fig. 11 for various values of k. We observe, that for each value 
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Fig. 8. Percentage of local optima which are global for graphs with 10, 15 and 20 vertices. 
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Fig. 9. Exponential growth of the number of local optima with increasing values of k. 
of k, the curve has a bell shape. The bases of the bells, i.e., the range of the values of the 
local optima, is decreasing as k increases. If we interpret those bells as normal 
distribution and try to evaluate the probability of reaching a local optimum which is 
a global one, we will obtain an extremely small probability for k < y(G). However for 
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Fig. 11. Percentage of local optima vs. number of conflicts for graphs with 20 vertices. 
k larger than or equal to y(G), most local optima which are not global have a small 
number of conflicts. We observe that the values of the heights of the bells increase very 
quickly as k increases. 
In order to go further in the study of the topology of the local optima, we propose to 
examine their neighborhood. A partition P1 of the vertex set V will be called 
a l-neighbor of a partition P2 if they are neighbor partitions, i.e., each one can be 
obtained from the other by changing the color of exactly one vertex. We now classify 
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Fig. 12. Percentage of l-neighbors which are local optima for graphs with 15 vertices. 
the set of local optima by putting two local optima in the same class if they are 
l-neighbors. Note that all local optima belonging to the same class have the same 
number of conflicts. In terms of the topology, those classes are called valleys (there 
might be a slight abuse of terminology since geographers may prefer to call them 
plateau, plains or bottom of the valleys). The value of a valley is the number of 
conflicts of its local optima. 
Next, for each local optimum, we determine the percentage of l-neighbors which 
are local optima (i.e., which are in the same valley). For each number i of conflicts, we 
then compute the average of these percentages over all local optima with i conflicts. 
This is represented in Fig. 12 for n = 15 and various values of k. 
Let us now define the l-neighborhood of a valley as the set of partitions which do 
not belong to the valley and which are l-neighbors of at least one element of the 
valley. Let Ai denote the union of the l-neighborhoods of the valleys of value i. Note 
that each partition in Ai has at least i conflicts. We propose to study the values of the 
partitions in Ai. We denote by Af the set of partitions in Ai with value i + 6 and by 
Bi the set of l-neighbors of local optima of value i that are local optima (note that 
Bi n Ai = 0). In Fig. 13, for a given value of k, we represent the relation between the 
number i of conflicts and the proportion 1 &I/I Ail of partitions in the neighborhood of 
valleys with value i, which are not local optima and whose value is equal to i + 6. 
Note that any partition in A? has at least one l-neighbor with value strictly less than i. 
Hence, if i* denotes the value of a global optimum, A$ is empty. 
Next we look at the number of valleys and the average number of partitions in 
a valley. In Table 1, for a given value i of the number of conflicts, we give the 
percentage pi of local optima with value i, the number of valleys Ni of value i, the size 
ST and the average size S/‘ of the valleys and the percentage qi of local optima which 
are in a valley of size Srax (if there are more than one valley of size Sy”, we consider 
only one of them when calculating qi). We observe that as the number of conflicts i is 
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Table 1 
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Number of valleys and average number of partitions in a valley 
2 
3 
4 
5 
0 
1 
2 
3 
0 
1 
2 
0 
6 
7 
8 
9 
10 
11 
12 
13 
14 
1 
2 
3 
4 
5 
6 
I 
8 
9 
10 
11 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
15 
3 20.27 
3 16.22 
3 55.40 
3 8.11 
4 7.35 
4 15.69 
4 53.92 
4 23.04 
5 69.44 
5 18.75 
5 11.81 
6 100.00 
3 
3 
3 
3 
3 
3 
3 
3 
3 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
3.90 
1.39 
9.45 
11.70 
16.43 
23.41 
19.51 
6.77 
1.44 
0.42 
2.25 
6.44 
16.04 
22.48 
28.85 
16.12 
6.55 
0.73 
0.08 
0.04 
12 14 
12 6 
54 17 
36 1 
48 9 
12 20 
100 600 
192 31 
1 24000 
20 342 
720 7 
1 495120 
12 18 
42 14 
108 8 
132 11 
246 20 
330 14 
336 10 
156 3 
36 2 
48 9 
96 3-l 
348 184 
961 8568 
1885 11040 
4524 602 
4512 28 
2520 10 
456 1 
48 1 
24 1 
7.50 15.56 
6.00 8.33 
4.56 6.91 
1.00 2.78 
7.50 2.50 
10.67 2.60 
26.40 22.73 
5.88 2.75 
24000.00 100.00 
324.00 5.00 
5.67 0.17 
495120 100.00 
9.50 15.79 
5.14 6.48 
2.56 2.90 
2.59 3.22 
1.95 4.17 
2.07 2.05 
1.70 1.75 
1.27 1.52 
1.17 4.16 
5.50 3.41 
14.75 2.61 
11.66 4.54 
10.51 84.80 
7.51 77.91 
4.02 3.31 
2.25 0.28 
1.64 0.24 
1.00 0.22 
1.00 2.08 
1 .oo 4.17 
increasing, both pi and Ni seem to follow a normal distribution. Given any procedure 
providing a local optimum (see, e.g., descent methods), the probability to fall in 
a valley containing a global optimum gets larger as k is increasing. 
The tabu search technique is basically an iterative method which starts from an 
initial solution, and moves step by step from a solution s to the best (nontabu) 
l-neighbor s’ of s. Some of the solutions which are visited during the iterative process 
correspond to local optima. Tabu search can thus be viewed as an iterative heuristic 
method which goes from one local optimum to another one. The efficiency of such 
a heuristic is heavily dependent on how to get out from a local optimum. Let 9 be 
a local optimum with i conflicts and let gA (respectively PB) be a l-neighbor of 9 in 
A: (respectively Bi). It is better to move from 9’ to PA rather than to YB since gA has 
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a l-neighbor with less than i conflicts. In other words, if there exists a l-neighbor 
partition of a local optimum which is not a local optimum but with identical value, it 
is a very interesting move to consider since at the next step the heuristic will be able to 
find a descent direction. Let TABU be the set of partitions which are forbidden at 
solution 9 (i.e., tabu search cannot move from 9 to a solution in TABU). The 
probability qi of moving from 9’ to a solution in A:, i.e., to find a new descent within 
two iterations is equal to: 
(A;\TABUI 
qi = /(A? u Bi)\TABUI 
This probability makes sense if (A: u Bi)\ TABU is not empty. Looking at the results 
obtained in Fig. 13, it appears that at least in average A: # 8. Let us assume that the 
set TABU of forbidden l-neighbors is not modified until an improved solution 8’ (i.e., 
f(9’) <f(P)) is found. The probability of finding an improved solution after at most 
t iterations is equal to 1 - (1 - qi)l- ’ for i conflicts. We can thus compute the number 
of iterations after which the probability of finding an improved solution is greater 
than or equal to an a priori given value. This computation may be helpful for 
estimating the optimal size of the tabu list (i.e., ) TABUI) or the number of iterations 
without improvement which should be performed before stopping the search. 
Let us now measure how difficult it is to move from a local optimum to a global 
one. Define the distance d(B, 9’) between two partitions B and 9’ as the number of 
vertices with a different color. 
Let pi denote the set of valleys with value i. We now define the minimum distance 
dmin(~i, ~j) between Yi and 9j as follows: 
dmi”(~i, 2Yj) = min min min min d(9,P’). 
9-YE_Yr ~E2pj 9sY @‘EY’ 
In other words, for any local optimum with i conflicts, the color of at least 
dmi”(_Yi, Zj) vertices must be changed in order to reach a local optimum of value j. 
Heuristics such as simulated annealing and tabu search (SA and TS for short) are 
myopic in that sense that their short term strategy at any local optimum consists of 
finding a new local optimum with less conflicts. Typically, for a partition with 
i conflicts, SA and TS will try to reach a valley of valuej < i. If this occurs, the process 
is then repeated from the last local optimum. So given any local optimum of value i, 
the minimum number ,+ of l-neighbors that such heuristics will generate before 
reaching a global optimum of value i* can be estimated in the following way: 
Ai + 0; j * i; 
While j > i* do 
Let k be such that dmi”(Yj, 2’k) = min,,j dmin(Zj, _Yl); 
ii t 2i + dmin(~j, ~~); 
j+k 
EndWhile. 
Now, let pi denote the percentage of local optima of value i. We compute Dmi” = 
1 i Aipi. In other words, D mi” is a measure of the minimum number of steps that ascent 
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descent methods such as SA or TS require on average for reaching a global optimum, 
starting with any initial local optimum. 
The same computation can be carried out by replacing the distance Pin by the two 
following distances: 
Maximum distance from pi to LE’j: 
dmaX(L?ir LFj) = max min max min d(B,9’), 
YEYi Y’EZ, .9EV B’EY’ 
average distance between L??i and 3?j: 
In other words, for any local optimum of value i, the number of vertices which 
must change their color for reaching a local optimum with j conflicts is equal 
to d”‘(LZ’i,Zj) in average, and is bounded by d”““(~i,~j). This last distance 
corresponds to the minimum number of moves to be performed going away 
from any local optimum with value i to the closest local optimum of value j in 
the worst case. Note that d”“” IS not a symmetrical distance, while Pi” and d”’ 
are symmetrical ones. 
Notice that d”““(~~,5?j) may be smaller than d”‘(Zi,Zj) since, for a local 
optimum of value i, the distance d max only considers the closest valley of value j while 
d”’ computes an average distance over all valleys of value j. 
The values D”“” and D”’ are now defined in the same way as Dmin, where the 
distance dmin is replaced by d”“” and d”’ respectively. These measures are reported in 
Table 2 for a graph with 10 vertices and for various values of k. 
These measures are useful for estimating the amount of work requested by heuris- 
tics such as SA and TS for finding a global optimum. It is however difficult to compute 
these measures for large graphs since the number of local optima becomes intractable. 
Ways to estimate those values should be looked up and compared with values 
obtained by a heuristic. 
Table 2 
Estimation of the average distances from a local 
optimum to a global optimum for a graph with 10 
vertices 
k D min Drn”” D”’ 
3 2.51 3.91 4.20 
4 2.31 3.57 5.46 
5 0.61 0.61 3.16 
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6. Conclusion 
The present study is a first attempt to explain the good performance of ascent 
descent heuristics, and in particular of tabu search, for the k-coloring problem. 
Although making a statistical experiment on the whole set of local optima strongly 
limits the size of the problems that can be handled, it provides insights on the 
good performance of tabu search for values of k a few units above y (very few 
valleys), and on the bad performances when k is smaller than or equal to y (small 
proportion of local optima which are global ones). Future research should probably 
consist in extending those statistical experiments for larger problems. However, 
this implies that a procedure must be designed to generate a representative subset 
of local optima. 
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